Partial deduction is known as an optimization technique in logic programming. In the context of abductive logic programming, however, we present in this paper that normal partial deduction does not preserve explanations for abductive reasoning. Then we provide an alternative method of partial deduction, called abductive partial deduction, which is shown to preserve the meanings of abductive logic programs. A method of partial abduction is also introduced as an optimization for abductive reasoning in logic programs.
Introduction
Partial deduction [Kom92] is an optimization technique in logic programming, which performs deduction on a part of a program while retaining the meaning of the original program. Partial deduction is used in various extensions of logic programming, and is known to preserve the semantics of normal logic programs [TS84, LS91, Seki91, Seki93] and disjunctive logic programs [SS94, BD94] .
Abductive logic programming [KKT92] is one of the extensions of logic programming, which realizes a mechanism of abductive reasoning in AI. Recent studies have widely investigated theoretical aspects of abductive logic programming, then optimizing abductive logic programs is becoming an important issue from practical viewpoints.
In abductive logic programming, a primary goal is computing explanations for a given observation. In particular, selecting the \best" explanations among many candidate explanations is important. Considering partial deduction in abductive logic programs, our special concern is the preservation of such explanations. However, since the inference mechanism in abductive logic programming is dierent from standard logic programming, it is not clear whether partial deduction techniques are directly applicable to abductive logic programs.
In this paper, we investigate the eect of partial deduction in abductive logic programs. We rst show that normal partial deduction does not preserve the meanings of abductive logic programs. Then we propose an alternative method of partial deduction, called abductive partial deduction, which preserves explanations in abductive reasoning. Some variants of abductive partial deduction are introduced to preserve best explanations. We nally apply the technique of abductive partial deduction to partial abduction, which optimizes abductive reasoning in logic programs.
The rest of this paper is organized as follows. In Section 2, we review abductive framework and abductive logic programming. In Section 3, we present the problem of normal partial deduction in abductive logic programs and propose new partial deduction techniques. Section 4 addresses a method of partial abduction. Section 5 discusses related issues and Section 6 summarizes the paper.
Abductive Framework
Abduction reasons from observation to explanation, which is formally presented as follows.
Given a background theory T and an observation O, abduction is dened as an inference of an explanation E of O such that T [ E j = O where T [ E is consistent:
(1) Abductive logic programming [KKT92] is a form of such abductive framework in which T is given as a logic program.
A normal logic program is a nite set of clauses of the form: In abductive reasoning, computation of the best explanations is particularly important, since there might be many candidate explanations which can account for an observation from the relation (1). A pre-specied set of abducibles A is one of such conditions to restrict candidate hypotheses. Further criteria for choosing explanations are proposed in the literature. Among them, we consider the following ones in this paper.
(a) minimal explanation [Pop73, CP86, Poo89, etc.] An explanation E is minimal i there is no other explanation F such that F E.
(b) least specic [Sti89] or least presumptive [Poo89] explanation An explanation E is less specic than an explanation F in P (written E F ) i P [ F j = E. 4 An explanation E is least specic in P i there is no explanation F in P such that F < E. (c) most specic [Sti89] or basic [CP86] explanation
An explanation E is more specic than an explanation F in P (written 1 In [KM90] , belief sets are called generalized stable models. 2 Without loss of generality, O is assumed to be a non-abducible ground atom [IS93] . 3 We can consider an alternative denition of explanations such that E is an explanation of O i O is true in some belief set of P wrt E . Employing either denition is not important in this paper. 4 Here, E is identied with the conjunction of each abducible included in E .
F E) i P [ E j = F . An explanation E is most specic in P i E is a minimal set satisfying the condition that there is no explanation F in P such that E < F and E 6 F .
Here, is a pre-order relation and E < F i E F and F 6 E.
The condition (a) is usually imposed to avoid introducing unnecessary assumptions. On the other hand, the criterion (b) or (c) is chosen depending on applications. For instance, (b) is appropriate in natural language processing, and (c) is useful in diagnostic tasks [Sti89] . Note that the denition of the most specic explanation implies that any explanation F such that E < F contains E as a proper subset. The most specic explanation E is one of such minimal sets satisfying the condition. 
where A = fbroken leg; broken tibiag. Given the observation O = sore leg, fbroken legg and fbroken tibiag are the two minimal explanations; fbroken legg is the least specic explanation; and fbroken tibiag is the most specic explanation.
Also note that the least/most specic explanations are not necessarily minimal explanations.
Example 2.2 Let P = f o a^b; b a g where A = fa; bg and fag fa; bg fag. Then, both fag and fa; bg are the least specic explanations of o, while fa; bg is not a minimal explanation. On the other hand, let P = f o a; a c; c a^b g where A = fa; b; cg and fag < fcg < fa; bg. Then fa; bg is a most specic explanation of o, while fag is a minimal explanation.
In this paper, when we use the term \best explanations", we mean either of the above three explanations.
3 Abductive Partial Deduction
Normal Partial Deduction does not Preserve Best Explanations
We rst examine whether partial deduction preserves explanations, especially best ones in abductive reasoning. For a normal logic program P , partial deduction is dened as unfolding between clauses as follows.
Given a clause C from P , C : H A^0 ; suppose that C 1 ; . . . ; C k are all of the clauses in P such that each of which has the atom A in its head:
Then normal partial deduction of P (with respect to C on A) is dened as the program When we simply say normal partial deduction of P (written N (P )), it means normal partial deduction of P with respect to any clause on any atom. Note here that when there is no C i having the atom A in its head, the clause C is just removed in the residual program N fC;Ag (P ).
It is known that normal partial deduction preserves the least Herbrand model semantics of denite logic programs [TS84] , the perfect model semantics of stratied logic programs [Seki91] , and the stable/well-founded semantics of normal logic programs [Seki90, Seki93] .
Our concern here is whether normal partial deduction also preserves the meanings of abductive logic programs. Unfortunately, the next example shows that normal partial deduction does not preserve belief sets in general.
Example 3.1 In the program of Example 2.1, the set I = fsore leg; broken legg becomes a belief set of P with respect to the assumption fbroken legg. On the other hand, performing partial deduction on broken leg in the clause (3) generates the residual program: sore leg broken tibia; broken leg broken tibia; in which the above set I is not a belief set anymore.
The above example shows that normal partial deduction does not preserve (best) explanations either. For instance, in the original program, sore leg has two minimal explanations, fbroken legg and fbroken tibiag. However, fbroken tibiag is the unique minimal explanation in the residual program. Moreover, the least specic explanation fbroken legg is lost in the residual program. On the other hand, if we perform partial deduction on broken tibia in the clause (4) of the original program, the residual program contains the single clause: sore leg broken leg;
and the most specic explanation fbroken tibiag is lost.
The problem is explained as follows. In standard logic programming, the meaning of a program is given by the set of facts derived from the program and normal partial deduction preserves such facts in general. In abductive logic programming, however, the meaning of a program is given by the set of \conditional consequences". That is, new facts are possibly derived in a program by assuming intermediate atoms as hypotheses. In such a situation, causal relationships between atoms are also important and normal partial deduction often loses such relations as presented in the above example.
Thus, to preserve the meanings of abductive logic programs we may need some mechanism for reserving intermediate atoms during partial deduction. To this eect, we introduce abductive partial deduction which includes such mechanism.
Abductive Partial Deduction = Partial Deduction + Reservation
Denition 3.1 Let h P; A i be an abductive logic program and C a clause from P of the form:
Suppose that C 1 ; . . . ; C k are all of the clauses in P such that each of which has the atom A in its head:
Then abductive partial deduction of P (with respect to C on A) is dened as the residual program 
By A (P ), we mean abductive partial deduction of P with respect to any clause on any atom.
The idea of abductive partial deduction is that when partial deduction is performed on abducibles, abductive partial deduction retains the original 
in which the minimal explanations fbroken legg and fbroken tibiag, the least specic explanation fbroken legg, and the most specic explanation fbroken tibiag, are preserved. On the other hand, if we perform abductive partial deduction in the original program with respect to the clause (4) on broken tibia, the residual program coincides with the original program and each explanation is also unchanged.
Further Optimization
In this section, we consider variants of abductive partial deduction in abductive Horn programs. Abductive Horn programs are used as background theories for abduction in many studies. To compute best explanations in abductive Horn programs, we can further optimize abductive partial deduction presented in the preceding section. Then we rst consider optimizing abductive Horn programs for the most specic explanations. Let us introduce a couple of notations. The dependency graph of a Horn program P is a directed graph in which each node presents a ground atom and there is a directed edge from A to B (we say A depends on B) i there is a ground clause from P such that A appears in the head and B appears in the body of the clause. A program is said acyclic with respect to abducibles if the dependency graph contains no directed cycle that goes through two abducibles. An abducible A is called terminal if A depends on no other abducibles.
To compute most specic explanations in abductive Horn programs, we modify abductive partial deduction of Denition 3.1 as follows: The notion of MSE (P ) is correspondingly dened as before.
The above denition presents that a program is unchanged when partial deduction is performed on terminal abducibles, while unfolding is done as usual when partial deduction is performed on atoms other than terminal abducibles. We call such a variant as abductive partial deduction for MSE .
A program P is called separable if P contains no clause such that the head has an abducible and the body includes non-abducibles. In a separable program, an abducible can be dened only by abducibles. Thus, structural knowledge about the relations between abducibles is completely aside from the non-abducible atoms, which explains the name. Most of abductive programs in the literature are of this form. Now we have the following result. Theorem 3.6 Let P be a separable abductive denite program and O an observation. Then, for any most specic explanation E Thus MSE (P ) approximates P in the sense that the residual program does not necessarily preserve the most specic explanation E which is minimal, but has an explanation F more specic than E in the original program. In particular, if a program is acyclic with respect to abducibles, the following strong result holds. Theorem 3.7 Let P be a separable abductive denite program acyclic wrt abducibles. Then, for any observation O, E is a most specic explanation of O in P i E is a most specic explanation of O in MSE (P ).
Proof: We rst show that any most specic explanation E of O in P consists of terminal abducibles. If an abducible A 2 E is not terminal, there is a clause C i of the form (6) such that 0 i consists of abducibles. Then, put F = E n fAg [ 0 i . In this case, F is an explanation of O in P and E F holds. On the other hand, P is acyclic wrt abducibles, then F 6 E, thereby E < F . Since E is a most specic explanation, E < F implies E F . Then A 2 E implies A 2 F , so A 2 0 i , which contradicts the fact that P is acyclic wrt abducibles. Therefore, any most specic explanation E of O in P consists of terminal abducibles. Since MSE (P ) preserves terminal abducibles, the result follows.
2
Note that when a program is not separable or contains integrity constraints, reserving terminal abducibles is not enough. Next we consider a variant for the least specic explanations. To compute the least specic explanations in abductive Horn programs, we can simplify residual programs as follows. Abductive partial deduction for LSE is dened as where C i and C 0 j are the same as Denition 3.1, and LSE (P ) is dened as before.
The above denition presents that when partial deduction is performed on an abducible A, each clause C i having A in its head can be eliminated in the residual program as far as the least specic explanations are concerned. Such a clause elimination technique is called cut in [Ino92] . Then the following results hold.
Lemma 3.8 Let P be an abductive Horn program. Then, E F and E 6 < F imply P j = E , F . Proof: By denition, E 6 < F i E 6 F or F E. Since E F by assumption, we show that E F and F E imply P j = E , F . By each denition, it holds that P [F j = E and P [E j = F , which imply P j = F ) E and P j = E ) F . Therefore, P j = E , F . 2 Theorem 3.9 Let P be an abductive Horn program and O an observation. Then, for any least specic explanation E of O in P , there is an explanation F of O in LSE (P ) such that P j = F , E.
Proof: Let E be a least specic explanation of O in P . If partial deduction is performed on non-abducible atoms, LSE (P ) reduces to normal partial deduction and the result follows by Corollary 3.3. Otherwise, consider the case that partial deduction is performed on an abducible A in (5) and any clause (6) is eliminated. If P [ E 6 j = 0 i , elimination of (6) Then o has the least specic explanation fag, and LSE fo a;ag (P ) = f o a g has the same least specic explanation fag. On the other hand, let P = f o a; a g where A = fag. Then, both fag and ; (i.e., true) are the least specic explanations of o. In this case, LSE fo a;ag (P ) = f o a g has the least specic explanation fag, where P j = a , true holds.
Thus LSE (P ) approximates P in the sense that for any least specic explanation E in P , the residual program has a least specic explanation F which is logically equivalent to E in P .
For an abductive denite program, the following result also holds. Note that LSE (P ) may produce the least specic explanation which is not least specic in P . Moreover, in the presence of integrity constraints a produced explanation may not be an explanation in P . 
Partial Abduction
In this section, we provide a method of partial abduction by using abductive partial deduction presented in the preceding section. Partial abduction optimizes abductive reasoning by specializing a program with respect to a given observation, which is dened as follows. 
Discussion
Partial deduction is usually used for program optimization in logic programming. However, in Section 3 we argued that due to the nature of abductive reasoning, special attention should be paid for applying partial deduction to abductive logic programs. The point is that abduction is a form of causal reasoning between causes and eects, and normal partial deduction often loses such relationships in a program. This observation also suggests that we should be careful to use normal partial deduction where causality plays an important role in the meaning of a program. For instance, let us consider the program: pass exam study hard; study hard bad score:
If we perform partial deduction in the rst clause of the program, it produces pass exam bad score; study hard bad score;
in which the resultant clause is somewhat meaningless if we read it as a declarative sentence. Moreover, since the causal knowledge \if one studies hard, she/he passes the exam" is lost, introducing the fact study hard never implies pass exam in the residual program. In such situations, abductive partial deduction is also useful to preserve causalities by reserving appropriate intermediate knowledge.
Partial deduction is also discussed in the context of abductive reasoning in [Hop92] . In the paper, Hoppe argues structural similarities between partial deduction and Poole's Theorist procedure. According to his analysis, partial deduction is regarded as a special case of Theorist, and incremental nonmonotonic partial deduction is required to realize Theorist on a partial evaluator. However, he never considers the eect of partial deduction in abductive reasoning nor discusses the issue of explanation preservation in general.
To optimize abductive reasoning, Reiter and de Kleer [RK87] propose the clause management system (CMS), which generalizes de Kleer's ATMS and realizes ecient search for abductive reasoning in propositional theories. In the CMS, given a theory 6, every clause C (prime implicate) satisfying (a) 6 j = C and (b) 6 6 j = C 0 for any proper subset C 0 of C, is stored. In contrast to ours, the CMS provides a global optimization technique which is dierent from our partial deduction technique. Moreover, due to the global nature, the CMS is more likely to produce an exponentially huge number of prime implicates when used as a compilation technique.
Poole [Poo93] introduces a mechanism to compute partial explanations, which is similar to our partial abduction. He computes partial explanations by an SLD-like top-down procedure together with the best-rst strategy. However, the best explanations computed by his procedure are based on probabilities and are dierent from the most specic or least specic explanations in this paper. Furthermore, it is restricted to acyclic Horn programs having no clause with an abducible head.
Summary
This paper investigated the eect of partial deduction in abductive reasoning. We rst showed that normal partial deduction does not preserve the meaning of abductive logic programs. Then, we introduced abductive partial deduction which preserves belief sets and (best) explanations in abductive logic programs. We also presented some variants of abductive partial deduction and introduced partial abduction to optimize abductive reasoning in logic programming.
The usefulness of abductive reasoning is now well-recognized in various AI problems, and abductive logic programming is a promising technique to realize it. Then optimization of abductive logic programs is an important research issue, and the techniques presented in this paper contribute as a step towards the goal. The results of this paper are also directly applicable to abductive logic programs containing classical negation. Future research includes the treatment of programs containing variables or disjunctions.
