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Let 1 6 (I, < .‘. < ak < n be a Sidon-sequence, i.e., a, + a, are all distinct, and 
denote by S(n) the maximal number of the sums a, + a, which are less than n. We 
prove 1 - l/fi- c: < S(n)/n < l/n + E and investigate some related problems. 
cj 1991 Academx Press, Inc. 
We call a set of positive integers 1 < a, < . < uk < n a (finite) Sidon- 
sequence, if the sums ai + uj are all distinct. Denote by f(n) the maximal 
possible value of k (the number of elements). P. Erdds and P. Turan [l] 
proved that f(n) = n1j2 + O(n1j4). This implies that the number of the sums 
ai+aj which is (“:I) cannot exceed (1 + o( 1)) n/2. Our aim is to estimate 
the maximal number of the sums which are below n. Denote this maximum 
by S(n). 
THEOREM. Given any E > 0, then for n large enough 
l-l/J??--s<S(n)/n$l/rc+s. 
Remarks. (1) The numerical values on the two sides are approximately 
0.293 and 0.318, resp. 
(2) The trivial bounds are 0.25 and 0.5. 
Proof of the Theorem. First we shall prove two lemmas on the distribu- 
tion of the elements of a Sidon-sequence in the interval [ 1, n]. The proofs 
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will follow in both cases the ideas of the proof by Erdiis and Turan for the 
upper bound on the number of elements, see [l] or [2, p. 861. 
LEMMA 1. A Sidon-sequence with (1 + o( 1)) n’/* (i.e., maximal possible 
number of) elements has uniform distribution in the interval [l, n]. 
ProojI For the sake of simpler formulation we shall always omit the 
terms o(l), and shall not bother with taking integer parts where necessary, 
these do not affect the proof. So we can assume that the Sidon-sequence 
has n”* elements. Denote the number of them in the interval I, = [l, an] 
by cn’12, then the interval I2 = [ 1 + an, n] contains the other (1 -c) nl” 
elements. We have to show that c = a. 
Slip an interval .Z of length t = n 3’4 through II from the starting position 
[-t + 1, l] till [an, an + t] step by step, always moving by one, obtaining 
thus s1 = an + t positions, and then repeat the same process for I, between 
the positions [-t + 1 + an, 1+ an] and [n, n + t], obtaining now s2 = 
(1 -a) n + t positions. Let A r, . . . . A, be the number of elements in the 
individual positions of the interval J, where s = s1 + s2 is the total number 
of positions, i.e., s = n + 2t - n. 
We shall estimate the number D of the differences a, - aj which appear 
in the s positions of the interval .Z, counted with multiplicity. Since all these 
differences are distinct because of the Sidon-property, and a difference of 
length d is counted t + 1 -d times, hence 
D61+2+ 
t* n3~* 
. . . +t,w--=-. 
2 2 
On the other hand 
(1) 
Here the last sum is the number of elements of the Sidon-sequence counted 
with multiplicity, thus its value is tn’12 = n5’4 which is negligible compared 
to the main term which we will see in a moment to be of order n3’*. To 
estimate this main term from below we shall use the inequality between 
the arithmetic and quadratic means, applied separately for the positions 
covering the interval I, and Z2. 
f: Afa (CSl= 1 Ai)* + (ES= 1 +SI A02 
i=l $1 $2 
_ (cn”*t)* I (( 1 - c) nll*t)* 
an + t (1 -a)n+t 
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Combining (1) (2), and (3) we obtain 
i.e., 
0 > c2 - 2ca + a2 
which implies c = ~1. 
LEMMA 2. Divide the interval [ 1, n] into r equal subintervals and assume 
that a Sidon-sequence has c,n’/’ elements in the jth subinterval, j = 1, 2, . . . . r. 
Then 
(4) 
Proof: We start as in the proof of Lemma 1, covering now each subin- 
terval by moving the interval J of length t = n3/4. We again estimate the 
number D of the differences a,-a, which appear in the s = n + rt in 
positions of the interval J, counted with multiplicity. All arguments of the 
previous proof remain valid, only instead of (3) now we have to do the 
similar estimation for r subintervals (instead of 2) 
(5) 
Clearly (1) (2) and (5) imply (4). 
Now we turn to the proof of the theorem. 
Lower Bound. Our construction will be a Sidon-sequence in the interval 
[ 1, /In] with a maximal number of elements, where /I will be chosen 
optimally. 
First we shall describe the distribution of the sums of a maximally dense 
Sidon-sequence in general: 
LEMMA 3. Consider a Sidon-sequence with (1 + o( 1 ))n1j2 (i.e., maximal 
possible number of) elements in the interval [l, n]. Denote by F(y, n) the 
number of the sums a, + aj below yn, with 2 > y > 0. Then 
F(Y, n) - fly214 
for O< yb 1 
tn(l-(2--~)~/2) for 1 dyd2. 
(6) 
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COROLLARY. Consider a maximally dense Sidon-sequence in the interval 
[ 1, n]. Then the density of the numbers which are representable in the form 
ai+ajisy/2ifO<y~1,and1-(y/2)if1~y~2,atthepointyn. 
ProofI Divide the interval [ 1, n] into u equal subintervals with a large 
v, let these be K,, K,, . . . . K,. According to Lemma 1 each subinterval K, 
contains about n”‘/v elements of the maximally dense Sidon-sequence. 
Hence the number of the sums ai + a, with ai E K,, ai E Kj is approximately 
n/u’ (for Ki= Kj these sums are counted twice). The sums with terms from 




(We had to divide by 2 since each sum was counted twice.) 
We compute now the value of the sum in (8). Consider first the case 
y ,< 1. For 1 6 i < yv there are yv - i “good” js. Hence the sum in question 
is 
(yv-l)+(yv-2)+ *** + l*Q$ 
We turn now to the case y > 1. If i< (y - 1)v then each j is good. Now if 
we increase i one by one, then the number of the good js decreases one by 
one, from u to (y - 1)~. Hence the sum in question is 
v2-[1+2+ ... +(2-y)u]-v2 l- ( cg). 
Combining (8) with (9A) and (9B) we obtain (6). 
The corollary follows by differentiating (6). 
We consider now a maximally dense Sidon-sequence in the interval 
[ 1, /In] with p < 1 and examine, how many sums are below n. Since 
n = (l/p) /In we apply Lemma 3 with fin instead of n and y = l//3 > 1, 
The maximum is achieved for B = 2 - lJ2, and this yields the lower bound in 
the theorem. 
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Upper Bound. We shall use the notations and the result of Lemma 2. 
Similarly to the argument used in Lemma 3 we obtain the following bound 
for the number of the sums a, + ai below n, 
(10) 
Hence we have to find an upper bound for 
M,=max 1 cicj3 (11) 
i+/<‘+l 
where the ci-s satisfy (4) in Lemma 2. 
We use the multiplicator method of Lagrange to solve this conditional 
extremum problem of r variables. Put 





The partial derivatives of g yield the following system of equations: 
g, = 2c, +2c, + .‘. +2c,-, +2c,-21c, =o 
g,=2c, +2c2+ ... +2c,-, -2k,=O 
(14) 
gr = 2c, 
We obtain also 
-2/k, =o. 
(15) 
hence we have to find the value of ;1 satisfying (14). 
Substracting the (i + 1 )st equation from the ith one in (14) and dividing 
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Applying (16) with r - i instead of i we have 





il-2j ( l<i<r (18) 
and 
i- 1 
C r+I-i=cr c (-1)’ 
j=O ( I iJ?l )- ) 
. . 
i 2.i l<iQr. (19) 
We prove (18) and (19) by induction on i. For i= 1 (19) is trivial and 
(18) is just the last equation of (1’4). Assume now that both (18) and (19) 
are valid for some value of i. Applying (16) and the identity 
(20) 
we obtain (18) for i+ 1 instead of i. Now we apply (17) and (20) and 
obtain also (19) for i + 1 instead of i. 
We take now an even r, i.e., 
r=2m (21) 
and express the term c, + I = c, + , _ m in two ways, using (18) for i=m+ 1 
and (19) for i = m, resp. Dividing by c,I we obtain the equation 
Substituting 
we can write (22) in the form 
m-l x2j+ 1 
l&q= c (-1)‘pu 
j=O (2j+ l)! Y’ 
(23) 
(24) 
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where 
and 
u Jm+j)4m-j+ 1) 
mJ m2i (25) 
(26) 
As a heuristic argument we can approximate (24) to the equation 
cos x = sin x which yields x = 7r/4 as a solution. Using (23) and (21) this 
implies l/r = 2/7c which combined with (15), (12), (ll), and (10) gives the 
desired upper bound l/a of the theorem. 
To do all this precisely we assume now that x is the solution of (24). If 
x > 7c/4 then we are done by the previous argument, thus we may assume 
x < n/4. In the next arguments we shall use E,, s2, . . . as “very” small 
positive values, and it will be clear by the end that these can be chosen 
suitably (in an appropriate order). 
Choose I large enough so that 
(27) 
should hold. Then considering the first 1 terms of the power series of cos x 
and sin x 
I-1 
C,(x)= c NJ&, 
/- 1 
S,(x)= c (-lY& (28) 
j=O j=O 
we have 
IC,(x)-cosxl <E,, IS,(s)-sinx( <a,. (29) 
Choose now a very large m, and consider the left hand side of (24), 
x2i 
L= f (-l)j-.- 
I- 1 
urni= c (-1)’ lT2j --urn,+ F (-1)’ 
x2i 
-uu,=T,+Tz. 
j=O (2jY /=O PA! j=l (2jY 
(30) 
It is clear from (25), that if m is large enough then 
and also 
urn/ < 1 + E2 for O<j<m, (31) 
Umj> 1 -E* for O<j<l. (32) 
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Hence by (31) and (32) 
/- 1 
IT,-C,(X)l<&* 1 _+21<E*en/4 
j=o (‘J)! 
and by (31) and (27) 




are valid. From (29), (30), (33), and (34) we infer that 
IL-COSXl<&, (35) 
is true. We obtain similarly, that for the right hand side R of (24) 
holds. 
1 R - sin XI < s3 (36) 
The inequalities (35) and (36) together imply that if x is the solution of 
(24) i.e., L= R, then (cos x- sin XI < 2.s3, i.e., x> n/4-s4. Using now 
(23), (21), (15), (12), (ll), and (10) as in the heuristic argument we obtain 
the desired upper bound l/rc + E of the theorem. 
Related Problems and Results. We consider first any set 1 < a, < . . . < 
ak < n of positive integers with k 6 (1 + o( 1 ))n’/*, and examine how many 
different sums ai+ aj can occur below IZ. Denote here the maximum by 
T(n). It is clear that S(n) < T(n). 
PROPOSITION 1. Given any E > 0, then for n large enough 
3/8-~dT(n)/n<1/2+~. 
ProoJ The upper bound is trivial, since the total number of sums is 
(1 + o( 1)) n/2. The lower bound is achieved, e.g., by the following construc- 
tion. Let b,, b,, . . . be a maximally dense Sidon-sequence in the interval 
[ 1, n/4], and extend this set by taking the values 3n/4 - bi, as well. Thus 
we obtain a set having about n I’* elements, and all sums are distinct, except 
the ones b,+ (3n/4 - bi) which all give 3n/4. All the sums bi + bj and 
bi + (3n/4 - bj) are below n, and this yields the desired lower bound. 
Remark 1. The set constructed in the above proof has the property that 
“nearly all” sums ai + aj are distinct. This motivates the following 
DEFINITION. We call a set of positive integers 1 <a, < ... < ak d n a 
quasi-Sidon-sequence, if the sums ai + aj give (1 + o( l))( 5) different values. 
204 ERDdS AND FREUD 
If we “enlarge” the construction in the above proof by “one third,” i.e., 
we take a b,, b?, . . . maximally dense Sidon-sequence in the interval 
[l, n/3], and extend this set by taking the values n - bi, as well, then we 
obtain a quasi-Sidon-sequence of 
k-f@-‘- 1.15n112 
elements. A trivial upper bound is 
k<(2+o(l))n”‘. (37) 
We can replace the coefficient 2 by 1.98 in (37), but even this is ridiculously 
weak. It can be easily seen that any improvement in the upper bound of 
Proposition 1 is equivalent to the reduction of this coefficient in (37) below 
a. 
It is worth mentioning that if in the above definition instead of the sums 
a, + uj we require that “nearly all” differences ai - uj should be distinct, 
then the number of elements in the set cannot exceed (1 + o( l))n”‘, i.e., the 
maximal possible number of elements is roughly the same as in the 
ordinary Sidon-sequences. This can be proven by a suitable modification of 
the Erdos-Turin argument. 
We hope to return to the problems of quasi-Sidon-sequences in a next 
paper. 
Remark 2. The proof of Proposition 1 shows that the statement 
remains true even if we count only those values below n which have a 
unique representation as ai + ai. 
If we omit the restriction on k (the number of elements in the set), then 
obviously nearly all numbers up to n can have a unique representation as 
a,+aj: 
FR~P~SITION 2. We can construct a set of positive integers 
1 da, < ... < ak < n so that at least n - 23/2n112 numbers up to n have a 
unique representation as ai + a,-. 
Prooj Take the set 1, 2, . . . . w, 2w, . . . with w  = r(n/2)1/21 having about 
3(n/2)‘j2 elements. Then all numbers below n which are greater than 2w 
and are not multiples of M’ have a unique representation as ai + uj. 
Remark. We think that the term 23/2n1/2 cannot be replaced by o(n”*) 
in Proposition 2, but we cannot prove this even if we take a much larger 
set of Cn1j2 elements in the interval [l, n]. 
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We can also ask for the maximal possible rate of the values up to n 
having a unique representation as ai + uj compared to the total number 
(“l’) of all formal sums, provided k 3 ,I/* (for small k this rate can 
obviously be 1). The remark after Proposition 1 shows that this maximum 
is at least j - E. 
Finally we mention that analogously to Lemma 3 we can describe also 
the distribution of the differences of a maximally dense Sidon-sequence: 
PROPOSITION 3. Consider a maximally dense Sidon-sequence in the inter- 
val [ 1, n], and denote by G(6, n) the number of values in the interval Cl, 6n] 
which can be written in the form ai - aj. Then 
G(6, n) - n(6 - 6 */2). 
COROLLARY. The density of the dzifferences is 1 - 6 at 6n. 
The .proof is similar to that of Lemma 3. We mention that the result of 
Proposition 3 was obtained independently also by V. T. Sos, E. Szemertdi, 
and I. J. Ruzsa (oral communications). 
REFERENCES 
1. P. ERD& AND P. TuR.&N, On a problem of Sidon in additive number theory, and some 
related problems, J. London Math. Sot. 16 (1941), 212-215. 
2. H. HALBERSTAM AND K. F. ROTH, “Sequences,” Springer-Verlag, New York, 1983. 
64113812.6 
