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Abstract
The method of equivalent variational methods, originally due to Carathéodory for free problems in the
calculus of variations is extended to investigate boundary value problems for a class of second order differ-
ential equations on the half-line. Some applications are presented to illustrate the potential of this method.
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1. Introduction
The boundary value problems for differential equations on half-line are suggested by many
physical models, for example, the model of gas pressure in a semi-infinite porous medium, the
Thomas–Fermi model for determining the electric potential in an isolated neutral atom and the
Lagerstrom model for flow, etc. In addition, in the study of radially symmetric solutions of
nonlinear elliptic equations, the boundary value problems on the half-line arise quite naturally.
Therefore it is very important to investigate the boundary value problems for differential equa-
tions on half-line. In recent years, many results on the existence of solutions for boundary value
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method to fixed point theorem, to upper and lower solutions technique, to phase-plane technique
(see [1–3,8,9]). However, the variational methods did not have many applications in such prob-
lems. In [7], Gomes et al. studied the existence of solutions to the following boundary value
problem:
x′′(t) + p(t)x(t) = q(t)h(x(t)),
x(0) = α, x(+∞) = 0.
By using the variational argument, solutions were obtained as minimizers of some functional. In
this paper, we shall use a completely different method in the calculus of variations to study the
more general boundary value problem (BVP)(
p(t)x′(t)
)′ − f (t, x(t))= 0, t ∈ (0,+∞), (1)
x(0) = α, x(+∞) = β, (2)
where p : (0,+∞) → R is a continuously differentiable function satisfying p(t) > 0,
f : (0,+∞) ×R→R is a continuous function and α,β are given real constants.
It is well known that the BVP (1)–(2) can be transferred to a variational problem by the
classical theory of variational calculus. The technique adopted in this paper is to investigate the
variational problem by utilizing an equivalent variational problem method for obtaining solutions
to free problems in the calculus of variations, which was introduced by Carathéodory (Ref. [4])
in 1935. In addition, in [5], Carlson extended Carathéodory’s concept of equivalent variational
problems to infinite-horizon optimal control problems. Recently, the method was used effec-
tively for a class of dynamic games in Carlson [6]. The main idea of this method is to replace
the original objective functional by a new functional that is obtained by subtracting a total deriv-
ative from the original integrand. The desired solution is then obtained by minimizing the new
functional over the set of feasible elements. This theory leads to an elegant approach to the clas-
sical Hamilton–Jacobi theory appeared in 19th century. Motivated by the idea of Carathéodory’s
method, we further transfer the variational problem obtained from (1)–(2) to a new equivalent
variational problem. Therefore if the equivalent variational problem can be solved, then we can
get the solution of the original problem.
This paper is organized as follows. In Section 2, we extend the Carathéodory’s method to our
problem and give the main results. Section 3 presents a class of nonlinear examples to illustrate
the utility of this method and we conclude our paper with some conclusions in Section 4.
2. Carathéodory’s method and main results
For simplicity, in the sequel, the symbol C will stand for several constants.
Let
F(t, x) =
x∫
0
f (t, s)ds.
It is well known that the Lagrangian function associated with differential equation (1) is
L(t, x, x′) = 1
2
p(t)x′2 + F(t, x), (t, x, x′) ∈ (0,+∞) ×R×R. (3)
Obviously, y → L(t, x, y) is a convex function for each (t, x) ∈ (0,+∞) ×R.
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Ω := {x ∈ C2((0,+∞),R) ∣∣ x(0) = α, x(+∞) = β}.
If the integral
∫ +∞
0 L(t, x(t), x′(t))dt is convergent for any x ∈ Ω , we define
A(x) :=
+∞∫
0
L(t, x(t), x′(t))dt.
Here we remark that the integral
∫ +∞
0 L(t, x(t), x′(t))dt is convergent for any x ∈ Ω ifL(t, x, y) 0 for any (t, x, y) ∈ (0,+∞) ×R×R. In particular, the technique adopted in what
follows guarantees the convergence of
∫ +∞
0 L(t, x(t), x′(t))dt (see Remark 2.1).
By classical theorems of variational calculus, we know that, if
∫ +∞
0 L(t, x(t), x′(t))dt is con-
vergent for any x ∈ Ω , then the BVP (1)–(2) is a necessary condition for the following variational
problem:
min
x∈ΩA(x), A(x) =
+∞∫
0
L(t, x(t), x′(t))dt. (4)
Hence, by obtaining a solution to problem (4) one can obtain a solution to the BVP (1)–(2) which
is the problem of interest.
For any continuously differentiable function S : [0,+∞) ×R→R which satisfies
lim
t→+∞S(t, β) = C, (5)
we define the new integrand
L˜(t, x, y) = L(t, x, y) − ∂S
∂t
(t, x) − ∂S
∂x
(t, x)y
and the action functional
A˜(x) :=
+∞∫
0
L˜(t, x(t), x′(t))dt.
Then for any x ∈ Ω , we have
A(x) − A˜(x) =
+∞∫
0
L(t, x(t), x′(t))dt −
+∞∫
0
L˜(t, x(t), x′(t))dt
=
+∞∫
0
{
∂S
∂t
(
t, x(t)
)+ ∂S
∂x
(
t, x(t)
)
x′(t)
}
dt
=
+∞∫
0
d
dt
S
(
t, x(t)
)
dt
= S(+∞, x(+∞))− S(0, x(0))
= C.
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min
x∈Ω A˜(x), A˜(x) =
+∞∫
0
L˜(t, x(t), x′(t))dt. (6)
Here, problem (6) is referred as equivalent variational problem. Thus, we can obtain the solu-
tion of original problem through solving the equivalent variational problem. However, the key to
this technique lies in how to find a suitable function S which leads to a practical solution method.
In the light of Carathéodory’s method, we seek a function S which satisfies condition (5) and
the following assumptions:
(A1) for any (t, x, y) ∈ (0,+∞) ×R×R,
L˜(t, x, y) 0; (7)
(A2) for any (t, x) ∈ (0,+∞) ×R, the equation
L˜(t, x, y) = 0 (8)
has a solution y = y(t, x).
That is to say, we seek a function S which satisfies condition (5) such that the function L˜
nonnegative, with the additional property that, for each (t, x) ∈ (0,+∞) × R, this function L˜
attains its minimum value zero at y = y(t, x).
Remark 2.1. Property (A1) of function S guarantees the convergence of integral ∫ +∞0 L˜(t, x(t),
x′(t))dt , which further guarantees the convergence of integral
∫ +∞
0 L(t, x(t), x′(t))dt .
Thus, the following lemma is naturally obtained.
Lemma 2.1. Let S : [0,+∞) × R→ R be a continuously differentiable function satisfying (5)
such that (A1) and (A2) hold and let y = y(t, x) be a solution of (8). If x∗ : (0,+∞) → R is a
solution of the BVP
x′(t) = y(t, x(t)), t ∈ (0,+∞), (9)
x(0) = α, x(+∞) = β, (10)
then x∗(t) is a minimizer of problem (4). Thus, x∗(t) is the solution of the BVP (1)–(2).
Proof. Let x∗ : (0,+∞) →R be a solution of BVP (9)–(10). By (7) and (8), we have
L˜(t, x(t), x′(t)) L˜(t, x∗(t), y(t, x∗(t)))= 0.
Therefore for any x ∈ Ω , we have
A(x) −A(x∗) =
+∞∫
0
{L(t, x(t), x′(t))−L(t, x∗(t), x∗′(t))}dt
=
+∞∫ {L˜(t, x(t), x′(t))− L˜(t, x∗(t), y(t, x∗(t)))}dt
0
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+∞∫
0
{
∂S
∂t
(
t, x∗(t)
)+ ∂S
∂x
(
t, x∗(t)
)
y
(
t, x∗(t)
)}
dt
+
+∞∫
0
{
∂S
∂t
(
t, x(t)
)+ ∂S
∂x
(
t, x(t)
)
x′(t)
}
dt
=
+∞∫
0
{L˜(t, x(t), x′(t))− L˜(t, x∗(t), y(t, x∗(t)))}dt
−
+∞∫
0
d
dt
S
(
t, x∗(t)
)
dt +
+∞∫
0
d
dt
S
(
t, x(t)
)
dt
=
+∞∫
0
{L˜(t, x(t), x′(t))− L˜(t, x∗(t), y(t, x∗(t)))}dt
− {S(+∞, β) − S(0, x∗(0))}+ {S(+∞, β) − S(0, x(0))}
=
+∞∫
0
{L˜(t, x(t), x′(t))− L˜(t, x∗(t), y(t, x∗(t)))}dt
 0,
i.e.,
A(x)A(x∗), x ∈ Ω.
This completes the proof. 
Now we further explore the conditions which allow us to obtain a suitable function S and y.
Since that y(t, x) is a minimizer of y → L˜(t, x, y), we naturally have the following necessary
conditions:
∂L
∂y
(
t, x, y(t, x)
)− ∂S
∂x
(t, x) = 0 (11)
and that S is a solution of the Hamilton–Jacobi equation
∂S
∂t
(t, x) + H
(
t, x,
∂S
∂x
(t, x)
)
= 0, (12)
where H : (0,+∞) × R× R→ R is Hamiltonian function defined implicitly by the following
equations:⎧⎨
⎩
H(t, x, z) = yz −L(t, x, y),
∂L
∂y
(t, x, y) = z. (13)
It follows from (13) and (3) that
H(t, x, z) = z
2
− 1p(t)
(
z
)2
− F(t, x) = z
2
− F(t, x)
p(t) 2 p(t) 2p(t)
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∂S
∂t
(t, x) + 1
2p(t)
(
∂S
∂x
(t, x)
)2
− F(t, x) = 0. (14)
Furthermore, since y → L(t, x, y) is a convex function for each (t, x) ∈ (0,+∞) × R, the
above necessary conditions are also sufficient. Thus if S is a solution of the Hamilton–Jacobi
equation (14) and y(t, x) satisfies Eq. (11), then (A1) and (A2) hold. Therefore, from the above
arguments and Lemma 2.1, we have the following result.
Theorem 2.1. Assume that S : [0,+∞) ×R→R is a solution of the Hamilton–Jacobi equation
(14) and satisfies condition (5), y : (0,+∞) ×R→ R satisfies Eq. (11). If x∗ : (0,+∞) → R is
a solution of the BVP
x′(t) = y(t, x(t)), t ∈ (0,+∞),
x(0) = α, x(+∞) = β,
then x∗(t) is a minimizer of problem (4). Thus, x∗(t) is a solution of the BVP (1)–(2).
3. Applications
In order to demonstrate the utility of Carathéodory’s method, we consider a class of BVP of
the following form:
(
p(t)x′(t)
)′ − (p(t)q(t))′xk − kp(t)q2(t)x2k−1 = 0, t ∈ (0,+∞), (15)
x(0) = α, x(+∞) = 0, (16)
where p,q : (0,+∞) → R are continuously differentiable functions satisfying p(t) > 0,
q(t) 0 and
∫∞
0 q(s)ds = −∞, k  1 and α  0 are given constants.
In this case, f (t, x) = (p(t)q(t))′xk + kp(t)q2(t)x2k−1, F(t, x) = 1
k+1 (p(t)q(t))
′xk+1 +
1
2p(t)q
2(t)x2k . Thus the Lagrangian function given by (3) becomes
L(t, x, x′) = 1
2
p(t)x′2 + 1
k + 1
(
p(t)q(t)
)′
xk+1 + 1
2
p(t)q2(t)x2k.
Let
A(x) =
+∞∫
0
L(t, x(t), x′(t))dt
and
Ω = {x ∈ C2((0,+∞),R) ∣∣ x(0) = α, x(+∞) = 0}.
From the above analysis, we can see that, the BVP (15)–(16) is a necessary condition for the
following variational problem:
min
x∈ΩA(x), A(x) =
+∞∫
L(t, x(t), x′(t))dt. (17)0
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of interest.
Now we solve problem (15)–(16) by using the technique we have given. Notice that, in this
case, the Hamilton–Jacobi equation (14) becomes
∂S
∂t
+ 1
2p(t)
(
∂S
∂x
)2
− 1
k + 1
(
p(t)q(t)
)′
xk+1 − 1
2
p(t)q2(t)x2k = 0. (18)
We assume that a solution to (18) has the form
S(t, x) = a0(t) + a1(t)x + · · · + a2k(t)x2k,
where ai(t), i = 0,1, . . . ,2k, are continuously differentiable functions. By substituting it into
(18), it is easily to obtain that
S(t, x) = 1
k + 1
(
p(t)q(t)
)
xk+1 + C
is a solution to the Hamilton–Jacobi equation (18) and satisfies
lim
t→+∞S(t,0) = C.
Then by (11),
y(t, x) = 1
p(t)
∂S
∂x
= q(t)xk.
By Theorem 2.1, we can obtain a solution of BVP (15)–(16) by solving the following first order
BVP:
x′ = q(t)xk, t ∈ (0,+∞), (19)
x(0) = α, x(+∞) = 0. (20)
We can easily claim that
x(t) =
{ α
((1−k)Q(t)αk−1+1)1/(k−1) , k > 1,
α exp(Q(t)), k = 1,
where Q(t) = ∫ t0 q(s)ds, is a solution of BVP (19)–(20). Therefore it is also a solution of BVP
(15)–(16).
To be more specific, in what follows we consider several particular examples.
Example 3.1. Consider the following BVP:(
t2x′
)′ + 2tx2 − 2t2x3 = 0, t ∈ (0,+∞), (21)
x(0) = α, x(+∞) = 0, (22)
where α  0 is a given constant.
In this example p(t) = t2. Taking q(t) = −1 and k = 2, problem (15)–(16) becomes
(21)–(22). Therefore the above analysis shows that
x(t) = α
αt + 1
is the solution to BVP (21)–(22).
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x′
t
)′
− Atx3 = 0, t ∈ (0,+∞), (23)
x(0) = α, x(+∞) = 0, (24)
where A > 0, α  0 are given constants.
In this example p(t) = 1
t
. Taking q(t) = −
√
2A
2 t and k = 2, problem (15)–(16) becomes(23)–(24). Therefore the above analysis shows that
x(t) = 4α
4 + α√2At2
is the solution to BVP (23)–(24).
4. Conclusions
In this paper, we have generalized the classical method of equivalent variational problems,
originally due to Carathéodory, to a class of second order differential equations on the half-line
which can be transferred to a variational problem. In this way, our results provide a technique,
through solving the Hamilton–Jacobi equation, for obtaining the solutions to differential equa-
tions on the half-line. In addition we have shown that, at least in a class of nonlinear examples,
this technique can be used to obtain the solutions to second order differential equations on the
half-line.
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