I by no means want to start (or continue) a discussion on the merits and pitfalls of BASIC. But I find it hard not to comment on Fosters' Technical Correspondence (Commun. ACM 27,10 (Oct. 1984), 1048) .
I used to be pro-Pascal and anti-BASIC. My mind has matured to the point where I really do not mind which implementation language is used, as long as it is sufficient to solve the problem at hand.
For short calculations I can use BASIC, as long as the program is limited to 20-30 lines and is not to be used or maintained by other persons. If the problem requires a larger program, then I prefer to write it in a more modern language.
I think, however, that the main point is not the languages themselves. The main point is the way you structure your programs. It must be easier to teach good structuring techniques if you get some support from the language.
When it comes to the difficulty of teaching and learning Pascal, I am truly surprised; I have taught 13 year old pupils, coming to us for a 14 day period (and without any previous knowledge of programming) to program in Pascal within a week. No problem at all.
For short programs it really does not matter which implementation language you use. But teaching programming is not only teaching the students to write short programs. It is teaching them to cope with large and complex ones. For those types of programs BASIC is by no means the proper language.
The counting of characters and lines is not meaningful. If you want variable names that still mean something after a period of time, it obviously means more letters; if you want good structure, it means more lines. Imagine Shakespeare writing Hamlet using only words with one, two, or three letters . . . By the way, the BASIC program in Fosters' letter assumes the variables C and S to be zero-initialized somewhere else.
Kurt Fredriksson Ericsson Radio Systems
Mondal. Sweden
LOGIC PROGRAMMING
The very informative and readable article by Genesereth and Ginsberg (Commun. ACM 28, 9 (Sept. 1985), 933-941) has an error. J5 does not follow from J 3 and J 4 in four of the six cases in which the premises J 1, J 2, and J 3 hold.
For example
Jl,... J 5 are defined in the original article as:
W. Richard Stark AT&T Bell Laboratories Whippany Road Whippany, NJ 07981 AUTHORS RESPONSE Stark's comment is correct. The derivation on p. 937 should in fact read:
We thank him for drawing our attention to this error. "For all distribution (sic) of keys within a file, Bsort requires no more than O(n logzn) comparisons," in the file when i and j coincide, the following test
would cause a runtime error.
The following example serves to demonstrate that the above statement is incorrect.
Example: Let the file to be sorted consist of the n keys {I, 2,. . . , n ) arranged in the following sequence:
2468... n -2 n 13 5 7.. . n -3 n -1.
Bsort places two pointers i and j at the beginning and end of the file and chooses n as the midkey: 2 4 6 If we denote by T(n) the time required to sort a file of n keys, then clearly
where c is some constant. Hence
which contradicts the author's claim. [] It should be also noted in passing that the Pascal program given in the article fails to work for the above example. Indeed, since j points to the last key S. G. Akl and H. Meijer Computing and Information Science Queen's University Kingston, Ontario, Canada I would like to object to two statements in Wainwright's article (Commun. ACM 28, 4 (Apr. 1985), 396-402). The first is "For all distributions of keys within a file, Bsort requires no more than O(n log,n) comparisons." The second is "It will be shown that Bsort has no "worst case" behavior . . . ." (The latter statement seems to imply that for any possible behavior of Bsort, there is one that is worse! However, presumably the author is referring to the claim of the first statement. Despite the "it will be shown," no proof was offered.) In fact, Bsort can require O(n2) comparisons for some lists: the worst case would have values decreasing from both ends toward the middle. In this respect it is similar to Quickersort.
Consider, for example, the following file:
864213579
The middle key, 1, is the pivot. Since this is the least key, the first pass ends with no left subfile, and a right subfile 1 8 6 4 2 3 5 7 9. The next pass works on 8 6 4 2 3 5 7 9; again the least key, 2, is the pivot, and the only action is to move this key to the left end. The process continues in this way, reducing the size of the file by only 1 each time. On a similarly constructed file of n keys, the first pass will require about 2n comparisons (each key is compared to the pivot and to its right neighbor) and n/2 interchanges (moving the middle key to the left). Since there will be passes on subfiles of all lengths from 4 to n, the algorithm will require about n* comparisons and n'/4 interchanges to sort the file. The main advantage of Bsort and its relatives over Quicksort on nearly sorted files appears to be the use of the middle key, rather than the first key, as the pivot. Quickersort shares this property, and it is unfortunate that the author did not include Quickersort among the algorithms tested. I would conjecture that Quickersort would come out ahead. The only apparent advantage of Bsort over Quickersort is the ability to recognize an already sorted subfile. On a large file with sortedness ratio r (# 0), these will probably not appear until the subfiles are of size O(1) (perhaps about l/r, but r is fixed). It will take O(n log n) comparisons to reach this point, and O(N** 2) as has every Quicksort variant, the key only O(n) comparisons are saved after it. Since each distribution for this worst case can only be conpass of Bsort requires twice as many comparisons as structed by a sophisticated algorithm [l] and is a pass of Quickersort, it appears that Quickersort highly improbable in contrast to (at least partially) should be faster as n + 03 with T fixed. sorted lists. Exactly two years after Motzkin's algorithm Meansort [4] another variation of Quicksort by Wainwright (Commun. ACM 28, 4 (Apr. 1985), 396-402), called Bsort, has appeared. Once again, an author claims to be "the greatest" (cf. Muhammad Ali), at least in some cases. In proving his claim, however, he cheats considerably-and no one, not even the referee, noticed it.
Quicksort [z] is commonly accepted as one of the best internal sorting algorithms. Its average asymptotic behavior of O(N log N) unfortunately degrades to a worst case of O(N** 2) for lists already sorted in ascending or descending order. Therefore Quicksort is commonly used in the median-of-three variant suggested by Singleton [6] , called Med3sort in the following. (For a detailed analysis, see Sedgewick [5] .) This version runs somewhat faster than Quicksort; whereas it also has a worst case behavior of Further, comparisons of algorithms ought to be done on the best existing implementations and not on the "garden variety." For instance, Med3sort should be used instead of traditional Quicksort; also, sublists of length less than about 10 should not be partitioned further. The remaining disorder should be removed by a single insertion sort over the whole list (see [5] ). This modification and some streamlining will speed up Bsort (and Med3sort) by about 30 percent and will also prevent the worst case from occurring.
We have conducted some runtime tests on a VAX11/780 using the optimized Pascal versions. We find that Bsort is superior to Med3sort only if the sortedness ratio (p. 399) is less than 2 percent. Otherwise, its behavior is far worse, as can also be seen from Wainwright's tables, for the random case.
Finally, Wainwright's comparison of Bsort with Meansort is obviously unfair. Although the published version [4, 51 indicates that its author Motzkin is not too familiar with the art of computer programming, Meansort, if carefully programmed and not just patched together, is by no means by a factor of 10 slower than Quicksort. Apparently Wainwright has used floating point arithmetic on a microcomputer without floating point hardware, even though the algorithm calls for integer operations! We could not find any example where Meansort was inferior to Quicksort by more than a factor of 2. For carefully hand-optimized versions, the difference in the runtimes of Meansort and Quicksort turned out to be less than 20 percent for random data. A technical report containing our results is in preparation. The abstract on p. 396 states, "Bsort, a variation of Quicksort, combines the interchange technique used in Bubblesort with the Quicksort algorithm to improve the average behavior of Quicksort and eliminate the worst-case situation of O(n') comparisons for sorted or nearly sorted lists. Bsort works best for nearly sorted lists or nearly sorted in reverse." As this states, the fundamental purpose of this article will now be encountered. In t.his case, the reference was the elimination of the worst-case situation for to k[j + l] (=k[l,l]) causes a runtime error, assuming sorted or nearly sorted lists. Unfortunately, this was that checks for out-of-range subscripts are pernot clearly restated in the body of the article. 2. Also in the introduction, I made the following statement which as stated is incorrect.
"For all distributions of keys within a file, Bsort requires no more than O(n lo&n) comparisons."
The phrase "in our test datasets" was inadvertently omitted from the end of this sentence. This was an unfortunate mistake, implying that Bsort had no O(n*) worst case at all. Clearly, Bsort is like all other variations to Quicksort: there are distributions of keys that will require O(n') comparisons. Such distributions for Bsort are not hard to generate as several readers have pointed out. In each of these cases, the omitted material was due to my oversight and not due to the ACM editors or the printer. There have been several variations to Quicksort that have been developed over the years to deal with the O(n') comparisons for sorted subfiles.
Technical Correspondence
Quickersort and the median-of-three technique are two well-known examples. Additional variations have been developed to improve performance. For example, sublists of size 10 or less are not partitioned further. When the partitioning process is finished, a single insertion sort is applied to the whole file. The use of sentinel values is another example of improving performance. In my article, I did not look into any of these variations as they apply to Bsort. My goal was to present a new approach for dealing with sorted subfiles: namely, during the partitioning process, determine if a subfile is in sorted order and if so, further partitioning is not needed. I presented three different but similar algorithms using this approach. In my article, I stated that Bsort uses the middle key to control the partitioning process as in Quickersort. Bsort could just as easily be combined with the median-of-three technique. In fact, most of the variations used to improve the performance of Quicksort, including those mentioned above, may also be combined with Bsort for better performance. A novel formal theory of concurrent systems that does not assume any atomic operations is introduced. The execution of a concurrent program is modeled as an abstract set of operation executions with two temporal ordering relations: "precedence" and "can causally affect". A primitive interprocess communication mechanism is then defined. In Part II, the mutual exclusion is expressed precisely in terms of this model, and solutions using the communication mechanism are given. For Correspondence: L. Lamport, Digital Equipment Corp., Systems Research Center, 130 Lytton Ave., Palo Alto, CA 94301.
A sound and. in certain cases, complete method is described for evaluating queries in relational databases with null values where these nulls represent existing but unknown individuals. The soundness and completeness results are proved relative to a formalization of such databases as suitable theories of first-order logic. Because the algorithm conforms to the relational algebra, it may easily be incorporated into existing relational systems. For Correspondence: R. Reiter, Dept. of Computer Science, University of British Columbia, Vancouver, B.C., V6T lW5, Canada.
