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Abstract
Consider an insurer who is allowed to make risk-free and risky investments. The
price process of the investment portfolio is described as a geometric Le´vy process. We
study the tail probability of the stochastic present value of future aggregate claims.
When the claim-size distribution is of Pareto type, we obtain a simple asymptotic
formula which holds uniformly for all time horizons. The same asymptotic formula
holds for the finite- and infinite-time ruin probabilities. Restricting our attention to the
so-called constant investment strategy, we show how the insurer adjusts his investment
portfolio to maximize the expected terminal wealth subject to a constraint on the ruin
probability.
Keywords: Asymptotics; Constant investment strategy; Le´vy process; Portfolio
optimization; Regular variation; Ruin probability; Uniformity.
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1 Introduction
Consider the renewal risk model in which successive claims, X1, X2, . . ., form a sequence of
independent, identically distributed (i.i.d.), and nonnegative random variables with generic
∗Corresponding author: Guojing Wang.
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random variable X and common distribution F on [0,∞), and their arrival times, 0 ≤ τ1 ≤
τ2 ≤ · · · , constitute a renewal counting process
Nt = # {n = 1, 2, . . . : τn ≤ t} , t ≥ 0.
For later use, we write τ0 = 0 and τ1 = τ . To avoid triviality, throughout the paper,
we assume that τ is a nonnegative random variable non-degenerate at 0. The amount of
aggregate claims up to time t appears to be a compound sum of the form
St =
Nt∑
k=1
Xk, t ≥ 0, (1.1)
where the summation over an empty set of indices produces a value of 0.
Suppose that the insurer is allowed to make risk-free and risky investments. The price
process of the investment portfolio is described as a geometric Le´vy process {eRt , t ≥ 0}; that
is to say, {Rt, t ≥ 0} is a Le´vy process which starts with 0, has independent and stationary
increments, and is stochastically continuous. This assumption on price processes is widely
used in mathematical finance. We refer the reader to the monograph of Cont and Tankov
(2004) and a recent survey paper of Paulsen (2008). See also Paulsen (1993, 2002), Paulsen
and Gjessing (1997), Wang and Wu (2001), Kalashnikov and Norberg (2002), Cai (2004),
and Yuen et al. (2004, 2006), among others. For general theory of Le´vy processes, see Sato
(1999), Cont and Tankov (2004), and Applebaum (2004).
As usual, we assume that all sources of randomness, {X1, X2, . . .}, {Nt, t ≥ 0}, and
{Rt, t ≥ 0}, are mutually independent. The stochastic present value of future aggregate
claims up to time t can be expressed as
Dt =
∫ t
0−
e−Rs−dSs =
∞∑
k=1
Xke
−Rτk1(τk≤t), t ≥ 0. (1.2)
In this paper, we shall focus on the tail probability of Dt and aim at a simple asymptotic
formula which holds uniformly for all time horizons. We shall also pursue applications of
our result to ruin theory.
The rest of the paper consists of three sections. Section 2 presents our first main result
after recalling some preliminaries; Section 3 shows applications of this result to the calcula-
tion of the finite- and infinite-time ruin probabilities and to a portfolio optimization problem
with a constraint on the finite-time ruin probability; and Section 4 proves the results after
presenting a series of lemmas.
2 Preliminaries and Main Result
Throughout the paper, we assume that the Le´vy process {Rt, t ≥ 0} in (1.2) is right con-
tinuous with left limit with Le´vy triplet (r, σ2, ρ), where −∞ < r < ∞, σ ≥ 0 are two
constants and ρ is a measure on (−∞,∞), called Le´vy measure, satisfying ρ({0}) = 0 and
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∫∞
−∞(y
2 ∧ 1)ρ(dy) < ∞. Let ER1 > 0, so that Rt drifts to ∞ almost surely as t → ∞. The
Laplace exponent for {Rt, t ≥ 0} is defined as
φ(z) = log Ee−zR1 , z ∈ (−∞,∞). (2.1)
If φ(z) is finite, then
φ(z) =
1
2
σ2z2 − rz +
∫ ∞
−∞
(
e−zy − 1 + zy1(−1,1)(y)
)
ρ(dy),
and
Ee−zRt = etφ(z) <∞, t ≥ 0;
see, for example, Proposition 3.14 of Cont and Tankov (2004). We refer the reader to Cont
and Tankov (2004) and Klu¨ppelberg and Kostadinova (2008) for explicit expressions for the
Laplace exponent φ(·) for some commonly-used Le´vy processes.
Recall the renewal function of the renewal counting process {Nt, t ≥ 0}, defined as
λt = ENt =
∞∑
k=1
Pr (τk ≤ t) , t ≥ 0. (2.2)
In particular, if {Nt, t ≥ 0} is a Poisson process with intensity λ > 0, then λt = λt; and if
τ follows a Γ(2, λ) distribution, then λt = λt/2 −
(
1− e−2λt) /4. More general examples of
the renewal counting process {Nt, t ≥ 0} allowing explicit forms of the renewal function λt
can be found in Asmussen (2003, pages 88 and 148).
Denote by Λ the set of all t for which 0 < λt ≤ ∞. With t = inf{t : Pr (τ ≤ t) > 0}, it
is clear that
Λ =
{
[t,∞], if Pr (τ = t) > 0,
(t,∞], if Pr (τ = t) = 0.
For notational convenience, we write ΛT = [0, T ] ∩ Λ for every fixed T ∈ Λ.
We shall assume that the claim-size distribution F is regularly-varying tailed, hence
heavy tailed; that is, F (x) = 1− F (x) > 0 holds for all x ≥ 0 and there is some constant α,
0 < α <∞, such that the relation
lim
x→∞
F (xy)
F (x)
= y−α (2.3)
holds for all y > 0. We use F ∈ R−α to signify the regularity property in (2.3) and use R
to denote the union of all R−α over the range 0 < α < ∞. The class R contains a lot of
popular distributions such as Pareto, Burr, Loggamma, and t distributions.
Hereafter, all limit relationships are for x → ∞ unless stated otherwise. For two pos-
itive functions a(·) and b(·), we write a(x) . b(x) if lim sup a(x)/b(x) ≤ 1, a(x) & b(x) if
lim inf a(x)/b(x) ≥ 1, and a(x) ∼ b(x) if both. Furthermore, for two positive bivariate func-
tions a(·, ·) and b(·, ·), we say that the asymptotic relation a(x, t) ∼ b(x, t) holds uniformly
for t in a nonempty set ∆ if
lim
x→∞
sup
t∈∆
∣∣∣∣a(x, t)b(x, t) − 1
∣∣∣∣ = 0.
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Clearly, the asymptotic relation a(x, t) ∼ b(x, t) holds uniformly for t ∈ ∆ if and only if
lim sup
x→∞
sup
t∈∆
a(x, t)
b(x, t)
≤ 1 and lim inf
x→∞
inf
t∈∆
a(x, t)
b(x, t)
≥ 1,
which mean that the relations a(x, t) . b(x, t) and a(x, t) & b(x, t), respectively, hold uni-
formly for t ∈ ∆.
We are now ready to state the main result of this paper:
Theorem 2.1. Consider the insurance risk model introduced in Section 1 in which the claim-
size distribution F belongs to the class R−α for some 0 < α <∞ and the Laplace exponent
of the Le´vy process {Rt, t ≥ 0} satisfies φ(α∗) < 0 for some α∗ > α. Then, it holds uniformly
for all t ∈ Λ that
Pr (Dt > x) ∼ F (x)
∫ t
0−
esφ(α)dλs. (2.4)
Taking t =∞ in relation (2.4) yields a more transparent asymptotic formula that
Pr (D∞ > x) ∼ F (x) Ee
φ(α)τ
1− Eeφ(α)τ .
Roughly speaking, the condition φ(α∗) < 0 in Theorem 2.1 means that the impact of
the insurance claims dominates that of the financial uncertainty. This is also confirmed by
relation (2.4), which shows that the tail probability of the claim-size distribution determines
the exact decay rate while the financial uncertainty and the claim frequency only contribute
to the coefficient of the asymptotic formula.
From (2.1) it is easy to verify that φ(z) is convex in z for which φ(z) is finite. Since
φ(0) = 0, we see that the condition φ(α∗) < 0 implies that φ(z) < 0 for all z ∈ (0, α∗]. In
addition, by Jensen’s inequality, the condition φ(α∗) < 0 implies ERt > 0. Hence, Rt drifts
to ∞ almost surely as t→∞.
As shown in Lemma 4.2 below, relation (2.4) with fixed t ∈ Λ is an easy consequence of
the one-dimensional version of Theorem 2.1 given in Resnick and Willekens (1991). However,
it is much harder to prove the claimed uniformity of relation (2.4), which is in essence the
scientific value of the present work.
Note that the result of Resnick and Willekens (1991) has recently been extended in many
ways by Goovaerts et al. (2005), Wang and Tang (2006), Zhang et al. (2009), and Chen
and Yuen (2009). Therefore, starting with these extended results, it should be possible and
routine, but rather laborious, to further extend Theorem 2.1 to a somewhat broader class of
heavy-tailed distributions (for example, the class of distributions with extended-regularly-
varying tails), and to the case that claim sizes possess a certain dependence structure (for
example, pairwise asymptotic independence). We shall not pursue such extensions in this
paper. However, it would be interesting to establish results similar to Theorem 2.1 in the
presence of certain dependence structures among the sources of randomness, {X1, X2, . . .},
{Nt, t ≥ 0}, and {Rt, t ≥ 0}.
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3 Applications to Ruin Theory
3.1 Finite- and Infinite-time Ruin Probabilities
Consider an insurance business commencing at time 0 with initial wealth x ≥ 0. The cash
flow of premiums less claims is modeled as a compound renewal process with the form
Ct = ct− St, t ≥ 0, (3.1)
where c ≥ 0 is a fixed rate of premium payment and {St, t ≥ 0} is a compound renewal pro-
cess given in (1.1). Recall that the price process of the investment portfolio is the geometric
Le´vy process {eRt , t ≥ 0}. Thus, the wealth process of the insurer is described as
Ut = e
Rt
(
x+
∫ t
0−
e−Rs−dCs
)
, t ≥ 0. (3.2)
As usual, define the ruin time of this risk model as
T (x) = inf {t > 0 : Ut < 0|U0 = x} ,
with the convention that inf ∅ =∞. Then, the probability of ruin by a finite time t ≥ 0 is
ψ(x, t) = Pr (T (x) ≤ t) ,
and the probability of ultimate ruin is
ψ(x,∞) = Pr (T (x) <∞) .
Yuen et al. (2004, 2006) studied the infinite-time ruin probability and related quantities
of this renewal risk model. For the special case that {Nt, t ≥ 0} is a Poisson process, following
their approach, it is not hard to establish an integro-differential equation and an integral
equation for the infinite-time ruin probability. We shall not extend such a discussion here
as we are mainly interested in the asymptotic behavior of the finite- and infinite-time ruin
probabilities.
Theorem 3.1. Consider the insurance risk model introduced above. Under the conditions
of Theorem 2.1, it holds uniformly for all t ∈ Λ that
ψ(x, t) ∼ F (x)
∫ t
0−
esφ(α)dλs. (3.3)
In particular, putting t =∞ gives
ψ(x,∞) ∼ F (x) Ee
φ(α)τ
1− Eeφ(α)τ . (3.4)
Paulsen (2002) obtained relation (3.4) for the special case that {Nt, t ≥ 0} is a Poisson
process and {Rt, t ≥ 0} is a Brownian motion with positive drift; see Proposition 4.1 of
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Paulsen (2002). The reader is also referred to Heyde and Wang (2009) for a result for the
finite-time ruin probability similar to (3.3) but with a fixed-time horizon and {Nt, t ≥ 0}
being a Poisson process.
Due to the uniformity of relation (3.3), we can easily derive an explicit asymptotic ex-
pression for the Laplace transform of the ruin time T (x).
Corollary 3.1. Under the conditions of Theorem 2.1, it holds for every r ≥ 0 that
Ee−rT (x) ∼ F (x) Ee
(φ(α)−r)τ
1− Ee(φ(α)−r)τ . (3.5)
Proof. When r = 0, relation (3.5) coincides with relation (3.4). Thus, we only need to
consider r > 0. By the uniformity of relation (3.3), we have
Ee−rT (x) = r
∫ ∞
0
ψ(x, t)e−rtdt ∼ rF (x)
∫ ∞
0
[∫ t
0−
eφ(α)sdλs
]
e−rtdt.
Using Fubini’s theorem to interchange the order of integrals,∫ ∞
0
[∫ t
0−
eφ(α)sdλs
]
e−rtdt =
∫ ∞
0−
[∫ ∞
s
e−rtdt
]
eφ(α)sdλs =
1
r
∫ ∞
0−
e(φ(α)−r)sdλs.
Therefore, (3.5) holds.
3.2 Portfolio Optimization with a Constraint on Ruin
It is commonly acknowledged that risky investments may impair the insurer’s solvency just as
severely as large claims do; see Kalashnikov and Norberg (2002) and Tang and Tsitsiashvili
(2003). Frolova et al. (2002) also pointed out that disasters may arrive at the period when
the market value of assets is low and the company will not be able to cover losses by selling
these assets.
In this section, we consider a so-called constant investment portfolio and determine the
optimal investment strategy that maximizes the insurer’s expected terminal wealth and
maintains the insurer’s solvency. Such optimization problems have been considered by several
authors; see, for example, Schmidli (2002), Paulsen (2003), and Kostadinova (2007).
For simplicity, we assume that a financial market consists of two assets, which can be
traded continuously. One of them is a risk-free asset with price process satisfying
dP
(0)
t = r0P
(0)
t dt, t > 0,
with P
(0)
0 = 1 and r0 > 0, while the other is a risky asset with price process satisfying
dP
(1)
t = P
(1)
t− dQt, t > 0, (3.6)
with P
(1)
0 = 1 and {Qt, t ≥ 0} being a Le´vy process with Le´vy triplet (rQ, σ2Q, ρQ), as
described in Section 2. Suppose that the insurer continuously invests a constant fraction
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pi ∈ [0, 1] of his wealth in the risky asset and keeps the remaining wealth in the risk-free asset.
This constant investment strategy is commonly used in mathematical finance and actuarial
science; see, for example, Emmer et al. (2001), Bjo¨rk (1998), Emmer and Klu¨ppelberg
(2004), Kostadinova (2007), and Klu¨ppelberg and Kostadinova (2008).
The price process of this investment portfolio satisfies the stochastic differential equation
dP
(pi)
t = P
(pi)
t− dQ
(pi)
t , t > 0, (3.7)
with P
(pi)
0 = 1 and Q
(pi)
t = (1−pi)r0t+piQt for t ≥ 0. From Theorem 4.1 of Cont and Tankov
(2004) (see also Proposition 11.10 of Sato (1999)), the Le´vy triplet of the Le´vy process
{Q(pi)t , t ≥ 0} is given by
rpi = (1− pi)r0 + pirQ +
∫∞
−∞ y
(
1(−1,1)(y)− 1Θ(y)
)
ρpi(dy),
σ2pi = pi
2σ2Q,
ρpi(A) = ρQ({x : pix ∈ A}) for every Borel set A,
where Θ = {pix : |x| < 1}. Hence, by Proposition 8.22 of Cont and Tankov (2004) or
Theorem 37 in Chapter 2 of Protter (2005), we solve (3.7) to get
P
(pi)
t = e
R
(pi)
t , t ≥ 0,
where
R
(pi)
t = (1− pi)r0t+ piQt −
1
2
σ2Qpi
2t+
∑
0<s≤t
(ln(1 + pi∆Qs)− pi∆Qs) ,
with ∆Qs = Qs − Qs−. The solution P (pi)t given above is recognized as the stochastic
exponential of the Le´vy process {Q(pi)t , t ≥ 0}. By Proposition 8.22 of Cont and Tankov
(2004), the Le´vy triplet of {R(pi)t , t ≥ 0} is given by
r = rpi − 12σ2pi +
∫∞
−∞
(
ln(1 + y)1(−1,1)(ln(1 + y))− y1(−1,1)(y)
)
ρpi(dy),
σ2 = σ2pi,
ρ(A) = ρpi({y : ln(1 + y) ∈ A}) for every Borel set A.
Using the Le´vy triplet of {Qt, t ≥ 0}, one obtains the Laplace exponent of {R(pi)t , t ≥ 0} as
φpi(z) =
1
2
pi2σ2Qz
2 −
(
(1− pi)r0 + pirQ − 1
2
pi2σ2Q − pi
∫ 1
−1
yρQ(dy)
)
z
+
∫ ∞
−∞
((1 + piy)−z − 1)ρQ(dy), (3.8)
provided that the second integral in (3.8) is finite. Note that ρQ ((−∞,−1]) = 0 since the
price process {P (1)t , t ≥ 0} in (3.6) is positive. It follows from (3.8) that
φpi(−1) = r0 + piξ, (3.9)
where ξ = rQ − r0 +
∫∞
1
yρQ(dy).
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Consider a fixed-time horizon t0 > 0, say t0 = 5. Our goal is to determine a value
pi∗ ∈ [0, 1] that maximizes the expected value of the terminal wealth
U
(pi)
t0 = e
R
(pi)
t0
(
x+
∫ t0
0−
e−R
(pi)
s− dCs
)
, (3.10)
subject to the following constraint on the ruin probability:
ψpi(x, t0) = Pr
(
inf
0≤s≤t0
U (pi)s < 0
∣∣∣∣U0 = x) ≤ p, (3.11)
where {Ct, t ≥ 0} is given in (3.1) and p is some small positive number, say p = 5%.
Let the conditions of Theorem 3.1 hold, and let α > 1 so that the i.i.d. claims have a
finite mean µ = EX. Simple calculation gives
EU
(pi)
t0 = xe
φpi(−1)t0 +
∫ t0
0−
eφpi(−1)(t0−s)d (cs− µλs) . (3.12)
Since there is usually no closed-form expression for ψpi(x, t0) available, we use its approxi-
mation given in (2.4); that is to say, we replace (3.11) by
ψpi(x, t0) ∼ F (x)
∫ t0
0−
eφpi(α)sdλs ≤ p. (3.13)
For given x > 0, α > 1, t0 > 0, and 0 < p < 1, define
Π =
{
pi : pi ∈ [0, 1] and F (x)
∫ t0
0−
eφpi(α)sdλs ≤ p
}
.
Suppose ∅ 6= Π ⊂ {pi : φpi(α) < 0}. Every pi ∈ Π is called an admissible investment strategy.
With α > 1 given, we see from (3.8) that φpi(α), as a function of pi, is convex in pi ∈ [0, 1]
with φ0(α) = −r0α < 0. Hence, Π is a closed interval in [0, 1]. Let Π = [ax, bx] ⊂ [0, 1].
To simplify the optimization problem, we assume that λs is absolutely continuous with
respect to the Lebesgue measure; that is to say, there exists a nonnegative and measurable
function λ′s such that λs− λ0 =
∫ s
0
λ′udu for s ∈ [0,∞). We further assume that the relation
c− µλ′s ≥ 0 (3.14)
holds almost everywhere for s ∈ [0,∞). Relation (3.14) can be interpreted as the safety
loading condition of the insurance portfolio. It is verifiable for many interesting cases, for
example, when τ follows an exponential distribution or a Γ(2, λ) distribution.
Under (3.14), the expectation EU
(pi)
t0 , as expressed in (3.12), is increasing in φpi(−1).
Hence, the optimization problem becomes
maximizing φpi(−1) subject to pi ∈ Π. (3.15)
From (3.9), we see that φpi(−1) is increasing in pi ∈ [0, 1] when ξ > 0 and decreasing in
pi ∈ [0, 1] when ξ < 0. Hence, if ξ > 0, the solution to (3.15) is
pi∗ = bx, (3.16)
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while if ξ < 0, the solution to (3.15) is
pi∗ = ax. (3.17)
When ξ = 0, however, φpi(−1) = r0 does not depend on pi. Thus, every admissible strategy
pi ∈ Π could be used as a solution to (3.15). Nevertheless, in order to reduce uncertainty
from the risky asset, we may choose (3.17) as the solution.
The optimization solutions (3.16) and (3.17) are intuitively clear. The condition ξ > 0
means that the expected return rate of the risky asset is higher than that of the risk-free
asset. Hence, as (3.16) shows, the insurer will invest as much as he is allowed in the risky
asset. The optimization solution (3.17) can be explained in a similar way. Moreover, we
have the following observation. In modern portfolio theory, the quantity σ2Q, which is the
volatility when {Qt, t ≥ 0} is a Brownian motion with drift, is often used to measure the risk
of the risky asset. Recall relation (3.8) and the definition of Π. Clearly, φpi(α) is increasing
in σ2Q. Hence, both ax and bx are decreasing in σ
2
Q, meaning that the riskier the risky asset
is, the less the insurer will invest in it.
4 Proofs
4.1 Lemmas
Let us first recall some properties of distributions with regularly-varying tails. By Theorem
1.5.2 of Bingham et al. (1987), the convergence in relation (2.3) is uniform over [ε,∞) for
every fixed ε > 0; that is to say,
lim
x→∞
sup
y∈[ε,∞)
∣∣∣∣F (xy)F (x) − y−α
∣∣∣∣ = 0. (4.1)
By Theorem 1.5.6 of Bingham et al. (1987), the well-known Potter’s bounds for distributions
in the class R are stated as follows. If F ∈ R−α for some 0 < α < ∞, then for arbitrarily
fixed b > 1 and ε > 0, there exists some x0 > 0 such that, for all x, y ≥ x0,
1
b
(
(y/x)−α+ε ∧ (y/x)−α−ε) ≤ F (y)
F (x)
≤ b ((y/x)−α+ε ∨ (y/x)−α−ε) . (4.2)
For arbitrarily fixed 0 < α∗ < α < α∗ < ∞, by fixing the variable y to x0 and ε <
(α− α∗) ∧ (α∗ − α) in (4.2), we see that
F (x) = o
(
x−α∗
)
, x−α
∗
= o
(
F (x)
)
. (4.3)
Let X and Y be two independent random variables with X following a distribution F ∈ R−α
for some 0 < α < ∞ and Y being a nonnegative random variable satisfying EY α∗ < ∞ for
some α∗ > α. Then, for every fixed M ≥ 0, with x0 > 0 given in (4.2), we have
lim
x→∞
Pr (XY > x, Y > M)
F (x)
= lim
x→∞
Pr (XY > x, Y ∈ (M,x/x0] ∪ (x/x0,∞))
F (x)
= EY α1(Y >M), (4.4)
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where we used the dominated convergence theorem guaranteed by (4.2) in dealing with the
first part corresponding to Y ∈ (M,x/x0], and used Markov’s inequality and the second
relation of (4.3) in dealing with the second part. Relation (4.4) with M = 0 is well known,
usually referred to as Breiman’s theorem; see Breiman (1965).
The following result is the one-dimensional version of Theorem 2.1 of Resnick and
Willekens (1991):
Lemma 4.1. Consider the randomly weighted sum
S(W ) =
∞∑
k=1
WkXk,
where {X1, X2, . . .} is a sequence of i.i.d. nonnegative random variables with common distri-
bution F ∈ R−α for some 0 < α <∞, and {W1,W2, . . .} is another sequence of nonnegative
random variables independent of {X1, X2, . . .}. We have
Pr
(
S(W ) > x
) ∼ F (x) ∞∑
k=1
EWαk ,
if one of the following assumptions holds:
1. 0 < α < 1 and for some 0 < ε < α ∧ (1− α),
∞∑
k=1
E
(
Wα+εk ∨Wα−εk
)
<∞;
2. 1 ≤ α <∞ and for some 0 < ε < α,
∞∑
k=1
(
E
(
Wα+εk ∨Wα−εk
)) 1
α+ε <∞.
Lemma 4.2. Under the conditions of Theorem 2.1, relation (2.4) holds for every fixed t ∈ Λ.
Proof. We apply Lemma 4.1 to the series Dt given in (1.2). For 0 < α < 1, we choose some
0 < ε < α ∧ (1− α) ∧ (α∗ − α) so that
∞∑
k=1
E
(
e−(α+ε)Rτk ∨ e−(α−ε)Rτk) 1(τk≤t)
≤
∞∑
k=1
∫ ∞
0−
E
(
e−(α+ε)Rs + e−(α−ε)Rs
)
Pr (τk ∈ ds)
=
Eeφ(α+ε)τ
1− Eeφ(α+ε)τ +
Eeφ(α−ε)τ
1− Eeφ(α−ε)τ
< ∞.
Similarly, for 1 ≤ α <∞, we choose some 0 < ε < α ∧ (α∗ − α) to justify that
∞∑
k=1
(
E
(
e−(α+ε)Rτk ∨ e−(α−ε)Rτk)) 1α+ε 1(τk≤t) <∞.
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Therefore, by Lemma 4.1,
Pr (Dt > x) ∼ F (x)
∞∑
k=1
Ee−αRτk1(τk≤t) = F (x)
∫ t
0−
esφ(α)dλs.
This proves that relation (2.4) holds for every fixed t ∈ Λ.
Lemma 4.3. Under the conditions of Theorem 2.1, for every fixed T ∈ Λ, it holds uniformly
for all t ∈ ΛT that
Pr
(
Xe−Rτ1(τ≤t) > x
) ∼ F (x)∫ t
0−
esφ(α) Pr (τ ∈ ds) . (4.5)
Proof. Conditioning on τ , we have
Pr
(
Xe−Rτ1(τ≤t) > x
)
=
∫ t
0−
Pr
(
Xe−Rs > x
)
Pr (τ ∈ ds) .
For an arbitrarily fixed large number M > 0, according to (|Rs| ≤M), (Rs > M), and
(Rs < −M), we split the right-hand side of the above into three parts as I1(x, t) + I2(x, t) +
I3(x, t). By relation (4.1), it holds uniformly for all t ∈ Λ that
I1(x, t) =
∫ t
0−
Pr
(
Xe−Rs > x, |Rs| ≤M
)
Pr (τ ∈ ds)
∼ F (x)
∫ t
0−
Ee−αRs1(|Rs|≤M) Pr (τ ∈ ds)
= F (x)
∫ t
0−
esφ(α) Pr (τ ∈ ds)− F (x)
∫ t
0−
Ee−αRs1(|Rs|>M) Pr (τ ∈ ds) .
Thus, it suffices to show that the terms I2(x, t), I3(x, t), and the last term above, denoted
as I4(x, t), are negligible for large M > 0, uniformly for all t ∈ ΛT , in comparison to
F (x)
∫ t
0− e
sφ(α) Pr (τ ∈ ds). More precisely, we are going to prove that, for j = 2, 3, 4,
lim sup
M→∞
lim sup
x→∞
sup
t∈ΛT
Ij(x, t)
F (x)
∫ t
0− e
sφ(α) Pr (τ ∈ ds) = 0. (4.6)
For I2(x, t), we have
I2(x, t) =
∫ t
0−
Pr
(
Xe−Rs > x,Rs > M
)
Pr (τ ∈ ds)
≤ Pr (Xe−M > x)Pr (τ ≤ t)
∼ e−αMF (x) Pr (τ ≤ t) .
Trivially,
Pr (τ ≤ t) ≤ e−Tφ(α)
∫ t
0−
esφ(α) Pr (τ ∈ ds) . (4.7)
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This proves relation (4.6) with j = 2. For I3(x, t), we have
I3(x, t) =
∫ t
0−
Pr
(
Xe−Rs > x,Rs < −M
)
Pr (τ ∈ ds)
≤ Pr
(
Xe− inf0≤s≤T Rs > x, inf
0≤s≤T
Rs < −M
)
Pr (τ ≤ t) . (4.8)
Note that, for all T ≥ 0 and x > x0 > 0,
Pr
(
− inf
0≤s≤T
Rs > x
)
Pr
(
− sup
0≤s≤T
Rs > −x0
)
≤ Pr (−RT > x− x0) ;
see the lemma of Willekens (1987). This, together with Ee−α
∗RT = eTφ(α
∗) < 1, imply that
Ee−α
∗ inf0≤s≤T Rs <∞.
Hence, applying (4.4) to (4.8), it holds uniformly for all t ∈ ΛT that
I3(x, t) . Ee−α inf0≤s≤T Rs1(inf0≤s≤T Rs<−M)F (x) Pr (τ ≤ t) .
This, together with (4.7), prove relation (4.6) with j = 3. Finally, for I4(x, t), by Ho¨lder’s
inequality, ∫ t
0−
Ee−αRs1(|Rs|>M) Pr (τ ∈ ds)
≤
∫ t
0−
(
Ee−α
∗Rs
)α/α∗
Pr (|Rs| > M)1−α/α
∗
Pr (τ ∈ ds)
≤ Pr
(
sup
0≤s≤T
|Rs| > M
)1−α/α∗
Pr (τ ≤ t) .
Hence, by (4.7), relation (4.6) with j = 4 holds and we conclude the proof.
Lemma 4.4. Under the conditions of Theorem 2.1, for every fixed T ∈ Λ and n = 1, 2, . . .,
it holds uniformly for all t ∈ ΛT that
Pr
(
n∑
k=1
Xke
−Rτk1(τk≤t) > x
)
∼ F (x)
∫ t
0−
esφ(α)
n∑
k=1
Pr (τk ∈ ds) .
Proof. By Lemma 4.3, it suffices to prove that, uniformly for all t ∈ ΛT ,
Pr
(
n∑
k=1
Xke
−Rτk1(τk≤t) > x
)
∼
n∑
k=1
Pr
(
Xke
−Rτk1(τk≤t) > x
)
. (4.9)
We first prove the lower-bound version of relation (4.9). Clearly,
Pr
(
n∑
k=1
Xke
−Rτk1(τk≤t) > x
)
≥ Pr
(
n⋃
k=1
Xke
−Rτk1(τk≤t) > x
)
≥
n∑
k=1
Pr
(
Xke
−Rτk1(τk≤t) > x
)− ∑
1≤k<j≤n
Pr
(
Xke
−Rτk1(τk≤t) > x,Xje
−Rτj 1(τj≤t) > x
)
.
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Thus, it remains to verify that the second term above is negligible, uniformly for all t ∈ ΛT ,
in comparison to the first term. Actually, for arbitrarily fixed 1 ≤ k < j ≤ n and M > 0,
Pr
(
Xke
−Rτk1(τk≤t) > x,Xje
−Rτj 1(τj≤t) > x
)
≤
∫ t
0−
Pr
(
Xke
−Rs > x, e−RsXje
−Rτj+Rτk1(τj≤t) > x, e
−Rs ≤ x
M
∣∣∣ τk = s)Pr (τk ∈ ds)
+
∫ t
0−
Pr
(
e−Rs >
x
M
)
Pr (τk ∈ ds)
= I1(x, t) + I2(x, t).
Note that e−Rs and e−Rτj+Rτk in I1(x, t) conditional on (τk = s) are independent. It holds
for arbitrarily fixed ε > 0 and all large M > 0 that
I1(x, t) ≤ Pr
(
Xj sup
0≤s≤T
e−Rs > M
)∫ t
0−
Pr
(
Xke
−Rs > x
)
Pr (τk ∈ ds)
≤ εPr (Xke−Rτk1(τk≤t) > x) .
For I2(x, t), by Markov’s inequality, the second relation of (4.3), relation (4.7), and Lemma
4.3, we have
I2(x, t) ≤
∫ t
0−
( x
M
)−α∗
Ee−α
∗Rs Pr (τk ∈ ds)
≤
( x
M
)−α∗
Pr (τk ≤ t)
= o(1)F (x)
∫ t
0−
esφ(α) Pr (τk ∈ ds)
= o(1) Pr
(
Xke
−Rτk1(τk≤t) > x
)
.
Therefore, it holds uniformly for all t ∈ ΛT that
Pr
(
Xke
−Rτk1(τk≤t) > x,Xje
−Rτj 1(τj≤t) > x
)
= o(1) Pr
(
Xke
−Rτk1(τk≤t) > x
)
. (4.10)
We next prove the upper-bound version of relation (4.9). For arbitrarily fixed 0 < δ < 1, we
derive
Pr
(
n∑
k=1
Xke
−Rτk1(τk≤t) > x
)
≤ Pr
(
n⋃
k=1
(
Xke
−Rτk1(τk≤t) > x− δx
))
+Pr
(
n∑
k=1
Xke
−Rτk1(τk≤t) > x,
n⋃
k=1
(
Xke
−Rτk1(τk≤t) >
x
n
)
,
n⋂
k=1
(
Xke
−Rτk1(τk≤t) ≤ x− δx
))
= I3(x, t) + I4(x, t).
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By Lemma 4.3, it holds uniformly for all t ∈ ΛT that
I3(x, t) ≤
n∑
k=1
Pr
(
Xke
−Rτk1(τk≤t) > x− δx
) ∼ (1− δ)−α n∑
k=1
Pr
(
Xke
−Rτk1(τk≤t) > x
)
.
Thus, it remains to verify that I4(x, t) is negligible, uniformly for all t ∈ ΛT , in comparison
to I3(x, t). Actually, it holds uniformly for all t ∈ ΛT that
I4(x, t) ≤
n∑
k=1
Pr
Xke−Rτk1(τk≤t) > xn, ∑
j∈{1,...,n}\{k}
Xje
−Rτj 1(τj≤t) > δx

≤
∑
1≤k 6=j≤n
Pr
(
Xke
−Rτk1(τk≤t) >
δx
n
,Xje
−Rτj 1(τj≤t) >
δx
n
)
= o(1)
n∑
k=1
Pr
(
Xke
−Rτk1(τk≤t) > x
)
,
where in the last step we used relation (4.10) and Lemma 4.3. This ends the proof.
Lemma 4.5. Under the conditions of Theorem 2.1, for every fixed T ∈ Λ, it holds for every
ε > 0, for all large n, and uniformly for all t ∈ ΛT that
Pr
( ∞∑
k=n+1
Xke
−Rτk1(τk≤t) > x
)
. εF (x)
∫ t
0−
esφ(α)dλs.
Proof. Choose some δ > 0 such that (1− δ)α∗ > α. Then,
Pr
( ∞∑
k=n+1
Xke
−Rτk1(τk≤t) > x
)
≤
∫ t
0−
Pr
(
e−Rs
∞∑
k=n+1
Xke
−Rτk+Rτn1(τk≤t) > x, e
−Rs ≤ x1−δ
∣∣∣∣∣ τn = s
)
Pr (τn ∈ ds)
+
∫ t
0−
Pr
(
e−Rs > x1−δ
)
Pr (τn ∈ ds)
= I1(x, t) + I2(x, t).
For I1(x, t), note that, by Lemma 4.2, it holds uniformly for all 0 ≤ s ≤ t ∈ ΛT that
Pr
( ∞∑
k=n+1
Xke
−Rτk+Rτn1(τk≤t) > x
∣∣∣∣∣ τn = s
)
= Pr (Dt−s > x)
≤ Pr (DT > x)
∼ F (x)
∫ T
0
euφ(α)dλu.
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Thus, by further conditioning on e−Rs , it can be shown that, uniformly for all t ∈ ΛT ,
I1(x, t) .
∫ t
0−
(
Pr
(
Xe−Rs > x, e−Rs ≤ x1−δ) ∫ T
0
euφ(α)dλu
)
Pr (τn ∈ ds)
≤ λT
∫ t
0−
Pr
(
Xe−Rs > x
)
Pr (τn ∈ ds)
∼ F (x)λT
∫ t
0−
esφ(α) Pr (τn ∈ ds)
≤ F (x)λT Pr (τn ≤ t) ,
where in the third step we used Lemma 4.3. Following the proof of Lemma 5.3 of Tang
(2004), we have
lim
n→∞
sup
t∈ΛT
ENt1(Nt>n)
λt
= 0. (4.11)
Therefore, it holds for all large n and uniformly for all t ∈ ΛT that
I1(x, t) . εF (x)
∫ t
0−
esφ(α)dλs.
By Markov’s inequality and the second relation of (4.3), it holds uniformly for all t ∈ ΛT
that
I2(x, t) ≤ x−(1−δ)α∗
∫ t
0−
Ee−α
∗Rs Pr (τn ∈ ds)
≤ x−(1−δ)α∗
∫ t
0−
esφ(α
∗)dλs
= o(1)F (x)
∫ t
0−
esφ(α)dλs.
This ends the proof.
Lemma 4.6. Let Z be an exponential functional of a Le´vy process {Rt, t ≥ 0} defined as
Z =
∫ ∞
0
e−Rtdt. (4.12)
Then, we have the following two results: (1) Z < ∞ almost surely if and only if Rt → ∞
almost surely as t→∞;
(2) If α > 0 and φ(α) < 0, then EZα <∞.
Proof. See Subsection 2.1 of Maulik and Zwart (2006).
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4.2 Proof of Theorem 2.1
By Lemma 4.2, relation (2.4) holds for every fixed t ∈ Λ. We formulate the proof of the
uniformity into two steps.
First, we establish the local uniformity of relation (2.4); that is, for arbitrarily fixed
T ∈ Λ, relation (2.4) holds uniformly for all t ∈ ΛT . For arbitrarily fixed 0 < δ < 1 and
n = 1, 2, . . ., we have
Pr (Dt > x)
≤ Pr
(
n∑
k=1
Xke
−Rτk1(τk≤t) > x− δx
)
+ Pr
( ∞∑
k=n+1
Xke
−Rτk1(τk≤t) > δx
)
= I1(x, t) + I2(x, t).
By Lemma 4.4, it holds uniformly for all t ∈ ΛT that
I1(x, t) . (1− δ)−αF (x)
∫ t
0−
esφ(α)dλs.
By Lemma 4.5, for arbitrarily fixed ε > 0, it holds for all large n and uniformly for all t ∈ ΛT
that
I2(x, t) . εδ−αF (x)
∫ t
0−
esφ(α)dλs. (4.13)
It follows that, uniformly for all t ∈ ΛT ,
Pr (Dt > x) .
(
(1− δ)−α + εδ−α)F (x)∫ t
0−
esφ(α)dλs.
By the arbitrariness of ε and δ, we prove that, uniformly for all t ∈ ΛT ,
Pr (Dt > x) . F (x)
∫ t
0−
esφ(α)dλs.
The corresponding lower bound can be constructed in a similar way. Actually, by Lemma
4.4, it holds uniformly for all t ∈ ΛT that
Pr (Dt > x) ≥ Pr
(
n∑
k=1
Xke
−Rτk1(τk≤t) > x
)
∼ F (x)
∫ t
0−
esφ(α)
(
dλs −
∞∑
k=n+1
Pr (τk ∈ ds)
)
≥ F (x)
(
1− Eeτnφ(α)
)∫ t
0−
esφ(α)dλs.
Since Eeτnφ(α) tends to 0 as n→∞, it follows that, uniformly for all t ∈ ΛT ,
Pr (Dt > x) & F (x)
∫ t
0−
esφ(α)dλs.
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Next, we extend the uniformity of relation (2.4) to Λ. For arbitrarily fixed 0 < ε < 1,
choose some large T ∈ Λ such that∫ ∞
T
esφ(α)dλs ≤ ε
∫ T
0
esφ(α)dλs. (4.14)
Let t ∈ [T,∞] and apply (4.14) and Lemma 4.2. On one hand,
Pr (Dt > x) ≤ Pr (D∞ > x) ∼ F (x)
∫ ∞
0−
esφ(α)dλs ≤ (1 + ε)F (x)
∫ t
0−
esφ(α)dλs,
and on the other hand,
Pr (Dt > x) ≥ Pr (DT > x)
∼ F (x)
∫ T
0−
esφ(α)dλs
≥ 1
1 + ε
F (x)
∫ ∞
0−
esφ(α)dλs
≥ 1
1 + ε
F (x)
∫ t
0−
esφ(α)dλs.
By these two estimates and the arbitrariness of ε, we see that relation (2.4) holds also
uniformly for all t ∈ [T,∞].
4.3 Proof of Theorem 3.1
Substituting (3.1) into (3.2) yields that, for every t ∈ Λ,
ψ(x, t) = Pr
(
inf
0≤s≤t
(
x+ c
∫ s
0
e−Rudu−Ds
)
< 0
)
, (4.15)
where 0 ≤ s ≤ t is understood as 0 ≤ s <∞ when t =∞. Therefore, it follows immediately
from Theorem 2.1 that, uniformly for all t ∈ Λ,
ψ(x, t) ≤ Pr (Dt > x) . F (x)
∫ t
0−
esφ(α)dλs.
It remains to derive the corresponding uniform asymptotic lower bound for ψ(x, t). Still
start from (4.15) and let T ∈ Λ be arbitrarily fixed. It holds for arbitrarily fixed δ > 0 and
all T ≤ t ≤ ∞ that
ψ(x, t) ≥ Pr
(
Dt − c
∫ ∞
0
e−Rudu > x
)
≥ Pr (Dt > (1 + δ)x)− Pr
(
c
∫ ∞
0
e−Rudu > δx
)
. (4.16)
By Theorem 2.1, it holds uniformly for all t ∈ Λ that
Pr (Dt > (1 + δ)x) ∼ (1 + δ)−αF (x)
∫ t
0−
esφ(α)dλs.
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By Markov’s inequality,
Pr
(
c
∫ ∞
0
e−Rudu > δx
)
≤
(
δx
c
)−α∗
E
(∫ ∞
0
e−Rudu
)α∗
,
where the finiteness of E
(∫∞
0
e−Rudu
)α∗
is guaranteed by Lemma 4.6. Substituting these
two estimates into (4.16) and using the arbitrariness of δ, we see that, uniformly for all
T ≤ t ≤ ∞ that
ψ(x, t) & F (x)
∫ t
0−
esφ(α)dλs. (4.17)
We now focus on the uniformity of (4.17) over t ∈ ΛT . Clearly,
ψ(x, t) ≥ Pr
(
DτNt − c
∫ τNt
0
e−Rudu > x
)
= Pr
( ∞∑
k=1
(
Xke
−Rτk − c
∫ τk
τk−1
e−Rudu
)
1(τk≤t) > x
)
.
It follows that, for arbitrarily fixed δ > 0 and n = 1, 2, . . .,
ψ(x, t) ≥ Pr
(
n∑
k=1
Xke
−Rτk1(τk≤t) > (1 + 2δ)x
)
− Pr
(
c
n∑
k=1
∫ τk
τk−1
e−Rudu1(τk≤t) > δx
)
−Pr
(
c
∞∑
k=n+1
∫ τk
τk−1
e−Rudu1(τk≤t) > δx
)
= I1(x, t)− I2(x, t)− I3(x, t). (4.18)
By Lemma 4.4, it holds uniformly for all t ∈ ΛT that
I1(x, t) ∼ (1 + 2δ)−αF (x)
∫ t
0−
esφ(α)
n∑
k=1
Pr (τk ∈ ds)
≥ (1 + 2δ)−α
(
1− Eeτnφ(α)
)
F (x)
∫ t
0−
esφ(α)dλs.
Introduce a random variable Z independent of {Rt, t ≥ 0}, {Nt, t ≥ 0} and equal in distri-
bution to
∫∞
0
e−Rtdt. By Lemma 4.6, EZα
∗
< ∞. Hence, by Markov’s inequality and the
second relation of (4.3), Pr(Z > x) = o(F (x)). It holds uniformly for all t ∈ ΛT that
I2(x, t) ≤
n∑
k=1
Pr
(∫ τk
τk−1
e−Rudu1(τk≤t) >
δx
cn
)
≤
∫ t
0−
Pr
(∫ s
0
e−Rudu >
δx
cn
) n∑
k=1
Pr (τk ∈ ds)
≤ Pr
(
Z >
δx
cn
) n∑
k=1
Pr (τk ≤ t)
= o(1)F (x)
∫ t
0−
esφ(α)dλs.
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For arbitrarily fixed 0 < ε < 1, further introduce a nonnegative random variable Zε inde-
pendent of {Rt, t ≥ 0}, {Nt, t ≥ 0} and with tail given by
Pr (Zε > x) = εF (x) ∨ Pr(Z > x), x ≥ 0.
Hence, Pr (Zε > x) ∼ εF (x) and the distribution of Zε belongs to the class R−α too. Clearly,
I3(x, t) ≤ Pr
(
ce−Rτn1(τn≤t)
∞∑
k=n+1
∫ τk
τk−1
e−(Ru−Rτn )du > δx
)
= Pr
(
Ze−Rτn1(τn≤t) >
δx
c
)
≤ Pr
(
Zεe
−Rτn1(τn≤t) >
δx
c
)
.
By Lemma 4.3, it holds uniformly for all t ∈ ΛT that
I3(x, t) . Pr
(
Zε >
δx
c
)∫ t
0−
esφ(α) Pr (τn ∈ ds) ∼ εcαδ−αF (x)
∫ t
0−
esφ(α)dλs.
Substituting these estimates into (4.18), we obtain that, uniformly for all t ∈ ΛT ,
ψ(x, t) &
(
(1 + 2δ)−α
(
1− Eeτnφ(α)
)
− εcαδ−α
)
F (x)
∫ t
0−
esφ(α)dλs.
By the arbitrariness of δ, ε, and n, relation (4.17) holds uniformly for all t ∈ ΛT .
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