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Abstract
In this paper, we propose a new method that combines the inexact Newton method with a
procedure to obtain a feasible inexact projection for solving constrained smooth and nonsmooth
equations. The local convergence theorems are established under the assumption of smoothness
or semismoothness of the function that defines the equation and its regularity at the solution.
In particular, we show that a sequence generated by the method converges to a solution with
linear, superlinear, or quadratic rate, under suitable conditions. Moreover, some numerical
experiments are reported to illustrate the practical behavior of the proposed method.
Keywords: Constrained equation; inexact Newton method; feasible inexact projection; smooth-
ness; semismoothness; regularity.
AMS Subject Classification: 49J52, 49M15, 65H10, 90C30.
1 Introduction
Unconstrained nonsmooth equations are of great interest in mathematical programming, consid-
ering that it arises from the reformulation of important problems, such as the nonlinear comple-
mentarity problem, the variational inequality problem, and the nonlinear programming problem.
See [6, 16, 20, 29, 31, 37] and references therein. Owing to the large number of applications where
these equations appear, numerical techniques have been proposed to solve them. For instance, in
[27] a version of inexact Newton method was presented for solving the unconstrained nonsmooth
equation
f(x) = 0, (1)
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where f : Ω→ Rn is a locally Lipschitz continuous function and Ω ⊆ Rn is an open set, which have
the following formal formulation: For the current iterate xk ∈ Rn, the next iterate is any point
xk+1 ∈ Rn satisfying the relative residual error criteria
‖f(xk) + Vk(xk+1 − xk)‖ ≤ ηk‖f(xk)‖, (2)
where ηk ∈ [0, 1) is the relative residual error tolerance and Vk is an element of the Clarke generalized
Jacobian of f at xk (for the definition of the Clarke generalized Jacobian, see [9]). More versions
of inexact Newton-type methods for solving (1) include, but are not limited to, those in [7, 8, 16,
32, 34, 35, 36].
Our aim in this paper is to study the inexact Newton method (2) with feasible inexact projec-
tions (inexact Newton-InexP method) for solving smooth and nonsmooth equations subject to a set
of constraints, i.e., to solve the following constrained equation: Find x ∈ Rn such that
x ∈ C, f(x) = 0, (3)
where f : Ω → Rn is a locally Lipschitz continuous function, Ω ⊆ Rn is an open set and C ⊂ Ω
is a nonempty closed convex set. If f is a continuously differentiable function, then (3) reduces
to a constrained smooth equation, which can be easily found in the literature: see, for instance,
[3, 4, 17, 26, 28]. The problem of solving (3) has been addressed in several studies, and several
similar methods and/or variants of (2) have been proposed for solving it. See, for example, the
exact/inexact Newton-like methods in [21, 22, 26], projected Levenberg–Marquardt-type methods
in [1, 2], and trust-region methods in [3, 4]. In particular, the method proposed in [2] combines
a Levenberg–Marquardt-type method with an inexact projection, which also accepts an infeasible
inexact projection.
In the present paper, we propose a scheme for solving (3), which we call the inexact Newton-
InexP method, that also uses the concept of inexact projection. However, inexact projections used
in this scheme are always feasible. In essence, the proposed method combines the inexact Newton
method with a procedure to obtain a feasible inexact projection onto C and thus ensure the viability
of the iterates. The concept of a feasible inexact projection used was introduced in [10], which also
accepts an exact projection that can be adopted when it is easily obtained. For instance, the exact
projections onto a box constraint or Lorentz cone are very easily obtained; see [29, p. 520] and
[19, Proposition 3.3], respectively. It is worth mentioning that a feasible inexact projection can be
computed by any method that minimizes a quadratic function on closed convex set efficiently by
introducing a suitable error criteria. For instance, if the set C is polyhedral, then some iterations
of an interior point method or active set method can be performed for finding a feasible inexact
projection, see [23, 29, 38]. When C is a simple convex compact set, a similar scheme was also
adopted in [21, 22, 24], which used the conditional gradient method to find a feasible inexact
projection. An issue to consider is the inexact solution in (2), which has an advantage over the
exact solution, see [11]. This advantage appears more explicitly in practical implementations of the
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method, because finding the exact solution of linear approximations of (1) can be computationally
very expensive for large-scale problems. Thus, in the present paper, we consider that from the
current iterate, the next iterate is any point in C satisfying the relative residual error criteria (2).
Finally, when C = Rn, the inexact Newton-InexP method becomes the classical inexact Newton
method applied to nonsmooth equations, see [27].
From the theoretical viewpoint, i.e., in the convergence analysis presented, to guarantee local
efficiency of the proposed method, we assume appropriate assumptions, such as regularity and
semismoothness. Under the regularity assumption, we ensure that locally a sequence generated by
the method is well-defined. The semismoothness assumption is of particular interest owing to the
key role it plays in the convergence of our method; in particular, this property is essential for fast
local convergence. To illustrate the robustness and efficiency of the new method, we present some
preliminary numerical experiments of the proposed method for solving the constrained absolute
value equation (CAVE). We also compare the performance of the proposed method with the inexact
Newton method with feasible exact projections.
This paper is organized as follows. In Section 2, we present the notations and some technical
definitions that are used throughout the paper. In Section 3, we describe the inexact Newton-InexP
method and we study its local convergence properties. In Section 4, we present two applications of
the main convergence theorems. Numerical experiments are presented in Section 5. We finish the
paper with some remarks in Section 6.
2 Notations and definitions
In this section, we present some notations, definitions, and results used throughout the paper. For
further details, see, for example, [9, 14, 16].
Let Bδ(x) := {y ∈ Rn : ‖x− y‖ < δ} be the open ball of radius δ > 0 centered at x. The norm
of a linear mapping A : Rn → Rn is denoted by ‖A‖ := sup {‖Ax‖ : ‖x‖ ≤ 1}. In the following,
we define the concept of a locally Lipschitz continuous function, which plays an important role in
our study.
Definition 1. Let Ω ⊂ Rn. A function f : Ω → Rm is said to be locally Lipschitz continuous if
for each x ∈ Ω, there exist constants α > 0 and δ > 0 such that ‖f(y)− f(z)‖ ≤ α‖y − z‖, for all
y, z ∈ Bδ(x).
Remark 1. According to the Rademacher theorem, see [15, Theorem 2, p. 81], locally Lipschitz
continuous functions are differentiable almost everywhere.
Now, we define the Clarke generalized Jacobian of a function, which has appeared in [9]. This
Jacobian requires only local Lipschitz continuity of the function f and its well-definedness is ensured
by the Rademacher theorem.
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Definition 2. The Clarke generalized Jacobian of a locally Lipschitz continuous function f at x is
a set-valued mapping ∂f : Rn ⇒ Rm defined as
∂f(x) := co
{
H ∈ Rm×n : ∃ {xk} ⊂ Df , lim
k→+∞
xk = x, H = lim
k→+∞
f ′(xk)
}
,
where “co” represents the convex hull, Rm×n is the set consisting of all m × n matrices, and Df
denotes the set of points at which f is differentiable.
Remark 2. It is worth mentioning that if f is continuously differentiable at x, then ∂f(x) =
{f ′(x)}. Otherwise, ∂f(x) could contain other elements different from f ′(x), even if f is differ-
entiable at x, see [9, Example 2.2.3]. Furthermore, the Clarke generalized Jacobian is a subset of
R
m×n that is nonempty, convex, and compact in the usual sense. We also remind that the set-valued
mapping ∂f is closed and upper semicontinuous, see [9, Proposition 2.6.2, p. 70].
3 Inexact Newton-InexP method
In this section, we present the inexact Newton-InexP method for solving the problem (3), where the
function f is locally Lipschitz continuous. Basically, the inexact Newton-InexP method combines
the inexact version of Newton method (see, for instance, [16, 27]) with a procedure to obtain a
feasible inexact projection. We begin by presenting the concept of a feasible inexact projection.
Definition 3. Let C ⊂ Rn be a closed convex set, x ∈ C, and θ ≥ 0. The feasible inexact
projection mapping relative to x with error tolerance θ, denoted by PC(·, x, θ) : Rn ⇒ C, is the
set-valued mapping defined as follows
PC(y, x, θ) :=
{
w ∈ C : 〈y − w, z − w〉 ≤ θ‖y − x‖2, ∀ z ∈ C} .
Each point w ∈ PC(y, x, θ) is called a feasible inexact projection of y onto C with respect to x and
error tolerance θ.
As C ⊂ Rn is a closed convex set, [6, Proposition 2.1.3, p. 201] implies that for each y ∈ Rn
and x ∈ C we have {PC(y)} = PC(y, x, 0) ⊂ PC(y, x, θ), where PC denotes the exact projection
mapping. Hence, PC(y, x, θ) 6= ∅, for all y ∈ Rn and x ∈ C, and consequently the mapping
PC(·, x, θ) : Rn ⇒ C is well-defined.
Remark 3. It is worth mentioning that the conditional gradient procedure (CondG procedure; see,
for instance, [18, 24]), which is based on the conditional gradient method, is an example of the
procedure for obtaining feasible inexact projections onto special compact sets C. For a general
overview of this method, see [6]. The concept of inexact projection has been considered before; see,
for example, [2]. We remark that, in general, those inexact projections are infeasible and, thus,
different from the above concept.
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The next result plays an important role in the remainder of this paper. It presents an important
property of the feasible inexact projection. It is worth noting that it is a generalization of [22,
Lemma 4] for a general feasible inexact projection.
Lemma 1. Let y, y˜ ∈ Rn, x, x˜ ∈ C, and θ ≥ 0. Then, for any w ∈ PC(y, x, θ), we have
‖w − PC(y˜, x˜, 0)‖ ≤ ‖y − y˜‖+
√
2θ‖y − x‖.
Proof. To simplify the notation, we set w˜ = PC(y˜, x˜, 0), and take w ∈ PC(y, x, θ). First, note that
‖y − y˜‖2 = ‖(y − w)− (y˜ − w˜)‖2 + ‖w − w˜‖2 + 2〈(y − y˜)− (w − w˜), w − w˜〉,
which implies that
‖w − w˜‖2 ≤ ‖y − y˜‖2 + 2〈y − w, w˜ − w〉+ 2〈y˜ − w˜, w − w˜〉.
Because w˜ = PC(y˜, x˜, 0) and w ∈ PC(y, x, θ), by using Definition 3 and the fact that w˜, w ∈ C, we
can conclude that 〈y − w, w˜ − w〉 ≤ θ‖y − x‖2 and 〈y˜ − w˜, w − w˜〉 ≤ 0. Thus, the combination of
these three previous inequalities yields ‖w − w˜‖2 ≤ ‖y − y˜‖2 + 2θ‖y − x‖2, and then ‖w − w˜‖ ≤
‖y − y˜‖+√2θ‖y − x‖, giving the desired inequality.
In this section, we assume that f : Ω→ Rn is a locally Lipschitz continuous function. Now, we
formally describe the algorithm for solving the problem (3).
Algorithm 1. Inexact Newton-InexP method
Step 0. Let θ > 0, η > 0, x0 ∈ C, {θk} ⊂ [0, θ), and {ηk} ⊂ [0, η) be given and set k = 0.
Step 1. If f(xk) = 0, then stop; otherwise, choose an element Vk ∈ ∂f(xk) and compute yk ∈ Rn
such that
‖f(xk) + Vk(yk − xk)‖ ≤ ηk‖f(xk)‖. (4)
Step 2. If yk ∈ C, set xk+1 = yk; otherwise, use a procedure to obtain PC(yk, xk, θk) ∈ C a
feasible inexact projection of yk onto C relative to xk with relative error tolerance θk; and set
xk+1 ∈ PC (yk, xk, θk) .
Step 3. Set k ← k + 1, and go to Step 1.
In the following, we describe the main features of the inexact Newton-InexP method.
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Remark 4. In inexact Newton-InexP method, we first check whether the current iterate xk is a
solution of the problem (3); otherwise, we compute yk satisfying the relative residual error crite-
ria (4). The forcing sequence {ηk} is used to control the level of accuracy. In particular, as we
show, the specific choice of this sequence is essential to establish the local convergence of the inexact
Newton-InexP method. It is worth pointing out that if ηk = 0 for all k = 0, 1, . . ., i.e., the exact ver-
sion of the Newton-InexP method, then yk is obtained by solving the system f(xk)+Vk(yk−xk) = 0.
Note that to ensure the well-definedness of yk the Clarke generalized Jacobian must be nonempty,
see [9, Proposition 2.6.2, p. 70], and all Vk ∈ ∂f(xk) must be nonsingular, for any k = 0, 1, . . .. As
the point yk can be infeasible for the set of constraints C, the inexact Newton-InexP method uses a
procedure to obtain a feasible inexact projection, and consequently the new iterate xk+1 belongs to
C. The choice of the tolerance θk is also important in obtaining the local convergence of the inexact
Newton-InexP method. Finally, we remark that if f is continuously differentiable, ηk = 0 for all
k = 0, 1, . . ., and the procedure to obtain PC(yk, xk, θk) is the CondG procedure, then our method is
equivalent to the method proposed in [22]. On the other hand, if C = Rn and ηk = θk = 0 for all
k = 0, 1, . . ., our method reduces to Newton method proposed in [33].
In the following, we state and prove our first local convergence result for a sequence generated
by the inexact Newton-InexP method.
Theorem 2. Let Ω ⊆ Rn be an open set, C ⊂ Ω be a closed convex set, and f : Ω → Rn
be a locally Lipschitz continuous function. Suppose that x¯ ∈ C and f(x¯) = 0. Let Γ > 0 and
0 < r ≤ r¯ := sup {t ∈ R : Bt(x¯) ⊂ Ω} such that
‖f(x)− f(x¯)‖ ≤ Γ‖x− x¯‖, ∀ x ∈ Br(x¯). (5)
Assume that each Vx¯ ∈ ∂f(x¯) is nonsingular and let λx¯ ≥ max{‖V −1x¯ ‖ : Vx¯ ∈ ∂f(x¯)}. Moreover,
there exist ǫ > 0 and 0 < δ ≤ min{r, 1} such that for all x ∈ Bδ(x¯), Vx ∈ ∂f(x) is nonsingular and
the following hold:
‖V −1x ‖ ≤
λx¯
1− ǫλx¯ , (6)
‖f(x¯)− f(x)− Vx(x¯− x)‖ ≤ ǫ‖x− x¯‖1+µ, 0 ≤ µ ≤ 1. (7)
Let 0 < θ < 1/2. Furthermore, assume that η > 0 and ǫ > 0 satisfy the following conditions
η <
1−√2θ
λx¯Γ
(
1 +
√
2θ
) , ǫ < 1
2λx¯
[(
1−
√
2θ
)
− ηλx¯Γ
(
1 +
√
2θ
)]
. (8)
Then, every sequence {xk} generated by Algorithm 1 starting in x0 ∈ C∩Bδ(x¯)\{x¯}, with 0 ≤ ηk < η
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and 0 ≤ θk < θ, for all k = 0, 1, . . ., belongs to Bδ(x¯) ∩ C, satisfies
‖xk+1 − x¯‖ ≤
[
λx¯[ηkΓ + ǫ‖xk − x¯‖µ]
1− ǫλx¯
(
1 +
√
2θk
)
+
√
2θk
]
‖xk − x¯‖, (9)
for all k = 0, 1, . . ., and converges Q-linearly to x¯. As a consequence, if limk→+∞ θk = 0 and
limk→+∞ ηk = 0, then {xk} converges Q-superlinearly to x¯. Furthermore, letting ηk < min{η‖f(xk)‖µ, η}
and θk < min{θ‖f(xk)‖2µ, θ}, the convergence of {xk} to x¯ is of the order of 1 + µ.
Proof. We show by induction on k that if x0 ∈ C ∩Bδ(x¯)\{x¯}, then every sequence {xk} generated
by Algorithm 1 belongs to Bδ(x¯) ∩ C and satisfies (9). Indeed, set k = 0, and take θ0 ≥ 0, η0 ≥ 0,
x0 ∈ C ∩ Bδ(x¯)\{x¯} and Vx0 ∈ ∂f(x0). Owing to ‖x0 − x¯‖ < δ, we have Vx0 is nonsingular and
then y0 in (4) is well-defined for k = 0. As f(x¯) = 0, we have
y0 − x¯ = V −1x0 ([f(x0) + Vx0(y0 − x0)] + [f(x¯)− f(x0)− Vx0(x¯− x0)]) .
Taking the norm on both sides of the last inequality and using the triangular inequality, we conclude
that
‖y0 − x¯‖ ≤
∥∥V −1x0 ∥∥
[∥∥f(x0) + Vx0(y0 − x0)∥∥+ ∥∥f(x¯)− f(x0)− Vx0(x¯− x0)∥∥
]
.
Thus, using (4) with k = 0 and the assumptions (6) and (7) with x = x0, we obtain that
‖y0 − x¯‖ ≤ λx¯
1− ǫλx¯
[
η0‖f(x0)‖+ ǫ‖x0 − x¯‖1+µ
]
.
As f(x¯) = 0, from (5) we have ‖f(x0)‖ ≤ Γ‖x0 − x¯‖. Hence, the last inequality becomes
‖y0 − x¯‖ ≤ λx¯[η0Γ + ǫ‖x0 − x¯‖
µ]
1− ǫλx¯ ‖x0 − x¯‖. (10)
Taking any x1 ∈ PC(y0, x0, θ0) and applying Lemma 1 with y = y0, x = x0, θ = θ0, y˜ = x¯ and
x˜ = x¯, we have
‖x1 − x¯‖ ≤ ‖y0 − x¯‖+
√
2θ0 ‖y0 − x0‖ ≤ ‖y0 − x¯‖
(
1 +
√
2θ0
)
+
√
2θ0 ‖x0 − x¯‖ .
Combining (10) with the last inequality, we obtain that
‖x1 − x¯‖ ≤ λx¯[η0Γ + ǫ‖x0 − x¯‖
µ]
1− ǫλx¯ ‖x0 − x¯‖
(
1 +
√
2θ0
)
+
√
2θ0 ‖x0 − x¯‖ ,
which is equivalent to (9) with k = 0. As δ ≤ 1, η0 < η, and θ0 < θ, by using (8), we obtain
λx¯[η0Γ + ǫ‖x0 − x¯‖µ]
1− ǫλx¯
(
1 +
√
2θ0
)
+
√
2θ0 <
λx¯[ηΓ + ǫ]
1− ǫλx¯
(
1 +
√
2θ
)
+
√
2θ < 1.
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Thus, because x0 ∈ Bδ(x¯), we obtain from (9) with k = 0 that ‖x1 − x¯‖ < ‖x0 − x¯‖ < δ. As
PC(y0, x0, θ0) belongs to C and x1 ∈ PC (y0, x0, θ0), we conclude that x1 belongs to Bδ(x¯) ∩ C,
which completes the induction step for k = 0. The general induction step is completely analogous.
Therefore, every sequence {xk} generated by Algorithm 1 is contained in Bδ(x¯) ∩ C and satisfies
(9). We proceed to prove that the sequence {xk} converges to x¯. As δ ≤ 1, 0 ≤ θk < θ, and
0 ≤ ηk < η for all k = 0, 1, . . ., it follows from (9) and (8) that
‖xk+1 − x¯‖ <
[
λx¯[ηΓ + ǫ]
1− ǫλx¯
(
1 +
√
2θ
)
+
√
2θ
]
‖xk − x¯‖ < ‖xk − x¯‖, (11)
for all k = 0, 1, . . .. This implies that the sequence {‖xk − x¯‖} converges. Let us say that t¯ :=
limk→+∞ ‖xk − x¯‖ ≤ δ. Thus, taking the limit in (11) as k goes to +∞, we have
t¯ ≤
[
λx¯[ηΓ + ǫ]
1− ǫλx¯
(
1 +
√
2θ
)
+
√
2θ
]
t¯,
If t¯ 6= 0, then (8) implies that t¯ < t¯, which is absurd. Hence, t¯ = 0 and {xk} converges Q-linearly
to x¯. Now, we assume that limk→+∞ θk = 0 and limk→+∞ ηk = 0. Thus, for µ = 0, it follows from
(9) that
lim
k→+∞
‖xk+1 − x¯‖
‖xk − x¯‖ =
ǫλx¯
1− ǫλx¯ ,
and, by taking into account that ǫ > 0 is any number satisfying (8), we conclude that {xk} converges
Q-superlinearly to x¯. For 0 < µ ≤ 1 it follows straight from (9) that {xk} converges Q-superlinearly
to x¯. Finally, we assume that ηk < min{η‖f(xk)‖µ, η} and θk < min{θ‖f(xk)‖2µ, θ}. Considering
that {xk} belongs to Bδ(x¯), f(x¯) = 0, and δ ≤ r, it follows from (5) that ‖f(xk)‖ ≤ Γ‖xk − x¯‖ for
all k = 0, 1, . . .. Hence, ηk < ηΓ
µ‖xk − x¯‖µ and θk < θΓ2µ‖xk − x¯‖2µ for all k = 0, 1, . . .. Then, (9)
implies
‖xk+1 − x¯‖ <
[
λx¯[ηΓ
1+µ + ǫ]
1− ǫλx¯
(
1 + Γµ
√
2θ‖xk − x¯‖µ
)
+ Γµ
√
2θ
]
‖xk − x¯‖1+µ,
for all k = 0, 1, . . .. Therefore, {xk} converges to x¯ with order 1 + µ, and the proof of the theorem
is complete.
In the following remark, we present a particular case of Theorem 2, i.e., when the projection
and Newton method are exact.
Remark 5. Note that the mapping (0, 1/2) ∋ θ 7→ (1−
√
2θ)/(1 +
√
2θ) is decreasing. Thus, from
the first inequality in (8), we conclude that if θ approaches the upper bound 1/2, then η approaches
the lower bound 0. Therefore, in Algorithm 1, the most inexact is the projection, the least inexact
has to be the Newton direction. Moreover, it follows from (9) that if θk ≡ 0 and ηk ≡ 0, then the
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convergence rate of {xk} has order 1 + µ as follows
‖xk+1 − x¯‖ ≤ λx¯ǫ
1− ǫλx¯ ‖xk − x¯‖
1+µ, k = 0, 1, . . . .
Hence, ǫ in (8) is related to the bound for the convergence rate.
Next, we state and prove our second local convergence result for a sequence generated by
the inexact Newton-InexP method. In this case, we assume that f : Ω → Rn is a continuously
differentiable function.
Theorem 3. Let Ω ⊆ Rn be an open set, C ⊂ Ω be a closed convex set, and f : Ω → Rn
be a continuously differentiable function. Suppose that x¯ ∈ C and f(x¯) = 0. Let Γ > 0 and
0 < r ≤ r¯ := sup {t ∈ R : Bt(x¯) ⊂ Ω} such that
‖f(x)− f(x¯)‖ ≤ Γ‖x− x¯‖, ∀ x ∈ Br(x¯). (12)
Assume that f ′(x¯) is nonsingular and there exist 0 < µ ≤ 1, L > 0, and 0 < δˆ ≤ r such that for all
x ∈ Bδˆ(x¯), f ′(x) is nonsingular and the following hold:
‖f ′(x)−1‖ ≤ ‖f
′(x¯)−1‖
1− L‖f ′(x¯)−1‖‖x− x¯‖µ , (13)
‖f(x¯)− f(x)− f ′(x)(x¯− x)‖ ≤ µL
1 + µ
‖x− x¯‖1+µ. (14)
Furthermore, let 0 < θ < 1/2, η > 0, and δ > 0 satisfying the following conditions
η <
1−
√
2θ
Γ‖f ′(x¯)−1‖
(
1 +
√
2θ
) , (15)
δ < min

δˆ,

(1 + µ)
[(
1−
√
2θ
)
− ηΓ‖f ′(x¯)−1‖
(
1 +
√
2θ
)]
L
[
1 + 2µ−√2θ
]
‖f ′(x¯)−1‖


1/µ

 . (16)
Then, every sequence {xk} generated by Algorithm 1 starting in x0 ∈ C∩Bδ(x¯)\{x¯}, with 0 ≤ ηk < η
and 0 ≤ θk < θ for all k = 0, 1, . . ., is contained in Bδ(x¯) ∩ C, satisfies
‖xk+1 − x¯‖ ≤
[‖f ′(x¯)−1‖[ηkΓ(1 + µ) + µL‖xk − x¯‖µ]
(1 + µ)[1− L‖f ′(x¯)−1‖‖xk − x¯‖µ]
(
1 +
√
2θk
)
+
√
2θk
]
‖xk − x¯‖, (17)
for all k = 0, 1, . . ., and converges Q-linearly to x¯. As a consequence, if limk→+∞ θk = 0 and
limk→+∞ ηk = 0, then {xk} converges Q-superlinearly to x¯. Furthermore, letting ηk < min{η‖f(xk)‖µ, η}
and θk < min{θ‖f(xk)‖2µ, θ}, the convergence of {xk} to x¯ is of the order of 1 + µ.
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Proof. First, note that as f is continuously differentiable at x, we have ∂f(x) = {f ′(x)}. We show
by induction on k that if x0 ∈ C ∩Bδ(x¯)\{x¯}, then every sequence {xk} generated by Algorithm 1
is contained in Bδ(x¯) ∩C and satisfies (17). To this end, take θ0 ≥ 0, η0 ≥ 0, x0 ∈ C ∩Bδ(x¯)\{x¯},
and set k = 0. Owing to ‖x0− x¯‖ < δ, we obtain that f ′(x0) is nonsingular. Consequently, (4) with
k = 0 and Vx0 = f
′(x0), implies that y0 is well-defined. Because f(x¯) = 0, after some algebraic
manipulations, we have
y0 − x¯ = f ′(x0)−1
([
f(x0) + f
′(x0)(y0 − x0)
]
+
[
f(x¯)− f(x0)− f ′(x0)(x¯− x0)
])
.
Taking the norm on both sides of the last inequality and using triangular inequality, we conclude
that
‖y0 − x¯‖ ≤
∥∥f ′(x0)−1∥∥
[∥∥f(x0) + f ′(x0)(y0 − x0)∥∥+ ∥∥f(x¯)− f(x0)− f ′(x0)(x¯− x0)∥∥
]
.
Using (4) with k = 0 and Vx0 = f
′(x0), and the assumptions (13) and (14) with x = x0, we obtain
‖y0 − x¯‖ ≤ ‖f
′(x¯)−1‖
1− L‖f ′(x¯)−1‖‖x0 − x¯‖µ
[
η0‖f(x0)‖+ µL
1 + µ
‖x0 − x¯‖1+µ
]
. (18)
Owing to f(x¯) = 0, from (12) we conclude that ‖f(x0)‖ ≤ Γ‖x0 − x¯‖. Hence, (18) becomes
‖y0 − x¯‖ ≤ ‖f
′(x¯)−1‖[η0Γ(1 + µ) + µL‖x0 − x¯‖µ]
(1 + µ)[1− L‖f ′(x¯)−1‖‖x0 − x¯‖µ] ‖x0 − x¯‖. (19)
On the other hand, letting x1 ∈ PC(y0, x0, θ0), Lemma 1 with y = y0, x = x0, θ = θ0, y˜ = x¯, and
x˜ = x¯, implies that
‖x1 − x¯‖ ≤ ‖y0 − x¯‖+
√
2θ0 ‖y0 − x0‖ ≤ ‖y0 − x¯‖
(
1 +
√
2θ0
)
+
√
2θ0 ‖x0 − x¯‖ .
Thus, combining the inequality (19) with the last inequality, we conclude that
‖x1 − x¯‖ ≤ ‖f
′(x¯)−1‖[η0Γ(1 + µ) + µL‖x0 − x¯‖µ]
(1 + µ)[1− L‖f ′(x¯)−1‖‖x0 − x¯‖µ] ‖x0 − x¯‖
(
1 +
√
2θ0
)
+
√
2θ0 ‖x0 − x¯‖ ,
which it is equivalent to (17) for k = 0. As η0 < η and θ0 < θ, by using (15) and (16), we have
‖f ′(x¯)−1‖[η0Γ(1 + µ) + µL‖x0 − x¯‖µ]
(1 + µ)[1− L‖f ′(x¯)−1‖‖x0 − x¯‖µ]
(
1 +
√
2θ0
)
+
√
2θ0 <
‖f ′(x¯)−1‖[ηΓ(1 + µ) + µLδµ]
(1 + µ)[1− L‖f ′(x¯)−1‖δµ]
(
1 +
√
2θ
)
+
√
2θ < 1.
10
Then, because x0 ∈ Bδ(x¯) we obtain from (17) with k = 0, that ‖x1 − x¯‖ < ‖x0 − x¯‖ < δ. As
PC(y0, x0, θ0) belongs to C and x1 ∈ PC (y0, x0, θ0), we conclude that x1 belongs to Bδ(x¯) ∩ C,
which completes the induction step for k = 0. The general induction step is completely analogous.
Therefore, every sequence {xk} generated by Algorithm 1 is contained in Bδ(x¯) ∩ C and satisfies
(17). Now, we proceed to prove that the sequence {xk} converges to x¯. As 0 ≤ θk < θ and
0 ≤ ηk < η for all k = 0, 1, . . ., it follows from (15), (17), and (16) that
‖xk+1 − x¯‖ <
[‖f ′(x¯)−1‖[ηΓ(1 + µ) + µL‖xk − x¯‖µ]
(1 + µ)[1− L‖f ′(x¯)−1‖‖xk − x¯‖µ]
(
1 +
√
2θ
)
+
√
2θ
]
‖xk − x¯‖ < ‖xk − x¯‖,
for all k = 0, 1, . . .. This implies that the sequence {‖xk − x¯‖} converges. Let us say that t¯ :=
limk→+∞ ‖xk − x¯‖ ≤ δ. Thus, taking the limit in the last inequality as k goes to +∞, we obtain
t¯ ≤
[‖f ′(x¯)−1‖[ηΓ(1 + µ) + µLt¯µ]
(1 + µ)[1− L‖f ′(x¯)−1‖t¯µ]
(
1 +
√
2θ
)
+
√
2θ
]
t¯,
If t¯ 6= 0, then (15) and (16) implies that t¯ < t¯, which is absurd. Hence, t¯ = 0 and consequently {xk}
converge Q-linearly to x¯. Assuming that limk→+∞ θk = 0 and limk→+∞ ηk = 0, it follows from (17)
that
lim
k→+∞
‖xk+1 − x¯‖
‖xk − x¯‖ = 0.
Hence, {xk} converges Q-superlinearly to x¯. Now, we assume that ηk < min{η‖f(xk)‖µ, η} and
θk < min{θ‖f(xk)‖2µ, θ}. Considering that {xk} belongs to Bδ(x¯), f(x¯) = 0, and δ < r, it
follows from (12) that ‖f(xk)‖ ≤ Γ‖xk − x¯‖ for all k = 0, 1, . . .. Thus, ηk < ηΓµ‖xk − x¯‖µ and
θk < θΓ
2µ‖xk − x¯‖2µ for all k = 0, 1, . . .. Then, (17) implies
‖xk+1 − x¯‖ <
[ ‖f ′(x¯)−1‖[ηΓ1+µ(1 + µ) + µL]
(1 + µ)[1− L‖f ′(x¯)−1‖‖xk − x¯‖µ]
(
1 + Γµ
√
2θ‖xk − x¯‖µ
)
+
Γµ
√
2θ
]
‖xk − x¯‖1+µ,
for all k = 0, 1, . . .. Therefore, {xk} converges to x¯ with order 1+µ, which complete the proof.
In the next remark, we present a particular case of Theorem 3, where the projection and Newton
method are exact.
Remark 6. In Theorem 3, if we take θk ≡ 0 and ηk ≡ 0, then for 0 < µ ≤ 1, the convergence rate
is 1 + µ as follows
‖xk+1 − x¯‖ ≤ µL‖f
′(x¯)−1‖
(1 + µ)[1 − L‖f ′(x¯)−1‖‖xk − x¯‖µ]
‖xk − x¯‖1+µ, k = 0, 1, . . . .
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4 Special cases
In this section, we present two special cases: one of Theorem 2 and one of Theorem 3. We begin
by presenting the special case of Theorem 2.
4.1 Under semismooth condition
In this section, we present a local convergence theorem for the inexact Newton-InexP method for
solving constrained semismooth equations. The semismoothness plays an important role, since the
Newton method is still applicable and converges locally with superlinear rate to a regular solution.
Let us first to present the concept of regularity.
Definition 4. Let Ω ⊆ Rn be an open set. A locally Lipschitz continuous function f : Ω → Rn is
said to be regular at x¯ ∈ Ω if every Vx¯ ∈ ∂f(x¯) is nonsingular. If f is regular at all points of Ω,
the function f is said to be regular on Ω.
In the following, our first task is to prove that locally Lipschitz continuous functions satisfy
(6) near a regular point for every 0 < ǫ < 1/λx¯. First, we remind that ∂f(x) is a nonempty and
compact set for all x ∈ Ω. See [9, Proposition 2.6.2, p. 70]. The statement of the result is as
follows.
Lemma 4. Let Ω ⊆ Rn be an open set and f : Ω→ Rn be a locally Lipschitz continuous function.
If f is regular at x¯ ∈ Ω, then for every 0 < ǫ < 1/λx¯, where λx¯ ≥ max{‖V −1x¯ ‖ : Vx¯ ∈ ∂f(x¯)}, there
exists δ > 0 such that f is regular on Bδ(x¯) and there holds
‖V −1x ‖ ≤
λx¯
1− λx¯ǫ , ∀ Vx ∈ ∂f(x), ∀ x ∈ Bδ(x¯). (20)
Proof. As f is regular at x¯ ∈ Ω and ∂f(x¯) is a nonempty and compact set, λx¯ > 0 is well-defined.
On the other hand, it follows from [9, Proposition 2.6.2, p. 70] that ∂f is upper semicontinuous at
x¯. Thus, for every ǫ > 0 there exists δ > 0 such that
∂f(x) ⊂ {Vx ∈ Rn×n : ‖Vx − Vx¯‖ < ǫ, for some Vx¯ ∈ ∂f(x¯)} , ∀ x ∈ Bδ(x¯).
Hence, for each Vx ∈ ∂f(x) and 0 < ǫ < 1/λx¯, there exists Vx¯ ∈ ∂f(x¯) that is nonsingular such
that ‖V −1x¯ ‖‖Vx−Vx¯‖ < λx¯ǫ < 1. Thus, applying the Banach lemma, see [14, Lemma 5A.4, p. 282],
we conclude that Vx is nonsingular and
‖V −1x ‖ ≤
‖V −1x¯ ‖
1− ‖V −1x¯ ‖‖Vx − Vx¯‖
.
Therefore, considering that ‖V −1x¯ ‖ ≤ λx¯, the inequality (20) follows, and the proof is complete.
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In the following, we present a class of functions satisfying the inequality (7), namely the semis-
mooth functions. There are several equivalent definitions for semismooth functions, here we use
that given in [14, p. 411]. For an extensive study on semismooth functions, see, for example, [16].
Definition 5. Let Ω ⊆ Rn be an open set. A function f : Ω → Rn that is locally Lipschitz
continuous on Ω and directionally differentiable in every direction is said to be semismooth at
x¯ ∈ Ω when for every ǫ > 0 there exists δ > 0 such that
‖f(x¯)− f(x)− Vx(x¯− x)‖ ≤ ǫ‖x− x¯‖, ∀ Vx ∈ ∂f(x), ∀ x ∈ Bδ(x¯),
and is said to be µ-order semismooth at x¯ ∈ Ω, for 0 < µ ≤ 1 when there exist ǫ > 0 and δ > 0
such that
‖f(x¯)− f(x)− Vx(x¯− x)‖ ≤ ǫ‖x− x¯‖1+µ, ∀ Vx ∈ ∂f(x), ∀ x ∈ Bδ(x¯).
Next, we state and prove the local convergence result of the inexact Newton-InexP method for
solving constrained semismooth equations.
Theorem 5. Let Ω ⊆ Rn be an open set, C ⊂ Ω be a closed convex set, and f : Ω → Rn be
semismooth and regular at x¯ ∈ Ω. Let Γ > 0 and 0 < r ≤ r¯ := sup {t ∈ R : Bt(x¯) ⊂ Ω} such that
‖f(x)− f(x¯)‖ ≤ Γ‖x− x¯‖, ∀ x ∈ Br(x¯).
Take θ > 0 and η > 0 such that
θ <
1
2
, η <
1−
√
2θ
λx¯Γ
(
1 +
√
2θ
) .
Assume that x¯ ∈ C and f(x¯) = 0. Then, there exists 0 < δ ≤ r such that every sequence {xk}
generated by Algorithm 1 starting in x0 ∈ C ∩ Bδ(x¯)\{x¯}, with 0 ≤ θk < θ and 0 ≤ ηk < η
for all k = 0, 1, . . ., belongs to Bδ(x¯) ∩ C and converges Q-linearly to x¯. If limk→+∞ θk = 0 and
limk→+∞ ηk = 0, then {xk} converges Q-superlinearly to x¯. In addition, if f is µ-order semismooth
at x¯, ηk < min{η‖f(xk)‖µ, η}, and θk < min{θ‖f(xk)‖2µ, θ}, then the convergence of {xk} to x¯ is
of the order of 1 + µ.
Proof. As the function f is semismooth and regular at x¯ ∈ Ω, we can take λx¯ ≥ max{‖V −1x¯ ‖ : Vx¯ ∈
∂f(x¯)}. Take 0 < ǫ < 1/λx¯. Then, from Lemma 4 and Definition 5, there exists 0 < δ ≤ min{r, 1}
satisfying (6) and (7) for µ = 0. In addition, if f is µ-order semismooth, we conclude also from
Lemma 4 and Definition 5 that there exists 0 < δ ≤ min{r, 1} satisfying (6) and (7) for 0 < µ ≤ 1.
Therefore, f satisfies all conditions of Theorem 2 and by reducing ǫ > 0 so that it satisfies the
second inequality in (8), the result follows.
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In the following remark, we show that with some adjustments Theorem 5 reduces to some
well-known results.
Remark 7. It is worth mentioning that if C = Rn and θk = 0 for all k = 0, 1, . . ., then with
some adjustments Theorem 5 reduces to [27, Theorem 3]; see also [16, Theorem 7.5.5, p. 694]. If
C = Rn, ηk = θk = 0 for all k = 0, 1, . . ., then Theorem 5 reduces to [33, Theorem 3.2], see also
[16, Theorem 7.5.3, p. 693]. Finally, if C = Rn, f is a continuously differentiable function, f ′(x¯)
is nonsingular, and θk = ηk = 0 for all k = 0, 1, . . ., then the theorem above reduces to the first part
of [6, Proposition 1.4.1, p. 90].
4.2 Under radial Ho¨lder condition on the derivative
In this section, we present a local convergence theorem for the inexact Newton-InexP method under
the radial Ho¨lder condition on the derivative. We begin by presenting the definition of the radial
Ho¨lder condition.
Definition 6. Let Ω ⊆ Rn be an open set and f : Ω→ Rn be a continuously differentiable function.
The derivative f ′ satisfies the radial Ho¨lder condition at x¯ ∈ Ω if there exist L > 0 and 0 < µ ≤ 1
such that
‖f ′(x)− f ′(x¯+ τ(x− x¯))‖ ≤ L(1− τµ)‖x− x¯‖µ,
for all x ∈ Ω and τ ∈ [0, 1] such that x¯+ τ(x− x¯) ∈ Ω.
Our first task is to prove that continuously differentiable functions with radially Ho¨lder deriva-
tive satisfy (13) around regular points.
Lemma 6. Let Ω ⊆ Rn be an open set and f : Ω → Rn be a continuously differentiable function.
Assume that f ′ is nonsingular and radially Ho¨lder at x¯ ∈ Ω, with constants L > 0 and 0 < µ ≤ 1.
Take
0 < rˆ <
1
(L‖f ′(x¯)−1‖)1/µ . (21)
Then, f ′(x) is nonsingular for all x ∈ Brˆ(x¯), and the following holds:
∥∥f ′(x)−1∥∥ ≤ ‖f ′(x¯)−1‖
1− L‖f ′(x¯)−1‖‖x− x¯‖µ , ∀ x ∈ Brˆ(x¯).
Proof. Using that f ′ is nonsingular and radially Ho¨lder at x¯ ∈ Ω, with constants L > 0 and
0 < µ ≤ 1, and taking into account (21), we have
‖f ′(x¯)−1‖‖f ′(x)− f ′(x¯)‖ ≤ L‖f ′(x¯)−1‖‖x− x¯‖µ < L‖f ′(x¯)−1‖rˆµ < 1,
for all x ∈ Brˆ(x¯). Thus, the lemma follows by applying the Banach lemma [14, Lemma 5A.4,
p. 282].
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The next lemma establishes that continuously differentiable functions with radially Ho¨lder
derivative satisfy (14); its proof follows the same idea as [6, Proposition 1.4.1, p. 90] and will
be omitted here.
Lemma 7. Let Ω ⊆ Rn be an open set, x¯ ∈ Ω, r¯ := sup{t ∈ R : Bt(x¯) ⊂ Ω}, and f : Ω→ Rn be a
continuously differentiable function. Assume that f ′ is radially Ho¨lder at x¯, with constants L > 0
and 0 < µ ≤ 1. Then it holds that
∥∥f(x¯)− f(x)− f ′(x)(x¯ − x)∥∥ ≤ µL
1 + µ
‖x− x¯‖1+µ, ∀ x ∈ Br¯(x¯).
Now, we are ready to present a local convergence theorem on the inexact Newton-InexP method
for a continuously differentiable function f such that f ′ is radially Ho¨lder. The statement of the
result is as follows.
Theorem 8. Let Ω ⊆ Rn be an open set, C ⊂ Ω be a closed convex set, and f : Ω → Rn be a
continuously differentiable function such that f ′ is nonsingular and radially Ho¨lder at x¯ ∈ Ω, with
constants L > 0 and 0 < µ ≤ 1. Let Γ > 0 and 0 < r ≤ r¯ := sup {t ∈ R : Bt(x¯) ⊂ Ω} such that
‖f(x)− f(x¯)‖ ≤ Γ‖x− x¯‖, ∀ x ∈ Br(x¯).
Let θ > 0 and η > 0 such that
θ <
1
2
, η <
1−√2θ
Γ‖f ′(x¯)‖
(
1 +
√
2θ
) .
Assume that x¯ ∈ C and f(x¯) = 0. Then, there exists 0 < δ ≤ r such that every sequence {xk}
generated by Algorithm 1 starting in x0 ∈ C ∩ Bδ(x¯)\{x¯}, with 0 ≤ θk < θ and 0 ≤ ηk < η
for all k = 0, 1, . . ., belongs to Bδ(x¯) ∩ C and converges Q-linearly to x¯. As a consequence, if
limk→+∞ θk = 0 and limk→+∞ ηk = 0, then {xk} converges Q-superlinearly to x¯. In addition, if
ηk < min{η‖f(xk)‖µ, η} and θk < min{θ‖f(xk)‖2µ, θ}, then the convergence of {xk} to x¯ is of the
order of 1 + µ.
Proof. Let 0 < rˆ < 1/[(L‖f ′(x¯)−1‖)1/µ] and 0 < δˆ ≤ min{rˆ, r}. Then, from Lemmas 6 and 7, we
conclude that f satisfies (13) and (14) in Bδˆ(x¯). Therefore, f satisfies all conditions of Theorem 3
and by taking δ > 0 satisfying (16), the result follows.
In the following remark, we show that with some adjustments, Theorem 8 has as particular
instances some well-known results.
Remark 8. It is worth mentioning that if C = Rn and ηk = θk = 0 for all k = 0, 1, . . ., then
Theorem 8 reduces to the second part of [6, Proposition 1.4.1, p. 90]. If the procedure to obtain the
feasible inexact projection is the CondG procedure and ηk = 0 for all k = 0, 1, . . ., then Theorem 8
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reduces to [22, Theorem 7]. Finally, if the procedure to obtain the feasible inexact projection is the
CondG procedure, then with some adjustments Theorem 8 reduces to [21, Corollary 2].
5 Numerical experiments
In this section, we report some numerical experiments that show the computational feasibility
of the inexact Newton method with feasible exact projections (inexact Newton-ExP method) and
inexact Newton method with feasible inexact projections (inexact Newton-InexP method) on one
class CAVEs. It is worth mentioning that works dealing with the Newton method to solve absolute
value equation (AVE) include [5, 25]. The CAVE is described as
find x ∈ C such that Ax− |x| = b,
where C := {x ∈ Rn : ∑ni=1 xi ≤ d, xi ≥ 0, i = 1, 2, . . . , n}, A ∈ Rn×n, b ∈ Rn ≡ Rn×1, and |x|
denotes the vectors whose i-th component is equal to |xi|.
In our implementation, the CAVEs have been generated randomly. We used the Matlab rou-
tine sprand to construct matrix A. In particular, this routine generates a sparse matrix with
predefined dimension, density, and singular values. Initially, we defined the dimension n and ran-
domly generated the vector of singular values from a uniform distribution on (0, 1). To ensure that
‖A−1‖ < 1/3, i.e., so that the assumptions of [5, Theorem 2] are fulfilled, we rescale the vector
of singular values by multiplying it by 3 divided by the minimum singular value multiplied by
a random number in the interval (0, 1). To generate the vector b and the constant d, we chose
a random solution x∗ from a uniform distribution on (0.1, 300) and computed b = Ax∗ − |x∗|
and d =
∑n
i=1(x∗)i, where (x∗)i denotes the i-th component of the vector x∗. In both methods,
x0 = (d/2n, d/2n, . . . , d/2n) was defined as the starting point, the initialization data θ was taken
equal to 10−1 and 10−8 for the methods with inexact and exact projection, respectively, and η was
taken equal to 0.9999[(1 −
√
2θ)/0.5Γ(1 +
√
2θ)] with Γ = ‖A‖ + 1. We stopped the execution of
Algorithm 1 at xk, declaring convergence if ‖Axk−|xk|− b‖ < 10−6. In case this stopping criterion
was not respected, the method stopped when a maximum of 50 iterations had been performed. The
procedure to obtain feasible projections used in our implementation was the CondG Procedure; see,
for example, [21]. In particular, this procedure stopped when either the stopping criterion, i.e., the
condition 〈yk − xk+1, z − xk+1〉 ≤ θk‖yk − xk‖2 was satisfied for all z ∈ C and k = 0, 1, . . . or a
maximum of 100 iterations was performed. For this class of problems, an element of the Clarke
generalized Jacobian at x (see [5, 25]) is given by
V = A− diag(sgn(x)), x ∈ Rn,
where diag(αi) denotes a diagonal matrix with diagonal elements α1, α2, . . . , αn and sgn(x) denotes
a vector with components equal to −1, 0, or 1 depending on whether the corresponding component
of the vector x is negative, zero, or positive. The inexact Newton-ExP and inexact Newton-InexP
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methods requires the linear system f(xk) + Vk(yk − xk) = 0 to be solved approximately, in the
sense of (4). Matlab has several iterative methods for solving linear equations. For our class of
problems, the routine lsqr was the most efficient; thus, in all tests, we used lsqr as an iterative
method to solve linear equations approximately. In particular, this routine is an algorithm for
sparse linear equations and sparse least squares; for further details, see, for example, [30]. We
compare the efficiency and robustness of the methods using the performance profiles graphics, see
[13]. The efficiency is related to the percentage of problems for which the method was the fastest,
whereas robustness is related to the percentage of problems for which the method found a solution.
In a performance profile, efficiency and robustness can be accessed on the extreme left (at 1 in
domain) and right of the graphic, respectively. The numerical results were obtained using Matlab
version R2016a on a 2.5 GHz Intel R© CoreTM i5 2450M computer with 6 GB of RAM andWindows 7
ultimate system and are freely available from https://orizon.mat.ufg.br/admin/pages/11432-codes.
Figure 1 reports a comparison, using performance profiles, between the inexact Newton-ExP
and inexact Newton-InexP methods for solving CAVEs of dimensions 1000, 5000, 8000, and 10000.
We generated 200 CAVEs with dimensions 1000 and 5000, and 100 CAVEs with dimensions 8000
and 10000. The density of the matrix A was taken equal to 0.003, as well as in [5]. This means that
only about 0.3% of the elements of A are nonnull. To obtain the CPU time more accurately, we
run each test problem 10 times and we defined the corresponding CPU time as the median of these
measurements. Analyzing Figure 1, we see that the inexact Newton-InexP method is more efficient
than the inexact Newton-ExP method on the set of test problems. In particular, the efficiencies
of the inexact Newton method with the exact and inexact projections are, respectively, 30.5% and
69.5% for problems of dimension 1000, 31.0% and 69.0% for problems of dimension 5000, 41.0%
and 59.0% for problems of dimension 8000, and 30.0% and 70.0% for problems of dimension 10000.
Thus, we can conclude that for this class of test problem the parameter θ and consequently η given
in (8) limit the effectiveness of the method.
Table 1: Performance of the inexact Newton-ExP method versus the inexact Newton-InexP method
Inexact Newton-ExP method Inexact Newton-InexP method
Dimension % Iter Time % Iter Time
1000 100.0 6.61 0.58 100.0 5.50 0.56
5000 100.0 6.70 11.67 100.0 5.67 11.48
8000 100.0 6.90 30.76 100.0 5.81 30.42
10000 100.0 6.88 46.66 100.0 5.77 45.27
Table 1 lists, for each method, the percentage of problems solved “%”, the average numbers
of iterations “Iter”, and the average times in seconds “Time”. As can be seen, the robustness is
100.0% for both methods. The average numbers of iterations is approximately 7 and 6 for the
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Figure 1: Performance profile comparing the inexact Newton-ExP method versus the inexact
Newton-InexP method for CAVEs using CPU time as the performance measurement.
exact and inexact versions, respectively. Moreover, with respect to the average time, it is possible
to observe a certain trend, that is, as the dimension of the problem increases, the performance of the
inexact Newton-InexP method becomes better compared with the inexact Newton-ExP method.
The results discussed above allow us to conclude that there are problems for which the use of
the inexact projection can become the more efficient method. Thus, we can say that the inexact
18
Newton-InexP method may be a robust and efficient tool for solving other classes of nonsmooth
functions subject to a set of constraints.
6 Conclusions
We know that to solve nonlinear equations, the Newton method is the starting point for designing
many more sophisticated methods, including the Gauss–Newton method, Levenberg–Marquardt
method, trust region method, and several other variants; see [12] for a comprehensive study on
this subject. Therefore, the study of new properties of this method is important in itself. In this
paper, we have proposed a new scheme for solving constrained smooth and nonsmooth equations,
the essence of which was to combine the exact/inexact Newton method with a feasible inexact
projection. In Theorems 5 and 8 we have shown that, under mild assumptions, the exact/inexact
Newton-InexP method for solving constrained smooth and nonsmooth equations preserves the local
convergence properties if feasible inexact projections with suitable error relative tolerance are used.
In particular, under the standard nonsingularity condition, the superlinear/Q-quadratic rate is pre-
served. In this sense, we expect that our results become a first step towards a study of the behavior
of the Newton method and aforementioned variants, with feasible inexact projections, under more
reasonable regularity conditions. It is worth mentioning that inexact projection, as proposed in [2],
is in general infeasible and cheaper than the one proposed in our paper. However, as far as we know,
even under nonsingularity conditions, there are no results showing that the Newton method or any
of its variants for solving constrained nonsmooth equations allowing infeasible inexact projections
maintains its convergence local properties, namely superlinear and/or Q-quadratic rate. We think
this question should be investigated, though we believe that infeasible inexact projections should
limit the convergence rate of the method as a whole.
Finally, to show the practical behavior of the proposed method, we have tested it on some
medium- and large-scale CAVEs. The numerical experiments have shown that the inexact Newton-
InexP method works quite well for solving this class of problems.
References
[1] Behling, R., Fischer, A., Haeser, G., Ramos, A., and Scho¨nefeld, K. On the con-
strained error bound condition and the projected Levenberg-Marquardt method. Optimization
66, 8 (2017), 1397–1411.
[2] Behling, R., Fischer, A., Herrich, M., Iusem, A., and Ye, Y. A Levenberg-Marquardt
method with approximate projections. Comput. Optim. Appl. 59, 1-2 (2014), 5–26.
[3] Bellavia, S., Macconi, M., and Morini, B. STRSCNE: a scaled trust-region solver for
constrained nonlinear equations. Comput. Optim. Appl. 28, 1 (2004), 31–50.
19
[4] Bellavia, S., Macconi, M., and Pieraccini, S. Constrained dogleg methods for nonlinear
systems with simple bounds. Comput. Optim. Appl. 53, 3 (2012), 771–794.
[5] Bello Cruz, J. Y., Ferreira, O. P., and Prudente, L. F. On the global conver-
gence of the inexact semi-smooth Newton method for absolute value equation. Computational
Optimization and Applications 65, 1 (Sep 2016), 93–108.
[6] Bertsekas, D. P. Nonlinear programming, second ed. Athena Scientific Optimization and
Computation Series. Athena Scientific, Belmont, MA, 1999.
[7] Birgin, E. G., Krejic´, N., and Mart´ınez, J. M. Globally convergent inexact quasi-
Newton methods for solving nonlinear systems. Numer. Algorithms 32, 2-4 (2003), 249–260.
[8] Bonettini, S., and Tinti, F. A nonmonotone semismooth inexact Newton method. Optim.
Methods Softw. 22, 4 (2007), 637–657.
[9] Clarke, F. H. Optimization and nonsmooth analysis, second ed., vol. 5 of Classics in Applied
Mathematics. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 1990.
[10] De Oliveira, F. R., Ferreira, O. P., and Silva, G. N. Newton’s method with feasi-
ble inexact projections for solving constrained generalized equations. Comput. Optim. Appl.
(2018), 1–19.
[11] Dembo, R. S., and Steihaug, T. Truncated-Newton algorithms for large-scale uncon-
strained optimization. Math. Program. 26, 2 (1983), 190–212.
[12] Dennis, Jr., J. E., and Schnabel, R. B. Numerical methods for unconstrained optimization
and nonlinear equations. Prentice Hall Series in Computational Mathematics. Prentice Hall,
Inc., Englewood Cliffs, NJ, 1983.
[13] Dolan, E. D., and More´, J. J. Benchmarking optimization software with performance
profiles. Mathematical Programming 91, 2 (Jan 2002), 201–213.
[14] Dontchev, A. L., and Rockafellar, R. T. Implicit functions and solution mappings,
second ed. Springer Series in Operations Research and Financial Engineering. Springer, New
York, 2014. A view from variational analysis.
[15] Evans, L. C., and Gariepy, R. F. Measure theory and fine properties of functions. Studies
in Advanced Mathematics. CRC Press, Boca Raton, FL, 1992.
[16] Facchinei, F., and Pang, J.-S. Finite-dimensional variational inequalities and complemen-
tarity problems. Vol. II. Springer Series in Operations Research. Springer-Verlag, New York,
2003.
20
[17] Floudas, C. A., et al. Handbook of test problems in local and global optimization, vol. 33 of
Nonconvex Optimization and its Applications. Kluwer Academic Publishers, Dordrecht, 1999.
[18] Frank, M., and Wolfe, P. An algorithm for quadratic programming. Nav. Res. Log.
(1956), 95–110.
[19] Fukushima, M., Luo, Z.-Q., and Tseng, P. Smoothing functions for second-order-cone
complementarity problems. SIAM J. Optim. 12, 2 (2001/02), 436–460 (electronic).
[20] Gabriel, S. A., and Pang, J.-S. An inexact NE/SQP method for solving the nonlinear
complementarity problem. Comput. Optim. Appl. 1 (1992).
[21] Gonc¸alves, M. L. N., and Oliveira, F. R. An inexact Newton-like conditional gradient
method for constrained nonlinear systems. Appl. Num. Math. 132 (2018), 22 – 34.
[22] Gonc¸alves, M. L. N., and Melo, J. G. A Newton conditional gradient method for
constrained nonlinear systems. J. Comput. Appl. Math. 311 (2017), 473–483.
[23] Gould, N. I. M., and Toint, P. L. Numerical methods for large-scale non-convex quadratic
programming. In Trends in industrial and applied mathematics (Amritsar, 2001), vol. 72 of
Appl. Optim. Kluwer Acad. Publ., Dordrecht, 2002, pp. 149–179.
[24] Lan, G., and Zhou, Y. Conditional gradient sliding for convex optimization. SIAM J.
Optim. 26, 2 (2016), 1379–1409.
[25] Mangasarian, O. L. A generalized Newton method for absolute value equations. Optimiza-
tion Letters 3, 1 (Jan 2009), 101–108.
[26] Marini, L., Morini, B., and Porcelli, M. Quasi-Newton methods for constrained non-
linear systems: complexity analysis and applications. Comput. Optim. Appl. 71, 1 (2018),
147–170.
[27] Mart´ınez, J. M., and Qi, L. Inexact Newton methods for solving nonsmooth equations. J.
Comput. Appl. Math. 60, 1 (1995), 127–145.
[28] Morini, B., Porcelli, M., and Toint, P. L. Approximate norm descent methods for
constrained nonlinear systems. Math. Comp. 87, 311 (2018), 1327–1351.
[29] Nocedal, J., and Wright, S. Numerical optimization, 2nd ed. Springer series in operations
research. Springer, 2000.
[30] Paige, C. C., and Saunders, M. A. LSQR: an algorithm for sparse linear equations and
sparse least squares. ACM Trans. Math. Software 8, 1 (1982), 43–71.
21
[31] Pang, J.-S., and Qi, L. Nonsmooth equations: motivation and algorithms. SIAM J. Optim.
3, 3 (1993), 443–465.
[32] Pu, D., and Tian, W. Globally convergent inexact generalized Newton’s methods for nons-
mooth equations. J. Comput. Appl. Math. 138, 1 (2002), 37–49.
[33] Qi, L., and Sun, J. A nonsmooth version of Newton’s method. Math. Programming 58, 3,
Ser. A (1993), 353–367.
[34] S´mietan´ski, M. J. Inexact quasi-Newton global convergent method for solving constrained
nonsmooth equations. Int. J. Comput. Math. 84, 12 (2007), 1757–1770.
[35] S´mietan´ski, M. J. Some superlinearly convergent inexact generalized Newton method for
solving nonsmooth equations. Optim. Methods Softw. 27, 3 (2012), 405–417.
[36] S´mietan´ski, M. J. A perturbed version of an inexact generalized Newton method for solving
nonsmooth equations. Numer. Algorithms 63, 1 (2013), 89–106.
[37] Solodov, M. V., and Svaiter, B. F. A new projection method for variational inequality
problems. SIAM J. Control Optim. 37, 3 (1999), 765–776.
[38] Vanderbei, R. J. Linear programming: foundations and extensions, vol. 4 of International
Series in Operations Research & Management Science. Kluwer Academic Publishers, Boston,
MA, 1996.
22
