Deep Learning has been very successful in many application domains. However, its usefulness in the context of network intrusion detection has not been systematically investigated. In this paper, we report a case study on using deep learning for both supervised network intrusion detection and unsupervised network anomaly detection. We show that Deep Neural Networks (DNNs) can outperform other machine learning based intrusion detection systems, while being robust in the presence of dynamic IP addresses. We also show that Autoencoders can be effective for network anomaly detection.
I. INTRODUCTION
As the scale of cyber attacks and volume of network data increases exponentially, organizations must continually adapt against the dynamic nature of evolving cyber threat actors. With more security tools and sensors being deployed in modern enterprise networks, the number of security events being generated continues to increase, making it more challenging to detect malicious activities. Organizations must adopt new techniques to augment human analysts in monitoring, preventing, detecting, and responding to cybersecurity events and potential attacks. Machine Learning has been deemed by many as a game changer in cyber defense. However, the usefulness of Deep Learning in the context of Network Intrusion Detection Systems (NIDSs) has not been systematically understood, despite its tremendous success in other application domains (e.g., image recognition).
A. Our contributions
The contribution of this work is two-fold. First, we propose using a feedforward fully connected Deep Neural Network (DNN) to train a NIDS via supervised learning. We also propose using an autoencoder to detect and classify attack traffic via unsupervised learning in the absence of labeled malicious traffic. Second, we evaluate these models using two recent network intrusion detection datasets with known ground truth of malicious vs. benign traffic. We show (i) DNN outperforms other machine learning based network intrusion detection systems; (ii) DNN is robust in the presence of dynamic IP addresses assigned by the Dynamic Host Configuration Protocol (DHCP), which is important when we need to use IP addresses as features in training DNNs; and (iii) autoencoder is effective for anomaly detection.
B. Related work
Intrusion detection can be host-based or network-based, with this paper being in the latter category. There are multiple approaches to network-based intrusion detection. The idea of anomaly detection can be traced back as early as the 19th century with origins in the statistics community [1] . The study of intrusion detection for cybersecurity is introduced in 1987 [2]. Fiore et al. [3] explored the use of a semi-supervised model for network intrusion detection, using a Discriminative Restricted Boltzmann Machine. However, their study is based on the KDD 99 dataset [4] , which is outdated now [5] .
In addition to the KDD 99 dataset, there are other datasets, such as: the CAIDA dataset [6] , the DARPA/Lincoln Lab packet trace [7] , [8] , and the Lawrence Berkeley National Laboratory (LBNL) and ICSI Enterprise Tracing Project [9] . However, comparative studies of these datasets [10] , [11] found that some are outdated and unreliable because they lack a diversity of traffic and volumes, some lack a variety of attacks, some are anonymized and lack valuable payload information, and some lack feature set and metadata.
The present paper focuses on using newer datasets that have recently become available to the research community. Not only do these newer datasets contain modern-day attacks, they are created in such a way as to follow established guidelines of reliable intrusion detection datasets (in terms of realism, evaluation capabilities, total capture, completeness, and malicious activity) [11] . There are a number of other studies that use these datasets for evaluation in their work. However, many evaluating the ISCX IDS 2012 dataset [11] use only a subset of the data, and vary in their ways for generating the ground truth [12] - [16] . Studies conducted with the CIC IDS 2017 dataset [11] have used other types of machine learning techniques than Deep Learning [17] - [23] . More recent studies have begun to use Deep Learning with the CIC IDS 2017 dataset; however, some only use a subset of the data for detecting one type of attack (e.g., port scan, DDoS) [24] - [26] or generate their own flows instead of using the ground truth flows [27] . The present study differs in that it evaluates both supervised and unsupervised deep learning approaches across the full spectrum of attacks, while using the entirety of the datasets as well as the ground truth provided.
Intrusion detection is an important field of cybersecurity data analytics [28] - [36] , which is one pillar underlying the Cybersecurity Dynamics framework [37] , [38] that aims to model and quantify cybersecurity from a holistic perspective. The other two pillars are known as first-principle modeling and analysis [39] - [45] and cybersecurity metrics [46] - [49] .
The rest of the paper is organized as follows. Section II reviews DNNs and Autoencoders. Section III presents the case study. Section IV discusses the limitations of the present study. Section V concludes the paper.
II. PRELIMINARIES
DNNs are a powerful mechanism for supervised learning. They can represent functions of increasing complexity, by inclusion of more layers and more units per layer in a neural network [50] . In the context of NIDSs, DNNs can be used to discover patterns of benign and malicious traffic hidden within large amounts of structured data. Figure 1 is an example of a standard Deep Learning representation, where nodes represent inputs, edges represent weights, superscript (i) denotes the ith training example, and superscript [l] denotes the lth layer. Our case study focuses on DNNs because they can cope with tabular data and categorical variables of high cardinality, which are exhibited by the datasets we analyze.
Fig. 1: Deep neural network representation
Autoencoder is another type of neural network and is trained in such a way that it aims to copy its input to its output, namely aiming to find a lower dimensional, latent space representation of the input data [50] . Unlike other popular dimensionality reduction techniques such as Principle Component Analysis (PCA), it achieves its goal in a non-linear fashion. Figure 2 shows an example standard Autoencoder, where the number of input neurons is equal to the number of output neurons. We choose Autoencoder for our case study on anomaly detection because of its usefulness given lots of normal data, and its applicability to situations where it may be difficult to explain what represents anomalous data.
III. CASE STUDY

A. Methodology
Deep Learning excels when there is a large amount of training data [50] . This suggests that we use the newer datasets for our case study: the ISCX IDS 2012 dataset [11] has over In contrast, older datasets are often small (e.g., the KDD 99 dataset [4] has only 148,517 flows, including 77,054 benign ones and 71,463 malicious ones).
We choose DNNs because they can cope with tabular data that contains categorical variables of high cardinality, which are exhibited by the two newer datasets we use. A key issue is to cope with categorical features of high cardinality [51] . The idea is to use entity embedding to map categorical features of high cardinality to low-dimensional real vectors in such a way that similar values remain close to each other [52] , [53] .
We choose Autoencoders because they are useful when there are lots of examples of normal data, while it may be difficult to explain what represents anomalous data [11] . Autoencoders learn a compressed representation of the input data, meaning that its output is a reconstruction of the input data in a certain form. By minimizing the error of reconstructing the normal input (i.e., benign flows), Autoencoders learn to modify the weights for reconstructing the input. When an Autoencoder encounters a malicious flow, the reconstruction error would be high (in comparison to reconstructing a normal flow).
B. Data description
The ISCX IDS 2012 dataset [11] was created by modeling a given network environment with a testbed and then using agents to perform attacks on the testbed network. When compared with the outdated datasets [4] , [7] , [8] , this dataset can be characterized as follows [11] : realistic network configuration because of the real testbed; realistic traffic because of the real attacks/exploits; labeled ground truth of benign and malicious traffic; total capture of communications; and diverse attack scenarios. This dataset is provided in PCAP as well as a custom XML file of network flows created with the IBM QRadar appliance; the XML flow file contains ground truth labels. Recall that a network flow is assembled from a number of IP packets and consists of source and destination IP addresses, source and destination port numbers, and protocol. Moreover, flows are often used as a unit for detecting attacks, which is our focus in the present study (another unit is IP packet). Table I provides an overview of this dataset. The CIC IDS 2017 dataset [10] improves the ISCX IDS 2012 dataset by containing, along with benign traffic, attack traffic from seven different kinds of attacks (i.e., brute-force against the SSH and Web, Heartbleed, botnet, denial of service (DoS), distributed denial of service (DDoS), cross-site scripting (XSS) and SQL injection attacks against websites, and infiltration). This dataset includes not only the raw PCAP data, but also pre-processed network flow data from the PCAP data (processed using the CICFlowMeter tool [54] ). This preprocessed network flow data is provided as CSV files that can be fed into the machine learning pipeline. The pre-processed network flow data has 83 columns (e.g., duration, number of packets, number of bytes, length of packets) that can be used as features, plus one label column and one flow ID column. Since seven different kinds of attacks are contained in this dataset, we can conduct multiclass classification research. Table III shows a summary of this dataset.
Table IV highlights some of the 74 features that were "useable" from the CIC IDS 2017 dataset, while noting that among the other 85-74=11 features, eight continuous features contain no variability or missing values and therefore are discarded, and the remaining three are FlowID, the timestamp, and the label (used for the predicted class). 
C. Using DNNs for network intrusion detection
1) Pre-processing: We propose formatting a dataset (more specifically, network flows) in such a way that can be input into a DNN. Recall that the ISCX IDS 2012 dataset is provided in PCAP as well as a custom XML file of network flows with associated ground-truth labels (indicating malicious or benign flows). The XML file is parsed and converted to a CSV file of flows, which becomes the input into the machine learning pipeline. Recall that the CIC IDS 2017 dataset is in the form of both PCAP as well as flows characterized by 74 usable features (5 categorical and 69 statistical).
In order to make machine learning algorithms train models in the same feature space, it is a common practice to normalize or scale the continuous values among all the features. For this purpose, we use the standard min-max scaling, which is a normalization method for scaling data to [0,1] as follows: X norm = X−Xmin Xmax−Xmin , where X min and X max are respectively the minimum and maximum value of feature X.
In order to train DNNs over categorical data, we need to convert them to numerical values. For this purpose, we propose adopting the entity embedding technique [51] because it can cope with categorical features that take a large number of possible values. This is true for the datasets we analyze because there are many possible values for source IP addresses, destination IP addresses, source port numbers, and destination port numbers. In the entity embedding method, the number of embedding dimensions are determined according to the following rule of thumb [52] :
where possible values is the number of possible values a categorical feature can take. Specifically, a categorical feature is first mapped to an integer between 0 and n − 1, where n is the number of unique values that can be taken by the feature, and then encoded as a dense vector according to the dimensions as calculated in Eq. (1). The parameters (weights) for the vector representation of the categorical features are initialized using a random uniform distribution over the support [−0.05, 0.05]. This representation is not only more computationally efficient, but the entity embedding layer learns intrinsic properties of each categorical feature, and the deeper layers of the neural network form complex combinations between them [51] . Since these vectors are inputs into the first layer of a neural network, their weights are updated in the back-propagation step at each epoch.
2) Training: The neural network consists of three layers of 64 units per layer. Feeding into these three hidden layers is an initial input layer consisting of the embedded categorical variables concatenated with the statistical input features. The activation function on each hidden layer is the ReLU activation function, R(z) = max(0, z), while the last output layer uses a sigmoid activation function, σ(z) = 1 1+e −z . A dropout rate of 0.40 is used on each of the hidden layers. The optimizer used is RMSProp, with a default learning rate of 0.001. The loss function used is binary crossentropy:
where y i is the label (1 for malicious and 0 for benign), p(y i ) is the predicted probability of a given flow, and N is the total number of flows. Intuitively, Eq. 2 says that for each malicious flow (y i = 1), the loss is log(p(y i )), which is the logarithm of the probability that the flow is malicious; for each benign flow (y i = 0), the loss is log(1 − p(y i )), which is the logarithm of the probability that the flow is benign.
3) Experiments and results: We aim to use experiments to answer two questions: (i) Is deep learning more effective than other machine learning methods? (ii) Is deep learning robust in the presence of dynamic IP addresses? Note that (ii) is important because a trained DNN, which uses IP addresses as an important feature, can easily become useless in the presence of dynamic IP addresses, which are produced by networks using the Dynamic Host Configuration Protocol (DHCP).
In order to answer the aforementioned question (i), we compare the effectiveness of deep learning and other machine learning methods using two standard metrics [46] , namely the True-Positive Rate (TPR) and the False-Positive Rate (FPR). [19] .92920 0.03550 J48 Consolidated [20] 0.92020 0.06645 LIBSVM [21] 0.54595 0.05130 FURIA [22] 0.90500 0.03165 Random Forest [17] 0.93050 0.01880 REP Tree [17] 0.91640 0.04835 MLP [17] 0.77830 0.07350 Naive Bayes [17] 0.82510 0.33455 Jrip [17] 0.93400 0.04470 J48 [17] 0.91990 0.05040 DNN with IPs 0.9993 0.0003 DNN without IPs 0.9677 0.0052 Table VI compares deep learning against the other approaches evaluated in [17] using the CIC IDS 2017 dataset. We observe that DNN while using IP addresses leads to the highest True-Positive Rate (Detection Rate) and lowest False-Positive Rate. This leads to the following:
Insight 1: DNN while using IP addresses achieves the highest effectiveness when compared with the other machine learning method studied in the literature.
In order to answer the aforementioned question (ii), we train the deep learning model using some portion of the IP addresses. This is reasonable because DHCP typically operates in the same network, meaning that the network identity is static (e.g., the first 24-bit of IP addresses of a class C network). Figure 3 shows the results for the two datasets with and without IP address features. Figure 3e shows the results of using just the first three octets for source and destination IP address. In Figure 3b we observe that for the ISCX IDS 2012 dataset, when removing the IP address feature the performance drops considerably in terms of TPR and FNR. For the CIC IDS 2017 dataset, Figure 3d shows that removing the IP address only slightly degrades the performance in comparison to ISCX IDS 2012. Note that there is considerably larger amount of malicious examples in CIC IDS 2017 (19.68%) compared to ISCX IDS 2012 (3.32%). We also notice that embedding the IP address with only the first three octets (Figure 3e ) achieves similar results as when using the full IP address as shown ( Figure 3c ). This leads to the following: Insight 2: DNN while using the first three octets of the IP address is as effective as using the full IP address, meaning that deep learning based intrusion detection is robust in the presence of DHCP. However, using full IP addresses is important when the dataset is imbalanced (i.e., the proportion of labeled malicious traffic is small).
D. Using Autoencoders for network intrusion detection
1) Pre-processing: For the Autoencoder experiments, all 69 usable continuous features of flow statistics in the CIC IDS 2017 dataset are used, and are normalized using the minmax technique mentioned above. One categorical feature of "protocol" is also used, which only has 3 unique values, and is converted to floating point numbers using one-hot encoding. The high-cardinality features of IP address and port are not used; we leave it to future work to incorporate these into the training of autoencoders.
2) Training: The autoencoder configuration consists of 7 layers, with the first and last layer using the sigmoid activation function, and all other hidden layers using ReLU. The first and last layer consist of 72 units (representing all input features), and the hidden layers consist of 140, 35, 16, 16, 35 units respectively. In addition, L1 regularization is applied to the first input layer. The objective function for the autoencoder is the squared error. Written out in terms of weights and inputs, this function is shown in Eq. (3) below.
3) Experiment and results: Figure 4 plots the experimental results. We observe that there is a higher reconstruction error for the malicious traffic flows as compared to the benign flows. Depending on the threshold set, the number of false positives can be adjusted. With the current threshold set at a 0.03 reconstruction error, there only results in a total of 89 false positives and a False-Positive Rate of 0.00013. However, there is a high False-Negative Rate of 0.7670. In addition, we observe that a majority of the malicious flows are clustered in groups, lending credence to future work that can incorporate the time domain as a feature. We draw the following insight: 
IV. LIMITATIONS
The present study has some limitations. From a methodology point of view, we only considered two kinds of neural networks. Future research needs to consider additional types of neural networks. For DNNs, we need to conduct further experiments using only the first two octets (first 16 bits), or even the first one octet, to see if they can achieve the same results as using the full 32-bit IP address. For Autoencoders, we need to investigate whether or not using the IP address and port features can reduce their False-Negative Rate. From a datasets point of view, the ISCX IDS 2012 dataset contains only binary ground-truth labels (i.e., malicious vs. benign) and contains no HTTP traffic.
V. CONCLUSION
We have shown that DNN can achieve excellent results in supervised network intrusion detection. We also showed that using only the first three octets of IP addresses can be effective in coping with the use of dynamic IP addresses, indicating robustness of DNN in the presence of DHCP. We further showed that autoencoders can be used for anomaly detection when they are trained on benign flows.
