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korǐsčenje rezultatov diplomske naloge je potrebno pisno privoljenje avtorja,
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V sklopu naloge implementirajte in primerjajte dve metodi za klasifika-
cijo intervalov signalov elektroencefalograma (EEG) snemanega s površine
glave subjekta med zamǐsljanjem motoričnih aktivnosti leve in desne roke.
Oba pristopa naj z uporabo prostorskih in spektralnih filtrov transformi-
rata množico osnovnih signalov v signale v prostoru komponent, iz katerih
se nato izločijo značilke za klasifikacijo intervalov med dvema zamǐsljanima
stanjema. Prva metoda naj temelji na postopku izračunavanja skupnih pro-
storskih vzorcev, ki v prostoru komponent maksimizira varianco intervalov
signalov enega zamǐsljanega stanja in simultano minimizira varianco inter-
valov signalov drugega zamǐsljanega stanja. Druga metoda za dosego vǐsje
ločljivosti zamǐsljanih stanj v prostoru komponent naj temelji na transforma-
ciji z uporabo velike Laplace-ove maske na tistih dveh podmnožicah osnov-
nih signalov pri katerih pričakujemo najvǐsje spremembe zaradi zamǐsljanja
motoričnih aktivnosti. Obe metodi implementirajte in primerjajte z upo-
rabo izbranih posnetkov EEG podatkovne baze EEG Motor Movement Ima-
gery DataSet (EEGMMI DS), ki je prosto dostopna na straneh repozitorija
Physionet, z uporabo izbranih standardnih klasifikatorjev (LDA, QDA) in
s prečnim preverjanjem ter večkratnimi ponovitvami. Dobljene zmogljivosti
primerjajte tudi z zmogljivostmi klasifikacije intervalov signalov EEG med
izvajanjem dejanskih aktivnosti obeh rok.
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3.2 Izračun značilk . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3 Rezultati klasifikacije . . . . . . . . . . . . . . . . . . . . . . . 27
3.4 Rezultati klasifikacije za posamezne subjekte . . . . . . . . . . 30
4 Sklepne ugotovitve 33
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CSP common spatial patterns skupni prostorski vzorci
LDA linear discriminant analysis linearna diskriminantna ana-
liza






Naslov: Klasifikacija intervalov elektroencefalograma med zamǐsljanjem mo-
toričnih aktivnosti
Avtor: Mateo Kalem
Alternativne metode za komunikacijo med človekom in računalnikom so
čedalje bolj potrebne, saj so nekatere osebe fizično nezmožne uporabljati
računalnik in potrebujejo drugačno komunikacijo.
V sklopu diplome smo primerjali dve metodi za klasifikacijo intervalov elek-
troencefalograma (EEG) med zamǐsljanjem motoričnih aktivnosti (zamǐslja-
nja stiska leve ali desne roke). Uporabili smo posnetke podatkovne baze
EEGMMI DS (EEG Motor Movement Imagery DataSet), ki je javna in pro-
sto dostopna na straneh spletnega portala Physionet. Metodi, ki smo ju im-
plementirali vsebujeta postopke digitalnega procesiranja signalov, izločanja
značilk, strojnega učenja in klasifikacije. Metodi, ki smo ju implementirali no-
sita ime metoda z uporabo velike Laplace-ove maske in metoda izračunavanja
Skupnih prostorskih vzorcev (CSP).
Pridobljeni rezultati so pokazali, da je metoda CSP močneǰsa od Laplace-
ove maske za izbrano množico posnetkov baze EEGMMI DS. Povprečna klasi-
fikacijska točnost pri metodi CSP je znašala približno 59 % medtem, ko je pri
Laplace-ovi maski znašala približno 57 %. Rezultati diplomskega dela prispe-
vajo k bolǰsemu razumevanju problematike izločanja intervalov zamǐsljanja
motoričnih aktivnosti in iskanju optimalne metode, za prevedbo osnovnih si-
gnalov v signale v prostoru komponent ter učinkovite klasifikacije intervalov
zamǐsljanj.
Ključne besede: elektroencefalogram, digitalno procesiranje signalov, ko-
munikacija človek-računalnik, podatkovna baza EEGMMI DS.
Abstract
Title: Classification of electroencephalogram intervals during motor move-
ment imagery
Author: Mateo Kalem
Alternative methods for human-computer interaction are increasingly need-
ed, as some people are physically unable to use a computer and require an
alternative type of communication.
In the scope of diploma thesis, we compared two methods for classifying
electroencephalogram (EEG) intervals during imagining motor activities (left
and right hand grip). We used records of the EEGMMI DS database (EEG
Motor Movement Imagery DataSet), which is public and freely available on
the pages of the Physionet website. The methods we implemented include
procedures of digital signal processing, feature extraction, machine learning,
and classification. The two implemented methods are called the method
using large Laplacian mask, and the Common Spatial Patterns (CSP) com-
putational method.
The obtained results showed that the CSP method is more powerful than
the Laplacian mask for the selected set of EEGMMI DS database records.
The average classification accuracy for the CSP method was about 59 %
while for the Laplacian mask about 57 %. The results of the diploma thesis
will contribute to better understanding the problem of extracting intervals
of motor activities and finding the optimal method for translating original
signals into signals in the component space, and effective classification of the
intervals of imagined motor activities.
Keywords: electroencephalogram, digital signal processing, human-computer




Kot je trenutno znano, je funkcija centralnega živčnega sistema odzivanje
na dogodke v zunanjem svetu ali telesu z generacijo izhodov, ki služijo po-
trebam organizma. Vsi naravni izhodi živčnega sistema so živčno-mǐsični
ali hormonski. Vmesnik možgani-računalnik (angl. brain computer inter-
face, BCI) zagotavlja nov izhod, ki ni živčno-mǐsični in hormonski. BCI je
sistem, ki meri aktivnosti živčnega sistema in ga pretvori v umetni izhod,
ki nadomešča, obnavlja, izbolǰsuje, dopolnjuje ali izbolǰsuje naravni izhod iz
živčnega sistema in s tem spreminja interakcije, ki so v teku med živčnim
sistemom in njegovim zunanjim ali notranjim okoljem.
Aktivnosti živčnega sistema so sestavljene iz elektrofizioloških, nevrokemič-
nih in presnovnih pojavov (npr. sproščanje nevrotransmiterjev), ki se ne-
nehno pojavljajo v živčnem sistemu. Te pojave je mogoče kvantificirati z
nadzorovanjem električnih signalov s pomočjo senzorjev na površini glave,
na površini možganov ali v možganih. Naprava BCI beleži te signale in iz
njih izvleče določene značilnosti. Te značilnosti pretvori v umetne izhode, ki
vplivajo na zunanje okolje.
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Torej, če povzamemo vse, kar smo opisali zgoraj, sistemi BCI vsebujejo
tri pomembne module: modul za pridobitev signalov, modul za obdelavo
signalov in modul za prevod signalov v ukaze za interakcijo [12]. Prikaz
glavnih modulov je na Sliki 1.1.
Slika 1.1: Glavni moduli sistema BCI [12].
BCI sistemi so zelo raznoliki, čeprav imajo vsi enake module ali faze
delovanja. Zaradi teh raznolikosti so ustvarili sistem BCI2000 [9]. S tem
so želeli ustvariti univerzalno platformo, na kateri bi lahko testirali različne
BCI sisteme. To omogoča tako, da lahko BCI2000 sam vključi vse možganske
signale, metode obdelave signalov, izhodne naprave in operacijske protokole,
ki so potrebni za delovanje različnih BCI sistemov.
Danes se BCI uporablja pri razvoju aplikacij za pomoč tistim, ki niso zmožni
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uporabljati mehanskih naprav, kot je npr. tipkovnica. Primer takih aplikacij
je premikanje kazalca v eni ali dveh dimenzijah [13].
1.2 Motivacija
Sistemi ali naprave BCI ter njihove aplikacije so danes čedalje bolj po-
trebne. Zmeraj več je ljudi, ki so motorično ovirani in posledično niso zmožni
uporabljati določenih vhodnih naprav, ki so povezane z računalnikom, npr.
tipkovnica ali mǐska. Te aplikacije bi takšnim osebam omogočale normalno
uporabo računalnika, prav tako bi lažje komunicirali z drugimi osebami.
Na te naprave lahko gledamo tudi z drugega stalǐsča, npr. s stalǐsča oseb,
ki niso motorično ovirani. Ti bi lahko na svoj edinstven način uporabljali
BCI. Primer tega je nova vhodna naprava za interakcijo z računalnikom,
igralno konzolo ali kakšno drugo napravo. Prednost uporabe BCI naprave bi
bila ta, da je hitreǰsa od klasičnih vhodnih naprav. Omogočala bi tudi širši
nabor ukazov, npr. zamǐsljanje premika ali stiska roke. Klasične naprave
omogočajo samo pritisk gumba, premik mǐske, itd.
1.3 Namen dela
Namen diplomske naloge je primerjava dveh metod za predelavo osnov-
nih EEG signalov v signale v prostoru komponent, iz katerih se nato znotraj
intervalov zamǐsljanja aktivnosti leve in desne roke izločijo značilke za klasifi-
kacijo intervalov obeh aktivnosti. Predvsem nas je zanimala moč klasifikacije,
če jemljemo intervale zamǐsljanja motoričnih aktivnosti dolžin 2.5, 3, 3.5 in
4 sekund. Poleg tega nas je zanimala tudi moč klasifikacije obeh metod. Me-
todi sta metoda z uporabo velike Laplace-ove maske in metoda, ki nosi ime
Skupni prostorski vzorci (angl. Common Spatial Patterns, CSP).
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Študijo smo pričeli tako, da smo prvo izbrali ustrezno podatkovno bazo.
Nato smo pregledali vse subjekte v bazi ter izločili tiste, ki niso vsebovali
obeh vrst intervalov zamǐsljanj. Sledil je razvoj postopkov, ki se uporabljajo
pri pretvorbi signalov in izločanju intervalov. Nato smo pognali obe me-
todi preko baze ter shranili signale v prostoru komponent za vse intervale
zamǐsljanj na disk. Iz signalov v prostoru komponent, smo za obe metodi
izločili značilke za klasifikacijo. Intervale smo nato klasificirali, iz rezultatov
smo izračunali povprečno moč klasifikatorjev pri obeh metodah, z namenom
objektivne ocene, katera metoda je bolǰsa.
Rezultate zmogljivosti klasifikacije intervalov med zamǐsljanjem motoričnih
aktivnosti, smo primerjali tudi z zmogljivostmi klasifikacije intervalov, med
izvajanjem dejanskih motoričnih aktivnosti. Vse potrebne metode smo raz-
vili s pomočjo orodja Matlab. To je visoko profesionalno okolje, ki ponuja




Skupno električno aktivnost možganske skorje običajno imenujemo možgan-
ski ritem, ker izmerjeni signali pogosto kažejo ponavljajoče se vedenje. Dejav-
nosti enega samega nevrona ni mogoče meriti na površini glave zaradi debelih
plasti tkiva (tekočine, kosti in kože), ki oslabijo električni signal, ko se širi
proti elektrodi. Vendar skupna aktivnost milijonov nevronov na globini do
nekaj milimetrov ustvari električno polje, ki je dovolj močno, da ga lahko
merimo na površini glave: to izmerjeno aktivnost imenujemo EEG. Aktiv-
nosti teh nevronov merimo s pomočjo EEG snemalne aparature. Natančneje
povedano, EEG snemalna aparatura meri električno možgansko aktivnost, ki
jo povzroči pretok električnih tokov med sinaptičnim vzbujanjem dendritov
[7].
Za lažje razumevanje si oglejmo delovanje možganov na podrobneǰsi način.
Osnovna funkcionalna enota živčnega sistema je živčna celica oz. nevron, ki
sporoča informacije možganom in od njih [10]. Vse živčne celice se skupaj
imenujejo nevroni, čeprav se njihova velikost, oblika in funkcionalnosti lahko
močno razlikujejo. Nevron je sestavljen iz celičnega telesa, ki ga imenju-
jemo soma, iz katerega izhajata še dva tipa struktur: dendriti in aksoni [10].
Dendriti so običajno sestavljeni iz več tisoč vej, pri čemer vsaka veja prejme
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signal iz drugega nevrona. Aksoni so običajno ena sama veja, ki oddaja iz-
hodni signal nevrona na različne dele živčnega sistema. Seveda nevroni ne
delujejo v izolaciji, ampak so medsebojno povezani v različne povezave oz. v
t.i. ’nevronske mreže’ in vsaka povezava je prilagojena za obdelavo določene
vrste informacij [10]. Prikaz strukture nevrona je na Sliki 2.1.
Slika 2.1: (a) Struktura nevrona in (b) trije medsebojno povezani nevroni
[10].
Možganska skorja je najpomembneǰsi del osrednjega živčevja, različne re-
gije možganske skorje pa so odgovorne za obdelavo vitalnih funkcij, kot so
zaznavanje, učenje, prostovoljno gibanje, govor in zaznavanje. Skorjo sesta-
vljata dve simetrični polobli ali hemisferi, leva in desna. Vsaka polobla je
razdeljena na pet različnih režnjev: čelni (angl. frontal), centralni (angl. cen-
tral), senčni (angl. temporal), zatilnični (angl. occipital) in temenski (angl.
parietal) reženj [10]. Prostovoljno gibanje nadzoruje predvsem območje cen-
tralnega režnja oz. motorični korteks. Naloge, za katere je potreben velik
nadzor mǐsic, npr. govor, določene mimike obraza in gibi prstov, so povezane
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z največjim območjem motoričnega korteksa [10]. Ravno ta del možganov nas
bo še zanimal pri diplomski nalogi, saj je odgovoren za motorične aktivnosti.
Struktura možganov je podrobneje predstavljena na Sliki 2.2.
Slika 2.2: Možganska skorja in pet režnjev [3].
2.1.1 EEG ritmi
Signali, posneti s površine glave, imajo na splošno frekvence, ki segajo od
0.5 do 30-40 Hz. Elektroencefalografski ritmi so običajno razvrščeni v pet
različnih frekvenčnih področij [10]:
• Delta ritem (δ), < 4 Hz. Delta ritem se običajno pojavi med globokim
spanjem in ima visoko amplitudo.
• Theta ritem (θ), 4-7 Hz. Theta ritem se pojavi med zaspanostjo in v
določenih fazah spanja.
• Alpha ritem (α), 8-13 Hz. Ta ritem je najbolj izrazit pri običajnih
osebah, ki so sproščene in budne z zaprtimi očmi.
• Mi (µ) ritem, 8-13 Hz. Ta ritem je povezan z motoričnimi aktivnostmi
in zamǐsljanjem motoričnih aktivnosti.
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• Beta ritem (β), 14-30 Hz. To je hiter ritem z nizko amplitudo, povezan
z aktiviranim korteksom, ki ga lahko opazimo, npr. med določenimi
fazami spanja.
• Gamma ritem (γ), > 30 Hz. Gama ritem je povezan s stanjem aktiv-
nega korteksa, ki obdeluje informacije.
2.2 Podatkovna baza EEGMMI DS
Za diplomsko nalogo smo uporabili prosto dostopno podatkovno bazo EEG
Motor Movement/Imagery Dataset (EEGMMI DS) [9]. Podatkovno bazo se-
stavlja 1500 eno-minutnih in dvo-minutnih posnetkov, pridobljenih od 109
prostovoljcev. Subjekti so opravljali različne naloge medtem, ko so 64-
kanalne EEG-je posnemali s pomočjo BCI2000 sistema [1, 9]. Vsak subjekt
je opravil 14 poskusnih tekov: dva eno-minutna osnovna teka (en z odprtimi
očmi, en z zaprtimi očmi) in tri dvo-minutne teke, ki so vsebovali sledeče
naloge:
1. Tarča se prikaže na levi ali desni strani zaslona. Subjekt odpre in zapre
ustrezno pest, dokler tarča ne izgine. Sledi sprostitev subjekta.
2. Tarča se prikaže na levi ali desni strani zaslona. Subjekt si zamisli
odpiranje in zapiranje ustrezne pesti, dokler tarča ne izgine. Sledi
sprostitev subjekta.
3. Tarča se prikaže na vrhu ali na dnu zaslona. Subjekt stiska bodisi obe
pesti (če je tarča na vrhu) bodisi obe stopali (če je tarča na dnu). Sledi
sprostitev subjekta.
4. Tarča se prikaže na vrhu ali na dnu zaslona. Subjekt si zamisli stiskanje
bodisi obeh pesti (če je tarča na vrhu) bodisi obeh stopal (če je tarča
na dnu). Sledi sprostitev subjekta.
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Če povzamemo, so bili poskusni teki sestavljeni iz: odpiranja oči, zapiranja
oči, nato še trikrat izvedene naloge od 1 do 4. Vsak subjekt je opravil teh 14
poskusnih tekov in ima posledično 14 .edf posnetkov. Vsak posnetek vsebuje
64 EEG signalov, katere so vzorčili s frekvenco vzorčenja 160 Hz ter kanal
za komentarje. Vsak komentar vključuje eno od treh oznak (T0, T1 ali T2)
[1, 9]:
• T0 označuje čas, kjer se subjekt začne sproščati;
• T1 označuje začetek zamǐsljanja stiskanja leve ali obeh pesti;
• T2 označuje začetek zamǐsljanja stiskanja desne ali obeh pesti.
2.3 Metoda CSP
Metoda Skupnih prostorskih vzorcev (angl. Common Spatial Patterns,
CSP) je metoda ekstrakcije značilnosti, ki projicira večkanalne EEG signale
v podprostor signalov (prostor komponent), kjer so razlike med razredi po-
udarjene in podobnosti minimizirane [7]. Njen cilj je, da naknadno izbolǰsa
klasifikacijo z oblikovanjem prostorskega filtra, ki vhodne podatke pretvori v
izhodne podatke z optimalno varianco za kasneǰse razlikovanje [7].
CSP poǐsče transformacijsko matriko W , ki maksimizira varianco vzorcev
enega stanja in istočasno minimizira varianco vzorcev drugega stanja [5, 6].
Minimizacijo in maksimizacijo variance lahko vidimo na Sliki 2.3. Ta lastnost
metodo CSP uvršča med najučinkoviteǰse prostorske filtre za obdelavo EEG
signalov [5]. Ker je varianca signala filtriranega v intervalu B (s pomočjo
pasovno-propustnega filtra), dejansko enaka moči tega signala v intervalu B,
to pomeni, da CSP poǐsče prostorske filtre, ki vodijo do optimalnih lastno-
sti moči v intervalu, saj bi bile njihove vrednosti maksimalno različne med
razredi [6]. Formalno CSP uporablja prostorske filtre W , ki ekstremizirajo
sledečo funkcijo [3, 6]:
















Kjer sta Xi matriki signalov razredov 1 in 2 ter Ci kovariančni matriki
signalov razredov 1 in 2 (oz. povprečni kovariančni matriki), WXi je pro-
storsko filtriran signal razreda i in WXiX
T
i W
T je varianca (moč) prostorsko
filtriranega signala razreda i [3]. Prostorski filtri W so potem tisti lastni vek-
torji, ki ustrezajo najvǐsjim in najnižjim lastnim vrednostim kovariančnih
matrik C1 in C2 po ekstremizaciji [3]. Tipično vzamemo šest filtrov (tri pare
ali pa štiri, ali pa samo dva), ki ustrezajo trem najvǐsjim in trem najnižjim
lastnim vrednostim matrik C1 in C2 ter zgradimo skupno matriko V (N ×P ;
P = število filtrov, P = 6 ali P = 4, ali P = 2). Ko so filtri (vrstice v W )
dobljeni, so definirani signali v prostoru komponent S(P ×M) [3]:
S = WX ali S(n) = WX(n) (2.2)
Metodo CSP smo v diplomski nalogi uporabili tako, da smo posnetke EEG
signalov predelali v nove signale v prostoru komponent. Vsak posnetek vse-
buje 64 sočasno snemanih EEG signalov, torej smo naredili transformacijo:
64 signalov → 2 signala (P = 2). V isti namen smo uporabili Laplace-ovo
masko, katero bomo podrobneje opisali spodaj.
Slika 2.3: Minimizacija in maksimizacija variance pri različnih razredih [6].
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2.4 Laplace-ova maska
Laplace-ova maska prilagodi signal na vsaki elektrodi z odštevanjem pov-
prečja sosednjih elektrod [6]. Laplace-ova maska je učinkovita za odstranje-
vanje šuma [6]. V delu bomo ogledali dve metodi: malo in veliko masko,
vendar nas bo bolj zanimala velika maska.
2.4.1 Mala Laplace-ova maska
Mala Laplace-ova maska odšteje povprečne EEG signale najbližjih štirih
elektrod od predhodno obdelanega signala, kot je prikazano na Sliki 2.4. V
tem primeru se deveti predhodno obdelan EEG signal izračuna, kot sledi [5]:
s1 = x9 −
1
4
(x2 + x8 + x10 + x16) (2.3)
in 13. predhodno obdelan EEG signal se izračuna, kot sledi:
s2 = x13 −
1
4
(x6 + x12 + x14 + x20) (2.4)
Slika 2.4: Mala in velika Laplace-ova maska [5].
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2.4.2 Velika Laplace-ova maska
Velika Laplace-ova maska odšteje povprečne EEG signale naslednjih štirih
najbližjih elektrod od predhodno obdelanega signala, kot je prikazano na
Sliki 2.4. V tem primeru se deveti predhodno obdelan EEG signal izračuna,
kot sledi [5]:
s1 = x9 −
1
4
(x11 + x32 + x41 + x49) (2.5)
in 13. predhodno obdelan signal se izračuna, kot sledi:
s2 = x13 −
1
4
(x11 + x36 + x42 + x53) (2.6)
Torej, če podrobneje opǐsemo delovanje te metode, je velika Laplace-ova
maska prostorski filter, ki zgradi nove signale S v prostoru komponent na
osnovi neke skupine okoloških signalov [3]. Njen namen je zmanǰsati število
signalov v EEG posnetkih. Prav tako omogoča redukcijo šuma, ki se pojavlja
v posnetkih. To nam omogoča, da pridobimo bolǰse razmerje signal-̌sum [3].
To metodo smo v diplomski nalogi implementirali, kot sledi. Vsak posnetek
v bazi vsebuje 64 sočasno snemanih EEG signalov. Te signale smo predelali
s pomočjo velike Laplace-ove maske. Predelali smo jih tako, da smo jih
pretvorili v nove signale (64 signalov → 2 signala).
2.5 Filtriranje signalov
V našem delu smo vse signale v prostoru komponent filtrirali s pomočjo
spektralnega filtra. Filtrirali smo v območju 8-13 Hz. V tem področju
pričakujemo najvǐsjo stopnjo Mi možganskega ritma, ki se pojavlja med
zamǐsljanjem motoričnih aktivnosti. Torej, frekvence v tem razponu smo
prepuščali, vse ostale smo dušili. Uporabili smo filter s končnim enotinim
odzivom. Filter smo ustvarili s pomočjo funkcije firls v orodju Matlab, ta
izračuna koeficiente filtra tako, da minimizira kvadratno napako. V ta namen
smo v Matlab-u definirali vektorja f in a. V prvem smo napisali intervale
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frekvenc (vsak interval je zapisan v paru začetek-konec), v drugem pa želeno
stopnjo prepuščanja pri frekvencah, definiranih v vektorju f : 0 pomeni po-
polna zapora, 1 pomeni popolno prepuščanje. Definirali smo tudi dolžino
filtra n. Za lažje razumevanje si oglejmo programsko kodo:
% Bandpass f i l t e r from 8 to 13 Hz
f = [ 0 7 8 13 14 f s /2 ] / ( f s / 2 ) ;
a = [0 0 1 1 0 0 ] ;
n= 35 ;
b = f i r l s (n , f , a ) ;
kjer spremenljivki f in a predstavljata zgoraj opisana vektorja, n pa dolžino
filtra.
2.6 Izločanje značilk
Po filtriranju je bilo potrebno še izločiti značilke za klasifikacijo. Te smo
izločili iz filtriranih signalov v prostoru komponent, s pomočjo operatorjev
var (srednja vrednost vsote kvadratov vzorcev signala) in log (logaritem).
Za vsak interval aktivnosti leve in desne roke smo izračunali dve značilki. Za
lažje razumevanje si oglejmo programsko kodo:
for i =1: s ize ( t1s , 2 ) % zami s l j an j e a k t i v n o s t i l e v e roke
l v t 1 ( i , 1 ) = log ( var (tmp ( 1 , : ) ) ) ;
l v t 1 ( i , 2 ) = log ( var (tmp ( 2 , : ) ) ) ;
end
. . .
kjer je t1s trajna spremenljivka, v kateri hranimo intervale zamǐsljanja
aktivnosti leve roke, lvt1 pa spremenljivka, v kateri hranimo naše značilke.
Isti postopek sledi za desno roko, vendar z drugimi spremenljivkami (t2s in
lvt2). V našem primeru so značilke logaritem variance, oz. logaritem vsote
kvadratov vzorcev signala, saj velja [3]:
f = log(var(ST )), (2.7)
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kjer T predstavlja implementacijo sprektralnega filtra v matrični obliki
in f predstavlja vektor značilk signalov S v prostoru stanj.
2.7 Klasifikacija
Ko smo signale uspešno pretvorili in izločili značilke, nam je preostalo še,
da poženemo klasifikacijo skozi posamezne subjekte ter izbranimi posnetki
baze EEGMMI DS. Za klasifikacijo smo izbrali dva klasifikatorja, ta sta:
• linearna diskriminantna analiza (angl. linear discriminant analysis,
LDA);
• kvadratna diskriminantna analiza (angl. quadratic discriminant ana-
lysis, QDA).
Uporabili smo postopek z desetkratnim prečnim preverjanjem ter 50 po-
novitvami. Za ugotavljanje zmogljivosti klasifikacije smo uporabili naslednje
mere zmogljivosti: občutljivost SE, specifičnost SP , klasifikacijsko točnost
CA in površina pod krivuljo ROC AUC. Predvsem nas bo za celotno bazo
zanimal QDA, LDA bomo samo pogledali, kako se primerja s QDA-jem pri
določenih subjektih.
2.7.1 Linearna diskriminantna analiza
Na področju klasifikacije možganskih signalov avtorji največkrat upora-
bljajo klasifikator LDA. Ta predpostavi, da so vsi razredi linearno ločljivi.
Nato definira linearno diskriminantno funkcijo, ki predstavlja hiperravnino v
prostoru značilk za ločevanje razredov.
V odvisnosti od tega na kateri strani je vektor značilk najden, bo določen
kateremu razredu pripada vektor značilk [3]. Ideja LDA je najti tako opti-
malno hiperravnino in tak vektor normale w na to hiperravnino, da se vek-
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torji značilk x1, x2, ..., xN1 in x1, x2, ..., xN2 razredov C1 in C2 dobro ločujejo
glede na to hiperravnino, ob tem pa ohranimo majhno varianco vsake sku-
pine [1, 12]. Odločitvena (diskriminanta) spremenljivka, y, je predstavljena
kot linearna kombinacija p komponent vektorja značilk x :
y = xTw − b, (2.8)
kjer je b prag.
2.7.2 Kvadratna diskriminantna analiza
QDA je tesno povezana z LDA, kjer se domneva, da so meritve iz vsakega
razreda normalno porazdeljene. Za razliko od LDA pa pri QDA ni domneve,
da je kovarianca pri vseh razredih enaka [11]. Nekatere raziskave so pokazale,
da je QDA natančneǰsi algoritem od LDA [11]. Zaradi tega smo se odločili,
da bomo za klasifikacijo celotne baze uporabili QDA. Za posamezne subjekte
bomo tudi primerjali dosežene zmogljivosti ob uporabi obeh klasifikatorjev.
2.8 Metrike zmogljivosti
Za ugotavljanje zmogljivosti klasifikacij smo uporabili dogodkovno usmer-
jeno matriko, prikazana v Tabeli 2.1. V tabeli so v stolpcih prikazane
odločitve klasifikatorja, v vrsticah so pa dejanske akcije, te so aktivnosti,
ki so jih izvajali subjekti (stisk leve in desne roke). V našem primeru je do-
godek (pozitiven razred) aktivnost leve roke, ne-dogodek (negativen razred)






Tabela 2.1: Dogodkovno usmerjena matrika.
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Za vrednotenje zmogljivosti klasifikatorjev smo uporabili sledeče vrednosti:
• TP (angl. true positives) - število pravilno klasificiranih dogodkov
(aktivnosti leve roke)
• FN (angl. false negatives) - število napačno klasificiranih dogodkov
(aktivnosti leve roke)
• FP (angl. false positives) - število pravilno klasificiranih ne-dogodkov
(aktivnosti desne roke)
• TN (angl. true negatives) - število napačno klasificiranih ne-dogodkov
(aktivnosti desne roke)
Iz teh vrednosti lahko izračunamo mere zmogljivosti, kot so občutljivost











kjer SP predstavlja razmerje ne-dogodkov, ki so bili pravilno klasificirani,
kot aktivnosti desne roke.
CA =
TP + TN
TP + TN + FP + FN
, (2.11)
kjer CA predstavlja razmerje pravilno klasificiranih aktivnosti leve in desne
roke proti vsem dogodkom in ne-dogodkom.
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Poleg teh mer nas bo še zanimal rezultat AUC oziroma površina pod kri-
vuljo ROC. AUC predstavlja skupno merilo uspešnosti za vse možne prage
klasifikacije [2]. AUC predstavlja verjetnost, da klasifikator naključno pozi-
tiven primer razvrsti bolj natančno, kot naključni negativni primer [2]. Vse





V tem poglavju si bomo ogledali rezultate obeh metod, ki smo jih imple-
mentirali med izdelavo diplomskega dela. Vsi naši rezultati so računski, za
lažji prikaz si bomo pomagali z grafi in tabelami. Glavni rezultat, ki nas bo
zanimal je klasifikacijska točnost za posamezne metode. Kot smo omenili v
Poglavju 1.3, smo jemali intervale zamǐsljanja motoričnih aktivnosti dolžin
2.5, 3, 3.5 in 4 sekunde. Vpliv časovne spremenljivke bomo tudi opredelili
poleg rezultatov klasifikacije. Za glavni klasifikator smo izbrali QDA, vendar
nas bo za posamezne subjekte zanimal še LDA.
3.1 Razčlenitev podatkovne baze
V Poglavju 2.2 smo opisali, da je naša podatkovna baza sestavljena iz
posameznih posnetkov s končnico .edf. Vsak posnetek vsebuje 64 sočasno
snemanih EEG signalov in je prav tako posnetek subjekta, ko si je ta zamǐsljal
(ali pa dejansko izvajal) motorične aktivnosti. Subjekti so izvajali 4 različne
naloge v 14-ih tekih, kot smo opisali v Poglavju 2.2. Vsak posnetek vsebuje
približno 20000 vzorcev (nekateri manj) ter oznake. Vsaka oznaka nam pove
za kakšno aktivnost gre, stisk roke ali pa zamǐsljanje stiska.
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Vsak subjekt ima svoj direktorij v podatkovni bazi. Direktoriji so označeni
z veliko črko S ter s tro-mestnim številom. Črka S označuje subjekta, tro-
mestno število predstavlja njegovo zaporedno številko. Vsak direktorij vse-
buje 14 posnetkov s končnico .edf. Te so označeni na podoben način kot
direktoriji. Oznaka posnetka se začne z veliko črko S, nato sledi tro-mestno
število, velika črka R in dvo-mestno število. Črka S označuje subjekta, tro-
mestno število njegovo zaporedno številko, črka R predstavlja posnetek in
dvo-mestno število predstavlja zaporedno številko posnetka. Primer posnetka
je: S005R07.edf.
Za izdelavo diplomskega dela smo izbrali posnetke, kjer so subjekti oprav-
ljali nalogo 2. To so torej posnetki, ki vsebujejo zaporedno številko 4, 8 in 12.
Za primerjalni del analize smo tudi izbrali subjekte, ki so opravljali nalogo
1 (dejanske aktivnosti), torej posnetki s številko 3, 7 in 11. Med izdelavo
diplomskega dela smo izključili nekaj subjektov iz analize, te so:
• S088: ima le 8 in 7 intervalov;
• S089: nima intervalov za desno roko;
• S092: ima le 6 in 9 intervalov;
• S100: ima le 4 in 5 intervalov;
• S104: ima prekratek interval, traja manj kot 3 sekunde (2.98 s).
Vsi ostali subjekti v podatkovni bazi imajo vse intervale dolge najmanj 4.0
sekunde in najmanj 21 intervalov zamǐsljanj ene ali druge roke. Problem z
naštetimi subjekti je, da imajo ali premalo intervalov, ali pa imajo prekratke
intervale. Z majhnim številom intervalov ne bi bilo možno narediti klasifi-
kacije z desetkratnim prečnim preverjanjem, za nekatere ne bi bilo možno
niti petkratno prečno preverjanje. Posnetek s prekratkim intervalom smo
izključili zato, da ne bi negativno vplival na rezultate klasifikacije. Zaradi
zgoraj opisanih razlogov, smo te subjekte izločili iz nadaljnje analize.
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3.2 Izračun značilk
Kot smo omenili v Poglavju 2 smo implementirali dve metodi: CSP in
metodo z uporabo velike Laplace-ove maske. Predno smo začeli izvajati
klasifikacije smo izločili vse intervale zamǐsljanja za levo in desno roko. Te
intervale smo filtrirali in zapisali v tekstovne datoteke.
3.2.1 Metoda CSP
Na začetku metode smo prebrali posnetke subjekta, ki smo ga prejeli kot
parameter. Kot drugi parameter smo prejeli prvi posnetek, ki ga želimo
prebrati, npr. 4, če beremo intervale zamǐsljanja motoričnih aktivnosti (za
dejanske aktivnosti bi prejeli 3). Nato smo za te posnetke prebrali intervale
aktivnosti in jih shranili v posebni spremenljivki t1s in t2s. Spremenljivki sta
tipa cell, te omogočajo hranjenje vrednosti poljubnih tipov oziroma dolžin.
To se je izkazalo kot najbolj fleksibilna in enostavna izbira, saj so lahko po-
samezni intervali različnih dolžin, kar bi oteževalo shranjevanje v 3-D tabelo.
Preostal je še izračun povprečnih intervalov. Za učinkovito delovanje me-
tode CSP je potrebno matriko W izračunati na osnovi povprečnih intervalov
zamǐsljanj obeh stanj, oziroma na osnovi učnih intervalov. V našem primeru
smo v povprečje jemali prvih pet intervalov zamǐsljanj. Za lažje razumevanje
si oglejmo blok kode, kjer se to izvrši:
N int povp = 5 ;
t1s mean = ce l l 2mat ( t1 s ( 1 ) ) ;
for j = 2 : N int povp
t1s mean = t1s mean + ce l l 2mat ( t1 s ( j ) ) ;
end
t1s mean = t1s mean / s ize (T1 , 2 ) ;
t2s mean = ce l l 2mat ( t2 s ( 1 ) ) ;
for j = 2 : N int povp
t2s mean = t2s mean + ce l l 2mat ( t2 s ( j ) ) ;
end
t2s mean = t2s mean / s ize (T2 , 2 ) ;
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Slika 3.1: Povprečje intervalov za levo roko. Prikazani so osnovni signali
predno smo jih izračunali v prostoru komponent. Po osi X so prikazani
vzorci, po osi Y pa vrednosti A/D pretvornika.
Slika 3.2: Povprečje intervalov za desno roko. Prikazani so osnovni signali
predno smo jih izračunali v prostoru komponent. Po osi X so prikazani vzorci,
po osi Y pa vrednosti A/D pretvornika.
Na Slikah 3.1 in 3.2 lahko vidimo povprečne intervale za zamǐsljanje leve in
desne roke za izbrani subjekt, S053. Na podlagi teh vrednosti smo izračunali
matriko W . Signale smo izračunali v prostoru komponent in jih filtrirali
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v razponu od 8 do 13 Hz. Nato smo za signale na aktivnostih T1 in T2
izračunali varianco in logaritem.
Slika 3.3: Intervali zamǐsljanj aktivnosti leve roke v prostoru komponent pred
filtriranjem. Po osi X so prikazani vzorci.
Slika 3.4: Intervali zamǐsljanj aktivnosti leve roke v prostoru komponent po
filtriranju. Po osi X so prikazani vzorci.
Na Slikah 3.3 in 3.4 lahko vidimo intervale zamǐsljanj aktivnosti leve roke
za subjekt S053 v prostoru komponent.
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3.2.2 Velika Laplace-ova maska
Laplace-ovo masko smo implementirali na podoben način, kot metodo CSP.
Subjekte in začetno številko posnetkov smo prejeli, kot parametre. Posnetke
smo prebrali, pogledali kje se nahajajo intervali zamǐsljanj in jih shranili v
posebni spremenljivki tipa cell. Pri tej metodi nismo računali matrike W , saj
je nismo potrebovali, ker smo signale pretvorili s pomočjo Laplace-ove enačbe,
omenjene v Poglavju 2.4. Torej smo implementirali sledeči blok kode:
for n=1: length ( s i g ( 1 , : ) )
s ig tmp (1 , n) = s i g (13 , n) − 1/4 ∗ ( s i g (11 , n)
+ s i g (36 , n) + s i g (42 , n) + s i g (53 , n ) ) ;
s ig tmp (2 , n) = s i g (9 , n ) − 1/4 ∗ ( s i g (11 , n)
+ s i g (32 , n) + s i g (41 , n) + s i g (49 , n ) ) ;
end
s i g = sig tmp ;
Te vrednosti smo prenesli iz trajne spremenljivke v spremenljivko, kjer
smo dejansko hranili naš prebrani signal. Nato sledi isti postopek, kot pri
metodi CSP. Signale smo izračunali v prostoru komponent in jih filtrirali s
pasovno prepustnim filtrom z razponom 8-13 Hz. Nato smo na aktivnostih
T1 in T2 izračunali logaritem in varianco. Z logaritmom in varianco smo
izračunali vrednosti značilk, ki smo jih nato shranili v tekstovne datoteke na
trdem disku. Datoteke so bile poimenovane v sledečem formatu: velika črka
S, tro-mestno število, ki predstavlja zaporedno številko subjekta in naziv fe-
atureVectors ali referenceClass. Primer datoteke je: S053featureVectors.txt
ali S053referenceClass.txt. V datoteki featureVectors smo shranili vredno-
sti značilk, ki so bile shranjene kot 2-D vektorji, datoteka referenceClass je
označevala, katere aktivnosti predstavljajo vektorji (T1 ali T2).
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Slika 3.5: Intervali zamǐsljanj aktivnosti desne roke v prostoru komponent
pred filtriranjem. Po osi X so prikazani vzorci.
Slika 3.6: Intervali zamǐsljanj aktivnosti desne roke v prostoru komponent
po filtriranju. Po osi X so prikazani vzorci.
Na Slikah 3.5 in 3.6 lahko spet vidimo signale v prostoru komponent pred
in po filtriranju za subjekt S053. Na teh slikah lahko opazimo, da so vrednosti
pri veliki Laplace-ovi maski precej nižje v primerjavi z metodo CSP.
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3.2.3 Diagram raztrosa
Ko smo izračunali vse značilke in jih zapisali na disk, smo jih vizualizirali
s pomočjo diagrama raztrosa. Diagram nam je služil, kot potrditev, da se
program lahko uspešno izvede v celoti brez kakršnihkoli težav. Po drugi
strani pa smo želeli vizualizirati prostor značilk. Primere diagramov raztrosa
si lahko ogledamo na Slikah 3.7 in 3.8:
Slika 3.7: Prikaz značilk z diagramom raztrosa pri metodi CSP za subjekt
S053.




V zadnjem delu poglavja si bomo ogledali rezultate klasifikacije za celotno
bazo. Za zamǐsljanje motoričnih aktivnosti smo uporabili klasifikatorja QDA
in LDA, kjer nas bo bolj zanimal QDA, kot pa LDA. LDA si bomo ogledali
pri posameznih subjektih, da lahko vidimo, kako se primerja s QDA-jem.
Za zaključek si bomo ogledali najbolǰse subjekte iz klasifikacije ter rezultate
klasifikacije za dejanske aktivnosti. Najbolj nas bo zanimalo, kako se rezultati
med zamǐsljenimi in dejanskimi akcijami primerjajo med sabo, kateri so bolǰsi
in zakaj so bolǰsi.
3.3.1 Klasifikacija za vse subjekte
V Tabelah 3.1 in 3.2 lahko vidimo rezultate klasifikacije pri obeh metodah,
ki smo jih pridobili s klasifikatorjem QDA. Ti rezultati so kar nizki, pri obeh
metodah dosežejo komaj nad 50 %. Najmočneǰsa metoda je bila CSP, s
klasifikacijsko točnostjo, ki je znašala 53.08 %, pri časovnem intervalu 4.0 s.
Pri metodi z uporabo velike Laplace-ove maske smo dobili najbolǰsi rezultat
pri 2.5 s, kjer je klasifikacijska točnost znašala 52.59 %. Ti rezultati so
relativno nizki, ker se ne ve kje točno so intervali zamǐsljanj. Tako nizke
rezultate najdemo tudi v predhodnem delu [8], ki je temeljilo na izločanju
značilk iz močnostnih spektrov signalov. Odločili smo se, da bomo ponovno
zagnali klasifikacijo za tiste izbrane subjekte za katere je CA presegla 50 %.
Rezultati za zamǐsljanje aktivnosti (CSP)
Čas [s] SE SP CA AUC
2.5 36.78 66.55 51.54 53.17
3.0 42.20 63.45 52.74 54.73
3.5 45.53 59.40 52.40 54.03
4.0 42.03 64.31 53.08 54.84
Tabela 3.1: Rezultati klasifikacije za CSP z uporabo QDA.
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Rezultati za zamǐsljanje aktivnosti (Laplace)
Čas [s] SE SP CA AUC
2.5 63.77 41.21 52.59 53.47
3.0 58.69 45.99 52.39 53.29
3.5 53.39 50.52 51.97 52.82
4.0 54.36 48.84 51.62 52.12
Tabela 3.2: Rezultati klasifikacije za veliko Laplace-ovo masko z uporabo
QDA.
3.3.2 Klasifikacija za izbrane subjekte
Rezultati za izbrane subjekte so prikazani v Tabelah 3.3 in 3.4 in so vǐsji
od preǰsnjih rezultatov. Rezultate smo v tem primeru spet pridobili s kla-
sifikatorjem QDA. Najvǐsjo klasifikacijsko točnost smo spet dosegli pri me-
todi CSP, kjer je klasifikacijska točnost 59.26 %, pri intervalu 4.0 s. Velika
Laplace-ova maska je dosegla najvǐsjo klasifikacijsko točnost pri 3.5 s, ki je
znašala 57.87 %. Po pregledu rezultatov smo se odločili za še eno primer-
javo. Želeli smo primerjati rezultate te klasifikacije z rezultati klasifikacije,
pri izvedbi resničnih aktivnosti (dejanski stisk leve ali desne pesti).
Rezultati (CSP)














Tabela 3.4: Rezultati klasifikacije za izbrane subjekte za veliko Laplace-ovo
masko z uporabo QDA.
3.3.3 Rezultati klasifikacije med resničnim izvajanjem
aktivnosti
Za izračun značilk med resničnim izvajanjem aktivnosti smo v naš program
vpisali argument 3, z namenom, da bi brali posnetke, kjer se izvajajo resnične
aktivnosti. To so posnetki 3, 7 in 11. Za te posnetke smo sklepali, da so se
aktivnosti zares izvajale 4.1 s, kot so dolžine označenih intervalov dejanskih
aktivnosti. Prav tako smo pri tej metodi izračunali zmogljivosti klasifikacije
za izbrane subjekte, in sicer za iste, kot pri zamǐsljanju motoričnih aktiv-
nosti. Za uzračun zmogljivosti smo uporabili klasifikator QDA tako, kot pri
preǰsnjih izvedbah klasifikacije. Rezultati so v tabeli 3.6. Rezultati za metodo
CSP v Tabeli 3.5 so bili bolǰsi v primerjavi s tistimi, ki jih imamo v Tabeli
3.1. Vendar za Laplace-ovo masko niso bili bolǰsi, so bili nižji za približno 2
%. Rezultati v Tabeli 3.6 so približno enako dobri, kot rezultati v Tabeli 3.4.
S končnimi rezultati za izbrane metode smo zadovoljni. Obstaja množica
subjektov, pri katerih ni čisto jasno kje v resnici so (znotraj označenih inter-
valov) dejanski intervali zamǐsljanj motoričnih aktivnosti, oziroma dejanski
intervali resničnih aktivnosti, zato smo tudi dobili nižje rezultate klasifikacije
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na začetku poglavja. Za dosego vǐsjih zmogljivosti bi bilo potrebno uporabiti
napredne postopke za avtomatsko iskanje teh dejanskih intervalov.
Rezultati za resnične aktivnosti
Metoda SE SP CA AUC
CSP 31.63 77.43 54.48 55.35
Laplace 29.20 71.12 50.11 50.18
Tabela 3.5: Rezultati klasifikacije za resnične aktivnosti z uporabo QDA.
Rezultati klasifikacije
Metoda SE SP CA AUC
CSP 55.33 58.61 57.51 58.60
Laplace 55.22 57.60 56.51 57.06
Tabela 3.6: Rezultati klasifikacije za resnične aktivnosti za izbrane subjekte
z uporabo QDA.
3.4 Rezultati klasifikacije za posamezne su-
bjekte
Za zaključek si bomo ogledali rezultate klasifikacije za izbrane posame-
zne subjekte. Izbrali smo tiste subjekte, ki so dosegli najvǐsjo klasifikacijsko
točnost v naši podatkovni bazi. Vrednosti za CA in AUC v Tabeli 3.7 smo
dobili s klasifikatorjem QDA. Prvo si bomo ogledali rezultate najbolǰsih su-
bjektov pri zamǐsljanju motoričnih aktivnosti v Tabeli 3.7, nato si bomo še
ogledali najvǐsje rezultate pri resničnih aktivnostih.
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Rezultati so pokazali, da je najbolǰsi subjekt v bazi S053, s klasifikacijsko
točnostjo 84.44 % pri metodi CSP, časovni interval 4.0 s. Ta se je tudi pojavil,
kot najbolǰsi subjekt pri isti metodi, s klasifikacijsko točnostjo 82.61 %, 82.22
% pri različnih časovnih intervalih. Najbolǰsi subjekt pri metodi z uporabo
velike Laplace-ove maske je bil S029, s klasifikacijsko točnostjo, ki je znašala
77.78 % pri časovnem intervalu 3.5 s. Rezultati pri klasifikatorju LDA so
bili skoraj identični, CA se je ujemala pri obeh metodah, vendar je bil AUC
nekoliko vǐsji pri LDA. Torej, če bi vzeli za glavni klasifikator LDA, ne bi
opazili nobenih razlik, razen pri AUC vrednostih. Poleg tega smo v Tabelo
3.7 vključili še primerjave obeh metod za najbolǰse rezultate. Iz te lahko
razberemo, da so bili rezultati za isti subjekt slabši od prve metode.
Pri resničnih aktivnostih sta bila najbolǰsa subjekta (označena s črko R v
Tabeli 3.7):
• S063, ki je pri metodi CSP dosegel klasifikacijsko točnost 73.33 % in
• S019, ki je pri metodi z uporabo velike Laplace-ove maske dosegel kla-
sifikacijsko točnost 71.11 %.
Najbolǰsi rezultati za posamezne subjekte
Čas [s] Subjekt Metoda CA AUC Metoda CA AUC
4.0 S053 CSP 84.44 81.91 Laplace 44.44 42.30
4.0 S090 CSP 77.78 85.72 Laplace 51.11 51.97
3.5 S055 CSP 71.11 76.59 Laplace 53.33 55.71
4.0 S063 CSPR 73.33 77.49 LaplaceR 37.78 34.51
3.0 S007 Laplace 73.33 81.86 CSP 57.78 47.72
3.5 S029 Laplace 77.78 82.64 CSP 48.89 44.08
2.5 S042 Laplace 71.11 83.31 CSP 53.33 50.70
4.0 S019 LaplaceR 71.11 72.50 CSPR 46.67 46.61




Z diplomsko nalogo smo želeli primerjati dve metodi za predelavo osnovnih
EEG signalov v signale v prostoru komponent, iz katerih bi izločili značilke in
nato klasificirali intervale zamǐsljanj motoričnih aktivnosti. Ugotovili smo,
da so rezultati klasifikacije pri metodah CSP in metoda z uporabo velike
Laplace-ove maske nizki zato, ker ne vemo kje točno se nahajajo intervali
zamǐsljanja motoričnih aktivnosti.
4.1 Zaključki
Rezultati so pokazali, da je metoda CSP močneǰsa, saj je v skoraj vseh
primerih dosegla vǐsje rezultate pri klasifikaciji od metode z uporabo velike
Laplace-ove maske. Izkazalo se je, da so rezultati pri metodi CSP bili bolǰsi,
če smo klasifikacijo pognali skozi tiste izbrane subjekte, ki so imeli klasifika-
cijsko točnost večjo od 50 %, teh je bilo okoli 60 od 104 prvotnih subjektov.
Pri metodi z uporabo velike Laplace-ove maske smo v tem primeru dobili
slabše rezultate.
Na splošno je klasifikacijska točnost dosegla do okoli 60 % za večino su-
bjektov pri obeh metodah. Ta rezultat je za nas bil dovolj dober, vendar bi
lahko bil bolǰsi. Izkazalo se je, da v bistvu ne vemo kje točno se v posnetkih
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nahajajo intervali zamǐsljanja motoričnih aktivnosti. V ta namen bi bilo po-
trebno implementirati napredne avtomatske postopke za iskanje dogodkovne
sinhronizacije in desinhronizacije.
4.2 Primerjava rezultatov
Trenutno v strokovni literaturi ni objav, ki bi se nanašale na zmogljivost
klasifikacije intervalov zamǐsljanj motoričnih aktivnosti podatkovne baze EE-
GMMI DS. Razlog leži v težavnosti podatkovne baze, ne ve se namreč, kje
točno ležijo intervali zamǐsljanj. Obstojata pa dve deli, ki sta se ukvarjali
s to temo, diplomski nalogi Adama Prestorja [8] in Martina Kamenšeka [4].
V nadaljevanju primerjamo dosežene klasifikacijske točnosti teh dveh del z
našimi rezultati.
Prestor je v sklopu svoje naloge [8] klasificiral intervale zamǐsljanj mo-
toričnih aktivnosti in intervale dejanskih aktivnosti. Značilke je izločal v
področjih Mi in Beta. Za klasifikacijo značilk je uporabil sledeče klasifika-
torje: odločitveno drevo, naivni Bayesov klasifikator, klasifikator k-najbližjih
sosedov ter LDA in QDA [8]. V svojem delu je dosegel povprečno klasifika-
cijsko točnost 66.67 % za subjekt S046 z uporabo klasifikatorja odločitveno
drevo in 97.62 % za subjekt S069 s klasifikatojem LDA.
Kamenšek je prav tako v sklopu svoje naloge [4] razvil metodo za klasifi-
kacijo intervalov zamǐsljanj motoričnih aktivnosti. Za klasificiranje značilk je
implementiral nevronsko mrežo, značilke je pa izločal v Mi in Beta področju
[4]. Sprva je dosegel klasifikacijsko točnost 52 %. Nato je program predelal
tako, da je mreža kot vhod dobila povprečja intervalov. S tem je dosegel
klasifikacijsko točnost 80.8 %.
Torej, če primerjamo naše rezultate in rezultate v delih [4] in [8] je bila prva
dosežena klasifikacijska točnost med 50 in 60 % v vseh treh delih. Najvǐsja
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klasifikacijska točnost za celotno bazo je bila dosežena v [4] z uporabo ne-
vronske mreže in sicer 80.8 %. Za posamezne subjekte pa je bila dosežena
najvǐsja klasifikacijska točnost v [8], z uporabo klasifikatorja LDA in sicer
97.62 %.
4.3 Bodoče delo
V nadaljnje raziskave bi bilo potrebno vključiti postopke za avtomatsko
iskanje intervalov dogodkovne sinhronizacije in desinhronizcaije. To so na-
mreč tisti intervali, ki sovpadajo z intervali zamǐsljanj motoričnih aktivnosti.
Ta pristop bi zanesljivo rezultiral v vǐsje klasifikacijske točnosti.
Prav tako se čuti potreba po novi podatkovni bazi v kateri bi bili intervali
zamǐsljanj motoričnih aktivnosti natančno označeni.
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https://ucilnica.fri.uni-lj.si/course/view.php?id=279. [Do-
stopano: 9. 6. 2020].
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računalnǐstvo in informatiko, Univerza v Ljubljani, 2018.
37
38 Mateo Kalem
[9] Gerwin Schalk, Dennis J McFarland, Thilo Hinterberger, Niels Bir-
baumer, and Jonathan R Wolpaw. Bci2000: a general-purpose brain-
computer interface (bci) system. IEEE Transactions on biomedical en-
gineering, 51(6):1034–1043, 2004.
[10] Leif Sörnmo and Pablo Laguna. Bioelectrical signal processing in cardiac
and neurological applications, volume 8. Academic Press, 2005.
[11] Alaa Tharwat. Linear vs. quadratic discriminant analysis classifier: a
tutorial. International Journal of Applied Pattern Recognition, 3(2):145–
180, 2016.
[12] Jonathan Wolpaw and Elizabeth Winter Wolpaw. Brain-computer in-
terfaces: principles and practice. OUP USA, 2012.
[13] Jonathan R Wolpaw and Dennis J McFarland. Control of a two-
dimensional movement signal by a noninvasive brain-computer inter-
face in humans. Proceedings of the national academy of sciences,
101(51):17849–17854, 2004.
