This paper describes a system for the semantic-based translation of spoken or written limited-domain utterances. The semantic structure as output of a semantic decoder serves as the intcrlingua-level. A word chain generator combined with a linguistic post-processor produces the according word chain in the target language. Both the semantic decoder and the word chain generator work with pure stochastic and trainable knowledge bases. The gammatical features of cmain words can be easily extracted by the help of both the word chain and the semantic structure.
SYSTEM OVERVIEW
The depicted translation system, suitable for limited-domain utterances (comparable to 131 and 1141) without any subordinate clause. consists of three main components: Under the assumption that a semantic structure is not language specific, we can use this semantic representation level as interlingua-level for the translation task -similar to the principle of the concept-based translation [4] .
The wchain_gmeratpl converts a semantic structure SE into a corresponding word chain Ws of the target language. Since the semantic structure SE does not contain any grammatical information, the syntax of the word chain Ws may not be. c m t .
The linmistic DO s t -m e s s iu module converts the possibly grammatically wrong word chain Wg into a correct ('optimized') word chain Wept. These three components are described in detail in the following chapters. Furthennore, a speech synthesis module (text-tospeech, lTS) produces spoken output in the target language.
THE SEMANTIC STRUCTURE
In our approach, the semantic structure S (representing the semantic content) is a tree consisting of a finite number N of semantic units ( 
SEMANTIC DECODING
The semantic decoder convem a spoken utterance (given as observation sequence 0) into its semantic representation (in our approach denoted as semantic suucture S). From the set of all possible S, that one SE has to be found which is most probable given the obsexvation sequence 0, i.e. which maximizes the a-posteriori-probability P(S( 0) . The resulting term can be transformed using the Bayes for-
mula.
Since P ( 0 ) is not relevant for maximizing, it can be neglected:
Due to the high variery of S and 0, it is not possible to estimate P(0IS) directly. Therefore, additional representation levels are necessary. Clearly defined are the word chain Wand the phoneme chain Ph, which can be used to calculate SE:
Eq. (5) can be implemented as 'topdown'-approach for finding that semantic smcture SE, which is the most likely combination of a semantic structure S, a word chain W, a phoneme chain Ph and the given observation sequence 0. In the above equations, we assume statistical independence of all probabilities, which are stored in four stochastic knowledge bases (called "models"):
The semantic model delivers the a-priori probability P[S) for the occwence of a certain semantic smcm e S.
The ~vntacn 'c m a delivers the conditional probability P(WIs) for the occurrence of a word chain W given a c e d n semantic structure S.
The phonetic model delivers the conditional probability P(PhlW) for the occurrence of a phoneme chain Ph given a Certain word chain W.
The acoust~ 'c model delivers the conditional probability P(OIPh) for the occurrence of an observation sequence 0 given a certain phoneme chain Ph. 
WORD CHAIN GENERATOR
The word chain generator converts a semantic structure into the corresponding word chain of the target language. For this purpose, we make use of the generative power of our syntactic models by creating just the most likely word chain given a certain semantic structure. The Since the Semantic structure does not contain any grammatical information, case, number, and gender of words in WE may be wrong. ('create two red sphere') might be generated. In this case, the emission probabilities for the singular words 'rot' and 'kugel' is according to the syntactic model higher than those for the c o w plural words 'rote' and 'kugeln'.
Because choice (i.e. the uninflected word) and alignment of the generated words in Wg are fixed by the transitions and the emissions of the syntactic model and cannot be. rechanged in a later stage, it is advisable to use manually created instead of trained syntactic knowledge bases for the target language.
5, LINGUISTIC POST-PROCESSING
The post-processing module converts the grammatically wrong word chain Wg into a correct word chain Wopf by changing the inflection of some words using the following knowledge bases:
The grammar rules specify the grammatical features (case, number, gender) of a cenain word by the help of both the word chain Wg and the sem. structure SE.
The inflectional model delivers the correct inflection of a word given its grammatical features.
The semantic structure SEis recursively examined semun by semun. If the affiliated word of the cumnt semun is a noun, an adjective, or an article, the correct inflection has to be found according to the respective grammatical features. The gender is extracted depending on the emitted noun, but case and number are extracted depending only on the semantic structure SE (which is a different and new approach compared to classic linguistics). As an example, we look at following word chain Wg and semantic structure SE: After gone through the whole semantic structure, the optimized word chain Wop, with the correct inflections can be composed as Wopf : 'etzeuge zwei rote kugeln'
('create two red spheres'). Note, that neither the choice nor the alignment of the words is changed during the post-processing.
PERFORMANCE RATES

Semantic Decoding
For woken inmt the grammar was mined with 1843 utterances within the 'graphic editor' domain. For testing the decoder, we used 100 utterances, which are a subset of the training set, to avoid outof-vocabulary errors. 
