A construction of codes of length n = q + 1 and minimum Hamming distance 3 over GF(q)\{0} is given. Substitution of the derived codes into a concatenation construction yields nonlinear binary single-error correcting codes with better than known parameters. In particular, new binary single-error correcting codes having more codewords than the best previously known in the range n ≤ 512 are obtained for the lengths 64-66, 128-133, 256-262, and 512. 
In this correspondence we consider lower bounds on A(n, 3). One of the most powerful tools in obtaining good lower bounds on A(n, 3) is the following method which consists of two steps:
• Subalphabet subcode construction: Suppose we have a nonbinary (n, M, d) Q code C over an alphabet A = {α 1 , α 2 , . . . , α Q }. Then, for S ⊆ A we can construct n, M , d |S| subcode C of C over subalphabet S of A, i.e., C consists of those codewords of C which have values from S in all the coordinates. It is clear that
Thus, the resulting binary code has length n · n 0 and minimum distance d.
The size of the code obtained depends on the values M i , 1 ≤ i ≤ |S|.
To obtain good binary codes with minimum distance 3, one usually takes |S| = 2 m and codes C i be cosets of the binary Hamming code of length 2 m − 1. For a description of this method and some related constructions the reader is referred to [1] [2] [3] [4] 6] . In Sect. 2, we present a new construction which is a modification of the method given above. We construct a subalphabet subcode such that the alphabet sizes of the coordinates of the new code are not all equal |S|. In Sect. 3, we apply the new construction and obtain improved lower bounds on A(n, 3).
The following notations will be used. The binary Hamming code of order s,
denotes the collection of non-intersecting codes consisting of the binary Hamming code and its 2 s − 1 cosets.
Construction
For C being an (n, M, d) code, let A w be the number of codewords of weight w. The numbers A 0 , A 1 , . . . , A n are called the weight distribution of C.
Throughout C will denote the nonbinary MDS Hamming code having parameters
Theorem 1 The number of codewords of weight w in an
We
Lemma 1 For every coordinate and any i ∈ {1, . . . , q − 1}, the number of codewords
where G is a generator matrix of C and c is the th coordinate of the codeword c.
We wish to prove that for each , 1 ≤ ≤ q + 1, and for any i, j ∈ {1, . . . , q − 1},
where α −1 j denotes multiplicative inverse of α j in GF(q), which completes the proof.
Lemma 2
For every coordinate, the number of codewords of C q having 0 in that coordinate is A q /(q + 1).
Proof Let
be a parity check matrix of C and 
Using (1) we have
and therefore
Lemma 3 For a [q + 1, q − 1, 3] q MDS code C, q odd,
Proof Using (1), we obtain
Lemma 4 For a [q + 1, q − 1, 3] q MDS code C, q odd,
q−1 codewords of C q+1 having α 1 , . . . , α m in the th coordinate, and A+1 codewords of the code C q having 0 at the th coordinate which we substitute by α m+1 . Therefore, we obtain a q + 1, m
code over GF(q)\{0}. Let us denote this code by D(m, q). If q is odd it is easy to evaluate, using (2) and (3), that D(m, q) has parameters
Now, let us consider the case m = 2 s − 1 and q = 2 t + 1. We plug in the values for m and q and obtain that D(2 s − 1, 2 t + 1) is an (n, M, 3) 2 t code, where n = 2 t + 2, M = 2 t2 t +t+s + 2 3t + 2 2t+1 + 2 t − 2 2t+s − 2 t+s+1 2 2t + 2 t+1 + 1 .
We know that in the code D(2 s − 1, 2 t + 1), in the th coordinate, only 2 s symbols can appear from the 2 t symbols of GF(2 t + 1) \ {0}. Therefore, we can encode the codewords of D(2 s − 1, 2 t + 1) in the following way to obtain a binary code.
In the -th coordinate: If s = 1, then α 1 → 0 and α 2 → 1. 
