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THE RATIONAL CUSPIDAL DIVISOR CLASS GROUP OF X0(N)
HWAJONG YOO
Abstract. For any positive integerN , we completely determine the structure of the rational cuspidal divisor class group
C(N) of X0(N), which is conjecturally equal to the group of rational torsion points on J0(N). More specifically, let ℓ
be any given prime. For a non-trivial divisor d of N , we construct a rational cuspidal divisor Zℓ(d) and show that the
ℓ-primary subgroup of C(N) is isomorphic to the direct sum of the cyclic groups generated by the images of the divisors
Zℓ(d). Also, we compute the order of the image of the divisor Zℓ(d) in J0(N).
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1. Introduction
1.1. Main result. Let N be a positive integer and let Γ0(N) be the congruence subgroup of SL2(Z) consisting of
upper triangular matrices moduloN . The complete modular curveX0(N)C is the union of the affine modular curve
Y0(N)C = Γ0(N)\H and the finite set of cusps, where H is the complex upper half plane. The curve X0(N)C
has a canonical nonsingular projective model X0(N) defined over Q [16, Ch. 6] and in this model the set of cusps
is invariant under the action of Gal(Q/Q), the absolute Galois group of Q. Let J0(N) be the Jacobian variety of
X0(N), which is an abelian variety over Q.
By Mordell–Weil theorem, we have
J0(N)(Q) ≃ Z
⊕r
⊕
J0(N)(Q)tor for some integer r ≥ 0,
where J0(N)(Q)tor is a finite abelian group consisting of the rational torsion points, called the rational torsion sub-
group of J0(N). We would like to understand the group J0(N)(Q)tor for any positive integer N , but there are no
systematic ways to do it yet. On the other hand, if N is a prime we have the following, which is known as Ogg’s
conjecture.
Theorem 1.1 (Mazur). For a prime N , we have
J0(N)(Q)tor =
〈
0−∞
〉
≃ Z/nZ,
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where 0 and∞ denote two cusps of X0(N) and n = Num(
N−1
12 ) is the numerator of
N−1
12 .
Let C(N) be the rational cuspidal divisor class group ofX0(N), which is defined as the subgroup of J0(N) gener-
ated by the images of degree 0 rational cuspidal divisors1 on X0(N). By Manin and Drinfeld [6, 2], we have
C(N) ⊂ J0(N)(Q)tor.
Moreover, we expect the following.
Conjecture 1.2 (Generalized Ogg’s conjecture). For any positive integer N , we have
J0(N)(Q)tor = C(N).
(For more details about this conjecture, see Section 2.6.) Thus, it is worth to understand the structure of the group
C(N) for any positive integerN . Although the group C(N) is a very explicit object, its precise structure is not much
known, due to lack of efficient tools. For a prime ℓ, let C(N)[ℓ∞] denote the ℓ-primary subgroup of the group C(N).
As far as the author’s knowledge, the group C(N)[ℓ∞] is precisely computed for the following cases:
– N is a product of two distinct primes and ℓ is any prime by Chua and Ling [1].
– N is a power of an odd prime p and ℓ is any prime by Ling [4].
– N is a power of 2 and ℓ is any prime by Rouse and Webb [15, Th. 10].
– N is a squarefree integer and ℓ is any odd prime by Takagi [19, Th. 6.1].2
(If N is small enough, it can be computed by Magma or Sage.)
In this paper, we completely determine the structure of the group C(N)[ℓ∞] for any positive integer N and any
prime ℓ. First, we try to find rational cuspidal divisors Dd’s such that
C(N) ≃
⊕
d∈D0
N
〈
Dd
〉
,
where D0N is the set of all non-trivial divisors
3 of N and Dd denotes the image of the divisor Dd in J0(N). This
is already very difficult if N is a product of two primes. Nevertheless, we almost solve this problem by leaving the
“squarefree part” aside.
Theorem 1.3. Let N be a positive integer. Let DnsfN be the set of all non-squarefree divisors ofN and let D
sf
N be the set
of all non-trivial squarefree divisors of N . For any non-trivial divisor d of N , there is a rational cuspidal divisor Z(d)
such that
C(N) ≃ C(N)sf
⊕
d∈DnsfN
〈
Z(d)
〉
,
where the squarefree part C(N)sf is defined as
〈
Z(d) : d ∈ DsfN
〉
, which is equal to C(N) if N is squarefree. Also, the
order of Z(d) is n(N, d), which is defined in Section 1.6, and hence〈
Z(d)
〉
≃ Z/n(N, d)Z.
Next, we study the squarefree part C(N)sf of the group C(N). Since it seems very difficult to find its decomposition
as mentioned above, we instead have the following.
1By a cuspidal divisor we mean a divisor of X0(N) which has support only on cusps, and by a rational cuspidal divisor we mean a cuspidal
divisor which is fixed under the action of Gal(Q/Q).
2If ℓ = 3, there is some assumption on N though.
3By a non-trivial divisor we mean a (positive) divisor different from 1.
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Theorem 1.4. Let ℓ be any given prime, and let N be a positive integer. For any non-trivial squarefree divisor d of N ,
there is a rational cuspidal divisor Zℓ(d) such that
C(N)sf[ℓ∞] ≃
⊕
d∈Dsf
N
〈
Zℓ(d)
〉
.
Also, the order of Zℓ(d) is nℓ(N, d), which is defined in Section 1.6, and therefore〈
Zℓ(d)
〉
≃ Z/nℓ(N, d)Z.
For a non-squarefree divisor d of N , let aℓ(d) := n(N, d) × ℓ−vℓ(n(N, d)) be the prime-to-ℓ part of n(N, d), and
we set Zℓ(d) := aℓ(d) · Z(d). Then, by Theorems 1.3 and 1.4, we have the following.
Theorem 1.5. Let ℓ be any given prime and let N be a positive integer. Then, we have
C(N)[ℓ∞] ≃
⊕
d∈D0
N
〈
Zℓ(d)
〉
≃
⊕
d∈D0
N
Z/nℓ(N, d)Z.
1.2. Application. In [17], William Stein conjectured that the cuspidal group4 of J0(N) is non-cyclic unless either
the genus of X0(N) is 0, or N is a prime, or N ∈ {14, 20, 26}. Also, he observed that J0(N) = J0(N)new in those
cases. As an application of our computation, we prove his conjecture and we provide a better characterization of his
observation.
Theorem 1.6. The cuspidal group of J0(N) is cyclic if and only if either the genus of X0(N) is 0, or N is a prime, or
N ∈ {14, 20, 26}. Furthermore, J0(N) = J0(N)new if and only if C(N) is cyclic or N = 24.
Proof. First of all, the genus ofX0(N) is zero if and only if
N ∈M0 := {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 16, 18, 25}.
Next, J0(N) = J0(N)new if and only if the genus ofX0(d) is zero for any proper divisors d ofN . Thus, J0(N) =
J0(N)
new if and only if
N ∈ P ∪M0 ∪ {14, 20, 24, 26, 27, 32, 36, 49, 50, 125, 169},
where P is the set of the prime numbers.
Then, the group C(N) is cyclic if and only if C(N)[ℓ∞] is cyclic for all primes ℓ by Chinese remainder theorem.
Hence by Theorem 1.5, the group C(N) is cyclic if and only if
N ∈ P ∪M0 ∪ {14, 20, 26, 27, 32, 36, 49, 50, 125, 169}.
Therefore we obtain the second assertion.
Last, let C0(N) denote the cuspidal group of J0(N). Note that the cuspidal group C0(N) is computed for N <
1008 in [17]. Since C(N) is a subgroup of the cuspidal group of J0(N), the group C0(N) is cyclic only if C(N) is
cyclic. Thus, C0(N) is cyclic if and only if
N ∈ P ∪M0 ∪ {14, 20, 26}.
This completes the proof. 
4The cuspidal group of J0(N) is the subgroup of J0(N) generated by the images of any degree 0 cuspidal divisors onX0(N).
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1.3. Construction of divisors Z(d) and Zℓ(d). Before describing our method to compute the group C(N), we
review previous methods and point out the difficulties in their generalization. Let N be a positive integer, and let
Div0cusp(X0(N))Q be the group of degree 0 rational cuspidal divisors on X0(N). For a divisor d of N , there is a
rational cuspidal divisor (Pd) on X0(N) whose degree is equal to ϕ(gcd(d,N/d)) and the group Div
0
cusp(X0(N))Q
is generated by
Cd := ϕ(gcd(d,N/d)) · (P1)− (Pd) for any non-trivial divisors d of N.
(Here, ϕ(n) denotes the Euler’s totient function.) For instance, CN = (P1)− (PN), which is denoted 0−∞ in many
papers [10, 7]. The starting point to understand the group C(N) is to compute the orders of Cd for any non-trivial
divisors d of N . This can be easily done by the method of Ligozat if N is either a product of two primes or a prime
power. However, as you can see in [3, Th. 3.2.16], the formula for the order ofCN looks very complicated in general.
So, we need better understanding for the computation of the order of Cd.
In order to determine the structure of C(N) after the computation of the order ofCd, it suffices to find all relations
among Cd’s (cf. [4, §2.2]). As already noticed in [4, p.31], this already seems very difficult if N is a power of 2, and
the main difficulty is that there is essentially only one method to find relations among Cd’s, which is as follows: If
there is a linear relation
∑
d∈D0
N
a(d) · Cd = 0 with a(d) ∈ Z, then the order of the image of a rational cuspidal
divisorX =
∑
d∈D0
N
a(d) ·Cd is 1. Although the order ofX can be computed via Ligozat’s method in principle once
a(d)’s are given, it is very hard to find such a(d)’s. Thus, it looks necessary to develop a new method to compute
the group C(N).
From now on, we illustrate our strategy for finding divisors Z(d) and Zℓ(d).
Notation : For i = 1 or 2, let Si(N)Q be the Q-vector space of dimension σ0(N) indexed by the divisors of N , and
let Si(N) be the Z-lattice of Si(N)Q consisting of integral vectors. In other words,
Si(N) = {(ad)d|N ∈ Q
σ0(N) : ad ∈ Z for all divisors d of N}
and Si(N)Q = Si(N) ⊗Z Q. Let S2(N)0 be the subspace of S2(N) consisting of vectors v = (ad)d|N satisfying∑
d|N ad · ϕ(gcd(d,N/d)) = 0. Then, we have a tautological bijection
ΦN : Div
0
cusp(X0(N))Q → S2(N)
0
sending
∑
d|N ad · (Pd) to (ad)d|N (Lemma 2.1). LetΥ(N) = (Υ(N)δd) be an integral square matrix indexed by the
divisors of N , which is defined in Section 3.1. We regard this matrix as a linear map from S2(N)Q to S1(N)Q.
Step 1 : First, we elaborate the method of Ligozat, and provide a simple algorithm to compute the order of C for any
C ∈ Div0cusp(X0(N))Q as follows: Let C =
∑
d|N a(d) · (Pd) ∈ Div
0
cusp(X0(N))Q. Then, we compute an integral
vector V (C) = (V (C)δ)δ|N defined as
V (C) := Υ(N)× ΦN (C) ∈ S1(N).
Let GCD(C) be the greatest common divisor of the entries of V (C) and let
V(C) := GCD(C)−1 · V (C) ∈ S1(N).
Although this computation is very easy, the vector V(C) plays a crucial role in the whole paper. For each prime p,
let
Pwp(C) :=
∑
vp(d) 6∈2Z
V(C)d,
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where the sum runs over the divisors of N whose p-adic valuations are odd. We define
OP(C) :=

1 if Pwp(C) ∈ 2Z for all primes p,2 if Pwp(C) 6∈ 2Z for some prime p.
Then, the order of C in J0(N) is equal to
Num
(
κ(N) · OP(C)
24 · GCD(C)
)
=
κ(N)
gcd(κ(N), 24 · GCD(C) · OP(C)−1)
,
where κ(N) = N
∏
p|N (p − p
−1) (Theorem 3.1). Using this, we simplify the result of Ligozat [3, Th. 3.2.16] and
compute the order of Cd for any non-trivial divisor d of N . More specifically, we prove that
GCD(Cd) = g(N, d) and OP(Cd) = h(N, d)
(Theorem 4.2). For the definition of g(N, d) and h(N, d), see Section 4.1.
Step 2 : Since finding relations among Cd’s is quite difficult, we instead try to find a nice criterion to prove linear
independence among the images of rational cuspidal divisors on X0(N). As a result, we have the following.
Theorem 1.7. Suppose that there is a divisor δ of N such that
V(Ck)δ = ±1 and V(Ci)δ = 0 for all 1 ≤ i ≤ k − 1.
Suppose further that OP(Ck) = 1. Then, we have〈
Ci : 1 ≤ i ≤ k − 1
〉
∩
〈
Ck
〉
= 0.
There are another similar criteria to prove linear independence, see Section 5.2. Although these criteria look very
obvious and the assumptions are pretty strong, they are enough to determine the structure of C(N) at least whenN
is odd. (IfN is even, we need some modification of our method.)
Now, we would like to find a subset S = {Dd : d ∈ D0N} of Div
0
cusp(X0(N))Q such that〈
Dd : d ∈ D
0
N
〉
≃
⊕
d∈D0
N
〈
Dd
〉
.
In order to apply Theorem 1.7 successively, we construct a square matrix M(S) = (|V(Dd)δ|)dδ , indexed by the
non-trivial divisors ofN . For ease of notation, we say that a set S = {Dd : d ∈ D0N} is unipotent if the matrixM(S)
is lower unipotent after swapping rows or swapping columns. If we find a unipotent set S = {Dd : d ∈ D0N} and
OP(Dd) = 1 for all but one that corresponds to the first row, then we have the above decomposition. Furthermore,
if the divisors Dd (integrally) generate Div
0
cusp(X0(N))Q, i.e., Div
0
cusp(X0(N))Q =
〈
Dd : d ∈ D0N
〉
, then we have
C(N) ≃
⊕
d∈D0
N
〈
Dd
〉
.
Step 3 : First, we apply our strategy whenN is a prime power. In order to find a unipotent set S = {Dd : d ∈ D0N},
we have to find a rational cuspidal divisor Dd such that most of the entries of V(Dd) are zeros. This can be
constructed from the divisors on lower levels by degeneracy maps (Proposition 5.7). So, we first find nice vec-
tors Bp(r, k) ∈ S1(N) for 1 ≤ k ≤ r so that the matrix constructed as above is lower unipotent, and compute
Υ(pr)−1(Bp(r, k)). By removing the denominators of the entries, we obtain nice vectors Bp(r, k) ∈ S2(N)0 such
that Υ(pr) ×Bp(r, k) is a scalar multiple of Bp(r, k). Furthermore, we can show that the vectors Bp(r, k)’s (inte-
grally) generate S2(pr)0 and hence we can prove that if p is odd
C(pr) ≃
r⊕
k=1
〈
Bp(r, k)
〉
,
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whereBp(r, k) = Φ
−1
pr (Bp(r, k)). When p = 2, then the arguments break down due to the fact thatOP(B2(r, k)) =
2 in some r and k. Nevertheless, we can find another ones B2(r, k) and show that
C(2r) ≃
r⊕
k=2
〈
B2(r, k)
〉
.
(Our proof relies on the fact that the group C(2r) is a 2-group.)
Step 4: Next, we apply our strategy when N is a product of two prime powers. As already mentioned, we need a
rational cuspidal divisorDd such that most of the entries ofV(Dd) are zeros. This can be done if we construct a divi-
sor using tensor product.5 It turns out that our vectorsBp(r, k) in prime power level is not enough for construction.
So, we find another vectors Ap(r, k) ∈ S1(N) and Ap(r, k) ∈ S2(N) for any 0 ≤ k ≤ r. Similarly as B, we have
Υ(pr)×Ap(r, k) = gp(r, k) · Ap(r, k) for some integer gp(r, k) (Lemma 6.3). We note that Ap(r, 0) is constructed
when we regard a rational cuspidal divisor C in level M as one in level Mpr with gcd(M,p) = 1 (cf. Example 2.6)
and Ap(r, 1) is obtained by applying the degeneracy map from level M to level Mpr, which may be regarded as a
vector “coming from level 1”. Also, we have Ap(r, k) = Bp(r, k) for 2 ≤ k ≤ r. Furthermore, Ap(r, k) is not of
degree 0 for k = 0 or 1. In general, using these vectorsAp(r, k) andBp(r, 1), we can now define our divisor Z1(d)
for any non-trivial divisor d of N as follows.
Definition 1.8. Let N =
∏t
i=1 p
ri
i and d =
∏t
i=1 p
ai
i . Then, we define a vector Z
1(d) ∈ S2(N)0 as
Z
1(d) :=


⊗t
i=1Api(ri, ai) if d ∈ D
nsf
N ,⊗t
i=1, i6=mApi(ri, ai)
⊗
Bpm(rm, 1) if d ∈ D
sf
N ,
wherem is the smallest positive integer such that am = 1 and ai = 0 for all i < m. Also, let Z1(d) = Φ
−1
N (Z
1(d)).
Now, we can easily prove Theorem 1.3 if N is odd. IfN is even, then there are some problematic vectors that we
cannot apply our strategy as in the case of level 2r. By replacing such vectors using the result in the case of level 2r ,
we can easily define the vector Z(d) for any non-trivial divisor d of N and prove Theorem 1.3.
Step 5: Then, for any given prime ℓwe try to understand the group C(N)sf[ℓ∞] for any integerN . LetN = paqb for
two distinct primes p and q, and integers a, b ≥ 1. Then, we can easily construct the following vector, which cannot
be written as a tensor product:
D(pa, qb) := g−1(qb−1(q + 1) ·Bp(a, 1)
⊗
Aq(b, 0)− p
a−1(p+ 1) ·Ap(a, 0)
⊗
Bq(b, 1)),
where g = gcd(pa−1(p + 1), qb−1(q + 1)). Using the vectors Ap(r, k), Bp(r, 1) and D(pa, qb), we can define a
divisor Y 0(d) as follows.
Definition 1.9. Let ℓ be a prime and let N =
∏t
i=1 p
ri
i be a positive integer satisfying Assumption 1.11.
For any non-trivial squarefree divisor d =
∏t
i=1 p
ai
i of N , we define a vector Y
0(d) ∈ S2(N)0 as
Y
0(d) :=


⊗t
i=1, i6=mApi(ri, ai)
⊗
Bpm(rm, 1) if ai = 1 for all i ≥ m,⊗t
i=1, i6=m,nApi(ri, ai)
⊗
D(prmm , p
rn
n ) otherwise,
where n is the smallest integer satisfying n > m and an = 0. Also, let Y 0(d) = Φ
−1
N (Y
0(d)).
If N is odd, then using an ℓ-adic variant of Theorem 1.7 we can prove that
C(N)sf[ℓ∞] ≃
⊕
d∈DsfN
〈
Y 0(d)
〉
[ℓ∞].
5Note that we have S2(N)Q ≃
⊗t
i=1 S2(p
ri
i )Q ifN =
∏t
i=1 p
ri
i .
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Step 6: If N is even and ℓ = 2, then the study of the group C(N)sf[2∞] looks difficult because all the previous
arguments break down. However, as in the case of level 2r we have a nice criterion to have a (2-adic) decomposition
(Theorem5.5). By replacing some problematic elements by new ones satisfying our criterion, we can indeed construct
a rational cuspidal divisor Yℓ(d) (which agrees with the previous divisor Y 0(d) if N is odd) and prove that
C(N)sf[ℓ∞] ≃
⊕
d∈DsfN
〈
Yℓ(d)
〉
[ℓ∞]
(Theorem 9.4). Since Yℓ(d) is also defined using tensor product, the order of Yℓ(d) is easily computed by Theorem
4.4, which is equal toN(N, d) (Theorem 9.5). If we write aℓ(d) for the prime-to-ℓ part of the order ofN(N, d), then
we set
Zℓ(d) := aℓ(d) · Yℓ(d) for any d ∈ D
sf
N
and Theorem 1.4 directly follows from the discussion above.
1.4. The structure of the paper. In Section 2 we recall general facts about the cuspidal divisors onmodular curves,
tensor products andmatrix tensors, which will be used consistently in the whole paper. In Section 3, we introduce an
algorithm to compute the order of C for any degree 0 rational cuspidal divisor C on X0(N). As an application, we
compute the orders of Cd for any non-trivial divisors d of N in Section 4. In Section 5, we provide our strategy for
determining the structure of the group C(N). Then, we apply our strategy to the case of prime power level (Section
6) and of a product of two prime powers (Section 7). This will shed light on our inductive method. Finally, we prove
Theorem 1.3 in Section 8 and Theorem 1.4 in Section 9.
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1.6. Notation and convention. Throughout the paper, we use the following notation.
– p, pi, q and ℓ : prime numbers (without otherwise mentioned).
– N : a positive integer (without otherwise mentioned).
– rad(N) : the radical of N , which is the largest squarefree divisor of N , i.e., rad(N) :=
∏
p|N p.
– vp(N) : the (normalized) p-adic valuation of N , i.e., we have pvp(N) | N but pvp(N)+1 ∤ N .
– κ(N) := N
∏
p|N (p− p
−1) = Nrad(N)
∏
p|N(p
2 − 1).
– ϕ(N) := N
∏
p|N (1− p
−1) = Nrad(N)
∏
p|N (p− 1).
– DN : the set of all (positive) divisors of N .
– D0N : the set of all non-trivial divisors of N , i.e., D
0
N := DN r {1}.
– DnsfN : the set of all non-squarefree divisors of N .
– DsfN : the set of all non-trivial squarefree divisors of N , i.e., D
sf
N = D
0
N rD
nsf
N .
If we let N =
∏t
i=1 p
ri
i for some t ≥ 1 and ri ≥ 1, then we use the following.
– Ω(t) := {(a1, . . . , at) ∈ Zt : 0 ≤ ai ≤ ri for all i and ai 6= 0 for some i}.
– ∇(t) := {(a1, . . . , at) ∈ Zt : 0 ≤ ai ≤ 1 for all i and ai 6= 0 for some i}.
– ∆(t) := {(a1, . . . , at) ∈ Ω(t) : ai ≥ 2 for some i} = Ω(t)r∇(t).
– For any I = (a1, . . . , at) ∈ Ω(t), let pI :=
∏t
i=1 p
ai
i be a non-trivial divisor of N .
– For an element I = (a1, . . . , at) ∈ ∇(t), let
· m(I) := the smallest integerm such that am = 1 and ai = 0 for all i < m.
· n(I) := the smallest integer n such that n > m(I), an = 0 and ai = 1 for allm ≤ i < n.
7
· k(I) := the smallest integer k such that k > n(I), ak = 0 and ai = 1 for all n < i < k.
6
– For a given integer 1 ≤ u ≤ t, we set Tu := {I = (a1, . . . , at) ∈ ∆(t) : au ≥ 2 and ai = 1 for all i 6= u}.
Also, we set T0 := ∅.
– For a given integer 0 ≤ u ≤ t, we set E := {I ∈ ∇(t) : n(I) = t+ 1}.
– For a given integer 1 ≤ u ≤ t, we define the following.
· Iu := {n ∈ Z : 2 ≤ n ≤ t, n 6= u and n+ u ≥ 4}.
· Fu := {I = (a1, . . . , at) ∈ ∇(t) : an = 0 for some n ∈ Iu and ai = 1 for any i 6= n}.
· F ′u := {I = (a1, . . . , at) ∈ ∇(t) : an = au = 0 for some n ∈ Iu and ai = 1 for any i 6= n, u}.
· Hu := {(a1, . . . , at) ∈ ∇(t) : n(I) = u and k(I) ≤ t}.
· H1u := {(a1, . . . , at) ∈ ∇(t) : n(I) = u and k(I) = t+ 1}.
If u = 0 then we set Fu = F ′u = Hu = H
1
u = ∅.
Definition 1.10. For a prime p and a positive integer r, we define a number Gp(r, k) as
Gp(r, k) :=


pr−1(p2 − 1) if k = 0,
1 if k = 1,
p2 − 1 if k = 2,
pr−1−j(p2 − 1) if 3 ≤ k ≤ r,
where j =
[
r+1−k
2
]
. Also, for another prime q and a positive integer r′, we define a number G(pr, qr
′
) as
G(pr , qr
′
) :=
pr−1(p+ 1) · qr
′−1(q + 1)
gcd(pr−1(p+ 1), qr′−1(q + 1))
×
(p− 1)(q − 1)
gcd(p− 1, q − 1)
.
Now, we are going to define various numbers depending on ℓ, N and d. If we fix a prime ℓ and take a positive
integer N =
∏t
i=1 p
ri
i , then we always assume the following.
Assumption 1.11. Let ℓ be a prime, and let N =
∏t
i=1 p
ri
i be the prime factorization of N . By appropriately
ordering the prime divisors of N , we assume that
vℓ(p
ri−1
i (pi + 1)) ≥ vℓ(p
rj−1
j (pj + 1)) if 1 ≤ i < j ≤ t.
If N is odd, then we set u = 0 and if N is even, then u be be the smallest positive integer such that pu = 2. If ℓ is
odd, we set s = 0, and if ℓ is even then we set s = u. For any i, j different from s, we assume that
vℓ(pi − 1) ≤ vℓ(pj − 1) if 1 ≤ i < j ≤ t.
Definition 1.12. Let ℓ be a prime and let N =
∏t
i=1 p
ri
i be a positive integer satisfying Assumption 1.11.
For any I = (a1, . . . , at) ∈ Ω(t) withm = m(I) and n = n(I), we set
G(N, pI) :=


∏t
i=1 Gpi(ri, ai) if I ∈ ∆(t),∏t
i=1, i6=m Gpi(ri, ai)× (pm − 1) if I ∈ ∇(t),
and we setH(N, pI) = 2 if one of the following holds; andH(N, pI) = 1 otherwise.
– N is divisible by 32, and I ∈ Tu with au = ru + 1− gcd(2, ru).
– pI = rad(N).
– pI = rad(N)/2.
Furthermore, for a non-trivial divisor d of N we set
n(N, d) := Num
(
G(N, d)×H(N, d)
24
)
.
6If a1 = 1 thenm(I) = 1. If ai = 1 for all i ≥ m (resp. i > n), then n(I) = t+ 1 (resp. k(I) = t+ 1).
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For a non-trivial squarefree divisor d of N , we define the following.
Definition 1.13. Let ℓ be a prime and let N =
∏t
i=1 p
ri
i be a positive integer satisfying Assumption 1.11.
For any I = (a1, . . . , at) ∈ ∇(t) withm = m(I), n = n(I) and k = k(I), we set
G (N, pI) :=


∏t
i=1, i6=f Gpi(ri, ai)× (pf − 1) if I ∈ E and f = max(m, u),
3 · G(pr11 , p
rn
n ) if I ∈ Fs,
3 · G(p2, 0) if s = 1 and pI = rad(N)/p2,∏t
i=1, i6=m,k Gpi(ri, ai)× G(p
rm
m , p
rk
k ) if I ∈ Hu,∏t
i=1, i6=m,n Gpi(ri, ai)× G(p
rm
m , p
rn
n ) otherwise,
and we set H (N, pI) = 2 if one of the following holds; and H (N, pI) = 1 otherwise.
– m = 1 and n = t+ 1, i.e., pI = rad(N).
– If s 6= 1, then pI = rad(N)/pn for some n ≥ 2.
– If s = 1, then pI = rad(N)/pn for some n ∈ Is.
– If s ≥ 1, then pI = rad(N)/2pn for some n ∈ Is.
– If s = 0 and u = 1, then pI = rad(N)/2pn for some n ∈ Iu.
– If s = 0 and 2 ≤ u ≤ t, then pI = rad(N)/2pn for some 2 ≤ n < u.
Furthermore, for a non-trivial squarefree divisor d of N we set
N(N, d) := Num
(
G (N, d)×H (N, d)
24
)
.
Finally, we define the following.
Definition 1.14. Let ℓ be a prime and let N =
∏t
i=1 p
ri
i be a positive integer satisfying Assumption 1.11.
For a non-trivial divisor d of N , let nℓ(N, d) := ℓτℓ(N,d), where
τℓ(N, d) :=

vℓ(n(N, d)) if d ∈ D
nsf
N ,
vℓ(N(N, d)) if d ∈ DsfN .
2. Background
In this section, we recall well-known results on modular curves and their Jacobian varieties. We also introduce
several notions which will be used consistently in the paper.
2.1. The rational cuspidal divisor group of J0(N). The cusps of X0(N) can be identified with the equivalence
classes of P1(Q) modulo Γ0(N). For a divisor d of N , a cusp x of X0(N) is called of level d if it is equivalent to
a
d ∈ Q for some integer a prime to d. The divisor consisting of all the cusps of level d (each with multiplicity one) is
denoted by (P (N)d), or by (Pd) if there is no confusion. Namely,
(Pd) :=
∑
x∈{cusps of level d}
x.
Also, for each non-trivial divisor d of N let
C(N)d := ϕ(gcd(d,N/d)) · (P1)− (Pd).
(If there is no confusion, we simply write Cd.) The following are well-known (cf. [24, §2.2]).
(1) Any cusp of level d is defined over Q(µz), where z = gcd(d,N/d).
(2) The degree of (Pd) is ϕ(z).
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(3) The Galois group Gal(Q(µz)/Q) permutes all the cusps of level d (cf. [18, Th. 1.3.1]).
Thus, the divisor (Pd) is fixed by the action of Gal(Q/Q) and it is a single Gal(Q/Q)-orbit containing a cusp of level
d. Therefore we easily have the following.
Lemma 2.1. Let Divcusp(X0(N))Q be the group of rational cuspidal divisors on X0(N) and let Div
0
cusp(X0(N))Q be
the subgroup of Divcusp(X0(N))Q consisting of degree 0 ones. Then, we have
Divcusp(X0(N))Q =


∑
d|N
ad · (Pd) : ad ∈ Z


and
Div0cusp(X0(N))Q =
〈
Cd : d ∈ D
0
N
〉
=


∑
d∈D0N
ad · Cd : ad ∈ Z

 .
Since ∑
d|N
ad · (Pd) = −
∑
d∈D0N
ad · Cd +
∑
d|N
ad · ϕ(gcd(d,N/d)) · (P1),
we have
Div0cusp(X0(N))Q =


∑
d|N
ad · (Pd) : ad ∈ Z and
∑
d|N
ad · ϕ(gcd(d,N/d)) = 0

 .
As in Section 1.3, let S2(N)Q be the Q-vector space of dimension σ0(N) indexed by the divisors of N , and let
S2(N) be the Z-lattice of S2(N)Q consisting of integral vectors. Let S2(N)0 be the subspace of S2(N) consisting of
vectors v = (ad)d|N satisfying
∑
d|N ad ·ϕ(gcd(d,N/d)) = 0. Then, by the discussion above we have a tautological
bijection
ΦN : Divcusp(X0(N))Q → S2(N)
sending
∑
d|N ad · (Pd) to (ad)d|N , which also induces a bijection from Div
0
cusp(X0(N))Q to S2(N)
0.
2.2. Eta quotients. Let η(z) := eπiz/12
∏∞
i=1(1− e
2πinz) be the Dedekind eta function. As before, let
S1(N) :=
{
r = (rδ)δ|N ∈ Q
σ0(N) : rδ ∈ Z
}
and S1(N)Q = S1(N)⊗ZQ. Also, let S1(N)0 be the subspace of S1(N) consisting of vectors v = (rδ)δ|N satisfying∑
δ|N rδ = 0. For each r = (rδ)δ|N ∈ S1(N), let
g(r) :=
∏
δ|N
ηrδδ
be the eta quotient of level N associated to r, where ηδ(z) := η(δz) and we regard a k-th root η1/k of η as a power
series in e2πiz with rational coefficients (cf. [11, §4]). Then we have the following (cf. [4, Prop. 1]).
Proposition 2.2. For r = (rδ)δ|N ∈ S1(N)Q, the eta quotient g(r) is a modular function on X0(N) defined over Q,
i.e., g(r) ∈ Q(X0(N)), if and only if all of the following conditions are satisfied.
(0) All the rδ are rational integers, i.e., r ∈ S1(N).
(1)
∑
δ|N rδ · δ ≡ 0 (mod 24).
(2)
∑
δ|N rδ · (N/δ) ≡ 0 (mod 24).
(3)
∑
δ|N rδ = 0, i.e., r ∈ S1(N)
0.
(4)
∏
δ|N δ
rδ is the square of a rational number.
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2.3. The degeneracymaps. LetN be a positive integer and let d be a divisor ofN . Let π1(N, d)′C be the projection
map from Y0(N)C to Y0(d)C sending [Γ0(N)z] to [Γ0(d)z] for any z ∈ H. Also, let π2(N, d)′C be the map from
Y0(N)C to Y0(d)C sending [Γ0(N)z] to [Γ0(d)(kz)], where k = N/d. This is well-defined because A−1Γ0(N)A ⊂
Γ0(M), where A = ( 1 00 k ). There are natural extensions
πi(N,M)C : X0(N)C → X0(d)C
of πi(N, d)′C. Furthermore, there are morphisms πi(N, d) : X0(N) → X0(d) defined over Q, which induce the
maps πi(N, d)C on their complex points. We call them the degeneracy maps.
There is another way to construct such degeneracy maps. Let M be a positive integer and let p be a prime not
dividing M . For an integer r ≥ 0, let
αp(Mp
r) : X0(Np
r+1)→ X0(Mp
r) and βp(Mp
r) : X0(Mp
r+1)→ X0(Mp
r)
be two degeneracy coverings between modular curves with the modular interpretations (E,C) 7→ (E,C[Mpr])
and (E,C) 7→ (E/C[p], C/C[p]), respectively, where C is a cyclic subgroup of orderMpr+1 in an elliptic curve E.
If we write N/d =
∏n
j=1 pj for some pj primes (which are not necessarily distinct), then we can prove that
π1(N, d) = αpn(N/pn) ◦ αpn−1(N/pnpn−1) ◦ · · · ◦ αp1(d),
π2(N, d) = βpn(N/pn) ◦ βpn−1(N/pnpn−1) ◦ · · · ◦ βp1(d).
We denote by
πi(N, d)
∗ : Div(X0(d))→ Div(X0(N))
the pull-back morphism between the divisor groups induced by πi(N, d). We also use the same notation
πi(N, d)
∗ : J0(d)→ J0(N)
to denote the map between Jacobian varieties induced by πi(N, d).
The following is well-known (cf. [24, §2.2]).
Lemma 2.3. Let d be a divisor ofM and let f be an integer. Then, we have
αp(Mp
r)∗((P (Mpr)dpf ) =


p · P (Mp)d + P (Mp)dp if r = f = 0,
P (Mpr+1)dpr + P (Mp
r+1)dpr+1 if r = f ≥ 1,
p · P (Mpr+1)dpf if 0 ≤ f ≤ r/2 and r ≥ 1,
P (Mpr+1)dpf if r/2 < f < r and r ≥ 1.
and
βp(Mp
r)∗((P (Mpr)dpf ) =


P (Mp)d + p · P (Mp)dp if r = f = 0,
P (Mpr+1)d + P (Mp
r+1)dp if f = 0 and r ≥ 1,
P (Mpr+1)dpf+1 if 1 ≤ f < r/2 and r ≥ 1,
p · P (Mpr+1)dpf+1 if r/2 ≤ f ≤ r and r ≥ 1.
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2.4. Tensor product of vector spaces and Matrix tensors. Let V (resp. W ) be a vector space of dimension m
(resp. n) with basis {vi : 1 ≤ i ≤ m} (resp. {wj : 1 ≤ j ≤ n}). The tensor product V
⊗
W of V andW is the vector
space of dimension mn with basis {vi ⊗ wj : 1 ≤ i ≤ m, 1 ≤ j ≤ n}.
Let A (resp. B) be a square matrix of size m (resp. n). We may regard A and B as endomorphisms of V and
W , respectively. The tensor product A
⊗
B of A and B is a square matrix of size mn defined by sending vi ⊗ wj to
(Avi)⊗ (Bwj). If we appropriately choose an index of basis of V
⊗
W , then we have
A
⊗
B =


b11A b12A · · · b1nA
b21A b22A · · · b2nA
...
...
. . .
...
bn1A bn2A · · · bnnA


where B = (bjk)1≤j,k≤n.
Notation 2.4. Throughout the paper, we consider the vector spaces Sk(N)Q (for k = 1 or 2) indexed by the
divisors of N . Let e(N)d denote the vector of Sk(N)Q whose d-th entry is 1 and all others are zeros. If we write
N =
∏t
i=1 p
ri
i , then by fundamental theorem of arithmetic we can write
Sk(N)Q ≃
t⊗
i=1
Sk(p
ri
i )Q.
Also, the vector e(N)d can be written as
⊗t
i=1 e(p
ri
i )paii
, where d =
∏t
i=1 p
ai
i .
Lemma 2.5. Let N =
∏t
i=1 p
ri
i . A vector x = (x(d))d|N ∈ Sk(N)Q with x(1) = 1 can be written as
⊗t
i=1 vi for
some vi ∈ Sk(p
ri
i )Q if and only if x(d) is multiplicative, i.e., x(mn) = x(m)x(n) for any gcd(m,n) = 1.
Proof. Suppose that x =
⊗t
i=1 vi for some vi ∈ Sk(p
ri
i )Q, and write vi = (vi(p
a
i ))0≤a≤ri . Since
x(1) =
t∏
i=1
vi(1) = 1,
vi(1) 6= 0 for all i. If we take wi := vi(1)−1 · vi, then x =
⊗t
i=1 wi as well. So, we may assume that vi(1) = 1 for
all i. If d =
∏t
i=1 p
ai
i then by definition we have
x(d) =
t∏
i=1
vi(p
ai
i ) and x(p
ai
i ) = vi(p
ai
i ) ·
t∏
j=1, j 6=i
vj(1) = vi(p
ai
i ).
Thus, we have x(d) =
∏t
i=1 x(p
ai
i ), as wanted.
Conversely, if x(d) is multiplicative, thenwe can take vi = (vi(pai ))0≤a≤ri , where vi(p
a
i ) = x(p
a
i ). This completes
the proof. 
2.5. Rational cuspidal divisors defined by tensors. Throughout this paper, we will consider several rational
cuspidal divisors constructed by tensor product. So, we introduce the following for convenience: We say a rational
cuspidal divisor C is defined by tensors if
(1) there are non-trivial divisors N1 and N2 of N such that N = N1N2 and gcd(N1, N2) = 1;
(2) the vector ΦN (C) ∈ S2(N) is written as V1
⊗
V2 for some V1 ∈ S2(N1) and V2 ∈ S2(N2).
Since the degree of V1
⊗
V2 is the product of the degrees of V1 and V2, either V1 ∈ S1(N1)0 or V2 ∈ S1(N2)0.
Example 2.6. Let N =Mpr with gcd(M,p) = 1, and let d be a divisor ofM . Then, we have
ΦN (C(N)d) = ΦM (C(M)d)
⊗
e(pr)1.
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Also, for any 1 ≤ f ≤ r, we have
ΦN (C(N)dpf ) = ϕ(gcd(d,M/d) · p
min(f, r−f)) · e(N)1 − e(N)dpf
= (ϕ(gcd(d,M/d)) · e(M)1 − e(M)d)
⊗
ϕ(pmin(f, r−f)) · e(pr)1
+ e(M)d
⊗
(ϕ(pmin(f, r−f)) · e(pr)1 − e(p
r)pf )
= ϕ(pmin(f, r−f)) · ΦM (C(M)d)
⊗
e(pr)1 − e(M)d
⊗
Φpr (C(p
r)pf )
and
ΦN (C(N)dpf ) = ϕ(gcd(d,M/d) · p
min(f, r−f)) · e(N)1 − e(N)dpf
= ϕ(gcd(d,M/d)) · e(M)1
⊗
(ϕ(pmin(f,r−f)) · e(pr)1 − e(p
r)pf )
+ (ϕ(gcd(d,M/d)) · e(M)1 − e(M)d)
⊗
e(pr)pf
= ϕ(gcd(d,M/d)) · e(M)1
⊗
Φpf (C(p
r)pf )− ΦM (C(M)d)
⊗
e(pr)pf .
2.6. Generalized Ogg’s conjecture. During this subsection, for i = 0 or 1 let Xi(N) be the modular curve asso-
ciated to a congruence subgroup Γi(N) of SL2(Z). It is an algebraic curve over Q, and let Ji(N) = Pic
0(Xi(N)) be
the Jacobian variety of the modular curve Xi(N). By Mordell–Weil theorem, we have
Ji(N)(Q) ≃ Z
⊕r
⊕
Ji(N)(Q)tor,
where Ji(N)(Q)tor is the rational torsion subgroup of Ji(Q).
Let Ci(N) be the cuspidal group of Ji(N), which is defined as the subgroup of Ji(N) generated by the images of
the degree 0 cuspidal divisors.7 Then, by Manin and Drinfeld [6, 2] any points in Ci(N) are torsion. Moreover, we
expect that8
Ji(N)(Q)tor ⊂ Ci(N).
Let Ci(N)(Q) be the rational points on the cuspidal group, which is called the rational cuspidal group of Ji(N).
Then, we have
Ci(N)(Q) ⊂ Ji(N)(Q)tor.
Our expectation above is equivalent to the following.
Conjecture 2.7. For any integer N , we have
Ci(N)(Q) = Ji(N)(Q)tor.
Let Ci(N)2 be the subgroup of Ji(N) generated by the images of degree 0 rational cuspidal divisors on Xi(N),
which is called the rational cuspidal divisor class group ofXi(N). Then, it is easy to see that
Ci(N)2 ⊂ Ci(N)(Q).
Conversely, we expect the following.
Conjecture 2.8. For any integer N , we have
Ci(N)2 = Ci(N)(Q).
7By a cuspidal divisor we mean a divisor supported only on cusps.
8In the case of i = 0, K. Ribet often quoted this as W. Stein’s conjecture.
13
If i = 1, then T. Takagi proved Conjecture 2.8 forN = 2p with a prime p ≥ 7 [20, Th. 1.1]. For more explanation
of the above conjectures, see [20, §1.1].
From now on, we take i = 0 and let C(N) = C0(N)2 as in other sections. If N = 2r ·M with odd squarefreeM
and 0 ≤ r ≤ 3, then every cusp ofX0(N) is defined overQ (cf. Section 2.1) and hence C(N) = C0(N)(Q) = C0(N).
Although Conjecture 2.7 was known as generalized Ogg’s conjecture, all known cases of Conjecture 2.7 are obtained
by showing that C(N)[ℓ∞] = J0(N)(Q)tor[ℓ∞]. So, we propose Conjecture 1.2 as generalized Ogg’s conjecture by
combining two conjectures above. There are several known cases of Conjecture 1.2.
– If N is small enough, the conjecture is verified by various mathematicians. For example, see [10, 13].
– If N is a power of a prime p ≥ 5, then C(N)[ℓ∞] = J0(N)(Q)tor[ℓ∞] for a prime ℓ not dividing 2p by
Lorenzini [5] and Ling [4].
– If N is a squarefree integer, then C(N)[ℓ∞] = J0(N)(Q)tor[ℓ∞] for an odd prime ℓ not dividing gcd(3, N)
by Ohta [12].
– If N = 3p and p 6≡ 1 (mod 9) is a prime, then C(N)[3∞] = J0(N)(Q)tor[3∞] by the author [23].
– IfN is any positive integer, then C(N)[ℓ∞] = J0(N)(Q)tor[ℓ∞] = 0 for a prime ℓ not dividing 6N
∏
p|N (p
2−
1) by Ren [14, Th. 1.2].
– If N = AB2 for two squarefree integers A and B with gcd(A,B) = 1, then C(N)[ℓ∞] = J0(N)(Q)tor[ℓ∞]
for a prime ℓ not dividing 6Bϕ(B) by the author [25].
3. Elaboration of the method of Ligozat
In the paper [3], Ligozat introduced a method to compute the order of the image of a degree 0 rational cuspidal
divisor. In this section, we elaborate and simplify his method and provide a simple algorithm to compute the order
of C in J0(N) for any C ∈ Div
0
cusp(X0(N))Q.
3.1. Algorithm for the order. Let N =
∏t
i=1 p
ri
i be a positive integer. We introduce the matrix Υ(N) (indexed
by the divisors of N ) defined by
Υ(N) =
t⊗
i=1
Υ(prii ),
where for each prime p and a positive integer r, the matrix Υ(pr) is a tridiagonal matrix defined by
Υ(pr) :=


p −p
−1 p2 + 1
−p · · ·
−pm(f)
pm(f)−1(p2 + 1)
−pm(f)
· · · −p
p2 + 1 −1
−p p


←
pf -th row for
1 ≤ f ≤ r − 1
↑
pf -th column for 1 ≤ f ≤ r − 1,
(3.1)
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wherem(f) = min(f, r − f). In other words, we have
Υ(pr)pipj :=


p if i = j = 0 or r,
pm(j)−1(p2 + 1) if 1 ≤ i = j ≤ r − 1,
−pm(j) if |i− j| = 1,
0 if |i− j| ≥ 2.
If δ =
∏t
i=1 p
ai
i and d =
∏t
i=1 p
bi
i , then we have
Υ(N)δd :=
t∏
i=1
Υ(prii )paii p
bi
i
.
We regardΥ(N) as a linear map from S2(N)Q to S1(N)Q by their natural identifications Si(N)Q ≃
⊗t
i=1 Si(p
ri
i )Q.
Let C =
∑
d|N a(d) · (Pd) ∈ Divcusp(X0(N))Q. Then, let
V (C) := Υ(N)× ΦN (C) ∈ S1(N).
In other words, for any divisor δ of N we have V (C)δ :=
∑
d|N Υ(N)δd · a(d) ∈ Z. Let GCD(C) be the greatest
common divisor of the entries of V (C) and let
V(C) := GCD(C)−1 · V (C) ∈ S1(N).
Also, for a prime p let
Pwp(C) :=
∑
vp(δ) 6∈2Z
V(C)δ
be the sum of the entries of V(C) whose normalized p-adic valuations are odd. Finally, let
OP(C) :=

1 if Pwp(C) ∈ 2Z for all primes p,2 if Pwp(C) 6∈ 2Z for some prime p.
Now, we can introduce our main theorem in this section.
Theorem 3.1. For any C ∈ Div0cusp(X0(N))Q, the order of C is
Num
(
κ(N) ·OP(C)
24 · GCD(C)
)
= Num
(
κ(N)
24 · GCD(C) · OP(C)−1
)
=
κ(N)
gcd(κ(N), 24 · GCD(C) ·OP(C)−1)
.
In particular, the order of C divides the numerator of κ(N)12 .
3.2. Work of Newman, Ligozat and others. Initiated by Newman [8, 9] and completed by Ligozat [3, §3], for
C ∈ Div0cusp(X0(N))Q there is an elementary method to compute the order of C in J0(N). It is already explained
very clearly in several articles [4, 21, 24] but we briefly reproduce it here for convenience of the reader.
Consider the matrix Λ(N) : S1(N)Q → S2(N)Q whose entries are defined by
Λ(N)dδ =
1
24
×
N
gcd(d,N/d)
×
gcd(d, δ)2
dδ
.
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This matrix is invertible (cf. [4, Prop. 2]), so let Λ(N)−1 be the inverse matrix of Λ(N). Using the results in Sections
2.1 and 2.2, we have the following.
Div0cusp(X0(N))Q
ΦN
// S2(N)
0
Λ(N)−1
// S1(N)Q
g
// {eta quotients of level N}
C =
∑
d|N
ad · (Pd)
∈
✤
// ΦN (C) = (ad)d|N
∈
✤
// r(C)
∈
✤
// g(r(C)),
∈
where we define
r(C) := Λ(N)−1 × ΦN (C) ∈ S1(N)Q.
The following proposition is well-known, e.g., [11, §4], [3, §3], [4, p. 36] or [24, §4.2].
Proposition 3.2. Let C ∈ Div0cusp(X0(N))Q. Then, the order of C in J0(N) is the smallest positive integer n such that
n · r(C) satisfies all the conditions in Proposition 2.2.
Proof. If g(r(n ·C)) = g(n · r(C)) is a modular function onX0(N), then the divisor of g(r(n ·C)) is equal to n ·C
[3, Prop. 3.2.8]. Thus, we have n · C = 0 by definition.
Conversely, if n is the order of C , then there is a modular function f onX0(N) such that the divisor of f is equal
to n · C . Note that there is a positive integerm such thatm · r(C) satisfies all the conditions in Proposition 2.2. By
the discussion above, m · C = 0 and hence m = nk for some k ∈ Z. Since the divisors of g(m · r(C)) and fk are
both equal tom ·C , a function
(
g(n·r(C))
f
)k
does not have any zeros or poles onX0(N). Therefore it is a constant
function and hence g(n·r(C))f = a for some a ∈ C
∗. So, g(n · r(C)) = af is indeed a modular function on X0(N).
Thus, r(n · C) = n · r(C) satisfies all the conditions in Proposition 2.2. 
Remark 3.3. If f is a modular function onX0(N) and div f is a rational cuspidal divisor, then f is a (scalar) multiple
of an eta quotient.
3.3. The matrix Υ(N). In this subsection, we study the various properties of the matrix Υ(N). The main reason
for the use of Υ(N) is that it is an integral matrix and it is a scalar multiplication of Λ(N)−1.
Lemma 3.4. We have
Υ(N) =
κ(N)
24
· Λ(N)−1.
Proof. This directly follows from [24, Lem. 4.5]. 
Remark 3.5. By definition, we have V (C) = Υ(N)× ΦN (C) and therefore
V (C) =
κ(N)
24
· Λ(N)−1 × ΦN(C) =
κ(N)
24
· r(C).
Next, we compute the following.
Lemma 3.6. For a divisor d of N , let r(d) = (r(d)δ)δ|N := Υ(N) × e(N)d ∈ S1(N) be the d-th column vector of
Υ(N). Then we have the following.
(1) We have ∑
δ|N
r(d)δ = ϕ(gcd(d,N/d))×
∏
p|N
(p− 1).
(2) We have ∑
δ|N
r(d)δ · δ =

κ(N) if d = N,0 otherwise.
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(3) We have
∑
δ|N
r(d)δ · (N/δ) =

κ(N) if d = 1,0 otherwise.
Proof. If N =
∏t
i=1 p
ri
i and d =
∏t
i=1 p
ai
i , then e(N)d =
⊗t
i=1 e(p
ri
i )paii . Thus, we have
r(d) =
t⊗
i=1
(
Υ(prii )× e(p
ri
i )paii
)
.
Since the constant function, the identity function and the reciprocal function are all multiplicative, both sides are
multiplicative (cf. Lemma 2.5) and hence it suffices to check them when N = pr for a prime p and a positive integer
r. By direct computation using Equation (3.1) above, we have
r∑
i=0
Υ(pr)pipf = ϕ(gcd(p
f , pr−f ))× (p− 1),
r∑
i=0
Υ(pr)pipf × p
i =

p
r−1(p2 − 1) if f = r,
0 if f < r,
and
r∑
i=0
Υ(pr)pipf × p
r−i =

p
r−1(p2 − 1) if f = 0,
0 if f ≥ 1.
This completes the proof. 
3.4. Proof of Theorem 3.1. First, suppose that the genus ofX0(N) is 0. Then, by direct computation we can verify
the formula which we leave to the reader. (In fact, the order of C for any C ∈ Div0cusp(X0(N))Q is 1.) So, we assume
that the genus of X0(N) is positive. In this case, we have
κ(N)
24 ∈ Z.
Next, let C =
∑
d|N ad · (Pd) ∈ Div
0
cusp(X0(N))Q. As above, let
r(C) = Λ(N)−1 × ΦN (C) ∈ S1(N)Q.
By Proposition 3.2, it suffices to find the smallest positive integer n such that n · r(C) ∈ S1(N) satisfies all the
conditions in Proposition 2.2. By Remark 3.5 and Lemma 3.6 we have the following.
(1) The condition (1) for r(C) is satisfied if and only if a(N) ∈ Z.
(2) The condition (2) for r(C) is satisfied if and only if a(1) ∈ Z.
(3) The condition (3) for r(C) is satisfied if and only if the degree of C is zero.
In other words, the conditions (1), (2) and (3) for r(C) are automatically satisfied if C ∈ Div0cusp(X0(N))Q.
Last, it is easy to check that the conditions (0) and (4) are satisfied for 2 · V (C). Since we have κ(N)12 × r(C) =
2 · V (C) by Remark 3.5, the order of C is a divisor of κ(N)12 . Letm be the largest positive divisor of
κ(N)
12 such that
r(m) := κ(N)12m × r(C) satisfies the conditions (0) and (4). Then, by Proposition 3.2 the order of C is
κ(N)
12m .
Note that we have 2·GCD(C)m ∈ Z because r(m) =
2
m × V (C) =
2·GCD(C)
m × V(C). So, let k =
2·GCD(C)
m ∈ Z.
Since r(m) ∈ S1(N) and r(m) = k · V(C), for any prime p we have
k · Pwp(C) =
∑
vp(d) 6∈2Z
k · V(C)d =
∑
vp(d) 6∈2Z
r(m)d ≡
∑
vp(d) 6∈2Z
r(m)d · vp(d) (mod 2).
Since we have
∑
d|N,vp(d) 6∈2Z
r(m)d ·vp(d) ≡ 0 (mod 2) for all primes p by the condition (4), we have k ·Pwp(C) ∈
2Z for all primes p. Thus, if Pwp(C) is even for all primes p then there is no condition on k; and if Pwp(C) is odd
17
for some prime p then k must be even. Thus, the smallest positive integer k is a multiple of OP(C). Thus, m is a
divisor of 2·GCD(C)
OP(C) . Therefore, the largest such integerm is
gcd(
κ(N)
12
,
2 · GCD(C)
OP(C)
)
and hence we have 12m = gcd(κ(N), 24 · GCD(C) ·OP(C)−1), as wanted. 
3.5. Variant. Combining Proposition 3.2 with the computation above, we obtain the following.
Proposition 3.7. For any C ∈ Div0cusp(X0(N))Q and a prime p, let
r-Pwp(C) :=
∑
vp(d) 6∈2Z
r(C)d.
Then, we have
C = 0 ∈ J0(N) ⇐⇒ r(C) ∈ S1(N)
0 and r-Pwp(C) ∈ 2Z for all primes p.
Proof. LetC =
∑
d|N a(d) ·(Pd) ∈ Div
0
cusp(X0(N))Q. As in the proof of Theorem 3.1, it is easy to see that the vector
r(C) automatically satisfies the conditions (1), (2) and (3) in Proposition 2.2. Therefore by Proposition 3.2,
C = 0 ⇐⇒ the order of C is 1 ⇐⇒ the conditions (0) and (4) for r(C) are satisfied.
Suppose that C = 0. Then, we have r(C) ∈ S1(N)0 because of the condition (0). Also, since r(C)d ∈ Z for all
divisors d of N , we have
r-Pwp(C) =
∑
vp(d) 6∈2Z
r(C)d ≡
∑
vp(d) 6∈2Z
r(C)d · vp(d) (mod 2).
Note that the condition (4) is equivalent to the fact that we have
∑
vp(d) 6∈2Z
r(C)d ·vp(d) ≡ 0 (mod 2) for any primes
p. Thus, r-Pwp(C) ∈ 2Z for all primes p.
Conversely, if r(C) ∈ S1(N)0 and r-Pwp(C) ∈ 2Z for all primes p then r(C) satisfies the conditions (0) and (4).
Therefore the order of C is 1 by Proposition 3.2, as desired. 
4. The order of Cd
In this section, we compute the order of Cd in J0(N) for any non-trivial divisor d of N .
4.1. Main result. We first set up some notations.
Notation 4.1. For any positive integer N , we define an integer g(N) as follows.
– g(1) := 0.
– g(N) := gcd(N + (−1)t−1, p2i − 1 : 1 ≤ i ≤ t) if N =
∏t
i=1 pi is squarefree.
– g(N) := gcd(p, g(M)) if N =Mp2 with gcd(M, p) = 1 andM squarefree.
– g(N) := 1 otherwise.
For a non-trivial divisor d of N , let z = gcd(d,N/d) and we define an integer g(N, d) as follows.
• g(N, d) := g(d) if z = 1.
• g(N, d) := gcd(p, g(d/p)) if z = p is a prime and vp(d) = 1.
• g(N, d) := zrad(z) otherwise.
For a non-trivial divisor d of N , let h(N, d) := 2 if one of the following holds; and h(N, d) := 1 otherwise9:
– N = 2rd (r ≥ 0) for d an odd prime.
9This is a variant of h in [22, Th. 1.3]; and of h(M,N,D) in [24, Th. 4.3].
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– N = 2rd (r ≥ 0) for d = pq for two distinct odd primes p and q such that v2(p − 1) = v2(q − 1) and
v2(p+ 1) = v2(q + 1).
– N = d = 4q for q a prime congruent to 1 modulo 4.
– N = 2rq and d = 2q for q a prime congruent to 1 modulo 4 and r ≥ 2.
– N = 2r and d = 2f for f odd.
Now, we introduce our main theorem, which is a generalization of work of Ligozat [3, Th. 3.2.16].
Theorem 4.2. For a positive integerN and a non-trivial divisor d ofN , we have GCD(Cd) = g(N, d) and OP(Cd) =
h(N, d). Thus, the order of Cd in J0(N) is the numerator of
κ(N) · h(N, d)
24 · g(N, d)
.
IfN is an odd prime power then the above formula is proven in [4, p. 41]. Similarly, ifN is a power of 2 then the
result follows by Proposition 6.9. So, we only describe the remaining cases for d = N in detail.
Theorem 4.3. Let N be a positive integer divisible by at least two primes. Then, we have the following.
(1) If N = pq for two distinct odd primes p and q,10 then the order of CN is
G(p, q)
12
=
(p2 − 1)(q2 − 1)
12 · gcd(p− 1, q − 1) · gcd(p+ 1, q + 1)
.
(2) If N =
∏t
i=1 pi be a squarefree number with t ≥ 3, then the order of Cd is∏t
i=1(p
2
i − 1)
24 · gcd(N + (−1)t, p2i − 1 : 1 ≤ i ≤ t)
.
(3) If N =Mp2 for a squarefree integerM not divisible by a prime p, then the order of CN is

k(N)
24p if p odd and p divides g(M),
k(N)
48 if p = 2 and M is not a prime congruent to 1 modulo 4,
k(N)
24 otherwise.
(4) IfN is not of the form considered above, i.e., eitherN is divisible by p3 or by p2q2, then the order of CN is
k(N)
24 .
For the proof, see Sections 4.3 and 4.4.
4.2. The divisors defined by tensors. Let C =
∑
d|N a(d) · (Pd) ∈ Div
0
cusp(X0(N))Q be a degree 0 rational
cuspidal divisor on X0(N). Suppose that C is defined by tensors, i.e., there are non-trivial divisors N1 and N2 of
N such that N = N1N2, gcd(N1, N2) = 1 and ΦN (C) = V1
⊗
V2 with Vi ∈ S2(Ni). Let Ci := Φ
−1
Ni
(Vi) ∈
Divcusp(X0(Ni))Q. Without loss of generality, we further assume that C1 ∈ Div
0
cusp(X0(N))Q, i.e., V1 ∈ S2(N1)
0.
Then, we have the following.
Theorem 4.4. Suppose that C is defined by tensors and written as above. Then, we have
V (C) = V (C1)
⊗
V (C2) and V(C) = V(C1)
⊗
V(C2).
Also, we have GCD(C) = GCD(C1) · GCD(C2). Furthermore, for a prime p we have
Pwp(C) =

Pwp(C2) ·
∑
d|N1
V(C1)d if p | N2,
0 otherwise.
10Although this is already done by Chua and Ling [1, §2.2], we simplify the formula a bit. When p = 2 then the order of C2q is
q2−1
8·gcd(3, q+1) .
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Proof. Since Υ(N) = Υ(N1)
⊗
Υ(N2) we have
V (C) = Υ(N)× ΦN (C) = (Υ(N1)
⊗
Υ(N2))× (V1
⊗
V2) = (Υ(N1)× V1)
⊗
(Υ(N2)× V2)
= (Υ(N1)× ΦN1(C1))
⊗
(Υ(N2)× ΦN2(C2)) = V (C1)
⊗
V (C2).
Thus, to prove that V(C) = V(C1)
⊗
V(C2) it suffices to show that GCD(C) = GCD(C1) · GCD(C2). Since we
have
gcd(V (C)dδ : δ | N2) = V (C1)d × gcd(V (C2)δ : δ | N2) = V (C1)d × GCD(C2),
it is easy to see that GCD(C) is a multiple of GCD(C1) · GCD(C2). To prove that GCD(C) = GCD(C1) ·GCD(C2),
it suffices to show that the greatest common divisor of the entries of V := V(C1)
⊗
V(C2) is 1. Since the greatest
common divisor of the entries of V(Ci) is 1, there are integers a(d) and b(δ) such that∑
d|N1
a(d) · V(C1)d = 1 and
∑
δ|N2
b(δ) · V(C2)δ = 1.
Since Vdδ = V(C1)δ × V(C2)δ , we have ∑
d|N1, δ|N2
a(d) · b(δ) · Vdδ = 1
and hence we have GCD(C) = GCD(C1) · GCD(C2), as claimed.
Let p be a prime divisor of N1. For any divisor d of N , let di := gcd(d,Ni). Then, d = d1d2 and there is a
one-to-one between the set of divisors of N and the set of products of the divisors of N1 and N2. Since V(C)d =
V(C1)d1 · V(C2)d2 , we have
Pwp(C) =
∑
vp(d) 6∈2Z
V(C)d =
∑
vp(d1) 6∈2Z
V(C1)d1 ×
∑
d2|N2
V(C2)d2 .
Since C2 ∈ S2(N)0 we have V(C2) ∈ S1(N)0 and hence
∑
d2|N2
V(C2)d2 = 0. Thus, the result follows for a prime
divisor p of N1. Similarly, we obtain the result. 
Remark 4.5. The result in this section is affected by work of Yazdani in [21, §1B].
4.3. The orders of CN . In this subsection, we prove Theorem 4.3 and hence obtain Theorem 4.2 for d = N .
From now on, we assume thatN is divisible by at least two primes, and the genus ofX0(N) is positive. Also, let
p and q be two distinct prime numbers. During the proof, for a prime p and C ∈ Div0cusp(X0(N))Q, let
Powerp(C) :=
∑
vp(d) 6∈2Z
V (C)d = GCD(C) · Pwp(C).
Proof of Theorem 4.3. (1) LetN = pq be odd and squarefree. By direct computation (cf. [1, §2.2]), the order of Cpq is
(p2−1)(q2−1)
m , where
m = gcd((p2 − 1)(q2 − 1), 24(pq − 1), 24(p− q), 12(p− 1)(q + 1), 12(p+ 1)(q − 1)).
LetK = gcd(p− 1, q − 1) · gcd(p+ 1, q + 1). By Lemma 4.6 below, for an odd prime ℓ,
vℓ(gcd(pq − 1, p− q)) = vℓ(K).
It is easy to see that vℓ(3K) ≤ vℓ((p2−1)(q2−1)) and vℓ(K) ≤ vℓ((p±1)(q∓1)). Thus, we have vℓ(m) = vℓ(12K).
Also, if v2(p− 1) = v2(q − 1) and v2(p+ 1) = v2(q + 1) then by Lemma 4.6 below we have
v2(12K) = v2(12(p± 1)(q ∓ 1)) = v2(24 · gcd(pq − 1, p− q))− 1 ≤ v2((p
2 − 1)(q2 − 1)).
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Furthermore, if either v2(p− 1) 6= v2(q − 1) or v2(p+ 1) 6= v2(q + 1), then by Lemma 4.6 below
v2(24 · gcd(pq − 1, p− q)) = v2(12K) ≤ v2(12(p± 1)(q ∓ 1)) ≤ v2((p
2 − 1)(q2 − 1)).
Thus, we have v2(m) = v2(12K) and the result follows.
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(2) Let N =
∏t
i=1 pi be squarefree with t ≥ 3. As above, we claim that
GCD(CN ) = g(N).
Let r(δ) = Υ(N)× e(N)δ = (r(δ)d) be the δ-th column vector of Υ(N) as in Lemma 3.6. By direct computation,
we have
V (CN )d = r(1)d − r(N)d = µ(d)(N/d+ (−1)
t−1d).
Since V (CN )1 = N + (−1)t−1, GCD(CN ) is relatively prime to N . Also, since V (CN )1 is relatively prime to N ,
we have
(4.1) GCD(CN ) = gcd(d · V (CN )d : d | N) = gcd(N + (−1)
t−1d2 : d | N).
By choosing d = pi’s, we obtain that GCD(CN ) divides g(N).
Conversely, since p2i ≡ 1 (mod g(N)), we have d
2 ≡ 1 (mod g(N)) for any divisors d of N . Thus, g(N) divides
N + (−1)t−1d2 for any divisor d of N . By Equation (4.1) we have that g(N) divides GCD(CN ) and therefore we
have GCD(CN ) = g(N) as claimed.
Next, let si(N) := (pi + 1)
∏t
j=1, j 6=i(pj − 1) for each i. Then, by direct computation as in Lemma 3.6 (or a
method used in Section 4.2) we have
∑
vpi (d) 6∈2Z
r(1)d = −
t∏
j=1, j 6=i
(pj − 1) and
∑
vpi (d) 6∈2Z
r(N)d = pi
t∏
j=1, j 6=i
(pj − 1).
Therefore we have Powerpi(CN ) = −si(N) and hence Pwpi(CN ) = −
si(N)
g(N) . By Lemma 4.7 below, we always
have OP(CN ) = 1 because t ≥ 3. Furthermore, we note that (p2 − 1)(q2 − 1) is always divisible by 24. Since
p2i − 1 ≡ 0 (mod g(N)) for any i and we assume that t ≥ 3, we have κ(N) ≡ 0 (mod 24 · g(N)) and therefore
κ(N)
24·g(N) ∈ Z. Thus, the result follows.
(3) Let N = Mp2 for a prime p not dividing M . At the moment, we do not assume that M is squarefree. Let
r(δ) = Υ(M)× e(M)δ be the δ-th column vector of Υ(M) of size σ0(M). Then, we have
V (CN ) =

 pΥ(M) −pΥ(M) 0−Υ(M) (p2 + 1)Υ(M) −Υ(M)
0 −pΥ(M) pΥ(M)



 e(M)10
−e(M)M

 =

 p · r(1)−(r(1)− r(M))
−p · r(M)

 .
Since r(1)rad(M) = (−1)
k , where k is the number of prime divisors of M , GCD(CN ) divides p. Since V (CM ) =
r(1)− r(M) and hence GCD(CN ) = gcd(p, GCD(CM )). IfM is squarefree, then by the cases (1) and (2) above the
result follows.
Next, by direct computation we have Powerp(CN ) = 0 because V (CM ) ∈ S1(M)0. Also, for any prime divisor
q ofM we have Powerq(CN ) = (p − 1) · Powerq(CM ). Since Powerq(CM ) is a multiple of GCD(CM ), we always
have OP(CN ) = 1 if p is odd.
Then, we assume that p is odd andM is squarefree. By the discussion above, the result follows because κ(N) =
κ(M)× κ(p2) is a multiple of 24p under our assumption on N .
Last, let N = 4M for an odd squarefree integerM > 1. Similarly as above, we always have GCD(CN ) = 2 (due
to the fact that g(M) is even). Also, we have Power2(CN ) = 0 and Powerq(CN ) = Powerq(CM ) for any prime
11During the computation, we have checked that GCD(Cpq) = gcd(pq − 1, p2 − 1, q2 − 1) and OP(Cpq) = h(pq, pq).
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divisor q ofM . By the same computation as in (1), we have Powerq(CM ) = −(q+ 1) ·
∏
p|N, p6=q(p− 1). Therefore
Powerq(CM ) is a multiple of 4 unlessM is a prime congruent to 1 modulo 4, in which case we have OP(CN ) = 2.
Therefore the result follows in this case, too.
(4) Suppose that either N is divisible by p3 or by p2q2 for distinct primes p and q. We claim that
GCD(CN ) = 1 and OP(CN ) = 1.
Since we assume that the genus of X0(N) is positive, it is easy to see that κ(N) is a multiple of 24 and the result
will follow from the claim.
First, let N = N0p2q2 with gcd(N0, pq) = 1. Let M = N0q2 and we use the same notations as in (3). Then,
we have GCD(CN ) = gcd(p,GCD(CM )). Similarly, by taking N = N0q2 and M = N0 in (3), we obtain that
GCD(CM ) = gcd(q,GCD(CN0)). Since GCD(CM ) is a divisor of q, it is prime to p and hence GCD(CN ) = 1. Since
either p or q is odd, by the same computation as in (3), we obtain that OP(CN ) = 1.
Next, let N = N ′pr with gcd(N ′, p) = 1 and r ≥ 3. As above, we have
V (CN) = Υ(N
′)
⊗
Υ(pr)


e(N ′)1
0
...
0
−e(N ′)N′


=


p · r(1)
−r(1)
...
r(N ′)
−p · r(N ′)


.
Since r(1)rad(N ′) = ±1, we have GCD(CN ) = 1. To proveOP(CN ) = 1 it suffices to prove that Powerℓ(CN ) is even
for any prime ℓ because Powerℓ(CN ) = Pwℓ(CN ) · GCD(CN ) = Pwℓ(CN ). Note that we have Powerp(CN ) = 0 if
r is even; and Powerp(CN ) = −(p+ 1)
∏
q|N ′(q − 1) by Lemma 3.6 if r is odd. Thus, Powerp(CN ) is always even
because N has at least two prime divisors. Furthermore, as above we have Powerq(CN ) = (p − 1) · Powerq(CN ′)
for a prime divisor q ofN ′. So, Pwq(CN ) ∈ 2Z if p is odd. Last, let p = 2. By the discussion above, ifN ′ is odd then
we have Powerq(CN ′) ∈ 2Z. Indeed, we have
– if N ′ is squarefree then GCD(CN ′) ∈ 2Z;
– if N ′ is exactly divisible by ℓ2 then we have Powerq(CN ′) ∈ 2Z as in (2);
– if N ′ is divisible by ℓ3 then as above we have Powerq(CN ′) ∈ 2Z.
Thus, Pwq(CN ) ∈ 2Z for any prime divisors q of N ′ and hence the result follows. 
We finish this subsection by proving two lemmas used above.
Lemma 4.6. Let p and q be two distinct odd primes. Then, we have
gcd(pq − 1, p− q) = gcd(pq − 1, p2 − 1, q2 − 1) = 2a · gcd(p− 1, q − 1) · gcd(p+ 1, q + 1),
where a = 0 if v2(p− 1) = v2(q − 1) and v2(p+ 1) = v2(q + 1); and a = −1 otherwise.
Proof. Let d = gcd(pq − 1, p− q). Then, (d, p) = (d, q) = 1 because pq ≡ 1 (mod d). This directly implies the first
equality because
p(p− q) = p2 − pq = (p2 − 1) + (1− pq) and q(p− q) = (pq − 1) + (1− q2).
Next, letG = gcd(pq− 1, p2− 1, q2− 1) andH = gcd(p− 1, q− 1) · gcd(p+1, q+1). If ℓ is an odd prime, then
we easily have that vℓ(G) = vℓ(H) because ℓ cannot divide both p− 1 and p+ 1.
We then compute b = v2(G)− v2(H). Let r = v2(p− 1) and s = v2(q − 1), which are both at least 1. Without
loss of generality we may assume that r ≥ s ≥ 1. If r > s, then we have
pq ≡ 1 (mod 2s) and pq ≡ q 6≡ 1 (mod 2s+1).
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Therefore v2(G) = s. Since s ≥ 1, we have r ≥ 2 and hence v2(p+ 1) = 1. Therefore v2(H) = s+ 1 and b = −1.
Assume that r = s ≥ 2. Then v2(p+ 1) = v2(q + 1) = 1 and we have
pq − 1 = (1 + 2r)(1 + 2r)− 1 ≡ 0 (mod 2r+1)
and therefore v2(G) = r + 1. Since v2(H) = r + 1, we have b = 0. Let x = v2(p + 1) and y = v2(q + 1). If
r = s = 1 then x and y are both at least 2. Suppose further that x = y. Then, we have
pq − 1 = (−1 + 2x)(−1 + 2x)− 1 ≡ 0 (mod 2x+1)
and hence v2(G) = v2(H) = x + 1 and b = 0. If x > y then as before we have v2(G) = y and v2(H) = y + 1, so
b = −1. Thus, we complete the proof. 
Lemma 4.7. Let N =
∏t
i=1 pi be a squarefree integer with t ≥ 3. Let
g(N) = gcd(N + (−1)t−1, p2i − 1 : 1 ≤ i ≤ t) and si(N) = (pi + 1)
t∏
j=1, j 6=i
(pj − 1),
Then, 2 · g(N) divides si(N) for all 1 ≤ i ≤ t.
Proof. It suffices to show that vℓ(2 · g(N)) ≤ vℓ(si(N)) for all primes ℓ.
First, let ℓ be an odd prime. Suppose that vℓ(2 · g(N)) = vℓ(g(N)) = a. If a = 0 there is nothing to prove, so
assume further that a ≥ 1. Since vℓ(p2i − 1) = max(vℓ(pi − 1), vℓ(pi +1)), either vℓ(pi − 1) ≥ a or vℓ(pi +1) ≥ a,
in which case vℓ(pi − 1) = 0. Suppose that vℓ(si(N)) < a for some i. Then, since either vℓ(pj + 1) = 0 or
vℓ(pj − 1) = 0 for all j, we have vℓ(pi + 1) = vℓ(pj − 1) = 0 for all j 6= i, or equivalently,
min(vℓ(pi − 1), vℓ(pj + 1) : 1 ≤ j ≤ t, j 6= i) ≥ a.
Thus, we have
N + (−1)t+1 ≡ (−1)t−1 + (−1)t−1 = 2(−1)t−1 6≡ 0 (mod ℓa),
which is a contradiction. So, we have vℓ(si(N)) ≥ a for all i, as claimed.
Next, let ℓ = 2 and let ri = v2(pi − 1). Appropriately ordering the prime divisors of N , we may assume that
r1 ≤ r2 ≤ · · · ≤ rt. If r1 = 0 then p1 = 2 andN+(−1)t−1 ≡ 1 (mod 2). Thus, v2(g(N)) = 0. Since v2(si(N)) ≥ 1,
the result follows. So, we further assume that r1 ≥ 1, i.e., N is odd. Note that for any i we have
v2(pi ± 1) ≥ 1 and v2(p
2
i − 1) ≥ 3.
We divide into three cases:
Case 1: r1 = r2 = · · · = rt = r ≥ 1. If r ≥ 2 then v2(pi + 1) = 1 and hence we have
v2(si(N)) = 1 + (t− 1)r ≥ 1 + 2r.
Since v2(g(N)) ≤ v2(p21 − 1) = r + 1, the claim follows. If r = 1, then we have
v2(g(N)) ≤ 1 +min(v2(pj + 1) : 1 ≤ j ≤ t).
Since t ≥ 3, we have v2(si(N)) = (t− 1) + v2(pi + 1) ≥ 2 + v2(pi + 1), which implies the claim.
Case 2: ri ≥ 2 for some 1 ≤ i < t. Since v2(p2i − 1) = 1 + ri, v2(g(N)) ≤ 1 + ri. For 1 ≤ j < t, we have
v2(sj(N)) ≥ (t− 1) + rt ≥ 2 + ri and v2(st(N)) = (t− 1) + ri ≥ 2 + ri.
Thus, we obtain the result.
Case 3: r1 = r2 = · · · = rt−1 = 1 and rt ≥ 2. By assumption, we have pj ≡ −1 (mod 4) for all 1 ≤ j < t and
pt ≡ 1 (mod 4). Thus,
N + (−1)t−1 ≡ (−1)t−1 + (−1)t−1 ≡ 2 (mod 4),
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which implies that v2(g(N)) = 1. Since pi’s are odd, v2(si(N)) ≥ t ≥ 3 and hence the result follows. 
4.4. The orders of Cd. In this subsection, we prove Theorem 4.2 for the remaining cases. Namely, we prove Theo-
rem 4.2 for a non-trivial and proper divisor d of N whenN has at least two prime divisors and the genus ofX0(N)
is positive.
From now on, assume that N is divisible by at least two primes, and the genus of X0(N) is positive. Let d be a
non-trivial and proper divisor of N , and let z = gcd(d,N/d).
Proof of Theorem 4.2. (1) Let z = 1. Then by the same argument as in Example 2.6 we have
ΦN (Cd) = Φd(C(d)d)
⊗
e(N/d)1.
For clarification, let N1 = d and N2 = N/d. Also, let C1 = C(d)d and C2 = Φ
−1
N/d(e(N/d)1). By Theorem 4.3 we
have GCD(C1) = g(d). Also, we have GCD(C2) = 1 because V (C2)rad(N2) = ±1. Thus, by Theorem 4.4 we have
GCD(Cd) = g(d) as claimed.
Next, since V(C2) = V (C2), by Lemma 3.6 we have
∑
δ|N2
V(C2)δ =
∏
q|N2
(q − 1). Therefore by Theorem 4.4
we have
Pwp(Cd) =

Pwp(C1)×
∏
q|N2
(q − 1) if p | N1,
0 otherwise.
Thus, we have OP(Cd) = 1 unless N2 is a power of 2 and OP(C1) 6= 1. Since OP(C1) = h(d, d) and h(d, d) =
h(N, d) if N2 = N/d = 2r for some r ≥ 1, we have OP(Cd) = h(N, d), as desired.
(2) Let N = N ′pr with gcd(N ′, p) = 1 and r ≥ 2. By our assumption, N ′ is divisible by a prime q 6= p.
Case 1: Let d = d′pf for a divisor d′ of N ′ and an integer 2 ≤ f ≤ r − 1. Also, let z′ = zp−m(f) = gcd(d′, N ′/d′),
wherem(f) = min(f, r − f). For ease of notation, let
ξ =
z′
rad(z′)
and ζ :=
z
rad(z)
= pm(f)−1 × ξ.
By direct computation as in the proof of Theorem 4.3 we have
V (Cd) =


pΥ(N ′) · · · 0 · · ·
−Υ(N ′) · · · 0 · · ·
0 · · · −pm(f)Υ(N ′) · · ·
0 · · · pm(f)−1(p2 + 1)Υ(N ′) · · ·
0 · · · −pm(f)Υ(N ′) · · ·
0 · · · 0 · · ·




ϕ(z) · e(N ′)1
0
...
−e(N ′)d′
...
0


=


pϕ(z) · r(1)
−ϕ(z) · r(1)
...
pm(f) · r(d′)
−pm(f)−1(p2 + 1) · r(d′)
pm(f) · r(d′)
0


,
where r(δ) is the δ-th column vector ofΥ(N ′). Note that ϕ(z) = z
∏
q|z(1−q
−1) is divisible by ζ . Since the greatest
common divisor of the entries of r(d′) is ξ by Lemma 4.8 below, we have GCD(Cd) = ζ , as claimed.
Next, by Lemma 3.6 we have
∑
δ|N ′ r(1)δ =
∏
q|N ′(q − 1) and
∑
δ|N ′ r(d
′)δ = ϕ(z
′)
∏
q|N ′(q − 1). Thus, we
have
Pwp(Cd) =

(p
2 − 1)
∏
q|N ′(q − 1)
1+ǫ(q) if f ∈ 2Z,
−p(p+ 1)
∏
q|N ′(q − 1)
1+ǫ(q) otherwise,
where ǫ(q) = 1 if q divides z′ and ǫ(q) = 0 otherwise. Therefore Pwp(Cd) is always even because N has at least
two prime divisors.
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Then, for a prime divisor q of N ′ we have Pwq(Cd) = 0 if d′ = 1. Thus, we assume that d′ > 1. Note that
Powerq(C(N
′)d′) =
∑
δ|N ′, vq(δ) 6∈2Z
ϕ(z′) · r(1)δ − r(d
′)δ , where Powerp is defined in Section 4.3. Thus, we have
Powerq(Cd) = p
m(f)−1(p− 1)2 · Powerq(C(N
′)d′).
By the same argument as above, Powerq(C(N ′)d′) is divisible by ξ and hence Pwq(Cd) is even unless p = 2 and
m(f) = 1, i.e., f = r − 1 ≥ 2.
Last, let p = 2, f = r − 1 ≥ 2 and d′ > 1. We will prove that Powerq(C(N ′)d′) is even in Case 3 below. Thus,
we have Pwq(Cd) ∈ 2Z because GCD(Cd) = ξ is odd. Therefore we always have OP(Cd) = 1 if f ≥ 2.
Case 2: Let d = d′p for a divisor d′ of N ′. We use the same notation as in Case 1. If there is a prime divisor q of N ′
such that vq(d) ≥ 2, then by Case 1 above we can easily obtain the result. Thus, we may assume that d is squarefree
and hence ξ = 1.
As above, we have
V (Cd) =


pΥ(N ′) −pΥ(N ′) 0
−Υ(N ′) (p2 + 1)Υ(N ′) ∗
0 −pΥ(N ′) ∗
0 0 ∗
...
...
...




ϕ(z) · e(N ′)1
−e(N ′)d′
0
...
0


=


p(p− 1)(ϕ(z′) · r(1)) + p · r(d′)
−(p− 1)(ϕ(z′) · r(1))− (p2 + 1) · r(d′)
p · r(d′)
0
...


,
If d′ = 1 then it is easy to see that GCD(Cd) = p because r(1)rad(N ′) = ±1. Also, for any prime divisor q of N
′ we
have Powerq(Cd) = 0. Furthermore, we have Pwp(Cd) = −(p+ 1)
∏
q|N ′(q − 1). Since N has at least two prime
divisors, we have OP(Cd) = 1 in this case. Thus, if d′ = 1 the result follows.
Now, we further assume that d′ 6= 1. Since the greatest common divisor of the entries of r(d′) is ξ = 1 by Lemma
4.8 below, GCD(Cd) is a divisor of p. Since
(p− 1)(ϕ(z′) · r(1)) + (p2 + 1) · r(d′) ≡ −ϕ(z′) · r(1) + r(d′) (mod p),
GCD(Cd) is a divisor of the greatest common divisor of the entries of ϕ(z′) · r(1)− r(d′) = V (C(N ′)d′). If z′ = 1
then by the case (1) above we have GCD(C(N ′)d′) = g(d′) and hence GCD(Cd) = gcd(p, g(d′)), as claimed. If
z′ > 1 then there is a prime divisor q of z′. By the same argument as above, GCD(C(N ′)d′) is a divisor of q and
hence GCD(Cd) = 1, as desired.
Next, as above we have
Powerp(Cd) = −p(p+ 1)ϕ(z
′)
∏
q|N ′
(q − 1).
Thus, Pwp(Cd) is always even becauseN has at least two prime divisors.
Then, for a prime divisor q of N ′ we have
Powerq(Cd) = (p− 1)
2 · Powerq(C(N
′)d′),
As above, if p is odd then Powerq(C(N ′)d′) is even. Since GCD(Cd) is odd, Pwq(Cd) is even. Therefore we have
OP(Cd) = 1 if p is odd.
Last, let p = 2 and let q be an odd prime divisor ofN ′. We claim that Powerq(C(N ′)d′) 6∈ 4Z if and only if q = d′
is a prime congruent to 1 modulo 4 and N ′ = qs for some s ≥ 1. Temporarily, let d = d′ and N = N ′ for ease of
notation. Also, let ℓ be an odd prime divisor of d and s = vℓ(N). (Since we assume that d > 1 is odd squarefree,
such a prime ℓ exists.) If q 6= ℓ, then as above we obtain
Powerq(C(N)d) =

(ℓ − 1) · Powerq(C(N
′)d′) if s = 1,
(ℓ − 1)2 · Powerq(C(N
′)d′) if s ≥ 2,
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where N ′ = Nℓ−s and d = dℓ−1 are the prime-to-ℓ parts of N and d, respectively. (If d′ = 1 then we set
Powerq(C(N
′)d′) = 0.) If q = ℓ, then as above we obtain
Powerq(C(N)d) =

−(ℓ+ 1)ϕ(z
′)
∏
p|N ′(p− 1) if s = 1,
−ℓ(ℓ+ 1)ϕ(z′)
∏
p|N ′(p − 1) if s ≥ 2,
where the product runs over all the prime divisors p of N ′. Therefore, in both cases, Powerq(C(N)d) ∈ 2Z. If N is
not a prime power, then we haveN ′ > 1 and hence Powerq(C(N ′)d′) ∈ 2Z and
∏
p|N ′(p− 1) ∈ 2Z. Thus, we have
Powerq(C(N)d) ∈ 4Z. If N = qs and d = q, then Powerq(C(qs)q) ∈ 4Z if and only if q ≡ −1 (mod 4). Therefore,
the claim follows.
In conclusion, since GCD(Cd) is a divisor of p, we have OP(Cd) = 1 if Powerq(C(N ′)d′) ∈ 4Z. Thus, we have
OP(Cd) = 1 unless d = 2q andN = 2rqs for an odd prime q which is congruent to 1modulo 4 and r ≥ 2. Now, let
d = 2q andN = 2rqs for an odd prime q and r ≥ 2. Note that GCD(C(qs)q) = q if s ≥ 2 and GCD(C(q)q) = q+1.
Thus, GCD(Cd) = 1 if s ≥ 2 and GCD(Cd) = 2 if s = 1. Since Powerq(Cd) = Powerq(C(qs)q) ≡ q + 1 (mod 4)
and Pw2(Cd) ∈ 2Z, we have OP(Cd) = h(N, d), as desired.
Case 3: Let p = 2 and N = 2rN ′ for an odd integer N ′ and r ≥ 3. Also, let d = 2r−1d′ with d′ > 1. It
suffices to compute Powerq(C(N ′)d′) for any prime divisor q of N ′. If z′ = 1 then as in Case (1) above we have
Powerq(C(N
′)d′) ∈ 2Z. If z′ > 1 then there is a prime divisor q of z′. By definition, we have vq(d′) ≥ 1 and
vq(N
′/d′) ≥ 1. Since q is odd, by the computation in Cases 1 and 2 above we have Pwq(C(N ′)d′) ∈ 2Z, as wanted.
This completes the proof. 
Lemma 4.8. For a divisor d of N , let r(d) be the d-th column vector of Υ(N) as in Lemma 3.6. Then the greatest
common divisor of the entries of r(d) is zrad(z) , where z = gcd(d,N/d).
Proof. Since the greatest common divisor of the entries of r(d) is multiplicative (cf. Theorem 4.4 and Lemma 2.5)
and since the function zrad(z) is also multiplicative, it suffices to prove the claim when N = p
r for a prime p and an
integer r ≥ 1, which is obvious by Equation (3.1). 
5. Strategy for the computation of C(N)
In this section, we review our strategy in Section 1.3 and provide necessary tools for later use.
5.1. Introduction. Using criteria in Section 5.2 below, our strategy to compute the group C(N) is as follows:
(0) Using suitable orderings ≺ and ⊳ on D0N , we write
DsfN = {d1, . . . , dm} = {δ1, . . . , δm} and D
0
N = {d1, . . . , dn} = {δ1, . . . , δn},
wherem = #DsfN and n = #D
0
N , so that di ≺ dj and δi ⊳ δj if and only if i < j.
(1) Find a rational cuspidal divisors Di such that the matrixM = (|V(Di)δj |)1≤i,j≤n is of the form
M =
(
A O
B U
)
where U is a lower unipotent matrix of size n−m and O is them× n zero matrix.
(2) For anym < i ≤ n, if either OP(Di) = 1 or there is a prime p such that Pwp(Di) 6∈ 2Z and Pwp(Dj) = 0
for all j < i, then the images Di’s are linearly independent. (See Theorem 5.2.)
(3) Prove that the images Di’s span the group C(N), or more generally
Div0cusp(X0(N))Q = 〈Di : 1 ≤ i ≤ n〉 .
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(4) Then, we have
C(N) ≃ C(N)sf
n⊕
j=m+1
〈
Dj
〉
,
where C(N)sf =
〈
Di : 1 ≤ i ≤ m
〉
.
Then, for any given prime ℓ we compute the ℓ-primary subgroup C(N)sf[ℓ∞] of the squarefree part C(N)sf.
(5) Find a rational cuspidal divisors Ei such that the matrix M = (V(Ei)δj )1≤i,j≤m is lower ℓ-unipotent, i.e.,
M is lower triangular and all the diagonal entries are ℓ-adic units.
(6) If ℓ is odd, we can prove that the images Ei’s are linearly independent over Zℓ. (See Theorem 5.4.)
(7) If ℓ = 2 then we require some other properties of Ei’s (as above). Then we can prove that the images Ei’s
are linearly independent over Z2. (See Theorem 5.6.)
(8) Prove that the images Ei’s span the group C(N)sf[ℓ∞], or more generally
〈Di : 1 ≤ i ≤ m〉 ⊗Z Zℓ = 〈Ei : 1 ≤ i ≤ m〉 ⊗Z Zℓ.
(9) Then, we have
C(N)sf[ℓ∞] ≃
m⊕
i=1
〈
Ei
〉
[ℓ∞].
Fortunately, our strategy indeed works if N is odd. However, if N is even then some arguments break down and
we need modifications. In that case, the problematic part is contained in the 2-primary subgroup of C(N) and so we
can finish our computation by applying criteria for 2-adic linear independence.
5.2. Criteria for linear independence. From now on, we always assume that Ci ∈ Div
0
cusp(X0(N))Q for any i.
As above, we fix two orderings ≺ and ⊳ on D0N , and write
DsfN = {d1, . . . , dm} = {δ1, . . . , δm} and D
0
N = {d1, . . . , dn} = {δ1, . . . , δn},
where m = #DsfN and n = #D
0
N , so that di ≺ dj and δi ⊳ δj if and only if i < j. In other words, for any
non-squarefree divisor d of N we assume that d′ ≺ d and d′ ⊳ d if d′ is a non-trivial squarefree divisor of N .
Theorem 5.1. Suppose that there is a divisor δ of N such that
V(Ck)δ = ±1 and V(Ci)δ = 0 for all i < k.
Suppose further that either OP(Ck) = 1 or there is a prime p such that
Pwp(Ck) 6∈ 2Z and Pwp(Ci) = 0 for all i < k.
Then we have 〈
Ci : 1 ≤ i ≤ k
〉
≃
〈
Ci : 1 ≤ i ≤ k − 1
〉⊕ 〈
Ck
〉
.
By successively applying the theorem above, we easily have the following criterion.
Theorem 5.2. For any 1 ≤ i ≤ n, let Di be a degree 0 rational cuspidal divisor on X0(N). For any m < i ≤ n,
suppose that
V(Di)δi = ±1 and V(Dj)δi = 0 for any j < i.
Suppose further that for any m < i ≤ n, either OP(Di) = 1 or there is a prime p such that Pwp(Di) 6∈ 2Z and
Pwp(Dj) = 0 for all j < i. Then, we have
〈
Di : 1 ≤ i ≤ n
〉
≃
〈
Di : 1 ≤ i ≤ m
〉 t⊕
j=m+1
〈
Dj
〉
.
There is an ℓ-adic variant of Theorem 5.1.
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Theorem 5.3. Let ℓ be an odd prime. Suppose that there is a divisor δ of N such that
V(Ck)δ 6∈ ℓZ and V(Ci)δ = 0 for all i < k.
Then we have 〈
Ci : 1 ≤ i ≤ k
〉
[ℓ∞] ≃
〈
Ci : 1 ≤ i ≤ k − 1
〉
[ℓ∞]
⊕ 〈
Ck
〉
[ℓ∞].
As above, we obtain the following criterion.
Theorem 5.4. For any 1 ≤ i ≤ m, let Ei be a degree 0 rational cuspidal divisor on X0(N). For any 1 < i ≤ m,
suppose that there is a divisor δ of N such that
V(Ei)δi 6∈ ℓZ and V(Ej)δi = 0 for all j < i.
If ℓ is odd, then we have 〈
Ei : 1 ≤ i ≤ m
〉
[ℓ∞] ≃
m⊕
i=1
〈
Ei
〉
[ℓ∞].
The 2-adic variant of Theorem 5.1 is the following.
Theorem 5.5. Suppose that one of the following holds.
• There is a divisor δ of N such that V(Ck)δ is odd and V(Ci)δ = 0 for all i < k. Also, OP(Ck) = 1.
• There is a prime p such that Pwp(Ck) is odd and Pwp(Ci) = 0 for all i < k.
Then we have 〈
Ci : 1 ≤ i ≤ k
〉
[2∞] ≃
〈
Ci : 1 ≤ i ≤ k − 1
〉
[2∞]
⊕ 〈
Ck
〉
[2∞].
As above, we obtain the following.
Theorem 5.6. For any 1 ≤ i ≤ m, let Ei be a degree 0 rational cuspidal divisor on X0(N). For any 1 < i ≤ m, we
assume that one of the following holds:
• We have OP(Ei) = 1, V(Ei)δi is odd and V(Ej)δi = 0 for all j < i.
• There is a prime p such that Pwp(Ei) is odd and Pwp(Ej) = 0 for all j < i.
Then, we have 〈
Ei : 1 ≤ i ≤ m
〉
[2∞] ≃
m⊕
i=1
〈
Ei
〉
[2∞].
We finish this subsection by proving all the theorems above.
Proof. Suppose that there is a relation
a1 · C1 + a2 · C2 + · · ·+ ak · Ck = 0 for some ai ∈ Z,
and let X =
∑k
i=1 ai · Ci ∈ Div
0
cusp(X0(N))Q. Since X =
∑k
i=1 ai · Ci = 0, by Proposition 3.7 we have
r(X) ∈ S1(N)
0 and r-Pwp(X) ∈ 2Z for all primes p.
First, we prove Theorem 5.1. It suffices to show that the order of ak · Ck is 1. By Proposition 3.7 it is enough to
prove that
r(ak · Ck) ∈ S1(N)
0 and r-Pwp(ak · Ck) ∈ 2Z for all primes p.
Since we assume that V(Ci)δ = 0 for all 1 ≤ i < k, we have r(ai · Ci)δ = 0 as well. Thus, we have
r(X)δ =
k∑
i=1
r(ai · Ci)δ = r(ak · Ck)δ ∈ Z.
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Since V(Ck)δ = ±1, this implies that r(ak · Ck) ∈ S1(N)0. Indeed, for a divisor d of N , we have
(5.1) r(ak · Ck)d = r(ak · Ck)δ · V(Ck)d · V(Ck)
−1
δ = r(ak · Ck)δ · V(Ck)d · V(Ck)δ ∈ Z.
Thus, we have GCD(ak · Ck) = |r(ak · Ck)δ| and hence
r(ak · Ck) = ±r(ak · Ck)δ · V(ak · Ck) = ±r(ak · Ck)δ · V(Ck).
This implies that for any prime q
(5.2) r-Pwq(ak · Ck) = ±r(ak · Ck)δ · Pwq(Ck).
Now, suppose first that OP(Ck) = 1. Then, for any prime q we have r-Pwq(ak ·Ck) ∈ 2Z by Equation (5.2) because
Pwq(Ck) ∈ 2Z. Next, suppose that there is a prime divisor p of N such that
Pwp(Ck) 6∈ 2Z and Pwp(Ci) = 0 for all 1 ≤ i < k.
Since r-Pwp(X) ∈ 2Z and r-Pwp(Ci) = 0 for all 1 ≤ i < k, we have
r-Pwp(X) =
k∑
i=1
r-Pwp(ai · Ci) = r-Pwp(ak · Ck) ∈ 2Z.
Since Pwp(Ck) 6∈ 2Z by our assumption, we have r(ak · Ck)δ ∈ 2Z by Equation (5.2). Again by Equation (5.2) we
have
r-Pwq(ak · Ck) = ±Pwq(Ck) · r(ak · Ck)δ ∈ 2Z for any prime q.
This completes the proof of Theorem 5.1.
Next, we prove Theorem 5.3. As above, it suffices to show that there is an integer a ∈ Zr ℓZ such that
r(a · ak · Ck) ∈ S1(N)
0 and r-Pwp(a · ak · Ck) ∈ 2Z for all primes p.
As above, we have
r(X)δ =
k∑
i=1
r(ai · Ci)δ = r(ak · Ck)δ ∈ Z.
In particular, we have vℓ(r(ak · Ck)δ) ≥ 0. Also, since V(Ck)δ 6∈ ℓZ, by the same argument as in Equation (5.1) we
have vℓ(r(ak·Ck)d) ≥ 0 for any divisor d ofN . Thus, there is an integer b ∈ ZrℓZ such that r(bak·Ck) ∈ S1(N)0. If
ℓ is odd, then we can take a = 2b ∈ ZrℓZ. Indeed, since r(bak ·Ck) ∈ S1(N)0, we also have r(2bak ·Ck) ∈ S1(N)0
and r-Pwp(2bak ·Ck) = 2 ·r-Pwp(bak ·Ck) ∈ 2Z for any primes p, as wanted. This completes the proof of Theorem
5.3.
Last, we prove Theorem 5.5. Again, it suffices to show that there is an odd integer a such that
r(a · ak · Ck) ∈ S1(N)
0 and r-Pwp(a · ak · Ck) ∈ 2Z for all primes p.
Suppose first that OP(Ck) = 1 and there is a divisor δ of N such that V(Ck)δ is odd and V(Ci)δ = 0 for all
i < k. As above, there is an odd integer b such that r(bak · Ck) ∈ S1(N)0. Also, by Equation (5.2) we have
Pwp(bak · Ck) ∈ 2Z for any prime p because Pwp(Ck) ∈ 2Z. Thus, we can take a = b.
Next, suppose that there is a prime p such that Pwp(Ck) is odd and Pwp(Ci) = 0 for all i < k. Since r(ak ·Ck) =
b · V(Ck) for some b ∈ Q, we have r-Pwp(ak · Ck) = b · Pwp(Ck). Since we have
r-Pwp(X) =
k∑
i=1
r-Pwp(ai · Ci) = r-Pwp(ak · Ck) = b · Pwp(Ck) ∈ 2Z
and Pwp(Ck) is odd, we have v2(b) ≥ 1. Thus, there is an odd integer c such that bc ∈ 2Z. Now, we take a = c.
Then, we have r(c · ak ·Ck) = bc ·V(Ck) ∈ S1(N)0. Since r-Pwq(c · ak · Ck) = bc · Pwq(Ck) for any prime q and
bc ∈ 2Z, we also have r-Pwq(c · ak · Ck) ∈ 2Z, as desired. This completes the proof of Theorem 5.5. 
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5.3. Degeneracy maps revisited. Let N = Mpr with gcd(M,p) = 1 and r ≥ 0. For simplicity, let α :=
π1(Np,N)
∗ and β := π2(Np,N)∗ denote two degeneracy maps from Div
0(X0(N)) to Div
0(X0(Np)), introduced
in Section 2.3.
Proposition 5.7. Let C ∈ Divcusp(X0(N))Q. If r = 0, then we have
V (α(C)) = (p2 − 1) · V (C)
⊗
(1, 0)t and V (β(C)) = (p2 − 1) · V (C)
⊗
(0, 1)t.
If r ≥ 1, then for any divisor d ofM we have
V (α(C))dpf =

p · V (C)dpf if 0 ≤ f ≤ r,0 if f = r + 1, and V (β(C))dpf =

0 if f = 0,p · V (C)dpf−1 if 1 ≤ f ≤ r + 1.
Proof. First, let r = 0. Then, we have ΦNp(α(C)) = ΦN (C)
⊗
(p, 1)t by Lemma 2.3. Thus, we have
V (α(C)) = Υ(Np)× ΦNp(α(C)) = (Υ(N)× ΦN (C))
⊗
(
( p −1
−1 p
)
× ( p1 ))
= V (C)
⊗
(p2 − 1, 0)t,
as desired. Similarly, we obtain the formula for V (β(C)).
Next, let r ≥ 2. Let ΦN (C)δpk = a(δp
k) for any divisors δ of M and 0 ≤ k ≤ r. In other words, C =∑
δ|M,0≤k≤r a(δp
k) · (P (N)δpk). Let Ai = (a(δp
i))δ|M ∈ S2(M) for each 0 ≤ i ≤ r. By direct computation, we
have
V (C) = Υ(M)
⊗
Υ(pr)


A0
A1
...
Ar−1
Ar


=


pB0 − pB1
−B0 + (p
2 + 1)B1 − p
m(2)B2
...
−pm(2)Br−2 + (p
2 + 1)Br−1 −Br
−pBr−1 + pBr


=:


E0
E1
...
Er−1
Er


,
where Bi = Υ(M)×Ai andm(k) = min(k, r − k). Now, by Lemma 2.3 we have
ΦNp(α(C)) = (pA0, pA1, . . . , pA[r/2], A[r/2]+1, . . . , Ar, Ar)
t.
Thus, we have
V (α(C)) = Υ(M)
⊗
Υ(pr+1)


pA0
pA1
...
Ar
Ar


=


p2B0 − p
2B1
−pB0 + p(p
2 + 1)B1 − p
n(2)+1B2
...
−pn(2)Br−1 + p
2Br
0


=


pE0
pE1
...
pEr
0


,
where n(k) = min(k, r + 1 − k). Indeed, we verify the last equality as follows: We compute the k-th block of
V (α(C)), which we claim that pEk if k ≤ r and 0 if k = r + 1. It is obvious when k = r + 1 and hence we assume
that k ≤ r. Thus, if k + 1 ≤ r/2 then the k-th block of V (α(C)) is
−pn(k−1)Υ(M)× (pAk−1) + p
n(k)−1(p2 + 1)Υ(M)× (pAk)− p
n(k+1)Υ(M)× (pAk+1) = pEk
becausem(i) = n(i) if i ≤ r/2. Also, if k − 1 > r/2 then the k-th block of V (α(C)) is
−pn(k−1)Υ(M)× (Ak−1) + p
n(k)−1(p2 + 1)Υ(M)× (Ak)− p
n(k+1)Υ(M)× (Ak+1) = pEk
because m(j) = n(j) − 1 if j > r/2. Thus, it suffices to check the formula for k = [r/2] or k = [r/2] + 1. Both
cases also follow by the same reasons. Similarly, we obtain the formula for V (β(C)).
Last, let r = 1. Then by the same argument as in the case of r ≥ 2, the result easily follows. 
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6. Case of level pr
In this section, we compute the group C(N) when N = pr is a prime power. Using our strategy in Section 5,
we first find divisors Bp(r, k) so that M = (|V(Bp(r, i))pj |) is lower unipotent (after swapping rows or swapping
columns). Then, we prove that OP(Bp(r, k)) = 1 (unless k = 1) if p is odd and hence we recover the result of Ling
[4, Th. 1, 2] (Theorem 6.5). On the other hand, if p = 2 then we cannot apply Theorem 5.2. Nevertheless, we can
find different divisors B2(r, k) and prove that C(2r) ≃ ⊕ri=1
〈
B2(r, i)
〉
(Theorem 6.8). Note that the structure of
C(2r) is already known by Rouse and Webb [15, Th. 10].
From now on, let p be a prime and let r be a positive integer. Based on speculation for small r, we obtain the
following divisors.12
Definition 6.1. For an integer k with 0 ≤ k ≤ r, we define a (column) vectorAp(r, k) of size r+1 (indexed by the
divisors of pr) as follows: First, let
Ap(r, 0)pj =

1 if j = 0,0 if 1 ≤ j ≤ r, and
Ap(r, 1)pj = p
max(r−2j,0).
If r ≥ 3 is odd, then
Ap(r, 2)pj =


Kp(
r−3
2 ) if j = 0,
Kp(
r−2j−1
2 ) if 0 < j <
r
2 ,
0 if j = r+12 ,
−p ·Kp(
2j−r−1
2 ) otherwise,
whereKp(k) =
∑k
i=0 p
2i for an integer k ≥ 0. If r ≥ 2 is even, then
Ap(r, 2)pj =


Kp(
r−2j−2
2 ) if 0 ≤ j <
r
2 ,
0 if j = r2 ,
−Kp(
2j−r−2
2 ) otherwise.
If 3 ≤ k = r − 2a ≤ r, then
Ap(r, k)pj :=


pa if j = 0,
−1 if r − a ≤ j ≤ r,
0 otherwise.
Finally, if 3 ≤ k = r + 1− 2a ≤ r, then
Ap(r, k)pj :=


1 if 0 ≤ j ≤ a,
−pa if j = r,
0 otherwise.
Also, for 1 ≤ k ≤ r, we define a vectorBp(r, k) of size r + 1 (indexed by the divisors of pr) as follows:
Bp(r, 1) := p
r−1(p+ 1) ·Ap(r, 0)−Ap(r, 1),
Bp(r, k) := Ap(r, k) if 2 ≤ k ≤ r.
(6.1)
We consider the vectorsAp(r, k) andBp(r, k) as elements of S2(pr) and let
Bp(r, k) := Φ
−1
pr (Bp(r, k)) ∈ Div
0
cusp(X0(p
r))Q.
12Indeed, we first construct vectors Ap(r, k)’s from Equation (6.2). Then, we explicitly compute them using Lemma 2.3.
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Definition 6.2. For an integer k with 0 ≤ k ≤ r, we define a (column) vector Ap(r, k) of size r+1 (indexed by the
divisors of pr) as follows:
Ap(r, k)
t :=


(p,−1,Or−1) if k = 0,
(1,Or) if k = 1,
(1,Or−1,−1) if k = 2 and r ∈ 2Z,
(0, 1,Or−2,−1) if k = 2 and r 6∈ 2Z,
(p,−1,Or−3−j, 1,−p,Oj) if 3 ≤ k = r − 2j ≤ r,
(Oj , p,−1,Or−3−j, 1,−p) if 3 ≤ k = r + 1− 2j ≤ r − 1,
where Oa = (0, 0, . . . , 0) denotes the zero vector of size a. Also, for an integer 1 ≤ k ≤ r, we set
Bp(r, k) :=

(1,−1,Or−1) if k = 1,Ap(r, k) if k ≥ 2.
Lemma 6.3. For an integer 0 ≤ k ≤ r, we have
Υ(pr)×Ap(r, k) = gp(r, k) · Ap(r, k),
where
gp(r, k) =


1 if k = 0,
pr−1(p2 − 1) if k = 1,
pr−1 if k = 2,
pj if 3 ≤ k ≤ r and j =
[
r+1−k
2
]
.
Also, for an integer 1 ≤ k ≤ r we have
V (Bp(r, k)) =

p
r−1(p+ 1) · Bp(r, 1) if k = 1,
gp(r, k) · Bp(r, k) if k ≥ 2.
Proof. Although we can easily prove our formula by direct computation, we provide a different proof by induction
on r. Since the last formula easily follows by the first formula and the definition of Bp(r, k), we only prove the first
one.
First, we can easily obtain the formula for any r with k = 0 or k = r.
Next, we can easily check the formula for small r, so we assume that r ≥ 4. Let α(i) and β(i) be the maps from
S2(pr−i) to S2(pr) defined by the degeneracy maps π1(pr, pr−i)∗ and π2(pr, pr−i)∗, respectively. In other words,
α(i) is the composition of the maps:
S2(pr−i)
Φ−1
pr−i
// Divcusp(X0(pr−i))Q
π1(p
r ,pr−i)∗
// Divcusp(X0(pr))Q
Φpr
// S2(pr).
Then, by direct computation we have
(6.2) Ap(r, k) =


α(r − 1)(Ap(1, 1)) if k = 1,
β(1)(Ap(r − 1, 2)) if k = 2 and r 6∈ 2Z,
p−1 · α(1)(Ap(r − 1, 2)) + p
r−2 ·Ap(r, r) if k = 2 and r ∈ 2Z,
α(j)(Ap(r − j, r − j)) if k = r − 2j ≥ 3,
β(j)(Ap(r − j, r − j)) if k = r + 1− 2j ≥ 3.
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Thus, the result easily follows by Proposition 5.7. (Note that Ap(1, 1) = α(1)(1), so it comes from level 1. Also, we
have Bp(r, 1) = α(r − 1)(Bp(1, 1)).) 
Proposition 6.4. For any r ≥ 1, we have
S2(p
r) = 〈Ap(r, k) : 0 ≤ k ≤ r〉 and S2(p
r)0 = 〈Bp(r, k) : 1 ≤ k ≤ r〉 .
Thus, we have Div0cusp(X0(p
r))Q = 〈Bp(r, k) : 1 ≤ k ≤ r〉.
Proof. Since the left hand sides contain the right hand sides, respectively, it suffices to show that the right hand sides
contain the left hand sides, respectively.
First, we prove that S2(pr) ⊂ 〈Ap(r, k) : 0 ≤ k ≤ r〉. Let ej be the element of S2(pr) whose pj-th entry is 1 and
all others are zeros. Then, it suffices to show that there are integers a(j, k) such that
ej =
r∑
k=0
a(j, k) ·Ap(r, k).
This is obvious for j = 0 because Ap(r, 0) = e0. Since Ap(r, r) = e0 − er , the claim follows for j = r. By direct
computation, it is easy to find a(j, k)’s for small r.
Let r ≥ 5. Since Ap(r, r − 1) = e0 + e1 − p · er , the claim follows for j = r − 1. Also, since Ap(r, r − 2) =
p · e0 − er−1 − er , the result follows for j = r − 2. Doing this successively, we can find a(j, k) for any j different
from j = s or j = s+ 1, where s = [ r−12 ]. Finally, by the definition of Ap(r, 2) we can obtain the result for j = s,
and by the definition of Ap(r, 1) the result for j = s+ 1 follows.
For the second claim, we note that S2(pr)0 is generated by
f j := ϕ(p
min(j, r−j)) · e0 − ej for any 1 ≤ j ≤ r
(Lemma 2.1). Since ej =
∑r
k=0 a(j, k) ·Ap(r, k), we easily obtain
f j =
r∑
k=1
−a(j, k) ·Bp(r, k).
The last claim directly follows from the definition and the second one. 
6.1. The group C(pr) for an odd prime p. The discussion above almost prove the following.
Theorem 6.5. Let p be an odd prime, and let r ≥ 1 be an integer such that the genus of X0(pr) is positive. Then, we
have
C(pr) ≃
r⊕
k=1
〈
Bp(r, k)
〉
.
Moreover, the order of Bp(r, k) is the numerator of
p−1
12 if k = 1; and the numerator of
Gp(r,k)
24 if k ≥ 2.
Proof. We follow the strategy in Section 5.
(0) We take numberings di and δi on D0pr as follows:
(6.3)
i 1 2 3 4 5 · · · r − 2 r − 1 r
di p p
2 pr pr−1 · · · p6 p5 p4 p3
δi p p
r pr−1 p2 · · · pm+2 pm−1 pm+1 pm r ∈ 2Z
δi p p
r pr−1 p2 · · · pm−1 pm+2 pm pm+1 r 6∈ 2Z
wherem = [r/2]. We take orderings ≺ and ⊳ on D0pr so that di ≺ dj and δi ⊳ δj if and only if i < j.
(1) Let Di = Bp(r, k), where k = vp(di). Then, by Lemma 6.3 and the definition of Bp(r, k), the matrix
M = (|V(Di)δj |)1≤i,j≤r is lower unipotent.
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(2) By direct computation, we have
(6.4) Pwp(Bp(r, k)) =


±(p+ 1) if k ≥ 3 and r − j 6∈ 2Z,
−1 if k = 1,
0 otherwise,
where j = [ r−k+12 ]. Since p is odd, OP(Di) = 1 for all i ≥ 2.
(3) By Proposition 6.4, we have Div0cusp(X0(p
r))Q = 〈Di : 1 ≤ i ≤ r〉.
(4) By Theorem 5.2 (in this case,m = 1 and n = r), we have C(pr) ≃
⊕r
i=1
〈
Di
〉
, as desired.
The last claim easily follows by Lemma 6.3 and Theorem 3.1. 
6.2. The group C(2r). Since the genus ofX0(2r) is zero for r ≤ 4, we henceforth assume that r ≥ 5. Note that the
proof of Theorem 6.5 relies on the fact that p+ 1 ∈ 2Z, which does not hold if p = 2. Indeed, we can prove that for
any even r greater than 5 we have 〈
B2(r, r − 1)
〉
∩
〈
B2(r, r − 2)
〉
≃ Z/2Z.
So, we need a new method to construct nice divisors replacing B2(r, k)’s.
First, we define the following.
Definition 6.6. For any 1 ≤ k ≤ r, let Drk := ϕ(2
min(k,r−k)) · (P (2r)1) − (P (2r)2k) ∈ Div
0
cusp(X0(2
r))Q. For
3 ≤ k ≤ r − 2, we define Erk by
Erk =

D
r
k − 2
t(k)−1 ·Dr1 if k is odd,
Drk + 2
t(k)−2 ·Dr1 if k is even.
We also define Err−1 and E
r
r by
(Err−1, E
r
r ) =

(D
r
1 − 2 ·D
r
r , D
r
r) if r is odd,
(Drr , D
r
1) if r is even.
If there is no confusion, we write Dk and Ek forDrk and E
r
k , respectively.
For the coherence of our definition of Gp(r, k), we define a rational cuspidal divisors B2(r, k) as follows:
Definition 6.7. If r ≤ 4, let B2(r, k) = Otr+1 for any 1 ≤ k ≤ r, where Oa is the zero (row) vector of size a. If
r ≥ 5, then we define B2(r, k) ∈ Div0cusp(X0(2
r))Q by
B2(r, k) :=


Otr+1 if 1 ≤ k ≤ 2,
Erj if 3 ≤ k ≤ r − 2 and r + (k − 3) = 2j,
Erj if 3 ≤ k ≤ r − 2 and r − (k − 3) = 2j + 1,
Dr1 − (1− (−1)
r) ·Drr if k = r − 1,
Drr if k = r,
wherem = [r/2]. Also, let B2(r, k) := Φ2r (B2(r, k)) ∈ S2(pr)0.
The following is our main theorem of this subsection.
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Theorem 6.8. For an integer r ≥ 5, we have
C(2r) ≃
r⊕
k=3
〈
B2(r, k)
〉
≃
r⊕
k=3
Z/[ε(r, k) · G2(r, k)]Z
≃


⊕r−5
j=r−3−m(Z/2
jZ)2
⊕
(Z/2r−3Z) if r = 2m+ 1,⊕r−4
j=r−3−m(Z/2
jZ)2−aj if r = 2m,
where
• ε(r, k) = 2 if r = k is odd or r = k + 1 is even; and ε(r, k) = 1 otherwise,
• aj = 1 if j = r − 3−m or r − 5; and aj = 0 otherwise.
Before proving the theorem, we compute the orders of Drk.
Proposition 6.9. For an integer r ≥ 5 and k ≥ 1, the order of Drk is
2
r−2−gcd(2,r) if k = r,
2r−4−m(k)+gcd(2,k) otherwise.
Proof. By direct computation, we have
GCD(Drk) V(D
r
k)
t Pw2(D
r
k) OP(D
r
k)
k = 1 2 (2,−3, 1,Or−2) −3 2
k = 2 2 (2, 1,−5, 2,Or−3) 3 2
3 ≤ k ≤ r − 1 2m(k)−1 (2,−1,Ok−3, 2,−5, 2,Or−1−k) (−1)k · 6 · gcd(2, k)−1 gcd(2, k)
k = r 1 (2,−1,Or−2, 1,−2)
3
2 ((−1)
r − 1) gcd(2, r − 1)
wherem(k) = min(k, r − k). Thus, the result follows by Theorem 3.1.

Remark 6.10. We describe our idea to find the divisors Ek ’s in detail. Since the genus of X0(16) is zero, we have
C(16) = 0. By the degeneracy maps πi(2r, 16)∗ on the divisor D44 , we obtain several relations among Dk’s, which
is Proposition 6.11 below.
Next, we compute the intersections
〈
D1
〉
∩
〈
Dk
〉
for 3 ≤ k ≤ r− 2, which is 0 if k is odd; and Z/2Z if k is even.
So, for 4 ≤ 2m ≤ r − 2 we replaceD2m by E2m so that
〈
D1
〉
∩
〈
E2m
〉
= 0.
Then, we compute the intersection
〈
D1
〉
∩
〈
Dr
〉
, which is 0 if r is even and Z/2Z if r is odd. Note that the order
ofD1 is 2r−4 and that ofDr is 2r−4 if r is even; and 2r−3 if r is odd. Thus, we replaceD1 byD1 − 2Dr if r is odd.
Now, we take
(Er−1, Er) =

(D1 − 2Dr, Dr) if r is odd,(Dr, D1) if r is even
so that Pw2(Er) 6∈ 2Z.
Last, we hope to prove that there are no relations among E2m’s and D2m+1’s. (Since the orders of D2m+1 and
E2m+1 are the same, the set {E2m, D2m+1} might be a “basis”. However, the author does not know how to prove
it.) For an odd integer 3 ≤ 2m+1 ≤ r−2, we replaceD2m+1 byE2k+1 as above in order to makePw2(E2k+1) = 0.
Since Pw2(Er) = −3 6∈ 2Z and Pw2(Ek) = 0 for any 2 ≤ k ≤ r − 2, by Proposition 5.5 we have
C(2r) =
〈
Er
〉⊕ 〈
Ek : 3 ≤ k ≤ r − 1
〉
.
It turns out that we can now prove that
〈
Ek : 3 ≤ k ≤ r − 1
〉
≃
⊕r−1
j=3
〈
Ej
〉
without difficulty.
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Proof of Theorem 6.8. First, we claim that {B2(r, k) : 3 ≤ k ≤ r} = {Erj : 3 ≤ j ≤ r}, which can be checked
directly from the definition. Indeed, it suffices to show that B2(r, k) = Erj = B
2(r, k′) then k = k′ because the
numbers of the elements in both sets are the same. If r+ k is even, then B2(r, k) = Eri with i =
r−k
2 +1. If r+ k is
odd, then B2(r, k) = Erj with j =
r+k−1
2 − 1. Thus, if B
2(r, k) = B2(r, k′) = Erj and k + k
′ is odd, then we must
have r+k
′−1
2 − 1 =
r−k
2 + 1 or
r+k−1
2 − 1 =
r−k′
2 + 1. Thus, we get k + k
′ = 5, which is a contradiction because
k, k′ ≥ 3. So, k + k′ is even and hence r + k and r + k′ have the same parity. By the above computation, we easily
have k = k′, as wanted.
Next, we claim that 〈
Ej : 3 ≤ j ≤ r
〉
≃
〈
Ej : 3 ≤ j ≤ r − 1
〉⊕ 〈
Er
〉
.
To prove the claim, we first compute GCD(Ej), V(Ej) and Pw2(Ej) as follows:
GCD(Ej) V(Ej)
t Pw2(Ej)
j = r − 1, r odd 2 (0, 2,−1,Or−4, 1,−2) 0
j = r − 1, r even 1 (2,−1,Or−3, 1,−2) 0
j = 3 4 (−2, 5, 0,−5, 2,Or−4) 0
4 ≤ j ≤ r − 2, j even 2m(j)−1 (4,−4, 1,Oj−4, 2,−5, 2,Or−1−j) 0
4 ≤ j ≤ r − 2, j odd 2m(j)−1 (−2, 5,−2,Oj−4, 2,−5, 2,Or−1−j) 0
j = r, r odd 1 (2,−1,Or−3, 1,−2) −3
j = r, r even 2 (2,−3, 1,Or−2) −3
wherem(j) = min(j, r− j). By Theorem 3.1, we obtain the result for the order ofB2(r, k) for any r, k. By Theorem
5.5, the claim follows because the orders of Ej are powers of 2.
Then, we claim that 〈
Ej : 3 ≤ j ≤ r − 1
〉
≃
r−1⊕
j=3
〈
Ej
〉
.
Suppose that X =
∑r−1
j=3 aj · Ej ∈ Div
0
cusp(X0(2
r))Q and X = 0. For each j, let nj be the order of Ej . Since
nj · Ej = 0, we may take aj so that 0 ≤ aj < nj . Let bj =
aj
nj
∈ [0, 1). We are going to prove that bj = 0 for all
3 ≤ j ≤ r − 1, which implies our claim.
Let vk = r(X)2k . Since X = 0 we have vk ∈ Z for all 0 ≤ k ≤ r by Proposition 3.7. LetM(n) := {
2i−1
2n : 1 ≤
i ≤ 2n−1}. Since nj is a power of 2 for any j, we have bj ∈ M(n) for some n.
Suppose that there is an integer 3 ≤ m ≤ r − 1 such that bj = 0 for all m + 1 ≤ j ≤ r − 1 and bm 6= 0. If
m = r−1, then we have bm =
1
2 because vm+1 = −2bm ∈ Z. Since vm = bm+2bm−1 ∈ Z, we have bm−1 ∈M(2).
Since vm−1 = −5bm−1+2bm−2 ∈ Z, we have bm−2 ∈M(3). Also, since vm−2 = 2bm−1−5bm−2+2bm−3 ∈ Z, we
have bm−3 ∈ M(4). Applying the same argument successively, we obtain bk ∈ M(m − k + 1) for any 3 ≤ k ≤ m.
Therefore, v3 = −5b3 + 2b4 ∈ M(r − 3), which is a contradiction because r ≥ 5 and v3 ∈ Z. Thus, we have
m < r − 1. For any m < r−, by the same argument as above we obtain bk ∈ M(m − k + 1) for any 3 ≤ k ≤ m.
Therefore we have v3 = −5b3 + 2b4 ∈ M(m − 2), which is a contradiction becausem ≥ 3 and v3 ∈ Z. Therefore
we have br−2 = br−3 = · · · = b3 = 0, as desired.
Last, by Proposition 6.11 below we have Div0cusp(X0(2
r))Q =
〈
Erj : 3 ≤ j ≤ r
〉
. Thus, we have
C(2r) =
〈
Erj : 3 ≤ j ≤ r
〉
≃
r⊕
j=3
〈
Erj
〉
=
r⊕
k=3
〈
B2(r, k)
〉
.
This completes the proof. 
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Proposition 6.11. For r ≥ 5, the group C(2r) is generated byD1, D3, · · · , Dr−2 and Dr . More precisely, we have
Dr−1 = −Dr −
r−2∑
k=4
2max(0, r−2k) ·Dk and D2 = −D1 −
r−4∑
k=3
2max(0, 2k−r) ·Dk + 2
r−4 ·Dr.
Thus, we have Div0cusp(X0(2
r))Q = 〈Ej : 3 ≤ j ≤ r〉.
Proof. By the definition of Erj , it is easy to see that
〈Ej : 3 ≤ j ≤ r〉 = 〈Dk : 1 ≤ k ≤ r, k 6= 2, k 6= r − 1〉 .
Also, since the group Div0cusp(X0(2
r))Q is generated by Dk’s, it suffices to show that Dr−1 and D2 are linear com-
binations of the Dk’s for k 6= 2 and k 6= r − 1.
By Lemma 2.3, we have
π1(2
r, 16)∗(D44) = D
r
r +D
r
r−1 +
r−2∑
k=4
2max(0,r−2k) ·Drk and
π2(2
r, 16)∗(D44) = 2
r−4 ·Drr −
r−4∑
k=3
2max(0, 2k−r) ·Drk −D
r
2 −D
r
1.
Since the genus ofX0(16) is zero, we have D44 = 0 and hence the result follows. 
7. Cases of level pr11 p
r2
2
In this section, we compute the group C(N) when N is a product of two prime powers. Our computation will
shed some light on the study of C(N) for arbitrary N .
Throughout this section, we fix a prime ℓ and let N = pr11 p
r2
2 be a positive integer satisfying Assumption 1.11.
Namely, we consider the case t = 2.
7.1. The divisors Z(d). By Theorem 4.4 and the result in Section 6, we first construct the vectors Z′(d) by
Z
′(d) = Ap1(r1, a1)
⊗
Ap2(r2, a2) if d = p
a1
1 p
a2
2 ∈ D
0
N .
Since the degree of Api(ri, ai) is not zero if ai ≤ 1, we instead define the vectors Z
1(d) by
Z
1(d) =


Ap1(r1, a1)
⊗
Ap2(r2, a2) if d = p
a1
1 p
a2
2 ∈ D
nsf
N ,
Ap1(r1, 0)
⊗
Bp2(r2, 1) if d = p2,
Bp1(r1, 1)
⊗
Ap2(r2, a2) otherwise.
Then, the divisors Φ−1N (Z
1(d)) satisfy the assumption in Step (1) in our strategy in Section 5. On the other hand, if
d = p3−up
f
u with f ≥ 2, then we often have OP(Z
1(d)) = 2. As in Section 6.2, we construct the following.
Definition 7.1. We define the vectors Z(d) as follows: Let d = pa11 p
a2
2 ∈ D
0
N . Then, we have
Z(d) :=


Ap1(r1, a1)
⊗
Ap2(r1, a2) if d ∈ D
nsf
N and d is not of the form pkp
au
u ,
Apk(rk, 1)
⊗
B
2(ru, au) if d = pkpauu with au ≥ 2,
Ap1(r1, 0)
⊗
Bp2(r2, 1) if d = p2,
Bp1(r1, 1)
⊗
Ap2(r2, a2) otherwise,
where k = 3− u. Also, let Z(d) := Φ−1N (Z(d)) ∈ Div
0
cusp(X0(N))Q.
We first prove Theorem 1.3.
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Theorem 7.2. Let C(N)sf =
〈
Z(d) : d ∈ DsfN
〉
. Then, we have
C(N) ≃ C(N)sf
⊕
d∈DnsfN
〈
Z(d)
〉
.
Moreover, the order of Z(d) is n(N, d).
Proof. By the result in Section 6 and Theorem 4.4, it is easy to compute the order of Z(d), which we leave to the
reader.
We follow our strategy in Section 5.
(0) We first take modified orderings ≺ and ⊳ on Dpr as follows (cf. Equation (6.3)):
(7.1)
i 0 1 2 3 4 5 · · · r − 2 r − 1 r
di p 1 p
2 pr pr−1 · · · p6 p5 p4 p3
δi 1 p p
r pr−1 p2 · · · pm+2 pm−1 pm+1 pm r ∈ 2Z
δi 1 p p
r pr−1 p2 · · · pm−1 pm+2 pm pm+1 r 6∈ 2Z
(We have di ≺ dj and δi ⊳ δj if and only if 0 ≤ i < j ≤ r.) For ease of notation, for 0 ≤ a ≤ r let ιp(a) be
the integer such that di = pa and δi = pιp(a). In other words, if pa = di for some i, then ιp(a) = logp(δi).
For instance, we have ιp(0) = 1, ιp(1) = 0, ιp(2) = r and ιp(r) = pr−1.
Using the orderings in prime power level, we define orderings on DnsfN as twisted lexicographical ones as
follows: Let d1 =
∏2
i=1 p
ai
i and d2 =
∏2
i=1 p
bi
i be two distinct non-squarefree divisors of N . If s ≤ 1, then
we set d1 ≺ d2 if and only if one of the following holds:
– pa22 ≺ p
b2
2 .
– a2 = b2 and p
a1
1 ≺ p
b1
1 .
If s = 2, then we set d1 ≺ d2 if and only if one of the following holds:
– pa11 ≺ p
b1
1 .
– a1 = b1 and p
a2
2 ≺ p
b2
2 .
Similarly, we define the ordering ⊳ on DnsfN . Then, we extend the orderings ≺ and ⊳ to D
0
N as follows: For
any d ∈ DnsfN , p1p2 ≺ p1 ≺ p2 ≺ d and p1 ⊳ p2 ⊳ p1p2 ⊳ d if s ≤ 1; and p2 ⊳ p1 ⊳ p1p2 ⊳ d if s = 2.
Using these orderings, we set
D0N = {d1, . . . , dn} = {δ1, . . . , δn} and {p1, p2, p1p2} = {d1, d2, d3} = {δ1, δ2, δ3},
so that di ≺ dj and δi ⊳ δj if and only if i < j. (Here, n = (r1 + 1)(r2 + 1)− 1 = #D0N .)
(1) We claim that if we defineDi := Φ
−1
N (Z
1(di)) then the matrixM = (|V(Di)δj |)4≤i,j≤n is lower unipotent.
Also, we have V(Di)δj = 0 for any i ≤ 3 and j ≥ 4. This directly follows by Theorem 4.4 and Lemma
6.3. Indeed, let d1 = di = p
a1
1 p
a2
2 be a non-squarefree divisor of N . Then, by our choice of the numberings
δi = p
b1
1 p
b2
2 , where bi = ιpi(ai). So, by Theorem 4.4 and Lemma 6.3 we have
(7.2) V(Z1(di))δi = (Ap1(r1, a1)
⊗
Ap2(r2, a2))δi = Ap1(r1, a1)pb1
1
⊗
Ap2(r2, a2)pb2
2
= ±1.
Also, we have
(7.3) V(Z1(di))pc1
1
p
c2
2
= Ap1(r1, a1)pc1
1
⊗
Ap2(r2, a2)pc2
2
= 0
if either pb11 ⊳ p
c1
1 or p
b2
2 ⊳ p
c2
2 . If i < j then by definition we have p
b1
i ⊳ p
ci
i for i = 1 or i = 2, where
ci = vpi(δj). Thus, we have V(Z
1(di))δj = 0. Similarly, if 1 ≤ i ≤ 3 then di is squarefree and the result
follows because Ap(r, 0)pa = Ap(r, 1)pa = Bp(r, 1)pa = 0 for any a ≥ 2.
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(2) We compute OP(Di). By Theorem 4.4 and Equation (6.4), for any 3 < i ≤ n we have OP(Di) = 1 if N is
odd or vpk(di) 6= 1, where k = 3− u. Thus, we have
〈
Di : 1 ≤ i ≤ n
〉
≃
〈
Di : 1 ≤ i ≤ m
〉 n⊕
j=m+1
〈
Dj
〉
.
wherem = 3 if u = 0 andm = ru + 2 if u ≥ 1.
(3) By the definition of tensors and by Proposition 6.4, we easily have
S2(N)
0 =
〈
Z
1(di) : 1 ≤ i ≤ n
〉
.
For a detailed proof, see Proposition 7.4 below.
(4) Thus, we have
C(N) ≃
〈
Di : 1 ≤ i ≤ n
〉
≃
〈
Di : 1 ≤ i ≤ m
〉 n⊕
j=m+1
〈
Di
〉
.
Since Di = Z(di) if i ≤ 3 or i > m, the result follows for u = 0.
(5) Now, let p1 = 2, p2 = q and let r = r1 for simplicity. If r ≤ 4, then the orders of Z1(2kq) and Z(2kq) are
all 1 so we obtain the result.
Let r ≥ 5. Also, let Fi = Di if i ≤ 3 and Fi = Φ
−1
N (Z(di)) if i > 3. By Lemma 2.3 we have
Φ−1N (Z
1(2kq)) = α(B2(r, k)) and Φ
−1
N (Z(2
kq)) = α(B2(r, k)),
whereα = π1(N, 2r)∗ : Div
0(X0(2
r))→ Div0(X0(N)) is the degeneracymap. SinceZ(4q) = Z1(4q) = 0,
we have
〈Di : 3 < i ≤ m〉 = 〈α(B2(r, k)) : 3 ≤ k ≤ r〉 =
〈
α(B2(r, k)) : 3 ≤ k ≤ r
〉
= 〈Fi : 3 ≤ i ≤ m〉 .
(The middle equality follows from Proposition 6.11.) We prove that
〈
Fi : 1 ≤ i ≤ m
〉
≃
m⊕
i=1
〈
Fi
〉
,
which implies our claim for the case of s = 1. Since F1 = 0, we can ignore it. Let X =
∑m
i=2 ai · Fi and
suppose that X = 0. Then, by Proposition 3.7 we have
r(X) ∈ S1(N)
0 and r-Pwp(X) ∈ 2Z for any prime p.
First, by Theorem 4.4 we have V (Fi)2jqk = 0 for any i ≥ 4, 0 ≤ j ≤ r and 1 ≤ k ≤ r2. Thus, we have
r-Pwq(X) =
m∑
i=2
r-Pwq(ai · Fi) = r-Pwq(a3 · F3) ∈ 2Z.
Since V(F3) = (2,−1,−2, 1, 0, . . . ), we have r(a3 · F3) ∈ S1(N)0 as well. Therefore a3 · F3 = 0. Since
r(X)2q = r(a2 · F2)2q ∈ Z and V(F2) = (q,−q,−1, 1, 0, . . . ), we have r(a2 · F2) ∈ S1(N)0 and hence
r-Pwp(a2 ·F2) ∈ 2Z for any prime p. Therefore we have a2 · F2 = 0 as well. Now, we haveX =
∑m
i=4 ai ·
Fi = α(
∑r
k=2 ak · B
2(r, k)). Since α is injective as a map from X0(2r) to X0(N), we have Y = 0 as well,
where Y =
∑r
k=2 ak ·B
2(r, k) ∈ Div0cusp(X0(2
r))Q. By the same argument as in the proof of Theorem 6.8,
we can conclude that ai = 0 for all 4 ≤ i ≤ m. This completes the proof of the claim.
(6) Let p2 = 2. Then, as youwill see in the next subsectionwe first replaceD1 byE1 = Φ
−1
N (Ap1(r1, 1)
⊗
B2(r2, 1))
so that E1 = 0. Then, the rest is the same as in Step (5).

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Remark 7.3. If u ≥ 1, then we proved that
C(N) ≃
⊕
d∈D0N
〈
Z(d)
〉
.
Proposition 7.4. The group Div0cusp(X0(N))Q is generated by Φ
−1
N (Z
1(d)), or equivalently, we have
S2(N)
0 =
〈
Z
1(d) : d ∈ D0N
〉
.
Proof. Since the left hand side contains the right hand side, it suffices to show that the right hand side contains the
left hand side. For ease of notation, let p = p1, q = q1, v = r1 and w = r2.
Let e(N)d be the element of S2(pvqw) whose d-th entry is 1 and all others are zeros. Then, as in Proposition 6.4,
it suffices to show that there are integers a(d, δ) such that
f(N)d := ϕ(gcd(d,N/d)) · e(N)1 − e(N)d =
∑
δ∈D0
N
a(d, δ) · Z1(δ).
For any prime ℓ and r ≥ 1, let e(ℓr)ℓn ∈ S2(ℓr) and f(ℓr)ℓn ∈ S2(ℓr)0 be defined similarly as in Proposition 6.4.
(We specify the level ℓr in the notation for clarification.)
Let d = pxqy for some 0 ≤ x ≤ v and 0 ≤ y ≤ w. By Proposition 6.4, there are integers a(k) and b(k) such that
e(pv)px =
v∑
k=0
a(k) ·Ap(v, k) and e(q
w)qy =
w∑
k=0
b(k) ·Aq(w, k).
Thus, we have f (pv)px =
∑v
k=1−a(k) · Bp(v, k) and f(q
w)qy =
∑w
k=1−b(k) · Bq(w, k) if x 6= 0 and y 6= 0,
respectively. By Example 2.6 the result easily follows if either x = 0 or y = 0. Thus, we further assume that x ≥ 1
and y ≥ 1. Since we have
e(pv)1
⊗
f(qw)qy = Ap(v, 0)
⊗( w∑
k=1
−b(k) ·Bq(w, k)
)
= −
w∑
k=1
Z
1(qk)
and
f(pv)px
⊗
e(qw)qy =
(
v∑
α=1
−a(α) ·Bp(v, α)
)⊗ w∑
β=0
b(β) ·Aq(w, β)


=
v∑
α=1
w∑
β=0
−a(α) · b(β) · Z1(pαqβ),
the result follows by Example 2.6. This completes the proof. 
7.2. The divisor D(pr11 , p
r2
2 ). In this subsection, we study the group C(N)
sf when s 6= 1. (See Remark 7.3 for the
case of s = 1.) For simplicity, let Di = Z(di) for 1 ≤ i ≤ 3. By our definition, we haveD1 = Z(p1p2),D2 = Z(p1)
and D3 = Z(p2). By direct computation, we have
i GCD(Di) V(Di)
t Pwp1(Di) Pwp2(Di)
1 pr1−11 (p1 + 1) · p
r2−1
2 (p
2
2 − 1) (1,−1,On−1) −1 0
2 pr1−11 (p1 + 1) (p2,−p2,−1, 1,On−3) 1− p2 0
3 pr2−12 (p2 + 1) (p1,−1,−p1, 1,On−3) 0 1− p1
In order to make the matrixM = (|V(Di)δj |)1≤i,j≤3 lower unipotent, we construct the following.
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Definition 7.5. Let g = gcd(γ1, γ2), where γi = p
ri−1
i (pi + 1). Then, we define the vector D(p
r1
1 , p
r2
2 ) ∈ S2(N)
0
as
D(pr11 , p
r2
2 ) := g
−1(γ2 · Z(p1)− γ1 · Z(p2))
= g−1(γ2 ·Bp1(r1, 1)
⊗
Ap2(r2, 0)− γ1 ·Ap1(r1, 0)
⊗
Bp2(r2, 0)).
Also, let D(pr11 , p
r2
2 ) = Φ
−1
N (D(p
r1
1 , p
r2
2 )) ∈ Div
0
cusp(X0(N))Q.
Definition 7.6. We define the vector D(pr11 , p
r2
2 ) ∈ S1(N)
0 as
D(pr11 , p
r2
2 )d :=


h−1(p2 − p1) if d = 1,
h−1(1− p2) if d = p1,
h−1(p1 − 1) if d = p2,
0 otherwise,
where h = gcd(p1 − 1, p2 − 1).
Lemma 7.7. We have
Υ(N)×D(pr11 , p
r2
2 ) = G(p
r1
1 , p
r2
2 ) · D(p
r1
1 , p
r2
2 ).
Also, the order of D(pr11 , p
r2
2 ) is N(N, p1).
Proof. The first claim easily follows from the definition. We note that the greatest common divisor of the entries
of D(pr11 , p
r2
2 ) is 1 by definition. Thus, GCD(D(p
r1
1 , p
r2
2 )) = G(p
r1
1 , p
r2
2 ) = G (N, p1). Also, we note that either
h−1(p1 − 1) or h−1(p2 − 1) is odd, so OP(D(p
r1
1 , p
r2
2 )) = 2 = H (N, p1). Thus, by Theorem 3.1 the second claim
follows. 
Now, let Ei = Di if i 6= 2 and E2 = D(p
r1
1 , p
r2
2 ). Then, it is easy to see that the matrix M(V(Ei)δj ) is lower
triangular, but it is not unipotent in general. Moreover,
〈Di : 1 ≤ i ≤ 3〉 6= 〈Ei : 1 ≤ i ≤ 3〉 .
On the other hand, by Assumption 1.11 we can prove the following.
Theorem 7.8. We have
C(N)sf[ℓ∞] ≃


⊕3
i=1
〈
Ei
〉
[ℓ∞] if s = 0,⊕3
i=2
〈
Ei
〉
[2∞] if s = 2.
Proof. Since vℓ(γ1) ≥ vℓ(γ2), g−1 · γ2 is an ℓ-adic unit and hence
〈Di : 1 ≤ i ≤ 3〉
⊗
Z
Zℓ = 〈Ei : 1 ≤ i ≤ 3〉
⊗
Z
Zℓ.
Note that the matrixM = (V(Ei)δj )1≤i,j≤3 is lower ℓ-unipotent unless s = 2 because vℓ(p1 − 1) ≤ vℓ(p2 − 1).
If ℓ is odd, then by Theorem 5.4 we have
〈
Ei : 1 ≤ i ≤ 3
〉
[ℓ∞] ≃
3⊕
i=1
〈
Ei
〉
[ℓ∞].
If ℓ = 2 andN is odd, then pi are both odd and hence we haveOP(E3) = 1. Also, Pwp2(E2) is odd and Pwp2(E1) =
0. Thus, by Theorem 5.6 we have 〈
Ei : 1 ≤ i ≤ 3
〉
[ℓ∞] ≃
3⊕
i=1
〈
Ei
〉
[ℓ∞].
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If s = 2, i.e., ℓ = 2 and p2 = 2, then we take Fi = Ei for i = 2 or 3, and let F1 = Φ
−1
N (Ap1(r1, 1)
⊗
B2(r2, 1)).
By direct computation using Equation (6.1), we easily have 〈Ei : 1 ≤ i ≤ 3〉 = 〈Fi : 1 ≤ i ≤ 3〉. Since F1 = 0, we
have
C(N)sf[2∞] =
〈
Fi : 1 ≤ i ≤ 3
〉
[2∞] =
〈
F2, F3
〉
[2∞] =
〈
E2, E3
〉
[2∞].
Since V(E3)2p1 = 1, V (E2)2p1 = 0 and OP(E3) = 1, by Theorem 5.5 the result follows. 
8. Reduction to the sqarefree part
From now on, we fix a prime ℓ and letN =
∏t
i=1 p
ri
i with t ≥ 2 satisfying Assumption 1.11. We use the notation
in Section 1.6 without mentioning.
8.1. The divisors Z(d). Using the idea in Section 7, we proceed as follows: For any I = (a1, . . . , at) ∈ Ω(t) we
first define a vector in S2(N) as follows.
Z
′(pI) :=
t⊗
i=1
Api(ri, ai).
Since the degree of Api(ri, ai) is 0 if ai ≥ 2, Z
′(pI) ∈ S2(N)0 if I ∈ ∆(t). On the other hand, if I ∈ ∇(t) the
degree of Z′(pI) is not zero, so we modify the definition as follows.
Definition 8.1. For any I = (a1, . . . , at) ∈ Ω(t), we define a vector in S2(N)0 by
Z
1(pI) :=


⊗t
i=1Api(ri, ai) if I ∈ ∆(t),⊗t
i=1, i6=mApi(ri, ai)
⊗
Bpm(rm, am) if I ∈ ∇(t) and m = m(I).
Also, we set Z1(d) := Φ−1N (Z
1(d)) ∈ Div0cusp(X0(N))Q.
Again, there are some problems if d = pI with I ∈ Tu. So, we finally define the following.
Definition 8.2. For any I = (a1, . . . , at) ∈ Ω(t), we define a vector in S2(N)0 by
Z(pI) :=


⊗t
i=1, i6=uApi(ri, 1)
⊗
B
2(ru, au) if I ∈ Tu,⊗t
i=1Api(ri, ai) if I ∈ ∆(t)r Tu,⊗t
i=1, i6=mApi(ri, ai)
⊗
Bpm(rm, am) if I ∈ ∇(t) and m = m(I).
Also, we set Z(d) := Φ−1N (Z(d)) ∈ Div
0
cusp(X0(N))Q.
Remark 8.3. Note that Assumption 1.11 is not used in this section because ℓ does not play any role in the discussion.
Although it will only be used in Section 9, we make such an assumption from the beginning because the definition
of C(N)sf is dependent on the numbering of the prime divisors of N .
8.2. The order of Z(d). In this subsection, we compute the order of Z(d) using Theorems 3.1 and 4.4.
Theorem 8.4. For any non-trivial divisor d of N , the order of Z(d) is n(N, d).
Proof. Let I = (a1, . . . , at) ∈ Ω(t) and let d = pI . If I ∈ Tu, then we can easily verify the formula by direct
computation, so we henceforth assume that I 6∈ Tu.
We claim that
κ(N)
GCD(Z(d))
= G(N, d) and OP(Z(d)) = H(N, d),
which implies the result by Theorem 3.1.
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First, suppose that I ∈ ∆(t)r Tu. By Theorem 4.4, Lemma 6.3 and the definition of Z(d), we have
κ(N)
GCD(Z(d))
=
t∏
i=1
κ(prii )
gpi(ri, ai)
=
t∏
i=1
pri−1i (p
2
i − 1)
gpi(ri, ai)
=
t∏
i=1
Gpi(ri, ai) = G(N, d).
Also, by Theorem 4.4 we have
Pwpk(Z(d)) = Pwpk(Apk(rk, ak))×
t∏
j=1, j 6=k
rj∑
i=0
Apj (rj , aj)pij .
Note that we have
r∑
i=0
Ap(r, a)pi =


p− 1 if a = 0,
1 if a = 1,
0 otherwise.
Since either pk is odd or k = u and ai 6= 1 for some i 6= k, we always have Pwpk(Z(d)) ∈ 2Z by Equation (6.4).
Thus, we have OP(Z(d)) = 1 = H(N, d).
Next, suppose that I ∈ ∇(t) and letm = m(I). By the same argument as above, we have
κ(N)
GCD(Z(d))
=
t∏
i=1, i6=m
pri−1i (p
2
i − 1)
gpi(ri, ai)
×
prm−1m (p
2
m − 1)
prm−1m (pm + 1)
=
t∏
i=1, i6=m
Gpi(ri, ai)× (pm − 1) = G(N, d).
Also, we have Pwpm(Z(d)) = −
∑t
i=1, i6=m(pi−1)
1−ai and Pwp(Z(d)) = 0 if p 6= pm. Thus, we haveOP(Z(d)) =
2 if and only if one of the following holds:
– m = 1 and n(I) = t+ 1, i.e., pI = rad(N).
– u ≥ 1, au = 0 and ai = 1 for all i 6= u, i.e., pI = rad(N)/2.
Therefore we get OP(Z(d)) = H(N, d), as desired. This completes the proof. 
8.3. The proof of Theorem 1.3. By Theorem 8.4, it suffices to prove the first claim. We follow the strategy in
Section 5.
(0) As in Equation (7.1), we take modified orderings ≺ and ⊳ on Dpr .
Then, we define orderings onD0N as twisted lexicographical ones as follows: Let d1 = pI and d2 = pJ for
I = (a1, . . . , at) and J = (b1, . . . , bt) be two distinct non-squarefree divisors ofN . Then, we write d1 ≺ d2
if and only if one of the following holds:
• there is an integer k 6= u such that pakk ≺ p
bk
k and aj = bj for all j > k and j 6= u.
• pauu ≺ p
bu
u and aj = bj for all j 6= u.
Similarly, we define the ordering ⊳ on DnsfN . Then, we extend the orderings ≺ and ⊳ on D
0
N so that for any
d ∈ DsfN and δ ∈ D
nsf
N we have d ≺ δ and d ⊳ δ. During the section, the precise definition of ≺ and ⊳ on
DsfN is not necessary, so we do not proceed further. (See Section 9.3.)
Using these orderings, we write
DsfN = {d1, . . . , dm} = {δ1, . . . , δm} and D
0
N = {d1, . . . , dn} = {δ1, . . . , δn}
so that di ≺ dj and δi ⊳ δj if and only if i < j. (Here,m = 2t − 1 and n =
∏t
i=1(ri + 1)− 1.)
(1) Take Di = Z1(di). We claim that the matrix M = (|V(Di)δj |)m<i,j≤n is lower unipotent. This directly
follows from Theorem 4.4 and Lemma 6.3. Indeed, by the same argument as in Equations (7.2) and (7.3) the
claim follows. We leave the detail to the reader.
(2) We claim that for anym < i ≤ n, we have OP(Di) = 1 if di = pI with I ∈ ∆(t)r Tu, which is computed
in the proof of Theorem 8.4. (If I ∈ ∆(t)r Tu, then Z1(d) = Z(d).)
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(3) By Proposition 8.5 below, we have
Div0cusp(X0(N))Q =
〈
Z1(d) : d ∈ D0N
〉
.
(4) Suppose that u = 0. Then, we have Z1(d) = Z(d) and by the above discussion we have
C(N) ≃ C(N)sf
⊕
d∈Dnsf
N
〈
Z(d)
〉
,
as desired.
Now, let u ≥ 1 and let r := ru for simplicity. Let S = {d = pI ∈ DnsfN : I ∈ Tu}, D1 = D
sf
N ∪ S and
D2 = D0N rD1 = D
nsf
N r S. Then by the exactly same argument as above, we can prove
C(N) ≃ C(N)′
⊕
d∈D2
〈
Z1(d)
〉
= C(N)′
⊕
d∈D2
〈
Z(d)
〉
,
where C(N)′ =
〈
Z1(d) : d ∈ D1
〉
. If r ≤ 4, then by direct computation we have Z1(d) = Z(d) = 0 for any d ∈ S.
Thus, we may assume that r ≥ 5. As in Step (5) of the proof of Theorem 7.2, let α := π1(N, 2r)∗ : Div
0(X0(2
r))→
Div0(X0(N)) be the degeneracy map. Then, as before we easily have〈
Z1(d) : d ∈ S
〉
= 〈α(B2(r, k)) : 3 ≤ k ≤ r〉 =
〈
α(B2(r, k)) : 3 ≤ k ≤ r
〉
= 〈Z(d) : d ∈ S〉 .
Thus, we have C(N)′ ≃
〈
Z(d) : d ∈ D1
〉
. We claim that
C(N)′ ≃ C(N)sf
⊕
C(N)1,
where C(N)1 =
〈
Z(d) : d ∈ S
〉
. It suffices to show that C(N)sf ∩ C(N)1 = 0. We note that the group C(N)1 is a
2-group because the orders of Z(d) are powers of 2 for any d ∈ S by Theorem 8.4. Thus, we have
C(N)sf ∩ C(N)1 ≃ C(N)
sf[2∞] ∩ C(N)1.
Then, the result follows by Proposition 9.19.
Last, we claim that C(N)1 ≃
⊕
d∈S
〈
Z(d)
〉
, which completes the proof. Let α∗ : J0(2r) → J0(N) be the
degeneracy map induced by α for avoiding confusion. Since α(B2(r, k)) = Z(d(k)), where d(k) = 2k−1 · rad(N),
we have α∗(B2(r, k)) = Z(d(k)) and hence C(N)1 =
〈
α∗(B2(r, k)) : 3 ≤ k ≤ r
〉
. Suppose that there are integers
a(k) such that
r∑
k=3
a(k) · α∗(B2(r, k)) = 0 = α∗
(
r∑
k=3
a(k) · B2(r, k)
)
.
Since α∗ is injective (cf. [24, Rem. 2.7]), we have
∑r
k=3 a(k) · B
2(r, k) = 0. By Theorem 6.8 we have a(k) = 0 for
all k and hence the result follows. 
We finish this section by proving the following proposition.
Proposition 8.5. The group Div0cusp(X0(N))Q is generated by Z
1(d), or equivalently, we have
S2(N)
0 =
〈
Z
1(d) : d ∈ D0N
〉
.
Proof. The proof is almost the same as that of Proposition 7.4.
For any integer L and a divisor a of L, let e(L)a be the vector of S2(L) whose a-th entry is 1 and all others are
zeros. Also, if a 6= 1 then let f(L)a = ϕ(gcd(a, L/a)) · e(L)1 − e(L)a ∈ S2(L)0.
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Let M =
∏t−1
i=1 p
ri
i , p = pt and r = rt for ease of notation. In order to avoid confusion, we write Z
1(N, d) for
the divisor Z1(d). Suppose that the claim is true for t− 1. We claim that for any d ∈ D0M and an integer 0 ≤ f ≤ r,
there are integers x(δ, k) (with x(1, 0) = 0) such that
f(Mpr)dpf =
∑
δ|M
r∑
k=0
x(δ, k) · Z1(N, δpk).
By our induction assumption, we have
S2(M)
0 =
〈
Z
1(M,d) : d ∈ D0M
〉
.
Thus, for any non-trivial divisor d ofM there are integers a(d, δ) such that
f(M)d =
∑
δ∈D0M
a(d, δ) · Z1(M, δ).
By Proposition 6.4 there are integers b(k) such that e(pr)pf =
∑r
k=0 b(k) ·Ap(r, k). Note that e(p
r)1 = Ap(r, 0)
and if f ≥ 1 then f(pr)pf =
∑r
k=1−b(k) ·Bp(r, k). As before, we also have Bp(r, 1) = E ·Ap(r, 0) −Ap(r, 1),
where E = pr−1(p+ 1).
Now, we are ready to prove our claim. If f = 0 then by Example 2.6 we have
f (Mpr)d = f(M)d
⊗
e(pr)1
=
∑
δ∈D0M
a(d, δ) · Z1(M, δ)
⊗
Ap(r, 0) =
∑
δ∈D0M
a(d, δ) · Z1(N, δ).
Thus, the result follows for f = 0.
Let 1 ≤ f ≤ r. As above, we have
e(M)1
⊗
f (pr)pf =
t−1⊗
i=1
Api(ri, 0)
⊗ r∑
k=1
−b(k) ·Bp(r, k)
= −
r∑
k=1
b(k) · Z1(N, pk)
and
f(M)d
⊗
e(pr)pf =

 ∑
δ∈D0M
a(d, δ) · Z1(M, δ)

⊗
(
r∑
k=0
b(k) ·Ap(r, k)
)
=
∑
δ∈D0
M
r∑
k=0
a(d, δ) · b(k) · Z1(N, δpk)
because Z1(M, δ)
⊗
Ap(r, k) = Z
1(N, δpk) if δ 6= 1. By Example (2.6), the claim follows.
Since our result holds for t = 2 by Proposition 7.4 the result follows by induction on t. 
9. The ℓ-primary subgroup of the sqarefree part
As before, we fix a prime ℓ and letN =
∏t
i=1 p
ri
i with t ≥ 3 satisfying Assumption 1.11. We also use the notation
in Section 1.6 without mentioning.
Remark 9.1. Let i and j be two positive integers satisfying 1 ≤ i < j ≤ t. As in Section 7.2, let
D(prii , p
rj
j ) := gcd(γi, γj)
−1 · (γj · Z(p
ri
i p
rj
j , pi)− γi · Z(p
ri
i p
rj
j , pj)),
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where γi = p
ri−1
i (pi + 1). By Assumption 1.11 we have〈
D(prii , p
rj
j ),Z(p
ri
i p
rj
j , pj)
〉
⊗Z Zℓ =
〈
Z(prii p
rj
j , pi),Z(p
ri
i p
rj
j , pj)
〉
⊗Z Zℓ.
This observation is crucial in Section 9.5.
Also, we note that V(D(prii , p
rj
j )) = D(p
ri
i , p
rj
j ) (Lemma 7.7). Furthermore we have D(p
ri
i , p
rj
j )pi = h
−1(1− pj)
and D(prii , p
rj
j )pj = h
−1(pi − 1). By Assumption 1.11, h−1(pi − 1) is an ℓ-adic unit if j 6= s. If j = s then
h−1(1− pj) = −1 is odd. This observation is crucial in Section 9.6.
9.1. The divisors Yℓ(d). From now on, we set Yℓ(I) := Yℓ(pI) for simplicity. Before defining the divisors Yℓ(I),
we fix and recall the notation.
• We define various elements in ∇(t) as follows:
– A(k) := (a1, . . . , at): the element such that ai = 0 for i < k and ai = 1 for i ≥ k.
– B(k) := (b1, . . . , bt): the element such that bi = 1 for i ≤ k and bi = 0 for i > k.
– E(k) := the element whose k-th entry is 0 and all others are 1.
– F (k) := the element whose k-th entry is 1 and all others are 0.
– E(u, k) := the element whose u-th and k-th entries are 0 and all others are 1.
– F (u, k) := the element whose u-th and k-th entries are 1 and all others are 0.13
• For I = (a1, . . . , at) ∈ ∇(t) and an integer 1 ≤ k < t, we define elements I(k) and I(k) as follows:
– I(k) := (b1, . . . , bt) with bi = 0 for all i < k and bj = aj for all j ≥ k.
– I(k) := (c1, . . . , ct) with ci = ai for all i 6= k and ck = 1− ak .
• For an element I = (a1, . . . , at) ∈ ∇(t), let
· m(I) := the smallest integerm such that am = 1 and ai = 0 for all i < m.
· n(I) := the smallest integer n such that n > m(I), an = 0 and ai = 1 for allm ≤ i < n.
· k(I) := the smallest integer k such that k > n(I), ak = 0 and ai = 1 for all n < i < k.
14
• For a given integer 1 ≤ u ≤ t, we set Tu := {I = (a1, . . . , at) ∈ ∆(t) : au ≥ 2 and ai = 1 for all i 6= u}.
Also, we set T0 := ∅.
• For a given integer 0 ≤ u ≤ t, we set E := {I ∈ ∇(t) : n(I) = t+ 1}.
• For a given integer 1 ≤ u ≤ t, we define the following.
· Iu := {n ∈ Z : 2 ≤ n ≤ t, n 6= u and n+ u ≥ 4}.
· Fu := {I = (a1, . . . , at) ∈ ∇(t) : an = 0 for some n ∈ Iu and ai = 1 for any i 6= n}.
· F ′u := {I = (a1, . . . , at) ∈ ∇(t) : an = au = 0 for some n ∈ Iu and ai = 1 for any i 6= n, u}.
· Hu := {(a1, . . . , at) ∈ ∇(t) : n(I) = u and k(I) ≤ t}.
· H1u := {(a1, . . . , at) ∈ ∇(t) : n(I) = u and k(I) = t+ 1}.
If u = 0 then we set Fu = F ′u = Hu = H
1
u = ∅.
Remark 9.2. By definition, the four sets E , Fu,Hu andH1u are pairwise disjoint. Also, we have
(F ′u ∪ Fu) ∩ (E ∪ H
1
u) = ∅ and F
′
u ∩Hu = {E(u, k) : u < k ≤ t and u+ k > 3}.
Now, we define the vectorsYℓ(I) ∈ S2(N)0 as follows.
13If we write E(u, k) or F (u, k), then we always assume that u 6= k.
14If a1 = 1 thenm(I) = 1. If ai = 1 for all i ≥ m (resp. i > n), then n(I) = t+ 1 (resp. k(I) = t+ 1).
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Definition 9.3. For I = (a1, . . . , at) ∈ ∇(t) withm = m(I), n = n(I) and h = h(I) we set
Yℓ(I) :=


⊗t
i=1, i6=f Api(ri, ai)
⊗
Bpf (rf , 1) if I ∈ E and f = max(m,u),⊗t
i=2, i6=n,sApi(ri, 1)
⊗
Bps(rs, 1)
⊗
D(pr11 , p
rn
n ) if I ∈ Fs,⊗t
i=3Api(ri, 1)
⊗
Bps(rs, 1)
⊗
Ap2(r2, 0) if s = 1 and I = E(2),⊗t
i=1, i6=m,kApi(ri, ai)
⊗
D(prmm , p
rk
k ) if I ∈ Hu,⊗t
i=1, i6=m,nApi(ri, ai)
⊗
D(prmm , p
rn
n ) otherwise.
Also, let Yℓ(I) = Φ
−1
N (Yℓ(I)) ∈ Div
0
cusp(X0(N))Q.
The main theorem of this section is the following.
Theorem 9.4. We have
C(N)sf[ℓ∞] ≃
⊕
I∈∇(t)
〈
Yℓ(I)
〉
[ℓ∞].
Proof. By definition, we have C(N)sf =
〈
Z(I) : I ∈ ∇(t)
〉
. By Theorem 9.10, we have
C(N)sf[ℓ∞] ≃
〈
Yℓ(I) : I ∈ ∇(t)
〉
[ℓ∞].
On the other hand, by Theorem 9.11 we have〈
Yℓ(I) : I ∈ ∇(t)
〉
[ℓ∞] ≃
⊕
I∈∇(t)
〈
Yℓ(I)
〉
[ℓ∞].
This completes the proof. 
9.2. The order of Yℓ(I). In this subsection, we compute the order of Yℓ(d) using Theorems 3.1 and 4.4.
Theorem 9.5. For any non-trivial divisor d of N , the order of Yℓ(d) is N(N, d).
Proof. Let I = (a1, . . . , at) ∈ ∇(t) and let d = pI .
We claim that
κ(N)
GCD(Yℓ(d))
= G (N, d) and OP(Yℓ(d)) = H (N, d),
which implies the result by Theorem 3.1.
As before, by Theorem 4.4 and Lemmas 6.3 and 7.7 the first equality follows. Also, we have
V(Yℓ(I)) =


⊗t
i=1, i6=f Api(ri, ai)
⊗
Bpf (rf , 1) if I ∈ E ,⊗t
i=2, i6=n,sApi(ri, 1)
⊗
Bps(rs, 1)
⊗
D(pr11 , p
rn
n ) if I ∈ Fs,⊗t
i=3Api(ri, 1)
⊗
Bps(rs, 1)
⊗
Ap2(r2, 0) if s = 1 and I = E(2),⊗t
i=1, i6=m,k Api(ri, ai)
⊗
D(prmm , p
rk
k ) if I ∈ Hu,⊗t
i=1, i6=m,nApi(ri, ai)
⊗
D(prmm , p
rn
n ) otherwise.
So, it is easy to compute Pwpi(Yℓ(I)) as before. More specifically, we have the following.
Case 1 : s ≥ 1, so s = u.
• Let I ∈ E . Since the sum of the entries of Bp(r, 1) is zero, Pwpi(Yℓ(I)) = 0 unless i = f . Since the
sum of the entries of Api(ri, ai) = (pi − 1)
1−ai , we have Pwpf (Yℓ(I)) = −
∏t
i=1, i6=f (pi − 1)
1−ai . Thus,
OP(Yℓ(I)) = 2 if and only if either ai = 1 for all i 6= f , or ai = 1 for all i 6= f, s and as = 0. By
definition, af = 1 and hence in the first case, we have d = rad(N) and in the second case we have s = 1
and d = rad(N)/2.
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• Let I ∈ Fs. Since the sum of the entries of D(p
rj
i , p
rj
j ) is also zero, Pwpi(Yℓ(I)) = 0 for all i. Thus, we have
OP(Yℓ(I)) = 1.
• Let s = 1 and I = E(2), i.e., pI = rad(N)/p2. Then, by direct computation we have OP(Yℓ(I)) = 1.
• Let I ∈ Hs. As above, we have Pwpi(Yℓ(I)) = 0 unless i = m or i = k. Since pm and pk are odd (because
m and k are different from n = s), OP(Yℓ(I)) = 2 if and only if Pwpm(Yℓ(I)) 6∈ 2Z or Pwpk(Yℓ(I)) 6∈ 2Z.
Since OP(D(prmm , p
rk
h )) = 2, we have
OP(Yℓ(I)) = 1 ⇐⇒
t∏
i=1, i6=m,k
(pi − 1)
1−ai ∈ 2Z.
Ifm > 1 then by definition a1 = 0 and hence p1−1 ∈ 2Z because n = s > m. Thus, we haveOP(Yℓ(I)) =
1. In other words, we have
OP(Yℓ(I)) = 2 ⇐⇒ I = E(s, k) for some k > s.
Since n = s ≥ 2 and k > s, we have s+ k > 4 and hence I ∈ F ′s.
• Let I 6∈ (E ∪ Fs ∪Hs) and assume that I 6= E(2) if s = 1. Similarly as above, we have
OP(Yℓ(I)) = 2 ⇐⇒
t∏
i=1, i6=m,n
(pi − 1)
1−ai 6∈ 2Z.
Suppose that n = s ≥ 2. Since I 6∈ Hs, ai = 1 for all i > n. Thus, if m ≥ 2 then OP(Yℓ(I)) = 1. If
m = 1 then OP(Yℓ(I)) = 2. In this case, we have d = pI = rad(N)/2.
Suppose that n 6= s. Then, OP(Yℓ(I)) = 2 if and only if ai = 1 for all i 6= n, s. Since ai = 0 for all
i < m, we have OP(Yℓ(I)) = 2 if and only if either (s = 1 and m = 2) or (m = 1 and as = 0) or (m = 1
and as = 1). If s = 1 and m = 2, then I = E(s, n) with n ≥ 3. Thus, I ∈ F ′s. If m = 1 and as = 0, then
s ≥ 2 and n ≥ 2 and hence I ∈ F ′s. Finally, ifm = 1 and as = 1, then I = E(n) with n ≥ 2 and n 6= s. By
the definition of n, we also have n < s. Thus, we have d = rad(N)/pn for 2 ≤ n < s.
Case 2 : s = u = 0.
• Let I ∈ E . As above, we have OP(Yℓ(I)) = 2 if and only if eitherm = 1 or u = 1, a1 = 0 andm = 2. Thus,
we have d = rad(N) (in the first case) or d = rad(N)/2 (in the second case).
• Let I 6∈ E . As above, OP(Yℓ(I)) = 2 if and only if
∏t
i=1, i6=m,n(pi − 1)
1−ai 6∈ 2Z. So, it is if and only if
m = 1 and k = t+ 1, i.e., pI = rad(N)/pn for some n ≥ 2.
Case 3 : s = 0 and u ≥ 1.
• Let I ∈ E . As above, we have d = rad(N) or d = rad(N)/2.
• Let I ∈ Hu. As above, we have OP(Yℓ(I)) = 2 if and only if I ∈ F ′u.
• Let I 6∈ (E ∪ Hu). As above, OP(Yℓ(I)) = 2 if and only if
∏t
i=1, i6=m,n(pi − 1)
1−ai 6∈ 2Z. So, it is if and
only if either (m = 1 and k = t + 1) or (u = 1, a1 = 0, m = 2 and k = t + 1) or (2 ≤ n < u and ai = 1
for all i 6= n, u). Thus, either (pI = rad(N)/pn for some n ≥ 2) or (u = 1 and pI = rad(N)/2pn for some
3 ≤ n ≤ t) or (2 ≤ u ≤ t and pI = rad(N)/2pn for some 2 ≤ n < u).
In all cases above, we proved that if OP(Yℓ(I)) = 2 then H (N, pI) = 2.
Conversely, if H (N, pI) = 2 then we can easily prove that OP(Yℓ(I)) = 2. This completes the proof. 
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9.3. Two orderings ≺ and ⊳ on ∇(t). We first define a (twisted) lexicographical ordering ⊳ on ∇(t) and on ∆N
as follows.
Definition 9.6. Let I = (a1, . . . , at) and J = (b1, . . . , bt) be two elements in ∇(t). We write I ⊳ J if and only if
one of the following holds:
• au < bu and ai = bi for all i which is different from u.
• ai < bi for some i ≥ 1 and aj = bj for all j 6= u and j > i.
Also, we write pI ⊳ pJ if and only if I ⊳ J .
Next, we define a bijection ι on ∇(t) as follows:
Definition 9.7. For I = (a1, . . . , at) ∈ ∇(t) withm = m(I) and n = n(I), we set ι(I) := (b1, . . . , bt), where
– if I ∈ E then bi = 1− ai for all i 6= f := max(m,u) and bf = 1;
– if I ∈ H1u then bm = am = 1, bu = au = 0, and bi = 1− ai for all i 6= m, u.
– otherwise bi = 1− ai for all i.
Lemma 9.8. The map ι is a bijection on ∇(t).
Proof. First, we claim that the image of ι is contained in ∇(t). Let I = (a1, . . . , at) ∈ ∇(t) with m = m(I) and
n = n(I), and let ι(I) = (b1, . . . , bt). By definition, it is easy to see that bi ∈ {0, 1} for all i, so it suffices to show
that bi = 1 for some i. If I ∈ E , then bf = 1. If I ∈ H1u, then bm = 1. If I 6∈ (E ∪H
1
u), then n 6= t and hence an = 0.
Thus, bn = 1− an = 1 and the claim follows.
Next, let J = (c1, · · · , ct) ∈ ∇(t) and suppose that ι(I) = ι(J) = (b1, . . . , bt).
• Case 1. I ∈ E and J ∈ E . Sincem = m(I), we have I = A(m). Letm′ = m(J). Suppose first thatm ≥ u.
Thenwe have bm = 1. Ifm′ 6= m then cm = 1−bm = 0 and thereforem′ > m. Since bm+1 = 1−am+1 = 0
we have m′ 6= m+ 1 and cm+1 = 1− bm+1 = 1. This implies thatm′ ≤ m+ 1, which is a contradiction.
Suppose that m < u. Then we have bu = 1. Since m < u we have cm = 1 − bm = am = 1. Thus,
m′ ≤ m. Since am′ = 1 − bm′ = cm′ = 1 we have m ≤ m′ as well and therefore m = m′. So, we have
I = J = A(m).
• Case 2. I ∈ E and J ∈ H1u. As above, we have I = A(m). Also, we have m(J) < n(J) = u. Note
that bf = 1 and bu = 0. Thus we have f 6= u, i.e., m > u. On the other hand, for any i > u we have
bi = 1− ci = 0, which is a contradiction because bf = 1.
• Case 3. I ∈ E and J 6∈ (E ∪ H1u). As above, we have I = A(m). Let m
′ = m(J) and n′ = n(J). Since
J 6∈ E , n′ ≤ t. By definition, bn′ = 1 − cn′ = 1. If n′ 6= max(m,u), then an′ = 1 − bn′ = 0 and therefore
m > n′. Also, since bm′ = 1 − cm′ = 0 and m′ < n′ < m ≤ max(m,u), we have am′ = 1 − bm′ = 1.
Thereforem′ ≥ m, which is a contradiction. Thus, we have n′ = max(m,u). Again, sincem′ < n′ we have
am′ = 1 − bm′ = cm′ = 1 and hencem′ ≥ m. This implies that n′ = u > m. Now, for any i > u we have
ci = 1− bi = ai = 1. This implies that J ∈ H1u, which is a contradiction.
• Case 4. I ∈ H1u and J ∈ E . We obtain a contradiction as in Case 2.
• Case 5. I ∈ H1u and J ∈ H
1
u. We easily get I = J by definition of ι.
• Case 6. I ∈ H1u and J 6∈ (E ∪H
1
u). By definition, ai = 0 for all i < m, aj = 1 for allm ≤ j < n = u, au = 0
and ak = 1 for all k > u. Letm′ = m(J) and n′ = n(J). Since ci = 1−bi for all i, we have ci = 1−bi = ai
for all i 6= m,u. Also, cm = 1− bm = 0 and cu = 1 − bu = 1. This implies that J = A(m + 1), which is a
contradiction.
• Case 7. I 6∈ (E ∪ H1u) and J ∈ (E ∪ H
1
u). As in Cases 3 and 6, we derive a contradiction.
• Case 8. I 6∈ (E ∪ H1u) and J 6∈ (E ∪ H
1
u). Since ci = 1− bi = ai for all i, we have I = J .
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This completes the proof. 
Using the map ι, we can define an ordering ≺ as follows.
Definition 9.9. Let I and J be two elements in ∇(t). We write I ≺ J if and only if ι(I) ⊳ ι(J). Also, we write
pI ≺ pJ if and only if I ≺ J .
15
From now on, using the orderings ≺ and ⊳ on DsfN , we write
DsfN = {d1, . . . , d2t−1} = {δ1, . . . , δ2t−1}
so that di ≺ dj and δi ⊳ δj if and only if i < j.
9.4. The divisors Y i(I). In this subsection, we illustrate our construction of Yℓ(I) in more detail.
First step: We first try to construct the divisors Y 0(di) such that the matrix M = (V(Y 0(di))δj ) is lower ℓ-
unipotent.
By definition, for I ∈ ∇(t) withm = m(I) and n = n(I) we have
Z(I) =
t⊗
i=1, i6=m
Api(ri, ai)
⊗
Bpm(rm, 1).
Using the idea in Section 7, we may construct
Y
0(I) =


⊗t
i=1, i6=mApi(ri, ai)
⊗
Bpm(rm, 1) if I ∈ E ,⊗t
i=1, i6=m,nApi(ri, ai)
⊗
D(prmm , p
rn
n ) otherwise.
Also, let Y 0(I) := Φ−1N (Y
0(I)) ∈ Div0cusp(X0(N))Q. It turns out that this is indeed okay if u ≤ 1. In other words,
the matrixM = (V(Y 0(di))δj ) is lower ℓ-unipotent for u ≤ 1. (Note that if u ≤ 1 thenHu = H
1
u = ∅.)
Second step: If u ≥ 2, the construction in the first step does not work. So, we have to replace some divisors in order
to obtain a lower ℓ-unipotent matrix. In the first step, we (implicitly) use the fact that
pm ⊳ pi for any i such that ai = 1 if I ∈ E .
On the other hand, ifm < u then we have
pu ⊳ pi for any i such that ai = 1 if I ∈ E .
Thus, we define the vectorsY1(I) = Φ(Y 1(I)) as follows.
Y
1(I) :=


⊗t
i=1, i6=f Api(ri, ai)
⊗
Bpf (rf , 1) if I ∈ E and f = max(m,u),⊗t
i=1, i6=m,nApi(ri, ai)
⊗
D(prmm , p
rn
n ) otherwise.
Also, let Y 1(I) := Φ−1N (Y
1(I)) ∈ Div0cusp(X0(N))Q.
Third step: Still the matrix M = (V(Y 1(di))δj ) is not lower ℓ-unipotent, so we have to replace some elements.
The problematic ones are those inHu and hence we define the following:
Y
2(I) :=


⊗t
i=1, i6=m,k Api(ri, ai)
⊗
D(prmm , p
rk
k ) if I ∈ Hu,
Y
1(I) otherwise,
where k = k(I), which is at most t because I ∈ Hu. Also, let Y 2(I) := Φ
−1
N (Y
2(I)) ∈ Div0cusp(X0(N))Q. Now, we
can show that the matrixM = (V(Y 2(di))δj ) is lower ℓ-unipotent for any u (Proposition 9.12).
15By definition, ι is an order-preserving bijection on∇(t).
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Final step: If ℓ is odd, then we can apply Theorem 5.4. In this case, since s = 0 we have
Yℓ(I) = Y
2(I) for any I ∈ ∇(t).
However if s ≥ 1, then ps − 1 is odd. So, the argument breaks down. The problematic elements are exactly those in
F ′s, i.e., I = E(n, s) for some n ∈ Is. By direct computation
16, we have ι(E(n, s)) = F (n, s). Note that F (n) is the
largest element less than F (n, s) with respect to ⊳, and ι−1(F (n)) = E(n). Note also that
Pwpn(Y
2(E(n, s))) = Pwpn(Y
2(E(n))) 6∈ 2Z
and Pwpn(Y
2(J)) = 0 for all J ≺ E(n). Also, as in Section 7 if s = 1 then some arguments need a modification.
So, we replace the vectorsY2(E(n)) and obtain the definition ofYℓ(I) as follows
17:
Yℓ(I) :=


⊗t
i=2, i6=n,sApi(ri, 1)
⊗
Bps(rs, 1)
⊗
D(pr11 , p
rn
n ) if I ∈ Fs and n = n(I),⊗t
i=3Api(ri, 1)
⊗
Bps(rs, 1)
⊗
Ap2(r2, 0) if s = 1 and I = E(2),
Y
2(I) otherwise.
It turns out that the divisors Yℓ(I) = Φ−1(Yℓ(I)) ∈ Div
0
cusp(X0(N))Q are the ones we were looking for.
9.5. Generation. In this section, we prove the following.
Theorem 9.10. We have
〈Z(I) : I ∈ ∇(t)〉 ⊗Z Zℓ = 〈Yℓ(I) : I ∈ ∇(t)〉 ⊗Z Zℓ.
Proof. In the proof, we say that a vector A ∈ S2(N)0 is a linear combination of the vectors D(J)’s (for D(J) ∈
S2(N)
0 with J ∈ ∇(t)) if there is an ℓ-adic unit a ∈ Z r ℓZ and integers a(J)’s such that
a ·A =
∑
J∈∇(t)
a(J) ·D(J).
During the proof, we abbreviate some notations as follows:
• Aji := Api(ri, j) for j = 0 or 1.
• Bi := Bpi(ri, 1).
• D(i, j) := D(prii , p
rj
j ).
• γi := p
ri−1
i (pi + 1).
• Gij := gcd(γi, γj) for i < j.
• U ij = γj · (G
i
j)
−1 ∈ Z r ℓZ andW ij = γi · (G
i
j)
−1 ∈ Z.
By our assumption, U ij is an ℓ-adic unit for any i < j. Note that for each i, we have Bi = γi ·A
0
i −A
1
i . Also, we
have
Gij ·D(i, j) = γj ·Bi
⊗
A
0
j − γi ·A
0
i
⊗
Bj or
U ij · (Bi
⊗
A
0
j) = D(i, j) +W
i
j · (A
0
i
⊗
Bj).
Furthermore, we have
Bi
⊗
Bj = γj ·Bi
⊗
A
0
j −Bi
⊗
A
1
j .
These equalities are frequently used (without further mentioning) in the proof below.
First, we claim that 〈
Y
2(I) : I ∈ ∇(t)
〉
= 〈Yℓ(I) : I ∈ ∇(t)〉 .
16By Remark 9.2 (Fs ∪ F ′s) ∩ (E ∪ H
1
s) = ∅.
17Indeed for n ∈ Is, we have
〈
Y 2(E(n, s))
〉
∩
〈
Y 2(E(n))
〉
≃ Z/2Z.
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Note that Yℓ(I) = Y2(I) unless I ∈ Fs or I = E(2) if s = 1. Let I = E(n) and J = E(n, s) for some integer
n ∈ Is. Then by definition, we have
Y
2(J) = Yℓ(J) = X
⊗
A
0
s and Y
2(I) = X
⊗
A
1
s,
where X =
⊗t
i=2, i6=n,sA
1
i
⊗
D(1, n). Since Bs = γs ·A0s −A
1
s , we have
Yℓ(I) = X
⊗
Bs = X
⊗
(γs ·A
0
s −A
1
s)
= γs ·Y
2(J)−Y2(I) = γs ·Yℓ(J)−Y
2(I).
Similarly, if s = 1 and I = E(2), then we have
U12 ·Yℓ(I) =
t⊗
i=3
A
1
i
⊗
U12 · (B1
⊗
A
0
2) =
t⊗
i=3
A
1
i
⊗
D(1, 2) +W 12 ·
t⊗
i=3
A
0
1
⊗
B2
= Y2(I)−Y2(A(2)) = Y2(I)−Yℓ(A(2)).
Thus, the claim easily follows.
Next, we claim that
〈Z(I) : I ∈ ∇(t)〉 ⊗Z Zℓ ⊃
〈
Y
2(I) : I ∈ ∇(t)
〉
⊗Z Zℓ.
It suffices to show that for any I ∈ ∇(t) the vectorY2(I) is a linear combination of Z(J)’s. Let I = (a1, . . . , at) ∈
∇(t) with m = m(I), n = n(I) and k = k(I). We divide into three cases.
Case 1. Let I ∈ E , i.e., I = A(m). We prove the claim by (reverse) induction on m. If m ≥ u, then Y2(I) = Z(I)
so it is obvious. Suppose that the above claim holds form+ 1 ≤ u. Then we have
Y
2(A(m)) =
m−1⊗
i=1
A
0
i
t⊗
j=m, j 6=u
A
1
j
⊗
Bu =
m−1⊗
i=1
A
0
i
t⊗
j=m+1, j 6=u
A
1
j
⊗
(γm ·A
0
m −B
1
m)
⊗
Bu
= γm ·Y
2(A(m+ 1))− γu · Z(A(m)(u)) + Z(A(m)).
Thus, the claim also holds form. By induction, we obtain the result for this case.
Case 2. Let I 6∈ (E ∪ Hu). By definition, we have
Y
2(I) =
m−1⊗
i=1
A
0
i
t⊗
j=m+1, j 6=n
A
aj
j
⊗
D(m,n)
=
m−1⊗
i=1
A
0
i
t⊗
j=m+1, j 6=n
A
aj
j
⊗
(Umn ·Bm
⊗
A
0
n −W
m
n ·A
0
m
⊗
Bn)
= Umn · Z(I) −W
m
n ·X(m),
whereX(h) =
⊗h
i=1A
0
i
⊗t
j=h+1, j 6=nA
aj
j
⊗
Bn. So, it suffices to show thatX(m) is a linear combination ofZ(J)’s.
More generally, we show that X(h) is a linear combination of Z(J)’s for allm ≤ h < n. Indeed form ≤ h < n we
have ah = 1 and hence
X(h− 1) =
h−1⊗
i=1
A
0
i
t⊗
j=h, j 6=n
A
aj
j
⊗
Bn
=
h−1⊗
i=1
A
0
i
t⊗
j=h+1, j 6=n
A
aj
j
⊗
(γh ·A
0
h −Bh)
⊗
Bn
= γh ·X(h)− γn · Z(K) + Z(K(n)).
where K = I(h). By definition we have X(n − 1) = Z(L(n)), where L = I
(n) and therefore the claim follows by
induction.
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Case 3. Let I ∈ Hu. As above, we have
Y
2(I) =
m−1⊗
i=1
A
0
i
t⊗
j=m+1, j 6=k
A
aj
j
⊗
(Umk ·Bm
⊗
A
0
k −W
m
k ·A
0
m
⊗
Bk)
= Umk · Z(I)−W
m
k ·X(m),
where X(h) =
⊗h
i=1A
0
i
⊗t
j=h+1, j 6=k A
aj
j
⊗
Bk. As above, we show that X(h) is a linear combination of Z(J)’s
for anym ≤ h < n, which implies the result. Similarly as above, for anym ≤ h < n we have
X(h− 1) =
h−1⊗
i=1
A
0
i
t⊗
j=h+1, j 6=k
A
aj
j
⊗
(γh ·A
0
h −Bh)
⊗
Bk
= γh ·X(h)− γk · Z(K) + Z(K(k)),
whereK = I(h). Also, if k = n+1 then we haveX(n− 1) = Z(L(k)), where L = I
(n). If k > n+1 then we have
an+1 = 1 and hence
X(n− 1) = X(n) =
n⊗
i=1
A
0
i
t⊗
j=n+2, j 6=k
A
aj
j
⊗
(γn+1 ·A
0
n+1 −Bn+1)
⊗
Bk
= γn+1 ·X(n+ 1)− γk · Z(L) + Z(L(k)).
By the same argument as above, for any n < h < k we have
X(h− 1) = γh ·X(h)− γk · Z(K) + Z(K(k))
and X(k − 1) = Z(L(k)), whereK = I
(h) and L = I(k). Therefore the result follows by induction.
This completes the proof for the desired inclusion.
Last, we claim that
〈Z(I) : I ∈ ∇(t)〉 ⊗Z Zℓ ⊂
〈
Y
2(I) : I ∈ ∇(t)
〉
⊗Z Zℓ.
As above, let I = (a1, . . . , at) with m = m(I), n = n(I) and k = k(I). It suffices to show that Z(I) is a linear
combination ofY2(J)’s. We divide into two cases.
Case 1. Let I ∈ E , i.e., I = A(m). Let X =
⊗m−1
i=1 A
0
i
⊗t
j=m+1, j 6=u A
1
j . Ifm < u, then we have
Z(I) = X
⊗
Bm
⊗
(γu ·A
0
u −Bu)
= X
⊗
(γu ·Bm
⊗
A
0
u)−X
⊗
(γm ·A
0
m −A
1
m)
⊗
Bu
= X
⊗
(Gmu ·D(m,u)) +Y
2(I) = Gmu ·Y
2(I(u)) +Y
2(I).
Ifm ≥ u then we have Z(I) = Y2(I) and therefore the result follows.
Case 2. Let I 6∈ E , i.e, n ≤ t. We prove the claim by (reverse) induction on m. Suppose that m = t − 1. Then, we
have n = t. By definition, we have
Umn · Z(I) =
t−2⊗
i=1
A
0
i
⊗
(Umn ·Bm
⊗
A
0
n)
=
t−2⊗
i=1
A
0
i
⊗
(D(m,n) +Wmn ·A
0
m
⊗
Bn)
= Y2(I) +Wmn ·Y
2(A(t)).
Since Umn is an ℓ-adic unit, the claim follows form = t− 1. Suppose that Z(K) is a linear combination of Y
2(J)’s
for any K ∈ ∇(t) withm(K) ≥ m+ 1. There are four subcases:
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(1) Suppose that n = m+ 1 and I 6∈ Hu. LetK = I(n). By definition, we have
Z(K(n)) =
m⊗
i=1
A
0
i
⊗
Bn
t⊗
j=n+1
A
1
j .
Also, we have m(K(n)) = m + 1 and therefore Z(K(n)) is a linear combination of Y
2(J)’s. As above, we
have
Umn · Z(I) =
m−1⊗
i=1
A
0
i
⊗
(Umn ·Bm
⊗
A
0
n)
t⊗
j=n+1
A
aj
j
= Y2(I) +Wmn · Z(K(n)).
Thus, Z(I) is also a linear combination ofY2(J)’s.
(2) Suppose thatn > m+1 and I 6∈ Hu. First, let h = m+1 and let d = gcd(Wmn ,W
h
n ). Also, let ǫ1 = d
−1 ·Wmn
and ǫ2 = d−1 ·Whn . Since vℓ(γm) ≥ vℓ(γh) by Assumption 1.11, we have vℓ(W
m
n ) ≥ vℓ(W
h
n ) and hence
vℓ(W
h
n ) = vℓ(d). Therefore ǫ2 is an ℓ-adic unit and we have
ζ := d−1 ·Wmn ·W
h
n = ǫ2 ·W
m
n = ǫ1 ·W
h
n .
Now, let L = I(h) = I(m). Since n > h, ah = 1 and hencem(L) = h. As above, we have
Uhn · Z(L) =
h−1⊗
i=1
A
0
i
t⊗
j=h+1, j 6=n
A
aj
j
⊗
(Uhn ·Bh
⊗
A
0
n)
= Y2(L) +Whn ·X(h),
whereX(h) =
⊗h
i=1A
0
i
⊗t
j=h+1, j 6=nA
aj
j
⊗
Bn. Sincem(L) = h, Z(L) is a linear combination ofY2(J)’s
and hence so is Whn · X(h). Thus, ζ · X(h) = ǫ1 · W
h
n · X(h) is also a linear combination of Y
2(J)’s.
Furthermore, as above we have
ǫ2 · U
m
n · Z(I) = ǫ2 ·Y
2(I) + ζ ·
h−1⊗
i=1
A
0
i
t⊗
j=h+1, j 6=n
A
aj
j
⊗
(γh ·A
0
h −Bh)
⊗
Bn
= ǫ2 ·Y
2(I) + γh · ζ ·X(h)− γn · ζ · Z(L) + ζ · Z(L(n)).
Sincem(L) = m(L(n)) = h = m+1 and ǫ2 ·U
m
n is an ℓ-adic unit, by induction hypothesis Z(I) is a linear
combination of Y2(J)’s, as desired.
(3) Suppose that n = m+ 1 and I ∈ Hu. Since I ∈ Hu we have n = u.
First, suppose that k = u+ 1. As above, we have
Umk · Z(I) =
k−1⊗
i=1, i6=m
A
0
i
⊗
(Umk ·Bm
⊗
A
0
k)
t⊗
j=k+1
A
aj
j
= Y2(I) +Wmk · Z(K(k)),
where K = I(k). Since m(K(k)) = k = m + 2, by induction hypothesis Z(I) is a linear combination of
Y
2(J)’s.
Next, suppose that k > u + 1. Then, au+1 = 1. Let h = u + 1 and δ = gcd(Wmk ,W
h
k ). Also, let
ε1 = δ
−1 ·Wmk and ε2 = δ
−1 ·Whk . Sincem < h, as above ε2 is an ℓ-adic unit and we have
ξ := δ−1 ·Wmk ·W
h
k = ε2 ·W
m
k = ε1 ·W
h
k .
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Let L = I(u). By assumption,m(L) = m+ 2 and n(L) = k > u. As above, we have
Uhk · Z(L) =
h−1⊗
i=1
A
0
i
t⊗
j=h+1, j 6=k
A
aj
j
⊗
(Uhk ·Bh
⊗
A
0
k)
= Y2(L) +Whk ·X(h),
where X(h) =
⊗h
i=1A
0
i
⊗t
j=h+1, j 6=k A
aj
j
⊗
Bk . Since m(L) = m + 2, Z(L) is a linear combination of
Y
2(J)’s and hence so isWhk ·X(h). Thus, ξ ·X(h) = ε1 ·W
h
k ·X(h) is also a linear combination ofY
2(J)’s.
Furthermore, as above we have
ε2 · U
m
k · Z(I) = ε2 ·Y
2(I) + ξ ·
h−1⊗
i=1
A
0
i
t⊗
j=h+1, j 6=k
A
aj
j
⊗
(γh ·A
0
h −Bh)
⊗
Bk
= ε2 ·Y
2(I) + γh · ξ ·X(h)− γk · ξ · Z(L) + ξ · Z(L(k)).
Sincem(L) = m(L(k)) = h = m+2 and ε2 ·U
m
k is an ℓ-adic unit, by induction hypothesis Z(I) is a linear
combination of Y2(J)’s, as desired.
(4) Suppose that n > m+ 1 and I ∈ Hu. Let v = n− 1.
First, as above let d = gcd(Wmk ,W
v
k ). Also, let ǫ1 = d
−1 ·Wmk and ǫ2 = d
−1 ·W vk . As above, since
m < n− 1 = v we have vℓ(Wmk ) ≥ vℓ(W
v
k ). So, ǫ2 is an ℓ-adic unit and we have
ζ := d−1 ·Wmk ·W
v
k = ǫ2 ·W
m
k = ǫ1 ·W
v
k .
Next, let K = I(n−2) = I(v−1). Then, m(K) = v and K ∈ Hu as well. By (3) above, Z(K) is a linear
combination of Y2(J)’s. As above, let X(h) =
⊗h
i=1A
0
i
⊗t
j=h+1, j 6=k A
aj
j
⊗
Bk for anym ≤ h < n. Since
we have
Uvk · Z(K) = Y
2(K) +W vk ·X(n− 1),
W vk ·X(n− 1) is also a linear combination of Y
2(J)’s. As above, for anym < h < n we have
X(h− 1) =
h−1⊗
i=1
A
0
i
t⊗
j=h+1, j 6=k
A
aj
j
⊗
(γh ·A
0
h −Bh)
⊗
Bk
= γh ·X(h)− γk · Z(L) + Z(L(k)),
where L = I(h−1). Sincem(L) = m(L(k)) = h > m, by induction hypothesis Z(L) and Z(L(k)) are linear
combinations of Y2(J)’s. Thus, if X(h) is a linear combination of Y2(J)’s, then so is X(h − 1). Since
W vk · X(n − 1) is a linear combination of Y
2(J)’s, so is W vk · X(h) for any m ≤ h < n. In particular,
ζ ·X(m) is a linear combination ofY2(J)’s.
Last, as above we have
ǫ2 · U
m
k · Z(I) = ǫ2 ·Y
2(I) + ζ ·X(m)
and hence the result follows.
In all four subcases, we have shown that Z(I) is a linear combination of Y2(J)’s. Thus, the result follows by
induction. 
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9.6. Linear independence. In this subsection, we prove the following.
Theorem 9.11. We have 〈
Yℓ(I) : I ∈ ∇(t)
〉
[ℓ∞] ≃
⊕
I∈∇(t)
〈
Yℓ(I)
〉
[ℓ∞].
Throughout this section, we use the following for ease of notation:
• Aaii := Api(ri, ai).
• Bi := Bpi(ri, 1).
• For each J ∈ ∇(t) and V ∈ S1(N)0, let VJ := VpJ .
• For any 1 ≤ i < j ≤ t, let gij := gcd(pi − 1, pj − 1).
• For any 1 ≤ i < j ≤ t, let uij := (g
i
j)
−1(pi − 1) if j 6= u; and let uij = −1 if j = u.
• For any 1 ≤ i < j ≤ t, let wij := (g
i
j)
−1(1− pj) if j 6= u; and let wij = pi − 1 if j = u.
• For any 1 ≤ i < j ≤ t, let D(i, j) := V(Yℓ(p
ri
i p
rj
j , pi)) ∈ S1(p
ri
i p
rj
j )
0.
We first prove thatM = (V(Y 2(di))δj ) is lower ℓ-unipotent.
Proposition 9.12. For any I ∈ ∇(t), we have
V(Y 2(I))ι(I) ∈ Z r ℓZ and V(Y
2(J))ι(I) = 0 for any J ∈ ∇(t) satisfying J ≺ I,
or equivalently
V(Y 2(I))ι(I) ∈ Z r ℓZ and V(Y
2(I))J = 0 for any J ∈ ∇(t) satisfying ι(I) ⊳ J.
Proof. The equivalence between two assertions follows from the fact that ι is an order-preserving bijection on∇(t).
We are going to prove the second assertion.
The proof is almost the same as before, but we include it for convenience of the reader.
First, we remark the following, which essentially implies our claim: For any divisorM of N , we take numbering
on the divisors ofM with respect to the ordering ⊳ on DN . Then, for any i < j we have
– A0i = (pi,−1, 0, 0, . . . , 0)
t ∈ S1(p
ri
i );
– A1i = (1, 0, 0, 0, . . . , 0)
t ∈ S1(p
ri
i );
– Bi = (1,−1, 0, 0, . . . , 0)t ∈ S1(p
ri
i )
0;
– D(i, j) = (−wij − u
i
j , w
i
j , u
i
j, 0, . . . , 0)
t ∈ S1(p
ri
i p
rj
j )
0.
The above vectors V satisfy the following:
– The greatest common divisor of the entries of V is 1.
– There is a divisor d(V ) such that the d(V )-th entry is an ℓ-adic unit; and the δ-th entry is zero for any
d(V ) ⊳ δ.
Therefore any tensor product of the vectors above satisfies the same properties. Also, it is easy to find the divisor
d(V ) because it is just a product of all such d’s. By this observation, if
Y =
t⊗
i=1, i6=f
A
ai
i
⊗
Bf ∈ S2(N)
0
and Y = Φ−1(Y) ∈ Div0cusp(X0(N))Q then we have
(9.1) V(Y ) =
t⊗
i=1, i6=f
Aaii
⊗
Bf and d = d(V(Y )) =
t∏
i=1, i6=f
p1−aii × pf .
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Also, for any δ satisfying d ⊳ δ we have V(Y )δ = 0. Similarly, if
Y =
t⊗
i=1, i6=e,f
A
ai
i
⊗
D(e, f) ∈ S2(N)
0
and Y = Φ−1(Y) ∈ Div0cusp(X0(N))Q then by Theorem 4.4 we have
(9.2) V(Y ) =
t⊗
i=1, i6=e,f
Aaii
⊗
D(e, f) and d = d(V(Y )) =
t∏
i=1, i6=e,f
p1−aii × p,
where p = pf if f 6= u; and p = pe if f = u. Also, for any δ satisfying d ⊳ δ we have V(Y )δ = 0.
Thus, to prove the claim it suffices to show that for any I ∈ ∇(t), we have
d(V(Y 2(I))) = pι(I).
Let I = (a1, . . . , at) withm = m(I), n = n(I) and k = k(I). We divide into four cases.
– Let I ∈ E , i.e., I = A(m). Let f = max(m,u). Then by the same argument as in Equation (9.1) we have
d(V(Y 2(I))) =
m−1∏
i=1, i6=f
pi × pf =
t∏
i=1, i6=f
p1−aii × pf ,
which is equal to pι(I).
– Let I ∈ H1u. Then by the same argument as in Equation (9.2) we have
d(V(Y 2(I))) =
t∏
i=1, i6=m,u
p1−aii × pm,
which is equal to pι(I).
– Let I ∈ Hu. Then by the same argument as in Equation (9.2) we have
d(V(Y 2(I))) =
t∏
i=1, i6=m,k
p1−aii × pk =
t∏
i=1
p1−aii ,
because am = 1 and ak = 0. Thus, we have d(V(Y 2(I))) = pι(I).
– Let I 6∈ (E ∪ Hu ∪H1u), i.e., n 6= u and n ≤ t. Then as above we have
d(V(Y 2(I))) =
t∏
i=1, i6=m,n
p1−aii × pn =
t∏
i=1
p1−aii
because am = 1 and an = 0. Thus, we have d(V(Y 2(I))) = pι(I).
This completes the proof. 
Next, we discuss the elements in Fs and F ′s.
Lemma 9.13. Let s ≥ 1 and let n ∈ Is. Then, we have d2n−ǫ = pE(n) and d2n−ǫ+1 = pE(n,s), where ǫ = 1 if s < n;
and ǫ = 0 if s > n.
Proof. By definition, we have ι(E(n, s)) = F (n, s) and ι(E(n)) = F (n). Thus, it suffices to prove δ2n−ǫ = pF (n)
and δ2n−ǫ+1 = pF (n,s). Let J = F (n) = (a1, . . . , at) and let K = (b1, . . . , bt) ∈ ∇(t). If J ⊳ F (n) then there is
an integer k 6= s such that ak = 1 > bk = 0 and ai = bi for all i > k and i 6= s because as = 0. Since an = 1 and
ai = 0 for all i, we have k = n. In other words, J ⊳ F (n) if and only if bi = 0 for all i ≥ n and i 6= s. Thus, the
number of such J ’s is 2n−ǫ − 1. (We have to exclude the one with bi = 0 for all i.) Therefore we have i = 2n−ǫ.
By the definition of ⊳ it is obvious that there is no element K satisfying F (n) ⊳ K ⊳ F (n, s). Thus, the result
follows. 
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Lemma 9.14. Let s ≥ 1 and let e = 2n−ǫ for some n ∈ Is. Then we have
V(Yℓ(de))δe = u
1
n ∈ Zr ℓZ and V(Yℓ(df ))δe = 0 for all f < e.
Proof. By Lemma 9.13 we have de = pE(n) and δe = pF (n). By direct computation, we have
V(Yℓ(de)) =
t⊗
i=2, i6=n,s
A1i
⊗
D(1, n)
⊗
Bs.
Thus, we have V(Yℓ(de))δe = u
1
n ∈ Z r ℓZ. Let f < e and df = pJ . Then, since J = (a1, . . . , at) ≺ E(n) by
definition, as above we have ai = 1 for all i ≥ n. Hence, V(Yℓ(J)) has a factor A1n and hence V(Yℓ(J))δ = 0 for all
divisors δ divisible by pn. Since δe = pF (n) = pn, we have V(Yℓ(df ))δe = 0, as desired. 
Lemma 9.15. Let s ≥ 1 and let e ≥ 4 with e 6= 2n−ǫ and e 6= 2n−ǫ + 1 for any n ∈ Is. Then, we have
V(Yℓ(de))δe 6∈ Z r ℓZ and V(Yℓ(df ))δe = 0 for all f < e.
Proof. Since e 6= 2n−ǫ and e ≥ 4, we have Yℓ(de) = Y 2(de). Thus, the first claim follows by Proposition 9.12. Let
f < e. If f ≤ 3, then by direct computation we have V (Yℓ(df )δi = 0 for all i ≥ 4. So, we assume that f ≥ 4.
If f 6= 2n−ǫ, then Yℓ(de) = Y 2(e) and hence the second claim follows by Proposition 9.12. If f = 2n−ǫ for some
n ∈ Is, then as above we can easily show that
V(Yℓ(df ))δf+1 = −u
1
n and V(Yℓ(df ))δi = 0 for all i > f + 1.
Since e 6= 2n−ǫ + 1 and f < e, we have e > f + 1 and hence the second claim follows. 
Last, we compute Pwp(Yℓ(I)) for any I ∈ ∇(t), which we have already done in the proof of Theorem 9.5. Indeed,
we have the following: Let I = (a1, . . . , at) ∈ ∇(t) with m = m(I), n = n(I) and k = k(I). Let p = ph for some
1 ≤ h ≤ t. Then we have the following.
(1) If I ∈ E , then we have
Pwp(Yℓ(I)) =

−
∏m−1
i=1 (pi − 1) if h = max(m,u),
0 otherwise.
(2) If I ∈ Fs, then we have Pwp(Yℓ(I)) = 0.
(3) If s = 1 and I = E(2), then we have
Pwp(Yℓ(I)) =

1− p2 if h = 1,0 otherwise.
(4) If I ∈ Hu, then we have
Pwp(Yℓ(I)) =


wmk ·
∏m−1
i=1 (pi − 1)
∏t
j=k+1(pj − 1)
1−aj if h = m,
umk ·
∏m−1
i=1 (pi − 1)
∏t
j=k+1(pj − 1)
1−aj if h = k,
0 otherwise.
(5) Otherwise, then we have
Pwp(Yℓ(I)) =


(gmn )
−1(1− pn) ·
∏t
i=1, i6=m,n(pi − 1)
1−ai if h = m,
(gmn )
−1(pm − 1) ·
∏t
i=1, i6=m,n(pi − 1)
1−ai if h = n,
0 otherwise.
Using this, we prove several lemmas.
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Lemma 9.16. Suppose that u = 0. Let I = E(n) for some 2 ≤ n ≤ t. Then, we have
Pwpn(Yℓ(I)) = u
1
n 6∈ 2Z and Pwpn(Yℓ(J)) = 0 for all J ≺ I.
Proof. By the discussion above, the first claim easily follows. Let J ≺ I , or equivalently, ι(J) ⊳ ι(I). By definition,
we have ι(I) = F (n). So, if ι(J) = (b1, . . . , bt) then bi = 0 for all i ≥ n. If J = A(m) ∈ E then ι(J) = B(m) and
hencem < n. By the discussion above, we have Pwpn(Yℓ(J)) = 0. If J = (a1, . . . , at) 6∈ E , then ai = 1− bi for all
i. Thus, ai = 1 for all i ≥ n. Therefore n(J) < n and hence Pwpn(Yℓ(J)) = 0, as desired. 
Lemma 9.17. Suppose that s = u ≥ 1. If I = E(n) for some 1 ≤ n ≤ t, then we have
OP(Yℓ(I)) =

2 if n = s,1 otherwise.
Proof. First, suppose that s = 1. If n = 1 then Pwp2(Yℓ(I)) = −1 and hence OP(Yℓ(I)) = 2. If n = 2 then
OP(Yℓ(I)) = 1 because p2 is odd. If n ≥ 3 then n ∈ Is and hence I ∈ Fs. Thus, OP(Yℓ(I)) = 1, as desired.
Next, let s ≥ 2. If n = s then Pwp1(Yℓ(I)) = −1 and hence OP(Yℓ(I)) = 2. If n = 1 then I = A(2) and
OP(Yℓ(I)) = 1 because p1 is odd. If n ≥ 2 and n 6= u, then n ∈ Is and hence OP(Yℓ(I)) = 1, as claimed. 
Lemma 9.18. Let s ≥ 1 and let I = E(n, s) for some n ∈ Is. Then, we have
Pwpn(Yℓ(I)) = u
1
n 6∈ 2Z and Pwpn(Yℓ(J)) = 0 for all J ≺ I.
Proof. The first claim easily follows from the previous discussion.
For the next claim, let J = (a1, . . . , at) ≺ E(n) with m = m(J) and ι(J) = (b1, . . . , bt). By the discussion in
Lemma 9.13 above, we have bi = 0 for all i ≥ n and i 6= s.
If J = A(m) ∈ E , then ι(J) = B(m). Thus we havem < n and hence Pwpn(Yℓ(J)) = 0.
If J ∈ H1s then bi = 1 for all 2 ≤ i ≤ m+ 1 and hencem < n. Thus, we have Pwpn(Yℓ(J)) = 0.
If J 6∈ (E ∪ H1s) then ai = 1 − bi = 1 for all i ≥ n and hence n(J) < n and h(J) 6= n. Thus, we have
Pwpn(Yℓ(J)) = 0.
Thus, we have Pwpn(Yℓ(J)) = 0 if J ≺ E(n). Since Pwpn(Yℓ(E(n))) = 0 as well, and if J ≺ I then J = E(n)
or J ≺ E(n), the result follows. 
Now, we are ready to prove Theorem 9.11.
Proof of Theorem 9.11. Suppose that ℓ is odd. Then, s = 0 and hence Yℓ(I) = Y 2(I) for all I ∈ ∇(t). By Proposition
9.12 we have
V(Yℓ(di))δi ∈ Z r ℓZ and V(Yℓ(dj))δi = 0 if j < i.
Thus, by Theorem 5.4 the result follows.
If ℓ = 2 and u = 0, then we have Yℓ(I) = Y 2(I) for all I ∈ ∇(t). By the computation above, we have
OP(Yℓ(I)) = 1 unless either I = A(1) or I = E(n) for some 2 ≤ n ≤ t. Note that pA(1) = d1, so we do not require
any condition. If di = pE(n) for some 2 ≤ n ≤ t, then by Lemma 9.16 there is a prime p such that Pwp(Yℓ(di)) is
odd and Pwp(Yℓ(dj)) = 0 for all j < i. Thus, by Proposition 9.12 and Theorem 5.6 the result follows.
From now on, let s = u ≥ 1. (So, ℓ = 2.)
– Let s = u = 1 and let S1 = {A(1), E(1), E(2)}. By direct computation, we have
d1 = pA(1), d2 = pE(2) and d3 = pE(1).
Note that Yℓ(d1) = 0, so we can ignore Yℓ(d1). By the discussion above (cf. Lemma 9.17), we have
Pwp2(Yℓ(d3)) = −1, Pwp2(Yℓ(d2)) = 0.
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Thus, by Theorem 5.5 we have〈
Yℓ(d2), Yℓ(d3)
〉
[2∞] ≃
〈
Yℓ(d2)
〉
[2∞]
⊕〈
Yℓ(d3)
〉
[2∞].
– Let s = u ≥ 2, and let Ss = {A(1), E(1), E(s)}. By direct computation, we have
d1 = pA(1), d2 = pE(s) and d3 = pE(1).
Also, as abovewe haveYℓ(d1) = 0. Note thatV(Yℓ(d3))p1ps = 1 andV(Yℓ(d2))p1ps = 0. SinceOP(Yℓ(E2)) =
1 by Lemma 9.17, by Theorem 5.5 we have〈
Yℓ(d2), Yℓ(d3)
〉
[2∞] ≃
〈
Yℓ(d2)
〉
[2∞]
⊕〈
Yℓ(d3)
〉
[2∞].
– Let s ≥ 1, and let S = ∇(t)r Ss. Also, let I ∈ S and let pI = de for some 4 ≤ e < 2t. We claim that〈
Yℓ(di) : 1 ≤ i ≤ e
〉
[2∞] ≃
〈
Yℓ(di) : 1 ≤ i ≤ e− 1
〉
[2∞]
⊕〈
Yℓ(de)
〉
[2∞].
If I ∈ F ′s ⊂ S , then by Lemma 9.18 and Theorem 5.5 the claim follows. If I ∈ SrF
′
s then by the discussion
above we have OP(Yℓ(I)) = 1. Thus, if I ∈ Fs ⊂ S r F ′s, by Lemma 9.14 and Theorem 5.5 we obtain the
claim. If I ∈ Σ r (Fs ∪ F ′s), then by Lemma 9.13 we have e 6= 2
n−ǫ and e 6= 2n−ǫ + 1. Thus, by Lemma
9.15 and Theorem 5.5 the claim follows.
In conclusion, for any 2 ≤ e ≤ 2t − 1 we always have〈
Yℓ(di) : 1 ≤ i ≤ e
〉
[2∞] ≃
〈
Yℓ(di) : 1 ≤ i ≤ e− 1
〉
[2∞]
⊕〈
Yℓ(de)
〉
[2∞]
and hence we obtain 〈
Yℓ(di) : 1 ≤ i ≤ 2
t − 1
〉
[2∞] ≃
2t−1⊕
i=1
〈
Yℓ(di)
〉
[2∞].
This completes the proof. 
9.7. The case of u ≥ 1. In this subsection, we prove the following proposition.
Proposition 9.19. Let u ≥ 1, and let S = {rad(N) · 2f : 1 ≤ f ≤ ru − 1} be a subset of DnsfN . Then, we have
C(N)sf[2∞] ∩
〈
Z(d) : d ∈ S
〉
= 0.
Proof. By Theorem 9.4, it suffices to show that〈
Y2(I)
〉
[2∞] ∩
〈
Z(d) : d ∈ S
〉
= 0 for any I ∈ ∇(t)
which is almost obvious from our previous discussion. For convenience of the reader, we provide a detailed proof.
Note that since ℓ = 2, we have u = s ≥ 1. Note also that for any d ∈ S, we have V (Z(d))δ = 0 for any squarefree
divisor δ of N if δ is divisible by some pi with i 6= s. Thus, we have Pwpi(Z(d)) = 0 as well for any i 6= s.
• Let I = A(1). Then, the order of Y2(I) is 1 and hence the claim follows.
• Let I = E(s). Then, we have Pwpf (Y2(I)) = (−1)
f and Pwpf (Z(d)) = 0 for any d ∈ S, where f =
max(1, 3− s) 6= s.
• Let I ∈ F ′s. Then, I = E(n, s) for some n ∈ Is. Thus, Pwpn(Y2(I)) is odd and Pwpn(Z(d)) = 0 for all
d ∈ S.
• Let I ∈ ∇(t) r ({A(1), E(s)} ∪ F ′s). Let de = pI for some e. Since I 6∈ {A(1), E(s)} we have e ≥ 3 and
hence δe is divisible by an odd prime pi for some i 6= s. Thus, V(Y2(I))δk is odd and V (Z(d))δe = 0 for all
d ∈ S. Also, we have OP(Y2(I)) = 1.
Thus, the claim follows from Theorem 5.5. 
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