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Abstract 
Majority of recommender systems have their basis on either of the aspectual factors or contextual factors where as very 
few systems endeavours to demonstrate the use of both factors collectively. Very few works have been done to identify 
more fine-grained aspect level contextual preferences and their significance in generating accurate predictions for the 
user. Accuracy has constantly been the centre of all the works performed in improving this system. The purpose of this 
study is to introduce the use of such a technique that can integrate well into a system that is based on both contextual and 
non-contextual user preferences. For this purpose, use of a standard machine learning technique, Support Vector 
Machine was suggested in this paper. SVM facilitates in separating the data via hyperplane, in the finest manner and then 
classify these data. Users’ preferences are further classified using training set produced as a result of SVM classification. 
Finally a real-life dataset is experimented to demonstrate that our method is proficient in dealing with contextual as well 
as non-contextual preferences of users with higher accuracy. 
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1. Introduction 
With the increasing internet trend, man is inclining more and more towards global connectivity and tries to find 
out all the answers of his queries by globally connecting people and their experiences. It is seen that opinions of 
people play a vital role in any individual’s life right from school’s admission to purchasing the first television set. 
These opinions possess positive, negative or neutral values. Opinion mining is an area where assessment or study of 
people’s comments, reviews, habits, judgment, attitudes towards various individuals, entities, attributes, places, 
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events and sentiments, etc. is conducted based on the knowledge or experiences that they possess. Opinion mining, 
which transpires as a part of Web mining, is one of the most important factors of data mining. Finding relevant 
content according to each individual’s tastes has, thus, become a challenge.  
For example, buying a cell phone needs reviews about many of its features like camera quality, memory, 
browsing speed, price, software version etc. We may call these features as aspects. Their value may help 
constructing suggestions which helps users to make decisions. But, an additional side of this problem is that a cell 
phone may have best battery life, memory, price but it may lack in camera quality as needed by the user. Though 
most of its features are best, which enhances its rating, significantly it does not prove functional. An opinion may 
change according to the constraint or preference provided by the user. It is found that recommendation generation 
based on aspect related opinions alone does not generate much fruitful results as aspect change depending on 
different constraints or conditions provided by user. Hence, supplement of certain constraints may change the game 
upside down.  
These constraints are called contexts. A context is termed as any constraint or condition provided by a user. It 
limits boundary of search. Context governs the value of an aspect or a feature directly or indirectly. An example 
below shows the significance of a context in a particular opinion. 
 
Example 1: The place though very unlikely from outside turned out to be a hit when I went inside. The ambience 
nd the artifacts play a great role in getting into the flavor. Food & the service was good. Good for a casual evening 
with friends 
Here place, ambience, interiors, food, service, are the aspects that have been valued while ‘company’ is a 
constraint. The value of ‘place’ context changes from unlikely to hit when interiors are seen from within and 
company, best pals gives the restaurant an extra positive point.  
 
Example 2:  A nice all cusine restaurant. But I love the mexican food here. Nice ambiance. U will be in late 70s 
states. prices are comparitively high but worth for taste. 
This example shows that even though value of food is a bit higher, it seems affordable when a person is more 
inclined towards taste and delicacies. 
 
Example 3: Would you believe it…!!! More than 80% of their dishes are available in JAIN.... Be it pizza or 
pasta, their Jain food is as yummy as you would like ... And guess what, first time in Ahmedabad they have 'Special 
Jain Menu' printed to ease it out for their dinners.. Isn't it amazing…!!! For me it is, as I belong to a hardcore Jain 
family... And Toritos has changed my perception about international cuisines. 
Example 3 shows the importance of constraint ‘Jain Food’ and its taste. This constraint may help Jain individuals 
to decide whether to route for the given restaurant or not. Hence it’s clear from the above examples that a constraint 
or to be more precise, a context places plays a vital role on the values of given aspects. 
 
Above examples shows that not all reviews are based only on aspectual or contextual preferences of the user. A 
review may be simple with overall rating or may be specific. Similarly a preference may be constrained or even 
general. They can be collective of context dependent and context independent preferences as well. 
Yet, even an unaccompanied use of contextual factors may result in restricted set of recommendations and may 
miss important nearest factors. Hence the availability of recommender systems that are grounded on a combined 
approach of aspect related features and context related features were vital. For this purpose we proposed a 
recommender system that is based on the combined approach of context dependent and context independent features. 
We proposed the use of a classification technique for enhancing the accuracy of the recommendation system. But 
the issue of proper classification of aspect related terms into given contextual classifiers persisted. Furthermore, we 
needed a technique that can be commonly applicable on both, context dependent and context independent features. 
Therefore, we resorted to the use of SVM classification technique for classifying various features.  
The following content is organized as follows. Section 2 briefly summarizes existing researches related to our 
work. Section 3 gives our research problem and methodology. Section 4 presents the experimental results on two 
real-life datasets. We draw the conclusion and indicate the future work in Section 5. 
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2. Related Work 
All Existing work mainly relates to two types of recommender systems: context independent recommender 
systems that may be called aspect based or review based recommender systems and context dependent recommender 
systems which are mainly known as context aware recommender systems. Overall Review based or aspect based 
recommender system generally focus on the overall opinion of the reviewer and not various aspects personally. 
Context dependent recommender systems take into account various circumstances of the user before providing 
recommendations.  
Review-based recommenders mainly rely on advanced opinion mining techniques to infer the reviewers’ overall 
opinion (called virtual rating [20]) or even multi-aspect ratings, which are then leveraged into the standard 
recommenders [2,3]. Chen et al. [2] identified that the reviews are used to model users’ multi-aspect preferences for 
computing user-user similarity during recommendation. For this, he proposed Latent Class Regression Model that 
considered both over-all ratings and aspect-level values of the opinions to identify preferences of the reviewers. The 
issue of this technique was that the contextual factors were not preferred. 
Carter et al. [4] aimed at manually constructing the aspect-context relations. To generate recommendations these 
were then combined them with preferences specified by the user, but it did not identify the contextual influences on 
users’ aspect-level preferences. 
Ganu et al.[5] using Support Vector Machine built a multi-label text classifier that helps to generate 
recommendations using the users’ aspect-level feature values of restaurants through regression-based and clustering-
based algorithms. But they lack contextual information that projected specific change in values of the influenced 
features. 
Tan et al. [6] studied four feature selection methods (MI, IG, CHI and DF) and five learning methods (centroid 
classifier, K-nearest neighbour, winnows classifier, Naive Bayes and SVM) and investigated it on a Chinese 
sentiment corpus. Results have apparently shown that IG proves the best for feature selection and that SVM reveals 
the best for feature classification. 
Adomavicius et al. [7] suggested combining a number of contextual pre-filters with the traditional two 
dimensional techniques that is as default filter, where no filtering is done. To add to this as advancement, Ahn et al. 
[8] used a technique analogous to the contextual pre-filtering for recommendations of advertisements to mobile 
users by capturing users’ location, interest, and time. Lombardi et al. [9] evaluated the outcome of contextual 
information using pre-filtering approach on the data attained from an online retailer. 
Araki et al. [10] developed a personal recommendation system for TV programs based on a SVM-based 
prediction approach. Support Vector Machine has been applied for personal prediction of online Internet Electronic 
Program Guide (IEPG).  
Oku et al. [11] put forward Context-Aware Support Vector Machine (C-SVM) for generating recommendations 
in a context-dependent recommendation system. The result of our experiments suggested that it is possible to 
classify users’ preferences in their respective contexts accurately by using C-SVM model. The result also suggested 
that CSVM-CF works effectively on the condition that similar users know the target contexts. But this 
recommendation system did not put non-contextual features into consideration.  
Guangliang et. al [12] presented a new recommendation strategy that carries out contextual analysis of the 
reviews in order to detect users’ aspect-level context-dependent preferences and further combines them with users’ 
context independent preferences to generate recommendation. Through the experiment it was concluded that: users’ 
aspect level opinions (as expressed in their reviews) are meaningful to correlate with the contextual factors and they 
hold important value that aids in discriminating users’ aspect level preferences under different contexts. The 
experimental results on two datasets had empirically shown that this technique significantly outperformed the 
related context-aware recommendation techniques.  
From the literature, it was inferred that the recommender systems considering only user’s aspect level preferences 
or an overall review rating are not adequate [5, 6]. They lack the influence of contextual features on users’ aspect 
level preferences. Moreover systems which rely only on contextual influence of aspect level preferences are 
sometimes constrained to the given preference as not all users are erudite and may resort to overall review of an item 
or a product. Therefore, a system was geared up to compensate these issues and provide a recommender system with 
improved accuracy up. 
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Our key contribution, as compared to these works, rests in proposing a recommender system that is essentially 
based on a standard Machine Learning technique called Support Vector Machines [6, 13, 15]. This system consists 
of automatic review-based aspect-context relation detection method and works on a combination of contextually 
influenced and context independent aspect oriented preferences of the user. This paper aims at carrying out in-depth 
research for revealing the impact of SVM classification model into this recommender system, for classifying context 
dependent and context independent user’s aspect level preferences. 
Machine learning model constitutes an essential part in recommender systems. As aforementioned, a machine 
learning technique is utilized for classification and prediction of user based preferences, i.e. on what he or she tells 
the system. A well trained machine learning model is capable of predicting an output vector for the specific input 
vector. 
For this purpose, SVM, an effective and efficient machine learning tool that has been extensively studied within 
the machine learning area, is utilized in our proposed work, as the classification model. SVM is incorporated in our 
system to establish a relationship analysis between personal preferences of a user and his or her information. The 
main goal of SVM is to improve the speed of training as well as testing. SVM’s strength is that the training is 
relatively easy. It comparatively works well for high dimensional data using non-linear SVM Kernel methods and 
the issues between classifier complexity and error can be controlled explicitly. It allows errors to some extent and 
efficiently handles highly sparse data. 
3. Proposed Methodology 
Equations Support Vector Machine is a machine learning methodology which assists in classifying various 
features under appropriate labels. An SVM algorithm constructs a model that allots the data from the testing set into 
apposite labels using the training dataset. As there are only two required categories of output, it can also be termed 
as a Binary linear classifier [6, 11, 14, 19]. A hyperplane or set of hyperplane are constructed in a high- or infinite-
dimensional space by Support Vector Machine, which can be used for classification, regression, or other tasks [19].  
Examples are plotted into space in such a method that the examples belonging to different classes are separated 
by an apparent gap. These separated spaces can be termed as hyperplanes. Each hyperplane contains examples of 
same category or labels.  
 
 
Fig. 1. Basic Working of SVM Model 
Using examples from the training set blotted into one of the two categories, an SVM algorithm fabricates a model 
that allots the new examples of the testing set of data, into one or the other category.  For e.g. Science students are 
bifurcated into group A and group B based on percentage result they obtained. Hence SVM model divided the space 
into two hyperplanes out of which one contains students who obtained percentage greater than 65 and others who 
obtained lesser than that. Intuitively, a good separation is achieved by the hyperplane that has the largest distance to 
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the nearest training data point of any class. Following diagram shows the basic functioning of the Support Vector 
Machine model. 
According to the fundamental functionality of this model, we obtain two sets of data, the training data set as 
generated by SVM Model and the testing data set. The training set comprises of samples that are combinations of an 
input and an output vectors which are conversions of users’ preferences into vector form. Moreover the testing set 
encompasses the samples that are different from training set and they are comprised of input vectors only where as 
output vectors are predicted by SVM model. 
The reason of integrating this classifier model into our proposed system is that SVM has performed consistently 
well in amplifying the accuracy of the recommendations in maximum domains and has worked towards reducing the 




Fig. 2. Flow of Proposed Recommendation System 
Once the dataset is prepared from online sources, further steps can be elaborated as follows: The data from the 
dataset are firstly pre-processed and cleaned by removal of stemmed terms, noisy data and irrelevant comments or 
reviews. Next step is Opinion Tuples Extraction which constitutes of Aspect Identification that helps identifying 
various features, Opinion value recognition which checks the polarity of the sentiments, Finds contextual parameters 
and defining its various possible values and constructing aspect-context relative tuples that describe the overall 
relation showing if aspect is related to particular context or not by +1 or -1 values. Further Context independent 
preferences and context independent features are filtered out using Linear Least Square Regression and Information 
Gain, Mutual Information or Chi Statistic methods respectively [6, 12, 14].  
Applying the resultant features to SVM model as input vectors to train the data. New data are later classified 
according to the trained data. Then the resultant classified data acquired using SVM classifier model are sent for 
further recommendation process using Collaborative Filtering Technique [17]. Lastly, the recommendations 
obtained as a result are evaluated for their accuracy. 
4. Results 
For the actualizing the work, real life datasets from TripAdvisor were used to conduct the experiments. Analysis 
ensured the feasibility of implementation of our work in Java.  From a brief survey, it was observed that Linear 
SVM has worked consistently in most of the domains and had shown better accuracy and precision when used with 
collaborative filtering [17].SVM’s strength is that the training is relatively easy. The main objective of SVM is to 
improve the speed of training as well as testing and correctly classify the features, reducing the errors. This 
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amplifies the accuracy of the recommender system. From the survey[6, 12 14, 19], it was also deduced that feature 
selection methods such as Information Gain and Chi statistics have worked well with Collaborative Filtering 
Recommendation Strategy. Moreover results depict that use of these methods along with Support Vector Machine 
and SVM along with Collaborative Filtering have yielded better results [6, 11, 17].  
For the evaluation procedure two metrics are applied to measure recommendation strategy: 1) H@N (Hit ratio @ 
top-N recommendations): It mainly measures whether the user’s intended choice emerges in the set of N 
recommendations or not. 2) MRR (Mean Reciprocal Rank): It is a statistical assessment for measuring the ranking 
position of the target choice in the whole list.   
 
 
Fig. 3. Hit Ratio of Top-N Recommendations 
 
Fig. 4. MRR values for Top-N Recommendations 
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Results were provided, grounded on the various literature surveys that evaluates the Hit ratio and Mean 
Reciprocal Rank of the Recommender Systems. Figures 3 and 4 shown above explains the comparison of Hit ratio 
and Mean Reciprocal Rank of the system when it uses methods like MI, IG and CHI and a system with MI, IG and 
CHI along with Linear SVM. It is evident from the results that integration of SVM into user based Collaborative 
filtering Recommendation System along with feature selection technique yields significantly improved prediction 
results. 
5. Conclusion 
A recommendation system resides at the core of opinion mining in the current trends and it is one of the most 
challenging areas that have gained a lot of attention recently. A few recommender systems take the approach of 
users’ context dependent preferences whereas others depend on the aspect based preferences of the user or overall 
rating of the item. Therefore, unlike traditional recommendation systems, in this paper we presented a 
recommendation strategy that integrates Support Vector Machine classifier model to work on the combination of 
context dependent and context independent user preferences of the user. With an in depth literature survey along 
with the results generated from the experiment, we can conclude that SVM aids in improving the accuracy of the 
recommendations and provide more precise predictions to the user. Furthermore we concluded that it is important to 
correlate users’ aspect level preferences and contexts and that the values of aspects are subjective to the contextual 
factors. Use of a standard linear SVM model finely classifies the values under correct label for both categories of 
preferences and reduces the misclassification with improvement in recommendation accuracy and hit ratio. It was 
also observed that SVM works well even with highly sparse data.  
In future, we plan to scrutinize other variants of SVM such as non-linear SVM model and SVM regression in the 
domains with high dimensional datasets or datasets with multiple classes. There are many domains which are yet 
intact and our system can be experimented over these domains too. 
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