Abstract-Near-to-far-field transformations require the tangential electric and magnetic fields over a surface, which we call the integration boundary. However, the staggered nature of the finitedifference time-domain grid is problematic in that the electric and magnetic fields are not collocated in either space or time. For harmonic transformations, i.e., ones which rely upon a Fourier transform of the time-domain near-fields, one can account for the temporal offset with a simple phase correction in the frequency domain. To account for spatial offsets, previously an arithmetic mean of the time-domain fields to either side of the integration boundary has been used. Here we show that superior results are obtained by instead using a geometric mean of the harmonic fields to either side of the integration boundary.
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I. INTRODUCTION
T HE surface equivalence theorem allows one to convert an inhomogeneous region containing arbitrary scatterers and sources into a homogeneous region such that the fields exterior to the region are unaltered [1] , [2] . To accomplish this, a fictitious surface, which we label the integration boundary, is defined which bounds all the inhomogeneities and scatterers. The fields interior to the integration boundary are then set to zero. The discontinuity between the fields interior and exterior to the boundary is accounted for via the use of electric and magnetic surface currents. Because the fields are zero in the interior, the region can now be assumed to be homogeneous.
In the continuous world, given the surface currents over the integration boundary and given that the surrounding medium is homogeneous, calculating the far-fields radiated by the currents is straightforward (see, e.g., [2] ). The finite-difference time-domain (FDTD) method readily provides the near-fields associated with a given scattering or radiation problem. However, in the discrete world of the FDTD method the transformation of those fields to the far-field is not necessarily straightforward. Nevertheless, various authors have successfully implemented such a transform [3] - [6] . Initially harmonic excitation was used to determine the surface currents over the integration boundary but Furse et al. [7] showed how results could be obtained efficiently at several frequencies by using pulsed illumination and a "running" discrete Fourier transform (DFT) to obtain the equivalent surface currents.
With proper consideration, the medium exterior to the integration boundary need not be homogeneous. Demarest [8] and Huang et al. [9] described an FDTD frequency-domain near-to-far-field (NTFF) transformation for scatterers buried in stratified media. Sullivan and Young [10] discussed a method for calculating the fields radiated from an aperture. This approach merely required the fields over the aperture itself, i.e., it exploited image theory so that only a single field was needed. Kunz [11] also discussed the use of a transformation based on a single field.
In this paper, we are interested in using the time-domain nearfields to determine the harmonic far-fields at a few discrete frequencies. This approach allows one to easily calculate the scattering in any direction. However, alternate transformations exist which permit the direct calculation of the time-domain far-fields (but these transforms do not readily yield the scattering in multiple directions). Such a technique was first presented by Britt [12] . Independent work by others provided more detail and expanded on the subject [10] , [13] - [17] . A 2-D time-domain transformation, which is arguably much more difficult to implement than a 3-D one owing to the infinitely long impulse response, was presented by Kragalott et al. [18] .
A good discussion of FDTD NTFF transformations can be found in [19] . The interested reader is directed there for further details concerning the implementation for both harmonic and time-domain transforms.
Recently a modification to the common implementation of harmonic NTFF transformations was presented by Li et al. [20] . This modification was used to improve the accuracy of the transform when calculating the backscattering from strongly forward-scattering objects. This modification entailed discarding the surface currents on the forward-scattering face. Because the fields are large on the forward face, they can corrupt the backscattered fields which are orders of magnitude smaller than the forward-scattered field. As will be shown, the technique proposed here provides superior results to the modification proposed by Li et al. and does not require discarding any data.
The technique proposed here, which we label the geometricmean near-to-far-field (GM-NTFF) transform, provides a better way to account for the fact that one cannot collocate both the tangential electric and magnetic fields on the integration boundary over which the near-fields are measured. The use of the geometric mean is motivated by the previous work of Fang and Xue [21] (see further discussion in [22] and [23] ). Fang and Xue showed that when calculating impedances the geometric mean of the harmonic fields provided greater accuracy than did the arithmetic mean of the time-domain fields. The use of the geometric mean can be readily applied in the context of NTFF transforms and, as will be demonstrated, can provide significant improvements over the arithmetic mean. The following section provides a brief discussion of the relevant aspects of FDTD NTFF transforms and the reasons why the geometric mean works well. Section III provides results for various problems which demonstrate the improved accuracy of the GM-NTFF transform. Conclusions appear in Section IV.
II. GEOMETRIC-MEAN NEAR-TO-FAR-FIELD TRANSFORMATION
NTFF transforms typically require knowledge of both the tangential electric and magnetic fields over a surface, i.e., the integration boundary, which bounds the scatterer or radiating sources. As an example, in two dimensions, the electric field at the far-field point can be obtained from the scattered "near" fields using [2] (1)
where (2) (3) is the wavenumber, is the closed path of integration, and is the angle between the source point and observation point. Unprimed coordinates correspond to the observation point while primed coordinates indicate the "source" location (i.e., points along the integration path). The electric and magnetic surface currents are given by (4) (5) where is a unit vector outward normal to the integration contour. A carat indicates a quantity in the frequency domain. The challenge in an FDTD simulation is reconciling the fact that the electric and magnetic fields are offset in both space and time and yet the surface currents needed in the NTFF transformation must be collocated in space and use the same phase reference. Fig. 1 depicts an integration boundary in a grid. The boundary is assumed to be aligned with the electric-field nodes, i.e., the nodes. The expanded views show a portion of the boundary along the right side and the bottom. The field notation employs superscripts to indicate time steps while spatial indexes are given as arguments within parentheses. Half-step spatial offsets are implicitly understood. Thus, the nodes in space-time and the corresponding notation are (6) (7) (8) where and are the spatial steps in the and directions, respectively, and is the temporal step. The index indicates the temporal step and we assume it varies between 1 and which is the total number of time-steps. NTFF transforms require that the fields be defined over a single surface and use the same phase reference. For harmonic fields, the temporal offset can be easily accounted for with a phase factor. Assume the magnetic fields have been recorded at times of while the electric field has been recorded at times of . For the harmonic transforms of interest here, the time-domain near-fields are Fourier transformed to the frequency domain. For example, the harmonic electric field on the boundary is given by (9) (10) where is the discrete Fourier transform. For situations where the entire spectrum is not of interest, typically a running discrete Fourier transform will be used only at the particular frequencies of interest. A frequency is specified by the index which varies between zero (dc) and . Regardless of the implementation used, the resulting spectral terms will be the same. The time-domain series can be obtained from via (11) Owing to the temporal offset between the electric and magnetic fields, one actually wants , thus, plugging into (11) yields (12) In practice one calculates and the spectral representation of the magnetic fields in the same way, i.e., as in (10). Then one multiplies by to account for the temporal offset.
The spatial offset is slightly more problematic than the temporal offset. As shown in Fig. 1 , the integration boundary can be aligned with only one of the fields. The magnetic field tangential to the integration boundary is found from the nodes which are a half spatial step to either side of the boundary.
To obtain the magnetic field on the boundary, the traditional approach has been to use a spatial average of the nodes to either side of the boundary. For example, along the right side of the boundary, the harmonic magnetic field would be given by (13) Because of this spatial average, and are assumed to be collocated and, with the temporal phase correction, can be used to determine the equivalent currents over the integration boundary (which are then used in the NTFF transform itself-see [19] for details).
Unfortunately the arithmetic mean used in (13) introduces errors. To illustrate this, assume a harmonic planewave is propagating in the grid. The temporal frequency is where is an integer constant and, as before, is the total number of time-steps in a simulation. The component of the magnetic field is given by (14) (15) where , and and are the and components of the wave vector, respectively. Taking the discrete Fourier transform of (15), i.e., (16) one notes that the sum yields zero when is anything other than or . The values of which yield non-zero correspond to the positive and negative frequency of the continuous world and, like the continuous world, the corresponding spectral values are complex conjugates. Without loss of generality, we will continue the discussion in terms of the spectral component corresponding to the positive frequency, i.e., (17) (Note that since the time-domain functions are real-valued, in practice one does not need to calculate the transform at any of the negative frequencies. They are merely the complex conjugates of the values at the positive frequencies.)
Because the Fourier transform is a linear operator, using (15) in (13) yields (18) (19) The exact expression for the magnetic field on the integration boundary is . Thus, the cosine term represents an error-one which vanishes only in the limit as the spatial-step size goes to zero.
Instead of taking the Fourier transform of the average of the time-domain fields, let us take the Fourier transform of the fields to either side of the boundary. We define the transforms as (20) (21) Still assuming a single harmonic planewave, for the "positive frequency" corresponding to and are given by (22) (23)
Were one to calculate the arithmetic mean of and , the result would be the same as given in (19) . However, consider the geometric mean (where the geometric mean of and is ) of and
This is precisely the correct answer. There is no error introduced by the geometric mean. A note of caution: when calculating the square root of these complex quantities, one must ensure that the proper branch cut is selected. Thus, when and have phases near the geometric mean should also have a phase near rather than near zero. In practice, at any given frequency there will be an angular spectrum of wave vectors present and hence any averaging, whether geometric or arithmetic, will introduce some errors. However, for a single wave vector the geometric mean is exact and it has been our experience that the geometric mean provides superior results for nearly all discretizations and scattering angles. The following section demonstration the use of the geometric mean in several scenarios. 
III. RESULTS

A. Double-Slit Radiation
To demonstrate the difference between the arithmetic and geometric mean, we begin by considering the radiation from a double-slit aperture in a perfect electrical-conductor (PEC) screen which is illuminated by a normally incident pulsed planewave. polarization is assumed. As shown in Fig. 2(a) , in this case the boundary over which the fields are measured is three-sided and exists on only one side of the screen.
Given the fields over the three-sided boundary, one then assumes the fields "interior" to this boundary (i.e., the region which includes the slits) are zero while the fields exterior to the boundary are unchanged. To account for the discontinuity in the fields across the integration boundary, surface currents must be present. Since the fields are zero within the boundary, one can replace the actual interior with anything without affecting the exterior fields. One thus assumes that the slits are not present-that the PEC plane is unbroken. The surface currents over the three-sided boundary are now radiating in the presence of an infinite plane. The far-field radiation can be calculated with a three-sided integral where one uses the Green's function for a source above an infinite plane. This, equivalently, from image theory, is simply the radiation from the original (measured) current and the image of the current. Both the measured current and the image current are radiating in free space. In this way the three-sided boundary can be replaced with a closed four-sided boundary as shown in Fig. 2(b) . The corresponding currents over this surface, i.e., the measured currents over half the boundary and the image currents over the other half, are transformed to the far field. The incident field is introduced over a total-field/scattered-field (TFSF) boundary which only exists to the left side of the screen. The grid is terminated with an eight-cell perfectly matched layer (PML).
The right side of the integration surface is cells away from the PEC screen. The length of the right side of the integration boundary is held fixed at 75 cells. In principle, the location of the integration boundary should make no difference to the far-fields. However, when using the arithmetic mean, the far-fields are sensitive to the boundary location, i.e., sensitive to the value of . Note that were a single component of the field integrated over the aperture, as advocated by [10] , averaging is not an issue. However, that approach is restricted to screens which are planar and there are no inhomogeneities present other than the screen. The approach we advocate can accommodate any screen or scatterer geometry provided it can be contained within the integration boundary. Nevertheless, we will employ the aperture-based approach as a reference solution.
The simulation uses "slits" which are 15 cells wide. The PEC between the slits is 30 cells wide. The excitation is a Ricker wavelet discretized such that there are 30 cells per wavelength at the most energetic frequency. The simulation is run at the 2-D Courant limit for 1024 time steps. Fig. 3(a) shows the far-field radiation pattern which is obtained using the arithmetic mean. The pattern is symmetric about zero degrees which corresponds to the direction normal to the screen. The radiation pattern is calculated using (26) where is the scattering angle, is the distance from the slits, is the field radiated in the direction, and is the complex amplitude of the incident planewave at the frequency of interest. Results are shown for a frequency corresponding to 10.0566 cells per wavelength. Fig. 3(a) shows the pattern when is either 5, 6, or 7 cells. Note that there are significant differences in the central peak depending on the displacement between the right-side integration boundary and the PEC screen. Fig. 3(b) shows an expanded view of the pattern in the neighborhood of the peak. As can be seen, displacing the integration boundary by two cells Fig. 3(b) are the results obtained when the transform uses the electric field (i.e., the equivalent magnetic current) over the aperture. No averaging is involved in this case. The aperture-based results are seen to agree well with the arithmetic-mean results when the displacement is 5 cells. Unfortunately one does not know a priori that this agreement will exist nor does this displacement provide similar agreement for other frequencies.
On the other hand, when using the geometric mean, there is almost no variation in the radiation pattern as the integration boundary is displaced. Fig. 3(c) shows the same results as presented in Fig. 3(b) except now the geometric mean of the harmonic fields is used to obtain the magnetic fields on the integration boundary. The variation between these peaks is less than 0.022, i.e., a reduction in variation by a factor of approximately 270. This demonstrates that, unlike with the arithmetic mean, the location of the integration boundary is effectively irrelevant when using the GM-NTFF transform.
Naturally, at finer discretizations, the difference between the geometric mean and the arithmetic mean are less dramatic, but the geometric mean consistently performs better than the arithmetic mean. (Simpson's rule was used for all integrations except for the integration of the aperture fields where a Riemann sum was used.)
B. Scattering From a Circular Cylinder
Consider scattering from a PEC circular cylinder under polarization as shown in Fig. 4 . The Dey-Mittra scheme is employed to help reduce the effects of staircasing [24] . The cylinder has eight cells along its radius. A pulsed planewave which travels in the direction is introduced via a TFSF boundary. The simulation is run 512 time steps. Because the Dey-Mittra scheme is used, the Courant number was reduced to approximately 35% of the 2-D limit in order to ensure stability [25] . Fig. 5 shows the wavelength-normalized scattering width of the cylinder as a function of scattering angle obtained using the series solution for a circular cylinder [2] , the arithmetic-mean NTFF transform, and the GM-NTFF transform. (The normalized scattering width is the same as the radiation pattern given in (26) where is now taken to be the distance from the center of the cylinder.) The discretization is such that there are 9.92526 cells per wavelength at the frequency being considered here. One should keep in mind that the discretization of the cylinder introduces some errors and hence the "exact" solution for a circular cylinder is not truly exact for the scatterer present in the simulation. Therefore, the reference solution does not provide a perfect way with which to judge the solutions. Nevertheless, one hopes that the FDTD scatterer, when employing the Dey-Mittra scheme, is a close approximation to a true circular scatterer and thus the exact solution from the continuous world provides a reasonable basis for comparison.
The difference between the solutions in Fig. 5 are seen to be relatively small. Fig. 6 shows a plot of the magnitude of the difference between the exact solution and the FDTD-based solutions. Although there are angles where the arithmetic mean performs better than the geometric mean, in general the geometric Fig. 7 . Geometry of the dielectric sphere. The relative permittivity is 1.21. This incident field is polarized in the z direction and travels in the x direction.
The equatorial angle is in the xy-plane with = 0 corresponding to the +x direction. mean is better. The integrated error for angles between 0 and is 0.6936 for the arithmetic mean and 0.3221, i.e., the error is reduced by more than a factor of two by using the geometric mean.
C. Scattering From a Strongly Forward-Scattering Sphere
Finally, consider scattering from a dielectric sphere, depicted in Fig. 7 , which has a relative permittivity of 1.21. Such a sphere was considered in [20] and can also be found in [19, Section 8.7] . In this case the transformation traditionally entails finding the tangential fields over the six sides of a cuboid which bounds the sphere. The sphere is discretized such there are 60 cells along the radius. A staircase representation is used (where a node is simply either inside or outside the sphere). The simulation is run at 95% of the 3-D Courant limit for 2048 time steps. The grid is terminated with an eight-cell PML. Fig. 8 shows the normalized scattering cross section as a function of the equatorial angle . The frequency corresponds to 20.06 cells per wavelength. The exact solution was obtained via the Mie series (see, e.g., [26] ). As was the case in 2-D, both the arithmetic and geometric mean perform reasonably well, but the geometric mean is generally more accurate than the arithmetic mean. In Fig. 8 , visible errors are only present near the back-scattering direction of degrees. Note that there is a large difference, approximately five orders of magnitude, between the scattering in the forward and backward directions. In order to improve the results in the back-scattering direction Li et al. [20] advocated calculating the transformation using the five faces other than the forward-scattering face. Fig. 9 shows the normalized backscattering cross section versus wavelength (expressed in terms of number of cells per wavelength) calculated using the arithmetic mean. The normalized cross section is given by (27) where is the distance from the center of the sphere, is the azimuthal angle and is the equatorial angle. For backscatter, is and is . The NTFF transform results shown in Fig. 9 were calculated using either the fields over all six faces of the integration boundary or the fields over the five faces advocated by Li et al. The results in this figure correspond to those shown in Fig. 1(b) of [20] for the sphere with a radius of 3 m. (However, for the sake of generality, here the results are plotted in terms of unitless quantities.) Note that the six-sided arithmetic-mean results presented here are better than those presented in [20] . We were able to duplicate the results presented in [20] by not applying a temporal phase-correction factor (or, similarly, by applying a correction factor which is twice the factor given here). Nevertheless, the recommendation of Li et al. is true that the five-sided computation is better than the six-sided one for calculating the backscattering when using the arithmetic mean. However, for directions other than backscatter or for other sizes, one does not know a priori if a face should or should not be discarded. Fig. 10 is the same as Fig. 9 except the transformation is done using the GM-NTFF transform. In this case discarding data from the forward-scattering face actually slightly degrades the quality of the transform. Thus, when using the geometric mean there is no need to discard data. One can use it confidently for all scattering angles and all sizes. 
IV. CONCLUSION
Unlike the traditional arithmetic mean, for a single harmonic planewave the geometric mean accounts for the spatial offset of the fields in a way that is exact. In practice, where a spectrum of wave vectors are present, the geometric mean typically performs significantly better than the arithmetic mean. The geometric mean is much less sensitive to the integration-boundary location than is the arithmetic mean. For strongly forward-scattering objects, the use of the geometric mean obviates the need to discard the fields over the forward face (as has been advocated previously) when calculating backscatter. The geometric mean does entail a slight increase in computational cost because for each node along the integration boundary a DFT must be calculated for three fields instead of two. However, this cost is typically minor compared to the overall simulation cost.
