We shall consider harmonic maps from a smooth bounded domain in R n to the unit sphere S k ⊂ R k+1 under the Dirichlet condition. We claim that if the Dirichlet data is so-called "small", all minimizers of the energy functional are also "small".
Introduction
Let (M, g) be a n-dimensional Riemannian manifold with boundary ∂M endowed with a smooth Riemannian metric g. For any p ∈ M, let (x 1 , . . . , x n ) be a local coordinate system near p. Then g can be represented by
g αβ dx α ⊗ dx β where (g αβ ) is a positive definite symmetric n × n matrix. We write the inverse matrix of (g αβ ) by (g αβ ) and the volume element of (M, g) by dv g = √ gdx
where g = det(g αβ ). We view maps from M into a k-dimensional unit sphere 
where · denotes the Euclidean inner product in R k+1 . Then u satisfies the harmonic map equation in the sense of distribution
where Δ g is the Laplace-Beltrami operator on (M, g) given by
for all v ∈ W 1,2 (Ω, S k ) with v| ∂Ω = u| ∂Ω . The regularity of minimizing harmonic maps has been studied by many authors for a general target Riemannian manifold N instead of S k . For the case where dim M = 2, Morrey [12] showed that if u ∈ W 1,2 (M, N) is a minimizing harmonic map, then u ∈ C ∞ (M, N). For n ≥ 3, Schoen and Uhlenbeck [13] have shown that if we define the singular set of any minimizing map u ∈ W 1,2 (M, N) by sing(u) = {x ∈ M; u is discontinuous at x}, then sing(u) is a closed set, and it is discrete for n = 3, and
for n ≥ 4 where dim H (sing(u)) is the Hausdorff dimension of sing(u). More-
≤ r} be the closed geodesic ball with center p and radius r, and let C(p) be the cut locus of p. We call B r (p) is a regular ball if the following two conditions hold.
(
Hildebrandt et al. [8] have established the following existence theorem of smooth harmonic maps with given boundary data contained in a regular ball. 
As the first step of their proof, they use the following variational problem. Find a minimizer of
where the admissible space V is as follows. Choose r 1 ∈ (r, π/2 √ κ) such that B r 1 (p) ⊂ N is also regular ball, and define
This admissible space seems too restrictive. Thus in the present paper, we report that in order to get the same result, we can take the admissible space 
Preliminaries
Let Ω ⊂ R n (n ≥ 3) be a bounded domain with smooth boundary ∂Ω and
. For every p ∈ S k and r > 0, we denote the closed geodesic ball in S k with center p and radius r by B r (p). Throughout this paper we treat the B r (p) which is an closed ball with 0 < r < π/2 which is a regular ball in this case. We denote the standard Sobolev space by W 1,2 (Ω, R k+1 ), and define
Let e : ∂Ω → S k be a smooth given vector field, for instance, e ∈ C 2+α (∂Ω, S k ), and define
is called weakly harmonic map in the sense of Introduction with boundary data e if for any v ∈ W 1,2
and u| ∂Ω = e. Then u satisfies the following equations in the sense of distribution Δu + |∇u|
We also say that u ∈ W 1,2 (Ω, S k ) is a minimizing harmonic map with boundary data e if u is a minimizer of 
) and |t| small, we have
Here we can write
so we have
Using the fact that |u| = 1, we have 
Proof of the main Theorem 2.3
In this section we give the proof of Theorem 2.3.
Proof. Since Ω ⊂ R n is a bounded C 2 domain and S k ⊂ R k+1 is simply connected, it follows from [7] that e has a finite energy extension e ∈ W 1,2 (Ω, S k , e). Thus it follows from Remark 2.1 that
be a minimizing sequence of c. That is to say,
Since |u j | = 1 and (3.1) holds, we see that {u j } is bounded in W 1,2 (Ω, S k , e). Passing to a subsequence, we may assume that there exists
) and a.e. in Ω. Thus |u| = 1 a.e. in Ω and u| ∂Ω = e. That is u ∈ W 1,2 (Ω, S k , e), and we have
This completes the proof.
Let u ∈ W 1,2 (Ω, S k , e) be a minimizer of (2.3). Then u satisfies the EulerLagrange equation in the sense of distribution
Proposition 3.2. Let e ∈ C 2+α (∂Ω, S k ) for some 0 < α < 1 and assume that e(∂Ω) ⊂ B r (p) for some p ∈ S k and 0 < r < π/2. Then for any minimizer u of (2.3) satisfies u(Ω) ⊂ B r (p).
Proof. After the rotation of coordinate axis, we can choose the center p of B r (p) so that p = (1, 0, . . . , 0) . We write e(x) = (e 1 (x), . . . , e k+1 (x)). The hypothesis means that e 1 (x) ≥ cos r for x ∈ ∂Ω. Let u = (u 1 , . . . , u k+1 ) be any minimizer of (2.3). Since u 1 ∈ W 1,2 (Ω), it is well known that |u 1 | ∈ W 1,2 (Ω) and |∇|u
, and w is also a minimizer of (2.3). Therefore w also satisfies the equation (3.2), and w ∈ C 2+α near the boundary (cf. 
where c > 0 depends on n, p and ( 
Since l is compact, there exist finitely many R j > 0 and
Repeating this procedure, we have ess inf B R (x 0 ) w 1 > 0. In particular, w 1 (x 0 ) > 0. Thus we see that w 1 > 0 in Ω \ sing(w 1 ). Hence we see that
Since Ω δ is compact, there exists finitely many points y i and positive numbers .3) with the boudary data e, then u(x) ∈ B 0 a.e. x ∈ Ω.
We apply this lemma with B 0 = B r (p), B 1 = B r (p), we see that u(Ω) ⊂ B r (p). Then we can see that u ∈ C 2+α (Ω, R k+1 ) by the regularity theorey in [13, 14] and [8] . The uniqueness of the solution follows from Jäger and Kaul [9] . This completes the proof of Theorem 2.3.
