Abstract-Sparse k-means clustering (Sparse_kM) can exclude uninformative variables and yield reliable parsimonious clustering results, especially for p» n. In this work, Sparse_kM and data resampling were combined to identify variables of greatest interest and define confidence levels for the clustering.
greatest interest and define confidence levels for the clustering.
The method was evaluated by statistical simulation and applied to PiB PET amyloid imaging data to identify normal control (NC) subjects with (+) or without (-) evidence of amyloid, i.e., PiB(+I-).
Simulations. A dataset of n=60 observations (3 groups of 20) and p=500 variables was generated for each simulation run; only 50 variables were truly different across groups. The dataset was resampled 20 times, Sparse_kM was applied to each sample and average variable weights were calculated. Probabilities of cluster membership, also called confidence levels, were computed (n=60).
Simulations were performed 250 times. The 50 truly different variables were identified by variable weights that were 13-32 times greater than those for the 450 uninformative variables.
Human Data. For the PiB PET dataset, images (ECAT HR+, 10-15 mCi, 90 min) were acquired for 64 cognitively normal subjects (74.1±5. 4 
yrs). Parametric PiB distribution volume ratio images
were generated (Logan method, cerebellum reference) and normalized to the MNI template (SPM8) to produce a dataset of n=64 subjects and p=343,099 voxels/image. The dataset was resampled 10 times and Sparse_kM was applied. An average voxel weight image was computed that indicated cortical areas of greatest interest that included precuneus and frontal cortex; these are key areas linked to early amyloid deposition. Seven of 64 subjects were identified as PiB(+) and 47 as PiB(-) with confidence:::: 90%, where another subject was PiB(+) at lower confidence (80%) and the other 9 subjects were PiB(-) at confidence in the range of 50-70%. In conclusion, Sparse_kM with resampling can help to establish confidence levels for clustering when p» n and may be a promising method for revealing informative voxels/spatial patterns that distinguish levels of amyloid load, including that at the transitional amyloid +1-boundary. [1]- [2] . It is now established that amyloid deposition occurs in some (�30%) cognitively normal control (NC) subjects, well before there is evidence of cognitive problems [3] . It is of In the present work, we propose a method to combine Witten's sparse k-means clustering with resampling to identify variables of greatest interest and to generate confidence levels for the clustering results. The performance of the proposed method was examined by statistical simulation. The method was also applied to a PiB PET amyloid imaging dataset to categorize subjects as PiB(+) or PiB(-). Voxel-Ievel data were evaluated with an overall goal of identifying a subset of voxels that are most important for robust subject classification.
I. INTRODUCTION

II. METHODS
The main idea of the proposed method is to resample the original dataset Xnxp for B times and apply sparse k-means clustering (Sparse_kM) to each sample. Each time we randomly sample without replacement 70% of the original n observations to form the sample dataset, X; [5] . Sparse_kM is then applied to the sample X;, a set of sparse clustering criteria is obtained for this sample, and these parameters are used to predict the cluster membership for the remaining 30% of the original dataset. The number of clusters, K, should be pre specified and remain the same for each resampling run.
Variable weights are assigned in a way such that the more a given variable contributes to clustering, the larger the weight; some variables have zero weights. The variable weights for a given run are standardized by dividing each weight by the tuning parameter for that run. The tuning parameter is the upper bound in the Lasso penalty that dictates the level of sparsity among the variables [4] .
The final weight for a variable is then computed as the average of the weights across B samples. A confidence level 978-1-4673-0120-6/111$26.00 ©20 11 IEEEfor cluster membership, defined as the observed proportion of each observation belonging to a given cluster, is then computed. Tight clusters can be constructed to only include observations associated with high confidence levels, such as 2:
90% or 95%. Some observations, therefore, may not fall In any of the tight clusters (remainder).
III. SIMULATIONS
Data were simulated as described by Witten and Tibshirani [4] . Briefly, for each of 250 simulation runs, an Xnxp dataset was created with n=60 observations (3 groups, 20 observations per group) and p=500 variables. Each value in the dataset was randomly generated from normal distributions with standard deviation equal to I. The group differences corresponded to differences between the means of the simulated normal distributions, but only for the first q=50 variables. For the remaining p-q=450 variables, values were generated using the same standard normal distribution (mean 0, standard deviation 1) for all three groups. For the first q=50 variables, the mean values were -0.7 (group 1), 0 (group 2), and 0.7 (group 3). It is important to note that the choice of mean values ensured some group overlap that was needed to test the capability of the combined clustering and resampling method to define tight clusters and exclude uninformative variables. A total of 250 simulated datasets were generated.
Each simulated dataset was resampled B=20 times and Sparse J(M with K=3 clusters was applied to each sample. The final weight for each variable was computed as the average weight across B=20 samples. Probabilities of cluster membership were computed for each of the 60 observations to obtain confidence levels for the cluster membership. The clustering results for the 250 simulations were summarized based on the mean number of observations that appeared in the correct group, along with corresponding measures of standard error and confidence level (Table II) .
Also shown in Table II is the average number of misclassified observations (in parentheses) that was zero for each cluster. with results obtained using model-based approaches [6] . The parametric PiB DVR images were spatially normalized to the MNJ template (Fig. 3 ., left) using SPM8. A dataset of n=64 subjects and p=343,099 voxels/image was then analyzed by the proposed Sparse _ kM-resampling clustering method.
Human Data results: Fig. 2 . shows the PiB DVR values (with and without correction for CSF dilution) for the 5 cortical regions and the cortical mean (CTX5). The PiB DVR cutoff values that were used to distinguish PiB(+) and PiB(-) subjects were generated using an iterative boxplot outlier approach as described in [3] . On a voxel basis, the clustering method was applied to the PiB DVR images of the n=64 subjects with p=343,099 voxels per image for each subject. The dataset was resampled 10 times (70% without replacement) and sparse k-means clustering with K=2 clusters was applied to each sample. The weights for each voxel were averaged (across the 10 resamplings) to obtain an average weight for that voxel that reflects its level of importance for the subject classification (Fig. 3., right) . The magnitude and distribution of the voxels in the average weight image indicate cortical regions of that were most informative in clustering subjects into two levels of PiB retention. These areas include precuneus, parietal and frontal cortex; these are areas that show high PiB retention in Alzheimer's disease and early deposition in NC subjects [7] . Fig. 3 . Images of the MNI MRI template (Left) superimposed with the average weights from cluster analysis of C'ClPiB DVR images for 64 control subjects (Right). Bright voxels contribute most to classification of PiB(+) and PiB(-) subjects. Weight range: 0 -2.71 X 10. 5 , which is also 0 to 9.31 fold of lip (lip = 2.91 x 10-6 ).
Among all 64 subjects, 7 subjects were identified as PiB( +) at a confidence level of 100% and another subject was positive at a confidence level of 80%. Forty-two subjects were PiB(-) with a confidence level of 100%, 5 subjects were negative with a confidence level of 90%, 7 subjects were negative with a confidence level of 70%, and 1 negative was with a confidence level of 60%. The last subject was positive or negative with a confidence level of 50%. With a confidence level threshold of 90%, we can construct tight clusters, where there were 7 subjects in the PiB(+) tight cluster and 47 subjects were in the PiB(-) tight cluster. The remaining 10 subjects were left outside of these two tight clusters. The lack of clear separation of the PiB( +) and PiB( -) groups could indicate that there is an intermediate group, which is of great current interest [7] .
Fewer subjects were identified as PiB(+) by the voxel-level analysis, relative to the ROJ approach. Factors that contribute to this difference include the fact that the ROJ approach was based only on specific subsets of cortical brain voxels that were averaged across hemispheres, in contrast to the voxel approach that considered voxels throughout brain. Perhaps more importantly, there are substantial differences in the classification approaches. The Sparse_kM-resampling method provides stable tight cluster groupings defined at high confidence levels that results in more conservative criteria for amyloid-positivity than those obtained by the iterative boxplot outlier method that was used for the ROJ approach.
V. CONCLUSIONS
The simulation study demonstrated that the proposed method of combining sparse clustering and resampling can help to stabilize variable selection and to establish confidence levels for the clustering results, which is especially important in the case of p» n. This approach appears to be promising as an objective method for identifying informative voxels that distinguish PiB(+) and PiB(-) subjects. This method may provide useful insight on spatial patterns for subjects with different levels of amyloid load, including those at the transitional amyloid +/-boundary. For future work, more comprehensive statistical simulations will be performed to investigate method performance for different distribution parameters and to compare the proposed method to other types of clustering methods.
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