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1 Introduction
The Hadwiger number h(G) of a graph G is the largest number h for which the complete
graph Kh is a minor of G. Equivalently, h(G) is the maximum size of the largest complete
graph that can be obtained from G by contracting edges. It is named after Hugo Hadwiger,
who conjectured in 1943 that the Hadwiger number of G is always at least as large as its
chromatic number. According to Bollobás, Catlin, and Erdős, this conjecture remains “one
of the deepest unsolved problems in graph theory” [4].
The Hadwiger number of an n-vertex graph G can be easily computed in time nO(n)
by brute-forcing through all possible partitions of the vertex set of G into connected sets,
contracting each set into one vertex and checking whether the resulting graph is a complete
graph. The question whether the Hadwiger number of a graph can be computed in single-
exponential 2O(n) time was previously asked in [1, 6, 14]. Our main result provides a negative
answer to this open question.
I Theorem 1. Unless the Exponential Time Hypothesis (ETH) is false, there does not exist
an algorithm computing the Hadwiger number of an n-vertex graph in time no(n).
The interest in the complexity of the Hadwiger number is naturally explained by the
recent developments in the area of exact exponential algorithms, that is, algorithms solving
intractable problems significantly faster than the trivial exhaustive search, though still
in exponential time [8]. Within the last decade, significant progress on upper and lower
bounds of exponential algorithms has been achieved. Drastic improvements over brute-force
algorithms were obtained for a number of fundamental problems like Graph Coloring [3]
and Hamiltonicity [2]. On the other hand, by making use of the ETH, lower bounds could
be obtained for 2-CSP [16] or for Subgraph Isomorphism and Graph Homomorphism [6].
Graph Minor (deciding whether a graph G contains a graph H as a minor) is a
fundamental problem in graph theory and graph algorithms. Graph Minor could be seen
as special case of a general graph embedding problem where one wants to embed a graph
H into graph G. In what follows we will use n to denote the number of vertices in G and
h to denote the number of vertices in H. By the theorem of Robertson and Seymour [15],
there exists a computable function f and an algorithm that, for given graphs G and H,
checks in time f(h) · n3 whether H is a minor of G. Thus the problem is fixed-parameter
tractable (FPT) being parameterized by H. On the other hand, Cygan et al. [6] proved
that unless the ETH fails, this problem cannot be solved in time no(n) even in the case when
|V (G)| = |V (H)|. Other interesting embedding problems that are strongly related to Graph
Minor include the following problems.
Subgraph Isomorphism: Given two graphs G and H, decide whether G contains a
subgraph isomorphic to H. This problem cannot be solved in time no(n) when |V (G)| =
|V (H)|, unless the ETH fails [6]. In the special case called Clique, when H is a clique, a
brute-force algorithm checking for every vertex subset of G whether it is a clique of size
h solves the problem in time nO(h). The same algorithm also runs in single-exponential
time O(2nn2). It is also known that Clique is W[1]-hard parameterized by h and cannot
be solved in time f(h) · no(h) for any function f unless the ETH fails [7, 5].
Graph Homomorphism: Given two graphs G and H, decide whether there exists a
homomorphism from G to H. (A homomorphism G→ H from an undirected graph G
to an undirected graph H is a mapping from the vertex set of G to that of H such that
the image of every edge of G is an edge of H.) This problem is trivially solvable in time
hO(n), and an algorithm of running time ho(n) for this problem would yield the failure of
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the ETH [6]. However, for the special case of H being a clique, Graph Homomorphism
is equivalent to h-Coloring (deciding whether the chromatic number of G is at most h),
and thus is solvable in single-exponential time 2n · nO(1) [3, 13]. When the graph G is a
complete graph, the problem is equivalent to finding a clique of size n in H, and then is
solvable in time 2h · hO(1).
Topological Graph Minor: Given two graphs G and H, decide whether G contains
H as a topological minor. (We say that a graph H is a subdivision of a graph G if G
can be obtained from H by contracting only edges incident with at least one vertex of
degree two. A graph H is called a topological minor of a graph G if a subdivision of H
is isomorphic to a subgraph of G.) This problem is, perhaps, the closest “relative” of
Graph Minor. Grohe et al. [10] gave an algorithm of running time f(h) · n3 for this
problem for some computable function f . Similar to Graph Minor and Subgraph
Isomorphism, this problem cannot be solved in time no(n) when |V (G)| = |V (H)|, unless
the ETH fails [6]. However for the special case of the problem with H being a complete
graph, Lingas and Wahlen [14] gave a single-exponential algorithm solving the problem
in time 2O(n).
Thus all the above graph embedding “relatives” of Graph Minor are solvable in
single-exponential time when graph H is a clique. However, from the perspective of exact
exponential algorithms, Theorem 1 implies that finding the largest clique minor is the most
difficult problem out of them all. This is why we find the lower bound provided by Theorem 1
surprising. Moreover, from the perspective of parameterized complexity, finding a clique
minor of size h, which is FPT, is actually easier than finding a clique (as a subgraph) of size h,
which is W[1]-hard, as well as from finding an h-coloring of a graph, which is para-NP-hard.
Theorem 1 also answers another question of Cygan et al. [6], who asked whether deciding
if a graph H can be obtained from a graph G only by edge contractions, could be resolved
in single-exponential time. By Theorem 1, the existence of such an algorithm is highly
unlikely even when the graph H is a complete graph. Moreover, the technique developed
to prove Theorem 1, appears to be extremely useful to rule out the existence of no(n)-time
algorithms for various contraction problems. We formalize our results with the following
F-Contraction problem. Let F be a graph class. Given a graph G and t ∈ N, the task is
to decide whether there exists a subset F ⊆ E(G) of size at most t such that G/F ∈ F (where
G/F is the graph obtained from G by contracting the edges in F ). We prove that in each
of the cases of F-Contraction where F is the family of chordal graphs, interval graphs,
proper interval graphs, threshold graphs, trivially perfect graphs, split graphs, complete split
graphs and perfect graphs, unless the ETH fails, F-Contraction is not solvable in time
no(n). For lack of space, these results are relegated to Appendix C.
Technical Details. A summary of the reductions presented in this paper is given in Fig. 1.
To prove our lower bounds, we first revisit the proof of Cygan et al. [6] for the ETH-hardness
of a problem called List Subgraph Isomorphism. Informally, in this problem we are given
two graphs G and H on the same number of vertices, as well as a list of vertices in H for
each vertex in G, and we need to find a copy of G in H so that each vertex u in G is mapped
to a vertex v in H that belongs to its list (i.e. v belongs to the list of u). We prove that
the instances produced by the reduction (after some modification) of [6] have a very useful
property that we crucially exploit later. Specifically, we construct a proper coloring of G as
well as a proper coloring of H, and show that every vertex v in H that belongs to the list of
some vertex u is, in fact, of the same color as u.
Having proved the above, we turn to prove the ETH-hardness of a special case of Clique
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Figure 1 A summary of the problems considered in this paper, and the reductions between
them.
Contraction where the input graph is highly structured. To this end, we introduce an
intermediate problem called Cross Matching. Informally, in this problem we are given
a graph L with a partition (A,B) of its vertex set, and need to find a perfect matching
between A and B whose contraction gives a clique. To see the connection between this
problem and List Subgraph Isomorphism, think of the subgraph of L induced by one side
of the partition—say, A—as a representation of the complement of G, and the subgraph of L
induced by the other side of the partition as a representation of H. Then, the edges that go
across A and B in a perfect matching can be thought of as a mapping of the vertices of G to
the vertices of H. The crossing edges of L are easily defined such that necessarily a vertex of
G can only be matched to a vertex in its list. In particular, we would like to enforce that
every “non-edge” of the complement of G (which corresponds to an edge of G) would have
to be mapped to an edge of H in order to obtain a clique. However, the troublesome part is
that non-edges of the complement of G may also be “filled” (to eventually get a clique) using
crossing edges rather than only edges of H. To argue that this critical issue does not arise,
we crucially rely on the proper colorings of G and H.
Now, for the connection between Cross Matching and Clique Contraction, note
that a solution to an instance of Cross Matching is clearly a solution to the instance
of Clique Contraction defined by the same graph, but the other direction is not true.
By adding certain vertices and edges to the graph of an instance of Cross Matching, we
enforce all solutions to be perfect matchings between A and B. In particular, we construct the
instances of Clique Contraction in a highly structured manner that allows us to derive
not only the ETH-hardness of Clique Contraction itself, but to build upon them and
further derive ETH-hardness for a wide variety of other contraction problems. In particular,
we show that the addition of “noise” (that is, extra vertices and edges) to any structured
instance of Clique Contraction has very limited effect. Roughly speaking, we show that
the edges in the “noise” and the edges going across the “noise” and core of the graph (that
is, the original vertices corresponding to the structured instance of Clique Contraction)
are not “helpful” when trying to create a clique on the core (i.e. it is not helpful to try to
use these edges in order to fill non-edges between vertices in the core). Depending on the
contraction problem at hand, the noise is slightly different, but the proof technique stays the
same—first showing that the core must yield a clique, and then using the argument above
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(in fact, in all cases but that of perfect graphs, we are able to invoke the argument as a black
box) to show that the noise is, in a sense, irrelevant.
Preliminaries. As we only use standard notations, we relegate them to Appendix A.
2 Lower Bound: Prop-Colored List Subgraph Isomorphism
In this section we build upon the work of Cygan et al. [6] and show a lower bound for a
problem called Properly Colored List Subgraph Isomorphism (Prop-Col LSI).
Intuitively, Prop-Col LSI is a variant of Spanning Subgraph Isomorphism where given
two graphs G and H, we ask whether G is isomorphic to some spanning subgraph of H. The
input to the variant consists also of proper colorings of G and H and an additional labeling
of vertices in G by subsets of vertices in H of the same color, so that each vertex in G can
be mapped only to vertices in H contained in its list. Formally, it is defined as follows.
Properly Colored List Subgraph Isomorphism (Prop-Col LSI)
Input: Graphs G and H with proper colorings cG : V (G)→ {1, . . . , k} and cH : V (H)→
{1, . . . , k} for some k ∈ N, respectively, and a function ` : V (G)→ 2V (H) such that for
every u ∈ V (G) and v ∈ `(u), cG(u) = cH(v).
Question: Does there exist a bijective function ϕ : V (G) → V (H) such that (i) for
every {u, v} ∈ E(G), {ϕ(u), ϕ(v)} ∈ E(H), and (ii) for every u ∈ V (G), ϕ(u) ∈ `(u)?
Notice that as the function ϕ above is bijective rather than only injective, we seek a
spanning subgraph. Our objective is to prove the following statement.
I Lemma 2. Unless the ETH is false, there does not exist an algorithm that solves Prop-Col
LSI in time no(n) where n = |V (G)|.
In [6], the authors considered the two problems defined below. Intuitively, the second is
defined as Prop-Col LSI when no proper colorings of H and G are given (and hence the
labeling of vertices in G is not restricted accordingly); the first is defined as the second when
we seek a homomorphism rather than an isomorphism (i.e., the sought function ϕ may not
be injective) and also |V (G)| may not be equal to |V (H)| (thus ϕ may neither be onto).
List Subgraph Homomorphism (LSH)
Input: Graphs G and H, and a function ` : V (G)→ 2V (H) .
Question: Does there exist a function ϕ : V (G) → V (H) such that (i) for every
{u, v} ∈ E(G), {ϕ(u), ϕ(v)} ∈ E(H), and (ii) for every u ∈ V (G), ϕ(u) ∈ `(u)?
List Subgraph Isomorphism (LSI)
Input: Graphs G and H where |V (G)| = |V (H)|, and a function ` : V (G)→ 2V (H).
Question: Does there exist a bijective function ϕ : V (G) → V (H) such that (i) for
every {u, v} ∈ E(G), {ϕ(u), ϕ(v)} ∈ E(H), and (ii) for every u ∈ V (G), ϕ(u) ∈ `(u)?
The proof of hardness of LSI consists of two parts:
Showing ETH-hardness of LSH.
Giving a fine-grained reduction from LSH to LSI.
We cannot use the hardness of LSI as a black box because Prop-Col LSI is a special
case of LSI. Nevertheless, we will prove that the instances generated by the reduction (with
a minor crucial modification) of Cygan et al. [6] have the additional properties required to
make them instances of our special case.
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Lower Bound: Properly Colored Subgraph Homomorphism. Adapting the scheme
of Cygan et al. [6] to our purpose, we will first show that finding a homomorphism remains
hard if it has to preserve a given proper coloring:
Properly Colored List Subgraph Homomorphism (Prop-Col LSH)
Input: Graphs G and H with proper colorings cG : V (G)→ {1, . . . , k} and cH : V (H)→
{1, . . . , k} for some k ∈ N, respectively, and a function ` : V (G)→ 2V (H) such that for
every u ∈ V (G) and v ∈ `(u), cG(u) = cH(v).
Question: Does there exist a function ϕ : V (G) → V (H) such that (i) for every
{u, v} ∈ E(G), {ϕ(u), ϕ(v)} ∈ E(H), and (ii) for every u ∈ V (G), ϕ(u) ∈ `(u)?
In [6], the authors gave a reduction from the 3-Coloring problem on n-vertex graphs of
degree 4 (which is known not to be solvable in time 2o(n) unless the ETH fails), which generates
equivalent instances (G′, H ′, `) of LSH where both |V (G′)| and |V (H ′)| are bounded by
O( nlogn ). This proves that LSH is not solvable in time no(n) where n = max{|V (G)|, |V (H)|}
unless the ETH fails. For their reduction, Cygan et al. [6] considered the notion of a
grouping (also known as quotient graph) G˜ of a graph G is a graph with vertex set V (G˜) =
{B1, B2, . . . , Bt} where (B1, B2, . . . , Bt) is a partition of V (G) for some t ∈ N and for any
distinct i, j ∈ {1, . . . , t}, the vertices Bi and Bj are adjacent in G˜ if and only if there exist
u ∈ Bi and v ∈ Bj that are adjacent in G. Specifically, they computed a grouping with
a coloring having specific properties as stated in the following lemma (see also Fig. 5 in
Appendix B.).
I Lemma 3 (Lemma 3.2 in [6]). For any constant d ≥ 1, there exist positive integers λ = λ(d),
n0 = n0(d) and a polynomial time algorithm that for a given graph G on n ≥ n0 vertices of
maximum degree d and a positive integer r ≤√ n2λ , finds a grouping G˜ of G and a coloring
c˜ : V (G˜)→ [λr] with the following properties:
1. |V (G˜)| ≤ |V (G)|/r;
2. The coloring c˜ is a proper coloring of G˜2;1
3. Each vertex of G˜ is an independent set in G;
4. For any edge {Bi, Bj} ∈ E(G˜), there exists exactly one pair (u, v) ∈ Bi ×Bj such that
{u, v} ∈ E(G).
Now, we describe the reduction of [6]. Here, without loss of generality, it is assumed that
G has no isolated vertices, else they can be removed. An explanation of the intuition behind
this somewhat technical definition is given below it.
I Definition 4. For any instance G of 3-Coloring where G has degree d and a positive
integer r = o(
√|V (G)|), the instance reduce(G) = (G˜, H˜, `) of LSH is defined as follows.
The graph G˜. Let G˜ and c˜ : V (G˜)→ {1, 2, . . . , L} be the grouping and coloring given by
Lemma 3 where L = λ(d)r. Additionally, for each B ∈ V (G˜), define φB : {1, 2, . . . , L} →
B ∪ {0} as follows: for any i ∈ {1, 2, . . . , L}, if there exists (u, v,B′) such that u ∈ B
and v ∈ B′, {u, v} ∈ E(G) and c˜(B′) = i, then φB(i) = u, and otherwise φB(i) = 0.2
The graph H˜. Let V (H˜) = {(R, l) : R ∈ {0, 1, 2, 3}L, l ∈ L},3 and E(H˜) = {{(R, l), (R′, l′)} :
R[l′] 6= R′[l]}.
1 The square G2 of a graph G is the graph on vertex set V (G) and edge set {{u, v} : {u, v} ∈ E(G) or
there exists w ∈ V (G) with {u,w}, {v, w} ∈ E(G)}.
2 The uniqueness of u (if it exists), and thus the validity of φB , follows from Properties 2 and 4 in Lemma 3.
3 That is, R is a vector with L entries where each entry is 0, 1, 2 or 3.
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The labeling `. For any B ∈ V (G˜), let `(B) contain all vertices (R, l) ∈ V (H˜) such
that c˜(B) = l, and there exists f : B → {1, 2, 3} such that for all i ∈ {1, 2, . . . , L}, either
φB(i) = R[i] = 0 or both φB(i) 6= 0 and f(φB(i)) = R[i].
Intuitively, for every vertex B ∈ V (G˜), the function φB can be interpreted as follows.
It is the assignment, for every possible color i ∈ {1, . . . , L}, of the unique vertex u within
the vertex set identified with B itself that is adjacent to some vertex in the vertex subset
identified with some vertex B′ ∈ V (G˜) colored i, if such a vertex u exists (else the assignment
is of 0). In a sense, B thus stores the information on the identity of each vertex within
it that is adjacent (in G) to some vertex outside of it, where each such internal vertex is
uniquely accessed by specifying the color of the vertex in G˜ whose identified vertex set
contains the neighbor. With respect to the graph H˜ and labeling `, we interpret each vertex
(R, l) ∈ V (H˜) as a “placeholder” (i.e. potential assignment of the sought function ϕ) for any
vertex B ∈ V (G˜) that “complies with the pattern encoded by the pair (R, l)” as follows.
First and straightforwardly, B must be colored l. Here, we remind that the colors of vertices
in G˜ belong to {1, . . . , L}, while vertices in G are colored 1, 2 or 3 only. Then, the second
requirement is that we can recolor (by f) the vertices in B so that the color of each vertex
in B that is adjacent (in G) to some vertex outside B is as encoded by the vector R—that
is, for each color i ∈ {1, . . . , L}, if the vertex φB(i) is defined (i.e., φB(i) 6= 0), then its color
(which is 1, 2 or 3) must be equal to the i-th entry of R. (Further intuition is given in Fig. 5
in Appendix B.)
Now, we state the correctness of the reduction.
I Lemma 5 (Lemma 3.3 in [6]). For any instance G of 3-Coloring where G is an n-vertex
graph of degree d, and a positive integer r = o(
√|V (G)|), the instance reduce(G) = (G˜, H˜, `)
is computable in time polynomial in the sizes of G, G˜ and H˜, and has the following properties.
G is a Yes-instance of 3-Coloring if and only if (G˜, H˜, `) is a Yes-instance of LSH.
|V (G˜)| ≤ n/r, and |V (H˜)| ≤ γ(d)r where γ is some computable function of d.
We next prove that we can add colorings to the instance reduce(G) = (G˜, H˜, `) of LSH
in order to cast it as an instance of Prop-Col LSH while making a minor mandatory
modification to the graph H˜.
I Lemma 6. Given an instance reduce(G) = (G˜, H˜, `) of LSH, an equivalent instance
(G˜, H˜ ′, c
G˜
, c
H˜′ , `) of Prop-Col LSH, where H˜
′ is a subgraph of H˜, is computable in
polynomial time.
Proof. Define c
G˜
= c˜ where c˜ is the coloring of G˜ in Definition 4. Additionally, let H˜ ′ be the
subgraph of H˜ induced by the vertex set {(R, l) ∈ V (H˜) : there exists B ∈ V (G˜) such that
(R, l) ∈ `(B)}. Then, define c
H˜′ : V (H˜
′)→ {1, 2, . . . , L} as follows: for any (R, l) ∈ V (H˜ ′),
define c
H˜′((R, l)) = l. Notice that, by the definition of V (H˜
′), every set assigned by ` is
subset of V (H˜ ′).
First, we assert that (G˜, H˜ ′, c
G˜
, c
H˜′ , `) is an instance of Prop-Col LSH. To this end,
we need to verify that the three following properties hold.
1. c
G˜
is a proper coloring of G˜.
2. c
H˜′ is a proper coloring of H˜
′.
3. For every B ∈ V (G˜) and (R, l) ∈ `(B), it holds that c
G˜
(B) = c
H˜′((R, l)).
By the definition of c
G˜
, it is a proper coloring of G˜2, which is a supergraph of G˜. Thus,
c
G˜
is a proper coloring of G˜.
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Now, we argue that c
H˜′ is a proper coloring of H˜
′. To this end, consider some edge
{(R, l), (R′, l′)} ∈ E(H˜ ′). We need to show that c
H˜′((R, l)) 6= cH˜′((R′, l′)). By the definition
of c
H˜′ , we have that cH˜′((R, l)) = l and cH˜′((R
′, l′)) = l′, and therefore it suffices to show that
l 6= l′. By the definition of E(H˜) (which is a superset of E(H˜ ′)), we have that R[l′] 6= R′[l].
Thus, necessarily at least one among R[l′] and R′[l] is not 0, and so we suppose w.l.o.g. that
R[l′] is not 0. Furthermore, since (R, l) ∈ V (H˜ ′), we have that there exists B ∈ E(G˜) such
that (R, l) ∈ `(B). Thus,
c˜(B) = l.
There exists f : B → {1, 2, 3} such that for all i ∈ {1, 2, . . . , L}, either φB(i) = R[i] = 0
or both φB(i) 6= 0 and f(φB(i)) = R[i].
From the second property, and because R[l′] 6= 0, we necessarily have that both φB(l′) 6= 0
and f(φB(l′)) = R[l′]. In particular, by the definition of φB, having φB(l′) 6= 0 means
that there exists (u, v,B′) such that u ∈ B, v ∈ B′, {u, v} ∈ E(G) and c˜(B′) = l′. By the
definition of G˜ as a grouping of G, having u ∈ B, v ∈ B′ and {u, v} ∈ E(G) implies that
{B,B′} ∈ E(G˜). Because c˜ is a proper coloring of G˜, this means that c˜(B) 6= c˜(B′). Since
c˜(B) = l and c˜(B′) = l′, we derive that l 6= l′. Hence, c
H˜′ is indeed a proper coloring of H˜
′.
To conclude that (G˜, H˜ ′, c
G˜
, c
H˜′ , `) is indeed an instance of Prop-Col LSH, it remains
to assert that for every B ∈ V (G˜) and (R, l) ∈ `(B), it holds that c
G˜
(B) = c
H˜′((R, l)). To
this end, consider some B ∈ V (G˜) and (R, l) ∈ `(B). By the definition of ` (recall Definition
4), (R, l) ∈ `(B) implies that c˜(B) = l. As c
G˜
= c˜, we have that c
G˜
(B) = l. Moreover, the
definition of c
H˜′ directly implies that cH˜′((R, l)) = l. Thus, cG˜(B) = cH˜′((R, l)).
Finally, we argue that (G˜, H˜, `) is a Yes-instance of LSH if and only if (G˜, H˜ ′, c
G˜
, c
H˜′ , `)
is a Yes-instance of Prop-Col LSH. In one direction, because H˜ ′ is a subgraph of H˜, it is
immediate that if (G˜, H˜ ′, c
G˜
, c
H˜′ , `) is a Yes-instance of Prop-Col LSH, then so is (G˜, H˜, `).
For the other direction, suppose that (G˜, H˜, `) is a Yes-instance of LSH. Thus, there exists a
function ϕ : V (G˜)→ V (H˜) such that (i) for every {B,B′} ∈ E(G˜), {ϕ(B), ϕ(B′)} ∈ E(H˜),
and (ii) for every B ∈ V (G˜), ϕ(B) ∈ `(B). In particular, directly by the definition of
V (H˜ ′), the second condition implies that for every B ∈ V (G˜), it holds that ϕ(B) ∈ V (H˜ ′).
Thus, because H˜ ′ is an induced subgraph of H˜, it holds that for every {B,B′} ∈ E(G˜),
{ϕ(B), ϕ(B′)} ∈ E(H˜ ′). Therefore, ϕ witnesses that (G˜, H˜ ′, c
G˜
, c
H˜′ , `) is a Yes-instance of
Prop-Col LSH. J
We are now ready to assert the hardness of Prop-Col LSH. The proof, based on
Lemmas 3, 5 and 6, can be found in Appendix B.
I Lemma 7. Unless the ETH is false, there does not exist an algorithm that solves Prop-Col
LSH in time no(n) where n = max(|V (G)|, |V (H)|).
From Graph Homomorphism to Subgraph Isomorphism. In this part, we observe that
the reduction of [6] from LSH to LSI can be essentially used as is to serve as a reduction
from Prop-Col LSH to Prop-Col LSI. For the sake of completeness, we give the full
details (and the conclusion of the proof of Lemma 2) in Appendix B.
3 Lower Bound for the Cross Matching Problem
In this section, towards the proof of a lower bound for Clique Contraction, we prove a
lower bound for an intermediate problem called Cross Matching that somewhat resembles
Clique Contraction, and which is defined as follows.
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4 Lower Bound for the Cross Matching Problem
In this section, towards the proof of a lower bound for Clique Contraction, we prove a lower
bound for an intermediate problem called Cross Matching that somewhat resembles Clique
Contraction, and which is defined as follows.
Cross Matching
Input: A graph G with a partition (A,B) of V (G) where |A| = |B|.
Question: Does there exist a perfect matching M in G such that every edge in M has one
endpoint in A and the other in B, and G/M is a clique?
Our objective is to prove the following statement.
Lemma 4.1. Unless the ETH is false, there does not exist an algorithm that solves Cross
Matching in time no(n) where n = |A|.
Proof. Targeting a contradiction, suppose that there exists an algorithm, denoted by Matchin-
gAlg, that solves Cross Matching in time no(n). We will show that this implies the existence of
an algorithm, denoted by LSIAlg, that solves Prop-Col LSI in time no(n), thereby contradicting
Lemma 3.1 and hence completing the proof.
We define the execution of LSIAlg as follows. Given an instance (G,H, cG, cH , `) of Prop-
Col LSI, LSIAlg constructs an instance (L,A,B) of Cross Matching as follows (see Fig. ?):
• V (L) = V (G) [ V (H).
• E(L) = E(G) [ E(H) [ {{u, v} : u 2 V (G), v 2 L(u)}.
• A = V (G) and B = V (H).
Then, LSIAlg calls MatchingAlg with (L,A,B) as input, and returns the answer of this call.
Denote n = |V (G)|. First, note that by construction, |A| = |B| = n. Thus, because
MatchingAlg runs in time no(n), so does LSIAlg.
For the correctness of the algorithm, first suppose that (G,H, cG, cH , `) is a Yes-instance of
Prop-Col LSI. This means that there exists a bijective function ' : V (G)! V (H) such that
(i) for every {u, v} 2 E(G), {'(u),'(v)} 2 E(H), and (ii) for every u 2 V (G), '(u) 2 L(u).
Having ' at hand, we will show that (L,A,B) is a Yes-instance, which will imply that the call
to MatchingAlg with (L,A,B) as input returns Yes, and hence LSIAlg returns Yes.
Based on ', we define a subsetM ✓ E(L) as follows: M = {{u,'(u)} : u 2 B}. Notice that
the containment of M in E(L) follows from the definition of E(L) and Condition (ii) above.
Moreover, by the definition of A, B and because ' is bijective, it further follows that M is a
perfect matching in L such that every edge in M has one endpoint in A and the other in B.
Thus, to conclude that (L,A,B) is a Yes-instance, it remains to argue that L/M is a clique. To
this end, we consider two arbitrary vertices x and y of L/M , and prove that they are adjacent
in L/M . Necessarily x is a vertex that replaced two vertices u 2 A and v 2 B such that
{u, v} 2M , and y is a vertex that replaced two vertices u0 2 A \ {u} and v0 2 B \ {v} such that
{u0, v0} 2 M . By the definition of contraction, to show that x and y are adjacent in L/M , it
su ces to show that u and v are adjacent in L or u0 and v0 are adjacent in L (or both). To this
end, suppose that u and v are not adjacent in L, else we are done. By the definition of E(L),
this means that {u, v} /2 E(G) and hence {u, v} 2 E(G). By Condition (i) above, we derive
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LSI in time no(n) where n = |V (G)|.
TODO
4 Lower Bound for the Cross Matching Problem
In this section, towards the proof of a lower bound for Clique Contraction, we prove a lower
bound for an intermediate problem called Cross Matching that somewhat resembles Clique
Contraction, and which is defined as follows.
Cross Matching
Input: A graph G with a partition (A,B) of V (G) where |A| = |B|.
Question: Does there exist a perfect matching M in G such that every edge in M has one
endpoint in A and the other in B, and G/M is a clique?
Our objective is to prove the following statement.
Lemma 4.1. Unless the ETH is false, there does not exist an algorithm that solves Cross
Matching in time no(n) where n = |A|.
Proof. Targeting a contradiction, suppose that there exists an algorithm, denoted by Matchin-
gAlg, that solves Cross Matching in time no(n). We will show that this implies the existence of
an algorithm, denoted by LSIAlg, that solves Prop-Col LSI in time no(n), thereby contradicting
Lemma 3.1 and hence compl ting the proof.
We define the execution of LSIAlg as follows. Given an instance (G,H, cG, cH , `) of Prop-
Col LSI, LSIAlg constructs an instance (L,A,B) of Cross Matching as follows (see Fig. ?):
• V (L) = V (G) [ V (H).
• E(L) = E(G) [ E(H) [ {{u, v} : 2 V (G), v 2 L(u)}.
• A = V (G) and B = V (H).
Then, LSIAlg calls MatchingAlg with (L,A,B) as input, and returns the answer of this call.
Denote n = |V (G)|. First, note that by construction, |A| = |B| = n. Thus, because
MatchingAlg runs in time no(n), so does LSIAlg.
For the correctness of the algorithm, first suppose that (G,H, cG, cH , `) is a Yes-instance of
Prop-Col LSI. This means that there exists a bijective function ' : V (G)! V (H) such that
(i) for every {u, v} 2 E(G), {'(u),'(v)} 2 E(H), and (ii) for every u 2 V (G), '(u) 2 L(u).
Having ' at hand, we will show th t (L,A,B) is a Yes-instance, which will imply that the call
to MatchingAlg wi h (L,A,B) as input returns Yes, and hence LSIAlg returns Yes.
Based on ', we define a subsetM ✓ E(L) as follows: M = {{u,'(u)} : u 2 B}. Notice that
the containment of M in E(L) follows from the definiti n of E(L) and Condition (ii) above.
Moreover, by the definition of A, B and because ' is bijective, it further follows that M is a
perfect matching in L such that every edge in M has one endpoint in A and the other in B.
Thus, to conclude that (L,A,B) is a Yes-instance, it remains to argue that L/M is a clique. To
this end, we consider two arbitrary vertices x and y of L/M , and prove that they are adjacent
in L/M . Necessarily x is a vertex that replaced two vertices u 2 A and v 2 B such that
{u, v} 2M , and y is a vertex that replaced two vertices u0 2 A \ {u} and v0 2 B \ {v} such that
{u0, v0} 2 M . By the definition of contraction, to show that x and y are adjacent in L/M , it
su ces to show that u and v are adjacent in L or u0 and v0 are adjacent in L (or both). To this
end, suppose that u and v are not adjacent in L, else we are done. By the definition of E(L),
this means that {u, v} /2 E(G) and hence {u, v} 2 E(G). By Condition (i) above, we derive
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4 Lower Bound for the Cross Matching Problem
In this section, towards the proof of a lower bound for Clique Contraction, we prove a lower
bound for an intermediate problem called Cross Matching that somewhat resembles Clique
Contraction, and which is defined as follows.
Cross Matching
Input: A graph G with a partition (A,B) of V (G) where |A| = |B|.
Question: Does there exist a perfect matching M in G such that every edge in M has one
endpoint in A and the other in B, and G/M is a clique?
Our objective is to prove the following statement.
Lemma 4.1. Unless the ETH is false, there does not exist an algorithm that solves Cross
Matching in time no(n) where n = |A|.
Proof. Targeting a contradiction, suppose that there exists an algorithm, denoted by Matchin-
gAlg, that solves Cross Matching in time no(n). We will show that this implies the existence of
an algorithm, denoted by LSIAlg, that solves Prop-Col LSI in time no(n), thereby contradicting
Lemma 3.1 and hence completing the pr of.
We define the execution of LSIAlg as follows. G ven an i stance (G,H, cG, cH , `) of Prop-
Col LSI, LSIAlg constructs an instance (L,A,B) of Cross Matching as follows (see Fig. ?):
• V (L) = V (G) [ V (H).
• E(L) = E(G) [ E(H) [ {{u, v} : u 2 V (G), v 2 L(u)}.
• A = V (G) and B = V (H).
Then, LSIAlg calls MatchingAlg with (L,A,B) a i put, and return the answer f this call.
Denote n = |V (G)|. First, note that by construction, |A| = |B| = n. Thus, because
MatchingAlg runs in time no(n), so does LSIAlg.
For the correctness of the algorithm, first suppose that (G,H, cG, cH , `) is a Yes-instance of
Prop-Col LSI. This means that there exists a bijective function ' : V (G)! V (H) such that
(i) for every {u, v} 2 E(G), {'(u),'(v)} 2 E(H), and (ii) for every u 2 V (G), '(u) 2 L(u).
Having ' at hand, we will show that (L,A,B) is a Yes-insta ce, which will imply that the call
to MatchingAlg with (L,A,B) as input returns Yes, and hence LSIAlg returns Yes.
Based on ', we define a subsetM ✓ E(L) as follows: M = {{u,'(u)} : u 2 B}. Notice that
the containment of M in E(L) follows from the definition of E(L) and Condition (i ) above.
Moreover, by the definition of A, B and because ' is bijectiv , it further follows that M is a
perfect matching in L such that every edge in M has o e endpoint in A and the other in B.
Thus, to conclude that (L,A,B) is a Yes-instance, it remains to argue that L/M is a clique. To
this end, we consider two arbitrary vertices x and y of L/M , and prove that they are adjacent
in L/M . Necessarily x is a vertex that replaced two vertices u 2 A and v 2 B such that
{u, v} 2M , and y is a vertex that replaced two vertices u0 2 A \ {u} and v0 2 B \ {v} such that
{u0, v0} 2 M . By the definition of contraction, to show that x and y are adjacent in L/M , it
su ces to show that u and v are adjacent in L or u0 and v0 re adjacent i L (or both). To this
end, suppose that u and v are not adjace t i L, else we are done. By the definitio of E(L),
this means that {u, v} /2 E(G) and hence {u, v} 2 E(G). By Condition (i) above, we derive
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4 Lower Bound f r the Cr ss Matching P oblem
In this section, towards the proof of a lower bound for Clique Contraction, we prove a lower
bound for an intermediate problem called Cross Matching that somewhat resembles Clique
Contraction, and whic is defined as follows.
Cross Matching
Input: A graph G with a partition (A,B) of V (G) w e |A| = |B|.
Question: Does there exist a perfect matching M in G such that every edge in M has one
endpoint in A and the other in B, and G/M is a clique?
Our objective is to prove the following statement.
Lemma 4.1. Unless the ETH is false, there does not exist an algorithm that solves Cross
Matching in time no(n) where n = |A|.
Proof. Targeting a contradiction, suppose that there exists an algorithm, denoted by Matchin-
gAlg, that solves Cross Matching in time no(n). We will show that this implies the existence of
an algorithm, denoted by LSIAlg, that solv s Prop-Col LSI in ime no(n), thereby contradicting
Lemma 3.1 and hence completing the proof.
We define the execution of LSIAlg as follows. Given an instance (G,H, cG, cH , `) of Prop-
Col LSI, LSIAlg constructs an ins ance (L,A,B) of Cross Matching as follows (see Fig. ?):
• V (L) = V (G) [ V (H).
• E(L) = E(G) [ E(H) [ {{u, v} : u 2 V (G), v 2 L(u)}.
• A = V (G) and B = V (H).
Then, LSIAlg calls MatchingAlg with (L,A,B) as input, and returns the answer of this call.
Denote n = |V (G)|. First, note that by construction, |A| = |B| = n. Thus, because
MatchingAlg runs in time no(n), so does LSIAlg.
For the correctness of the algorithm, first suppose that (G,H, cG, cH , `) is a Yes-instance of
Prop-Col LSI. This means that there exists a bijective function ' : V (G)! V (H) such hat
(i) for every {u, v} 2 E(G), {'(u),'(v)} 2 E(H), and (ii) for every u 2 V (G), '(u) 2 L(u).
Having ' at hand, we will show that (L,A,B) is a Yes-instance, which will imply that the call
to MatchingAlg with ( , A,B) a input returns Y s, and hence LSIAlg returns Yes.
Based on ', we define a subsetM ✓ E(L) as follows: M = {{u,'(u)} : u 2 B}. Notice that
the containment of M in E(L) follows from the definition of E(L) and Condition (ii) above.
Moreover, by the definition of A, B and because ' is bijective, it further follows that M is a
perfect matching in L such that every edge in M has one endpoint in A and the other in B.
Thus, to conclude that (L,A,B) i a Yes-instance, it ains to argue that L/M is a clique. To
this end, we consider two arbitrary vertices x and y of L/M , and prove that they are adjacent
in L/M . Necessa ily x is a vertex that replaced two vertic s u 2 A and v 2 B such that
{u, v} 2M , and y is a verte that replaced wo ver ices u0 2 A \ {u} and v0 2 B \ {v} such that
{u0, v0} 2 M . By the definition of contraction, to show that x and y are adjacent in L/M , it
su ces to show that u and v are adjacent in L or u0 and v0 are adjacent in L (or both). To this
end, suppose that u and v are ot adjacent in L, else e are done. By the definition of E(L),
this means that {u, v} /2 E(G) and hence {u, v} 2 E(G). By Condition (i) above, we derive
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4 Lower Bound for the Cro s Matching Problem
In this section, towards the proof of a lower bound for Clique Contraction, we prove a lower
bound for a intermediate problem called Cross Matching that somewhat resembles Clique
Contr ction, and which is defi ed as follows.
Cross Matching
Input: A graph G with a partition (A,B) of V (G) where |A| = |B|.
Question: Does there exist a perfect matching M in G such that every edge in M has one
endpoint in A and the other in B, and G/M is a clique?
Our objec ive s to prove the following statement.
Lemma 4.1. Unless the ETH i fals , there does not exist an algorithm that solves Cross
Matching in time no(n) wher n = |A|.
Proof. Targeting a contradiction, suppose that there exists an algorithm, denoted by Matchin-
gAlg, that solves Cross Ma ching in time no( ). W will show that this implies the existence of
an algorithm, denoted by LSIAlg, that solves Prop-Col LSI in time no(n), th reby contradicting
Lemma 3.1 and h nce completing he proof.
We define the execution of LSIAlg as follows. Given an instance (G,H, cG, cH , `) of Prop-
Col LSI, LSIAlg constructs an instance (L,A,B) of Cross Matching as follows (see Fig. ?):
• V (L) = V (G) [ V (H).
• E(L) = E(G) [ E(H) [ {{u, v} : u 2 V (G), v 2 L(u)}.
• A = V (G) and B V (H).
Then, LSIAlg c lls MatchingAlg with (L,A,B) as input, and returns the answer of this call.
Denote n = |V (G)|. First, note that by construction, |A| = |B| = n. Thus, because
MatchingAlg runs in time no(n), so does LSIAlg.
For the correctness of the algorithm, first suppose that (G,H, cG, cH , `) is a Yes-instance of
Prop-Col LSI. This means that there exists a bijective function ' : V (G)! V (H) such that
(i) for every {u, v} 2 E(G), {'(u),'(v)} 2 E(H), and (ii) for every u 2 V (G), '(u) 2 L(u).
Having ' at hand, we will show at (L,A,B) is a Yes-instance, which will imply that the call
to MatchingAlg with (L,A B) as input returns Yes, and hence LSIAlg returns Yes.
Based on ', we define a subsetM ✓ E(L as follows: M = {{u,'(u)} : u 2 B}. Notice that
the containment of M in E(L) follo s from the definition of E(L) and Condition (ii) above.
Moreover, by the definition of A, B and because ' is bijective, it further follows that M is a
perfect matching in L such that every edge in M has one endpoint in A and the other in B.
Thus, to conclude that (L,A,B) is a Yes-instance, it remains to argue that L/M is a cliqu . To
this end, we consider two arbitrary vertices x and y of L/M , and prove that they are adjacent
in L/M . Necessarily x is a vertex that replaced two vertices u 2 A and v 2 B such that
{u, v} 2M , and y is a vertex that replaced two vertices u0 2 A \ {u} and v0 2 B \ {v} such that
{u0, v0} 2 M . By he definition of contraction, o show a x and y are djacent in L/M , it
su ces to show that u and v are adjacent in L o u0 and v0 are djacent in L (or both). To this
end, suppose that u and v are not adjacent in L, else we are done. By the definition of E(L),
this means that {u, v} /2 E(G) and hence {u, v} 2 E(G). By Condition (i) above, we derive
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4 Lower Bound f r the Cr ss Matching Prob em
In this sectio , towards the proof of a lower bound for C ique Contraction, we prove a lower
bound for an intermediate problem called Cross M tching that somewhat resembles Clique
Contraction, and which i defi ed as follows.
Cross Matching
Input: A graph G with a partition (A,B) f V (G) where |A| = |B|.
Question: Does there exist a perfect matching M in G such that every edge in M has one
endpoint in A and the other in B, and G/M is a clique?
Our objective is to prove the following statement.
Lemma 4.1. Unless the ETH is false, there does not exist an algorithm that solves Cross
Matching in time no(n) where n = |A|.
Proof. Targeting a contr diction, s ppose hat there exists an alg rithm, denot d by Matchin-
gAlg, that solves Cross Matching i time no(n). We will show that this implies the existence of
an algorithm, denoted by LSIAlg, that s lves Prop-Col LSI in time no(n), thereby contradicting
Lemma 3.1 and hence completing the proof.
We define the execution of LSIAlg as follows. Given an instance (G,H, cG, cH , `) of Prop-
Co LSI, LSIAlg constructs an instance (L,A,B) of Cros Matching as foll ws (see Fig. ?):
• V (L) = V G) [ V (H).
• E(L) = E(G) [ E(H) [ {{u, v} : u 2 V (G), v 2 L(u)}.
• A = V (G) and B = V (H).
Then, LSIAlg calls MatchingAlg with (L,A,B) as input, and returns the answer of this call.
Denote n = |V (G)|. First, note that by construction, |A| = |B| = n. Thus, because
MatchingAlg runs in time no( ), so does LSIAlg.
For the correctness of the algorithm, first suppose that (G,H, cG, cH , `) is a Yes-instance of
Prop-Col LSI. This mea s that there exists a bijective function ' : V (G)! V (H) such that
(i) for every {u, v} 2 E(G), {'(u),'(v)} 2 E(H), and (ii) for every u 2 V (G), '(u) 2 L(u).
Having ' at hand, we will show that (L,A,B) is a Yes-instance, whic will imply that the call
to MatchingAlg with (L,A,B) as input returns Yes, and hence LSIAlg returns Yes.
Based on ', we define a subsetM ✓ E(L) as follows: M = {{u,'(u)} : u 2 B}. Notice that
the containment of M in E(L) follows from the definition of E(L) and Condition (ii) above.
Moreover, by the definition of A, B and because ' is bijective, it further follows that M is a
perfect matching in L such that every edge in M has one endpoint in A and the other in B.
Thus, to conclude that (L,A,B) is a Yes-instance, it remains to argue that L/ is a clique. To
this end, we consider two arbitrary vertices x and y of L/M , and prove that they are adjacent
in L/M . Necessarily x is a vertex that replaced two vertices u 2 A and v 2 B such that
{u, v} 2M , and y is a v r ex that replaced two vertices u0 2 A \ {u} and v0 2 B \ {v} such that
{u0, v0} 2 M . By the definition of co tracti n, to show that x and y are adjacent in L/M , it
su ces to show that u and v are adjacent in L or u0 and v0 are adj cent in L (or both). To this
end, suppose that u and v are not adj cent in L, els we are d ne. By th efiniti n of E(L),
this means that {u, v} /2 E(G) and hence {u, v} 2 E(G). By Condition (i) above, we derive
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Figure 2 The construction of an instance of Cross Matching in he proof of Lemma 8.
Cross Matching
Input: A graph G with a partition (A,B) of V (G) where |A| = |B|.
Question: Does there exist a perfect matching M in G such that every edge in M has
one endpoint in A and the other in B, and G/M is a clique?
Our objective is to prove the following stateme t.
I Lemma 8. Unle s the ETH is false, there does not exist an algorithm that solves Cross
Matching i time no n) where n = |A|.
Proof. Towards a contradiction, suppose that there exists an algorithm, denoted by Matchin-
gAlg, that solves Cross Matching in time no(n) w ere n is the number of vertices in the
s t A in the input. We will show that this implies the existence of an algorithm, denoted by
LSIAlg, that solves Prop-Col LSI in time no(n) where is the number of vertices in the
input graph G, thereby contradicti g Le ma 2 and hence completing the pro f.
We define the execution of LSIAlg as follows. Giv n an instance (G,H, cG, cH , `) of
Prop-Col LSI, LSIAlg constructs an instance (L,A,B) of Cross Matching as follows (see
Fig. 2):
V (L) = V (G) ∪ V (H).
E(L) = E(G) ∪ E(H) ∪ {{u, v} : u ∈ V (G), v ∈ L(u)}.
A = V (G) and B = V (H).
Then, LSIAlg calls MatchingAlg with (L,A,B) as i pu , nd returns the answ r of this c ll.
Denote n = |V (G)|, and notice that |A| = |B| = n. Thus, because MatchingAlg runs in
time |A|o(|A|) = no(n), so does LSIAlg.
For the correctness of the algorithm, first suppose that (G,H, cG, cH , `) is a Yes-instance
of Prop-Col LSI. This means that there exists a bijective function ϕ : V (G) → V (H)
such that (i) for every {u, v} ∈ E(G), {ϕ(u), ϕ(v)} ∈ E(H), and (ii) for every u ∈ V (G),
ϕ(u) ∈ L(u). Having ϕ at hand, we will show that (L,A,B) is a Yes-instance, which will
imply that the call to MatchingAlg with (L,A,B) as input returns Yes, and hence LSIAlg
returns Yes.
Based on ϕ, we define a subset M ⊆ E(L) as follows: M = {{u, ϕ(u)} : u ∈ A}. Notice
that the containment of M in E(L) follows from the definition of E(L) and Condition (ii)
above. Moreover, by the definition of A, B and because ϕ is bijective, it further follows that
M is a perfect matching in L such that every edge in M has one endpoint in A and the other
in B. Thus, to conclude that (L,A,B) is a Yes-instance, it remains to argue that L/M is
a clique. To this end, we consider two arbitrary vertices x and y of L/M , and prove that
they are adjacent in L/M . Necessarily x is a vertex that replaced two vertices u ∈ A and
u′ ∈ B such that {u, u′} ∈M , and y is a vertex that replaced two vertices v ∈ A \ {u} and
v′ ∈ B \ {u′} such that {v, v′} ∈ M . By the definition of contraction, to show that x and
y are adjacent in L/M , it suffices to show that u and v are adjacent in L or u′ and v′ are
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adjacent in L (or both). To this end, suppose that u and v are not adjacent in L, else we are
done. By the definition of E(L), this means that {u, v} /∈ E(G) and hence {u, v} ∈ E(G).
By Condition (i) above, we derive that {ϕ(u), ϕ(v)} ∈ E(H). By the definition of M , we
know that u′ = ϕ(u) and v′ = ϕ(v), therefore {u′, v′} ∈ E(H). In turn, by the definition of
E(L), we get that {u′, v′} ∈ E(L). Thus, the proof of the forward direction is complete.
Now, suppose that LSIAlg returns Yes, which means that the call to MatchingAlg with
(L,A,B) returns Yes. Thus, (L,A,B) is a Yes-instance, which means that there exists a
perfect matching M in G such that every edge in M has one endpoint in A and the other in
B, and G/M is a clique. We define a function ϕ : A→ B as follows. For every u ∈ V (G),
let ϕ(u) = v where v is the unique vertex in B such that {u, v} ∈ M ; the existence and
uniqueness of v follows from the supposition that M is a perfect matching such that every
edge in M has one endpoint in A and the other in B. Furthermore, by the definition of A,B
and the edges in E(L) with one endpoint in A and the other in B, it directly follows that
ϕ is a bijective mapping between V (G) and V (H) such that for every u ∈ V (G), it holds
that ϕ(u) ∈ L(u). Thus, it remains to argue that for every edge {u, v} ∈ E(G), it holds
that {ϕ(u), ϕ(v)} ∈ E(H). To this end, consider some arbitrary edge {u, v} ∈ E(G), and
denote u′ = ϕ(u) and v′ = ϕ(v). Because L/M is a clique and M is a matching that, by the
definition of ϕ, necessarily contains both {u, u′} and {v, v′}, we derive that at least one of
the following four conditions must be satisfied: (i) {u, v} ∈ E(L); (ii) {u′, v′} ∈ E(L); (iii)
{u, v′} ∈ E(L); (iv) {v, u′} ∈ E(L). Because {u, v} ∈ E(G), we have that {u, v} /∈ E(G) and
therefore {u, v} /∈ E(L). Thus, we are left with Conditions (ii), (iii) and (iv). Now, we will
crucially rely on the proper colorings of G and H to rule out the satisfaction of Conditions
(iii) and (iv).
B Claim 9. For any two edges {x, x′}, {y, y′} ∈ E(L) such that {x, y} ∈ E(G) and
x′, y′ ∈ V (H), it holds that neither {x, y′} nor {y, x′} belongs to E(L).
Proof of Claim 9. Because cG is a proper coloring of G and {x, y} ∈ E(G), it holds that
cG(x) 6= xG(y). Because {x, x′}, {y, y′} ∈ E(L), x, y ∈ V (G) and x′, y′ ∈ V (H), and by the
definition of E(L), it holds that x′ ∈ L(x) and y′ ∈ L(y), and therefore cG(x) = cH(x′) and
cG(y) = cH(y′). Thus, cG(x) 6= cH(y′) and cG(y) 6= cH(x′), implying that y′ /∈ L(x) and
x′ /∈ L(y). In turn, by the definition of E(L), this means that neither {x, y′} nor {y, x′}
belongs to E(L). This completes the proof of the claim. 
We now return to the proof of the lemma. By Claim 9, we are only left with Condition (ii),
that is, {u′, v′} ∈ E(L). However, by the definition of E(L), this means that {u′, v′} ∈ E(H).
As argued earlier, this completes the proof of the reverse direction. J
4 Lower Bounds: Clique Contraction and Hadwiger Number
In this section, we prove a lower bound for Clique Contraction and consequently for
Hadwiger Number, defined as follows.
Clique Contraction
Input: A graph G and t ∈ N.
Question: Is there a subset F ⊆ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h ∈ N.
Question: Is the Hadwiger number of G at least as large as h?
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Clique Contraction
Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable to extract analogous statements for other contraction
problems, we will first define a new problem (which will arise in Section 6) along with a special
case of it that is also a special case of Clique Contraction, prove a crucial property of
instances of this problem, and then using this property prove Theorem 5.1 and its corollary.
The definition of the new problem is as follows (see Fig. ?).
Noisy Structured Clique Contraction
Input: A graph G on at least 6n vertices for some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = |B| = n, |C| = |D| = 2n, no vertex in A is adjacent to a vertex in
D, and no vertex in B is adjacent to a vertex in D.
Question: Does there exist a subset F ✓ E(G) of size at most n such that G[A [B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v belong to the same connected component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
as Structured Clique Contraction. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
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Clique Contr ction
Input A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable to extract analogous statements for other contraction
problems, we will first define a new problem (which will arise in Section 6) along with a special
case of it that is also a special case of Clique Contraction, prove a crucial property of
instances of this problem, and then using this property prove Theorem 5.1 and its corollary.
The definition of the new problem is as follows (see Fig. ?).
Noisy Str ctured Clique Contraction
Input: A graph G on at least 6n vertices f r some n 2 N, and a partition (A,B,C,D,E)
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D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B C [D such
that u and v belong to the same connected component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
as Structured Clique Contraction. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that th re exists a vertex u 2 A [ B that is not incident to any edge
i F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at leas 5 + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
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Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) wh re n = |V (G)|.
To make our approach adaptable to extr ct analogous statements for other contraction
problems, we will first define a new problem (which will arise in Sec ion 6) along with a special
case of it that is also a special case of Cliqu Contraction, prove a crucial property of
instances of this problem, and then using this property prove Theorem 5.1 and its corollary.
The definition of the new probl m is s follows (see Fig. ?).
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D, and no vertex in B is adjacent to a vertex in D.
Question: Does there exist a subset F ✓ E(G) of size at most n such that G[A [B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v belong to the same connected component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly ab se not ion so
that G[A [B [ C [ [ ]/F refers to G[A [B [ C [D [X]/(F \ (G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
as Structured Clique Contraction. Not that Structured Clique Co traction i
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well s results in Section 6.
Lemma 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that very vertex in A[B is incident to at least one edge in F . T rg ting
a contradiction, suppose that there exists a vert x u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex i A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Bec use u
is not incident to any dge i F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This i a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A B].
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Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable to extract analogous statements for other contraction
problems, we will first define a new problem (which will arise in Section ) l ith a special
case of it th t is lso a speci l case of Clique Contraction, prove ial property of
in tances of this problem, and then using this property prove Theore . d its corollary.
The definition of the new problem is as follow (see Fig. ?).
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that u and v belong to the same connected component of G[F ]}?
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as Structured Clique Contraction. Note that Structured Clique Contraction is
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property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two prop rties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a cliqu on at least 5n + |X| v rtices. Hence, the de ree of
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Contraction in time no(n) where n = |V (G)|.
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is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
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D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v belong to the same c nected co ponent of G[F ]}?
aNote that F might contain edg outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to t e special case of Noisy Structured Clique C tra ion where E = ;
as Structured Clique Contraction. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as w ll as r sults in Section 6.
Lemma 5.1. Let F be a sol tion to an instance (G,A,B,C,D,E, n) of No sy Structured
Clique Contraction. Then, F is a matc ing of s ze n in G such that each dge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two proper ies f llow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C ]/ , and in partic lar f u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no v rtex in A is adjacent to a vertex in D and o
vertex in B is adjacent to a vertex in D, the degree of a y vertex i A[B, and in part cular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Bec use
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degr in
G[A [B [ C [D [X]. This is a contr diction, thus we get that i deed every vertex i A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A B].
4
Clique Contraction
Input: A graph G and t 2 N.
Qu stion: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Numb r
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove th following statement, where the analogous tatement for Had-
wiger Number will follow as a co ollary.
Theorem 5.1. Unless t ETH is false, t ere does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach daptable to extract analogous statements f r other contraction
problems, we will first define a ne problem ( hich will arise in Section 6) long with a special
case of it that is also a special case of Clique Contraction, prove a crucial property of
instances of this problem, and then using this property prove Theorem 5.1 and its corollary.
fi ition of the new probl m is as follows (see ig. ?).
uctured Clique Contraction
: graph G on at lea t 6n vertices for so , and a partition (A B C D,E)
) such that |A| = |B| = n, |C| = |D| = 2n, rtex in A is adjacent to a v rtex in
, o vertex in B is adjace t to a vertex in .
sti : oes there exist a subset F ✓ E(G) of size at most n such that G[A [B [C [
[ ]/F is a cliq e,a where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v belong to the same connected component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. The , we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer t the special case of Noisy Structured Clique C traction where E = ;
as Structured Clique Con raction. Not that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Stru tured Cliqu Contr cti n exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solut o to an instance (G,A,B,C,D,E, n) of Noisy Struc ured
Clique Co traction. Then, F is a m tching of size n in G such that each edge in F has
one endp int in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a c ntradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last t o properties fo l w from he supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertic s. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should b 5n   1 + |X| in
G[A[B [C [D [X]/F . H w ver, because no v rtex in A is adjacent to a vertex in D and no
v rtex in B is a jacent to a v rt x in D, th degr e of any vertex in A[B, and i particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4   1+ |X| in G[A[B [C [D [X]. Because u
is not ncident to any edge n F , its degree in G[A [B [C [D [X]/F is at most its d gree n
G[A [B [ C [D X]. This is a contradiction, thus w get that deed every vertex in A [B
is incident to at least ne dge in F . rom this, because |F |  and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
4
Clique Contraction
Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable to extract nalogous statements for other contraction
problems, we will first define a new problem (which will arise in Sec ion 6) along with a special
case of it that is also a special case of Cl qu Contraction, prove a cr cial property of
instances of his p oblem, and then using this property prove Theorem 5.1 and its corollary.
The definition of the new problem is as follows (s e Fig. ?).
Noisy St uctured Clique Cont acti n
I put: A graph G on at least 6n vertices for some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = |B| = , |C| = |D| = 2n, no vertex in A is adjacent to a vertex in
D, and no vert x in B is adj cent to a vertex i D.
Ques ion: D es th re exist a subset F ✓ E(G) of size at m st n such that G[A [B [C [
D [X]/F is lique,a wh r X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
t at u and v belong to he same co nected component of [F ]}?
aNote that F might contai edges utside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
hat G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the speci l case of Noisy Structured Clique Contraction where E = ;
as Struc ured Clique Contractio . Note that Structured Clique Contraction is
also a special case f Clique Contr ction.
Solutions to instances of N isy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a s lution to an insta ce (G,A,B, ,D,E, n) of Noisy Structured
Clique Cont action. Then, F is a matching of size n in G s ch that each edge in F has
o e endp nt n A and the oth r in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A B [ C [ D| = 6 , |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(w re he last two prop rties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is cliqu on at least 5n + |X| v rtices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because n vertex in A is adjac nt t a vert x in D and no
vertex in B s adjacent t a ver ex in D, the degree of a y vertex in A[B, and in particular of
u, s at most |A[B|  1+ |C [D|/2 | | = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not i cid nt to any ed e i F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A B [ C [D X]. Th s s a contradic ion, thus we get tha indee every vertex in A [B
is incident to at least on edge n F . From this, b cause |F |  and |A [ B| = 2n, we derive
that is a perfec matching in G[A [B].
4
N 
F gure 3 An instance of Noisy Struc ured Clique Contraction where da hed lines represent
non-edges.
Our objective is to prove the following statement, where the analogous statement for
H dwiger Number (called Theorem 1 in the introducti n) will follow as a corollary.
I Theorem 10. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adapt ble to extract analogous statements for other contraction
problems, we will first define a new problem alled Noisy Structured Clique Contrac-
tion (which will ri e in Appendix C) long with a special case of it that is also a special
case of Clique Co tracti n. Then, we will prove a crucial property of instances of Noisy
Struc u ed Cliqu Contractio , and afterwards we will use this property to prove
Theorem 10 and its corollary. The defini io of the new problem is as follows (see Fig. 3).
Noisy Structured Clique Contraction
Input: A graph G on at least 6n vertices for some n ∈ N, and a partition (A,B,C, ,N)
of V (G) such that |A| = |B| = n, |C| = |D| = 2n, no vertex in A is adjacent to any
vertex in D, d o v rtex in B is adjacent to any vertex in C.
Question: Does th re exist a subset F ⊆ E(G) of size at most n such that G[A ∪B ∪
C ∪D ∪X]/F is a cliqu ,a where X = {u ∈ N : th re exists a vertex v ∈ A ∪B ∪C ∪D
such that u and v b long to the sam c nect d c mpon nt of G[F ]}?
a Note that F might contain edges outside G[A ∪B ∪ C ∪D ∪X]. Then, we slightly abuse notation
so that G[A ∪ ∪C ∪D ∪X]/F r f rs to G[A ∪B ∪C ∪ ∪X]/(F ∩E(G[A ∪B ∪C ∪D ∪X])).
Intuitively, the vertex set X c nsists of the n ise (represented by N) t t “i ter cts” with
non-noise (represented by V (G) \N) throug ontracted edges (in F ), i.e. he v rtic s in N
that lie together with at least on ver ex i V (G) \N in a compon nt that will be contracted
and thereby replaced by a single vertex. We refer to the special case of Noisy Structured
Clique Contraction where N = ∅ as Structured Clique Contraction. Note th t
Structur d Clique Contraction is also a special case of Clique Contraction.
Solutions to instances ofN isy Structur Cl que Contract on exhibit the following
property, which will be crucial in the proof of Theorem 10 as well as results in Section C.
I Lemma 11. Let F be a solution to an instance (G,A,B,C,D,N, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A a d the other in B.
Proof. W first argue that every vertex in A ∪ B is incident to at least one edge in F .
Targeting a contradiction, suppose that there exists a vertex u ∈ A ∪B that is not incident
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Clique Contraction
Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable to extract analogous statements for other contraction
problems, we will first define a new problem (which will arise in Section 6) along with a special
case of it that is also a special case of Clique Contraction, prove a crucial property of
instances of this problem, and then using this property prove Theorem 5.1 and its corollary.
The definition of the new problem is as follows (see Fig. ?).
Noisy Structured Clique Contraction
Input: A graph G on at least 6n vertices for some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = |B| = n, |C| = |D| = 2n, no vertex in A is adjacent to a vertex in
D, and no vertex in B is adjacent to a vertex in D.
Question: Does there exist a subset F ✓ E(G) of size at most n such that G[A [B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v belong to the same connected component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
as Structured Clique Contraction. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
4
Clique Contr ction
Input A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable to extract analogous statements for other contraction
problems, we will first define a new problem (which will arise in Section 6) along with a special
case of it that is also a special case of Clique Contraction, prove a crucial property of
instances of this problem, and then using this property prove Theorem 5.1 and its corollary.
The definition of the new problem is as follows (see Fig. ?).
Noisy Str ctured Clique Contraction
Input: A graph G on at least 6n vertices f r some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A = |B| = n, |C = |D| = 2n, no vertex in A is adjacent to a vertex in
D, and no vertex in B is adjacent to a vertex in D.
Question: Does there exist a subset F ✓ E(G) of size at most n such that G[A B C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B C [D such
that u and v belong to the same connected component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
as Structured Clique Contraction. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that th re exists a vertex u 2 A [ B that is not incident to any edge
i F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at leas 5 + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
4
Clique Contraction
Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) wh re n = |V (G)|.
To make our approach adaptable to extr ct analogous statements for other contraction
problems, we will first define a new problem (which will arise in Sec ion 6) along with a special
case of it that is also a special case of Cliqu Contraction, prove a crucial property of
instances of this problem, and then using this property p ove Theorem 5.1 and its corollary.
The definition of the new probl m is s follows (see Fig. ?).
Noisy Structur d Clique Contraction
Input: A graph G on at least 6n vertices for some 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = |B| = n, |C| = |D| = 2n, no vertex in A is adjacent to a vertex in
D, and no vertex in B is adjacent to a vertex in D.
Question: Does there exist a subset F ✓ E(G) of size at most n such that G[A [B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v belong to the same connected component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly ab se not ion so
that G[A [B [ C [ [ ]/F refers to G[A [B [ C [D [X]/(F \ (G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
as Structured Clique Contraction. Not that Structured Clique Co traction i
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well s results in Section 6.
Lemma 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that very vertex in A[B is incident to at least one edge in F . T rg ting
a contradiction, suppose that there exists a vert x u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex i A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Bec use u
is not incident to any dge i F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This i a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A B].
4
Clique Contraction
Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable to extract analogous statements for other contraction
problems, we will first define a new problem (which will arise in Section ) l ith a special
case of it th t is lso a speci l case of Clique Contraction, prove ial property of
in tances of this problem, and then using this property prove Theore . d its corollary.
The definition of the new problem is as follow (see Fig. ?).
Noisy S ructured Clique Contra tion
Input: A graph G n t least 6n vertices for some n 2 N, and a pa ti , , C,D,E)
of V (G) suc that |A| = |B| = , |C| = |D| = 2n, no vertex in A is adj to a vertex in
D, and no vertex in B is adjacent to a v rtex in D.
Question: Does there exist a subset F ✓ E(G) of size at most n such t t [ [B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 [D such
that u and v belong to the same connected component of G[F ]}?
aNote that F might contain edg s outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer o the special case of Noisy Structur Clique Contraction where E = ;
as Structured Clique Contraction. Note that Structured Clique Contraction is
also a special case of Clique ontraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two prop rties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a cliqu on at least 5n + |X| v rtices. Hence, the de ree of
every vertex in G[A [ [ C [ D X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent t a vertex n D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most | B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. B cause u
is not incident to any dge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one e ge i F . From th s, because |F |  n a d |A [ B| = 2n, we derive
that F is a perfec atching in G[A [B].
4
Clique Contraction
Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Numbe
Input: A graph G and h 2 N.
Question: Is the Hadwiger numb r of G at least as larg as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Nu be will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable to extract analogous statements for other contraction
problems, we will first define a new r blem (which will arise i Section 6) along with a speci l
case of it that is als a special case of Clique Contraction, prove a crucial property of
instances of this problem, and then using this prop rty prove Theorem 5.1 and its orol ary.
The definition of the new problem is as follows (see Fig. ?).
Noisy Structured Clique Con r ction
Input: A graph G on at least 6n vertices for some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = |B| = n, |C| |D| = 2n, no vertex i A is adjacent to a v r ex in
D, and no vertex in B is djacent to a vertex in D.
Question: Does there exist a subset F ✓ E(G) of size at most n such that G[A [B [C
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v belong to the same connected component of G[F ]}?
aN te that F might contain edges outside G[A [ B [ C D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Struc ured Clique Cont action where E = ;
as Structured Cliqu C n raction. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to i stances of Noisy Structured Clique Contraction exhibit the following
property, which will be cr cial in he proof of Theorem 5.1 as w ll as results in Section 6.
Lemma 5.1. Let F be a solution to an i stance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because | [ B C [ D| = 6n, |F |  n and G[A B [ C [ ]/F is a clique
(where the last w properties follow from the supposition that F is a solution), it hol s tha
G[A [ B [ C [ D [ ]/F is clique on a least 5n + |X| vertic s. Hence the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
4
Clique Contraction
Input: A gr ph G and t 2 N.
Question: Does there exist a sub et F ✓ E(G) of size most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Had iger nu ber of G t least as larg as h?
Our bjective is to prove the follo ing s atement, where the a alogous statement for Had-
ger Numb r wil fol ow as a corollary.
Th orem 5.1. Unless the ETH i false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adapt ble t extr ct analog us stateme ts for other contraction
problems, w will first d fine a new problem (which will arise in Sec ion 6) along with a special
case of it that is als a special cas of Clique C ntra tion, prov a crucial property of
instan es his prob em, and then using this property prove Theorem 5.1 and its corollary.
T d finiti n of the new problem is as follows (see Fig. ?).
Noisy Structured Clique Contraction
Input: A graph G on at least 6n vertices for some n 2 N, and a partition (A,B,C,D,E)
of V (G) suc a |A = |B| = | | = |D| = 2 , no vertex in A is adjac nt to a vertex in
D, and no v in B is adjac to a vertex in D.
Question: oes there exist a sub et F ✓ E(G) of size at most n such that G[A [B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v b long to the sa e connected component of G[F ]}?
aNote that F might contai edges outside G[A B [ C [ D [ X]. Th n, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C D [X]/(F \ E(G[A [B [ C [D [X])).
We efer to the special case of Noisy Struct red Clique C action where E = ;
as Structured Clique C n tion. Note that Structu ed Clique Contraction is
also a special case of Clique Contract n.
Solutions to instances of Noisy Structured Cl que Con raction exhibit the following
property, w ich will be cruc al in the proof of Theorem 5.1 as w ll as res lts in Section 6.
Lemm 5.1. Let F be a olution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. The , F i a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incid nt to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B tha is ot incident to any edge
in F . Because A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(whe e the last two p p rti s follow fr m the supposition that F is a olution), it holds that
G[A [ B [ C [ D X]/F is a cliqu on at least 5n + |X| vertices. Hence, the degree of
every vertex in G A B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a v rt x in D, th d gree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[ [C [D [X]. Because u
is ot incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. Th s is a contradiction, thus we g t that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
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Clique Contraction
Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G a d h 2 N.
Question: Is the Hadwiger umb r of G at least as large as h?
Our objective is to prove the following tat ment, where the nalogous statement fo H d-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there do s not exist an algorithm that olves Clique
Contraction in time no(n) where n = |V (G)|.
To make our appr ach adaptable t extract analogous statements for other contraction
problems, we will first define a new problem (which will arise in Section 6) along with a special
case of it that is also a special case of liq e Contr ction, prove a crucial property of
instances of this problem, and then using this pro erty prove Theorem 5.1 a d its corollary.
The definition of the new problem is as follows (see Fig. ?).
Noisy Structured Clique Co traction
Input: A graph G n at least 6n ver ices for some n 2 N, and a pa it o (A,B,C,D,E)
of V (G) such that |A| = |B| = , |C| = |D| = 2 , no vert i A is adjace t to a vertex in
D, and no vertex in B is adjacent to a vertex in D.
Question: Does there exist a s bset F ✓ E(G) of size at most n such that G[A [B [C [
D [X]/F is a clique, where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v belong to th s me connec ed component of G[F ]}?
aNote that F might cont in edges outsid G[A [ B [ C [ D [ X]. Then, we slightly abus notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of oisy Structured Clique Contraction where E = ;
as Structured Clique Contraction. Note that Structured Clique Contraction is
also a special case of Clique Contracti n.
Solutions to instances of Noisy Str ctur d Clique Cont action exhibit th following
property, which will be crucia n the pr of f The rem 5.1 as well as esults in Sec ion 6.
Lemma 5.1. Let F b a solutio to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6 , |F |  and G[A [ B [ C [ D [ X]/F is a clique
(where the last two p operties follow from the suppositio that F s a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the deg e of
every vertex in G[A [ [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a tex in D nd no
vertex in B is adjac t to a vertex in D, the degre f ny ertex in A[B, nd in p r icular of
u, is at most |A[B|  1+ |C D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [ ]/F is t most its degre in
G[A [B [ C [D [X]. This is a co tradic ion, thus we get that indeed every vertex in [B
is incident to at least one edge in F . From this, becau e |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
4
lique Contraction
Input: A graph G and t 2 N.
Question: Does there exis a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Numb
Input: A grap G an 2 N.
Ques ion: Is the Hadwiger number of G at least as large s h?
Our objective is o pr ve the following stateme , where the nalogous tatement for H -
wiger Number ill foll w as a corollary.
Theorem 5.1. Unless the ETH is false, there doe not exist an algorithm th t solves Clique
Contrac ion in time no(n) where n = |V (G)|.
T m ke ur approach adaptabl to extract analogous statements for other contraction
problems, we will first define a n w problem (which will arise in Section 6) along with a special
case of it that i also a sp cial case of lique Contraction, prove a crucial property of
instances of this problem, and then using this property prove Theorem 5.1 and its corollary.
The definitio of the n w problem is as follows (see Fig. ?).
Noisy Structured lique Cont act on
Input: A graph G on at least 6n vertices for so e 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = B n, C| = |D| = 2 , no vertex in A is adj cent to a vertex in
D, and no vertex in B is adj cent to a vertex in D.
Question: Doe there exis a subset F ✓ E(G) of siz at mos n such that G[A B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A B [ C [D such
that u nd v belong to the same connected component of G[F ]}?
aNote t at F might contain edge outside G[A [ B [ C [ D [ X]. Then, we slightly abuse nota ion so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structure lique ontraction where E = ;
as Structured lique Contraction. Note tha Structured lique Contraction is
also a special case of lique Contraction.
Solutions to instances of Noisy Structured lique C ntr ction exhibit the followi g
property, which will be cr cial i the pro f of Theorem 5.1 as we l as results in Sec i n 6.
Lemma 5.1. Let F be a s lutio o an instance (G,A,B,C,D,E, n) of Noisy Str ctured
lique Contraction. Then, F is a matching of size n in G such that each edge in F has
ne e dpoint in A and the oth r in B.
Proof. We first argu that every vertex n A[B is i cident o at l ast o e edge in F . Targeting
a contradicti n, suppos that there exists a vertex u 2 A [ B that is no incident to any edge
in F . Because |A [ B [ C [ D = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition th t F is a s lution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, he degree of
every vertex in G[A B C [ D [ X]/F , nd in particular of u, should be 5n   1 + |X| in
G[A B C [D [X]/F . However, becaus no vert x in A is adj cen to a vertex i D and no
vertex in B is adj cent t a v rtex in D, the degr e of any v rt x in A[B, and in par icular of
u, is at most |A B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A B C [D [X]. ecaus u
is no incid nt to a y edge in F , its degree in G[A B C [D [X]/F is at most its degree in
[A B C [D [X]. This s a contradictio , thu we g t that indeed every vertex in A [B
is incident to at l ast o e edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
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Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
It remains to argue that every edge in F has one endpoint in A and the other in B. Targeting
a contradiction, suppose that this is false. Because F is a perfect matching in G[A [ B], this
means that there exist two vertices a, a0 2 A such that {a, a0} 2 F . By the definition of Noisy
Structured Clique Contraction, neither a nor a0 is adjacent to any vertex inD. Moreover,
note that D ✓ V (G[A[B[C [D[X]/F ). In particular, the vertex of G[A[B[C [D[X]/F
yielded by the contraction of {a, a0} is not adjacent to any vertex of D in G[A[B[C[D[X]/F .
However, this is a contradiction because G[A [B [ C [D [X]/F is a clique.
We are now ready to prove a lower bound for Structured Clique Contraction. Because
this problem is a special case of Clique Contruction, this will directly yield the correctness
of T eorem 5.1.
Lemma 5.2. Unless the ETH is false, there does not exist an algorithm that solves Structured
Cliq e C n raction in time no(n) where n = |V (G)|.
Pro f. Targeting a co tradictio suppose th t there exists an algorithm, denoted by CliConAlg,
tha olves Structu ed Clique Contraction in time no(n). We will show that this implies
the existence of an algorithm, denoted by MatchingAlg, that olves Cross Matching in time
no(n), thereby c ntradicting Lemma 4.1 and nce completing h proof.
We define the execution of MatchingAlg s foll ws. Given an instance (G,A,B) of Cross
M tchi g, MatchingAlg cons ructs n ins ance (H,A,B,C,D, n) of Structured Clique
Contraction as follo s (see Fig. ?):
• L t n = |A|, and K b a cliqu on 4n new vertic s. Let (C,D) be a partition of V (K)
such th t |C| = |D|.
• V (H) = V (G) [ V (K).
• E(H) E(G) [ E(K) [ {{a, c} : a 2 A, c 2 C} [ {{b, d} : b 2 B, d 2 D}.
Then, MatchingAlg calls CliConAlg with (H,A,B,C,D, n) as inp t, and returns the answer of
this call.
First, n te that by c struction, |V (H)| = 6n. Thus, because CliConAlg runs in time
|V (H)|o(|V (H)|)  no(n), it follows that MatchingAlg runs in time no(n).
For the c rrectne s of the algorithm, first suppose that (G,A,B) is a Yes-instance of Cross
Matching. This means tha there exists a perfect matching M in G such that every edge
in M has e endpoi t in A and the other in B, and G/M is a clique. By the definition
of E(H), M ✓ E(H). We will how that H/M is a clique. As |M | = n, this will mean
that (H,A,B,C,D, n) is a Yes-instance of Structured Clique Contraction, which will
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Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D X] F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . How ver, becaus no vertex in A is adjacent to a vertex in D an no
vertex in B is adjacent to a vertex in D, the degree of any v rt x in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
It remains to argue that every edge in F has one endpoint in A and the other in B. Targeting
a contradiction, suppose that this is false. Because F is a perfect matching in G[A [ B], this
means that there exist two vertices a, a0 2 A such that {a, a0} 2 F . By the definition of Noisy
Structur Clique Con raction, neither nor a0 is adjacent to any vertex inD. Moreover,
note that D ✓ V (G[A[B[C [D[X]/F ). In particular, the vertex of G[A[B[C [D[X]/F
yielded by the contraction of {a, a0} is not adjacent to any vertex of D in G[A[B[C[D[X]/F .
Howeve , th s is a contradiction b c use G[A [B [ C [D [X]/F is a clique.
We ar now ready t prove a lower bound for Struc ured Clique Contraction. Because
this problem is a special case of Cliqu Contruction, this will dire tly yield the correctness
of Theorem 5.1.
Lemm 5.2. U less the ETH is false, there does not exist an algorithm that solves Structured
Clique Contraction in time no(n) where n = |V (G)|.
Proof. T rgeting a contradiction, suppose that there exists an algorithm, denoted by CliConAlg,
that solves Stru tured Clique Contraction in ti e no(n). We will show that his implies
the existence of an algorithm, denoted by MatchingAlg, that solves Cross Matching in time
no(n), thereby contradicting Lemma 4.1 and hence completing the proof.
We defi e t e execution of Ma chingAlg as follows. Given an instance (G,A,B) of Cross
Matching, Matchi gAlg constructs an in ta ce (H,A,B,C,D, n) of Structured Clique
Contraction as follows (see Fig. ?):
• L = |A|, and K be clique on 4n new vertices. L t (C,D) be a par ition of V (K)
such that |C| = |D|.
• V (H) = V (G) [ V (K).
• E(H) E(G) [ E(K) [ {{a, c} : a 2 A, c 2 C} [ {{b, d} : b 2 B, d 2 D}.
Then, MatchingAlg calls C iConAlg with (H,A,B,C,D, ) s in ut, a d returns the answer of
this call.
First, te that by constructi n, |V (H)| = 6n. Thus, because CliConAlg runs in time
|V (H)|o(|V (H)|)  no(n), it follows that MatchingAlg runs in ti no(n).
F r the correctness of the algorithm, first suppose th t (G,A,B) is a Yes-instance of Cross
Matching. This means that there exists a perfect matchi g M in G such that every edge
in M has on endpoint in A and he other in B, and G/M is a c ique. By the definition
of E(H), M ✓ E(H). W will show that H/M is a clique. As |M | = n, thi will mean
hat (H, , , C,D, n) is a Yes-instance of S u ured Cliqu C ntractio which will
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Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two proper ies follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in p rticular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
It remains to argue that every edge in F has one endpoint in A and the other in B. Targeting
a con radiction, suppose tha this is false. Because F is a perfect matching in G[A [ B], this
means that there exist two vertices a, a0 2 A such that {a, a0} 2 F . By the definition of Noisy
Structured Clique Contraction, neither a nor a0 is adjacent o any vertex inD. Moreover,
note that D ✓ V (G[A[B[C [D[X]/F ). In particular, the vertex of G[A[B[C [D[X]/F
yielded by the contraction of {a, a0} is not adjacent to any vertex of D in G[A[B[C[D[X]/F .
However, this is a contradiction because G[A [B [ C [D [X]/F is a clique.
We are now ready to prove lower bound for St uctured Clique Contraction. Because
this problem is a special case of Clique Contruction, this will directly yield th correctness
of Theorem 5.1.
Lemma 5.2. Unless the ETH is false, there does not exist an algorithm that solves Structured
C ique Contraction in time no(n) where = |V (G)|.
Proof. Targeting a ntradiction, suppos that there exists an algorithm, denoted by CliConAlg,
that solves Struct red Clique Contraction in time no(n). We will show that this implies
the existence of an algorithm, denoted by MatchingAlg, that solves Cross Matching in time
no(n), thereby co tradicting L ma 4.1 and hence completing the proof.
We define th execution of M t ingAlg as follows. Given an instance (G,A,B) of C oss
Matching, MatchingAlg constructs an instance (H,A,B,C,D, n) of Structured Clique
Contraction as follows (see Fig. ?):
• Let n = |A|, and K be a clique o 4 new vertices. Let (C,D) be a partition of V (K)
such that |C| = |D|.
• V (H) = V (G) [ V (K).
• E(H) = E(G) [ E(K) [ {{a, c} : a 2 A, c 2 C} [ {{b, d} : b 2 B, d 2 D}.
Then, MatchingAlg calls CliConAlg with (H,A,B,C,D, n) as input, and re urns the answer of
this call.
First, note that by construction, |V (H)| = 6n. Thus, because CliConAlg runs in time
| (H)|o(|V (H)|)  n ( ), it follows that MatchingAlg runs in time (n).
For the correctness of the algorithm, first suppose that (G,A,B) is a Yes-instance of Cross
Matching. This means that there exist a perfect matching M i G such that every edge
in M has one endpoint in A and the other in B, and G/M is a clique. By the definition
of E(H), M ✓ E(H). We will show that H/M is a clique. As |M | = n, this will mean
that (H,A,B,C,D, n) is a Yes-instance of Structured Clique Co tract on, which will
5
Figure 4 The constructio of n instance of Structured Clique Co traction in the proof
of Lemma 12 where dashed lines r present non-edges.
to any edge F . Bec u |A∪B ∪C ∪D| = 6 , |F | ≤ and G[A∪B ∪C ∪D ∪X]/F is a
clique (where the last wo properties follow from the supp sition that F is a solution), it
holds that G[A∪B∪C∪D∪X]/F is a clique on at least 5n+ |X| vertices. Hence, the degree
of every vertex in G[A∪B ∪C ∪D ∪X]/F , a d in particular of u, sho ld be 5n− 1+ |X| in
G[A ∪B ∪ C ∪D ∪X]/F . How ver, becaus no vertex in A is a jacent to any vertex in D
and no vertex in B is adjacent to any vertex in C, the degree of any vertex in A ∪B, and in
particular of u, is at most |A∪B|−1+ |C∪D|/2+ |X| = 4n−1+ |X| in G[A∪B∪C∪D∪X].
Because u is not incident to any edge in F , its degree i G[A ∪ B ∪ C ∪ D ∪ X]/F is at
most its degree in G[A ∪B ∪ C ∪D ∪X]. This is a contradiction, thus we get that indeed
every vertex in A ∪B is incident to at least one edge in F . From this, because |F | ≤ n and
|A ∪B| = 2n, we derive that F s a p fect matching in G[A ∪B].
It remains to argue that every edge in F h s one endpoint in A and the other in B.
Targe ing a contradiction, suppose that this is false. Becaus F is perfec matchin in
G[A ∪B], this means that there exist w vertices a, a′ ∈ A such that {a, a′} ∈ F . By the
definition of Noisy Struc ured Cliq e Contr c ion, n ither a nor a′ is adjacent to
any rtex in D. Moreover, n te that ⊆ V (G[A ∪ B ∪ C ∪ D ∪ X]/F ). In particular,
the vertex of G[A ∪B ∪ C ∪D ∪X]/F yielded by the contraction of {a, a′} is n t adjacent
to any vertex of D in G[A ∪ B ∪ C ∪D ∪X]/F . However, this is a contradi tion b c us
G[A ∪ ∪ C ∪D ∪X]/F is a clique. J
We now prov a lower bound for Structured Clique Contraction. Beca se it is a
special case of Clique Contract on, this will dire ly yield the corr ctness of Theorem 10.
I Lemma 12. Unless the ETH is false, there does not exist an algorithm that solves
Structured Clique Contraction in time no(n) where n = |V (G)|.
Proof. Targeting a contradiction, suppos that ther exists an algorithm, denot d by CliCon-
Alg, that solves Structured Clique Contraction in time no( ) where n is the number
of vertices in the input graph. We will show that this implies the existence of an algorithm,
denoted by MatchingAlg, that solves Cross Matching in time no(n) where n is the size of
the set A in the input, thereby contradicting Lemma 8 and hence completing the proof.
We define the execution of MatchingAlg as follows. Given an instance (G,A,B) of Cross
Matching, MatchingAlg constructs an instance (H,A,B,C,D, n) of Structured Cliqu
Contraction as follows (see Fig. 4):
Let n = |A|, and K be a clique on 4n new vertices. Let (C,D) be a partition of V (K)
such that |C| = |D|.
V (H) = V (G) ∪ V (K).
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E(H) = E(G) ∪ E(K) ∪ {{a, c} : a ∈ A, c ∈ C} ∪ {{b, d} : b ∈ B, d ∈ D}.
Then, MatchingAlg calls CliConAlg with (H,A,B,C,D, n) as input, and returns the answer.
First, note that by construction, |V (H)| = 6n. Thus, because CliConAlg runs in time
|V (H)|o(|V (H)|) ≤ no(n), it follows that MatchingAlg runs in time no(n).
For the correctness of the algorithm, first suppose that (G,A,B) is a Yes-instance of
Cross Matching. This means that there exists a perfect matching M in G such that every
edge in M has one endpoint in A and the other in B, and G/M is a clique. By the definition
of E(H), M ⊆ E(H). We will show that H/M is a clique. As |M | = n, this will mean
that (H,A,B,C,D, n) is a Yes-instance of Structured Clique Contraction, which will
mean, in turn, that the call to CliConAlg with (H,A,B,C,D, n) as input returns Yes, and
hence MatchingAlg returns Yes.
Note that V (H/M) = V (K) ∪ V (G/M). To show that H/M is a clique, we consider two
arbitrary vertices u, v ∈ V (H/M), and show that they are adjacent in H/M . If u, v ∈ V (K),
then because K is a clique, it is clear that {u, v} ∈ E(H/M). Moreover, if u, v ∈ G/M , then
because G/M is a clique, it is clear that {u, v} ∈ E(H/M). Thus, one of the vertices u and
v belongs to V (G/M) and the other belongs to V (K). We suppose w.l.o.g. that u /∈ V (K).
Because M is a perfect matching in G such that every edge in M has one endpoint in A
and the other in B, it follows that u resulted from the contraction of the edge between
some a ∈ A and some b ∈ B. If v ∈ C, then {a, v} ∈ E(H), and otherwise v ∈ D and so
{b, v} ∈ E(H). Thus, by the definition of contraction, we conclude that {u, v} ∈ E(H/M).
This completes the proof of the forward direction.
Now, suppose that MatchingAlg returns Yes, which means that the call to CliConAlg with
(H,A,B,C,D, n) returns Yes. Thus, (H,A,B,C,D, n) is a Yes-instance, which means that
there exists a subset F ⊆ E(H) of size at most n such that H/F is a clique. We will show
that F is a perfect matching in G such that every edge in F has one endpoint in A and the
other in B. Because H/F is a clique, this will imply that G/F is a clique and thus that
(G,A,B) is a Yes-instance of Cross Matching. To achieve this, notice that by Lemma 11,
F is a matching of size n in H such that each edge in F has one endpoint in A and the other
in B. Because G = H[A∪B], we have that F is a perfect matching in G. Thus, the proof of
the reverse direction is complete. J
I Corollary 13. Unless the ETH is false, there does not exist an algorithm that solves
Hadwiger Number in time no(n) where n = |V (G)|.
Proof. Targeting a contradiction, suppose that there exists an algorithm, denoted by Hadwi-
gerAlg, that solves Hadwiger Number in time no(n) where n is the number of vertices in
the input graph. We will show that this implies the existence of an algorithm, denoted by
CliConAlg, that solves Clique Contraction in time no(n) where n is the number of vertices
in the input graph, thereby contradicting Theorem 10 and hence completing the proof.
We define the execution of CliConAlg as follows. Given an instance (G, t) of Clique
Contraction, if G is not connected, then CliConAlg returns No, and otherwise it returns
Yes if and only if HadwigerAlg returns Yes when called with (G, |V (G)| − t) as input. Because
the call to HadwigerAlg with input (G, |V (G)| − t) runs in time no(n) where n = |V (G)|, we
have that CliConAlg runs in time no(n) as well.
For the correctness of the algorithm, first observe that if G is not connected, then no
sequence of edge contractions can yield a clique, and hence it is correct to return No. Thus,
now assume that G is connected. First, suppose that (G, t) is a Yes-instance of Clique
Contraction. This means that there exists a sequence of at most t edge contractions that
transforms G into a clique. In particular, this clique must have at least |V (G)| − t vertices,
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and therefore the Hadwiger number of G is at least as large as |V (G)| − t. By the correctness
of HadwigerAlg, its call with (G, |V (G)| − t) returns Yes, and therefore CliConAlg returns Yes.
Now, suppose that CliConAlg returns Yes, which means that the call to HadwigerAlg
with (G, |V (G)| − t) returns Yes. By the correctness of HadwigerAlg, the clique Kh for
h = |V (G)| − t is a minor of G. This means that there is a sequence of vertex deletions, edge
deletions and edge contractions that transforms G into Kh. In particular, this sequence can
contain at most t vertex deletions and edge contractions in total. Furthermore, by replacing
each vertex deletion for a vertex v by an edge contraction for some edge e incident to v (which
exists because G is connected) and dropping all edge deletions, we obtain another sequence
that transforms G into Kh. Because this sequence contains only edge contractions, and at
most t of them, we conclude that (G, t) is a Yes-instance of Clique Contraction. J
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A Preliminaries
For a vector R with L entries and i ∈ {1, . . . , L}, let R[i] be the value of the i-th entry of R.
Unless specified otherwise, bases of logarithms are assumed to be 2.
Given a graph G, let V (G) and E(G) denote its vertex set and edge set, respectively.
Given a subset U ⊆ V (G), let G[U ] denote the subgraph of G induced by U , that is,
V (G[U ]) = U and E(G[U ]) = {{u, v} ∈ E(G) : u, v ∈ U}. Given a subset F ⊆ E(G), let
V (F ) denote the set of vertices that are incident in G to at least one edge in F , and let
G[F ] = G[V (F )]. We say that G contains a graph H as an induced subgraph if there exists
U ⊆ V (G) such that G[U ] and H are identical up to relabelling vertices (more precisely,
isomorphic). The set of neighbors of a vertex u ∈ V (G) is denoted by NG(u), that is,
NG(u) = {v ∈ V (G) : {u, v} ∈ E(G)}. When G is clear from context, we drop it from
subscripts of notations. A matching M in G is subset of E(G) such that no two edges in M
share an endpoint. In case every vertex in V (G) is an endpoint of an edge in M , that is,
|M | = |V (G)|/2, it is said that M is perfect. A function c : V (G)→ N is a proper coloring of
G if for every edge {u, v} ∈ E(G), c(u) 6= c(v). The complement of G, denoted by G, is the
graph with vertex set V (G) and edge set {{u, v} /∈ E(G) : u, v ∈ V (G), u 6= v}.
Given an edge e = {u, v} ∈ E(G), the contraction of e in G is the operation that replaces
u and v by a new vertex that is adjacent to all vertices previously adjacent to u or v (or both),
where the resulting graph is denoted by G/e. In other words, V (G/e) = (V (G)\{u, v})∪{x}
for some new vertex x, and E(G/e) = {{s, t} ∈ E(G) : s, t /∈ {u, v}} ∪ {{s, x} : s ∈
N(u) ∪N(v)}. More generally, given a subset F ⊆ E(G), the contraction of F in G is the
operation that replaces each connected component C of G[F ] by a new vertex xC that is
adjacent to all vertices previously adjacent to at least one vertex in C, where the resulting
graph is denoted by G/F . A graph H is said to be a minor of a graph G if H can be obtained
from G by a series of vertex deletions, edge deletions and edge contractions. For any h ∈ N,
the clique on h vertices is denoted by Kh, and the cycle on h vertices is denoted by Ch. The
Hadwiger number of a graph G is the largest h ∈ N such that Kh is a minor of G.
To obtain (essentially) tight conditional lower bounds for the running times of algorithms,
we rely on the Exponential-Time Hypothesis (ETH) [11, 12]. To formalize its statement,
we remind that given a formula ϕ in conjuctive normal form (CNF) with n variables and
m clauses, the task of CNF-SAT is to decide whether there is a truth assignment to the
variables that satisfies ϕ. In the p-CNF-SAT problem, each clause is restricted to have at
most p literals. Then, ETH asserts that 3-CNF-SAT cannot be solved in time 2o(n).
B Details Omitted from Section 2
We first present the proof of Lemma 7.
Proof of Lemma 7. Targeting a contradiction, suppose that there exists an algorithm,
denoted by LSHAlg, that solves Prop-Col LSH in time no(n) where n = max(|V (G)|, |V (H)|)
for input graphs G and H. We will show that this implies the existence of an algorithm,
denoted by ColAlg, that solves 3-Coloring on graphs of maximum degree 4 in time 2o(n)
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Figure 5 The reduction in Definition 4. The vertices of G are depicted by black shapes, where
each distinct shape represents a different color (say, square is 1, rectangle is 2 and oval is 3), and
the vertices of G˜ are depicted by circles enclosing the vertex sets identifies with them, where the
color of a vertex is the color of its circle (say, black is 1, green is 2, yellow is 3, red is 4, blue is 5
and grey is 6). Edges (of both graphs) are depicted by black lines. (The graph H˜ is not shown).
Then, the function φB is defined as follows: φB(1) = z, φB(2) = φB(5) = w, φB(3) = x, φB(4) = 0,
and φB(6) = y. Moreover, the function φB′ is defined as follows: φB′(1) = φB′(2) = φB′(4) =
u, φB′(3) = v, and φB′(5) = φB′(6) = 0. With respect to B and B′, the labeling ` is defined
as follows: `(B) = {(R, 4) : R[1] 6= 0, R[2] = R[5] 6= 0, R[3] 6= 0, R[4] = 0, R[6] 6= 0}, and
`(B′) = {(R, 5) : R[1] = R[2] = R[4] 6= 0, R[3] 6= 0, R[5] = R[6] = 0}.
where n is the number of vertices of the input graph, which contradicts the ETH and hence
completes the proof.
The execution of ColAlg is as follows. Given an instance G of 3-Coloring on graphs of
maximum degree 4, ColAlg constructs the instance reduce(G) = (G˜, H˜, `) of LSH in Defini-
tion 4 with r = dlogγ(4)(n/ logn)e where n = |V (G)|. By Lemma 5, reduce(G) = (G˜, H˜, `) is
computable in time polynomial in the sizes of G, G˜ and H˜, and has the following properties:
G is a Yes-instance of 3-Coloring if and only if (G˜, H˜, `) is a Yes-instance of LSH.
|V (G˜)| ≤ n/r = O(n/ logn), and |V (H˜)| ≤ γ(4)r = O(n/ logn).
Then, ColAlg calls the polynomial-time algorithm in Lemma 6 with (G˜, H˜, `) to construct
an equivalent instance (G˜, H˜ ′, c
G˜
, c
H˜′ , `) of Prop-Col LSH, where H˜
′ is a subgraph of H˜.
Lastly, ColAlg calls LSHAlg with (G˜, H˜ ′, c
G˜
, c
H˜′ , `) as input, and returns its answer.
Since the instance G of 3-Coloring was argued above to be equivalent to the instance
(G˜, H˜ ′, c
G˜
, c
H˜′ , `) of Prop-Col LSH, the correctness of ColAlg directly follows. For the
running time, denote M = max(|V (G˜)|, |V (H˜)|), and notice that M ≤ O(n/ logn). Thus,
because LSHAlg runs in time Mo(M) ≤ (n/ logn)o(n/ logn) ≤ 2o(n), it follows that ColAlg runs
in time 2o(n). This completes the proof. J
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In the rest of this appendix, we provide the details omitted from Section 2 regarding the
transition Prop-Col LSH to Prop-Col LSI. We begin by adapting the Turing reduction
of [6] from LSH to LSI.
I Lemma 14. There is an 2O(n)-time algorithm that, given an instance (G,H, cG, cH , `)
of Prop-Col LSH, returns 2O(n) instances of Prop-Col LSI having input graphs on at
most n vertices for n := max(|V (G)|, |V (H)|), such that (G,H, cG, cH , `) is a Yes-instance
of Prop-Col LSH if and only if at least one of the returned instances is a Yes-instance of
Prop-Col LSI.
Proof. Given an instance (G,H, cG, cH , `) of Prop-Col LSH, the algorithm works as follows.
Without loss of generality, suppose that V (H) = {1, 2, . . . , |V (H)|}. Let P = {P ∈ N|V (H)|0 :∑|V (H)|
i=1 P [i] = |V (G)|}. That is, P contains every vector with |V (H)| entries that are
non-negative integers whose sum is |V (G)|. Then, for each P ∈ P , the algorithm returns one
instance (G,HP , cG, cHP , `P ) of Prop-Col LSI that is constructed as follows.
The graph HP is constructed from H by replacing each vertex v ∈ V (H) with P [v] copies
of it, denoted v1, v2 . . . vP [v]. (Note that P [v] can be equal to 0). Then, we connect two
vertices vi to uj in HP if and only if v is connected to u in H. That is, V (HP ) = {vi : v ∈
V (H), i ∈ {1, 2, . . . , P [v]}} and E(HP ) = {{ui, vj} : {u, v} ∈ E(H), ui, uj ∈ V (HP )}.
For every vertex ui ∈ V (HP ), let cHP (ui) = cH(u).
For every vertex u ∈ V (G), let `P (u) = {vi ∈ V (HP ) : v ∈ `(u)}.
This completes the description of the algorithm.
First, we consider some P ∈ P and assert that (G,HP , cG, cHP , `P ) is indeed an instance
of Prop-Col LSI. By the construction of V (HP ) and since
∑|V (H)|
i=1 P [i] = |V (G)|, we have
that |V (G)| = |V (HP )|. Clearly, as (G,H, cG, cH , `) is an instance of Prop-Col LSH, we
have that cG is a proper coloring of G. Now, consider an edge {ui, vj} ∈ E(HP ). Then,
{u, v} ∈ E(H), and since cH is a proper coloring of H (as (G,H, cG, cH , `) is an instance
of Prop-Col LSH), this means that cH(u) 6= cH(v). By definition, cHP (ui) = cH(u) and
cHP (vi) = cH(v), and therefore cHP (ui) 6= cHP (vj). Thus, cHP is a proper coloring of HP .
Lastly, consider some vertices u ∈ V (G) and vi ∈ `P (u). By the definition of `P , we have that
v ∈ `(P ). Therefore, as (G,H, cG, cH , `) is an instance of Prop-Col LSH, cG(u) = cH(v).
Thus, because cHP (vi) = cH(v), we have that cG(u) = cHP (vi).
Now, we consider the number of instances returned by the algorithm along with its
running time. Towards this, first note that |P| = (|V (G)|+|V (H)|−1|V (H)|−1 ) ≤ 4n. As the number
of returned instances equals |P|, it is upper bounded by 2O(n) as required. Because each
instance is computed in polynomial time, we also get that the running time of the algorithm
is bounded by 2O(n).
Finally, we consider the correctness of the algorithm. In one direction, suppose that
at least one of the returned instances is a Yes-instance of Prop-Col LSI. Then, there
exists P ∈ P such that (G,HP , cG, cHP , `P ) is a Yes-instance of Prop-Col LSI. Thus,
there exists a bijective function ϕP : V (G)→ V (HP ) such that (i) for every {u, v} ∈ E(G),
{ϕP (u), ϕP (v)} ∈ E(HP ), and (ii) for every u ∈ V (G), ϕP (u) ∈ `P (u). We define a function
ϕ : V (G)→ V (H) as follows: for every u ∈ V (G), let ϕ(u) = v where v ∈ V (H) is the vertex
for which there exists i ∈ {1, 2, . . . , P [v]} such that ϕP (u) = vi. We now verify that ϕ is a
solution to the instance (G,H, cG, cH , `) of Prop-Col LSH. Firstly, by item (i) above, for
every {u, v} ∈ E(G), we have that {xi, yi} ∈ E(HP ) where xi = ϕP (u) and yi = ϕP (v); by
the definition of HP , this means that {x, y} ∈ E(H), and as x = ϕ(u) and y = ϕ(v) (by the
definition of ϕ), we get that {ϕ(u), ϕ(v)} ∈ E(H). Secondly, by item (ii) above, for every
u ∈ V (G), vi ∈ `P (u) where vi = ϕP (u); by the definition of `P , we have that v ∈ `P (u),
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and by the definition of ϕ, we have that v = ϕ(u), therefore ϕ(u) ∈ `(u). Thus, we conclude
that (G,H, cG, cH , `) is a Yes-instance of Prop-Col LSH.
In the other direction, suppose that (G,H, cG, cH , `) is a Yes-instance of Prop-Col LSH.
Then, there exists a function ϕ : V (G) → V (H) such that (i) for every {u, v} ∈ E(G),
{ϕ(u), ϕ(v)} ∈ E(H), and (ii) for every u ∈ V (G), ϕ(u) ∈ `(u). Let P be the vector with
|V (H)| entries where for each i ∈ {1, 2, . . . , |V (H)|}, P [i] = |ϕ−1(i)|. Then, ∑|V (H)|i=1 P [i] =∑|V (H)|
i=1 |ϕ−1(i)| = |V (G)|, and therefore P ∈ P. Choose some arbitrary order < on V (G).
Now, we define a function ϕP : V (G)→ V (HP ) as follows: for every u ∈ V (G), let ϕP (u) = vi
where v = ϕ(u) and i = |{w ∈ V (G) : w ≤ u, v = ϕ(w)}|. It should be clear that ϕP is
a bijection. Moreover, analogously to the previous direction, we assert that (i) for every
{u, v} ∈ E(G), {ϕP (u), ϕP (v)} ∈ E(HP ), and (ii) for every u ∈ V (G), ϕP (u) ∈ `P (u). Thus,
(G,HP , cG, cHP , `P ) is a Yes-instance of Prop-Col LSI, which means that at least one of
the returned instances is a Yes-instance of Prop-Col LSI. J
We are ready to complete the proof of Lemma 2.
Proof of Lemma 2. Targeting a contradiction, suppose that there exists an algorithm, de-
noted by LSIAlg, that solves Prop-Col LSI in time no(n) where where n = max(|V (G)|, |V (H)|)
for input graphs G and H. We will show that this implies the existence of an algorithm, de-
noted by LSHAlg, that solves Prop-Col LSH in time no(n) where n = max(|V (G)|, |V (H)|)
for input graphs G and H, which contradicts Lemma 7 and hence completes the proof.
The execution of LSHAlg is as follows. Given an instance (G,H, cH , cG, `) of Prop-Col
LSH, LSHAlg calls the algorithm in Lemma 14 so that in time 2O(n) it obtains 2O(n) instances
of Prop-Col LSI having input graphs on at most n vertices for n := max(|V (G)|, |V (H)|),
such that (G,H, cG, cH , `) is a Yes-instance of Prop-Col LSH if and only if at least one of
the returned instances is a Yes-instance of Prop-Col LSI. Then, it calls LSIAlg on each of
the returned instances, and returns Yes if and only if at least one of these calls returns Yes.
It should be clear that LSHAlg runs in time no(n) and that it is correct. J
C Lower Bounds for Contraction to Graph Classes Problems
In this section, we prove lower bounds for several cases of the F-Contraction problem,
defined as follows. Here, F is a (possibly infinite) family of graphs.
F-Contraction
Input: A graph G and t ∈ N.
Question: Does there exist a subset F ⊆ E(G) of size at most t such that G/F ∈ F?
Notice that Clique Contraction is the case of F-Contraction where F is the
family of cliques. In this section, we consider the cases of F-Contraction where F is the
family of chordal graphs, interval graphs, proper interval graphs, threshold graphs, trivially
perfect graphs, split graphs, complete split graphs and perfect graphs, also called Chordal
Contraction, Interval Contraction, Proper Interval Contraction, Threshold
Contraction, Trivially Perfect Contraction, Split Contraction, Complete
Split Contraction and Perfect Contraction, respectively. Before we define these
classes formally, it will be more enlightening to first define only the class of chordal graphs
as well as somewhat artificial classes of graphs that will help us prove lower bounds for many
of the classes above in a unified manner.
I Definition 15 (Chordal Graphs). A graph is chordal if it does not contain C` for all
` ≥ 4 as an induced subgraph.
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Clique Contraction
Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable to extract analogous statements for other contraction
problems, we will first define a new problem (which will arise in Section 6) along with a special
case of it that is also a special case of Clique Contraction, prove a crucial property of
instances of this problem, and then using this property prove Theorem 5.1 and its corollary.
The definition of t e new problem is as follows (see Fig. ?).
Noisy Structured Clique Contraction
Input: A graph G on at least 6n vertices for some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = |B| = n, |C| = |D| = 2n, no vertex in A is adjacent to a vertex in
D, and no vertex in B is adjacent to a vertex in D.
Question: Does there exist a subset F ✓ E(G) of size at most n such that G[A [B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v belong to the same connected component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
as Structured Clique Contraction. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
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Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwige Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
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Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable to extract analogous statements for other contraction
problems, we will first define a new problem (which will arise in Section 6) along with a special
case of it that is also a special case of Clique Contraction, prove a crucial property of
instances of this problem, and then using this property prove Theorem 5.1 and its corollary.
The definition of the new problem is as follows (see Fig. ?).
Noisy Structured Clique Contraction
Input: A graph G on at least 6n vertices for some n 2 N, and a partition (A,B,C,D,E)
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that u and v belong to the same co nected component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
as Structured Clique Contraction. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, he degree of
every vertex in G A [ B [ C [ D [ X]/F , and in particular of u, hould b 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a v rtex in D, the deg e of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Bec use u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
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Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
It remains to argue that every edge in F has one endpoint in A and the other in B. Targeting
a contradiction, suppose that this is false. Because F is a perfect matching in G[A [ B], this
means that there exist two vertices a, a0 2 A such that {a, a0} 2 F . By the definition of Noisy
Structured Clique Contraction, neither a nor a0 is adjacent to any vertex inD. Moreover,
note that D ✓ V (G[A[B[C [D[X]/F ). In particular, the vertex of G[A[B[C [D[X]/F
yielded by the contraction of {a, a0} is not adjacent to any vertex of D in G[A[B[C[D[X]/F .
However, this is a contradiction because G[A [B [ C [D [X]/F is a clique.
We are now ready to prove a lower bound for Structured Clique Contraction. Because
this problem is a special case of Clique Contruction, this will directly yield the correctness
of Theorem 5.1.
Lemma 5.2. Unless the ETH is false, there does not exist an algorithm that solves Struc ur d
Clique Contraction in time no(n) where n = |V (G)|.
Proof. Targeting a contradiction, suppose that there exists an algorithm, denoted by CliConAlg,
that solves Structured Clique Contraction in time no(n). We will show that this implies
the existenc of an algorithm, denoted by MatchingAlg, that solves Cross Matching in time
no(n), thereby contradicting Lemma 4.1 and hence completing the proof.
We define the execution of MatchingAlg as follows. Given a instance (G,A,B) of Cross
Matching, MatchingAlg constructs an instance (H,A,B,C,D, n) of Structured Clique
Contraction as follows (see Fig. ?):
• Let n = |A|, and K be a clique on 4n new vertices. Let (C,D) be a partition of V (K)
such that |C| = |D|.
• V (H) = V (G) [ V (K).
• E(H) = E(G) [ E(K) [ {{a, c} : a 2 A, c 2 C} [ {{b, d} : b 2 B, d 2 D}.
Then, MatchingAlg calls CliConAlg with (H,A,B,C,D, n) as input, and returns the answer of
this call.
First, note that by construction, |V (H)| = 6n. Thus, because CliConAlg runs in time
|V (H)|o(|V (H)|)  no(n), it follows that MatchingAlg runs in time no(n).
For the correctness of the algorithm, first suppose that (G,A,B) is a Yes-instance of Cross
Matching. This means that there exists a perfect matching M in G such that every e ge
in M has one endpoint in A and the other in B, and G/M is a clique. By the definition
of E(H), M ✓ E(H). We will show that H/M is a clique. As |M | = n, this will mean
that (H,A,B,C,D, n) is a Yes-instance of Structured Clique Contraction, which will
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Figure 6 A two-cliques graph ( ee Definition 16).
Our first class of gr phs is defined as follows (see Fig. 6).
I Definition 16 (Two-Cliques Graphs). A two-cliques grap is a graph G such that there
exist A,B ⊆ G) such that A ∪ B = V (G), G[A] and G[B] are cliques, and there do not
exist vertices a ∈ A \B and b ∈ B \A such that {a, b} ∈ E(G). The two-cliques class is the
class of all two-cliques graphs.
It should be clear that the two-cliques la s is a subclass of the class of chordal graphs.
Now, we further define a family of classes of g aphs as follows.
I Definition 17 (Non-Trivial Chordal Class). We say that a class of graphs F is non-
trivial chordal if it is a subclass of the cl ss of chordal graphs, d a superclass of the
two-cliques class.
Clearly, the class of cliques is not a non-trivial chordal class, and the class of chordal
graphs is a non-trivial chordal class. The rest of this section is divided as follows. First, in
Section C.1, we prove a lower bou d for any non-trivial chordal class. Then, in Section C.2,
we prove a lower bound for some graph classes that are not non-trivial chordal.
C.1 Non-Trivial Chord l Graph Classe
The main objective of this subsection is to prove the following theorem. Afterwards, we will
derive lower bounds for several known graph classes as corollaries.
I Theorem 18. Let F be any non-trivial chordal graph class. Unless the ETH is false, there
does not exist an algorithm that solves F-Contraction in time no(n) where n = |V (G)|.
For the proof of this theorem, the following well-known p oper y of chordal graphs will
come in handy. This property is a direct consequence of the alternative characterization
of the class of chordal graphs as the class of graphs that admit clique-tree decompositions,
see [9].
I Proposition 19. Let G be a chordal graph, and let u and v be two non-adjacent vertices
in G. Then, G[N(u) ∩N(v)] is a clique.
We are now ready to prove Theorem 18.
Proof of Theorem 18. Targeting a contradiction, suppose that there exists an algorithm,
denoted by NonTrivChordAlg, that solves F-Contraction in time no(n) where n is the
number of vertices in the input graph. We will show that this implies the existence of an
algorithm, denoted by CliConAlg, that solves Structured Clique Contraction in time
no(n) where n is the number of vertices in the input graph, thereby contradicting Lemma 12
and hence completing the proof.
We define the execution of CliConAlg as follows. Given an instance (G,A,B,C,D, n)
of Structured Clique Contraction, CliConAlg constructs an instance (H,n) of F-
Contraction as follows (see Fig. 7):
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Clique Contraction
Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
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Contraction in time no(n) where n = |V (G)|.
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that u and v belong to the same connected component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
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To make our approach adaptable to extract analogous statements for other contraction
problems, we will first define a new problem (which will arise in Section 6) along with a special
case of it that is also a special case of Clique Contraction, prove a crucial property of
instances of this proble , and then using this property p ove Theorem 5.1 and its corollary.
The definition of the new problem i as follows (see Fig. ?).
Noisy Structured Clique Contraction
Input: A graph G on at least 6n vertices for some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = |B| = n, |C| = |D| = 2n, no vertex in A is adjacent to a vertex in
D, and no vertex in B is adjacent to a vertex in D.
Question: Does there exist subset F ✓ E(G) of siz at m st n such that G[A [B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex 2 A [ B [ C [D such
that u and v belong to the same connected omp nent of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the speci l case of Noisy Structured Clique Contraction where E = ;
as Structured Clique Contraction. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solutio to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. T en, F is a matching of size n in G such that ach edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . T rgeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[ [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
4
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Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
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wiger Number will follow as a corollary.
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D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 [D such
that u and v belong to the same connecte compon n of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
as Structured Clique Contrac on. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of N isy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one dge in F . From this, becaus |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
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aNot that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
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(where the last two propertie follow from the s pposition hat F is a solutio ), it holds that
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that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured lique Contraction where E = ;
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also a special case of lique Cont action.
Solutions to instanc s of Noisy Structured lique Contraction exhibit the following
property, whi h will be rucial in the pro f of Theorem 5.1 as we l as results in Section 6.
Lemma 5.1. Let F be a s lutio o an instance (G,A,B,C,D,E, n) of Noisy Structured
lique Contraction. Then, F is a matching of size n in G such that each edge in F has
ne e dpoint in A and the oth r in B.
Proof. We first argu that every vertex n A[B is incident o at l ast o e edge in F . Targ ting
a contradicti n, suppos that there exists v rtex u 2 A [ B that is no in id nt o ny
in F . B cause |A [ B [ C [ D = 6n, |F |  n and G[A [ B [ C [ D X]/F is a clique
(where the last two properties follow from the supposition th t F is a s lution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, he degree of
every vertex in G[A B C [ D [ X]/F , nd in particular of u, should be 5n   1 + |X| in
G[A B C [D [X]/F . However, becaus no vertex in A is adj cent to a vertex i D and no
vertex in B is adj cent to a v rtex in D, the degree f any v rt x in A[B, a d in part cular of
u, is at most |A[B|  1+ | [D|/2+ |X| = 4n  1+ |X| i G[A B [C [D [X]. Because u
is no incident to a y edge in F , its degree in G[A B C [D [X]/F is at mos ts degre in
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Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
It remains to argue that every edge in F has one endpoint in A and the other in B. Targeting
a contradiction, suppose that this is false. Because F is a perfect matching in G[A [ B], this
means that there exist two vertices a, a0 2 A such that {a, a0} 2 F . By the definition of Noisy
Structured Clique Contraction, neither a nor a0 is adjacent to any vertex inD. Moreover,
note that D ✓ V (G[A[B[C [D[X]/F ). In particular, the vertex of G[A[B[C [D[X]/F
yielded by the contraction of {a, a0} is not adjacent to any vertex of D in G[A[B[C[D[X]/F .
However, this is a contradiction because G[A [B [ C [D [X]/F is a clique.
We are now ready to prove a lower bound for Structured Clique Contraction. Because
this problem is a special case of Clique Contruction, this will directly yield the correctness
of Theorem 5.1.
L mma 5.2. Unless the ETH s false, there does not exist an algorithm that solves Structured
Clique Contrac ion in time no(n) where n = |V (G)|.
Proof. Targeting a contradiction, suppose that there exists an algorithm, denoted by CliConAlg,
that olves Structured Clique Contraction in time no(n). We will show that this implies
the exis ence of a algorithm, denoted by MatchingAlg, tha solves Cross Matching in time
no(n), thereby ntr dicting Lemma 4.1 and hence completing the proof.
We define the execution of MatchingAlg as follows. Given an instance (G,A,B) of Cross
Matching, MatchingAlg constructs an instance (H,A,B,C,D, n) of Structured Clique
Contraction as f lows (see Fig. ?):
• L t = |A|, and K be a c iqu o 4n new vertices. Let (C,D) be a partition of V (K)
such that |C| = |D|.
• V (H) = V (G) [ V (K).
• E(H) = E(G) [ E(K) [ {{a, c} : a 2 A, c 2 C} [ {{b, d} : b 2 B, d 2 D}
Then, MatchingAlg calls CliConAlg with (H,A,B,C,D, n) as input, and returns the answer of
this call.
First, note that by construction, |V (H)| = 6n. Thus, because CliConAlg runs in time
|V (H)|o(|V (H)|)  o(n), it follows that MatchingAlg runs in time no(n).
For the c rrectn ss of th algorithm, first uppose that (G,A,B) is a Yes-instance of Cross
Matching. This means that there exists a perfect matching M in such that every edge
in M has one endpoint in A and the other in B, and G/M is a clique. By the definition
of E(H), M ✓ E(H). We will show that H/M is a clique. As |M | = n, this will mean
that (H,A,B,C,D, n) is a Yes-instance of Structured Clique Contraction, which will
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a contradiction, suppose that there exists a vertex u 2 A B that is not incident to ny edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
It remains to argue that every edge in F has one endpoint in A and he other in B. Targeting
a contradiction, suppose that this is false. Because F is a perfect matching in G[A [ B], this
means that there exist two vertices a, a0 2 A such that {a, a0} 2 F . By the definition of Noisy
Structured Clique Contraction, neither a nor a0 is adjacent to any vertex inD. Moreover,
note that D ✓ V (G[A[B[C [D[X]/F ). In particular, the vertex of G[A[B[C [D[X]/F
yielded by the contraction of {a, a0} is not adjacent to any vertex of D in G[A[B[C[D[X]/F .
However, this is a contradiction because G[A [B [ C [D [X]/F is a clique.
We are now ready to prove a lower bound for Structured Clique Contr ction. Because
this problem is a special case of Clique Contruction, this will directly yiel t e correctness
of Theorem 5.1.
Lemma 5.2. Unless the ETH is fals , th re do s not exist an al orithm that solves St uctured
Clique Co tractio in time no(n) where n = |V (G)|.
Proof. Targeting a contradiction, suppose that there exists an algorithm, denoted by CliConAlg,
that solves Structured Cliqu C ntraction in time no(n). We will show that this implies
the existence of an algorithm, denoted by MatchingAlg, t t solves Cross Matching in time
no(n), thereby contradi ting Lemma 4.1 and hence completing the proof.
We define the execution of MatchingAlg as follows. Given an instance (G,A,B) of Cross
Matching, MatchingAlg constructs an instance (H,A,B,C,D, n) of Structured Clique
C ntraction as foll ws (see Fig. ?):
• Let n = |A|, and K be a clique on 4n new vertices. Let (C,D) be a partition of V (K)
such that |C| = |D|.
• V (H) = V (G) [ V (K).
• E(H) = E(G) [ E(K) [ {{a, c} : a 2 A, c 2 C} [ {{b, d} : b 2 B, d 2 D}.
The , MatchingAlg calls CliConAlg with (H,A,B,C,D, n) as inpu , and etur s the answer of
this call.
First, note that by construction, |V (H)| = 6n. Thus, because CliConAlg runs in time
|V (H)|o(|V (H)|)  no(n), it follows that MatchingAlg runs n time no(n).
For the correctness f th algorithm, first suppose that (G,A,B) is a Yes-ins ance of Cross
Matching. This means that there exists a perfect matching M in G such that every edge
in M has one endpoint in A and the other in B, and G/M is a clique. By the definition
of E(H), M ✓ E(H). We will sh w that H/M is a cliqu . As |M | = n, this will mean
that (H,A,B,C,D, n) i a Yes-instance of St uctured Clique Contracti n, which will
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Proof. We first argue that every vertex n A[B is incide t to at least one edge in F . Targeting
a contradic ion, suppose that ther exists a vertex u 2 A [ B that is not incid nt to any edge
in F . ecause |A [ B [ C [ D| = 6n, |F |  n and G[A B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A B [ C [ D [ X]/F is a clique on at least 5n + |X| v rtices. Hence, the degree of
every vertex in G[A B [ C [ D [ X]/F , and in partic lar of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, b cause no vertex in A is adjacent to vertex in D and no
vertex in B is adjacent to a vert x in D, the degree of any vertex A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incid nt to any ed e in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. Th s s a contradiction, thus we get that ind ed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
tha F is a perfect matching in G[A [B].
It r main to argue that every edg in F h s one e poin in A and the other in B. T rgeting
a contradic ion, suppose that this i false. Because F is a perfect matching in G[A [ B], this
m ans hat th re exist two vertices a, 0 2 A such that {a, a0} 2 F . By the definition of Noisy
Structured Clique Con racti n, neither a or a0 is adjac nt to any vertex inD. Moreover,
ote that ✓ V (G[A[B[C [D[X]/F ). In particular, the vertex of G[A[B[C [D[X]/F
yielded by the contraction of {a, a0} is not adjac nt to any vertex of D in G[A[B[C[D[X]/F .
However, this s a contradiction because G[A [B [ C [D [X]/F is a clique.
We are n w ready to p ove a lowe bound for Structured Clique Contraction. Because
this roblem is a special case of Clique Contruction, this will directly yield the correctness
of Theorem 5.1.
Lemma 5.2. Unless the ETH is false, there does n exis an alg ithm tha solves Structured
Clique Con raction in time no(n) where n = |V (G)|.
Proof. Targeting a contradiction, suppose h t there exists an algorithm, de oted by CliConAlg,
that solves Structured Clique Contraction in time no(n). We will show that this implies
the existence of a algorithm, enoted by MatchingAlg, that solves Cross Matching in time
no(n), thereby contradicting Lemma 4.1 and hence completing the proof.
We define the exe ution of MatchingAlg as follows. Given an instance (G,A,B) f Cross
Matchin , MatchingAlg constructs n instance (H,A,B,C,D, ) of Structured Clique
Cont action as follows (see Fig. ?):
• Le n = |A|, and K be a cliqu on 4n n w vertices. Let (C,D) be a partition of V (K)
such that |C| = |D|.
• V (H) = V (G) [ V (K).
• E(H) = E(G) [ E(K) [ {{a, c} : a 2 A, c 2 C} [ {{b, d} : b 2 B, d 2 D}.
Th n, Match ngAlg calls CliConAlg with (H,A,B,C,D, ) as i put, and returns the nswe of
this call.
First, n te that by construction, |V (H)| = 6n. Thus, because Cl ConAlg runs in time
|V (H)| (|V (H)|)  no(n), it follows that MatchingAlg runs in time no(n).
F r the correctn ss of th algori hm, first suppose that ( , A,B) s a Yes-in tance of Cross
Matchi g. This m ans that there exists a perfect matching M in G such that ev ry edge
in M has one endpoint in A and the other in B, and /M is a clique. By the definition
of , M ✓ E(H). We will show that H/M i a clique. As |M | = n, this will mean
that (H,A,B,C,D, n) is a Yes-instance of Structured Clique ontra ion, whic will
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We are now ready to prove Theorem 6.1.
Proof of Theorem 6.1. Targeting a contradiction, suppose that there exists an algorithm, de-
noted by NonTrivCho dAlg, that s lves F-Con raction in time o(n). We will show that this
implies the exis enc of an algorith , denoted by CliConAlg, that solves Structure Clique
C ntractio in ime no(n), thereby c nt adicting Lemma 5.2 nd h nce completing the proof.
We define the executio of CliC nAlgAlg as follows. Given an instance (G,A,B,C,D, n)
of St uctured Clique C ntract on, Cl ConAlgAlg co structs an instance (H,n) of F-
Contraction as follo s (s e Fig. ?):
• Let n = |A|. More v r, le K a d K 0 be two liques, each on 2n new vertices.
• V (H) = V (G) [ V (K) [ V (K 0).
• E(H) = E(G) [ E(K) [ E(K 0) [ {{u, v} : u 2 V (G), v 2 V (K) [ V (K 0)}.
Then, CliConAlg calls NonTrivChordAlg with (H,n) as input, and returns the answer of this call.
F rst, te th t by construction, |V (H)| = 10n. Thu , because NonTriv hordAlg runs in
time |V (H)|o(|V (H)|)  no(n), it follows that CliCo Alg runs i t me no(n).
For the correctness of th algorith , first suppose that (G,A,B,C,D, n) is a Yes-instance
of S ructur d Clique Contraction. This means that there exists a subset F ✓ E(G)
of size at most n such tha G/F is clique. By the d finit n of H, we directly derive that
H/F is a two-cliques graphs, and herefo it belongs to F . Thus, (H,n) is a Yes-instance of
F-Cont action, whic means that the call to NonTrivChordAlg with (H,n) as i put returns
Yes, and hence CliConAlg returns Yes.
N w, suppose that CliConAlg r turns Y s, which mea s t at the ca l to NonTrivChordAlg
wit (H,n) returns Yes. Thus, (H,n) is a Yes-instance, which means that there exists a subset
F ✓ E(H) of size at m uch that H/F 2 F . In particular, H/F is a chordal graph.
Bas d on Pro osition 6.1, we will first s ow that H[A [ B [ C [D [X]/F is a clique, where
X = {u 2 V (K)[ V (K 0) : there exists a vertex v 2 A[B [C [D s ch that u and v belong to
the same connected component of H[F ]}.
Targeting a contradictio , suppose that H[A [ B [ C [ D [ X]/F is not a clique, and
therefore there exist two non-adjacent vertices u and v in this graph. By the definition of X,
H[A [ B [ C [ D [ X]/F is equal to the subgraph of H/F induced by he set of vertices
derived from conn ted components that contain at least one vertex from A [ B [ C [ D. In
particular, u and v are also non-adjacent ve tices in H/F . By Propo ition 6.1, this implies that
(H )[NH/F (u) \ NH/F (v)] is a clique. Let C1 (re p. C2) be the set of connect componen s
of H F ] tha co ain at least one v rtex from V (K1) (resp. V (K2)) . Because |F |  n an
|V (K1)| = |V (K2) = 2n, there exists t least one component C1 2 C1 (resp. C2 2 C2) that does
not contain y v rt x from A [ B C [D. L c1 and c2 be the vertice of H/F yielded by
the replacem n f C1 nd C2, r spect v ly. As all vertices in V (K1) [ V (K2) are adjac nt to
all ertices in A [ B [ C D, we h ve that c1, 2 2 NH/F (u) \ NH/F (v). However, there do
not exist a vertex in V (K1) and a tex in V (K2) that are adjac nt in H, and for every vertex
in V (K1) [ V (K2), i s neighborhood outside this s t is co tained in A [ B [ C [D. Thus, c1
and c2 must be non-adjacent in H/F . However, this is a co tradiction to th argument that
(H/F )[NH/F (u) \NH/F (v)] is a clique. From this, we derive that H[A [B [ C [D [X]/F is
indeed a clique.
Now, notice that (H,A,B,C,D,E, n) where E = V (K1) [ V (K2) is an instance of Noisy
Structured Clique Contraction. Furthermore, since |F |  n and we have already shown
that H[A[B[C[D[X]/F is a clique, we have that F is a solution to this instance. Therefore,
by Lemma 5.1, F is a matching of size n in H such that each edge in F has one endpoint in A
and the other in B. In particular, F ✓ E(G) and hence X = ;. Because G = H[A[B[C [D],
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We are now ready to prove Theorem 6.1.
Proof of T orem 6.1. Targetin a contradiction, suppose that th re exi ts an alg rithm, de-
noted by NonTrivChordAlg, that solves F-Contraction i time no(n). We will sh w that this
implies the existence of an algorithm, denoted by CliConAlg, that solves Structured Clique
Contraction in tim no(n), thereby c tradict g Lemma 5.2 nd hence completing the proof.
We defi e t xecution of CliConAlgAlg as follows. Given an instance (G,A,B,C,D, n)
of Structured Clique C ntr tion, CliConAlgAlg const uc s an i st nce (H,n) of F-
Contractio as follows (se ig. ?):
• Let n = |A|. Moreover, let n 0 be two cliques, each on 2n ew vertices.
• V (H) = V (G) [ V (K) [ V (
• E(H) = E(G) [ E(K) [ ( , v} : u 2 V (G), v 2 V (K) [ V (K 0)}.
Then, liConAlg calls NonTrivChord lg it ( , n) as input, and returns the answer of this call.
First, note that by construction, |V ( )| = 10n. Thus, because NonTrivChordAlg runs in
time |V (H)|o(|V (H)|)  no(n), it follows that CliConAlg runs in time n ( ).
For th correc n ss of the algorith , firs suppose that (G,A,B,C,D, n) is a Yes-instance
of Structur d Cliqu C n rac ion. This m a th t th re exists a subset F ✓ E(G)
of size at most n uch that G/F i a clique. By th definition of H, we directly derive that
H/F is a wo-cliques graphs, nd therefore it belongs o F . Thus, (H,n) is a Yes-instance of
F-Contrac i n, which mea s that the call to NonTrivChordAlg with (H,n) s input returns
Yes, and hence CliConAlg retu ns Yes.
Now, supp s tha CliConAlg returns Yes, which means that the call to NonTrivChordAlg
with (H, ) returns Yes. T us, (H,n) is a Yes-instance, which means that there exists a subset
F ✓ E(H) of s ze at most n uch that H/F 2 F . In particu ar, H/F is a hordal graph.
Bas on Pro osition 6.1, w will fir t show tha H[A [ B [ C [D [X]/F is a lique, where
X = {u 2 V (K)[ V (K 0) : there exists a vertex v 2 A[B [C [D uch that u and v belong to
the same connected component of H[F ]}.
Ta geting a contradi tion, suppose that H[A [ B [ C [ D [ X]/F is not a clique, and
herefore there exist wo non-adjacent vertices u and v n this graph. By the definition of X,
H[A [ B [ C [ D [ X]/F is equal to the subgraph of H/F induced b the set of vertices
derived from connected components that contain at least one v rtex from A [ B [ C [ D. In
particular, u a d v re also n -adjacent vertic s in H/F . By Proposition 6.1, his implies that
(H/F )[NH/F (u) \ NH/F (v)] is a clique. L t C1 (r sp. C2) be the set f connected components
of H[F ] tha contain at least o e vertex from V (K1) (resp. V (K2)) . Becaus |F |  and
|V (K1)| = |V (K2)| = 2n, th re xists t l t one comp en C1 2 C1 (resp. C2 2 C2) that does
ot contain any rtex from A [ B [ C [D. Let c1 and c2 be the vertices of H/F yielded by
the r placement of C1 and C2, resp c ively. As all vertices in V (K1) [ V (K2) are adjacent to
all vertices in A [ B [ C [ D, we have th t c1, c2 2 NH/F (u) \ N /F (v). However, there do
not exist a vertex V (K1) a d a vertex i V (K2) that are djacent in H, and for every vertex
in V (K1) [ V (K2), ts neighborhood ou s de is set is contained in A [ B C [D. Thus, c1
and c2 must b non-adjac nt in H/F . However, this is a contra iction to the argument that
(H/F )[NH/F (u) \NH/F (v)] is a clique. From this, we derive that H[A [B [ C [D [X]/F is
indeed a clique.
Now, notice that (H,A,B,C,D,E, n) where E = V (K1) [ V (K2) is an instance of Noisy
Structured Clique Contraction. Furthermore, since |F |  n and we have already shown
that H[A[B[C[D[X]/F is a clique, we have that F is a solution to this instance. Therefore,
by Lemma 5.1, F is a matching of size n in H such that each edge in F has one endpoint in A
and the other in B. In particular, F ✓ E(G) and hence X = ;. Because G = H[A[B[C [D],
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We re now ready to prove Theor m 6.1.
Proof of Theorem 6.1. Ta eting a contradic ion, suppo e that there exists an algorithm, de-
noted by N Tr ChordAlg, that solves F-C nt ction in time no(n). We will show that this
mpli s the existe ce f an alg rithm, denoted by CliCo Alg, that solves Structured Clique
C ntraction in time no(n), hereby c ntr dicting Lemm 5.2 d hence completing the proof.
We defi e th ex cution of CliC lgAlg as follows. G v n n inst nce (G,A,B,C,D, n)
of Struc ured Clique C ntracti , CliConAlg lg constructs an instance (H,n) of F-
Contractio as follows (see Fig. ?):
• L t n = |A|. M reover, let K and K 0 be two cliques, each on 2n new vertices.
• V (H) = V (G) [ V (K) [ V (K 0).
• E(H) = E(G) [ E K) [ E(K 0) [ {{u, v} : u 2 V (G), v 2 V (K) [ V (K 0)}.
Then, CliC Alg calls No TrivC rdAlg with (H,n) as i put, and returns the answer of this call.
First, ote that by construction, |V (H)| = 10n. Thus, because NonTrivChordAlg runs in
t me |V (H)|o(|V (H)|)  no(n), it fo low that CliConAlg runs n time no(n).
For e corre tness f the algorithm, first suppose that (G,A,B,C,D, n) is a Yes-instance
of S u tured Clique Con r tion. This means that there exists a subset F ✓ E(G)
of size a most such hat G/F is a clique. By the definition of H, we directly derive that
H/F is a two-cliques graphs, and herefor it belongs to F . Thus, (H,n) is a Yes-instance of
-C ntra tion, which means h t the call to NonTrivChordAlg with (H,n) as input returns
Ye , a d hence iCo Alg retu ns Yes.
Now, suppose that Cl o Alg re urns Y s, w ich means that he call to NonTrivChordAlg
wi h (H, ) returns Yes. Thus, (H,n) s a Yes-instance, which means tha there exists a subset
F ✓ E(H) of size at most n such that H/F 2 F . I particular, H/F is a chordal graph.
Based on Proposition 6.1, we will first show that H[A [ B [ C [D [X]/F is a clique, where
X = {u 2 V (K)[ V (K 0) : there exists a vertex v 2 A[B [C [D such that u and v belong to
the same connected compo ent of H[F ]}.
Targeting a contradiction, sup ose that H[ [ B [ C D [ X]/F is not a clique, and
therefor h re exis two non-adjac t v r ices u nd in th s graph. By the definition of X,
[ B [ C [ X]/F is equal t th s bgraph of H/F ind c d by the set of vertices
derived from con ed c mpone ts h ai a l ast on vertex from A [ B [ C [ D. In
p r icular, u and v are als no -adjac n vert ces in H/F . By P position 6.1, this implies that
(H/F )[NH/F (u) \ NH/F (v)] is a cliqu . L t C1 (resp. C2) be the s of conn ct d components
of H[F ] that cont in at least one vertex from V (K1) (re p. V (K2)) . Because |F |  n and
|V (K1)| = |V (K2)| = 2n, there exists at least one component C1 2 C1 (resp. C2 2 C2) that does
not contain any vertex from A [ B [ C [D. Let c1 and c2 be the vertices of H/F yielded by
the replacement of C1 and C2, respectively. As all vertices in V (K1) [ V (K2) are adjacent to
all vertices in A [ B [ C [ , we have that c1, c2 2 NH/F (u) \ NH/F (v). However, there do
not exist a vertex in V (K1) and a vertex in V (K2) that re adjacent in H, and for every vertex
in V (K1) [ V (K2), its neighborhood ou side this set is c ntai ed in A [ B [ C [D. Thus, c1
and c2 must be non-adjacent in H/F . However, this is a contradiction to the argument that
(H/F )[NH/ (u) \NH/F (v)] is a clique. From this, we derive that H[A [B [ C [D [X]/F is
indeed a clique.
Now, notice that (H,A,B,C,D,E, n) where E = V (K1) [ V (K2) is an instance of Noisy
Structured Clique Contraction. Furthermore, since |F |  n and we have already shown
that H[A[B[C[D[X]/F is a clique, we have that F is a solution to this instance. Therefore,
by Lemma 5.1, F is a matching of size n in H such that each edge in F has one endpoint in A
and the other in B. In particular, F ✓ E(G) and hence X = ;. Because G = H[A[B[C [D],
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Clique Contraction
Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of siz at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statemen , where the analogous st e n for Had-
wiger Numb will follow as a corollary.
Theorem 5.1. Unless the ETH is false, th e does not exist an algorithm that s lves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable t extract analogous statements for other contraction
problems, we will first d fine a new problem (which will ris in S ction 6) along with special
case of it that is also a special case of Cliqu Co tracti n, pr ve a crucial prop rty of
instances of this problem, and then using this property prove Theorem 5.1 and its corollary.
The definition of the new problem is as foll w (see Fig. ?).
Noisy Structured Clique Contrac ion
Input: A graph G on at least 6n vertices for some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = |B| = , |C| = |D| = 2n, no vertex in A is adjacent to a vertex in
D, and no vertex in B is adjacent to a vert x in D.
Question: Does there exist a subset F ✓ E(G) of size at most n such that G[A [B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v belong to the same con ected compo ent of G[F ] ?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy S ructu ed Clique Con ractio wher E = ;
as Structured Clique Contraction. Note that Structu ed Clique Contrac ion is
also a special case f Clique Contr c on.
Solutions to instances of Noisy Structur d Clique Con raction exhibit the follo ing
property, which will be crucial in the proof of Theorem 5.1 as w ll as results in Section 6.
Lemma 5.1. Let F be a soluti n to an instance (G,A,B,C,D,E, n) of N isy Struct red
Clique Contraction. Then, F is a matching of siz n i G such that ach edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every ver x in A[B is inc dent o at least n edg in F . T rgeting
a contradiction, suppose tha there xis s a v rtex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6 , |F |  n nd G[A [ B [ C [ D X]/F is a clique
(where the last two properties foll w from the supposition that F is a solutio ), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at east 5n + |X| vertices. Hence, the degree f
every vertex in G[A [ B [ [ D [ X]/F , a d in particula of u, sh uld e 5n   1 + |X| in
G[A[B [C [D [X]/F . How ver, because no vertex i A is adjacen to a v rtex in a d no
vertex in B is adjacent to a vertex in D, the d gree of any v t x i A[B, and i ar cular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C D [X]. B c use u
is not incident to any edge in F , it egre in G[A [B [C [D [X]/F is at m st its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed ev ry vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
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Clique Contraction
Input: A graph G a d t 2 N.
Question: Does there exist a subset F ✓ E(G) of size t most t such that G/F is a cli e?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our bjective is to prov t e foll ing st t m nt, where t a alogous tatement for Had-
iger Number will follow as a corollary.
Theorem 5.1. Unless th ETH is false, th r does not xi t an algorith that s lves Clique
Contracti n in time no( ) where n = |V (G)|.
To make our pp ch adapt ble t extr ct analog us statements for other contraction
problems, we will first define a new problem (which will arise in Section 6) along with a special
c se of it that is als special case of Cliqu C ntra io , prove a crucial property of
instances of this problem, and the using thi pr perty prove Theorem 5.1 and its corollary.
T e definition of t n w problem i as follows (see Fig. ?).
Noisy S ructur d Clique C r ction
Input: A graph G n t leas 6 rtices for s me n 2 N, d a partiti (A,B,C,D,E)
of V (G) such hat |A| = |B| = n, |C| = |D| = 2n, no vertex in A is adjac nt to a vertex in
D, and no vertex in B is adjacent to a vertex in D.
Question: Does ther exi t a subset F ✓ (G of size at most n such that G[A [B [C [
D [X]/F is a clique,a he e X = {u 2 E : there xists a vert x v 2 A [ B [ C [D such
that u and v belong to the sa e co nected component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/ refers o G[A [ [ C D [X]/(F \ E(G[A B [ C D [X])).
We refer to the special case of Noisy St uc ured Clique Contraction where E = ;
as Struc ured Clique C ntr tion. Not that Struct r d Cliqu Co traction is
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Figure 7 The construction f an instanc of F-Contraction in the proof of Theor m 18 where
dashed lines represent non-edges.
Let n = |A|. Moreover, let K and K ′ be two cliques, each on 2n new verti es.
V (H) = V (G) ∪ V (K) ∪ V (K ′).
E(H) = E(G) ∪ E(K) ∪ E(K ′) ∪ {{u, v} : u ∈ V (G), v ∈ V (K) ∪ V (K ′)}.
Th n, CliConAlg alls NonTrivChordAlg with (H,n) as input, and returns the answer of this
call.
F rst, note that by construction, |V (H)| = 10n. Thus, b cause NonTrivChordAlg runs in
time |V (H)|o(|V (H)|) ≤ no(n), it follows that CliConAlg runs in time o(n).
For the c rrectness of the algorithm, first suppose that (G,A,B,C,D, n) is a Yes-instance
of Structured Clique C ntraction. This means that there exists a subset F ⊆ E(G)
of size at most n such that G/F is a clique. By the definition of H, we directly deriv that
H/F is a two- liques ra hs, and therefore it belongs to F . Thus, (H,n) is Yes-insta e
of F-Contraction, which means that the call to NonTrivChordAlg with (H,n) as input
returns Yes, and hence CliConAlg returns Yes.
Now, suppose that CliConAlg returns Yes, whic means that the call to NonTrivCh rdAlg
with ( , ) returns Yes. Thus, (H,n) is a Yes-i stance of F-Contra tion, which means t at
there exis s a subset F ⊆ E(H) of size at most n such that H/F ∈ F . In p rticular, H/F is
a chordal graph. ased on Proposition 19, we will first show that H[A ∪B ∪ C ∪D ∪X]/F
is a clique, where X = {u ∈ V (K) ∪ V (K ′) : there xists a vertex v ∈ A ∪B ∪ C ∪D such
that u and v belong to the same connected component of H[F ]}.
Targe ing a contradiction, suppose that H[A ∪ B ∪ C ∪D ∪X]/F is not clique, and
ther fore there exist two non-adjacent vertices u a d v in this graph. By the definition of X,
H[A ∪ B ∪ C ∪D ∪X]/F s equal to the subgraph of H/F induced by the set of vertices
derived from connected components that contain at least one vertex from A ∪B ∪C ∪D. In
particular, u and v are also on-adjacent vertices in H/F . By Propositio 19, this implies th t
(H/F )[NH/F (u)∩NH/F (v)] is a l que. Let C1 (resp. C2) be he set of conn cted compone ts
of H[F ] that contain at least one ve t x from V (K1) (resp. V (K2)). Because |F | ≤ n and
|V (K1)| = |V (K2)| = 2n, there exists at least one component C1 ∈ C1 (resp. C2 ∈ C2) that
does not contain any vertex from A ∪ B ∪ C ∪ D. Let c1 and c2 be the vertices of H/F
yielded by the replacement of C1 and C2, respectively. As all vertices in V (K1) ∪ V (K2)
are adjacent to all vertices in A ∪ B ∪ C ∪ D, we have that c1, c2 ∈ NH/F (u) ∩ NH/F (v).
However, there do not exist a vertex in (K1) and a vertex in V (K2) that are adjacent in
H, and for every ver ex in V (K1) ∪ V (K2), its neighborhood utside this set is contained
in A ∪ B ∪ C ∪ D. Thus, c1 and c2 mus be non-adjacent in H/F . However, this is a
contradiction to the argument that (H/F )[NH/F (u) ∩NH/F (v)] is a clique. From this, we
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derive that H[A ∪B ∪ C ∪D ∪X]/F is indeed a clique.
Now, notice that (H,A,B,C,D,N, n) where N = V (K1)∪V (K2) is an instance of Noisy
Structured Clique Contraction. Furthermore, since |F | ≤ n and we have already
shown that H[A∪B ∪C ∪D∪X]/F is a clique, we have that F is a solution to this instance.
Therefore, by Lemma 11, F is a matching of size n in H such that each edge in F has one
endpoint in A and the other in B. In particular, F ⊆ E(G) and hence X = ∅. Because
G = H[A ∪ B ∪ C ∪ D], we thus derive that G/F is a clique. Thus, we conclude that
(G,A,B,C,D, n) is a Yes-instance of Structured Clique Contraction. This completes
the proof of the reverse direction. J
Now, we give definitions for several classes of graphs for which lower bounds will follow
from Theorem 19. First, a graph is an interval graph if there exists a set of intervals on
the real line such that the vertices of the graph are in bijection with these intervals, and
there exists edge between two vertices if and only if their intervals intersect. A graph is a
proper interval graph if, in the former definition, we also add the constraint that all intervals
must have the same length. A graph is a threshold graph if it can be constructed from a
one-vertex graph by repeated applications of the following two operations: addition of a
single isolated vertex to the graph; addition of a single vertex that is connected to all other
vertices. A graph is trivially perfect if in each of its induced subgraphs, the maximum size of
an independent set equals the number of maximal cliques.
It is well-known that every graph that is a (proper) interval graph, or a threshold graph,
or a trivially perfect graph, is also a chordal graph (see [9]). Moreover, it is immediate
to verify that the two-cliques class is a subclass of the classes of (proper) interval graphs,
threshold graphs and trivially perfect graphs. Thus, these classes are non-trivial chordal
graphs classes, and therefore Theorem 18 directly implies lower bounds for them as state
below.
I Corollary 20. Unless the ETH is false, none of the following problems admits an algorithm
that solves it in time no(n) where n = |V (G)|: Chordal Contraction, Interval Con-
traction, Proper Interval Contraction, Threshold Contraction and Trivially
Perfect Contraction.
C.2 Other Graph Classes
In Section 4, we have already proved a lower bound for a class of graphs that is not non-trivial
chordal, namely, the class of cliques. In this section, we show that our approach can yield
lower bounds for other classes of graphs that are not non-trivially chordal. For illustrative
purposes, we consider the classes of Split Graphs, Complete Split Graphs and Perfect
Graphs.
A graph G is a split graph if there exists a partition (I,K) of V (G) such that G[I] is
edgeless and G[K] is a clique. In case {{i, k} : i ∈ I, k ∈ K}, we further say that G is a
complete split graph. Notice that the two-cliques class is not a subclass of the class of split
graphs, and hence the class of (complete) split graphs is not non-trivially chordal.
For the class of (complete) split graphs, we prove the following statement.
I Theorem 21. Unless the ETH is false, there does not exist an algorithm that solves Split
Contraction (or Complete Split Contraction) in time no(n) where n = |V (G)|.
Proof. Targeting a contradiction, suppose that there exists an algorithm, denoted by SplitAlg,
that solves Split Contraction (or Complete Split Contraction) in time no(n) where
n is the number of vertices in the input graph. We will show that this implies the existence
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Clique Contraction
Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable to extract analogous statements for other contraction
problems, we will first define a new problem (which will arise in Section 6) along with a special
case of it that is also a special case of Clique Contraction, prove a crucial property of
instances of this problem, and then using this property prove Theorem 5.1 and its corollary.
The definition of the new problem is as follows (see Fig. ?).
Noisy Structured Clique Contraction
Input: A graph G on at least 6n vertices for some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = |B| = n, |C| = |D| = 2n, no vertex in A is adjacent to a vertex in
D, and no vertex in B is adjacent to a vertex in D.
Question: Does there exist a subset F ✓ E(G) of size at most n such that G[A [B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v belong to the same connected component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
as Structured Clique Contraction. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
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Clique Contr ction
Input A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable to extract analogous statements for other contraction
problems, we will first define a new problem (which will arise in Section 6) along with a special
case of it that is also a special case of Clique Contraction, prove a crucial property of
instances of this problem, and then using this property prove Theorem 5.1 and its corollary.
The definition of the new problem is as follows (see Fig. ?).
Noisy Str ctured Clique Contraction
Input: A graph G on at least 6n vertices f r some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A = |B| = n, |C = |D| = 2n, no vertex in A is adjacent to a vertex in
D, and no vertex in B is adjacent to a vertex in D.
Question: Does there exist a subset F ✓ E(G) of size at most n such that G[A B C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B C [D such
that u and v belong to the same connected component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
as Structured Clique Contraction. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that th re exists a vertex u 2 A [ B that is not incident to any edge
i F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at leas 5 + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
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Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
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as Structured Clique Contraction. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solutio to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. T en, F is a matching of size n in G such that ach edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . T rgeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[ [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
4
Clique Contraction
Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
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(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
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is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one dge in F . From this, becaus |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
4
Clique Contraction
Inpu : A graph G and t 2 N.
Question: Does ther exis a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Had iger number of G at least as large as h?
Our objective is to prove following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
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Input: A graph G and t 2 N.
Question: Doe there exist a subset F ✓ E(G) of ize at most such th t G/F is a clique?
Hadwig Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the an logous statement for Had-
wig Number will follow s a c r llary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
C tractio in tim no(n) where n = |V (G)|.
To make our ppro ch adaptable to extract an logous tatements for other contraction
problems, we will first define a new problem (wh ch will ar se in Section 6) along with a special
case of it that is also a pecial case of Clique C traction, prove a crucial property of
ins ances of this problem, and t sing this property p ove Theorem 5.1 and its corollary.
The definitio of he new proble is s foll ws (se . ?).
Noisy Structur d Clique C traction
Input: A gr ph G on at least 6n vertic s for some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = |B| = n, |C| = |D| = 2n, no vertex in A is adjac nt to a vertex in
D, and no v rtex in B is adjac nt to a vertex in D.
Question: Does there exist a subset F ✓ (G) of ize at most n such that G[A [B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v b long to the sam connected component of G[F ]}?
aNote that F might contain edges outside G A [ B [ C [ D [ X]. T en, we lightly abu e notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structur d Clique C traction where E = ;
as Struct r d Clique C trac ion. Note that Structur d Clique Co traction is
also a special case of Clique C tracti n.
Solutions to instances of Noisy Structur d Clique traction xhibit the following
property, which w ll be crucial in the pr of of Theorem 5.1 as well as r sults in Section 6.
Lemma 5.1. Let F be a solut on to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique C n a ion. Th n, F is a match ng of size n in G su that each edg in F has
o e endpoint in A nd th ther in B.
Proof. W first argue that very vertex in A[B is incid nt t at least e edge in F . Targeting
a c tradicti n, suppose that th re xists a vertex u 2 A [ B hat is ot incident to any edge
in F . ecause |A [ B [ C [ D| = 6 , |F |  n and G A [ B C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A B C [ D [ X]/F is a cliqu on at least 5n + |X| vertic . Hence, the degree of
very vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D X]/F Howev r, because no vert x in A is adjacent to a vertex in D and no
vertex in B is adj cent t a ver ex in D, the degre of any vertex i A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is ot incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a c tradiction, thus we get that inde d very vertex in A [B
is incid nt t at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
4
Clique Contraction
Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G a d h 2 N.
Question: Is the Hadwiger numb r of G at least as large as h?
Our objective is to prove the followin state ent, where he nalogous st tement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adap able to extract a alogous statements for other contraction
problems, we will first define a new problem (which will arise in Section 6) along with a special
case of it that is also a special case of Clique Contraction, prove a crucial property of
instances of this problem, and then using this pro erty prove Theorem 5.1 and its c rollary.
The definition of the new problem is s follows (see Fig. ?).
Noisy Structured Clique Co traction
Input: A graph G n at least 6n vertices for some n 2 N, and a pa it o (A,B,C,D,E)
of V (G) such that |A| = |B| = , |C| = |D| = 2 , no v rt i A is adjacent to a vertex in
D, and no vertex in B is adjacent to a vertex in D.
Question: Does there exist a s bset F ✓ E(G) of size at most n such that G[A [B [C [
D [X]/F is a clique, where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v belong to th s me connec ed component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ ]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
as Structured Clique Contraction. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the pr of f Th orem 5.1 s well s results in Section 6.
Lemma 5.1. Let F b a solutio to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every ve tex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not inci e t to any edg
in F . Because |A [ B [ C [ D| = 6 , |F |  and G[A [ B [ C [ D [ X]/F is a clique
(where the last two p operties follow from the suppositio that F s a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the deg e of
every vertex in G[A [ [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . Howev r, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjace t to vertex in D, he degre of ny vertex in A[B, nd in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D X]. B cause u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a co tradic ion, thus w get that indeed every vert x in A [B
is incident to at least one edge in F . rom this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
4
lique Contraction
Input: A graph G and t 2 N.
Question: Does there exis subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Numb
Input: A grap G and 2 .
Ques ion: Is the Hadwiger number of G at least as large s h?
Our objective is o pr ve the following statemen , where the analogous statement for H -
wiger Number ill foll w as a corollary.
Theorem 5.1. Unless the ETH is false, there doe not exist an algorithm that solves Cliqu
Contrac ion in time no(n) where n = |V (G)|.
T m ke ur approach adaptable to extract analogous statements for other contraction
problems, we will first define a n w proble (which will arise in Section 6) along with a special
case of it that i also a sp cial case of lique Contraction, prove a crucial property of
instances of this problem, and then using this property prove T eorem 5.1 a d its or llary.
The definitio of the n w problem is s follows (see Fig. ?).
Noisy Structured lique Contract on
Input: A graph G on at least 6n vertices for some 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = B n, C| = |D| = 2n, o ver ex in A is adj cent to a vertex in
D, and no vertex in B is adj cent to a vertex in D.
Question: Doe there exis a subset F ✓ E(G) of siz at mos n such that G[A B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A B [ C [D such
that u nd v belong to the same connected component of G[F ]}?
aNote t at F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured lique Contraction where E = ;
as Structured lique Contrac ion. Note tha Structured lique Contraction is
also a special case of lique Cont action.
Solutions to instanc s of Noisy Structured lique Contraction exhibit the following
property, whi h will be rucial in the pro f of Theorem 5.1 as we l as results in Section 6.
Lemma 5.1. Let F be a s lutio o an instance (G,A,B,C,D,E, n) of Noisy Structured
lique Contraction. Then, F is a matching of size n in G such that each edge in F has
ne e dpoint in A and the oth r in B.
Proof. We first argu that every vertex n A[B is incident o at l ast o e edge in F . Targ ting
a contradicti n, suppos that there exists v rtex u 2 A [ B that is no in id nt o ny
in F . B cause |A [ B [ C [ D = 6n, |F |  n and G[A [ B [ C [ D X]/F is a clique
(where the last two properties follow from the supposition th t F is a s lution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, he degree of
every vertex in G[A B C [ D [ X]/F , nd in particular of u, should be 5n   1 + |X| in
G[A B C [D [X]/F . However, becaus no vertex in A is adj cent to a vertex i D and no
vertex in B is adj cent to a v rtex in D, the degree f any v rt x in A[B, a d in part cular of
u, is at most |A[B|  1+ | [D|/2+ |X| = 4n  1+ |X| i G[A B [C [D [X]. Because u
is no incident to a y edge in F , its degree in G[A B C [D [X]/F is at mos ts degre in
G[A B C [D [X]. This is a contradicti n, thus we get that ndeed every vertex in A [B
is incident to at l ast o e edge in F . Fro this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
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Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
It remains to argue that every edge in F has one endpoint in A and the other in B. Targeting
a contradiction, suppose that this is false. Because F is a perfect matching in G[A [ B], this
means that there exist two vertices a, a0 2 A such that {a, a0} 2 F . By the definition of Noisy
Structured Clique Contraction, neither a nor a0 is adjacent to any vertex inD. Moreover,
note that D ✓ V (G[A[B[C [D[X]/F ). In particular, the vertex of G[A[B[C [D[X]/F
yielded by the contraction of {a, a0} is not adjacent to any vertex of D in G[A[B[C[D[X]/F .
However, this is a contradiction because G[A [B [ C [D [X]/F is a clique.
We are now ready to prove a lower bound for Structured Clique Contraction. Because
this problem is a special case of Clique Contruction, this will directly yield the correctness
of Theorem 5.1.
L mma 5.2. Unless the ETH s false, there does not exist an algorithm that solves Structured
Clique Contrac ion in time no(n) where n = |V (G)|.
Proof. Targeting a contradiction, suppose that there exists an algorithm, denoted by CliConAlg,
that olves Structured Clique Contraction in time no(n). We will show that this implies
the exis ence of a algorithm, denoted by MatchingAlg, tha solves Cross Matching in time
no(n), thereby ntr dicting Lemma 4.1 and hence completing the proof.
We define the execution of MatchingAlg as follows. Given an instance (G,A,B) of Cross
Matching, MatchingAlg constructs an instance (H,A,B,C,D, n) of Structured Clique
Contraction as f lows (see Fig. ?):
• L t = |A|, and K be a c iqu o 4n new vertices. Let (C,D) be a partition of V (K)
such that |C| = |D|.
• V (H) = V (G) [ V (K).
• E(H) = E(G) [ E(K) [ {{a, c} : a 2 A, c 2 C} [ {{b, d} : b 2 B, d 2 D}
Then, MatchingAlg calls CliConAlg with (H,A,B,C,D, n) as input, and returns the answer of
this call.
First, note that by construction, |V (H)| = 6n. Thus, because CliConAlg runs in time
|V (H)|o(|V (H)|)  o(n), it follows that MatchingAlg runs in time no(n).
For the c rrectn ss of th algorithm, first uppose that (G,A,B) is a Yes-instance of Cross
Matching. This means that there exists a perfect matching M in such that every edge
in M has one endpoint in A and the other in B, and G/M is a clique. By the definition
of E(H), M ✓ E(H). We will show that H/M is a clique. As |M | = n, this will mean
that (H,A,B,C,D, n) is a Yes-instance of Structured Clique Contraction, which will
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We re now ready to prove Theor m 6.1.
Proof of Theorem 6.1. Ta eting a contradic ion, suppo e that there exists an algorithm, de-
noted by N nTr ChordAlg, that solves F-Cont action in time no(n). We will show that this
mpli s the existe ce f an alg rithm, denoted by CliConAlg, that solves Structured Clique
C ntraction in time no(n), hereby c ntr dicting Lemma 5.2 nd hence completing the proof.
We define th ex cution of CliConAlgAlg as follows. Given n inst nce (G,A,B,C,D, n)
of Structured Clique Contracti n, CliConAlgAlg constructs an instance (H,n) of F-
Contractio as follows (see Fig. ?):
• L t n = |A|. M reover, let K and K 0 be two cliques, each on 2n new vertices.
• V (H) = V (G) [ V (K) [ V (K 0).
• E(H) = E(G) [ E(K) [ E(K 0) [ {{u, v} : u 2 V (G), v 2 V (K) [ V (K 0)}.
Then, CliCo Alg calls No TrivCh rdAlg with (H,n) as i put, and returns the answer of this call.
First, ote that by construction, |V (H)| = 10n. Thus, because NonTrivChordAlg runs in
time |V (H)|o(|V (H)|)  no(n), it follows that CliConAlg runs in time no(n).
For e corre tness f the algorithm, first suppose that (G,A,B,C,D, n) is a Yes-instance
of St uctured Clique Contr ction. This means that there exists a subset F ✓ E(G)
of size a most n such hat G/F is a clique. By the definition of H, we directly derive that
H/F is a two-cliques graphs, and herefor it belongs to F . Thus, (H,n) is a Yes-instance of
F-C ntra tion, which means h t the call to NonTrivChordAlg with (H,n) as input returns
Yes, a d hence iCo Alg returns Yes.
Now, suppose that Cl o Alg returns Y s, w ich means that he call to NonTrivChordAlg
wi h (H, ) returns Yes. Thus, (H,n) s a Yes-instance, which means tha there exists a subset
F ✓ E(H) of size at most n such that H/F 2 F . I particular, H/F is a chordal graph.
Based on Proposition 6.1, we will first show that H[A [ B [ C [D [X]/F is a clique, where
X = {u 2 V (K)[ V (K 0) : there exists a vertex v 2 A[B [C [D such that u and v belong to
the same connected compo ent of H[F ]}.
Targeting a contradiction, sup ose that H[ [ B [ C D [ X]/F is not a clique, and
therefor h re exist two non-adjace t v r ices u nd in th s graph. By the definition of X,
H[ B [ C [ X]/F is equal t th s bgraph of H/F induced by the set of vertices
derived from con ted c mpone ts th t co ain at l ast on vertex from A [ B [ C [ D. In
p r icular, u and v are als no -adjac n vert ces in H/F . By P position 6.1, this implies that
(H/F )[NH/F (u) \ NH/F (v)] is a cliqu . L t C1 (resp. C2) be the s of conn ct d components
of H[F ] that cont in at least one vertex from V (K1) (re p. V (K2)) . Because |F |  n and
|V (K1)| = |V (K2)| = 2n, there exists at least one component C1 2 C1 (resp. C2 2 C2) that does
not contain any vertex from A [ B [ C [D. Let c1 and c2 be the vertices of H/F yielded by
the replacement of C1 and C2, respectively. As all vertices in V (K1) [ V (K2) are adjacent to
all vertices in A [ B [ C [ D, we have that c1, c2 2 NH/F (u) \ NH/F (v). However, there do
not exist a vertex in V (K1) and a vertex in V (K2) that are adjacent in H, and for every vertex
in V (K1) [ V (K2), its neighborhood outside this set is contained in A [ B [ C [D. Thus, c1
and c2 must be non-adjacent in H/F . However, this is a contradiction to the argument that
(H/F )[NH/F (u) \NH/F (v)] is a clique. From this, we derive that H[A [B [ C [D [X]/F is
indeed a clique.
Now, notice that (H,A,B,C,D,E, n) where E = V (K1) [ V (K2) is an instance of Noisy
Structured Clique Contraction. Furthermore, since |F |  n and we have already shown
that H[A[B[C[D[X]/F is a clique, we have that F is a solution to this instance. Therefore,
by Lemma 5.1, F is a matching of size n in H such that each edge in F has one endpoint in A
and the other in B. In particular, F ✓ E(G) and hence X = ;. Because G = H[A[B[C [D],
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we thus derive that G/F is a clique. Thus, we conclude that (G,A,B,C,D, n) is a Yes-instance
of Structured Clique Contraction. This completes the proof of the reverse direction.
Now, we give the common definitions for several classes of graphs for which lower bounds
will follow from Theorem 6.1. First, a graph is interval if there exists a set of intervals on the
real line such that the vertices of the graph are in bijection with these intervals, and there exists
edge between two vertices if and only if their intervals intersect. A graph if properly interval
if, in the former definition, we also add the constraint that all intervals must have the same
length. A graph is a threshold graph if it can be constructed from one-vertex graph by epeated
applications of th following two operations: addition of a single isolated vertex to the graph;
addition of a single vertex that is connected to all other vertices. A graph is trivially perfect if
in each of its induced subgraphs, the maximum size of an independent set equals the number of
maximal cliques.
It is well-known that every graph that is a (proper) interval graph, or a threshold graph, or a
trivially perfect graph, is also a chordal graph (see [2]). Moreover, it is immediate to verify that
the two-cliques class is a subclass of the classes of (proper) interval graphs, threshold graphs and
trivially perfect graphs. Thus, these classes are non-trivial chordal graphs classes, and therefore
Theorem 6.1 directly implies lower bounds for them as state below.
Corollary 6.1. Unless the ETH is false, none of the following problems admits an algorithm
that solves it in time no(n) where n = |V (G)|: Chordal Contraction, Interval Con-
traction, Proper Interval Contraction, Threshold Contraction and Trivially
Perfect Contraction.
6.2 Other Graph Classes
In Section 5, we have already proved a lower bound for a class of graphs that is not non-trivial
chordal, namely, the class of cliques. In this section, we show that our approach can yield lower
bounds for other classes of graphs that are not non-trivially chordal. For illustrative purposes,
we consider the classes of Split Graphs, Complete Split Graphs and Perfect Graphs.
A graph G is a split graph if there exists a partition (I,K) of V (G) such that G[I] is edgeless
and G[K] is a clique. I case {{i, k} : i 2 I, k 2 K}, we further say that G is a complete split
graph. No ce that the two-cliques class is not a subclass of the class of split graphs, and hence
the class of (complete) split graphs is not non-trivially chordal.
For the class of (complete) split graphs, we prove the following statement.
Theorem 6.2. Unless the ETH is fals , there does not exist an algorith that solves Split
Contrac ion (or C mpl te Spl t Contracti ) in time no(n) where n = |V (G)|.
Proof. Targeting a contradiction, suppose that there exists an algorithm, denoted by SplitAlg,
that solves Split Con raction (or Compl te Split Contraction) in time no(n). We
will show that this implies th existence of an algorithm, denoted by CliConAlg, that solves
Structured Cliqu Contraction in time no(n), thereby contradicting Lemma 5.2 and hence
completing the pr of.
We define the xe ution of CliConAlgAlg as foll ws. Given an instance ( , A,B,C,D, )
of Structured Clique Contraction, CliConAlgAlg constructs an instance (H,n) of Split
Contraction (or Complete Split Contraction) as follows (see Fig. ?):
• V (H) = V (G) [ S where S is a s t of n+ 2 new vertices.
• E(H) = E(G) [ {{u, v} : u 2 V (G), v 2 S}.
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we thus derive that G/F is a clique. Thus, we conclude that (G,A,B,C,D, n) is a Yes-instance
of Structured Clique Contraction. This completes the proof of the reverse direction.
Now, we give the common definitions for several classes of raphs for which lower bounds
will follow from Theorem 6.1. First, a graph is interval if there exists a set of intervals on the
real line such that the vertices of the graph are in bijection with these intervals, and there exists
edge between two vertices if and only if their intervals intersect. A graph if properly interval
if, in the former definiti n, we also add the constraint that all intervals must have the same
length. A graph is a threshold graph if it can be constructed from a one-vertex graph by repeated
applications of t e following tw operations: addition of a singl isolated vertex to the graph;
addition of a single vertex that is connected t all oth r vertices. A graph is trivially perfect if
in each of its nduced subgraphs, the maximum size of an independent set eq als the number of
maximal cliques.
It is well-known that every graph that is a (proper) interval graph, or a threshold graph, or a
trivially perfect graph, is also a chordal graph (see [2]). Moreover, it is immediate to verify that
the two-cliques class is a subclass of the classes of (proper) interval graph , threshold graphs and
trivially perfect graphs. Thus, these classes are non-trivial chordal graphs classes, and therefore
Theorem 6.1 directly implies lower bounds for them as state below.
Corollary 6.1. Unless the ETH is false, none of the following problems admits an algorithm
that solves it in time no(n) where n = |V (G)|: Chordal Contraction, Interval Con-
traction, Proper Interval Contraction, Threshold Contraction and Trivially
Perfect Contraction.
6.2 Other Graph Classes
In Section 5, we have already proved a lower bound for a class of graphs that is not non-trivial
cho dal, namely, the class of cliques. In this section, we show that our approach can yield lower
bounds for other classes of graphs that are not non-trivially chordal. For illustrative purposes,
we consider the classes of Split Grap s, Complete Split Graphs and Perfect Grap s.
A graph G is a split graph if there exists a partition (I,K) of V (G) such that G[I] is edgeless
and G[K] is a clique. In case {{i, k} : i 2 I, k 2 K}, we further say that G is a complete split
graph. Notice that the two-cliques cl ss is not a subclass of the class of split graphs, and hence
th cl ss of (complete) split graphs is not non-trivially chordal.
For the class of (co plet ) plit gr phs, w prov the following statement.
Th orem 6.2. Unless the ETH is fals , ther does no exi an algorithm th t solves Split
Contr ction (or Complete Split Contraction) in time no(n) where n = |V (G)|.
Pr of. Targeting a contradiction, suppose that there exists l rit , denoted by SplitAlg,
that solves Split Contraction (or C mplete Split Contraction) in time no(n). We
will show that this implies the existence of an algorithm, de oted by CliConAlg, that solves
Structured Clique Con racti n in time no(n), thereby contrad cting Le a 5.2 and hence
completing the pr of.
We defin the exe utio of CliCo AlgAlg as follows. Given an instance (G,A,B,C,D, n)
of Structured Clique Contracti n, liConAlgAlg co structs n instance (H,n) of Split
Contraction (or Complete Split Contraction) as follows (see Fig. ?):
• V (H) = V (G) [ S where S is a set of n+ 2 ne rtices.
• E(H) = E(G) [ {{u, v} : u 2 V (G), v 2 S}.
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Then, CliConAlg calls SplitAlg with (H, ) as input, an returns th a swer of t is call.
First, note that by construction, |V (H)| = 7n + 2. Thus, because SplitAlg runs in time
|V (H)|o(|V (H)|)  no(n), it follows that CliConAlg runs in time no(n).
For the correctness of the algorithm, first suppose that (G,A,B,C,D, ) is a Yes-instance of
Structured Clique Contraction. This means that there exists a subset F ✓ E(G) of size
at most n such that G/F is a clique. By the definition of H, we derive that H/F is a complete
split graph: (S, V (G/F )) is a partition of V (H/F ) where S induc s an independent set, V (G/F )
induces a clique, and every vertex in S is adjacent to every vertex in V (G/F ). Thus, (H,n) is
a Yes-instance of Complete Split Contracti n ( s well as f Split Contracti n), which
means that the call to SplitAlg with (H,n) returns Yes, and hence CliConAlg returns Y s.
Now, suppose that CliConAlg returns Yes, whic means that the call to SplitAlg with (H,n)
returns Yes. Thus, (H,n) is a Yes-instance of Split Co action (even if SplitAlg solves
Complete Split Contraction), which means that there exi s bset F ✓ E(H) of size at
most n such that H/F is a split graph. Let (I,K) be a partition of V (H/F ) into an independent
set and a set of vertices that induce a clique. Because |S| = n+ 2 and H[S] is an independent
set, there exist at leas two vertices s1, s2 2 S tha are not incid nt to any edge in F . As these
vertices are not adjacent to one an ther in H, a d becaus they ar adjacent to all ver ice in
V (G) (and hence to all vertices in V (H/F ) \S), it follows that s1, s2 2 I and V (H/F ) \S ✓ K.
In particular, (H/F )[V (H/F ) \ S] is a clique. Let = {u 2 S : there exists a vertex v 2 V (G)
such that u and v belong to the same connected component of G[F ]}. Then, w have that
H[V (G) [X]/F is a clique.
Now, notice that (H,A,B,C,D, S, n) is an instance of Noisy S ru ured Cliq Con-
traction. Furthermore, since |F |  n and we h ve already shown tha H[A[B[ [D[X]/F is
a clique, we have that F is a olution to this inst nce. Therefor , by Lemma 5.1, F is a match ng
of size n in H such that each edge in F has one endpoint in A and the other in B. In particular,
F ✓ E(G) and hence X = ;. Because G = H[A [ B [ C [ D], we thus derive that G/F is
a clique. Thus, we conclude that (G,A,B,C,D, n) is a Yes-instance of Structured Clique
Contraction. This completes the proof of the reverse direction.
A graph G is a perfect graph if the chromatic number of every induced subgraph of G equals
the size of the largest clique of that subgraph. Here the chr matic numb r of a graph is the
minimum number of colors required to color its vertices so that every pair of adjacent vertices
are assign d di↵erent colors. For the lass of perfect graphs, we prove the followi g statement.
Theor m 6.3. Unless the ETH is false, t re does not exis an algorithm that solves Perfect
Contraction in time no(n) where n = |V (G)|.
Proof. Targeting a contradiction, suppose that there exists an algorithm, denoted by PerfectAlg,
that solves PerfectContraction in time no(n) e will ow that i implies th existence
of an algorithm, denoted by CliConAlg, that solves Structure Clique Contraction in
time no(n), thereby contradicting Lemma 5.2 and hence completing the proof.
We d fine the execu ion of CliConAlgAlg as follows. Given an instance (G,A,B,C,D, n) of
Structured Clique Contraction, CliConAlgAlg constructs an instance (H,n) of Per ect
Contraction as follows (see Fig. ?):
• Let K = {u0 : u 2 V (G)} where each element u0 is a new vertex referred to as the tagged
copy of u. Additionally, let I be a set of n+ 1 new vertices.
• V (H) = V (G) [K [ I.
• E(H) = E(G) [ {{u, u0} : u 2 V (G)} [ {{u0, v0} : u0, v0 2 K} [ {{u, i} : u0 2 V (G), i 2 I}.
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Figure 8 The constructi n of n instance of Split Contraction in th proof of Theor m 21
w ere dashed lines represent non-e ges.
of an algorithm, denoted by CliCo Alg, tha solves St ctured Clique Contracti
in time o(n) where is t number f vertic s in the input r ph, thereby contradicting
Lemma 12 nd hence completing the proof.
We define the execution of CliConAlg as f ll ws. Given a instance (G,A,B,C,D, n) of
Structured C ique Contracti n, CliConAlg constru ts an instance (H,n) of Split
Contraction (or Comp ete Split Co rac ion) as follows (s e Fig. 8):
V (H) = V (G) ∪ S where S is a set of n+ 2 new vertices.
E(H) = E(G) ∪ {{u, v} : u ∈ V (G), v ∈ S}.
Then, CliConAlg calls SplitAlg with (H,n) s input, and returns the answer of this call.
Fir t, n te that by c nstruction, |V (H)| = 7n+ 2. Thus, because SplitAlg runs in tim
|V (H)|o(|V (H)|) ≤ no(n), it follows that CliConAlg runs in time no(n).
For the correctness f the algorithm, first suppose hat (G,A,B,C,D, n) is a Y s-i stance
of S ructured Clique Con raction. is eans that th re exist a subset F ⊆ E(G)
of size at mos n such that G/F is a clique. By the definitio of H, we derive that H/F is a
complete split graph: (S, V (G/F )) is a partition of V (H/F ) whe e S induces an independent
set, V (G/F ) induces a clique, and every vertex in S is adjacent to every vertex in V (G/F ).
Thus, (H,n) is Yes-instance of Complete Split Cont a tion (as w ll as of Split
Co traction), which mean tha th call to SplitAlg wi h (H,n) r turns Yes, and hence
CliConAlg returns Yes.
Now, suppose that CliConAlg returns Yes, which means that the call to SplitAlg with
(H,n) returns Yes. Thus, (H,n) is a Yes-instance of Split Contraction (even if SplitAlg
solves Complete Split Contrac ion), which eans that th re exists a subset F ⊆ E(H)
of size at most n such that H/F is a split graph. Let (I,K) be partition of V (H/F ) into
an ndependent set and a set of vertices that induce a clique. Because |S| = n+ 2 and H[S]
is an independent set, there exist at least two vertices s1, s2 ∈ S that are not incident to
any edge in F . As these vertices are not adjacent to o e another in H, and bec use they
are adjacent to all vert ces in V (G) (and ence to all vertices in V (H/F ) \ S), it follows
that s1, s2 ∈ I and V (H/F ) \ S ⊆ K. In particular, (H/F )[V (H/F ) \ S] is a clique. Let
X = {u ∈ S : there exists a vertex v ∈ V (G) such that u and v belong to the same connected
component of G[F ]}. Then, we have that H[V (G) ∪X]/F is a cliqu .
Now, notice that (H,A,B,C,D, S, n) is an instance of Noisy Structured Clique
Contraction. Furthermore, since |F | ≤ n and we have already shown that H[A ∪B ∪C ∪
D ∪X]/F is a clique, we have that F is solution to this instance. Therefore, by Lemma 11,
F is a matching of size n in H such that each edge in F has one endpoint in A and the other
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Clique Contraction
Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable to extract analogous statements for other contraction
problems, we will first define a new problem (which will arise in Section 6) along with a special
case of it that is also a special case of Clique Contraction, prove a crucial property of
instances of this problem, and then using this property prove Theorem 5.1 and its corollary.
The definition of the new problem is as follows (see Fig. ?).
Noisy Structured Clique Contraction
Input: A graph G on at least 6n vertices for some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = |B| = n, |C| = |D| = 2n, no vertex in A is adjacent to a vertex in
D, and no vertex in B is adjacent to a vertex in D.
Question: Does there exist a subset F ✓ E(G) of size at most n such that G[A [B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v belong to the same connected component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
as Structured Clique Contraction. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
4
Clique Contr ction
Input A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable to extract analogous statements for other contraction
problems, we will first define a new problem (which will arise in Section 6) along with a special
case of it that is also a special case of Clique Contraction, prove a crucial property of
instances of this problem, and then using this property prove Theorem 5.1 and its corollary.
The definition of the new problem is as follows (see Fig. ?).
Noisy Str ctured Clique Contraction
Input: A graph G on at least 6n vertices f r some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A = |B| = n, |C = |D| = 2n, no vertex in A is adjacent to a vertex in
D, and no vertex in B is adjacent to a vertex in D.
Question: Does there exist a subset F ✓ E(G) of size at most n such that G[A B C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B C [D such
that u and v belong to the same connected component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
as Structured Clique Contraction. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that th re exists a vertex u 2 A [ B that is not incident to any edge
i F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at leas 5 + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
4
Clique Contraction
Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger umb r of G at le st a large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable to extract analogous statements for other contraction
problems, we will first define a new problem (which will arise in Section 6) along with a special
case of it that is also a special case of Clique Contraction, prove a crucial property of
instances of this proble , and then using this property p ove Theorem 5.1 and its corollary.
The definition of the new problem i as follows (see Fig. ?).
Noisy Structured Clique Contraction
Input: A graph G on at least 6n vertices for some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = |B| = n, |C| = |D| = 2n, no vertex in A is adjacent to a vertex in
D, and no vertex in B is adjacent to a vertex in D.
Question: Does there exist subset F ✓ E(G) of siz at m st n such that G[A [B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex 2 A [ B [ C [D such
that u and v belong to the same connected omp nent of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the speci l case of Noisy Structured Clique Contraction where E = ;
as Structured Clique Contraction. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solutio to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contraction. T en, F is a matching of size n in G such that ach edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . T rgeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[ [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
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Clique Contraction
Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable to extract analogous statements for other contraction
problems, we will first define a new problem (which will arise in Section ) l ith a special
case of it th t is lso a speci l case of Clique Contraction, prove ial property of
in tances of this problem, and then using this property prove Theore . d its cor llary.
The definition of the new problem is as follow (see Fig. ?).
Noisy S ructured Clique Contraction
Input: A graph G on t least 6n vertices for some n 2 N, and a parti , , C,D,E)
of V (G) such that |A| = |B| = n, |C| = |D| = 2n, no vertex in A is adj to a vertex in
D, and no vertex in B is adjacent to a v rtex in D.
Question: Does there exist a subse F ✓ E(G) of size at most such t t [ [B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 [D such
that u and v belong to the same connecte compon n of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
as Structured Clique Contrac on. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of N isy Structured
Clique Contraction. Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one dge in F . From this, becaus |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
4
Clique Contraction
Inpu : A graph G and t 2 N.
Question: Does ther exis a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: Is the Had iger number of G at least as large as h?
Our objective is to prove following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adaptable to extract analogous statements for other contraction
problems, we will first define a new problem (which will arise in Section 6) along with a special
case of it that is also a special case of Clique ontraction, prove a crucial propert of
instances of this problem, and then using this property prove Theorem 5.1 and its corol
The definition of the new pr blem is as follows ( ee Fig. ?).
Noisy Structured Clique Contraction
Input: A graph G on at least 6n vertices for some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = |B| = n, |C| = |D| = 2n, no vertex in A is adjacent to a vertex in
D, and no vertex in B is adjacent to a vertex in D.
Question: Does there exist a s bset F ✓ E(G) of size at most n such that G[A [B [C [
D [X]/F is a clique,a where X = {u 2 E : th re exists a vertex v 2 A [ B [ C [D such
that u and v belong to the same connected component of G[F ]}?
aNot that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
as Structured Clique C tract on. Note that Struct red Clique Contracti n is
also a special c se of Clique Contra tion.
Solutions to instances of Noisy Structured Clique Contraction exhibit the following
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contractio . Then, F is a m c ing of ize n in G such tha each edge in F has
one endpoint in A and the other in B.
Proof. We first argue t at every vert x in A[B is incident to at leas one edge in F . Targe ing
a contradiction, suppose that there exists a v rtex u 2 A [ B that is ot incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and [ [ B [ C [ D [ X]/F is a clique
(where the last two propertie follow from the s pposition hat F is a solutio ), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Henc , the degree of
every vertex in G[A B [ C [ X]/F , and i particular of u, should be 5n   1 + |X| in
G[A[B [C [D X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex i D, the degree of any vert x in A[B, and in particula of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
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Clique C traction
Input: A graph G and t 2 N.
Question: Doe there exist a subset F ✓ E(G) of ize at most such th t G/F is a clique?
Hadwig Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the an logous statement for Had-
wig Number will follow s a c r llary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
C tractio in tim no(n) where n = |V (G)|.
To make our ppro ch adaptable to extract an logous tatements for other contraction
problems, we will first define a new problem (wh ch will ar se in Section 6) along with a special
case of it that is also a pecial case of Clique C traction, prove a crucial property of
ins ances of this problem, and t sing this property p ove Theorem 5.1 and its corollary.
The definitio of he new proble is s foll ws (se . ?).
Noisy Structur d Clique C traction
Input: A gr ph G on at least 6n vertic s for some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = |B| = n, |C| = |D| = 2n, no vertex in A is adjac nt to a vertex in
D, and no v rtex in B is adjac nt to a vertex in D.
Question: Does there exist a subset F ✓ (G) of ize at most n such that G[A [B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v b long to the sam connected component of G[F ]}?
aNote that F might contain edges outside G A [ B [ C [ D [ X]. T en, we lightly abu e notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structur d Clique C traction where E = ;
as Struct r d Clique C trac ion. Note that Structur d Clique Co traction is
also a special case of Clique C tracti n.
Solutions to instances of Noisy Structur d Clique traction xhibit the following
property, which w ll be crucial in the pr of of Theorem 5.1 as well as r sults in Section 6.
Lemma 5.1. Let F be a solut on to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique C n a ion. Th n, F is a match ng of size n in G su that each edg in F has
o e endpoint in A nd th ther in B.
Proof. W first argue that very vertex in A[B is incid nt t at least e edge in F . Targeting
a c tradicti n, suppose that th re xists a vertex u 2 A [ B hat is ot incident to any edge
in F . ecause |A [ B [ C [ D| = 6 , |F |  n and G A [ B C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A B C [ D [ X]/F is a cliqu on at least 5n + |X| vertic . Hence, the degree of
very vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D X]/F Howev r, because no vert x in A is adjacent to a vertex in D and no
vertex in B is adj cent t a ver ex in D, the degre of any vertex i A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is ot incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a c tradiction, thus we get that inde d very vertex in A [B
is incid nt t at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
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Clique Contraction
Input: A graph G and t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G a d h 2 N.
Question: Is the Hadwiger numb r of G at least as large as h?
Our objective is to prove the followin state ent, where he nalogous st tement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
To make our approach adap able to extract a alogous statements for other contraction
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case of it that is also a special case of Clique Contraction, prove a crucial property of
instances of this problem, and then using this pro erty prove Theorem 5.1 and its c rollary.
The definition of the new problem is s follows (see Fig. ?).
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D [X]/F is a clique, where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v belong to th s me connec ed component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ ]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
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G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the deg e of
every vertex in G[A [ [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
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u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D X]. B cause u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a co tradic ion, thus w get that indeed every vert x in A [B
is incident to at least one edge in F . rom this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
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D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A B [ C [D such
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aNote t at F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured lique Contraction where E = ;
as Structured lique Contrac ion. Note tha Structured lique Contraction is
also a special case of lique Cont action.
Solutions to instanc s of Noisy Structured lique Contraction exhibit the following
property, whi h will be rucial in the pro f of Theorem 5.1 as we l as results in Section 6.
Lemma 5.1. Let F be a s lutio o an instance (G,A,B,C,D,E, n) of Noisy Structured
lique Contraction. Then, F is a matching of size n in G such that each edge in F has
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Proof. We first argu that every vertex n A[B is incident o at l ast o e edge in F . Targ ting
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Proof. We first argue that every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
It remains to argue that every edge in F has one endpoint in A and the other in B. Targeting
a contradiction, suppose that this is false. Because F is a perfect matching in G[A [ B], this
means that there exist two vertices a, a0 2 A such that {a, a0} 2 F . By the definition of Noisy
Structured Clique Contraction, neither a nor a0 is adjacent to any vertex inD. Moreover,
note that D ✓ V (G[A[B[C [D[X]/F ). In particular, the vertex of G[A[B[C [D[X]/F
yielded by the contraction of {a, a0} is not adjacent to any vertex of D in G[A[B[C[D[X]/F .
However, this is a contradiction because G[A [B [ C [D [X]/F is a clique.
We re now ready to prove a lower bound for Structured Clique Contraction. Because
this problem is a special case of Clique Contruction, this will directly yield the correctness
of Theorem 5.1.
Lemma 5.2. Unless the ETH is false, there does not exist an algorithm that solves Structured
Clique Contraction in time no(n) where n = |V (G)|.
Pr of. T rgeting a co tradiction, suppose that there exists an algorithm, denoted by CliConAlg,
that solves Structured Clique Con racti n in time no(n). We will show that this implies
the existe c of an algorithm, denoted by MatchingAlg, that solves Cross Matching in time
no(n), thereby contradicting L mma 4.1 and he ce completing the proof.
W define the execution of MatchingAlg as f llows. Give an instance (G,A,B) of Cross
Matchi g, Mat ingAlg constructs a insta ce (H,A,B,C,D, n) of Structured Clique
Contractio as follows (see Fig. ?):
• Let n = |A|, and K be a clique on 4n new vertic s. Let (C,D) be a partition of V (K)
uch that |C| = |D|.
• V (H) = V (G) [ V (K).
• E(H) = E(G) [ E(K) [ {{a, c} : a 2 A, c 2 C} [ {{b, d} : b 2 B, d 2 D}.
Then, MatchingAlg call CliConAlg with (H,A,B,C, , n) as inp t, and returns the answer of
this call.
First, note that by construction, |V (H)| = 6n. Thus, because CliConAlg runs in time
|V (H)|o(|V (H)|)  no(n), it follows that MatchingAlg runs i time no(n).
For the correctness of the algorithm, first suppose that (G,A,B) is a Yes-instance of Cross
Ma hing. This means that there exists a perfect matching M i G such that every edge
in M has one endpoint in A and the other in B, and /M is a clique. By the definition
of E(H), M ✓ E(H). We will show that H/M is a clique. As |M | = n, this will mean
that (H,A,B,C,D, n) is a Yes-inst nce of Stru ured Clique Contraction, which will
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We re now ready to prove Theor m 6.1.
Proof of Theorem 6.1. Ta eting a contradic ion, suppo e that there exists an algorithm, de-
noted by N nTr ChordAlg, that solves F-Cont action in time no(n). We will show that this
mpli s the existe ce f an alg rithm, denoted by CliConAlg, that solves Structured Clique
C ntraction in time no(n), hereby c ntr dicting Lemma 5.2 nd hence completing the proof.
We define th ex cution of CliConAlgAlg as follows. Given n instance (G,A,B,C,D, n)
of Structured Clique Contracti n, CliConAlgAlg constructs an instance (H,n) of F-
Contractio as follows (see Fig. ?):
• L t n = |A|. M reover, let K and K 0 be two cliques, each on 2n new vertices.
• V (H) = V (G) [ V (K) [ V (K 0).
• E(H) = E(G) [ E(K) [ E(K 0) [ {{u, v} : u 2 V (G), v 2 V (K) [ V (K 0)}.
Then, CliCo Alg calls No Triv h rdAlg with (H,n) as input, and returns the answer of this call.
First, ote that by construction, |V (H)| = 10n. Thus, because NonTrivChordAlg runs in
time |V (H)|o(|V (H)|)  no(n), it follows that CliConAlg runs in tim no(n).
For e corre tness f the algorithm, first suppose that (G,A,B,C,D, n) is a Yes-instance
of St uctured Clique Contr c ion. This means that there exi ts a subset F ✓ E(G)
of size a most n such hat G/F is a clique. By he defi ition of H, we directl derive that
H/F is a two-cliqu s graphs, and her f r it belongs to F . Thus, (H,n) is a Yes-instance of
F-C ntra tion, which means h t the call to NonTrivChord lg with (H,n) as input returns
Yes, a d hence iCo Alg returns Yes.
Now, suppose that Cl o Alg returns Y s, w ich means that he call to NonTrivChordAlg
wi h (H, ) returns Yes. Thus, (H,n) s a Yes-instance, which means tha there exists a subset
F ✓ E(H) of size at most n such that H/F 2 F . I particular, H/F is a chordal graph.
Based on Proposition 6.1, we will first show that H[A [ B [ C [D [X]/F is a clique, where
X = {u 2 V (K)[ V (K 0) : there exists a vertex v 2 A[B [C [D such that u and v belong to
the same connected compo ent of H[F ]}.
Targeting a contradiction, sup ose that H[ [ B [ C D [ X]/F is not a clique, and
therefor h re exist two non-adjace t v r ices u nd in th s graph. By the definition of X,
H[ B [ C [ X]/F is equal t th s bgraph of H/F induced by the set of vertices
derived from con ted c mpone ts th t co ain at l ast on vertex from A [ B [ C [ D. In
p r icular, u and v are als no -adjac n vert ces in H/F . By P position 6.1, this implies that
(H/F )[NH/F (u) \ NH/F (v)] is a cliqu . L t C1 (resp. C2) be the s of conn ct d components
of H[F ] that cont in at least one vertex from V (K1) (re p. V (K2)) . Because |F |  n and
|V (K1)| = |V (K2)| = 2n, there exists at least one component C1 2 C1 (resp. C2 2 C2) that does
not contain any vertex from A [ B [ C [D. Let c1 and c2 be the vertices of H/F yielded by
the replacement of C1 and C2, respectively. As all vertices in V (K1) [ V (K2) are adjacent to
all vertices in A [ B [ C [ D, we have that c1, c2 2 NH/F (u) \ NH/F (v). However, there do
not exist a vertex in V (K1) and a vertex in V (K2) that are adjacent in H, and for every vertex
in V (K1) [ V (K2), its neighborhood outside this set is contained in A [ B [ C [D. Thus, c1
and c2 must be non-adjacent in H/F . However, this is a contradiction to the argument that
(H/F )[NH/F (u) \NH/F (v)] is a clique. From this, we derive that H[A [B [ C [D [X]/F is
indeed a clique.
Now, notice that (H,A,B,C,D,E, n) where E = V (K1) [ V (K2) is an instance of Noisy
Structured Clique Contraction. Furthermore, since |F |  n and we have already shown
that H[A[B[C[D[X]/F is a clique, we have that F is a solution to this instance. Therefore,
by Lemma 5.1, F is a matching of size n in H such that each edge in F has one endpoint in A
and the other in B. In particular, F ✓ E(G) and hence X = ;. Because G = H[A[B[C [D],
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Then, CliConAlg calls SplitAlg with (H,n) as input, and returns the answer of this call.
First, note that by construction, |V (H)| = 7n + 2. Thus, because SplitAlg runs in time
|V (H)|o(|V (H)|)  no(n), it foll ws th CliConAlg runs in tim no(n).
For the correctness of the algorithm, first suppose that (G,A,B,C,D, n) is a Yes-instance of
Structured Clique Contraction. This means that there exists a subset F ✓ E(G) of size
at most n such that G/F is a clique. By the defin tion f H, we d rive t at H/F is a compl t
split graph: (S, V (G/F )) is a partition of V (H/F ) where S induces an independent set, V (G/F )
induces a clique, and every vertex in S is adjacent to every vertex in V ( /F ). Thus, (H,n) is
a Yes-instance of Complete Split Contraction (as well as o Spl Con raction), wh ch
means that the call to SplitAlg with (H,n) returns Yes, and hence CliConAlg returns Yes.
Now, suppose that CliConAlg returns Yes, which me ns that th call to SplitAlg with (H,n)
returns Yes. Thus, (H,n) is a Yes-instance of Split Contraction (even if SplitAlg solves
Complete Split Contraction), which means that there exists a subset F ✓ E(H) of size at
most n such that H/F is a split graph. Let (I,K) be a partition of V (H/F ) into an independent
set and a set of vertices that induce a clique. Because |S| = n+ 2 nd H[S] is an independent
set, there exist at least two vertices s1, s2 2 S that are not incident to any edge in F . As these
vertices are not adjacent to one another in H, a because they ar adjacent to all vertices in
V (G) (and hence to all vertices in V (H/F ) \S), it follows that s1, s2 2 I and V (H/F ) \S ✓ K.
In particular, (H/F )[V (H/F ) \ S] is a clique. Let X = {u 2 S : there exi ts a vertex v 2 V (G)
such that u and v belong to the same connected component of G[F ]}. Then, we hav that
H[V (G) [X]/F is a clique.
Now, notice that (H,A,B,C,D, S, n) is an instance of Noisy Structured Clique Con-
traction. Furthermore, since |F |  n and we have already shown thatH[A[B[C[D[X]/F is
a clique, we have that F is a solution to this instance. Therefore, by Lemma 5.1, F is a matching
of size n in H such that each edge in F has one endpoint in A and the other in B. In particular,
F ✓ E(G) and hence X = ;. Because G = H[A [ B [ C [ D], we thus derive that G/F is
a clique. Thus, we conclude that (G,A,B,C,D, n) is a Yes-instance of Structured Clique
Contraction. This completes the proof of the reverse direction.
A graph G is a perfect graph if the chromatic number of every induced subgrap of G equ ls
the size of the largest clique of that subgraph. Here, the chromatic number of a graph is the
minimum number of colors required to color its vertices so that every pair of adjacent vertices
are assigned di↵erent colors. For the class of perfect graphs, we prove the following statem n .
Theorem 6.3. Unless the ETH is false, there does not exist an algorithm that solves Perfect
Contraction in time no(n) where n = |V (G)|.
Proof. Targeting a contradiction, suppose that there exists an algorithm, denoted by PerfectAlg,
that solves PerfectContraction in time no(n). We will show that this implies the existence
of an algorithm, denoted by CliConAlg, that solves Structured Clique Contra tion in
time no(n), thereby contradicting Lemma 5.2 and hence completi g the proof.
We define the execution of CliConAlgAlg as follows. Given an instance (G,A,B,C,D, n) of
Structured Clique Contraction, CliConAlgAlg constructs an instance (H,n) of Perfect
Contraction as follows (see Fig. ?):
• Let K = {u0 : u 2 V (G)} where each element u0 is a new v rtex eferr d t as th t gged
copy of u. Additionally, let I be a set of n+ 1 new vertices.
• V (H) = V (G) [K [ I.
• E(H) = E(G) [ {{u, u0} : u 2 V (G)} [ {{u0, v0} : u0, v0 2 K} [ {{u, i} : u0 2 V (G), i 2 I}.
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Then, CliConAlg calls SplitAlg with (H,n) as input, and returns the answer of this call.
First, note that by construction, |V (H)| = 7n + 2. Thus, because SplitAlg runs in time
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For the correctness of the algorithm, first suppose that (G,A,B,C, , n) is a Yes-instance of
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In particular, (H/F )[V (H/F ) \ S] is a clique. Let X = {u 2 S : there exists a vertex v 2 V (G)
such that u and v belong to the same connected component of G[F ]}. Then, we have that
H[V (G) [X]/F is a clique.
Now, notice that (H,A,B,C,D, S, n) is an instance of Noisy Structured Clique Con-
traction. Furthermore, since |F |  n and we have already shown thatH[A[B[C[D[X]/F is
a clique, we have that F is a solution to this instance. Therefore, by Lemma 5.1, F is a matching
of size n in H such that each edge in F has one endpoint in A and the other in B. In particular,
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a clique. Thus, we conclude that (G,A,B,C,D, n) is a Yes-instance of Structured Clique
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Then, CliConAlg calls SplitAlg with (H,n) as input, a d ret rns the answer of this call.
First, note that by construction, |V (H)| = 7n + 2. Thus, because SplitAlg runs i time
|V (H)|o(|V (H)|)  no(n), it follows tha CliConAlg run in time no(n).
For the correctness of the algorithm, first suppose that (G,A,B,C,D, n) is a Yes-instance of
Structured Clique Contract on. Th s means that there exists a sub et F ✓ E(G) of ize
at most n such th t G/F is a clique. By the definition of H, we d rive that H/F is a complete
split graph: (S, V (G/F )) is a partition of V (H/F ) where S induces an independent set, V (G/F )
induces a clique, and every vertex in S is adjacent to every vertex in V (G/F ). Thus, (H,n) is
a Yes-instance f Com lete Split Contraction (as ell as of Split Contraction), which
means that the call to SplitAlg with (H,n) returns Yes, and hence CliConAlg returns Yes.
Now, suppose that CliConAlg returns Yes, hich mea s hat the call to SplitAlg with (H,n)
returns Yes. Thus, (H,n) is a Yes-instance of Split Contraction (even if SplitAlg solves
Complete Split Contraction), which means that there exists a subset F ✓ E(H) of size at
most n such that H/F is a split graph. Let (I,K) be a partition of V (H/F ) into an independent
set and a set of vertices that induce a clique. Because |S| = n+ 2 nd H[S] is an independent
set, there exist at least two vertices s1, s2 2 S that are not incident to any edge in F . As these
vertices are not adjacent to one another in H, and because they are adjacent to all vertices in
V (G) (and hence to all vertices in V (H/F ) \S), it follows that s1, s2 2 I and V (H/F ) \S ✓ K.
In particular, (H/F )[V (H/F ) \ S] is a clique. Let X = {u 2 S : there exists a vertex v 2 V (G)
such that u and v belong to the same connected component of G[F ]}. Then, we have that
H[V (G) [X]/F is a clique.
Now, notice that (H,A,B,C,D, S, n) is an instance of Noisy Structured Clique Con-
traction. Furthermore, since |F |  n and we have already shown thatH[A[B[C[D[X]/F is
a clique, we have that F is a solution to this instance. Therefore, by Lemma 5.1, F is a matching
of size n in H such that each edge in F has one endpoint in A and the other in B. In particular,
F ✓ E(G) and hence X = ;. Because G = H[A [ B [ C [ D], we thus derive that G/F is
a clique. Thus, we conclude that (G,A,B,C,D, n) is a Yes-instance of Structured Clique
Contraction. This completes the proof of the reverse direction.
A graph G is a perfect graph if the c rom tic number of every induced subgraph of G equals
the size of the largest clique of that subgraph. Here, the chromatic number of a graph is the
minimum number of colors required to color its vertices so that every pair of adjacent vertices
are assigned di↵er n col rs. For the class of perfect raphs, w prove the follo ing statem t.
Theorem 6.3. Unless the ETH is false, ther does not exist an algorithm that s lves Perf ct
Contraction in time no(n) where n = |V (G)|.
Proof. Targeting a contradictio , sup os that there xists an algorithm, denoted by Perf ctAlg,
that solves PerfectContraction in time no(n). We will show that this implies the existence
of an algorithm, denoted by Cli onAlg, that s lves Structured Cliq C ntrac ion in
time no(n), thereby contradicting Lemma 5.2 and hence completing the proof.
We define the execution of CliConAlgAlg as follows. Given an instance (G,A,B,C,D, ) of
Structured Clique Contraction, CliConAlgAlg constr cts an instance (H,n) of Perfect
Contraction as follows (see Fig. ?):
• Let K = {u0 : u 2 V (G)} where each element u0 is a new vert x referred to as the tagged
copy of u. Additionally, let I be a set f n+ 1 new ve ic s.
• V (H) = V (G) [K [ I.
• E(H) = E(G) [ {{ , u0} : u 2 V (G)} [ {{u0, v0} : u0, v0 2 K} [ {{u, i} : u0 2 V (G), i 2 I}.
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Clique Contraction
Inpu : A gr ph G nd t 2 N.
Qu stion: Does th re exist a subse F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Nu
Input: A g aph G and h 2 N.
Question: Is t Had iger numb r of G at least as large as h?
Our objective is t prov the f llowing stat ment, where the analogous statement for Had-
wiger Number will follow as a corollary.
T em 5.1. Unl ss the ETH is false, there d e not xist an algorithm that solves Clique
C ntr c ion in ti no(n) where = |V (G)|.
To make our approach adaptable to extrac analogous statements for other contraction
probl ms, we will first define a new problem (which will arise in Section 6) along with a special
case of it tha is also a special case of Clique Con a ion, prove a crucial property of
instan es of this problem, and then using this property prov Theorem 5.1 and its corollary.
The definitio of the n w problem s as follows (see Fig. ?).
Noisy S ructured Clique Con raction
In ut: A graph G on at least 6n vertices for some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = |B| = n, |C| = |D| = 2n, no vertex in A is adjacent to a vertex in
D, and no vertex in B is adjacent to a vertex in D.
Question: Does there exist a subset F ✓ E(G) of size at most n such that G[A [B [C [
D [X]/F is a clique, where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u and v belong to the same connected component of G[F ]}?
aNote that F might contain edges out ide G[A [ B [ C [ D X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
as Structu ed lique ontraction. Note that Structured Clique Contraction is
also a special case of Clique Contraction.
Solutions to i stanc s f Noisy Structured lique ontraction exhibit the f llowing
property, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemma 5.1. Let F be a solut on to an instance (G,A,B,C,D,E, ) of Noisy Structured
Clique Contra n. Then, F is a matching of ize n in G such that each edge in F has
one endp int i A d the other in B.
Proof. We first rgue t at every vertex in A[B is incident to at least one edge in F . Targeting
a contradic ion, suppose that there exists a v rtex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the supposition that F is a solution), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . owever, b c us no vert x in A is adjacent to a vertex in D and no
vertex n B is adjacent t a vertex in D, the degree of any vertex in A[B, and in particular of
, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not cident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. T is is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge i F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
4
Cliqu Con raction
Input A graph G and 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
H dwig r Number
Input: A gr ph G and h 2 N.
Questio : Is the Hadwiger number of G at least as large as h?
Our objective is to prove the following statement, where the analogous statement for Had-
iger Number will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there d es not xist an algorithm that solves Clique
Contraction in time no(n) where n = |V (G)|.
T make our approach adaptable to extract analogous statements f r other contraction
problems, we will first d fine a new problem (which will arise in Section 6) along with a special
case of it tha is lso a speci l case of Clique Contraction, prove crucial property of
instances of this problem, and then using this pr perty prove Theorem 5.1 and its corollary.
The definition of the new problem is as follows (see Fig. ?).
Noisy Str ctured Cliqu C nt action
Input: A graph G on at least 6n vertices f r some n 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A = |B| = n, |C = |D| = 2n, no vertex in A is adjacent to a vertex in
D, and o vertex in B is adjacent to a vertex in D.
Question: Does there exist a subset F ✓ E(G) of size at most n such that G[A B C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B C [D such
that u and v belong to the same connected com onent of G[F ]}?
aNote that F might contain edge outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
W efer to e special ca e of Noi y S ructured Clique Contraction where E = ;
as Struc ured Clique Contraction. Note th t Structured Clique ontraction is
also a special case of Clique Contraction.
Solutions to instances of Noisy Struc ur d Clique Contraction exhibit the following
perty, which will be crucial in the proof of Theorem 5.1 as well as results in Section 6.
Lemm 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Contracti . Then, F is a matching of size n in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first rgue t at every vertex in A[B is incident to at least one edge in F . Targeting
a contradiction, suppose that th re exists a vertex u 2 A [ B that is not incident to any edge
i F . Because |A [ B [ C [ D| = 6n, |F |  n and G[A [ B [ C [ D [ X]/F is a clique
(where the last two properties follow from the suppos tion that F is a solution), it holds that
G[ [ [ C [ D [ X]/ is cliq e on at leas 5 + |X| vertices. Hence, the degree of
every v rtex i G[A [ B [ C [ [ ]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D X]/ . However, because no vertex in A is adjacent to a vertex in D and no
tex in is adjacent to a vertex i D, the egree of any v rt x i A[B, and in particular of
u, is t most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| i G[A[B [C [D [X]. Because u
is not incident to y edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a contr dic ion, thus we get that i deed every vertex in A [B
is incident to at least one edge in F . From this because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A B].
4
Clique Contraction
Input: A graph G and t 2 N.
Que tion: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwiger Number
Input: A graph G and h 2 N.
Question: I the Hadwiger number of at leas as large s h?
Ou objective is to prove the following statement, where the analogous statement for Had-
wiger Number will follow as a cor ll ry.
The r m 5.1. Unless the E H i false, ther does not exist an algorithm that solves Clique
C ntraction in time no(n) where n = |V (G)|.
To make o r approach adaptable to extract alogous statements for ther contraction
problems, w will first d fine a new problem (which wil arise in Section 6) alo g with a special
case of it that is also a spe ial case of Clique Co traction, prove a crucial property of
instances of t is proble , and then using this property prove Theorem 5.1 and its corollary.
The defin t on of the ne problem i as follows ( ee Fig. ?).
Noisy Structured Clique Con raction
Input: A gra h G on at leas 6n vertices for some n 2 N, nd a partiti (A,B,C,D,E)
of V (G) such that |A| = |B| = n, |C| = |D| = 2 , no vertex in A is adjac nt to a vertex in
D, and no vertex in B is adjacent to a vertex in D.
Question: Does there exist subset F ✓ E(G) of s z at m st n such that G[A [B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
hat u and v belong to the sam onnected omp nent of G[F ]}?
aNote t at F might contain edges out ide G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to th special case f Noisy Structured Clique Contraction where E = ;
as Structur d Cliqu Contraction. Note that S ructured Clique Contraction is
lso special case of Clique Con ractio .
S lutions to ins a ces of N isy Structured Clique Cont action xhibit the following
prope t , which will be crucial in the proof of Theorem 5.1 as w ll as results in Section 6.
Lemma 5.1. Let be a s lution to an i stan e (G,A,B,C, , E, n of Noisy Structured
Cliq Con racti n. n, F is a matching of size in G such that each edge in F has
one endpoint in A and the other in B.
Proof. We first argue that every vertex A[B is incident to at least one edge in F . Targeting
a contradictio , suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n a d G[ B [ C [ D [ X]/ is a clique
(where the last two prope ties f llow from e supposition that F is a solution), it h lds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no v rtex i A is adjacent to a vertex in D and no
vertex in B is adjacent to a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
i not incident to a y edg in F , its degr e in G[ [C [D [X]/F is at most its degree in
[A [B [ [X]. This is a contradiction, thus we get that inde d every vertex in A [B
is incident to at least one edge i F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
4
Clique Contraction
Input: A graph G and t 2 N.
Que ti n: Does there exist a sub et F ✓ E(G) of size at most t such that G/F is a clique?
Had ig r Number
Input: A graph G d h 2 N.
Question: Is the Hadwiger number of G at least as large as h?
Our objective is to prove t e following statement, where the analogous statement for Had-
wiger Number will follow as a corollary.
Theorem 5.1. U less the ETH is false, there does not exist an algorithm that solves Clique
Contracti n in time no(n) wh re n = |V (G)|.
To make our approach adaptable to extract analogous state ents for other contraction
pr l ms, w will first define a new problem (which will arise in Section 6) along with a special
case of it that is also a special case of Clique Contr ction, ro e a crucial property of
inst ces of this problem, and hen using this property p ove T r 5.1 and its corollary.
The definition of the ew problem i as f llows (see Fig. ?).
Noi y S ructur d Clique C ntracti n
I put: A raph G on at least 6n vertices for some n 2 N, and ition (A,B,C,D,E)
of V (G) such that |A| = |B| = n, |C| = D| = 2n, no rtex in i j ent o vertex in
D, and no rte in B is adj cent to a v rtex in D.
Question: Do s there exist a ubset F ✓ E(G) of size at most t at G[A [B [C [
D [X]/F is a clique,a where X = {u 2 E : th r exists a verte B [ C [D such
that u and v belong to the s me c nnected component of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[ [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We ref r o the special case of Noisy Structured Cliq e Contraction where E = ;
as Structured Cliq e Contrac ion. N te th t St uctured Clique ontraction is
lso a special case of Clique Con ra ion.
Solutions to ins ances of N isy Structured Clique Cont action exhibit the following
property, which will be crucial n the proof of Theor m 5.1 as well as re ults in Sec io 6.
L mma 5.1. Let F be a solutio o an instance (G,A,B, ,D,E, n) of Noisy Structured
lique Contraction. T en, F is matching of size n in G such that each edge in F has
ne d oint in A and he ther in B.
Proof. We first argue t at every v rtex in A[B is incident o at leas o e edge i F . Targeting
a contradiction, suppose that there exists a vertex u 2 A [ B that is not incident to any edge
in F . Because |A [ B [ C [ D| = 6n, |F |  n a d G[A [ B [ C [ D [ X]/F is a clique
(where the last tw properties f llow from th supposition that F is a s lution), i holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, the degree of
every vertex i G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D [X]/F . However, because no v rtex i A is adjac nt to a vert x in D and no
vertex in B is adj cent to a vertex in D, the degree of ny vertex in A[B, d in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A[B [C [D [X]. Because u
is not incident to any edge in F , its degre in G[A [B [C [D [X]/F is at most its degree in
G[A B C [D [X]. This is a contra iction, hus we get that indeed every vertex i A [B
is incident to at least on dge in F . From this, because |F |  n and |A [ B| = 2 , we derive
that F is a p rfect matching in G[A [B].
4
Clique Cont action
In u : A grap G and t 2 N.
Question: oes there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
H dwig r Numb
Input: A graph G and h 2 N.
Qu s on: Is the Hadwiger number of G at least s large as h?
Our obj ctive i to pr ve t e following statement, where the analogous statement for Had-
wig r Numb r will follow as a corollary.
Theorem 5.1. Unless the ETH is false, there does not exist an algorithm that solves Clique
Contraction i time no(n) w ere n = |V (G)|.
T m ke our approach adaptable to extract analogous state ents for other contraction
problem , w ill first define a new problem ( hic will rise in Section 6) along with a special
ca e of it that is als a special case of Cl que Contraction, prove a crucial property of
instances of this r blem, and t e sing this propert prove Theorem 5.1 and its corollary.
The definitio of the new proble s follow (see ig. ?).
N isy Structu ed Clique ontracti n
I put: A g aph G on at least 6n vertices for some n 2 N, and a partition (A,B,C,D,E)
of V (G) s ch that |A| = |B| = n, |C| = |D| = 2n, no vertex in A is adjacent to a vertex in
D, a d o vertex in B is adjacent to a vertex in D.
Question: Do s here exist a subset F ✓ (G) of size at most n such that G[A [B [C [
D [X]/F i a clique,a wh re X = {u 2 E : there exists a ve tex v 2 A [ B [ C [D such
that u and v b long to the sam connected comp ent of G[F ]}?
aNote that F might contain edges outside G[A [ B [ C [ D [ X]. Then, we slightly abuse notation so
that G[A [B [ C [D [X]/F refers to G[A [B C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to the special case of Noisy Structured Clique Contraction where E = ;
a S ructu i ue ontraction. No e that Structured Clique Contraction is
also a special cas of Clique Co trac i n.
Solutions to instances of Noisy Structured Clique ontraction exhibit he following
property, which will be crucial in t e proof of Theorem 5.1 as well as results in Section 6.
em 5.1. Let F be a solution to an instance (G,A,B,C,D,E, n) of Noisy Structured
Clique Co a ion. Th n, F is a match ng of size n in G uch that each edg in F has
one endp int in A nd th ther in B.
Pro f. W first argue hat very vertex in [B is incident to at least e dge in F . Targeting
a contradicti n, suppose th t th re xists a vertex u 2 A [ B that is not incident to any edge
in F . se |A [ B [ C [ D| = 6n, |F |  n and G A [ B [ C [ D [ X]/F is a clique
(where the last two proper ies follow from the supposition that F s a solution), it holds that
G[ [ C [ D [ X]/F is cliqu on at least + |X| vertice . Hence, the degree of
every vertex in G[A [ B [ C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B [C [D X]/F . However, because no vert x in A is adjacent to a vertex in D and no
vertex in is adj ent t a vertex in D, the degree of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4   1+ |X| i G[A[B [C [D [X]. Because u
is not incide t to a y edge i F , its degr e in G[A [B [C [D [X]/F is at most its degree in
G A [B [ C [D X]. This is a contradiction, thus we get that indeed every vertex in A [B
is incident to at least one edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
4
Clique Contr c ion
Input: A graph G a d t 2 N.
Question: Does there exist a subset F ✓ E(G) of size at most t such that G/F is a clique?
Hadwige Number
Input: A graph G and h 2 N.
Question: Is the Hadwiger number of G at least s large as h?
Ou objective is to pr ve the following statement, where the analogous statement for Had-
w ger Number ill follow a a corollary.
Theorem 5.1. Unless h ETH is fals , th re d es not exist a algorithm hat solves Clique
Contraction in time no(n) wher n = |V (G)|.
To make our approach adaptabl to extract analo us statements for other contraction
problems, we will first define a new problem (which will arise in Secti 6) along with a special
case of it that is also speci l case of Clique Con ra ion, prov crucial property f
in tances of this problem, and then using t is p operty prove The rem 5.1 a d its corollary.
Th definition of the new problem is s follows (see Fig. ?).
Noisy S uc ured Cliqu C t ac i n
I pu : A gra h G n at least 6 vert c s for some n 2 N, a a pa tit on A,B,C,D,E)
of V (G) such that |A| = |B| = , |C| = |D| = 2 , no in A is adjacent to a vertex in
D, and no vertex in B is adjacent o a vertex in D.
Question: D es there exist a s bset F ✓ E(G) of size at most n such that G[A [B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A [ B [ C [D such
that u nd v long to the s m connected component of G[F ]}?
aNot that F might contain dg s outside G[A [ B [ C [ D [ ]. Then, we slightly abuse tation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We r fer to the special case of Noisy Structured ique Contraction where E = ;
as Structured Cliqu Co trac ion. No e that Structu ed Cliqu Contraction is
lso a special case of Clique Contraction.
Solutio s to instances of Noisy Structured Clique Contra i exhibit the following
property, which will be crucial in the proof f Theorem 5.1 s well as results in Section 6.
Lemma 5.1. Let F be a s l ion to an instance (G,A,B,C,D,E, n) of N isy Structured
Cliq Co tract on. Then, F is a matchi g of size n in G su h tha ea h edg in F has
one e dpoin in A and the ther in B.
Proof. We first argue tha every vertex in A[B is incid nt to least one edge in F . Targeting
a contradictio , suppose that there exists a vertex u 2 A [ B that is no i t to a y edg
in F . Becaus |A [ B [ C [ D| = 6 , |F |  n and G[A [ B [ C D X]/F is a clique
( here the last two p operties follow from the suppositio that F s a solution), it holds t
[ B [ C [ D [ X]/F is a cliqu on at least 5n + |X| vertices. Hence, the deg e of
vertex in G[A [ [ C [ D [ X]/F , and in p rtic lar f u, should be 5n   1 + |X| in
B [C [D [X]/F . However, because no vertex in A is adj cen to a vertex in D and no
x in B is adjace t to a vertex in D, he degre of any vertex in A[B, and in particular of
u, is at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| in G[A B [C [D [X]. Because u
is not incident to any edge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B [ C [D [X]. This is a co tradic ion, thus w get that indeed every vert x in A [B
is incident to at lea one edge in F . rom this, bec use |F |  n and |A [ B| = 2n, we derive
that F is a perfect ma ching in G[A [B].
4
lique Contraction
Inpu : A graph G and t 2 N.
Question: Does there exis a subset F ✓ E(G) of size at most t such that G/F is a clique?
H dwige Number
Input: A gr p G and 2 .
Ques ion: Is the Hadwig numb r of G at leas as arge as h?
Our objective is o pr ve the following statemen , where th analog us statement for -
wi er Number ill f ll a a corol y.
r m 5.1. Unless he ETH is fals , there d e not exist a algorithm that solves Cliqu
Contrac ion in time no(n) where n = |V (G)|.
T m ke u approach adaptabl to extract ana ogous statements for o her contraction
probl ms, we will first define a w proble (which will arise in Section 6) along with a special
case of it that i lso a sp cial ase of liqu Co trac ion, prove a crucial property of
instances of this problem, and t en usi g this property prove T eorem 5.1 and its corollary.
T definitio of the n w problem is as follows (s e Fig. ?).
Noisy Struct red liqu C ntract on
Input: A gr ph G on at least 6n v tices for some 2 N, and a partition (A,B,C,D,E)
of V (G) such that |A| = B n, C| = |D| = 2n, o ver ex in A is adj cent to a vertex in
D, and no vertex i B is adj cent to a ver ex in D.
Question: Doe there exis a subset F ✓ E(G) of siz at mos n such ha G[A B [C [
D [X]/F is a clique,a where X = {u 2 E : there exists a vertex v 2 A B [ C [D such
at u nd v bel g to the same connected component of G[F ]}?
aNot t t F might contain dges outsid G[A B [ C [ D [ X]. Then, we slightly abuse otation so
that G[A [B [ C [D [X]/F refers to G[A [B [ C [D [X]/(F \ E(G[A [B [ C [D [X])).
We refer to he special case of N isy Structu ed liq e Contraction where E = ;
as Structu ed lique Contrac on. Note ha Structured lique Contract on is
also a sp ci l case of lique C n ac ion.
Solutions to insta ces of Noisy Structured lique Contraction exhibit the following
property, which will be crucial in the pro f of Theorem 5.1 as we l as resul s in Section 6.
Lemma 5.1. Let F be a luti o n instance (G,A,B,C,D,E, n) of Noisy Structured
liqu Co trac io . Then, F s a matching of size in G such that ach edge in F has
ne e dpoint in A a d the oth r in B.
Proof. We first argu that very vertex n A[B is incid t o at l ast o e edge in F . Targeting
contradicti , suppos t at there exists v rt x u 2 A [ B that is no inc d n o any edge
in F . Because |A [ B [ C [ D = 6n, |F |  n and G[ [ B [ C [ D X]/F is a clique
(where the last two properties follow from th supposition th t F is a s luti n), it holds that
G[A [ B [ C [ D [ X]/F is a clique on at least 5n + |X| vertices. Hence, he degree of
very vertex in G A B C [ D [ X]/F , and in particular of u, should be 5n   1 + |X| in
G[A[B C [D [X]/F . However, becaus no vertex in A is adj cent to a vertex i D and no
vertex in B is dj c nt to a v rt x in D, the degree f any vertex in A[B, a d in particula of
u, is at most |A B|  1+ | [D|/2 | | = 4n  1+ |X| in G[A B C [D [ ]. Because u
is no inciden to y dge in F , ts degree in G[A B C [D [X]/F is at most its degree in
G[A B C [D [X]. This is a contradicti n, thus we get that ndeed every vertex in A [B
is incident to at l ast o e edge in F . Fro this, because |F |  n and |A [ | = 2n, we derive
that F is a perfect match g in G[A [B].
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Inpu : A graph G and 2 N.
Question: Does there exi t a subset F ✓ E(G) of size at mo t t such tha G/F is clique?
Hadwiger Numb
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I put: A graph G on t lea t 6n vertic s for som n 2 N, and a partition (A,B,C,D,E)
of V (G) s ch that |A| = |B| = n, |C| = |D| = 2n, no vertex in A is adjacent to a v rtex in
D, and no ertex in B is adja nt o a v rtex in D.
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We refer to th special se of Noisy Structured Cliqu Contracti where E = ;
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P of. We first argue t at every vert x in A[B s incident t at l s n edge in F . Targe ing
a contradicti , suppose tha there exists a v ex u 2 A [ B that is o incide t to any dge
in F . Because |A [ B [ C [ D| = 6n, |F |  and [ B [ C [ D X]/F is a clique
(where the l st two properties follow from the s pp si ion that F is a solutio ), it holds that
G[ B [ C D X]/F is a clique on at l ast 5n + |X| v ices. Henc , the degree of
every vert x in G[A B [ C [ X]/F , and i par icular of u, should b 5n   1 + |X| in
G[A[B [C [D X]/F . However, becaus no vertex in A is adjacent to a vertex in D and no
vertex in B is adjacen to a vertex i D, he egree of any v rt x n A[B, a d in particula of
u, s at most |A[B|  1+ |C [D|/2+ |X| = 4n  1+ |X| i G[A[B [C [D [X]. Because u
is not incide t o any dge in F , its degree in G[A [B [C [D [X]/F is at most its degree in
G[A [B C [D [X]. This is a contradicti , thus we get that indeed every v rt x in A [B
is incident to at l ast ne edge in F . From this, because |F |  n and |A [ B| = 2n, we derive
that F is a perfect matching in G[A [B].
4
Then, CliConAlg calls SplitAlg with (H,n) as input, and returns the answer of this call.
First, note that by construction, |V (H)| = 7n + 2. Thus, because SplitAlg runs in time
|V (H)|o(|V (H)|)  no(n), it follows that CliConAlg runs in time no(n).
For the correctness of the algorithm, first suppose that (G,A,B,C,D, n) is a Yes-instance of
Structured Clique Contraction. This means that there exists a subset F ✓ E(G) of size
at most n such that G/F is a clique. By the definition of H, we derive that H/F is a complete
split graph: (S, V (G/F )) is a partition of V (H/F ) where S induces an independent set, V (G/F )
induces a clique, and every vertex in S is adjacent to every vertex in V (G/F ). Thus, (H,n) is
a Yes-instance of Complete Split Contraction (as well as of Split Contraction), which
means that the call to SplitAlg with (H,n) returns Yes, and hence CliConAlg returns Yes.
Now, suppose that CliConAlg returns Yes, which means that the call to SplitAlg with (H,n)
returns Yes. Thus, (H,n) is a Yes-instance of Split Contraction (even if SplitAlg solves
Complete Split Contraction), which means that there exists a subset F ✓ E(H) of size at
most n such that H/F is a split graph. Let (I,K) be a partition of V (H/F ) into an independent
et nd a set of vertices that induce a clique. Because |S| = n+ 2 and H[S] is an independent
set, there exist at leas tw vertices s1, s2 2 S that are n t incident to any edge in F . As these
vertices are not adjacent to one another in H, and because they are adjacent to all vertices in
V (G) (and hence to all vertices in V (H/F ) \S), it follows that s1, s2 2 I and V (H/F ) \S ✓ K.
In particular, (H/F )[V (H/F ) \ S] is a clique. Let X = {u 2 S : there exists a vertex v 2 V (G)
such that u and v belong to the same connected component of G[F ]}. Then, we have that
H[V (G) [X]/F is a cliqu .
Now, notice that (H,A,B,C,D, S, n) is an instance of Noisy Structured Clique Con-
traction. Furthermore, since |F |  n and we have already shown thatH[A[B[C[D[X]/F is
a clique, we have tha F is a solution to this instance. Therefore, by Lemma 5.1, F is a matching
of size n in H such that ea h edge in F has one endpoi in A and the other in B. In particular,
F ✓ E(G) and hence X = ;. Because G = H[A [ B [ C [ D], we thus derive at G/F is
a clique. Thus, we conclude that (G,A,B,C,D, n) is a Yes-instance of Structured Clique
Contraction. This completes the proof of the reverse direction.
A graph G is a perfect graph if the chromatic number of every induced subgraph of G equals
the size of the largest clique of that subgraph. Here, the chromatic number of a graph is the
minimum numb r of colors required to color its vertice so that every pair of adjacent vertices
are assigned di↵erent col rs. For the class of perfect graphs, we prove the following statement.
Theorem 6.3. Unless the ETH is false, th re does not exist an algorithm that solves Perfect
Contraction in ti e no(n) where n = |V (G)|.
Proof. Targetin a contradic ion, suppose that there exists an algorithm, denoted by PerfectAlg,
t t solves PerfectContrac ion in time no(n). W will sh w tha this implies the existence
of an alg ithm, denoted by CliCo Alg, th t sol s Structured Clique Contraction in
tim no(n), thereby contra icting Le ma 5.2 and nce co pletin the proof.
We define the execution of CliConAlgAlg as follows. Given an instance (G,A,B,C,D, n) of
Structured Clique Con raction, CliConAlgAlg cons u s n instance (H, ) o Perf ct
C tracti as follows (s e Fig. ?):
• L t K = {u0 : u 2 V (G)} where e ch element u0 is a new ve tex referred to as the tagged
copy f u. Additi ally, let I b a set of n+ 1 ne vertic s.
• V (H) = V (G) [K [ I.
• E(H) = E [ {{u, 0} : u 2 V (G)} [ {{u0, v0} : u0, v0 K} [ {{u, } : u0 2 V (G), i 2 I}.
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vertices are not adjacent to one another in H, an because they are adjacent to all vertices in
V (G) (a d hence to all vertices in V (H/F ) \S), it follows that s1, s2 2 I and V (H/F ) \S ✓ K.
In par cular, (H/F )[V (H/F ) \ S] is a clique. Let X = {u 2 S : there exists a vertex v 2 V (G)
such that u and v belong to the same connected compo ent of G[F ]}. Then, w ha that
H[V (G) [X]/F is a clique.
Now, otice that (H,A,B,C,D, S, n) is an instance of Noisy Structured Clique Con-
traction. Furthe more, since |F |  n and we have already shown thatH[A[B[C[D[X]/ is
a clique, we ve that F is a sol tion to this instanc . Therefore, by Lemma 5.1, F is a matching
of size n in H su h tha ea h edg in F has one endpoint in A and the other in B. In particular,
F ✓ E(G) and hence X = ;. Because G = H[A [ B [ C [ D], we thus derive that G/F is
a clique. Thus, we conclude that (G,A,B,C,D, n) is a Yes-instance of Structured Clique
Contraction. This completes he proof of the reverse direction.
A graph G is a perfect graph if chrom tic number of every induced ubgraph of G equals
the size of the largest clique of that subgraph. Here, the chromatic number of a graph is the
minimum number of colors required to color its vertices o that every pair of adjacent vertices
are assigned di↵erent colors. For the class of perfect graphs, we prove the following statement.
Theorem 6.3. Unless th ETH is fal , ther es n t xist an lgorithm th t s lves Perf c
Contraction in time no(n) whe e n = |V (G)|.
P of. Targeting a c ntr dict , supp s t e xi s an lgorithm, den ted by P rfectAlg,
that solv s P rf ctC ra tion in me no(n). We will s w that this implies the existence
of a algorithm, deno ed by CliConAlg, that s lves Stru tu d Cliqu Co racti n in
time no(n), thereby c ntradicting Lem 2 and hence completing the pr of.
We define the execution of iConAlgAlg s follows. Given an instance (G,A,B,C,D, n) of
Stru tur d Clique Co t acti n, CliConAlgAlg construct a inst nce (H,n) of Perf ct
Contr ctio as follows (see Fig. ? :
• Let K = {u0 : u 2 V (G)} wh re e ch el m t u0 is a new vertex refer d to as the tagged
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Firs , not hat by construction, |V (H)| = 7n + 2. Thus, because SplitAlg runs in time
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Com le e Spli Con r ction), which m ans t at there exist a subset F ✓ E(H) of size at
most n such th t H/F is split graph. Let (I,K) be a partition of V (H/F ) into an independent
set and a set of vertices that induce a clique. Because |S| = n+ 2 and H[S] is an independent
set, there exist at least two vertices s1, s2 2 S th t are not incident to any edge in F . As these
vertices are not adj cent to o another in H, and because they are adjacent to all vertices in
V (G) (and he ce to a l v rtices in V (H/F ) \S), it follows a s1, s2 2 I and V (H/F ) \S ✓ K.
In particular, (H/F )[V (H/F ) \ S] is a clique. Let X = {u 2 S : there exists a vertex v 2 V (G)
such t at u an v belo g to th same con ected component of G[F ]}. T en, we have that
H[V (G) [X]/F s a clique.
N w, notice that (H,A,B,C,D, S, n) is an i st nce of Noisy Structured C ique Con-
tractio . Furthermore, since |F |  n and we ha e al eady sh wn thatH[A[B[C[D[X]/F is
a c ique, e have that F is a solution to t is instance. Therefore, by Lemma 5.1, F is matching
of size n i H su h th t each edge in F has one endpoint i A and the other in B. In particular,
F ✓ E(G) a d hence X = ;. Because G = H[A [ B [ C [ D], we thus derive that G/F is
a cliqu . Thus, w conclude t at (G,A,B,C,D, n) is a Yes-instance of Structured Clique
Contr cti n. This complet s th proof f the rev rse direction.
A graph G is a perfect g aph if the chrom tic umber of every induced subgraph of G equals
the size of the l rgest clique of that subgraph. Here, the chromatic number of a graph is the
minimu number of colors requ ed t color i s vertices so that every pair of adjacent vertices
are assigned di↵erent colors. For the class of perfect graphs, we prove the following st tement.
Theorem 6.3. Unless the ETH is false, there does not exist an lgorithm t at solves Perfect
Contraction in ime no(n) where n = |V (G)|.
Proof. Targeting a contradiction, suppose that there exists an algorithm, denoted by PerfectAlg,
that solves PerfectContraction in time no(n). We will show that this implies the existence
of an algorithm, den ted by CliConAlg, that solves Structured Clique Con raction in
time no(n), reby contradicting L mma 5.2 and hence completing the proof.
e define the execution of Cli onAlgAlg as follows. Given an instance (G,A,B,C,D, n) of
S uctu ed Clique Contraction, CliCo AlgAlg constructs an instance (H,n) of Perfect
Cont action as follows (see Fig. ?):
• Let K = {u0 : u 2 V (G)} where eac elemen 0 is a new vertex referre to as the tagged
copy of u. Additionally, let I be a set of n+ 1 new vertices.
• V (H) = V (G) [K [ I.
• E(H) = E(G) [ {{u, u0} : u 2 V (G)} [ {{u0, v0} : u0, v0 2 K} [ {{u, i} : u0 2 V (G), i 2 I}.
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Figure 9 The construct on of an instance of Perfect Contraction in the proof of Theo em 22
where dashed line represent non-e ges.
in B. In particular, F ⊆ E(G) and hence X = ∅. B cause G = H[A ∪B ∪ ∪D], we thus
derive that G/F is a clique. Thus, we conclude that (G,A,B,C,D, n) is a Yes-instance of
Structured Cliqu on raction. This completes the pr of of he r ver direction. J
A graph G is a perfect graph if the chromatic number of every nduced subgraph of G
equals the size f the largest clique of that subgraph. Here, the chromatic number of a graph
is the minimum number of colors required to color its vertices so that every pair of adja ent
vertices a e assigned differe t colors. For th class of e f ct g ap s, we prove the followi g
statement.
I T eorem 22. Unless the ETH is false, there does ot xist an algorithm that solves
Perfect C traction in time no(n) where n = |V (G)|.
Proof. Ta geting a contradic ion, uppose that there xists an algorithm, enoted by P r-
fectAlg, that solves P rfectC ntrac ion in time no(n) where n is th umber of vertices
in the input graph. We will show that this implies the existence of an algorithm, denoted by
CliConAlg, that solves Structured Clique Contr ct o in ime no(n) where is th
number of vertices in the input graph, thereby contradicting Lemma 12 and hence completing
the proof.
We define the execu ion of CliConAlg a follows. Given an ins ance (G,A,B,C,D, n) of
Structur d Clique Co traction, Cli onAlg construc s an instance (H,n) of P rf c
C ntraction as follows (see Fig. 9):
Let K = {u′ : u ∈ V (G)} where each element u′ is a new vertex referred to as the tagged
copy of u. Additionally, let I be a set of n+ new ver ices.
V (H) = V ( ) ∪K ∪ I.
E(H) = E(G) ∪ {{u, u′} : u ∈ V (G)} ∪ {{u′, v′} : u′, v′ ∈ K} ∪ {{u, i} : u ∈ V (G), i ∈ I}.
Then, CliConAlg calls PerfectAlg with (H,n) as input, and returns the answer of this call.
Fi st, note tha by c ns ruc ion, |V (H)| ≤ 13n + 1. T us, b cause P rfectAlg runs in
time |V (H)|o(|V (H)|) ≤ no(n), it follows that CliConAlg runs in time no(n).
In what follows, given a subset U ⊆ V (G), we denote U ′ = {u′ ∈ K : u ∈ U}. For
the correctness of the algorithm, first suppose that (G,A,B,C,D, n) is a Yes-instance of
Structured Clique Contraction. Th s means that there exists a subse F ⊆ E(G) of
size at most n such that G/F is a clique. Now, we will show that H/F is a perfect graph.
To this end, consider some induced subgrap S of H/F . In case the max mum size of a
clique in S is 2, then S can contain at most four non-leaf vertices: at most two vertices from
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K and at most two vertices from outside K ∪ I (because H[V (G)]/F is a clique); then, it
is trivial to color S with number of colors equal to its maximum clique size—in fact, it is
straightforward to verify that any graph on at most four vertices is perfect. Thus, in what
follows, suppose that the maximum size of a clique in S is at least 3. Now, consider a clique
Ĉ of maximum size in S, and observe that it must either consist only of vertices in K or of
no vertex in K (in which case it can contain at most one vertex from I). In the first case,
color each vertex in u′ ∈ V (Ĉ) by a distinct color, and note that all vertices in V (S) \ V (Ĉ)
can be colored using the same set of colors so that a vertex and its tagged copy are assigned
distinct colors. The second case is analogous. In either case, we obtain that the chromatic
number of S equals its maximum clique size. Thus, (H,n) is a Yes-instance of Perfect
Contraction, which means that the call to PerfectAlg with (H,n) returns Yes, and hence
CliConAlg returns Yes.
Now, suppose that CliConAlg returns Yes, which means that the call to PerfectAlg with
(H,n) returns Yes. Thus, (H,n) is a Yes-instance of Perfect Contraction, which means
that there exists a subset F ⊆ E(H) of size at most n such that H/F is a perfect graph. We
first argue that there does not exist a vertex a ∈ A ∪B such that neither a nor a′ is incident
to at least one edge in F . Targeting a contradiction, suppose that there exists a ∈ A ∪ B
such that neither a not a′ is incident to at least one edge in F . Assume that a ∈ A as the
other case is symmetric. Because |F | ≤ n and |D| = 2n, there either exists a vertex d ∈ D
such that neither d nor d′ is incident to at least one edge in F , or F is a perfect matching in
either G[D] or G[D′], where in the latter case we let d denote some arbitrarily chosen vertex
from D. Additionally, since I is an independent set of size n+ 1, there exists a vertex i ∈ I
that is not incident to any edge in F . Now, consider the cycle i− a− a′ − d′ − d− i (on five
vertices) in H. This cycle is an induced cycle in H, because no vertex in A is adjacent to any
vertex in D, and by the construction of H, i is not adjacent to a′ and d′, a is not adjacent to
d′ and a′ is not adjacent to d. Furthermore, as i, a and a′ are not incident to any edge in F ,
and if any of d and d′ is incident to an edge in F , then F is a perfect matching in either G[D]
or G[D′], we obtain that i− a− a′ − d̂− d̂′ − i is an induced cycle (on five vertices) in H/F ,
where d̂ and d̂′ are the vertices yielded by the replacement of the connected components of
H[F ] that contain d and d′, respectively, if such components exist (otherwise, d̂ = d and
d̂′ = d′). However, an induced cycle on five vertices has chromatic number 3 and maximum
clique size 2, thus we derive a contradiction to the supposition that H/F is perfect.
So far, we derived that there does not exist a vertex a ∈ A∪B such that neither a nor a′
is incident to at least one edge in F . As |F | ≤ n and |A| = |A′| = |B| = |B′| = n, this means
that every edge in F has both endpoints in A ∪ A′ ∪ B ∪ B′ and that for each u ∈ A ∪ B,
exactly one vertex among u and u′ is incident to an edge in F . Now, we will show that each
vertex a ∈ A ∪B is incident to at least one edge in F . Targeting a contradiction, suppose
that there exists a vertex a ∈ A ∪ B that is not incident to any edge in F . Assume that
a ∈ A, as the other case is symmetric. Denote i, d, d′, d̂ and d̂′ as before, and again consider
the induced cycle i−a−a′−d′−d− i in H. Unlike before, now a′ belongs to some connected
component of H[F ], yet we know that this connected component consists only of a′ and some
vertex in B′. Let â′ be the vertex yielded by the replacement of this component. As no vertex
in B′ is adjacent to any vertex in I ∪D, we again have that i−a− â′− d̂′− d̂− i is an induced
cycle in H/F , which gives rise to a contradiction. Thus, as |F | ≤ n and |A| = |B| = n, we
know that F is a perfect matching in G[A ∪B].
Next, we will show that G/F is a clique. This will imply that (G,A,B,C,D, n) is
a Yes-instance of Structured Clique Contraction and thereby complete the proof.
Targeting a contradiction, suppose that G/F is not a clique, and therefore there exist two
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non-adjacent vertices u and v in G/F . As F is a matching in G[A ∪B], we can let x and y
be two vertices in A ∪B that belonged to the connected components of H[F ] that yielded
u and v, respectively. Notice that the only vertex in A ∪ B adjacent to x′ is x, and the
analogous claim holds for y′ and y. As F is a matching in G[A ∪ B] that does not match
x and y (since otherwise u and v would not be distinct vertices), we have that neither u is
adjacent to y′ in H/F nor v is adjacent to x′ in H/F . From this, by the construction of H
and since F is a matching in G[A ∪B], we immediately derive that i− u− x′ − y′ − v − i
is an induced cycle in H/F where i is some arbitrarily chosen vertex from I. However, as
before, the existence of such a cycle contradicts the supposition that H/F is a perfect graph.
Thus, the proof of the reverse direction is complete. J
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