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ABSTRACT 
The prediction of manufacturing cpst performance is a 
key responsibility of manufacturing management.  Accurate 
cost predictions are a vital input to forecasting corporate 
cost of goods sold, margins and profits.  While the majority 
of industries can satisfy their cost prediction requirements 
with relatively simple techniques, one particular class of 
industries — manufacturers of high unit cost, low volume, 
high technology products — faces an extremely difficult 
prediction task.  In these industries, the forces of man- 
ufacturing progress (learning), manufacturing scale, and 
product technological improvement all interact to greatly 
increase the complexity of prediction. 
The paper abstracted here proposes an analytical meth- 
odology for examining historical cost performance for fam- 
ilies of products within these industries in order to iso- 
late the effects of learning, scale and technological im- 
provement individually.  These observed effects are then 
modelled quantitatively using regression techniques.  These 
quantitative representations of learning, scale and product 
improvement effects are then combined to form a cost pre- 
diction equation for each model of the product family ex- 
amined and brought to bear on the cost prediction problem 
through the use of a structured procedure for predicting 
future cost performance of existing or planned products. 
The approach conceptually outlined above is applied to 
the analysis of manufacturing cost performance for a family 
of a given technologically evolving product.  In this par- 
ticular situation, the procedure must explicitly deal with 
the effects of "shared experience" between models within 
a family and its effect on learning rates for new models; 
the effect of common parts shared between models and its 
influence on volume sensitivity and scale behavior; and 
the effect of constant product performance improvement on 
the inherent costs of the products manufactured.  The paper 
then takes the generalized predictive procedure proposed 
and executes it for each of the five models in the iden- 
tified product family to produce individual model cost pre- 
diction equations of the form: 
Costij = Ci (Model Volumeij)s (Family Volume ij)s* (Accumu- 
ated Volume ij )bi 
where;  Cost ^j = Predicted cost of Model i in year j 
Ci = Predicted first unit cost of Model i 
Model Volume^ = Unit volume of Model i in year j 
Family Volume^ = Unit volume of parent family of 
Model i in year j 
s,s' = Fractions indicating the sensitivity of costs 
in the referenced family to volume 
Accumulated Volume^ = Accumulated unit volume of 
Model i as of year j 
bi = Fraction indicating the learning rate pre- 
dicted for Model i 
The resulting equations predict costs unit costs to 
within ±5%, 75% of the time and within ±10%, 100% of the 
time.  Over 90% of all cost variation is explained by these 
equations in the situation referenced. 
The apparent success of the proposed technique indi- 
cates that even the most complex interaction of forces on 
manufacturing costs can be explained through careful, se- 
quential analysis of their effects. Once explained, this 
understanding can be utilized to accurately predict future 
cost performance with minimal input requirements. 
CHAPTER I 
Introduction 
The prediction of manufacturing costs is an essen- 
tial responsibility of the management of any major com- 
pany.  Reliable cost projections will provide manage- 
ment with a basis for determining costs of goods sold, 
profits and margins.  Knowledge of these, in turn, can 
permit management to determine whether the company can 
meet its short- and long-term obligations, including 
the payment of dividends to stockholders.  Foreknowl- 
edge of costs would appear to be a vital necessity. 
Despite its importance, the accurate prediction of 
manufacturing costs is extremely difficult.  Manufac- 
turing costs are subject to the influence of three 
largely independent forces: 
Learning or experience 
Manufacturing scale 
Product technological improvement 
Cost pressure, both positive and negative, resulting 
from these forces can make the accurate prediction of 
costs, even only a short period into the future, a com- 
plicated proposition.  Fortunately, for most mature 
industries, the forces of learning and technological 
improvement have insignificant impact making the cost 
project problem a much more tractable one. 
However, one class of industries - manufacturers 
of high unit cost, low volume, high technology prod- 
ucts - produce a class of items for which the effects 
of these forces are particularly pronounced.  Examples 
would include specialty machine tools, computers, air- 
craft, aircraft engines, steam turbines or locomo- 
tives.  The products of these industries are complex 
and demonstrate substantial experience-based cost im- 
provements.  Their production volumes are modest, and 
coupled with above-average capital intensity, make them 
susceptible to large volume-based cost variations. 
Finally, the nature of competition, in these indus- 
tries - product performance - means products are con- 
tinually technologically improved, with corresponding 
effects on unit manufacturing costs.  The cost projec- 
tion problem for these industries is a difficult one, 
made serious by the fact that high unit costs and low 
total volumes mean inaccurate projections can quickly 
lead to large and irrecoverable cost overruns.  Because 
conventional cost projection practices are largely 
incapable of dealing with all three of the identified 
forces simultaneously, these industries have had great 
difficulty finding a generalized technique suitable for 
their situation. 
This paper develops just such a cost prediction 
technique.  Based upon analysis of product cost data 
from the identified class of industries, an experi- 
mental procedure is outlined and results reported.  The 
paper concludes with the presentation of a generalized 
cost prediction procedure that explicitly considers all 
three of the identified forces on cost - learning, 
scale and technological improvement - and offers sug- 
gestions for further study. 
Chapter II 
Background 
Predicting the future manufacturing cost of a product 
is a necessary and vital element in the management and con- 
trol of manufacturing activities and costs.  Armed with re- 
liable cost estimates, management can then undertake com- 
pletion of all the subsequent tasks that require this data: 
Pricing the product and determining margins. 
Financial analysis of product cost and profita- 
bility. 
Setting manufacturing performance targets. 
Evaluating vendor prices and negotiating follow-on 
procurement. 
Making make-or-buy decisions. 
Manpower planning. 
Shop scheduling and loading. 
In addition to these activities, cost predictions may 
drive certain decisions about the product itself.  These de- 
cisions might include: 
Product discontinuation. 
Product pricing increases. 
Alterations in sales, marketing or advertising 
plans and strategies. 
Initiation of product cost reduction programs, 
in either manufacturing or engineering or both. 
With all these decisions, and probably many more not 
listed, resting on cost projections, the understanding of 
manufacturing cost performance becomes a vital concern of 
management.  A company must be able to understand what prod- 
uct, volume and manufacturing characteristics affect cost 
and then be able to use this understanding to project cost 
performance in the future. 
A.  Three Drivers of Manufacturing Costs 
For many years, economic theory has held that the cost 
function of any firm has three components.  These three deter- 
minants of cost are said to be: 
Scheduled volume of output 
Rate of output 
Rate of technical change 
This theory has existed, in concept, for some time. 
If true, it says manufacturing costs would be predicted by 
a relation of the form: 
C = F (V,X,k) 
where C = Unit product cost 
V = Scheduled volume of output 
X = Scheduled rate of output 
k = An index of the technology incor- 
porated in, or used to manufacture, 
the product 
Because of its conceptual nature, this theory has been 
of little use in predicting costs in practice.  However, a 
(1) 
recent article*   has attempted to bridge the gap between 
theory and reality by relating these three fundamental cost 
drivers to phenomena long recognized by manufacturing person- 
nel : 
Learning (or experience) 
Scale 
Innovation (both product and process) 
The impact of these three elements on cost is more 
widely understood and has been the subject of much quantita- 
tive analysis. 
Based upon this hypothesis, the best method of pro- 
jecting future manufacturing costs would take these three 
cost drivers into consideration.  It would account for the 
improvement in unit cost due to accumulated experience or 
learning, factor in the positive or negative effects of the 
production rate in each future period and adjust the basic 
product cost itself for the effects of innovation.  Inno- 
vation, like scale, can have positive or negative effects 
on product cost.  It can focus on simplifying the product 
or improving the process, in which case, it may reduce costs, 
or, it may improve the product or its performance, in which 
case, it could conceivably raise cost.  Hopefully, however, 
an improved product will recover in increased sales what it 
TTj 
Lloyd, R.A. , "'Experience Curve* Analysis", Applied Eco- 
nomics , Vol. (11), 1969, pp. 221-234. 
incurs in increased costs. 
With these three cost drivers in mind, let us examine 
current cost projection practices and assess how well they 
account for them. 
B.  Current Cost Projection Practices 
There are five cost projection techniques commonly used 
in industry.  They are: 
Straight-line forecasts:  Projections assume cost 
performance of the recent past will continue into 
the future.  Adjustments may be made for escalation, 
known labor rate changes or the like. 
Volume/cost relationships:  Projections adjust his- 
torical costs for projected future volumes to ac- 
count for economies and diseconomies of scale.  Vol- 
ume/cost relationships used are typically linear. 
Zero-based forecasts:  Also known as "bottom-up" 
estimates, these projections are based on disaggre- 
gating total product costs, forecasting their com- 
ponents individually using a combination of judge- 
ment, straight-line projections and volume adjust- 
ment and totalling them back up.  This is perhaps 
the most commonly used projection technique. 
Learning (or experience) curve projections:  Costs 
are projected to decrease by a constant percentage 
with each doubling of accumulated volume over the 
10 
production life of the product. Rates of re- 
duction may be based on history, judgement or 
experience to date. 
Financial forecasting models:  These models use 
a set of mathematical algorithims to project costs 
based on a number of input parameters.  This is 
the least commonly used forecasting approach and 
may vary in sophistication from simple linear re- 
gressions to complex linear programming models. 
As shown in the assessment below, none of these tech- 
niques explicitly considers all of the identified significant 
cost drivers. 
Cost Drivers Addressed 
Cost Projection Technique       Experience  Scale  Innovation 
Straight-line forecast O      O       O 
o # O 
Q Q Q 
• O O 
Volume/cost relationship 
Zero-based forecasts 
Learning curve pro- 
jections 
Financial forecasting 
models 
LEGEND 
£  Directly Addresses       ^ May or May Not Address 
Q  Does Not Address 
There appears to be some inconsistency between this as- 
sessment of the most commonly used cost projection techniques 
11 
and the assertion that a good technique must address these 
three drivers.  There are four possible reasons why industry 
has not adopted a technique that satisfies the hypothesized 
requirements: 
Current methods are sufficiently accurate for 
their intended use. 
One or more of the identified factors is constant 
(i.e., there is no learning or innovation-based 
improvement). 
The impact of one or more of the identified fac- 
tors is insignificant (i.e., process innovation 
may be of minimal importance if material is 98% 
of cost). 
Techniques have not been developed to isolate and 
quantify the influences of these factors and then 
integrate them into a projected result. 
Clearly the appropriate explanation varies from industry 
to industry.  However, in one class of industries, the fourth 
response is clearly the correct one.  These are industries 
that manufacture expensive, low volume, high technology prod- 
ucts such as machine tools, computers, aircraft, aircraft 
engines, steam turbines or locomotives.  Here, experience, 
scale effects and technological innovation all play a sig- 
nificant role in determining cost performance.  In general, 
these industries are characterized by: 
High unit costs — typically in the range of §1 
12 
million to $30 million per unit produced. 
Modest production volumes — from several dozen 
to several hundred annually. 
Product performance-based competition -- Products 
compete on key measures of performance, which must 
be continually upgraded in face of competition. 
Capital-intense manufacture -- Primary fabrication 
and machinery are a much greater portion of cost 
than assembly. 
Complex product design -- consisting of many hun- 
dred to many thousand pieces, with stringent quali- 
ty fit and finish requirements. 
Technologically-sensitive product designs — Prod- 
uct performance improvements have direct and signi- 
ficant effects on product designs and manufacturing 
costs. 
These characteristcs greatly complicate the task of pro- 
jecting costs in the future.  Complex products with low total 
volumes mean the variation in cost due to learning or experi- 
ence is likely to be significant.  Capital-intense manufacture 
coupled with modest annual volume suggest high sensitivity 
to volume fluctuations.  Performance-based competition in- 
creases the likelihood that designs will be revised, models 
superseded, and experience disrupted.  These sensitivities 
mean the current cost projection techniques are unlikely 
to generate accurate cost estimates.  Inaccurate projec- 
tions, coupled with high unit costs and low volumes, can 
13 
generate substantial and irrecoverable losses in a short 
period of time. 
The balance of this paper addresses the prediction of 
manufacturing costs in this industry environment.  The bal- 
ance of this chapter reviews current research into the ef- 
fects of the three identified drivers on costs: 
Effects of learning/experience on costs 
Effects of scale on costs 
Effects of innovation/technology on costs 
C.  Effects of Learning/Experience on Costs 
Definition and Theory 
Industrial learning curve theory is based on the hypo- 
thesis that progress in production effectiveness takes place 
with the accumulation of experience.  This progress presents 
itself as the regular reduction in the unit cost of manufac- 
ture with each doubling of accumulated production volume. 
This improvement is not solely "learning" in the traditional 
sense -- improvement in the performance of a fixed task -- 
but instead, arises from a multiplicity of causes that repre- 
sent the progress of an organization learning to better exe- 
cute its responsibilities by improving its methods.  As such, 
"learning" is not an automatic or inherent process, but rather 
the result of conscious effort on the part of the management. 
For this reason, the learning phenomena is often more proper- 
ly referred to as the "manufacturing progress function". 
14 
The rate of learning is the net result of interactions 
between the characteristics of the product and the order and 
management and labor actions.  Acting jointly, these factors 
determine the extent to which costs will be reduced and how 
quickly, in relation to the accumulation of production ex- 
perience. 
Learning curve theory is based on the observation that 
as the production quantity of a new product is doubled, the 
direct costs per unit decline by a constant percentage.  The 
predictability of this improvement has turned the learning 
phenomena from an interesting and commonsensical observation 
into an analytical tool for explaining manufacturing cost 
progress.  The relationship between direct cost per unit (Y) 
and the cumulative production quantity (x) may be represented 
by a hyperbolic curve of the form: 
-b 
Y = Ax 
where A = A constant, representing 
the cost of unit one 
b = A fraction that represents 
rate of learning 
Plotted on Cartesian coordinates, this equation describes a 
curve  of   the   following   form: 
$tooo ' 
V*   IOOO X 
80"/. Cucve 
.3il<* 
10 JO *0 
ACCuH*iATCb    VCUUMC 
Bo        *0 100 
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Through the use of logarithms, the learning curve relation- 
ship can be converted into a linear equation of the form (y = 
Ax + b) .  The result is an equation that describes a straight 
line: 
log y = log A - b Log x 
Data can be plotted in this form either by plotting the 
logarithms of the coordinates on conventional arithmetic 
coordinate paper or by plotting the data directly on loga- 
rithmic coordinate paper.  Since much of the use of the 
learning curve has been graphical, it would seem likely 
that the popularity of the described curve is due in part 
to the ease with which the log-transformed data can be 
portrayed as a linear relationship: 
c 
o 
s 
y= 1000 x -,sa«1 
ZOO 
Jo      **    So   6» * to "to IOO 
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Because, in the logarithmic form, the log of Y and x are 
in a linear relationship, every time x doubles, the corres- 
ponding values of Y are reduced by a constant percentage of 
their preceding value.  This constant percentage is usually 
referred to as the rate of improvement of the "slope" of 
the learning curve.  In this context, "slope" does not refer, 
as it does in mathematics, to the first derivative of the 
function for the straight line, but rather the ratio of the 
unit cost at two points in production.  Given the unit costs 
at two points on the curve, the slope may be obtained by di- 
viding the costs of quantities that vary by a factor of two: 
.    = Unit Cost at Unit Two = ^jl_ *100 = Y2x pe
   Unit Cost At Unit One   Y2  Y5Q   Y"x 
Thus, a learning curve where costs declined by 20% with every 
doubling of volume would be referred to as having a "slope" 
of 80%.  Alternatively, the learning rate may be determined 
by plotting the data in question on logarithmic paper and 
determining the "b" value in the equation for the straight 
line: 
log Y = log A - b log x 
and converting it into a learning rate using the relation- 
ship: 
-b 
% learning = 2 
In general use of the learning curve formula, the para- 
17 
meters A and b, the cost of the first unit and the learning 
rate, must be estimated.  The b value is often based on past 
history, either for a given firm or type of product.  The A 
value, on the other hand, is often derived from a "learned 
out" target cost and the estimated learning rate.  For exam- 
ple : 
log Y = log A - b log x 
log A = log Y + b log x 
"Learned out" target cost = $1,000 
Accumulated production at achievement of 
target = 500 units 
Estimated learning rate = 80% 
K -   log (% learning),  ,-1Q b
 " ~   ^log 2 * " '3219 
log A = log (1000) + .3219 log (500) 
log A * 3.8688 
A = $7393 
As can be seen, the value of A is many times the learned 
out target of $1000, showing the substantial effects of 
learning-based improvement.  The value of even small differ- 
ences in the learning rate achieved is shown in the following 
example: 
Achieved learning rate = 80%  Achieved learning rate = 85% 
First unit cost = A = $10,000  First unit cost = A = $10,000 
Cost at unit 500 = Y Cost at unit 500 = Y 
b = - lQ?log %eagnin?l .3219   b = .log^learningL >2345 
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log Y = log (10,000) - .3219 log (500)  log Y=log(10,000)- .23451og(500) 
log Y = 3.1312 log Y = 3.3672 
Y = $ 1353 Y = $ 2329 
While the difference in achieved learning rate is only 5% — 
80% vs. 85% — the difference in the unit cost of unit 500 
is substantial, over 70%.  Given the significant impact of 
small differences in achieved learning rate, it is important 
to understand what factors affect the rate at which manufac- 
turing costs progress.  The next section discusses these fac- 
tors. 
Determinants of Learning Rates 
The factors that affect learning rates fall into three 
categories: 
Characteristics of the product or order 
Management actions prior to production 
Management actions during the course of production 
Among the characteristics of the particular product and 
(2),(3) 
order considered to be significant       in affecting the 
77)  
Holdman, J.H., "Industrial Applications of Learning 
Curves, Part I", Canadian Machinery and Metalworking, 
pp. 53, September") 1972. 
(3) 
Bhada, Y.K., "Dynamic Cost Analysis," Management Ac- 
counting, pp. 12, July, 1970. 
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rate of learning to be achieved are: 
Size of the order 
Duration of the production run 
Rate of output 
Complexity of product design 
Manufacturability of the product 
Nature of the production operations required (man 
vs. machine-paced) 
Similarity to prior products 
Sensitivity of the product to error 
Together, these characteristics determine how much oppor- 
tunity there will be for learning to take place.  The order 
size, length of run and production rate shape the production 
environment.  Learning is more likely to occur on large 
orders, produced over a long period of time with continuous 
production than under the opposite situation.  The complexity 
of the design, manufacturability of the product and the na- 
ture of the production operations determine how difficult 
the manufacturing itself will be and whether the accumulation 
of experience is likely to yield any benefits.  The final 
two factors identified, similarity to prior products and 
sensitivity to error, really act as constraints on learning. 
Familiar products tend to begin at costs closer to standard 
and leave less room for improvement.  Work that is particu- 
larly sensitive to error demands additional caution or care 
in addition to skill and appears to have a less pronounced 
20 
rate of learning than less exacting work. 
(4) 
Conway and Schultz    propose the effects of management 
action on learning rates achieved be separated into two clari- 
fications:  those resulting from preproduction activity and 
those resulting from action once production is underway. 
This is probably a valid distinction because their effects 
are somewhat different.  Preproduction activities tend to 
make initial production conditions duplicate ultimate condi- 
tions more closely, thereby reducing the first unit cost (A) 
and, as a result, lowering the apparent rate of learning that 
will be observed.  Activities undertaken once production has 
begun, and first unit costs have been incurred, tend to ac- 
celerate progress towards "learned out" cost targets, there- 
by raising the apparent rate of learning achieved. 
The activities undertaken by management prior to produc- 
tion which may have significant impact are: 
Design and development of tooling 
Equipment, process and tool selection 
Process design/Manufacturing engineering 
Methods development 
Shop preparation 
Production planning 
14} 
Conway, R. and A. Schultz, "The Manufacturing Progress 
Function", Journal of Industrial Engineering, pp. 42, 
Vol. X, No. 1, Jan./Feb., 1959. 
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Once production has begun, subsequent changes to the 
rate of progress will be caused by management action on the 
following during-production factors: 
Methods or tooling improvements 
Improved control of quality 
Product design simplifications 
Planning and scheduling optimization 
Changes in make-vs.-buy 
The real difference between these two classifications of 
management activities is in where the results appear.  Pre- 
production activities, in effect, "initiate learning improve- 
ments" before production has begun and as a result are mea- 
sured more in costs not incurred than in reduction of costs 
incurred.  During-production activities show visible reduc- 
tions in the costs being incurred. 
While these causes of learning improvements, as well 
as many others not listed here, have been identified in the 
literature, researchers have not yet determined a means of 
accurately predicting the learning rate likely to be achieved 
(5) 
for any product.  Some researchers, notably Baloff   and 
TsT  
Baloff, N., "Estimating the Parameters of the Start Up 
Model — An Empirical Approach," Journal of Industrial 
Engineering, pp. 248-253, April, 1967. 
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(6) 
Yelle   , have attempted to develop quantitative models, 
but their results have been unsatisfactory, ranging from 
developing relations between A and b ("The worse off you 
are at the start, the more likely you are to improve") to 
estimating an overall b from historical rates at the indi- 
vidual operation level.  Determination of the correct learn- 
ing rate to use for product cost projections is a signifi- 
cant problem facing the manufacturing cost analyst. 
Constraints in the Application of Learning Curves 
v     While, as outlined, the learning curve relationship can 
be a powerful tool for the prediction of future manufac- 
turing costs, its use is not without constraints.  There 
are three primary constraints on the types of products that 
can be subjected to learning analysis on an individual ba- 
(7) , (8) , (9) 
sis. Typically, these products must be: 
A unique design, not using parts common to other 
767 
(7) 
(8) 
Yelle, L.E., "Estimating Learning Curves for Potential 
Products," Industrial Marketing Management, pp. 147- 
154, Vol. 5, 1976. 
Abernathy, W. and K. Wayne, "Limits of the Learning 
Curve," Harvard Business Review, pp. 109-119, Sept. - 
Oct., 197T; 
Baloff, N. , "The Learning Curve — Some Controversial 
Issues," Journal of Industrial Economics, pp. 275-282, 
Vol. 14, No. 3, July 1966. 
(9) 
Young, S., "Misapplications of the Learning Curve Con- 
cept," Journal of Industrial Engineering, pp. 410-415, 
Vol. XVII, No. 8, August, 1966. 
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products 
Isolated from "shared experience" with other, simi- 
lar products. 
Technologically stable 
For production situations where these conditions cannot be 
met, conventional learning curve analysis fails to yield 
meaningful results.  These factors introduce cost variations 
which, in the simple learning curve formula: 
-b 
Y = Ax 
serve to distort the calculated value of b, the learning rate. 
The result is an apparent learning rate either higher or lower 
than that actually achieved, making projections on this basis 
potentially inaccurate. 
Products which represent non-unique designs, that is, 
share one or more major component parts with another product, 
introduce several complications into an analysis of learning. 
The first, and most readily dealt with, is that the common 
parts accumulate volume much more rapidly than any of the 
other parts in the product.  Consequently, they contribute 
experience-based cost reductions much more quickly than the 
other parts which lag behind in accumulated volume.  While 
(10) 
several researchers, notably Thomopoulos and Lehman    and 
TTol 
Thomopoulos, N. and M. Lehman, "The Mixed Model Learning 
Curve," AIIE Transactions, pp. 127-132, Vol. I., No. 2, 
June, 1961T 
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(11) 
Garg and Milliman     , have developed detailed and complex 
models to account for this, this degree of attention may 
not be necessary.  Unless the common component represents a 
single, large component of cost, the effects of shared com- 
ponentry are no different than those of variations in parts 
quantities within a product.  It seems unreasonable to say 
learning curve analysis cannot be applied to a certain car 
model, for example, because it shares a hood with another 
model and will accumulate hood volume more quickly than 
other parts when the same car has four wheels, already accu- 
mulating volume at four times the rate of the one hood. 
There is distortion, of course, but this is taken into ac- 
count in the estimation of the learning rate as well as in 
any residual error.  The more significant problem in common 
parts is that they make specific models more or less sensi- 
tive to volume fluctuations.  Because the learning curve does 
not explicitly consider scale effects, this can potentially 
introduce a distortion with which the simple learning curve 
relation cannot deal.  If model A, for example, draws on a 
large pool of common parts, and A's volume declines, the ef- 
fect on the pool of common parts may be small and A's parts 
will continue at the same unit cost.  However, if another 
(11) 
Garg, A. and P. Milliman, "The Aircraft Progress Curve -- 
Modified for Design Changes," Journal of Industrial Engi- 
neering, pp. 23-28, Vol. XII, No. 1, Jan./Feb., 1961. 
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model, B, consists of entirely unique parts and its volume 
declines, spreading fixed costs over a smaller volume of 
parts will raise unit part costs, creating an increase in 
B's cost that may negate any further experience savings. 
In situations where models with varying proportions of com- 
mon parts are being compared, conventional learning analysis 
must be adjusted to account for this fact. 
"Shared experience" also tends to distort learning per- 
formance.  Retained learning, obtained during the manufacture 
of prior, similar products, may be very significant in deter- 
mining costs on orders that call for production of items 
similar to ones produced sometime previously.  In particular, 
"shared experience" for very similar products would affect 
both the time needed for the "first" unit of the new order 
(12) 
as well as the "apparent" percent learning.  Hoffman    pro- 
poses shared experience be treated as some number of equiva- 
lent units of production already accumulated at the start of 
production.  The effect of this is an apparent shift in the 
x-axis, which results in a lower observed learning rate: 
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TT2T 
Hoffman, T., "Effect of Prior Experience on Learning 
Curve Parameters," Journal of Industrial Engineering, 
pp. 412-413, August, 1968. 
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Once this shift in axes has been accomplished, the observed 
learning rate can be discounted to determine the true, under- 
lying rate of progress.  Therefore, in situations where shared 
experience is present, the caveat against learning analysis 
can be overcome by explicitly dealing with its effects. 
The final constraint on learning curve analysis is that 
the product under analysis must be technologically stable. 
Improvements in product performance or quality can be thought 
of as learning curve improvements that were "cashed out" in 
something other than product cost reductions.  Therefore, 
the cost reductions which do appear do not tell the entire 
story, and learning analysis based on these alone will under- 
state the actual benefits of manufacturing progress.  Like 
the other two constraints, this one can be overcome by ex- 
plicitly considering product performance, or another appro- 
(13) 
priate technological measure, in the analysis.  Fusfeld 
(14) 
and Yelle    have both proposed techniques that use learning 
curve-like relations to explain the rate of product techno- 
logical evolution.  If technological or performance improve- 
ment can be adequately explained quantitatively, then costs 
(13) 
Fusfeld, A., "The Technological Progress Function:  A 
New Technique for Forecasting," Technological Forecast- 
ing, pp. 301-311, No. 1, 1970. 
(14) 
Yelle, L., "Technological Forecasting:  A Learning Curve 
Approach", Industrial Management, pp. 6-11, Jan., 1974. 
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incurred can be normalized to place them on an equivalent 
technological basis and conventional learning analysis may 
proceed.  This technique of technological normalization is 
most appropriate when learning analysis is being used to 
compare several versions of a product which have been en- 
hanced technologically (such as offering increased perfor- 
mance) , each of which can then be normalized to a common 
starting point.  It is considerably less accurate when used 
to normalize a product whose technology has changed in mid- 
production.  While it can adequately correct the base costs, 
a mid-production design change may introduce other factors 
(such as learning disruption, or retrogression) with which 
this technique cannot deal. 
Applications of Learning Curve Analysis 
Despite these constraints, learning curve analysis has 
found widespread application, primarily in industries with 
high unit product costs of complex design.  The cost-quanti- 
ty relationship was first documented in this country in 
1936 by Dr. T. P. Wright    based on observations of mili- 
tary aircraft assembly operations underway at Wright-Patter- 
son Air Force Base in Ohio.  During subsequent years, parti- 
cularly immediately following World War II, numerous studies 
TT51  
Wright, T., "Factors Affecting the Cost of Airplanes," 
Journal of the Aeronautical Sciences, pp. 122-128, Vol. 
3, No. 4, Feb., 1936. 
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of aircraft assembly showed the following pattern:  the 
assembly of the second plane required only 80% as much di- 
rect labor as the first; the fourth plane, only 80% as 
much as the second; the one hundredth, only 80% as much 
as the fiftieth; and so on.  Because of its obvious appli- 
cation to airframe production, most of the early research 
into the learning phenomena, its causes and its prediction 
was carried out by the airframe companies, the procurement 
offices of the armed services or researchers retained by one 
(16) 
of the former.  Company publications    by the Glenn L. Mar- 
tin Company, Chance Vaught Aircraft Incorporated, North 
American Aviation Incorporated, and the Boeing Airplane Com- 
pany were designed to assist company employees, and those 
of the airframer's vendors, in practical application of the 
technique in forecasting and analyzing manufacturing costs. 
However, it was not until the late 1950s that the learn- 
ing analysis technique began to achieve widespread applica- 
tion outside the aircraft industry.  Many managers outside 
the aircraft industry felt the clear and predictable reduc- 
tion in product cost was a characteristic unique to aircraft 
(17) 
assembly.  Hirschmann     offered four explanations for the 
7TO  
Cole, R. , "Increasing Utilization of the Cost-Quantity 
Relationship in Manufacturing," Journal of Industrial 
Engineering, pp. 173-177, Vol. IX, No. 3, May/June, 
1958. 
(17) 
Hirschmann, W., "Profit from the Learning Curve," Har- 
vard Business Review, pp. 125-139, Jan./Feb., 1964. 
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slow acceptance of learning analysis as a management tool: 
"  .    Many companies believe, *Our business is 
different," and consequently that such 
curves do not apply to their operations. 
Skepticism that improvement can continue 
(indefinitely) may be another factor that 
has limited more general acceptance of 
this technique. 
Learning curves which are already occurring 
may not be recognized by many people. 
Finally, there may also be a lack of aware- 
ness that the learning curve can describe,in> 
group as well as individual performance." 
Despite these barriers to acceptance, the learning curve 
has now been applied in a wide variety of industries, and the 
presence of regular and predictable improvement verified.  A 
brief synopsis of published results follows: 
Observed 
Rate 
Industry Operation or Process of Learning 
Machine Tool Manufac- 
(19) . Machining 87% 
ture 
• Assembly 75 
Electro-mechanical 
(20) . Wiring assembly 86 
equipment . Major assembly 83 
. Final assembly 75 
. Test and adjust 68 
. Punch press opera- 
tions 89-91 
• Electronic final 
assembly 73 
TT8T 
Ibid., pp. 128. 
(19) 
Hirsch, W., "Manufacturing Progress Functions," The 
Review of Economics and Statistics, pp. 143-155, Vol. 
34, May, 1952. 
(20) 
Op. Cit., Conway, R. and A. Schultz 
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Industry 
Gas Turbine Engine 
(21) 
Manufacture 
Optical Instrumen- 
(22) 
tation 
(23) 
Data Processing 
Petroleum Refining 
(24) 
Semiconductor Diodes 
(25) 
Observed Rate 
Operation or Process   of Learning 
Production machin- 
ing 88% 
Production sheet 
metal work 83 
Drilling, tapping, 
threading 80-83 
Milling, boring, 
shaping 88-92 
Bench and deburring 
operations 77-80 
Assembly 78 
Final Assembly 78-82 
Performance of fluid 
catalytic cracking 
units 90 
Refinery maintenance 
operations 76 
Construction of fluid 
catalytic cracking 
units 80 
Diffusion 85 
Photolithography 80 
Varnish passivation 65 
Glass passivation 70 
Evaporation 7 5 
Contact plating 70 
Scribing 80 
Soldering 95 
Machine Sealing 90 
(irr 
(22) 
(23) 
(24) 
(25) 
Op. Cit., Holdham, J. 
Op. Cit., Cole, R. 
Op. Cit., Cole, R. 
Op. Cit., Hirschmann, 
Op. Cit, 
W., pp. 129-132, 
Yelle, L., pp. 150. 
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As can be seen, the learning phenomena is seen to ap- 
pear in a wide range of industries — from aircraft to semi- 
conductors — and the rates of learning vary widely, even 
within a given industry.  However, it is a testament to the 
validity of the theory underlying this technique that it 
should have such broad applicability. 
Summary — The Learning Curve 
This brief review of learning theory and practice can 
be summarized in five major conclusions.  They are: 
Learning has a significant and predictable effect 
on manufacturing costs;  Learning-based improve- 
ments, accruing with accumulated volume, can sub- 
stantially reduce intial production costs and this 
decline can be predicted with a high degree of re- 
liability. 
Learning , or manufacturing progress, can be repre- 
-b 
sented by an equation of the form Y = Ax  :  This 
equation can be represented as a straight line 
plotted on logarithmic coordinates, where A repre- 
sents the cost of the first unit produced and b 
is a fraction that represents the rate of learning 
achieved. 
The parameters of the equation, A and b, are a 
function of the product, the order and action by 
management;  These parameters represent the net 
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result of a complex interaction of a number of 
determining factors and must, most often, be esti- 
mated judgementally.  Changes in the surrounding 
factors, particularly action by management, can 
alter the values observed. 
Three key constraints apply to use of learning 
analysis; however, these may be overcome by ex- 
plicitly recognizing additional sources of cost 
variation in the analysis:  The constraints — 
uniqueness of design, absence of shared experi- 
ence and technological stability — must be 
countered through the inclusion, within the 
analysis, of special techniques designated to 
account for the variations in A and b values 
which would otherwise be introduced by these 
situations. 
Learning analysis shows broad applicability, how- 
ever, no universal or typical learning rates appear 
to exist:  Confidence in the validity of the tech- 
nique is increased by its widespread use, but also 
make it clear that the parameter values, A and b, 
are clearly characteristic of individual situations 
and must be addressed as such. 
These five major conclusions are of particular impor- 
tance to the proposed analysis and will be referenced in the 
proposed experimental procedure. 
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D.  Effects of Manufacturing Scale on Costs 
Definition and Theory 
In addition to experience, a second important factor 
that must be accounted for in the understanding of manufac- 
turing cost dynamics is economies of scale.  While econo- 
mists have studied and used this concept for over one hun- 
dred years, its application in the analysis of manufacturing 
costs is relatively recent.  Scale economies demonstrate 
themselves as increasingly lower cost as the production 
volume at any point in time is increased.  Unlike learning- 
based reduction, which accrue with accumulated volume, scale 
effects are based on instantaneous volume alone. 
While the effects of scale are typically discussed in 
a positive sense, as a decrease in costs with increasing vol- 
ume, they can also have a reverse effect.  As volumes decline, 
the same sources of economies act in the opposite manner, ac- 
tually increasing unit costs.  This draws another distinction 
between learning effects and scale effects:  the effect of 
learning is always positive — any additional increment of 
accumulated volume yields learning-based cost reductions, 
even though they may be negligible.  Scale effects, from 
period to period, can be negative or positive.  A net decline 
in volume from one period to another may result in a scale- 
related cost increase that may far outweigh the benefits 
of the additional accumulated volume, particularly if accu- 
mulated volume is such that doublings require substantial 
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increments of volume. 
Cost analysts have portrayed scale effects in many ways, 
The effect of increased volume on unit costs can be depicted 
with a linear equation of the form: 
Y = C - S(v - 1) 
where Y = Unit cost at the volume given 
C = Unit cost at volume of one 
S = Fraction representing the magni- 
tude of the scale-related eco- 
nomies 
v = Absolute volume in units 
This linear relationship is most commonly used in either ex- 
tremely high volume situations, where the effect of modest 
changes in volume is small, or where accuracy is not that 
important.  The reason for its inaccuracy is that scale ef- 
fects are typically non-linear.  Because they most often re- 
present the spreading of fixed costs and the fixed component 
of semi-variable costs over the entirety of production vol- 
ume, scale cost behaves as shown below: 
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The decrease in the height of the bars shown in the histo- 
gram above can be approximated by a curve of the shape: 
* 
I00O 1 
0 
0 
T 
lo      ao    jo    Ac     «>     to     7o     do     <to      too 
The concept of scale economies shown in the curve above is 
very similar to the learning curve or experience curve pre- 
viously described.  Again, the major difference is in the x- 
axis, which here represents production volume per time period 
rather than cumulative production volume.  However, the ef- 
fects of scale can also be represented by a hyperbolic func- 
•  -i,  *   (26) txon in the form    : 
Y 
where Y 
C 
v 
= Cv -s 
Unit cost at the volume given 
Unit cost at volume of one 
Absolute volume in units 
UeY 
Op. Cit., Lloyd, R., pp. 224. 
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S = Fraction representing the magni- 
tude of the scale-related eco- 
nomies 
This equation can also be converted into linear form (Y = 
Ax + b) through the use of logarithms: 
log Y = log C - s log v 
Data for this relationship can be plotted in straight line 
form either through plotting the logarithms of the coordi- 
nates on cartesian graph paper or by plotting the data di- 
rectly on logarithmic coordinate paper, with the unit of 
measure on the x-axis being instantaneous production volume: 
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Because of its mathematical similarity to the learning curve, 
there is no need to repeat the explanation of the dynamics of 
this relationship.  "Slope", in the case of scale relations, 
pertains to the reduction in unit costs with each doubling 
in instantaneous production volume, that is doubling the 
rate of production. 
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The mathemematical relations remain unchanged 
Slope _ Unit Cost at Volume of 2    
Y4    Y100      Y2v 
Unit Cost at Volume of 1   Y  ~ Y Y 
2     50        v 
OR 
-s 
% Reduction = 2 
The scale effects or volume sensitivity of the cost for a 
particular product can be determined, in the absence of learn- 
ing effects or technological changes, by comparing unit costs 
at two different volume levels, as shown in the example be- 
low: 
Case 1     Unit Volume = 50 pcs./month 
Unit Cost   = $125 
Case 2     Unit Volume = 3000 pcs./month 
Unit Cost  - $65 
log Y = log C - s log v 
log (125) = log C - s log (50) 
2.0969 = log C - 1.6990s 
log (65) = log C - s log (3000) 
1.8129 = log C - 3.4771s 
Solving the equations in two unknowns: 
log C = 2.3634 
C = $233 
x = .160 
% Reduction = 2"s  = 2~-ib0  =89.5% 
Therefore, for this particular product, costs decline by 10.5% 
(100% - 89.5%) with every doubling of production rate.  If vol- 
ume were to be reduced to one unit per period, the unit cost 
would be $233.  We can continue to use this example to demon- 
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strate how scale effects can be negative as well as posi- 
tive.  Given volume for two successive periods: 
Production Period 1 Production Period 2 
Volume:  v = 500 units       Volume:  v = 300 units 
Cost Equation:  Y = 233v~*160   Cost Equation:  Y = 233v"*160 
Cost:  Y = 233 (500)"-160       Cost:  Y = 233 (300)"-160 
Y = $86 Y = $94 
Period-to-Period change in cost = $(8) 
As is shown, the decline in volume between period one and 
two has resulted in the distribution of fixed costs over a 
smaller number of units, with a corresponding increase in 
unit costs -- a negative scale effect.  Because economies and 
diseconomies of scale can have significant positive and nega- 
tive effects on unit manufacturing costs it is important to 
understand the sources of these variations.  The next section 
discusses these factors: 
Determinants of Scale Economies 
Although learning is highly significant in labor-in- 
tense industries, scale tends to become as, or more impor- 
tant in capital-intense industries.  The drivers of scale 
economies can be viewed as falling into two categories: 
Spreading fixed costs over more units of produc- 
tion 
Volume-related process or technological advan- 
tages 
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Economies related to spreading fixed costs commonly 
arise when existing manufacturing facilities are not fully 
utilized.  While the fixed costs of operating and maintain- 
ing the facility are constant, the existence of excess capa- 
city means these costs must be spread over a smaller number 
of production units.  Thus, as the percent capacity utili- 
zation of a facility increases, the fixed cost burden per 
unit will decrease.  Costs which would be of significance 
in creating these types of economies would include: 
Facilities depreciation 
Real estate taxes 
Insurance 
Fixed corporate charges 
Energy/utilities (non-process related) 
Facilities maintenance and security 
Management and supervision 
Certain indirect labor classifications (stockroom, 
toolroom, maintenance and repair, etc.) 
Certain process costs (for processes which are ei- 
ther on or off, such as furnaces, plating tanks, 
pickling operations, etc.) 
In one sense, allocation of these costs is simply an exten- 
sion of break-even analysis.  For highly capital-intense 
production situations, such as process plants or steel mills, 
the slope for this class of economies can be very steep — 
as high as 50% to 60%.  If production volume grows steadily 
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to designed plant capacity, and then remains there, this 
type of scale economy can often be the major contributor 
to the rapid initial decline in unit costs attributed to 
learning or experience.  To avoid this misrepresentation, 
learning analysis is often conducted on a direct cost basis, 
or its direct and allocated components are analyzed separate- 
ly, so scale benefits can be isolated. 
Another, but longer term, version of these scale eco- 
nomies occurred as production demands become large enough for 
a company to multiply its facilities — either production 
lines or individual plants — and achieve further economies 
by spreading fixed costs across a number of operations. 
Costs to be considered in this situation might include: 
Corporate overhead 
Initial facilities or equipment development costs 
(if facilities are similar enough to reuse subs- 
tantial components of existing designs) 
Certain manufacturing overhead costs (Production 
Planning and Scheduling, Manufacturing Engineering, 
Industrial Engineering, etc.) 
Because the identified costs tend to account for a rela- 
tively small proportion of total fixed costs, the scale eco- 
nomies resulting from this second tier of allocation tend to 
be small, often 5% or less.  Alternatively, expansion may 
even increase costs, as referred to by Lloyd: 
"It is also observed that there are factors 
which limit the attainment of the maximum 
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economy of scale, and for which there may 
well occur a region of diseconomy of scale. 
These are physical (transport costs), mana- 
gerial (difficulties in organizing large 
plants) and inflexibility in the face of 
changing consumer demand. (27) 
The second major category of scale economies generally 
occurs because, in many cases, additional volume alone makes 
certain improvements possible.  More cost-efficient processes, 
for example, may not be justifiable until certain minimum 
volume levels are achieved.  Alternatively, there may be 
a certain threshold volume which must be obtained before a 
process can be converted from batch to continuous processing. 
Finally, existing processes may be such that scrap losses are 
high during start up and drop down to an insignificant level 
during operation.  In this situation, higher volumes alone 
may permit batch sizes where overall scrap rates are minimal. 
All of these situations may be thought to arise from "tech- 
nological indivisibilities" within the manufacturing process. 
Their effects most often appear as discontinuities in the ob- 
served scale relation, and may, in fact cause the slope of 
the curve to vary between such discontinuities, as shown 
-urn  
Op. Cit., Lloyd, R., pp. 224 
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below: 
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Because these discontinuities arise infrequently, and often 
exist only for volume levels which differ substantially, they 
may be practically ignored for cost analysis where volume 
variations exist only for a range unlikely to promote such 
changes. 
Constraints in the Application of Scale Curves 
Because the sources of scale economies are much better 
understood than those for learning, scale analysis is subject 
to fewer constraints. 
The two major constraints are: 
Absence of technology-based discontinuities 
Product design stability 
As just discussed, discontinuities in the scale curve 
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caused by major changes in production technology render 
calculated scale "slopes" invalid.  The net result of ana- 
lyzing across such a discontinuity is often a calculated re- 
lationship which approximates the average of the two actual 
relationships.  This makes cost predictions for volumes in 
the region of the discontinuity invalid, as shown below: 
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Analysis can be made of data containing such discontinuities, 
provided their location is known.  The overall scale relation 
can then be broken into segments and slopes calculated be- 
tween the discontinuities.  However, as stated earlier, most 
often the volume variations encountered in such an analysis 
are insufficient to generate such discontinuities. 
As in the constraints on the use of learning curves, 
changes in product design can render the results of an ana- 
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ysis of scale effects meaningless,  The source of the prob- 
lem here is the same described in that previous section. 
Changes in product design that increase or decrease the num- 
ber of components it shares in common with other models may 
change its sensitivity to changes in volume.  Data contain- 
ing these types of changes can be analyzed at the detailed 
level using appropriate techniques, such as those suggested 
by Thomopoulos and Lehman    and Garg and Milliman    cited 
earlier, however, steps must be taken to adapt the proposed 
models to scale, instead of learning, analysis. 
Applications of Scale Analysis 
While the concept of economies of scale has certainly 
been in existence longer than that of the experience curve, 
the author could find few published examples of its appli- 
cation in industrial situations.  As stated previously, the 
concept of economies of scale was originally put forth by 
economists, and therefore, the bulk of applications are 
found in economic publications.  However, some research did 
Op. Cit., Thomopoulos, N. and M. Lehman, pp. 127-132. 
(29) 
Op. Cit., Garg, A. and P. Milliman, pp. 23-28. 
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turn up the following half dozen examples; 
Industry Process Scale "Slope" 
Glass Making        .  Glass piece part     58% 
start up 
Transportation      .  Long distance truck   68 
shipment 
Air freight ship-    77 
ment 
(32) Electronics .  Manufacture of radar  77-82% 
equipment 
(33) Petroleum Refining   .  Construction of      64 
fluid catalytic 
cracking capacity 
(cost/bbl.) 
(34) Aircraft .  Purchase of aircraft  85 
quality fasteners 
As can be seen by these limited examples, the phenomenon 
rm  
Wheelwright, S., "Learning, Experience and Scale Economies 
in Manufacturing," Paper read before a seminar at Booz, 
Allen & Hamilton, New York, N.Y., May, 1980. 
(31) 
Hirshleifer J., "The Firm's Cost Function:  A Success- 
ful Reconstruction?", The Journal of Business, pp. 242- 
243, Vol. XXXV, No. 3, July, 1962. 
(32) 
Preston, L. and E. Keachie, "Cost Functions and Progess 
Functions:  An Integration," The American Economic 
Review, pp. 100-107, March, 19TT! 
(33) 
Op. Cit., Hirschmann, W., pp. 132. 
(34) 
Rice, J., "Throw Prices a Curve!", Purchasing, pp. 47-49, 
July 9, 1970. 
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of scale economies, like learning, applies in a wide range 
of situations, from parts procurement through industrial 
operations and even as far as new plant construction.  A 
second important observation is that the impact of these 
economies on manufacturing costs as measured by the observed 
slope, can be as significant as that of learning, particu- 
larly in explaining period-to-period cost variations.  For 
products where the rate of volume accumulation is low, and 
period-to-period volume fluctuations are large, learning 
curve analysis alone will be insufficient to accurately ex- 
plain cost variation. 
Summary -- Scale Effects 
This brief review of the effects of manufacturing scale 
on product costs can be summarized in five major conclusions. 
They are: 
Scale effects may equal or exceed those of learn- 
ing in determining manufacturing costs:  Product 
cost reductions associated increases in instanta- 
neous volume (production rate) are potentially 
significant and may outweigh learning curve ef- 
fects, particularly in situations where fixed 
costs are high or the rate of volume accumula- 
tion is low. 
Changes in period-to-period volume can result 
in both positive and negative cost variations 
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due to scale:  Unlike learning, whose effect is 
always positive because it is based on accumula- 
ted volume, period-to-period volume declines can 
yield cost increases (negative variations) due 
to losses of economies of scale. 
Manufacturing scale effects are best represented 
-s 
by an equation of the form Y = Cv  :  This equa- 
tion can be represented as a straight line plotted 
on logarithmic coordinates, where C represents 
the unit cost at a period production volume of 
one and s is a fraction that represents the magni- 
tude of the scale economies achieved. 
The parameters of the equation, C and s, are more 
a function of the product and manufacturing pro- 
cesses utilized than of action by management:  Un- 
like the learning relation, where management ac- 
tion is equally important in determining equation 
parameters, scale parameters represent the sensi- 
tivity of the product to volume and are most de- 
pendent on product design (commonality with other 
products) and the manufacturing process (propor- 
tion of fixed costs). 
Scale analysis constraints parallel those of learn- 
ing analysis and can be overcome similarly:  The 
constraints — absence of technology-based discon- 
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tinuities and product design stability — can be 
dealt with as recommended for similar constraints 
on learning analysis:  through the incorporation, 
into the scale analysis of special techniques 
design to account for the variations in C and s 
values which would otherwise be introduced by these 
situations. 
These five major conclusions are of particular impor- 
tance to the proposed analysis and will be referenced in the 
proposed experimental procedure. 
E.  Effects of Technological Improvement on Costs 
Definition and Theory 
Technology can affect the prediction of manufacturing 
costs via one of three routes: 
Technology can affect demand for a product, in- 
creasing or decreasing its volume and giving 
rise to scale effects — demand for semiconductors 
as a result of emerging electronics technologies 
might be an example of this. 
Technology can give rise to new and lower cost 
processes for the manufacture of products, re- 
sulting in lower unit costs — on a small scale, 
these improvements give rise to observed learning 
effects; on a large scale, they yield the kinds 
of cost discontinuities referenced in the dis- 
cussion of scale effects. 
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Technological improvements can be incorporated 
into the product itself, resulting in improved 
quality or performance and (hopefully) increased 
marketability — these changes, such as the use 
of higher strength materials or substitution of 
electronic for mechanical controls, in addition 
to improving the product, will affect its cost 
of manufacture. 
The issue of technological improvement and its effects 
on product cost is of varying concern to different industries, 
Its nature and significance depends on the phase of its prod- 
uct life cycle a given product is in.  Utterback and Aber- 
nathy discuss the role of technology in the three phases 
of the product life cycle from a marketing standpoint: 
" Performance Maximization;  In the early phases 
of the product life cycle the rate of product 
change is expected to be rapid and margins to 
be large.  A firm with a performance-maximiz- 
ing strategy might be expected to emphasize 
unique products and product performance, often 
in anticipation that a new capability will ex- 
pand customer requirements...Here, if advanced 
technology is critical, it is predominantly so 
in applications to product rather than process 
innovation.* 
Sales Maximization;  ... We might expect a 
greater degree of competition based on product 
differentiation with some product designs be- 
ginning to dominate ... Innovations leading 
to better product performance might be expec- 
ted to be less likely ... forces that reduce 
* Underlining is by the author 
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the rate of product change and innovation are 
beginning to build up. 
Cost Minimization:  As the product life cycle 
evolves product variety tends to be reduced and 
the product becomes standardized.  Then as a 
progression the basis of competition begins to 
shift to product price, margins are reduced, 
the industry often becomes an oligopoly, and 
efficiency and economies of scale are empha- 
sized in production ... Process redesign typi- 
cally comes ... at this stage* ... Process    ,_5. 
technology and the market continue to evolve."   ' 
As this quotation indicates, products early in their 
life cycle are more likely to see technology used to im- 
prove their performance, while for more mature products, 
technological improvement is more likely to be process-fo- 
cused.  In the case of the particular product types identi- 
fied in section B — high unit cost, low volume, high tech- 
nology products — the issue of concern in the prediction 
of future manufacturing costs is much more the former than 
the latter. 
High technology products, which compete on product per- 
formance, and are produced in modest volumes may never see 
the full "product life cycle" referenced previously.  Much 
more often, they are superseded by a successive model with 
further improved performance before they reach the stage of 
Emphasis added by this author 
(35) 
Utterback, J. and W. Abernathy, "A Dynamic Model of 
Process and Product Innovation," Omega - The Interna- 
tional Journal of Management Science, pp. 643-644, 
Vol. 3, No. 6, 1975. 
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maturity.  The life cycle, in this situation, occurs not 
for the individual model, but rather for a family of suc- 
cessive models, all related "genealogically".  Because 
these products are the focus of the analysis, the balance 
of this review will focus on the effect of product perfor- 
mance improvement, and will assume conventional learning 
analysis will be sufficient to account for any technology- 
based process improvement that occurs. 
A number of investigators have attempted to relate the 
state of a product's technology or performance to its cost. 
Relationships proposed have been largely based on multi- 
(36) 
variate regressions of existing cost data.  Knecht     at- 
tempted to relate "learned out" airframe assembly cost (the 
cost of the 100th airframe) to several critical measures of 
the performance and technology of the aircraft.  The follow- 
ing relations were proposed: 
M = A (T/W)a(We)b 
c    d 
M = B (Vm) (We) 
where M = Assembly labor hours for 
plane 100 
A,B = Constants 
T/W = Ratio of thrust (T) to gross 
weight (W) 
T3T1  
Knecht, G., "Costing, Technological Growth and Gener- 
alized Learning Curves," Operational Research Quarterly, 
pp. 487-491, Vol. 25, No. 3, Sept., 1974. 
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We = Airframe empty weight 
Vm = Airframe maximum speed 
Multiple correlation coefficients on the order of 90% to 
99% were claimed for the proposed relations.  Knecht cau- 
tions these relations are valid, because of the inclusion 
of weight variables, only for a constant materials tech- 
nology, like aluminum. 
Two observations can be made about the proposed rela- 
tions.  First, the researcher has selected a common single 
point at which to compare costs (unit 100).  The intended 
purpose of this is to eliminate any distortions that might 
be introduced by variations in learning rates achieved.  Sec- 
ondly, the proposed relations are exponential, rather than 
linear.  Assuming the exponents are positive (the researcher 
alludes to such a result), this indicates improvements in 
product technology or performance generate disproportional 
changes in cost.  This corresponds closely with the observa- 
tion that technology curves are generally non-linear func- 
tions of one of two forms: 
y= A*-b 
y*/t +b 
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While not dealing with costs, Fusfeld^37' furthers 
the hypothesis that technology-based relationships are non- 
linear.  In fact, the researcher adopts the form commonly 
associated with the learning curve and proposes a "techno- 
logical progress function" relating improvements in a given 
technical parameter to accumulated production volume: 
TV = T (i) P 
where T. = Value of the technical parameter 
1
   at the ith unit 
T  = Initial value of the technical 
parameter 
i  = Accumulated production volume 
P  = Fraction denoting the rate of 
change of the parameter with 
unit volume 
Fusfeld goes on to demonstrate the validity of the proposed 
relation by fitting it to data from a wide variety of indus- 
tries.  High correlations are claimed between accumulated 
volume and selected technical parameters for a wide variety 
of products.  A listing*-*8' appears on the following page: 
7371  
Fusfeld, A., "The Technological Progress Function:  A 
New Technique for Forecasting," Technological Forecast- 
ing, pp. 301-312, Vol. 1, 1970. 
(38) 
Op. Cit., Fusfeld, A., pp. 301. 
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Product 
Civil Aircraft 
Military Aircraft 
Turbojet Engines 
Turbojet Engines 
Automobiles 
Electric Lamps 
Computer Programs 
Hovercraft 
Technical 
Parameter 
Speed 
Speed 
Specific Weight* 
Specific Fuel Consumption** 
Horsepower 
Lumens 
Figure of Merit*** 
Figure of Merit*** 
Determinants of Technological Improvement 
The determinants of technological improvement are al- 
most all related to product design.  Because of this, they 
almost invariably have manufacturing cost implications.  For 
a given product or series of products, improved product 
performance may come from: 
Refinements in design theory (resulting in mini- 
mization of losses) 
Elimination of efficiency losses (losses of fric- 
tion, pressure, heat, etc.) 
Increased operating parameters (speeds of revolu- 
tion, pressures, temperatures) 
Tighter tolerances 
* ** 
"Specific weight" is engine weight per pound of thrust. 
"Specific fuel consumption" is pounds of fuel/hour/pound 
of thrust. 
"Figure of Merit" is an appropriate technical parameter 
not disclosed by the author in the referenced article. 
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Reductions in weight 
Reductions in safety or operating margins (elimi- 
nation of design conservatism) 
Component substitutions (replacing mechanical de- 
vices with electronics, etc.) 
All of these sources of product performance improvement 
will increase the cost of manufacture.  These increases will 
come from a multitude of areas, including: 
Requirements for more exotic materials 
Use of higher precision manufacturing processes 
Increased quality inspection responsibilities 
More involved fabrication requirements 
Higher rates of scrap and rework 
The tightening of tolerances provides a good example 
of why the effects of increased technical requirements on 
costs may be exponential.  Modest requirements for accuracy 
or surface finish can be satisfied with conventional metal- 
cutting techniques and routine statistical quality control. 
However, as requirements become more stringent, more accu- 
rate (and costly) machine tools are required, cutting speeds 
must be slowed, secondary and tertiary finishing processes 
(such as grinding, tumbling and honing) are added and 100% 
inspection may be implemented.  The multiplicative effect 
of these additional costs would explain the disproportion- 
ate effect a small tightening of tolerances might cause. 
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Constraints on the Analysis of Technological Improvement 
A review of the rather limited material available on 
the subject of analyzing technological change has revealed 
only one constraint to the application of the techniques 
outlined.  As pointed out in the review of the analysis 
(39) 
by Knecht,    costs for products with varying levels of 
technology must be analyzed at a comparable point.  The 
referenced researcher purposely chose the manufacturing 
cost of the 100th production unit as the point at which all 
comparisons would be drawn.  This approach eliminates any 
distortion which might be introduced by experience-based 
cost variations if models were compared which had benefitted 
from different amounts of accumulated volume.  In choosing 
unit 100, Knecht is implicitly assuming all the airframes 
considered share a common rate of learning.  This may not 
be an unwarranted assumption, given the extent to which 
the aircraft "80% curve" has been documented.  However, 
different rates of learning would mean the experience- 
based improvements at unit 100 would already vary.  In this 
situation, a more comparable point for analysis might be 
unit 1, where all models share a complete absence of learn- 
ing or some extremely high number, such as 10,000, where all 
TT91  
Op. Cit., Knecht, G., pp. 487-491 
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models are on the nearly horizontal segment of the learning 
curve. 
Summary — Technological Analysis 
This brief review of the effects of technological im- 
provement on product costs can be summarized in three major 
conclusions.  They are: 
The effects of product performance improvement on 
manufacturing costs can be significant but can be 
explained with an appropriate quantitative rela- 
tionship:   Like experience or volume-based changes, 
product performance improvements have rational ef- 
fects on the components of manufacturing costs 
which can be predicted in an appropriate relation 
of the technical parameter to cost. 
Technologically-based product improvements often 
have non-linear effects on product costs:   Be- 
cause the underlying curves governing the tech- 
nology itself are often non-linear, analyses of 
the effects of technological improvement on costs 
must examine both linear and exponential relation- 
ships. 
Analysis of technological effects must evaluate 
costs on a comparable basis:  In order to minimize 
variations introduced by experience and scale rela- 
tions, the comparison of costs of multiple products 
at varying levels of technology should take place 
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at a point of common experience and scale.  An 
individual product, however, can be analyzed 
over its life if the points of technological 
discontinuity are known. 
These three major conclusions are of particular impor- 
tance to the proposed analysis and will be referenced in the 
proposed experimental procedure. 
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CHAPTER III 
Statement Of The Problem 
The balance of this paper develops the proposed 
generalized procedure to predict the manufacturing 
costs of technologically evolving products.  Its devel- 
opment is based upon the technical background already 
presented and the particular company and situation de- 
scribed below. 
Company X is a classic example of the type of com- 
pany referenced in the introduction to this paper. 
They are a major manufacturer of power generation de- 
vices which compete in the world market, based largely 
on product performance.  The devices themselves repre- 
sent the state of the art of the applicable technolo- 
gies, providing efficiencies on the order of 90%.  The 
investment in research and engineering to develop a 
single new model is in excess of $10 million.  Unit 
manufacturing costs are in excess of $1 million and 
life cycle volume for any individual model is typically 
in the range of 500 to 1,000 units over a five-year 
period.  While the analysis presented in the balance of 
this report is based upon factual data, the costs, vol- 
umes and product characteristics provided have all been 
disguised because of their proprietary nature. 
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Company X'a major product line at the present time 
consists of a number of power generation devices known 
as the N series.  The N series was developed in the 
late 1960s and its first component model, Model A, was 
introduced for sale in 1968.  Shortly afterwards, the 
competition responded with an equivalent model, offer- 
ing slightly superior performance.  Company X was 
forced to develop an enhanced performance N series 
device, Model B, which was offered for sale in 1972. 
The competitive performance battle has continued since, 
and five models, A-E7*~of the N series have been devel- 
oped in total.  While Model A has been removed from 
production, the balance are still offered for sale, 
although B and D have been obsoleted technologically by 
C and E, respectively.  A summary family tree is shown 
below: 
MODEL HoDec MODEL 
A 3 
\ 
MobCL               MobPu 
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The Situation 
At the present time, Company X is preparing to 
develop yet another model in the N series line, with 
the intent of discontinuing Models B and C. Before 
beginning development, it was decided that the cost, 
market and potential profitability of the new model, 
Model F, be examined.  Because no detailed design 
existed for Model F, the manufacturing personnel decid- 
ed to examine the costs of existing models and make a 
projection.  A production experience curve, based on 
direct costs (standard labor and material, variations, 
rework and scrap) escalated to current dollars, was 
plotted for the N series based on average annual unit 
costs and is reproduced as the upper line on Exhibit I 
(following this page).  Management was disconcerted to 
see that after obtaining modest apparent experience- 
related cost reductions during the period 1968 to 19 73, 
unit costs had then begun to increase - and at an 
alarming rate. 
Someone was quick to point out that Models D and 
E, initially introduced in 1975, had higher power 
ratings, and consequently, higher unit costs than 
Models A, B and C.  The upward trend might just reflect 
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the increase in weighted average cost.  The curve was 
replotted, with all unit costs normalized for common 
power rating, and is reproduced as the lower line on 
Exhibit I.  While the upward trend was not as steep, it 
was still present, implying unit costs would increase 
by 27% with every future doubling in volume.  Manu- 
facturing efficiencies had remained relatively constant 
over the period in question (1974 to 1980); there 
clearly must be another force at work. 
It was suggested that the higher performance in- 
corporated into each of the models introduced after 
Model A might explain some of the increase.  Rated rela- 
tive efficiencies had increased from 1.42 (an index 
value) to 1.53 since 1968, an increase of almost 8%. 
These efficiences had come at the cost of more exotic 
materials, tighter tolerances and more component parts. 
Net production cost per pound of weight had probably 
increased.  Relative efficiency and direct cost per 
pound of weight were analyzed for the five models; the 
results are reproduced in Exhibit II (following this 
page).  The increase in direct cost per pound for the D 
and E models was almost 19% over the early A models. 
This explained some of the cost increase, but not all. 
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Declining volume was suggested as another possible 
explanation.  N series production had dropped off sub- 
stantially during the period 1974 to 1978, and had only 
begun to pick up during the last two years: 
N Series Volume 
Year (Total Units) 
22 
168 
423 
369 
148 
164 
112 
156 
102 
42 
104 
222 
262 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
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Referring to Exhibit I, it did appear that the 
last two annual points, for 1979 and 1980, had at least 
not continued the trend of increases.  The additional 
volume could explain the leveling off. 
At the conclusion of this examination of manu- 
facturing costs, management was able to conclude two 
things: 
There were apparently three factors at work 
on manufacturing costs: 
Experience (learning) 
Product technological improvement 
Volume (scale) 
They were no closer to being able to predict 
costs for the pending Model F. 
The Problem 
It is clear in order to be able to satisfy their 
objective - estimating future costs for Model F - Com- 
pany X will require a method for explicitly determining 
the effects of experience, scale, and technological 
change on product cost.  Once in hand, this method 
should permit them to better understand manufacturing 
cost dynamics for all their products and enable them to 
answer the following pertinent questions about cost 
behavior: 67 
Are we achieving experience-based cost 
reductions?  To what extent? 
Do all of our N series models follow a common 
experience curve?  Different curves? How can 
the individual rates of learning be pre- 
dicted? 
How sensitive are unit manufacturing cost3 to 
volume? 
Given a defined relative efficiency and 
volume in the year of introduction, what 
costs are predicted for our next N series 
model? 
The balance of this paper is devoted to developing 
the proposed methodology and determining the answers to 
these four questions. 
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Chapter IV 
Experimental Procedure and Results 
The experimental procedure outlined in this section was 
used to analyze manufacturing cost data for N series models 
A through E manufactured during the period 1968 through 1980 
(Company X's forecast 1981 costs for Model E were also used 
to provide sufficient data points for the required regres- 
sion analyses).  The procedure was designed to explicitly 
determine the effects of experience, scale and technological 
improvement on the costs of these models. 
The Experimental Procedure 
The review of published research presented in Chapter 
II, Background, resulted in a number of conclusions that were 
used to shape the proposed procedure.  The conclusions of 
particular significance in developing the procedure are re- 
peated below: 
Learning, or manufacturing progress, can be re- 
presented by an equation of the form Y = Ax~b 
The parameters of the learning equation, A and b, 
are a function of the product, the order and ac- 
tion of the management. 
The constraints that apply to learning analysis -- 
design uniquity, absence of shared experience, and 
technological stability -- can be overcome by ex- 
plicitly recognizing these sources of additional 
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variation in the analysis. 
Manufacturing scale effects are best represented 
by an equation of the form Y = Cv-S 
Constraints on the application of scale analysis 
can be overcome in a manner similar to that pre- 
scribed for learning analysis. 
Examination of costs of technologically-based 
product improvements must consider the effects on 
cost may be non-linear. 
Analysis of technological effects must consider 
costs at a comparable point. 
These major conclusions guided the analytical procedure 
flowcharted in Exhibit III (following the page) and summarized 
below.  The basic cost, volume and technical parameter data 
necessary for the analysis of N series manufacturing costs 
was gathered and prepared.  Multivariate regressions were 
run on the cost data for each individual model.  Manufac- 
turing cost (the dependent variable) was regressed against 
both volume and accumulated volume, to account for both 
scale and experience effects.  The regressions were conducted 
individually to avoid mixing costs for models with different 
technological levels.  Learning rates for each model were 
determined from the regression results.  The calculated 
learning rates were used to normalize each model's manu- 
facturing cost data, removing the learning-attributed cost 
improvement.  The normalized data for all models was com- 
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bined and a general scale regression conducted.  Indicator 
variables were included in the regression to maintain the 
distinction between models having different levels of tech- 
nology.  A generalized relation to explain scale-related 
cost variations was determined. 
The individual model learning rates were subjected to 
(40) 
the shared experience analysis proposed by Hoffman     to 
determine their shared experience factor in relation to the 
original Model A learning rate.  The calculated shared ex- 
perience factors were regressed against various cost and 
technical parameters to develop a prediction equation for 
estimation of the observed learning rates for derivate N 
series models.  These same shared experience factors were 
combined with the first unit costs ("C" values) from the 
generalized scale relation to determine estimated first unit 
costs for each model, if no shared experience had been pres- 
ent to lower first unit costs.  These calculated first unit 
costs were regressed against various model technical para- 
meters to develop a relation to predict first unit cost from 
the technological level of the product. 
At this point, the three major cost prediction tools 
developed -- predictor of anticipated model learning curve 
slope, the generalized scale relation, and the predictor 
T40l 
Op. Cit., Hoffman, T., pp. 412 
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of first engine cost based on technology — were combined 
and used in a generalized procedure to predict the N series 
manufacturing costs for all models, 1968 through 1980.  The 
multiple correlation coefficient (R ) was calculated for 
the procedure as a whole.  In addition, estimated costs 
were compared to actuals to determine the magnitude of the 
prediction error.  The balance of this section reviews this 
procedure, and the associated results, in detail. 
Preparation of Cost, Volume and Technical Parameter Data 
Data was collected for the period appropriate to the 
analysis (1968-1980).  Two basic decisions were made in re- 
gards to the cost data used: 
Manufacturing directs costs (standard labor and 
material, variations, rework and scrap) were used. 
Because overhead and G & A expenses were applied 
on an allocated basis, they were excluded as being 
unresponsive to the factors affecting direct costs 
and would only complicate the analysis. 
Total direct cost was utilized, rather than sepa- 
rate labor and material components.  This was done 
because, during the period in question, the sources 
of component parts varied considerably.  Production 
was moved back and forth between in-house and 
outside sources year to year, model to model. 
As a result, the separate labor and material num- 
bers may have a varying basis from year to year. 
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The manufacturing direct costs were escalated to 1981 dol- 
lars using escalation factors provided by Company X and 
reproduced in Appendix A.  Three volume figures were col- 
lected for each model, in each year.  They were: 
Model volume:  The unit volume of the particular 
model in question for the year in question (re- 
ferred to in regressions as the variable MODVOL). 
Family volume:  The unit volume, that year, of 
the family of models of which this particular model 
is part.  Models A, B and C were grouped together 
as the "small" family.  Models D and E, because 
of their higher power rating, were grouped toget- 
her as the "large" family (family volume was re- 
ferred to in regressions as FAMVOL). 
Accumulated model volume:  The accumulated volume 
of that model from introduction up to, and includ- 
ing, the year in question.  Because only annual 
cost figures were available, representing an aver- 
age cost for the year, a convention was adopted 
for the determination of accumulated volume in 
any year:  accumulated volume = total production 
volume prior to year in question plus one half the 
model volume for the year in question (referred to 
in regressions as ACCMOD). 
Appendix B lists, for each model by year (for the years in 
production), the actual and escalated direct manufacturing 
74 
costs, model volume, family volume and accumulated model 
volume. 
Technical parameter information was gathered for the 
individual models as required.  It will be displayed in 
tables, as appropriate, in this section. 
Regression Analysis on Individual Model Data 
Regressions were run on the escalated individual model 
data using a multivariate regression software routine on an 
APPLE II microcomputer.  Cost was the dependent variable and 
was regressed against model volume and accumulated model 
%► volume as well as against model volume, family volume and 
accumulated model volume.  While both linear and exponential 
relations were tested, significantly higher correlations were 
achieved with the exponential form.  Therefore, the results 
reported are all based on regressions of the form: 
log COST = log A - b. log MODVOL - b2 log ACCMOD 
or 
log COST = log A - b±   log MODVOL - b2 log FAMVOL - b3 log ACCMOD 
Regressions were run for each model.  Acceptable correlations 
2 
were considered to be 90% R or higher.  The log forms of 
the regression equations were converted to exponential form 
and the estimated learning rate for each individual model 
were calculated from the ACCMOD exponent, according to the 
equation: 
-b 
% learning = 2 
The regression equations, their calculated R^s, the expon- 
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ential forms and calculated learning rates are presented 
in Table 1 (following this page). 
Because the regression in three independent variables 
(MODVOL, FAMVOL, ACCMOD) offered significantly higher cor- 
relations in total, it was decided that the calculated learn- 
ing rates from these equations would be used for the balance 
of the analysis. 
Determination of Generalized Scale Relation 
In order to determine the instantaneous volume (produc- 
tion rate) sensitivity of the N series models, it was decided 
a scale regression be run on all the data, the assumption be- 
ing all models should respond similarly to volume fluctuations. 
In order to abide within the constraints recalled at the 
beginning of this section, two actions were required: 
The effects of learning-based cost variation had 
to be removed from the data to ensure only volume 
related variations remained. 
The regression must be able to distinguish the 
base unit cost (C in the scale equation) for models 
of different technological performance. 
The normalization of the individual model cost data was 
undertaken first.  The learning rates calculated in the pre- 
vious section were used to remove learning-attributed improve- 
ment via the following equation: 
, 
Costij 
ij  ~   (ACCMOD^.)   b. 
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where Cost,,  = Normalized unit cost for 
x3    model i, year j 
Cost..  = Actual (escalated) unit cost 
x3    for model i, year j 
ACCMOD.,  = Accumulated model volume for 
x3    model i in year j 
b.   = Calculated learning exponent for 
1
    model i 
The unit costs, normalized in this manner, are reproduced 
in Table 2 (following this page). 
These costs, as a group, were then regressed against 
annual model and family volumes for the individual models as 
well as against total annual N series volume.  Indicator vari- 
ables were used, per the method prescribed by Daniel and 
(41) 
Wood    , to maintain the distinction between individual mod- 
els (permitting individual "C" values, as specified in the 
scale formula) while a generalized scale relation was deter- 
mined . 
Regressions were run on the normalized data with a 
variety of independent variables.  The variables examined for 
significance included: 
Model volume (MODVOL) 
Family volume (FAMVOL) 
An interaction term (MODFAM), the cross-product 
TTTT 
Daniel, C. and F. Wood.  Fitting Equations to Data (2nd 
Edition).  New York:  J. Wiley and Sons, Inc., 1980. 
pp. 56-58. 
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of model and family volume (to test volume inter- 
action . 
Total N series volume (NVOL) 
The variables were tested individually and in several combi- 
nations.  As before, both linear and exponential relations 
were tested.  The results are summarized in Table 3 (follow- 
ing this page). 
Virtually all of the combinations tested showed extra- 
ordinarily high R^ values.  This is attributed to the use 
of indicator variables, which permit individual intercepts 
to be calculated for each model, explaining the majority 
of variation before any of the volume variables come into 
piay- 
it was decided equation 6 (log cost vs. log MODVOL 
and log FAMVOL) would be utilized for further analysis.  This 
was done for three reasons: 
The MODVOL/FAMVOL combination duplicated that 
used in the initial individual model regressions. 
Since the normalized data was based on this rela- 
tion, it seemed unwise to change. 
The linear regressions of the form Y = Ax + b 
were deemed incompatible with the proposed gen- 
eral scale relation Y = Cv~s. 
The exponential equations in three independent 
variables did not significantly increase corre- 
lation. 
81 
CQ 
< 
CO 
c 
o ■H 
<n 
m 
o 
u 
"8 
i-3 
8 
00 
03 
vO 
en 
O u 
o > 
8 
X 
CM       (N 
o    o 
81 
l-t 
II 
g 
8 
81 
00 
I 
u" 
II 
o u 
O     O 
81 
o > 
rl U. 
o o 
S1 
o 
II 
to 
o 
u 
8 
u 
II 
E-i to O O 
<J* 
<T> 00 ffN 00 CM co 
o o> <T> cn c^ <T> 
►J 
5 
81 
CO in 
o 
O 
CO 
m 
o 
o     o X        > 
0 bd 
C«     <J> 
O      O 
O      O 
I 
u 
81 
H to O O 
81 
I 
0) 
"8 
6 
i-H . 
3 01 u 
a 
> ta 
•H 
•s > 
-H & 
0= in 
u c 
<0 0 
01 o 
u 0 
o 4J 
IM 
V 
•8 M 
4J £ 
<0 
•■H 
8 0 
i-H 3 
U *s 
IJ 
0) ex 
U o> 
0) u 
» 
*J 
*-^ 0 
0> c 
c 
o 0) 
n 
14-1 •0 
o 
>. 
0) a 
§ 
i-H 
0 «. 
> *—» 
03 
±J O 
<0 ^H 
XI 
4J n> 
0) •H 
o w 
o <0 
> 
*J 
■•H k-l 
c 0 
3 4J 
<TJ 
* u 
H "g 
SI 
0 
c 
0 
iH u 
+J «J 
«3 o» 
3 c 
o> 
c 
c 
a 
c 
0 a 
c 
u 
a 
c 
c 
o 
c 
a 
u 
c 
in 
o 
c 
c 
01 
c 
o 
a 0 
01 
u 0) 
S n 3 
•W 
c .c 
••H o> 
3 
o 0 
i-H u 
•iH s. 
^ ii 
82 
ON 
ON 
CO 
< 
« 
c 0 
10 
3 tr 
u 
c 
o 
in 
0) 
n 
"8 
3 O 
O 
O 
> 
8 
x 
fN 
t 
o 
II 
H 
8 
u 
o 
En 
c 
o 
<o 
3 
3 
c 
O* 
ON 
5 
8 
X 
g1 
8 
X 
O 
O 
ON 
ox 
o 
o 
+ «* 
O 
o 
o 
> 
ox 
I 
• 5 b. 
+ th 8 
<7> X *—» 0 ►J f-t 
o ox 
> 
5 
ox 
o 
o 
o 
o 
ox OX 
O O 
£ > 8 3 
X b. 
£ 
ON 
O O 
ox 
8* 
II 
8 
u 
ON 
o 
o 
*r 
o> 
i 
o 
> 
8 
X 
u 
n 
H 
Ox 
p 
r-t 
O 
> 
DL. 
ox 
■J 
o 
> 
8 
CM 
8"    8 05 8 
ON 
00 
ox 
o 
2 
in 
8 
I   8 
i2       J 
4J 
c c n u u n o 
<0 c <o 113 o 
c a o c O C 
-3 ^ 
■w 3 S 
0) 
3 
B 
«-H a 
3 u 
na a 
-H 0. > to 
->-t 
•o V 
c > 
-H Id 
£ (0 
u c 
3 o u 
u 0 
0 4J 
<*j 
o 
•8 S ■u .c 
rH 
<0 
3 •8 O o 
iH 3 
"8 
-4 
V a 
u at 
o> u 
» 
4J 
*■* o 
a c 
c 
o 01 
u 
lu m 
0 
>. 
01 0) E 
.c 3 4J 
<-t 
0 * 
> ^-« 
to 
4J 01 
<0 r-i 
J3 
4J 10 (0 •H 
o u 
u fl 
> 
u 
-H u 
c o 
3 4J 
<0 
^ u 
■w •w 
u ■g 
•M 
ca 
4J >u 
a. o 
01 
u 0> 
n w. 
0> 3 
4J 
C J= 
•H Oi 
3 
o 0 
1-* u 
•rH JZ §z 
83 
The calculated first unit costs (CjJ for each model, from 
the selected relation, are presented below: 
Model Calculated C 
A $ 4456.6 
B 3903.0 
C 3484.3 
D 7343.4 
E 4134.3 
Calculation of Shared Experience Factors 
Shared experience, carried on from prior models of a 
given product, has been credited with explaining why learning 
rates for successive (or derivative) models are typically low- 
er (more shallow) than the rate observed for the first model 
of any given product.  Several researchers have dealt with 
this problem in explaining learning deviations on derivative 
(42) , (43) 
aircraft models       .  Most notable in these attempts has 
been the development of the so-called "Stanford b formula" 
(44) 
described by Asher     , which takes the form 
Yi = A (xi + b) 
7T2T  
Hall, L., "Experience with Experience Curves for Air- 
craft Design Changes," N.A.A. Bulletin, pp. 59-66, Dec, 
1957. 
(43) 
Op. Cit., Anand, G. and P. Milliman, pp. 23-24. 
(44) 
Asher, H., "Cost-Quantity Relationships in the Airframe 
Industry," Rand Report No. R-291.  The Rand Corporation, 
Santa Monica, California, 1956. 
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where Y^ = Manufacturing Cost of the ith unit 
A  = Cost of the first unit 
x  = Accumulated unit volume at the ith unit 
i 
b  = A constant (in units) representing the amount 
of shared experience 
n  = A fraction representing the rate of learning 
In this formula, "b" represents the value of previous 
experience carried over, as it affects the model under anal- 
ysis.  The presence of this constant, in effect, shifts the 
vertical axis of the learning curve graph to the right (as 
shown in Chapter II, Background), making the learning curve 
(45) slope observed appear more shallow.  Hoffman   proposes a 
series of equations where this shared experience factor can 
be calculated for a derivative model, if the learning curve 
slope of both the derivative and the "parent" model (first 
in the series) are known: 
/ y + a \ 
log <%*) = log (%)-i°3_nZI 
log Y 
where %* = Observed learning percentage for the 
derivative model 
%  = Observed learning percentage for the 
parent model 
Y  = Total units of the derivative model 
produced 
a  = Shared experience factor (in units) 
TT5T 
Op. Cit., Hoffman, T., pp. 412-413 
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Which   is   restated  as: 
exp F - y 
a
 " 1 - exp F 
-*«• ? °ioq is;1 ,»?q Y 
This series of equations was used to calculate shared ex- 
perience factors for models B,C,D and E in relation to the 
original N series model, A.  The results are displayed 
below: 
Calculated Shared 
Experience Factor 
NA 
9.9 
73.5 
0** 
332.6 
Observed* Total Units 
Model Learning% Produced 
A 94.9% 909 
B 96.7 716 
C 98.6 258 
D 90.5 133 
E 99.3 418 
Observed learning rates are from individual model 
regressions already reported. 
Because the observed learning rate for Model D was 
actually steeper than Model A, the calculation does not 
apply.  A value of zero is presented because it is ap- 
parently appropriate. 
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Prediction of Anticipated Learning Rates 
Once the shared experience factors had been calculated, 
they were examined to determine if a prediction equation 
could be developed.  Because shared experience is a measure 
of how closely a new derivative parallels its predecessors, 
parameters were sought that might indicate how "different" 
a new model might be upon introduction.  It was hypothe- 
sized the greater the difference from its peers, the small- 
er the shared experience factor would be (and the more 
learning that would be observed in subsequent production). 
This appeared to correspond to the results, because Model 
D represented the biggest single model change and had the 
smallest calculated "a", while Model E was only a slightly 
revised version of Model D and had the largest calculated 
"a".  The following parameters were selected as potentially 
indicative of how "different" a newly introduced model 
might be: 
Magnitude of engineering development expense 
Engineering hours prior to introduction 
Manufacturing tooling expenditures for start up 
In addition, accumulated N series production volume at the 
time of introduction for each model was determined, as a 
check.  These values are presented below: 
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Devlopment Engineering Tooling Accumulated 
Model Expense 
$457.9 
Hours Expense 
$ 38.0 
N Volume 
B 4074 656 
C 138.1 2616 119.5 1337 
D 943. 3 6870 41.2 1449 
E 70.1 1785 22.7 1749 
Because the "a" value for model D was selected somewhat 
arbitrarily (see previous footnote), no multivariate re- 
gressions were attempted (three data points permitted 
evaluation of only one dependent and one independent vari- 
able) .  Each parameter was regressed against the calculated 
shared experience factors.  Both linear and exponential 
forms were tested (an "a" value of 1 was used for Model 
D in the exponential regressions because Log (0) is un- 
defined) .  The results are reported in Table 4 (following 
this page). 
Only two of the eight relations tested showed accept- 
2 
able R  values (log a vs. log development expense and log 
a vs. log engineering hours).  The former was chosen over 
the latter, primarily because total development expendi- 
tures may better capture the relation for future products, 
where performance improvement may come from testing and 
refinement alone with minimal actual design hours. 
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Prediction of First Unit Cost Based on Technical Parameters 
Development of relation to predict first unit cost 
based on technical parameters involved a two step process: 
Calculation of estimated first unit costs for 
each model devoid of the benefits of shared 
experience. 
Development of a regression equation to permit 
estimation of those first unit costs based on 
the technical parameters of the individual model. 
The first unit costs (C.) estimated in the generalized 
scale relation were chosen as the basis for this portion 
of the analysis because they most closely represented the 
elemental cost of a model — without benefit of accumulated 
experience or scale (volume-related) influences.  These 
costs (listed at the end of the section titled, "Determin- 
ation of Generalized Scale Relation") could be the subject 
of regression analysis against technical parameters except, 
to varying extent, they reflect the benefit of shared 
experience carried over from production of prior N series 
models.  The effect of. shared experience is to make the 
first unit cost lower than it would have been had that 
model been the first of the series.  Because one of the 
constraints on technological analysis referenced in the 
90 
review (Chapter II, Background) was that costs must be 
evaluated on a comparable basis for models of different 
technological levels, the effects of any shared experience 
must be removed from first unit costs prior to analysis. 
This was done by removing the cost reduction implied by 
the shared experience factor.  An assumption was made 
that the underlying experience curve generating the  shared 
experience benefit was the curve of the "parent" model, 
Model A, of 94.9%.  This normalization was then performed 
using the  relations provided by Hoffman    : 
A' = A (l+a)~b 
A  = (l+a)"b 
where  A' = Observed first unit cost (after shared 
experience). 
A  = Inherent first unit cost (without shared 
experience). 
a  = Shared  experience factor, 
b  = Fraction representing rate of learning 
achieved. 
TT6l 
Op. Cit., Hoffman, T., pp. 412 
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Calculated Calculated 
Model A' a 
A $4456.6 NA 
B 3903.0 9.9 
C 3483.4 73.5 
D 7343.4 0 
E 4134.3 332.6 
Using this relation, the calculated first unit costs and 
shared experience factors and an assumed learning curve, 
the following "inherent" first unit costs were calculated 
Estimated Inherent 
Fir3t Unit Cost 
$4456.6 
4673.3 
4821.3 
7343.4 
6407.0 
The derived inherent first unit costs appear to 
make sense.  The increase in first unit costs from 
Models A through C show the effects of steadily increas- 
ing levels of relative efficiency (and, consequently, 
direct cost per pound of weight).  The fundamentally 
higher costs of D and E reflect both their higher tech- 
nology and power rating.  These costs will now be used 
for regression against various technological parameters. 
In order to minimize the number of regressions to be 
evaluated for prediction of first unit cost, two hypotheses 
governed the selection of both variables and types of 
relations: 
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First unit cost should be a function of the 
absolute size of the model and its relative 
technological level. 
Because of the factors at work, the relation of 
these variables to cost is more likely to be 
exponential than linear. 
Based upon the first hypothesis, two measures of 
absolute size were chosen:  model weight and power 
rating.  One measure of relative technological level 
was selected:  relative efficiency.  The values of these 
parameters for the five models are reported below: 
Model 
Weight 
(WEIGHT) 
Power 
Rating 
(POWER) 
Relative 
Efficiency 
(RELEFF) 
A 8900 43600 1.418 
B 8400 46100 1.504 
C 9400 48750 1.515 
D 9400 54500 1.524 
E 9400 53000 1.527 
Two relationships were then tested by regression 
analysis.  The results are reported below: 
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Prediction Equations 
2 Form   Equation         R 
Linear Log Cost = -10.357-3.172 log (RELEFF)       96.1% 
+3.123 log (POWER) 
Exponential Cost = .440x 10_1° (RELEFF)~3*172 
3   123 (POWER) J'-L':J
Linear Log Cost = -8.469 + 3.675 log (RELEFF)       94.6 
+-2.928 log (WEIGHT) 
Exponential Cost = .340 x 10~8 (RELEFF)3"675 
(WEIGHT)2'928 
While both equations predicted first unit cost with high 
correlation, the second equation was selected because the 
exponents appeared to be correct.  The negative exponent 
fo** relative efficiency in the first equation implied 
costs were lower for engines with higher relative effi- 
ciency.  This runs contrary to fact and so this formula- 
tion was abandoned. 
Development and Evaluation of General Prediction Procedure 
The experimental procedure just completed and the 
quantitive relations/prediction equations developed can 
be combined into a generalized procedure for the pre- 
diction of manufacturing costs for technologically 
evolving products.  While the particular relations used 
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are appropriate only for Company X's N series products, 
the author believes the basic methodology is sound and 
can be applied to comparable products in different indus- 
tries. 
The general prediction procedure, utilizing the 
relations developed in this section, is flowcharted in 
Exhibit IV (following this page) and described below: 
Step 1 - Collect Necessary Model Parameters: 
The parameters necessary for the cost prediction are 
model development expense, model weight, relative 
efficiency, anticipated lifetime volume, and first 
model (Model A) learning curve percent. 
Step 2 - Calculate Estimated Shared Experience 
Offset:  The anticipated shared experience offset 
("a") is calculated from model development expense 
and the appropriate prediction equation. 
Step 3 - Calculate Anticipated Rate of Learning: 
(47) Using the equation proposed by Hoffman    , the 
anticipated rate of learning is calculated from the 
estimated shared experience factor and anticipated 
(47) 
Op. Cit., Hoffman, T., pp. 412 
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lifetime model volume.  The learning rate is 
converted to the appropriate exponent value using 
the relation: 
log (% learning) 
b
       log 2 
Step 4 - Calculate Predicted First Model Cost 
Without Any Shared Experience: 
First model cost is estimated from model relative 
efficiency and weight using the appropriate pre- 
diction equation. 
Step 5 - Adjust Predicted First Model Cost For 
Expected Shared Experience: 
Predicted first model cost is adjusted to account for 
the effects of shared experience carried over using 
the equation: 
A' = A (1 + a)"b 
where A' = Adjusted first unit cost 
A = First unit cost (without benefit 
of shared experience) 
a  = Calculated shared experience factor 
b = First model learning rate 
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Step 6 - Develop Integrated Model Cost Prediction 
Equation: 
At this point, the adjusted first unit cost and the 
anticipated rate of learning are combined with the 
generalized scale relation into an equation of the 
form: 
b b b 
COST = A' (MODVOL)    (FAMVOL)    (ACCMOD) J 
Step 7 - Predict Model Production Costs: 
The appropriate projected model, family and ac- 
cumulated model volumes are then used in the 
integrated prediction equation to estimate man- 
ufacturing costs in each future year for which 
volume projections exist. 
In order to evaluate the predictive accuracy of the 
general procedure, steps 1 through 6 were performed for 
each of the N series models.  The results of each step 
and the final prediction equations developed, for each 
model, are presented in Appendix C.  These prediction 
equations were then used to estimate unit manufacturing 
costs for each model, in each year, based on actual 
volumes.  These predictions, and the actual costs, are 
presented in Appendix D. 
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The overall predictive accuracy of the procedure, 
2 
as measured by R  value calculated on the results, was 
disappointingly low.  As can be seen by reviewing the 
predicted values in Appendix D, the serious underestimate 
of Model D learning (predicted 95.7% vs. observed 90.5%) 
results in unit cost predictions that are substantially 
higher than the actual costs incurred.  Because the Model 
D learning rate represents a known anomaly (see Chapter 
2 
V, Discussion), it was decided an R value should be 
calculated for those predictions for the remaining four 
models alone.  A more satisfactory value of 83.8% was 
achieved. 
Because the intended use of the equations formulated 
is to predict manufacturing cost performance for new 
2 
products, it was felt R value alone was an inadequate 
measure of the predictive value of the model.  The 
2 
multiple correlation coefficient (R ) measures how well 
a predictive equation (or model, in this case) explains 
the observed variation in a known sample of values. 
Unit costs of future models are by definition unknown, 
so the accuracy with which the model predicts absolute 
costs, as well as explaining their subsequent variation, 
is also important.  A good predictive model would estimate 
absolute costs within + 5% of their ultimately incurred 
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value 90% of the time and would explain 85% to 95% of the 
2 
variation in cost (that is, have an R  of 85% to 95%). 
These two notions are clearly not inseparable.  Good pre- 
2 diction of absolute costs yields high R  values, but the 
capture of the more subtle variations may not be sig- 
nificant if the predicted unit costs are correct within 
the prescribed limits.  This is particularly true in 
cases where the variation of the model costs themselves 
is small (as measured by sum of squares).  The accuracy 
of the model in predicting absolute cost levels was 
assessed by calculating the percentage of predicted val- 
ues within +2.5%, + 5.0% and + 10.0% of the actual costs. 
2 
These results, as well as the details of the R cal- 
culations, are displayed in Table 5 for the predicted 
values (based on Appendix C formulae) both including and 
excluding Model D. 
2 
The significant improvement in both R  value and 
absolute predictive accuracy that resulted from the 
exclusion of Model D bear further investigation.  It 
appears that the unexplicable higher learning rate for 
this model, as compared to Model A, and its corrollary 
effect higher first unit cost, have had a pronounced 
effect on the predictive equations.  As can be seen in 
Appendix D, the predicted values of Model E are high, 
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principally because the predicted first unit cost is 
higher than that actually incurred.  The presence of 
Model D performance in the data base from which all the 
relations were developed may have resulted in an over- 
all decrease in predictive accuracy. 
As a result, the predictive equations were re- 
calculated based only upon Model A, B, C, and E data. 
Cost equations, for Model A, B, C, and E were derived, 
using the proposed procedure.  The results are sum- 
marized in Table 6 (following this page).  The predicted 
costs, based upon these revised equations, are also re- 
2 
ported in Appendix D.  The R  value and accuracy of 
absolute value prediction are reported in Table V. 
Exclusion of the Model D performance yields a much high- 
2 
er multiple correllation coefficient {R ) of 91.1% and 
absolute predictive accuracy has also improved:  7 3.1% 
of the predicted values are within + 5% of the actual 
cost. 
The following chapter discusses the implications 
of the reported results. 
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CHAPTER V 
Discussion 
While the presentation of the experimental proce- 
dure and results is largely self-explanatory, some 
commentary on the results themselves is in order.  The 
balance of this chapter will parallel the structure of 
the previous chapter and discuss specific points of 
interest. 
Regression Analysis on Individual Model Data 
The correlation coefficients resulting from the 
individual model regressions, ranging from 90.7% to 
99.9%, indicate variations in cost can well be explained 
by a relationship involving model, family and accumulated 
model volumes.  This, in itself, is a powerful result. 
Upon inspection, the N series product would not appear 
to conform to this rigid causality.  The manufacturing 
environment for the product appears much more dynamic 
than that of aircraft, for example, the most common 
object of experience/scale analysis.  Production here is 
more volatile in a number of significant ways: 
Predictability of future sales varies from 
model to model, but is, on average, poor. 
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Product design changes are introduced in a re- 
latively random, uncontrolled manner. 
Parts sources vary widely from year to year 
and model to model between in-house and single 
or multiple vendors. 
Long-term production contracts with vendors 
are rare, particularly those with pricing tied 
to a learning curve. 
Despite an environment which is apparently more 
dynamic, good explanation of variation is still obtained 
with three simple independent variables.  It is surpris- 
ing that more, and more specific, variables were not 
required. 
Comparing R2 values on the regressions in two 
independent variables (MODVOL, ACCMOD) to those in three 
(MODVOL, FAMVOL, ACCMOD) surfaces another interesting 
observation.  Addition of the third variable significant- 
ly increases correllation in two cases (Models B and C) 
while having little affect in two others (Models A and 
D).  Model E, which had sufficient data for only two 
independent variables, is excluded.  This difference can 
be explained if the family volume term is thought of as 
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being significant in reflecting the contribution of 
common parts.  It is therefore less significant for 
models that are new or substantially new, such as Models 
A and D, respectively (Model D represented the most rad- 
ically redesigned of the N series derivatives).  Here, 
common parts are either non-existent or a small portion 
of the total.  For models that represent only minor 
design revisions to predecessors, such as Models B and 
C, common parts, and therefore, the family volume terra, 
become more important. 
The author is unable to explain why the exponents 
of some of the terms in the regressions are positive. 
Theoretically, all terms should have negative coeffi- 
cients, because both increased volume and increased 
experience should reduce costs (thereby requiring a 
negative exponent).  In the regressions in two indepen- 
dent variables, a positive coefficient for MODVOL could 
result if cost increases due to declining family volume 
could not be attributed to the absent FAMVOL term.  How- 
ever, in the three variable regressions (MODVOL, FAMVOL, 
ACCMOD), this problem should not exist.  The presence 
of positive exponents in the prediction equations for 
Models A, C, and D may be an area for further study. 
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It is encouraging to note all the calculated 
learning rates are positive, with a single explicable 
exception.  The 101.5% learning rate in the Model C 
regression in two independent variables is clearly an 
attempt to account for the missing FAMVOL terra. 
Determination of Generalized Scale Relation 
While positive exponents were a problem for the 
scale variables (MODVOL, FAMVOL) in the individual model 
regressions, the generalized scale relation has two 
negative exponents, indicating costs decrease wtih 
increases in either model or family volume. 
The decision to utilize the bivariate scale rela- 
tion over other forms utilizing only MODVOL or FAMVOL 
individually was guided more by common sense than the 
results of the respective regressions.  The three regres- 
sions had R2 values of 98.9%, 98.7% and 98.8%, respec- 
tively, indicating almost equivalent predictive accuracy. 
It appeared clear, from the examination of individual 
model costs, that each model responded differently to 
volume variation, particularly in their differential 
sensitivity to variations to model and family volume 
variation.  For this reason, the bivariate representation 
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was chosen. 
The minimal contribution of the interaction and 
total volume terras (MODFAM and NVOL) in explaining 
variation may be due, in part, to the use of indicator 
variables.  Because these permitted the calculation of 
a different intercept point for each model (within a 
single regression), they explain the majority of the 
variation and leave little to be explained by the "real* 
variables.  As a result, the contribution of MODFAM or 
NVOL might have appeared minimal behind MODVOL and 
FAMVOL.  Normalizing the observed costs for both exper- 
ience and first engine cost would have eliminated the 
need for indicator variables and, potentially, this 
problem, but was at odds with the balance of the proce- 
dure and was not attempted. 
Examining, on a model by model basis, the differ- 
ence between the scale components of its individual 
regression equation and the generalized formulation 
might begin to highlight differences in volume sensitiv- 
ity.  This might form the basis for an empirical 
investigation of scale sensitivity, relating model char- 
acteristics to its differences from the average, which 
might ultimately allow scale exponents to be calculated, 
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This investigation, however, is beyond the scope of 
this examination. 
Calculation of Shared Experience Factors 
Because this step in the procedure is merely 
the application of an existing technique, the meth- 
odology requires no comment.  It was, however, in this 
step that the unusually high learning rate calculated 
for Model D first began to cause problems.  Theory 
dictated that Model D, as a derivative of Model A, 
should have produced a more shallow learning curve. 
The observed learning rate of 90.5% for Model D is consi- 
derably more steep than Model A*s 94.9%.  Company X 
has no ready explanation for this anomaly.  One of 
three potential explanations might apply: 
Model D represented a major new derivative 
and its introduction was more aggressively 
managed than previous models, perhaps even 
drawing on lessons learned previously. 
The low production volumes for D at intro- 
duction lead to poorly managed production, 
with initial costs much higher th.an should 
have been expected, but subsequent rapid 
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improvement down to target levels. 
H.. 
The low production volumes for D resulted 
in greater use of low volume processes and 
soft tooling, "building in" greater potential 
for improvement as tooling and techniques were 
changed out in subsequent production. 
The fact that, in 1980, Model D and E costs are 
very similar would tend to favor one of the latter two 
explanations. 
Regardless of the explanation, the anomalous learn- 
ing rate of Model D caused problems in the balance of 
the analysis.  It necessitated the somewhat arbitrary 
assignment of a shared experience factor ("a") of zero 
and the high first unit cost distorted the validity of 
the first unit cost prediction equation.  These two 
problems later revealed themselves in the low overall 
R2 of the generalized procedure. 
The prediction of "a", the shared experience 
factor, based on development expenditures does indeed 
seem logical.  If we are designing from a fixed base, 
either Model A or the latest derivative model, one 
would expect that the more we spend in development, 
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the more different the resulting model will be.  There- 
fore, a predictive relation where the magnitude of "a" 
varies inversely with the magnitude of development ex- 
pense does seem correct. 
Prediction of First Unit Cost Based on Technical 
Parameters 
The factors chosen to predict first unit cost, 
relative efficiency and weight, also appear logical. 
Weight appears as a surrogate for the sheer size of 
the model in question, and with it, material cost and 
the number of manufactured parts.  Relative efficiency 
adds the dimension of technological sophistication. 
More efficient models are inherently more costly than 
less efficient models, given equivalency in size. 
The author admits to surprise at the form of 
the relation itself, however.  The exponent for the re- 
lative efficiency term, 3.675, appears reasonable, 
given that small changes in efficiency, at the present 
state of technology, significantly increase cost.  How- 
ever, the large exponent for the weight term, 2.928, 
shows an unexpectedly powerful weight-related influence 
on cost.  The expected relation would have had a weight 
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exponent much closer to 1.00.  Investigation into the 
mechanics of design provides same explanation here. 
Given that the N series product is a power generation 
device with a large rotating mass, a substantial com- 
ponent of efficiency loss is friction.  It, therefore, 
makes sense that to maintain efficiency in face of 
rising weight, friction losses are reduced by use of 
lighter weight, more exotic materials, thereby signifi- 
cantly increasing cost. 
As mentioned previously, the high learning rate 
on Model D did distort the predictive relation for first 
unit cost.  Because Models D and E are similar and have 
similar "learned out" costs, one can see the effect 
of D's high learning rate was to make first unit cost 
much higher than would haye been expected.  Since this 
unusually high cost was an input to the regression, some 
distortion was to be expected. 
Development and Evaluation of General Prediction 
Procedure 
The procedure itself, as developed and presented 
in Chapter IV, is fairly straight forward.  The poor 
correllation between actual unit costs and those 
112 
predicted with the derived equations (R^=73.3%) is 
largely due to the previously referenced problems caused 
by Model D. 
The revised predictive equations, calculated with- 
out Model D data, show more favorable results,  Overall 
2 
correllation is very high (R =91.9%) and the procedure 
produces absolute cost estimates that are consistently 
accurate (73% with +5%, 100% within I 10%).  This 
type of performance would probably be more than satis- 
factory for the estimation of new model costs, or for 
the approximation of costs for all models under varying 
volume conditions.  The disabling influence of Model D 
aside, further improvements in predictive accuracy will 
require a more sophisticated scale component replace 
the simple, general scale component used now.  This 
more sophisticated component might still use the MODVOL 
and FAMVOL variables, but with exponents predicted 
based on individual model characteristics. 
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CHAPTER VI 
Conclusions 
The prediction of manufacturing cost performance 
is a vital management activity.  While adequate methods 
and techniques exist for this purpose in the majority 
of industries, a certain class of industries — manufac- 
turers of expensive, low volume, high technology products 
— face a cost prediction problem that is much more com- 
plex than that typically encountered.  In order to 
project their future cost performance, these industries 
must explicitly recognize the effects of experience, 
manufacturing scale and product technological improve- 
ment on their unit costs. 
This paper has attempted to identify a method by 
which costs in these industries can be analyzed to 
extract a series of vital quantitative relations and 
proposes a procedure by which these relations can be 
put to use in the prediction of manufacturing costs. 
The investigation presented has lead to three major 
conclusions: 
The effects of experience, manufacturing 
scale and product technological improvement 
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on manufacturing costs can be analyzed in a manner 
that separates their interactions and permits develop- 
ment of quantitative means of estimation. 
These individual quantitative relations can 
be applied in a structured procedure that 
permits accurate prediction of future costs 
based only on product volume and technical 
characteristics. 
Both the analytical technique and prediction 
procedure are sufficiently general that they 
can be applied to the analysis and prediction 
of manufacturing cost for any product of 
the specified characteristics (high unit cost, 
low volume, technologically evolving) where 
experience, scale and technology are influen- 
tial to cost. 
Application of the proposed procedure is limited 
by only three constraints: 
Cost behavior must be rational - The proce- 
dure assumes management acts to minimize 
cost and that costs do not vary without 
cause. 
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Product technology must be quantifiable - 
Both absolute levels of technology as well 
as changes in technology must be measurable. 
Derivative products must follow rational 
learning patterns - Observed learning rates 
on derivative models should not exceed the 
learning rate of the "parent" model without 
explanation. 
The proposed analytical and prediction procedures 
have a number of possible applications.  The ability to 
project the costs of new models based on product volume 
and technical parameters will allow evaluation of alter- 
native configurations and approaches without significant 
investment to detail alternatives.  The impact of volume 
variations can be assessed for all models.  Finally, 
routine forecasts of costs can be made and manufacturing 
performance assessed. 
These conclusions, constraints and applications 
indicate that the problem of predicting manufacturing 
cost performance in the identified industries is a 
surmountable one.  Accurate cost predictions can 
be made once the interacting influences of experience, 
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manufacturing scale and product technological improve- 
ment are isolated and dealt with explicitly. 
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CHAPTER VII 
Suggestions For Further Investigation 
During the course of the investigation presented 
in this paper, three particular areas were encountered 
where further investigation might increase the accuracy 
or broaden the applicability of the model. 
First, the current limitation that the analytical 
and predictive technique be applied only where derivative 
models follow rational learning patterns could be elimi- 
minated if a more explicit means of predicting learning 
rates could be developed.  Such an approach would 
eliminate the necessity of relating learning rates on 
derivative models to the "parent" model (eliminating 
the restriction that derivative learning rates must be 
more shallow) by directly estimating the learning rate 
from a number of appropriate parameters.  These para- 
meters might describe critical model characteristics, 
pre-production efforts or certain aspects of the 
production environment that interact to determine the 
learning rate that will ultimately be achieved. 
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A second line of investigation would seek to im- 
prove the predictive accuracy of the model by replacing 
the current generalized scale component (the exponential 
MODVOL x FAMVOL relation) with another component more 
responsive to the differences in volume sensitivity of 
individual models.  While this more responsive component 
might also use the MODVOL and FAMVOL variables, its 
exponents would be calculated based upon quantitative 
relations explicitly relating them to critical model 
characteristics.  These characteristics might include 
the number or cost of common parts, the size of the 
common parts pool or the number of other models drawing 
from it. 
The final area of further investigation would 
seek to broaden the applicability of the analytical 
and predictive technique by applying in other situations 
where common cost prediction problems exist.  Other 
manufacturers of high unit cost, low volume, high tech- 
nology products, such as a computer or machine tool 
manufacturer, might be an appropriate place to test and 
refine the technique proposed. 
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VITA 
PERSONAL DATA 
Name:       Steven Paul Nowick 
Birthdate:   14 October 1953 
Birthplace:  New York, New York 
Parents:     Chester Robert Nowick 
Eleanor (Ruth) Nowick 
Wife:       Debra Anne (Abramo) Nowick 
EDUCATION 
Cinnaminson Senior High School      1967-1969 
Cinnaminson, New Jersey 
College Preparatory Course 
Williamsville North High School     1969-1971 
Williamsville, New York 
College Preparatory Course 
Lehigh University 1971-1975 
Bachelor of Science, Industrial 
Engineering 
Lehigh University 1975-1981 
Master of Science, Industrial 
Engineering 
AWARDS AND HONORS 
National Honor Society 1969-1971 
National Merit Scholar 1971 
Phi Eta Sigma, Freshman Honor       1972 
Society 
Tan Beta Pi, Engineering Honor      1974 
Society 
Alpha Pi Mu, Industrial Engineering  1974 
Honor Society 
Engineer-in-Training Certificate,    1975 
Pennsylvania 
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VITA 
EMPLOYMENT 
Proctor & Gamble, Paper Division 1974 
Mehoopany, Pennsylvania 
Industrial Engineer 
Air Products & Chemicals, Inc. 1975-1977 
Industrial Products Division 
Trexlertown, Pennsylvania 
Cost Engineer 
Air Products & Chemicals, Inc. 1977-1978 
Industrial Products Division 
Wilkes Barre, Pennsylvania 
Plant Industrial Engineer 
Booz, Allen & Hamilton, Inc. 1978-1981 
Operations Management Services Group 
New York, New York 
Associate 
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