In Noro (2010) we proposed an algorithm for computing primary ideal decomposition by using the notion of separating ideal and showed that it can efficiently decompose several examples which are hard to decompose by existing algorithms. In particular the number of redundant components produced in the algorithm is zero or very small in many examples, but no theoretical explanation for the efficiency was made.
Introduction
There are two well-known algorithms for computing primary ideal decomposition based on zero-dimensional decomposition: the GTZ algorithm (Gianni et al., 1988) and the SY algorithm (Shimoyama, Yokoyama, 1996) . Let I be an ideal in a polynomial ring k[X] = k[x 1 , . . . , x n ] over a field k. The GTZ algorithm extracts some of primary components Q 1 , . . . , Q k of I via a reduction to a zero-dimensional case. As a by-product of this operation, one obtains an element f s / ∈ I such that I = (I : f s ) ∩ (I + ⟨f s ⟩), I : f s = I :
Then this procedure is applied to I + ⟨f s ⟩ to obtain a primary decomposition of I. The SY algorithm first computes the set of all minimal associated primes {P 1 , . . . , P l } of I.
By using them, idealsQ 1 . . . ,Q l and elements f 1 , . . . , f l satisfying 
are computed. EachQ i contains only one isolated primary component Q i of I and we can compute an ideal I ′ such thatQ i = Q i ∩ I ′ and dim I ′ < dim I. Then this procedure is applied to I ′ and I ′′ = I + ⟨f 1 , . . . , f l ⟩ to obtain a primary decomposition of I. EachQ i is called a pseudo primary component and (2) is called a pseudo primary decomposition of I.
These algorithms have the following common structure: Let Q be the intersection of known primary components of I. Then these algorithms find an ideal J satisfying I = Q ∩ J. J is called a remaining ideal. In general a remaining ideal contains components which do not appear in the final minimal decomposition of I. Although these components are removed after or during the decomposition procedure, there are cases that the number of these useless components is very large. SY contains a mechanism for detecting a redundant component soon after it is produced and SY works efficiently for a wide range of input ideals. However there are cases that SY produces an intermediate component which is very hard to decompose because of redundant components included in the intermediate component.
In order to efficiently decompose such examples we proposed the following algorithm in Noro (2010) .
Algorithm 1.
Input : an ideal I in ⊂ R Output : a minimal primary decomposition of I in QL in ← ∅; Q in ← R; I t ← I in RESTART: Q ← R; I ← I t ; C = {0} do if
In this algorithm, M inimalAssociatedP rimes(I) returns the set of all minimal associated primes of an ideal I. IsolatedP rimaryComponents(I, P L) (P L = {P 1 , . . . , P k }) computes the set of all isolated primary components {Q 1 , . . . , Q k } of an ideal I, where P L is the set of all minimal associated primes of I and P i is the associated prime of Q i . SeparatingIdeal(I, Q, C) (C = I : Q) finds a separating ideal J for (I, Q), that is an ideal J which gives a non trivial decomposition I = Q ∩ (I + J). Finally RemoveRedundancy(QL) combines primary components with the same associated prime and removes unnecessary components. Compared with GTZ and SY, Algorithm 1 differs in the following points:
• While GTZ and SY simply try to decompose remaining ideals, Algorithm 1 keeps the target ideal I as long as possible and I t is used only for extracting its isolated primary components.
• Algorithm 1 constructs a "large" separating ideal J to make I t large. In GTZ and SY, a remaining ideal is also constructed by adding a generator set to I. However the set are chosen so as to satisfy (1) or (2) and the "size" of the set has not been considered. In Noro (2010) we showed that a careful selection of separating ideals makes the algorithm very efficient. In particular the number of redundant components produced in Algorithm 1 is zero or very small in many examples, which is realized by large separating ideals. However Algorithm 1 is still unsatisfactory because it often produces completely redundant set of primary components and we have to restart the computation in such a case. In this case the target ideal I is replaced by the current remaining ideal I t , which tends to incorporate redundant components. Also there is no criterion of the size of a separating ideal. Here we regard a separating ideal sufficiently large if it does not produce any redundant component. In this paper we give a clear criterion of the size of a separating ideal and propose an algorithm for computing a minimal primary decomposition without producing any intermediate redundant components. In section 2 we define a more sophisticated class of separating ideals: saturated separating ideal. By using this notion we can modify Algorithm 1 so that it produces no redundant components and the obtained primary decomposition is a minimal primary decomposition. This explains the reason why the number of redundant components is small in Algorithm 1. That is, if a separating ideal is close to a saturated separating ideal, then we can expect that the number of redundant components is small. But the obtained algorithm (Algorithm 3) is not necessarily efficient because the computation of saturated separating ideals and isolated primary components are often very hard. In section 3 we propose an intermediate decomposition and apply it to reduce the costs of these computations. Let Q i−1 be the intersection of all primary components of an ideal I found before the i-th step in Algorithm 3. Then the algorithm finds the primary components
with the set of all prime components of I : Q i−1 . By analyzing the process of extraction of each Q ij via pseudo-primary decomposition proposed in Shimoyama, Yokoyama (1996) , we find that Q i and Q i−1 ∩ Q ij can be computed by applying the same extraction process without computing Q ij itself. Then Q ij can be computed as a component of Q i−1 ∩ Q ij and we obtain Algorithm 5, which is a variant of Algorithm 3. At the same time we also obtain Algorithm 6 for computing the set of all associated primes of an ideal without computing primary decomposition because they can be computed if we know Q i 's. In section 4 we give some remarks on implementation. In section 5 experimental results are shown.
An algorithm for computing a minimal primary decomposition
In this section we modify Algorithm 1 so that it directly produces a minimal primary decomposition of an ideal in a Noetherian ring R. We assume that we have an algorithm M inimalAssociatedP rimes(I) for computing the set of all minimal associated primes of I. We can remove elements in √ I from S to construct a saturated separating ideal of the above type.
Saturated separating ideal

Proposition 3. Suppose that
The following theorem enables us to construct such a saturated separating ideal incrementally. Proof. f ∈ √ I : Q implies that there exists k > 0 such that ⟨f k ⟩Q ⊂ I. By Artin-Rees lemma there exists an integer c such that
Corollary 5. If I = Q∩(I +J) and
The following algorithm computes a saturated separating ideal incrementally.
Algorithm 2. SaturatedSeparatingIdeal(I, Q, C)
Input : ideals I, Q, C ⊂ R satisfying I ⊂ Q and 
. . , Q r be the set of all isolated primary components of J and we set
′ is a non-minimal associated prime of J. In particular any minimal associated prime of J ′ properly contains a minimal associated prime of J.
Proof. In general if T is primary then
be a minimal primary decomposition of J. S i is an embedded primary component of J. Then
Since S i is an embedded primary component of J, there exists a minimal associated prime of J which is properly contained in
hold because of the uniqueness of prime components of a radical ideal. 2
An algorithm for computing a minimal primary decomposition
We assume that we have an algorithm IsolatedP rimaryComponents(I, P L) for computing the set of all isolated primary components of an ideal I from P L, the set of all minimal associated primes of I. By using the notion of saturated separating ideal, we propose an algorithm for computing primary ideal decomposition.
Algorithm 3. SY C P rimaryDecomposition(I) †
Input : an ideal I ⊂ R Output : a list of sets of primary components of
Remark 9. In Algorithm 3, we can take any ideal C i+1 such that 
Therefore P L i consists of all minimal associated primes of I i and is valid as the argument of IsolatedP rimaryComponents.
properly contains √ I i . Therefore the algorithm terminates because R is a Noetherian ring.
If the algorithm terminates in t steps, then we have
We may assume i ≤ k. If i < k then there exists a strictly decreasing sequence
starting from P kl by Theorem 7. Then P iji is a proper subset of P ij , which cannot happen because √ I i = P i1 ∩· · ·∩P ini is the minimal prime decomposition of √ I i . Thus i = k and we have j = l by the same reason. Suppose that Q kl is redundant, then I =
Thus P kl does not appear in the prime decomposition of
But this contradicts to the fact that
Computation of isolated primary components
In this subsection we set R = k[x 1 , . . . , x n ], an n-variate polynomial ring over a field k. According to Shimoyama, Yokoyama (1996) we can compute isolated primary components of an ideal I via pseudo primary decomposition.
Algorithm 4. IsolatedP rimaryComponents(I, P L)
Input : an ideal I ⊂ R; the set of all minimal associated primes of I: P L = {P 1 , . . . , P m } Output : the set of all isolated primary components of I for j = 1 to m do f ← an element of (
By the following theorem this algorithm computes the set of all isolated primary component of an ideal I.
Theorem 11. Let {T 1 , . . . , T m } be the set of all isolated primary components of an ideal I and
S l be a primary decomposition of I such that S l 's are embedded primary components of I. Then we have
Remark 12. I : f ∞ j in Theorem 11 is called a pseudo primary component of I and it contains only one isolated primary component T j whose associated prime is P j .
Application of intermediate decomposition to Algorithm 3
By introducing the notion of saturated separating ideal, we have obtained Algorithm 3 which directly outputs a minimal primary decomposition. However, if we execute the algorithm we observe that the cost for computing saturated separating ideals and isolated primary components are often very high. In this section we propose a variant of Algorithm 3 based on an intermediate decomposition. In that variant each saturated separating ideal is computed for extracting only one unknown primary component and it makes both the computation of the saturated separating ideal and the primary component easy.
An intermediate decomposition of an ideal
Algorithm 3 introduces a decomposition of the set of all associated primes of I:
We first show that this decomposition has a definite meaning which depends on only I. Definition 13. Let A = Ass(R/I) be the set of all associated primes of I. We define A i ⊂ A for i ≥ 1 recursively:
An element of A i is called an associated prime of level i.
Q kl be a minimal primary decomposition such that {P i1 , . . . , P ini } coincides with A i , the set of all associated primes of level i for i = 1, . . . , t
Proof. Although this proposition is a corollary of Lemma 2.19 in Shimoyama, Yokoyama (1996) , we show a proof for convenience.
P . By the prime avoidance P kl ⊂ P ab for some a ≤ i and b. Then P kl is a proper subset of P ab because a ≤ i < k. But this is a contradiction because P ab is minimal in A \
Corollary 15. Let I = ∩ k T k be a minimal primary decomposition of an ideal I and Q i the intersection of all primary components T k such that the level of √ T k is not greater than i. Then Q i is independent of a minimal primary decomposition.
Theorem 16. P L i in Algorithm 3 coincides with A i . In particular P L i is independent of saturated separating ideals.
Proof. If i = 1, then P L 1 is the set of all minimal associated primes of I and P L 1 = A 1 .
′′ ∈ P L i and P ′′ is a proper subset of P , which is a contradiction. Thus P ∈ A i and we have P L i = A i . By induction we have
Remark 17. Q i in Algorithm 3 is independent of saturated separating ideals I i . I i only affects the shapes of primary components in QL i .
In the rest of this section we set R = k[X] for a field k and X = {x 1 , . . . , x n }. Theorem 18. Let I be an ideal in R. We retain the notations in Proposition 14. Let Y j ⊂ X be a maximally independent set for P ij . Set
The proof of (3) is similar to that of Proposition 14. 2 
An algorithm for computing primary decomposition via intermediate decomposition
Theorem 19. Algorithm 5 outputs a minimal primary decomposition of I.
Proof. We fix a minimal primary decomposition of I as in the proof of Theorem 18. Then it is easy to see that If we only want to know Ass(R/I) then Algorithm 5 is simplified as follows.
Algorithm 6. SY CI AssociatedP rimes(I)
Input : an ideal I ⊂ R Output : the set of all associated primes of
Efficient implementation of the new algorithms
In order to realize an efficient implementation of Algorithm 3, Algorithm 5 and Algorithm 6, we need efficient implementation for computing saturated separating ideals, ideal quotients and isolated primary components. In this section we propose several methods for each part. Again we set R = k[x 1 , . . . , x n ].
Computation of saturated separating ideals
If we apply Algorithm 2 for computing a saturated separating ideal, we often observe that the computation of j satisfying Q ∩ (I + J + ⟨f j i ⟩) = I becomes harder as J becomes larger. From our experiments we guess that adding f j i with a large j makes the subsequent computation harder and we propose the following variant so that we can find f si i with smaller s i earlier.
Algorithm 7. SaturatedSeparatingIdeal2(I, Q, C)
Since a large part of U satisfies the condition in ( * ) as j becomes large, we may apply such a strategy that if
In Algorithm 7, We have to compute many ideal intersections of Q ∩ (J + ⟨f ⟩)-type. Suppose that we have a Gröbner basis G of tJ + (1 − t)Q with respect to an elimination order < such that {t} >> {x 1 , . . . , x n }. We can apply the following methods for improving the efficiency.
• Incremental computation For computing Q ∩ (J + ⟨f ⟩) it is sufficient to compute a Gröbner basis of ⟨G ∪ {tf }⟩ with respect to <. Since G is a Gröbner basis, we don't have to consider S-polynomials constructed from G when we execute the Buchberger algorithm for G ∪ {tf }.
• Early termination
If Q ∩ J = I then G contains a Gröbner basis of I. Therefore if an element g ∈ R is generated during an execution of the Buchberger algorithm to check whether Q ∩ (J + ⟨f ⟩) or not, then it means that g / ∈ I and thus Q ∩ (J + ⟨f ⟩) ̸ = I. Thus if a function for computing Gröbner basis allows incremental computation and early termination, we can reduce the cost for necessary Gröbner basis computations.
Computation of ideal quotients
Ideal quotients are used in two ways in Algorithm 3 and Algorithm 5.
(1) We need the set of all minimal associated primes of I : Q i . (2) We need a generating set of an ideal C satisfying √ C = √ I : Q to compute a saturated separating ideal.
For (1) we can compute the required set via
a generating set of Q i . However, for (2) it is not clear whether we can use a generating set of √ I : Q instead of that of I : Q from a practical point of view. If we use the former one, then it is possible that the required exponent m in Theorem 4 is high, which may make the check of I = Q ∩ (I + J + ⟨f m ⟩) hard. In general, in Algorithm 3 the cost for computing ideal quotients is not dominant and it will be safe to set C i+1 = I : Q i . However, in Algorithm 5 the cost for computing ideal quotients tends to occupy a large part of the whole computation. If we set C ij = √ R ij : R i−1 = P ij , then we can bypass the computation of R ij : R i−1 . In our experiment the computations become faster by setting C ij = P ij in Algorithm 5. Therefore we set C ij = P ij in our implementation unless an option to set C ij = R ij : R i−1 is specified.
Computation of isolated primary components
In Algorithm 4, J = I : f ∞ and JR Y ∩ R are often hard to compute. The following two remarks may be useful for improving Algorithm 4.
• Change of the order of two localizations
The order of two localizations can be changeable, that is Q i can be computed as
This type of localization can be computed as follows:
with respect to an elimination order. It often happens that the efficiency greatly differs between these two methods. In both cases it is hard to predict which choice is faster than the other. Again in these cases a competitive computation will be useful.
Experiments
In this section we will show the performance of the new algorithms in Risa/Asir and Singular (Decker et al., 2010) . The implementation in Risa/Asir is an improved version of noro_pd.rr described in Noro (2010) , which is contained in the OpenXM package (OpenXM committers, 2011) . The implementation in Singular is an ongoing work and it uses a function for computing minimal associated primes in primdec.lib. The file primdecSYCI.lib is available from Noro (2011) .
In order to measure the performance of Algorithm 3 and Algorithm 5, we need examples which have many embedded primary components and are hard to decompose by SY or GTZ. In addition to the examples used in Noro (2010) 89,73,36,18,10,4,1 A2,4,7 -300h(260h) --193,254,236,136,74,63,35,16,1 A2,5,5 -38000(24000) -39000 100,107,80,61,35,32,18,4 
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I3 A2,3,5 A2,3,6 A2,3,7 A2,3,8 A2,4,4 A2,4,5 0.9 17 5 133 3540 146h 31 12700 Table 2 . Timing data of Algorithm 1 (from Noro (2010)) In Table 3 we show the timings for the examples in Decker et al. (1998) Table 3 . Timing data in Singular for examples in Decker et al. (1998) 6. Discussion
Evaluation of the new algorithms
Our initial purpose was to clarify the reason of the efficiency of Algorithm 1 and it has been satisfied by introducing the notion of saturated separating ideal. As a result we could propose Algorithm 3, which is simpler than Algorithm 1 and produces no intermediate redundant components. However, from a practical point of view we cannot expect a significant speed-up by Algorithm 3 because the number of redundant components is already zero or very small in Algorithm 1 and the most time-consuming part is the computation of separating ideals in both these two algorithms. Nevertheless Table 1 and  Table 2 show that Algorithm 3 is more efficient than Algorithm 1. There are two possible reasons of this improvement: one is that we have introduced various techniques to speed up the computation of saturated separating ideals, and the other is that we compute the minimal associated primes of I i from not I i itself but I : Q i−1 . Table 1 clearly shows that the performance of Algorithm 5 is remarkable for harder problems. Let us examine the results in Asir for A 2,3,8 for example. If we apply Algorithm 3 it takes 4.4 hours to compute saturated separating ideals. In Algorithm 5 each saturated separating ideal is constructed for extracting a single primary component and it is relatively easy to compute them. In fact it took only 90 seconds. Consequently the total time is greatly reduced. ‡ Primary components are computed as (I : f ∞ )R Y ∩ R. § noFacstd is specified in minAssGTZ. ¶ minAssGTZ is used in primdecSY. Table 1 shows that SY can decompose some of the input ideals. However the computing time of SY tends to be longer than that of the new algorithms. We guess that this is caused by a large number of redundant components. For example the number of embedded components of A 2,3,5 is 9. But Singular SY produces 411 redundant components during the execution. In SY we cannot predict how many redundant components will be produced. Our new algorithm not only produces no intermediate redundant components but also it produces components with a definite property in a definite order: in the ith step all the primary components whose associated primes are of level i are exactly produced.
Comparison with other methods
A 2,m,n 's are binomial ideals and we can apply a special algorithm based on cellular decomposition (Eisenbud, Sturmfels, 1996) to them. An implementation of the algorithm is available in Macaulay2 (Grayson, Stillman, 2011) but it took 85 seconds and 115 minutes to decompose A 2,3,5 and A 2,4,4 respectively and it could not decompose the other ones in reasonable time. Table 3 shows that the performances of primdecGTZ, primdecSY and primdecSYCI are comparable except for a few examples. The reason is that the dominant part in these functions is often the zero-dimensional decomposition if the computation of embedded components is not hard and that subroutines in primdec.lib are commonly used in these functions. In particular GTZ performs best for zero-dimensional ideals and there is no reason to apply Algorithm 5 for such ideals. However, as shown in Table 1 , Algorithm 5 can surely decompose some examples which are hard to decompose by GTZ and SY. Since Algorithm 5 is an improvement of SY, it is practical to choose either Algorithm 5 or GTZ depending on an input ideal.
Computation of associated primes
We also presented Algorithm 6 for computing all associated primes of an ideal I without computing primary decomposition. Since it does not contain the computation of saturated separating ideals, we expected at first that the computation would be much faster than Algorithm 5. However Table 1 shows that Algorithm 6 is not significantly faster than Algorithm 5. The reason is that the extraction of Q ij from Q i−1 ∩ Q ij is done very efficiently compared with the extraction of Q ij from I i in Algorithm 3.
An algorithm for computing the set of all associated primes of an ideal I has already been presented in Eisenbud et al. (1992) . It is based on equidimensional decomposition and the radical of each equidimensional component is first computed by homological algebra. Then the associated primes are obtained by the prime decomposition of the radical. In our algorithm the radical decomposition of I : Q i is first computed and the algorithm proceeds with the knowledge of the prime components of I : Q i . It is an interesting future work to compare two methods from a practical point of view.
parallel computation
Finally we mention an application of parallel computation. There are several parts where we can apply parallel computation: computation of the radical decomposition of an ideal quotient, extraction of isolated primary components in Algorithm 3 and extraction of Q ij from Q i−1 ∩Q ij in Algorithm 5. If the cost for non-parallelizable parts is not large, we can expect that the parallelization of these parts reduce the total elapsed time.
