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Over the last two decades, tremendous advances have been made for constructing large-scale quantum com-
puters. In particular, quantum computing platforms based on superconducting qubits have become the leading
candidate for scalable quantum processor architecture, and the milestone of demonstrating quantum supremacy
is first achieved using 53 superconducting qubits in 2019. In this work, we provide a brief review on the ex-
perimental efforts towards the large-scale superconducting quantum computer, including qubit design, quantum
control, readout techniques, and the implementations of error correction and quantum algorithms. Besides the
state of the art, we finally discuss future perspectives, and which we hope will motivate further research.
I. INTRODUCTION
Quantum computers harness the intrinsic properties of
quantum mechanical, which offers the promise of efficiently
solving certain problems that are intractable for classical com-
puters [1–3]. The most impressive example is that in 1994
Peter Shor showed that quantum computers could efficiently
factor numbers [2], which poses a serious threat to RSA en-
cryption. Quantum computers would also have an enormous
impact on quantum simulation [4], and may revolutionize the
field of machine learning [5]. Thus, the creation of a practi-
cal quantum computer would be a revolutionary achievement.
The past few years have witnessed the fast development of
quantum computing technologies [6–17]. In particular, now
we have moved into the Noisy Intermediate-Scale Quantum
(NISQ) era [18], and one can expect to control a quantum
system over 50 qubits [16, 17].
Quantum computers can be implemented with a variety of
quantum systems, such as trapped ions [19, 20], supercon-
ducting qubits [21, 22], photons [7–11], and silicon [23, 24].
In particular, superconducting qubits have emerged as one of
the leading candidate for scalable quantum processor archi-
tecture. In 1999, Nakamura et al. first developed a simple
qubit for superconducting computing [25]. Subsequently, es-
pecially in recent years, superconducting quantum computing
has developed rapidly, the number of qubits is rapidly scal-
ing up, and the quality of qubits is also rapidly improving. In
2014, high fidelity (99.4%) two-qubit gate using five qubits
superconducting quantum system was achieved [26], which
provides an important step toward surface code scheme [27].
The major milestone, known as quantum supremacy [3], rep-
resents a long-sought stride towards quantum computing, was
first demonstrated using superconducting quantum system in
2019 [17]. Due to the rapid development of superconduct-
ing quantum computing, the global race to the quantum com-
puter is in full swing. Many technology industries, including
Google, IBM, Microsoft, and as well as Intel, are jockeying
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for a position in quantum computing. All these advances and
efforts have brought a promising future for superconducting
quantum computing.
Here we provide an overview of superconducting quantum
computing, including the basic theoretical ideas, the qubit de-
sign, quantum control, readout techniques, and experimental
progress in this field. Session 2 discusses different types of
superconducting qubits and the development of the lifetime of
qubits in recent years. Session 3 and Session 4 introduce the
qubit control and qubit readout techniques for superconduct-
ing quantum computing. Session 5 and Session 6 review the
progress in the experiments for error correction and quantum
algorithms. Finally, we briefly summarize our discussions and
provide an outlook in Session 7.
II. SUPERCONDUCTING QUBIT
Qubit design has a significant impact on creating devices
with high performance, such as long coherence time, high
controllability, and so on. In this section, we will briefly in-
troduce several types of superconducting qubits.
A. The DiVincenzo criteria
As early as 2000, a series of criteria have been summarized
to test whether a certain physical system can be used to real-
ize quantum computing. In 2000, David DiVincenzo laid out
the first organized set of characteristics our hardware has to
exhibit for us to build a quantum computer, which is called
“DiVincenzo criteria” [28], they are:
1. A scalable physical system with well characterized qubit.
2. The ability to initialize the state of the qubits to a simple
fiducial state.
3. Long relevant decoherence times.
4. A “universal” set of quantum gates.
5. A qubit-specific measurement capability.
6. The ability to interconvert stationary and flying qubits.
7. The ability to faithfully transmit flying qubits between
specified locations.
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2The first five are known as DiVincenzo’s quantum computa-
tion criteria, and the last two are necessary for quantum com-
munication. These prerequisites have become the basis for
people to find and screen physical systems that may be used
to realize quantum computing.
B. Advantages of superconducting qubits
Superconducting qubits are solid state electrical circuits.
Compared with the qubits based on other quantum systems
(such as trapped ions, nuclear magnetic resonance, linear op-
tical systems, etc.), superconducting qubits have the following
advantages:
1. High designability. Superconducting qubit system has
high designability. Different types of qubits, such as charge
qubits, flux qubits, and phase qubits, can be designed. And
different parameters, such as the energy level of the qubit
and the coupling strength, can also be adjusted by adjusting
the capacitance, inductance, and Josephson energy. Thus, the
Hamiltonian of superconducting qubits can be designed.
2. Scalability. The preparation of superconducting qubits is
based on the existing semiconductor microfabrication process.
High-quality devices can be prepared by leveraging advanced
chip-making technologies, which is good for manufacturing
and scalability.
3. Easy to couple. The circuit nature of the superconducting
qubit system makes it relatively easy to couple multiple qubits
together. In general, superconducting qubits can be coupled
by capacitance or inductance.
4. Easy to control. The operation and measurement of su-
perconducting qubits compatible with microwave control and
operability. Thus, commercial microwave devices and equip-
ment can be used in superconducting quantum computing ex-
periments.
These advantages make superconducting qubits become the
leading candidate for scalable quantum computing. However,
to build a large-scale quantum computing, there still remain
some outstanding challenges. Due to the tunability and large
size of superconducting qubits, the primary disadvantage of
superconducting qubits is their short coherence times. Super-
conducting qubits are not true 2-level systems, thus the un-
wanted |1〉 → |2〉 transition must be carefully avoided during
information processing. Superconducting qubits require dilu-
tion refrigerators to maintain temperatures low enough, and
advances of the capacity of such cryostats should be made
before building a device with millions of qubits. In the last
few years, superconducting qubits have seen drastic improve-
ments in coherence time, operation fidelities, fast and high
fidelity qubit readout, and even demonstrations of error cor-
rection and quantum algorithms, which we will introduce in
the following contents.
C. Three superconducting qubit archetypes
According to different degrees of freedom, superconduct-
ing qubits are mainly divided into three categories: charge
FIG. 1. Superconducting qubit circuit diagram. (a) Charge qubit
composed of a Josephson junction and a capacitor. Adjusting the
voltage Vg can control the number of Cooper pairs. (b) Flux qubit.
L is the loop inductance. Changing the bias flux Φ can adjust the
energy level structure of the qubit. (c) Phase qubit. Adjusting the
bias current Ib can tilt the potential energy surface.
qubits [25, 29], flux qubits [30], and phase qubits [31]. We
can distinguish these tree types of superconducting qubit ac-
cording to the ratio EJ/EC , where EJ is Josephson energy
and EC is charging energy.
The charge qubit is is also called Cooper-pair box qubit,
which is shown in Fig. 1(a). For the charge qubit, the elec-
trostatic energy of the Cooper-pair on the superconducting is-
land is much larger than the Josephson coupling energy on
the junction EJ  EC . The relevant quantum variable is
the number of Cooper pairs that cross Josephson junction.
Fig. 1(b) is a schematic diagram of a flux qubit. Typically,
EJ/EC is much lager than 1 but smaller than 100 for flux
qubit. The states of the flux qubit are distinguished by the di-
rection of the continuous current state in the superconducting
loop. As shown in Fig. 1(c), the phase qubit is a current-biased
single-junction device with a large ratio EJ/EC (EJ  EC).
Using the two lowest energy levels of the washboard potential,
one phase qubit can be encoded.
D. New types of superconducting qubits
Based on the three superconducting qubit archetypes, many
new types of superconducting qubits are derived, such as
Transmon-type qubit, C-shunt flux qubit, Fluxonium, 0-
piqubit, hybrid qubit, and so on. Some are briefly introduced
below.
1. Transmon-type qubit
Transmon-type qubit, including Transmon, Xmon, Gmon,
3D Transmon etc., is currently the most popular supercon-
ducting qubit due to its simplicity and the flexibility of cQED
architectures. Transmon was first proposed by Koch et al.
in 2007 [32]. In the charge qubit, the charge dispersion de-
creases exponentially in EJ/EC , and the anharmonicity alge-
braically decreases with a slow power law of EJ/EC . There-
fore, properly increasing EJ/EC can greatly reduce the sen-
sitivity of the system to charges, while still maintaining suffi-
cient anharmonicity. As shown in Fig. 2, the charge energy of
Transmon qubit are decreased by paralleling a large interdigi-
3FIG. 2. Schematic of a Transmon qubit and its effective circuit. (a)
The effective circuit model of a transmon qubit. CB is a large ca-
pacitor in parallel with superconducting quantum interference device
(SQUID). Lr and Cr are connected in parallel to form an equivalent
circuit of the readout resonator. The circuit on the far right is the flux
bias of SQUID. (b) Schematic of 2D structure of a transmon qubit.
Taken from [32].
tated capacitor across the Josephson junction, thereby obtain-
ing EJ/EC∼100.
Xmon can be considered as a modified version of Trans-
mon, which was proposed by Barends et al. in 2013 [33]. As
shown in Fig. 3, different from the original Transmon’s inter-
digital capacitor, the Xmon qubit is formed by a cross capac-
itor, and the Xmon qubit is coupled to a common transmis-
sion line through a resonant cavity. Each Xmon is controlled
by two independent control lines, a XY control line and a Z
control line, which can be used for rotating the quantum state
in the X , Y and Z directions. The qubits can be directly cou-
pled through capacitance. The Xmon qubit combines fast con-
trol, long coherence, and straightforward connectivity, which
is suitable for scalable superconducting quantum computing.
Gmon [34] is based on the Xmon qubit, but the qubits are
connected with a junction serving as a tunable inductor to con-
trol the coupling strength (see Fig. 4). The Gmon architecture
is protected from the problem of frequency crowding that arise
from fixed coupling, and provides a flexible platform with ap-
plications ranging from quantum computing to quantum sim-
ulation. However, the extra inductive coupler introduces ad-
ditional decoherent channels, and the device layout becomes
very complicated. In 2018, Yan et al. proposed a simple and
generic scheme for a tunable coupler [35], which is a generic
three-body system in a chain geometry, and the center mode
is a tunable coupler (see Fig. 5). The center mode can be con-
structed with any flux-tunable circuit in which the resonance
frequency can be tuned. By modulating the coupler frequency,
the coupling strength of the two next-nearest neighbor qubits
can be tuned. This architecture does not introduce additional
components, and its layout is similar to the Xmon.
3D Transmon is a development of Transmon qubits, which
was proposed by Paik et al. in 2011 [36]. The biggest feature
FIG. 3. (a) Optical micrograph of Xmon qubit. (b) Enlarged image
of SQUID. (c) The electrical circuit of the qubit. Taken from [33].
FIG. 4. Optical micrograph of two inductively coupled Gmon qubits.
Taken from [34].
FIG. 5. Circuit diagram of a superconducting circuit implementing a
tunable coupler, consisting of two qubit modes (red and blue) and a
coupler mode (black). Taken from [35].
of 3D Transmon is the replacement of the planar transmission-
line cavities with a three-dimensional waveguide cavity (see
Fig. 6), which offers several advantages. First, the cavity
has a larger mode volume and is much less sensitive to the
surface dielectric losses. Second, the architecture provides
the qubit with a well-controlled electromagnetic environment.
Thus, this architecture could suppress the decoherence of
qubit while maintaining sufficient coupling to the control sig-
nal. However, scalability is the major difficulty we have to
overcome, if we want to build a large-scale device based on
3D Transmon.
4FIG. 6. (a) Schematic of a transmon qubit inside a 3D cavity. (b)
Photograph of a half of the 3D aluminum waveguide cavity. Taken
from [36].
FIG. 7. Schematic diagram of 3-JJ flux qubit. Two junctions have
the same Josephson coupling energy EJ , and the third junction has a
smaller Josephson coupling energy αEJ .
2. 3-JJ flux qubit
The three-Josephson-junction (3-JJ) flux qubit was pro-
posed by Mooij et al. in 1999 [30], which consists of a
micrometer-sized loop with three or four Josephson junctions
(see Fig. 7). The reduction in the size of the loop in 3-JJ
flux qubit, resulting a reduced sensitivity of the magnetic flux
qubit to magnetic flux noise. In this architecture, the two
qubit states have persistent current in opposite directions, and
the quantum superposition of these two quantum states could
be obtained by pulsed microwave modulation of the enclosed
magnetic flux by current in control lines.
3. C-shunt flux qubit
The capacitively shunted (C-shunt) flux qubit was proposed
by You et al. in 2007 [37]. In the 3-JJ flux qubit, the effect of
flux noise has been greatly suppressed, and the charge noise
is the main source of decoherence, which mainly comes from
the charge fluctuations on the two islands separated by the
smaller Josephson junction. Compared with 3-JJ flux qubits,
C-shunt flux qubit architecture introduces an additional capac-
itor shunted in parallel to the smaller Josephson junction in the
loop (see Fig. 8). This shunt capacitance is used to reduce the
charging energy, thus the effects of the dominant charge noise
in the two islands are suppressed. This architecture could sup-
press the effects of both flux and charge noises.
FIG. 8. Schematic diagram of C-shunt flux qubit. A capacitance Cs
is shunted in parallel to the smaller Josephson junctions to reduce the
charging energy related to islands b and c. Taken from [37].
FIG. 9. The electrical circuit representation of Fluxonium qubit.
4. Fluxonium
Fluxonium was proposed by Manucharyan et al. in
2009 [38] to solves both the inductance and the offset charge
noise problems. In the Fluxonium architecture, a series array
of large-capacitance tunnel junctions are connected in parallel
with a small junction (see Fig. 9). When the system oscilla-
tion frequency is below the plasma frequency, the series array
of large junctions effectively behaves as an inductive wire.
From a circuit perspective, such a large inductor is equiva-
lent to a low-pass filter. Therefore, the low-frequency change
of the charge across the small junction is short-circuited by
this large inductor, which reduces the sensitivity of qubits to
charge noise.
5. 0-pi qubit
The 0-pi qubit was first proposed by Kitaev, Brooks and
Preskill [39, 40] and experimentally realized by Gyenis et
al. [41] in 2019. 0-pi qubit is designed with a symmetrical cir-
cuit to obtain an interleaved double potential well (see Fig.10).
The two ground state wave functions of a qubit are highly
5FIG. 10. (a) Circuit diagram of 0-pi superconducting qubits. The
circuit has a ring with four nodes. The four nodes are connected
by a pair of Josephson junctions (EJ , CJ ), a large capacitor (C)
and superinductors (L). (b) In the absence of a magnetic field, the
double-well potential function V (θ, φ) of the circuit. The ground
state of the 0 valley is localized along θ = 0, and the lowest state of
the pi valley is localized along θ = pi. Taken from [41].
FIG. 11. Experimental setup of the hybrid system that coupling a
superconducting flux qubit to an electron spin ensemble in diamond.
(a). Diamond crystal glued on top of a flux qubit (red box). (b). NV
centre. Taken from [43] .
localized in their respective potential wells and do not dis-
joint each other. The transition matrix elements between the
corresponding two ground state energy levels are very small.
Therefore, 0-pi qubit is not sensitive to charge and magnetic
flux noise.
6. Hybrid qubit
Different quantum systems have their own advantages, and
thus hybrid system [42–47] is proposed to combine the ad-
vantages of different quantum systems. In 2010, Marcos et
al. proposed a a novel hybrid system that coupling Nitrogen-
Vacancy (NV) centers in diamond to superconducting flux
qubits [42]. The hybrid system takes advantage of these two
systems. The flux qubits are well-controlled, but their coher-
ence time is short, which could be used as a control element.
The NV centers have long coherence times, which have the
potential to be used as a long-term memory for a supercon-
ducting quantum processor. Zhu et al. in 2011 reported the
observation of vacuum Rabi oscillations between a flux qubit
and an ensemble of approximately 3×107 NV-centers in dia-
mond [43] (see Fig. 11). This demonstrates strong coherent
coupling between two dissimilar quantum systems with a col-
lective coupling constant of gens ≈70 MHz.
FIG. 12. The changes in the number of entangled superconducting
qubits over the past decade ( [12, 14, 26, 48, 67–69]).
E. Qubit’s lifetime
By improving the structure and parameters of the super-
conducting qubits, as well as the preparation techniques and
materials, the lifetime of the superconducting qubits has been
greatly enhanced. TABLE I summarizes the development in
the lifetime of qubits over the past decade.
TABLE I. The development in the lifetime of qubits in recent years
(each data uses the highest value reported in the literature of the cur-
rent year, and is not recorded if it is smaller than in previous years.).
T1/µs Transmon Xmon 3DTransmon
3-JJ
flux
qubit
C-
shunt
flux
qubit
Flux-
onium
0-pi
qubit
2010 1.2 [48] 4 [49] 1.5 [50]
2011 1.6 [51] 60 [36] 12 [52] 5.7 [53]
2012 9.7 [54] 70 [55] 4 [56]
2013 11.6 [57] 44 [33]
2014 29 [58] 95 [59] 8100 [60]
2015 36 [61]
2016 56 [62] 162 [63] 55 [64]
2017 80 [65]
2018
2019 240 [66] 1560 [41]
F. Number of entangled qubits
The number of superconducting qubits has grown rapidly
in recent years. In 2019, the demonstration of quantum
supremacy is first achieved using 53 superconducting qubits
[17]. The performance of a quantum computer depends on
the number and quality of the qubits. The ability to prepare
multi-qubit entangled qubits is a critical indicator to show the
full qubit control of quantum computing platforms. Here we
summarize the changes in the number of entangled supercon-
ducting qubits over the past decade (see Fig. 12).
6III. QUBIT CONTROL
In this section, we will introduce how superconducting
qubits are manipulated to implement quantum gate, and the
progress of high-fidelity gates.
A. Single-qubit operations
An arbitrary single-qubit rotation can be defined as
R~n (θ) = e
−iθ~n·~σ/2 = cos
(
θ
2
)
I − i sin
(
θ
2
)
(~n · ~σ) (1)
where ~n is a real three-dimensional unit vector, and ~σ is Pauli
matrix. The Single-qubit rotation operations in superconduct-
ing quantum circuit can be divided into XY operation and Z
operation.
1. XY operating principle
Taking a single Xmon qubit as an example, we usually
couple microwave sources to Xmon by capacitance. The mi-
crowave drive can be expressed as Ω (t) = Ωx cos (ωdt− φ),
and the driving Hamiltonian can be simply expressed as
H = −~
2
ωσz + Ωx cos (ωdt− φ)σx (2)
the first term is Xmon’s Hamiltonian and the second term is
drive term. After transforming the Hamiltonian into the rotat-
ing frame, we get
H = −~
2
∆σz +
~
2
Ωx(cosφσx + sinφσy) (3)
where ∆ = ω − ωd is the detuning between qubit frequency
and microwave frequency. When the qubit resonates with the
microwave which means ∆ = 0, the first term will be re-
moved, and the angle of the rotation axis in the XY -plane
determined by the phase φ of the microwave drive.
2. Physical Z operation
In order to implement physical Z operation, the simplest
way is using SQUID loop. The SQUID loop is consisted
of two Josephson junctions as shown in the Fig. 13. At the
bottom of Xmon, Z line will directly connect with SQUID
loop. When current flows into SUQID loop byZ line, the loop
would generate extra flux, which will cause the frequency of
qubit to change. Assuming the extra flux is φe, the frequency
of qubit would be
ωq/2pi = E1 − E0 =
√
8EcEJ cos(
piφe
φ0
) (4)
FIG. 13. Diagram of SQUID loop. δ1(δ2) represent the phase differ-
ent of Josephson junction. Its critical current varies with the change
of extra magnetic flux change.
Then the Hamiltonian will be express as H = −~2ωqσz , and
the corresponding evolution operator is
U = e−
i
2
∫ t0
0 −ωq(t)σzdt = Rz(
∫ t0
0
−ωq(t)dt) (5)
Thus, we can rotate the state aroundX-axis in any angel by
changing only the magnitude and duration of the current.
3. Virtual Z operation
Virtual Z operation is another and also the most commonly
used approach for implementing Z operation, which is real-
ized by just adding a phase offset to the drive field for all sub-
sequent X and Y gates [21, 70]. We note that the virtual Z
operation does not take any time in the experiment, since only
additional phases need to be added to the microwave pulse se-
quence. Thus, it would be very efficient to construct arbitrary
single-qubit gates using virtual Z operation. Any single-qubit
gate can be written as [21, 70]
U(θ, φ, λ) = Zφ ·Xθ · Zλ (6)
for appropriate choice of angles θ, φ, λ. Taking the
Hadamard gate an example, the Hadamard gate can be writ-
ten as H = Zpi/2Xpi/2Zpi/2. Since the Z operation can be
performed with a virtual Z operation, we can implement the
Hadamard gate by using only single microwave pulse.
B. Two-qubit gates
To implement two-qubit gates, the Hamiltonian must have
coupling term which is usually σxσx and σyσy in the super-
conducting system. For Xmon qubit, if we tune two qubits to
the same frequency, the coupling term could be expressed as
Hcouple = ~g(σ+1 σ
−
2 + σ
−
1 σ
+
2 ) using rotating wave approxi-
mation (RWA), and the evolution operator will be
U = exp(− i
~
∫ t0
0
Hcoupledt) = exp(− i~Hcouplet) (7)
If we let t = pi/2g, then we can get iSWAP gate which has
the following matrix form
7iSWAP =
1 0 0 00 0 i 00 i 0 0
0 0 0 1
 (8)
If we cut the interaction time in half, then we would get
another useful two-qubit gate, called sqrt(iSWAP) gate
√
iSWAP =

1 0 0 0
0 1/
√
2 i/
√
2 0
0 i/
√
2 1/
√
2 0
0 0 0 1
 (9)
Controlled-not (CNOT) gate and controlled-Z (CZ) gate are
two commonly used two-qubit gates, and their matrix form are
CNOT =
1 0 0 00 1 0 00 0 0 1
0 0 1 0
 (10)
CZ =
1 0 0 00 1 0 00 0 1 0
0 0 0 −1
 (11)
Next, we will introduce how to implement these two-qubit
gates in experiments.
C. Two-qubit implementations
1. Frequency tuning gates
A method to implement CZ gate by fast adiabatic tuning is
shown in Fig. 14, which takes the two-qubit state |1, 1〉 close
to the avoided level crossing with the state |0, 2〉, yielding a
selective pi phase change of |1, 1〉 state. In 2009, DiCarlo
et al. [71] demonstrated the implementation of the Grover
search and Deutsch−Jozsa quantum algorithm using adiabatic
controlled-phase gates, and the algorithms are implemented
with fidelity greater than 80%. Barends et al. [26] realized
a two-qubit gate by adiabatic tuning with fidelity of 99.4%,
and the fidelity is characterized by randomized benchmark-
ing (RB). The high fidelity is achieved by optimizing the pulse
amplitude and frequency, and minimizing two-state leakage.
Actually, diabatic tuning could also be used to implement
two-qubit gate. Li et al. [72] recently designed and imple-
mented non-adiabatic CZ gate, which outperform adiabatic
gates in terms of speed and fidelity, with gate times reaching
40 ns, and fidelities reaching F = 99.54± 0.08%. Barends et
al. [73] reported diabatic two-qubit gates, the iSWAP-like and
CPHASE gates, with average gate fidelities of 0.9966(2) and
0.9954(2) respectively by testing using cross-entropy bench-
marking (XEB). The gate time is as fast as 18 ns.
FIG. 14. Schematic diagram of realizing CZ gate by using the
avoided level crossing between |1, 1〉 state and |0, 2〉 state with the
fast adiabatic tuning. Taken from [26].
FIG. 15. FLICFORQ-style qubits (circles) have fixed transition fre-
quencies and fixed linear off-diagonal coupling. Ω1 is the amplitude
of microwave. Q1 and Q2 would weakly couple when ωrf1 approxi-
mately equal to ∆. Taken from [74].
2. Cross resonance
The cross-resonance gate is an entangling gate for fixed fre-
quency superconducting qubits, which is implemented by ap-
plying a microwave drive to a system of two coupled qubits as
showed Fig. 15 [54, 58, 74, 75]. The cross-resonance gate was
first implemented in 2011 by Chow et al. [75], and they used
quantum process tomography (QPT) to reveal a gate fidelity
of 81%. Corcoles et al. [57] presented a complete RB charac-
terization of two fixed-frequency superconducting qubits, and
achieved a gate fidelity of 93.47% under interleaved RB ex-
periment which compares favorably to the fidelity of 87.99%
obtained by QPT performed on the same gate. Sheldon et
al. [76] presented improvements implementation of the cross
resonance gate with shorter gate time (160 ns) and interleaved
RB fidelities exceeding 99%.
8FIG. 16. Diagram of the 4-qubit 3D cQED system. The four qubits
are coupled with each other via common bus. Different microwave
pulses input into the common cavity will cause indirect coupling of
different qubit pairs. Taken from [83] .
3. Parametric gates
The parametric gates are techniques for realizing two-qubit
gates using parametric modulation [70, 77–82]. For example,
we can mix DC and AC dirve to modulate the flux bias of the
two-qubit system to drive population between the |1, 1〉 and
|0, 2〉 states. As population undergoes a cycle in this two-level
subspace, a geometric phase is accumulated. The CZ gate can
be realized by choosing an appropriately time. One advan-
tage of these parametric gates is that the gate can be realized
while remaining, on average, at the DC flux bias sweet-spot.
Reagor et al. [82] realized CZ gate via parametric control on a
superconducting processor with eight qubits , and achieved an
average process fidelity of 93% for three two-qubit gates via
quantum process tomography. Hong et al. [80] demonstrated
a CZ operation via parametric control with average CZ fidelity
as high as 98.8%.
4. Resonator-induced gates
Resonator-induced phase gate is also an all-microwave con-
trol process multiqubit gate [83–85]. All qubits are statically
coupled to the same driven bus resonator, which allows a high
degree of flexibility in qubit frequencies. A diagram of four
qubits with a resonator is shown in Fig. 16. The CZ gate can
be realized between any pair of qubits via applying microwave
to drive to the bus resonator. During the operation, the cavity
state evolves from its initial vacuum state, and finally returns
to vacuum state. The qubits are left unentangled from the cav-
ity but with an acquired nontrivial phase. Once we chose an
appropriate detuned by ∆ to the bus, the qubit state |1, 1〉 will
have a pi phase relative to other states, which forms a CZ gate.
In 2016, Paik et al. [83] performed the CZ gate between 12
individual qubit pairs in 4-qubit superconducting 3D cQED
systems using the approach of resonator-induced phase gate,
and achieved fidelities from 96.55% to 98.53%.
5. Summary for two-qubit gates
We have introduced several approaches to implement high-
fidelity two-qubit gates in the superconducting quantum sys-
tem. TABLE II lists several two-qubit gates implemented on
superconducting quantum system in recent years.
TABLE II. Two-qubit gate based on superconducting quantum sys-
tem in recent years.
Year Gate type Fidelity Gate time Method ofmeasurement
2009 CZ gate [71] 87% NON QST
2010 iSWAP gate [86] 78% NON QST
2011 CR gate [75] 81% 220ns QPT
2012
√
bSWAP gate [87] 86% 800ns QPT
2012
√
iSWAP gate [88] 90% 31ns QPT
2013 CZ gate [89] 87% 510ns QPT
2013 CNOT gate [57] 93.47% 420ns RB
2014 CZ gate [26] 99.44% 43ns RB
2014 CZ gate [34] 99.07% 30ns RB
2016 CR gate [76] 99% 160ns RB
2016 CZ gate [83] 98.53% 413ns RB
2016
√
iSWAP gate [70] 98.23% 183ns RB
2017 CZ gate [90] 93.60% 250ns QPT
2018 CZ gate [82] 95% 278ns QPT
2018 CZ gate [91] 92% 210ns RB
2018 iSWAP gate [91] 94% 150ns RB
2018 CNOT gate [92] 89% 190ns QPT
2018 CNOT gate [93] 79% 4.6µs QPT
2019 CZ gate [72] 99.54% 40ns RB
2019 iSWAP-like gate [73] 99.66% 18ns XEB
2020 CZ gate [80] 98.8% 176ns RB
D. Multi-qubit gates
Multi-qubit gates for more than two qubits can also be im-
plemented on superconducting quantum systems. Fedorov
et al. [94] implemented a Toffoli gate with three transmon
qubits couple to a microwave resonator with the fidelity of
68.5±0.5% in 2012.
Song et al. [90] realized control-control-Z (CCZ) gate with
the fidelity of 86.8% by QPT in a superconducting circuit.
In 2019, Li et al. [72] implemented a non-adiabatic CCZ
gate with the fidelity of 93.3% by using an optimised CCZ
waveform. Song et al. [90] also realized the control-control-
control-Z (CCCZ) gate with the fidelity of 81.7% by QPT.
IV. QUBIT READOUT
Fast and high fidelity qubit readout is crucial in quantum
computing. Historically, there are several different readout
techniques for superconducting qubit, such as charge mea-
surement [25, 95], flux measurement [30, 96], inductance
measurement [97], etc.. The dispersive readout is the cur-
rently most common readout technique in the circuit QED
9architecture, which we will briefly introduce in this section.
In addition, we will also introduce the techniques to improve
the fidelity and speed of qubit readout.
A. Dispersive readout
Dispersive readout is to obtain the qubit state information
through the readout resonator [98]. The qubit circuit is cou-
pled to the readout resonator through capacitance or induc-
tance, and the state of the qubit is detected by measuring the
transmission coefficient of the readout resonator. During the
measurement, the qubit and the readout resonator form the
Hamiltonian of the Jaynes-Cummings model
H = −ωq
2
σz + ωra
+a+ g(σ+a+ σ−a+) (12)
Considering that the absolute value of detuning ∆ = ωq −
ωr is much larger than the coupling strength g, the unitary
operator exp[−g(σ+a − σ−a+)/∆] is used to transform the
Hamiltonian, and the low-level small quantities are omitted.
Eq.12 becomes
H = −ωq
2
σz + (ωr +
g2
∆
σz)a+a (13)
Its physical meaning is that the frequency of the readout res-
onator will change g
2
∆ when the qubit is in the |0〉(|1〉) state.
Let χ = g
2
∆ and call χ the dispersive shift. The state of the
qubit affects the frequency of the readout resonator, and the
change in the frequency of the readout resonator will be re-
flected in the measurement of the transmission coefficient. A
microwave with a specific frequency and length is input on a
transmission line coupled to the readout resonator. After cap-
turing the signal coming from the end of the transmission line
and integrating the signal, we could get a point (I+iQ) in the
complex plane. We can find that the measurement results of
states |0〉 and |1〉 are clustered in two distinguishable clusters,
respectively (see Fig. 17). The dispersive readout provides a
feasible way for the quantum non-demolition (QND) readout
of supercomducting quantum computing.
B. High-fidelity single-shot readout
Although dispersive readout technique has been proven
useful, it is often in itself insufficient to render single-shot
readout performance. To achieve fast, high-fidelity single shot
readout, Purcell filter and parametric amplifier are typically
tools for superconducting quantum computing, which we will
give a brief introduction here.
1. Purcell filters
In standard circuit QED, one limitation on the lifetime of
the qubit is the relaxation caused by the spontaneous emis-
sion of a photon by the resonator, which is called the Purcell
FIG. 17. The measurement results for |0〉 or |1〉 state.
FIG. 18. Design and realization of the Purcell filter. (a) Circuit model
of the Purcell-filtered cavity design. (b) Optical micrograph of the
device with inset zoom on transmon qubit.Taken from [100].
effect [99]. Under this limitation, the lifetime of the qubit is
inversely proportional to the qubit-resonator coupling strength
and readout resonator bandwidth. Purcell effect is designed to
suppresses spontaneous emission (at the qubit transition fre-
quency) while being transparent at the readout resonator fre-
quency. In recent years, various Purcell filters are proposed,
and some of which are introduced below.
In 2010, Reed et al. [100] implemented the Purcell filter
with a transmission-line stub terminated in an open circuit
placed outside the output capacitor (see Fig. 18). The length
of this stub was set such that it acted as a λ/4 impedance trans-
former to short out the 50 Ω environment at its resonance fre-
quency. The qubit T1 was improved by up to a factor of 50
compared to predicted values for an unfiltered device.
In 2014, Jeffrey et al. [101] implemented bandpass Purcell
filter as a quarter wave (λ/4) coplanar waveguide resonator
embedded directly into the feed line (see Fig. 19). The band-
pass filter is designed for a multiplexed measurement system
that allows fast measurement without increasing environmen-
tal damping of the qubits. They demonstrated the simultane-
ous measurement of four qubits with intrinsic fidelities reach-
ing 99% in less than 200 ns after the start of the measurement
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FIG. 19. Device layout. Cg is the coupling capacitance between
the qubit q and the readout resonator r. Ck is the coupling capaci-
tance between the readout resonator and the filter resonator F . Taken
from [101].
FIG. 20. Optical microscope image of SIPF. Inset: the transition be-
tween low-impedance and high-impedance CPW. Taken from [102].
pulse.
In 2015, Bronn et al. [102] implemented the stepped
impedance Purcell filter (SIPF), which consists of alternating
sections of high and low impedance coplanar waveguide trans-
mission lines (see Fig. 20). The filter has a wide stopband and
can provides protection for a large range of qubit frequencies.
The qubit T1 was improved by up to a factor of 9 compared
to predicted values for an unfiltered device.
In 2017, Walter et al. [103] reported experimental results
of 98.25% readout fidelity in only 48 ns and 99.2% readout
fidelity in 88 ns, by optimizing the circuit parameters and em-
ploying a Purcell filter and phase-sensitive parametric ampli-
fication.
2. Josephson parametric amplifier (JPA)
Another challenge with single-shot readout is to suppress
readout noise. The readout noise mainly depends on the noise
temperature of the amplifier in the first stage of the readout
circuit. Conventional commercial amplifier, such as high elec-
tron mobility transistors, which has a noise temperature above
2K (equivalent to the noise of tens of photons). However, the
intensity of the signal often detected is only a few photons.
JPA is proposed as a suitable solution for the realization of
low-noise amplifiers to overcome this pressing problem.
The basic working principle of JPA is as follows. A loss-
less nonlinear term is generated using the Josephson effect of
Josephson junctions. By applying a proper pump frequency,
the energy of the pump tone is converted into the energy of the
input signal through three-wave mixing or four-wave mixing,
FIG. 21. Schematic of IMPA (gray box). The components to the left
of the box are other microwave devices. The current bias line is used
to change the frequency of IMPA and drawn on the right side of the
box. Taken from [106].
thereby outputting an amplified signal. The whole procedure
is almost non-dissipative, so the noise is reduced to the level
of quantum vacuum fluctuations.
The traditional JPA has relatively simple structure, and it
is easy to achieve high gain. However, the bandwidth is ex-
tremely narrow, and generally does not exceed 30MHz [104,
105]. Thus, progress in scaling to large-scale quantum com-
puting is limited by JPA bandwidth and dynamic range. Next,
we will introduce two broadband parametric amplifiers.
3. Impedance-transformed parametric amplifier (IMPA)
In 2014, Mutus et al. [106] prepared IMPA based on tra-
ditional JPA. The device consisted of a SQUID with a ca-
pacitor in parallel coupled to the 50 Ω environment by a ta-
pered transmission line (see Fig. 21). By covering different
density crossovers on different parts of the transmission line,
the characteristic impedance of the transmission line smoothly
changed from 50 Ω to 15 Ω. By changing the characteristic
impedance of the transmission line, the parametric amplifier
achieved a 700 MHz amplification bandwidth, a gain of more
than 15 dB, a saturation power of -103 dBm, and a noise tem-
perature of 200 mK.
4. Traveling wave parametric amplifier (TWPA)
In 2015, White et al. [107] prepared TWPA, consisting of
thousands of Josephson junctions in series, which formed a
50 Ω lumped element transmission line by connecting capac-
itors in parallel (see Fig. 22). Continuous phase matching can
be achieved by inserting λ/4 resonators at fixed intervals on
the transmission line to correct the pump phase, which can
increase the gain exponentially with minimal manufacturing
complexity. In this case, the gain can be increased by simply
increasing the length of the device. The TWPA achieved a
4 GHz amplification bandwidth, an average gain of 12 dB, a
saturation power of -99 dBm, and a noise temperature of 600
mK.
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FIG. 22. Schematic of TWPA. Thousands of Josephson junctions are
connected in series to amplify the input signal. Taken from [107].
FIG. 23. Schematic of quantum feedback control.
C. Real-time quantum feedback
Real-time quantum feedback (see Fig. 23) is highly sought-
after due to its potential for quantum error correction (QEC)
and maintaining quantum coherence. The realization of quan-
tum feedback requires that the entire quantum chip measure-
ment and control system must have excellent overall coordi-
nation and extremely fast response time. The whole proce-
dure, including readout operations, analysis of readout data,
and generation of feedback operations, must be completed
before the decoherence of qubits. Analog feedback schemes
such as those reported in Refs. [108, 109] feature feedback
latencies on the order of 100 ns, where the latencies are lim-
ited by analog bandwidth and delays in the cables in the cryo-
genic setups. However, analog signal processing circuits have
limited flexibility. In 2018, Salathe´ et al. [110] implemented
an FPGA-based system which offers versatile and convenient
programming. The feedback-capable signal analyzer allows
for real-time digital demodulation of a dispersive readout sig-
nal and the generation of a qubit-state-dependent trigger with
input-to-output latency of 110 ns. However, they only imple-
mented quantum feedback control of a single qubit. Further
research on the quantum feedback control of multiple qubits
is highly needed in the future.
V. QUANTUM ERROR CORRECTION
Although tremendous progress on experimental techniques
has been achieved with superconducting quantum computing
system in recent years, including coherence time, gate fidelity,
and readout fidelity, quantum error correction is still necessary
for large-scale quantum computations. In this section, we will
introduce some typical quantum error correction schemes.
FIG. 24. (a) 2D surface code. Data qubits and measurement qubits
are open circles and filled circles, respectively. (b) Geometry and
quantum circuit for a measure-Z qubit. (c) Geometry and quantum
circuit for a measure-X qubit. Taken from [27].
A. surface code
Surface code represent a promising route towards universal
and scalable fault-tolerant quantum computation, due to its
nearest-neighbour qubit layout and high error rate thresholds
[27]. As shown in Fig. 24, each data qubit (represented by
open circles) contacts four measurement qubits (represented
by filled circles), and each measurement qubit also contacts
four data qubits. There are two types of measurement qubits,
“measure-Z” qubits and “measure-X” qubits, which are col-
ored by green and orange in Fig. 24(a), respectively. The cen-
tral task during the error correction is to perform 4-qubit parity
measurements using ZZZZ andXXXX stabilizer operators
to check whether there has been a bit-flip or a phase-flip in the
data qubit.
The repetition code is an one-dimensional variant of the
surface code, which is able to protect against bit-flip errors or
phase-flip errors, but cannot simultaneously detect both bit-
and phase-flip errors. A three-qubit repetition code was first
implemented by Reed et al. [111] in a 3 transmon qubit cir-
cuit without ancillas, correcting a single error using a Tof-
foli gate. Riste et al. [112] realized a three-qubit repetition
code using 5 qubits to detect bit-flip errors in a logical qubit,
where 3 qubits are used for encoding, and 2 ancilla qubits are
used for the syndrome. Chow et al. demonstrated a high-
fidelity parity detection of two code qubits via measurement
of a third syndrome qubit by using the ‘cross-resonance’ two-
qubit gate [58]. In 2014, Barends et al. [26] demonstrated
a two-qubit gate fidelity of up to 99.4% using Xmon qubits,
which is the first time that the fidelity of two-qubit gate sur-
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FIG. 25. (a) The five qubits repetition code. (b) The quantum circuit
for three cycles of the nine-qubit repetition code. Taken from [68].
passed the error threshold for the surface code. Moreover,
using the similar gate control technique, Kelly et al. [68] ex-
tended their system to a linear 1D chain with 9 qubits, and
implemented both a five- and nine-qubit repetition code, pro-
viding a promising step toward the 2D-surface code.
2D-surface code could simultaneously detect both bit- and
phase-flip errors. In 2015, Co´rcoles et al. first demonstrated a
quantum error detection protocol on a two-by-two planar lat-
tice of superconducting qubits [61]. The 4-qubit parity mea-
surements, a basic operation in 2D-surface code scheme, were
demonstrated by Takita et al. [62] . In order to promote the
practicality of 2D-surface code, more advanced experimental
techniques are needed, such as real-time feedback, repeated
detection, and so on. Andersen et al. demonstrated the real-
time stabilization of a Bell state with a fidelity of F ≈ 74%
in up to 12 cycles of the feedback loop [113] , and imple-
mented a seven-qubit surface code for repeated quantum error
detection [114].
B. Bosonic codes
Bosonic codes have recently arisen as a hardware-efficient
route to implementing quantum error correction by taking ad-
vantage of the infinite dimensionality of a bosonic Hilbert
space, rather than to duplicate many two-level qubits as in
the surface code. Until now, a broad class of bosonic error-
correcting codes has been proposed. For example, the well-
known cat codes [115, 116] and binomial codes [117],
which are inspired by the Gottesman, Kitaev, and Preskill
(GKP) [118] proposal that encoding a qubit in an oscillator.
Both GKP codes and cat codes are formed using superposi-
tions of an infinite number of Fock states, while the binomial
code states are formed from a finite superposition of Fock
states weighted with square roots of binomial coefficients.
FIG. 26. The cat-code cycle. Taken from [121].
Recent experimental results for the bosonic codes show
great promise. In 2015, Leghtas et al. shown that engineering
the interaction between a quantum system and its environment
can induce stability for the delicate quantum states [119] ,
which provides the possibility toward robustly encoding quan-
tum information in multidimensional steady-state manifolds.
Wang et al. demonstrated a Schro¨dinger’s cat that lives in two
cavities [120] . The break-even point of QEC is when the
lifetime of a qubit exceeds the lifetime of the constituents of
the system. Ofek et al. first demonstrated a QEC system that
reaches the break-even point by suppressing the natural er-
rors using the bosonic cat code [121] (see Fig. 26). Hu et al.
experimentally demonstrated repetitive QEC approaching the
break-even point of a single logical qubit encoded in a hybrid
system consisting of a superconducting circuit and a bosonic
cavity using a binomial bosonic code [122] . A critical com-
ponent of any quantum error-correcting scheme is detection of
errors by using an ancilla system, Rosenblum et al. demon-
strated a fault-tolerant error-detection scheme that suppresses
spreading of ancilla errors by a factor of 5, while maintaining
the assignment fidelity [123] .
Showing the feasibility of operations on logical qubits is a
necessary step towards universal QEC. Heeres et al. demon-
strated a high-fidelity implementation of a universal set of
gates on a qubit encoded into an oscillator using the cat-
code [124]. Recently, Reinhold et al. presented an ancilla-
enabled gate that uses the principle of path-independence to
maintain coherence of the logical qubit in the presence of an-
cilla errors, and demonstrated that the error-correction sup-
presses the propagation of the dominant errors [125]. Beyond
single logical qubit operation, a high-fidelity entangling gate
between multiphoton states encoded in two cavities [92] and
the exponential-SWAP unitary [126] have been realized.
C. Other error-correction method
Besides surface code and bosonic codes, some other quan-
tum error correction codes have also been experimentally
demonstrated on superconducting system. Takita et al. imple-
13
FIG. 27. (a) Quantum circuit for the five-qubit code. (b) Expectation
values of 31 stabilizers for the encoded logical state |T 〉L = (|0〉L+
eipi/4|1〉L)/
√
2. (c) Expectation values of logical Pauli operators and
state fidelity of the encoded magic state |T 〉L. Taken from [129].
mented the [4,2,2] code in a five-qubit superconducting trans-
mon device and characterize output states produced by fault-
tolerant state preparation circuits [127]. Harper et al. ob-
served an order of magnitude improvement in the infidelity of
the gates, with the two-qubit infidelity dropping from 5.8(2)%
to 0.60(3)%, by running a randomized benchmarking protocol
in the logical code space of the [4,2,2] code [128]. Moreover,
Ming et al. emploiyed an array of superconducting qubits to
realise the [5,1,3] code for several typical logical states in-
cluding the magic state, an indispensable resource for real-
ising non-Clifford gates (see Fig. 27) [129] . All of these
experiments have shown the importance of quantum error cor-
rection. However, in order to achieve fault-tolerant quantum
computing in the future, we still need to make more efforts in
experimental techniques.
VI. ALGORITHM IMPLEMENTATION
Currently, quantum computer devices are still small scale,
and their capabilities have not reached the level beyond small
demonstration algorithms. However, small scale demonstra-
tions are crucial for the realization of more advanced experi-
mental techniques, since it can provide useful insights into the
performance of existing systems and the role of architecture in
quantum computer design. Superconducting quantum com-
puter is fully programmable multi-qubit machines that could
in principle provide the user with the flexibility to implement
arbitrary quantum circuits. Thus, a number of important quan-
tum algorithms have been demonstrated using superconduct-
ing quantum system, especially after IBM made several quan-
tum devices available to the public through its quantum cloud
service. In this section, we are not going to introduce all of
these works. Instead, here we only provide some examples to
figure out what superconducting quantum computers will be
able to do when we build them.
A. Quantum simulation
“Nature isn’t classical, dammit, and if you want to make
a simulation of nature, you’d better make it quantum me-
chanical,” the physicist Richard Feynman famously quipped
in 1981. “And by golly it’s a wonderful problem, because it
doesn’t look so easy.” Although simulating a complex quan-
tum system is known to be a difficult computational prob-
lem, this difficulty may be overcome by using some well-
controllable quantum system to study another less control-
lable or accessible quantum system. In the past decades,
the tremendous progress in controllable quantum systems has
made the physical implementation of quantum simulation a
reality, and we are expected to apply quantum simulation to
study many issues, such as condensed-matter physics, high-
energy physics, atomic physics, quantum chemistry and cos-
mology. Compared with universal quantum computing, the
quantum simulator would be easier to construct since less con-
trol are required.
In order to emulate the time evolution of the quantum sys-
tem, the Hamiltonian of the quantum simulator should to be
very similar to the quantum system to be simulated. The su-
perconducting transmon qubits of the Xmon variety can be de-
scribed by the Bose-Hubbard model, which makes simulating
the Hamiltonian related to the Bose-Hubbard model become
possible. Yan et al. experimentally implemented quantum
walks of one and two strongly interacting photons in a one-
dimensional array of superconducting qubits with short-range
interactions, and observed the light cone-like propagation of
quantum information, especially entanglement, and the pho-
ton antibunching with the two-photon HBT interference [130]
(see Fig. 28). A Bose-Hubbard ladder with a ladder array of
20 qubits on a 24-qubit superconducting processor was con-
structed by Ye et al., and the quench dynamics of single- and
double-excitation states with distinct behaviors were studied
on their system [13]. Zha et al. performed an ensemble aver-
age over 50 realizations of disorder to clearly shows the prox-
imity effect by using a superconducting quantum processor
[131] (see Fig. 29). Other models, such as spin model [132],
quantum Rabi model [133–136], were also investigated.
Although the analog quantum simulation that uses a well-
controllable quantum system to simulate the time evolution of
another complex quantum system with a similar Hamiltonian
seems very natural, the types of systems that can be simulated
are limited. Digital quantum simulation is not constrained by
the types of system, which is an approach for simulating the
evolution of a quantum system based on gate model. This ap-
proach relies on decomposing the unitary operations that de-
scribe the time evolution of Hamiltonians into a set of quan-
tum gates that can be implemented on the simulator hardware,
and Trotter decomposition is one of the most popular meth-
ods to accomplish this task [137–139]. Different types of
quantum systems, such as quantum Rabi model [140], spin
model [141–143] and fermionic model [144–146], were in-
vestigated with the digital quantum simulation by different re-
search groups. Moreover, this gate-based approach could also
been used for simulating the behavior of anyons, which are ex-
otic quasiparticles obeying fractional statistics ranging contin-
14
FIG. 28. Quantum walks of one and two photons in a 1D lattice
of a superconducting processor. (a) Optical micrograph of the 12-
qubit chain. (b) One photon quantum walk. (c) and (d) are quantum
walk for two weakly interacting photons and two strongly interact-
ing photons, respectively. (e) and (f) are the experimental waveform
sequences for single-photon quantum walk and two-photon quantum
walk, respectively. Taken from [130].
FIG. 29. Ergodic-localized junction with superconducting qubits. (a)
when disordered and driven domains are coupled, localization can
be destroyed due to the overlap between localized and delocalized
states. (b) Depicts stadium and circular billiards, which exhibit er-
godic and regular behavior, respectively. (c) Optical micrograph of
the superconducting chip. (d) Experimental waveform sequences to
generate the ergodic-localized junctions. (e) The quasienergy level
statistics of the ergodic-localized junction for an array of L = 12
qubits. Taken from [131].
uously between the Fermi-Dirac and Bose-Einstein statistics
[147]. Zhong et al. presented an experimental emulation of
creating anionic excitations in a superconducting circuit that
consists of four qubits [148] (see Fig. 30). Song et al. pre-
sented an experiment of demonstrating the path independent
nature of anyonic braiding statistics with a superconducting
quantum circuit [149], and a similar work was carried out
with linear optical system [150].
FIG. 30. (a) Illustration of the toric code model. (b) The minimal unit
of the toric code using for qubits. (c) Schematic of the superconduct-
ing circuit featuring four qubits coupled to a central resonator. Taken
from [148].
FIG. 31. Compiled quantum circuits for solving 2 × 2 linear equa-
tions using four qubits.Taken from [156].
B. Quantum algorithm demonstration
Quantum computers promise to solve complex problems
that today’s classical computers cannot solve, such as Shor’s
factoring algorithm [151], and Harrow-Hassidim-Lloyd
(HHL) related algorithms for big data processing [5, 152–
155]. In 2017, Zheng et al. used a four-qubit superconduct-
ing quantum processor to implement HHL algorithm for solv-
ing a two-dimensional system of linear equations [156] (see
Fig. 31). Huang et al. first applied homomorphic encryption
on IBM’s cloud quantum computer platform for solving lin-
ear equations while protecting our privacy [157] (see Fig. 32).
These works show the potential applications of quantum com-
puting, but they are not practical on NISQ devices since they
rely on the development of error correction.
Hybrid quantum-classical algorithms with parameterized
quantum circuits provide a promising approach for exploiting
the potential of NISQ devices, and the variational quantum
eigensolver (VQE) [158, 159] and quantum machine learn-
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FIG. 32. The homomorphic encryption scheme for solving linear
equations using cloud quantum computer. Taken from [157].
FIG. 33. Quantum chemistry on a superconducting quantum pro-
cessor. (a) Parity mapping of spin orbitals to qubits. (b) Optical
micrograph of the superconducting quantum processor with seven
transmon qubits. (c) Quantum circuit for trial-state preparation and
energy estimation. (d) An example of the pulse sequence for the
preparation of a six-qubit trial state. Taken from [165].
ing [160–163] are the leading candidates for practical ap-
plications of NISQ devices. Colless et al. demonstrated a
complete implementation of the VQE to calculate the com-
plete energy spectrum of the H2 molecule with near chem-
ical accuracy [164]. Kandala et al. demonstrated VQE on
a six-qubit superconducting quantum processor, and showed
the ability to addressing molecular problems beyond period I
elements, up to BeH2 [165] (see Fig. 33). Chen et al. used
an adiabatic variational hybrid algorithm, and demonstrated
that many-body eigenstates can be efficiently prepared by an
adiabatic variational algorithm assisted with a 3-qubit super-
conducting coprocessor [166].
Quantum machine learning with parameterized quantum
circuits is another hot topic for NISQ devices. Havlı´cˇek et al.
implemented two classifiers, a variational quantum classifier
and a quantum kernel estimator, on a superconducting quan-
tum processor [167] (see Fig. 34), which presents a route to
accurate classification with NISQ hardware. Recently, some
quantum generative models for toy problems [168–170] were
implemented on superconducting quantum processor. In the
next stage, showing that quantum machine learning imple-
mented on near-term quantum devices can actually solve real-
world learning tasks with real advantage will become a key
issue and interesting task in the field of quantum computing.
FIG. 34. Experimental implementations for supervised learning us-
ing superconducting quantum processor. (a) Quantum processor. (b)
Variational circuit used for classification. (c) Circuit to directly esti-
mate the fidelity between a pair of feature vectors. Taken from [167].
C. Quantum supremacy
Quantum supremacy is the goal of demonstrating that a pro-
grammable quantum device can solve a problem that classical
computers practically cannot [3, 171, 172]. In 2019, Google
officially announced that it achieved the milestone of “quan-
tum supremacy” [17]. They performed the random circuit
sampling on a programmable superconducting quantum pro-
cessor with 53 available qubits called Sycamore (see Fig. 35).
In their work, the improvement of the 2-qubit gate fidelity,
and the reduction of crosstalks in parallel gate operations are
critical techniques for this progress. And finally, they showed
a computational experiment that implements an impressively
large two-qubit gate quantum circuit of depth 20, with 430
two-qubit and 1,113 single-qubit gates, and with predicted to-
tal fidelity of 0.2%.
VII. SUMMARY AND OUTLOOK
In this review we have presented basic notions and recent
advances in the field of superconducting quantum computing.
Recent years have seen an increased interest in superconduct-
ing quantum computing, and we believe there is significant
promise for the long term. With the advent of intermediate
scale quantum devices, quantum computing will be used as a
tool for computing tasks and gradually play an increasingly
important role in science and engineering. Despite the great
advances that have been achieved, a number of challenges and
open questions we are facing in both theoretical and experi-
mental work. There is still the need to develop and implement
higher quality superconducting qubit, such as improving the
qubit connectivity, the gate fidelity, and coherence time, which
are the key challenge for the development of superconduct-
ing quantum computing. It is remain a question what exactly
is the first “killer app” implemented by quantum computing
in the future, and as the realization of quantum computing
seems more and more certain, the pressure to find killer apps
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FIG. 35. The Sycamore processor. (a) Layout of processor. (b)
Photograph of the Sycamore chip. Taken from [17].
for quantum computing grows. We need to find a few killer
applications which really do show a distinctive quantum ad-
vantage over classical computing for near term devices and
also long term devices. The quantum supremacy achievement
marks just the first of many steps necessary to develop prac-
tical quantum computers, and perhaps the next two big mile-
stones are to actually do something useful on near-term de-
vices, and develop an “error correcting” quantum computer.
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