This paper establishes the rate of convergence (in the uniform Kolmogorov distance) for normalized additive functionals of stochastic processes with long-range dependence to a limiting Rosenblatt distribution.
Introduction
The study of random processes and fields with correlations decaying at hyperbolic rates, i.e., those with long-range dependence (LRD), presents interesting and challenging probabilistic as well as statistical problems. Progress has been made in the past two decades or so on the theoretical aspects of the subject. On the other hand, recent applications have confirmed that data in a large number of fields (including hydrology, geophysics, turbulence, economics and finance) display LRD. Many stochastic models have been developed for description and analysis of this phenomenon. For recent developments, see Beren [6] , Barndorff-Nielsen [5] , Anh and Heyde [2] , Leonenko 1The work was partially supported by the Australian Research Council grant A69804041 and NATO grant PST.CLG.976361. [20] , among others.
The non-central limit theorem, which describes the limiting distributions of additive functionals, plays a key role in the theory of random processes and fields with LRD. The main references here are Taqqu [35, 37] , and Dobrushin and Major [10] (see also, Surgailis [34] , Samorodnitsky and Taqqu [33] , Leonenko and ilac-Benic [21] , Ho and Hsing [16] , Leonenko and Woyczynski [24] , Ash and Leonenko [4] , among others). The limiting distributions have finite second-order moment but may have non-Gaussian structure. The problem of rate of convergence in the non-central limit theorem is therefore of considerable interest.
Some results on the rate of convergence to the Gaussian distribution for integral functionals of Gaussian random processes and fields with LRD were considered by Leonenko [19] (see also, Ivanov and Leonenko [17] , pp. 64-70, Leonenko et al. [22] , and Leonenko and Woyczynski [23] ). These results correspond to Hermitian rank m 1 (defined in Section 2). In this paper, we provide the rate of convergence (in the uniform Kolmogorov distance) of probability distributions of normalized integral functionals of Gaussian processes with LRD and a special form of the covariance function (see condition C below) to a limiting non-Gaussian distribution called the Rosenblatt distribution.
The result corresponds to Hermitian rank m 2, which is new.
Preliminaries
Let (a,,P) be a complete probability space and ((t)= ((w,t):ftxRR be a random process in continuous time.
We first list the relevant assumptions, not all of which will be needed at the same The process (t), t E N, is a real measurable mean-square continuous stationary Gaussian process with mean E(t)= 0 and covariance function B(t) B( t cov((O),(t)),t , such that B(0) 1.
A'.
The covariance function B(t), , is of the form
(1) where L(t):(0, oc)(.0, oc)is bounded on each finite interval and slowly varying for large values of t; i.e., for
Most of the papers devoted to limit theorems for random processes with LRD have used the covariance function of the form (1). Nevertheless Donoghue [11] , p. 294) or characteristic function of symmetric Bessel distributions (see Oberhettinger [27] , p. 156, or Fang et al. [14] , p. 69). It has the spectral repre-
with an exact form of spectral density fa (see (17) The process (t), t E R, itself satisfying condition A with covariance function B0, has the spectral representation (t) / eitv/f()W(dA), (5) where W(. is the complex Gaussian white noise.
The function Bl(t), t G N, is known as the characteristic function of the Linnik distribution (see Kotz et al. [18] ). This distribution has a density function (i.e., the covariance function B 1 has a spectral density). Kotz et al. [18] [13] ).
In this paper, we shall consider the covariance function Bo(t), t , as the key example of covariance functions of random processes in continuous time in the sense of representation (1). In principle, our method is also applicable to the cases of covariance functions Bl(t and B2(t). The method uses the second term in the asymptotic expansion of the spectral density at frequency zero, which depends on the arithmetic nature of the parameter c (see Kotz et al. [18] ). Hence the rate of convergence depends on the arithmetic nature of a and is different for the cases (i)-(iii). This problem will be addressed elsewhere.
Viano et al. [39] [35, 37] ; Dobrushin and Major [10] ).
We state the following non-central limit theorem due to Taqqu [35, 37] and Dobrushin and Major [10] . See also Rosenblatt [32] . (6) [25] or Taqqu [37] .
Remark 2.2: The normalizing factor d(T)in (7) is chosen such that, as For a random process in continuous time, the proof of Theorem 2.1 may be constructed from Taqqu [37] and Dobrushin and Major [15] by using the argument of Berman [7] .
The Gaussian process Yl(S), s > 0, defined in (8) with m 1, is fractional Brownian motion. This process plays an important role in applications in hydrology, turbulence, finance, etc. An extension of this process has been recently proposed by Anh et al. [3] . They introduced fractional Riesz-Bessel motion, which provides a generalization of fractional Brownian motion and describes long-range dependence as well as second-order intermittency. The latter is another important feature of turbulence and financial processes. The spectral density of increments of such processes is a generalization of the spectral density of fractional Ornstein-Uhlenbeck-type processes (see Comte [9] ).
The process Y2(s), s > 0, defined in (8) with m 2, is called the Rosenblatt process (See Taqqu [35, 37] ) because it first appeared in Rosenblatt [30] (see also Rosenblatt [31] ). Some moment properties of these distributions can be found in Taqqu [35, 36] and Taqqu and Goldberg [38] . In [30, 31] , Taqqu [35] and Berman [7] , we obtain the characteristic function of the random variable (16) In fact, at least one non-zero eigenvalue exists because t is a non-zero operator with non-zero norm.
Suppose that there is only one non-zero eigenvalue u with corresponding non-zero eigenvector bl(A); then putting "1 A2 in (15) and using (11) we obtain A 1 $1(A1) 2 0, which is a contradiction. Using the same argument, it is easy to prove that if there exist two non-zero eigenvalues, then they are different.
Recently, Albin C.
The covariance function B(t), E , of the process (t), t E , has the form 1 B(t) (20) where #-4u2. Using (18) and (29), we obtain the following representation (see Donoghue [11] 
From (2) The main result of this paper describes the rate of convergence (as T+c) in Theorem 2.1 with m-2 and is contained in the following. 
where Co, C 2 are defined in (6) and the constant Cl(C is defined in (4) . The numbers p and ,q are defined in (16) , and the random variable R2(1 which has the Rosenblatt distribution is defined in (10) or (12) and (13 
where C 2 is defined in (6) , the constant Cl(C is defined in (4) 
The random variables X p and X q are independent standard normal. (24) and (5) we obtain that there exists a density function of Rosenblatt process /2" p-s(x)-dP(R2<_ x)-/pl(X-y)dFr2(y)< 2v/lupuq, where Fv2(y P(r/2 _< y) and P'I(X) is the density function of the random variable r/1. The density function of the random variable R2(1 defined in (10) , also exists and is bounded by a constant ca, defined in (23) . The following statement is known as the Riesz Composition Formula (see, for example, Plessis [29] , pp. 71-72). Lemma4 .6: For O < a < 1, 0 < < 1, O < c + < 1, the following identity holds: (6) and (7), we obtain the following expansion in L2(): (27) i%g() c(3, ), (32) 2 where fa(1)is defined in (18) .
Using the self-similarity property of the Gaussian white noise (formally,
, where d__ stands for equality of distributions), we obtain from (7) and (32) -c() (34) From (18)- (21), we can see that the function T-CQT(,kl, 2) <_ K 1. (23) and varX, is given by (34) . From (31) , (34) and (39) we obtain, for any > 0, (38) and gT(a)is defined in (27) and (28) .
In order to minimize the right-hand side of (40), we set {2T-a(c(G)gT(oz + #T(O))/2c3} 1/3.
We then obtain the following inequality" 
Following the scheme of the proof of Theorem 3.1, we obtain the estimate (34) [4] (see also Leonenko [20] ).
