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Abstract
It has been noted (Lanzi, 1997, Butz et al, 2000)
that XCS (Wilson, 1998) is unable to identify an
adequate solution to the Maze14 problem (Cliff
and Ross, 1994) without the introduction of
alternative exploration strategies. The simple
expedient of allowing exploration to start at any
position in the Maze will allow XCS to learn in
such ‘difficult’ environments (Barry, 2000b),
and Lanzi (1997) has demonstrated that his
‘teletransportation’ mechanism achieves similar
results. However, these approaches are in truth a
re-formulation of the problem. In many ‘real’
robotic learning tasks there are no opportunities
available to ‘leapfrog’ to a new state. This paper
describes an initial investigation of the use of a
pre-specified hierarchical XCS architecture. It is
shown that the use of internal rewards allows
XCS to learn optimal local routes to each
internal reward, and that a higher-level XCS can
select over internal sub-goal states to find the
optimum route across sub-goals to a global
reward. It is hypothesised that the method can be
expanded to operate within larger environments,
and that an emergent approach using similar
techniques is also possible.
1  INTRODUCTION
Within their investigation of the introduction of a memory
mechanism to ZCS, Cliff and Ross (1994) introduced the
Maze 14 environment. This Markovian environment
provides a length 18 corridor path constructed using the
Woods-1 inputs, providing a non-linear action route to the
reward position. The length of the pathway which the
environment provides is itself a challenge to current
Bucket-Brigade algorithms. For example, Riolo (1987)
estimated that for CFSC within single action corridor
environments the number of times payoff must pass
through the rule-chain to achieve 90% of stable strength is
R  = 22 + 11.9n
1. In such an environment using pure
random exploration the probability of exploring state sn
                                                          
1 Barry (2000b) has shown that XCS is able to learn the optimal solution
to the GREF-1 (Riolo, 1987) environment more rapidly than CFSC.
from state sn-1 is always P(1.0). However, within the
Maze14 environment the probability is P(0.125). Clearly
this probability remains the same within each successive
state, and thus, the probability of moving directly from s0
to s18 in 18 steps is P(5.55×10
-17). It is therefore highly
improbable that ZCS will move from s0 to s18 within
exploration even where a large number of iterations [in
bucket-brigade terms] is permitted in each trial.
Furthermore, transitions from sn to sn will be explored
with P(0.875), resulting in a disproportionate exploration
of the early states within this environment.
The problem of exploration within the Maze14
environment can be overcome by a number of
mechanisms. The first involves a change in the
environment definition itself to allow all of states s0 to s17
to be start states. This means that exploration starting in
the later states will have a higher chance of reaching the
reward state to feed back stable reward. This reward will
be passed down the local states of the chain which when
subsequently explored will further propagate these values.
XCS (Wilson, 1998) allows prediction learning within
exploitation so that the pathway to the reward state will
rapidly become established through exploitation once
discovered. Lanzi’s ‘teletransportation’ mechanism
(Lanzi, 1997) is an example of the use of this approach.
An alternative approach that does not require a change in
the environment definition would be to dynamically
modify the division between exploration and exploitation
so that as transitions within the FSW are increasingly
explored their probability of future exploration is
decreased. This allows the LCS to advance progressively
further through the environment to areas that require
exploration. Lanzi (1997) notes that Wilson has used this
approach within Maze-14, although no results have been
published to date.
It is possible that a third approach to this problem exists if
the LCS representation can be expanded to allow a
hierarchy of classifiers to be utilised. This paper
elaborates a hypothesis for the use of a hierarchy for the
solution of such problems and investigates the use of the
approach identified within a number of corridor
environments. It provides a number of new contributions
to LCS research. It demonstrates that a simple solution to
the problem of learning to traverse long action chains
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then shows that the addition of hierarchical control will
allow this solution to be applied to a more complex
environment. This expansion represents the first
application of hierarchy within XCS, and the methods are
contrasted with those of Dorigo and Schnepf (1993) and
Dorigo and Colombetti (1994) with ALECSYS. The
approaches are also related to two methods for
hierarchical learning within Reinforcement Learning,
demonstrating that techniques within Reinforcement
Learning can be utilised beneficially within LCS.
2  LOCALISATION OF REWARD
In resolving the difficulties involved with the learning of
Maze 14 an understanding of the core problem of the
learning task is essential. Section 1 highlighted the
inability of exploration to move the animat controlled by
XCS from the early states towards the later states in this
environment due to the properties of the environment
itself. As a result, there is little opportunity to identify the
reward state or to feed the payoff back to earlier
classifiers. Equally, the inability to distinguish between
classifiers in earlier states due to non-availability of
reward information prevents consolidation of reward
feedback as a result of learning within exploitation.
This dilema can be partially solved if the LCS was able to
introduce intermediate rewards in addition to that
provided by the environment. Consider a state si which is
i steps from the start state s0. If a classifier leading to this
state from si-1 received a fixed ‘internal‘ reward RI, this
reward could be fed back to preceeding classifiers. Thus,
the LCS would be able to establish classifiers leading to
state si even though the ultimate goal state had not yet
been encountered. Now consider a set of states s such that
s ⊂ S ∧ ∀si ∈ S ⋅ ¬∃sj ∈ S ⋅ j = i + 1 where S = {s0…sn-1}.
If each of the states within s was a state providing an
internal reward, the states within s represent a chain of
intermediate goals towards which XCS can learn a route.
The provision of these internal reward states is not in
itself sufficient to enable XCS to find a path to the
solution. XCS must, in addition, be able to identify which
of the internal reward states to move towards next, and
equally must be able to decide not to re-visit an internal
state that has already been visited. It is possible to
consider an XCS implementation in which the state space
is subdivided and for each sub-division one of the internal
‘sub-goal’ states is advocated and the internal reward is
paid out when the Animat controlled by XCS enters this
state. For the situation where there is only ever a single
sub-goal per environment subdivision the Optimality
Hypothesis (Kovacs, 1996) implies that XCS will learn
the optimal state × action × payoff mapping for each
environmental subdivision. The problem of learning a
route from the start state to the reward state is thus
decomposed into the problem of moving from one
internal reward state to another internal reward state.
Hypothesis 1
Using a prior identification of internal goal states and
subdivision of the state-space in relation to the goal
states, XCS is able to learn the optimum state × action ×
payoff mapping for each subdivision, and given a
mechanism to determine the sequence of internal goals an
optimum path to a global goal can be constructed.
Limiting the environment to a single sub-goal per
environmental subdivision limits this mechanism to
unidirectional corridor environments. Clearly this is an
undesirable limitation. The limitation may be overcome
by identifying more than one goal state within each
subdivision. Providing the conditions for the classifiers
within the XCS are constructed to identify both the
current goal and the current local state, it is hypothesised
that the Optimality Hypothesis can be extended so that the
populations covering each state-space decomposition will
be able to identify its optimal state × sub-goal × action ×
payoff mapping for that part of the state-space.
Hypothesis 2
Where more than one sub-goal state exists within a state-
space subdivision and the desired sub-goal is made
available through the input mechanism, XCS is able to
learn the optimum state × sub-goal × action × payoff
mapping for each subdivision, and given a mechanism to
determine the sequence of internal goals a sequence of
optimum local routes to a global goal can be constructed.
The mechanism for the selection of the current ‘goal’
states or the relevant XCS sub-population has not been
discussed thus far. For this investigation it is proposed
that the method of requiring the user to identify the state
subdivisions and their "terminal states" used within many
Reinforcement Learning approaches (such as Diettrich,
2000; Parr and Russell, 1997) is adopted. As such, the
structures used are fixed rather than emergent. Given this
input it is hypothesised that an additional high-level XCS
can be added that operates over the space of internal
states, treating the lower XCS sub-populations as "macro-
actions" that move from the current state to the chosen
sub-goal state. Given the current input (which will be one
of the sub-goal states) the high-level XCS will select a
new sub-goal state and a low-level XCS population to
reach that sub-goal. Upon reaching the subgoal state this
lower-level XCS will be rewarded the internal reward and
will hand control back to the high-level XCS. When the
environmental reward state is reached, the high-level XCS
will receive the environment reward and through the
normal payoff mechanism it is hypothesised that it will
learn the optimal state × next sub-goal × payoff mapping.
Hypothesis 3
An XCS can be employed to learn the optimum sequence
of sub-goals from a pre-defined set of sub-goal states to
reach a reward state within an FSW by the invocation of
low-level XCS populations each mapping a unique sub-
division of the state-space.
This fixed hierarchical structure using pre-defined sub-
goal states does not represent a fully emergent solution.
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operate within these structures and retain the advantages
inherent within XCS at each level will pave the way
towards further work leading to truly emergent
hierarchical XCS formulations. In addition, a
demonstration of the validity of the hypotheses provides
new solutions to the problem of learning within
environments requiring long action chains, and opens the
possibility of re-using learnt mappings within more than
one area of the state space.
3  EXPERIMENTAL APPROACH
The XCS implementation used within this work is XCSC
(Barry, 2000b). In the experimental investigation of the
hypotheses the operation of the base implementation will
be changed as little as possible to achieve the required
structured XCS architectures. In order to maintain
comparability with previous work on action chain length
(Barry, 2000b, 2001) the parameterisation used within
these experiments is as follows: N=400, p1=10.0, ε1=0.01,
f1=0.01,  R=1000,  γ=0.71, β=0.2,  ε0=0.01,  α=0.1,  θ=25,
χ=0.8, µ=0.04, P(#)=0.33, s=20 (see Kovacs (1996) for a
parameter glossary). The Finite State World (Riolo, 1987;
Barry, 1999) environment used is depicted in figure 1.
S10
1000
s0 s1 s2 s3 s4
s5 s6 s7 s8 s9
01010
1 11 0,1 0,1 0,1 0,1 0,1
Figure 1 - An extensible corridor test environment suitable for
testing action-chain learning within XCS.
This environment has the following useful features:
•  It can be trivially extended by small or large
increments as longer test action chains are required;
•  It includes a choice of route at each state so that the
ability of XCS to decide the optimal route as the
action chain increases can be determined;
•  The sub-optimal route does not prevent progress
towards the reward state;
•  The optimal route is always re-joined to limit the
penalty of a sub-optimal choice;
•  The stable payoff received for a sub-optimal choice
will always be equivalent to the γ discount of the
payoff received for the optimal choice;
•  The alternation of actions prevents generalization
from prematurely producing very general classifiers
that cover much of the optimal path to reward;
•  The small number of separate actions limits
exploration complexity.
•  The environment can be sub-divided into sections
each of which has a single identifiable sub-goal state.
The unsuitability of some of the ‘standard’ XCS
performance measures for multiple-step environments has
been rehearsed elsewhere (Barry, 1999, 2000b). The
System Relative Error (Barry, 1999) is therefore adopted
as the standard performance metric and the coverage table
(Barry 2000a) is used to identify the level of convergence
on the optimal classifier for each action set. As
hierarchical structures are introduced the validity of some
of the performance measures previously used within XCS
become strained. Where appropriate, therefore, these
measures are then applied locally and reported separately
for each sub-population, and other means are introduced
to provide a measure of global performance. Such
changes are identified alongside the experimental
investigations as they are required.
4  SUB-DIVIDING THE POPULATION
In order to investigate Hypothesis 1 a simple structuring
of the population space within XCS was devised. The
approach taken is based on the methods used within HQ
learning (Wiering and Schmidhuber, 1996), although
greatly simplified. The developed XCS formulation is
therefore known as a Simple H-XCS (SH-XCS),. The
standard XCS implementation was modified so that an
array of populations is maintained rather than a single
population and a variable is added to reference the current
population. The environmental interface is modified so
that a set of states from the environment can be identified
as internal reward states (to become the sub-goals) and
operations to allow XCS to detect when an internal state
has been reached are provided. The environment is also
modified to allow the provision of an internal reward
value for reaching an internal state, again with operations
that allow XCS to obtain that reward value.
The operation of XCSC is modified so that at the start of
each trial the first sub-goal is identified and the current
population is set to the first population. XCS then runs as
normal within this population until the environment
identifies that an internal sub-goal or global goal has been
reached. On reaching an internal sub-goal, the state is
compared with the desired internal goal and if it is the
same the internal reward is provided, the current
population variable is moved on to the next sub-
population, and the next sub-goal is identified. Upon
reaching the global goal the same internal reward is
provided to the current sub-population and the global
reward is discarded. Thus far the modifications can all be
related to features found within a HQ implementation.
The simplification comes in the selection of the current
sub-goal. Within HQ learning this is performed by an
additional HQ table associated with each Q-table - the HQ
table uses the current global goal to select a local sub-goal
for the local table. The modifications to XCS are
concerned with verifying Hypothesis 1, and this does not
require a higher-level choice of sub-goal. Therefore the
choice of the next sub-goal is deterministic and is simply
the next sub-goal in the available sub-goal list. Thus each
sub-population learns the optimal path to one sub-goal.
SH-XCS was tested by running both XCS and SH-XCS
starting with the same random seed in the length-10 (20
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SH-XCS with a single sub-population and a single sub-
goal at the global goal produced identical performance
plots to XCS for all the standard results collected,
confirming that the modifications had not changed the
normal operation of XCS.
4.1  INVESTIGATING HYPOTHESIS 1
SH-XCS was now applied to the length-10 environment
using two sub-populations. The sub-goal states were s5
and s20,
2 with the goal state also s20. The condition size
was set to 6 bits. A total population size of 800 was used,
divided equally between the two sub-populations. The
internal reward value was set to 600, a value chosen
because of the known reduction in confusion that its
discounted values cause when the main reward is 1000
(Barry, 1999b) (although not an issue at this stage). Ten
runs of SH-XCS were performed with up to 100 iterations
per trial. The performance of the whole learning system
was captured using the System Relative Error metric. The
population size measure was modified so that it captured
the size of each sub-population rather than providing a
single result. This gives a means of tracking the
comparative rate of learning in terms of the focus of the
sub-populations on their optimal sub-populations [O].
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Figure 2 - The performance of the sub-populations of SH-XCS
within a length 10 two-choice progressive corridor FSW
Figure 2 pictures the performance of SH-XCS in this
experiment. SH-XCS rapidly converged on solutions for
each of the sub-populations, and the System Relative
Error of the two sub-populations was rapidly eliminated.
The population curves show that each population has
converged onto a solution and at 5000 exploitation
episodes continue to consolidate on their respective [O].
A comparison of these results with those obtained from
XCS in the same environment indicated that SH-XCS
                                                          
2 The term ‘Length n‘ refers to the number of states on the optimal route.
There are also an equal number of states on the sub-optimal route (fig 1).
learns the optimal number of steps in which to traverse
this environment in the same length of time as that taken
by XCS within an equivalent environment of length 5.
Thus, the two sub-populations operating within their own
length 5 portion of the length 10 environment are able to
establish a solution to their state-space in the same time as
a single XCS in an equivalent length 5 environment. It is
important to note that the environments tackled by XCS
in the length 5 test and the environments tackled by XCS
in the two length 5 sub-divisions of the state space within
this test are not the same. The state encoding for the
length 10 environment was not changed when it was sub-
divided so that the advantages that might be gained by a
reduced input space (Diettrich, 2000) result from the
reduced size of the search space only. Thus, the
generalisation task undertaken in each of the sub-
populations was different and leads to different [O] within
each sub-population.
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Figure 3 - The performance of four sub-populations of SH-XCS
within a length 20 two-choice progressive corridor FSW.
The test environment was now extended to length 20, a
length that Barry (2000b) demonstrated could not be
adequately learnt using the standard XCS. Four sub-
populations were provided, each of length 5 as in the
previous experiment. Sub-goal states were 5, 10, 15 and
40, with 40 also providing the goal state. The
parameterisation was kept constant apart from the total
population size, which was increased to 1600 (divided
between each sub-population). Figure 3 gives the
averaged performance within the first 6000 exploitation
trials from ten runs of 15000 exploitation trials. The
similarity of the results presented with those in the length
10 environment is striking. Even though the bit length of
the message was increased from six bits to seven and the
distance between the decimal value of the messages from
the 'optimal route' states and the messages from the 'sub-
optimal route' states has increased the learning rate within
each sub-population has changed little. This bears out
Wilson's hypothesis (Wilson, 1998) that the difficulty
experienced by XCS in finding [O] scales with
916 CLASSIFIER SYSTEMSgeneralisation difficulty rather than bit length. This is
particularly relevant for the development of hierarchical
approaches using XCS, since the requirement to
physically reduce the input size for each sub-population in
order to see beneficial performance improvements within
Diettrich's MaxQ approach (Diettrich, 2000) may not
apply to hierarchical XCS solutions in the same way.
Other experiments (see Barry, 2000b) revealed that
performance improvements can in fact be gained by
utilising input optimisations. This is logical, since a
reduction in the message size should require a smaller
population to learn the generalisations and should
therefore produce performance improvements.
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Figure 4 - The performance of eight sub-populations of SH-XCS
within a length 40 two-choice progressive corridor FSW.
An analysis of the coverage tables produced from these
runs revealed that each sub-population had learnt and
proliferated [O] and that [O] was dominant to
approximately the same degree as SH-XCS with two sub-
populations within the length 10 environment. This is
unsurprising, since the learning problem for each sub-
population has only been modified in terms of the
generalisations to be formed and not in terms of the size
or structure of the underlying state-space. Given this
finding, the SH-XCS approach would be expected to
continue to scale to larger environments penalised only
slightly by the additional number of bits required to
encode the enlarged state space. To evaluate this claim the
environment was increased once more to provide a length
40 action chain to the reward. Eight sub-populations were
provided and the sub-goal states were 5, 10, 15, 20, 25,
30, 35, and 80. The condition size was 8 bits and the total
population size was 3200.
As expected, the SH-XCS implementation continued to
learn rapidly how to traverse this extended environment
(figure 4), and once more each sub-population developed
a dominant [O]. Given these results, it can be concluded
that the use of a prior identification of internal goal states
and the subdivision of the state-space in relation to the
goal states allowed XCS to learn the optimum state ×
action × payoff mapping for each subdivision of the state
space. Similarly it is concluded that this capability can be
used to construct a set of an optimal local paths to a
global goal. Therefore Hypothesis 1 is upheld.
4.2  HIERARCHICAL CONTROL
Whilst Hypothesis 2 could be investigated by extending
SH-XCS to provide each population with a deterministic
sub-goal identification mechanism, it was decided to
examine hypotheses 2 and 3 using one mechanism. The
Feudal Q-Learning approach to reinforcement learning
(Dayan and Hinton, 1993) is a simple approach to
hierarchy construction that requires a pre-identified sub-
division of the state space into small Q-tables and a pre-
selected hierarchy of Q-tables. A Q-table at level n in the
hierarchy would learn the optimal choice of Q-table from
the sub-division of Q-tables at the level n + 1. Thus, at the
top of the hierarchy a single Q-table would exist, and an
inverted tree of successive levels of hierarchy would be
constructed until the lowest level of Q-tables operated
over a choice of actions on the environment rather than a
choice of Q-tables. Each Q-table in levels above the
lowest acted like a feudal Lord - they had oversight of a
distinct sub-space within the environment and they
decided the sub-goal that a selected lower-level Q-table
would have to seek to achieve.
The Feudal Hierarchy approach is very close to the form
of hierarchical control that hypotheses 2 and 3 pre-
suppose. It is therefore appropriate to seek to apply this
form of hierarchy within XCS as a natural extension to
the previous work with SH-XCS. Rather than implement
this  "Feudal XCS" as a hierarchy of populations a simpler
implementation strategy was chosen. It was recognised
that if an upper level n XCS selects a sub-population and
chooses a sub-goal at the next level down (n-1) then the
set of lower populations and their sub-goals can be seen
as the environment that the level n XCS is operating
upon. If the level n-1 sub-populations were themselves
instances of XCS, then the choice of a sub-population can
be viewed as invoking a lower XCS to run an episode that
seeks to reach the specified sub-goal.
The standard XCSC was therefore modified so that the
environment for any level XCS above the base level was
an XCS instance. To invoke the lower XCS an upper XCS
would write the selected sub-goal into the environment of
the lower XCS and then invoke a trial of the lower XCS.
Whilst all levels of the Feudal Hierarchy are given input
from the current environmental state, all levels apart from
the uppermost will also have the current sub-goal state for
their level identified in their input message. It was
recognised that a full specification of the sub-goal within
the message would double the message size of the lower
XCS and that only a small number of states covered by
the lower level XCS would be used as potential sub-goals.
Therefore the sub-goals within each environment
subdivision were identified within a user-supplied table
and the sub-goal choice and message are constructed from
the index into that table.
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population to find the best route to the sub-goal selected
by the upper XCS. If the current state is outside the area
covered by the selected lower XCS then it will
immediately return without any further action (or payoff)
so that the discounted payoff mechanism identifies the
selection of that sub-population as a "null action".
Otherwise the XCS uses its population to identify (and
learn) the optimal route to the chosen sub-goal. During
operation of the lower XCS any action that would cause
movement out of the state subdivision covered by that
XCS is prevented so that each state space decomposition
is treated as though it were the only state-space for that
XCS. If the sub-goal is achieved within the number of
steps allowed for a trial of the XCS an internal reward
value is given to the XCS. If the sub-goal is not achieved
no reward (or penalty) is given - the temporal difference
update will identify the route as sub-optimal without
penalty. At the end of a trial control is handed back to the
upper level XCS without reward. The uppermost XCS is
the only XCS to receive environmental reward, and will
use temporal difference to learn the optimal choice of
sub-populations and sub-goals from this payoff. Each trial
of XCS at any level is an unaltered XCS trial, including
normal induction algorithms. However, the explore-
exploit choice is specified by the uppermost XCS.
The capture of integrated reports even for the simple two-
level hierarchies used within this investigation is
problematic - the learning rates of the two levels are
different and invocation of each sub-population will occur
at different rates within any non-trivial environment.
Therefore each sub-population produces separate reports
and these results are gathered for presentation as
appropriate to the experiment.
4.2.1  Feudal XCS in a unidirectional Environment
The Feudal XCS was created and after appropriate testing
was applied to the same length ten environment used
within section 4.1 so that comparative performance data
could be gained. The length 10 environment was
subdivided into two length 5 environments to correspond
to the decomposition within section 4.1. State 5 was
designated as the sub-goal for the first subdivision and the
reward state, state 20, was the sub-goal for the second.
Since the aim of the Feudal XCS is to allow an upper
level XCS to prescribe not only the sub-population to use
but also the sub-goal to move towards, for each sub-
division two sub-goals were specified although they both
referenced the same sub-goal state. The message for the
top-level XCS consisted of the current state, with its
output specifying the lower level XCS to use (1 bit) and
the sub-goal to select (1 bit). The message for the lower
level XCS instances consisted of the current state and the
sub-goal specified by the upper level (1 bit). The action
consisted of the direct environmental action (1 bit).
Experiments demonstrated that Feudal XCS was able to
learn the optimal selection of the lower XCS within this
environment, and so the experiment was extended to a
length 20 environment requiring four lower level XCS
instances. As figure 5 illustrates, Feudal XCS was able to
concurrently learn the optimal choice of sub-population
and the optimal route to the sub-goal state. The
dominance of [O] was good in each XCS population.
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Figure 5 – Feudal XCS in length 20 unidirectional environment
4.2.2  Feudal XCS in a two subgoal environment
Having demonstrated that Feudal XCS is able to select the
optimal sub-XCS and then find the optimal local pathway
attention was turned to the ability of Feudal XCS to
operate within an environment where each state-space
sub-division identified two sub-goals at different
locations. A suitable environment is pictured in figure 6.
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Figure 6 - A corridor environment with two sub-goals in each of
two state-space sub-divisions
The state-space was divided into two, with states s0 to s5
within the first sub-division and states s5 to s10 within the
other. The sub-goals identified were states s0 and s5 in the
first subdivision and states s5 and s10 within the second. In
this environment the upper XCS must learn both the
optimal sub-goal and which lower level XCS to select
from in any state, and the order of choice of the lower
XCS instances and sub-goals required in order to
maximise payoff from the two payoff sources. Through a
number of pre-experimental runs it was found that the
optimal population size for both the upper and lower XCS
instances was 400. The condition size for the top
population as set to four bits, with a two bit action (bit 0 =
918 CLASSIFIER SYSTEMSsub-population bit 1 = sub-goal). The condition size of the
bottom populations was set to five bits - four for the
current state and one for the desired sub-goal. The action
size remained 1 bit for the selection of the environmental
action. An examination of the performance of the sub-
populations under exploration also revealed that the limit
of 50 steps within a population led to the sub-populations
on occasions not achieving their sub-goal. This had the
effect of introducing fluctuating payoff to the upper XCS,
preventing a full reduction in System Relative Error. This
was rectified by allowing the lower XCS to continue until
a subgoal state was discovered. After these modifications
were made the experiment was run.
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Figure 7  - a) The performance for Feudal XCS with two sub-
populations in a two-goal length 11 corridor environment, and b)
the coverage graph for the top-level population.
In Figure 7a the System Relative Error of the high-level
XCS did not reduce as much as expected. It was
hypothesised that this was due to the uneven nature of
exploration - states s0, s5, and s9 would be explored more
regularly than the other states and similar problems had
been seen in previous experiments (Barry, 2000a). This
hypothesis was verified by reducing the start states to s0,
s3, s5, s7, and s9. It was then found that the dominance of
[O] was normal and the System Relative Error was
reduced to expected values. The dominance of [O] for the
low-level XCS populations was high in all runs,
demonstrating the ability of Feudal XCS to identify the
optimal local state × sub-goal × action × payoff mappings,
empirically verifying the first section of hypothesis 2. The
second section of hypothesis 2 suggested that given a
suitable policy these sub-populations could be used to
provide a sequence of optimal local routes to achieve a
global goal. This is demonstrated by the iterations plot for
the top-level XCS in figure 7a. This plot reveals that the
Feudal sub-population is able to achieve a global goal
using the optimum one or two sub-population invocations
(the line is plotted so that 0.1 on the scale represents the
optimal two steps for the longest path).
A consideration of figure 7b reveals that the high-level
XCS was able to identify the optimum pathway, using the
lower level sub-goals and sub-populations, that will
achieve the highest payoff from the environment. This
demonstrates that the mapping created is the optimal
global mapping of state × sub-population × sub-goal ×
payoff and thus hypothesis 3 is also upheld.
Whilst the Feudal XCS did acquire the capability to select
between global payoffs, it should be noted that the global
payoff chosen by XCS will not necessarily be that chosen
by the normal XCS. For example, in the environment
used for these experiments XCS will select a route to the
state s0 that provides the reward of 600 when starting in
states s1 to s4 and the route to the state s10 that provides the
reward of 1000 when starting in states s5 to s9. In Feudal
XCS the reward of 1000 is a maximum of two 'macro-
steps' away from any starting location, and therefore XCS
will always prefer the sequence of sub-goals leading to
s10. Thus, the high level XCS population plans over sub-
goals rather than individual states. As McGovern and
Sutton (1998) note, this form of hierarchical approach
produces routes to reward states that are optimal at the
level of planning.
5  DISCUSSION
Previous work with Structured LCS is explored in more
detail within Barry (2000b), to which the interested reader
is directed regarding other related work. Some of this
previous work is particularly close to the work presented
here, and is worthy of consideration at this point. Booker
(1982) used multiple instances of his GOFER LCS
implementation to differentiate between input and output
mappings and enable the LCS to learn internal
associations between input and output. This represents a
different aim to that of the Feudal XCS which focuses on
learning to plan over concurrently learnt subgoals and
competences. Bull and Fogarty (1993) used a number of
classifier populations that could switch each other on or
off by messages to a shared message list. These LCS
populations were stimulus-response systems, although
919 CLASSIFIER SYSTEMSlearning a long-term behaviour, and this work therefore
has much in common with the work of Dorigo.
The main body of previous investigation into hierarchical
forms of LCS was performed by Dorigo and colleagues
(e.g. Dorigo and Schnepf, 1993; Dorigo and Colombetti,
1994). Using ALECSYS they created fixed control
hierarchies. Their work was characterised by the
dependency upon direct environmental feedback for the
reward of switching decisions made by the upper level
LCS. Their bottom-up hierarchical approach required
input to be divided between the low level populations.
Each decided whether to propose an action, and the top-
level LCS chose between the actions. In an alternative
top-down approach a state memory was used to identify
the current goal. Each lower level LCS learnt to use the
state memory to identify which LCS should operate and a
co-ordinator LCS learnt to control this memory switch.
Although the learning environments were multiple-step
environments, a regular payoff for each action was
provided and training was performed separately.
In contrast, Feudal XCS is designed to learn within
delayed-reward environments - the purpose of Feudal
XCS is the decomposition of action sequences into
smaller units and the localisation of reward within those
units. Secondly, the Feudal XCS selects lower level
capabilities based on identified sub-goals, and uses these
to plan at a higher level. Whilst ALECSYS did select
between behavioural competences, it did not use the
competences to identify sub-goals that established a route
to a rewarding state. Finally, the Feudal XCS maintains
all the capabilities of XCS to acquire accurate and
optimally general mappings of each state-space partition
and sub-goal space, which is not possible in ALECSYS.
Much further work remains to be done to assess the
scalability and wider applicability of this approach. It
must be applied to larger numbers of sub-divisions and
scaled to operate with more than one level of
decomposition. In particular, exploration of the potential
for autonomous identification of subgoal states would
lead to a truly emergent hierarchical approach. However,
these results do provide encouragement and expand upon
the available research results for hierarchical LCS
formulations.
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l
y
o
t
h
e
r
p
a
r
a
m
e
t
e
r
s
s
t
o
r
e
d
w
i
t
h
e
a
c
h
c
l
a
s
s
i
￿
e
r
a
r
e
:
a
g
e
￿
(
￿
)
,
w
h
i
c
h
i
s
u
s
e
d
i
n
t
h
e
p
r
o
c
e
d
u
r
e
f
o
r
d
e
l
e
t
i
n
g
c
l
a
s
s
i
￿
e
r
s
;
a
n
e
s
t
i
m
a
t
e
￿
(
￿
)
o
f
t
h
e
a
v
e
r
a
g
e
r
e
w
a
r
d
a
v
a
i
l
a
b
l
e
w
h
e
n
￿
i
s
i
n
c
l
u
d
e
d
i
n
t
h
e
m
a
t
c
h
s
e
t
;
a
n
d
,
a
c
o
u
n
t
e
r
￿
(
￿
)
t
h
a
t
r
e
c
o
r
d
s
t
h
e
n
u
m
b
e
r
o
f
t
i
m
e
s
￿
h
a
s
b
e
e
n
i
n
c
l
u
d
e
d
i
n
t
h
e
m
a
t
c
h
s
e
t
o
n
a
n
\
e
x
p
l
o
r
e
"
t
r
i
a
l
.
C
l
a
s
s
i
￿
e
r
s
a
r
e
e
l
i
g
i
b
l
e
t
o
r
e
-
p
r
o
d
u
c
e
w
h
e
n
t
h
e
d
i
￿
e
r
e
n
c
e
j
￿
+
(
￿
)
￿
￿
￿
(
￿
)
j
i
s
l
a
r
g
e
r
t
h
a
n
s
o
m
e
t
h
r
e
s
h
o
l
d
.
E
m
p
i
r
i
c
a
l
p
e
r
f
o
r
m
a
n
c
e
o
f
t
h
e
e
n
-
d
o
g
e
n
o
u
s
￿
t
n
e
s
s
s
c
h
e
m
e
i
m
p
l
e
m
e
n
t
e
d
i
n
t
h
i
s
w
a
y
w
e
r
e
e
n
c
o
u
r
a
g
i
n
g
.
T
h
e
s
y
s
t
e
m
p
e
r
f
o
r
m
s
a
s
w
e
l
l
a
s
u
t
i
l
i
t
y
-
921 CLASSIFIER SYSTEMSb
a
s
e
d
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
s
s
u
c
h
a
s
X
C
S
[
1
1
]
o
n
t
h
e
m
u
l
-
t
i
p
l
e
x
o
r
p
r
o
b
l
e
m
.
O
n
e
o
f
t
h
e
i
m
p
o
r
t
a
n
t
r
e
s
e
a
r
c
h
i
s
s
u
e
s
n
o
t
a
d
d
r
e
s
s
e
d
b
y
t
h
i
s
p
r
e
v
i
o
u
s
w
o
r
k
o
n
e
n
d
o
g
e
n
o
u
s
￿
t
n
e
s
s
i
n
c
l
a
s
-
s
i
￿
e
r
s
y
s
t
e
m
s
i
s
h
o
w
t
o
s
o
l
v
e
m
u
l
t
i
-
s
t
e
p
r
e
i
n
f
o
r
c
e
-
m
e
n
t
l
e
a
r
n
i
n
g
p
r
o
b
l
e
m
s
i
n
v
o
l
v
i
n
g
s
e
q
u
e
n
c
e
s
o
f
a
c
t
i
o
n
s
a
n
d
d
e
l
a
y
e
d
r
e
w
a
r
d
s
.
I
n
t
h
i
s
p
a
p
e
r
w
e
d
e
s
c
r
i
b
e
w
o
r
k
i
n
p
r
o
g
r
e
s
s
t
h
a
t
i
s
e
x
t
e
n
d
i
n
g
t
h
e
e
n
d
o
g
e
n
o
u
s
￿
t
n
e
s
s
s
c
h
e
m
e
t
o
h
a
n
d
l
e
s
u
c
h
p
r
o
b
l
e
m
s
.
W
e
b
e
g
i
n
w
i
t
h
a
b
r
i
e
f
d
i
s
c
u
s
s
i
o
n
o
f
o
u
r
l
a
t
e
s
t
a
p
p
r
o
a
c
h
t
o
i
m
p
l
e
m
e
n
t
i
n
g
e
n
d
o
g
e
n
o
u
s
￿
t
n
e
s
s
i
n
c
l
a
s
s
i
￿
e
r
s
y
s
-
t
e
m
s
.
T
h
a
t
d
i
s
c
u
s
s
i
o
n
i
s
f
o
l
l
o
w
e
d
b
y
a
d
e
s
c
r
i
p
t
i
o
n
o
f
w
o
r
k
i
n
p
r
o
g
r
e
s
s
t
h
a
t
i
n
t
e
g
r
a
t
e
s
a
v
e
r
a
g
e
-
r
e
w
a
r
d
r
e
i
n
-
f
o
r
c
e
m
e
n
t
l
e
a
r
n
i
n
g
t
e
c
h
n
i
q
u
e
s
i
n
t
o
t
h
e
e
n
d
o
g
e
n
o
u
s
￿
t
-
n
e
s
s
p
a
r
a
d
i
g
m
.
2
I
m
p
l
e
m
e
n
t
i
n
g
E
n
d
o
g
e
n
o
u
s
F
i
t
n
e
s
s
I
n
C
l
a
s
s
i
￿
e
r
S
y
s
t
e
m
s
I
n
t
h
e
c
u
r
r
e
n
t
i
m
p
l
e
m
e
n
t
a
t
i
o
n
t
h
e
r
e
a
r
e
a
l
s
o
n
o
e
x
-
p
l
i
c
i
t
,
i
n
d
i
v
i
d
u
a
l
p
e
r
f
o
r
m
a
n
c
e
e
s
t
i
m
a
t
e
s
a
s
s
o
c
i
a
t
e
d
w
i
t
h
c
l
a
s
s
i
￿
e
r
s
.
E
a
c
h
c
l
a
s
s
i
￿
e
r
￿
h
a
s
t
h
e
t
w
o
a
s
s
o
-
c
i
a
t
e
d
r
e
s
e
r
v
o
i
r
s
￿
+
(
￿
)
a
n
d
￿
￿
(
￿
)
.
T
h
e
r
e
s
e
r
v
o
i
r
s
a
r
e
i
n
i
t
i
a
l
i
z
e
d
t
o
b
e
e
m
p
t
y
a
n
d
t
h
e
i
n
i
t
i
a
l
c
l
a
s
s
i
￿
e
r
s
a
r
e
g
e
n
e
r
a
t
e
d
a
t
r
a
n
d
o
m
.
T
h
e
f
o
l
l
o
w
i
n
g
a
d
d
i
t
i
o
n
a
l
p
a
r
a
m
-
e
t
e
r
s
a
r
e
s
t
o
r
e
d
w
i
t
h
e
a
c
h
c
l
a
s
s
i
￿
e
r
:
a
n
e
s
t
i
m
a
t
e
￿
(
￿
)
o
f
t
h
e
a
v
e
r
a
g
e
r
e
w
a
r
d
a
v
a
i
l
a
b
l
e
w
h
e
n
￿
i
s
i
n
c
l
u
d
e
d
i
n
t
h
e
m
a
t
c
h
s
e
t
;
e
s
t
i
m
a
t
e
s
￿
+
(
￿
)
a
n
d
￿
￿
(
￿
)
o
f
t
h
e
a
v
e
r
a
g
e
r
e
-
w
a
r
d
a
v
a
i
l
a
b
l
e
w
h
e
n
t
h
e
b
e
s
t
a
n
d
w
o
r
s
t
a
c
t
i
o
n
s
i
n
M
a
r
e
s
e
l
e
c
t
e
d
(
a
s
d
e
t
e
r
m
i
n
e
d
b
y
t
h
e
p
e
r
f
o
r
m
a
n
c
e
s
y
s
-
t
e
m
)
;
a
c
o
u
n
t
e
r
￿
(
￿
)
t
h
a
t
r
e
c
o
r
d
s
t
h
e
n
u
m
b
e
r
o
f
t
i
m
e
s
￿
h
a
s
b
e
e
n
i
n
c
l
u
d
e
d
i
n
t
h
e
a
c
t
i
o
n
s
e
t
;
a
n
d
,
a
n
e
s
t
i
m
a
t
e
!
(
￿
)
o
f
t
h
e
p
r
o
p
o
r
t
i
o
n
o
f
t
i
m
e
s
t
h
e
r
e
w
a
r
d
a
v
a
i
l
a
b
l
e
e
x
c
e
e
d
s
￿
(
￿
)
w
h
e
n
￿
i
s
i
n
t
h
e
a
c
t
i
o
n
s
e
t
.
T
h
e
s
e
p
a
r
a
m
-
e
t
e
r
s
a
r
e
u
s
e
d
t
o
h
e
l
p
c
h
a
r
a
c
t
e
r
i
z
e
t
h
e
￿
o
w
o
f
r
e
s
o
u
r
c
e
s
i
n
a
m
a
t
c
h
s
e
t
.
H
e
r
e
w
e
p
r
o
v
i
d
e
a
b
r
i
e
f
s
u
m
m
a
r
y
o
f
t
h
e
k
e
y
d
e
t
a
i
l
s
,
f
o
c
u
s
i
n
g
p
r
i
m
a
r
i
l
y
o
n
t
h
o
s
e
t
h
a
t
d
i
￿
e
r
s
i
g
n
i
￿
c
a
n
t
l
y
f
r
o
m
t
h
e
d
e
s
c
r
i
p
t
i
o
n
g
i
v
e
n
i
n
[
4
]
.
2
.
1
P
e
r
f
o
r
m
a
n
c
e
S
y
s
t
e
m
T
h
e
s
y
s
t
e
m
p
e
r
f
o
r
m
a
n
c
e
c
y
c
l
e
i
s
f
a
i
r
l
y
r
o
u
t
i
n
e
.
F
o
r
e
a
c
h
i
n
p
u
t
m
e
s
s
a
g
e
i
,
t
h
e
s
y
s
t
e
m
￿
r
s
t
d
e
t
e
r
m
i
n
e
s
t
h
e
s
e
t
o
f
c
l
a
s
s
i
￿
e
r
s
M
e
l
i
g
i
b
l
e
t
o
c
l
a
s
s
i
f
y
t
h
e
m
e
s
s
a
g
e
.
M
a
t
c
h
i
n
g
c
l
a
s
s
i
￿
e
r
s
a
r
e
a
l
w
a
y
s
i
n
c
l
u
d
e
d
i
n
M
.
F
o
l
-
l
o
w
i
n
g
t
h
e
p
r
o
c
e
d
u
r
e
s
i
n
G
o
f
e
r
,
i
f
t
h
e
r
e
a
r
e
f
e
w
e
r
t
h
a
n
N
m
m
a
t
c
h
i
n
g
c
l
a
s
s
i
￿
e
r
s
a
v
a
i
l
a
b
l
e
,
c
l
a
s
s
i
￿
e
r
s
w
i
t
h
t
h
e
h
i
g
h
e
s
t
p
a
r
t
i
a
l
m
a
t
c
h
s
c
o
r
e
s
a
r
e
d
e
t
e
r
m
i
n
i
s
t
i
c
a
l
l
y
s
e
l
e
c
t
e
d
t
o
￿
l
l
o
u
t
M
.
W
e
u
s
e
t
h
e
s
i
m
p
l
e
p
a
r
t
i
a
l
m
a
t
c
h
s
c
o
r
e
￿
(
￿
;
i
)
=
￿
s
+
l
i
f
￿
m
a
t
c
h
e
s
t
h
e
m
e
s
s
a
g
e
i
l
￿
n
o
t
h
e
r
w
i
s
e
w
h
e
r
e
l
i
s
t
h
e
l
e
n
g
t
h
o
f
t
h
e
i
n
p
u
t
c
o
n
d
i
t
i
o
n
i
n
￿
,
s
i
s
t
h
e
s
p
e
c
i
￿
c
i
t
y
,
a
n
d
n
i
s
t
h
e
n
u
m
b
e
r
o
f
p
o
s
i
t
i
o
n
s
w
h
e
r
e
t
h
e
c
o
n
d
i
t
i
o
n
d
o
e
s
n
’
t
m
a
t
c
h
t
h
e
m
e
s
s
a
g
e
.
F
o
r
e
a
c
h
a
c
t
i
o
n
a
r
e
p
r
e
s
e
n
t
e
d
i
n
t
h
e
m
a
t
c
h
s
e
t
M
,
t
h
e
s
y
s
t
e
m
c
o
m
p
u
t
e
s
a
n
a
c
t
i
o
n
m
a
n
d
a
t
e
t
h
a
t
c
a
p
t
u
r
e
s
t
h
e
s
y
s
t
e
m
’
s
k
n
o
w
l
e
d
g
e
a
b
o
u
t
t
h
e
l
i
k
e
l
i
h
o
o
d
o
f
a
\
b
e
t
t
e
r
t
h
a
n
a
v
e
r
a
g
e
"
o
u
t
c
o
m
e
i
f
a
c
t
i
o
n
a
i
s
c
h
o
s
e
n
.
E
a
c
h
c
l
a
s
s
i
￿
e
r
￿
i
n
M
c
o
m
p
u
t
e
s
t
h
e
v
a
l
u
e
￿
(
￿
)
=
2
j
!
(
￿
)
￿
0
:
5
j
a
s
t
h
e
m
a
n
d
a
t
e
f
o
r
i
t
s
a
c
t
i
o
n
.
N
o
t
e
t
h
a
t
￿
(
￿
)
i
s
1
w
h
e
n
e
v
e
r
t
h
e
o
u
t
c
o
m
e
a
s
s
o
c
i
a
t
e
d
w
i
t
h
￿
i
s
c
o
n
s
i
s
t
e
n
t
l
y
b
e
t
t
e
r
o
r
w
o
r
s
e
t
h
a
n
a
v
e
r
a
g
e
(
!
(
￿
)
=
0
o
r
1
)
a
n
d
0
w
h
e
n
t
h
e
o
u
t
c
o
m
e
i
s
r
a
n
d
o
m
(
!
(
￿
)
=
0
:
5
)
.
W
h
e
n
!
(
￿
)
￿
0
:
5
,
t
h
i
s
c
o
n
t
r
i
b
u
t
i
o
n
f
r
o
m
e
a
c
h
r
u
l
e
i
s
a
d
d
e
d
t
o
a
n
a
c
t
i
o
n
s
e
l
e
c
t
i
o
n
a
r
r
a
y
.
W
h
e
n
!
(
￿
)
<
0
:
5
,
t
h
i
s
c
o
n
t
r
i
b
u
t
i
o
n
f
r
o
m
e
a
c
h
r
u
l
e
i
s
s
u
b
t
r
a
c
t
e
d
.
T
h
e
r
a
t
i
o
-
n
a
l
e
f
o
r
t
h
i
s
a
p
p
r
o
a
c
h
i
s
t
o
g
i
v
e
a
h
i
g
h
e
r
n
e
t
w
e
i
g
h
t
t
o
t
h
o
s
e
a
c
t
i
o
n
s
t
h
a
t
,
b
a
s
e
d
o
n
p
r
e
v
i
o
u
s
e
x
p
e
r
i
e
n
c
e
,
h
a
v
e
t
h
e
h
i
g
h
e
s
t
l
i
k
e
l
i
h
o
o
d
o
f
b
e
i
n
g
f
o
l
l
o
w
e
d
b
y
a
\
b
e
t
t
e
r
t
h
a
n
a
v
e
r
a
g
e
"
o
u
t
c
o
m
e
.
A
s
i
n
X
C
S
,
t
h
e
i
n
f
o
r
m
a
t
i
o
n
i
n
t
h
e
a
c
t
i
o
n
s
e
l
e
c
t
i
o
n
a
r
-
r
a
y
i
s
u
s
e
d
t
o
d
e
t
e
r
m
i
n
e
w
h
i
c
h
a
c
t
i
o
n
i
s
s
e
l
e
c
t
e
d
.
T
h
e
m
e
m
b
e
r
s
o
f
M
t
h
a
t
a
g
r
e
e
w
i
t
h
t
h
e
s
e
l
e
c
t
e
d
a
c
t
i
o
n
c
o
n
-
s
t
i
t
u
t
e
t
h
e
a
c
t
i
o
n
s
e
t
A
.
T
h
e
s
y
s
t
e
m
t
h
e
n
s
e
n
d
s
t
h
a
t
a
c
t
i
o
n
t
o
t
h
e
e
￿
e
c
t
o
r
s
,
a
n
d
t
h
e
e
n
v
i
r
o
n
m
e
n
t
m
a
y
r
e
-
s
p
o
n
d
w
i
t
h
r
e
i
n
f
o
r
c
e
m
e
n
t
.
2
.
2
R
e
i
n
f
o
r
c
e
m
e
n
t
O
n
e
v
e
r
y
t
i
m
e
s
t
e
p
,
p
a
r
a
m
e
t
e
r
s
o
f
t
h
e
c
l
a
s
s
i
￿
e
r
s
i
n
M
a
r
e
a
d
j
u
s
t
e
d
a
n
d
s
o
m
e
a
m
o
u
n
t
o
f
r
e
s
o
u
r
c
e
R
>
0
i
s
m
a
d
e
a
v
a
i
l
a
b
l
e
t
o
t
h
e
c
l
a
s
s
i
￿
e
r
s
i
n
A
.
C
o
m
p
e
t
i
t
i
o
n
f
o
r
t
h
i
s
r
e
s
o
u
r
c
e
i
s
t
h
e
p
r
i
m
a
r
y
m
o
d
e
o
f
i
n
t
e
r
a
c
t
i
o
n
a
m
o
n
g
t
h
e
r
u
l
e
s
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
.
T
h
e
f
o
l
l
o
w
i
n
g
s
e
-
q
u
e
n
c
e
o
f
s
t
e
p
s
i
s
u
s
e
d
t
o
d
e
t
e
r
m
i
n
e
h
o
w
t
h
e
r
e
s
o
u
r
c
e
i
s
d
i
s
t
r
i
b
u
t
e
d
:
￿
T
h
e
￿
(
￿
)
p
a
r
a
m
e
t
e
r
i
s
r
e
v
i
s
e
d
f
o
r
a
l
l
c
l
a
s
s
i
￿
e
r
s
i
n
M
u
s
i
n
g
t
h
e
s
i
m
p
l
e
u
p
d
a
t
e
r
u
l
e
￿
t
(
￿
)
=
(
(
￿
t
￿
1
(
￿
)
￿
t
￿
1
(
￿
)
)
+
R
￿
t
(
￿
)
i
f
￿
t
(
￿
)
6
=
￿
t
￿
1
(
￿
)
￿
t
￿
1
(
￿
)
o
t
h
e
r
w
i
s
e
w
h
e
r
e
R
i
s
t
h
e
r
e
w
a
r
d
r
e
c
e
i
v
e
d
,
￿
(
￿
)
i
s
a
c
o
u
n
t
e
r
t
h
a
t
r
e
c
o
r
d
s
t
h
e
n
u
m
b
e
r
o
f
t
i
m
e
s
￿
h
a
s
b
e
e
n
i
n
-
c
l
u
d
e
d
i
n
t
h
e
m
a
t
c
h
s
e
t
,
￿
0
(
￿
)
=
0
,
a
n
d
￿
0
(
￿
)
=
0
.
I
f
t
h
e
a
c
t
i
o
n
a
i
s
t
h
e
b
e
s
t
(
o
r
w
o
r
s
t
)
o
p
t
i
o
n
a
v
a
i
l
-
a
b
l
e
,
t
h
e
n
a
s
i
m
i
l
a
r
u
p
d
a
t
e
i
s
m
a
d
e
t
o
￿
+
(
￿
)
(
o
r
￿
￿
(
￿
)
)
.
￿
T
h
e
m
e
m
b
e
r
s
o
f
M
c
o
l
l
e
c
t
i
v
e
l
y
e
s
t
i
m
a
t
e
t
h
e
a
v
e
r
-
a
g
e
r
e
w
a
r
d
￿
f
o
r
t
h
e
c
u
r
r
e
n
t
s
t
a
t
e
a
s
t
h
e
c
e
n
t
r
a
l
922 CLASSIFIER SYSTEMSt
e
n
d
e
n
c
y
o
f
t
h
e
v
a
l
u
e
s
￿
(
￿
)
i
n
M
.
S
i
n
c
e
M
w
i
l
l
o
f
t
e
n
i
n
c
l
u
d
e
o
v
e
r
l
y
g
e
n
e
r
a
l
r
u
l
e
s
w
i
t
h
i
n
a
c
c
u
r
a
t
e
v
a
l
u
e
s
,
i
t
i
s
h
e
l
p
f
u
l
t
o
t
a
k
e
s
o
m
e
s
t
e
p
s
t
o
a
v
o
i
d
h
a
v
i
n
g
t
h
i
s
e
s
t
i
m
a
t
e
c
o
n
t
a
m
i
n
a
t
e
d
.
O
r
d
e
r
s
t
a
t
i
s
-
t
i
c
s
c
a
n
p
r
o
v
i
d
e
a
r
o
b
u
s
t
e
s
t
i
m
a
t
e
o
f
t
h
e
c
e
n
t
r
a
l
t
e
n
d
e
n
c
y
.
W
e
u
s
e
a
c
o
n
s
e
r
v
a
t
i
v
e
b
o
x
p
l
o
t
c
r
i
t
e
-
r
i
o
n
[
8
]
t
o
i
d
e
n
t
i
f
y
o
u
t
l
y
i
n
g
v
a
l
u
e
s
a
n
d
e
x
c
l
u
d
e
t
h
e
m
f
r
o
m
t
h
e
c
o
m
p
u
t
a
t
i
o
n
.
T
h
e
b
o
x
p
l
o
t
c
r
i
t
e
-
r
i
o
n
c
o
m
p
u
t
e
s
t
h
e
m
e
d
i
a
n
~
x
o
f
t
h
e
d
a
t
a
v
a
l
u
e
s
,
t
h
e
l
o
w
e
r
q
u
a
r
t
i
l
e
q
1
,
a
n
d
t
h
e
u
p
p
e
r
q
u
a
r
t
i
l
e
q
3
.
A
n
y
v
a
l
u
e
t
h
a
t
l
i
e
s
3
(
q
3
￿
q
1
)
a
b
o
v
e
t
h
e
u
p
p
e
r
q
u
a
r
t
i
l
e
o
r
b
e
l
o
w
t
h
e
l
o
w
e
r
q
u
a
r
t
i
l
e
i
s
l
a
b
e
l
e
d
a
s
a
n
o
u
t
l
i
e
r
.
T
h
e
t
r
i
m
e
a
n
e
s
t
i
m
a
t
o
r
[
1
]
,
g
i
v
e
n
b
y
^
x
=
q
1
+
2
~
x
+
q
3
4
i
s
u
s
e
d
t
o
o
b
t
a
i
n
a
s
i
m
p
l
e
a
n
d
r
e
a
s
o
n
a
b
l
y
r
o
b
u
s
t
e
s
t
i
m
a
t
e
o
f
t
h
e
c
e
n
t
r
a
l
t
e
n
d
e
n
c
y
￿
.
W
h
i
l
e
t
h
e
r
e
a
r
e
m
a
n
y
o
t
h
e
r
w
a
y
s
t
o
c
o
m
p
u
t
e
t
h
e
c
e
n
t
r
a
l
t
e
n
-
d
e
n
c
y
t
h
a
t
g
i
v
e
a
d
e
q
u
a
t
e
r
e
s
u
l
t
s
,
t
h
e
m
e
t
h
o
d
s
u
s
-
i
n
g
o
r
d
e
r
s
t
a
t
i
s
t
i
c
s
h
a
v
e
g
i
v
e
n
t
h
e
b
e
s
t
r
e
s
u
l
t
s
s
o
f
a
r
.
I
n
a
n
a
n
a
l
o
g
o
u
s
m
a
n
n
e
r
,
t
h
e
r
e
i
s
a
c
o
l
l
e
c
t
i
v
e
d
e
-
t
e
r
m
i
n
a
t
i
o
n
o
f
t
h
e
c
e
n
t
r
a
l
t
e
n
d
e
n
c
i
e
s
^
￿
+
a
n
d
^
￿
￿
o
f
t
h
e
p
a
r
a
m
e
t
e
r
s
￿
+
(
￿
)
a
n
d
￿
￿
(
￿
)
r
e
s
p
e
c
t
i
v
e
l
y
.
￿
T
h
e
r
e
s
o
u
r
c
e
R
a
v
a
i
l
a
b
l
e
o
n
e
a
c
h
t
i
m
e
s
t
e
p
i
s
s
c
a
l
e
d
t
o
r
e
￿
e
c
t
t
h
e
s
i
z
e
o
f
t
h
e
r
e
w
a
r
d
R
r
e
l
a
t
i
v
e
t
o
w
h
a
t
i
s
e
x
p
e
c
t
e
d
i
n
M
.
I
t
i
s
s
u
￿
c
i
e
n
t
t
o
u
s
e
a
s
i
m
p
l
e
l
i
n
e
a
r
s
c
a
l
i
n
g
g
i
v
e
n
b
y
R
=
￿
R
 
1
:
0
+
R
￿
^
￿
￿
^
￿
+
￿
^
￿
￿
!
w
h
e
r
e
￿
R
i
s
a
s
y
s
t
e
m
p
a
r
a
m
e
t
e
r
i
n
d
i
c
a
t
i
n
g
t
h
e
m
i
n
i
m
u
m
a
m
o
u
n
t
o
f
r
e
s
o
u
r
c
e
m
a
d
e
a
v
a
i
l
a
b
l
e
o
n
e
a
c
h
t
i
m
e
s
t
e
p
.
G
i
v
e
n
t
w
o
c
l
a
s
s
i
￿
e
r
s
t
h
a
t
a
r
e
c
o
n
-
s
i
s
t
e
n
t
l
y
a
s
s
o
c
i
a
t
e
d
w
i
t
h
a
b
o
v
e
a
v
e
r
a
g
e
r
e
w
a
r
d
s
,
t
h
i
s
p
r
o
c
e
d
u
r
e
g
i
v
e
s
a
m
o
d
e
s
t
s
e
l
e
c
t
i
v
e
a
d
v
a
n
t
a
g
e
t
o
t
h
e
c
l
a
s
s
i
￿
e
r
t
h
a
t
i
s
b
e
s
t
f
r
o
m
a
p
a
y
o
￿
s
t
a
n
d
-
p
o
i
n
t
.
￿
E
a
c
h
c
l
a
s
s
i
￿
e
r
i
n
A
r
e
c
e
i
v
e
s
a
s
h
a
r
e
o
f
t
h
e
r
e
s
o
u
r
c
e
g
i
v
e
n
b
y
￿
(
￿
)
=
 
￿
(
￿
)
H
(
￿
)
P
￿
2
A
￿
(
￿
)
H
(
￿
)
!
R
w
h
e
r
e
H
(
￿
)
i
s
a
h
y
p
e
r
g
e
o
m
e
t
r
i
c
p
r
o
b
a
b
i
l
i
t
y
t
h
a
t
h
e
l
p
s
b
i
a
s
t
h
e
d
i
s
t
r
i
b
u
t
i
o
n
o
f
r
e
s
o
u
r
c
e
s
t
o
f
a
v
o
r
s
e
t
s
o
f
r
u
l
e
s
t
h
a
t
e
￿
c
i
e
n
t
l
y
c
o
v
e
r
a
l
l
i
n
p
u
t
m
e
s
-
s
a
g
e
s
.
T
h
i
s
c
o
m
p
u
t
a
t
i
o
n
i
s
s
t
r
o
n
g
l
y
r
e
l
a
t
e
d
t
o
t
h
e
f
a
m
i
l
i
a
r
￿
t
n
e
s
s
-
s
h
a
r
i
n
g
s
c
h
e
m
e
s
u
s
e
d
i
n
G
A
i
m
-
p
l
e
m
e
n
t
a
t
i
o
n
s
t
o
s
o
l
v
e
m
u
l
t
i
m
o
d
a
l
o
p
t
i
m
i
z
a
t
i
o
n
p
r
o
b
l
e
m
s
.
S
e
e
[
4
]
f
o
r
m
o
r
e
d
e
t
a
i
l
s
.
W
h
e
n
R
￿
￿
,
￿
(
￿
)
i
s
a
d
d
e
d
t
o
￿
+
(
￿
)
;
o
t
h
e
r
w
i
s
e
,
i
t
i
s
a
d
d
e
d
t
o
￿
￿
(
￿
)
.
U
n
d
e
r
t
h
i
s
r
e
g
i
m
e
,
r
u
l
e
s
t
h
a
t
a
r
e
c
o
n
s
i
s
t
e
n
t
l
y
a
s
s
o
c
i
-
a
t
e
d
w
i
t
h
o
n
l
y
o
n
e
t
y
p
e
o
f
o
u
t
c
o
m
e
w
i
l
l
q
u
i
c
k
l
y
a
c
h
i
e
v
e
a
l
a
r
g
e
n
e
t
a
c
c
u
m
u
l
a
t
i
o
n
o
f
r
e
s
o
u
r
c
e
s
i
n
o
n
e
o
f
t
h
e
r
e
s
e
r
v
o
i
r
s
s
i
n
c
e
a
l
l
o
f
t
h
e
i
r
r
e
s
o
u
r
c
e
s
a
r
e
s
t
o
r
e
d
i
n
o
n
e
p
l
a
c
e
.
C
o
n
v
e
r
s
e
l
y
,
r
u
l
e
s
a
s
s
o
c
i
a
t
e
d
w
i
t
h
b
o
t
h
o
u
t
-
c
o
m
e
s
w
i
l
l
d
i
s
t
r
i
b
u
t
e
t
h
e
i
r
r
e
s
o
u
r
c
e
s
o
v
e
r
b
o
t
h
r
e
s
e
r
-
v
o
i
r
s
,
t
a
k
i
n
g
l
o
n
g
e
r
t
o
a
t
t
a
i
n
a
n
y
l
a
r
g
e
n
e
t
a
c
c
u
m
u
l
a
-
t
i
o
n
.
T
h
i
s
i
s
s
i
g
n
i
￿
c
a
n
t
b
e
c
a
u
s
e
t
h
e
f
r
e
q
u
e
n
c
y
o
f
r
e
-
p
r
o
d
u
c
t
i
o
n
i
s
t
i
e
d
t
o
t
h
e
n
e
t
a
c
c
u
m
u
l
a
t
i
o
n
o
f
r
e
s
o
u
r
c
e
s
i
n
t
h
e
o
n
e
o
f
t
h
e
r
e
s
e
r
v
o
i
r
s
.
2
.
3
R
u
l
e
D
i
s
c
o
v
e
r
y
A
f
t
e
r
t
h
e
r
u
l
e
r
e
s
e
r
v
o
i
r
s
h
a
v
e
b
e
e
n
u
p
d
a
t
e
d
,
a
n
y
c
l
a
s
-
s
i
￿
e
r
i
n
M
h
a
v
i
n
g
a
s
u
￿
c
i
e
n
t
n
e
t
e
x
c
e
s
s
o
f
r
e
s
o
u
r
c
e
s
i
n
i
t
s
r
e
s
e
r
v
o
i
r
s
b
e
c
o
m
e
s
e
l
i
g
i
b
l
e
t
o
r
e
p
r
o
d
u
c
e
.
A
n
e
x
c
e
s
s
o
f
r
e
s
o
u
r
c
e
s
i
s
i
n
d
i
c
a
t
e
d
b
y
j
￿
+
(
￿
)
￿
￿
￿
(
￿
)
j
>
￿
f
o
r
s
o
m
e
t
h
r
e
s
h
o
l
d
￿
.
I
f
t
h
e
r
e
i
s
m
o
r
e
t
h
a
n
o
n
e
c
l
a
s
s
i
￿
e
r
i
n
M
e
l
i
g
i
b
l
e
t
o
r
e
-
p
r
o
d
u
c
e
o
n
a
g
i
v
e
n
c
y
c
l
e
,
a
l
l
e
l
i
g
i
b
l
e
c
l
a
s
s
i
￿
e
r
s
a
r
e
d
e
s
-
i
g
n
a
t
e
d
a
s
p
a
r
e
n
t
s
a
n
d
a
l
l
o
w
e
d
t
o
p
r
o
d
u
c
e
o
n
e
c
o
p
y
o
f
t
h
e
m
s
e
l
v
e
s
.
P
a
r
e
n
t
s
t
h
e
n
h
a
v
e
t
h
e
r
e
s
e
r
v
o
i
r
c
o
n
t
a
i
n
-
i
n
g
t
h
e
e
x
c
e
s
s
d
e
c
r
e
m
e
n
t
e
d
b
y
￿
,
w
h
i
c
h
c
a
n
b
e
v
i
e
w
e
d
a
s
t
h
e
c
o
s
t
o
f
g
e
n
e
r
a
t
i
n
g
a
n
o
￿
s
p
r
i
n
g
.
T
h
e
r
e
p
r
o
d
u
c
e
d
c
o
p
i
e
s
a
r
e
m
o
d
i
￿
e
d
b
y
m
u
t
a
t
i
o
n
a
n
d
c
r
o
s
s
o
v
e
r
,
a
n
d
t
h
e
r
e
s
u
l
t
i
n
g
o
￿
s
p
r
i
n
g
a
r
e
i
n
s
e
r
t
e
d
i
n
t
o
t
h
e
p
o
p
u
l
a
t
i
o
n
.
C
l
a
s
s
i
￿
e
r
s
a
r
e
s
t
o
c
h
a
s
t
i
c
a
l
l
y
s
e
l
e
c
t
e
d
f
o
r
d
e
l
e
t
i
o
n
b
a
s
e
d
o
n
￿
(
￿
)
,
s
o
t
h
a
t
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
a
r
e
m
o
r
e
l
i
k
e
l
y
t
o
b
e
c
h
o
s
e
n
.
T
h
i
s
i
s
t
h
e
s
i
m
p
l
e
s
t
k
i
n
d
o
f
d
e
l
e
t
i
o
n
t
e
c
h
n
i
q
u
e
u
s
e
d
i
n
E
c
h
o
-
l
i
k
e
s
y
s
t
e
m
s
.
F
u
t
u
r
e
r
e
s
e
a
r
c
h
w
i
l
l
i
n
v
e
s
-
t
i
g
a
t
e
t
h
e
p
o
t
e
n
t
i
a
l
a
d
v
a
n
t
a
g
e
s
o
f
c
h
a
r
g
i
n
g
e
a
c
h
r
u
l
e
a
\
m
a
i
n
t
e
n
a
n
c
e
c
o
s
t
"
e
v
e
r
y
t
i
m
e
i
t
i
s
a
c
t
i
v
e
,
c
h
a
n
g
i
n
g
t
h
e
r
e
s
o
u
r
c
e
￿
o
w
t
o
a
l
l
o
w
p
a
r
e
n
t
s
t
o
s
h
a
r
e
r
e
s
o
u
r
c
e
s
w
i
t
h
t
h
e
i
r
o
￿
s
p
r
i
n
g
,
a
n
d
d
e
l
e
t
i
n
g
r
u
l
e
s
w
i
t
h
e
m
p
t
y
(
o
r
n
e
a
r
l
y
e
m
p
t
y
)
r
e
s
e
r
v
o
i
r
s
.
N
o
t
e
t
h
a
t
r
u
l
e
s
c
o
n
s
i
s
t
e
n
t
l
y
a
s
s
o
c
i
a
t
e
d
w
i
t
h
a
b
o
v
e
a
v
-
e
r
a
g
e
(
o
r
b
e
l
o
w
a
v
e
r
a
g
e
)
o
u
t
c
o
m
e
s
w
i
l
l
c
o
n
s
i
s
t
e
n
t
l
y
e
n
j
o
y
a
r
e
p
r
o
d
u
c
t
i
v
e
a
d
v
a
n
t
a
g
e
o
v
e
r
t
h
e
i
r
c
o
m
p
e
t
i
-
t
o
r
s
.
I
n
c
o
m
b
i
n
a
t
i
o
n
w
i
t
h
a
d
e
l
e
t
i
o
n
t
e
c
h
n
i
q
u
e
b
i
a
s
e
d
a
g
a
i
n
s
t
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
,
t
h
i
s
e
x
e
r
t
s
c
o
n
s
i
d
e
r
a
b
l
e
s
e
-
l
e
c
t
i
v
e
p
r
e
s
s
u
r
e
a
g
a
i
n
s
t
o
v
e
r
l
y
g
e
n
e
r
a
l
r
u
l
e
s
.
2
.
4
I
n
i
t
i
a
l
T
e
s
t
s
F
i
g
u
r
e
1
a
n
d
F
i
g
u
r
e
2
s
h
o
w
t
h
e
p
e
r
f
o
r
m
a
n
c
e
o
f
t
h
i
s
r
e
v
i
s
e
d
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
o
n
t
h
e
1
1
-
b
i
t
a
n
d
2
0
-
b
i
t
m
u
l
-
t
i
p
l
e
x
o
r
p
r
o
b
l
e
m
s
.
R
e
s
u
l
t
s
a
r
e
a
v
e
r
a
g
e
d
o
v
e
r
1
0
r
u
n
s
.
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c
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0.6
0.7
0.8
0.9
1
P
e
r
c
e
n
t
C
o
r
r
e
c
t
F
i
g
u
r
e
2
:
P
e
r
f
o
r
m
a
n
c
e
o
n
2
0
-
b
i
t
m
u
l
t
i
p
l
e
x
o
r
P
e
r
f
o
r
m
a
n
c
e
w
a
s
m
e
a
s
u
r
e
d
b
y
t
h
e
p
r
o
p
o
r
t
i
o
n
o
f
c
o
r
-
r
e
c
t
d
e
c
i
s
i
o
n
s
o
v
e
r
a
l
e
a
r
n
i
n
g
e
p
o
c
h
c
o
n
s
i
s
t
i
n
g
o
f
5
0
r
a
n
d
o
m
l
y
g
e
n
e
r
a
t
e
d
i
n
p
u
t
s
t
r
i
n
g
s
.
E
a
c
h
1
1
-
b
i
t
e
x
p
e
r
-
i
m
e
n
t
w
a
s
r
u
n
f
o
r
4
0
0
e
p
o
c
h
s
(
2
0
,
0
0
0
i
n
p
u
t
s
t
r
i
n
g
s
)
a
n
d
e
a
c
h
2
0
-
b
i
t
e
x
p
e
r
i
m
e
n
t
w
a
s
r
u
n
f
o
r
8
0
0
e
p
o
c
h
s
(
4
0
,
0
0
0
i
n
p
u
t
s
t
r
i
n
g
s
)
.
T
h
e
r
e
w
a
r
d
s
c
h
e
m
e
p
a
y
s
+
1
f
o
r
c
o
r
r
e
c
t
r
e
s
p
o
n
s
e
s
a
n
d
￿
1
f
o
r
i
n
c
o
r
r
e
c
t
r
e
s
p
o
n
s
e
s
.
T
h
e
a
c
t
i
o
n
-
s
e
l
e
c
t
i
o
n
r
e
g
i
m
e
w
a
s
b
a
s
e
d
o
n
t
h
e
o
n
e
u
s
e
d
b
y
W
i
l
s
o
n
[
1
1
]
.
T
h
i
s
r
e
g
i
m
e
m
a
k
e
s
a
r
a
n
d
o
m
(
p
r
o
b
-
a
b
i
l
i
t
y
0
:
5
)
c
h
o
i
c
e
b
e
t
w
e
e
n
\
e
x
p
l
o
i
t
"
m
o
d
e
|
w
h
e
r
e
t
h
e
s
y
s
t
e
m
s
e
l
e
c
t
s
t
h
e
b
e
s
t
a
c
t
i
o
n
a
s
i
n
d
i
c
a
t
e
d
b
y
t
h
e
a
c
t
i
o
n
s
e
l
e
c
t
i
o
n
a
r
r
a
y
|
a
n
d
\
e
x
p
l
o
r
e
"
m
o
d
e
w
h
e
r
e
t
h
e
s
y
s
t
e
m
s
e
l
e
c
t
s
a
n
a
c
t
i
o
n
a
t
r
a
n
d
o
m
.
D
u
r
i
n
g
e
x
-
p
l
o
r
e
t
r
i
a
l
s
,
a
c
o
r
r
e
c
t
d
e
c
i
s
i
o
n
i
s
r
e
c
o
r
d
e
d
w
h
e
n
e
v
e
r
t
h
e
s
y
s
t
e
m
w
o
u
l
d
h
a
v
e
m
a
d
e
t
h
e
c
o
r
r
e
c
t
\
e
x
p
l
o
i
t
"
d
e
-
c
i
s
i
o
n
.
T
h
e
s
y
s
t
e
m
p
a
r
a
m
e
t
e
r
s
1
u
s
e
d
w
e
r
e
:
N
m
=
1
6
,
R
=
2
0
0
0
,
￿
=
5
0
0
,
i
n
i
t
i
a
l
r
e
s
e
r
v
o
i
r
l
e
v
e
l
s
o
f
0
f
o
r
n
e
w
o
￿
s
p
r
i
n
g
,
a
m
u
t
a
t
i
o
n
r
a
t
e
o
f
1
=
(
3
‘
)
,
a
n
d
a
c
r
o
s
s
o
v
e
r
r
a
t
e
o
f
1
:
0
.
T
h
e
1
1
-
b
i
t
e
x
p
e
r
i
m
e
n
t
s
u
s
e
d
N
=
4
0
0
w
h
i
l
e
t
h
e
2
0
-
b
i
t
e
x
p
e
r
i
m
e
n
t
s
u
s
e
d
N
=
8
0
0
.
N
o
t
e
t
h
a
t
t
h
e
1
1
-
b
i
t
p
r
o
b
l
e
m
w
a
s
s
o
l
v
e
d
a
f
t
e
r
a
b
o
u
t
1
0
0
e
p
o
c
h
s
(
5
,
0
0
0
i
n
p
u
t
s
)
a
n
d
t
h
e
2
0
-
b
i
t
p
r
o
b
l
e
m
w
a
s
s
o
l
v
e
d
a
f
t
e
r
a
b
o
u
t
5
0
0
e
p
o
c
h
s
(
2
5
,
0
0
0
i
n
p
u
t
s
)
.
T
h
i
s
i
s
r
o
u
g
h
l
y
h
a
l
f
t
h
e
t
i
m
e
r
e
p
o
r
t
e
d
p
r
e
v
i
o
u
s
l
y
f
o
r
t
h
e
X
C
S
s
y
s
t
e
m
o
n
t
h
e
s
e
p
r
o
b
l
e
m
s
[
1
2
]
.
T
h
o
u
g
h
i
t
i
s
d
i
￿
c
u
l
t
t
o
d
r
a
w
a
n
y
d
e
￿
n
i
t
i
v
e
c
o
n
c
l
u
s
i
o
n
s
o
n
t
h
e
b
a
s
i
s
o
f
t
h
e
s
e
r
e
s
u
l
t
s
,
i
t
i
s
c
l
e
a
r
t
h
a
t
i
n
t
h
e
s
e
p
r
o
b
l
e
m
s
t
h
e
e
n
d
o
g
e
-
n
o
u
s
￿
t
n
e
s
s
s
c
h
e
m
e
d
o
e
s
a
n
e
￿
e
c
t
i
v
e
j
o
b
o
f
d
i
s
c
o
v
e
r
i
n
g
a
c
c
u
r
a
t
e
r
u
l
e
s
.
W
o
r
k
i
n
p
r
o
g
r
e
s
s
i
s
s
t
u
d
y
i
n
g
h
o
w
t
h
i
s
a
p
p
r
o
a
c
h
s
c
a
l
e
s
t
o
l
a
r
g
e
r
m
u
l
t
i
p
l
e
x
o
r
p
r
o
b
l
e
m
s
.
3
A
c
c
o
m
m
o
d
a
t
i
n
g
D
e
l
a
y
e
d
R
e
w
a
r
d
s
O
n
e
o
f
t
h
e
i
m
p
o
r
t
a
n
t
r
e
s
e
a
r
c
h
i
s
s
u
e
s
n
o
t
a
d
d
r
e
s
s
e
d
b
y
p
r
e
v
i
o
u
s
w
o
r
k
o
n
e
n
d
o
g
e
n
o
u
s
￿
t
n
e
s
s
i
n
c
l
a
s
s
i
￿
e
r
s
y
s
-
t
e
m
s
i
s
h
o
w
t
o
s
o
l
v
e
m
u
l
t
i
-
s
t
e
p
r
e
i
n
f
o
r
c
e
m
e
n
t
l
e
a
r
n
-
i
n
g
p
r
o
b
l
e
m
s
i
n
v
o
l
v
i
n
g
d
e
l
a
y
e
d
r
e
w
a
r
d
s
.
T
h
i
s
s
e
c
t
i
o
n
b
r
i
e
￿
y
d
e
s
c
r
i
b
e
s
a
n
i
n
i
t
i
a
l
a
p
p
r
o
a
c
h
t
o
e
x
t
e
n
d
i
n
g
t
h
e
e
n
d
o
g
e
n
o
u
s
￿
t
n
e
s
s
s
c
h
e
m
e
t
o
h
a
n
d
l
e
s
u
c
h
p
r
o
b
l
e
m
s
.
C
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
s
t
r
a
d
i
t
i
o
n
a
l
l
y
s
o
l
v
e
p
r
o
b
l
e
m
s
i
n
v
o
l
v
-
i
n
g
d
e
l
a
y
e
d
r
e
w
a
r
d
s
b
y
u
s
i
n
g
t
h
e
b
u
c
k
e
t
b
r
i
g
a
d
e
a
l
g
o
-
r
i
t
h
m
[
7
]
o
r
s
o
m
e
o
t
h
e
r
a
l
g
o
r
i
t
h
m
f
r
o
m
t
h
e
r
e
i
n
f
o
r
c
e
-
m
e
n
t
l
e
a
r
n
i
n
g
l
i
t
e
r
a
t
u
r
e
[
9
]
.
T
h
e
s
e
a
l
g
o
r
i
t
h
m
s
a
l
l
c
o
m
-
p
u
t
e
a
n
d
m
a
n
i
p
u
l
a
t
e
e
x
p
l
i
c
i
t
e
s
t
i
m
a
t
e
s
o
f
t
h
e
r
e
w
a
r
d
e
x
p
e
c
t
e
d
w
h
e
n
a
s
p
e
c
i
￿
c
a
c
t
i
o
n
i
s
t
a
k
e
n
i
n
a
g
i
v
e
n
s
t
a
t
e
.
S
i
n
c
e
t
h
e
e
n
d
o
g
e
n
o
u
s
￿
t
n
e
s
s
s
c
h
e
m
e
o
n
l
y
c
o
m
-
p
u
t
e
s
e
x
p
l
i
c
i
t
e
s
t
i
m
a
t
e
s
o
f
t
h
e
a
v
e
r
a
g
e
r
e
w
a
r
d
e
x
p
e
c
t
e
d
i
n
a
s
t
a
t
e
,
t
h
e
m
o
s
t
n
a
t
u
r
a
l
s
t
a
r
t
i
n
g
p
o
i
n
t
f
o
r
o
u
r
i
n
-
v
e
s
t
i
g
a
t
i
o
n
i
s
t
o
c
o
n
s
i
d
e
r
a
v
e
r
a
g
e
-
p
a
y
o
￿
r
e
i
n
f
o
r
c
e
m
e
n
t
l
e
a
r
n
i
n
g
a
l
g
o
r
i
t
h
m
s
[
1
0
]
.
1
C
l
a
s
s
i
￿
e
r
i
n
p
u
t
c
o
n
d
i
t
i
o
n
s
w
e
r
e
i
n
i
t
i
a
l
i
z
e
d
s
o
t
h
a
t
e
a
c
h
p
o
s
s
i
b
l
e
s
y
m
b
o
l
i
n
f
1
;
0
;
#
g
w
a
s
e
q
u
a
l
l
y
l
i
k
e
l
y
t
o
o
c
c
u
r
.
924 CLASSIFIER SYSTEMSA
t
y
p
i
c
a
l
u
p
d
a
t
i
n
g
s
c
h
e
m
e
f
o
r
a
v
e
r
a
g
e
-
p
a
y
o
￿
r
e
i
n
-
f
o
r
c
e
m
e
n
t
l
e
a
r
n
i
n
g
i
s
g
i
v
e
n
b
y
:
Q
t
+
1
(
x
t
;
a
t
)
=
(
1
￿
￿
(
x
t
;
a
t
)
)
Q
t
(
x
t
;
a
t
)
+
￿
(
x
t
;
a
t
)
[
R
(
x
t
;
a
t
)
￿
r
t
+
m
a
x
a
0
2
A
t
+
1
Q
t
(
x
t
;
a
0
)
]
w
h
e
r
e
x
t
i
s
t
h
e
s
t
a
t
e
,
a
t
i
s
t
h
e
a
c
t
i
o
n
t
a
k
e
n
,
Q
t
(
x
t
;
a
t
)
i
s
t
h
e
p
a
y
o
￿
e
x
p
e
c
t
e
d
w
h
e
n
t
a
k
i
n
g
a
c
t
i
o
n
a
t
i
n
s
t
a
t
e
x
t
,
a
n
d
r
t
i
s
t
h
e
s
a
m
p
l
e
a
v
e
r
a
g
e
o
f
t
h
e
p
a
y
o
￿
s
r
e
c
e
i
v
e
d
f
o
r
g
r
e
e
d
y
a
c
t
i
o
n
s
.
N
o
t
e
t
h
a
t
a
d
i
s
c
o
u
n
t
i
n
g
f
a
c
t
o
r
i
s
n
o
t
n
e
e
d
e
d
t
o
a
s
s
u
r
e
t
h
a
t
t
h
e
u
p
d
a
t
e
d
v
a
l
u
e
s
r
e
m
a
i
n
b
o
u
n
d
e
d
,
s
i
n
c
e
a
n
c
h
o
r
i
n
g
t
h
e
c
o
m
p
u
t
a
t
i
o
n
t
o
r
t
a
c
-
c
o
m
p
l
i
s
h
e
s
t
h
a
t
.
I
n
o
r
d
e
r
t
o
u
s
e
t
h
i
s
a
p
p
r
o
a
c
h
i
n
a
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
,
w
e
m
u
s
t
i
d
e
n
t
i
f
y
s
o
m
e
t
h
i
n
g
t
h
a
t
p
l
a
y
s
t
h
e
r
o
l
e
o
f
Q
t
(
x
t
;
a
t
)
.
T
h
e
e
n
d
o
g
e
n
o
u
s
￿
t
n
e
s
s
s
c
h
e
m
e
u
s
e
d
h
e
r
e
o
n
l
y
m
a
i
n
t
a
i
n
s
e
x
p
l
i
c
i
t
r
e
w
a
r
d
e
s
t
i
m
a
t
e
s
a
s
s
o
c
i
a
t
e
d
w
i
t
h
t
h
e
m
a
t
c
h
s
e
t
M
,
s
o
t
h
e
r
e
i
s
n
o
e
x
p
l
i
c
i
t
i
n
f
o
r
m
a
-
t
i
o
n
a
v
a
i
l
a
b
l
e
a
b
o
u
t
t
h
e
p
a
y
o
￿
o
f
a
n
a
r
b
i
t
r
a
r
y
s
t
a
t
e
{
a
c
t
i
o
n
p
a
i
r
.
H
o
w
e
v
e
r
,
s
i
n
c
e
t
h
e
r
e
s
o
u
r
c
e
￿
o
w
e
x
p
e
r
i
-
e
n
c
e
d
b
y
a
c
l
a
s
s
i
￿
e
r
i
s
c
o
r
r
e
l
a
t
e
d
w
i
t
h
t
h
e
s
i
z
e
o
f
t
h
e
r
e
w
a
r
d
e
x
p
e
c
t
e
d
w
h
e
n
t
h
a
t
c
l
a
s
s
i
￿
e
r
b
e
l
o
n
g
s
t
o
A
,
i
t
i
s
r
e
a
s
o
n
a
b
l
e
t
o
c
o
n
s
i
d
e
r
m
o
d
i
f
y
i
n
g
t
h
e
r
e
s
o
u
r
c
e
￿
o
w
a
s
a
n
a
l
t
e
r
n
a
t
i
v
e
t
o
u
p
d
a
t
i
n
g
a
n
e
x
p
l
i
c
i
t
p
a
r
a
m
e
t
e
r
.
M
o
r
e
o
v
e
r
,
t
h
e
p
a
r
a
m
e
t
e
r
^
￿
+
p
r
o
v
i
d
e
s
e
x
p
l
i
c
i
t
p
a
y
o
￿
i
n
-
f
o
r
m
a
t
i
o
n
a
b
o
u
t
o
n
e
v
e
r
y
i
m
p
o
r
t
a
n
t
s
t
a
t
e
{
a
c
t
i
o
n
p
a
i
r
:
t
h
e
o
n
e
a
s
s
o
c
i
a
t
e
d
w
i
t
h
t
h
e
b
e
s
t
a
c
t
i
o
n
i
n
M
.
C
o
n
-
s
e
q
u
e
n
t
l
y
,
t
h
e
f
o
l
l
o
w
i
n
g
h
e
u
r
i
s
t
i
c
c
o
u
n
t
e
r
p
a
r
t
t
o
t
h
e
a
v
e
r
a
g
e
-
r
e
w
a
r
d
r
e
i
n
f
o
r
c
e
m
e
n
t
l
e
a
r
n
i
n
g
u
p
d
a
t
e
i
s
u
s
e
d
i
n
t
h
e
e
n
d
o
g
e
n
o
u
s
￿
t
n
e
s
s
c
o
m
p
u
t
a
t
i
o
n
:
a
t
t
i
m
e
t
,
t
h
e
v
a
l
u
e
^
￿
+
i
s
p
a
s
s
e
d
b
a
c
k
t
o
t
h
e
c
l
a
s
s
i
￿
e
r
s
i
n
M
t
￿
1
(
i
.
e
.
,
i
t
i
s
a
d
d
e
d
t
o
w
h
a
t
e
v
e
r
e
x
t
e
r
n
a
l
r
e
w
a
r
d
w
a
s
r
e
c
e
i
v
e
d
b
y
t
h
a
t
m
a
t
c
h
s
e
t
)
.
T
h
e
c
o
m
p
u
t
a
t
i
o
n
s
i
n
M
t
￿
1
t
h
e
n
p
r
o
c
e
e
d
a
s
u
s
u
a
l
u
s
i
n
g
t
h
e
a
u
g
m
e
n
t
e
d
r
e
w
a
r
d
i
n
p
l
a
c
e
o
f
t
h
e
e
x
t
e
r
n
a
l
o
n
e
.
G
r
e
f
e
n
s
t
e
t
t
e
’
s
s
t
a
t
e
s
p
a
c
e
s
e
a
r
c
h
p
r
o
b
l
e
m
[
5
]
w
a
s
u
s
e
d
t
o
t
e
s
t
o
f
h
o
w
w
e
l
l
t
h
i
s
a
v
e
r
a
g
e
-
p
a
y
o
￿
v
e
r
s
i
o
n
o
f
t
h
e
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
c
a
n
d
i
s
c
o
v
e
r
a
c
t
i
o
n
s
e
q
u
e
n
c
e
s
l
e
a
d
i
n
g
t
o
e
x
t
e
r
n
a
l
r
e
w
a
r
d
.
T
h
e
s
t
a
t
e
s
p
a
c
e
c
o
n
t
a
i
n
s
2
8
8
s
t
a
t
e
s
a
r
r
a
n
g
e
d
i
n
a
9
￿
3
2
r
e
c
t
a
n
g
u
l
a
r
g
r
i
d
.
T
h
e
￿
r
s
t
r
o
w
c
o
n
t
a
i
n
s
t
h
e
3
2
i
n
i
t
i
a
l
s
t
a
t
e
s
w
h
e
r
e
a
l
l
s
e
a
r
c
h
e
s
b
e
g
i
n
.
T
h
r
e
e
t
r
a
n
s
i
t
i
o
n
s
a
r
e
p
o
s
s
i
b
l
e
f
r
o
m
a
n
y
o
n
e
s
t
a
t
e
t
o
s
o
m
e
n
e
i
g
h
b
o
r
i
n
g
s
t
a
t
e
.
I
f
w
e
i
d
e
n
t
i
f
y
e
a
c
h
s
t
a
t
e
u
s
i
n
g
a
r
o
w
i
n
d
e
x
i
,
0
￿
i
<
9
,
a
n
d
a
c
o
l
u
m
n
i
n
d
e
x
j
,
0
￿
j
<
3
2
,
t
h
e
n
t
h
e
s
t
a
t
e
s
a
c
c
e
s
s
i
b
l
e
f
r
o
m
s
t
a
t
e
(
i
;
j
)
a
r
e
t
h
e
s
t
a
t
e
s
(
i
+
1
;
j
￿
1
m
o
d
3
2
)
(
i
+
1
;
j
)
(
i
+
1
;
j
+
1
m
o
d
3
2
)
T
h
e
l
a
s
t
r
o
w
i
n
t
h
e
g
r
i
d
c
o
n
t
a
i
n
s
t
h
e
3
2
￿
n
a
l
s
t
a
t
e
s
,
e
a
c
h
o
f
w
h
i
c
h
i
s
a
s
s
o
c
i
a
t
e
d
w
i
t
h
a
￿
x
e
d
r
e
w
a
r
d
.
R
e
-
w
a
r
d
s
r
a
n
g
e
f
r
o
m
0
t
o
1
0
0
0
a
n
d
a
r
e
d
i
s
t
r
i
b
u
t
e
d
a
s
s
h
o
w
n
i
n
1
.
R
e
w
a
r
d
C
o
l
u
m
n
I
n
d
e
x
o
f
F
i
n
a
l
S
t
a
t
e
0
0
,
1
,
1
4
,
1
5
,
1
6
,
1
7
,
3
0
,
3
1
5
0
2
,
1
3
,
1
8
,
2
9
7
5
3
,
1
2
,
1
9
,
2
8
1
2
5
4
,
1
1
,
2
0
,
2
7
2
5
0
5
,
1
0
,
2
1
,
2
6
5
0
0
6
,
9
,
2
2
,
2
5
1
0
0
0
7
,
8
,
2
3
,
2
4
T
a
b
l
e
1
:
D
i
s
t
r
i
b
u
t
i
o
n
o
f
r
e
w
a
r
d
s
i
n
t
h
e
s
t
a
t
e
s
p
a
c
e
p
r
o
b
l
e
m
.
0 10 20 30 40 50
Number of Episodes
300
400
500
600
700
800
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1000
A
v
g
R
e
w
a
r
d
RUDI
Gofer
Endogenous
F
i
g
u
r
e
3
:
P
e
r
f
o
r
m
a
n
c
e
o
n
s
t
a
t
e
s
p
a
c
e
p
r
o
b
l
e
m
(
c
o
m
-
p
a
r
e
d
t
o
G
o
f
e
r
a
n
d
R
U
D
I
)
T
h
e
c
h
a
l
l
e
n
g
e
i
n
t
h
i
s
p
r
o
b
l
e
m
i
s
t
o
l
e
a
r
n
a
s
e
q
u
e
n
c
e
o
f
s
t
a
t
e
t
r
a
n
s
i
t
i
o
n
s
f
r
o
m
e
a
c
h
i
n
i
t
i
a
l
s
t
a
t
e
t
h
a
t
m
a
x
i
m
i
z
e
s
t
h
e
r
e
w
a
r
d
o
b
t
a
i
n
e
d
a
t
t
h
e
e
n
d
o
f
t
h
e
s
e
q
u
e
n
c
e
.
I
t
i
s
a
d
i
￿
c
u
l
t
l
e
a
r
n
i
n
g
p
r
o
b
l
e
m
b
e
c
a
u
s
e
,
f
r
o
m
s
o
m
e
i
n
i
t
i
a
l
s
t
a
t
e
s
,
t
h
e
e
a
r
l
y
m
o
v
e
s
d
e
t
e
r
m
i
n
e
w
h
e
t
h
e
r
o
r
n
o
t
i
t
i
s
e
v
e
n
p
o
s
s
i
b
l
e
t
o
a
c
h
i
e
v
e
t
h
e
m
a
x
i
m
u
m
r
e
w
a
r
d
.
E
f
-
f
e
c
t
i
v
e
c
r
e
d
i
t
a
s
s
i
g
n
m
e
n
t
i
s
t
h
e
r
e
f
o
r
e
a
p
i
v
o
t
a
l
i
s
s
u
e
.
A
n
o
t
h
e
r
d
i
￿
c
u
l
t
y
i
s
t
h
a
t
t
h
e
r
e
i
s
a
\
h
a
m
m
i
n
g
c
l
i
￿
"
i
n
t
h
e
b
i
n
a
r
y
r
e
p
r
e
s
e
n
t
a
t
i
o
n
o
f
t
h
e
￿
n
a
l
s
t
a
t
e
s
a
s
s
o
-
c
i
a
t
e
d
w
i
t
h
t
h
e
o
p
t
i
m
u
m
r
e
w
a
r
d
(
b
e
t
w
e
e
n
c
o
l
u
m
n
s
7
a
n
d
8
,
a
n
d
c
o
l
u
m
n
s
2
3
a
n
d
2
4
)
.
T
h
i
s
c
o
m
p
l
i
c
a
t
e
s
t
h
e
c
a
t
e
g
o
r
i
z
a
t
i
o
n
t
a
s
k
f
a
c
e
d
b
y
t
h
e
g
e
n
e
t
i
c
a
l
g
o
r
i
t
h
m
.
T
h
e
r
e
v
i
s
e
d
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
w
a
s
t
e
s
t
e
d
o
n
t
h
i
s
p
r
o
b
-
l
e
m
i
n
a
n
e
x
p
e
r
i
m
e
n
t
i
n
v
o
l
v
i
n
g
5
0
l
e
a
r
n
i
n
g
e
p
i
s
o
d
e
s
,
e
a
c
h
c
o
n
s
i
s
t
i
n
g
o
f
1
0
0
0
t
r
a
v
e
r
s
a
l
s
o
f
t
h
e
s
t
a
t
e
s
p
a
c
e
.
T
h
e
s
y
s
t
e
m
p
a
r
a
m
e
t
e
r
s
t
h
a
t
d
i
￿
e
r
e
d
f
r
o
m
t
h
e
m
u
l
-
t
i
p
l
e
x
o
r
e
x
p
e
r
i
m
e
n
t
s
w
e
r
e
N
=
2
0
0
0
,
N
m
=
2
4
,
R
=
5
0
0
,
a
n
d
￿
=
2
5
0
0
.
T
h
e
a
c
t
i
o
n
-
s
e
l
e
c
t
i
o
n
r
e
g
i
m
e
d
i
￿
e
r
e
d
s
l
i
g
h
t
l
y
f
r
o
m
t
h
e
o
n
e
u
s
e
d
f
o
r
t
h
e
m
u
l
t
i
p
l
e
x
o
r
p
r
o
b
l
e
m
s
.
F
o
r
e
a
c
h
t
r
a
v
e
r
s
a
l
o
f
t
h
e
s
t
a
t
e
s
p
a
c
e
,
t
h
e
s
y
s
t
e
m
￿
r
s
t
m
a
k
e
s
a
r
a
n
d
o
m
c
h
o
i
c
e
b
e
t
w
e
e
n
a
n
\
e
x
-
p
l
o
i
t
"
t
r
a
v
e
r
s
a
l
i
n
w
h
i
c
h
t
h
e
b
e
s
t
a
c
t
i
o
n
i
s
t
a
k
e
n
o
n
e
v
e
r
y
s
t
e
p
,
o
r
a
n
\
e
x
p
l
o
r
e
"
t
r
a
v
e
r
s
a
l
i
n
w
h
i
c
h
a
c
t
i
o
n
s
e
-
l
e
c
t
i
o
n
i
s
c
o
n
t
r
o
l
l
e
d
b
y
t
h
e
m
u
l
i
t
p
l
e
x
o
r
a
c
t
i
o
n
-
s
e
l
e
c
t
i
o
n
925 CLASSIFIER SYSTEMSr
e
g
i
m
e
.
T
h
e
r
e
s
u
l
t
s
a
r
e
s
u
m
m
a
r
i
z
e
d
i
n
F
i
g
u
r
e
3
,
w
h
i
c
h
c
o
m
p
a
r
e
s
t
h
e
p
e
r
f
o
r
m
a
n
c
e
w
i
t
h
p
r
e
v
i
o
u
s
r
e
s
u
l
t
s
o
n
t
h
i
s
p
r
o
b
l
e
m
r
e
p
o
r
t
e
d
f
o
r
G
r
e
f
e
n
s
t
e
t
t
e
’
s
[
5
]
s
y
s
t
e
m
R
U
D
I
a
n
d
B
o
o
k
e
r
’
s
[
3
]
s
y
s
t
e
m
G
o
f
e
r
.
T
h
e
r
e
v
i
s
e
d
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
q
u
i
c
k
l
y
a
c
h
i
e
v
e
s
g
o
o
d
p
e
r
f
o
r
m
a
n
c
e
o
n
t
h
i
s
t
a
s
k
a
n
d
s
t
e
a
d
i
l
y
i
m
p
r
o
v
e
s
t
o
w
a
r
d
o
p
t
i
m
u
m
(
1
0
0
0
r
e
w
a
r
d
l
e
v
e
l
)
p
e
r
f
o
r
m
a
n
c
e
,
c
l
e
a
r
l
y
o
u
t
p
e
r
f
o
r
m
i
n
g
b
o
t
h
R
U
D
I
a
n
d
G
o
f
e
r
.
4
C
o
n
c
l
u
s
i
o
n
s
W
h
i
l
e
t
h
e
s
e
r
e
s
u
l
t
s
a
r
e
p
r
e
l
i
m
i
n
a
r
y
,
t
h
e
y
d
o
s
h
o
w
t
h
a
t
a
n
e
n
d
o
g
e
n
o
u
s
￿
t
n
e
s
s
s
c
h
e
m
e
i
s
c
o
m
p
a
t
i
b
l
e
w
i
t
h
r
e
-
i
n
f
o
r
c
e
m
e
n
t
l
e
a
r
n
i
n
g
a
l
g
o
r
i
t
h
m
s
f
o
r
p
r
o
b
l
e
m
s
i
n
v
o
l
v
-
i
n
g
d
e
l
a
y
e
d
r
e
w
a
r
d
s
.
T
h
i
s
m
a
k
e
s
e
n
d
o
g
e
n
o
u
s
￿
t
n
e
s
s
a
m
o
r
e
s
u
i
t
a
b
l
e
a
l
t
e
r
n
a
t
i
v
e
f
o
r
i
m
p
l
e
m
e
n
t
i
n
g
c
l
a
s
s
i
-
￿
e
r
s
y
s
t
e
m
s
t
o
s
o
l
v
e
i
n
t
e
r
e
s
t
i
n
g
p
r
o
b
l
e
m
s
.
M
o
r
e
o
v
e
r
,
t
h
e
p
e
r
f
o
r
m
a
n
c
e
o
f
t
h
e
e
n
d
o
g
e
n
o
u
s
￿
t
n
e
s
s
a
p
p
r
o
a
c
h
i
s
c
o
m
p
a
r
a
b
l
e
t
o
t
h
a
t
o
b
t
a
i
n
e
d
b
y
s
y
s
t
e
m
s
l
i
k
e
X
C
S
a
n
d
s
h
o
w
s
t
h
e
p
o
t
e
n
t
i
a
l
t
o
d
o
e
v
e
n
b
e
t
t
e
r
.
C
u
r
r
e
n
t
r
e
s
e
a
r
c
h
e
￿
o
r
t
s
a
r
e
c
o
n
d
u
c
t
i
n
g
m
o
r
e
e
x
p
e
r
i
m
e
n
t
s
w
i
t
h
t
h
i
s
e
n
h
a
n
c
e
d
v
e
r
s
i
o
n
o
f
t
h
e
e
n
d
o
g
e
n
o
u
s
￿
t
n
e
s
s
s
c
h
e
m
e
i
n
o
r
d
e
r
t
o
b
e
t
t
e
r
a
s
s
e
s
s
i
t
s
s
t
r
e
n
g
t
h
s
a
n
d
w
e
a
k
n
e
s
s
e
s
.
I
t
i
s
c
l
e
a
r
t
h
a
t
t
h
i
s
a
p
p
r
o
a
c
h
i
s
p
r
o
m
i
s
i
n
g
e
n
o
u
g
h
t
o
w
a
r
r
a
n
t
f
u
r
t
h
e
r
i
n
v
e
s
t
i
g
a
t
i
o
n
.
A
c
k
n
o
w
l
e
d
g
m
e
n
t
s
T
h
i
s
r
e
s
e
a
r
c
h
w
a
s
f
u
n
d
e
d
b
y
t
h
e
M
I
T
R
E
S
p
o
n
s
o
r
e
d
R
e
s
e
a
r
c
h
(
M
S
R
)
p
r
o
g
r
a
m
.
T
h
a
t
s
u
p
p
o
r
t
i
s
g
r
a
t
e
f
u
l
l
y
a
c
k
n
o
w
l
e
d
g
e
d
.
R
e
f
e
r
e
n
c
e
s
[
1
]
V
i
c
B
a
r
n
e
t
t
a
n
d
T
o
b
y
L
e
w
i
s
.
O
u
t
l
i
e
r
s
i
n
S
t
a
t
i
s
-
t
i
c
a
l
D
a
t
a
,
T
h
i
r
d
e
d
i
t
i
o
n
.
J
o
h
n
W
i
l
e
y
a
n
d
S
o
n
s
,
C
h
i
c
h
e
s
t
e
r
U
K
,
1
9
9
4
.
[
2
]
L
a
s
h
o
n
B
.
B
o
o
k
e
r
.
C
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
s
t
h
a
t
l
e
a
r
n
i
n
t
e
r
n
a
l
w
o
r
l
d
m
o
d
e
l
s
.
M
a
c
h
i
n
e
L
e
a
r
n
i
n
g
,
3
:
1
6
1
{
1
9
2
,
1
9
8
8
.
[
3
]
L
a
s
h
o
n
B
.
B
o
o
k
e
r
.
T
r
i
g
g
e
r
e
d
r
u
l
e
d
i
s
c
o
v
e
r
y
i
n
c
l
a
s
-
s
i
￿
e
r
s
y
s
t
e
m
s
.
I
n
J
.
D
a
v
i
d
S
c
h
a
￿
e
r
,
e
d
i
t
o
r
,
P
r
o
c
e
e
d
-
i
n
g
s
o
f
t
h
e
T
h
i
r
d
I
n
t
e
r
n
a
t
i
o
n
a
l
C
o
n
f
e
r
e
n
c
e
o
n
G
e
-
n
e
t
i
c
A
l
g
o
r
i
t
h
m
s
(
I
C
G
A
8
9
)
,
p
a
g
e
s
2
6
5
{
2
7
4
,
F
a
i
r
-
f
a
x
,
V
A
,
1
9
8
9
.
M
o
r
g
a
n
K
a
u
f
m
a
n
n
.
[
4
]
L
a
s
h
o
n
B
.
B
o
o
k
e
r
.
D
o
W
e
R
e
a
l
l
y
N
e
e
d
t
o
E
s
-
t
i
m
a
t
e
R
u
l
e
U
t
i
l
i
t
i
e
s
i
n
C
l
a
s
s
i
￿
e
r
S
y
s
t
e
m
s
?
I
n
P
i
e
r
L
u
c
a
L
a
n
z
i
,
W
o
l
f
g
a
n
g
S
t
o
l
z
m
a
n
n
,
a
n
d
S
t
e
w
-
a
r
t
W
.
W
i
l
s
o
n
,
e
d
i
t
o
r
s
,
L
e
a
r
n
i
n
g
C
l
a
s
s
i
￿
e
r
S
y
s
-
t
e
m
s
:
F
r
o
m
F
o
u
n
d
a
t
i
o
n
s
t
o
A
p
p
l
i
c
a
t
i
o
n
s
,
v
o
l
-
u
m
e
1
8
1
3
o
f
L
N
A
I
,
p
a
g
e
s
1
2
5
{
1
4
2
,
B
e
r
l
i
n
,
2
0
0
0
.
S
p
r
i
n
g
e
r
-
V
e
r
l
a
g
.
[
5
]
J
o
h
n
J
.
G
r
e
f
e
n
s
t
e
t
t
e
.
C
r
e
d
i
t
a
s
s
i
g
n
m
e
n
t
i
n
r
u
l
e
d
i
s
-
c
o
v
e
r
y
s
y
s
t
e
m
s
b
a
s
e
d
o
n
g
e
n
e
t
i
c
a
l
g
o
r
i
t
h
m
s
.
M
a
-
c
h
i
n
e
L
e
a
r
n
i
n
g
,
3
:
2
2
5
{
2
4
5
,
1
9
8
8
.
[
6
]
J
o
h
n
H
.
H
o
l
l
a
n
d
.
E
c
h
o
i
n
g
e
m
e
r
g
e
n
c
e
:
O
b
j
e
c
t
i
v
e
s
,
r
o
u
g
h
d
e
￿
n
i
t
i
o
n
s
,
a
n
d
s
p
e
c
u
l
a
t
i
o
n
s
f
o
r
E
c
h
o
-
c
l
a
s
s
m
o
d
e
l
s
.
I
n
G
.
C
o
w
a
n
,
D
.
P
i
n
e
s
,
a
n
d
D
.
M
e
l
z
n
e
r
,
e
d
i
t
o
r
s
,
C
o
m
p
l
e
x
i
t
y
:
M
e
t
a
p
h
o
r
s
,
M
o
d
e
l
s
,
a
n
d
R
e
a
l
-
i
t
y
,
v
o
l
u
m
e
X
I
X
o
f
S
a
n
t
a
F
e
I
n
s
t
i
t
u
t
e
S
t
u
d
i
e
s
i
n
t
h
e
S
c
i
e
n
c
e
s
o
f
C
o
m
p
l
e
x
i
t
y
,
p
a
g
e
s
3
0
9
{
3
4
2
.
A
d
d
i
s
o
n
-
W
e
s
l
e
y
,
R
e
a
d
i
n
g
,
M
A
,
1
9
9
4
.
[
7
]
J
o
h
n
H
.
H
o
l
l
a
n
d
,
K
e
i
t
h
J
.
H
o
l
y
o
a
k
,
R
i
c
h
a
r
d
E
.
N
i
s
-
b
e
t
t
,
a
n
d
P
.
R
.
T
h
a
g
a
r
d
.
I
n
d
u
c
t
i
o
n
:
P
r
o
c
e
s
s
e
s
o
f
I
n
f
e
r
e
n
c
e
,
L
e
a
r
n
i
n
g
,
a
n
d
D
i
s
c
o
v
e
r
y
.
M
I
T
P
r
e
s
s
,
C
a
m
b
r
i
d
g
e
,
1
9
8
6
.
[
8
]
B
o
r
i
s
I
g
l
e
w
i
c
z
a
n
d
D
a
v
i
d
.
C
.
H
o
a
g
l
i
n
.
H
o
w
t
o
D
e
t
e
c
t
a
n
d
H
a
n
d
l
e
O
u
t
l
i
e
r
s
,
v
o
l
u
m
e
1
6
o
f
A
m
e
r
-
i
c
a
n
S
o
c
i
e
t
y
f
o
r
Q
u
a
l
i
t
y
C
o
n
t
r
o
l
B
a
s
i
c
R
e
f
e
r
e
n
c
e
s
i
n
Q
u
a
l
i
t
y
C
o
n
t
r
o
l
:
S
t
a
t
i
s
t
i
c
a
l
T
e
c
h
n
i
q
u
e
s
.
A
S
Q
C
Q
u
a
l
i
t
y
P
r
e
s
s
,
M
i
l
w
a
u
k
e
e
W
I
,
1
9
9
3
.
[
9
]
L
e
s
l
i
e
P
a
c
k
K
a
e
l
b
l
i
n
g
,
M
i
c
h
a
e
l
L
.
L
i
t
t
m
a
n
,
a
n
d
A
n
d
r
e
w
W
.
M
o
o
r
e
.
R
e
i
n
f
o
r
c
e
m
e
n
t
l
e
a
r
n
i
n
g
:
A
s
u
r
v
e
y
.
J
o
u
r
n
a
l
o
f
A
r
t
i
￿
c
i
a
l
I
n
t
e
l
l
i
g
e
n
c
e
R
e
s
e
a
r
c
h
,
4
:
2
3
7
{
2
8
5
,
1
9
9
6
.
[
1
0
]
S
a
t
i
n
d
e
r
P
.
S
i
n
g
h
.
R
e
i
n
f
o
r
c
e
m
e
n
t
l
e
a
r
n
i
n
g
a
l
g
o
-
r
i
t
h
m
s
f
o
r
a
v
e
r
a
g
e
-
p
a
y
o
￿
M
a
r
k
o
v
i
a
n
d
e
c
i
s
i
o
n
p
r
o
-
c
e
s
s
e
s
.
I
n
P
r
o
c
e
e
d
i
n
g
s
o
f
t
h
e
T
w
e
l
f
t
h
N
a
t
i
o
n
a
l
C
o
n
-
f
e
r
e
n
c
e
o
n
A
r
t
i
￿
c
i
a
l
I
n
t
e
l
l
i
g
e
n
c
e
,
p
a
g
e
s
7
0
0
{
7
0
6
,
S
e
a
t
t
l
e
,
W
A
,
1
9
9
4
.
T
h
e
A
A
A
I
P
r
e
s
s
.
[
1
1
]
S
t
e
w
a
r
t
W
.
W
i
l
s
o
n
.
C
l
a
s
s
i
￿
e
r
￿
t
n
e
s
s
b
a
s
e
d
o
n
a
c
-
c
u
r
a
c
y
.
E
v
o
l
u
t
i
o
n
a
r
y
C
o
m
p
u
t
a
t
i
o
n
,
3
(
2
)
:
1
4
9
{
1
7
5
,
1
9
9
5
.
[
1
2
]
S
t
e
w
a
r
t
W
.
W
i
l
s
o
n
.
S
t
a
t
e
o
f
X
C
S
C
l
a
s
s
i
￿
e
r
S
y
s
-
t
e
m
R
e
s
e
a
r
c
h
.
I
n
P
i
e
r
L
u
c
a
L
a
n
z
i
,
W
o
l
f
g
a
n
g
S
t
o
l
z
-
m
a
n
n
,
a
n
d
S
t
e
w
a
r
t
W
.
W
i
l
s
o
n
,
e
d
i
t
o
r
s
,
L
e
a
r
n
i
n
g
C
l
a
s
s
i
￿
e
r
S
y
s
t
e
m
s
:
F
r
o
m
F
o
u
n
d
a
t
i
o
n
s
t
o
A
p
p
l
i
c
a
-
t
i
o
n
s
,
v
o
l
u
m
e
1
8
1
3
o
f
L
N
A
I
,
p
a
g
e
s
6
3
{
8
1
,
B
e
r
l
i
n
,
2
0
0
0
.
S
p
r
i
n
g
e
r
-
V
e
r
l
a
g
.
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o
w
X
C
S
E
v
o
l
v
e
s
A
c
c
u
r
a
t
e
C
l
a
s
s
i
￿
e
r
s
M
a
r
t
i
n
V
.
B
u
t
z
T
i
m
K
o
v
a
c
s
D
e
p
a
r
t
m
e
n
t
o
f
C
o
g
n
i
t
i
v
e
P
s
y
c
h
o
l
o
g
y
S
c
h
o
o
l
o
f
C
o
m
p
u
t
e
r
S
c
i
e
n
c
e
U
n
i
v
e
r
s
i
t
y
o
f
W
￿
u
r
z
b
u
r
g
T
h
e
U
n
i
v
e
r
s
i
t
y
o
f
B
i
r
m
i
n
g
h
a
m
W
￿
u
r
z
b
u
r
g
,
9
7
0
7
0
,
G
e
r
m
a
n
y
B
i
r
m
i
n
g
h
a
m
B
1
5
2
T
T
,
U
n
i
t
e
d
K
i
n
g
d
o
m
b
u
t
z
@
p
s
y
c
h
o
l
o
g
i
e
.
u
n
i
-
w
u
e
r
z
b
u
r
g
.
d
e
T
.
K
o
v
a
c
s
@
c
s
.
b
h
a
m
.
a
c
.
u
k
+
4
9
9
3
1
3
1
2
1
7
6
+
4
4
1
2
1
4
1
4
4
7
7
3
P
i
e
r
L
u
c
a
L
a
n
z
i
S
t
e
w
a
r
t
W
.
W
i
l
s
o
n
D
i
p
.
d
i
E
l
e
t
t
r
o
n
i
c
a
e
I
n
f
o
r
m
a
z
i
o
n
e
U
n
i
v
e
r
s
i
t
y
o
f
I
l
l
i
n
o
i
s
a
t
U
r
b
a
n
a
-
C
h
a
m
p
a
i
g
n
P
o
l
i
t
e
c
n
i
c
o
d
i
M
i
l
a
n
o
P
r
e
d
i
c
t
i
o
n
D
y
n
a
m
i
c
s
M
i
l
a
n
o
2
0
1
3
3
,
I
t
a
l
y
C
o
n
c
o
r
d
,
M
A
0
1
7
4
2
,
U
S
A
p
i
e
r
l
u
c
a
.
l
a
n
z
i
@
p
o
l
i
m
i
.
i
t
w
i
l
s
o
n
@
p
r
e
d
i
c
t
i
o
n
-
d
y
n
a
m
i
c
s
.
c
o
m
+
3
9
2
2
3
9
9
3
4
7
2
+
1
9
7
8
3
6
9
9
2
3
2
A
b
s
t
r
a
c
t
D
u
e
t
o
t
h
e
a
c
c
u
r
a
c
y
b
a
s
e
d
￿
t
n
e
s
s
a
p
p
r
o
a
c
h
,
t
h
e
u
l
t
i
m
a
t
e
g
o
a
l
f
o
r
X
C
S
i
s
t
h
e
e
v
o
l
u
t
i
o
n
o
f
a
c
o
m
p
a
c
t
,
c
o
m
p
l
e
t
e
,
a
n
d
a
c
c
u
r
a
t
e
p
a
y
-
o
￿
m
a
p
p
i
n
g
o
f
a
n
e
n
v
i
r
o
n
m
e
n
t
.
T
h
i
s
p
a
p
e
r
i
n
v
e
s
t
i
g
a
t
e
s
w
h
a
t
c
a
u
s
e
s
t
h
e
X
C
S
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
t
o
e
v
o
l
v
e
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
.
T
h
e
i
n
-
v
e
s
t
i
g
a
t
i
o
n
l
e
a
d
s
t
o
t
w
o
c
h
a
l
l
e
n
g
e
s
f
o
r
X
C
S
,
t
h
e
c
o
v
e
r
i
n
g
c
h
a
l
l
e
n
g
e
a
n
d
t
h
e
s
c
h
e
m
a
c
h
a
l
-
l
e
n
g
e
.
B
o
t
h
c
h
a
l
l
e
n
g
e
s
a
r
e
r
e
v
e
a
l
e
d
t
h
e
o
r
e
t
i
-
c
a
l
l
y
a
n
d
e
x
p
e
r
i
m
e
n
t
a
l
l
y
.
F
u
r
t
h
e
r
m
o
r
e
,
t
h
e
p
a
p
e
r
p
r
o
v
i
d
e
s
s
u
g
g
e
s
t
i
o
n
s
f
o
r
o
v
e
r
c
o
m
i
n
g
t
h
e
c
h
a
l
l
e
n
g
e
s
a
s
w
e
l
l
a
s
i
n
v
e
s
t
i
g
a
t
e
s
e
n
v
i
r
o
n
-
m
e
n
t
a
l
p
r
o
p
e
r
t
i
e
s
t
h
a
t
c
a
n
h
e
l
p
X
C
S
t
o
o
v
e
r
-
c
o
m
e
t
h
e
c
h
a
l
l
e
n
g
e
s
a
u
t
o
n
o
m
o
u
s
l
y
.
A
l
o
n
g
t
h
o
s
e
l
i
n
e
s
,
a
d
e
e
p
e
r
i
n
s
i
g
h
t
i
n
t
o
h
o
w
t
o
s
e
t
t
h
e
i
n
i
t
i
a
l
p
a
r
a
m
e
t
e
r
v
a
l
u
e
s
i
n
X
C
S
i
s
p
r
o
-
v
i
d
e
d
.
1
I
N
T
R
O
D
U
C
T
I
O
N
A
f
t
e
r
m
o
r
e
t
h
a
n
t
w
e
n
t
y
y
e
a
r
s
h
a
v
e
p
a
s
s
e
d
s
i
n
c
e
t
h
e
￿
r
s
t
l
e
a
r
n
i
n
g
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
(
L
C
S
)
a
p
p
r
o
a
c
h
e
s
(
H
o
l
-
l
a
n
d
&
R
e
i
t
m
a
n
,
1
9
7
8
)
,
r
e
c
e
n
t
l
y
,
L
C
S
s
a
p
p
e
a
r
t
o
r
e
a
c
h
c
o
m
p
e
t
e
n
c
e
.
T
h
e
X
C
S
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
(
W
i
l
s
o
n
,
1
9
9
5
)
s
o
l
v
e
d
t
h
e
f
o
r
m
e
r
m
a
i
n
s
h
o
r
t
c
o
m
i
n
g
o
f
L
C
S
s
,
t
h
a
t
i
s
t
h
e
p
r
o
b
l
e
m
o
f
s
t
r
o
n
g
o
v
e
r
-
g
e
n
e
r
a
l
s
(
K
o
v
a
c
s
,
2
0
0
1
)
,
b
y
i
t
s
a
c
c
u
r
a
c
y
b
a
s
e
d
￿
t
n
e
s
s
a
p
p
r
o
a
c
h
.
P
r
e
v
i
o
u
s
L
C
S
s
e
v
o
l
v
e
d
s
t
r
o
n
g
r
u
l
e
s
i
n
t
e
r
m
s
o
f
r
u
l
e
s
t
h
a
t
e
n
c
o
u
n
t
e
r
h
i
g
h
r
e
w
a
r
d
s
f
r
o
m
e
n
v
i
r
o
n
m
e
n
t
s
.
O
n
t
h
e
o
t
h
e
r
h
a
n
d
,
X
C
S
e
v
o
l
v
e
s
a
c
c
u
r
a
t
e
r
u
l
e
s
,
i
.
e
.
,
r
u
l
e
s
w
h
i
c
h
a
c
c
u
r
a
t
e
l
y
p
r
e
d
i
c
t
t
h
e
p
a
y
o
￿
e
n
c
o
u
n
t
e
r
e
d
a
f
t
e
r
t
h
e
e
x
e
c
u
t
i
o
n
o
f
a
n
a
c
t
i
o
n
.
D
e
s
p
i
t
e
t
h
i
s
i
n
s
i
g
h
t
,
t
i
l
n
o
w
i
t
h
a
s
n
o
t
b
e
e
n
c
l
a
r
i
￿
e
d
h
o
w
t
h
e
g
e
n
e
t
i
c
a
l
g
o
r
i
t
h
m
(
G
A
)
i
n
X
C
S
c
a
n
b
e
n
e
￿
t
f
r
o
m
t
h
i
s
a
p
p
r
o
a
c
h
.
E
s
s
e
n
t
i
a
l
l
y
,
i
t
i
s
n
o
t
c
l
e
a
r
h
o
w
a
n
d
w
h
e
n
t
h
e
a
c
c
u
r
a
c
y
b
a
s
e
d
￿
t
n
e
s
s
a
p
p
r
o
a
c
h
p
u
s
h
e
s
t
h
e
p
o
p
u
l
a
t
i
o
n
o
f
c
l
a
s
s
i
￿
e
r
s
t
o
w
a
r
d
s
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
.
T
h
e
a
i
m
o
f
t
h
i
s
p
a
p
e
r
i
s
t
o
i
n
v
e
s
t
i
g
a
t
e
a
n
d
c
l
a
r
i
f
y
t
h
e
e
v
o
l
u
t
i
o
n
a
r
y
p
r
e
s
s
u
r
e
i
n
X
C
S
t
o
w
a
r
d
s
a
c
c
u
r
a
t
e
c
l
a
s
s
i
-
￿
e
r
s
.
A
l
o
n
g
t
h
o
s
e
l
i
n
e
s
t
h
e
p
a
p
e
r
e
x
p
o
s
e
s
t
w
o
p
r
o
b
l
e
m
b
o
u
n
d
a
r
i
e
s
o
r
c
h
a
l
l
e
n
g
e
s
t
h
a
t
c
a
n
m
o
r
e
o
r
l
e
s
s
s
e
v
e
r
e
l
y
d
e
c
r
e
a
s
e
t
h
e
a
c
c
u
r
a
c
y
p
r
e
s
s
u
r
e
.
A
l
t
e
r
n
a
t
i
v
e
s
h
o
w
t
o
c
i
r
c
u
m
v
e
n
t
t
h
e
p
r
o
b
l
e
m
a
r
e
p
r
o
v
i
d
e
d
.
M
o
r
e
o
v
e
r
,
e
n
v
i
-
r
o
n
m
e
n
t
a
l
p
r
o
p
e
r
t
i
e
s
a
r
e
i
n
v
e
s
t
i
g
a
t
e
d
t
h
a
t
h
e
l
p
X
C
S
t
o
e
v
o
l
v
e
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
f
a
s
t
e
r
.
F
i
n
a
l
l
y
,
t
h
e
u
t
i
l
i
t
y
a
n
d
b
e
s
t
i
n
i
t
i
a
l
s
e
t
t
i
n
g
o
f
s
e
v
e
r
a
l
p
a
r
a
m
e
t
e
r
s
i
s
c
l
a
r
i
-
￿
e
d
.
T
h
e
p
a
p
e
r
i
s
s
t
r
u
c
t
u
r
e
d
a
s
f
o
l
l
o
w
s
.
F
i
r
s
t
,
w
e
p
r
o
v
i
d
e
a
s
h
o
r
t
o
v
e
r
v
i
e
w
o
v
e
r
t
h
e
X
C
S
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
m
e
n
-
t
i
o
n
i
n
g
a
l
l
p
a
r
a
m
e
t
e
r
s
a
n
d
e
q
u
a
t
i
o
n
s
i
m
p
o
r
t
a
n
t
f
o
r
t
h
e
r
e
m
a
i
n
d
e
r
o
f
t
h
e
p
a
p
e
r
.
S
e
c
t
i
o
n
3
d
i
s
c
u
s
s
e
s
t
h
e
a
c
c
u
-
r
a
c
y
p
r
e
s
s
u
r
e
i
n
X
C
S
t
h
e
o
r
e
t
i
c
a
l
l
y
,
e
m
p
h
a
s
i
z
i
n
g
t
w
o
c
h
a
l
l
e
n
g
e
s
a
n
d
p
o
s
s
i
b
l
e
s
o
l
u
t
i
o
n
s
.
N
e
x
t
,
s
e
c
t
i
o
n
4
v
a
l
i
-
d
a
t
e
s
t
h
e
p
r
o
p
o
s
e
d
p
r
e
s
s
u
r
e
s
a
n
d
s
o
l
u
t
i
o
n
s
.
M
o
r
e
o
v
e
r
,
i
t
p
r
o
v
i
d
e
s
f
u
r
t
h
e
r
i
n
s
i
g
h
t
i
n
t
h
e
b
e
s
t
i
n
i
t
i
a
l
p
a
r
a
m
e
-
t
e
r
s
e
t
t
i
n
g
.
F
i
n
a
l
l
y
,
w
e
s
u
m
m
a
r
i
z
e
a
n
d
c
o
n
c
l
u
d
e
t
h
e
p
a
p
e
r
.
2
X
C
S
O
V
E
R
V
I
E
W
T
h
e
X
C
S
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
w
a
s
d
e
v
e
l
o
p
e
d
b
y
W
i
l
s
o
n
(
1
9
9
5
)
.
A
l
t
h
o
u
g
h
w
e
a
s
s
u
m
e
a
b
a
s
i
c
f
a
m
i
l
i
a
r
i
t
y
w
i
t
h
927 CLASSIFIER SYSTEMSt
h
e
s
y
s
t
e
m
,
t
h
i
s
s
e
c
t
i
o
n
p
r
o
v
i
d
e
s
a
g
e
n
e
r
a
l
o
v
e
r
v
i
e
w
o
f
X
C
S
d
i
s
p
l
a
y
i
n
g
t
h
e
a
c
c
u
r
a
c
y
r
e
l
a
t
e
d
m
e
t
h
o
d
s
i
n
d
e
t
a
i
l
.
F
o
r
f
u
r
t
h
e
r
i
n
f
o
r
m
a
t
i
o
n
t
h
e
i
n
t
e
r
e
s
t
e
d
r
e
a
d
e
r
s
h
o
u
l
d
r
e
f
e
r
t
o
W
i
l
s
o
n
(
1
9
9
5
)
,
a
n
d
t
h
e
a
l
g
o
r
i
t
h
m
i
c
d
e
s
c
r
i
p
t
i
o
n
o
f
X
C
S
(
B
u
t
z
&
W
i
l
s
o
n
,
2
0
0
1
)
.
A
s
i
n
a
l
l
L
C
S
s
a
n
d
r
e
i
n
f
o
r
c
e
m
e
n
t
l
e
a
r
n
i
n
g
m
e
t
h
o
d
s
,
X
C
S
a
c
t
s
a
s
a
l
e
a
r
n
i
n
g
a
g
e
n
t
t
h
a
t
p
e
r
c
e
i
v
e
s
i
n
p
u
t
s
d
e
s
c
r
i
b
i
n
g
t
h
e
c
u
r
r
e
n
t
e
n
v
i
r
o
n
m
e
n
t
a
l
s
t
a
t
e
,
r
e
s
p
o
n
d
s
w
i
t
h
a
c
t
i
o
n
s
,
a
n
d
r
e
c
e
i
v
e
s
r
e
w
a
r
d
(
p
o
s
s
i
b
l
y
f
r
o
m
a
s
e
p
-
a
r
a
t
e
d
r
e
i
n
f
o
r
c
e
m
e
n
t
p
r
o
g
r
a
m
)
a
s
a
n
i
n
d
i
c
a
t
i
o
n
o
f
t
h
e
v
a
l
u
e
o
f
i
t
s
a
c
t
i
o
n
.
T
h
e
r
e
w
a
r
d
r
e
c
e
i
v
e
d
i
s
d
e
￿
n
e
d
b
y
t
h
e
r
e
w
a
r
d
f
u
n
c
t
i
o
n
,
w
h
i
c
h
m
a
p
s
s
t
a
t
e
/
a
c
t
i
o
n
p
a
i
r
s
t
o
r
e
a
l
n
u
m
b
e
r
s
,
a
n
d
i
t
i
s
p
a
r
t
o
f
t
h
e
p
r
o
b
l
e
m
d
e
￿
n
i
t
i
o
n
(
S
u
t
t
o
n
&
B
a
r
t
o
,
1
9
9
8
)
.
F
o
r
t
h
e
i
n
v
e
s
t
i
g
a
t
i
o
n
p
u
r
-
p
o
s
e
s
i
n
t
h
i
s
p
a
p
e
r
w
e
o
n
l
y
u
s
e
s
i
n
g
l
e
-
s
t
e
p
t
a
s
k
s
i
n
w
h
i
c
h
t
h
e
a
g
e
n
t
’
s
a
c
t
i
o
n
s
d
o
n
o
t
i
n
￿
u
e
n
c
e
t
h
e
s
u
c
c
e
s
-
s
i
v
e
s
t
a
t
e
s
.
T
h
e
g
o
a
l
o
f
t
h
e
a
g
e
n
t
i
s
t
o
m
a
x
i
m
i
z
e
t
h
e
r
e
w
a
r
d
i
t
r
e
c
e
i
v
e
s
.
W
h
e
n
X
C
S
r
e
c
e
i
v
e
s
a
n
i
n
p
u
t
i
t
f
o
r
m
s
t
h
e
m
a
t
c
h
s
e
t
[
M
]
o
f
r
u
l
e
s
w
h
o
s
e
c
o
n
d
i
t
i
o
n
s
m
a
t
c
h
t
h
e
e
n
v
i
r
o
n
m
e
n
-
t
a
l
i
n
p
u
t
.
X
C
S
r
e
q
u
i
r
e
s
t
h
a
t
a
t
l
e
a
s
t
￿
m
n
a
a
c
t
i
o
n
s
a
r
e
p
r
e
s
e
n
t
i
n
a
m
a
t
c
h
s
e
t
(
B
u
t
z
&
W
i
l
s
o
n
,
2
0
0
1
)
.
I
f
t
h
i
s
i
s
n
o
t
t
h
e
c
a
s
e
,
c
o
v
e
r
i
n
g
c
l
a
s
s
i
￿
e
r
s
w
i
l
l
b
e
c
r
e
a
t
e
d
w
i
t
h
a
m
a
t
c
h
i
n
g
c
o
n
d
i
t
i
o
n
.
E
a
c
h
a
t
t
r
i
b
u
t
e
i
n
t
h
e
c
o
n
d
i
-
t
i
o
n
o
f
s
u
c
h
a
c
o
v
e
r
i
n
g
c
l
a
s
s
i
￿
e
r
i
s
a
#
-
s
y
m
b
o
l
(
a
s
o
c
a
l
l
e
d
d
o
n
’
t
c
a
r
e
s
y
m
b
o
l
t
h
a
t
m
a
t
c
h
e
s
a
n
y
i
n
p
u
t
)
w
i
t
h
a
p
r
o
b
a
b
i
l
i
t
y
o
f
P
#
a
n
d
t
h
e
c
o
r
r
e
s
p
o
n
d
i
n
g
p
e
r
c
e
i
v
e
d
s
y
m
b
o
l
o
t
h
e
r
w
i
s
e
.
N
e
x
t
,
X
C
S
s
e
l
e
c
t
s
a
n
a
c
t
i
o
n
f
r
o
m
a
m
o
n
g
t
h
o
s
e
a
d
v
o
c
a
t
e
d
b
y
t
h
e
r
u
l
e
s
i
n
[
M
]
.
T
h
e
s
u
b
s
e
t
o
f
[
M
]
w
h
i
c
h
a
d
v
o
c
a
t
e
s
t
h
e
s
e
l
e
c
t
e
d
a
c
t
i
o
n
i
s
c
a
l
l
e
d
t
h
e
a
c
t
i
o
n
s
e
t
[
A
]
.
I
n
e
a
c
h
c
y
c
l
e
,
X
C
S
u
p
d
a
t
e
s
t
h
e
r
u
l
e
s
i
n
[
A
]
b
a
s
e
d
o
n
t
h
e
r
e
w
a
r
d
r
e
c
e
i
v
e
d
.
R
u
l
e
s
n
o
t
i
n
[
A
]
a
r
e
n
o
t
u
p
d
a
t
e
d
.
M
o
r
e
o
v
e
r
,
d
e
p
e
n
d
e
n
t
o
n
t
h
e
t
h
r
e
s
h
o
l
d
￿
g
a
a
n
d
t
h
e
a
v
-
e
r
a
g
e
t
i
m
e
i
n
[
A
]
s
i
n
c
e
t
h
e
l
a
s
t
G
A
a
p
p
l
i
c
a
t
i
o
n
,
a
r
e
-
p
r
o
d
u
c
t
i
v
e
e
v
e
n
t
i
s
t
r
i
g
g
e
r
e
d
,
i
n
w
h
i
c
h
a
G
A
i
s
c
a
l
l
e
d
u
p
o
n
t
o
m
o
d
i
f
y
t
h
e
p
o
p
u
l
a
t
i
o
n
o
f
r
u
l
e
s
.
S
i
n
c
e
t
h
e
G
A
i
n
X
C
S
o
n
l
y
r
e
p
r
o
d
u
c
e
s
c
l
a
s
s
i
￿
e
r
s
c
u
r
r
e
n
t
l
y
i
n
[
A
]
i
t
r
e
a
l
i
z
e
s
a
n
i
m
p
l
i
c
i
t
n
i
c
h
i
n
g
.
T
h
e
G
A
c
h
o
o
s
e
s
t
w
o
c
l
a
s
-
s
i
￿
e
r
s
f
o
r
r
e
p
r
o
d
u
c
t
i
o
n
p
r
o
p
o
r
t
i
o
n
a
l
l
y
t
o
t
h
e
￿
t
n
e
s
s
e
s
F
o
f
t
h
e
c
l
a
s
s
i
￿
e
r
s
i
n
[
A
]
.
T
h
e
s
e
l
e
c
t
e
d
c
l
a
s
s
i
￿
e
r
s
a
r
e
r
e
p
r
o
d
u
c
e
d
,
c
r
o
s
s
e
d
,
m
u
t
a
t
e
d
,
a
n
d
i
n
s
e
r
t
e
d
i
n
t
h
e
p
o
p
-
u
l
a
t
i
o
n
.
T
h
e
p
a
r
e
n
t
s
s
t
a
y
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
c
o
m
p
e
t
i
n
g
w
i
t
h
t
h
e
i
r
o
￿
s
p
r
i
n
g
.
M
o
r
e
o
v
e
r
,
s
u
b
s
u
m
p
t
i
o
n
d
e
l
e
t
i
o
n
a
c
t
s
i
n
[
A
]
d
e
l
e
t
i
n
g
m
o
r
e
s
p
e
c
i
￿
c
c
l
a
s
s
i
￿
e
r
s
i
f
a
n
a
c
c
u
-
r
a
t
e
,
e
x
p
e
r
i
e
n
c
e
d
,
a
n
d
m
o
r
e
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
e
x
i
s
t
s
.
I
f
t
h
e
n
u
m
b
e
r
o
f
c
l
a
s
s
i
￿
e
r
s
i
n
a
p
o
p
u
l
a
t
i
o
n
e
x
c
e
e
d
s
t
h
e
t
h
r
e
s
h
o
l
d
N
,
e
x
c
e
s
s
c
l
a
s
s
i
￿
e
r
s
a
r
e
d
e
l
e
t
e
d
.
C
l
a
s
s
i
￿
e
r
s
f
o
r
d
e
l
e
t
i
o
n
a
r
e
s
e
l
e
c
t
e
d
i
n
[
P
]
p
r
o
p
o
r
t
i
o
n
a
l
l
y
t
o
t
h
e
i
r
a
c
t
i
o
n
s
e
t
s
i
z
e
e
s
t
i
m
a
t
e
a
s
.
I
f
s
u
Æ
c
i
e
n
t
l
y
e
x
p
e
r
i
e
n
c
e
d
a
n
d
w
i
t
h
a
s
i
g
n
i
￿
c
a
n
t
l
y
l
o
w
￿
t
n
e
s
s
F
,
t
h
e
p
r
o
b
a
b
i
l
i
t
y
o
f
d
e
l
e
t
i
o
n
i
s
i
n
c
r
e
a
s
e
d
f
u
r
t
h
e
r
.
T
h
e
r
u
l
e
￿
t
n
e
s
s
c
a
l
c
u
l
a
t
i
o
n
i
n
X
C
S
d
i
￿
e
r
s
f
r
o
m
t
r
a
d
i
-
t
i
o
n
a
l
a
p
p
r
o
a
c
h
e
s
.
I
n
t
r
a
d
i
t
i
o
n
a
l
s
t
r
e
n
g
t
h
-
b
a
s
e
d
s
y
s
-
t
e
m
s
(
e
.
g
.
,
G
o
l
d
b
e
r
g
,
1
9
8
9
;
W
i
l
s
o
n
,
1
9
9
4
)
,
t
h
e
￿
t
n
e
s
s
o
f
a
r
u
l
e
i
s
c
a
l
l
e
d
i
t
s
s
t
r
e
n
g
t
h
.
T
h
i
s
v
a
l
u
e
i
s
u
s
e
d
i
n
b
o
t
h
a
c
t
i
o
n
s
e
l
e
c
t
i
o
n
a
n
d
r
e
p
r
o
d
u
c
t
i
o
n
.
I
n
c
o
n
t
r
a
s
t
,
t
h
e
a
c
c
u
r
a
c
y
-
b
a
s
e
d
X
C
S
m
a
i
n
t
a
i
n
s
s
e
p
a
r
a
t
e
e
s
t
i
m
a
t
e
s
o
f
r
u
l
e
u
t
i
l
i
t
y
f
o
r
a
c
t
i
o
n
s
e
l
e
c
t
i
o
n
a
n
d
r
e
p
r
o
d
u
c
t
i
o
n
.
I
n
s
i
n
g
l
e
-
s
t
e
p
t
a
s
k
s
a
n
L
C
S
t
y
p
i
c
a
l
l
y
u
s
e
s
a
n
u
p
d
a
t
e
l
i
k
e
t
h
e
f
o
l
l
o
w
i
n
g
d
e
l
t
a
r
u
l
e
t
o
u
p
d
a
t
e
r
u
l
e
s
t
r
e
n
g
t
h
w
h
i
c
h
i
s
c
a
l
l
e
d
t
h
e
r
e
w
a
r
d
p
r
e
d
i
c
t
i
o
n
p
i
n
X
C
S
:
p
 
p
+
￿
(
R
￿
p
)
(
1
)
w
h
e
r
e
0
<
￿
￿
1
i
s
a
c
o
n
s
t
a
n
t
c
o
n
t
r
o
l
l
i
n
g
t
h
e
l
e
a
r
n
-
i
n
g
r
a
t
e
a
n
d
R
i
s
t
h
e
r
e
w
a
r
d
f
r
o
m
t
h
e
e
n
v
i
r
o
n
m
e
n
t
.
F
r
o
m
t
h
e
r
e
w
a
r
d
p
r
e
d
i
c
t
i
o
n
p
X
C
S
u
p
d
a
t
e
s
a
n
u
m
b
e
r
o
f
p
a
r
a
m
e
t
e
r
s
f
o
r
a
d
j
u
s
t
i
n
g
i
t
s
￿
t
n
e
s
s
F
:
￿
 
￿
+
￿
(
j
R
￿
p
j
￿
￿
)
(
2
)
￿
=
(
1
i
f
￿
<
￿
0
￿
(
￿
=
￿
0
)
￿
￿
o
t
h
e
r
w
i
s
e
(
3
)
￿
0
 
￿
P
x
2
[
A
]
￿
x
(
4
)
F
 
F
+
￿
(
￿
0
￿
F
)
(
5
)
T
h
e
p
a
r
a
m
e
t
e
r
￿
0
(
￿
0
>
0
)
c
o
n
t
r
o
l
s
t
h
e
t
o
l
e
r
a
n
c
e
f
o
r
p
r
e
d
i
c
t
i
o
n
e
r
r
o
r
￿
;
￿
(
0
<
￿
<
1
)
a
n
d
￿
(
￿
>
0
)
a
r
e
c
o
n
s
t
a
n
t
s
c
o
n
t
r
o
l
l
i
n
g
t
h
e
r
a
t
e
o
f
d
e
c
l
i
n
e
i
n
a
c
c
u
r
a
c
y
￿
w
h
e
n
￿
0
i
s
e
x
c
e
e
d
e
d
.
T
h
e
u
p
d
a
t
e
s
t
r
e
a
t
t
h
e
s
t
r
e
n
g
t
h
o
f
a
r
u
l
e
a
s
a
p
r
e
d
i
c
t
i
o
n
o
f
t
h
e
r
e
w
a
r
d
t
o
b
e
r
e
c
e
i
v
e
d
,
a
n
d
m
a
i
n
t
a
i
n
a
n
e
s
t
i
m
a
t
e
o
f
t
h
e
e
r
r
o
r
￿
o
f
i
t
s
r
e
w
a
r
d
p
r
e
d
i
c
t
i
o
n
.
A
n
a
c
c
u
r
a
c
y
s
c
o
r
e
￿
i
s
c
a
l
c
u
l
a
t
e
d
b
a
s
e
d
o
n
t
h
e
e
r
r
o
r
a
s
f
o
l
l
o
w
s
.
I
f
e
r
r
o
r
i
s
b
e
l
o
w
s
o
m
e
t
h
r
e
s
h
o
l
d
￿
0
t
h
e
r
u
l
e
i
s
a
s
s
u
m
e
d
t
o
b
e
a
c
c
u
r
a
t
e
(
h
a
s
a
n
a
c
c
u
r
a
c
y
o
f
1
)
,
o
t
h
e
r
w
i
s
e
i
t
s
a
c
c
u
r
a
c
y
d
r
o
p
s
o
￿
q
u
i
c
k
l
y
.
T
h
e
a
c
-
c
u
r
a
c
y
v
a
l
u
e
s
i
n
t
h
e
a
c
t
i
o
n
s
e
t
[
A
]
a
r
e
t
h
e
n
c
o
n
v
e
r
t
e
d
t
o
r
e
l
a
t
i
v
e
a
c
c
u
r
a
c
i
e
s
￿
0
,
a
n
d
￿
n
a
l
l
y
e
a
c
h
r
u
l
e
’
s
￿
t
n
e
s
s
F
i
s
u
p
d
a
t
e
d
t
o
w
a
r
d
s
i
t
s
r
e
l
a
t
i
v
e
a
c
c
u
r
a
c
y
.
F
i
g
u
r
e
1
v
i
s
u
a
l
i
z
e
s
e
q
u
a
t
i
o
n
(
3
)
.
O
b
s
e
r
v
a
b
l
e
i
s
t
h
e
i
d
e
a
b
e
h
i
n
d
t
h
e
a
c
c
u
r
a
c
y
c
a
l
c
u
l
a
t
i
o
n
:
￿
0
i
s
t
h
e
t
h
r
e
s
h
o
l
d
t
o
w
h
a
t
e
x
t
e
n
t
e
r
r
o
r
s
a
r
e
a
c
c
e
p
t
e
d
;
￿
c
a
u
s
e
s
a
s
t
r
o
n
g
d
i
s
t
i
n
c
-
t
i
o
n
b
e
t
w
e
e
n
a
c
c
u
r
a
t
e
a
n
d
n
o
t
q
u
i
t
e
a
c
c
u
r
a
t
e
c
l
a
s
s
i
-
￿
e
r
s
;
t
h
e
s
t
e
e
p
n
e
s
s
o
f
t
h
e
s
u
c
c
e
s
s
i
v
e
s
l
o
p
e
i
s
i
n
￿
u
e
n
c
e
d
b
y
￿
a
s
w
e
l
l
a
s
￿
0
.
T
o
s
u
m
m
a
r
i
z
e
,
i
n
X
C
S
￿
t
n
e
s
s
b
e
h
a
v
e
s
i
n
v
e
r
s
e
l
y
t
o
t
h
e
r
e
w
a
r
d
p
r
e
d
i
c
t
i
o
n
e
r
r
o
r
,
w
i
t
h
e
r
r
o
r
s
b
e
l
o
w
￿
0
b
e
i
n
g
i
g
-
n
o
r
e
d
e
n
t
i
r
e
l
y
.
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ε0
ε
κ
}
}
ν ε0 ,
F
i
g
u
r
e
1
:
T
h
e
c
a
l
c
u
l
a
t
i
o
n
o
f
t
h
e
a
c
c
u
r
a
c
y
k
a
p
p
a
i
s
c
r
u
c
i
a
l
f
o
r
t
h
e
￿
t
n
e
s
s
a
p
p
r
o
a
c
h
i
n
X
C
S
.
3
F
I
N
D
I
N
G
A
C
C
U
R
A
T
E
C
L
A
S
S
I
F
I
E
R
S
A
l
t
h
o
u
g
h
t
h
e
l
a
s
t
s
e
c
t
i
o
n
g
a
v
e
a
n
o
v
e
r
v
i
e
w
o
f
t
h
e
f
u
n
c
-
t
i
o
n
i
n
g
o
f
X
C
S
,
i
t
i
s
n
o
t
c
l
e
a
r
h
o
w
t
h
e
G
A
m
e
t
h
o
d
e
v
o
l
v
e
s
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
.
T
h
e
a
c
c
u
r
a
c
y
b
a
s
e
d
￿
t
-
n
e
s
s
i
s
o
n
l
y
a
p
r
e
r
e
q
u
i
s
i
t
e
f
o
r
a
s
u
c
c
e
s
s
f
u
l
e
v
o
l
u
t
i
o
n
.
T
h
i
s
s
e
c
t
i
o
n
e
x
p
l
a
i
n
s
￿
r
s
t
h
o
w
t
h
e
p
r
e
s
s
u
r
e
t
o
w
a
r
d
s
a
c
c
u
r
a
t
e
,
m
a
x
i
m
a
l
l
y
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
(
i
.
e
.
c
l
a
s
s
i
￿
e
r
s
w
h
i
c
h
a
r
e
a
c
c
u
r
a
t
e
a
n
d
i
n
t
h
e
m
e
a
n
t
i
m
e
a
s
g
e
n
e
r
a
l
a
s
p
o
s
s
i
b
l
e
)
i
s
r
e
a
l
i
z
e
d
i
n
X
C
S
.
N
e
x
t
,
i
t
i
n
v
e
s
t
i
g
a
t
e
s
p
r
o
b
l
e
m
b
o
u
n
d
a
r
i
e
s
t
h
a
t
h
i
n
d
e
r
p
a
r
t
s
o
f
t
h
e
p
r
e
s
s
u
r
e
s
a
n
d
c
o
n
s
e
q
u
e
n
t
l
y
h
i
n
d
e
r
X
C
S
f
r
o
m
e
v
o
l
v
i
n
g
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
.
F
i
n
a
l
l
y
,
s
o
l
u
t
i
o
n
s
t
o
t
h
o
s
e
b
o
u
n
d
a
r
i
e
s
a
r
e
p
r
o
p
o
s
e
d
.
3
.
1
T
H
E
A
C
C
U
R
A
C
Y
P
R
E
S
S
U
R
E
T
h
e
a
c
c
u
r
a
c
y
p
r
e
s
s
u
r
e
i
n
X
C
S
i
s
r
e
a
l
i
z
e
d
b
y
s
e
v
e
r
a
l
m
e
t
h
o
d
s
b
a
s
e
d
o
n
t
h
e
p
r
i
n
c
i
p
l
e
o
f
t
h
e
s
u
r
v
i
v
a
l
o
f
t
h
e
￿
t
t
e
s
t
a
n
d
d
i
e
o
u
t
o
f
t
h
e
w
e
a
k
.
H
o
w
e
v
e
r
,
m
i
n
o
r
m
o
d
i
￿
-
c
a
t
i
o
n
s
a
n
d
i
n
t
e
r
p
r
e
t
a
t
i
o
n
o
f
t
h
e
s
e
p
r
i
n
c
i
p
l
e
s
g
i
v
e
X
C
S
t
h
e
r
e
a
l
p
o
w
e
r
.
I
n
t
h
e
f
o
l
l
o
w
i
n
g
,
w
e
￿
r
s
t
d
e
s
c
r
i
b
e
t
h
e
m
e
t
h
o
d
s
s
e
p
a
r
a
t
e
l
y
a
n
d
n
e
x
t
d
i
s
c
u
s
s
t
h
e
i
r
i
n
t
e
r
a
c
t
i
o
n
.
T
h
e
r
e
p
r
o
d
u
c
t
i
o
n
m
e
t
h
o
d
i
n
t
h
e
G
A
r
e
a
l
i
z
e
s
t
h
e
s
u
r
-
v
i
v
a
l
o
f
t
h
e
￿
t
t
e
s
t
p
r
i
n
c
i
p
l
e
.
R
e
p
r
o
d
u
c
e
d
a
r
e
c
l
a
s
s
i
-
￿
e
r
s
w
i
t
h
a
h
i
g
h
￿
t
n
e
s
s
w
h
i
c
h
i
m
p
l
i
e
s
a
h
i
g
h
e
r
a
c
c
u
-
r
a
c
y
t
h
a
n
o
t
h
e
r
c
l
a
s
s
i
￿
e
r
s
i
n
t
h
e
s
a
m
e
e
n
v
i
r
o
n
m
e
n
t
a
l
n
i
c
h
e
.
T
h
u
s
,
a
c
c
u
r
a
t
e
r
a
t
h
e
r
t
h
a
n
o
v
e
r
-
g
e
n
e
r
a
l
c
l
a
s
s
i
-
￿
e
r
s
a
r
e
r
e
p
r
o
d
u
c
e
d
.
(
W
e
u
s
e
t
h
e
t
e
r
m
e
n
v
i
r
o
n
m
e
n
t
a
l
n
i
c
h
e
r
e
f
e
r
r
i
n
g
t
o
o
n
e
n
e
c
e
s
s
a
r
y
s
o
l
u
t
i
o
n
o
f
a
p
r
o
b
l
e
m
d
e
s
c
r
i
b
e
d
b
y
a
s
c
h
e
m
a
o
f
l
o
w
e
s
t
p
o
s
s
i
b
l
e
o
r
d
e
r
(
s
e
e
e
.
g
.
G
o
l
d
b
e
r
g
,
1
9
8
9
)
t
o
g
e
t
h
e
r
w
i
t
h
i
t
s
i
n
c
i
d
e
n
t
a
l
a
c
-
t
i
o
n
.
T
h
e
o
r
d
e
r
o
o
f
a
s
c
h
e
m
a
d
e
n
o
t
e
s
t
h
e
n
u
m
b
e
r
o
f
s
p
e
c
i
￿
c
a
t
t
r
i
b
u
t
e
s
i
n
t
h
e
s
c
h
e
m
a
.
)
T
h
e
d
e
l
e
t
i
o
n
m
e
t
h
o
d
,
s
e
p
a
r
a
t
e
d
f
r
o
m
t
h
e
r
e
p
r
o
d
u
c
t
i
o
n
p
r
o
c
e
s
s
,
e
m
p
h
a
s
i
z
e
s
t
h
e
d
e
l
e
t
i
o
n
o
f
c
l
a
s
s
i
￿
e
r
s
i
n
l
a
r
g
e
n
i
c
h
e
s
.
M
o
r
e
o
v
e
r
,
a
p
p
l
y
i
n
g
t
h
e
d
e
l
e
t
i
o
n
m
e
t
h
o
d
i
n
K
o
-
v
a
c
s
(
1
9
9
9
)
,
d
e
l
e
t
i
o
n
f
u
r
t
h
e
r
e
m
p
h
a
s
i
z
e
s
t
h
e
d
e
l
e
t
i
o
n
o
f
i
n
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
.
T
o
g
e
t
h
e
r
,
r
e
p
r
o
d
u
c
t
i
o
n
a
n
d
d
e
l
e
t
i
o
n
r
e
a
l
i
z
e
a
p
r
e
s
s
u
r
e
t
o
w
a
r
d
s
t
h
e
e
v
o
l
u
t
i
o
n
o
f
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
i
n
e
a
c
h
e
n
-
v
i
r
o
n
m
e
n
t
a
l
n
i
c
h
e
.
M
o
r
e
o
v
e
r
,
d
u
e
t
o
t
h
e
a
p
p
l
i
c
a
t
i
o
n
o
f
t
h
e
r
e
p
r
o
d
u
c
t
i
o
n
i
n
t
h
e
a
c
t
i
o
n
s
e
t
a
n
d
t
h
e
d
e
l
e
t
i
o
n
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
,
t
h
e
c
o
m
b
i
n
a
t
i
o
n
a
l
s
o
r
e
a
l
i
z
e
s
a
n
i
n
t
r
i
n
s
i
c
p
r
e
s
s
u
r
e
t
o
w
a
r
d
s
m
o
r
e
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
a
s
p
r
o
p
o
s
e
d
b
y
W
i
l
s
o
n
’
s
G
e
n
e
r
a
l
i
t
y
H
y
p
o
t
h
e
s
i
s
(
W
i
l
s
o
n
,
1
9
9
5
)
,
w
h
i
c
h
w
a
s
f
u
r
t
h
e
r
i
n
v
e
s
t
i
g
a
t
e
d
a
n
d
e
n
h
a
n
c
e
d
t
o
a
n
O
p
t
i
m
a
l
i
t
y
H
y
p
o
t
h
e
s
i
s
b
y
K
o
v
a
c
s
(
1
9
9
7
)
.
T
h
i
s
c
o
m
b
i
n
a
t
i
o
n
o
f
a
c
c
u
r
a
c
y
a
n
d
g
e
n
e
r
a
l
i
t
y
p
r
e
s
s
u
r
e
,
h
o
w
e
v
e
r
,
r
e
q
u
i
r
e
s
s
e
v
e
r
a
l
c
o
n
d
i
t
i
o
n
s
i
n
o
r
d
e
r
t
o
b
e
a
p
-
p
l
i
c
a
b
l
e
.
T
h
e
p
r
e
r
e
q
u
i
s
i
t
e
s
a
r
e
d
i
s
c
o
v
e
r
e
d
i
n
t
h
e
r
e
-
m
a
i
n
d
e
r
o
f
t
h
i
s
s
e
c
t
i
o
n
.
3
.
2
C
O
V
E
R
I
N
G
C
H
A
L
L
E
N
G
E
T
h
e
￿
r
s
t
r
a
t
h
e
r
s
t
r
a
i
g
h
t
f
o
r
w
a
r
d
c
h
a
l
l
e
n
g
e
i
s
t
o
s
e
t
t
h
e
p
a
r
a
m
e
t
e
r
s
i
n
s
u
c
h
a
w
a
y
t
h
a
t
t
h
e
G
A
a
c
t
u
a
l
l
y
t
a
k
e
s
p
l
a
c
e
i
n
X
C
S
.
O
n
e
c
a
s
e
i
n
w
h
i
c
h
t
h
i
s
p
r
e
r
e
q
u
i
s
i
t
e
i
s
n
o
t
m
e
t
i
s
e
x
p
r
e
s
s
e
d
b
y
t
h
e
c
o
v
e
r
i
n
g
c
h
a
l
l
e
n
g
e
.
N
o
r
-
m
a
l
l
y
,
c
o
v
e
r
i
n
g
o
n
l
y
o
c
c
u
r
s
b
r
i
e
￿
y
a
t
t
h
e
b
e
g
i
n
n
i
n
g
o
f
a
r
u
n
.
H
o
w
e
v
e
r
,
i
f
c
o
v
e
r
i
n
g
c
o
n
t
i
n
u
e
s
i
n
d
e
￿
n
i
t
e
l
y
b
e
-
c
a
u
s
e
i
n
p
u
t
s
c
o
n
t
i
n
u
e
n
o
t
t
o
b
e
c
o
v
e
r
e
d
b
y
c
l
a
s
s
i
￿
e
r
s
,
t
h
e
G
A
c
a
n
n
o
t
t
a
k
e
p
l
a
c
e
i
n
X
C
S
a
n
d
t
h
e
a
c
c
u
r
a
c
y
p
r
e
s
s
u
r
e
d
o
e
s
n
o
t
a
p
p
l
y
.
A
s
d
e
s
c
r
i
b
e
d
i
n
t
h
e
X
C
S
o
v
e
r
v
i
e
w
a
b
o
v
e
,
d
e
p
e
n
d
e
n
t
o
n
t
h
e
p
a
r
a
m
e
t
e
r
￿
m
n
a
,
o
n
e
o
r
m
o
r
e
c
o
v
e
r
i
n
g
c
l
a
s
s
i
￿
e
r
s
w
i
l
l
b
e
c
r
e
a
t
e
d
i
f
a
n
i
n
p
u
t
i
s
n
o
t
s
u
Æ
c
i
e
n
t
l
y
c
o
v
e
r
e
d
.
H
o
w
e
v
e
r
,
i
f
t
h
e
p
o
p
u
l
a
t
i
o
n
i
s
a
l
r
e
a
d
y
￿
l
l
e
d
u
p
w
i
t
h
c
l
a
s
s
i
￿
e
r
s
,
o
t
h
e
r
c
l
a
s
s
i
￿
e
r
s
a
r
e
d
e
l
e
t
e
d
t
o
m
a
k
e
s
p
a
c
e
f
o
r
t
h
e
c
o
v
e
r
i
n
g
c
l
a
s
s
i
￿
e
r
s
.
I
n
t
h
e
b
e
g
i
n
n
i
n
g
o
f
a
r
u
n
,
w
i
t
h
a
p
o
p
u
l
a
t
i
o
n
o
f
c
l
a
s
s
i
￿
e
r
s
t
h
a
t
h
a
v
e
a
v
e
r
y
l
o
w
e
x
p
e
r
i
e
n
c
e
,
t
h
e
￿
t
n
e
s
s
F
a
s
w
e
l
l
a
s
t
h
e
a
c
t
i
o
n
s
e
t
s
i
z
e
e
s
t
i
m
a
t
e
a
s
o
f
t
h
e
s
e
c
l
a
s
s
i
￿
e
r
s
i
s
b
a
s
i
c
a
l
l
y
m
e
a
n
i
n
g
l
e
s
s
.
C
o
n
s
e
q
u
e
n
t
l
y
,
t
h
e
d
e
l
e
t
i
o
n
m
e
t
h
o
d
c
h
o
o
s
e
s
c
l
a
s
s
i
￿
e
r
s
f
o
r
d
e
l
e
t
i
o
n
a
t
r
a
n
d
o
m
.
D
e
p
e
n
d
e
n
t
o
n
t
h
e
s
p
e
c
i
￿
c
i
t
y
o
f
c
l
a
s
s
i
￿
e
r
s
g
e
n
e
r
a
t
e
d
b
y
c
o
v
e
r
i
n
g
(
d
e
t
e
r
m
i
n
e
d
b
y
t
h
e
p
a
r
a
m
e
t
e
r
P
#
)
t
h
e
p
o
p
u
l
a
t
i
o
n
h
a
s
o
n
a
v
e
r
a
g
e
a
c
e
r
-
t
a
i
n
s
p
e
c
i
￿
c
i
t
y
i
n
t
h
e
b
e
g
i
n
n
i
n
g
.
I
f
t
h
i
s
s
p
e
c
i
￿
c
i
t
y
i
s
t
o
o
h
i
g
h
,
i
t
c
a
n
h
a
p
p
e
n
t
h
a
t
t
h
e
p
o
p
u
l
a
t
i
o
n
i
s
e
v
e
n
-
t
u
a
l
l
y
￿
l
l
e
d
u
p
w
i
t
h
o
v
e
r
-
s
p
e
c
i
￿
c
c
l
a
s
s
i
￿
e
r
s
a
n
d
t
h
e
\
c
o
v
e
r
i
n
g
-
r
a
n
d
o
m
d
e
l
e
t
i
o
n
"
c
y
c
l
e
c
o
n
t
i
n
u
e
s
f
o
r
e
v
e
r
.
M
o
r
e
f
o
r
m
a
l
l
y
,
t
h
e
p
r
o
b
a
b
i
l
i
t
y
t
h
a
t
a
n
i
n
p
u
t
i
s
c
o
v
-
e
r
e
d
b
y
a
t
l
e
a
s
t
o
n
e
c
l
a
s
s
i
￿
e
r
i
n
a
r
a
n
d
o
m
l
y
g
e
n
e
r
a
t
e
d
p
o
p
u
l
a
t
i
o
n
i
s
:
P
(
c
o
v
e
r
)
=
1
￿
(
1
￿
(
1
+
P
#
2
)
l
)
N
(
6
)
w
h
e
r
e
P
#
i
s
t
h
e
p
r
o
b
a
b
i
l
i
t
y
o
f
g
e
n
e
r
a
t
i
n
g
a
d
o
n
’
t
c
a
r
e
s
y
m
b
o
l
w
h
e
n
c
r
e
a
t
i
n
g
t
h
e
c
o
n
d
i
t
i
o
n
o
f
a
c
l
a
s
s
i
￿
e
r
,
l
i
s
t
h
e
l
e
n
g
t
h
o
f
t
h
e
i
n
p
u
t
s
t
r
i
n
g
,
a
n
d
N
i
s
t
h
e
s
i
z
e
o
f
t
h
e
p
o
p
u
l
a
t
i
o
n
.
T
h
e
f
o
r
m
u
l
a
i
s
c
o
r
r
e
c
t
f
o
r
b
i
n
a
r
y
c
o
d
i
n
g
w
h
e
r
e
t
h
e
p
o
p
u
l
a
t
i
o
n
w
a
s
i
n
i
t
i
a
l
l
y
￿
l
l
e
d
u
p
w
i
t
h
929 CLASSIFIER SYSTEMSr
a
n
d
o
m
l
y
g
e
n
e
r
a
t
e
d
c
l
a
s
s
i
￿
e
r
s
.
M
o
r
e
o
v
e
r
,
t
h
e
f
o
r
m
u
l
a
a
l
s
o
a
p
p
l
i
e
s
i
n
t
h
e
c
a
s
e
w
h
e
r
e
P
#
i
s
t
o
o
s
m
a
l
l
,
s
o
t
h
a
t
c
o
v
e
r
i
n
g
w
i
l
l
c
o
n
t
i
n
u
e
u
n
t
i
l
t
h
e
p
o
p
u
l
a
t
i
o
n
i
s
￿
l
l
e
d
u
p
w
i
t
h
d
i
￿
e
r
e
n
t
c
l
a
s
s
i
￿
e
r
s
,
a
n
d
a
l
l
e
x
p
r
e
s
s
i
b
l
e
i
n
p
u
t
s
a
r
e
e
q
u
a
l
l
y
p
r
o
b
a
b
l
e
e
n
c
o
u
n
t
e
r
e
d
w
i
t
h
o
u
t
a
n
y
d
e
p
e
n
d
e
n
c
e
o
n
p
r
e
v
i
o
u
s
s
t
a
t
e
s
o
r
a
c
t
i
o
n
s
.
N
o
t
e
t
h
a
t
,
i
n
m
u
l
t
i
-
s
t
e
p
p
r
o
b
l
e
m
s
P
(
c
o
v
e
r
)
v
a
r
i
e
s
f
u
r
t
h
e
r
s
i
n
c
e
n
o
t
a
l
l
p
o
s
s
i
b
l
e
c
o
d
i
n
g
s
a
r
e
p
e
r
c
e
i
v
a
b
l
e
a
n
d
s
t
a
t
e
s
c
l
o
s
e
r
t
o
a
g
o
a
l
s
t
a
t
e
a
r
e
u
s
u
a
l
l
y
e
n
c
o
u
n
t
e
r
e
d
m
o
r
e
o
f
t
e
n
.
T
h
e
c
o
v
e
r
i
n
g
c
h
a
l
l
e
n
g
e
b
y
i
t
s
e
l
f
c
a
n
e
a
s
i
l
y
b
e
c
i
r
c
u
m
-
v
e
n
t
e
d
b
y
s
e
t
t
i
n
g
t
h
e
p
a
r
a
m
e
t
e
r
P
#
h
i
g
h
e
n
o
u
g
h
.
C
o
n
-
s
i
d
e
r
i
n
g
f
o
r
m
u
l
a
(
6
)
i
t
i
s
p
o
s
s
i
b
l
e
t
o
c
a
l
c
u
l
a
t
e
a
c
u
r
v
e
d
e
p
e
n
d
e
n
t
o
n
P
#
.
A
s
l
o
n
g
a
s
P
(
c
o
v
e
r
)
i
s
s
u
Æ
c
i
e
n
t
l
y
l
a
r
g
e
r
t
h
a
n
z
e
r
o
,
t
h
e
G
A
e
v
e
n
t
u
a
l
l
y
t
a
k
e
s
p
l
a
c
e
a
n
d
t
h
e
c
o
v
e
r
i
n
g
c
h
a
l
l
e
n
g
e
i
s
s
o
l
v
e
d
.
M
o
r
e
o
v
e
r
,
i
t
s
h
o
u
l
d
b
e
p
o
s
s
i
b
l
e
t
o
e
n
h
a
n
c
e
X
C
S
t
o
d
e
t
e
c
t
t
h
e
c
h
a
l
l
e
n
g
e
i
t
s
e
l
f
a
n
d
c
o
n
s
e
q
u
e
n
t
l
y
a
d
a
p
t
t
h
e
P
#
p
a
r
a
m
e
t
e
r
a
u
-
t
o
n
o
m
o
u
s
l
y
.
H
o
w
e
v
e
r
,
w
e
d
i
d
n
o
t
e
x
p
e
r
i
m
e
n
t
w
i
t
h
s
u
c
h
a
n
e
n
h
a
n
c
e
m
e
n
t
s
o
f
a
r
.
3
.
3
S
C
H
E
M
A
C
H
A
L
L
E
N
G
E
O
n
c
e
t
h
e
c
o
v
e
r
i
n
g
c
h
a
l
l
e
n
g
e
i
s
s
o
l
v
e
d
a
n
d
t
h
e
G
A
t
a
k
e
s
p
l
a
c
e
,
e
s
s
e
n
t
i
a
l
f
o
r
a
s
u
c
c
e
s
s
f
u
l
e
v
o
l
u
t
i
o
n
a
r
y
p
r
o
c
e
s
s
i
s
t
h
a
t
t
h
e
a
c
c
u
r
a
c
y
p
r
e
s
s
u
r
e
a
p
p
l
i
e
s
.
T
h
e
s
c
h
e
m
a
c
h
a
l
-
l
e
n
g
e
a
d
d
r
e
s
s
e
s
t
h
e
p
r
o
b
l
e
m
t
h
a
t
t
h
e
a
c
c
u
r
a
c
y
o
f
c
l
a
s
-
s
i
￿
e
r
s
p
o
s
s
i
b
l
y
d
o
e
s
n
o
t
l
e
a
d
t
o
t
h
e
a
c
c
u
r
a
t
e
,
m
a
x
i
-
m
a
l
l
y
g
e
n
e
r
a
l
p
o
i
n
t
.
C
o
n
s
i
d
e
r
i
n
g
a
g
a
i
n
t
h
e
s
p
e
c
i
￿
c
i
t
y
o
f
a
c
l
a
s
s
i
￿
e
r
,
t
h
i
s
p
o
i
n
t
c
a
n
b
e
r
e
a
c
h
e
d
f
r
o
m
t
w
o
s
i
d
e
s
,
t
h
e
o
v
e
r
-
s
p
e
c
i
￿
c
s
i
d
e
a
n
d
t
h
e
o
v
e
r
-
g
e
n
e
r
a
l
s
i
d
e
.
3
.
3
.
1
T
H
E
O
V
E
R
-
S
P
E
C
I
F
I
C
S
I
D
E
E
v
o
l
v
i
n
g
a
n
a
c
c
u
r
a
t
e
,
m
a
x
i
m
a
l
l
y
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
f
r
o
m
t
h
e
o
v
e
r
-
s
p
e
c
i
￿
c
s
i
d
e
i
s
a
p
r
o
c
e
s
s
t
h
a
t
i
s
b
a
s
e
d
o
n
W
i
l
s
o
n
’
s
g
e
n
e
r
a
l
i
z
a
t
i
o
n
h
y
p
o
t
h
e
s
i
s
a
s
m
e
n
t
i
o
n
e
d
i
n
s
e
c
t
i
o
n
3
.
1
.
O
n
c
e
a
n
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
w
a
s
g
e
n
e
r
a
t
e
d
(
w
h
i
c
h
c
a
n
h
a
p
p
e
n
b
y
c
h
a
n
c
e
i
n
c
o
v
e
r
i
n
g
o
r
b
y
e
v
o
-
l
u
t
i
o
n
i
n
t
h
e
G
A
)
t
h
i
s
c
l
a
s
s
i
￿
e
r
w
i
l
l
e
v
e
n
t
u
a
l
l
y
h
a
v
e
a
h
i
g
h
e
r
￿
t
n
e
s
s
t
h
a
n
t
h
e
m
a
j
o
r
i
t
y
o
f
t
h
e
i
n
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
a
n
d
c
o
n
s
e
q
u
e
n
t
l
y
r
e
p
r
o
d
u
c
e
m
o
r
e
o
f
t
e
n
.
T
o
w
h
a
t
e
x
t
e
n
t
t
h
e
r
e
p
r
o
d
u
c
t
i
o
n
r
a
t
e
o
f
a
c
c
u
r
a
t
e
c
l
a
s
s
i
-
￿
e
r
s
d
i
￿
e
r
s
f
r
o
m
i
n
a
c
c
u
r
a
t
e
o
n
e
s
d
e
p
e
n
d
s
o
n
t
h
e
p
a
-
r
a
m
e
t
e
r
s
￿
a
n
d
￿
i
n
t
h
e
d
e
t
e
r
m
i
n
a
t
i
o
n
o
f
t
h
e
a
c
c
u
r
a
c
y
￿
a
s
v
i
s
u
a
l
i
z
e
d
i
n
￿
g
u
r
e
1
.
S
e
t
t
i
n
g
￿
l
o
w
e
n
o
u
g
h
a
n
d
￿
h
i
g
h
e
n
o
u
g
h
e
n
s
u
r
e
s
t
h
a
t
t
h
e
p
r
o
b
a
b
i
l
i
t
y
o
f
l
o
o
s
i
n
g
a
l
l
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
i
n
a
s
p
e
c
i
￿
c
e
n
v
i
r
o
n
m
e
n
t
a
l
n
i
c
h
e
i
s
s
m
a
l
l
.
T
h
u
s
,
t
h
e
i
n
t
r
i
n
s
i
c
p
r
e
s
s
u
r
e
e
x
p
r
e
s
s
e
d
i
n
t
h
e
g
e
n
e
r
a
l
i
z
a
t
i
o
n
h
y
p
o
t
h
e
s
i
s
e
n
s
u
r
e
s
a
c
o
n
t
i
n
u
o
u
s
p
r
e
s
-
s
u
r
e
t
o
w
a
r
d
s
g
e
n
e
r
a
l
i
t
y
w
h
i
l
e
t
h
e
a
c
c
u
r
a
c
y
b
a
s
e
d
￿
t
-
n
e
s
s
p
r
e
v
e
n
t
s
f
r
o
m
o
v
e
r
-
g
e
n
e
r
a
l
i
z
a
t
i
o
n
.
T
h
e
s
u
b
s
u
m
p
-
t
i
o
n
d
e
l
e
t
i
o
n
m
e
t
h
o
d
i
n
c
r
e
a
s
e
s
t
h
e
p
r
e
s
s
u
r
e
t
o
w
a
r
d
s
a
c
c
u
r
a
t
e
,
m
a
x
i
m
a
l
l
y
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
f
r
o
m
t
h
e
o
v
e
r
-
s
p
e
c
i
￿
c
s
i
d
e
f
u
r
t
h
e
r
.
3
.
3
.
2
T
H
E
O
V
E
R
-
G
E
N
E
R
A
L
S
I
D
E
W
h
i
l
e
t
h
e
p
r
e
s
s
u
r
e
t
o
w
a
r
d
s
g
e
n
e
r
a
l
i
t
y
w
a
s
a
l
r
e
a
d
y
i
n
-
t
e
n
s
i
v
e
l
y
i
n
v
e
s
t
i
g
a
t
e
d
,
t
h
e
e
v
o
l
u
t
i
o
n
f
r
o
m
t
h
e
o
v
e
r
-
g
e
n
e
r
a
l
s
i
d
e
a
p
p
e
a
r
s
t
o
b
e
m
u
c
h
m
o
r
e
a
w
k
w
a
r
d
.
H
o
w
c
a
n
a
n
o
v
e
r
-
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
b
e
￿
t
t
e
r
,
w
h
e
n
c
l
o
s
e
r
t
o
b
e
i
n
g
a
c
c
u
r
a
t
e
?
T
h
e
d
i
s
t
a
n
c
e
i
s
h
e
r
e
b
y
t
h
e
n
u
m
b
e
r
o
f
a
t
t
r
i
b
u
t
e
s
t
h
a
t
n
e
e
d
t
o
b
e
c
h
a
n
g
e
d
i
n
o
r
d
e
r
t
o
g
e
n
e
r
-
a
t
e
a
n
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
o
u
t
o
f
t
h
e
c
u
r
r
e
n
t
c
l
a
s
s
i
￿
e
r
.
T
h
e
r
e
m
a
i
n
d
e
r
o
f
t
h
i
s
s
e
c
t
i
o
n
e
x
p
o
s
e
s
n
e
c
e
s
s
a
r
y
r
e
-
q
u
i
r
e
m
e
n
t
s
i
n
t
h
e
e
n
v
i
r
o
n
m
e
n
t
.
M
o
r
e
o
v
e
r
,
i
f
t
h
o
s
e
r
e
-
q
u
i
r
e
m
e
n
t
s
a
r
e
n
o
t
m
e
t
,
i
t
e
x
h
i
b
i
t
s
h
o
w
t
o
c
i
r
c
u
m
v
e
n
t
t
h
e
p
r
o
b
l
e
m
a
t
l
e
a
s
t
i
n
s
m
a
l
l
p
r
o
b
l
e
m
s
p
a
c
e
s
.
E
s
s
e
n
t
i
a
l
f
o
r
a
h
i
g
h
e
r
￿
t
n
e
s
s
o
f
c
l
a
s
s
i
￿
e
r
s
w
h
i
c
h
a
r
e
c
l
o
s
e
r
t
o
a
c
c
u
r
a
c
y
i
s
t
h
e
a
p
p
l
i
c
a
b
i
l
i
t
y
o
f
t
h
e
s
l
o
p
e
i
n
t
h
e
d
e
t
e
r
m
i
n
a
t
i
o
n
o
f
￿
a
s
v
i
s
u
a
l
i
z
e
d
i
n
￿
g
u
r
e
1
.
T
h
u
s
,
i
t
i
s
n
e
c
e
s
s
a
r
y
t
h
a
t
t
h
e
p
r
e
d
i
c
t
i
o
n
e
r
r
o
r
￿
o
f
c
l
a
s
s
i
￿
e
r
s
w
h
i
c
h
a
r
e
c
l
o
s
e
r
t
o
a
c
c
u
r
a
c
y
i
s
l
o
w
e
r
t
h
a
n
t
h
e
￿
o
f
c
l
a
s
s
i
￿
e
r
s
w
i
t
h
a
h
i
g
h
e
r
d
i
s
t
a
n
c
e
.
T
w
o
e
n
v
i
r
o
n
m
e
n
-
t
a
l
p
r
o
p
e
r
t
i
e
s
c
a
n
p
r
o
v
i
d
e
s
u
c
h
’
h
i
n
t
s
’
f
r
o
m
t
h
e
o
v
e
r
-
g
e
n
e
r
a
l
s
i
d
e
.
(
1
)
T
h
e
r
e
i
n
f
o
r
c
e
m
e
n
t
p
r
o
g
r
a
m
c
a
n
p
r
o
-
v
i
d
e
i
n
t
r
i
n
s
i
c
i
n
f
o
r
m
a
t
i
o
n
i
n
i
t
s
r
e
w
a
r
d
f
u
n
c
t
i
o
n
.
(
2
)
A
b
i
a
s
i
n
t
h
e
c
o
n
s
i
s
t
e
n
c
y
o
f
m
a
k
i
n
g
a
c
o
r
r
e
c
t
/
w
r
o
n
g
c
l
a
s
s
i
￿
c
a
t
i
o
n
w
h
e
n
o
v
e
r
-
g
e
n
e
r
a
l
c
a
n
r
e
s
u
l
t
i
n
f
u
r
t
h
e
r
b
e
n
e
￿
t
.
B
o
t
h
p
o
s
s
i
b
i
l
i
t
i
e
s
a
r
e
d
i
s
c
u
s
s
e
d
i
n
s
o
m
e
w
h
a
t
m
o
r
e
d
e
t
a
i
l
b
e
l
o
w
.
L
a
y
e
r
e
d
P
a
y
o
￿
.
T
h
e
￿
r
s
t
p
r
o
p
e
r
t
y
a
s
s
u
m
e
s
a
b
i
a
s
i
n
t
h
e
r
e
w
a
r
d
f
u
n
c
t
i
o
n
o
f
t
h
e
r
e
i
n
f
o
r
c
e
m
e
n
t
p
r
o
g
r
a
m
w
h
e
r
e
a
b
i
a
s
r
e
f
e
r
s
t
o
t
h
e
r
e
w
a
r
d
f
u
n
c
t
i
o
n
r
e
t
u
r
n
i
n
g
d
i
￿
e
r
e
n
t
p
a
y
o
￿
i
n
d
i
￿
e
r
e
n
t
s
t
a
t
e
s
.
T
h
e
r
e
s
u
l
t
i
n
g
l
a
y
-
e
r
e
d
p
a
y
o
￿
l
a
n
d
s
c
a
p
e
s
c
a
n
p
r
o
v
i
d
e
’
h
i
n
t
s
’
t
o
w
a
r
d
s
a
c
-
c
u
r
a
c
y
.
W
i
l
s
o
n
(
1
9
9
5
)
u
s
e
d
s
u
c
h
a
l
a
n
d
s
c
a
p
e
f
o
r
t
h
e
m
u
l
t
i
p
l
e
x
e
r
p
r
o
b
l
e
m
a
n
d
K
o
v
a
c
s
(
2
0
0
1
)
u
s
e
d
t
h
e
m
t
o
d
e
v
e
l
o
p
a
t
h
e
o
r
y
o
f
s
t
r
o
n
g
o
v
e
r
-
g
e
n
e
r
a
l
s
c
a
l
l
i
n
g
a
f
u
n
c
-
t
i
o
n
t
h
a
t
c
r
e
a
t
e
s
s
u
c
h
l
a
n
d
s
c
a
p
e
s
a
b
i
a
s
e
d
r
e
w
a
r
d
f
u
n
c
-
t
i
o
n
.
M
o
r
e
o
v
e
r
,
l
a
y
e
r
e
d
p
a
y
o
￿
l
a
n
d
s
c
a
p
e
s
a
r
e
a
l
w
a
y
s
p
r
e
s
e
n
t
i
n
m
u
l
t
i
-
s
t
e
p
p
r
o
b
l
e
m
s
.
I
n
o
r
d
e
r
t
o
b
e
h
e
l
p
f
u
l
f
o
r
a
p
r
o
b
l
e
m
t
h
e
d
i
￿
e
r
e
n
c
e
i
n
p
a
y
o
￿
b
e
t
w
e
e
n
a
c
o
r
r
e
c
t
a
n
d
w
r
o
n
g
c
l
a
s
s
i
￿
c
a
t
i
o
n
m
u
s
t
b
e
o
n
a
v
e
r
a
g
e
s
m
a
l
l
e
r
w
h
e
n
c
l
o
s
e
r
t
o
a
c
c
u
r
a
c
y
.
I
f
t
h
i
s
p
r
o
p
e
r
t
y
i
s
p
r
e
s
e
n
t
i
n
a
n
y
p
a
y
o
￿
l
a
n
d
s
c
a
p
e
,
X
C
S
i
s
a
b
l
e
t
o
e
x
p
l
o
i
t
t
h
e
p
r
o
p
-
e
r
t
y
a
n
d
c
o
n
s
e
q
u
e
n
t
l
y
d
i
s
c
o
v
e
r
s
t
h
e
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
f
a
s
t
e
r
a
s
e
x
p
e
r
i
m
e
n
t
a
l
l
y
v
a
l
i
d
a
t
e
d
i
n
s
e
c
t
i
o
n
4
.
B
i
a
s
e
d
G
e
n
e
r
a
l
i
t
y
.
W
h
i
l
e
t
h
e
l
a
y
e
r
e
d
p
a
y
o
￿
b
e
n
e
-
￿
t
r
e
q
u
i
r
e
s
a
n
e
x
p
l
i
c
i
t
b
i
a
s
i
n
t
h
e
r
e
w
a
r
d
f
u
n
c
t
i
o
n
o
f
a
p
r
o
b
l
e
m
,
t
h
e
b
i
a
s
e
d
g
e
n
e
r
a
l
i
t
y
b
e
n
e
￿
t
c
a
n
a
l
s
o
b
e
i
n
t
r
i
n
s
i
c
a
l
l
y
p
r
e
s
e
n
t
i
n
a
p
r
o
b
l
e
m
e
v
e
n
w
h
e
n
t
h
e
r
e
-
w
a
r
d
f
u
n
c
t
i
o
n
i
s
n
o
t
b
i
a
s
e
d
.
T
h
e
i
d
e
a
b
e
h
i
n
d
b
i
a
s
e
d
g
e
n
e
r
a
l
i
t
y
i
s
t
h
a
t
a
c
c
u
r
a
c
y
i
s
g
r
e
a
t
e
r
w
h
e
n
a
r
u
l
e
i
s
m
o
r
e
c
o
n
s
i
s
t
e
n
t
l
y
c
o
r
r
e
c
t
o
r
m
o
r
e
c
o
n
s
i
s
t
e
n
t
l
y
w
r
o
n
g
.
O
n
c
e
a
c
l
a
s
s
i
￿
e
r
i
s
o
n
l
y
c
o
r
r
e
c
t
o
r
w
r
o
n
g
i
t
i
s
m
o
s
t
a
c
c
u
r
a
t
e
.
T
h
e
p
r
o
p
e
r
t
y
c
a
n
b
e
a
p
p
r
o
a
c
h
e
d
m
a
t
h
e
m
a
t
-
i
c
a
l
l
y
w
h
e
n
a
s
s
u
m
i
n
g
a
s
i
m
p
l
e
R
=
0
(
i
.
e
.
a
t
w
o
l
e
v
e
l
)
p
a
y
o
￿
l
a
n
d
s
c
a
p
e
,
R
i
s
p
r
o
v
i
d
e
d
i
f
a
p
r
e
d
i
c
t
i
o
n
w
a
s
c
o
r
-
930 CLASSIFIER SYSTEMSr
e
c
t
a
n
d
z
e
r
o
i
f
i
t
w
a
s
w
r
o
n
g
.
L
e
t
’
s
d
e
n
o
t
e
P
c
(
c
l
)
a
s
t
h
e
p
r
o
b
a
b
i
l
i
t
y
t
h
a
t
c
l
a
s
s
i
￿
e
r
c
l
p
r
e
d
i
c
t
s
t
h
e
c
o
r
r
e
c
t
o
u
t
c
o
m
e
.
D
u
e
t
o
t
h
e
a
s
s
u
m
e
d
p
a
y
o
￿
l
a
n
d
s
c
a
p
e
a
n
d
t
h
e
a
s
s
u
m
p
t
i
o
n
o
f
a
u
n
i
f
o
r
m
l
y
r
a
n
d
o
m
l
y
e
n
c
o
u
n
t
e
r
i
n
g
o
f
b
o
t
h
c
a
s
e
s
,
t
h
e
r
e
w
a
r
d
p
r
e
d
i
c
t
i
o
n
c
l
:
p
o
f
c
l
a
s
s
i
￿
e
r
c
l
e
v
e
n
t
u
a
l
l
y
o
s
c
i
l
l
a
t
e
s
a
r
o
u
n
d
P
c
(
c
l
)
￿
R
w
h
e
r
e
t
h
e
a
m
o
u
n
t
o
f
o
s
c
i
l
l
a
t
i
o
n
c
a
n
b
e
i
n
￿
u
e
n
c
e
d
b
y
￿
.
N
e
g
l
e
c
t
-
i
n
g
t
h
e
o
s
c
i
l
l
a
t
i
o
n
a
n
d
c
o
n
s
e
q
u
e
n
t
l
y
s
e
t
t
i
n
g
c
l
:
p
e
q
u
a
l
t
o
P
c
c
l
￿
R
t
h
e
f
o
l
l
o
w
i
n
g
d
e
r
i
v
a
t
i
o
n
i
s
p
o
s
s
i
b
l
e
:
c
l
:
￿
=
(
R
￿
c
l
:
p
)
￿
P
c
(
c
l
)
+
c
l
:
p
￿
(
1
￿
P
c
(
c
l
)
)
=
=
2
R
(
P
c
(
c
l
)
￿
P
c
(
c
l
)
2
)
(
7
)
T
h
e
f
o
r
m
u
l
a
s
u
m
s
t
h
e
t
w
o
c
a
s
e
s
o
f
e
x
e
c
u
t
i
n
g
a
c
o
r
-
r
e
c
t
o
r
w
r
o
n
g
a
c
t
i
o
n
w
i
t
h
t
h
e
r
e
s
p
e
c
t
i
v
e
p
r
o
b
a
b
i
l
i
t
i
e
s
.
T
h
e
r
e
s
u
l
t
i
s
a
p
a
r
a
b
o
l
i
c
f
u
n
c
t
i
o
n
f
o
r
t
h
e
e
r
r
o
r
￿
t
h
a
t
r
e
a
c
h
e
s
i
t
s
m
a
x
i
m
u
m
o
f
0
:
5
w
h
e
n
P
c
(
c
l
)
e
q
u
a
l
s
0
:
5
a
n
d
i
s
0
f
o
r
P
c
(
c
l
)
=
0
a
n
d
P
c
(
c
l
)
=
1
.
T
h
i
s
s
h
o
w
s
t
h
a
t
i
f
t
h
e
c
o
n
s
i
s
t
e
n
c
y
o
f
a
c
o
r
r
e
c
t
/
w
r
o
n
g
p
r
e
d
i
c
t
i
o
n
i
n
c
r
e
a
s
e
s
,
t
h
e
a
c
c
u
r
a
c
y
a
n
d
c
o
n
s
e
q
u
e
n
t
l
y
t
h
e
￿
t
n
e
s
s
o
f
a
c
l
a
s
s
i
￿
e
r
i
n
c
r
e
a
s
e
s
.
3
.
3
.
3
C
I
R
C
U
M
V
E
N
T
T
H
E
C
H
A
L
L
E
N
G
E
H
o
w
e
v
e
r
,
w
h
e
n
n
e
i
t
h
e
r
o
f
t
h
e
t
w
o
a
b
o
v
e
p
r
o
p
e
r
t
i
e
s
a
r
e
g
i
v
e
n
i
n
a
p
r
o
b
l
e
m
(
i
.
e
.
t
h
e
p
r
o
b
l
e
m
d
o
e
s
n
o
t
p
r
o
v
i
d
e
a
n
y
h
i
n
t
s
t
o
w
a
r
d
s
a
c
c
u
r
a
c
y
f
r
o
m
t
h
e
o
v
e
r
-
g
e
n
e
r
a
l
s
i
d
e
)
,
i
t
c
a
n
b
e
v
e
r
y
h
a
r
d
f
o
r
X
C
S
t
o
e
v
o
l
v
e
a
c
c
u
r
a
t
e
c
l
a
s
-
s
i
￿
e
r
s
o
u
t
o
f
a
n
o
v
e
r
-
g
e
n
e
r
a
l
p
o
p
u
l
a
t
i
o
n
o
f
c
l
a
s
s
i
￿
e
r
s
.
O
n
e
p
o
s
s
i
b
i
l
i
t
y
t
o
c
i
r
c
u
m
v
e
n
t
t
h
i
s
p
r
o
b
l
e
m
i
s
t
o
s
e
t
P
#
l
o
w
e
n
o
u
g
h
,
s
o
t
h
a
t
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
f
o
r
m
o
s
t
e
n
v
i
r
o
n
m
e
n
t
a
l
n
i
c
h
e
s
a
r
e
p
r
e
s
e
n
t
d
u
e
t
o
c
o
v
e
r
i
n
g
.
H
e
r
e
b
y
,
i
t
i
s
h
e
l
p
f
u
l
t
o
c
a
l
c
u
l
a
t
e
t
h
e
p
r
o
b
a
b
i
l
i
t
y
t
h
a
t
a
c
e
r
t
a
i
n
e
n
v
i
r
o
n
m
e
n
t
a
l
n
i
c
h
e
i
s
r
e
p
r
e
s
e
n
t
e
d
b
y
a
t
l
e
a
s
t
o
n
e
c
l
a
s
s
i
￿
e
r
.
W
e
c
a
n
t
h
i
n
k
o
f
a
n
e
n
v
i
r
o
n
m
e
n
t
a
l
n
i
c
h
e
a
s
a
s
c
h
e
m
a
(
s
e
e
e
.
g
.
G
o
l
d
b
e
r
g
,
1
9
8
9
)
o
f
o
r
d
e
r
o
c
o
m
-
b
i
n
e
d
w
i
t
h
a
n
a
c
t
i
o
n
.
A
n
e
n
v
i
r
o
n
m
e
n
t
a
l
n
i
c
h
e
i
s
r
e
p
-
r
e
s
e
n
t
e
d
b
y
a
c
l
a
s
s
i
￿
e
r
i
f
a
t
l
e
a
s
t
a
l
l
a
t
t
r
i
b
u
t
e
s
t
h
a
t
a
r
e
s
p
e
c
i
￿
e
d
i
n
t
h
e
s
c
h
e
m
a
a
r
e
e
q
u
a
l
i
n
t
h
e
c
l
a
s
s
i
￿
e
r
a
n
d
t
h
e
c
l
a
s
s
i
￿
e
r
h
a
s
t
h
e
s
a
m
e
a
c
t
i
o
n
.
T
h
e
p
r
o
b
a
b
i
l
i
t
y
o
f
t
h
e
e
x
i
s
t
e
n
c
e
o
f
a
r
e
p
r
e
s
e
n
t
a
t
i
v
e
o
f
a
s
p
e
c
i
￿
c
s
c
h
e
m
a
i
s
d
e
t
e
r
m
i
n
e
d
b
y
t
h
e
f
o
r
m
u
l
a
P
(
r
e
p
r
e
s
e
n
t
a
t
i
v
e
)
=
1
￿
(
1
￿
1
n
(
1
￿
P
#
2
)
o
)
N
(
8
)
w
h
e
r
e
n
d
e
n
o
t
e
s
t
h
e
n
u
m
b
e
r
o
f
p
o
s
s
i
b
l
e
a
c
t
i
o
n
s
.
A
s
i
n
e
q
u
a
t
i
o
n
(
6
)
t
h
e
e
q
u
a
t
i
o
n
a
g
a
i
n
a
s
s
u
m
e
s
a
s
p
e
c
i
-
￿
c
i
t
y
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
t
h
a
t
i
s
i
d
e
n
t
i
c
a
l
t
o
P
#
.
T
h
u
s
,
t
h
e
s
c
h
e
m
a
c
h
a
l
l
e
n
g
e
c
a
n
b
e
i
n
i
t
i
a
l
l
y
c
i
r
c
u
m
v
e
n
t
e
d
b
y
s
e
t
t
i
n
g
P
#
l
o
w
e
n
o
u
g
h
s
o
t
h
a
t
P
(
r
e
p
r
e
s
e
n
t
a
t
i
v
e
)
i
s
s
i
g
-
n
i
￿
c
a
n
t
l
y
l
a
r
g
e
r
t
h
a
n
z
e
r
o
.
W
h
i
l
e
t
h
e
c
o
v
e
r
i
n
g
c
h
a
l
l
e
n
g
e
r
e
q
u
i
r
e
s
t
o
s
e
t
P
#
h
i
g
h
e
n
o
u
g
h
,
t
h
e
s
c
h
e
m
a
c
h
a
l
l
e
n
g
e
|
a
s
l
o
n
g
a
s
n
o
h
i
n
t
s
a
r
e
g
i
v
e
n
f
r
o
m
t
h
e
e
n
v
i
r
o
n
m
e
n
t
|
a
c
t
u
a
l
l
y
r
e
q
u
i
r
e
s
P
#
t
o
b
e
l
o
w
e
n
o
u
g
h
.
T
h
e
n
e
x
t
s
e
c
t
i
o
n
v
a
l
i
d
a
t
e
s
a
l
l
a
b
o
v
e
d
i
s
c
u
s
s
e
d
c
h
a
l
l
e
n
g
e
s
a
n
d
p
r
o
p
e
r
t
i
e
s
.
M
o
r
e
o
v
e
r
,
i
t
s
h
o
w
s
t
h
a
t
t
h
e
t
w
o
c
h
a
l
l
e
n
g
e
s
c
a
n
i
n
t
e
r
f
e
r
e
c
o
n
s
e
-
q
u
e
n
t
l
y
h
i
n
d
e
r
i
n
g
X
C
S
f
r
o
m
e
v
o
l
v
i
n
g
a
c
c
u
r
a
t
e
c
l
a
s
s
i
-
￿
e
r
s
.
4
E
X
P
E
R
I
M
E
N
T
A
L
V
A
L
I
D
A
T
I
O
N
A
f
t
e
r
m
a
n
y
c
l
a
i
m
s
h
a
v
e
b
e
e
n
m
a
d
e
i
n
t
h
e
l
a
s
t
s
e
c
t
i
o
n
,
t
h
i
s
s
e
c
t
i
o
n
i
s
d
e
d
i
c
a
t
e
d
t
o
v
a
l
i
d
a
t
e
a
l
l
t
h
e
c
l
a
i
m
s
e
x
-
p
e
r
i
m
e
n
t
a
l
l
y
.
I
n
o
r
d
e
r
t
o
s
h
o
w
t
h
e
p
r
o
b
l
e
m
b
o
u
n
d
a
r
i
e
s
i
n
d
u
c
e
d
b
y
t
h
e
t
w
o
c
h
a
l
l
e
n
g
e
s
,
w
e
￿
r
s
t
i
n
v
e
s
t
i
g
a
t
e
p
e
r
-
f
o
r
m
a
n
c
e
i
n
t
h
e
2
0
m
u
l
t
i
p
l
e
x
e
r
v
a
r
y
i
n
g
P
#
.
N
e
x
t
,
w
e
s
h
o
w
t
h
a
t
d
e
s
p
i
t
e
t
h
e
i
n
c
r
e
a
s
e
d
b
o
u
n
d
a
r
i
e
s
,
X
C
S
i
s
a
b
l
e
t
o
s
o
l
v
e
t
h
e
3
7
m
u
l
t
i
p
l
e
x
e
r
.
M
o
r
e
o
v
e
r
,
w
e
s
h
o
w
t
h
e
b
e
n
e
￿
t
o
f
a
b
i
a
s
e
d
r
e
w
a
r
d
f
u
n
c
t
i
o
n
i
n
t
h
e
3
7
m
u
l
-
t
i
p
l
e
x
e
r
a
n
d
r
e
v
e
a
l
t
h
e
u
s
e
o
f
t
h
e
p
a
r
a
m
e
t
e
r
s
￿
a
n
d
￿
0
i
n
t
h
e
￿
f
u
n
c
t
i
o
n
.
W
i
t
h
t
h
e
b
i
a
s
e
d
r
e
w
a
r
d
f
u
n
c
t
i
o
n
w
e
a
r
e
n
o
w
e
v
e
n
a
b
l
e
t
o
s
o
l
v
e
t
h
e
7
0
m
u
l
t
i
p
l
e
x
e
r
.
F
i
n
a
l
l
y
,
w
e
m
o
d
i
f
y
t
h
e
m
u
l
t
i
p
l
e
x
e
r
f
u
n
c
t
i
o
n
i
n
o
r
d
e
r
t
o
s
h
o
w
t
h
e
b
e
n
e
￿
t
o
f
b
i
a
s
e
d
g
e
n
e
r
a
l
i
t
y
.
I
f
n
o
t
s
t
a
t
e
d
d
i
￿
e
r
e
n
t
l
y
,
a
l
l
e
x
p
e
r
i
m
e
n
t
s
h
e
r
e
i
n
a
r
e
a
v
-
e
r
a
g
e
d
o
v
e
r
t
w
e
n
t
y
r
u
n
s
.
P
e
r
f
o
r
m
a
n
c
e
i
s
m
e
a
s
u
r
e
b
y
a
l
t
e
r
i
n
g
o
n
e
p
u
r
e
e
x
p
l
o
r
a
t
i
o
n
s
t
e
p
w
i
t
h
o
n
e
p
u
r
e
e
x
-
p
l
o
i
t
a
t
i
o
n
s
t
e
p
i
n
w
h
i
c
h
t
h
e
p
e
r
c
e
n
t
a
g
e
o
f
c
o
r
r
e
c
t
c
l
a
s
-
s
i
￿
c
a
t
i
o
n
s
i
s
r
e
c
o
r
d
e
d
.
T
h
e
d
i
￿
e
r
e
n
t
m
e
t
h
o
d
s
i
n
X
C
S
g
o
a
l
o
n
g
w
i
t
h
t
h
e
r
e
c
e
n
t
l
y
p
u
b
l
i
s
h
e
d
a
l
g
o
r
i
t
h
m
i
c
d
e
-
s
c
r
i
p
t
i
o
n
(
B
u
t
z
&
W
i
l
s
o
n
,
2
0
0
1
)
.
E
s
s
e
n
t
i
a
l
l
y
,
w
e
u
s
e
t
h
e
n
i
c
h
e
m
u
t
a
t
i
o
n
t
y
p
e
,
t
h
e
d
e
l
e
t
i
o
n
m
e
t
h
o
d
a
s
i
n
-
v
e
s
t
i
g
a
t
e
d
b
y
K
o
v
a
c
s
(
1
9
9
9
)
,
a
n
d
G
A
-
a
s
w
e
l
l
a
s
a
c
-
t
i
o
n
s
e
t
s
u
b
s
u
m
p
t
i
o
n
.
T
h
e
p
a
r
a
m
e
t
e
r
s
w
e
r
e
s
e
t
a
s
f
o
l
-
l
o
w
s
:
N
=
2
0
0
0
,
￿
=
0
:
2
,
￿
=
0
:
1
,
￿
0
=
1
0
,
￿
=
5
,
￿
G
A
=
2
5
,
￿
=
0
:
8
,
￿
=
0
:
0
4
,
￿
d
e
l
=
2
0
,
Æ
=
0
:
1
,
￿
s
u
b
=
2
0
,
p
I
=
1
0
,
￿
I
=
0
,
F
I
=
0
:
0
1
,
p
e
x
p
l
r
=
1
,
a
n
d
￿
m
n
a
=
2
.
N
o
t
e
t
h
a
t
￿
i
s
i
r
r
e
l
e
v
a
n
t
s
i
n
c
e
w
e
o
n
l
y
i
n
v
e
s
t
i
g
a
t
e
s
i
n
g
l
e
-
s
t
e
p
p
r
o
b
l
e
m
s
.
P
a
r
a
m
e
t
e
r
P
#
i
s
s
e
t
i
n
e
a
c
h
e
x
p
e
r
i
m
e
n
t
s
e
p
a
r
a
t
e
l
y
.
4
.
1
T
H
E
T
W
O
C
H
A
L
L
E
N
G
E
S
B
e
f
o
r
e
w
e
p
r
e
s
e
n
t
t
h
e
c
h
a
l
l
e
n
g
e
s
i
n
t
h
e
p
r
o
b
l
e
m
,
w
e
n
e
e
d
t
o
e
x
p
l
a
i
n
t
h
e
m
u
l
t
i
p
l
e
x
e
r
p
r
o
b
l
e
m
i
t
s
e
l
f
.
T
h
e
m
u
l
t
i
p
l
e
x
e
r
f
u
n
c
t
i
o
n
i
s
d
e
￿
n
e
d
f
o
r
b
i
n
a
r
y
s
t
r
i
n
g
s
o
f
l
e
n
g
t
h
k
+
2
k
.
T
h
e
o
u
t
p
u
t
o
f
t
h
e
f
u
n
c
t
i
o
n
i
s
d
e
t
e
r
-
m
i
n
e
d
b
y
t
h
e
b
i
t
r
e
f
e
r
r
e
d
t
o
b
y
t
h
e
￿
r
s
t
k
b
i
t
s
.
I
n
t
h
e
s
i
x
m
u
l
t
i
p
l
e
x
e
r
f
o
r
e
x
a
m
p
l
e
,
f
6
￿
M
P
(
1
0
0
0
1
0
)
=
1
o
r
f
6
￿
M
P
(
0
0
0
1
1
1
)
=
0
.
A
n
y
m
u
l
t
i
p
l
e
x
e
r
f
u
n
c
t
i
o
n
c
a
n
a
l
s
o
b
e
e
x
p
r
e
s
s
e
d
i
n
d
i
s
j
u
n
c
t
i
v
e
n
o
r
m
a
l
f
o
r
m
.
T
h
e
s
i
x
m
u
l
t
i
p
l
e
x
e
r
c
a
n
b
e
e
x
p
r
e
s
s
e
d
a
s
:
f
6
￿
M
P
(
x
1
;
:
:
:
;
x
6
)
=
x
1
x
2
x
6
_
x
1
:
x
2
x
5
_
:
x
1
x
2
x
4
_
:
x
1
:
x
2
x
3
(
9
)
T
h
e
s
y
m
m
e
t
r
y
o
f
t
h
e
m
u
l
t
i
p
l
e
x
e
r
p
r
o
b
l
e
m
r
e
s
u
l
t
s
i
n
m
o
s
t
o
v
e
r
-
g
e
n
e
r
a
l
c
a
s
e
s
i
n
n
o
g
e
n
e
r
a
l
i
t
y
b
i
a
s
a
t
a
l
l
(
i
.
e
.
t
h
e
p
r
o
b
a
b
i
l
i
t
y
f
o
r
a
n
o
v
e
r
-
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
o
f
b
e
i
n
g
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Explore Problems
XCS in the 20 multiplexer problem
P#=0.15: performance
pop.size
P#=0.25: performance
pop.size
P#=0.35: performance
pop.size
P#=0.45: performance
pop.size
F
i
g
u
r
e
2
:
I
n
t
h
e
2
0
m
u
l
t
i
p
l
e
x
e
r
p
r
o
b
l
e
m
t
h
e
c
o
v
e
r
i
n
g
c
h
a
l
l
e
n
g
e
i
s
e
a
s
i
l
y
o
b
s
e
r
v
a
b
l
e
.
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Explore Problems
XCS in the 20 multiplexer problem
P#=0.60: performance
pop.size
P#=0.70: performance
pop.size
P#=0.80: performance
pop.size
P#=0.90: performance
pop.size
F
i
g
u
r
e
3
:
D
e
s
p
i
t
e
t
h
e
o
b
s
e
r
v
a
b
l
e
s
c
h
e
m
a
c
h
a
l
l
e
n
g
e
X
C
S
i
s
a
l
w
a
y
s
a
b
l
e
t
o
s
o
l
v
e
t
h
e
p
r
o
b
l
e
m
.
c
o
r
r
e
c
t
i
s
v
e
r
y
c
l
o
s
e
t
o
5
0
%
)
.
P
r
o
v
i
d
i
n
g
a
1
0
0
0
=
0
p
a
y
-
o
￿
t
h
e
p
a
y
o
￿
i
s
n
o
t
b
i
a
s
e
d
a
n
d
n
o
b
e
n
e
￿
t
c
a
n
b
e
d
r
a
w
n
i
n
t
h
i
s
r
e
s
p
e
c
t
,
e
i
t
h
e
r
.
T
h
u
s
,
t
h
e
c
o
v
e
r
c
h
a
l
l
e
n
g
e
f
r
o
m
t
h
e
o
v
e
r
-
s
p
e
c
i
￿
c
s
i
d
e
a
s
w
e
l
l
a
s
t
h
e
s
c
h
e
m
a
c
h
a
l
l
e
n
g
e
f
r
o
m
t
h
e
o
v
e
r
-
g
e
n
e
r
a
l
s
i
d
e
s
h
o
u
l
d
b
e
o
b
s
e
r
v
a
b
l
e
.
F
i
g
u
r
e
2
e
x
h
i
b
i
t
s
t
h
e
c
o
v
e
r
i
n
g
c
h
a
l
l
e
n
g
e
.
I
f
t
h
e
d
o
n
’
t
c
a
r
e
p
r
o
b
a
b
i
l
i
t
y
P
#
i
s
s
e
t
t
o
o
l
o
w
,
t
h
e
p
o
p
u
l
a
t
i
o
n
i
s
￿
l
l
e
d
u
p
w
i
t
h
c
l
a
s
s
i
￿
e
r
s
a
n
d
h
a
s
d
i
Æ
c
u
l
t
i
e
s
t
o
s
t
a
r
t
w
i
t
h
t
h
e
G
A
a
p
p
l
i
c
a
t
i
o
n
.
I
n
c
r
e
a
s
i
n
g
P
#
r
e
s
u
l
t
s
i
n
a
f
a
s
t
e
r
l
e
a
r
n
i
n
g
c
u
r
v
e
a
s
w
e
l
l
a
s
a
f
a
s
t
e
r
c
o
n
v
e
r
g
e
n
c
e
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
.
D
u
e
t
o
t
h
e
g
e
n
e
r
a
l
i
z
a
t
i
o
n
p
r
e
s
s
u
r
e
,
t
h
e
p
o
p
u
l
a
t
i
o
n
s
i
z
e
d
e
c
r
e
a
s
e
s
o
n
c
e
t
h
e
G
A
s
t
a
r
t
s
b
e
-
i
n
g
a
p
p
l
i
e
d
a
n
d
X
C
S
i
s
a
b
l
e
t
o
e
v
o
l
v
e
a
c
o
m
p
l
e
t
e
a
n
d
a
c
c
u
r
a
t
e
r
e
p
r
e
s
e
n
t
a
t
i
o
n
o
f
t
h
e
p
r
o
b
l
e
m
.
T
h
e
r
e
l
a
t
i
o
n
w
i
t
h
f
o
r
m
u
l
a
(
6
)
i
s
o
b
s
e
r
v
a
b
l
e
i
n
￿
g
u
r
e
4
.
A
t
a
d
o
n
’
t
c
a
r
e
p
r
o
b
a
b
i
l
i
t
y
o
f
0
:
1
5
t
h
e
c
u
r
v
e
i
s
v
e
r
y
c
l
o
s
e
t
o
z
e
r
o
c
o
n
s
e
q
u
e
n
t
l
y
c
a
u
s
i
n
g
t
h
e
c
o
v
e
r
i
n
g
c
h
a
l
l
e
n
g
e
.
W
i
t
h
i
n
-
c
r
e
a
s
i
n
g
P
#
t
h
e
c
u
r
v
e
i
n
c
r
e
a
s
e
s
a
n
d
t
h
e
c
o
v
e
r
i
n
g
c
h
a
l
-
l
e
n
g
e
d
i
m
i
n
i
s
h
e
s
.
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Covering and Schema Challenge in the 20, 37, and 70 multiplexer problem
20-MP, N=2,000: P(cover)
P(representative, o=5)
37-MP, N=5,000: P(cover)
P(representative, o=6)
70-MP, N=20,000: P(cover)
P(representative, o=7)
70-MP, N=100,000: P(cover)
P(representative, o=7)
F
i
g
u
r
e
4
:
T
h
e
t
w
o
c
h
a
l
l
e
n
g
e
s
v
i
s
u
a
l
i
z
e
d
f
o
r
t
h
e
2
0
,
3
7
,
a
n
d
7
0
m
u
l
t
i
p
l
e
x
e
r
p
r
o
b
l
e
m
.
S
i
m
i
l
a
r
l
y
,
t
h
e
s
c
h
e
m
a
c
h
a
l
l
e
n
g
e
i
s
o
b
s
e
r
v
a
b
l
e
i
n
￿
g
-
u
r
e
3
a
l
t
h
o
u
g
h
n
o
t
q
u
i
t
e
a
s
s
t
r
o
n
g
a
s
t
h
e
c
o
v
e
r
i
n
g
c
h
a
l
l
e
n
g
e
.
W
h
e
n
P
#
c
o
m
e
s
c
l
o
s
e
r
t
o
o
n
e
,
t
h
e
p
o
p
u
-
l
a
t
i
o
n
i
s
i
n
i
t
i
a
l
l
y
o
v
e
r
-
g
e
n
e
r
a
l
a
n
d
i
t
i
s
c
o
n
s
e
q
u
e
n
t
l
y
m
o
r
e
d
i
Æ
c
u
l
t
t
o
e
v
o
l
v
e
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
.
N
o
t
e
t
h
a
t
t
h
e
s
c
h
e
m
a
c
h
a
l
l
e
n
g
e
a
p
p
e
a
r
s
t
o
m
a
k
e
l
i
f
e
h
a
r
d
e
r
f
o
r
X
C
S
u
n
t
i
l
P
#
=
0
:
6
w
h
i
c
h
s
h
o
w
s
t
h
a
t
t
h
e
d
r
a
w
b
a
c
k
i
s
n
o
t
s
i
m
p
l
y
d
u
e
t
o
a
f
u
r
t
h
e
r
d
i
s
t
a
n
c
e
f
r
o
m
t
h
e
a
c
c
u
r
a
t
e
,
m
a
x
i
m
a
l
l
y
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
w
h
i
c
h
h
a
v
e
a
g
e
n
e
r
a
l
i
t
y
o
f
0
:
7
5
i
n
t
h
e
2
0
-
m
u
l
t
i
p
l
e
x
e
r
.
F
i
g
u
r
e
4
s
h
o
w
s
a
c
l
o
s
e
m
a
t
c
h
b
e
t
w
e
e
n
s
c
h
e
m
a
c
h
a
l
l
e
n
g
e
c
u
r
v
e
a
n
d
t
h
e
r
e
s
u
l
t
s
i
n
t
h
e
2
0
m
u
l
t
i
p
l
e
x
e
r
.
4
.
2
L
A
Y
E
R
E
D
P
A
Y
O
F
F
B
E
N
E
F
I
T
A
s
v
i
s
u
a
l
i
z
e
d
i
n
￿
g
u
r
e
4
t
h
e
w
i
n
d
o
w
t
h
a
t
a
l
l
o
w
s
a
s
o
l
u
-
t
i
o
n
t
o
t
h
e
p
r
o
b
l
e
m
s
e
v
e
r
e
l
y
d
i
m
i
n
i
s
h
e
s
i
n
t
h
e
3
7
m
u
l
-
t
i
p
l
e
x
e
r
.
H
o
w
e
v
e
r
,
X
C
S
i
s
s
t
i
l
l
a
b
l
e
t
o
￿
n
d
a
s
o
l
u
t
i
o
n
a
s
v
i
s
u
a
l
i
z
e
d
i
n
￿
g
u
r
e
5
.
M
o
r
e
o
v
e
r
,
￿
g
u
r
e
5
s
h
o
w
s
a
s
t
r
o
n
g
l
y
i
n
c
r
e
a
s
e
d
a
c
c
u
-
r
a
c
y
p
r
e
s
s
u
r
e
o
n
c
e
t
h
e
r
e
w
a
r
d
f
u
n
c
t
i
o
n
i
s
c
h
a
n
g
e
d
r
e
-
s
u
l
t
i
n
g
i
n
a
l
a
y
e
r
e
d
p
a
y
o
￿
l
a
n
d
s
c
a
p
e
.
T
h
e
b
i
a
s
e
d
r
e
-
w
a
r
d
f
u
n
c
t
i
o
n
u
s
e
s
t
h
e
f
o
r
m
u
l
a
(
v
a
l
u
e
o
f
t
h
e
k
p
o
s
i
t
i
o
n
b
i
t
s
+
r
e
t
u
r
n
v
a
l
u
e
)
￿
1
0
0
+
(
c
o
r
r
e
c
t
n
e
s
s
)
￿
3
0
0
a
s
u
s
e
d
i
n
W
i
l
s
o
n
(
1
9
9
5
)
.
T
h
e
c
o
n
s
e
q
u
e
n
c
e
o
f
t
h
e
f
o
r
m
u
l
a
i
s
t
h
a
t
a
n
y
s
p
e
c
i
￿
c
a
t
i
o
n
o
f
o
n
e
o
f
t
h
e
r
e
l
e
v
a
n
t
p
o
s
i
t
i
o
n
b
i
t
s
,
r
e
s
u
l
t
s
i
n
a
d
e
c
r
e
a
s
e
o
f
t
h
e
n
u
m
b
e
r
o
f
d
i
￿
e
r
e
n
t
r
e
-
w
a
r
d
s
a
n
d
c
o
n
s
e
q
u
e
n
t
l
y
t
o
a
d
e
c
r
e
a
s
e
i
n
t
h
e
p
r
e
d
i
c
t
i
o
n
e
r
r
o
r
.
T
h
i
s
d
e
c
r
e
a
s
e
r
e
s
u
l
t
s
i
n
a
n
i
n
c
r
e
a
s
e
o
f
s
e
l
e
c
t
i
n
g
c
l
a
s
s
i
￿
e
r
s
w
h
i
c
h
a
r
e
c
l
o
s
e
r
t
o
a
c
c
u
r
a
c
y
.
T
h
e
s
t
r
o
n
g
b
e
n
e
￿
t
o
f
t
h
i
s
i
n
c
r
e
a
s
e
i
s
o
b
s
e
r
v
a
b
l
e
i
n
￿
g
u
r
e
5
.
W
h
i
l
e
X
C
S
i
n
t
h
e
m
u
l
t
i
p
l
e
x
e
r
w
i
t
h
1
0
0
0
=
0
p
a
y
o
￿
r
e
a
c
h
e
s
a
1
0
0
%
k
n
o
w
l
e
d
g
e
a
f
t
e
r
a
b
o
u
t
5
0
0
;
0
0
0
p
r
o
b
l
e
m
s
,
X
C
S
i
n
t
h
e
3
7
m
u
l
t
i
p
l
e
x
e
r
w
i
t
h
t
h
e
b
i
a
s
e
d
r
e
w
a
r
d
f
u
n
c
-
t
i
o
n
a
c
t
u
a
l
l
y
r
e
a
c
h
e
s
a
1
0
0
%
k
n
o
w
l
e
d
g
e
a
f
t
e
r
a
b
o
u
t
1
0
0
;
0
0
0
p
r
o
b
l
e
m
s
.
N
o
t
e
a
l
s
o
t
h
e
d
i
￿
e
r
e
n
c
e
s
w
h
e
n
a
l
-
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Explore Problems (1000s)
XCS in the 37 multiplexer problem, N=5000, P#=0.6
1000/0 reward: alpha=1: performance
pop.size:
biased reward: alpha=1: performance
pop.size:
alpha=.1: performance
pop.size:
epsilon_0=.001: performance
pop.size:
F
i
g
u
r
e
5
:
T
h
e
3
7
m
u
l
t
i
p
l
e
x
e
r
p
r
o
b
l
e
m
i
s
s
o
l
v
a
b
l
e
f
o
r
a
n
a
p
p
r
o
p
r
i
a
t
e
p
a
r
a
m
e
t
e
r
s
e
t
t
i
n
g
.
W
h
e
n
i
n
t
r
o
d
u
c
i
n
g
a
b
i
a
s
e
d
r
e
w
a
r
d
f
u
n
c
t
i
o
n
,
e
p
s
i
l
o
n
n
e
e
d
s
t
o
b
e
l
o
w
e
r
e
d
.
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P
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S
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z
e
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0
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0
0
Explore Problems (1000s)
XCS in the 70 multiplexer problem with biased reward function, N=20000, P#=0.8
F
i
g
u
r
e
6
:
X
C
S
i
s
a
b
l
e
t
o
s
o
l
v
e
t
h
e
7
0
m
u
l
t
i
p
l
e
x
e
r
p
r
o
b
-
l
e
m
i
f
a
b
i
a
s
e
d
r
e
w
a
r
d
f
u
n
c
t
i
o
n
i
s
p
r
o
v
i
d
e
d
.
t
e
r
i
n
g
t
h
e
p
a
r
a
m
e
t
e
r
s
￿
a
n
d
￿
0
i
n
t
h
e
c
a
l
c
u
l
a
t
i
o
n
o
f
￿
.
T
h
e
s
t
r
o
n
g
e
r
d
i
￿
e
r
e
n
c
e
w
h
e
n
d
e
c
r
e
a
s
i
n
g
￿
a
n
d
￿
0
e
n
a
b
l
e
s
X
C
S
t
o
d
i
s
t
i
n
g
u
i
s
h
t
h
e
d
i
￿
e
r
e
n
t
r
e
w
a
r
d
l
e
v
-
e
l
s
s
t
r
o
n
g
e
r
.
T
h
u
s
,
i
t
e
v
o
l
v
e
s
a
n
a
c
c
u
r
a
t
e
p
e
r
f
o
r
m
a
n
c
e
f
a
s
t
e
r
a
n
d
s
t
a
y
s
m
o
r
e
r
e
l
i
a
b
l
y
o
n
a
1
0
0
%
p
e
r
f
o
r
m
a
n
c
e
l
e
v
e
l
.
T
h
e
l
a
y
e
r
e
d
p
a
y
o
￿
b
e
n
e
￿
t
e
v
e
n
e
n
a
b
l
e
s
X
C
S
t
o
s
o
l
v
e
t
h
e
7
0
m
u
l
t
i
p
l
e
x
e
r
p
r
o
b
l
e
m
a
s
s
h
o
w
n
i
n
￿
g
u
r
e
6
.
S
o
f
a
r
,
w
e
d
i
d
n
’
t
s
u
c
c
e
e
d
t
o
s
o
l
v
e
t
h
e
7
0
m
u
l
t
i
p
l
e
x
e
r
p
r
o
b
l
e
m
w
i
t
h
o
u
t
l
a
y
e
r
e
d
p
a
y
o
￿
.
A
l
t
h
o
u
g
h
t
h
e
t
w
o
c
h
a
l
l
e
n
g
e
s
d
e
c
r
e
a
s
e
t
h
e
s
p
a
c
e
f
o
r
p
o
s
s
i
b
l
e
s
o
l
u
t
i
o
n
s
a
s
s
h
o
w
n
i
n
￿
g
u
r
e
4
i
t
s
e
e
m
s
t
h
e
o
r
e
t
i
c
a
l
l
y
p
o
s
s
i
b
l
e
f
o
r
X
C
S
t
o
￿
n
d
a
s
o
l
u
t
i
o
n
i
f
a
s
u
Æ
c
i
e
n
t
l
y
l
a
r
g
e
p
o
p
u
l
a
t
i
o
n
i
s
p
r
o
v
i
d
e
d
.
H
o
w
e
v
e
r
,
s
i
n
c
e
t
h
e
￿
r
s
t
e
n
v
i
r
o
n
m
e
n
t
a
l
n
i
c
h
e
s
c
a
n
o
n
l
y
b
e
f
o
u
n
d
w
i
t
h
l
o
w
c
h
a
n
c
e
,
t
h
e
s
o
l
u
t
i
o
n
o
f
t
h
e
7
0
m
u
l
-
t
i
p
l
e
x
e
r
w
i
t
h
o
u
t
l
a
y
e
r
e
d
p
a
y
o
￿
a
p
p
e
a
r
s
t
o
b
e
h
a
r
d
.
4
.
3
B
I
A
S
E
D
G
E
N
E
R
A
L
I
T
Y
B
E
N
E
F
I
T
A
f
t
e
r
w
e
r
e
v
e
a
l
e
d
t
h
e
p
o
s
s
i
b
l
e
b
e
n
e
￿
t
d
u
e
t
o
a
b
i
a
s
e
d
r
e
w
a
r
d
f
u
n
c
t
i
o
n
,
w
h
a
t
r
e
m
a
i
n
s
i
s
t
o
s
h
o
w
t
h
e
b
e
n
e
￿
t
d
u
e
t
o
a
c
h
a
n
g
e
i
n
t
h
e
c
o
r
r
e
c
t
p
r
e
d
i
c
t
i
o
n
w
h
e
n
g
e
t
t
i
n
g
c
l
o
s
e
r
t
o
a
c
c
u
r
a
c
y
.
I
n
o
r
d
e
r
t
o
u
n
c
o
v
e
r
t
h
i
s
b
e
n
e
￿
t
,
w
e
d
e
c
i
d
e
d
t
o
m
o
d
i
f
y
t
h
e
m
u
l
t
i
p
l
e
x
e
r
f
u
n
c
t
i
o
n
r
e
s
u
l
t
i
n
g
i
n
w
h
a
t
w
e
c
a
l
l
a
x
y
-
b
i
a
s
e
d
m
u
l
t
i
p
l
e
x
e
r
f
u
n
c
t
i
o
n
.
T
h
i
s
f
u
n
c
t
i
o
n
f
o
r
m
s
a
h
i
e
r
a
r
c
h
y
o
f
d
e
p
t
h
t
w
o
.
T
h
e
￿
r
s
t
x
-
p
o
s
i
t
i
o
n
b
i
t
s
r
e
f
e
r
t
o
o
n
e
o
f
t
h
e
2
x
b
i
a
s
e
d
m
u
l
t
i
p
l
e
x
e
r
s
l
o
c
a
t
e
d
i
n
t
h
e
r
e
m
a
i
n
i
n
g
l
￿
x
b
i
t
s
.
A
b
i
a
s
e
d
m
u
l
t
i
-
p
l
e
x
e
r
i
s
d
e
￿
n
e
d
f
o
r
a
l
l
l
=
y
+
2
y
￿
1
s
i
n
c
e
t
h
e
b
i
a
s
e
d
m
u
l
t
i
p
l
e
x
e
r
i
s
a
l
w
a
y
s
o
n
e
i
f
a
l
l
y
p
o
s
i
t
i
o
n
b
i
t
s
a
r
e
o
n
e
o
r
a
l
w
a
y
s
z
e
r
o
i
f
a
l
l
i
t
s
y
p
o
s
i
t
i
o
n
b
i
t
s
a
r
e
z
e
r
o
d
e
p
e
n
-
d
e
n
t
o
n
i
f
t
h
e
v
a
l
u
e
o
f
t
h
e
￿
r
s
t
x
p
o
s
i
t
i
o
n
b
i
t
s
i
s
b
i
g
g
e
r
o
r
s
m
a
l
l
e
r
t
h
a
n
(
2
x
￿
1
)
=
2
,
r
e
s
p
e
c
t
i
v
e
l
y
.
T
h
e
r
e
s
u
l
t
i
s
a
b
i
a
s
e
d
c
o
n
s
i
s
t
e
n
c
y
o
n
s
e
v
e
r
a
l
g
e
n
e
r
a
l
i
t
y
l
e
v
e
l
s
i
n
o
v
e
r
-
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
.
F
i
g
u
r
e
7
s
h
o
w
s
t
h
a
t
X
C
S
c
a
n
b
e
n
e
￿
t
f
r
o
m
s
u
c
h
a
b
i
a
s
.
S
h
o
w
n
a
r
e
r
u
n
s
w
i
t
h
x
=
1
a
n
d
y
=
3
,
x
=
2
a
n
d
y
=
2
,
a
n
d
x
=
3
a
n
d
y
=
1
w
h
i
c
h
w
e
r
e
f
e
r
t
o
a
s
1
;
3
,
2
;
2
a
n
d
3
;
1
r
e
s
p
e
c
t
i
v
e
l
y
.
T
h
e
d
o
n
’
t
c
a
r
e
p
r
o
b
-
a
b
i
l
i
t
y
i
s
s
e
t
t
o
0
:
9
5
t
o
a
s
s
u
r
e
t
h
a
t
t
h
e
r
e
a
r
e
n
o
a
c
-
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
i
n
t
h
e
b
e
g
i
n
n
i
n
g
o
f
a
r
u
n
.
H
a
v
i
n
g
a
l
o
o
k
a
t
t
h
e
p
r
e
v
i
o
u
s
l
y
p
r
o
p
o
s
e
d
d
i
Æ
c
u
l
t
y
m
e
a
s
u
r
e
i
n
K
o
v
a
c
s
a
n
d
K
e
r
b
e
r
(
2
0
0
1
)
(
i
.
e
.
t
h
e
s
i
z
e
o
f
a
p
o
p
u
l
a
-
t
i
o
n
t
h
a
t
c
o
v
e
r
s
a
l
l
e
n
v
i
r
o
n
m
e
n
t
a
l
n
i
c
h
e
s
a
c
c
u
r
a
t
e
l
y
,
i
s
n
o
n
-
o
v
e
r
l
a
p
p
i
n
g
,
a
n
d
m
i
n
i
m
a
l
,
d
e
n
o
t
e
d
b
y
j
[
O
]
j
)
w
e
c
a
n
o
b
s
e
r
v
e
t
h
a
t
j
[
O
]
j
(
3
;
1
)
=
4
8
,
j
[
O
]
j
(
2
;
2
)
=
5
6
a
n
d
j
[
O
]
j
(
1
;
3
)
=
6
0
.
T
h
e
￿
g
u
r
e
c
o
n
￿
r
m
s
t
h
a
t
t
h
i
s
i
s
i
n
d
e
e
d
a
c
r
u
c
i
a
l
m
e
a
s
u
r
e
.
M
o
r
e
o
v
e
r
,
w
e
c
a
n
o
b
s
e
r
v
e
t
h
a
t
t
h
e
a
c
t
u
a
l
p
r
o
b
l
e
m
l
e
n
g
t
h
l
s
e
e
m
s
n
o
t
t
o
h
a
v
e
a
b
r
o
a
d
i
m
-
p
a
c
t
o
n
p
e
r
f
o
r
m
a
n
c
e
,
s
i
n
c
e
l
(
3
;
1
)
=
1
9
,
l
(
2
;
2
)
=
2
2
,
a
n
d
l
(
1
;
3
)
=
2
1
.
H
o
w
e
v
e
r
,
w
h
y
t
h
e
p
e
r
f
o
r
m
a
n
c
e
i
n
a
l
l
t
h
r
e
e
c
a
s
e
s
i
s
m
u
c
h
b
e
t
t
e
r
t
h
a
n
t
h
e
p
e
r
f
o
r
m
a
n
c
e
i
n
t
h
e
2
0
m
u
l
t
i
p
l
e
x
e
r
w
h
e
r
e
j
[
O
]
j
=
6
4
a
n
d
l
=
2
0
i
s
n
o
t
e
x
p
l
a
i
n
a
b
l
e
b
y
e
i
t
h
e
r
m
e
a
s
u
r
e
.
A
l
s
o
t
h
e
f
a
c
t
t
h
a
t
t
h
e
2
;
2
p
r
o
b
l
e
m
a
p
p
e
a
r
s
t
o
b
e
s
i
m
i
l
a
r
l
y
d
i
Æ
c
u
l
t
t
o
t
h
e
3
;
1
p
r
o
b
l
e
m
i
s
n
o
t
e
x
p
l
a
i
n
a
b
l
e
.
F
i
n
a
l
l
y
,
t
h
e
p
l
a
t
e
a
u
i
n
t
h
e
3
;
1
c
u
r
v
e
i
s
n
o
t
e
x
p
l
a
i
n
a
b
l
e
,
e
i
t
h
e
r
.
A
l
l
t
h
r
e
e
p
e
-
c
u
l
i
a
r
i
t
i
e
s
h
o
w
e
v
e
r
s
h
o
w
t
h
a
t
X
C
S
b
e
n
e
￿
t
s
f
r
o
m
t
h
e
p
e
r
c
e
n
t
a
g
e
b
i
a
s
.
D
e
s
p
i
t
e
t
h
e
l
o
w
s
p
e
c
i
￿
c
i
t
y
i
n
t
h
e
b
e
-
g
i
n
n
i
n
g
o
f
a
l
l
r
u
n
s
,
X
C
S
i
s
a
b
l
e
t
o
e
v
o
l
v
e
t
h
e
n
e
c
e
s
-
s
a
r
y
s
p
e
c
i
a
l
i
z
a
t
i
o
n
s
f
a
s
t
.
M
o
r
e
o
v
e
r
,
d
e
s
p
i
t
e
t
h
e
h
i
g
h
e
r
j
[
O
]
j
m
e
a
s
u
r
e
i
n
t
h
e
2
;
2
r
u
n
,
X
C
S
i
s
a
b
l
e
t
o
f
u
r
t
h
e
r
b
e
n
e
￿
t
f
r
o
m
t
h
e
p
e
r
c
e
n
t
a
g
e
b
i
a
s
i
n
t
h
i
s
s
e
t
t
i
n
g
a
n
d
c
o
n
s
e
q
u
e
n
t
l
y
r
e
a
c
h
e
s
a
1
0
0
%
k
n
o
w
l
e
d
g
e
a
s
f
a
s
t
a
s
i
n
t
h
e
3
;
1
r
u
n
.
F
i
n
a
l
l
y
,
t
h
e
p
l
a
t
e
a
u
i
n
t
h
e
3
;
1
r
u
n
r
e
-
v
e
a
l
s
t
h
a
t
X
C
S
￿
r
s
t
d
i
s
c
o
v
e
r
s
t
h
e
n
e
c
e
s
s
a
r
y
s
p
e
c
i
￿
c
i
t
y
o
f
t
h
e
￿
r
s
t
b
i
t
w
h
i
c
h
r
e
s
u
l
t
s
,
i
f
s
p
e
c
i
￿
e
d
i
n
a
0
:
7
5
%
c
o
r
r
e
c
t
n
e
s
s
o
f
a
c
l
a
s
s
i
￿
e
r
.
H
o
w
e
v
e
r
,
d
u
e
t
o
t
h
e
m
i
n
o
r
b
i
a
s
i
n
t
h
e
r
e
m
a
i
n
i
n
g
f
o
u
r
t
o
b
e
s
p
e
c
i
￿
e
d
b
i
t
s
,
i
t
t
a
k
e
s
l
o
n
g
e
r
t
o
p
r
o
c
e
e
d
t
o
a
1
0
0
%
k
n
o
w
l
e
d
g
e
.
T
h
e
2
;
2
c
a
s
e
h
a
s
a
l
o
w
e
r
b
i
a
s
i
n
t
h
e
s
p
e
c
i
￿
c
a
t
i
o
n
o
f
t
h
e
￿
r
s
t
b
i
t
,
b
u
t
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Explore Problems
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22-FBF: performance
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F
i
g
u
r
e
7
:
T
h
e
i
n
c
r
e
a
s
i
n
g
c
o
n
s
i
s
t
e
n
c
y
i
n
c
l
a
s
s
i
￿
c
a
t
i
o
n
w
h
e
n
g
e
t
t
i
n
g
c
l
o
s
e
r
t
o
b
e
i
n
g
a
c
c
u
r
a
t
e
h
e
l
p
s
X
C
S
i
n
e
v
o
l
v
i
n
g
a
c
o
m
p
l
e
t
e
a
n
d
a
c
c
u
r
a
t
e
r
e
p
r
e
s
e
n
t
a
t
i
o
n
.
a
s
t
r
o
n
g
e
r
o
n
e
,
i
n
t
h
e
r
e
m
a
i
n
i
n
g
s
p
e
c
i
￿
c
a
t
i
o
n
s
.
T
h
u
s
,
i
n
t
h
i
s
c
a
s
e
i
t
t
a
k
e
s
l
o
n
g
e
r
t
o
r
e
l
i
a
b
l
y
e
v
o
l
v
e
t
h
e
￿
r
s
t
s
p
e
c
i
￿
c
a
t
i
o
n
s
b
u
t
f
a
s
t
e
r
t
o
s
p
e
c
i
f
y
t
h
e
r
e
s
t
.
5
S
U
M
M
A
R
Y
A
N
D
C
O
N
C
L
U
S
I
O
N
T
h
i
s
p
a
p
e
r
i
n
v
e
s
t
i
g
a
t
e
d
h
o
w
X
C
S
e
v
o
l
v
e
s
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
.
W
e
s
h
o
w
e
d
t
h
a
t
t
h
e
a
c
c
u
r
a
c
y
b
a
s
e
d
￿
t
-
n
e
s
s
a
p
p
r
o
a
c
h
i
n
X
C
S
t
o
g
e
t
h
e
r
w
i
t
h
t
h
e
g
e
n
e
r
a
l
i
t
y
p
r
e
s
s
u
r
e
c
a
u
s
e
s
a
n
e
v
o
l
u
t
i
o
n
a
r
y
p
r
e
s
s
u
r
e
t
o
w
a
r
d
s
a
c
-
c
u
r
a
t
e
,
m
a
x
i
m
a
l
l
y
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
.
H
o
w
e
v
e
r
,
s
e
v
-
e
r
a
l
p
r
o
b
l
e
m
s
w
e
r
e
e
n
c
o
u
n
t
e
r
e
d
t
h
a
t
c
a
n
p
r
e
v
e
n
t
X
C
S
f
r
o
m
￿
n
d
i
n
g
a
c
o
m
p
l
e
t
e
a
n
d
a
c
c
u
r
a
t
e
s
o
l
u
t
i
o
n
t
o
a
g
i
v
e
n
p
r
o
b
l
e
m
.
T
h
e
c
o
v
e
r
i
n
g
c
h
a
l
l
e
n
g
e
n
e
e
d
s
t
o
b
e
m
e
t
i
n
o
r
d
e
r
t
o
p
r
e
v
e
n
t
X
C
S
f
r
o
m
g
e
t
t
i
n
g
s
t
u
c
k
i
n
a
c
o
n
t
i
n
u
o
u
s
c
o
v
e
r
i
n
g
-
d
e
l
e
t
i
n
g
l
o
o
p
w
i
t
h
o
u
t
a
n
y
s
o
r
t
o
f
e
v
o
l
u
t
i
o
n
.
T
h
e
s
c
h
e
m
a
c
h
a
l
l
e
n
g
e
f
a
c
e
s
X
C
S
w
i
t
h
t
h
e
p
r
o
b
l
e
m
o
f
e
v
o
l
v
i
n
g
c
l
a
s
s
i
￿
e
r
s
f
r
o
m
t
h
e
o
v
e
r
-
g
e
n
e
r
a
l
s
i
d
e
.
T
w
o
e
n
v
i
r
o
n
m
e
n
t
a
l
p
r
o
p
e
r
t
i
e
s
p
r
o
v
e
d
t
o
h
e
l
p
X
C
S
i
n
t
h
i
s
e
n
d
e
a
v
o
r
.
(
1
)
L
a
y
e
r
e
d
p
a
y
o
￿
b
e
n
e
￿
t
c
a
n
b
e
e
n
c
o
u
n
t
e
r
e
d
i
f
s
p
e
c
i
a
l
i
z
a
t
i
o
n
o
f
r
e
l
e
v
a
n
t
b
i
t
s
l
e
a
d
s
t
o
a
n
o
n
a
v
e
r
a
g
e
s
m
a
l
l
e
r
d
i
￿
e
r
e
n
c
e
i
n
p
a
y
o
￿
e
n
c
o
u
n
-
t
e
r
e
d
.
(
2
)
B
i
a
s
e
d
g
e
n
e
r
a
l
i
t
y
b
e
n
e
￿
t
i
s
t
h
e
r
e
s
u
l
t
o
f
a
b
i
a
s
i
n
t
h
e
c
o
n
s
i
s
t
e
n
c
y
o
f
a
c
o
r
r
e
c
t
/
w
r
o
n
g
c
l
a
s
s
i
￿
c
a
-
t
i
o
n
i
n
o
v
e
r
-
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
.
M
o
r
e
o
v
e
r
,
i
t
h
a
s
b
e
e
n
s
h
o
w
n
t
h
a
t
t
h
e
a
c
c
u
r
a
c
y
f
u
n
c
t
i
o
n
i
s
c
r
u
c
i
a
l
i
n
e
x
p
l
o
i
t
-
i
n
g
t
h
e
b
e
n
e
￿
t
s
a
n
d
e
v
o
l
v
i
n
g
a
c
o
m
p
l
e
t
e
a
n
d
a
c
c
u
r
a
t
e
s
o
l
u
t
i
o
n
t
o
a
p
r
o
b
l
e
m
.
A
l
t
h
o
u
g
h
m
o
s
t
o
f
t
h
e
i
n
v
e
s
t
i
g
a
t
i
o
n
s
h
e
r
e
i
n
a
p
p
e
a
r
t
o
b
e
r
a
t
h
e
r
t
h
e
o
r
e
t
i
c
a
l
,
w
e
h
o
p
e
t
h
a
t
o
u
r
a
p
p
r
o
a
c
h
l
e
a
d
s
t
o
a
b
r
o
a
d
e
r
u
n
d
e
r
s
t
a
n
d
i
n
g
o
f
X
C
S
.
M
o
r
e
o
v
e
r
,
t
h
e
t
w
o
c
h
a
l
l
e
n
g
e
s
t
o
g
e
t
h
e
r
w
i
t
h
t
h
e
f
o
r
m
u
l
a
s
p
r
o
v
i
d
e
r
u
l
e
s
o
f
t
h
u
m
b
h
o
w
t
o
s
e
t
s
e
v
e
r
a
l
i
n
i
t
i
a
l
p
a
r
a
m
e
t
e
r
s
i
n
X
C
S
.
F
i
n
a
l
l
y
,
t
h
e
p
a
p
e
r
p
r
o
v
i
d
e
s
s
e
v
e
r
a
l
i
n
s
i
g
h
t
s
h
o
w
t
o
i
n
-
c
l
u
d
e
b
a
c
k
g
r
o
u
n
d
k
n
o
w
l
e
d
g
e
i
n
t
h
e
s
y
s
t
e
m
.
B
y
i
n
t
r
o
-
d
u
c
i
n
g
a
b
i
a
s
i
n
t
h
e
r
e
w
a
r
d
f
u
n
c
t
i
o
n
,
X
C
S
c
a
n
g
e
t
h
i
n
t
s
t
h
a
t
l
e
a
d
t
h
e
s
y
s
t
e
m
t
o
a
c
e
r
t
a
i
n
d
i
r
e
c
t
i
o
n
.
F
u
t
u
r
e
r
e
-
s
e
a
r
c
h
w
i
l
l
s
h
o
w
t
o
w
h
a
t
e
x
t
e
n
t
t
h
i
s
c
h
a
r
a
c
t
e
r
i
s
t
i
c
i
s
e
x
p
l
o
i
t
a
b
l
e
i
n
t
h
e
s
y
s
t
e
m
.
R
e
f
e
r
e
n
c
e
s
B
u
t
z
,
M
.
V
.
,
&
W
i
l
s
o
n
,
S
.
W
.
(
2
0
0
1
)
.
A
n
a
l
g
o
r
i
t
h
-
m
i
c
d
e
s
c
r
i
p
t
i
o
n
o
f
X
C
S
.
I
n
L
a
n
z
i
,
P
.
L
.
,
S
t
o
l
z
-
m
a
n
n
,
W
.
a
n
d
W
i
l
s
o
n
,
S
.
W
.
(
E
d
s
.
)
,
A
d
v
a
n
c
e
s
i
n
L
e
a
r
n
i
n
g
C
l
a
s
s
i
￿
e
r
S
y
s
t
e
m
s
,
L
N
A
I
1
9
9
6
.
t
o
a
p
p
e
a
r
.
G
o
l
d
b
e
r
g
,
D
.
E
.
(
1
9
8
9
)
.
G
e
n
e
t
i
c
a
l
g
o
r
i
t
h
m
s
i
n
s
e
a
r
c
h
,
o
p
t
i
m
i
z
a
t
i
o
n
a
n
d
m
a
c
h
i
n
e
l
e
a
r
n
i
n
g
.
R
e
a
d
i
n
g
,
M
a
s
s
a
c
h
u
s
e
t
t
s
:
A
d
d
i
s
o
n
-
W
e
s
l
e
y
.
H
o
l
l
a
n
d
,
J
.
H
.
,
&
R
e
i
t
m
a
n
,
J
.
S
.
(
1
9
7
8
)
.
C
o
g
n
i
t
i
v
e
s
y
s
t
e
m
s
b
a
s
e
d
o
n
a
d
a
p
t
i
v
e
a
l
g
o
r
i
t
h
m
s
.
I
n
W
a
t
e
r
-
m
a
n
,
D
.
A
.
,
&
H
a
y
e
s
-
R
o
t
h
,
F
.
(
E
d
s
.
)
,
P
a
t
t
e
r
n
D
i
r
e
c
t
e
d
I
n
f
e
r
e
n
c
e
S
y
s
t
e
m
s
(
p
p
.
3
1
3
{
3
2
9
)
.
N
e
w
Y
o
r
k
:
A
c
a
d
e
m
i
c
P
r
e
s
s
.
K
o
v
a
c
s
,
T
.
(
1
9
9
7
)
.
X
C
S
C
l
a
s
s
i
￿
e
r
S
y
s
t
e
m
R
e
l
i
-
a
b
l
y
E
v
o
l
v
e
s
A
c
c
u
r
a
t
e
,
C
o
m
p
l
e
t
e
,
a
n
d
M
i
n
i
m
a
l
R
e
p
r
e
s
e
n
t
a
t
i
o
n
s
f
o
r
B
o
o
l
e
a
n
F
u
n
c
t
i
o
n
s
.
I
n
R
o
y
,
C
h
a
w
d
h
r
y
,
&
P
a
n
t
(
E
d
s
.
)
,
S
o
f
t
C
o
m
p
u
t
i
n
g
i
n
E
n
g
i
n
e
e
r
i
n
g
D
e
s
i
g
n
a
n
d
M
a
n
u
f
a
c
t
u
r
i
n
g
(
p
p
.
5
9
{
6
8
)
.
S
p
r
i
n
g
e
r
-
V
e
r
l
a
g
,
L
o
n
d
o
n
.
K
o
v
a
c
s
,
T
.
(
1
9
9
9
)
.
D
e
l
e
t
i
o
n
s
c
h
e
m
e
s
f
o
r
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
s
.
I
n
B
a
n
z
h
a
f
,
W
.
,
D
a
i
d
a
,
J
.
,
E
i
b
e
n
,
A
.
E
.
,
G
a
r
z
o
n
,
M
.
H
.
,
H
o
n
a
v
a
r
,
V
.
,
J
a
k
i
e
l
a
,
M
.
,
&
S
m
i
t
h
,
R
.
E
.
(
E
d
s
.
)
,
P
r
o
c
e
e
d
i
n
g
s
o
f
t
h
e
G
e
-
n
e
t
i
c
a
n
d
E
v
o
l
u
t
i
o
n
a
r
y
C
o
m
p
u
t
a
t
i
o
n
C
o
n
f
e
r
e
n
c
e
(
G
E
C
C
O
-
9
9
)
(
p
p
.
3
2
9
{
3
3
6
)
.
S
a
n
F
r
a
n
c
i
s
c
o
,
C
A
:
M
o
r
g
a
n
K
a
u
f
m
a
n
n
.
K
o
v
a
c
s
,
T
.
(
2
0
0
1
)
.
T
o
w
a
r
d
s
a
t
h
e
o
r
y
o
f
s
t
r
o
n
g
o
v
e
r
-
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
.
I
n
F
o
g
a
r
t
y
,
T
.
C
.
,
M
a
r
t
i
n
,
W
.
a
n
d
S
p
e
a
r
s
,
W
.
M
.
(
E
d
s
.
)
,
P
r
o
c
e
e
d
i
n
g
s
o
f
t
h
e
W
o
r
k
s
h
o
p
o
n
F
o
u
n
d
a
t
i
o
n
s
o
f
G
e
n
e
t
i
c
A
l
g
o
r
i
t
h
m
s
(
F
O
G
A
2
0
0
0
)
.
t
o
a
p
p
e
a
r
.
K
o
v
a
c
s
,
T
.
,
&
K
e
r
b
e
r
,
M
.
(
2
0
0
1
)
.
W
h
a
t
m
a
k
e
s
a
p
r
o
b
l
e
m
h
a
r
d
f
o
r
X
C
S
?
I
n
L
a
n
z
i
,
P
.
L
.
,
S
t
o
l
z
-
m
a
n
n
,
W
.
a
n
d
W
i
l
s
o
n
,
S
.
W
.
(
E
d
s
.
)
,
A
d
v
a
n
c
e
s
i
n
L
e
a
r
n
i
n
g
C
l
a
s
s
i
￿
e
r
S
y
s
t
e
m
s
,
L
N
A
I
1
9
9
6
.
t
o
a
p
p
e
a
r
.
S
u
t
t
o
n
,
R
.
S
.
,
&
B
a
r
t
o
,
A
.
G
.
(
1
9
9
8
)
.
R
e
i
n
f
o
r
c
e
-
m
e
n
t
L
e
a
r
n
i
n
g
:
A
n
I
n
t
r
o
d
u
c
t
i
o
n
.
C
a
m
b
r
i
d
g
e
,
M
A
:
M
I
T
P
r
e
s
s
.
W
i
l
s
o
n
,
S
.
W
.
(
1
9
9
4
)
.
Z
C
S
:
A
z
e
r
o
t
h
l
e
v
e
l
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
.
E
v
o
l
u
t
i
o
n
a
r
y
C
o
m
p
u
t
a
t
i
o
n
,
2
(
1
)
,
1
{
1
8
.
W
i
l
s
o
n
,
S
.
W
.
(
1
9
9
5
)
.
C
l
a
s
s
i
￿
e
r
￿
t
n
e
s
s
b
a
s
e
d
o
n
a
c
c
u
r
a
c
y
.
E
v
o
l
u
t
i
o
n
a
r
y
C
o
m
p
u
t
a
t
i
o
n
,
3
(
2
)
,
1
4
9
{
1
7
5
.
934 CLASSIFIER SYSTEMSA
n
a
l
y
z
i
n
g
t
h
e
E
v
o
l
u
t
i
o
n
a
r
y
P
r
e
s
s
u
r
e
s
i
n
X
C
S
M
a
r
t
i
n
V
.
B
u
t
z
D
e
p
a
r
t
m
e
n
t
o
f
C
o
g
n
i
t
i
v
e
P
s
y
c
h
o
l
o
g
y
U
n
i
v
e
r
s
i
t
y
o
f
W
￿
u
r
z
b
u
r
g
W
￿
u
r
z
b
u
r
g
,
9
7
0
7
0
,
G
e
r
m
a
n
y
b
u
t
z
@
p
s
y
c
h
o
l
o
g
i
e
.
u
n
i
-
w
u
e
r
z
b
u
r
g
.
d
e
M
a
r
t
i
n
P
e
l
i
k
a
n
I
l
l
i
n
o
i
s
G
e
n
e
t
i
c
A
l
g
o
r
i
t
h
m
s
L
a
b
o
r
a
t
o
r
y
U
n
i
v
e
r
s
i
t
y
o
f
I
l
l
i
n
o
i
s
a
t
U
r
b
a
n
a
-
C
h
a
m
p
a
i
g
n
U
r
b
a
n
a
-
C
h
a
m
p
a
i
g
n
,
I
L
,
U
S
A
p
e
l
i
k
a
n
@
i
l
l
i
g
a
l
.
g
e
.
u
i
u
c
.
e
d
u
A
b
s
t
r
a
c
t
A
f
t
e
r
a
n
i
n
c
r
e
a
s
i
n
g
i
n
t
e
r
e
s
t
i
n
l
e
a
r
n
i
n
g
c
l
a
s
-
s
i
￿
e
r
s
y
s
t
e
m
s
a
n
d
t
h
e
X
C
S
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
i
n
p
a
r
t
i
c
u
l
a
r
,
t
h
i
s
p
a
p
e
r
l
o
c
a
t
e
s
a
n
d
a
n
a
l
y
z
e
s
t
h
e
d
i
s
t
i
n
c
t
e
v
o
l
u
t
i
o
n
a
r
y
p
r
e
s
s
u
r
e
s
i
n
X
C
S
.
C
o
m
b
i
n
i
n
g
s
e
v
e
r
a
l
o
f
t
h
e
p
r
e
s
s
u
r
e
s
,
a
n
e
q
u
a
-
t
i
o
n
i
s
d
e
r
i
v
e
d
t
h
a
t
v
a
l
i
d
a
t
e
s
t
h
e
g
e
n
e
r
a
l
i
z
a
-
t
i
o
n
h
y
p
o
t
h
e
s
i
s
w
h
i
c
h
w
a
s
s
t
a
t
e
d
b
y
W
i
l
s
o
n
(
1
9
9
5
)
.
A
d
e
t
a
i
l
e
d
e
x
p
e
r
i
m
e
n
t
a
l
s
t
u
d
y
o
f
t
h
e
e
q
u
a
t
i
o
n
e
x
h
i
b
i
t
s
i
t
s
a
p
p
l
i
c
a
b
i
l
i
t
y
i
n
p
r
e
d
i
c
t
-
i
n
g
t
h
e
c
h
a
n
g
e
i
n
s
p
e
c
i
￿
c
i
t
y
i
n
X
C
S
a
s
w
e
l
l
a
s
r
e
v
e
a
l
s
s
e
v
e
r
a
l
o
t
h
e
r
s
p
e
c
i
￿
c
i
t
y
i
n
￿
u
e
n
c
e
s
.
1
I
N
T
R
O
D
U
C
T
I
O
N
T
h
e
a
c
c
u
r
a
c
y
b
a
s
e
d
￿
t
n
e
s
s
a
p
p
r
o
a
c
h
i
n
X
C
S
(
W
i
l
s
o
n
,
1
9
9
5
)
r
e
s
u
l
t
s
i
n
a
l
e
a
r
n
i
n
g
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
(
L
C
S
)
t
h
a
t
e
v
o
l
v
e
s
n
o
t
o
n
l
y
c
l
a
s
s
i
￿
e
r
s
f
o
r
b
e
s
t
a
c
t
i
o
n
s
,
b
u
t
a
c
o
m
-
p
l
e
t
e
p
a
y
o
￿
m
a
p
o
f
t
h
e
p
r
o
b
l
e
m
.
T
h
i
s
m
e
a
n
s
t
h
a
t
t
h
e
s
y
s
t
e
m
e
v
o
l
v
e
s
a
n
i
n
t
e
r
n
a
l
r
e
p
r
e
s
e
n
t
a
t
i
o
n
t
h
a
t
c
a
n
d
e
t
e
r
m
i
n
e
t
h
e
q
u
a
l
i
t
y
o
f
e
a
c
h
p
o
s
s
i
b
l
e
a
c
t
i
o
n
i
n
e
a
c
h
p
o
s
s
i
b
l
e
s
t
a
t
e
o
f
t
h
e
e
n
c
o
u
n
t
e
r
e
d
e
n
v
i
r
o
n
m
e
n
t
.
S
e
v
e
r
a
l
s
t
u
d
i
e
s
s
h
o
w
e
d
t
h
a
t
t
h
e
p
a
y
o
￿
m
a
p
i
n
X
C
S
i
s
c
o
m
p
a
c
t
,
c
o
m
p
l
e
t
e
,
a
n
d
a
c
c
u
r
a
t
e
.
T
h
e
p
u
r
p
o
s
e
o
f
t
h
i
s
p
a
p
e
r
i
s
t
o
c
l
a
r
i
f
y
a
n
d
a
n
a
l
y
z
e
t
h
e
e
v
o
l
u
t
i
o
n
a
r
y
p
r
e
s
s
u
r
e
s
i
n
X
C
S
.
T
h
e
c
o
m
b
i
n
a
t
i
o
n
o
f
s
e
v
e
r
a
l
p
r
e
s
s
u
r
e
s
r
e
s
u
l
t
s
i
n
a
f
o
r
m
u
l
a
t
h
a
t
p
r
e
d
i
c
t
s
t
h
e
c
h
a
n
g
e
i
n
s
p
e
c
i
￿
c
i
t
y
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
.
T
h
i
s
f
o
r
-
m
u
l
a
v
a
l
i
d
a
t
e
s
t
h
e
g
e
n
e
r
a
l
i
z
a
t
i
o
n
h
y
p
o
t
h
e
s
i
s
(
W
i
l
s
o
n
,
1
9
9
5
)
,
w
h
i
c
h
w
a
s
e
x
p
e
r
i
m
e
n
t
a
l
l
y
i
n
v
e
s
t
i
g
a
t
e
d
i
n
K
o
-
v
a
c
s
(
1
9
9
7
)
.
P
r
o
v
i
d
i
n
g
e
x
p
e
r
i
m
e
n
t
a
l
e
v
i
d
e
n
c
e
,
t
h
e
f
o
r
-
m
u
l
a
p
r
o
v
e
s
i
t
s
a
p
p
l
i
c
a
b
i
l
i
t
y
i
n
a
n
o
v
e
r
-
g
e
n
e
r
a
l
p
o
p
u
-
l
a
t
i
o
n
a
s
w
e
l
l
a
s
a
n
a
c
c
u
r
a
t
e
o
n
e
.
T
h
e
p
a
p
e
r
s
t
a
r
t
s
w
i
t
h
a
n
o
v
e
r
v
i
e
w
o
v
e
r
X
C
S
w
i
t
h
a
l
l
i
n
v
o
l
v
e
d
p
r
o
c
e
s
s
e
s
r
e
l
e
v
a
n
t
f
o
r
t
h
e
p
a
p
e
r
.
N
e
x
t
,
t
h
e
e
v
o
l
u
t
i
o
n
a
r
y
p
r
e
s
s
u
r
e
s
i
n
X
C
S
a
r
e
￿
r
s
t
a
n
a
l
y
z
e
d
s
e
p
-
a
r
a
t
e
l
y
a
n
d
t
h
e
n
i
n
i
n
t
e
r
a
c
t
i
o
n
.
S
e
c
t
i
o
n
5
p
r
o
v
i
d
e
s
e
x
p
e
r
i
m
e
n
t
a
l
v
a
l
i
d
a
t
i
o
n
o
f
t
h
e
c
l
a
i
m
e
d
p
r
e
s
s
u
r
e
s
,
i
n
-
t
e
r
a
c
t
i
o
n
s
,
a
n
d
p
a
r
a
m
e
t
e
r
d
e
p
e
n
d
e
n
c
i
e
s
.
F
i
n
a
l
l
y
,
a
c
o
n
c
l
u
s
i
o
n
i
s
p
r
o
v
i
d
e
d
.
2
X
C
S
O
V
E
R
V
I
E
W
T
h
e
X
C
S
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
,
a
s
i
t
i
s
e
x
p
l
a
i
n
e
d
a
n
d
u
s
e
d
h
e
r
e
i
n
,
i
n
c
o
r
p
o
r
a
t
e
s
t
h
e
b
a
s
i
c
s
p
u
b
l
i
s
h
e
d
b
y
W
i
l
s
o
n
(
1
9
9
5
)
a
n
d
t
h
e
f
u
r
t
h
e
r
e
n
h
a
n
c
e
m
e
n
t
s
i
n
W
i
l
s
o
n
(
1
9
9
8
)
a
n
d
K
o
v
a
c
s
(
1
9
9
9
)
.
A
n
a
l
g
o
r
i
t
h
m
i
c
d
e
s
c
r
i
p
t
i
o
n
o
f
t
h
e
u
s
e
d
s
y
s
t
e
m
c
a
n
b
e
f
o
u
n
d
i
n
B
u
t
z
a
n
d
W
i
l
s
o
n
(
2
0
0
1
)
.
T
h
i
s
s
e
c
t
i
o
n
g
i
v
e
s
a
n
o
v
e
r
v
i
e
w
o
f
X
C
S
e
m
p
h
a
s
i
z
i
n
g
t
h
e
f
o
r
m
u
l
a
s
a
n
d
m
e
t
h
o
d
s
i
m
p
o
r
t
a
n
t
i
n
t
h
e
r
e
m
a
i
n
d
e
r
o
f
t
h
e
p
a
p
e
r
.
F
o
r
f
u
r
t
h
e
r
d
e
t
a
i
l
s
t
h
e
i
n
t
e
r
e
s
t
e
d
r
e
a
d
e
r
s
h
o
u
l
d
r
e
f
e
r
t
o
t
h
e
c
i
t
e
d
l
i
t
e
r
a
t
u
r
e
.
A
s
a
l
l
L
C
S
s
t
h
e
X
C
S
i
n
t
e
r
a
c
t
s
w
i
t
h
a
n
e
n
v
i
r
o
n
m
e
n
t
.
T
h
e
e
n
v
i
r
o
n
m
e
n
t
p
r
o
v
i
d
e
s
s
i
t
u
a
t
i
o
n
s
o
r
p
r
o
b
l
e
m
i
n
-
s
t
a
n
c
e
s
￿
c
o
d
e
d
a
s
b
i
n
a
r
y
s
t
r
i
n
g
s
o
f
l
e
n
g
t
h
L
(
i
.
e
.
￿
2
f
0
;
1
g
L
)
.
F
u
r
t
h
e
r
m
o
r
e
,
a
c
t
i
o
n
s
￿
2
￿
1
;
:
:
:
;
￿
n
a
r
e
e
x
e
c
u
t
a
b
l
e
i
n
t
h
e
e
n
v
i
r
o
n
m
e
n
t
.
F
i
n
a
l
l
y
,
t
h
e
e
n
v
i
r
o
n
-
m
e
n
t
p
r
o
v
i
d
e
s
a
s
c
a
l
a
r
r
e
w
a
r
d
￿
2
<
r
e
￿
e
c
t
i
n
g
t
h
e
c
o
r
r
e
c
t
n
e
s
s
o
r
q
u
a
l
i
t
y
o
f
t
h
e
l
a
s
t
a
p
p
l
i
e
d
a
c
t
i
o
n
.
A
s
a
l
l
L
C
S
s
,
X
C
S
c
o
n
s
i
s
t
s
o
f
a
p
o
p
u
l
a
t
i
o
n
[
P
]
o
f
c
l
a
s
-
s
i
￿
e
r
s
w
h
i
c
h
i
s
o
f
￿
x
e
d
l
e
n
g
t
h
N
.
T
h
e
s
t
r
u
c
t
u
r
e
o
f
a
c
l
a
s
s
i
￿
e
r
i
n
X
C
S
i
s
a
s
f
o
l
l
o
w
s
.
T
h
e
c
o
n
d
i
t
i
o
n
p
a
r
t
C
s
p
e
c
i
￿
e
s
w
h
e
r
e
t
h
e
c
l
a
s
s
i
￿
e
r
i
s
a
p
p
l
i
c
a
b
l
e
.
I
t
i
s
c
o
d
e
d
a
s
a
s
t
r
i
n
g
o
v
e
r
t
h
e
t
e
r
n
a
r
y
a
l
p
h
a
b
e
t
f
0
;
1
;
#
g
o
f
l
e
n
g
t
h
L
(
i
.
e
.
C
2
f
0
;
1
;
#
g
L
)
.
T
h
e
a
c
t
i
o
n
/
c
l
a
s
s
i
￿
c
a
t
i
o
n
p
a
r
t
A
s
p
e
c
i
￿
e
s
t
h
e
a
c
t
i
o
n
/
c
l
a
s
s
i
￿
c
a
t
i
o
n
o
f
t
h
e
c
l
a
s
s
i
￿
e
r
.
I
t
c
a
n
s
p
e
c
i
f
y
a
n
y
a
c
t
i
o
n
e
x
e
c
u
t
a
b
l
e
i
n
t
h
e
e
n
v
i
r
o
n
m
e
n
t
(
A
2
￿
1
;
:
:
:
;
￿
n
)
.
T
h
e
r
e
w
a
r
d
p
r
e
d
i
c
t
i
o
n
p
e
s
t
i
m
a
t
e
s
t
h
e
p
a
y
o
￿
e
n
c
o
u
n
t
e
r
e
d
a
f
t
e
r
t
h
e
e
x
e
c
u
t
i
o
n
o
f
t
h
e
s
p
e
c
-
i
￿
e
d
a
c
t
i
o
n
.
T
h
e
p
r
e
d
i
c
t
i
o
n
e
r
r
o
r
￿
e
s
t
i
m
a
t
e
s
t
h
e
c
u
r
-
r
e
n
t
e
r
r
o
r
o
f
p
a
n
d
i
s
e
s
s
e
n
t
i
a
l
l
y
u
s
e
d
f
o
r
t
h
e
a
c
c
u
r
a
c
y
a
n
d
r
e
s
u
l
t
i
n
g
￿
t
n
e
s
s
d
e
t
e
r
m
i
n
a
t
i
o
n
.
T
h
e
￿
t
n
e
s
s
F
i
s
a
m
e
a
s
u
r
e
o
f
t
h
e
a
c
c
u
r
a
c
y
o
f
p
w
i
t
h
r
e
s
p
e
c
t
t
o
a
l
l
c
o
m
-
p
e
t
i
n
g
c
l
a
s
s
i
￿
e
r
s
.
T
h
e
e
x
p
e
r
i
e
n
c
e
e
x
p
c
o
u
n
t
s
h
o
w
o
f
-
935 CLASSIFIER SYSTEMSt
e
n
t
h
e
p
a
r
a
m
e
t
e
r
s
o
f
t
h
e
c
l
a
s
s
i
￿
e
r
w
e
r
e
u
p
d
a
t
e
d
.
T
h
e
t
i
m
e
s
t
a
m
p
t
s
s
t
o
r
e
s
t
h
e
t
i
m
e
w
h
e
n
l
a
s
t
t
h
e
c
l
a
s
s
i
￿
e
r
w
a
s
i
n
a
s
e
t
w
h
e
r
e
a
G
A
w
a
s
a
p
p
l
i
e
d
.
T
h
e
a
c
t
i
o
n
s
e
t
s
i
z
e
e
s
t
i
m
a
t
e
a
s
a
p
p
r
o
x
i
m
a
t
e
s
t
h
e
a
v
e
r
a
g
e
s
i
z
e
o
f
t
h
e
a
c
t
i
o
n
s
e
t
s
t
h
e
c
l
a
s
s
i
￿
e
r
b
e
l
o
n
g
s
t
o
.
T
h
e
n
u
m
e
r
o
s
i
t
y
n
u
m
r
e
￿
e
c
t
s
h
o
w
m
a
n
y
m
i
c
r
o
-
c
l
a
s
s
i
￿
e
r
s
(
u
s
u
a
l
c
l
a
s
s
i
-
￿
e
r
s
)
t
h
i
s
m
a
c
r
o
c
l
a
s
s
i
￿
e
r
r
e
p
r
e
s
e
n
t
s
.
T
h
i
s
n
o
t
a
t
i
o
n
i
s
o
n
l
y
i
m
p
o
r
t
a
n
t
f
o
r
e
￿
c
i
e
n
c
y
p
u
r
p
o
s
e
s
.
A
t
t
h
e
b
e
g
i
n
n
i
n
g
o
f
a
n
e
x
p
e
r
i
m
e
n
t
t
h
e
p
o
p
u
l
a
t
i
o
n
o
f
X
C
S
i
s
u
s
u
a
l
l
y
e
m
p
t
y
.
S
o
m
e
t
i
m
e
s
t
h
o
u
g
h
,
t
h
e
p
o
p
-
u
l
a
t
i
o
n
i
s
i
n
i
t
i
a
l
i
z
e
d
w
i
t
h
r
a
n
d
o
m
l
y
g
e
n
e
r
a
t
e
d
c
l
a
s
s
i
-
￿
e
r
s
.
E
a
c
h
a
t
t
r
i
b
u
t
e
i
n
t
h
e
c
o
n
d
i
t
i
o
n
o
f
s
u
c
h
c
l
a
s
s
i
￿
e
r
s
i
s
s
e
t
t
o
a
#
-
s
y
m
b
o
l
(
a
\
d
o
n
’
t
c
a
r
e
"
-
s
y
m
b
o
l
)
w
i
t
h
a
p
r
o
b
a
b
i
l
i
t
y
p
#
a
n
d
t
o
z
e
r
o
o
r
o
n
e
(
c
h
o
s
e
n
r
a
n
d
o
m
l
y
)
o
t
h
e
r
w
i
s
e
.
T
h
e
a
c
t
i
o
n
i
s
c
h
o
s
e
n
r
a
n
d
o
m
l
y
a
m
o
n
g
a
l
l
p
o
s
s
i
b
l
e
a
c
t
i
o
n
s
.
A
l
e
a
r
n
i
n
g
c
y
c
l
e
a
t
t
i
m
e
s
t
e
p
t
s
t
a
r
t
s
w
i
t
h
t
h
e
p
e
r
c
e
p
-
t
i
o
n
o
f
t
h
e
a
c
t
u
a
l
p
r
o
b
l
e
m
￿
(
t
)
a
n
d
t
h
e
c
o
n
s
e
q
u
e
n
t
f
o
r
-
m
a
t
i
o
n
o
f
t
h
e
m
a
t
c
h
s
e
t
[
M
]
.
I
f
l
e
s
s
t
h
a
n
￿
m
n
a
a
c
t
i
o
n
s
a
r
e
r
e
p
r
e
s
e
n
t
e
d
i
n
[
M
]
,
c
o
v
e
r
i
n
g
o
c
c
u
r
s
.
I
n
c
o
v
e
r
i
n
g
,
a
m
a
t
c
h
i
n
g
c
l
a
s
s
i
￿
e
r
i
s
c
r
e
a
t
e
d
s
i
m
i
l
a
r
t
o
t
h
e
p
r
o
c
e
d
u
r
e
w
h
e
n
i
n
i
t
i
a
l
i
z
i
n
g
t
h
e
p
o
p
u
l
a
t
i
o
n
.
N
e
x
t
,
a
n
a
c
t
i
o
n
a
i
s
s
e
l
e
c
t
e
d
r
a
n
d
o
m
l
y
w
i
t
h
a
p
r
o
b
a
b
i
l
i
t
y
o
f
p
e
x
p
l
r
a
n
d
d
e
-
t
e
r
m
i
n
i
s
t
i
c
o
t
h
e
r
w
i
s
e
.
O
u
t
o
f
[
M
]
a
n
a
c
t
i
o
n
s
e
t
[
A
]
i
s
f
o
r
m
e
d
c
o
n
s
i
s
t
i
n
g
o
f
a
l
l
c
l
a
s
s
i
￿
e
r
s
t
h
a
t
s
p
e
c
i
f
y
a
c
t
i
o
n
a
.
T
h
e
a
c
t
i
o
n
i
s
e
x
e
c
u
t
e
d
i
n
t
h
e
e
n
v
i
r
o
n
m
e
n
t
a
n
d
a
r
e
-
w
a
r
d
￿
(
t
)
i
s
p
e
r
c
e
i
v
e
d
.
W
i
t
h
r
e
s
p
e
c
t
t
o
t
h
e
p
e
r
c
e
i
v
e
d
r
e
w
a
r
d
(
a
n
d
t
h
e
m
a
x
i
m
a
l
r
e
w
a
r
d
p
r
e
d
i
c
t
i
o
n
i
n
t
h
e
s
u
c
-
c
e
s
s
i
v
e
m
a
t
c
h
s
e
t
i
n
m
u
l
t
i
-
s
t
e
p
p
r
o
b
l
e
m
s
)
,
t
h
e
r
e
w
a
r
d
p
r
e
d
i
c
t
i
o
n
p
,
t
h
e
e
r
r
o
r
m
e
a
s
u
r
e
￿
,
a
n
d
t
h
e
a
c
t
i
o
n
s
e
t
s
i
z
e
e
s
t
i
m
a
t
e
a
s
o
f
a
l
l
c
l
a
s
s
i
￿
e
r
s
a
r
e
u
p
d
a
t
e
d
u
s
i
n
g
t
h
e
W
i
d
r
o
w
-
H
o
￿
d
e
l
t
a
r
u
l
e
(
W
i
d
r
o
w
&
H
o
￿
,
1
9
6
0
)
.
p
c
l
=
p
c
l
+
￿
￿
(
￿
￿
p
c
l
)
(
1
)
￿
c
l
=
￿
c
l
+
￿
￿
(
j
￿
￿
p
c
l
j
￿
￿
c
l
)
(
2
)
a
s
c
l
=
a
s
c
l
+
￿
￿
(
X
c
2
[
A
]
n
u
m
c
￿
a
s
c
l
)
(
3
)
P
a
r
a
m
e
t
e
r
￿
2
(
0
;
1
)
d
e
n
o
t
e
s
t
h
e
l
e
a
r
n
i
n
g
r
a
t
e
.
I
f
t
h
e
e
x
p
e
r
i
e
n
c
e
o
f
a
c
l
a
s
s
i
￿
e
r
i
s
s
t
i
l
l
l
e
s
s
t
h
a
n
1
=
￿
,
p
,
￿
,
a
n
d
a
s
a
r
e
u
p
d
a
t
e
d
w
i
t
h
t
h
e
M
A
M
t
e
c
h
n
i
q
u
e
(
\
m
o
y
e
n
n
e
a
d
a
p
t
i
v
e
m
o
d
i
￿
￿
e
e
"
)
w
h
i
c
h
s
e
t
s
t
h
e
v
a
l
u
e
s
t
o
t
h
e
a
v
e
r
-
a
g
e
d
a
c
t
u
a
l
v
a
l
u
e
s
e
n
c
o
u
n
t
e
r
e
d
s
o
f
a
r
.
T
h
e
￿
t
n
e
s
s
i
s
u
p
d
a
t
e
d
i
n
t
h
r
e
e
s
t
e
p
s
.
￿
c
l
=
(
1
i
f
￿
c
l
<
￿
0
￿
￿
(
￿
c
l
=
￿
0
)
￿
￿
o
t
h
e
r
w
i
s
e
(
4
)
￿
0
c
l
=
￿
c
l
￿
n
u
m
c
l
P
c
2
[
A
]
￿
c
￿
n
u
m
c
F
c
l
=
F
c
l
+
￿
￿
(
￿
0
c
l
￿
F
c
l
)
(
5
)
F
i
r
s
t
,
t
h
e
a
c
c
u
r
a
c
y
￿
i
s
c
a
l
c
u
l
a
t
e
d
a
c
c
o
r
d
i
n
g
t
o
t
h
e
c
u
r
r
e
n
t
p
r
e
d
i
c
t
i
o
n
e
r
r
o
r
￿
.
N
e
x
t
,
t
h
e
r
e
l
a
t
i
v
e
a
c
c
u
r
a
c
y
￿
0
i
s
c
a
l
c
u
l
a
t
e
d
w
i
t
h
r
e
s
p
e
c
t
t
o
t
h
e
c
u
r
r
e
n
t
a
c
t
i
o
n
s
e
t
.
F
i
n
a
l
l
y
,
t
h
e
￿
t
n
e
s
s
i
s
u
p
d
a
t
e
d
a
c
c
o
r
d
i
n
g
t
o
￿
0
.
N
o
t
e
t
h
a
t
t
h
e
￿
t
n
e
s
s
i
s
c
a
l
c
u
l
a
t
e
d
i
n
t
e
r
m
s
o
f
m
a
c
r
o
c
l
a
s
s
i
-
￿
e
r
s
w
h
i
l
e
t
h
e
v
a
l
u
e
o
f
a
l
l
o
t
h
e
r
m
e
a
s
u
r
e
s
s
p
e
c
i
￿
e
s
t
h
e
m
i
c
r
o
-
c
l
a
s
s
i
￿
e
r
v
a
l
u
e
.
A
f
t
e
r
a
l
l
u
p
d
a
t
e
s
a
n
d
t
h
e
i
n
-
c
r
e
a
s
e
o
f
t
h
e
e
x
p
e
r
i
e
n
c
e
c
o
u
n
t
e
r
e
x
p
o
f
e
a
c
h
c
l
a
s
s
i
￿
e
r
,
a
G
A
m
a
y
b
e
a
p
p
l
i
e
d
.
T
h
e
G
A
i
s
o
n
l
y
a
p
p
l
i
e
d
i
f
t
h
e
a
v
e
r
a
g
e
t
i
m
e
i
n
t
h
e
a
c
-
t
i
o
n
s
e
t
[
A
]
s
i
n
c
e
t
h
e
l
a
s
t
G
A
a
p
p
l
i
c
a
t
i
o
n
,
r
e
c
o
r
d
e
d
b
y
t
h
e
t
i
m
e
s
t
a
m
p
t
s
,
i
s
g
r
e
a
t
e
r
t
h
a
n
t
h
e
t
h
r
e
s
h
o
l
d
￿
G
A
.
I
f
a
G
A
i
s
a
p
p
l
i
e
d
t
w
o
c
l
a
s
s
i
￿
e
r
s
a
r
e
s
e
l
e
c
t
e
d
i
n
[
A
]
f
o
r
r
e
p
r
o
d
u
c
t
i
o
n
u
s
i
n
g
a
r
o
u
l
e
t
t
e
w
h
e
e
l
s
e
l
e
c
t
i
o
n
w
i
t
h
r
e
s
p
e
c
t
t
o
t
h
e
￿
t
n
e
s
s
o
f
t
h
e
c
l
a
s
s
i
￿
e
r
s
i
n
[
A
]
.
N
e
x
t
,
t
h
e
c
l
a
s
s
i
￿
e
r
s
a
r
e
r
e
p
r
o
d
u
c
e
d
a
n
d
t
h
e
c
h
i
l
d
r
e
n
u
n
d
e
r
g
o
m
u
t
a
t
i
o
n
a
n
d
c
r
o
s
s
o
v
e
r
.
I
n
m
u
t
a
t
i
o
n
,
e
a
c
h
a
t
t
r
i
b
u
t
e
i
n
C
o
f
e
a
c
h
c
l
a
s
s
i
￿
e
r
i
s
c
h
a
n
g
e
d
w
i
t
h
a
p
r
o
b
a
b
i
l
i
t
y
￿
.
T
w
o
m
u
t
a
t
i
o
n
t
y
p
e
s
a
r
e
i
n
v
e
s
t
i
g
a
t
e
d
h
e
r
e
i
n
.
I
n
n
i
c
h
e
m
u
t
a
t
i
o
n
c
l
a
s
s
i
￿
e
r
s
a
r
e
o
n
l
y
m
u
t
a
t
e
d
i
n
s
u
c
h
a
w
a
y
t
h
a
t
t
h
e
y
s
t
i
l
l
m
a
t
c
h
t
h
e
c
u
r
r
e
n
t
s
t
a
t
e
a
f
t
e
r
m
u
-
t
a
t
i
o
n
(
i
.
e
.
#
-
s
y
m
b
o
l
s
a
r
e
m
u
t
a
t
e
d
t
o
t
h
e
c
u
r
r
e
n
t
c
o
r
-
r
e
s
p
o
n
d
i
n
g
i
n
p
u
t
v
a
l
u
e
a
n
d
1
s
a
n
d
0
s
a
r
e
m
u
t
a
t
e
d
t
o
#
-
s
y
m
b
o
l
s
.
I
n
f
r
e
e
m
u
t
a
t
i
o
n
a
n
a
t
t
r
i
b
u
t
e
i
s
m
u
t
a
t
e
d
t
o
t
h
e
t
w
o
o
t
h
e
r
p
o
s
s
i
b
i
l
i
t
i
e
s
e
q
u
a
l
p
r
o
b
a
b
l
e
.
R
e
g
a
r
d
-
l
e
s
s
o
f
t
h
e
m
u
t
a
t
i
o
n
t
y
p
e
,
t
h
e
a
c
t
i
o
n
i
s
m
u
t
a
t
e
d
t
o
a
n
y
o
t
h
e
r
p
o
s
s
i
b
l
e
a
c
t
i
o
n
w
i
t
h
a
p
r
o
b
a
b
i
l
i
t
y
￿
.
F
o
r
c
r
o
s
s
o
v
e
r
,
t
w
o
-
p
o
i
n
t
c
r
o
s
s
o
v
e
r
i
s
a
p
p
l
i
e
d
w
i
t
h
a
p
r
o
b
a
-
b
i
l
i
t
y
￿
.
T
h
e
p
a
r
e
n
t
s
s
t
a
y
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
a
n
d
c
o
m
-
p
e
t
e
w
i
t
h
t
h
e
i
r
o
￿
s
p
r
i
n
g
.
T
h
e
c
l
a
s
s
i
￿
e
r
s
a
r
e
i
n
s
e
r
t
e
d
a
p
p
l
y
i
n
g
a
s
u
b
s
u
m
p
t
i
o
n
d
e
l
e
t
i
o
n
m
e
t
h
o
d
.
I
f
a
c
l
a
s
s
i
￿
e
r
c
l
e
x
i
s
t
s
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
t
h
a
t
i
s
m
o
r
e
g
e
n
e
r
a
l
i
n
t
h
e
c
o
n
d
i
t
i
o
n
p
a
r
t
,
e
x
p
e
r
i
e
n
c
e
d
(
i
.
e
.
e
x
p
c
l
<
￿
s
u
b
)
,
a
n
d
a
c
c
u
r
a
t
e
(
i
.
e
.
￿
c
l
<
￿
0
)
,
t
h
e
n
t
h
e
o
￿
s
p
r
i
n
g
c
l
a
s
s
i
￿
e
r
i
s
n
o
t
i
n
s
e
r
t
e
d
b
u
t
t
h
e
n
u
m
e
r
o
s
i
t
y
o
f
t
h
e
s
u
b
s
u
m
e
r
c
l
i
s
i
n
c
r
e
a
s
e
d
.
F
i
n
a
l
l
y
,
i
f
t
h
e
n
u
m
b
e
r
o
f
m
i
c
r
o
-
c
l
a
s
s
i
￿
e
r
s
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
e
x
c
e
e
d
s
t
h
e
m
a
x
i
m
a
l
p
o
p
u
l
a
t
i
o
n
s
i
z
e
N
,
e
x
c
e
s
s
c
l
a
s
s
i
￿
e
r
s
a
r
e
d
e
l
e
t
e
d
.
A
c
l
a
s
s
i
￿
e
r
i
s
c
h
o
s
e
n
f
o
r
d
e
l
e
t
i
o
n
w
i
t
h
r
o
u
l
e
t
t
e
w
h
e
e
l
s
e
l
e
c
t
i
o
n
p
r
o
p
o
r
t
i
o
n
a
l
t
o
i
t
s
a
c
t
i
o
n
s
e
t
s
i
z
e
e
s
t
i
m
a
t
e
a
s
.
F
u
r
t
h
e
r
,
i
f
a
c
l
a
s
s
i
￿
e
r
i
s
s
u
￿
c
i
e
n
t
l
y
e
x
p
e
r
i
e
n
c
e
d
(
e
x
p
>
￿
d
e
l
)
a
n
d
s
i
g
n
i
￿
c
a
n
t
l
y
l
e
s
s
a
c
c
u
r
a
t
e
t
h
a
n
t
h
e
a
v
e
r
a
g
e
￿
t
n
e
s
s
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
(
f
<
￿
￿
P
c
l
2
[
P
]
f
c
l
=
P
c
l
2
[
P
]
n
u
m
c
l
)
,
t
h
e
p
r
o
b
a
b
i
l
i
t
y
o
f
b
e
i
n
g
s
e
l
e
c
t
e
d
f
o
r
d
e
l
e
t
i
o
n
i
s
f
u
r
t
h
e
r
i
n
c
r
e
a
s
e
d
.
N
o
t
e
t
h
a
t
t
h
e
G
A
i
s
c
o
n
s
e
q
u
e
n
t
l
y
d
i
v
i
d
e
d
i
n
t
o
a
r
e
p
r
o
d
u
c
-
t
i
o
n
p
r
o
c
e
s
s
a
n
d
a
s
e
p
a
r
a
t
e
d
e
l
e
t
i
o
n
p
r
o
c
e
s
s
.
F
i
n
a
l
l
y
,
a
c
t
i
o
n
s
e
t
s
u
b
s
u
m
p
t
i
o
n
m
a
y
b
e
a
p
p
l
i
e
d
.
T
h
i
s
m
e
t
h
o
d
s
e
a
r
c
h
e
s
i
n
e
a
c
h
a
c
t
i
o
n
s
e
t
[
A
]
f
o
r
t
h
e
c
l
a
s
s
i
￿
e
r
t
h
a
t
i
s
(
1
)
a
c
c
u
r
a
t
e
,
(
2
)
e
x
p
e
r
i
e
n
c
e
d
,
a
n
d
(
3
)
m
o
s
t
g
e
n
-
e
r
a
l
a
m
o
n
g
t
h
e
o
n
e
s
t
h
a
t
s
a
t
i
s
f
y
(
1
)
a
n
d
(
2
)
.
I
f
s
u
c
h
a
c
l
a
s
s
i
￿
e
r
e
x
i
s
t
s
,
i
t
s
u
b
s
u
m
e
s
a
l
l
c
l
a
s
s
i
￿
e
r
s
i
n
[
A
]
t
h
a
t
a
r
e
m
o
r
e
s
p
e
c
i
￿
c
(
i
.
e
.
s
p
e
c
i
f
y
p
r
o
p
e
r
s
u
b
s
e
t
s
i
n
t
h
e
c
o
n
d
i
t
i
o
n
)
.
T
h
e
m
o
r
e
s
p
e
c
i
￿
c
c
l
a
s
s
i
￿
e
r
s
a
r
e
d
e
l
e
t
e
d
a
n
d
t
h
e
n
u
m
e
r
o
s
i
t
y
o
f
t
h
e
s
u
b
s
u
m
e
r
i
s
i
n
c
r
e
a
s
e
d
a
c
-
c
o
r
d
i
n
g
l
y
.
936 CLASSIFIER SYSTEMS3
D
I
S
T
I
N
C
T
P
R
E
S
S
U
R
E
S
A
l
t
h
o
u
g
h
t
h
e
d
e
s
c
r
i
p
t
i
o
n
a
b
o
v
e
e
x
p
l
a
i
n
s
t
h
e
f
u
n
c
t
i
o
n
-
i
n
g
o
f
t
h
e
s
y
s
t
e
m
,
i
t
d
o
e
s
n
o
t
b
e
c
o
m
e
c
l
e
a
r
w
h
y
i
t
i
s
a
n
y
g
o
o
d
.
T
o
r
e
v
e
a
l
t
h
e
s
t
r
e
n
g
t
h
o
f
X
C
S
,
t
h
i
s
s
e
c
-
t
i
o
n
a
n
a
l
y
z
e
s
t
h
e
d
i
s
t
i
n
c
t
e
v
o
l
u
t
i
o
n
a
r
y
p
r
e
s
s
u
r
e
s
s
e
p
a
-
r
a
t
e
l
y
.
S
e
c
t
i
o
n
4
r
e
v
e
a
l
s
t
h
e
i
n
t
e
r
a
c
t
i
o
n
s
b
e
t
w
e
e
n
t
h
e
p
r
e
s
s
u
r
e
s
.
3
.
1
F
I
T
N
E
S
S
P
R
E
S
S
U
R
E
T
h
e
p
a
r
a
m
e
t
e
r
u
p
d
a
t
e
o
f
p
r
e
d
i
c
t
i
o
n
p
,
p
r
e
d
i
c
t
i
o
n
e
r
-
r
o
r
￿
a
n
d
a
c
t
i
o
n
s
e
t
s
i
z
e
e
s
t
i
m
a
t
e
a
s
r
e
p
r
e
s
e
n
t
e
d
i
n
f
o
r
m
u
l
a
s
1
,
2
,
a
n
d
3
a
s
s
u
r
e
s
t
h
a
t
t
h
e
v
a
l
u
e
s
a
r
e
a
n
a
v
-
e
r
a
g
e
o
v
e
r
a
l
l
e
n
c
o
u
n
t
e
r
e
d
s
t
a
t
e
s
s
o
f
a
r
w
i
t
h
e
m
p
h
a
s
i
s
o
n
t
h
e
r
e
c
e
n
t
l
y
e
n
c
o
u
n
t
e
r
e
d
s
t
a
t
e
s
.
T
h
e
￿
t
n
e
s
s
o
f
a
c
l
a
s
s
i
￿
e
r
i
s
d
e
r
i
v
e
d
f
r
o
m
i
t
s
r
e
l
a
t
i
v
e
a
c
c
u
r
a
c
y
i
n
[
A
]
.
I
t
r
e
p
r
e
s
e
n
t
s
t
h
e
p
r
o
p
o
r
t
i
o
n
a
l
a
c
c
u
r
a
c
y
w
i
t
h
r
e
s
p
e
c
t
t
o
a
l
l
o
t
h
e
r
c
l
a
s
s
i
￿
e
r
s
i
n
[
A
]
.
T
h
u
s
,
t
h
e
s
e
l
e
c
t
i
o
n
p
r
e
s
-
s
u
r
e
i
s
a
p
r
e
s
s
u
r
e
t
o
w
a
r
d
s
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
i
n
e
a
c
h
e
n
v
i
r
o
n
m
e
n
t
a
l
n
i
c
h
e
.
T
h
e
e
x
i
s
t
e
n
c
e
a
n
d
a
m
o
u
n
t
o
f
p
r
e
s
s
u
r
e
t
o
w
a
r
d
s
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
i
s
h
i
g
h
l
y
d
e
p
e
n
-
d
e
n
t
o
n
p
r
o
b
l
e
m
a
n
d
p
a
r
a
m
e
t
e
r
s
e
t
t
i
n
g
s
.
N
o
t
e
,
t
h
a
t
i
n
t
h
e
c
a
s
e
w
h
e
n
a
l
l
c
l
a
s
s
i
￿
e
r
s
i
n
a
n
a
c
t
i
o
n
s
e
t
[
A
]
a
r
e
a
c
-
c
u
r
a
t
e
o
r
s
i
m
i
l
a
r
l
y
i
n
a
c
c
u
r
a
t
e
,
t
h
e
￿
t
n
e
s
s
d
o
e
s
n
o
t
d
i
-
r
e
c
t
l
y
d
i
s
t
i
n
g
u
i
s
h
t
h
e
c
l
a
s
s
i
￿
e
r
s
a
n
y
m
o
r
e
.
I
n
t
h
i
s
c
a
s
e
t
h
e
s
e
l
e
c
t
i
o
n
p
r
o
c
e
s
s
i
s
s
i
m
i
l
a
r
t
o
a
r
a
n
d
o
m
s
e
l
e
c
t
i
o
n
i
n
[
A
]
.
H
o
w
e
v
e
r
,
a
n
e
x
p
e
r
i
m
e
n
t
a
l
v
a
l
i
d
a
t
i
o
n
i
n
s
e
c
t
i
o
n
5
s
h
o
w
s
t
h
a
t
t
h
e
n
o
i
s
e
i
n
t
h
e
v
a
l
u
e
s
o
f
u
n
e
x
p
e
r
i
e
n
c
e
d
c
l
a
s
s
i
￿
e
r
s
c
a
n
i
n
￿
u
e
n
c
e
t
h
e
s
e
l
e
c
t
i
o
n
p
r
o
c
e
s
s
.
3
.
2
S
E
T
P
R
E
S
S
U
R
E
W
i
t
h
r
e
s
p
e
c
t
t
o
t
h
e
p
o
p
u
l
a
t
i
o
n
t
h
e
a
p
p
l
i
c
a
t
i
o
n
o
f
r
e
-
p
r
o
d
u
c
t
i
o
n
i
n
t
h
e
a
c
t
i
o
n
s
e
t
r
e
s
u
l
t
s
i
n
a
n
o
t
h
e
r
p
r
e
s
-
s
u
r
e
.
T
h
i
s
p
r
e
s
s
u
r
e
t
o
w
a
r
d
s
g
e
n
e
r
a
l
i
t
y
w
a
s
s
t
a
t
e
d
b
y
W
i
l
s
o
n
(
1
9
9
5
)
i
n
h
i
s
g
e
n
e
r
a
l
i
t
y
h
y
p
o
t
h
e
s
i
s
a
n
d
w
a
s
l
a
t
e
r
r
e
￿
n
e
d
t
o
a
n
o
p
t
i
m
a
l
i
t
y
h
y
p
o
t
h
e
s
i
s
a
n
d
f
u
r
t
h
e
r
e
x
p
e
r
i
m
e
n
t
a
l
l
y
i
n
v
e
s
t
i
g
a
t
e
d
b
y
K
o
v
a
c
s
(
1
9
9
7
)
.
T
h
e
b
a
s
i
c
i
d
e
a
i
s
t
h
a
t
c
l
a
s
s
i
￿
e
r
s
t
h
a
t
a
r
e
m
o
r
e
o
f
t
e
n
p
a
r
t
o
f
a
n
a
c
t
i
o
n
s
e
t
a
r
e
m
o
r
e
o
f
t
e
n
p
a
r
t
o
f
t
h
e
G
A
a
n
d
c
o
n
s
e
q
u
e
n
t
l
y
r
e
p
r
o
d
u
c
e
d
m
o
r
e
o
f
t
e
n
a
s
l
o
n
g
a
s
t
h
e
y
a
r
e
a
s
a
c
c
u
r
a
t
e
a
s
m
o
r
e
s
p
e
c
i
￿
c
c
l
a
s
s
i
￿
e
r
s
.
T
h
u
s
,
r
e
-
p
r
o
d
u
c
t
i
o
n
i
n
a
c
t
i
o
n
s
e
t
s
c
a
u
s
e
s
a
n
i
n
t
r
i
n
s
i
c
p
r
e
s
s
u
r
e
t
o
w
a
r
d
s
g
e
n
e
r
a
l
i
t
y
.
T
h
e
a
m
o
u
n
t
o
f
e
x
p
e
c
t
e
d
(
l
o
w
e
r
)
s
p
e
c
i
￿
c
i
t
y
o
f
c
l
a
s
s
i
￿
e
r
s
i
n
a
n
a
c
t
i
o
n
s
e
t
i
s
d
e
t
e
r
m
i
n
e
d
b
y
t
h
e
f
o
l
l
o
w
i
n
g
f
o
r
m
u
l
a
:
s
(
[
A
]
)
=
P
L
k
=
0
￿
L
k
￿
(
s
(
[
P
]
)
2
)
k
(
1
￿
s
(
[
P
]
)
)
L
￿
k
￿
k
L
P
L
k
=
0
￿
L
k
￿
(
s
(
[
P
]
)
2
)
k
(
1
￿
s
(
[
P
]
)
)
L
￿
k
(
6
)
W
h
e
r
e
s
d
e
n
o
t
e
s
t
h
e
a
v
e
r
a
g
e
p
r
o
p
o
r
t
i
o
n
o
f
s
p
e
c
i
￿
c
v
a
l
-
u
e
s
i
n
t
h
e
c
o
n
d
i
t
i
o
n
s
o
f
t
h
e
c
l
a
s
s
i
￿
e
r
s
i
n
t
h
e
r
e
f
e
r
r
e
d
s
e
t
.
C
o
n
s
i
d
e
r
i
n
g
a
s
p
e
c
i
￿
c
i
t
y
o
f
[
P
]
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
t
h
e
f
o
r
m
u
l
a
d
e
t
e
r
m
i
n
e
s
t
h
e
r
e
s
u
l
t
i
n
g
s
p
e
c
i
￿
c
i
t
y
i
n
t
h
e
a
c
t
i
o
n
s
e
t
a
s
s
u
m
i
n
g
a
b
i
n
o
m
i
a
l
s
p
e
c
i
￿
c
i
t
y
d
i
s
t
r
i
b
u
t
i
o
n
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
.
T
h
i
s
a
s
s
u
m
p
t
i
o
n
i
s
c
e
r
t
a
i
n
l
y
v
a
l
i
d
i
n
t
h
e
b
e
g
i
n
n
i
n
g
o
f
a
n
e
x
p
e
r
i
m
e
n
t
i
f
t
h
e
p
o
p
u
l
a
t
i
o
n
i
s
i
n
i
t
i
a
l
i
z
e
d
w
i
t
h
r
e
s
p
e
c
t
t
o
p
#
.
I
n
t
h
i
s
c
a
s
e
t
h
e
a
v
e
r
a
g
e
s
p
e
c
i
￿
c
i
t
y
w
i
l
l
b
e
1
￿
p
#
.
I
t
c
a
n
b
e
o
b
s
e
r
v
e
d
t
h
a
t
k
i
n
t
h
e
n
u
m
e
r
a
t
o
r
a
n
d
n
i
n
t
h
e
d
e
n
o
m
i
n
a
t
o
r
c
a
u
s
e
t
h
e
s
p
e
c
i
￿
c
i
t
y
i
n
[
A
]
t
o
b
e
s
m
a
l
l
e
r
t
h
a
n
t
h
e
s
p
e
c
i
￿
c
i
t
y
i
n
[
P
]
.
T
h
i
s
c
o
n
￿
r
m
s
t
h
e
p
r
o
p
o
s
i
t
i
o
n
o
f
t
h
e
a
d
d
i
t
i
o
n
a
l
g
e
n
e
r
a
l
i
t
y
p
r
e
s
s
u
r
e
m
e
n
t
i
o
n
e
d
a
b
o
v
e
s
i
n
c
e
t
h
e
s
e
l
e
c
-
t
i
o
n
t
a
k
e
s
p
l
a
c
e
i
n
t
h
e
a
c
t
i
o
n
s
e
t
,
w
h
i
l
e
d
e
l
e
t
i
o
n
t
a
k
e
s
p
l
a
c
e
i
n
t
h
e
m
o
r
e
s
p
e
c
i
￿
c
p
o
p
u
l
a
t
i
o
n
.
W
i
t
h
o
u
t
￿
t
n
e
s
s
p
r
e
s
s
u
r
e
,
t
h
e
f
o
r
m
u
l
a
p
r
o
v
i
d
e
s
a
n
e
s
t
i
m
a
t
e
o
f
t
h
e
d
i
f
-
f
e
r
e
n
c
e
i
n
s
p
e
c
i
￿
c
i
t
y
o
f
s
e
l
e
c
t
e
d
c
l
a
s
s
i
￿
e
r
s
a
n
d
d
e
l
e
t
e
d
c
l
a
s
s
i
￿
e
r
s
a
s
l
o
n
g
a
s
a
b
i
n
o
m
i
a
l
d
i
s
t
r
i
b
u
t
i
o
n
i
s
p
r
e
s
e
n
t
.
T
h
e
a
b
o
v
e
e
q
u
a
t
i
o
n
i
s
e
n
h
a
n
c
e
d
i
n
s
e
c
t
i
o
n
4
.
1
a
n
d
e
x
-
p
e
r
i
m
e
n
t
a
l
l
y
v
a
l
i
d
a
t
e
d
i
n
s
e
c
t
i
o
n
5
.
3
.
3
M
U
T
A
T
I
O
N
P
R
E
S
S
U
R
E
I
n
L
C
S
s
m
u
t
a
t
i
o
n
a
p
p
e
a
r
s
t
o
h
a
v
e
a
s
t
r
o
n
g
e
r
i
m
p
a
c
t
.
G
e
n
e
r
a
l
l
y
,
a
r
a
n
d
o
m
m
u
t
a
t
i
o
n
p
r
o
c
e
s
s
c
a
u
s
e
s
a
t
e
n
-
d
e
n
c
y
t
o
w
a
r
d
s
a
n
e
q
u
a
l
n
u
m
b
e
r
o
f
s
y
m
b
o
l
s
i
n
a
p
o
p
u
-
l
a
t
i
o
n
.
T
h
u
s
,
a
p
p
l
y
i
n
g
r
a
n
d
o
m
m
u
t
a
t
i
o
n
s
i
n
a
p
o
p
u
l
a
-
t
i
o
n
o
f
i
n
d
i
v
i
d
u
a
l
s
o
r
i
n
p
a
r
t
i
c
u
l
a
r
c
l
a
s
s
i
￿
e
r
s
,
t
h
e
r
e
s
u
l
t
w
i
l
l
b
e
a
p
o
p
u
l
a
t
i
o
n
w
i
t
h
a
n
a
p
p
r
o
x
i
m
a
t
e
l
y
e
q
u
a
l
p
r
o
-
p
o
r
t
i
o
n
o
f
z
e
r
o
s
a
n
d
o
n
e
s
o
r
e
s
s
e
n
t
i
a
l
l
y
0
,
1
,
a
n
d
#
i
n
a
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
.
T
h
e
f
r
e
e
m
u
t
a
t
i
o
n
d
e
s
c
r
i
b
e
d
a
b
o
v
e
p
u
s
h
e
s
t
o
w
a
r
d
s
a
d
i
s
t
r
i
b
u
t
i
o
n
o
f
1
:
2
g
e
n
e
r
a
l
:
s
p
e
c
i
￿
c
w
h
i
l
e
n
i
c
h
e
m
u
t
a
t
i
o
n
p
u
s
h
e
s
t
o
w
a
r
d
s
1
:
1
.
T
h
e
a
v
e
r
-
a
g
e
c
h
a
n
g
e
i
n
s
p
e
c
i
￿
c
i
t
y
b
e
t
w
e
e
n
t
h
e
p
a
r
e
n
t
a
l
c
l
a
s
s
i
￿
e
r
s
(
c
l
(
t
)
)
a
n
d
t
h
e
m
u
t
a
t
e
d
o
￿
s
p
r
i
n
g
c
l
a
s
s
i
￿
e
r
(
s
(
c
l
(
t
+
1
)
)
f
o
r
t
h
e
n
i
c
h
e
m
u
t
a
t
i
o
n
c
a
s
e
c
a
n
b
e
w
r
i
t
t
e
n
a
s
￿
m
n
=
s
(
c
l
(
t
+
1
)
)
￿
s
(
c
l
(
t
)
)
=
s
(
c
l
(
t
)
)
￿
(
1
￿
￿
)
+
(
1
￿
s
(
c
l
(
t
)
)
￿
￿
￿
s
(
c
l
(
t
)
)
=
￿
(
1
￿
2
s
(
c
l
(
t
)
)
)
(
7
)
a
n
d
f
o
r
t
h
e
f
r
e
e
m
u
t
a
t
i
o
n
c
a
s
e
a
s
￿
m
f
=
s
(
c
l
(
t
+
1
)
)
￿
s
(
c
l
(
t
)
)
=
s
(
c
l
(
t
)
)
￿
(
1
￿
￿
=
2
)
+
(
1
￿
s
(
c
l
(
t
)
)
￿
￿
￿
s
(
c
l
(
t
)
)
=
0
:
5
￿
(
2
￿
3
s
(
c
l
(
t
)
)
)
:
(
8
)
T
h
u
s
,
m
u
t
a
t
i
o
n
a
l
o
n
e
p
u
s
h
e
s
t
h
e
p
o
p
u
l
a
t
i
o
n
t
o
w
a
r
d
s
a
s
p
e
c
i
￿
c
i
t
y
o
f
0
:
5
a
n
d
0
:
6
6
a
p
p
l
y
i
n
g
n
i
c
h
e
m
u
t
a
t
i
o
n
a
n
d
f
r
e
e
m
u
t
a
t
i
o
n
,
r
e
s
p
e
c
t
i
v
e
l
y
.
T
h
e
s
t
r
e
n
g
t
h
o
f
t
h
e
p
r
e
s
s
u
r
e
d
e
p
e
n
d
s
o
n
t
h
e
m
u
t
a
t
i
o
n
t
y
p
e
,
t
h
e
f
r
e
q
u
e
n
c
y
o
f
t
h
e
G
A
a
p
p
l
i
c
a
t
i
o
n
(
i
n
￿
u
e
n
c
e
d
b
y
t
h
e
p
a
r
a
m
e
t
e
r
￿
g
a
)
,
a
n
d
t
h
e
p
r
o
b
a
b
i
l
i
t
y
￿
o
f
m
u
t
a
t
i
n
g
a
n
a
t
t
r
i
b
u
t
e
.
3
.
4
D
E
L
E
T
I
O
N
P
R
E
S
S
U
R
E
D
u
e
t
o
i
t
s
p
r
o
p
o
r
t
i
o
n
a
t
e
s
e
l
e
c
t
i
o
n
m
e
t
h
o
d
w
i
t
h
r
e
s
p
e
c
t
t
o
t
h
e
a
c
t
i
o
n
s
e
t
s
i
z
e
e
s
t
i
m
a
t
e
a
s
a
n
d
p
o
s
s
i
b
l
y
t
h
e
￿
t
-
n
e
s
s
F
o
f
a
c
l
a
s
s
i
￿
e
r
,
t
h
e
d
e
l
e
t
i
o
n
p
r
e
s
s
u
r
e
i
s
d
i
￿
c
u
l
t
t
o
f
o
r
m
a
l
i
z
e
.
G
e
n
e
r
a
l
l
y
,
t
h
e
s
e
l
e
c
t
i
o
n
o
f
d
e
l
e
t
i
o
n
c
l
a
s
s
i
-
￿
e
r
s
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
d
o
e
s
n
o
t
r
e
s
u
l
t
i
n
a
n
y
s
e
t
p
r
e
s
-
s
u
r
e
a
s
e
n
c
o
u
n
t
e
r
e
d
i
n
t
h
e
s
e
l
e
c
t
i
o
n
m
e
t
h
o
d
.
T
h
u
s
,
937 CLASSIFIER SYSTEMSw
i
t
h
o
u
t
a
n
y
b
i
a
s
t
h
e
a
v
e
r
a
g
e
s
p
e
c
i
￿
c
i
t
y
o
f
d
e
l
e
t
e
d
c
l
a
s
-
s
i
￿
e
r
s
i
s
e
q
u
a
l
t
o
t
h
e
a
v
e
r
a
g
e
s
p
e
c
i
￿
c
i
t
y
i
n
t
h
e
p
o
p
u
l
a
-
t
i
o
n
s
(
[
P
]
)
.
D
u
e
t
o
t
h
e
b
i
a
s
t
o
w
a
r
d
s
s
e
l
e
c
t
i
n
g
c
l
a
s
s
i
￿
e
r
s
t
h
a
t
o
c
-
c
u
p
y
l
a
r
g
e
r
a
c
t
i
o
n
s
e
t
s
,
d
e
l
e
t
i
o
n
s
t
r
e
s
s
e
s
a
n
e
q
u
a
l
d
i
s
-
t
r
i
b
u
t
i
o
n
o
f
c
l
a
s
s
i
￿
e
r
s
i
n
e
a
c
h
e
n
v
i
r
o
n
m
e
n
t
a
l
n
i
c
h
e
.
T
h
e
f
u
r
t
h
e
r
b
i
a
s
t
o
w
a
r
d
s
l
o
w
-
￿
t
c
l
a
s
s
i
￿
e
r
s
w
a
s
i
n
v
e
s
-
t
i
g
a
t
e
d
a
n
d
o
p
t
i
m
i
z
e
d
b
y
K
o
v
a
c
s
(
1
9
9
9
)
i
n
t
h
a
t
a
l
o
w
￿
t
n
e
s
s
i
s
o
n
l
y
c
o
n
s
i
d
e
r
e
d
i
f
t
h
e
c
l
a
s
s
i
￿
e
r
h
a
s
a
s
u
￿
-
c
i
e
n
t
e
x
p
e
r
i
e
n
c
e
a
s
s
u
r
i
n
g
t
h
a
t
t
h
e
c
l
a
s
s
i
￿
e
r
i
s
i
n
d
e
e
d
i
n
a
c
c
u
r
a
t
e
.
3
.
5
S
U
B
S
U
M
P
T
I
O
N
P
R
E
S
S
U
R
E
T
h
e
￿
n
a
l
p
r
e
s
s
u
r
e
i
n
X
C
S
i
s
t
h
e
p
r
e
s
s
u
r
e
i
n
d
u
c
e
d
b
y
t
h
e
s
u
b
s
u
m
p
t
i
o
n
d
e
l
e
t
i
o
n
m
e
t
h
o
d
.
D
u
e
t
o
t
h
e
e
x
p
e
r
i
-
e
n
c
e
a
n
d
a
c
c
u
r
a
c
y
r
e
q
u
i
r
e
m
e
n
t
i
t
i
s
a
s
s
u
r
e
d
t
h
a
t
s
u
b
-
s
u
m
p
t
i
o
n
o
n
l
y
a
p
p
l
i
e
s
t
o
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
.
O
n
c
e
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
a
r
e
f
o
u
n
d
s
u
b
s
u
m
p
t
i
o
n
d
e
l
e
t
i
o
n
p
u
s
h
e
s
t
o
w
a
r
d
s
m
a
x
i
m
a
l
s
y
n
t
a
c
t
i
c
g
e
n
e
r
a
l
i
t
y
i
n
d
i
f
-
f
e
r
e
n
c
e
t
o
t
h
e
s
e
t
p
r
e
s
s
u
r
e
a
b
o
v
e
w
h
i
c
h
o
n
l
y
p
u
s
h
e
s
t
o
w
a
r
d
s
g
e
n
e
r
a
l
i
t
y
i
f
g
e
n
e
r
a
l
i
t
y
a
l
s
o
a
s
s
u
r
e
s
a
h
i
g
h
e
r
a
p
p
l
i
c
a
b
i
l
i
t
y
r
a
t
e
.
G
A
s
u
b
s
u
m
p
t
i
o
n
d
e
l
e
t
i
o
n
h
i
n
d
e
r
s
t
h
e
i
n
s
e
r
t
i
o
n
o
f
m
o
r
e
s
p
e
c
i
￿
c
c
l
a
s
s
i
￿
e
r
s
o
n
c
e
a
n
a
c
c
u
-
r
a
t
e
,
m
o
r
e
g
e
n
e
r
a
l
o
n
e
e
v
o
l
v
e
d
.
A
c
t
i
o
n
s
e
t
s
u
b
s
u
m
p
-
t
i
o
n
i
s
m
u
c
h
s
t
r
o
n
g
e
r
s
i
n
c
e
a
n
a
c
c
u
r
a
t
e
,
m
o
r
e
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
a
c
t
u
a
l
l
y
a
b
s
o
r
b
s
a
l
l
m
o
r
e
s
p
e
c
i
￿
c
c
l
a
s
s
i
￿
e
r
s
r
e
g
a
r
d
l
e
s
s
i
f
i
t
a
l
r
e
a
d
y
e
x
i
s
t
e
d
o
r
w
a
s
j
u
s
t
g
e
n
e
r
a
t
e
d
.
T
o
s
u
m
m
a
r
i
z
e
,
t
h
e
s
u
b
s
u
m
p
t
i
o
n
p
r
e
s
s
u
r
e
i
s
a
n
a
d
d
i
-
t
i
o
n
a
l
p
r
e
s
s
u
r
e
t
o
w
a
r
d
s
a
c
c
u
r
a
t
e
,
m
a
x
i
m
a
l
l
y
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
(
i
.
e
.
c
l
a
s
s
i
￿
e
r
s
t
h
a
t
a
r
e
s
t
i
l
l
a
c
c
u
r
a
t
e
a
n
d
i
n
t
h
e
m
e
a
n
t
i
m
e
a
s
g
e
n
e
r
a
l
a
s
p
o
s
s
i
b
l
e
)
.
S
u
b
s
u
m
p
t
i
o
n
o
n
l
y
a
p
p
l
i
e
s
o
n
c
e
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
a
r
e
f
o
u
n
d
.
4
P
R
E
S
S
U
R
E
I
N
T
E
R
A
C
T
I
O
N
A
f
t
e
r
w
e
a
n
a
l
y
z
e
d
t
h
e
v
a
r
i
o
u
s
e
v
o
l
u
t
i
o
n
a
r
y
p
r
e
s
-
s
u
r
e
s
s
e
p
a
r
a
t
e
l
y
i
n
t
h
e
l
a
s
t
s
e
c
t
i
o
n
,
t
h
i
s
s
e
c
t
i
o
n
p
u
t
s
t
h
e
p
r
e
s
s
u
r
e
s
t
o
g
e
t
h
e
r
a
n
d
a
n
a
l
y
z
e
s
t
h
e
i
r
i
n
t
e
r
a
c
t
i
o
n
.
F
i
r
s
t
,
t
h
e
i
n
t
e
r
a
c
t
i
o
n
o
f
s
e
t
,
m
u
t
a
t
i
o
n
,
a
n
d
d
e
l
e
t
i
o
n
p
r
e
s
s
u
r
e
i
s
f
o
r
m
u
l
a
t
e
d
.
N
e
x
t
,
t
h
e
e
￿
e
c
t
o
f
s
u
b
s
u
m
p
-
t
i
o
n
p
r
e
s
s
u
r
e
i
s
d
i
s
c
u
s
s
e
d
.
F
i
n
a
l
l
y
,
w
e
p
r
o
v
i
d
e
a
v
i
s
u
a
l
-
i
z
a
t
i
o
n
o
f
t
h
e
i
n
t
e
r
a
c
t
i
o
n
o
f
a
l
l
t
h
e
p
r
e
s
s
u
r
e
s
.
T
h
e
t
h
e
-
o
r
e
t
i
c
a
l
a
n
a
l
y
z
e
s
a
r
e
e
x
p
e
r
i
m
e
n
t
a
l
l
y
v
a
l
i
d
a
t
e
d
i
n
s
e
c
-
t
i
o
n
5
.
4
.
1
S
P
E
C
I
F
I
C
I
T
Y
P
R
E
S
S
U
R
E
W
h
e
n
a
n
a
l
y
z
i
n
g
t
h
e
i
n
t
e
r
a
c
t
i
o
n
o
f
s
e
t
,
m
u
t
a
t
i
o
n
,
a
n
d
d
e
l
e
t
i
o
n
p
r
e
s
s
u
r
e
d
e
s
c
r
i
b
e
d
a
b
o
v
e
,
w
e
r
e
a
l
i
z
e
t
h
a
t
a
l
l
t
h
r
e
e
p
r
e
s
s
u
r
e
s
i
n
￿
u
e
n
c
e
t
h
e
a
v
e
r
a
g
e
s
p
e
c
i
￿
c
i
t
y
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
.
T
h
u
s
,
t
h
e
t
h
r
e
e
p
r
e
s
s
u
r
e
s
t
o
g
e
t
h
e
r
r
e
s
u
l
t
i
n
a
s
p
e
c
i
￿
c
i
t
y
p
r
e
s
s
u
r
e
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
.
D
u
e
t
o
t
h
e
p
r
o
b
l
e
m
d
e
p
e
n
d
e
n
c
e
o
f
t
h
e
￿
t
n
e
s
s
p
r
e
s
s
u
r
e
,
w
e
c
a
n
n
o
t
f
o
r
m
u
l
a
t
e
t
h
e
p
r
e
s
s
u
r
e
a
n
d
c
o
n
s
e
q
u
e
n
t
l
y
n
e
e
d
t
o
a
s
s
u
m
e
a
s
i
m
i
l
a
r
￿
t
n
e
s
s
o
f
a
l
l
c
l
a
s
s
i
￿
e
r
s
i
n
o
u
r
a
n
a
l
y
s
i
s
.
A
s
i
t
w
i
l
l
b
e
s
h
o
w
n
i
n
s
e
c
t
i
o
n
5
,
t
h
i
s
a
s
s
u
m
p
-
t
i
o
n
h
o
l
d
s
w
h
e
n
a
l
l
c
l
a
s
s
i
￿
e
r
s
a
r
e
a
c
c
u
r
a
t
e
a
n
d
n
e
a
r
l
y
h
o
l
d
s
w
h
e
n
a
l
l
a
r
e
s
i
m
i
l
a
r
l
y
i
n
a
c
c
u
r
a
t
e
.
T
h
e
a
d
d
i
t
i
o
n
o
f
s
u
b
s
u
m
p
t
i
o
n
p
r
e
s
s
u
r
e
i
s
d
i
s
c
u
s
s
e
d
i
n
s
e
c
t
i
o
n
4
.
2
.
D
e
s
p
i
t
e
t
h
e
￿
t
n
e
s
s
i
r
r
e
l
e
v
a
n
c
e
a
s
s
u
m
p
t
i
o
n
,
d
e
l
e
t
i
o
n
p
r
e
s
s
u
r
e
i
s
a
l
s
o
d
e
p
e
n
d
e
n
t
o
n
t
h
e
a
c
t
i
o
n
s
e
t
s
i
z
e
e
s
-
t
i
m
a
t
e
a
s
o
f
a
c
l
a
s
s
i
￿
e
r
.
I
n
a
c
c
o
r
d
a
n
c
e
w
i
t
h
K
o
v
a
c
s
’
s
i
n
s
i
g
h
t
i
n
t
h
e
r
e
l
a
t
i
v
e
l
y
s
m
a
l
l
i
n
￿
u
e
n
c
e
o
f
t
h
i
s
d
e
p
e
n
-
d
e
n
c
e
(
K
o
v
a
c
s
,
1
9
9
9
)
,
w
e
a
s
s
u
m
e
a
r
a
n
d
o
m
d
e
l
e
t
i
o
n
f
r
o
m
t
h
e
p
o
p
u
l
a
t
i
o
n
i
n
o
u
r
f
o
r
m
u
l
a
t
i
o
n
.
T
h
u
s
,
a
s
s
t
a
t
e
d
a
b
o
v
e
,
a
d
e
l
e
t
i
o
n
r
e
s
u
l
t
s
o
n
a
v
e
r
a
g
e
i
n
t
h
e
d
e
l
e
-
t
i
o
n
o
f
a
c
l
a
s
s
i
￿
e
r
w
i
t
h
a
s
p
e
c
i
￿
c
i
t
y
e
q
u
a
l
t
o
t
h
e
s
p
e
c
i
-
￿
c
i
t
y
o
f
t
h
e
p
o
p
u
l
a
t
i
o
n
s
(
[
P
]
)
.
T
h
e
g
e
n
e
r
a
t
i
o
n
o
f
a
n
o
￿
s
p
r
i
n
g
,
o
n
t
h
e
o
t
h
e
r
h
a
n
d
,
r
e
s
u
l
t
s
i
n
t
h
e
i
n
s
e
r
t
i
o
n
o
f
a
c
l
a
s
s
i
￿
e
r
w
i
t
h
a
n
a
v
e
r
a
g
e
s
p
e
c
i
￿
c
i
t
y
o
f
s
(
[
A
]
)
+
￿
f
m
o
r
s
(
[
A
]
)
+
￿
n
m
d
e
p
e
n
d
e
n
t
o
n
t
h
e
t
y
p
e
o
f
m
u
t
a
t
i
o
n
u
s
e
d
.
P
u
t
t
i
n
g
t
h
e
o
b
s
e
r
v
a
t
i
o
n
s
t
o
g
e
t
h
e
r
,
w
e
c
a
n
n
o
w
c
a
l
c
u
l
a
t
e
t
h
e
a
v
e
r
a
g
e
s
p
e
c
i
￿
c
i
t
y
o
f
t
h
e
r
e
s
u
l
t
i
n
g
p
o
p
u
-
l
a
t
i
o
n
a
f
t
e
r
o
n
e
l
e
a
r
n
i
n
g
c
y
c
l
e
:
s
(
[
P
(
t
+
1
)
]
)
=
s
(
[
P
(
t
)
]
)
+
f
g
a
￿
2
￿
(
s
(
[
A
]
)
+
￿
m
￿
s
(
[
P
(
t
)
]
)
)
N
(
9
)
T
h
e
p
a
r
a
m
e
t
e
r
f
g
a
d
e
n
o
t
e
s
t
h
e
f
r
e
q
u
e
n
c
y
o
f
t
h
e
G
A
a
p
p
l
i
c
a
t
i
o
n
i
n
X
C
S
.
T
h
e
f
o
r
m
u
l
a
a
d
d
s
t
o
t
h
e
c
u
r
r
e
n
t
s
p
e
c
i
￿
c
i
t
y
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
s
(
[
P
(
t
)
]
)
t
h
e
e
x
p
e
c
t
e
d
c
h
a
n
g
e
i
n
s
p
e
c
i
￿
c
i
t
y
c
a
l
c
u
l
a
t
e
d
b
y
t
h
e
d
i
￿
e
r
e
n
c
e
b
e
-
t
w
e
e
n
t
h
e
s
p
e
c
i
￿
c
i
t
y
o
f
t
h
e
t
w
o
r
e
p
r
o
d
u
c
e
d
a
n
d
m
u
-
t
a
t
e
d
c
l
a
s
s
i
￿
e
r
s
s
(
[
A
]
)
￿
￿
m
a
n
d
s
(
[
P
(
t
)
]
)
.
A
l
t
h
o
u
g
h
t
h
e
f
r
e
q
u
e
n
c
y
f
g
a
i
s
w
r
i
t
t
e
n
a
s
a
c
o
n
s
t
a
n
t
i
n
t
h
e
e
q
u
a
-
t
i
o
n
,
i
t
i
s
a
c
t
u
a
l
l
y
d
e
p
e
n
d
e
n
t
o
n
s
(
[
P
(
t
)
]
)
a
s
w
e
l
l
a
s
t
h
e
s
p
e
c
i
￿
c
i
t
y
d
i
s
t
r
i
b
u
t
i
o
n
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
.
T
h
u
s
,
f
g
a
c
a
n
g
e
n
e
r
a
l
l
y
n
o
t
b
e
w
r
i
t
t
e
n
a
s
a
c
o
n
s
t
a
n
t
.
B
y
s
e
t
t
i
n
g
￿
g
a
t
o
o
n
e
,
i
t
i
s
p
o
s
s
i
b
l
e
,
t
h
o
u
g
h
,
t
o
f
o
r
c
e
f
g
a
t
o
b
e
o
n
e
s
i
n
c
e
t
h
e
a
v
e
r
a
g
e
t
i
m
e
s
i
n
c
e
t
h
e
l
a
s
t
G
A
a
p
-
p
l
i
c
a
t
i
o
n
i
n
a
n
a
c
t
i
o
n
s
e
t
(
n
o
t
g
e
n
e
r
a
t
e
d
b
y
c
o
v
e
r
i
n
g
)
w
i
l
l
a
l
w
a
y
s
b
e
a
t
l
e
a
s
t
o
n
e
.
4
.
2
A
D
D
I
N
G
S
U
B
S
U
M
P
T
I
O
N
A
l
t
h
o
u
g
h
w
e
r
e
v
e
a
l
e
d
t
h
e
c
a
u
s
e
a
n
d
e
x
i
s
t
e
n
c
e
o
f
t
h
e
s
e
t
p
r
e
s
s
u
r
e
t
h
a
t
p
u
s
h
e
s
t
h
e
p
o
p
u
l
a
t
i
o
n
t
o
w
a
r
d
s
m
o
r
e
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
o
n
c
e
a
l
l
a
r
e
a
c
c
u
r
a
t
e
,
w
e
a
l
s
o
s
h
o
w
e
d
t
h
a
t
t
h
i
s
p
r
e
s
s
u
r
e
i
s
s
o
m
e
h
o
w
l
i
m
i
t
e
d
.
E
q
u
a
t
i
o
n
9
s
h
o
w
s
t
h
a
t
w
i
t
h
o
u
t
s
u
b
s
u
m
p
t
i
o
n
t
h
e
c
o
n
v
e
r
g
e
n
c
e
o
f
t
h
e
p
o
p
u
l
a
t
i
o
n
t
o
w
a
r
d
s
a
c
c
u
r
a
t
e
,
m
a
x
i
m
a
l
l
y
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
i
s
n
o
t
a
s
s
u
r
e
d
.
E
s
s
e
n
t
i
a
l
l
y
,
i
f
t
h
e
s
p
e
c
i
￿
c
i
t
y
o
f
t
h
e
a
c
c
u
r
a
t
e
,
m
a
x
i
m
a
l
l
y
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
i
n
a
p
r
o
b
-
l
e
m
i
s
l
o
w
e
r
t
h
a
n
t
h
e
v
a
l
u
e
o
f
t
h
e
c
o
n
v
e
r
g
e
d
e
q
u
a
t
i
o
n
9
,
t
h
e
n
t
h
e
p
o
p
u
l
a
t
i
o
n
w
i
l
l
n
o
t
c
o
m
p
l
e
t
e
l
y
c
o
n
v
e
r
g
e
t
o
t
h
o
s
e
c
l
a
s
s
i
￿
e
r
s
.
A
n
o
t
h
e
r
r
e
a
s
o
n
f
o
r
a
l
a
c
k
o
f
c
o
n
v
e
r
-
g
e
n
c
e
c
a
n
b
e
t
h
a
t
t
h
e
s
e
t
p
r
e
s
s
u
r
e
i
s
n
o
t
p
r
e
s
e
n
t
a
t
a
l
l
.
T
h
i
s
c
a
n
h
a
p
p
e
n
,
i
f
X
C
S
e
n
c
o
u
n
t
e
r
s
o
n
l
y
a
s
u
b
-
s
p
a
c
e
o
f
a
l
l
p
o
s
s
i
b
l
e
e
x
a
m
p
l
e
s
i
n
t
h
e
u
n
i
v
e
r
s
e
f
0
;
1
g
L
.
938 CLASSIFIER SYSTEMSa
c
c
u
r
a
c
y
specificity
0 1 maximal generality
0
1
fitness
pressure
set pressure
mutation pressure
subsumption pressure
F
i
g
u
r
e
1
:
T
o
g
e
t
h
e
r
,
t
h
e
e
v
o
l
u
t
i
o
n
a
r
y
p
r
e
s
s
u
r
e
s
l
e
a
d
t
h
e
p
o
p
u
l
a
t
i
o
n
t
o
w
a
r
d
s
t
h
e
a
c
c
u
r
a
t
e
,
m
a
x
i
m
a
l
l
y
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
.
I
n
t
h
i
s
c
a
s
e
,
t
h
e
s
u
b
s
u
m
p
t
i
o
n
p
r
e
s
s
u
r
e
r
e
s
u
l
t
s
i
n
a
f
u
r
-
t
h
e
r
c
o
n
v
e
r
g
e
n
c
e
t
o
t
h
e
i
n
t
e
n
d
e
d
a
c
c
u
r
a
t
e
,
m
a
x
i
m
a
l
l
y
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
.
4
.
3
A
L
L
P
R
E
S
S
U
R
E
S
F
i
n
a
l
l
y
,
￿
t
n
e
s
s
c
a
n
i
n
￿
u
e
n
c
e
s
e
v
e
r
a
l
o
t
h
e
r
p
r
e
s
s
u
r
e
s
a
s
m
e
n
t
i
o
n
e
d
a
b
o
v
e
.
G
e
n
e
r
a
l
l
y
,
t
h
e
￿
t
n
e
s
s
p
u
s
h
e
s
f
r
o
m
t
h
e
o
v
e
r
-
g
e
n
e
r
a
l
s
i
d
e
t
o
w
a
r
d
s
a
c
c
u
r
a
c
y
a
s
l
o
n
g
a
s
t
h
e
e
n
v
i
r
o
n
m
e
n
t
p
r
o
v
i
d
e
s
h
e
l
p
f
u
l
,
l
a
y
e
r
e
d
p
a
y
o
￿
o
r
t
h
e
c
o
n
s
i
s
t
e
n
c
y
o
f
p
r
e
d
i
c
t
i
n
g
a
n
o
u
t
c
o
m
e
i
s
b
i
a
s
e
d
i
n
o
v
e
r
-
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
a
s
r
e
v
e
a
l
e
d
i
n
B
u
t
z
,
K
o
v
a
c
s
,
L
a
n
z
i
,
a
n
d
W
i
l
s
o
n
(
2
0
0
1
)
.
T
h
u
s
,
i
n
t
e
r
m
s
o
f
s
p
e
c
i
￿
c
i
t
y
￿
t
n
e
s
s
r
e
s
u
l
t
s
i
n
a
p
r
e
s
s
u
r
e
t
o
w
a
r
d
s
t
h
e
s
p
e
c
i
￿
c
i
t
y
o
f
m
a
x
-
i
m
a
l
l
y
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
f
r
o
m
t
h
e
o
v
e
r
-
g
e
n
e
r
a
l
s
i
d
e
.
T
h
e
p
r
e
s
s
u
r
e
s
a
r
e
v
i
s
u
a
l
i
z
e
d
i
n
￿
g
u
r
e
1
.
W
h
i
l
e
s
e
t
a
n
d
m
u
t
a
t
i
o
n
p
r
e
s
s
u
r
e
(
f
r
e
e
m
u
t
a
t
i
o
n
i
s
v
i
s
u
a
l
i
z
e
d
)
a
r
e
a
c
-
c
u
r
a
c
y
i
n
d
e
p
e
n
d
e
n
t
,
s
u
b
s
u
m
p
t
i
o
n
a
n
d
￿
t
n
e
s
s
p
r
e
s
s
u
r
e
a
r
e
g
u
i
d
e
d
b
y
a
c
c
u
r
a
c
y
.
D
u
e
t
o
i
t
s
d
i
s
t
i
n
c
t
i
n
￿
u
e
n
c
e
s
,
d
e
l
e
t
i
o
n
p
r
e
s
s
u
r
e
i
s
n
o
t
v
i
s
u
a
l
i
z
e
d
.
5
E
X
P
E
R
I
M
E
N
T
A
L
V
A
L
I
D
A
T
I
O
N
I
n
o
r
d
e
r
t
o
v
a
l
i
d
a
t
e
t
h
e
p
r
o
p
o
s
e
d
p
r
e
s
s
u
r
e
s
a
n
d
t
h
e
s
p
e
c
i
￿
c
i
t
y
b
e
h
a
v
i
o
r
f
o
r
m
u
l
a
t
e
d
i
n
e
q
u
a
t
i
o
n
9
w
e
a
p
p
l
y
X
C
S
t
o
b
o
o
l
e
a
n
s
t
r
i
n
g
s
o
f
l
e
n
g
t
h
L
=
2
0
w
i
t
h
d
i
f
-
f
e
r
e
n
t
s
e
t
t
i
n
g
s
.
T
h
e
f
o
l
l
o
w
i
n
g
￿
g
u
r
e
s
s
h
o
w
r
u
n
s
w
i
t
h
v
a
r
y
i
n
g
m
u
t
a
t
i
o
n
f
r
o
m
0
:
0
2
t
o
0
:
2
0
.
I
n
e
a
c
h
p
l
o
t
t
h
e
s
o
l
i
d
l
i
n
e
d
e
n
o
t
e
s
t
h
e
f
o
r
m
u
l
a
a
n
d
t
h
e
d
o
t
t
e
d
l
i
n
e
s
r
e
p
-
r
e
s
e
n
t
t
h
e
X
C
S
r
u
n
s
.
A
l
l
c
u
r
v
e
s
a
r
e
a
v
e
r
a
g
e
d
o
v
e
r
2
0
e
x
p
e
r
i
m
e
n
t
s
.
I
f
n
o
t
s
t
a
t
e
d
d
i
￿
e
r
e
n
t
l
y
,
t
h
e
p
o
p
u
l
a
t
i
o
n
i
s
i
n
i
t
i
a
l
l
y
￿
l
l
e
d
u
p
w
i
t
h
r
a
n
d
o
m
l
y
g
e
n
e
r
a
t
e
d
c
l
a
s
s
i
-
￿
e
r
s
w
i
t
h
d
o
n
’
t
c
a
r
e
p
r
o
b
a
b
i
l
i
t
y
p
#
=
0
:
5
.
N
i
c
h
e
m
u
-
t
a
t
i
o
n
i
s
a
p
p
l
i
e
d
.
T
h
e
r
e
m
a
i
n
i
n
g
p
a
r
a
m
e
t
e
r
s
a
r
e
s
e
t
a
s
f
o
l
l
o
w
s
:
N
=
2
0
0
0
,
￿
=
0
:
2
,
￿
=
1
,
￿
0
=
0
:
0
0
1
,
￿
=
5
,
￿
=
0
:
9
5
,
￿
g
a
=
1
,
￿
=
0
:
8
,
￿
d
e
l
=
2
0
,
￿
=
0
:
1
,
￿
s
u
b
=
1
,
a
n
d
p
e
x
p
l
r
=
1
.
5
.
1
F
I
X
E
D
F
I
T
N
E
S
S
I
n
o
r
d
e
r
t
o
v
a
l
i
d
a
t
e
t
h
e
d
i
￿
e
r
e
n
t
a
s
s
u
m
p
t
i
o
n
s
i
n
t
h
e
t
h
e
o
r
y
,
w
e
s
t
a
r
t
b
y
e
x
a
m
i
n
i
n
g
r
u
n
s
w
h
e
r
e
t
h
e
￿
t
n
e
s
s
i
n
￿
u
e
n
c
e
i
s
e
l
i
m
i
n
a
t
e
d
.
T
h
a
t
i
s
,
e
a
c
h
t
i
m
e
a
c
l
a
s
s
i
￿
e
r
XCS with fixed fitness, random deletion, L=20
0
5000
10000
15000
20000
25000
30000
35000
40000
45000
50000
Explore Steps
0
0.05
0.1
0.15
0.2
Mutation
0
0.1
0.2
0.3
0.4
0.5
Specificity
F
i
g
u
r
e
2
:
E
l
i
m
i
n
a
t
i
n
g
t
h
e
￿
t
n
e
s
s
i
n
￿
u
e
n
c
e
,
t
h
e
s
p
e
c
i
-
￿
c
i
t
y
i
n
X
C
S
b
e
h
a
v
e
s
e
x
a
c
t
l
y
l
i
k
e
t
h
e
t
h
e
o
r
y
.
i
s
u
p
d
a
t
e
d
,
i
t
s
￿
t
n
e
s
s
i
s
n
o
t
u
p
d
a
t
e
d
a
s
u
s
u
a
l
b
u
t
i
s
s
i
m
p
l
y
s
e
t
t
o
i
t
s
n
u
m
e
r
o
s
i
t
y
(
c
o
m
p
l
e
t
e
l
y
e
l
i
m
i
n
a
t
i
n
g
t
h
e
￿
t
n
e
s
s
i
n
￿
u
e
n
c
e
i
n
s
e
l
e
c
t
i
o
n
)
.
T
h
e
s
a
m
e
i
s
d
o
n
e
i
n
c
o
v
e
r
i
n
g
.
M
o
r
e
o
v
e
r
,
w
e
e
l
i
m
i
n
a
t
e
d
t
h
e
d
i
s
t
i
n
c
t
d
e
l
e
-
t
i
o
n
p
r
e
s
s
u
r
e
i
n
￿
u
e
n
c
e
s
b
y
d
e
l
e
t
i
n
g
c
l
a
s
s
i
￿
e
r
s
p
r
o
p
o
r
-
t
i
o
n
a
l
l
y
t
o
t
h
e
i
r
n
u
m
e
r
o
s
i
t
y
n
u
m
r
e
g
a
r
d
l
e
s
s
o
f
t
h
e
i
r
v
a
l
u
e
o
f
a
s
o
r
F
.
T
h
i
s
s
e
c
t
i
o
n
i
n
v
e
s
t
i
g
a
t
e
s
t
h
e
i
n
￿
u
-
e
n
c
e
c
a
u
s
e
d
b
y
t
h
e
t
w
o
m
u
t
a
t
i
o
n
t
y
p
e
s
.
M
o
r
e
o
v
e
r
,
w
e
i
n
v
e
s
t
i
g
a
t
e
t
h
e
i
n
￿
u
e
n
c
e
o
f
t
h
e
G
A
t
h
r
e
s
h
o
l
d
￿
g
a
a
s
w
e
l
l
a
s
t
h
e
i
n
￿
u
e
n
c
e
o
f
a
n
i
n
i
t
i
a
l
i
z
a
t
i
o
n
o
f
t
h
e
p
o
p
u
l
a
-
t
i
o
n
.
W
i
t
h
t
h
e
r
e
s
t
r
i
c
t
i
o
n
s
,
t
h
e
r
u
n
s
e
x
a
c
t
l
y
m
a
t
c
h
t
h
e
t
h
e
-
o
r
y
a
s
s
h
o
w
n
i
n
￿
g
u
r
e
2
.
T
h
e
i
n
i
t
i
a
l
s
p
e
c
i
￿
c
i
t
y
o
f
0
:
5
d
r
o
p
s
o
￿
q
u
i
c
k
l
y
i
n
t
h
e
b
e
g
i
n
n
i
n
g
d
u
e
t
o
t
h
e
s
t
r
o
n
g
s
e
t
p
r
e
s
s
u
r
e
.
H
o
w
e
v
e
r
,
s
o
o
n
t
h
e
e
￿
e
c
t
o
f
m
u
t
a
t
i
o
n
b
e
-
c
o
m
e
s
v
i
s
i
b
l
e
a
n
d
t
h
e
s
p
e
c
i
￿
c
i
t
y
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
c
o
n
-
v
e
r
g
e
s
a
s
p
r
e
d
i
c
t
e
d
.
T
h
e
h
i
g
h
e
r
t
h
e
m
u
t
a
t
i
o
n
r
a
t
e
￿
,
t
h
e
s
t
r
o
n
g
e
r
t
h
e
i
n
￿
u
e
n
c
e
o
f
m
u
t
a
t
i
o
n
p
r
e
s
s
u
r
e
,
w
h
i
c
h
i
s
m
a
n
i
f
e
s
t
e
d
i
n
t
h
e
h
i
g
h
e
r
c
o
n
v
e
r
g
e
n
c
e
v
a
l
u
e
i
n
t
h
e
c
u
r
v
e
s
w
i
t
h
h
i
g
h
e
r
￿
.
A
l
t
h
o
u
g
h
t
h
e
m
u
t
a
t
i
o
n
p
r
e
s
s
u
r
e
b
e
c
o
m
e
s
v
i
s
i
b
l
e
i
n
t
h
e
v
a
r
i
a
t
i
o
n
o
f
￿
,
￿
g
u
r
e
3
f
u
r
t
h
e
r
r
e
v
e
a
l
s
t
h
e
i
n
￿
u
e
n
c
e
c
a
u
s
e
d
b
y
m
u
t
a
t
i
o
n
.
A
s
f
o
r
m
u
l
a
t
e
d
i
n
e
q
u
a
t
i
o
n
8
t
h
e
m
u
t
a
t
i
o
n
p
r
e
s
s
u
r
e
i
s
s
l
i
g
h
t
l
y
h
i
g
h
e
r
w
h
e
n
a
p
p
l
y
i
n
g
t
h
e
f
r
e
e
m
u
t
a
t
i
o
n
t
y
p
e
.
W
h
e
n
d
i
r
e
c
t
l
y
c
o
m
p
a
r
i
n
g
￿
g
u
r
e
2
a
n
d
￿
g
u
r
e
3
o
n
e
c
a
n
o
b
s
e
r
v
e
t
h
a
t
t
h
e
h
i
g
h
e
r
t
h
e
p
a
-
r
a
m
e
t
e
r
￿
,
t
h
e
h
i
g
h
e
r
t
h
e
d
i
￿
e
r
e
n
c
e
i
n
t
h
e
m
u
t
a
t
i
o
n
p
r
e
s
s
u
r
e
.
A
s
s
t
a
t
e
d
e
a
r
l
i
e
r
,
w
e
s
e
t
t
h
e
G
A
t
h
r
e
s
h
o
l
d
￿
g
a
t
o
o
n
e
t
o
a
s
s
u
r
e
a
G
A
f
r
e
q
u
e
n
c
y
f
g
a
o
f
o
n
e
.
W
h
e
n
a
l
t
e
r
i
n
g
￿
g
a
s
e
t
t
i
n
g
i
t
t
o
t
h
e
c
o
m
m
o
n
v
a
l
u
e
o
f
2
5
￿
g
u
r
e
4
r
e
-
v
e
a
l
s
w
h
a
t
h
a
s
b
e
e
n
s
u
s
p
e
c
t
e
d
b
e
f
o
r
e
.
F
o
r
e
q
u
a
t
i
o
n
9
t
o
e
x
a
c
t
l
y
m
a
t
c
h
t
h
e
s
p
e
c
i
￿
c
i
t
y
c
h
a
n
g
e
,
f
g
a
c
a
n
n
o
t
b
e
d
e
n
o
t
e
d
b
y
a
c
o
n
s
t
a
n
t
b
u
t
i
s
a
c
t
u
a
l
l
y
d
e
p
e
n
d
e
n
t
o
n
939 CLASSIFIER SYSTEMSXCS with fixed fitness, random deletion, free mutation, L=20
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3
:
A
s
p
r
e
d
i
c
t
e
d
i
s
t
h
e
p
r
e
s
s
u
r
e
c
a
u
s
e
d
b
y
f
r
e
e
m
u
t
a
t
i
o
n
h
i
g
h
e
r
t
h
a
n
t
h
e
o
n
e
b
y
n
i
c
h
e
m
u
t
a
t
i
o
n
.
XCS with fixed fitness, random deletion, theta_ga=25, L=20
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0
0.1
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F
i
g
u
r
e
4
:
W
h
e
n
i
n
c
r
e
a
s
i
n
g
t
h
e
t
h
r
e
s
h
o
l
d
￿
g
a
t
h
e
G
A
f
r
e
q
u
e
n
c
y
a
n
d
c
o
n
s
e
q
u
e
n
t
l
y
t
h
e
s
p
e
c
i
￿
c
i
t
y
p
r
e
s
s
u
r
e
d
e
-
c
r
e
a
s
e
s
o
n
c
e
t
h
e
s
p
e
c
i
￿
c
i
t
y
d
r
o
p
s
.
t
h
e
c
u
r
r
e
n
t
s
p
e
c
i
￿
c
i
t
y
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
.
O
n
c
e
t
h
e
s
p
e
c
i
￿
c
i
t
y
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
h
a
s
d
r
o
p
p
e
d
,
t
h
e
a
c
t
i
o
n
s
e
t
s
i
z
e
s
i
n
c
r
e
a
s
e
s
i
n
c
e
m
o
r
e
c
l
a
s
s
i
￿
e
r
s
m
a
t
c
h
a
s
p
e
-
c
i
￿
c
s
t
a
t
e
.
C
o
n
s
e
q
u
e
n
t
l
y
,
m
o
r
e
c
l
a
s
s
i
￿
e
r
s
t
a
k
e
p
a
r
t
i
n
a
G
A
a
p
p
l
i
c
a
t
i
o
n
,
m
o
r
e
t
i
m
e
s
t
a
m
p
s
t
s
a
r
e
u
p
d
a
t
e
d
,
t
h
e
a
v
e
r
a
g
e
t
i
m
e
s
i
n
c
e
t
h
e
l
a
s
t
G
A
a
p
p
l
i
c
a
t
i
o
n
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
a
n
d
i
n
t
h
e
a
c
t
i
o
n
s
e
t
s
d
r
o
p
s
,
a
n
d
￿
n
a
l
l
y
t
h
e
G
A
f
r
e
q
u
e
n
c
y
d
r
o
p
s
w
h
i
c
h
i
s
o
b
s
e
r
v
a
b
l
e
i
n
t
h
e
g
r
a
p
h
.
H
o
w
e
v
e
r
,
a
s
p
r
e
d
i
c
t
e
d
b
y
e
q
u
a
t
i
o
n
9
,
d
e
s
p
i
t
e
i
t
s
d
e
p
e
n
-
d
e
n
c
e
o
n
t
h
e
a
c
t
u
a
l
s
p
e
c
i
￿
c
i
t
y
,
f
g
a
d
o
e
s
n
o
t
i
n
￿
u
e
n
c
e
t
h
e
c
o
n
v
e
r
g
e
n
c
e
v
a
l
u
e
.
A
l
t
h
o
u
g
h
w
e
d
e
c
i
d
e
d
t
o
i
n
i
t
i
a
l
l
y
￿
l
l
u
p
t
h
e
p
o
p
u
l
a
t
i
o
n
w
i
t
h
c
l
a
s
s
i
￿
e
r
s
t
o
a
s
s
u
r
e
a
p
e
r
f
e
c
t
b
i
n
o
m
i
a
l
s
p
e
c
i
￿
c
i
t
y
d
i
s
t
r
i
b
u
t
i
o
n
i
n
t
h
e
b
e
g
i
n
n
i
n
g
o
f
t
h
e
r
u
n
,
t
h
i
s
a
p
p
e
a
r
e
d
n
o
t
t
o
b
e
n
e
c
e
s
s
a
r
y
a
s
s
h
o
w
n
i
n
￿
g
u
r
e
5
.
T
h
e
￿
g
u
r
e
s
h
o
w
s
r
u
n
s
i
n
w
h
i
c
h
t
h
e
p
o
p
u
l
a
t
i
o
n
i
s
i
n
i
t
i
a
l
l
y
e
m
p
t
y
.
XCS with fixed fitness, random deletion, population not initialized, L=20
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F
i
g
u
r
e
5
:
W
i
t
h
o
u
t
i
n
i
t
i
a
l
i
z
i
n
g
t
h
e
p
o
p
u
l
a
t
i
o
n
,
t
h
e
g
e
n
-
e
r
a
l
i
t
y
d
r
o
p
s
s
l
i
g
h
t
l
y
f
a
s
t
e
r
i
n
t
h
e
b
e
g
i
n
n
i
n
g
.
T
h
e
o
n
l
y
e
￿
e
c
t
o
b
s
e
r
v
a
b
l
e
i
s
t
h
a
t
t
h
e
s
p
e
c
i
￿
c
i
t
y
d
r
o
p
s
o
￿
s
l
i
g
h
t
l
y
f
a
s
t
e
r
i
n
t
h
e
b
e
g
i
n
n
i
n
g
o
f
a
r
u
n
.
S
i
n
c
e
t
h
e
p
o
p
u
l
a
t
i
o
n
d
o
e
s
i
n
i
t
i
a
l
l
y
n
o
t
c
o
n
t
a
i
n
2
0
0
0
c
l
a
s
s
i
￿
e
r
s
,
t
h
e
g
e
n
e
r
a
l
i
t
y
p
r
e
s
s
u
r
e
i
s
s
t
r
o
n
g
e
r
w
h
i
c
h
i
s
a
l
s
o
e
x
-
p
r
e
s
s
e
d
i
n
e
q
u
a
t
i
o
n
9
.
5
.
2
C
O
N
S
T
A
N
T
F
U
N
C
T
I
O
N
W
h
i
l
e
t
h
e
￿
t
n
e
s
s
i
n
￿
u
e
n
c
e
w
a
s
i
n
t
e
n
t
i
o
n
a
l
l
y
e
l
i
m
i
-
n
a
t
e
d
a
b
o
v
e
,
t
h
i
s
a
n
d
t
h
e
n
e
x
t
s
e
c
t
i
o
n
a
r
e
d
e
d
i
c
a
t
e
d
t
o
d
e
t
e
r
m
i
n
e
t
h
e
a
c
t
u
a
l
￿
t
n
e
s
s
i
n
￿
u
e
n
c
e
.
T
h
i
s
s
e
c
t
i
o
n
a
p
p
l
i
e
s
X
C
S
t
o
a
c
o
n
s
t
a
n
t
b
o
o
l
e
a
n
f
u
n
c
t
i
o
n
w
h
i
c
h
a
l
-
w
a
y
s
r
e
t
u
r
n
s
a
r
e
w
a
r
d
o
f
1
0
0
0
.
T
h
e
r
e
s
u
l
t
i
s
t
h
a
t
a
l
l
c
l
a
s
s
i
￿
e
r
s
a
r
e
a
c
c
u
r
a
t
e
s
i
n
c
e
t
h
e
p
r
e
d
i
c
t
i
o
n
e
r
r
o
r
w
i
l
l
b
e
z
e
r
o
.
H
o
w
e
v
e
r
,
a
n
i
n
￿
u
e
n
c
e
c
o
u
l
d
b
e
p
o
s
s
i
b
l
e
d
u
e
t
o
t
h
e
￿
t
n
e
s
s
d
e
t
e
r
m
i
n
a
t
i
o
n
a
c
c
o
r
d
i
n
g
t
o
t
h
e
r
e
l
a
t
i
v
e
a
c
c
u
r
a
c
y
.
F
i
g
u
r
e
6
e
x
h
i
b
i
t
s
t
h
a
t
t
h
i
s
i
n
￿
u
e
n
c
e
c
a
n
b
e
n
e
g
l
e
c
t
e
d
w
h
e
n
t
h
e
r
a
n
d
o
m
d
e
l
e
t
i
o
n
m
e
t
h
o
d
i
s
a
p
p
l
i
e
d
a
s
b
e
f
o
r
e
.
I
t
s
h
o
w
s
t
h
a
t
t
h
e
a
s
s
u
m
p
t
i
o
n
o
f
a
b
i
n
o
m
i
a
l
d
i
s
t
r
i
b
u
t
i
o
n
i
n
d
e
e
d
h
o
l
d
s
l
a
t
e
r
i
n
t
h
e
r
u
n
o
r
i
s
a
t
l
e
a
s
t
n
o
t
t
o
o
h
a
r
s
h
s
i
n
c
e
t
h
e
s
p
e
c
i
￿
c
i
t
y
e
x
a
c
t
l
y
b
e
h
a
v
e
s
a
s
p
r
e
d
i
c
t
e
d
.
W
h
e
n
a
p
p
l
y
i
n
g
t
h
e
u
s
u
a
l
d
e
l
e
t
i
o
n
m
e
t
h
o
d
i
n
X
C
S
,
h
o
w
e
v
e
r
,
t
h
e
b
e
h
a
v
i
o
r
o
f
t
h
e
s
p
e
c
i
￿
c
i
t
y
c
h
a
n
g
e
s
.
F
i
g
-
u
r
e
7
s
h
o
w
s
t
h
a
t
t
h
e
s
l
o
p
e
o
f
t
h
e
c
u
r
v
e
s
d
e
c
r
e
a
s
e
s
.
I
n
t
h
e
e
n
d
,
t
h
o
u
g
h
,
t
h
e
c
o
n
v
e
r
g
e
n
c
e
v
a
l
u
e
i
s
r
e
a
c
h
e
d
w
h
a
t
i
s
p
r
e
d
i
c
t
e
d
b
y
t
h
e
t
h
e
o
r
y
.
S
i
n
c
e
t
h
e
o
b
s
e
r
v
-
a
b
l
e
i
n
￿
u
e
n
c
e
c
a
n
o
n
l
y
b
e
c
a
u
s
e
d
b
y
t
h
e
b
i
a
s
o
f
t
h
e
d
e
l
e
t
i
o
n
m
e
t
h
o
d
t
o
w
a
r
d
s
d
e
l
e
t
i
n
g
c
l
a
s
s
i
￿
e
r
s
i
n
l
a
r
g
e
r
n
i
c
h
e
s
,
t
h
e
r
e
a
s
o
n
f
o
r
t
h
i
s
b
e
h
a
v
i
o
r
f
o
l
l
o
w
s
.
S
i
n
c
e
t
h
e
s
p
e
c
i
￿
c
i
t
y
d
r
o
p
s
,
t
h
e
a
c
t
i
o
n
s
e
t
s
i
z
e
i
n
c
r
e
a
s
e
s
a
s
n
o
t
e
d
b
e
f
o
r
e
.
T
h
u
s
,
s
i
n
c
e
m
o
r
e
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
a
r
e
m
o
r
e
o
f
t
e
n
p
r
e
s
e
n
t
i
n
a
c
t
i
o
n
s
e
t
s
,
t
h
e
i
r
a
c
t
i
o
n
s
e
t
s
i
z
e
e
s
t
i
-
m
a
t
e
a
s
i
s
m
o
r
e
s
e
n
s
i
t
i
v
e
t
o
t
h
e
c
h
a
n
g
e
i
n
t
h
e
a
c
t
i
o
n
s
e
t
s
i
z
e
a
n
d
c
o
n
s
e
q
u
e
n
t
l
y
,
i
t
i
s
l
a
r
g
e
r
i
n
m
o
r
e
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
w
h
i
l
e
s
p
e
c
i
￿
c
i
t
y
d
r
o
p
s
.
E
v
e
n
t
u
a
l
l
y
,
a
l
l
a
s
940 CLASSIFIER SYSTEMSXCS in a constant function, random deletion, L=20
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6
:
W
h
e
n
a
p
p
l
i
e
d
t
o
a
c
o
n
s
t
a
n
t
f
u
n
c
t
i
o
n
,
t
h
e
c
h
a
n
g
i
n
g
s
p
e
c
i
￿
c
i
t
y
s
t
i
l
l
m
a
t
c
h
e
s
t
h
e
p
r
o
p
o
s
e
d
t
h
e
o
r
y
.
XCS in a constant function, L=20
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e
7
:
A
s
e
x
p
e
c
t
e
d
,
t
h
e
e
￿
e
c
t
c
a
u
s
e
d
b
y
t
h
e
d
e
l
e
-
t
i
o
n
m
e
t
h
o
d
i
s
m
i
n
o
r
.
v
a
l
u
e
s
w
i
l
l
h
a
v
e
a
d
j
u
s
t
e
d
t
o
t
h
e
c
h
a
n
g
e
a
n
d
t
h
e
p
r
e
-
d
i
c
t
e
d
c
o
n
v
e
r
g
e
n
c
e
v
a
l
u
e
i
s
a
c
h
i
e
v
e
d
.
T
h
i
s
p
r
o
p
o
s
i
t
i
o
n
i
s
f
u
r
t
h
e
r
v
a
l
i
d
a
t
e
d
b
y
t
h
e
f
a
c
t
t
h
a
t
t
h
e
d
i
￿
e
r
e
n
c
e
i
n
t
h
e
r
u
n
s
a
n
d
t
h
e
t
h
e
o
r
y
a
r
e
s
m
a
l
l
e
r
a
n
d
b
e
c
o
m
e
e
q
u
a
l
f
a
s
t
e
r
w
i
t
h
a
h
i
g
h
e
r
m
u
t
a
t
i
o
n
r
a
t
e
￿
s
i
n
c
e
t
h
e
s
p
e
c
i
-
￿
c
i
t
y
s
l
o
p
e
i
s
n
o
t
a
s
s
t
e
e
p
a
s
i
n
t
h
e
c
u
r
v
e
s
w
i
t
h
l
o
w
e
r
￿
v
a
l
u
e
s
.
5
.
3
R
A
N
D
O
M
F
U
N
C
T
I
O
N
W
h
i
l
e
t
h
e
￿
t
n
e
s
s
i
n
￿
u
e
n
c
e
r
e
m
a
i
n
e
d
s
m
a
l
l
i
n
t
h
e
c
a
s
e
o
f
a
c
o
n
s
t
a
n
t
f
u
n
c
t
i
o
n
,
m
u
c
h
m
o
r
e
n
o
i
s
e
i
s
i
n
t
r
o
d
u
c
e
d
w
h
e
n
a
p
p
l
y
i
n
g
X
C
S
t
o
a
r
a
n
d
o
m
f
u
n
c
t
i
o
n
.
T
h
e
￿
-
n
a
l
t
w
o
c
u
r
v
e
s
r
e
v
e
a
l
t
h
e
b
e
h
a
v
i
o
r
o
f
X
C
S
i
n
a
r
a
n
-
d
o
m
b
o
o
l
e
a
n
f
u
n
c
t
i
o
n
t
h
a
t
r
a
n
d
o
m
l
y
r
e
t
u
r
n
s
r
e
w
a
r
d
s
o
f
1
0
0
0
a
n
d
0
.
F
i
g
u
r
e
8
e
x
h
i
b
i
t
s
t
h
a
t
i
n
t
h
e
c
a
s
e
o
f
a
r
a
n
d
o
m
f
u
n
c
t
i
o
n
t
h
e
￿
t
n
e
s
s
i
n
￿
u
e
n
c
e
s
t
h
e
s
p
e
c
i
￿
c
i
t
y
s
l
o
p
e
a
s
w
e
l
l
a
s
t
h
e
c
o
n
v
e
r
g
e
n
c
e
v
a
l
u
e
.
T
h
e
c
o
n
v
e
r
g
e
n
c
e
t
a
k
e
s
l
o
n
g
e
r
a
n
d
,
XCS in a random function, random deletion, L=20
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8
:
A
p
p
l
i
e
d
t
o
a
r
a
n
d
o
m
f
u
n
c
t
i
o
n
,
t
h
e
s
p
e
c
i
￿
c
i
t
y
s
t
a
y
s
o
n
a
h
i
g
h
e
r
l
e
v
e
l
d
u
e
t
o
t
h
e
s
t
r
o
n
g
e
r
n
o
i
s
e
i
n
m
o
r
e
s
p
e
c
i
￿
c
c
l
a
s
s
i
￿
e
r
s
.
m
o
r
e
o
v
e
r
,
t
h
e
c
o
n
v
e
r
g
e
n
c
e
v
a
l
u
e
s
t
a
y
s
l
a
r
g
e
r
.
S
i
n
c
e
a
g
a
i
n
r
a
n
d
o
m
d
e
l
e
t
i
o
n
i
s
a
p
p
l
i
e
d
,
t
h
e
￿
t
n
e
s
s
p
r
e
s
s
u
r
e
i
s
t
h
e
o
n
l
y
p
o
s
s
i
b
l
e
i
n
￿
u
e
n
c
e
.
A
l
t
h
o
u
g
h
w
e
d
o
n
’
t
h
a
v
e
a
p
r
o
o
f
i
n
h
a
n
d
w
e
b
e
l
i
e
v
e
t
h
e
f
o
l
l
o
w
i
n
g
.
S
i
n
c
e
t
h
e
e
n
-
c
o
u
n
t
e
r
e
d
r
e
w
a
r
d
s
a
r
e
0
a
n
d
1
0
0
0
,
t
h
e
r
e
w
a
r
d
p
r
e
d
i
c
-
t
i
o
n
o
f
t
h
e
c
l
a
s
s
i
￿
e
r
s
￿
u
c
t
u
a
t
e
s
a
r
o
u
n
d
5
0
0
a
n
d
c
o
n
s
e
-
q
u
e
n
t
l
y
t
h
e
p
r
e
d
i
c
t
i
o
n
e
r
r
o
r
a
r
o
u
n
d
5
0
0
a
s
w
e
l
l
.
A
s
i
n
t
h
e
c
a
s
e
o
f
t
h
e
m
o
r
e
s
e
n
s
i
t
i
v
e
a
c
t
i
o
n
s
e
t
s
i
z
e
e
s
t
i
m
a
t
e
s
a
b
o
v
e
,
h
e
r
e
t
h
e
s
e
n
s
i
t
i
v
i
t
y
m
a
n
i
f
e
s
t
s
i
n
t
h
e
p
r
e
d
i
c
t
i
o
n
e
r
r
o
r
￿
.
M
o
r
e
s
p
e
c
i
￿
c
c
l
a
s
s
i
￿
e
r
s
h
a
v
e
a
l
e
s
s
s
e
n
s
i
t
i
v
e
￿
a
n
d
c
o
n
s
e
q
u
e
n
t
l
y
a
h
i
g
h
e
r
v
a
r
i
a
n
c
e
i
n
t
h
e
￿
v
a
l
u
e
s
.
T
h
i
s
b
y
i
t
s
e
l
f
d
o
e
s
n
o
t
c
a
u
s
e
a
n
y
b
i
a
s
,
h
o
w
e
v
e
r
,
s
i
n
c
e
t
h
e
a
c
c
u
r
a
c
y
c
a
l
c
u
l
a
t
i
o
n
e
x
p
r
e
s
s
e
d
i
n
e
q
u
a
t
i
o
n
4
s
c
a
l
e
s
t
h
e
p
r
e
d
i
c
t
i
o
n
e
r
r
o
r
t
o
t
h
e
p
o
w
e
r
￿
,
w
h
i
c
h
i
s
s
e
t
t
o
t
h
e
u
s
u
a
l
v
a
l
u
e
￿
v
e
,
t
h
e
h
i
g
h
e
r
v
a
r
i
a
n
c
e
c
a
u
s
e
s
a
n
o
n
a
v
-
e
r
a
g
e
h
i
g
h
e
r
￿
t
n
e
s
s
.
W
h
e
n
a
p
p
l
y
i
n
g
t
h
e
n
o
r
m
a
l
d
e
l
e
t
i
o
n
m
e
t
h
o
d
,
t
h
e
d
e
l
e
-
t
i
o
n
m
e
t
h
o
d
c
a
u
s
e
s
a
f
u
r
t
h
e
r
i
n
c
r
e
a
s
e
i
n
s
p
e
c
i
￿
c
i
t
y
a
s
s
h
o
w
n
i
n
￿
g
u
r
e
9
.
S
i
n
c
e
t
h
e
s
p
e
c
i
￿
c
i
t
i
e
s
d
o
n
o
t
c
o
n
-
v
e
r
g
e
t
o
t
h
o
s
e
i
n
￿
g
u
r
e
8
,
t
h
e
c
a
u
s
e
m
u
s
t
l
i
e
i
n
t
h
e
b
i
a
s
t
o
w
a
r
d
s
d
e
l
e
t
i
n
g
e
x
p
e
r
i
e
n
c
e
d
,
l
o
w
-
￿
t
c
l
a
s
s
i
￿
e
r
s
.
I
n
t
e
r
-
e
s
t
i
n
g
l
y
,
t
h
i
s
p
r
e
s
s
u
r
e
i
s
s
t
r
o
n
g
e
s
t
w
h
e
n
￿
i
s
s
e
t
t
o
a
p
p
r
o
x
i
m
a
t
e
l
y
0
:
1
.
A
m
o
r
e
d
e
t
a
i
l
e
d
a
n
a
l
y
s
i
s
s
h
o
w
e
d
t
h
a
t
t
h
i
s
i
s
t
h
e
c
a
s
e
b
e
c
a
u
s
e
t
h
e
v
a
r
i
a
n
c
e
i
n
t
h
e
￿
t
-
n
e
s
s
v
a
l
u
e
s
i
s
h
i
g
h
a
s
w
e
l
l
a
s
t
h
e
m
o
r
e
g
e
n
e
r
a
l
c
l
a
s
s
i
-
￿
e
r
s
a
r
e
s
u
￿
c
i
e
n
t
l
y
e
x
p
e
r
i
e
n
c
e
d
s
o
t
h
a
t
t
h
e
i
r
p
o
s
s
i
b
l
e
l
o
w
￿
t
n
e
s
s
v
a
l
u
e
m
a
y
b
e
c
o
n
s
i
d
e
r
e
d
d
u
r
i
n
g
d
e
l
e
t
i
o
n
.
W
h
e
n
t
h
e
s
p
e
c
i
￿
c
i
t
y
d
r
o
p
s
f
u
r
t
h
e
r
d
u
e
t
o
a
l
o
w
e
r
￿
,
t
h
e
v
a
r
i
a
n
c
e
i
n
￿
t
n
e
s
s
d
e
c
r
e
a
s
e
s
s
i
g
n
i
￿
c
a
n
t
l
y
a
n
d
t
h
e
e
￿
e
c
t
d
i
m
i
n
i
s
h
e
s
.
O
n
t
h
e
o
t
h
e
r
h
a
n
d
,
w
h
e
n
i
n
c
r
e
a
s
i
n
g
￿
f
u
r
t
h
e
r
,
t
h
e
a
v
e
r
a
g
e
e
x
p
e
r
i
e
n
c
e
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
d
e
c
r
e
a
s
e
s
u
n
d
e
r
t
h
e
c
r
u
c
i
a
l
v
a
l
u
e
o
f
￿
g
a
=
2
0
a
n
d
c
o
n
-
s
e
q
u
e
n
t
l
y
,
t
h
e
a
d
d
i
t
i
o
n
a
l
b
i
a
s
t
o
w
a
r
d
s
l
o
w
-
￿
t
c
l
a
s
s
i
￿
e
r
s
a
p
p
l
i
e
s
d
e
c
r
e
a
s
i
n
g
l
y
o
f
t
e
n
.
941 CLASSIFIER SYSTEMSXCS in a random function, L=20
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9
:
T
h
e
￿
t
n
e
s
s
b
i
a
s
e
d
d
e
l
e
t
i
o
n
m
e
t
h
o
d
f
u
r
t
h
e
r
i
n
￿
u
e
n
c
e
s
t
h
e
s
p
e
c
i
￿
c
i
t
y
.
6
S
U
M
M
A
R
Y
A
N
D
C
O
N
C
L
U
S
I
O
N
T
h
i
s
p
a
p
e
r
h
a
s
i
n
v
e
s
t
i
g
a
t
e
d
v
a
r
i
o
u
s
e
v
o
l
u
t
i
o
n
a
r
y
p
r
e
s
-
s
u
r
e
s
i
n
X
C
S
.
B
y
a
n
a
l
y
z
i
n
g
t
h
e
p
r
e
s
s
u
r
e
s
s
e
p
a
r
a
t
e
l
y
a
n
d
n
e
x
t
i
n
v
e
s
t
i
g
a
t
i
n
g
t
h
e
i
r
i
n
t
e
r
a
c
t
i
o
n
s
,
w
e
w
e
r
e
a
b
l
e
t
o
d
e
r
i
v
e
a
f
o
r
m
u
l
a
t
h
a
t
c
a
n
p
r
e
d
i
c
t
t
h
e
s
p
e
c
i
￿
c
i
t
y
c
h
a
n
g
e
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
o
f
X
C
S
.
W
h
i
l
e
t
h
i
s
c
h
a
n
g
e
h
a
s
b
e
e
n
h
y
p
o
t
h
e
s
i
z
e
d
l
o
n
g
a
g
o
,
w
e
a
r
e
n
o
w
a
b
l
e
t
o
c
o
n
￿
r
m
t
h
e
h
y
p
o
t
h
e
s
i
s
m
a
t
h
e
m
a
t
i
c
a
l
l
y
a
n
d
u
s
e
t
h
e
d
e
r
i
v
e
d
f
o
r
m
u
l
a
t
o
e
x
p
l
a
i
n
a
n
d
p
r
e
d
i
c
t
t
h
e
b
e
h
a
v
i
o
r
o
f
t
h
e
p
o
p
u
l
a
t
i
o
n
i
n
X
C
S
.
A
l
t
h
o
u
g
h
t
h
e
￿
t
n
e
s
s
i
n
￿
u
-
e
n
c
e
i
s
n
o
t
i
n
c
o
r
p
o
r
a
t
e
d
i
n
t
h
e
f
o
r
m
u
l
a
w
e
s
h
o
w
e
d
t
h
a
t
t
h
e
f
o
r
m
u
l
a
i
s
a
p
p
l
i
c
a
b
l
e
i
n
t
h
e
c
a
s
e
o
f
a
l
l
a
c
c
u
r
a
t
e
a
n
d
a
l
l
s
i
m
i
l
a
r
l
y
i
n
a
c
c
u
r
a
t
e
.
E
s
s
e
n
t
i
a
l
l
y
,
t
h
e
f
o
r
m
u
l
a
c
a
n
p
r
e
d
i
c
t
h
o
w
t
h
e
s
p
e
c
i
￿
c
i
t
y
i
n
a
p
o
p
u
l
a
t
i
o
n
w
i
l
l
e
v
o
l
v
e
o
n
c
e
a
c
c
u
r
a
t
e
b
u
t
p
o
s
s
i
b
l
y
o
v
e
r
-
s
p
e
c
i
￿
c
c
l
a
s
s
i
￿
e
r
s
a
r
e
f
o
u
n
d
.
M
o
r
e
o
v
e
r
,
i
t
c
a
n
a
l
s
o
p
r
e
d
i
c
t
h
o
w
t
h
e
p
o
p
u
l
a
-
t
i
o
n
e
v
o
l
v
e
s
i
f
t
h
e
r
e
a
r
e
o
n
l
y
i
n
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
a
n
d
t
h
e
￿
t
n
e
s
s
p
r
e
s
s
u
r
e
t
o
w
a
r
d
s
a
c
c
u
r
a
c
y
f
r
o
m
t
h
e
o
v
e
r
-
g
e
n
e
r
a
l
s
i
d
e
i
s
v
e
r
y
w
e
a
k
.
A
￿
n
a
l
i
m
p
o
r
t
a
n
t
i
n
s
i
g
h
t
i
s
t
h
a
t
r
e
g
a
r
d
l
e
s
s
o
f
t
h
e
i
n
i
-
t
i
a
l
s
p
e
c
i
￿
c
i
t
y
i
n
t
r
o
d
u
c
e
d
b
y
t
h
e
d
o
n
’
t
c
a
r
e
p
r
o
b
a
b
i
l
-
i
t
y
P
#
,
w
e
n
o
w
k
n
o
w
h
o
w
t
h
e
s
p
e
c
i
￿
c
i
t
y
c
h
a
n
g
e
s
a
n
d
t
o
w
h
i
c
h
v
a
l
u
e
i
t
c
o
n
v
e
r
g
e
s
.
F
u
t
u
r
e
r
e
s
e
a
r
c
h
s
h
o
u
l
d
u
s
e
t
h
i
s
i
n
s
i
g
h
t
a
n
d
p
r
o
c
e
e
d
t
o
c
o
n
t
r
o
l
t
h
e
c
h
a
n
g
e
s
i
n
s
p
e
c
i
￿
c
i
t
y
w
h
e
r
e
n
e
c
e
s
s
a
r
y
.
A
C
K
N
O
W
L
E
D
G
M
E
N
T
S
T
h
i
s
w
o
r
k
w
a
s
s
p
o
n
s
o
r
e
d
b
y
t
h
e
A
i
r
F
o
r
c
e
O
￿
c
e
o
f
S
c
i
-
e
n
t
i
￿
c
R
e
s
e
a
r
c
h
,
A
i
r
F
o
r
c
e
M
a
t
e
r
i
e
l
C
o
m
m
a
n
d
,
U
S
A
F
,
u
n
d
e
r
g
r
a
n
t
F
4
9
6
2
0
-
0
0
-
1
-
0
1
6
3
.
R
e
s
e
a
r
c
h
f
u
n
d
i
n
g
f
o
r
t
h
i
s
w
o
r
k
w
a
s
a
l
s
o
p
r
o
v
i
d
e
d
b
y
t
h
e
N
a
t
i
o
n
a
l
S
c
i
e
n
c
e
F
o
u
n
d
a
t
i
o
n
u
n
d
e
r
g
r
a
n
t
D
M
I
-
9
9
0
8
2
5
2
.
S
u
p
p
o
r
t
w
a
s
a
l
s
o
p
r
o
v
i
d
e
d
b
y
a
g
r
a
n
t
f
r
o
m
t
h
e
U
.
S
.
A
r
m
y
R
e
-
s
e
a
r
c
h
L
a
b
o
r
a
t
o
r
y
u
n
d
e
r
t
h
e
F
e
d
e
r
a
t
e
d
L
a
b
o
r
a
t
o
r
y
P
r
o
g
r
a
m
,
C
o
o
p
e
r
a
t
i
v
e
A
g
r
e
e
m
e
n
t
D
A
A
L
0
1
-
9
6
-
2
-
0
0
0
3
.
T
h
e
U
.
S
.
G
o
v
e
r
n
m
e
n
t
i
s
a
u
t
h
o
r
i
z
e
d
t
o
r
e
p
r
o
d
u
c
e
a
n
d
d
i
s
t
r
i
b
u
t
e
r
e
p
r
i
n
t
s
f
o
r
G
o
v
e
r
n
m
e
n
t
p
u
r
p
o
s
e
s
n
o
t
w
i
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Abstract
The amount of digital data processed by
computers grows extremely fast. Therefore, how
to discover useful knowledge from large digital
data has become a very important issue. Decision
trees like ID3 and C4.5 are efficient classifiers in
generating classification rules from large training
patterns. Besides, decision tree classifiers can
directly generate linguistic if-then rules which
are human understandable knowledge. The
design of an optimal evoltionary fuzzy decision
tree is proposed in this paper. Fuzzy decision
tree integrates the flexibility of fuzzy sets and
comprehensibility of decision trees. In order to
generate a more compact fuzzy decision tree, we
use flexible trapezoid fuzzy sets to define
membership functions. The parameters of
membership functions are optimized by a
powerful intelligent genetic algorithm.
Furthermore, additional control genes in a
chromosome are used to perform feature
selection and redundant fuzzy set deletion
simultaneously. The performance of the
proposed fuzzy decision tree is superior to
conventional decision trees and the existing
fuzzy rule-based approaches in terms of both
classification rate and number of fuzzy rules.
1 INTRODUCTION
The amount of digital data processed by computers grows
extremely fast. In real-world applications of E-commerce,
inestimable amount of transaction records are stored in
databases. Therefore, how to discover useful knowledge
hidden in large databases is very important.
In data mining researches, generation of association rules
and classification rules is the most important issue.
Generation of association rules is to find correlative
attributes in large databases. If the frequency of two
attributes both appear in the same record is greater than a
threshold, we would assume that a relation exists between
these two attributes. The number of relative attributes can
be extended to represent more complex relationships. For
example, many people would buy milk and bread
simultaneously when they go to supermarkets. Therefore,
the market managers may make special discounts
according to this phenomenon.
Classification is to divide training patterns into subsets
according to their attributes such that most of the patterns
in the same subset belong to the same class. For example,
we can analyse the personal information (age, debt, etc.)
of applicants for credit cards and find some rules to
classify them into an acceptance set and a rejection set. If
the classification rate of these rules is accurate enough,
the classifier may take the place of human checkers,
which can avoid mistakes.
This paper aims at the generation of classification rules.
Decision tree classifier is the most frequently used one for
solving classification problems. A decision tree is
composed of nodes and arcs. Non-terminal nodes
represent the attributes for making decisions, arcs are
attribute values, and terminal nodes represent pattern
classes. The most famous and widely used decision tree
classifiers are ID3 (Quinlan, 1986) and C4.5 (Quinlan,
1993). Both of them use entropy measurement based on
the information theory that can generate compact decision
trees.
Recently, neural networks are also become popular
approaches for solving classification problems because
they are easy to implement and do not require prior
domain knowledge. However, the learning results of
neural networks are generally hard to interpret. It would
be a serious problem if we want to understand or verify
the decisions. Besides, neural networks may require more
training time.
Comparing decision tree classifiers with other ones for
data mining, we can find several advantages of decision
tree classifiers:
•  Require less training time.
•  Directly generate if-then linguistic rules which are
more comprehensible.
•  Can handle training data with noise.
•  Can effectively handle high dimensional
classification problems.
943 CLASSIFIER SYSTEMS•  Fast classification
In real world, class boundaries of data are usually non-
axis-parallel. However, conventional decision tree always
partitions the feature space in an axis-parallel way.
Therefore, conventional decision tree may generate
exceeded rules in training phase. Fig. 1 gives an example
of a non-axis-parallel data distribution and the
partitioning result obtained by a conventional decision
tree.
Figure 1: (a) Non-Axis-Parallel Class Boundary
(b) Partitioning Result
Furthermore, the crisp boundaries may increase the
probability of misclassification in test phase. If the
location of a test pattern is very close to the class
boundary, the uncertainty of the classification result of
this pattern will increase.
Fuzzy systems are successfully applied to increasingly
numerous areas where designs are based entirely on the
linguistic equivalent of human experience or knowledge.
Fuzzy inference mechanism is very suitable for
uncertainty handling. Besides, the class boundaries
formed by fuzzy rules can be non-axis-parallel. Fig. 2
illustrates an example of fuzzy partition in a 2-D input
space. Various successful fuzzy classifiers have been
proposed. The fuzzy decision tree was also included.
Generally, a fuzzy system consists of fuzzy membership
functions and a fuzzy rule base. The triangular
membership functions are the most frequently used in
fuzzy systems. The major advantage is they can reduce
the number of required parameters for membership
function representation. However, the flexibility of
membership functions is limited. (Medasani et al., 1998)
have noted that membership functions must be flexible
enough to develop a high-performance fuzzy classifier.
In this paper, the design of an optimal evolutionary fuzzy-
ID3 decision tree is proposed, which has following the
properties:
•  Use flexible trapezoid fuzzy sets to define fuzzy
membership functions.
•  Use additional control genes to perform feature
selection and redundant fuzzy set deletion
simultaneously.
•  Use a powerful optimization algorithm, an
intelligent genetic algorithm, to solve the large
parameter optimization problem associated with an
optimal fuzzy decision tree design.
Figure 2: Non-aixs-parallel Boundaries Generated Using
FuzzyPartition
The paper is organized as follows. In next section, we
briefly overview various fuzzy classifiers. In Section 3,
we describe our algorithm for designing an optimal fuzzy-
ID3 decision tree. Section 4 is the experimental result of
our algorithm. The last section is our conclusions.
2 FUZZY CLASSIFIERS
Fuzzy systems (Zadeh, 1965) are widely used in control
engineering. Recently, fuzzy theory has been successfully
applied to various domains of computer science.
The major advantage of fuzzy systems is that they don’t
require any well-defined mathematic model of problems.
The advantage increases the adaptability of fuzzy systems
for various types of problems, especially for the type of
problems which is difficult to define mathematic models.
Recently, various fuzzy systems for solving pattern
classification problems have been proposed. The main
procedure of applying fuzzy systems for classification is
(1) partition feature space into subregions using fuzzy
membership functions and (2) determine fuzzy rules
corresponding to the subregions.
According to the partition strategy, the fuzzy partitions
approaches can be categorized into three types (Yen,
1999): (1) gird partition, (2) scatter partition, and (3) tree
partition.
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944 CLASSIFIER SYSTEMSGrid partition is most frequently used approach. It is very
easy to implement. A major advantage of grid partition is
that fuzzy rules obtained from fixed linguistic fuzzy grids
are always linguistically interpretable. However, the
number of possible rules exponentially grows with the
number of input features. Therefore, it is difficult to
determine the large amount of parameters of high
dimensional classifier design.
Scatter partition uses multi-dimensional antecedent fuzzy
sets. Rather than covering the entire input space, the
method defines a subset of the input space that
characterizes the fuzzy regions where training data may
occur. Generally, the classifier design uses scatter
partition which tries to maximize the classification rate
and minimize the number of fuzzy rules and used features
without taking into account the linguistic interpretability
of generated fuzzy rules.
Tree partition results from a series of guillotine cuts. A
guillotine cut is made entirely across the subspace to be
partitioned, and each of the regions thus produced can
then be subjected to independent guillotine cutting. Tree
partition covers the entire feature space and the class
boundaries formed by fuzzy rules can be non-axis-parallel.
Tree partition can significantly relieve the problem of rule
explosion and accelerate classification.
Genetic algorithms have been applied to optimize the
parameters of these three types of fuzzy classifiers. In
order to reduce the number of parameters in classifier
design, most of the existing methods simplify the fuzzy
membership functions such as using triangular fuzzy sets
or symmetric fuzzy sets. However, simple fuzzy
membership functions may decrease the performance of
fuzzy classifiers because the search space is limited and
the optimal solution may be missed.
3 OPTIMAL FUZZY DECISION TREE
DESIGN
The design of an optimal fuzzy-ID3 decision tree will be
presented in this section. The architecture of the proposed
fuzzy decision tree could be easily extended to fuzzy-
C4.5 or fuzzy-CART decision trees. In order to obtain
higher classification rates, we use flexible fuzzy sets to
define membership functions. Furthermore, additional
control genes are used to perform feature selection and
redundant fuzzy sets deletion simultaneously. Finally, we
use an intelligent genetic algorithm (IGA, Ho et al., 1999)
to solve the large parameters optimization problem of
fuzzy decision tree design.
3.1 FUZZY REASONING
To determine the class of an input pattern xp =( xp1, xp2,… ,
xpn) based on voting by multiple fuzzy if-then rules that
are compatible with xp , the general fuzzy reasoning
method used in (Ishibuchi et al., 1999) is adopted as
follows:
∏ ⋅ = ∈
j
i pj U k R i p k CF x x Conf ij )) ( ( max ) ( ) ( µ (1)
where R(k) is a set of rules that classify patterns into class
k, ) ( pj U x ij µ is the grade of fuzzy set U
ij at xpj,a n dCFi is
the grade of certainty of the ith rule. The final
classification result of xp is the class k with a maximal
) ( p k x Conf .
3.2 FLEXIBLE MEMBERSHIP FUNCTION
In the fuzzy system, each feature has an associated fuzzy
membership function. Each fuzzy membership function
contains several fuzzy sets. Design of a powerful fuzzy
classifier requires more flexible membership functions.
Therefore, we propose a flexible fuzzy membership
function using flexible trapezoid fuzzy sets. A flexible
trapezoid fuzzy set can be represented by a tuple of four
parameters <Lb, Lt, Rt, Rb>, as illustrated in Fig. 3.
Figure 3: Trapezoid Fuzzy Set
The grade at position x for a fuzzy set can be determined
using the following equation:




 



< <
−
−
< <
−
−
≤ ≤
≥ ∪ ≤
=
Rb x Rt
Rt Rb
x Rb
Lt x Lb
Lb Lt
Lb x
Rt x Lt
Rb x Lb x
x
:
:
: 1
: 0
) ( µ (2)
In general, a useful fuzzy membership function would
contain several fuzzy sets. Fig 4 is an example of a
membership function that contains three fuzzy sets.
Figure 4: A Membership Function with Three Trapezoid
Fuzzy Sets
L2 •
µ(x)
x LbR b Lt Rt
1.0
1
Rb U
2
Lb U
1
Rt U
2
Lt U
2
Rt U
3
Lt
3
Lb U
2
Rb U x
µ(x)
1.0
945 CLASSIFIER SYSTEMSFor a fuzzy membership function that contains m fuzzy
sets can be represented as <U
1, U
2,… ,U
m>. We assume
that 0
1 = Lt U , 0
1 = Lb U , 1 =
m
Rt U ,a n d 1 =
m
Rb U .I tc a n
reduce the number of parameters without losing
generalization or flexibility. Therefore, IGA can be
applied to determine these parameters to fit real pattern
distribution. It is noted that each position on the feature
axis must be covered by one fuzzy set at least.
3.3 FITNESS FUNCTION
Three objectives in designing an optimal fuzzy decision
tree using IGA are as follows:
•  Maximizing the number of correctly classified
training patterns;
•  Minimizing the number of fuzzy rules; and
•  Minimizing the number of features.
Combining these three objectives, an optimization
problem is formulated as the following fitness function
F(S):
Maximize F(S)=wNCP⋅ NCP(S)-wS⋅ Nr - wF ⋅ Nf (3)
where wNCP, wS,a n dwF a r ep o s i t i v ew e i g h t s .NCP(S)
denotes the number of training patterns correctly
classified by the fuzzy decision tree, Nr is the number of
fuzzy rules of the fuzzy decision tree, and Nf is the
number of features used in the fuzzy decision tree.
3.4 CHROMOSOME REPRESENTATION
A high performance fuzzy decision tree not only should
obtain a high classification rate, but also have to minimize
the number of rules. Therefore, we use additional control
genes to perform feature selection and redundant fuzzy set
deletion simultaneously. Since few features and fuzzy sets
participate in the fuzzy decision tree construction, the
generated rule base would be more compact.
In a chromosome, there are two types of genes:
parametric genes and control genes. The parametric genes
are applied to encode the membership functions. To make
sufficient use of IGA’s ability, it is useful to decrease the
interaction between the correlated parameters. Therefore,
the intermediate parameter Li indicating the position of
the location of a fuzzy set is introduced. Let L1=0 and
Lm=1. The parameters representing a membership
function are as follows:
l2, l3,..., lm-1, c1, d1, a2, b2, c2, d2,. . . ,am,a n dbm.
All parameters are encoded as a binary string. Given a
membership function that contains m fuzzy sets, the total
number of parameters is equal to 5m-6. The decoding
p r o c e s si sa sf o l l o w s :
1 1) 1 ( − − + ⋅ − = i i i i L l L L ,
1 1 1
1 ) ( − − −
− + ⋅ − = i i i i
i
Rt L c L L U ,
1 1) (
− − + ⋅ − =
i
Rt i
i
Rt i
i
Lt U b U L U ,
1
1
1 1 ) (
−
−
− − + ⋅ − =
i
Rt i
i
Rt i
i
Rb U d U L U ,
1 1
1 ) ( − −
− + ⋅ − = i i i
i
Rb
i
Lb L a L U U ,
where i= 2 ,3 ,. . . ,m.
Control gene bFi is used to determine whether the feature
Fi is necessary or not. Control gene bSij is used to
determine whether the j
th fuzzy set of the membership
f u n c t i o na s s o c i a t e dw i t hf e a t u r eFi is redundant or not.
The parameters of an entire chromosome are illustrated as
Fig. 5. If bFi=0, the decoding process of membership
function associated with feature Fi will be skipped, and
the feature Fi will not be used in the fuzzy decision tree.
Figure 5: The Parameters of an Entire Chromosome
If bSij =0 ,t h ej
th fuzzy set of the membership function
associated with the feature Fi will be removed. A
repairing process will also be performed to maintain the
feasibility. According to the positions of removed fuzzy
sets, the repairing processes are different. Fig. 6
demonstrates three different repairing results. If the
number of remained fuzzy sets is equal or more than two,
the parameters of fuzzy sets adjacent to the removed one
should be updated (see Fig. 6(a) and 6(b)). But if the
number of remained fuzzy sets is zero or one, the
membership function has lost its functionality. Therefore,
all the fuzzy sets would be removed and the feature will
not participate in the fuzzy decision tree construction (Fig.
6 (c)).
3.5 INTELLIGENT GENETIC ALGORITHM
The fuzzy-decision tree design can be formulated as a
large parameter optimization problem. Due to the huge
search space, however, conventional genetic algorithms
would suffer from both the low accuracy and slow
convergence speed. In this paper, we use an intelligent
genetic algorithm (IGA) (Ho et al., 1999) which is a
general-purpose large parameter optimization algorithm
to optimize the parameters in the fuzzy decision tree
design.
bF bS M1 … Mn
control
genes
parametric
genes
l2, l3, …, lm-1, c1, d1, a2, b2, c2, d2,…, am, bm
bF : bF1 … bFn
bS : bS11 … bS1m bS21 … bSnm
946 CLASSIFIER SYSTEMSFigure 6: Different Repairing Results
The procedure of IGA is very similar to conventional
genetic algorithms except the crossover operator. The
IGA uses a novel intelligent crossover (IC) rather than
random one-point or two-point crossovers. Fig. 7 is the
procedure of IGA. The principle of IC is the evaluation of
contribution of each gene/parameter based on the
systematic reasoning ability of orthogonal arrays (OAs).
The offspring is yielded from the best combination of
genes from their parent chromosomes.
Figure 7: Intelligent Genetic Algorithm
An OA used in IC is described as follows. Let there be α
factors with two levels (or treatments) for each factor. The
total number of experiments is 2
α for the popular “one-
factor-at-a-time” study. The columns of two factors are
orthogonal when the four pairs, (1,1), (1,2), (2,1), and
(2,2), occur equally frequently over all experiments.
When any two factors in an experimental set are
orthogonal, the set is called an OA. To establish an OA of
α factors with two levels, we obtain an integer
()  1 log2 2
+ =
α β , build an orthogonal array L￿(2
￿￿￿) with β
rows and (β-1) columns, and use the first α columns. For
instance, Table 1 shows an orthogonal array L8 (2
7). The
algorithm of constrcuting an orthogonal array can be
found in (Leung and Wang, 2001). Orthogonal
experiment design can reduce the number of experiments
for factor analysis. Generally, levels 1 and 2 of a factor
represent selected genes from parents 1 and 2,
respectively.
Orthogonal Arrays (OAs) and factor analysis, which are
representative methods of quality control (Taguchi and
Konishi, 1987), also work to improve the crossover
operator more efficiently. The detail procedurals of
intelligent crossover are listed as follows.
Two parents breed two children using IC at a time by
means of orthogonal arrays (OAs).
Table 1: L8(2
7) Orthogonal Array
Factors
Exp.
no. 1234567
Function
Evaluation
value
1 1111111 y 1
2 1112222 y 2
3 1221122 y 3
4 1222211 y 4
5 2121212 y 5
6 2122121 y 6
7 2211221 y 7
8 2212112 y 8
Let yt denote the positive function evaluation value of
experiment number t.L e tYt = yt (1/yt) if the objetive
function is be maximized (minimized). Define the main
effect of factor j with level k as Sjk:
∑
=
⋅ =
β
1
2
t
jtk t jk F Y S (4)
where flag Fjtk = 1 if the level of experiment number t of
factor j is k;o t h e r w i s e ,Fjtk = 0. Notably, the main efect
reveals the individual effect of a factor. The most
effective factor j has the largest main effect difference
(MED) |Sj1-Sj2|. If Sj1 > Sj2, the level 1 of factor j make a
better contribution to the optimization function than level
2 does. Otherwise, level 2 is better.
The steps to use OA to achieve the IC are described as
follows:
Step1: Select the first α columns of OA Lβ (2
β-1)w h e r e
()  1 log2 2
+ =
α β . Note that each parameter
encoded in a chromosome is regarded as a factor
in OA.
Step 2: Let levels 1 and 2 of factor j represent the j
th
parameters of chromosomes coming from their
parents 1 and 2, respectively.
Step 3: Compute the fitness value yt for experiment
number t,w h e r et =1 ,2 ,… ,β.
Step 4: Compute the main effect Sjk where j=1, 2, …, α
and k=1, 2.
Step 5: Determine the best level for each parameter.
Select level 1 for the j
th parameter if Sj1 >S j2.
Otherwise, select level 2.
x
µ
x
µ
x
µ
µ µ
(a)
(b)
(c)
x
µ
don’t care
Initialize population Pop(0) randomly;
t=0 ;
while not terminal_condition do
evaluate each chromosome;
select chromosomes into mating pool;
perform intelligent crossover;
perform mutations except the best chromosome;
t ￿ t+1;
947 CLASSIFIER SYSTEMSStep 6: The chromosome of the first child is formed
from the best combination of the better parameter
from the derived corresponding parents.
Step 7: Rank the most effective factors from rank 1 to
rank α. The factor with a large MED has a higher
rank.
Step 8: The chromosome of the second child is formed
similarly as the first child, except that the factor
with the lowest rank adopts the other level.
3.6 FUZZY DECISION TREE CONSTRUCTION
The fuzzy decision tree construction procedure is also
similar to conventional decision tree, except the entropy
measurement. The fuzzy entropy measurement is
employed in the fuzzy decision tree construction instead
of conventional entropy measurement. The entropy of the
attribute F for node i,
i
F E , is defined as (5) (Kim et al.,
1999):
∑ =
j
j
ij
i
F I p E ) ( (5)
∑
∈
− =
C k
j
k
j
k
j p p I ) log ( 2
∑
∑
∈
∈ =
D l
jl
k S m
im
j
k v
v
p
) (
∑
∑
∈
∈ =
D l
il
D l
jl
ij v
v
p
 



=
≠
= ∏
∈
φ
φ µ
i
i
Z f
fl f
il
Z
Z x
v i
: 1
: ) (
The notations of the above symbols are as follows:
j : a child node of node i
j I : fuzzy entropy of node j
j
k p : the probability that node j belongs to class k
ij p : the probability that patterns in node i fall into node j
il v : the grade of pattern l in node i
i Z : the set of attributes on the path from root to node i
D : the training set
C : the set of classes of training patterns
S(k) : the set of training patterns belonging to class k
Given flexible fuzzy membership functions obtained
using IGA, the fuzzy-ID3 decision tree construction
algorithm is as follows:
Step 1: Generate a root node and assign all training
p a t t e r nt oi t .
Step 2: Determine each newly generated node i whether
it is a terminal node or not as follows. If one of
following three conditions is satisfied, let node i
be a terminal node. Otherwise, let node i be a
non-terminal node.
(1) ∑
∈
≤
D l
s il v
D
θ
1
(2) d
D l
il
k S m
im
v
v
θ ≥
∑
∑
∈
∈ ) (
*
where k*=m a x ∑
∈
∈
) (
) (
k S m
im C k v
(3) all attributes have been used.
Let the class label of the terminal node i is k*a n d
its corresponding grade of certainty CF be
determined using the following equation:
∑
∑
∈
∈ =
D l
il
k S m
im
v
v
CF
) (
*
(6)
Step 3: For each non-terminal node i, find the best
feature F* with minimal entropy, where
) ( min *
i
F F
i
F E E = and F ∉ Zi. And then, generate a
child node of node i for each fuzzy set in the
membership function associated with F*.
Step 4: If all leaf nodes are terminal nodes, end the
algorithm. Otherwise, go to Step 2.
In the above algorithm, two threshold values, θs and θd,
are applied to restrict the decision tree growing. This
approach can prevent overfitting in fuzzy rules generation.
The former forbids generating nodes with insufficient
number of training patterns. The latter forbids generating
nodes whose dominant class has insufficient grade of
certainty. The same strategy can be found in (Kim et al.,
1999).
4 EXPERIMENTAL RESULTS
In this section, several standard benchmark data sets are
used to demonstrate the superiority of the proposed
method. All of the data sets can be found in UCI machine
learning databases.
Before classification, all the feature values were
normalized to real numbers in the unit interval [0, 1]. In
all experiments, the parameters of IGA are population
size Npop = 20, crossover rate Pc = 0.9, and mutation rate
Pm = 0.1. The maximal generation is equal to 50. The
weighted values of the fitness function are as follows:
wNCP = 1000, wS = 10, and wF = 1. The maximal number
of fuzzy sets for a feature is equal to 3.
The performance of the proposed optimal fuzzy decision
tree is compared with several existing methods:
(1) Simple fuzzy grid, distributed fuzzy if-then rules,
CF criterion, NM criterion, and RM criterion
(Ishibuchi et al., 1993).
(2) Fuzzy associative memory (Jang and Choi, 1996).
(3) Fuzzy-ID3 decision tree (Kim et al., 1999).
(4) C4.5 release 8 (Quinlan, 1993).
948 CLASSIFIER SYSTEMSTable 2: The Best Case of Classification Rate and Number of Rules for Various Algorithms
Training
rate
Simple
fuzzy grid
Distributed fuzzy
if-then rules CF criterion NM criterion RM criterion Jang and Choi Optimal FDT
algorithm
15% 91.3%(455) 92.4%(8328) 91.1%(253) 89.8%(71) 89.6%(72) 88.3%(32) 98.0%(3)
20% 92.7%(1727) 93.8%(20512) 91.8%(307) 93.0%(83) 93.3%(87) 91.6%(36) 98.0%(3)
40% 93.5%(2452) 95.4%(63069) 93.8%(307) 93.9%(105) 94.1%(107) 93.3%(46) 97.0%(3)
60% 94.5%(3440) 95.8%(140498) 95.1%(528) 94.8%(150) 94.6%(150) 95.0%(46) 98.0%(3)
4.1 IRIS CLASSIFICATION PROBLEM
The iris data comprise of 150 four-dimensional patterns
from three classes. The total number of parameters in the
fuzzy decision tree design is 52. Table 2 shows the
testing phase performance of conventional fuzzy rules
generation approaches and our optimal fuzzy decision
tree. The reported results of conventional approaches are
gleaned from the literature (Kim et al., 1999). When the
training rate increases, the classification rates of all
conventional fuzzy systems also increase. However, they
require more fuzzy if-then rules.
In contrast to the conventional fuzzy systems, the
performance of the proposed optimal fuzzy decision tree
is much superior. The classification rates are always
higher then conventional fuzzy systems at different
training rates. Besides, the number of rules is much less
than the conventional fuzzy systems and it would not
increase with training rate.
Table 3 shows the performance of various decision trees,
where the results of our approach are obtained from 20
independent experiments. Similar to the above
experiments, the classification rates of other decision
trees also increase with training rate. We can observe that
the number of rules generated by decision trees is less
than the conventional fuzzy systems. Comparing with
other decision trees, our fuzzy decision tree can obtain
higher classification rate using equal or less number of
fuzzy rules.
Table 3: The Performance Comparison for Various
Decision Trees
Proposed optimal
Fuzzy-ID3
Training
rate
C4.5Rules
Kim et al.
(best)
(best)( avg.)
15% 67.0% (3) 91.3% (3) 98.0% (3) 93.0% (3.75)
20% 93.3% (3) 95.3% (3) 98.0% (3) 94.0% (3.8)
40% 92.0% (3) 96.0% (3) 97.0% (3) 95.0% (3.85)
60% 95.0% (5) 96.0% (3) 98.0% (3) 96.0% (3.75)
At low training rate, the classification rate in testing
phase of C4.5Rules is the worst. The major reason is that
the class boundaries learning from insignificant number
of training patterns are very sensitive. Though it may
correctly classify the training patterns, quite amount of
test patterns that are close to the boundaries may be
classified incorrectly. Besides, in spite of a high training
rate, we also can observe the overfitting of C4.5Rules.
4.2 WINE CLASSIFICATION PROBLEM
The wine data consist of 178 patterns with 13 continuous
features from three classes. The total number of
parameters in the fuzzy decision tree design is 169. For
the conventional fuzzy systems such as simple grid, the
number of generated fuzzy rules will exponentially grow
with the number of input features. For the wine data set,
if each membership function consists of three fuzzy sets,
the total number of possible fuzzy rules is equal to 3
13.
Therefore, only decision trees are used to solve such a
high dimensional pattern classification problem.
Table 4 shows the performance of a crisp decision tree
and the proposed optimal fuzzy decision tree. The best
result of the proposed optimal fuzzy-ID3 is always
superior to C4.5Rules both in terms of both classification
rate and number of rules.
Table 4: Comparison of C4.5 and The Proposed Method
Proposed optimal
Fuzzy-ID3
Training
Rate
C4.5Rules
(best)( avg.)
15% 75.2% (3) 90.0% (3) 82.0% (3.65)
20% 74.3% (4) 92.0% (3) 85.0% (3.65)
40% 91.7% (4) 95.0% (4) 89.0% (6.30)
60% 94.5% (4) 96.5% (4) 92.3% (6.90)
5 CONCLUSIONS
In this paper, we propose an optimal evolutionary fuzzy
decision tree for data mining. The fuzzy decision tree can
949 CLASSIFIER SYSTEMSgenerate non-axis-parallel boundaries, which are more
adaptable for real-world data distributions. We formulate
the design of a fuzzy decision tree as a large parameter
optimization problem, and all parameters are optimized
by a powerful intelligent genetic algorithm. In the
proposed optimal fuzzy decision tree, the flexible
trapezoid fuzzy membership functions can obtain high
classification rates with few fuzzy rules. Furthermore,
additional control genes can perform feature selection
and redundant fuzzy sets deletion that both can generate
more compact decision trees.
The experiment result shows that the classification rates
and comprehensibility of rules both are superior to those
of other fuzzy decision trees.
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1
]
a
p
p
r
o
a
c
h
b
u
t
d
r
a
w
s
b
e
n
e
￿
t
s
o
f
t
h
e
g
e
n
-
e
r
a
l
i
z
a
t
i
o
n
c
a
p
a
b
i
l
i
t
y
o
f
L
C
S
s
.
A
C
S
a
n
d
Y
A
C
S
b
o
t
h
t
a
k
e
a
d
v
a
n
t
a
g
e
o
f
t
h
e
i
n
f
o
r
m
a
t
i
o
n
p
r
o
v
i
d
e
d
b
y
t
h
e
s
u
c
-
c
e
s
s
i
o
n
o
f
s
i
t
u
a
t
i
o
n
s
i
n
o
r
d
e
r
t
o
d
r
i
v
e
t
h
e
c
l
a
s
s
i
￿
e
r
d
i
s
-
c
o
v
e
r
i
n
g
p
r
o
c
e
s
s
.
T
h
e
r
e
f
o
r
e
,
t
h
e
y
u
s
e
h
e
u
r
i
s
t
i
c
s
i
n
-
s
t
e
a
d
o
f
G
e
n
e
t
i
c
A
l
g
o
r
i
t
h
m
s
,
w
h
i
c
h
a
r
e
g
e
n
e
r
a
l
b
u
t
n
o
t
e
x
p
l
i
c
i
t
l
y
d
r
i
v
e
n
b
y
e
x
p
e
r
i
e
n
c
e
.
T
h
i
s
w
a
y
,
Y
A
C
S
e
x
p
l
o
r
e
s
t
h
e
s
o
l
u
t
i
o
n
s
p
a
c
e
r
a
t
i
o
n
a
l
l
y
,
s
o
a
s
t
o
b
e
a
b
l
e
t
o
t
a
c
k
l
e
l
a
r
g
e
p
r
o
b
l
e
m
s
l
i
k
e
t
h
e
S
h
e
e
p
-
d
o
g
p
r
o
b
l
e
m
d
e
s
c
r
i
b
e
d
i
n
[
S
G
0
1
]
.
I
n
[
G
S
S
0
1
]
,
w
e
s
h
o
w
e
d
h
o
w
t
h
e
l
a
t
e
n
t
l
e
a
r
n
i
n
g
p
r
o
-
c
e
s
s
i
n
Y
A
C
S
l
e
a
d
s
t
o
n
e
a
r
-
o
p
t
i
m
a
l
b
u
t
n
o
t
o
p
t
i
m
a
l
r
e
p
r
e
s
e
n
t
a
t
i
o
n
s
o
f
t
h
e
d
y
n
a
m
i
c
s
o
f
t
h
e
e
n
v
i
r
o
n
m
e
n
t
.
T
h
i
s
p
a
p
e
r
f
o
c
u
s
e
s
o
n
t
h
e
l
a
t
e
n
t
l
e
a
r
n
i
n
g
p
r
o
c
e
s
s
o
f
Y
A
C
S
a
n
d
p
r
e
s
e
n
t
s
t
h
e
g
e
n
e
r
a
l
i
z
a
t
i
o
n
p
r
o
c
e
s
s
w
h
i
c
h
o
v
e
r
c
o
m
e
s
t
h
e
n
e
a
r
-
o
p
t
i
m
a
l
i
t
y
p
r
o
b
l
e
m
.
I
n
s
e
c
t
i
o
n
2
w
e
s
h
o
w
h
o
w
t
h
e
f
o
r
m
a
l
i
s
m
u
s
e
d
i
n
Y
A
C
S
a
l
l
o
w
s
g
e
n
e
r
a
l
i
z
a
t
i
o
n
.
I
n
s
e
c
t
i
o
n
3
w
e
b
r
i
e
￿
y
d
e
s
c
r
i
b
e
t
h
e
h
e
u
r
i
s
t
i
c
s
u
s
e
d
f
o
r
t
h
e
l
a
t
e
n
t
l
e
a
r
n
i
n
g
p
r
o
c
e
s
s
i
n
Y
A
C
S
.
F
o
r
f
u
r
t
h
e
r
d
e
t
a
i
l
s
o
r
a
c
o
m
p
a
r
i
s
o
n
w
i
t
h
A
C
S
,
p
l
e
a
s
e
r
e
f
e
r
t
o
[
G
S
S
0
1
]
.
I
n
s
e
c
t
i
o
n
4
w
e
d
e
s
c
r
i
b
e
h
o
w
w
e
i
n
t
r
o
d
u
c
e
a
g
e
n
e
r
a
l
i
z
a
t
i
o
n
p
r
o
c
e
s
s
i
n
Y
A
C
S
.
I
n
s
e
c
-
t
i
o
n
5
w
e
s
h
o
w
e
x
p
e
r
i
m
e
n
t
a
l
l
y
h
o
w
t
h
i
s
n
e
w
p
r
o
c
e
s
s
h
e
l
p
s
t
o
o
v
e
r
c
o
m
e
t
h
e
o
v
e
r
-
s
p
e
c
i
a
l
i
z
a
t
i
o
n
p
r
o
b
l
e
m
s
i
n
Y
A
C
S
.
1
C
s
t
a
n
d
s
f
o
r
[
c
o
n
d
i
t
i
o
n
]
,
A
f
o
r
[
a
c
t
i
o
n
]
a
n
d
E
f
o
r
[
e
f
f
e
c
t
]
951 CLASSIFIER SYSTEMS2
G
E
N
E
R
A
L
I
Z
A
T
I
O
N
I
N
Y
A
C
S
A
s
A
C
S
[
S
t
o
9
8
]
,
Y
A
C
S
d
e
a
l
s
w
i
t
h
C
-
A
-
E
c
l
a
s
s
i
￿
e
r
s
2
.
C
p
a
r
t
s
t
a
k
e
a
d
v
a
n
t
a
g
e
o
f
g
e
n
e
r
a
l
i
t
y
a
n
d
m
a
y
m
a
t
c
h
s
e
v
e
r
a
l
p
e
r
c
e
i
v
e
d
s
i
t
u
a
t
i
o
n
s
.
A
n
A
p
a
r
t
s
p
e
c
i
￿
e
s
a
p
a
r
-
t
i
c
u
l
a
r
a
c
t
i
o
n
p
o
s
s
i
b
l
e
i
n
t
h
e
e
n
v
i
r
o
n
m
e
n
t
.
A
s
i
t
u
a
t
i
o
n
i
s
d
i
v
i
d
e
d
i
n
t
o
s
e
v
e
r
a
l
f
e
a
t
u
r
e
s
r
e
p
r
e
s
e
n
t
i
n
g
p
e
r
c
e
i
v
a
b
l
e
p
r
o
p
e
r
t
i
e
s
o
f
t
h
e
e
n
v
i
r
o
n
m
e
n
t
.
A
C
p
a
r
t
h
a
s
t
h
e
s
a
m
e
s
t
r
u
c
t
u
r
e
b
u
t
i
t
m
a
y
c
o
n
t
a
i
n
d
o
n
’
t
c
a
r
e
s
y
m
b
o
l
s
￿
#
￿
.
T
h
e
E
p
a
r
t
s
t
o
r
e
s
f
o
r
e
a
c
h
p
e
r
c
e
i
v
e
d
f
e
a
-
t
u
r
e
t
h
e
e
x
p
e
c
t
e
d
c
h
a
n
g
e
s
i
n
t
h
e
e
n
v
i
r
o
n
m
e
n
t
w
h
e
n
t
h
e
a
c
t
i
o
n
o
f
t
h
e
c
l
a
s
s
i
￿
e
r
i
s
c
h
o
s
e
n
a
n
d
w
h
e
n
t
h
e
p
e
r
c
e
i
v
e
d
s
i
t
u
a
t
i
o
n
m
a
t
c
h
e
s
i
t
s
c
o
n
d
i
t
i
o
n
.
T
h
e
E
p
a
r
t
m
i
g
h
t
c
o
n
-
t
a
i
n
d
o
n
’
t
c
h
a
n
g
e
s
y
m
b
o
l
s
￿
#
￿
.
A
d
o
n
’
t
c
h
a
n
g
e
s
y
m
b
o
l
i
n
t
h
e
E
p
a
r
t
m
e
a
n
s
￿
t
h
e
f
e
a
t
u
r
e
o
f
t
h
e
p
e
r
c
e
i
v
e
d
s
i
t
u
a
-
t
i
o
n
c
o
r
r
e
s
p
o
n
d
i
n
g
t
o
t
h
e
d
o
n
’
t
c
h
a
n
g
e
s
y
m
b
o
l
r
e
m
a
i
n
s
u
n
c
h
a
n
g
e
d
￿
.
T
h
i
s
f
o
r
m
a
l
i
s
m
a
l
l
o
w
s
t
h
e
c
l
a
s
s
i
￿
e
r
s
t
o
r
e
p
r
e
s
e
n
t
r
e
g
u
-
l
a
r
i
t
i
e
s
i
n
t
h
e
e
n
v
i
r
o
n
m
e
n
t
l
i
k
e
f
o
r
i
n
s
t
a
n
c
e
￿
I
n
a
m
a
z
e
,
w
h
e
n
t
h
e
a
g
e
n
t
p
e
r
c
e
i
v
e
s
a
w
a
l
l
o
n
n
o
r
t
h
,
w
h
a
t
e
v
e
r
t
h
e
o
t
h
e
r
f
e
a
t
u
r
e
s
a
r
e
,
m
o
v
i
n
g
n
o
r
t
h
w
i
l
l
d
r
i
v
e
t
h
e
a
g
e
n
t
t
o
h
i
t
t
h
e
w
a
l
l
,
a
n
d
n
o
c
h
a
n
g
e
w
i
l
l
b
e
p
e
r
c
e
i
v
e
d
￿
I
n
Y
A
C
S
,
g
e
n
e
r
a
l
i
z
a
t
i
o
n
i
s
a
l
l
o
w
e
d
b
y
t
h
e
j
o
i
n
t
u
s
e
o
f
d
o
n
’
t
c
a
r
e
a
n
d
d
o
n
’
t
c
h
a
n
g
e
s
y
m
b
o
l
s
.
A
s
A
C
S
,
Y
A
C
S
g
e
n
e
r
a
l
i
z
e
s
o
v
e
r
t
h
e
a
n
t
i
c
i
p
a
t
i
o
n
o
f
a
n
e
x
p
e
c
t
e
d
e
￿
e
c
t
i
n
t
e
r
m
s
o
f
s
i
t
u
a
t
i
o
n
s
,
a
n
d
n
o
t
o
v
e
r
t
h
e
p
r
e
d
i
c
t
i
o
n
o
f
a
p
a
y
o
￿
,
a
s
i
n
X
C
S
[
W
i
l
9
5
]
.
T
h
u
s
,
w
h
a
t
w
e
c
a
l
l
g
e
n
e
r
a
l
i
z
a
t
i
o
n
i
n
Y
A
C
S
i
s
n
o
t
t
h
e
s
a
m
e
a
s
t
h
e
g
e
n
e
r
a
l
i
z
a
t
i
o
n
s
t
u
d
i
e
d
i
n
X
C
S
b
y
[
L
a
n
9
7
]
f
o
r
i
n
s
t
a
n
c
e
.
A
s
a
r
e
s
u
l
t
,
i
t
d
o
e
s
n
o
t
m
a
k
e
s
e
n
s
e
t
o
s
t
o
r
e
i
n
f
o
r
m
a
t
i
o
n
a
b
o
u
t
t
h
e
e
x
p
e
c
t
e
d
p
a
y
o
￿
i
n
t
h
e
c
l
a
s
s
i
￿
e
r
s
.
T
h
e
l
i
s
t
o
f
c
l
a
s
s
i
￿
e
r
s
o
n
l
y
m
o
d
e
l
s
t
h
e
t
r
a
n
-
s
i
t
i
o
n
s
i
n
t
h
e
e
n
v
i
r
o
n
m
e
n
t
.
A
s
w
e
s
h
o
w
e
d
i
n
[
G
S
S
0
1
]
,
s
o
a
s
t
o
p
e
r
f
o
r
m
r
e
i
n
-
f
o
r
c
e
m
e
n
t
l
e
a
r
n
i
n
g
,
Y
A
C
S
m
u
s
t
d
e
a
l
w
i
t
h
i
n
f
o
r
m
a
t
i
o
n
a
b
o
u
t
s
p
e
c
i
￿
c
s
i
t
u
a
t
i
o
n
s
.
S
o
,
t
h
i
s
s
y
s
t
e
m
u
s
e
s
a
s
e
t
P
o
f
e
v
e
r
y
p
e
r
c
e
i
v
e
d
s
i
t
u
a
t
i
o
n
e
n
c
o
u
n
t
e
r
e
d
d
u
r
i
n
g
t
h
e
l
i
f
e
t
i
m
e
o
f
t
h
e
a
g
e
n
t
.
T
h
i
s
s
e
t
o
n
l
y
c
o
n
t
a
i
n
s
o
n
e
s
i
n
g
l
e
i
n
s
t
a
n
c
e
o
f
e
a
c
h
a
l
r
e
a
d
y
p
e
r
c
e
i
v
e
d
s
i
t
u
a
t
i
o
n
.
E
a
c
h
s
i
t
-
u
a
t
i
o
n
i
s
v
a
l
u
e
d
b
y
t
h
e
e
x
p
e
c
t
e
d
p
a
y
o
￿
w
h
e
n
r
e
a
c
h
i
n
g
t
h
e
c
o
n
s
i
d
e
r
e
d
s
i
t
u
a
t
i
o
n
.
T
h
i
s
s
e
t
o
n
l
y
c
o
n
t
a
i
n
s
t
h
e
a
c
t
u
a
l
l
y
p
e
r
c
e
i
v
e
d
s
i
t
u
a
-
t
i
o
n
s
,
n
o
t
a
l
l
t
h
e
v
i
r
t
u
a
l
l
y
p
o
s
s
i
b
l
e
s
i
t
u
a
t
i
o
n
s
r
e
s
u
l
t
i
n
g
f
r
o
m
t
h
e
n
u
m
b
e
r
o
f
f
e
a
t
u
r
e
s
a
n
d
t
h
e
n
u
m
b
e
r
o
f
v
a
l
-
u
e
s
t
h
e
y
c
a
n
t
a
k
e
.
I
n
a
l
a
r
g
e
p
r
o
b
l
e
m
l
i
k
e
t
h
e
m
u
l
t
i
-
a
g
e
n
t
S
h
e
e
p
-
d
o
g
p
r
o
b
l
e
m
d
e
s
c
r
i
b
e
d
i
n
[
S
G
0
1
]
f
o
r
i
n
-
s
t
a
n
c
e
,
t
h
e
n
u
m
b
e
r
o
f
a
c
t
u
a
l
l
y
e
n
c
o
u
n
t
e
r
e
d
s
i
t
u
a
t
i
o
n
s
i
s
2
9
0
w
h
i
l
e
t
h
e
n
u
m
b
e
r
o
f
v
i
r
t
u
a
l
l
y
p
o
s
s
i
b
l
e
s
i
t
u
a
t
i
o
n
s
i
s
8
1
9
2
.
2
C
s
t
a
n
d
s
f
o
r
[
c
o
n
d
i
t
i
o
n
]
,
A
f
o
r
[
a
c
t
i
o
n
]
a
n
d
E
f
o
r
[
e
￿
e
c
t
]
A
w
a
y
t
o
r
e
d
u
c
e
t
h
e
s
i
z
e
o
f
t
h
i
s
s
e
t
c
o
u
l
d
b
e
t
o
p
r
o
v
i
d
e
t
o
Y
A
C
S
w
i
t
h
a
d
e
d
i
c
a
t
e
d
g
e
n
e
r
a
l
i
z
a
t
i
o
n
m
e
c
h
a
n
i
s
m
w
h
i
c
h
r
e
l
i
e
s
o
n
t
h
e
e
x
p
e
c
t
e
d
p
a
y
o
￿
.
Reward
Situation
YACS
List of
classifiers
(model of
transitions) situations
valued
List of
Latent
Learning
Manager
Policy
Manager
Action
F
i
g
u
r
e
1
:
T
h
e
Y
A
C
S
a
r
c
h
i
t
e
c
t
u
r
e
S
o
,
a
s
s
h
o
w
n
i
n
￿
g
u
r
e
1
,
Y
A
C
S
c
o
n
s
i
s
t
s
i
n
s
e
v
e
r
a
l
p
a
r
t
s
:
￿
a
l
a
t
e
n
t
l
e
a
r
n
i
n
g
m
a
n
a
g
e
r
w
h
i
c
h
u
p
d
a
t
e
s
t
h
e
c
l
a
s
-
s
i
￿
e
r
s
l
i
s
t
;
￿
a
p
o
l
i
c
y
m
a
n
a
g
e
r
w
h
i
c
h
i
s
i
n
c
h
a
r
g
e
o
f
u
p
d
a
t
i
n
g
a
s
e
t
o
f
v
a
l
u
e
d
e
n
c
o
u
n
t
e
r
e
d
s
i
t
u
a
t
i
o
n
s
.
T
h
e
p
o
l
i
c
y
m
a
n
a
g
e
r
i
s
a
l
s
o
i
n
c
h
a
r
g
e
o
f
s
e
l
e
c
t
i
n
g
a
c
t
i
o
n
s
.
3
L
A
T
E
N
T
L
E
A
R
N
I
N
G
I
N
Y
A
C
S
T
h
e
l
a
t
e
n
t
l
e
a
r
n
i
n
g
p
r
o
c
e
s
s
i
s
i
n
c
h
a
r
g
e
o
f
d
i
s
c
o
v
e
r
i
n
g
C
￿
A
￿
E
c
l
a
s
s
i
￿
e
r
s
w
i
t
h
m
a
x
i
m
a
l
l
y
g
e
n
e
r
a
l
C
p
a
r
t
s
t
h
a
t
a
c
c
u
r
a
t
e
l
y
m
o
d
e
l
t
h
e
d
y
n
a
m
i
c
s
o
f
t
h
e
e
n
v
i
r
o
n
-
m
e
n
t
.
U
n
l
i
k
e
A
C
S
,
i
t
l
e
a
r
n
s
C
a
n
d
E
p
a
r
t
s
s
e
p
a
r
a
t
e
l
y
.
S
o
a
s
t
o
d
i
s
c
o
v
e
r
a
c
c
u
r
a
t
e
C
a
n
d
E
p
a
r
t
s
,
Y
A
C
S
a
s
-
s
o
c
i
a
t
e
s
a
d
d
i
t
i
o
n
a
l
i
n
f
o
r
m
a
t
i
o
n
t
o
t
h
e
c
l
a
s
s
i
￿
e
r
s
3
.
A
s
a
r
e
s
u
l
t
,
a
c
l
a
s
s
i
￿
e
r
i
n
Y
A
C
S
n
e
e
d
s
m
o
r
e
m
e
m
o
r
y
,
b
u
t
t
h
i
s
i
n
f
o
r
m
a
t
i
o
n
i
s
u
s
e
d
i
n
o
r
d
e
r
t
o
r
e
d
u
c
e
t
h
e
c
o
m
-
p
l
e
x
i
t
y
o
f
t
h
e
r
e
s
u
l
t
i
n
g
m
o
d
e
l
i
n
t
e
r
m
s
o
f
n
u
m
b
e
r
o
f
c
l
a
s
s
i
￿
e
r
s
.
I
n
t
h
e
f
o
l
l
o
w
i
n
g
s
e
c
t
i
o
n
s
,
w
e
b
r
i
e
￿
y
g
i
v
e
t
h
e
m
a
i
n
m
e
c
h
a
n
i
s
m
s
o
f
t
h
e
l
a
t
e
n
t
l
e
a
r
n
i
n
g
p
r
o
c
e
s
s
a
s
i
t
w
e
r
e
d
e
s
c
r
i
b
e
d
i
n
[
G
S
S
0
1
]
.
F
o
r
f
u
r
t
h
e
r
d
e
t
a
i
l
s
,
p
l
e
a
s
e
r
e
f
e
r
t
o
t
h
i
s
p
a
p
e
r
.
3
t
w
o
s
i
t
u
a
t
i
o
n
s
,
a
￿
n
i
t
e
s
e
t
o
f
b
o
o
l
e
a
n
s
m
a
r
k
e
r
s
a
n
d
t
w
o
s
e
t
s
e
s
t
i
m
a
t
e
s
w
h
i
c
h
a
r
e
r
e
a
l
n
u
m
b
e
r
s
.
952 CLASSIFIER SYSTEMS3
.
1
E
F
F
E
C
T
C
O
V
E
R
I
N
G
T
h
e
e
￿
e
c
t
c
o
v
e
r
i
n
g
m
e
c
h
a
n
i
s
m
i
s
t
h
e
p
a
r
t
o
f
t
h
e
l
a
-
t
e
n
t
l
e
a
r
n
i
n
g
p
r
o
c
e
s
s
i
s
i
n
c
h
a
r
g
e
o
f
d
i
s
c
o
v
e
r
i
n
g
a
c
c
u
-
r
a
t
e
E
p
a
r
t
s
(
i
.
e
.
E
p
a
r
t
s
r
e
p
r
e
s
e
n
t
i
n
g
a
c
t
u
a
l
e
￿
e
c
t
s
o
f
a
c
t
i
o
n
s
u
n
d
e
r
s
o
m
e
c
o
n
d
i
t
i
o
n
s
)
.
W
h
e
n
t
h
e
s
y
s
t
e
m
l
e
a
r
n
s
a
c
c
u
r
a
t
e
e
￿
e
c
t
s
,
i
t
c
r
e
a
t
e
s
n
e
w
c
l
a
s
s
i
￿
e
r
s
w
i
t
h
s
u
i
t
a
b
l
e
E
p
a
r
t
s
s
e
t
t
l
e
d
a
c
c
o
r
d
i
n
g
t
o
e
x
p
e
r
i
e
n
c
e
,
b
y
d
i
r
e
c
t
c
o
m
p
a
r
i
s
o
n
o
f
s
u
c
c
e
s
s
i
v
e
p
e
r
c
e
i
v
e
d
s
i
t
u
a
t
i
o
n
s
.
T
h
i
s
m
e
c
h
a
n
i
s
m
c
a
u
s
e
s
m
a
j
o
r
p
r
o
b
l
e
m
s
i
n
n
o
i
s
y
e
n
v
i
-
r
o
n
m
e
n
t
s
.
I
n
s
u
c
h
e
n
v
i
r
o
n
m
e
n
t
s
,
i
t
m
a
y
c
r
e
a
t
e
a
l
o
t
o
f
c
l
a
s
s
i
￿
e
r
s
.
T
h
u
s
,
w
e
w
o
r
k
o
n
a
n
e
w
v
e
r
s
i
o
n
o
f
Y
A
C
S
w
i
t
h
o
u
t
t
h
e
e
￿
e
c
t
c
o
v
e
r
i
n
g
m
e
c
h
a
n
i
s
m
.
D
u
r
i
n
g
t
h
e
e
￿
e
c
t
c
o
v
e
r
i
n
g
p
r
o
c
e
s
s
,
Y
A
C
S
a
l
s
o
u
p
d
a
t
e
s
a
t
r
a
c
e
T
o
f
g
o
o
d
a
n
d
b
a
d
m
a
r
k
e
r
s
m
e
m
o
r
i
z
i
n
g
p
a
s
t
a
n
t
i
c
i
p
a
t
i
o
n
m
i
s
t
a
k
e
s
a
n
d
s
u
c
c
e
s
s
e
s
o
f
e
a
c
h
c
l
a
s
s
i
￿
e
r
.
T
h
i
s
t
r
a
c
e
w
o
r
k
s
a
s
a
F
I
F
O
l
i
s
t
w
i
t
h
a
￿
n
i
t
e
l
e
n
g
t
h
m
.
3
.
2
S
E
L
E
C
T
I
O
N
O
F
A
C
C
U
R
A
T
E
C
L
A
S
S
I
F
I
E
R
S
A
s
Y
A
C
S
t
r
i
e
s
t
o
b
u
i
l
d
a
s
e
t
o
f
c
l
a
s
s
i
￿
e
r
s
t
h
a
t
a
n
t
i
c
i
-
p
a
t
e
a
c
c
u
r
a
t
e
l
y
,
i
t
h
a
s
a
d
e
l
e
t
i
o
n
m
e
c
h
a
n
i
s
m
t
o
r
e
m
o
v
e
i
n
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
.
T
h
e
t
r
a
c
e
T
o
f
g
o
o
d
a
n
d
b
a
d
m
a
r
k
e
r
s
a
l
l
o
w
s
t
o
c
h
e
c
k
t
h
e
a
n
t
i
c
i
p
a
t
i
o
n
a
b
i
l
i
t
i
e
s
o
f
a
c
l
a
s
s
i
￿
e
r
.
I
f
t
h
e
t
r
a
c
e
T
o
f
a
c
l
a
s
s
i
￿
e
r
i
s
f
u
l
l
a
n
d
i
f
i
t
o
n
l
y
c
o
n
t
a
i
n
s
b
a
d
m
a
r
k
e
r
s
,
t
h
e
n
Y
A
C
S
a
s
s
u
m
e
s
t
h
a
t
t
h
e
c
l
a
s
s
i
￿
e
r
a
l
w
a
y
s
a
n
t
i
c
i
p
a
t
e
s
i
n
c
o
r
r
e
c
t
l
y
a
n
d
r
e
m
o
v
e
s
i
t
.
I
f
t
h
e
t
r
a
c
e
i
s
f
u
l
l
a
n
d
i
f
i
t
c
o
n
t
a
i
n
s
g
o
o
d
a
n
d
b
a
d
m
a
r
k
e
r
s
,
w
e
s
a
y
t
h
a
t
t
h
e
c
l
a
s
s
i
￿
e
r
o
s
c
i
l
l
a
t
e
s
b
e
c
a
u
s
e
i
t
s
c
o
n
d
i
t
i
o
n
i
s
t
o
o
g
e
n
e
r
a
l
.
I
n
t
h
i
s
c
a
s
e
,
t
h
e
c
o
n
d
i
t
i
o
n
m
u
s
t
b
e
f
u
r
t
h
e
r
s
p
e
c
i
a
l
i
z
e
d
.
3
.
3
S
P
E
C
I
A
L
I
Z
A
T
I
O
N
O
F
C
O
N
D
I
T
I
O
N
S
A
C
p
a
r
t
s
h
o
u
l
d
b
e
a
s
g
e
n
e
r
a
l
a
s
p
o
s
s
i
b
l
e
i
n
o
r
d
e
r
t
o
r
e
p
r
e
s
e
n
t
r
e
g
u
l
a
r
i
t
i
e
s
i
n
t
h
e
e
n
v
i
r
o
n
m
e
n
t
.
B
u
t
i
t
m
u
s
t
b
e
s
p
e
c
i
￿
c
e
n
o
u
g
h
s
o
t
h
a
t
t
h
e
c
l
a
s
s
i
￿
e
r
d
o
e
s
n
o
t
o
s
c
i
l
-
l
a
t
e
.
T
h
e
s
p
e
c
i
a
l
i
z
a
t
i
o
n
p
r
o
c
e
s
s
i
n
c
r
e
m
e
n
t
a
l
l
y
s
p
e
c
i
a
l
-
i
z
e
s
C
p
a
r
t
s
s
o
a
s
t
o
r
e
a
c
h
t
h
e
r
i
g
h
t
l
e
v
e
l
o
f
g
e
n
e
r
a
l
i
t
y
.
T
h
e
c
l
a
s
s
i
￿
e
r
d
i
s
c
o
v
e
r
y
p
r
o
b
l
e
m
i
s
u
s
u
a
l
l
y
s
o
l
v
e
d
b
y
a
G
e
n
e
t
i
c
A
l
g
o
r
i
t
h
m
.
B
u
t
t
h
e
g
e
n
e
t
i
c
o
p
e
r
a
t
o
r
s
d
o
n
o
t
e
x
p
l
i
c
i
t
l
y
t
a
k
e
a
d
v
a
n
t
a
g
e
o
f
t
h
e
e
x
p
e
r
i
e
n
c
e
o
f
t
h
e
a
g
e
n
t
.
Y
A
C
S
s
t
a
r
t
s
w
i
t
h
o
u
t
m
a
k
i
n
g
a
n
y
d
i
s
t
i
n
c
t
i
o
n
b
e
t
w
e
e
n
s
i
t
u
a
t
i
o
n
s
,
a
n
d
i
n
c
r
e
m
e
n
t
a
l
l
y
i
n
t
r
o
d
u
c
e
s
e
x
p
e
r
i
e
n
c
e
d
r
i
v
e
n
s
p
e
c
i
a
l
i
z
a
t
i
o
n
s
i
n
C
p
a
r
t
s
.
I
t
u
s
e
s
n
e
i
t
h
e
r
m
u
-
t
a
t
i
o
n
n
o
r
c
r
o
s
s
o
v
e
r
o
p
e
r
a
t
o
r
s
.
T
h
e
s
p
e
c
i
a
l
i
z
a
t
i
o
n
p
r
o
c
e
s
s
o
f
Y
A
C
S
u
s
e
s
t
h
e
m
u
t
s
p
e
c
o
p
e
r
a
t
o
r
i
n
t
r
o
d
u
c
e
d
b
y
[
D
o
r
9
4
]
.
T
h
i
s
o
p
e
r
a
t
o
r
s
e
l
e
c
t
s
a
g
e
n
e
r
a
l
f
e
a
t
u
r
e
o
f
t
h
e
C
p
a
r
t
4
o
f
a
n
o
s
c
i
l
l
a
t
i
n
g
c
l
a
s
-
s
i
￿
e
r
,
a
n
d
p
r
o
d
u
c
e
s
o
n
e
n
e
w
c
l
a
s
s
i
￿
e
r
f
o
r
e
a
c
h
p
o
s
s
i
b
l
e
s
p
e
c
i
￿
c
v
a
l
u
e
o
f
t
h
e
s
e
l
e
c
t
e
d
f
e
a
t
u
r
e
.
Y
A
C
S
i
m
p
r
o
v
e
s
t
h
e
s
e
l
e
c
t
i
o
n
o
f
t
h
e
f
e
a
t
u
r
e
s
t
o
s
p
e
c
i
a
l
i
z
e
b
y
u
s
i
n
g
t
h
e
e
x
p
e
c
t
e
d
i
m
p
r
o
v
e
m
e
n
t
b
y
s
p
e
c
i
a
l
i
z
a
t
i
o
n
e
s
t
i
m
a
t
e
i
s
a
s
-
s
o
c
i
a
t
e
d
t
o
e
a
c
h
d
o
n
’
t
c
a
r
e
s
y
m
b
o
l
i
n
t
h
e
C
p
a
r
t
o
f
e
a
c
h
c
l
a
s
s
i
￿
e
r
.
T
h
i
s
v
a
l
u
e
e
s
t
i
m
a
t
e
s
h
o
w
m
u
c
h
t
h
e
s
p
e
c
i
a
l
-
i
z
a
t
i
o
n
o
f
t
h
e
t
o
k
e
n
w
o
u
l
d
h
e
l
p
t
o
s
p
l
i
t
t
h
e
s
i
t
u
a
t
i
o
n
s
e
t
c
o
v
e
r
e
d
b
y
t
h
e
C
p
a
r
t
i
n
t
o
s
e
v
e
r
a
l
s
u
b
-
s
e
t
s
o
f
e
q
u
a
l
c
a
r
d
i
n
a
l
i
t
y
.
4
G
E
N
E
R
A
L
I
Z
A
T
I
O
N
O
F
C
O
N
D
I
T
I
O
N
S
I
n
s
e
c
t
i
o
n
3
.
3
w
e
h
a
v
e
p
r
e
s
e
n
t
e
d
h
o
w
Y
A
C
S
s
p
e
c
i
a
l
i
z
e
s
C
p
a
r
t
s
s
o
a
s
t
o
a
l
l
o
w
t
h
e
E
p
a
r
t
t
o
b
e
a
c
c
u
r
a
t
e
.
B
u
t
e
v
e
n
i
f
t
h
i
s
p
r
o
c
e
s
s
i
s
c
a
u
t
i
o
u
s
,
i
t
m
a
y
p
r
o
d
u
c
e
c
l
a
s
s
i
-
￿
e
r
s
w
i
t
h
a
C
p
a
r
t
a
t
a
s
u
b
-
o
p
t
i
m
a
l
l
e
v
e
l
o
f
g
e
n
e
r
a
l
i
t
y
,
i
n
p
a
r
t
i
c
u
l
a
r
w
h
e
n
Y
A
C
S
s
p
e
c
i
a
l
i
z
e
s
C
p
a
r
t
s
w
h
i
l
e
i
t
d
i
d
n
o
t
e
x
p
e
r
i
e
n
c
e
m
a
n
y
p
o
s
s
i
b
l
e
s
i
t
u
a
t
i
o
n
s
.
A
s
t
h
e
s
p
e
c
i
a
l
i
z
a
t
i
o
n
p
r
o
c
e
s
s
,
t
h
e
g
e
n
e
r
a
l
i
z
a
t
i
o
n
u
s
e
s
h
e
u
r
i
s
t
i
c
s
i
n
o
r
d
e
r
t
o
t
a
k
e
a
d
v
a
n
t
a
g
e
o
f
e
x
p
e
r
i
e
n
c
e
t
o
d
r
i
v
e
t
h
e
p
r
o
c
e
s
s
.
T
h
u
s
t
h
e
Y
A
C
S
a
p
p
r
o
a
c
h
d
i
￿
e
r
s
f
r
o
m
A
C
S
s
i
n
c
e
i
t
s
g
e
n
e
r
a
l
i
z
a
t
i
o
n
p
r
o
c
e
s
s
d
o
e
s
n
o
t
u
s
e
G
e
n
e
t
i
c
A
l
g
o
r
i
t
h
m
s
[
B
G
S
0
0
a
]
.
T
h
i
s
p
r
o
c
e
s
s
c
o
n
s
i
d
e
r
s
s
e
t
s
o
f
c
l
a
s
s
i
￿
e
r
s
w
i
t
h
t
h
e
s
a
m
e
C
a
n
d
A
p
a
r
t
s
a
n
d
d
e
c
i
d
e
s
h
o
w
t
o
s
p
e
c
i
a
l
i
z
e
C
p
a
r
t
s
.
T
h
e
g
e
n
e
r
a
l
i
z
a
t
i
o
n
p
r
o
c
e
s
s
a
l
s
o
u
s
e
s
e
s
t
i
m
a
t
e
s
t
o
d
r
i
v
e
t
h
e
g
e
n
e
r
a
l
i
z
a
t
i
o
n
p
r
o
c
e
s
s
:
t
h
e
e
x
p
e
c
t
e
d
i
m
p
r
o
v
e
m
e
n
t
b
y
g
e
n
e
r
a
l
i
z
a
t
i
o
n
.
4
.
1
T
H
E
E
X
P
E
C
T
E
D
I
M
P
R
O
V
E
M
E
N
T
B
Y
G
E
N
E
R
A
L
I
Z
A
T
I
O
N
E
S
T
I
M
A
T
E
S
A
n
e
x
p
e
c
t
e
d
i
m
p
r
o
v
e
m
e
n
t
b
y
g
e
n
e
r
a
l
i
z
a
t
i
o
n
i
g
e
s
t
i
m
a
t
e
i
s
a
s
s
o
c
i
a
t
e
d
t
o
e
a
c
h
s
p
e
c
i
a
l
i
z
e
d
f
e
a
t
u
r
e
o
f
a
C
p
a
r
t
.
I
t
e
s
t
i
m
a
t
e
s
i
f
t
h
e
E
p
a
r
t
o
f
t
h
e
c
l
a
s
s
i
￿
e
r
w
o
u
l
d
r
e
m
a
i
n
a
c
c
u
r
a
t
e
i
f
t
h
e
c
o
n
s
i
d
e
r
e
d
f
e
a
t
u
r
e
w
a
s
g
e
n
e
r
a
l
.
A
t
e
a
c
h
t
i
m
e
s
t
e
p
,
Y
A
C
S
k
n
o
w
s
t
h
e
c
u
r
r
e
n
t
s
i
t
u
a
t
i
o
n
S
t
r
e
s
u
l
t
i
n
g
f
r
o
m
t
h
e
a
c
t
i
o
n
A
t
￿
1
i
n
t
h
e
s
i
t
u
a
t
i
o
n
S
t
￿
1
.
T
h
i
s
i
n
f
o
r
m
a
t
i
o
n
i
s
u
s
e
d
t
o
c
o
m
p
u
t
e
t
h
e
d
e
s
i
r
e
d
e
￿
e
c
t
D
E
w
h
i
c
h
i
s
t
h
e
E
p
a
r
t
o
f
a
c
l
a
s
s
i
￿
e
r
w
h
i
c
h
c
o
u
l
d
h
a
v
e
b
e
e
n
￿
r
e
d
a
t
t
h
e
p
r
e
c
e
d
i
n
g
t
i
m
e
s
t
e
p
,
a
n
d
w
h
o
s
e
E
p
a
r
t
a
c
c
u
r
a
t
e
l
y
r
e
￿
e
c
t
s
t
h
e
c
h
a
n
g
e
s
a
c
t
u
a
l
l
y
p
e
r
c
e
i
v
e
d
i
n
t
h
e
e
n
v
i
r
o
n
m
e
n
t
.
I
n
t
h
e
e
￿
e
c
t
c
o
v
e
r
i
n
g
p
r
o
c
e
s
s
,
e
v
e
r
y
c
l
a
s
s
i
￿
e
r
w
h
o
s
e
C
p
a
r
t
m
a
t
c
h
e
s
S
t
￿
1
a
n
d
w
h
o
s
e
A
p
a
r
t
m
a
t
c
h
e
s
A
t
￿
1
i
s
c
h
e
c
k
e
d
.
I
n
o
r
d
e
r
t
o
c
o
m
p
u
t
e
t
h
e
i
g
e
s
t
i
m
a
t
e
s
,
Y
A
C
S
c
h
e
c
k
s
e
v
e
r
y
c
l
a
s
s
i
￿
e
r
w
h
o
s
e
A
p
a
r
t
m
a
t
c
h
e
s
A
t
￿
1
a
n
d
w
h
o
s
e
C
p
a
r
t
d
o
e
s
n
o
t
m
a
t
c
h
S
t
￿
1
.
C
o
n
s
i
d
e
r
i
n
g
s
u
c
h
c
l
a
s
s
i
￿
e
r
s
,
f
o
r
e
a
c
h
s
p
e
c
i
a
l
i
z
e
d
f
e
a
-
4
a
f
e
a
t
u
r
e
w
i
t
h
a
d
o
n
’
t
c
a
r
e
s
y
m
b
o
l
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u
r
e
o
f
t
h
e
C
p
a
r
t
,
Y
A
C
S
c
h
e
c
k
s
i
f
t
h
e
C
p
a
r
t
o
f
t
h
e
c
l
a
s
s
i
￿
e
r
w
o
u
l
d
m
a
t
c
h
S
t
￿
1
i
f
t
h
e
c
o
n
s
i
d
e
r
e
d
f
e
a
t
u
r
e
w
e
r
e
g
e
n
e
r
a
l
.
I
n
t
h
i
s
c
a
s
e
,
t
h
e
c
o
n
s
i
d
e
r
e
d
i
g
e
s
t
i
m
a
t
e
i
s
u
p
d
a
t
e
d
:
￿
I
f
t
h
e
E
p
a
r
t
o
f
t
h
e
c
l
a
s
s
i
￿
e
r
e
q
u
a
l
s
t
h
e
d
e
s
i
r
e
d
e
￿
e
c
t
D
E
,
t
h
e
n
a
c
l
a
s
s
i
￿
e
r
w
i
t
h
a
m
o
r
e
g
e
n
e
r
a
l
C
p
a
r
t
w
o
u
l
d
h
a
v
e
a
n
a
c
c
u
r
a
t
e
E
p
a
r
t
a
n
d
t
h
e
c
o
n
s
i
d
e
r
e
d
i
g
e
s
t
i
m
a
t
e
i
s
i
n
c
r
e
a
s
e
d
.
￿
I
f
t
h
e
E
p
a
r
t
o
f
t
h
e
c
l
a
s
s
i
￿
e
r
d
o
e
s
n
o
t
e
q
u
a
l
t
h
e
d
e
s
i
r
e
d
e
￿
e
c
t
D
E
,
t
h
e
n
a
c
l
a
s
s
i
￿
e
r
w
i
t
h
a
m
o
r
e
g
e
n
e
r
a
l
C
p
a
r
t
w
o
u
l
d
h
a
v
e
a
n
i
n
a
c
c
u
r
a
t
e
E
p
a
r
t
a
n
d
t
h
e
c
o
r
r
e
s
p
o
n
d
i
n
g
i
g
e
s
t
i
m
a
t
e
i
s
d
e
c
r
e
a
s
e
d
.
T
h
e
i
g
e
s
t
i
m
a
t
e
s
a
r
e
i
n
c
r
e
a
s
e
d
a
n
d
d
e
c
r
e
a
s
e
d
a
c
c
o
r
d
i
n
g
t
o
a
W
i
d
r
o
w
-
H
o
￿
d
e
l
t
a
r
u
l
e
.
T
h
e
i
n
i
t
i
a
l
v
a
l
u
e
s
a
r
e
0
.
5
.
A
g
e
n
e
r
a
l
f
e
a
t
u
r
e
i
s
g
i
v
e
n
a
n
i
g
v
a
l
u
e
o
f
0
.
5
.
U
p
t
o
t
h
a
t
p
o
i
n
t
,
w
i
t
h
t
h
i
s
m
e
c
h
a
n
i
s
m
,
Y
A
C
S
i
s
a
b
l
e
t
o
c
h
e
c
k
i
f
a
f
e
a
t
u
r
e
o
f
a
C
p
a
r
t
s
h
o
u
l
d
b
e
g
e
n
e
r
a
l
i
z
e
d
o
r
n
o
t
.
4
.
2
T
H
E
G
E
N
E
R
A
L
I
Z
A
T
I
O
N
P
R
O
C
E
S
S
T
h
e
e
x
p
e
c
t
e
d
i
m
p
r
o
v
e
m
e
n
t
b
y
g
e
n
e
r
a
l
i
z
a
t
i
o
n
e
s
t
i
m
a
t
e
s
d
e
t
a
i
l
e
d
a
b
o
v
e
a
l
l
o
w
t
h
e
c
l
a
s
s
i
￿
e
r
g
e
n
e
r
a
l
i
z
a
t
i
o
n
m
e
c
h
-
a
n
i
s
m
t
o
b
e
d
r
i
v
e
n
b
y
e
x
p
e
r
i
e
n
c
e
a
n
d
a
r
e
u
s
e
d
i
n
t
h
e
C
p
a
r
t
s
g
e
n
e
r
a
l
i
z
a
t
i
o
n
p
r
o
c
e
s
s
.
F
r
o
m
o
n
e
s
i
t
u
a
t
i
o
n
S
t
￿
1
t
o
a
n
e
w
o
n
e
S
t
,
t
h
e
s
e
l
e
c
t
e
d
a
c
t
i
o
n
A
t
￿
1
l
e
a
d
s
t
o
s
o
m
e
e
￿
e
c
t
s
D
E
i
n
t
h
e
e
n
v
i
r
o
n
-
m
e
n
t
.
E
a
c
h
t
i
m
e
s
t
e
p
,
Y
A
C
S
c
h
e
c
k
s
i
f
t
h
e
r
e
i
s
s
o
m
e
p
o
s
s
i
b
l
e
g
e
n
e
r
a
l
i
z
a
t
i
o
n
b
e
t
w
e
e
n
t
h
e
C
p
a
r
t
s
o
f
t
h
e
c
l
a
s
-
s
i
￿
e
r
s
s
u
c
h
t
h
a
t
t
h
e
i
r
E
p
a
r
t
e
q
u
a
l
s
D
E
a
n
d
t
h
e
i
r
A
p
a
r
t
m
a
t
c
h
e
s
A
t
￿
1
.
S
o
,
t
h
e
g
e
n
e
r
a
l
i
z
a
t
i
o
n
p
r
o
c
e
s
s
c
o
n
-
s
i
d
e
r
s
s
e
t
s
o
f
c
l
a
s
s
i
￿
e
r
s
w
i
t
h
t
h
e
s
a
m
e
A
a
n
d
E
p
a
r
t
s
.
W
i
t
h
s
u
c
h
a
s
e
t
o
f
c
l
a
s
s
i
￿
e
r
s
,
Y
A
C
S
b
u
i
l
d
s
a
n
e
w
s
e
t
o
f
c
l
a
s
s
i
￿
e
r
s
w
h
i
c
h
a
r
e
m
o
r
e
g
e
n
e
r
a
l
o
r
e
q
u
a
l
t
o
t
h
e
o
r
i
g
i
n
a
l
o
n
e
s
.
T
h
e
s
e
n
e
w
c
l
a
s
s
i
￿
e
r
s
a
r
e
s
u
c
h
t
h
a
t
t
h
e
y
d
o
n
o
t
m
a
t
c
h
s
i
t
u
a
t
i
o
n
s
a
l
r
e
a
d
y
m
a
t
c
h
e
d
b
y
c
l
a
s
s
i
￿
e
r
s
F
F
i
g
u
r
e
2
:
T
h
e
M
a
z
e
4
e
n
v
i
r
o
n
m
e
n
t
w
i
t
h
a
d
i
￿
e
r
e
n
t
E
p
a
r
t
.
T
h
e
c
l
a
s
s
i
￿
e
r
s
o
f
t
h
e
n
e
w
s
e
t
r
e
p
l
a
c
e
t
h
e
o
r
i
g
i
n
a
l
o
n
e
s
i
n
t
h
e
C
l
a
s
s
i
￿
e
r
S
y
s
t
e
m
.
I
f
e
v
e
r
y
e
s
t
i
m
a
t
e
i
g
o
f
a
c
l
a
s
s
i
￿
e
r
i
s
l
o
w
e
r
t
h
a
n
0
.
5
,
i
t
i
s
n
o
t
a
g
o
o
d
c
a
n
d
i
d
a
t
e
f
o
r
t
h
e
g
e
n
e
r
a
l
i
z
a
t
i
o
n
a
n
d
i
t
i
s
a
d
d
e
d
w
i
t
h
o
u
t
m
o
d
i
￿
c
a
t
i
o
n
s
i
n
t
h
e
n
e
w
s
e
t
o
f
c
l
a
s
s
i
￿
e
r
s
.
I
n
e
i
t
h
e
r
c
a
s
e
,
a
n
e
w
c
l
a
s
s
i
￿
e
r
i
s
c
r
e
a
t
e
d
.
A
f
e
a
t
u
r
e
o
f
t
h
e
C
p
a
r
t
i
s
g
e
n
e
r
a
l
i
z
e
d
i
f
i
t
s
a
s
s
o
c
i
a
t
e
d
e
s
t
i
m
a
t
e
i
g
e
q
u
a
l
s
t
o
t
h
e
g
r
e
a
t
e
s
t
a
m
o
n
g
t
h
e
e
s
t
i
m
a
t
e
s
a
s
s
o
c
i
a
t
e
d
t
o
t
h
e
c
o
n
s
i
d
e
r
e
d
c
l
a
s
s
i
￿
e
r
.
T
h
e
n
e
w
C
p
a
r
t
m
a
y
l
e
a
d
t
o
a
c
o
n
￿
i
c
t
w
i
t
h
o
t
h
e
r
c
l
a
s
-
s
i
￿
e
r
s
w
i
t
h
t
h
e
s
a
m
e
A
p
a
r
t
b
u
t
a
d
i
￿
e
r
e
n
t
E
p
a
r
t
.
I
n
t
h
i
s
c
a
s
e
,
Y
A
C
S
d
o
e
s
n
o
t
a
d
d
t
h
e
n
e
w
a
n
d
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
t
o
t
h
e
n
e
w
s
e
t
,
b
u
t
t
h
e
o
r
i
g
i
n
a
l
o
n
e
.
A
c
o
n
-
￿
i
c
t
i
s
d
e
t
e
c
t
e
d
w
h
e
n
t
w
o
c
l
a
s
s
i
￿
e
r
s
s
h
a
r
e
t
h
e
s
a
m
e
A
p
a
r
t
s
b
u
t
h
a
v
e
d
i
￿
e
r
e
n
t
E
p
a
r
t
s
,
a
n
d
i
f
a
t
l
e
a
s
t
o
n
e
s
i
t
u
a
t
i
o
n
i
s
m
a
t
c
h
e
d
b
y
b
o
t
h
C
p
a
r
t
s
.
Y
A
C
S
￿
n
d
s
t
h
e
p
o
s
s
i
b
l
e
s
i
t
u
a
t
i
o
n
s
i
n
t
h
e
s
e
t
P
o
f
e
v
e
r
y
p
e
r
c
e
i
v
e
d
s
i
t
u
-
a
t
i
o
n
e
n
c
o
u
n
t
e
r
e
d
d
u
r
i
n
g
t
h
e
l
i
f
e
t
i
m
e
o
f
t
h
e
a
g
e
n
t
(
s
e
e
s
e
c
t
i
o
n
2
)
.
A
t
t
h
i
s
p
o
i
n
t
Y
A
C
S
h
a
s
c
o
m
p
u
t
e
d
a
n
e
w
s
e
t
o
f
c
l
a
s
s
i
-
￿
e
r
s
s
u
c
h
t
h
a
t
e
a
c
h
c
l
a
s
s
i
￿
e
r
i
s
m
o
r
e
g
e
n
e
r
a
l
o
r
e
q
u
a
l
t
o
t
h
e
o
r
i
g
i
n
a
l
o
n
e
,
a
n
d
s
u
c
h
t
h
a
t
n
o
n
e
o
f
t
h
e
m
d
r
i
v
e
s
t
o
a
c
o
n
￿
i
c
t
w
i
t
h
o
t
h
e
r
c
l
a
s
s
i
￿
e
r
s
i
n
t
h
e
s
y
s
t
e
m
.
T
h
e
n
e
x
t
s
t
e
p
i
s
t
o
s
e
l
e
c
t
t
h
e
m
o
r
e
g
e
n
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
.
T
o
d
o
s
o
,
Y
A
C
S
c
h
e
c
k
s
i
t
e
r
a
t
i
v
e
l
y
e
v
e
r
y
p
o
s
s
i
b
l
e
p
a
i
r
o
f
c
l
a
s
s
i
￿
e
r
s
.
W
h
e
n
t
h
e
C
p
a
r
t
s
o
f
t
w
o
c
l
a
s
s
i
￿
e
r
s
a
r
e
m
a
t
c
h
i
n
g
,
t
h
e
c
l
a
s
s
i
￿
e
r
w
i
t
h
t
h
e
s
m
a
l
l
e
s
t
n
u
m
b
e
r
o
f
g
e
n
e
r
a
l
f
e
a
t
u
r
e
s
i
s
r
e
m
o
v
e
d
.
S
o
t
h
e
c
l
a
s
s
i
￿
e
r
s
o
f
t
h
e
r
e
s
u
l
t
i
n
g
s
e
t
a
r
e
n
o
t
r
e
d
u
n
d
a
n
t
.
T
h
i
s
p
r
o
c
e
s
s
a
l
l
o
w
s
t
o
r
e
p
l
a
c
e
s
e
v
e
r
a
l
c
l
a
s
s
i
￿
e
r
s
w
i
t
h
a
s
m
a
l
l
e
r
o
r
e
q
u
a
l
n
u
m
b
e
r
o
f
c
l
a
s
s
i
￿
e
r
s
.
T
h
e
C
p
a
r
t
o
f
t
h
e
n
e
w
c
l
a
s
s
i
￿
e
r
s
c
o
v
e
r
t
h
e
s
a
m
e
s
i
t
u
a
t
i
o
n
s
.
T
h
u
s
t
h
e
y
d
o
n
o
t
d
r
i
v
e
t
o
a
c
o
n
￿
i
c
t
w
i
t
h
o
t
h
e
r
c
l
a
s
s
i
￿
e
r
s
i
n
t
h
e
s
y
s
t
e
m
.
F
F
i
g
u
r
e
3
:
T
h
e
M
a
z
e
6
e
n
v
i
r
o
n
m
e
n
t
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F
i
g
u
r
e
4
:
E
v
o
l
u
t
i
o
n
o
f
t
h
e
n
u
m
b
e
r
o
f
c
l
a
s
s
i
￿
e
r
s
i
n
M
a
z
e
4
5
E
X
P
E
R
I
M
E
N
T
A
L
R
E
S
U
L
T
S
T
h
i
s
s
e
c
t
i
o
n
p
r
e
s
e
n
t
s
e
x
p
e
r
i
m
e
n
t
a
l
r
e
s
u
l
t
s
o
f
Y
A
C
S
m
o
d
e
l
i
n
g
W
i
l
s
o
n
’
s
w
o
o
d
s
e
n
v
i
r
o
n
m
e
n
t
s
.
T
h
e
s
i
m
u
-
l
a
t
e
d
w
o
o
d
s
e
n
v
i
r
o
n
m
e
n
t
s
a
r
e
d
e
s
c
r
i
b
e
d
i
n
s
e
c
t
i
o
n
5
.
1
.
W
e
s
h
o
w
i
n
s
e
c
t
i
o
n
5
.
2
h
o
w
t
h
e
g
e
n
e
r
a
l
i
z
a
t
i
o
n
p
r
o
c
e
s
s
h
e
l
p
s
t
h
e
l
a
t
e
n
t
l
e
a
r
n
i
n
g
p
r
o
c
e
s
s
o
f
Y
A
C
S
t
o
c
o
n
v
e
r
g
e
t
o
t
h
e
o
p
t
i
m
a
l
n
u
m
b
e
r
o
f
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
.
T
h
e
r
e
-
f
o
r
e
,
Y
A
C
S
d
i
d
n
o
t
l
e
a
r
n
a
p
o
l
i
c
y
,
b
u
t
o
n
l
y
a
m
o
d
e
l
o
f
d
y
n
a
m
i
c
s
o
f
t
h
e
e
n
v
i
r
o
n
m
e
n
t
w
h
i
l
e
m
o
v
i
n
g
r
a
n
d
o
m
l
y
i
n
t
h
e
m
a
z
e
s
.
5
.
1
T
H
E
M
A
Z
E
4
A
N
D
M
A
Z
E
6
W
O
O
D
S
E
N
V
I
R
O
N
M
E
N
T
S
I
n
w
o
o
d
s
e
n
v
i
r
o
n
m
e
n
t
s
,
t
h
e
a
g
e
n
t
i
s
s
i
t
u
a
t
e
d
i
n
a
m
a
z
e
c
e
l
l
a
n
d
p
e
r
c
e
i
v
e
s
t
h
e
e
i
g
h
t
a
d
j
a
c
e
n
t
c
e
l
l
s
.
A
c
e
l
l
c
a
n
e
i
t
h
e
r
b
e
e
m
p
t
y
,
o
r
c
o
n
t
a
i
n
a
n
o
b
s
t
a
c
l
e
￿
o
r
f
o
o
d
F
.
I
t
c
a
n
m
o
v
e
t
o
w
a
r
d
s
a
n
y
o
f
t
h
e
s
e
c
e
l
l
s
.
I
f
t
h
e
a
g
e
n
t
m
o
v
e
s
t
o
w
a
r
d
s
a
n
o
b
s
t
a
c
l
e
,
i
t
r
e
m
a
i
n
s
i
n
t
h
e
s
a
m
e
c
e
l
l
.
M
a
z
e
4
a
n
d
M
a
z
e
6
(
s
e
e
￿
g
u
r
e
s
2
a
n
d
3
)
h
a
v
e
b
e
e
n
e
a
r
-
l
i
e
r
i
n
v
e
s
t
i
g
a
t
e
d
b
y
L
a
n
z
i
.
T
h
e
e
x
p
e
r
i
m
e
n
t
s
w
e
p
r
e
s
e
n
t
i
n
t
h
i
s
p
a
p
e
r
i
n
v
o
l
v
e
Y
A
C
S
i
n
t
e
r
a
c
t
i
n
g
w
i
t
h
t
h
e
s
e
e
n
-
v
i
r
o
n
m
e
n
t
s
.
T
h
e
e
x
p
e
r
i
m
e
n
t
s
a
r
e
d
i
v
i
d
e
d
i
n
t
o
t
r
i
a
l
s
.
T
h
e
a
g
e
n
t
s
t
a
r
t
s
a
t
r
i
a
l
i
n
a
f
r
e
e
c
e
l
l
c
h
o
s
e
n
r
a
n
d
o
m
l
y
.
A
t
r
i
a
l
e
n
d
s
w
h
e
n
t
h
e
a
g
e
n
t
r
e
a
c
h
e
s
t
h
e
c
e
l
l
w
i
t
h
f
o
o
d
.
I
n
t
h
a
t
c
a
s
e
t
h
e
a
g
e
n
t
g
e
t
s
a
r
e
w
a
r
d
,
i
t
g
e
t
s
a
n
e
w
p
e
r
c
e
i
v
e
d
s
i
t
u
a
t
i
o
n
,
a
n
d
a
n
e
w
t
r
i
a
l
s
t
a
r
t
s
.
I
n
t
h
e
s
e
e
n
v
i
r
o
n
m
e
n
t
s
,
i
t
i
s
p
o
s
s
i
b
l
e
t
o
g
e
n
e
r
a
l
i
z
e
t
h
e
t
r
a
n
s
i
t
i
o
n
s
w
h
i
c
h
d
o
n
o
t
l
e
a
d
t
o
a
n
y
c
h
a
n
g
e
.
T
h
i
s
i
s
t
h
e
c
a
s
e
w
h
e
n
a
n
a
c
t
i
o
n
l
e
a
d
s
t
h
e
a
g
e
n
t
t
o
h
i
t
a
n
o
b
-
s
t
a
c
l
e
.
T
h
e
r
e
a
r
e
r
e
s
p
e
c
t
i
v
e
l
y
9
3
a
n
d
1
3
5
t
r
a
n
s
i
t
i
o
n
s
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Maze6 without irrelevant bits
nb. classifiers, with gen.
nb. classifiers, without gen.
optimal nb. classifiers
knowledge, with gen.
knowledge, without gen.
F
i
g
u
r
e
5
:
E
v
o
l
u
t
i
o
n
o
f
t
h
e
n
u
m
b
e
r
o
f
c
l
a
s
s
i
￿
e
r
s
i
n
M
a
z
e
6
o
f
t
h
a
t
k
i
n
d
i
n
M
a
z
e
4
a
n
d
M
a
z
e
6
B
y
t
a
k
i
n
g
a
d
v
a
n
-
t
a
g
e
o
f
g
e
n
e
r
a
l
i
t
y
,
t
h
e
t
r
a
n
s
i
t
i
o
n
s
r
e
s
u
l
t
i
n
g
f
r
o
m
s
u
c
h
a
c
t
i
o
n
s
c
a
n
b
e
m
o
d
e
l
e
d
w
i
t
h
8
c
l
a
s
s
i
￿
e
r
s
:
o
n
e
c
l
a
s
s
i
-
￿
e
r
f
o
r
e
a
c
h
p
o
s
s
i
b
l
e
a
c
t
i
o
n
,
b
y
p
a
y
i
n
g
a
t
t
e
n
t
i
o
n
t
o
t
h
e
p
r
e
s
e
n
c
e
o
f
a
b
l
o
c
k
i
n
t
h
e
d
i
r
e
c
t
i
o
n
c
o
r
r
e
s
p
o
n
d
i
n
g
t
o
t
h
e
a
c
t
i
o
n
.
T
h
e
r
e
a
r
e
n
o
o
t
h
e
r
u
s
e
f
u
l
r
e
g
u
l
a
r
i
t
i
e
s
i
n
M
a
z
e
4
a
n
d
M
a
z
e
6
.
S
i
n
c
e
t
h
e
t
o
t
a
l
n
u
m
b
e
r
o
f
p
o
s
s
i
-
b
l
e
t
r
a
n
s
i
t
i
o
n
s
i
s
2
0
8
i
n
M
a
z
e
4
a
n
d
2
8
8
i
n
M
a
z
e
6
,
t
h
e
o
p
t
i
m
a
l
n
u
m
b
e
r
s
o
f
c
l
a
s
s
i
￿
e
r
s
Y
A
C
S
s
h
o
u
l
d
r
e
a
c
h
a
r
e
r
e
s
p
e
c
t
i
v
e
l
y
1
2
3
(
2
0
8
￿
9
3
+
8
)
a
n
d
1
6
1
(
2
8
8
￿
1
3
5
+
8
)
f
o
r
M
a
z
e
4
a
n
d
M
a
z
e
6
.
M
o
r
e
o
v
e
r
,
s
o
a
s
t
o
p
r
o
v
i
d
e
Y
A
C
S
m
o
r
e
o
c
c
a
s
i
o
n
s
t
o
t
a
k
e
a
d
v
a
n
t
a
g
e
o
f
g
e
n
e
r
a
l
i
z
a
t
i
o
n
,
w
e
a
d
d
i
r
r
e
l
e
v
a
n
t
b
i
t
s
t
o
t
h
e
p
e
r
c
e
i
v
e
d
s
i
t
u
a
t
i
o
n
s
.
T
h
e
s
e
a
t
t
r
i
b
u
t
e
s
a
r
e
r
a
n
-
d
o
m
l
y
s
e
t
b
e
t
w
e
e
n
0
a
n
d
1
w
h
e
n
a
n
e
w
t
r
i
a
l
s
t
a
r
t
s
a
n
d
k
e
e
p
t
h
e
s
a
m
e
v
a
l
u
e
d
u
r
i
n
g
t
h
e
w
h
o
l
e
t
r
i
a
l
.
F
o
r
a
s
y
s
-
t
e
m
w
i
t
h
o
u
t
a
n
y
g
e
n
e
r
a
l
i
z
a
t
i
o
n
c
a
p
a
b
i
l
i
t
y
t
h
i
s
w
o
u
l
d
r
e
s
u
l
t
i
n
n
e
w
p
e
r
c
e
i
v
e
d
s
i
t
u
a
t
i
o
n
s
.
B
u
t
a
s
t
h
e
a
d
d
e
d
p
e
r
c
e
i
v
e
d
f
e
a
t
u
r
e
s
a
r
e
i
r
r
e
l
e
v
a
n
t
t
o
d
i
s
t
i
n
g
u
i
s
h
b
e
t
w
e
e
n
s
i
t
u
a
t
i
o
n
s
,
t
h
e
o
p
t
i
m
a
l
n
u
m
b
e
r
o
f
c
l
a
s
s
i
￿
e
r
s
r
e
m
a
i
n
s
t
h
e
s
a
m
e
w
h
e
n
i
r
r
e
l
e
v
a
n
t
b
i
t
s
a
r
e
a
d
d
e
d
.
5
.
2
E
X
P
E
R
I
M
E
N
T
S
I
N
M
A
Z
E
4
A
N
D
M
A
Z
E
6
I
n
o
r
d
e
r
t
o
e
s
t
i
m
a
t
e
t
h
e
e
v
o
l
u
t
i
o
n
o
f
t
h
e
a
c
c
u
r
a
c
y
o
f
t
h
e
m
o
d
e
l
o
v
e
r
s
u
c
c
e
s
s
i
v
e
t
i
m
e
s
t
e
p
s
,
w
e
u
s
e
a
m
e
a
s
u
r
e
o
f
t
h
e
p
e
r
c
e
n
t
a
g
e
o
f
k
n
o
w
l
e
d
g
e
p
r
o
v
i
d
e
d
b
y
t
h
e
m
o
d
e
l
.
F
o
r
e
a
c
h
p
o
s
s
i
b
l
e
t
r
a
n
s
i
t
i
o
n
i
n
t
h
e
e
n
v
i
r
o
n
m
e
n
t
,
w
e
c
h
e
c
k
i
f
t
h
e
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
i
s
a
b
l
e
t
o
m
o
d
e
l
a
c
c
u
-
r
a
t
e
l
y
t
h
e
t
r
a
n
s
i
t
i
o
n
.
T
h
e
p
e
r
c
e
n
t
a
g
e
o
f
k
n
o
w
l
e
d
g
e
i
s
t
h
e
r
a
t
i
o
o
f
p
o
s
s
i
b
l
e
t
r
a
n
s
i
t
i
o
n
s
c
o
v
e
r
e
d
b
y
r
e
l
i
a
b
l
e
c
l
a
s
s
i
￿
e
r
s
o
n
l
y
.
T
h
e
m
e
m
o
r
y
s
i
z
e
m
i
s
s
e
t
t
o
5
a
n
d
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Maze4 with 2 irrelevant bits
nb. classifiers, with gen.
nb. classifiers, without gen.
optimal nb. classifiers
knowledge, with gen.
knowledge, without gen.
F
i
g
u
r
e
6
:
E
v
o
l
u
t
i
o
n
o
f
t
h
e
n
u
m
b
e
r
o
f
c
l
a
s
s
i
￿
e
r
s
i
n
M
a
z
e
4
w
i
t
h
2
i
r
r
e
l
e
v
a
n
t
b
i
t
s
t
h
e
l
e
a
r
n
i
n
g
r
a
t
e
s
a
r
e
s
e
t
t
o
0
:
1
.
A
l
l
t
h
e
r
e
s
u
l
t
s
a
r
e
a
v
e
r
a
g
e
d
o
v
e
r
1
0
e
x
p
e
r
i
m
e
n
t
s
.
F
i
g
u
r
e
4
p
r
e
s
e
n
t
s
t
h
e
e
v
o
l
u
t
i
o
n
o
f
b
o
t
h
t
h
e
n
u
m
b
e
r
o
f
c
l
a
s
s
i
￿
e
r
s
a
n
d
t
h
e
p
e
r
c
e
n
t
a
g
e
o
f
k
n
o
w
l
e
d
g
e
f
o
r
t
h
e
M
a
z
e
4
e
x
p
e
r
i
m
e
n
t
s
w
i
t
h
0
i
r
r
e
l
e
v
a
n
t
f
e
a
t
u
r
e
s
.
T
h
e
e
x
-
p
e
r
i
m
e
n
t
a
l
r
e
s
u
l
t
s
a
r
e
s
h
o
w
n
f
o
r
Y
A
C
S
r
u
n
n
i
n
g
w
i
t
h
a
n
d
w
i
t
h
o
u
t
t
h
e
g
e
n
e
r
a
l
i
z
a
t
i
o
n
p
r
o
c
e
s
s
.
F
i
g
u
r
e
5
s
h
o
w
s
t
h
e
s
a
m
e
i
n
f
o
r
m
a
t
i
o
n
f
o
r
t
h
e
e
x
p
e
r
i
m
e
n
t
s
w
i
t
h
t
h
e
M
a
z
e
6
e
n
v
i
r
o
n
m
e
n
t
.
W
i
t
h
o
u
t
g
e
n
e
r
a
l
i
z
a
t
i
o
n
,
t
h
e
a
v
-
e
r
a
g
e
n
u
m
b
e
r
o
f
c
l
a
s
s
i
￿
e
r
s
d
i
s
c
o
v
e
r
e
d
b
y
Y
A
C
S
c
o
n
-
v
e
r
g
e
s
t
o
w
a
r
d
s
1
2
7
.
3
(
4
.
3
m
o
r
e
t
h
a
n
o
p
t
i
m
u
m
)
f
o
r
M
a
z
e
4
a
n
d
1
6
4
.
1
(
3
.
1
m
o
r
e
t
h
a
n
o
p
t
i
m
u
m
)
f
o
r
M
a
z
e
6
.
T
h
i
s
n
u
m
b
e
r
i
s
o
n
l
y
n
e
a
r
-
o
p
t
i
m
a
l
a
n
d
w
i
t
h
t
h
e
g
e
n
-
e
r
a
l
i
z
a
t
i
o
n
p
r
o
c
e
s
s
e
n
a
b
l
e
d
,
t
h
e
n
u
m
b
e
r
o
f
c
l
a
s
s
i
￿
e
r
s
c
o
n
v
e
r
g
e
s
t
o
t
h
e
o
p
t
i
m
u
m
(
1
2
3
f
o
r
M
a
z
e
4
a
n
d
1
6
1
f
o
r
M
a
z
e
6
,
s
e
e
s
e
c
t
i
o
n
5
.
1
)
.
E
v
e
n
i
f
i
n
M
a
z
e
6
,
t
h
e
r
e
a
r
e
a
r
o
u
n
d
4
0
%
m
o
r
e
t
r
a
n
s
i
t
i
o
n
s
t
o
m
o
d
e
l
t
h
a
n
i
n
M
a
z
e
4
,
t
h
e
s
e
￿
g
u
r
e
s
s
h
o
w
t
h
a
t
Y
A
C
S
d
o
e
s
n
o
t
n
e
e
d
m
u
c
h
m
o
r
e
t
i
m
e
t
o
c
o
n
v
e
r
g
e
t
o
w
a
r
d
s
a
n
o
p
t
i
m
a
l
m
o
d
e
l
o
f
t
h
e
d
y
n
a
m
i
c
s
o
f
t
h
e
e
n
v
i
r
o
n
m
e
n
t
.
D
u
r
i
n
g
t
h
e
￿
r
s
t
p
a
r
t
o
f
t
h
e
l
e
a
r
n
i
n
g
p
r
o
c
e
s
s
,
Y
A
C
S
m
o
s
t
l
y
c
r
e
a
t
e
s
n
e
w
c
l
a
s
s
i
￿
e
r
s
a
n
d
t
h
e
i
r
n
u
m
b
e
r
i
s
g
r
o
w
i
n
g
.
D
u
r
i
n
g
t
h
e
s
e
c
o
n
d
p
a
r
t
,
b
e
c
a
u
s
e
t
h
e
a
c
t
i
o
n
s
a
r
e
s
e
l
e
c
t
e
d
a
t
r
a
n
d
o
m
,
Y
A
C
S
m
a
y
t
a
k
e
t
i
m
e
t
o
e
x
p
e
r
-
i
m
e
n
t
e
v
e
r
y
p
o
s
s
i
b
l
e
t
r
a
n
s
i
t
i
o
n
a
s
m
a
n
y
t
i
m
e
s
a
s
n
e
c
-
e
s
s
a
r
y
t
o
r
e
m
o
v
e
i
n
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
.
A
s
t
h
e
m
e
m
-
o
r
y
s
i
z
e
m
i
s
r
e
d
u
c
e
d
,
Y
A
C
S
c
o
n
v
e
r
g
e
s
f
a
s
t
e
r
b
e
c
a
u
s
e
i
t
t
a
k
e
s
l
e
s
s
t
i
m
e
t
o
r
e
m
o
v
e
i
n
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
,
b
u
t
t
h
e
m
a
x
i
m
u
m
n
u
m
b
e
r
o
f
c
l
a
s
s
i
￿
e
r
s
d
u
r
i
n
g
t
h
e
l
e
a
r
n
i
n
g
p
r
o
c
e
s
s
g
e
t
s
h
i
g
h
e
r
.
S
o
a
s
t
o
s
p
e
e
d
u
p
t
h
e
c
o
n
v
e
r
g
e
n
c
e
t
o
w
a
r
d
s
a
n
o
p
t
i
m
a
l
m
o
d
e
l
,
w
e
c
o
u
l
d
u
s
e
e
x
p
l
o
r
a
t
i
o
n
b
o
n
u
s
e
s
a
s
i
n
[
S
B
9
8
]
.
T
h
e
b
e
n
e
￿
t
s
d
r
a
w
n
w
o
u
l
d
b
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Maze6 with 2 irrelevant bits
nb. classifiers, with gen.
nb. classifiers, without gen.
optimal nb. classifiers
knowledge, with gen.
knowledge, without gen.
F
i
g
u
r
e
7
:
E
v
o
l
u
t
i
o
n
o
f
t
h
e
n
u
m
b
e
r
o
f
c
l
a
s
s
i
￿
e
r
s
i
n
M
a
z
e
6
w
i
t
h
2
i
r
r
e
l
e
v
a
n
t
b
i
t
s
l
a
r
g
e
r
a
s
t
h
e
e
n
v
i
r
o
n
m
e
n
t
i
s
m
o
r
e
c
o
m
p
l
e
x
.
F
i
g
u
r
e
6
p
r
e
s
e
n
t
s
t
h
e
e
v
o
l
u
t
i
o
n
o
f
b
o
t
h
t
h
e
n
u
m
b
e
r
o
f
c
l
a
s
s
i
￿
e
r
s
a
n
d
t
h
e
p
e
r
c
e
n
t
a
g
e
o
f
k
n
o
w
l
e
d
g
e
f
o
r
t
h
e
M
a
z
e
4
e
x
p
e
r
i
m
e
n
t
s
w
h
e
n
2
i
r
r
e
l
e
v
a
n
t
b
i
t
s
a
r
e
a
d
d
e
d
.
F
i
g
u
r
e
7
s
h
o
w
s
t
h
e
s
a
m
e
i
n
t
h
e
M
a
z
e
6
e
n
v
i
r
o
n
m
e
n
t
.
W
i
t
h
o
u
t
g
e
n
e
r
a
l
i
z
a
t
i
o
n
,
t
h
e
a
v
e
r
a
g
e
n
u
m
b
e
r
o
f
c
l
a
s
s
i
-
￿
e
r
s
d
i
s
c
o
v
e
r
e
d
b
y
Y
A
C
S
c
o
n
v
e
r
g
e
s
t
o
w
a
r
d
s
1
3
2
.
1
f
o
r
M
a
z
e
4
(
9
.
1
m
o
r
e
t
h
a
n
o
p
t
i
m
u
m
)
a
n
d
1
6
8
.
6
f
o
r
M
a
z
e
6
(
7
.
6
m
o
r
e
t
h
a
n
o
p
t
i
m
u
m
)
.
W
i
t
h
t
h
e
g
e
n
e
r
a
l
i
z
a
t
i
o
n
p
r
o
c
e
s
s
e
n
a
b
l
e
d
,
t
h
e
n
u
m
b
e
r
o
f
c
l
a
s
s
i
￿
e
r
s
c
o
n
v
e
r
g
e
s
t
o
t
h
e
o
p
t
i
m
u
m
.
W
i
t
h
o
u
t
g
e
n
e
r
a
l
i
z
a
t
i
o
n
,
t
h
e
d
i
￿
e
r
e
n
c
e
b
e
t
w
e
e
n
t
h
e
n
u
m
b
e
r
o
f
d
i
s
c
o
v
e
r
e
d
c
l
a
s
s
i
￿
e
r
s
a
n
d
t
h
e
o
p
t
i
m
u
m
i
s
g
r
e
a
t
e
r
w
i
t
h
i
r
r
e
l
e
v
a
n
t
b
i
t
s
.
I
n
t
h
i
s
c
a
s
e
,
Y
A
C
S
s
o
m
e
t
i
m
e
s
s
p
e
c
i
a
l
i
z
e
s
a
c
c
o
r
d
i
n
g
t
o
t
h
e
s
e
b
i
t
s
b
e
c
a
u
s
e
t
h
e
e
s
t
i
m
a
t
e
s
a
r
e
n
o
t
a
b
s
o
l
u
t
e
l
y
r
e
l
i
a
b
l
e
,
e
s
p
e
-
c
i
a
l
l
y
i
n
t
h
e
c
a
s
e
o
f
p
a
r
t
i
a
l
e
x
p
l
o
r
a
t
i
o
n
o
f
t
h
e
s
i
t
u
a
t
i
o
n
s
p
a
c
e
.
T
h
e
r
e
s
u
l
t
s
w
i
t
h
g
e
n
e
r
a
l
i
z
a
t
i
o
n
s
h
o
w
t
h
a
t
t
h
i
s
p
r
o
-
c
e
s
s
i
s
a
b
l
e
t
o
r
e
c
o
n
s
i
d
e
r
e
a
r
l
y
s
p
e
c
i
a
l
i
z
a
t
i
o
n
m
i
s
t
a
k
e
s
w
i
t
h
o
u
t
m
o
d
i
f
y
i
n
g
a
l
o
t
t
h
e
l
e
a
r
n
i
n
g
s
p
e
e
d
.
T
h
i
s
w
a
y
,
Y
A
C
S
m
o
d
e
l
s
t
h
e
e
n
v
i
r
o
n
m
e
n
t
w
i
t
h
a
s
m
a
l
l
e
r
n
u
m
b
e
r
o
f
c
l
a
s
s
i
￿
e
r
s
t
h
a
n
A
C
S
[
B
G
S
0
0
b
]
d
o
e
s
.
6
C
O
N
C
L
U
S
I
O
N
A
N
D
F
U
T
U
R
E
W
O
R
K
T
h
e
l
a
t
e
n
t
l
e
a
r
n
i
n
g
p
r
o
c
e
s
s
b
u
i
l
d
s
a
m
o
d
e
l
o
f
t
h
e
d
y
-
n
a
m
i
c
s
o
f
t
h
e
e
n
v
i
r
o
n
m
e
n
t
e
v
e
n
i
n
t
h
e
a
b
s
e
n
c
e
o
f
r
e
-
w
a
r
d
s
.
I
t
m
o
d
e
l
s
h
o
w
t
h
e
a
c
t
i
o
n
s
m
o
d
i
f
y
t
h
e
p
e
r
c
e
i
v
e
d
s
i
t
u
a
t
i
o
n
s
.
T
h
i
s
m
o
d
e
l
i
n
g
p
r
o
c
e
s
s
u
s
e
s
i
n
f
o
r
m
a
t
i
o
n
a
b
o
u
t
s
u
c
c
e
s
s
i
v
e
p
e
r
c
e
i
v
e
d
s
i
t
u
a
t
i
o
n
s
.
T
h
e
i
n
f
o
r
m
a
-
956 CLASSIFIER SYSTEMSt
i
o
n
u
s
e
d
i
s
a
v
a
i
l
a
b
l
e
a
t
e
a
c
h
t
i
m
e
s
t
e
p
.
S
o
,
l
a
t
e
n
t
l
e
a
r
n
i
n
g
s
y
s
t
e
m
s
m
a
k
e
a
n
i
n
t
e
n
s
i
v
e
u
s
e
o
f
t
h
e
p
e
r
c
e
p
-
t
u
a
l
f
e
e
d
b
a
c
k
o
￿
e
r
e
d
b
y
t
h
e
s
e
n
s
o
r
i
-
m
o
t
o
r
l
o
o
p
.
T
h
u
s
,
t
h
e
y
c
a
n
q
u
i
c
k
l
y
i
d
e
n
t
i
f
y
r
e
l
e
v
a
n
t
a
n
d
g
e
n
e
r
a
l
c
l
a
s
s
i
-
￿
e
r
s
w
i
t
h
o
u
t
u
s
i
n
g
G
e
n
e
t
i
c
A
l
g
o
r
i
t
h
m
s
.
I
n
t
h
i
s
p
a
p
e
r
,
w
e
b
r
i
e
￿
y
d
e
s
c
r
i
b
e
d
t
h
e
m
a
i
n
m
e
c
h
a
-
n
i
s
m
s
o
f
t
h
e
l
a
t
e
n
t
l
e
a
r
n
i
n
g
i
n
Y
A
C
S
a
n
d
w
e
p
r
o
p
o
s
e
d
a
n
e
w
w
a
y
f
o
r
p
e
r
f
o
r
m
i
n
g
g
e
n
e
r
a
l
i
z
a
t
i
o
n
.
W
e
h
a
v
e
s
h
o
w
n
e
x
p
e
r
i
m
e
n
t
a
l
l
y
t
h
a
t
t
h
i
s
a
d
d
i
t
i
o
n
a
l
p
r
o
c
e
s
s
i
s
a
b
l
e
t
o
o
v
e
r
c
o
m
e
t
h
e
o
v
e
r
-
s
p
e
c
i
a
l
i
z
a
t
i
o
n
p
r
o
b
l
e
m
s
o
c
-
c
u
r
r
i
n
g
i
n
p
r
e
v
i
o
u
s
v
e
r
s
i
o
n
s
o
f
Y
A
C
S
.
H
o
w
e
v
e
r
,
Y
A
C
S
i
s
s
t
i
l
l
b
o
u
n
d
e
d
t
o
d
e
t
e
r
m
i
n
i
s
t
i
c
M
a
r
k
o
v
p
r
o
b
l
e
m
s
.
I
n
a
m
i
d
d
l
e
t
e
r
m
,
Y
A
C
S
s
h
o
u
l
d
b
e
e
n
h
a
n
c
e
d
t
o
t
a
c
k
l
e
n
o
n
-
M
a
r
k
o
v
p
r
o
b
l
e
m
s
.
M
o
r
e
o
v
e
r
,
w
e
w
i
l
l
e
x
p
l
o
r
e
i
n
a
s
h
o
r
t
t
e
r
m
a
n
e
w
f
o
r
m
a
l
i
s
m
w
h
i
c
h
a
l
l
o
w
s
t
o
e
x
p
r
e
s
s
m
o
r
e
r
e
g
u
l
a
r
i
t
i
e
s
o
f
t
h
e
e
n
v
i
r
o
n
m
e
n
t
.
R
e
f
e
r
e
n
c
e
s
[
B
G
S
0
0
a
]
M
.
V
.
B
u
t
z
,
D
.
E
.
G
o
l
d
b
e
r
g
,
a
n
d
W
.
S
t
o
l
z
-
m
a
n
n
.
I
n
t
r
o
d
u
c
i
n
g
a
g
e
n
e
t
i
c
g
e
n
e
r
a
l
i
z
a
-
t
i
o
n
p
r
e
s
s
u
r
e
t
o
t
h
e
A
n
t
i
c
i
p
a
t
o
r
y
C
l
a
s
s
i
￿
e
r
S
y
s
t
e
m
p
a
r
t
i
:
T
h
e
o
r
e
t
i
c
a
l
a
p
p
r
o
a
c
h
.
I
n
P
r
o
c
e
e
d
i
n
g
s
o
f
t
h
e
2
0
0
0
G
e
n
e
t
i
c
a
n
d
E
v
o
l
u
-
t
i
o
n
a
r
y
C
o
m
p
u
t
a
t
i
o
n
C
o
n
f
e
r
e
n
c
e
(
G
E
C
C
O
2
0
0
0
)
,
2
0
0
0
.
[
B
G
S
0
0
b
]
M
.
V
.
B
u
t
z
,
D
.
E
.
G
o
l
d
b
e
r
g
,
a
n
d
W
.
S
t
o
l
z
-
m
a
n
n
.
I
n
t
r
o
d
u
c
i
n
g
a
g
e
n
e
t
i
c
g
e
n
e
r
a
l
i
z
a
-
t
i
o
n
p
r
e
s
s
u
r
e
t
o
t
h
e
A
n
t
i
c
i
p
a
t
o
r
y
C
l
a
s
s
i
￿
e
r
S
y
s
t
e
m
p
a
r
t
i
i
:
E
x
p
e
r
i
m
e
n
t
a
l
r
e
s
u
l
t
s
.
I
n
P
r
o
c
e
e
d
i
n
g
s
o
f
t
h
e
2
0
0
0
G
e
n
e
t
i
c
a
n
d
E
v
o
l
u
-
t
i
o
n
a
r
y
C
o
m
p
u
t
a
t
i
o
n
C
o
n
f
e
r
e
n
c
e
(
G
E
C
C
O
2
0
0
0
)
,
2
0
0
0
.
[
D
o
r
9
4
]
M
.
D
o
r
i
g
o
.
G
e
n
e
t
i
c
a
n
d
n
o
n
-
g
e
n
e
t
i
c
o
p
e
r
-
a
t
o
r
s
i
n
a
l
e
c
s
y
s
.
E
v
o
l
u
t
i
o
n
a
r
y
C
o
m
p
u
t
a
-
t
i
o
n
,
1
(
2
)
:
1
5
1
￿
1
6
4
,
1
9
9
4
.
[
G
S
S
0
1
]
P
.
G
Ø
r
a
r
d
,
W
.
S
t
o
l
z
m
a
n
n
,
a
n
d
O
.
S
i
g
a
u
d
.
Y
A
C
S
:
a
n
e
w
L
e
a
r
n
i
n
g
C
l
a
s
s
i
￿
e
r
S
y
s
t
e
m
u
s
i
n
g
A
n
t
i
c
i
p
a
t
i
o
n
.
J
o
u
r
n
a
l
o
f
S
o
f
t
C
o
m
-
p
u
t
i
n
g
:
S
p
e
c
i
a
l
I
s
s
u
e
o
n
L
e
a
r
n
i
n
g
C
l
a
s
s
i
-
￿
e
r
S
y
s
t
e
m
s
,
(
t
o
a
p
p
e
a
r
)
2
0
0
1
.
[
H
o
l
7
6
]
J
.
H
.
H
o
l
l
a
n
d
.
A
d
a
p
t
a
t
i
o
n
.
P
r
o
g
r
e
s
s
i
n
t
h
e
-
o
r
i
c
a
l
b
i
o
l
o
g
y
,
1
9
7
6
.
[
H
o
l
9
0
]
J
.
H
.
H
o
l
l
a
n
d
.
C
o
n
c
e
r
n
i
n
g
t
h
e
e
m
e
r
g
e
n
c
e
o
f
t
a
g
m
e
d
i
a
t
e
d
l
o
o
k
a
h
e
a
d
i
n
C
l
a
s
s
i
￿
e
r
S
y
s
-
t
e
m
s
.
S
p
e
c
i
a
l
I
s
s
u
e
o
f
P
h
y
s
i
c
a
D
,
4
2
:
1
8
8
￿
2
0
1
,
1
9
9
0
.
[
L
a
n
9
7
]
P
.
L
.
L
a
n
z
i
.
A
s
t
u
d
y
o
f
t
h
e
g
e
n
e
r
a
l
i
z
a
-
t
i
o
n
c
a
p
a
b
i
l
i
t
i
e
s
o
f
X
S
C
.
I
n
T
.
B
a
e
c
k
,
e
d
-
i
t
o
r
,
P
r
o
c
e
e
d
i
n
g
s
o
f
t
h
e
S
e
v
e
n
t
h
I
n
t
e
r
n
a
-
t
i
o
n
a
l
C
o
n
f
e
r
e
n
c
e
o
n
G
e
n
e
t
i
c
A
l
g
o
r
i
t
h
m
s
,
p
a
g
e
s
4
1
8
￿
4
2
5
,
S
a
n
F
r
a
n
c
i
s
o
,
C
a
l
i
f
o
r
n
i
a
,
1
9
9
7
.
M
o
r
g
a
n
K
a
u
f
m
a
n
n
.
[
R
i
o
9
1
]
R
.
L
.
R
i
o
l
o
.
L
o
o
k
a
h
e
a
d
p
l
a
n
n
i
n
g
a
n
d
l
a
-
t
e
n
t
l
e
a
r
n
i
n
g
i
n
a
C
l
a
s
s
i
￿
e
r
S
y
s
t
e
m
.
I
n
J
.
-
A
.
M
e
y
e
r
a
n
d
S
.
W
.
W
i
l
s
o
n
,
e
d
i
t
o
r
s
,
F
r
o
m
a
n
-
i
m
a
l
s
t
o
a
n
i
m
a
t
s
:
P
r
o
c
e
e
d
i
n
g
s
o
f
t
h
e
F
i
r
s
t
I
n
t
e
r
n
a
t
i
o
n
a
l
C
o
n
f
e
r
e
n
c
e
o
n
S
i
m
u
l
a
t
i
o
n
o
f
A
d
a
p
t
a
t
i
v
e
B
e
h
a
v
i
o
r
,
p
a
g
e
s
3
1
6
￿
3
2
6
.
M
I
T
P
r
e
s
s
,
1
9
9
1
.
[
S
B
9
8
]
R
.
S
.
S
u
t
t
o
n
a
n
d
A
.
G
.
B
a
r
t
o
.
R
e
i
n
f
o
r
c
e
-
m
e
n
t
L
e
a
r
n
i
n
g
:
A
n
I
n
t
r
o
d
u
c
t
i
o
n
.
M
I
T
P
r
e
s
s
,
1
9
9
8
.
[
S
G
0
1
]
O
.
S
i
g
a
u
d
a
n
d
P
.
G
Ø
r
a
r
d
.
B
e
i
n
g
R
e
a
c
t
i
v
e
b
y
E
x
c
h
a
n
g
i
n
g
R
o
l
e
s
:
a
n
E
m
p
i
r
i
c
a
l
S
t
u
d
y
.
I
n
M
.
H
a
n
n
e
b
a
u
e
r
,
J
.
W
e
n
d
l
e
r
,
a
n
d
E
.
P
a
g
-
e
l
l
o
,
e
d
i
t
o
r
s
,
L
N
C
S
:
B
a
l
a
n
c
i
n
g
r
e
a
c
t
i
v
i
t
y
a
n
d
S
o
c
i
a
l
D
e
l
i
b
e
r
a
t
i
o
n
i
n
M
u
l
t
i
a
g
e
n
t
S
y
s
-
t
e
m
s
.
S
p
r
i
n
g
e
r
-
V
e
r
l
a
g
,
(
t
o
a
p
p
e
a
r
)
2
0
0
1
.
[
S
t
o
9
8
]
W
.
S
t
o
l
z
m
a
n
n
.
A
n
t
i
c
i
p
a
t
o
r
y
C
l
a
s
s
i
￿
e
r
S
y
s
-
t
e
m
s
.
I
n
J
.
R
.
K
o
z
a
,
W
.
B
a
n
z
h
a
f
,
K
.
C
h
e
l
-
l
a
p
i
l
l
a
,
K
.
D
e
b
,
M
.
D
o
r
i
g
o
,
D
.
B
.
F
o
g
e
l
,
M
.
H
.
G
a
r
z
o
n
,
D
.
E
.
G
o
l
d
b
e
r
g
,
H
.
I
b
a
,
a
n
d
R
.
R
i
o
l
o
,
e
d
i
t
o
r
s
,
G
e
n
e
t
i
c
P
r
o
g
r
a
m
m
i
n
g
.
M
o
r
g
a
n
K
a
u
f
m
a
n
n
P
u
b
l
i
s
h
e
r
s
,
I
n
c
.
,
S
a
n
F
r
a
n
c
i
s
c
o
,
C
A
,
1
9
9
8
.
[
S
u
t
9
1
]
R
.
S
.
S
u
t
t
o
n
.
R
e
i
n
f
o
r
c
e
m
e
n
t
l
e
a
r
n
i
n
g
a
r
c
h
i
-
t
e
c
t
u
r
e
s
f
o
r
a
n
i
m
a
t
s
.
I
n
J
.
-
A
.
M
e
y
e
r
a
n
d
S
.
W
.
W
i
l
s
o
n
,
e
d
i
t
o
r
s
,
F
r
o
m
a
n
i
m
a
l
s
t
o
a
n
i
m
a
t
s
:
P
r
o
c
e
e
d
i
n
g
s
o
f
t
h
e
F
i
r
s
t
I
n
t
e
r
n
a
-
t
i
o
n
a
l
C
o
n
f
e
r
e
n
c
e
o
n
S
i
m
u
l
a
t
i
o
n
o
f
A
d
a
p
t
a
-
t
i
v
e
B
e
h
a
v
i
o
r
,
C
a
m
b
r
i
d
g
e
,
M
A
,
1
9
9
1
.
M
I
T
P
r
e
s
s
.
[
T
B
0
0
]
A
.
T
o
m
l
i
n
s
o
n
a
n
d
L
.
B
u
l
l
.
C
X
C
S
.
I
n
P
.
L
.
L
a
n
z
i
,
W
.
S
t
o
l
z
m
a
n
n
,
a
n
d
S
.
W
.
W
i
l
s
o
n
,
e
d
i
t
o
r
s
,
L
e
a
r
n
i
n
g
C
l
a
s
s
i
￿
e
r
S
y
s
t
e
m
s
:
f
r
o
m
F
o
u
n
d
a
t
i
o
n
s
t
o
A
p
p
l
i
c
a
t
i
o
n
s
,
p
a
g
e
s
1
9
4
￿
2
0
8
.
S
p
r
i
n
g
e
r
-
V
e
r
l
a
g
,
H
e
i
d
e
l
b
e
r
g
,
2
0
0
0
.
[
W
a
t
8
9
]
C
.
J
.
W
a
t
k
i
n
s
.
L
e
a
r
n
i
n
g
w
i
t
h
d
e
l
a
y
e
d
r
e
-
w
a
r
d
s
.
P
h
D
t
h
e
s
i
s
,
P
s
y
c
h
o
l
o
g
y
D
e
p
a
r
t
m
e
n
t
,
U
n
i
v
e
r
s
i
t
y
o
f
C
a
m
b
r
i
d
g
e
,
E
n
g
l
a
n
d
,
1
9
8
9
.
[
W
i
l
9
5
]
S
.
W
.
W
i
l
s
o
n
.
C
l
a
s
s
i
￿
e
r
￿
t
n
e
s
s
b
a
s
e
d
o
n
a
c
c
u
r
a
c
y
.
E
v
o
l
u
t
i
o
n
a
r
y
C
o
m
p
u
t
a
t
i
o
n
,
3
(
2
)
:
1
4
9
￿
1
7
5
,
1
9
9
5
.
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i
n
i
n
g
I
n
t
e
r
e
s
t
i
n
g
K
n
o
w
l
e
d
g
e
f
r
o
m
D
a
t
a
w
i
t
h
t
h
e
X
C
S
C
l
a
s
s
i
￿
e
r
S
y
s
t
e
m
P
i
e
r
L
u
c
a
L
a
n
z
i
A
r
t
i
￿
c
i
a
l
I
n
t
e
l
l
i
g
e
n
c
e
a
n
d
R
o
b
o
t
i
c
s
L
a
b
o
r
a
t
o
r
y
D
i
p
a
r
t
i
m
e
n
t
o
d
i
E
l
e
t
t
r
o
n
i
c
a
e
I
n
f
o
r
m
a
z
i
o
n
e
P
o
l
i
t
e
c
n
i
c
o
d
i
M
i
l
a
n
o
p
i
e
r
l
u
c
a
.
l
a
n
z
i
@
p
o
l
i
m
i
.
i
t
A
b
s
t
r
a
c
t
W
e
a
p
p
l
y
a
v
e
r
s
i
o
n
o
f
X
C
S
w
h
i
c
h
e
x
p
l
o
i
t
s
a
g
e
n
e
r
a
l
p
u
r
p
o
s
e
r
e
p
r
e
s
e
n
t
a
t
i
o
n
t
o
t
h
e
p
r
o
b
-
l
e
m
o
f
m
i
n
i
n
g
k
n
o
w
l
e
d
g
e
f
r
o
m
s
o
m
e
w
e
l
l
-
k
n
o
w
n
c
l
a
s
s
i
￿
c
a
t
i
o
n
t
a
s
k
s
i
n
v
o
l
v
i
n
g
s
y
n
t
h
e
t
i
c
a
n
d
r
e
a
l
-
w
o
r
l
d
d
a
t
a
.
W
e
s
h
o
w
t
h
a
t
X
C
S
c
a
n
e
x
t
r
a
c
t
i
n
t
e
r
e
s
t
i
n
g
k
n
o
w
l
e
d
g
e
f
r
o
m
d
a
t
a
b
o
t
h
(
i
)
i
n
t
e
r
m
s
o
f
p
r
e
d
i
c
t
i
v
e
a
c
c
u
r
a
c
y
o
n
u
n
s
e
e
n
c
a
s
e
s
a
n
d
(
i
i
)
i
n
t
e
r
m
s
o
f
e
x
p
l
i
c
i
t
k
n
o
w
l
e
d
g
e
o
n
t
h
e
p
h
e
n
o
m
e
n
a
d
e
s
c
r
i
b
e
d
i
n
t
h
e
d
a
t
a
.
I
n
p
a
r
t
i
c
u
l
a
r
,
i
n
s
y
n
t
h
e
t
i
c
t
a
s
k
s
,
X
C
S
’
s
p
r
e
d
i
c
t
i
v
e
a
c
c
u
r
a
c
y
i
s
a
t
l
e
a
s
t
a
s
g
o
o
d
a
s
t
h
a
t
o
f
m
o
r
e
t
r
a
d
i
t
i
o
n
a
l
c
l
a
s
s
i
￿
c
a
t
i
o
n
a
l
-
g
o
r
i
t
h
m
s
w
h
i
l
e
i
t
c
a
n
e
x
t
r
a
c
t
r
u
l
e
s
w
h
i
c
h
g
i
v
e
a
n
e
x
p
l
i
c
i
t
i
n
s
i
g
h
t
o
f
t
h
e
d
a
t
a
.
I
n
r
e
a
l
w
o
r
l
d
t
a
s
k
s
,
X
C
S
o
u
t
p
e
r
f
o
r
m
s
C
4
.
5
i
n
o
n
e
i
m
p
o
r
t
a
n
t
m
e
d
i
c
a
l
d
a
t
a
s
e
t
s
i
n
v
o
l
v
i
n
g
n
u
m
e
r
-
i
c
a
l
d
a
t
a
w
h
i
l
e
i
t
p
e
r
f
o
r
m
s
q
u
i
t
e
t
h
e
s
a
m
e
a
s
C
4
.
5
o
n
a
n
o
t
h
e
r
r
e
a
l
w
o
r
l
d
d
a
t
a
s
e
t
i
n
v
o
l
v
i
n
g
s
y
m
b
o
l
i
c
d
a
t
a
.
1
I
N
T
R
O
D
U
C
T
I
O
N
D
a
t
a
M
i
n
i
n
g
d
e
a
l
s
w
i
t
h
t
h
e
p
r
o
c
e
s
s
o
f
d
i
s
c
o
v
e
r
i
n
g
i
n
-
t
e
r
e
s
t
i
n
g
k
n
o
w
l
e
d
g
e
f
r
o
m
l
a
r
g
e
d
a
t
a
b
a
s
e
s
.
A
m
o
n
g
t
h
e
v
a
r
i
o
u
s
k
n
o
w
l
e
d
g
e
d
i
s
c
o
v
e
r
y
a
p
p
l
i
c
a
t
i
o
n
s
,
s
u
p
e
r
v
i
s
e
d
c
l
a
s
s
i
￿
c
a
t
i
o
n
i
s
p
r
o
b
a
b
l
y
o
n
e
o
f
t
h
e
m
o
s
t
f
r
e
q
u
e
n
t
.
T
h
i
s
i
s
d
e
￿
n
e
d
a
s
t
h
e
p
r
o
b
l
e
m
o
f
e
x
t
r
a
c
t
i
n
g
a
c
o
m
-
p
a
c
t
,
a
c
c
u
r
a
t
e
,
a
n
d
g
e
n
e
r
a
l
d
e
s
c
r
i
p
t
i
o
n
o
f
a
t
a
r
g
e
t
p
h
e
-
n
o
m
e
n
o
n
(
o
r
c
o
n
c
e
p
t
)
r
e
p
r
e
s
e
n
t
e
d
i
n
t
h
e
d
a
t
a
.
T
h
e
t
a
r
g
e
t
p
h
e
n
o
m
e
n
o
n
i
s
d
e
s
c
r
i
b
e
d
b
y
a
s
e
t
o
f
e
x
a
m
p
l
e
s
p
r
o
v
i
d
e
d
b
y
a
s
u
p
e
r
v
i
s
o
r
.
E
x
a
m
p
l
e
s
a
r
e
d
e
s
c
r
i
b
e
d
b
y
a
s
e
t
o
f
a
t
t
r
i
b
u
t
e
s
;
o
n
e
p
a
r
t
i
c
u
l
a
r
a
t
t
r
i
b
u
t
e
,
c
a
l
l
e
d
c
l
a
s
s
a
t
t
r
i
b
u
t
e
,
r
e
p
r
e
s
e
n
t
s
t
h
e
t
a
r
g
e
t
c
o
n
c
e
p
t
.
T
h
e
g
o
a
l
o
f
t
h
e
s
u
p
e
r
v
i
s
e
d
c
l
a
s
s
i
￿
c
a
t
i
o
n
p
r
o
c
e
s
s
i
s
t
o
d
e
v
e
l
o
p
a
m
o
d
e
l
o
f
t
h
e
t
a
r
g
e
t
p
h
e
n
o
m
e
n
o
n
d
e
s
c
r
i
b
e
d
b
y
t
h
e
c
l
a
s
s
a
t
t
r
i
b
u
t
e
.
T
h
i
s
m
o
d
e
l
c
a
n
b
e
s
u
b
s
e
q
u
e
n
t
l
y
u
s
e
d
t
o
p
r
e
-
d
i
c
t
t
h
e
v
a
l
u
e
o
f
t
h
e
c
l
a
s
s
a
t
t
r
i
b
u
t
e
o
f
(
i
.
e
.
,
t
o
c
l
a
s
s
i
f
y
)
p
r
e
v
i
o
u
s
l
y
u
n
s
e
e
n
e
x
a
m
p
l
e
s
.
T
h
e
c
l
a
s
s
i
￿
c
a
t
i
o
n
m
o
d
e
l
e
x
t
r
a
c
t
e
d
f
r
o
m
d
a
t
a
c
a
n
b
e
r
e
p
r
e
s
e
n
t
e
d
i
n
m
a
n
y
w
a
y
s
,
e
.
g
.
:
n
e
u
r
a
l
n
e
t
w
o
r
k
s
,
d
e
-
c
i
s
i
o
n
t
r
e
e
s
o
r
d
e
c
i
s
i
o
n
r
u
l
e
s
[
1
2
]
.
A
m
o
n
g
t
h
e
o
t
h
-
e
r
s
,
d
e
c
i
s
i
o
n
r
u
l
e
s
a
r
e
o
n
e
o
f
t
h
e
m
o
s
t
i
m
p
o
r
t
a
n
t
a
n
d
a
c
c
e
p
t
e
d
m
e
a
n
s
o
f
d
e
s
c
r
i
b
i
n
g
t
h
e
r
e
s
u
l
t
s
o
f
t
h
e
s
u
-
p
e
r
v
i
s
e
d
c
l
a
s
s
i
￿
c
a
t
i
o
n
p
r
o
c
e
s
s
.
D
e
c
i
s
i
o
n
r
u
l
e
s
p
r
o
v
i
d
e
e
x
p
l
i
c
i
t
d
e
s
c
r
i
p
t
i
o
n
s
o
f
t
h
e
k
n
o
w
l
e
d
g
e
e
x
t
r
a
c
t
e
d
f
r
o
m
d
a
t
a
.
T
h
e
r
e
f
o
r
e
,
t
h
e
y
c
a
n
b
e
u
s
e
d
b
o
t
h
t
o
p
r
e
d
i
c
t
t
h
e
c
l
a
s
s
o
f
u
n
s
e
e
n
c
a
s
e
s
o
r
t
o
g
e
t
i
n
s
i
g
h
t
o
f
t
h
e
t
a
r
g
e
t
p
h
e
-
n
o
m
e
n
o
n
b
y
i
n
s
p
e
c
t
i
n
g
t
h
e
c
l
a
s
s
i
￿
c
a
t
i
o
n
m
o
d
e
l
d
e
v
e
l
-
o
p
e
d
.
D
e
c
i
s
i
o
n
r
u
l
e
s
c
a
n
b
e
p
r
o
d
u
c
e
d
i
n
m
a
n
y
w
a
y
s
.
T
r
a
d
i
t
i
o
n
a
l
m
a
c
h
i
n
e
l
e
a
r
n
i
n
g
m
e
t
h
o
d
s
d
e
r
i
v
e
r
u
l
e
s
b
y
e
x
p
l
o
r
i
n
g
s
e
t
s
o
f
e
x
a
m
p
l
e
s
b
y
m
e
a
n
s
o
f
s
t
a
t
i
s
t
i
c
a
l
o
r
i
n
f
o
r
m
a
t
i
o
n
t
h
e
o
r
e
t
i
c
t
e
c
h
n
i
q
u
e
s
(
e
.
g
.
,
C
4
.
5
[
1
2
]
)
.
A
l
-
t
e
r
n
a
t
i
v
e
l
y
,
r
u
l
e
s
c
a
n
b
e
d
i
s
c
o
v
e
r
e
d
t
h
r
o
u
g
h
m
e
t
h
o
d
s
o
f
e
v
o
l
u
t
i
o
n
a
r
y
c
o
m
p
u
t
a
t
i
o
n
s
u
c
h
a
s
g
e
n
e
t
i
c
a
l
g
o
r
i
t
h
m
s
a
n
d
l
e
a
r
n
i
n
g
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
s
[
8
]
.
I
n
t
h
e
p
a
s
t
,
l
e
a
r
n
i
n
g
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
s
h
a
v
e
b
e
e
n
s
o
m
e
-
t
i
m
e
s
a
p
p
l
i
e
d
t
o
s
u
p
e
r
v
i
s
e
d
c
l
a
s
s
i
￿
c
a
t
i
o
n
p
r
o
b
l
e
m
s
[
7
]
.
H
o
w
e
v
e
r
,
d
u
r
i
n
g
t
h
e
l
a
s
t
￿
v
e
y
e
a
r
s
m
a
n
y
p
o
s
i
t
i
v
e
r
e
-
s
u
l
t
s
h
a
v
e
b
e
e
n
r
e
p
o
r
t
e
d
f
o
r
t
h
i
s
a
p
p
l
i
c
a
t
i
o
n
a
r
e
a
.
F
o
r
i
n
s
t
a
n
c
e
,
H
o
l
m
e
s
[
3
]
i
n
t
r
o
d
u
c
e
d
E
p
i
C
S
a
l
e
a
r
n
i
n
g
c
l
a
s
-
s
i
￿
e
r
s
y
s
t
e
m
s
p
e
c
i
￿
c
f
o
r
e
p
i
d
e
m
i
o
l
o
g
i
c
a
l
d
a
t
a
a
n
d
s
u
c
-
c
e
s
s
f
u
l
l
y
a
p
p
l
i
e
d
i
t
t
o
m
a
n
y
m
e
d
i
c
a
l
d
o
m
a
i
n
s
.
W
i
l
-
s
o
n
[
1
5
]
i
n
t
r
o
d
u
c
e
d
X
C
S
a
n
i
n
n
o
v
a
t
i
v
e
(
g
e
n
e
r
a
l
p
u
r
-
p
o
s
e
)
l
e
a
r
n
i
n
g
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
m
o
d
e
l
.
X
C
S
a
p
p
e
a
r
s
t
o
b
e
w
e
l
l
s
u
i
t
e
d
f
o
r
k
n
o
w
l
e
d
g
e
d
i
s
c
o
v
e
r
y
t
a
s
k
s
s
i
n
c
e
,
a
s
w
i
d
e
l
y
s
h
o
w
n
i
n
t
h
e
l
i
t
e
r
a
t
u
r
e
,
i
t
i
s
a
b
l
e
t
o
e
v
o
l
v
e
m
i
n
i
m
a
l
,
a
c
c
u
r
a
t
e
,
a
n
d
m
a
x
i
m
a
l
l
y
g
e
n
e
r
a
l
m
o
d
e
l
s
o
f
t
h
e
l
e
a
r
n
e
d
t
a
s
k
.
I
n
p
a
r
t
i
c
u
l
a
r
,
S
a
x
o
n
a
n
d
B
a
r
r
y
[
1
4
]
a
p
p
l
i
e
d
X
C
S
t
o
t
h
e
M
o
n
k
’
s
p
r
o
b
l
e
m
s
[
2
]
a
w
e
l
l
k
n
o
w
n
s
y
n
t
h
e
t
i
c
t
e
s
t
b
e
d
f
o
r
c
l
a
s
s
i
￿
c
a
t
i
o
n
a
l
g
o
r
i
t
h
m
s
.
T
h
e
i
r
r
e
s
u
l
t
s
s
h
o
w
e
d
t
h
a
t
X
C
S
’
s
p
e
r
f
o
r
m
a
n
c
e
w
a
s
a
t
l
e
a
s
t
a
s
g
o
o
d
a
s
t
r
a
d
i
t
i
o
n
a
l
M
a
c
h
i
n
e
L
e
a
r
n
i
n
g
t
e
c
h
n
i
q
u
e
s
.
W
i
l
s
o
n
[
1
6
]
e
x
t
e
n
d
e
d
p
r
e
v
i
o
u
s
r
e
s
u
l
t
s
a
n
d
a
p
p
l
i
e
d
a
v
e
r
s
i
o
n
o
f
X
C
S
e
x
t
e
n
d
e
d
f
o
r
i
n
t
e
g
e
r
i
n
p
u
t
s
(
X
C
S
I
)
t
o
a
r
e
a
l
-
w
o
r
l
d
p
r
o
b
l
e
m
:
t
h
e
W
i
s
c
o
n
s
i
n
B
r
e
a
s
t
C
a
n
-
958 CLASSIFIER SYSTEMSc
e
r
d
a
t
a
s
e
t
(
b
r
i
e
￿
y
W
B
C
)
.
W
i
l
s
o
n
’
s
r
e
s
u
l
t
s
d
e
m
o
n
s
t
r
a
t
e
t
h
a
t
a
l
s
o
X
C
S
I
p
e
r
f
o
r
m
s
a
t
l
e
a
s
t
a
s
w
e
l
l
a
s
s
t
a
t
e
-
o
f
-
t
h
e
-
a
r
t
c
l
a
s
s
i
￿
c
a
t
i
o
n
a
l
g
o
r
i
t
h
m
s
.
I
n
t
h
i
s
p
a
p
e
r
w
e
w
a
n
t
t
o
e
x
t
e
n
d
t
h
o
s
e
r
e
s
u
l
t
s
a
n
d
a
p
-
p
l
y
a
v
e
r
s
i
o
n
o
f
X
C
S
w
h
i
c
h
e
x
p
l
o
i
t
s
a
g
e
n
e
r
a
l
p
u
r
-
p
o
s
e
r
e
p
r
e
s
e
n
t
a
t
i
o
n
o
f
c
l
a
s
s
i
￿
e
r
c
o
n
d
i
t
i
o
n
s
,
i
.
e
.
,
L
i
s
p
s
-
e
x
p
r
e
s
s
i
o
n
s
,
t
o
a
s
e
t
o
f
w
e
l
l
k
n
o
w
n
s
y
n
t
h
e
t
i
c
/
r
e
a
l
-
w
o
r
l
d
d
a
t
a
s
e
t
s
.
W
e
s
h
o
w
t
h
a
t
i
n
c
l
a
s
s
i
￿
c
a
t
i
o
n
p
r
o
b
-
l
e
m
s
i
n
v
o
l
v
i
n
g
s
y
n
t
h
e
t
i
c
d
a
t
a
X
C
S
w
i
t
h
L
i
s
p
s
-
e
x
p
r
e
s
s
i
o
n
,
b
r
i
e
￿
y
X
C
S
L
,
p
e
r
f
o
r
m
s
a
t
l
e
a
s
t
a
s
b
e
t
t
e
r
a
s
m
o
s
t
c
l
a
s
s
i
￿
c
a
t
i
o
n
a
l
g
o
r
i
t
h
m
s
.
W
e
e
x
t
e
n
d
t
h
e
s
e
r
e
-
s
u
l
t
s
a
n
d
a
p
p
l
y
X
C
S
L
t
o
t
h
e
W
i
s
c
o
n
s
i
n
B
r
e
a
s
t
C
a
n
c
e
r
d
a
t
a
s
e
t
(
W
B
C
)
a
n
d
o
n
t
h
e
V
o
t
i
n
g
-
R
e
c
o
r
d
d
a
t
a
s
e
t
.
T
h
e
f
o
r
m
e
r
i
s
d
e
s
c
r
i
b
e
d
o
n
l
y
b
y
n
u
m
e
r
i
c
a
l
a
t
t
r
i
b
u
t
e
s
a
n
d
h
a
s
f
e
w
m
i
s
s
i
n
g
a
t
t
r
i
b
u
t
e
v
a
l
u
e
s
w
h
i
l
e
t
h
e
l
a
t
t
e
r
h
a
s
o
n
l
y
a
t
t
r
i
b
u
t
e
s
w
i
t
h
s
y
m
b
o
l
i
c
v
a
l
u
e
s
b
u
t
m
a
n
y
m
i
s
s
i
n
g
v
a
l
u
e
s
.
T
h
e
r
e
s
u
l
t
s
w
e
p
r
e
s
e
n
t
s
h
o
w
t
h
a
t
X
C
S
L
o
u
t
-
p
e
r
f
o
r
m
s
C
4
.
5
o
n
t
h
e
W
B
C
d
a
t
a
s
e
t
a
n
d
t
h
a
t
t
h
e
d
i
￿
e
r
-
e
n
c
e
i
n
p
e
r
f
o
r
m
a
n
c
e
i
s
s
t
a
t
i
s
t
i
c
a
l
l
y
s
i
g
n
i
￿
c
a
n
t
.
W
h
i
l
e
o
n
t
h
e
V
o
t
i
n
g
-
R
e
c
o
r
d
d
a
t
a
s
e
t
X
C
S
L
p
e
r
f
o
r
m
s
s
l
i
g
h
t
l
y
w
o
r
s
e
t
h
a
n
C
4
.
5
b
u
t
t
h
i
s
d
i
￿
e
r
e
n
c
e
i
s
n
o
t
s
t
a
t
i
s
t
i
c
a
l
l
y
s
i
g
n
i
￿
c
a
n
t
.
2
D
E
S
C
R
I
P
T
I
O
N
O
F
X
C
S
L
X
C
S
L
i
s
a
v
e
r
s
i
o
n
o
f
W
i
l
s
o
n
’
s
X
C
S
[
1
5
]
i
n
w
h
i
c
h
c
l
a
s
s
i
￿
e
r
c
o
n
d
i
t
i
o
n
s
a
r
e
r
e
p
r
e
s
e
n
t
e
d
b
y
L
i
s
p
-
l
i
k
e
s
-
e
x
p
r
e
s
s
i
o
n
s
.
I
t
w
a
s
i
n
t
r
o
d
u
c
e
d
i
n
[
5
]
w
h
e
r
e
s
o
m
e
i
n
i
-
t
i
a
l
,
p
r
o
m
i
s
i
n
g
,
r
e
s
u
l
t
s
w
e
r
e
d
i
s
c
u
s
s
e
d
.
R
e
c
e
n
t
l
y
,
w
e
i
m
p
r
o
v
e
d
X
C
S
L
[
6
]
a
n
d
a
p
p
l
i
e
d
t
o
a
w
i
d
e
s
e
t
o
f
p
r
o
b
-
l
e
m
s
.
W
h
i
l
e
i
n
t
h
i
s
s
e
c
t
i
o
n
w
e
b
r
i
e
￿
y
o
v
e
r
v
i
e
w
X
C
S
L
w
e
r
e
f
e
r
t
h
e
i
n
t
e
r
e
s
t
r
e
a
d
e
r
t
o
[
1
,
5
,
6
]
f
o
r
f
u
r
t
h
e
r
d
e
-
t
a
i
l
s
.
X
C
S
L
w
o
r
k
s
b
a
s
i
c
a
l
l
y
l
i
k
e
a
l
l
t
h
e
o
t
h
e
r
X
C
S
m
o
d
e
l
s
[
1
5
,
1
6
]
b
u
t
i
t
d
i
￿
e
r
s
f
r
o
m
t
h
e
m
(
i
)
i
n
t
h
e
c
o
v
e
r
i
n
g
,
(
i
i
)
i
n
t
h
e
m
a
t
c
h
i
n
g
,
a
n
d
(
i
i
i
)
i
n
t
h
e
g
e
n
e
t
i
c
o
p
e
r
a
t
o
r
s
.
R
e
p
r
e
s
e
n
t
a
t
i
o
n
.
C
l
a
s
s
i
￿
e
r
c
o
n
d
i
t
i
o
n
s
i
n
X
C
S
L
a
r
e
g
e
n
e
r
a
t
e
d
b
y
c
o
m
p
o
s
i
n
g
t
h
e
b
a
s
i
c
B
o
o
l
e
a
n
f
u
n
c
t
i
o
n
s
(
a
n
d
,
o
r
,
a
n
d
n
o
t
)
w
i
t
h
a
s
e
t
o
f
e
l
e
m
e
n
t
a
r
y
c
o
n
d
i
t
i
o
n
s
w
h
i
c
h
t
e
s
t
t
h
e
v
a
l
u
e
s
o
f
s
y
s
t
e
m
i
n
p
u
t
s
a
n
d
t
h
e
r
e
f
o
r
e
d
e
p
e
n
d
o
n
t
h
e
p
r
o
b
l
e
m
(
s
e
e
[
5
]
)
.
F
o
r
i
n
s
t
a
n
c
e
,
i
n
t
h
e
s
u
p
e
r
v
i
s
e
d
c
l
a
s
s
i
￿
c
a
t
i
o
n
p
r
o
b
l
e
m
s
t
a
c
k
l
e
d
i
n
t
h
i
s
p
a
-
p
e
r
,
e
l
e
m
e
n
t
a
r
y
c
o
n
d
i
t
i
o
n
s
e
x
p
r
e
s
s
r
e
l
a
t
i
o
n
s
a
m
o
n
g
a
t
-
t
r
i
b
u
t
e
v
a
l
u
e
s
.
M
o
r
e
f
o
r
m
a
l
l
y
,
i
n
X
C
S
L
,
c
l
a
s
s
i
￿
e
r
c
o
n
d
i
t
i
o
n
s
a
r
e
s
p
e
c
-
i
￿
e
d
b
y
t
h
e
B
N
F
g
r
a
m
m
a
r
d
e
p
i
c
t
e
d
i
n
F
i
g
u
r
e
1
a
w
h
i
c
h
s
t
a
t
e
s
t
h
a
t
c
l
a
s
s
i
￿
e
r
c
o
n
d
i
t
i
o
n
s
(
i
d
e
n
t
i
￿
e
d
b
y
t
h
e
n
o
n
-
t
e
r
m
i
n
a
l
s
y
m
b
o
l
<
c
o
n
d
i
t
i
o
n
>
)
a
r
e
g
e
n
e
r
a
t
e
d
b
y
c
o
m
-
p
o
s
i
n
g
t
h
e
l
o
g
i
c
a
l
a
n
d
,
o
r
,
a
n
d
n
o
t
f
u
n
c
t
i
o
n
s
(
i
d
e
n
t
i
-
￿
e
d
b
y
t
h
e
t
e
r
m
i
n
a
l
s
y
m
b
o
l
s
A
N
D
,
O
R
,
a
n
d
N
O
T
)
w
i
t
h
a
t
o
m
i
c
e
x
p
r
e
s
s
i
o
n
s
(
i
d
e
n
t
i
￿
e
d
b
y
t
h
e
n
o
n
-
t
e
r
m
i
n
a
l
<
c
o
n
d
i
t
i
o
n
>
:
:
=
"
(
"
"
N
O
T
"
<
c
o
n
d
i
t
i
o
n
>
"
)
"
|
"
(
"
"
A
N
D
"
<
c
o
n
d
i
t
i
o
n
>
<
c
o
n
d
i
t
i
o
n
>
"
)
"
|
"
(
"
"
O
R
"
<
c
o
n
d
i
t
i
o
n
>
<
c
o
n
d
i
t
i
o
n
>
"
)
"
|
<
e
x
p
r
e
s
s
i
o
n
>
(
a
)
<
e
x
p
r
e
s
s
i
o
n
>
:
:
=
"
(
"
"
E
Q
"
<
v
a
l
u
e
>
<
v
a
l
u
e
>
"
)
"
|
"
(
"
"
G
T
"
<
v
a
l
u
e
>
<
v
a
l
u
e
>
"
)
"
;
<
v
a
l
u
e
>
:
:
=
"
(
"
<
a
t
t
r
i
b
u
t
e
>
"
)
"
|
"
(
"
<
c
o
n
s
t
a
n
t
>
"
)
"
;
<
a
t
t
r
i
b
u
t
e
>
:
:
=
"
A
1
"
|
"
A
2
"
|
"
A
3
"
|
"
A
4
"
|
"
A
5
"
|
"
A
6
"
;
<
c
o
n
s
t
a
n
t
>
:
:
=
"
0
"
|
.
.
.
|
"
1
0
"
;
(
b
)
F
i
g
u
r
e
1
:
(
a
)
T
h
e
B
N
F
g
r
a
m
m
a
r
t
h
a
t
g
e
n
e
r
a
t
e
s
t
h
e
o
v
e
r
a
l
l
s
t
r
u
c
t
u
r
e
o
f
c
l
a
s
s
i
￿
e
r
c
o
n
d
i
t
i
o
n
s
a
n
d
(
b
)
t
h
e
s
e
c
t
i
o
n
s
p
e
c
i
￿
c
f
o
r
t
h
e
M
o
n
k
’
s
p
r
o
b
l
e
m
(
S
e
c
t
i
o
n
4
)
.
N
o
n
-
t
e
r
m
i
n
a
l
s
y
m
b
o
l
s
a
r
e
i
n
s
q
u
a
r
e
b
r
a
c
k
e
t
s
.
T
e
r
m
i
-
n
a
l
s
y
m
b
o
l
s
a
r
e
i
n
q
u
o
t
a
t
i
o
n
m
a
r
k
s
.
s
y
m
b
o
l
<
e
x
p
r
e
s
s
i
o
n
>
)
w
h
i
c
h
t
e
s
t
t
h
e
v
a
l
u
e
s
o
f
t
h
e
s
y
s
t
e
m
i
n
p
u
t
s
.
T
o
d
e
￿
n
e
a
r
e
p
r
e
s
e
n
t
a
t
i
o
n
f
o
r
a
g
i
v
e
n
p
r
o
b
l
e
m
o
n
l
y
t
h
e
B
N
F
o
f
t
h
e
n
o
n
-
t
e
r
m
i
n
a
l
s
y
m
b
o
l
<
e
x
p
r
e
s
s
i
o
n
>
h
a
s
t
o
b
e
s
p
e
c
i
￿
e
d
.
F
o
r
e
x
a
m
p
l
e
,
i
n
t
h
e
￿
r
s
t
c
l
a
s
s
i
￿
c
a
t
i
o
n
t
a
s
k
d
i
s
c
u
s
s
e
d
i
n
t
h
i
s
p
a
p
e
r
(
t
h
e
M
o
n
k
’
s
p
r
o
b
l
e
m
i
n
S
e
c
t
i
o
n
4
)
,
d
a
t
a
a
r
e
r
e
p
r
e
s
e
n
t
e
d
b
y
s
i
x
i
n
t
e
g
e
r
a
t
t
r
i
b
u
t
e
s
(
a
1
;
a
2
;
:
:
:
;
a
6
)
.
A
c
c
o
r
d
i
n
g
l
y
,
t
h
e
n
o
n
-
t
e
r
m
i
n
a
l
<
e
x
p
r
e
s
s
i
o
n
>
i
s
d
e
￿
n
e
d
b
y
t
h
e
p
i
e
c
e
o
f
B
N
F
g
r
a
m
m
a
r
d
e
p
i
c
t
e
d
i
n
F
i
g
u
r
e
1
b
.
T
h
i
s
s
p
e
c
i
-
￿
e
s
t
h
a
t
a
n
a
t
o
m
i
c
c
o
n
d
i
t
i
o
n
t
e
s
t
s
e
i
t
h
e
r
w
h
e
t
h
e
r
t
w
o
v
a
l
u
e
s
a
r
e
e
q
u
a
l
(
t
e
r
m
i
n
a
l
s
y
m
b
o
l
E
Q
)
o
r
w
h
e
t
h
e
r
t
h
e
￿
r
s
t
v
a
l
u
e
i
s
g
r
e
a
t
e
r
t
h
a
n
t
h
e
s
e
c
o
n
d
o
n
e
(
t
e
r
m
i
n
a
l
s
y
m
b
o
l
G
T
)
.
A
v
a
l
u
e
(
n
o
n
-
t
e
r
m
i
n
a
l
s
y
m
b
o
l
<
v
a
l
u
e
>
c
a
n
b
e
e
i
t
h
e
r
o
n
e
o
f
t
h
e
s
i
x
a
t
t
r
i
b
u
t
e
s
w
h
i
c
h
d
e
￿
n
e
t
h
e
d
a
t
a
(
i
.
e
.
,
<
a
t
t
r
i
b
u
t
e
>
)
o
r
a
n
i
n
t
e
g
e
r
c
o
n
s
t
a
n
t
(
i
.
e
.
,
<
c
o
n
s
t
a
n
t
>
)
.
M
a
t
c
h
i
n
g
.
X
C
S
L
’
s
i
n
p
u
t
s
a
r
e
r
e
p
r
e
s
e
n
t
e
d
a
s
s
t
r
i
n
g
s
o
f
a
t
t
r
i
b
u
t
e
-
v
a
l
u
e
p
a
i
r
s
.
F
o
r
i
n
s
t
a
n
c
e
,
t
h
e
s
t
r
i
n
g
\
(
A
1
2
)
(
A
3
1
)
(
A
4
2
)
"
m
e
a
n
s
t
h
a
t
t
h
e
c
u
r
r
e
n
t
i
n
p
u
t
c
o
n
-
s
i
s
t
o
f
t
h
r
e
e
a
t
t
r
i
b
u
t
e
s
(
A
1
,
A
3
,
a
n
d
A
4
)
w
h
o
s
e
v
a
l
u
e
s
a
r
e
2
,
1
,
a
n
d
2
r
e
s
p
e
c
t
i
v
e
l
y
.
G
i
v
e
n
a
n
i
n
p
u
t
c
o
n
￿
g
u
-
r
a
t
i
o
n
,
c
o
n
d
i
t
i
o
n
s
a
r
e
e
v
a
l
u
a
t
e
d
a
s
L
I
S
P
s
-
e
x
p
r
e
s
s
i
o
n
s
i
n
w
h
i
c
h
t
h
e
t
e
r
m
i
n
a
l
s
y
m
b
o
l
s
,
c
o
r
r
e
s
p
o
n
d
i
n
g
t
o
t
h
e
d
a
t
a
a
t
t
r
i
b
u
t
e
s
,
a
r
e
r
e
p
l
a
c
e
d
w
i
t
h
t
h
e
i
r
a
c
t
u
a
l
v
a
l
u
e
s
.
F
o
r
i
n
s
t
a
n
c
e
,
g
i
v
e
n
t
h
e
f
o
r
m
e
r
i
n
p
u
t
s
t
r
i
n
g
,
t
h
e
c
o
n
d
i
-
t
i
o
n
\
(
A
N
D
(
E
Q
A
1
2
)
(
G
T
A
3
A
4
)
)
"
i
s
e
v
a
l
u
a
t
e
d
a
s
\
(
A
N
D
(
E
Q
2
2
)
(
G
T
1
2
)
)
"
a
n
d
t
h
e
r
e
f
o
r
e
i
s
e
v
a
l
u
-
a
t
e
d
a
s
f
a
l
s
e
,
i
.
e
.
,
t
h
e
c
o
n
d
i
t
i
o
n
d
o
e
s
n
o
t
m
a
t
c
h
t
h
e
959 CLASSIFIER SYSTEMSf
o
r
m
e
r
i
n
p
u
t
s
t
r
i
n
g
.
I
f
t
h
e
v
a
l
u
e
o
f
a
n
a
t
t
r
i
b
u
t
e
i
s
n
o
t
s
p
e
c
i
￿
e
d
i
n
t
h
e
i
n
p
u
t
s
t
r
i
n
g
(
i
.
e
.
,
t
h
e
a
t
t
r
i
b
u
t
e
v
a
l
u
e
i
s
m
i
s
s
i
n
g
)
a
l
l
t
h
e
a
t
o
m
i
c
e
x
p
r
e
s
s
i
o
n
s
i
n
w
h
i
c
h
t
h
e
a
t
-
t
r
i
b
u
t
e
a
p
p
e
a
r
s
a
r
e
e
v
a
l
u
a
t
e
d
a
s
t
r
u
e
,
e
.
g
.
:
t
h
e
c
o
n
-
d
i
t
i
o
n
\
(
E
Q
A
2
A
1
)
"
m
a
t
c
h
e
s
t
h
e
f
o
r
m
e
r
i
n
p
u
t
s
t
r
i
n
g
s
i
n
c
e
t
h
e
v
a
l
u
e
o
f
A
2
i
s
m
i
s
s
i
n
g
.
B
o
o
l
e
a
n
o
p
e
r
a
t
o
r
s
a
r
e
e
v
a
l
u
a
t
e
d
a
s
u
s
u
a
l
[
5
]
.
C
o
v
e
r
i
n
g
.
T
h
e
c
o
v
e
r
i
n
g
o
p
e
r
a
t
o
r
c
r
e
a
t
e
s
a
c
l
a
s
s
i
￿
e
r
w
i
t
h
a
r
a
n
d
o
m
c
o
n
d
i
t
i
o
n
t
h
a
t
m
a
t
c
h
e
s
t
h
e
c
u
r
r
e
n
t
s
e
n
-
s
o
r
s
a
n
d
a
r
a
n
d
o
m
a
c
t
i
o
n
.
T
h
e
r
a
n
d
o
m
c
o
n
d
i
t
i
o
n
i
s
a
n
o
r
o
f
t
h
r
e
e
e
x
p
r
e
s
s
i
o
n
s
,
e
a
c
h
o
n
e
m
a
t
c
h
i
n
g
t
h
e
c
u
r
-
r
e
n
t
i
n
p
u
t
s
t
r
i
n
g
.
O
n
e
e
x
p
r
e
s
s
i
o
n
i
s
b
u
i
l
t
a
s
a
n
a
n
d
o
f
a
t
o
m
i
c
c
o
n
d
i
t
i
o
n
s
s
o
a
s
t
o
m
a
t
c
h
e
x
a
c
t
l
y
t
h
e
c
u
r
r
e
n
t
a
t
t
r
i
b
u
t
e
c
o
n
￿
g
u
r
a
t
i
o
n
.
T
h
e
o
t
h
e
r
t
w
o
e
x
p
r
e
s
s
i
o
n
s
a
r
e
b
u
i
l
t
s
o
a
s
t
o
m
a
t
c
h
a
r
a
n
d
o
m
l
y
s
e
l
e
c
t
e
d
s
u
b
s
e
t
o
f
c
u
r
-
r
e
n
t
i
n
p
u
t
a
t
t
r
i
b
u
t
e
s
.
M
i
s
s
i
n
g
a
t
t
r
i
b
u
t
e
v
a
l
u
e
s
a
r
e
n
o
t
c
o
n
s
i
d
e
r
e
d
d
u
r
i
n
g
c
o
v
e
r
i
n
g
.
T
h
i
s
c
o
v
e
r
i
n
g
p
o
l
i
c
y
g
u
a
r
-
a
n
t
e
e
s
t
h
a
t
a
l
l
t
h
e
i
n
p
u
t
a
t
t
r
i
b
u
t
e
v
a
l
u
e
s
a
r
e
m
a
t
c
h
e
d
b
y
t
h
e
￿
r
s
t
e
x
p
r
e
s
s
i
o
n
w
h
i
l
e
i
t
i
n
t
r
o
d
u
c
e
s
g
e
n
e
r
a
l
i
z
a
-
t
i
o
n
i
n
t
h
e
r
e
m
a
i
n
i
n
g
t
w
o
e
x
p
r
e
s
s
i
o
n
s
.
G
e
n
e
t
i
c
A
l
g
o
r
i
t
h
m
.
A
s
i
n
X
C
S
,
t
h
e
g
e
n
e
t
i
c
a
l
g
o
-
r
i
t
h
m
o
f
X
C
S
L
s
e
l
e
c
t
s
t
w
o
c
l
a
s
s
i
￿
e
r
s
f
r
o
m
t
h
e
a
c
t
i
o
n
s
e
t
w
i
t
h
p
r
o
b
a
b
i
l
i
t
y
p
r
o
p
o
r
t
i
o
n
a
l
t
o
t
h
e
i
r
￿
t
n
e
s
s
e
s
,
c
o
p
i
e
s
t
h
e
m
,
w
i
t
h
p
r
o
b
a
b
i
l
i
t
y
￿
p
e
r
f
o
r
m
s
c
r
o
s
s
o
v
e
r
,
a
n
d
w
i
t
h
p
r
o
b
a
b
i
l
i
t
y
￿
m
u
t
a
t
e
s
t
h
e
m
.
I
n
X
C
S
L
c
r
o
s
s
o
v
e
r
a
n
d
m
u
t
a
t
i
o
n
w
o
r
k
s
a
s
i
n
t
r
a
d
i
t
i
o
n
a
l
G
e
n
e
t
i
c
P
r
o
g
r
a
m
m
i
n
g
[
4
]
.
C
o
n
d
e
n
s
a
t
i
o
n
.
I
n
[
6
]
w
e
s
h
o
w
e
d
t
h
a
t
,
i
n
c
o
n
t
r
a
s
t
t
o
X
C
S
,
X
C
S
L
t
e
n
d
s
t
o
e
v
o
l
v
e
p
o
p
u
l
a
t
i
o
n
s
o
f
m
a
n
y
o
v
e
r
-
l
a
p
p
i
n
g
c
l
a
s
s
i
￿
e
r
s
.
T
h
i
s
b
l
o
a
t
i
n
t
h
e
c
l
a
s
s
i
￿
e
r
p
o
p
u
l
a
-
t
i
o
n
(
d
u
e
t
o
t
h
e
s
y
m
b
o
l
i
c
r
e
p
r
e
s
e
n
t
a
t
i
o
n
[
6
]
)
i
n
s
o
m
e
c
a
s
e
s
i
n
￿
u
e
n
c
e
s
t
h
e
X
C
S
L
’
s
l
e
a
r
n
i
n
g
p
e
r
f
o
r
m
a
n
c
e
(
s
e
e
[
5
,
6
]
f
o
r
d
e
t
a
i
l
s
)
.
B
u
t
m
o
s
t
i
m
p
o
r
t
a
n
t
(
f
o
r
t
h
e
a
p
p
l
i
c
a
-
t
i
o
n
t
a
c
k
l
e
d
i
n
t
h
i
s
p
a
p
e
r
)
t
h
i
s
p
o
p
u
l
a
t
i
o
n
b
l
o
a
t
m
a
k
e
s
a
l
m
o
s
t
i
m
p
o
s
s
i
b
l
e
t
o
s
t
u
d
y
t
h
e
￿
n
a
l
s
o
l
u
t
i
o
n
s
e
v
o
l
v
e
d
b
y
X
C
S
L
,
i
.
e
.
,
i
t
m
a
k
e
s
a
l
m
o
s
t
i
m
p
o
s
s
i
b
l
e
t
o
a
n
a
l
y
z
e
w
h
a
t
k
i
n
d
o
f
c
l
a
s
s
i
￿
c
a
t
i
o
n
m
o
d
e
l
X
C
S
L
d
e
v
e
l
o
p
e
d
.
T
o
a
l
l
o
w
t
h
e
a
n
a
l
y
s
i
s
o
f
t
h
e
s
o
l
u
t
i
o
n
s
e
v
o
l
v
e
d
b
y
X
C
S
L
[
6
]
a
d
d
e
d
a
￿
n
a
l
c
o
n
d
e
n
s
a
t
i
o
n
p
h
a
s
e
.
C
o
n
d
e
n
s
a
-
t
i
o
n
[
1
5
]
e
x
t
r
a
c
t
s
a
m
i
n
i
m
a
l
s
u
b
s
e
t
o
f
c
l
a
s
s
i
￿
e
r
s
w
h
i
c
h
r
e
p
r
e
s
e
n
t
t
h
e
￿
n
a
l
s
o
l
u
t
i
o
n
.
I
t
c
o
n
s
i
s
t
s
o
f
r
u
n
n
i
n
g
t
h
e
g
e
n
e
t
i
c
a
l
g
o
r
i
t
h
m
w
i
t
h
c
r
o
s
s
o
v
e
r
a
n
d
m
u
t
a
t
i
o
n
t
u
r
n
e
d
o
￿
.
D
u
r
i
n
g
c
o
n
d
e
n
s
a
t
i
o
n
,
n
o
n
e
w
c
l
a
s
s
i
￿
e
r
s
a
r
e
c
r
e
-
a
t
e
d
,
￿
t
t
e
r
c
l
a
s
s
i
￿
e
r
s
a
r
e
r
e
p
r
o
d
u
c
e
d
p
r
e
f
e
r
e
n
t
i
a
l
l
y
a
n
d
w
e
a
k
e
r
o
n
e
s
a
r
e
r
e
m
o
v
e
d
.
N
o
t
e
t
h
a
t
c
o
n
d
e
n
s
a
t
i
o
n
d
o
e
s
n
o
t
s
i
m
p
l
y
e
x
t
r
a
c
t
t
h
e
b
e
s
t
c
l
a
s
s
i
￿
e
r
s
f
r
o
m
t
h
e
p
o
p
u
l
a
t
i
o
n
!
C
o
n
d
e
n
s
a
t
i
o
n
e
x
-
t
r
a
c
t
s
a
c
o
m
p
a
c
t
s
o
l
u
t
i
o
n
f
r
o
m
a
p
o
p
u
l
a
t
i
o
n
w
h
i
c
h
i
s
u
s
u
a
l
l
y
m
a
d
e
o
f
m
a
n
y
,
o
v
e
r
l
a
p
p
i
n
g
,
c
l
a
s
s
i
￿
e
r
s
.
D
a
t
a
s
e
t
N
A
N
T
N
t
N
C
N
?
M
o
n
k
s
-
1
6
1
2
4
4
3
2
2
0
M
o
n
k
s
-
2
6
1
6
9
4
3
2
2
0
M
o
n
k
s
-
3
6
1
2
2
4
3
2
2
0
W
B
C
9
2
8
6
-
2
1
6
V
o
t
i
n
g
-
R
e
c
o
r
d
1
6
4
3
5
-
2
2
0
3
T
a
b
l
e
1
:
T
h
e
d
a
t
a
s
e
t
s
u
s
e
d
i
n
t
h
i
s
p
a
p
e
r
:
N
A
i
s
t
h
e
n
u
m
b
e
r
o
f
a
t
t
r
i
b
u
t
e
s
;
N
T
i
s
t
h
e
n
u
m
b
e
r
o
f
t
r
a
i
n
i
n
g
e
x
a
m
p
l
e
s
;
N
t
i
s
t
h
e
n
u
m
b
e
r
o
f
t
e
s
t
e
x
a
m
p
l
e
s
(
f
o
r
t
h
o
s
e
c
a
s
e
s
i
n
w
h
i
c
h
t
h
e
r
e
i
s
a
p
r
e
d
e
￿
n
e
d
t
e
s
t
s
e
t
)
.
N
C
i
s
t
h
e
n
u
m
b
e
r
o
f
v
a
l
u
e
s
o
f
t
h
e
c
l
a
s
s
a
t
t
r
i
b
u
t
e
;
N
?
i
s
t
h
e
n
u
m
b
e
r
o
f
e
x
a
m
p
l
e
s
w
i
t
h
u
n
k
n
o
w
n
a
t
t
r
i
b
u
t
e
v
a
l
u
e
s
.
3
E
X
P
E
R
I
M
E
N
T
A
L
D
E
S
I
G
N
I
n
t
h
i
s
p
a
p
e
r
w
e
a
p
p
l
y
X
C
S
L
t
o
t
h
e
￿
v
e
s
u
p
e
r
v
i
s
e
d
c
l
a
s
s
i
￿
c
a
t
i
o
n
t
a
s
k
s
s
u
m
m
a
r
i
z
e
d
i
n
T
a
b
l
e
1
.
A
l
l
t
h
e
d
a
t
a
s
e
t
s
a
r
e
t
a
k
e
n
f
r
o
m
t
h
e
U
C
I
M
a
c
h
i
n
e
L
e
a
r
n
i
n
g
R
e
p
o
s
i
t
o
r
y
[
1
0
]
.
T
h
r
e
e
o
f
t
h
e
m
(
n
a
m
e
l
y
M
o
n
k
s
-
1
,
M
o
n
k
s
-
2
,
a
n
d
M
o
n
k
s
-
3
)
,
a
r
e
s
y
n
t
h
e
t
i
c
w
h
i
l
e
W
B
C
a
n
d
V
o
t
i
n
g
-
R
e
c
o
r
d
c
o
n
s
i
s
t
o
f
r
e
a
l
w
o
r
l
d
d
a
t
a
.
F
o
r
e
a
c
h
t
a
s
k
,
a
s
e
t
e
x
p
e
r
i
m
e
n
t
s
i
s
p
e
r
f
o
r
m
e
d
i
n
w
h
i
c
h
t
h
e
e
x
a
m
p
l
e
s
i
n
t
h
e
d
a
t
a
s
e
t
a
r
e
p
a
r
t
i
t
i
o
n
e
d
i
n
t
o
a
t
r
a
i
n
i
n
g
s
e
t
a
n
d
a
t
e
s
t
s
e
t
.
T
h
e
f
o
r
m
e
r
i
s
u
s
e
d
t
o
l
e
a
r
n
a
c
l
a
s
s
i
￿
c
a
t
i
o
n
m
o
d
e
l
o
f
t
h
e
t
a
r
g
e
t
c
o
n
c
e
p
t
w
h
i
l
e
t
h
e
l
a
t
t
e
r
i
s
u
s
e
d
t
o
t
e
s
t
t
h
e
p
r
e
d
i
c
t
i
v
e
a
c
c
u
r
a
c
y
o
f
t
h
e
c
l
a
s
-
s
i
￿
c
a
t
i
o
n
m
o
d
e
l
p
r
e
v
i
o
u
s
l
y
e
v
o
l
v
e
d
o
n
u
n
s
e
e
n
c
a
s
e
s
.
T
r
a
i
n
i
n
g
P
h
a
s
e
.
A
n
e
x
p
e
r
i
m
e
n
t
c
o
n
s
i
s
t
s
o
f
a
n
u
m
-
b
e
r
o
f
l
e
a
r
n
i
n
g
p
r
o
b
l
e
m
s
t
h
a
t
X
C
S
L
m
u
s
t
s
o
l
v
e
.
F
o
r
e
a
c
h
p
r
o
b
l
e
m
a
c
o
n
￿
g
u
r
a
t
i
o
n
o
f
a
t
t
r
i
b
u
t
e
v
a
l
u
e
s
i
s
r
a
n
-
d
o
m
l
y
s
e
l
e
c
t
e
d
f
r
o
m
t
h
e
t
r
a
i
n
i
n
g
s
e
t
a
n
d
p
r
e
s
e
n
t
e
d
t
o
X
C
S
L
.
T
h
e
s
y
s
t
e
m
m
u
s
t
c
l
a
s
s
i
f
y
t
h
i
s
i
n
p
u
t
c
o
n
-
￿
g
u
r
a
t
i
o
n
,
i
.
e
.
,
i
t
m
u
s
t
p
r
e
d
i
c
t
t
h
e
v
a
l
u
e
o
f
t
h
e
c
l
a
s
s
a
t
t
r
i
b
u
t
e
f
o
r
t
h
e
c
u
r
r
e
n
t
i
n
p
u
t
c
o
n
￿
g
u
r
a
t
i
o
n
.
I
f
t
h
e
p
r
e
d
i
c
t
i
o
n
i
s
c
o
r
r
e
c
t
X
C
S
L
r
e
c
e
i
v
e
s
a
c
o
n
s
t
a
n
t
r
e
w
a
r
d
e
q
u
a
l
t
o
1
0
0
0
,
z
e
r
o
o
t
h
e
r
w
i
s
e
.
T
o
c
l
a
s
s
i
f
y
t
h
e
c
u
r
r
e
n
t
i
n
p
u
t
c
o
n
￿
g
u
r
a
t
i
o
n
X
C
S
L
c
a
n
e
x
p
l
o
i
t
w
h
a
t
i
t
a
l
r
e
a
d
y
k
n
o
w
s
b
y
s
e
l
e
c
t
i
n
g
t
h
e
m
o
s
t
p
r
o
m
i
s
i
n
g
c
l
a
s
s
a
m
o
n
g
t
h
e
a
v
a
i
l
a
b
l
e
o
n
e
s
.
A
l
t
e
r
n
a
t
i
v
e
l
y
,
X
C
S
L
c
a
n
e
x
p
l
o
r
e
n
e
w
o
p
t
i
o
n
s
b
y
s
e
l
e
c
t
i
n
g
t
h
e
c
l
a
s
s
r
a
n
d
o
m
l
y
.
I
n
t
h
e
f
o
r
m
e
r
c
a
s
e
,
w
e
s
a
y
t
h
a
t
X
C
S
L
s
o
l
v
e
s
t
h
e
p
r
o
b
l
e
m
i
n
e
x
p
l
o
i
t
a
-
t
i
o
n
w
h
i
l
e
i
n
t
h
e
l
a
t
t
e
r
w
e
s
a
y
t
h
a
t
X
C
S
L
s
o
l
v
e
s
t
h
e
p
r
o
b
l
e
m
i
n
e
x
p
l
o
r
a
t
i
o
n
.
T
h
e
g
e
n
e
t
i
c
a
l
g
o
r
i
t
h
m
i
s
i
n
o
p
e
r
a
t
i
o
n
d
u
r
i
n
g
e
x
p
l
o
r
a
t
i
o
n
b
u
t
i
t
d
o
e
s
n
o
t
o
p
e
r
a
t
e
d
u
r
i
n
g
e
x
p
l
o
i
t
a
t
i
o
n
.
T
h
e
c
o
v
e
r
i
n
g
o
p
e
r
a
t
o
r
i
s
a
l
w
a
y
s
e
n
a
b
l
e
d
,
b
u
t
o
p
e
r
a
t
e
s
o
n
l
y
i
f
n
e
e
d
e
d
.
A
t
t
h
e
b
e
g
i
n
-
n
i
n
g
o
f
a
n
e
w
p
r
o
b
l
e
m
,
X
C
S
L
d
e
c
i
d
e
s
w
i
t
h
p
r
o
b
a
b
i
l
i
t
y
0
.
5
w
h
e
t
h
e
r
i
t
w
i
l
l
s
o
l
v
e
a
l
e
a
r
n
i
n
g
p
r
o
b
l
e
m
o
r
a
t
e
s
t
p
r
o
b
l
e
m
.
T
h
u
s
e
x
p
l
o
r
a
t
i
o
n
a
n
d
e
x
p
l
o
i
t
a
t
i
o
n
p
r
o
b
l
e
m
s
a
p
p
r
o
x
i
m
a
t
e
l
y
a
l
t
e
r
n
a
t
e
.
D
u
r
i
n
g
t
h
i
s
t
r
a
i
n
i
n
g
p
h
a
s
e
,
960 CLASSIFIER SYSTEMSX
C
S
L
’
s
p
e
r
f
o
r
m
a
n
c
e
i
s
c
o
m
p
u
t
e
d
a
s
t
h
e
m
o
v
i
n
g
a
v
e
r
-
a
g
e
o
f
t
h
e
r
e
w
a
r
d
r
e
c
e
i
v
e
d
i
n
t
h
e
p
a
s
t
1
0
0
e
x
p
l
o
i
t
a
t
i
o
n
p
r
o
b
l
e
m
s
.
T
e
s
t
i
n
g
P
h
a
s
e
.
W
h
e
n
t
r
a
i
n
i
n
g
(
i
.
e
.
,
l
e
a
r
n
i
n
g
)
i
s
c
o
m
p
l
e
t
e
d
,
t
h
e
s
o
l
u
t
i
o
n
e
v
o
l
v
e
d
i
s
t
e
s
t
e
d
b
y
p
r
e
d
i
c
t
-
i
n
g
t
h
e
c
l
a
s
s
a
t
t
r
i
b
u
t
e
o
f
t
h
e
e
x
a
m
p
l
e
s
i
n
t
h
e
t
e
s
t
s
e
t
.
E
a
c
h
i
n
p
u
t
c
o
n
￿
g
u
r
a
t
i
o
n
i
n
t
h
e
t
e
s
t
s
e
t
i
s
p
r
e
s
e
n
t
e
d
o
n
l
y
o
n
c
e
t
o
X
C
S
L
w
h
i
c
h
r
e
t
u
r
n
s
t
h
e
b
e
s
t
p
r
e
d
i
c
t
i
o
n
(
i
.
e
.
,
i
n
e
x
p
l
o
i
t
a
t
i
o
n
)
.
D
u
r
i
n
g
t
e
s
t
i
n
g
,
t
h
e
g
e
n
e
t
i
c
a
l
-
g
o
r
i
t
h
m
i
s
t
u
r
n
e
d
o
￿
,
a
s
w
e
l
l
a
s
t
h
e
c
o
v
e
r
i
n
g
o
p
e
r
a
t
o
r
,
a
n
d
n
o
r
e
w
a
r
d
i
s
p
r
o
v
i
d
e
d
.
F
i
n
a
l
X
C
S
L
p
e
r
f
o
r
m
a
n
c
e
i
s
c
o
m
p
u
t
e
d
a
s
t
h
e
p
e
r
c
e
n
t
a
g
e
o
f
e
x
a
m
p
l
e
s
i
n
t
h
e
t
e
s
t
s
e
t
w
h
i
c
h
h
a
v
e
b
e
e
n
c
o
r
r
e
c
t
l
y
c
l
a
s
s
i
￿
e
d
.
4
T
H
E
M
O
N
K
’
S
P
R
O
B
L
E
M
S
T
h
e
M
o
n
k
’
s
p
r
o
b
l
e
m
s
a
r
e
a
w
i
d
e
l
y
u
s
e
d
s
y
n
t
h
e
t
i
c
t
e
s
t
b
e
d
f
o
r
c
o
m
p
a
r
i
n
g
c
l
a
s
s
i
￿
c
a
t
i
o
n
a
l
g
o
r
i
t
h
m
s
[
2
,
1
4
]
.
T
h
e
M
o
n
k
’
s
p
r
o
b
l
e
m
s
(
s
e
e
T
a
b
l
e
1
)
a
r
e
d
e
￿
n
e
d
o
v
e
r
s
i
x
i
n
t
e
g
e
r
a
t
t
r
i
b
u
t
e
s
(
a
1
,
.
.
.
,
a
6
)
:
a
1
,
a
2
,
a
n
d
a
4
h
a
v
e
v
a
l
-
u
e
s
i
n
f
1
,
2
,
3
g
;
a
3
a
n
d
a
6
h
a
v
e
v
a
l
u
e
s
i
n
f
1
,
2
g
;
￿
n
a
l
l
y
,
a
5
h
a
s
v
a
l
u
e
s
i
n
f
1
,
2
,
3
,
4
g
.
T
h
u
s
t
h
e
r
e
a
r
e
4
3
2
d
i
s
-
t
i
n
c
t
c
o
n
￿
g
u
r
a
t
i
o
n
o
f
t
h
e
s
i
x
v
a
r
i
a
b
l
e
s
.
T
h
e
r
e
a
r
e
t
h
r
e
e
M
o
n
k
’
s
p
r
o
b
l
e
m
s
.
E
a
c
h
p
r
o
b
l
e
m
i
n
v
o
l
v
e
s
t
h
e
l
e
a
r
n
i
n
g
o
f
a
t
a
r
g
e
t
c
o
n
c
e
p
t
d
e
s
c
r
i
b
e
d
b
y
d
i
s
j
u
n
c
t
i
o
n
s
o
f
l
o
g
-
i
c
a
l
r
e
l
a
t
i
o
n
s
a
m
o
n
g
t
h
e
s
i
x
v
a
r
i
a
b
l
e
s
.
I
n
p
a
r
t
i
c
u
l
a
r
,
i
n
t
h
e
￿
r
s
t
M
o
n
k
’
s
p
r
o
b
l
e
m
(
M
o
n
k
s
-
1
)
t
h
e
v
a
l
u
e
o
f
t
h
e
c
l
a
s
s
a
t
t
r
i
b
u
t
e
(
i
.
e
.
,
t
h
e
t
a
r
g
e
t
c
o
n
c
e
p
t
)
i
s
d
e
s
c
r
i
b
e
d
b
y
a
f
u
n
c
t
i
o
n
w
h
i
c
h
r
e
t
u
r
n
s
:
1
i
f
a
1
i
s
e
q
u
a
l
t
o
a
2
o
r
t
h
e
v
a
l
u
e
o
f
a
5
i
s
o
n
e
;
0
o
t
h
e
r
w
i
s
e
.
1
I
n
t
h
e
s
e
c
o
n
d
M
o
n
k
’
s
p
r
o
b
l
e
m
(
M
o
n
k
s
-
2
)
t
h
e
v
a
l
u
e
o
f
t
h
e
c
l
a
s
s
a
t
t
r
i
b
u
t
e
i
s
:
1
i
f
e
x
a
c
t
l
y
t
w
o
o
f
a
t
t
r
i
b
u
t
e
s
a
r
e
e
q
u
a
l
t
o
o
n
e
;
z
e
r
o
o
t
h
e
r
w
i
s
e
.
F
i
n
a
l
l
y
,
i
n
t
h
i
r
d
M
o
n
k
’
s
p
r
o
b
l
e
m
t
h
e
c
l
a
s
s
a
t
t
r
i
b
u
t
e
i
s
:
1
i
f
(
a
5
=
3
^
a
4
=
1
)
_
(
a
5
6
=
4
^
a
2
6
=
3
)
;
0
o
t
h
e
r
w
i
s
e
.
A
s
d
o
n
e
i
n
[
2
]
,
f
o
r
e
a
c
h
p
r
o
b
l
e
m
w
e
t
r
a
i
n
e
d
X
C
S
L
o
n
a
t
r
a
i
n
i
n
g
s
e
t
c
o
n
t
a
i
n
i
n
g
a
s
u
b
s
e
t
o
f
t
h
e
p
o
s
s
i
b
l
e
4
3
2
i
n
p
u
t
c
o
n
￿
g
u
r
a
t
i
o
n
s
(
s
e
e
T
a
b
l
e
1
)
w
h
i
l
e
w
e
t
e
s
t
e
d
t
h
e
￿
n
a
l
s
o
l
u
t
i
o
n
o
n
a
l
l
t
h
e
4
3
2
p
o
s
s
i
b
l
e
i
n
p
u
t
c
o
n
￿
g
u
r
a
-
t
i
o
n
s
T
h
e
F
i
r
s
t
P
r
o
b
l
e
m
.
W
e
a
p
p
l
i
e
d
X
C
S
L
t
o
t
h
e
￿
r
s
t
M
o
n
k
’
s
p
r
o
b
l
e
m
(
M
o
n
k
s
-
1
)
w
i
t
h
a
p
o
p
u
l
a
t
i
o
n
s
i
z
e
(
N
)
o
f
6
0
0
c
l
a
s
s
i
￿
e
r
s
a
n
d
t
h
e
f
o
l
l
o
w
i
n
g
p
a
r
a
m
e
t
e
r
s
e
t
t
i
n
g
s
:
￿
=
0
.
1
;
￿
=
0
.
1
;
￿
0
=
5
;
￿
=
5
;
￿
G
A
=
2
5
;
￿
=
0
.
8
;
￿
=
1
W
e
f
o
u
n
d
a
s
m
a
l
l
d
i
s
c
r
e
p
a
n
c
y
b
e
t
w
e
e
n
t
h
e
d
e
￿
n
i
t
i
o
n
o
f
M
o
n
k
s
-
1
g
i
v
e
n
w
i
t
h
t
h
e
U
C
I
d
i
s
t
r
i
b
u
t
i
o
n
o
f
t
h
e
d
a
t
a
a
n
d
t
h
e
d
e
￿
n
i
t
i
o
n
g
i
v
e
n
i
n
[
2
]
(
u
s
e
d
i
n
[
1
4
]
)
w
h
i
c
h
d
e
-
￿
n
e
s
M
o
n
k
s
-
1
w
i
t
h
t
h
e
p
r
e
d
i
c
a
t
e
:
(
a
1
=
1
)
^
(
a
5
=
1
)
.
H
e
r
e
w
e
u
s
e
t
h
e
f
o
r
m
e
r
s
i
n
c
e
i
t
a
c
c
o
m
p
a
n
i
e
s
t
h
e
d
a
t
a
w
e
u
s
e
d
i
n
t
h
e
s
e
e
x
p
e
r
i
m
e
n
t
s
a
n
d
i
t
i
s
c
o
n
s
i
s
t
e
n
t
i
n
t
h
e
d
a
t
a
t
h
e
m
s
e
l
v
e
s
.
0
.
0
1
;
￿
d
e
l
=
4
0
;
Æ
=
.
1
;
c
o
n
d
e
n
s
a
t
i
o
n
s
t
a
r
t
s
a
f
t
e
r
2
0
0
0
0
e
x
p
l
o
r
a
t
i
o
n
p
r
o
b
l
e
m
s
a
n
d
l
a
s
t
f
o
r
1
0
0
0
0
p
r
o
b
l
e
m
s
.
2
I
n
i
t
i
a
l
l
y
,
w
e
a
p
p
l
i
e
d
X
C
S
L
o
n
t
h
e
t
r
a
i
n
i
n
g
s
e
t
c
o
n
-
t
a
i
n
i
n
g
1
2
4
l
a
b
e
l
e
d
e
x
a
m
p
l
e
s
.
T
h
e
p
e
r
f
o
r
m
a
n
c
e
o
f
X
C
S
L
o
n
t
h
e
t
r
a
i
n
i
n
g
s
e
t
,
c
o
m
p
u
t
e
d
a
s
t
h
e
p
e
r
c
e
n
t
-
a
g
e
o
f
c
o
r
r
e
c
t
l
y
c
l
a
s
s
i
￿
e
d
e
x
a
m
p
l
e
s
,
i
s
d
e
p
i
c
t
e
d
i
n
F
i
g
-
u
r
e
3
(
s
o
l
i
d
l
i
n
e
)
w
i
t
h
t
h
e
p
e
r
c
e
n
t
a
g
e
o
f
m
a
c
r
o
c
l
a
s
-
s
i
￿
e
r
s
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
(
d
a
s
h
e
d
l
i
n
e
)
.
A
s
c
a
n
b
e
n
o
t
e
d
,
X
C
S
L
r
e
a
c
h
e
s
1
0
0
%
c
l
a
s
s
i
￿
c
a
t
i
o
n
a
c
c
u
r
a
c
y
o
n
t
h
e
t
r
a
i
n
i
n
g
s
e
t
.
N
o
t
e
t
h
a
t
w
h
e
n
c
o
n
d
e
n
s
a
t
i
o
n
s
t
a
r
t
s
(
a
f
t
e
r
2
0
0
0
0
l
e
a
r
n
i
n
g
p
r
o
b
l
e
m
s
)
p
r
e
d
i
c
t
i
v
e
a
c
c
u
r
a
c
y
i
s
b
a
s
i
c
a
l
l
y
1
0
0
%
(
w
i
t
h
r
a
r
e
d
i
p
s
t
o
9
9
.
8
%
)
t
h
e
n
d
u
r
-
i
n
g
t
h
e
c
o
n
d
e
n
s
a
t
i
o
n
p
h
a
s
e
t
h
e
p
e
r
f
o
r
m
a
n
c
e
r
e
a
c
h
e
s
￿
r
m
l
y
1
0
0
%
s
i
n
c
e
s
o
m
e
i
n
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
h
a
v
e
b
e
e
n
d
e
l
e
t
e
d
.
M
e
a
n
w
h
i
l
e
,
n
u
m
b
e
r
o
f
m
a
c
r
o
c
l
a
s
s
i
￿
e
r
s
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
r
a
p
i
d
l
y
d
r
o
p
s
.
A
f
t
e
r
1
0
0
0
0
e
x
p
l
o
r
a
t
i
o
n
p
r
o
b
l
e
m
s
w
i
t
h
c
o
n
d
e
n
s
a
t
i
o
n
t
u
r
n
e
d
o
n
t
h
e
a
v
e
r
a
g
e
n
u
m
b
e
r
o
f
m
a
c
r
o
c
l
a
s
s
i
￿
e
r
s
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
d
r
o
p
p
e
d
f
r
o
m
3
7
0
m
a
c
r
o
c
l
a
s
s
i
￿
e
r
s
(
i
.
e
.
,
6
2
%
o
f
t
h
e
a
v
a
i
l
a
b
l
e
p
o
p
u
l
a
t
i
o
n
s
i
z
e
)
t
o
t
o
1
4
m
a
c
r
o
c
l
a
s
s
i
￿
e
r
s
(
i
.
e
.
,
2
%
o
f
t
h
e
a
v
a
i
l
a
b
l
e
p
o
p
u
l
a
t
i
o
n
s
i
z
e
)
.
T
h
e
n
,
w
e
e
x
p
l
o
i
t
e
d
t
h
e
s
o
l
u
t
i
o
n
s
e
v
o
l
v
e
d
i
n
t
h
e
p
r
e
-
v
i
o
u
s
e
x
p
e
r
i
m
e
n
t
s
t
o
c
l
a
s
s
i
f
y
t
h
e
4
3
2
e
x
a
m
p
l
e
s
i
n
t
h
e
t
e
s
t
s
e
t
.
T
h
e
r
e
s
u
l
t
s
o
f
t
h
i
s
s
t
e
p
s
h
o
w
t
h
a
t
X
C
S
L
’
s
c
l
a
s
s
i
￿
c
a
t
i
o
n
a
c
c
u
r
a
c
y
o
n
t
h
e
t
e
s
t
s
e
t
i
s
s
t
i
l
l
1
0
0
%
.
F
r
o
m
a
\
c
r
u
d
e
"
p
e
r
f
o
r
m
a
n
c
e
v
i
e
w
p
o
i
n
t
t
h
e
s
e
r
e
s
u
l
t
s
c
o
n
￿
r
m
t
h
o
s
e
p
r
e
s
e
n
t
e
d
i
n
[
1
4
]
f
o
r
t
h
e
b
a
s
i
c
(
t
e
r
n
a
r
y
)
X
C
S
w
h
i
c
h
i
s
h
i
g
h
e
r
t
h
a
n
t
h
a
t
o
b
t
a
i
n
e
d
b
y
a
p
p
l
y
i
n
g
C
4
.
5
[
1
2
]
o
n
t
h
e
s
a
m
e
t
r
a
i
n
/
t
e
s
t
s
e
t
s
(
s
e
e
T
a
b
l
e
2
)
o
r
t
h
a
t
o
f
o
t
h
e
r
m
e
t
h
o
d
s
(
s
e
e
[
2
]
)
.
I
f
w
e
l
o
o
k
a
t
t
h
e
￿
n
a
l
p
o
p
u
l
a
t
i
o
n
s
e
v
o
l
v
e
d
w
e
c
a
n
o
b
-
t
a
i
n
m
o
r
e
i
n
s
i
g
h
t
o
n
t
h
e
p
r
o
b
l
e
m
.
F
i
g
u
r
e
2
s
h
o
w
s
o
n
e
e
x
a
m
p
l
e
s
o
f
s
o
l
u
t
i
o
n
s
d
e
v
e
l
o
p
e
d
b
y
X
C
S
L
.
I
t
r
e
p
r
e
-
s
e
n
t
s
t
h
e
m
o
s
t
c
o
m
p
a
c
t
s
o
l
u
t
i
o
n
e
v
o
l
v
e
d
b
y
X
C
S
L
f
o
r
M
o
n
k
s
-
1
w
h
i
c
h
c
o
n
s
i
s
t
s
o
f
s
e
v
e
n
m
a
c
r
o
c
l
a
s
s
i
￿
e
r
s
.
T
h
e
f
o
u
r
i
n
c
l
u
d
e
d
i
n
t
h
e
￿
g
u
r
e
r
e
p
r
e
s
e
n
t
t
h
e
c
o
m
p
l
e
t
e
s
o
-
l
u
t
i
o
n
t
o
M
o
n
k
s
-
1
;
t
h
e
r
e
m
a
i
n
i
n
g
t
h
r
e
e
(
n
o
t
r
e
p
o
r
t
e
d
h
e
r
e
)
h
a
d
z
e
r
o
p
r
e
d
i
c
t
i
o
n
a
n
d
c
o
v
e
r
e
d
t
h
e
w
r
o
n
g
a
c
-
t
i
o
n
s
c
a
s
e
s
.
I
n
p
a
r
t
i
c
u
l
a
r
,
c
l
a
s
s
i
￿
e
r
1
a
n
d
2
i
n
F
i
g
u
r
e
2
c
o
v
e
r
t
h
e
t
w
o
m
a
i
n
c
l
a
u
s
e
s
o
f
t
h
e
c
l
a
s
s
a
t
t
r
i
b
u
t
e
:
c
l
a
s
-
s
i
￿
e
r
1
c
o
v
e
r
s
a
1
=
a
2
w
h
i
l
e
c
l
a
s
s
i
￿
e
r
2
,
w
i
t
h
c
o
n
d
i
t
i
o
n
\
2
>
a
5
"
c
o
v
e
r
s
a
5
=
1
.
B
o
t
h
c
l
a
s
s
i
￿
e
r
s
3
a
n
d
4
c
o
v
e
r
t
h
e
c
a
s
e
(
a
1
6
=
a
2
)
^
(
a
5
>
1
)
w
h
i
c
h
c
o
r
r
e
s
p
o
n
d
s
t
o
a
l
l
t
h
e
c
a
s
e
s
l
e
f
t
o
u
t
b
y
c
l
a
s
s
i
￿
e
r
s
1
a
n
d
2
.
T
h
e
s
o
l
u
t
i
o
n
i
n
F
i
g
u
r
e
2
i
s
c
o
m
p
a
c
t
b
o
t
h
b
e
c
a
u
s
e
t
h
e
￿
-
n
a
l
p
o
p
u
l
a
t
i
o
n
h
a
s
o
n
l
y
s
e
v
e
n
m
a
c
r
o
c
l
a
s
s
i
￿
e
r
s
f
o
r
s
o
l
v
-
i
n
g
t
h
e
w
h
o
l
e
p
r
o
b
l
e
m
a
n
d
b
e
c
a
u
s
e
t
h
e
m
a
c
r
o
c
l
a
s
s
i
￿
e
r
s
h
a
v
e
s
h
o
r
t
c
o
n
d
i
t
i
o
n
s
.
B
u
t
i
n
X
C
S
L
c
l
a
s
s
i
￿
e
r
c
o
n
d
i
-
t
i
o
n
s
a
r
e
r
a
r
e
l
y
c
o
m
p
a
c
t
[
6
]
.
A
s
w
e
n
o
t
e
d
i
n
[
6
]
,
X
C
S
h
a
s
n
o
s
p
e
c
i
￿
c
b
i
a
s
t
o
w
a
r
d
c
o
m
p
a
c
t
c
o
n
d
i
t
i
o
n
s
.
T
h
e
r
e
-
2
S
e
e
[
1
]
f
o
r
a
n
o
v
e
r
v
i
e
w
o
f
X
C
S
p
a
r
a
m
e
t
e
r
s
.
961 CLASSIFIER SYSTEMSi
d
C
o
n
d
i
t
i
o
n
A
c
t
i
o
n
P
￿
F
N
1
(
G
T
(
2
)
(
A
5
)
)
1
1
0
0
0
0
0
.
9
6
9
2
2
(
E
Q
(
A
2
)
(
A
1
)
)
1
1
0
0
0
0
1
.
0
0
1
2
1
3
(
A
N
D
(
A
N
D
(
A
N
D
(
N
O
T
(
E
Q
(
A
2
)
(
A
1
)
)
)
(
A
N
D
(
G
T
(
A
5
)
(
1
)
)
(
N
O
T
(
E
Q
(
A
2
)
(
A
1
)
)
)
)
)
(
N
O
T
(
E
Q
(
A
2
)
(
A
1
)
)
)
)
0
1
0
0
0
0
0
.
5
2
9
0
4
(
A
N
D
(
A
N
D
(
A
N
D
(
N
O
T
(
E
Q
(
A
2
)
(
A
1
)
)
)
(
N
O
T
(
E
Q
(
A
2
)
(
A
1
)
)
)
)
(
A
N
D
(
A
N
D
(
G
T
(
A
5
)
(
1
)
)
(
4
)
)
(
N
O
T
(
E
Q
(
A
2
)
(
A
1
)
)
)
)
)
(
N
O
T
(
E
Q
(
A
2
)
(
A
1
)
)
)
)
0
1
0
0
0
0
0
.
4
8
8
8
F
i
g
u
r
e
2
:
T
h
e
m
o
s
t
c
o
m
p
a
c
t
p
o
p
u
l
a
t
i
o
n
e
v
o
l
v
e
d
b
y
X
C
S
L
f
o
r
M
o
n
k
s
-
1
.
0%
20%
40%
60%
80%
100%
0 5000 10000 15000 20000 25000 30000
NUMBER OF LEARNING PROBLEMS
PERFORMANCE OF CORRECTLY CLASSIFIED EXAMPLES
PERCENTAGE OF MACROCLASSIFIERS IN THE POPULATION
F
i
g
u
r
e
3
:
X
C
S
L
i
n
M
o
n
k
s
-
1
:
P
e
r
c
e
n
t
a
g
e
o
f
t
r
a
i
n
-
i
n
g
e
x
a
m
p
l
e
s
c
o
r
r
e
c
t
l
y
c
l
a
s
s
i
￿
e
d
(
s
o
l
i
d
l
i
n
e
)
;
P
e
r
c
e
n
t
-
a
g
e
o
f
m
a
c
r
o
c
l
a
s
s
i
￿
e
r
s
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
(
d
a
s
h
e
d
l
i
n
e
)
.
C
u
r
v
e
s
a
r
e
a
v
e
r
a
g
e
s
o
v
e
r
t
e
n
r
u
n
s
.
f
o
r
e
,
i
f
t
h
e
r
e
p
r
e
s
e
n
t
a
t
i
o
n
e
m
p
l
o
y
e
d
i
s
n
o
t
b
o
u
n
d
e
d
i
n
s
i
z
e
(
a
s
i
n
X
C
S
L
)
c
l
a
s
s
i
￿
e
r
c
o
n
d
i
t
i
o
n
s
t
e
n
d
t
o
g
r
o
w
a
s
e
v
o
l
u
t
i
o
n
g
o
e
s
o
n
.
I
n
p
a
r
t
i
c
u
l
a
r
,
w
e
s
u
g
g
e
s
t
t
h
a
t
c
o
n
d
i
t
i
o
n
s
w
h
i
c
h
e
x
p
l
o
i
t
O
R
s
a
r
e
m
o
r
e
l
i
k
e
l
y
t
o
g
r
o
w
d
u
r
i
n
g
e
v
o
l
u
t
i
o
n
[
6
]
.
A
c
c
o
r
d
i
n
g
l
y
,
c
o
m
p
a
c
t
s
o
l
u
t
i
o
n
s
(
l
i
k
e
t
h
a
t
i
n
F
i
g
u
r
e
2
)
d
o
n
o
t
h
a
v
e
O
R
c
l
a
u
s
e
s
w
h
i
l
e
o
t
h
e
r
c
o
m
p
l
e
x
s
o
l
u
t
i
o
n
s
X
C
S
L
e
v
o
l
v
e
d
f
o
r
M
o
n
k
s
-
1
,
n
o
t
b
e
r
e
p
o
r
t
e
d
h
e
r
e
b
e
c
a
u
s
e
t
o
o
c
o
m
p
l
e
x
,
e
x
p
l
o
i
t
e
d
O
R
c
l
a
u
s
e
s
.
H
o
w
e
v
e
r
,
a
s
w
e
d
i
s
c
u
s
s
e
d
i
n
[
6
]
,
a
n
d
b
r
i
e
￿
y
a
t
t
h
e
e
n
d
o
f
t
h
i
s
p
a
p
e
r
,
t
h
i
s
\
d
r
a
w
b
a
c
k
"
m
i
g
h
t
b
e
v
i
e
w
e
d
a
s
a
n
i
n
t
e
r
e
s
t
i
n
g
f
e
a
t
u
r
e
o
f
t
h
e
X
C
S
p
a
r
a
d
i
g
m
.
T
h
e
S
e
c
o
n
d
P
r
o
b
l
e
m
.
M
o
n
k
s
-
2
i
s
m
o
r
e
c
o
m
p
l
e
x
t
h
a
n
M
o
n
k
s
-
1
i
n
t
h
a
t
i
t
i
s
r
e
p
r
e
s
e
n
t
e
d
b
y
a
c
o
m
p
l
e
x
p
r
e
d
i
c
a
t
e
o
v
e
r
t
h
e
a
t
t
r
i
b
u
t
e
v
a
l
u
e
s
.
A
s
a
m
a
t
t
e
r
o
f
f
a
c
t
o
n
l
y
o
n
e
p
a
r
t
i
c
u
l
a
r
c
l
a
s
s
i
￿
c
a
t
i
o
n
a
l
g
o
r
i
t
h
m
t
e
s
t
e
d
i
n
[
2
]
r
e
a
c
h
e
d
o
p
t
i
m
a
l
p
e
r
f
o
r
m
a
n
c
e
.
W
e
a
p
p
l
i
e
d
X
C
S
L
t
o
M
o
n
k
s
-
2
w
i
t
h
t
h
e
s
a
m
e
p
a
r
a
m
-
e
t
e
r
s
e
t
t
i
n
g
s
u
s
e
d
i
n
t
h
e
p
r
e
v
i
o
u
s
e
x
p
e
r
i
m
e
n
t
s
a
n
d
a
p
o
p
u
l
a
t
i
o
n
s
i
z
e
(
N
)
o
f
3
0
0
0
c
l
a
s
s
i
￿
e
r
s
;
t
r
a
i
n
i
n
g
l
a
s
t
s
f
o
r
1
2
5
0
0
0
e
x
p
l
o
r
a
t
i
o
n
p
r
o
b
l
e
m
s
,
t
h
e
n
c
o
n
d
e
n
s
a
t
i
o
n
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F
i
g
u
r
e
4
:
X
C
S
L
i
n
M
o
n
k
s
-
2
:
P
e
r
c
e
n
t
a
g
e
o
f
t
r
a
i
n
-
i
n
g
e
x
a
m
p
l
e
s
c
o
r
r
e
c
t
l
y
c
l
a
s
s
i
￿
e
d
(
s
o
l
i
d
l
i
n
e
)
;
P
e
r
c
e
n
t
-
a
g
e
o
f
m
a
c
r
o
c
l
a
s
s
i
￿
e
r
s
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
(
d
a
s
h
e
d
l
i
n
e
)
.
C
u
r
v
e
s
a
r
e
a
v
e
r
a
g
e
s
o
v
e
r
t
e
n
r
u
n
s
.
s
t
a
r
t
s
a
n
d
g
o
e
s
o
n
f
o
r
o
t
h
e
r
1
2
5
0
0
0
e
x
p
l
o
r
a
t
i
o
n
p
r
o
b
-
l
e
m
s
(
w
i
t
h
c
r
o
s
s
o
v
e
r
a
n
d
m
u
t
a
t
i
o
n
t
u
r
n
e
d
o
￿
)
.
T
h
e
c
l
a
s
s
i
￿
c
a
t
i
o
n
a
c
c
u
r
a
c
y
o
f
X
C
S
L
d
u
r
i
n
g
t
r
a
i
n
i
n
g
i
s
d
e
-
p
i
c
t
e
d
i
n
F
i
g
u
r
e
4
(
s
o
l
i
d
l
i
n
e
)
w
i
t
h
t
h
e
p
e
r
c
e
n
t
a
g
e
o
f
m
a
c
r
o
c
l
a
s
s
i
￿
e
r
s
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
(
d
a
s
h
e
d
l
i
n
e
)
.
W
e
r
e
m
i
n
d
t
h
e
r
e
a
d
e
r
t
h
a
t
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
p
l
o
t
\
1
0
0
%
"
c
o
r
r
e
s
p
o
n
d
s
t
o
t
h
e
p
o
p
u
l
a
t
i
o
n
s
i
z
e
(
N
)
,
i
.
e
.
,
3
0
0
0
i
n
t
h
i
s
e
x
p
e
r
i
m
e
n
t
.
A
t
t
h
e
e
n
d
o
f
t
h
i
s
t
r
a
i
n
i
n
g
X
C
S
L
h
a
s
l
e
a
r
n
e
d
t
o
c
l
a
s
s
i
f
y
a
l
m
o
s
t
a
l
l
t
h
e
t
e
s
t
e
x
a
m
p
l
e
s
,
i
n
f
a
c
t
i
t
s
p
r
e
d
i
c
t
i
v
e
a
c
c
u
r
a
c
y
i
s
a
r
o
u
n
d
9
9
.
8
%
.
B
e
f
o
r
e
c
o
n
d
e
n
s
a
t
i
o
n
s
t
a
r
t
s
,
a
t
1
2
5
0
0
0
,
t
h
e
p
o
p
u
l
a
t
i
o
n
c
o
n
-
t
a
i
n
s
2
5
8
0
c
l
a
s
s
i
￿
e
r
s
(
8
9
%
o
f
N
)
;
a
f
t
e
r
c
o
n
d
e
n
s
a
t
i
o
n
,
a
t
2
5
0
0
0
0
,
t
h
e
r
e
a
r
e
o
n
l
y
5
9
c
l
a
s
s
i
￿
e
r
s
o
n
t
h
e
a
v
e
r
a
g
e
(
2
%
o
f
N
)
.
W
h
e
n
t
h
e
s
o
l
u
t
i
o
n
s
e
v
o
l
v
e
d
a
r
e
u
s
e
d
t
o
c
l
a
s
s
i
f
y
t
h
e
t
e
s
t
e
x
a
m
p
l
e
s
,
X
C
S
L
’
s
c
l
a
s
s
i
￿
c
a
t
i
o
n
a
c
c
u
r
a
c
y
d
r
o
p
s
t
o
8
9
.
6
%
w
h
i
c
h
i
s
(
i
)
a
l
i
t
t
l
e
b
i
t
h
i
g
h
e
r
t
h
a
n
t
h
a
t
r
e
p
o
r
t
e
d
i
n
[
1
4
]
f
o
r
X
C
S
,
(
i
i
)
h
i
g
h
e
r
t
h
a
n
t
h
a
t
o
f
C
4
.
5
o
n
t
h
e
s
a
m
e
t
r
a
i
n
-
t
e
s
t
s
e
t
p
a
i
r
(
s
e
e
T
a
b
l
e
2
)
,
(
i
i
i
)
b
u
t
l
e
s
s
p
e
r
-
f
o
r
m
i
n
g
t
h
a
n
A
Q
1
7
D
C
I
[
2
]
w
h
i
c
h
i
s
t
h
e
o
n
l
y
a
l
g
o
r
i
t
h
m
t
o
r
e
a
c
h
o
p
t
i
m
a
l
p
e
r
f
o
r
m
a
n
c
e
i
n
M
o
n
k
s
-
2
b
e
c
a
u
s
e
o
f
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F
i
g
u
r
e
5
:
X
C
S
L
i
n
M
o
n
k
s
-
3
:
P
e
r
c
e
n
t
a
g
e
o
f
t
r
a
i
n
-
i
n
g
e
x
a
m
p
l
e
s
c
o
r
r
e
c
t
l
y
c
l
a
s
s
i
￿
e
d
(
s
o
l
i
d
l
i
n
e
)
;
P
e
r
c
e
n
t
-
a
g
e
o
f
m
a
c
r
o
c
l
a
s
s
i
￿
e
r
s
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
(
d
a
s
h
e
d
l
i
n
e
)
.
C
u
r
v
e
s
a
r
e
a
v
e
r
a
g
e
s
o
v
e
r
t
e
n
r
u
n
s
.
i
t
s
r
e
p
r
e
s
e
n
t
a
t
i
o
n
w
h
i
c
h
i
s
c
a
p
a
b
l
e
o
f
r
e
p
r
e
s
e
n
t
i
n
g
t
h
e
c
o
n
c
e
p
t
d
e
￿
n
e
d
i
n
M
o
n
k
s
-
2
[
1
4
]
.
N
o
t
e
t
h
a
t
i
t
i
s
n
o
t
p
o
s
s
i
b
l
e
t
o
s
h
o
w
h
e
r
e
a
n
y
o
f
t
h
e
s
o
-
l
u
t
i
o
n
s
d
e
v
e
l
o
p
e
d
b
y
X
C
S
L
f
o
r
M
o
n
k
s
-
2
s
i
n
c
e
t
h
e
c
l
a
s
-
s
i
￿
e
r
s
e
v
o
l
v
e
d
f
o
r
t
h
i
s
p
r
o
b
l
e
m
s
a
r
e
t
o
o
c
o
m
p
l
e
x
a
n
d
w
o
u
l
d
r
e
q
u
i
r
e
t
o
o
m
u
c
h
s
p
a
c
e
;
w
e
r
e
f
e
r
t
h
e
i
n
t
e
r
e
s
t
e
d
r
e
a
d
e
r
t
o
[
6
]
f
o
r
s
o
m
e
e
x
a
m
p
l
e
s
o
f
e
v
o
l
v
e
d
c
l
a
s
s
i
￿
e
r
s
.
T
h
e
T
h
i
r
d
P
r
o
b
l
e
m
.
M
o
n
k
s
-
3
i
s
a
l
i
t
t
l
e
b
i
t
m
o
r
e
d
i
Æ
c
u
l
t
t
h
a
n
t
h
e
p
r
e
v
i
o
u
s
p
r
o
b
l
e
m
s
b
e
c
a
u
s
e
t
h
e
t
r
a
i
n
-
i
n
g
s
e
t
i
n
c
l
u
d
e
s
s
o
m
e
n
o
i
s
e
i
n
t
h
e
f
o
r
m
o
f
t
h
e
s
i
x
m
i
s
-
c
l
a
s
s
i
￿
e
d
e
x
a
m
p
l
e
s
(
m
o
r
e
o
r
l
e
s
s
5
%
o
f
t
h
e
t
r
a
i
n
s
e
t
)
.
A
s
d
o
n
e
b
e
f
o
r
e
,
w
e
a
p
p
l
i
e
d
X
C
S
L
o
n
t
h
e
t
r
a
i
n
i
n
g
s
e
t
w
i
t
h
e
x
a
c
t
l
y
t
h
e
s
a
m
e
p
a
r
a
m
e
t
e
r
s
u
s
e
d
i
n
M
o
n
k
s
-
1
.
T
h
e
c
l
a
s
s
i
￿
c
a
t
i
o
n
a
c
c
u
r
a
c
y
o
f
X
C
S
L
d
u
r
i
n
g
t
r
a
i
n
i
n
g
(
s
o
l
i
d
l
i
n
e
)
a
n
d
t
h
e
t
h
e
p
e
r
c
e
n
t
a
g
e
o
f
m
a
c
r
o
c
l
a
s
s
i
￿
e
r
s
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
(
d
a
s
h
e
d
l
i
n
e
)
a
r
e
d
e
p
i
c
t
e
d
i
n
F
i
g
-
u
r
e
5
.
A
t
t
h
e
e
n
d
o
f
t
h
i
s
p
h
a
s
e
t
h
e
p
r
e
d
i
c
t
i
v
e
a
c
c
u
r
a
c
y
o
f
X
C
S
L
i
s
a
r
o
u
n
d
9
5
.
8
%
;
b
e
f
o
r
e
c
o
n
d
e
n
s
a
t
i
o
n
s
t
a
r
t
s
t
h
e
a
v
e
r
a
g
e
p
o
p
u
l
a
t
i
o
n
s
i
z
e
i
s
4
0
0
c
l
a
s
s
i
￿
e
r
s
(
7
0
%
o
f
N
)
;
a
t
t
h
e
e
n
d
,
t
h
e
a
v
e
r
a
g
e
p
o
p
u
l
a
t
i
o
n
s
i
z
e
i
s
2
4
c
l
a
s
-
s
i
￿
e
r
s
(
4
%
o
f
N
)
.
W
h
e
n
t
h
e
s
o
l
u
t
i
o
n
s
e
v
o
l
v
e
d
i
s
u
s
e
d
t
o
c
l
a
s
s
i
f
y
t
h
e
t
e
s
t
e
x
a
m
p
l
e
s
,
X
C
S
L
’
s
c
l
a
s
s
i
￿
c
a
t
i
o
n
a
c
c
u
r
a
c
y
i
s
9
5
.
8
%
w
h
i
c
h
i
s
a
l
i
t
t
l
e
b
i
t
l
e
s
s
t
h
a
n
t
h
a
t
o
f
C
4
.
5
f
o
r
t
h
e
s
a
m
e
t
r
a
i
n
-
t
e
s
t
p
a
i
r
(
s
e
e
T
a
b
l
e
2
)
.
5
T
H
E
W
B
C
D
A
T
A
S
E
T
T
h
e
W
i
s
c
o
n
s
i
n
B
r
e
a
s
t
C
a
n
c
e
r
d
a
t
a
s
e
t
c
o
n
s
i
s
t
s
o
f
6
9
9
c
a
s
e
s
c
o
l
l
e
c
t
e
d
b
y
b
y
D
r
.
W
i
l
l
i
a
m
H
.
W
o
l
b
e
r
g
o
f
t
h
e
U
n
i
v
e
r
s
i
t
y
o
f
W
i
s
c
o
n
s
i
n
H
o
s
p
i
t
a
l
s
[
9
]
.
I
t
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F
i
g
u
r
e
6
:
X
C
S
L
i
n
W
B
C
:
P
e
r
c
e
n
t
a
g
e
o
f
t
r
a
i
n
i
n
g
e
x
-
a
m
p
l
e
s
c
o
r
r
e
c
t
l
y
c
l
a
s
s
i
￿
e
d
(
s
o
l
i
d
l
i
n
e
)
;
P
e
r
c
e
n
t
a
g
e
o
f
m
a
c
r
o
c
l
a
s
s
i
￿
e
r
s
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
(
d
a
s
h
e
d
l
i
n
e
)
.
C
u
r
v
e
s
a
r
e
a
v
e
r
a
g
e
s
o
v
e
r
t
e
n
r
u
n
s
.
b
y
n
i
n
e
a
t
t
r
i
b
u
t
e
s
w
h
i
c
h
c
o
r
r
e
s
p
o
n
d
t
o
m
e
a
s
u
r
e
d
f
e
a
-
t
u
r
e
s
o
f
t
u
m
o
r
a
l
c
e
l
l
s
;
e
a
c
h
a
t
t
r
i
b
u
t
e
h
a
s
v
a
l
u
e
s
b
e
-
t
w
e
e
n
1
a
n
d
1
0
;
t
h
e
r
e
a
r
e
1
6
c
a
s
e
s
w
h
i
c
h
c
o
n
t
a
i
n
a
t
l
e
a
s
t
a
n
u
n
k
n
o
w
n
a
t
t
r
i
b
u
t
e
v
a
l
u
e
;
t
h
e
r
e
a
r
e
4
5
8
b
e
-
n
i
g
n
c
a
s
e
s
(
i
.
e
.
,
6
5
.
5
%
)
a
n
d
2
4
1
m
a
l
i
g
n
a
n
t
c
a
s
e
s
(
i
.
e
.
,
3
4
.
5
%
)
.
X
C
S
L
h
a
s
t
o
l
e
a
r
n
h
o
w
t
o
d
i
s
c
r
i
m
i
n
a
t
e
b
e
-
n
i
g
n
c
a
s
e
s
f
r
o
m
m
a
l
i
g
n
a
n
t
o
n
e
s
g
i
v
e
n
t
h
e
v
a
l
u
e
o
f
n
i
n
e
a
t
t
r
i
b
u
t
e
s
.
T
o
e
v
a
l
u
a
t
e
t
h
e
l
e
a
r
n
i
n
g
c
a
p
a
b
i
l
i
t
i
e
s
o
f
X
C
S
L
o
n
t
h
i
s
c
l
a
s
s
i
￿
c
a
t
i
o
n
p
r
o
b
l
e
m
w
e
a
p
p
l
y
a
t
e
n
-
f
o
l
d
c
r
o
s
s
v
a
l
i
d
a
-
t
i
o
n
p
r
o
c
e
d
u
r
e
[
1
6
]
w
h
i
c
h
w
o
r
k
s
a
s
f
o
l
l
o
w
s
.
I
n
i
t
i
a
l
l
y
,
t
h
e
o
r
i
g
i
n
a
l
s
e
t
o
f
e
x
a
m
p
l
e
s
i
s
p
a
r
t
i
t
i
o
n
e
d
i
n
t
e
n
f
o
l
d
s
;
e
a
c
h
f
o
l
d
c
o
n
t
a
i
n
s
t
h
e
s
a
m
e
d
i
s
t
r
i
b
u
t
i
o
n
o
f
c
l
a
s
s
v
a
l
-
u
e
s
;
t
h
e
n
e
a
c
h
f
o
l
d
i
s
t
a
k
e
n
a
s
a
t
e
s
t
s
e
t
w
h
i
l
e
t
h
e
r
e
m
a
i
n
i
n
g
n
i
n
e
f
o
l
d
s
f
o
r
m
a
t
r
a
i
n
i
n
g
s
e
t
;
X
C
S
L
i
s
t
h
e
n
a
p
p
l
i
e
d
o
n
t
h
e
t
r
a
i
n
i
n
g
s
e
t
f
o
r
l
e
a
r
n
i
n
g
a
c
l
a
s
s
i
￿
c
a
-
t
i
o
n
m
o
d
e
l
w
h
i
c
h
i
s
t
h
e
n
u
s
e
d
t
o
c
l
a
s
s
i
f
y
t
h
e
e
x
a
m
-
p
l
e
s
i
n
t
h
e
t
e
s
t
s
e
t
.
X
C
S
L
’
s
p
e
r
f
o
r
m
a
n
c
e
i
s
c
o
m
p
u
t
e
d
a
s
t
h
e
a
v
e
r
a
g
e
o
f
c
l
a
s
s
i
￿
c
a
t
i
o
n
a
c
c
u
r
a
c
i
e
s
o
b
t
a
i
n
e
d
o
n
t
h
e
t
e
n
t
e
s
t
s
e
t
s
.
T
h
e
p
a
r
a
m
e
t
e
r
s
o
f
X
C
S
L
a
r
e
s
e
t
a
s
i
n
t
h
e
p
r
e
v
i
o
u
s
e
x
p
e
r
i
m
e
n
t
s
e
x
c
e
p
t
f
o
r
t
h
e
p
o
p
u
l
a
t
i
o
n
s
i
z
e
w
h
i
c
h
i
s
6
4
0
0
;
t
r
a
i
n
l
a
s
t
s
f
o
r
3
5
0
0
0
0
e
x
p
e
r
i
m
e
n
t
s
;
c
o
n
d
e
n
s
a
t
i
o
n
f
o
r
1
0
0
0
0
0
e
x
p
e
r
i
m
e
n
t
s
.
A
t
t
h
e
e
n
d
o
f
t
h
e
t
r
a
i
n
i
n
g
p
h
a
s
e
,
t
h
e
a
v
e
r
a
g
e
p
r
e
d
i
c
t
i
v
e
a
c
c
u
r
a
c
y
o
f
X
C
S
L
i
s
1
0
0
%
w
h
i
l
e
t
h
e
a
v
e
r
a
g
e
p
o
p
u
l
a
t
i
o
n
s
i
z
e
i
s
3
0
0
.
W
e
e
x
p
l
o
i
t
e
d
t
h
e
t
e
n
m
o
d
e
l
s
o
b
t
a
i
n
e
d
d
u
r
i
n
g
t
r
a
i
n
i
n
g
t
o
c
l
a
s
s
i
f
y
t
h
e
c
o
r
r
e
s
p
o
n
d
i
n
g
t
e
s
t
s
e
t
s
c
r
e
a
t
e
d
b
y
t
h
e
c
r
o
s
s
v
a
l
i
d
a
t
i
o
n
p
r
o
c
e
s
s
.
T
h
e
a
v
e
r
a
g
e
p
r
e
d
i
c
t
i
v
e
a
c
c
u
-
r
a
c
y
o
f
X
C
S
L
o
n
t
h
e
t
e
n
t
e
s
t
s
e
t
s
i
s
9
6
.
6
%
.
T
o
c
o
m
p
a
r
e
X
C
S
L
w
i
t
h
C
4
.
5
,
w
e
t
r
a
i
n
e
d
C
4
.
5
o
n
t
h
e
s
a
m
e
t
r
a
i
n
i
n
g
s
e
t
s
u
s
e
d
f
o
r
X
C
S
L
;
e
a
c
h
m
o
d
e
l
d
e
v
e
l
-
o
p
e
d
b
y
C
4
.
5
w
a
s
t
h
e
n
u
s
e
d
t
o
c
l
a
s
s
i
f
y
t
h
e
e
x
a
m
p
l
e
s
963 CLASSIFIER SYSTEMSi
n
t
h
e
c
o
r
r
e
s
p
o
n
d
i
n
g
t
e
s
t
s
e
t
.
F
o
r
t
h
i
s
p
u
r
p
o
s
e
,
w
e
e
m
p
l
o
y
e
d
t
h
e
v
e
r
s
i
o
n
o
f
C
4
.
5
a
v
a
i
l
a
b
l
e
a
t
[
1
3
]
.
T
h
e
a
v
e
r
a
g
e
p
r
e
d
i
c
t
i
v
e
a
c
c
u
r
a
c
y
o
f
C
4
.
5
o
n
t
h
e
t
e
n
t
e
s
t
s
e
t
s
i
s
9
4
.
1
%
w
h
i
c
h
i
s
l
o
w
e
r
t
h
a
n
t
h
e
p
r
e
d
i
c
t
i
v
e
a
c
-
c
u
r
a
c
y
o
f
X
C
S
L
.
T
o
t
e
s
t
w
h
e
t
h
e
r
t
h
e
d
i
￿
e
r
e
n
c
e
b
e
-
t
w
e
e
n
X
C
S
L
a
n
d
C
4
.
5
i
s
s
t
a
t
i
s
t
i
c
a
l
l
y
s
i
g
n
i
￿
c
a
n
t
w
e
a
p
p
l
y
t
h
e
p
a
i
r
e
d
t
w
o
-
t
a
i
l
e
d
t
-
t
e
s
t
a
n
d
t
h
e
W
i
l
c
o
x
o
n
m
a
t
c
h
e
d
p
a
i
r
e
d
t
e
s
t
.
T
h
e
s
e
r
e
t
u
r
n
t
w
o
p
-
v
a
l
u
e
s
e
q
u
a
l
t
o
0
.
0
1
a
n
d
0
.
0
0
5
r
e
s
p
e
c
t
i
v
e
l
y
,
i
.
e
.
,
w
i
t
h
a
c
o
n
￿
d
e
n
c
e
l
e
v
e
l
(
p
r
o
b
a
b
i
l
i
t
y
)
o
f
9
9
%
X
C
S
L
p
e
r
f
o
r
m
s
s
i
g
n
i
￿
c
a
n
t
l
y
b
e
t
t
e
r
t
h
a
n
C
4
.
5
o
n
t
h
e
W
B
C
d
a
t
a
s
e
t
.
6
T
H
E
V
o
t
i
n
g
-
R
e
c
o
r
d
D
A
T
A
S
E
T
T
h
e
W
B
C
d
a
t
a
s
e
t
h
a
s
o
n
l
y
f
e
w
e
x
a
m
p
l
e
s
w
i
t
h
u
n
k
n
o
w
n
v
a
l
u
e
s
.
T
o
t
e
s
t
X
C
S
L
’
s
p
e
r
f
o
r
m
a
n
c
e
w
h
e
n
m
a
n
y
u
n
-
k
n
o
w
n
a
t
t
r
i
b
u
t
e
v
a
l
u
e
s
a
r
e
p
r
e
s
e
n
t
,
w
e
a
p
p
l
y
X
C
S
L
t
o
t
h
e
V
o
t
i
n
g
-
R
e
c
o
r
d
d
a
t
a
s
e
t
[
1
0
]
.
T
h
i
s
d
a
t
a
s
e
t
i
n
-
c
l
u
d
e
s
v
o
t
e
s
f
o
r
e
a
c
h
o
f
t
h
e
U
.
S
.
C
o
n
g
r
e
s
s
m
e
n
o
n
s
i
x
-
t
e
e
n
k
e
y
v
o
t
e
s
.
I
t
c
o
n
s
i
s
t
s
o
f
4
3
5
e
x
a
m
p
l
e
s
,
o
n
e
f
o
r
e
a
c
h
v
o
t
e
r
;
2
6
7
a
r
e
l
a
b
e
l
e
d
a
s
d
e
m
o
c
r
a
t
s
;
1
6
8
a
r
e
l
a
-
b
e
l
e
d
a
s
r
e
p
u
b
l
i
c
a
n
s
;
e
a
c
h
e
x
a
m
p
l
e
i
s
r
e
p
r
e
s
e
n
t
e
d
b
y
s
i
x
t
e
e
n
a
t
t
r
i
b
u
t
e
s
,
o
n
e
f
o
r
e
a
c
h
v
o
t
i
n
g
;
t
h
e
5
%
o
f
t
h
e
a
t
t
r
i
b
u
t
e
v
a
l
u
e
s
a
r
e
u
n
k
n
o
w
n
.
t
h
e
r
e
a
r
e
t
w
o
p
o
s
s
i
b
l
e
a
t
t
r
i
b
u
t
e
v
a
l
u
e
s
w
h
i
c
h
c
o
r
r
e
s
p
o
n
d
t
o
t
h
e
v
o
t
e
.
X
C
S
L
h
a
s
t
o
l
e
a
r
n
h
o
w
t
o
d
i
s
c
r
i
m
i
n
a
t
e
b
e
t
w
e
e
n
d
e
m
o
c
r
a
t
s
a
n
d
r
e
p
u
b
l
i
c
a
n
s
f
r
o
m
t
h
e
r
e
p
r
e
s
e
n
t
a
t
i
v
e
v
o
t
i
n
g
r
e
c
o
r
d
.
T
h
e
X
C
S
L
’
s
p
a
r
a
m
e
t
e
r
s
a
r
e
s
e
t
a
s
i
n
t
h
e
p
r
e
v
i
o
u
s
c
a
s
e
e
x
c
e
p
t
f
o
r
N
t
h
a
t
f
o
r
t
h
i
s
p
r
o
b
l
e
m
i
s
s
e
t
t
o
3
2
0
0
c
l
a
s
-
s
i
￿
e
r
s
;
c
o
n
d
e
n
s
a
t
i
o
n
s
t
a
r
t
s
a
f
t
e
r
2
0
0
0
0
0
e
x
p
l
o
r
a
t
i
o
n
p
r
o
b
l
e
m
s
a
n
d
l
a
s
t
s
f
o
r
2
0
0
0
0
0
p
r
o
b
l
e
m
s
.
A
s
d
o
n
e
f
o
r
W
B
C
,
w
e
u
s
e
a
t
e
n
f
o
l
d
c
r
o
s
s
v
a
l
i
d
a
t
i
o
n
a
n
d
c
o
m
p
a
r
e
t
h
e
p
r
e
d
i
c
t
i
v
e
a
c
c
u
r
a
c
y
o
f
X
C
S
L
a
n
d
C
4
.
5
o
n
t
h
e
t
e
n
t
e
s
t
s
e
t
s
.
X
C
S
L
’
s
a
v
e
r
a
g
e
c
l
a
s
s
i
￿
c
a
t
i
o
n
a
c
c
u
r
a
c
y
o
n
t
h
e
t
e
s
t
s
e
t
s
i
s
9
5
.
7
%
w
h
e
r
e
a
s
C
4
.
5
c
l
a
s
s
i
￿
c
a
t
i
o
n
a
c
-
c
u
r
a
c
y
i
s
9
6
.
3
%
.
H
o
w
e
v
e
r
,
b
y
a
p
p
l
y
i
n
g
t
h
e
p
r
e
v
i
o
u
s
s
i
g
n
i
￿
c
a
n
c
e
t
e
s
t
s
w
e
￿
n
d
t
h
a
t
t
h
i
s
s
m
a
l
l
d
i
￿
e
r
e
n
c
e
i
n
c
l
a
s
s
i
￿
c
a
t
i
o
n
a
c
c
u
r
a
c
y
i
s
n
o
t
s
t
a
t
i
s
t
i
c
a
l
l
y
s
i
g
n
i
￿
c
a
n
t
.
7
D
I
S
C
U
S
S
I
O
N
T
h
e
l
i
m
i
t
e
d
r
e
s
u
l
t
s
w
e
p
r
e
s
e
n
t
e
d
h
e
r
e
,
s
u
g
g
e
s
t
t
h
a
t
X
C
S
w
i
t
h
s
y
m
b
o
l
i
c
r
e
p
r
e
s
e
n
t
a
t
i
o
n
m
i
g
h
t
b
e
a
n
i
n
t
e
r
-
e
s
t
i
n
g
a
p
p
r
o
a
c
h
f
o
r
e
x
t
r
a
c
t
i
n
g
u
s
e
f
u
l
k
n
o
w
l
e
d
g
e
f
r
o
m
d
a
t
a
.
F
r
o
m
a
p
r
e
d
i
c
t
i
v
e
D
a
t
a
M
i
n
i
n
g
v
i
e
w
p
o
i
n
t
,
X
C
S
L
p
e
r
f
o
r
m
s
i
n
m
o
s
t
c
a
s
e
s
a
t
l
e
a
s
t
a
s
w
e
l
l
a
s
t
r
a
d
i
t
i
o
n
a
l
m
e
t
h
o
d
s
w
h
i
l
e
i
t
o
u
t
p
e
r
f
o
r
m
s
C
4
.
5
o
n
a
n
i
m
p
o
r
t
a
n
t
r
e
a
l
-
w
o
r
l
d
d
a
t
a
s
e
t
.
F
r
o
m
a
d
e
s
c
r
i
p
t
i
v
e
D
a
t
a
M
i
n
i
n
g
v
i
e
w
p
o
i
n
t
,
X
C
S
L
m
i
g
h
t
r
e
p
r
e
s
e
n
t
t
h
e
k
n
o
w
l
e
d
g
e
e
x
-
t
r
a
c
t
e
d
f
r
o
m
t
h
e
d
a
t
a
i
n
a
n
i
n
t
e
r
e
s
t
i
n
g
,
r
e
a
d
a
b
l
e
,
f
o
r
m
.
O
n
t
h
e
o
t
h
e
r
h
a
n
d
,
w
e
a
l
s
o
n
o
t
e
d
t
h
a
t
i
f
t
h
e
k
n
o
w
l
e
d
g
e
i
n
t
h
e
d
a
t
a
i
s
c
o
m
p
l
e
x
,
t
h
e
s
o
l
u
t
i
o
n
s
d
e
v
e
l
o
p
e
d
m
i
g
h
t
b
e
d
i
Æ
c
u
l
t
t
o
a
n
a
l
y
z
e
a
n
d
p
r
e
s
e
n
t
.
A
s
a
m
a
t
t
e
r
o
f
f
a
c
t
,
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F
i
g
u
r
e
7
:
X
C
S
L
i
n
V
o
t
i
n
g
-
R
e
c
o
r
d
:
P
e
r
c
e
n
t
a
g
e
o
f
t
r
a
i
n
i
n
g
e
x
a
m
p
l
e
s
c
o
r
r
e
c
t
l
y
c
l
a
s
s
i
￿
e
d
(
s
o
l
i
d
l
i
n
e
)
;
P
e
r
-
c
e
n
t
a
g
e
o
f
m
a
c
r
o
c
l
a
s
s
i
￿
e
r
s
i
n
t
h
e
p
o
p
u
l
a
t
i
o
n
(
d
a
s
h
e
d
l
i
n
e
)
.
C
u
r
v
e
s
a
r
e
a
v
e
r
a
g
e
s
o
v
e
r
t
e
n
r
u
n
s
.
w
e
h
a
v
e
n
o
t
b
e
e
n
a
b
l
e
t
o
p
r
e
s
e
n
t
h
e
r
e
s
o
m
e
s
o
l
u
t
i
o
n
s
d
e
v
e
l
o
p
e
d
b
y
X
C
S
L
b
e
c
a
u
s
e
t
h
e
y
w
o
u
l
d
r
e
q
u
i
r
e
m
a
n
y
p
a
g
e
s
o
f
t
e
x
t
.
T
h
u
s
t
h
e
q
u
e
s
t
i
o
n
i
s
a
r
e
s
y
m
b
o
l
i
c
r
e
p
-
r
e
s
e
n
t
a
t
i
o
n
s
o
r
g
e
n
e
r
a
l
v
a
r
i
a
b
l
e
l
e
n
g
t
h
r
e
p
r
e
s
e
n
t
a
t
i
o
n
s
i
n
t
e
r
e
s
t
i
n
g
?
T
r
a
d
i
t
i
o
n
a
l
M
a
c
h
i
n
e
L
e
a
r
n
i
n
g
t
e
c
h
n
i
q
u
e
s
u
s
u
a
l
l
y
h
a
v
e
a
s
t
r
o
n
g
b
i
a
s
t
o
w
a
r
d
c
o
m
p
a
c
t
r
e
p
r
e
s
e
n
t
a
t
i
o
n
s
,
i
.
e
.
,
g
i
v
e
n
t
h
e
s
a
m
e
p
r
e
d
i
c
t
i
v
e
a
c
c
u
r
a
c
y
i
n
t
r
a
i
n
i
n
g
s
h
o
r
t
e
r
s
o
l
u
t
i
o
n
s
(
i
.
e
.
,
m
o
d
e
l
s
)
a
r
e
p
r
e
f
e
r
r
e
d
.
T
h
i
s
c
r
i
t
e
r
i
o
n
,
a
l
s
o
k
n
o
w
n
a
s
\
O
c
c
a
m
’
s
R
a
z
o
r
"
i
s
a
t
t
h
e
b
a
s
e
o
f
m
o
s
t
c
l
a
s
s
i
￿
c
a
t
i
o
n
a
l
g
o
r
i
t
h
m
s
.
X
C
S
m
o
d
e
l
s
d
o
n
o
t
f
o
l
l
o
w
t
h
i
s
p
r
i
n
c
i
p
l
e
a
n
d
h
a
v
e
n
o
b
i
a
s
t
o
w
a
r
d
c
e
r
t
a
i
n
k
i
n
d
o
f
h
y
p
o
t
h
e
s
e
s
[
6
]
.
I
n
s
t
e
a
d
,
X
C
S
m
o
d
e
l
s
e
v
o
l
v
e
h
y
p
o
t
h
e
-
s
e
s
s
o
l
e
l
y
o
n
t
h
e
b
a
s
i
s
o
f
o
n
-
l
i
n
e
e
x
p
e
r
i
e
n
c
e
:
a
r
u
l
e
i
s
b
e
t
t
e
r
t
h
a
n
a
n
o
t
h
e
r
i
f
i
t
i
s
m
o
r
e
a
c
c
u
r
a
t
e
a
n
d
i
f
i
t
i
s
a
p
p
l
i
e
s
t
o
m
o
r
e
c
a
s
e
s
,
i
.
e
.
,
i
f
i
t
i
s
m
o
r
e
g
e
n
e
r
a
l
(
a
c
c
o
r
d
-
i
n
g
t
o
W
i
l
s
o
n
’
s
G
e
n
e
r
a
l
i
z
a
t
i
o
n
H
y
p
o
t
h
e
s
i
s
[
1
5
]
)
.
T
h
u
s
,
w
h
e
n
a
p
p
l
i
e
d
t
o
v
a
r
i
a
b
l
e
l
e
n
g
t
h
(
s
y
m
b
o
l
i
c
)
r
e
p
r
e
s
e
n
-
t
a
t
i
o
n
s
X
C
S
m
o
d
e
l
s
t
e
n
d
e
v
o
l
v
e
c
o
m
p
l
e
x
e
x
p
l
a
n
a
t
i
o
n
s
o
f
t
h
e
p
h
e
n
o
m
e
n
o
n
d
e
s
c
r
i
b
e
d
i
n
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CXCS applies rule-linkage to Wilson’s XCS
model. This approach, based on the earlier pro-
posals of Wilson and Goldberg, introduces a
macro-level evolutionary operator which creates
structural links between rules in XCS and thus
forms “corporations” of rules within the classifier
system population. CXCS has been shown to offer
improved performance over XCS in a series of
sequential tasks. In this paper the functionality of
CXCS is enhanced to provide increased benefits
regarding the same class of tasks and the system’s
ability to form appropriately generalized solutions
is examined.
1 Introduction
Previously our implementation of a corporate classifier
system (CCS) (Tomlinson and Bull, 1998) demonstrated
that with modification, Wilson and Goldberg’s proposals
(1987)(see also Smith,1994) regarding rule-clusters in a
Michigan-style classifier system (Holland et al., 1986) can
offer benefits when applied to a “zeroth-level” classifier
system (Wilson, 1994) tackling multiple-step tasks. The
system links rules between successive match-sets and
employs corporate persistence within the performance
component. Corporate rules share a common fitness (based
on the mean strength of member rules) and the Genetic
Algorithm (GA) (Holland, 1975) is enhanced to perform a
type of corporate crossover operation which produces as
offspring, a single hybrid corporation which inherits sec-
tions of both parent corporations (see figure 1).
More recently (Tomlinson and Bull, 2000) it was demon-
strated that, with some modifications, the linkage
mechanisms of CCS can be applied to a system based on
XCS (Wilson,1995), and that similar benefits can be
achieved regarding the solution of the same series of mul-
tiple time-step tasks that CCS was tested in. The resultant
system, termed CXCS, evolves corporations whose fitness
is assessed according to their consistency in mapping and
evaluating certain aspects of these tasks. Some form of
internal association within the system is required in order
to tackle non-Markov tasks. See also (Tomlinson, 1999) for
a comparison of CXCS and an implementation of XCSM
(Lanzi, 1998), another accuracy based system that incorpo-
rates a memory mechanism. Here CXCS functionality is
examined further and mechanisms are presented which
enhance system performance in multiple time-step tasks.
2 CXCS
Rules within CXCS are given the same linkage compo-
nents as those in CCS, i.e. each rule is able to be associated
with two other rules by direct reference. These two linkage/
reference components  are added to the basic genome of
rules in CXCS. Initially these linkage components are
empty but through the application of a mutation type oper-
ator may be set to reference other rules in the system in
order to form corporations of rules.
Linkage occurs (again as in CCS) between rules from sub-
sequent match sets at a fixed rate (typically a 10%
probability on each step). Rules are not allowed to link
between the last time-step of one task and the first step of
the subsequent task. On single-step problems corporations
are thus not able to form and in such situations CXCS
behaves as XCS would. Like the GA, linkage occurs only
on exploratory cycles and so is also turned off for the last
1000 trials of testing. In CCS, rule selection for linkage
could be either random or probabilistic, or deterministic,
based on the relative strengths of rules within the niches.
The equivalent parameter to ZCS/CCS rule strength in
XCS is the prediction parameter. In XCS it is the accuracy
of the prediction that is used to evaluate rules, and it is not
in keeping with XCS philosophy to base discovery deci-
sions on the prediction parameter alone. Accuracy and
fitness are also discounted as possible weightings for rule
selection for linkage. In CXCS it is possible that rules that
appear to be inaccurate when evaluated alone are precisely
the rules that could benefit from rule-linkage. If the inaccu-
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966 CLASSIFIER SYSTEMSracy is due to some sensory deception then the context of a
corporate rule-chain may limit a rule’s activation to
instances in which its action results in a more predictable
consequence. In context the rule becomes more accurate.
This is the main motivation for developing CXCS. With
this in mind, selection for linkage in CXCS is determined
randomly from rules (whose appropriate link is unattached)
within the niche, imposing no bias based on the system’s
current perception of rule utilities.
If a corporate rule is selected for deletion then the corpora-
tion is first disbanded and then the selected rule is deleted
from the rule-base. If a corporate rule is selected for repro-
duction then the whole corporation is reproduced. The
crossover mechanism is expanded to facilitate a form of
corporate crossover which produces as offspring, a single
hybrid corporation which inherits sections of both parent
corporations (see figure 1).
As in CCS, corporations are reproduced and evaluated col-
lectively. As such rules within a corporation should share
certain parameters used by the discovery component.
These are fitness, which determines a rule’s chance of
selection for reproduction, and the estimate of mean match
set size which determines a rule’s chance of being selected
for replacement; two parameters are introduced, “corporate
fitness” and “corporate niche ([M]) size estimate”. For sin-
gle rules these parameters are identical to their existing
fitness and match set size estimates. For linked rules, these
values can be determined in a number of ways. Each rule
could be given the average fitness and match set size esti-
mate of all rules within the corporation. Alternatively,
corporate fitness could be based on the lowest exhibited fit-
ness within the corporation. In this way, a corporation is
considered only as accurate or fit as its weakest link. This
approach certainly offers the theoretical advantage of a bias
against unwanted parasites within corporations (Smith,
1994). It is also possible to give each rule in the corporation
a corporate niche size estimate equivalent to the smallest
represented niche in the corporation. This policy considers
that although one rule in a corporation may belong to a well
occupied niche or niches, the next rule may be the sole res-
ident in another. In the initial design corporate fitness for
each rule in a corporation will be set to the lowest exhibited
fitness within the corporation. Corporate niche size esti-
mates will be determined as the mean match set size
estimate within that corporate unit.
As in CCS, corporations can, while they continue to match
presented stimuli, maintain persistent control of the per-
formance component. So, if on some time-step t , a
corporate rule takes control of the system, then on the next
step, t+1, if the next rule in the corporation matches the
new stimulus, control is held and the action of this rule
automatically becomes the system action at time t+1.
In CXCS corporations can take control during both explo-
ration and exploitation cycles, however in this respect
functionality differs slightly between the two system
modes. On each step, after action selection, during standard
performance component cycles a rule is selected from the
action set according to some policy and if this rule is cor-
porate (i.e. it has an active link forward) then that
corporation is given control of the system. During explora-
tion cycles this rule is selected randomly from the action set
[A] and during exploit cycles the rule is selected determin-
istically according to rule predictions.
Again, as in CCS, followers (rules with an active “link-
back” component) are given only limited access to the
match set [M]. Any rule which has an active “link back”
(i.e. a follower) is prevented from entering [M], unless it
links back to the rule that is currently in control of the
system.
When comparing systems that introduce different numbers
of offspring per invocation of the GA it is important to con-
sider the differences in relative rule replacement rates.
Without such consideration it is possible to generate quite
misleading comparisons of systems as rule replacement
concerns tend to be amongst the more fragile aspects of
classifier system design (Tomlinson and Bull, 1999b). To
counteract this, a variable element is introduced into the
CXCS GA activation. The system records the number of
rules reproduced on each invocation of the GA (i.e. the size
of offspring corporation, Sc). When the existent activation
policy indicates that the GA should fire, a further mecha-
nism will only allow the GA to fire with probability set
according to the reciprocal of the mean offspring size
parameter,Sm (initialized to 1). This estimate is adjusted on
each invocation of the GA according to the standard Wid-
row-Hoff delta rule (Wilson, 1995) with the learning rate
parameter β (typically 0.2), i.e. Sm <- Sm+ β(Sc - Sm). This
modification to the GA activation mechanism ensures at
least a more consistent rate of rule replacement throughout
123
4567
crossover point
1’ 8 6’ 7’
Corp’ X
Corp’ Y
Corp’ Z
Parent 1
Parent 2
Offspring
Figure 1: Corporate Crossover
967 CLASSIFIER SYSTEMStesting, however the drawback is that a corporate system,
compared to a standard system will incur a relative reduc-
tion in crossover events. The more significant factor is
perhaps the rule replacement rate and its effect on conver-
gence within the rule-base, and so here, the variable GA
activation policy is adopted for all tests.
3 Minimal Corporate Representation
3.1  Introduction
In any corporate classifier system, due to the possibility of
corporations forming and growing arbitrarily throughout
the learning process, it is important to ensure that the link-
age mechanism operates in a reasonable manner. That is to
say, corporations should only survive if they offer some
benefit such as, for example, overcoming sensory ambigu-
ities. The enforcement of such regulations on these
complex structures is the primary motivation for the use of
the anticipation-based corporate fitness approach
employed in CXCS. This approach scales corporate fitness
according to a corporation’s consistency in maintaining
control of the performance component, i.e. predicting the
environmental outcome of a taken action. The mechanism
is based on Wilson’s theoretical proposals regarding
“expectons” (Wilson, 1995) - see also Anticipatory Classi-
fier Systems (Stolzmann, 1998) for a related mechanism.
If unnecessarily long corporate structures are allowed to
proliferate within the population, then successful evolution
may be impeded.
3.2  A Test of Minimal Corporate Representation
To ensure that such disruptive eventualities are not a prob-
lematic aspect of CXCS design, the system is here tested on
a specific, hand-crafted “Delayed Reward Task” (DRT)
(Tomlinson and Bull, 1998), the solution of which depends
not only on the presence of corporations, but on the sys-
tems ability to produce minimally sized corporations,
which must overcome non-Markov stimuli but also, must
not grow beyond some limited length.
This test of minimal corporate representation in CXCS (see
figure 2) consists of two mazes of length four. Only one
route through each maze will yield an external reward of
1000, all other routes result in a reward of 0. In previous
DRT tests each presented maze is identified on the first
time-step of that trial. On subsequent steps, the system
receives as stimuli only a “time-code” and so on such steps
is unable to determine which of the mazes it is traversing
without some form of internal association between succes-
sive states. This ensures that the only form of possible
inference requires solely internal associations mapping the
duration of the trial. XCS having no associative memory is
not equipped to tackle such tasks.
In this test, each maze is identified, not on the first step but
on the third step of the trial. As usual, on all other steps the
system receives only a time-code. So, on step 0, regardless
of which maze the system is presented with, the received
stimulus is {0, 0, 0}. On step 1, in either maze the stimulus
is {0, 0, 1}. On step 2, in maze 1 the stimulus is {0, 1, 0}
but in maze 2 it is {1, 0, 1}, thus differentiating the two
mazes. On the final step the stimulus is {0, 1, 1} for both
mazes.
In the first maze, the reward winning action sequence is <
0, 1, 1, 0>, in the second maze it is < 0, 1, 0, 1> so in order
to successfully predict the consequences of different
actions on step 3, some internal association is required (as
usual in DRTs). The system always receives the same stim-
ulus on steps 0 and 1, and so may try to form links between
these steps. That is acceptable here (although not required)
as the consequences of action sequences are consistent in
both mazes over these steps (i.e. < 0, 1> is “good”, other
choices are “bad”). If however the system attempts to link
between a “good” single rule firing on step 1 (or a “good”
corporation bridging steps 0 and 1) and a “good” corpora-
tion that fires on step 2, then the latter firing corporation
which previously received a consistent high payoff will
now be critically disrupted. The resultant, longer corpora-
tion will attempt to fire no matter which maze is being
presented, and so inconsistent pay-off will be received. A
previously “good” corporation has now become dysfunc-
tional due to inappropriate linkage. To solve this maze
optimally, the system is required to produce and maintain
appropriate corporations of length two. In this way, this
task can be used to test the systems ability to produce min-
Figure 2: Test for Minimal Corporate Representation
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3.3  Results
System parameters for all tests are:
Rulebase Size: P = 800,
Probability of # at an allele position in the initial popula-
tion: P# = 0.5,
Initial rule prediction = 10.0,
Learning Rate: β = 0.2,
Discount Factor: γ = 0.71,
Probability of crossover per invocation of the GA: χ = 0.8,
Probability of mutation per allele in the offspring:µ= 0.01,
If the prediction of [M] is less than φ times the pop’ mean,
covering occurs: φ = 0.5.
GA activation threshold parameter = 25,
Number of single-rules or corporations produced by GA as
offspring per invocation, 1.
Initial rule error= 0.0
Initial rule fitness = 10.0
accuracy function parameter: e0 = 0.01
accuracy function parameter:α = 0.1
Linkage Rate = 0.1,
Macro-classifiers (Wilson, 1995) are not incorporated.
Performance plots here represent the average reward in the
last 50 exploit problems, and all curves are averages of ten
runs. Results (see figure 3) suggest that CXCS can solve
this task but also that it has some difficulty in doing so. At
the end of testing the system has achieved an average suc-
cess rate of about 58%. The result is reasonably consistent
with results in DRT 2:4 i.e. a standard 2-maze DRT of
length 4 time-steps (Tomlinson, 1999), and yet considering
that the solution here relies on the formation of only length
two corporations performance levels should be somewhat
higher. This suggests that although CXCS has not com-
pletely failed on this task it could perhaps benefit from
further encouragement to regulate linkage activity. The
next section investigates the incorporation of link inhibi-
tors to CXCS and presents a performance plot of the
modified system in this same task.
4 Link Inhibitors
4.1  Adding Link Inhibition
Link inhibitors have previously been shown to offer per-
formance beneﬁts to CCS in certain multiple time-step
tasks (Tomlinson and Bull, 1999a). Here, they are incorpo-
rated into CXCS and shown to offer similar beneﬁts. Rules
in CXCS have two corporate links, each of which, when
active, will reference another rule in the system. This is the
nature of corporate rule structures. The introduction of
link inhibitors allows rules to evolve that are unable to join
to other rules. On rule creation, either on formation of the
population at the beginning of testing, or due to the cover-
ing mechanism there is a ﬁxed probability that one or both
of its links will be inhibited. Each link is considered in
turn. A probability of 1 in 4 (as for CCS) of rule links are
inhibited. Again, as in CCS, and like other rule attributes,
link inhibitors are inherited from parents to offspring. If
crossover is employed, then the offspring inherits the
“inhibit back” of the ﬁrst parent and the “inhibit forward”
of the second, in a similar manner to the links themselves.
In tasks such as the “minimal corporate representation
task” (above) it is anticipated that the system will beneﬁt
from the capability to evolve such restricted concepts.
4.2  Results
With link inhibition included, CXCS is now tested on the
above described minimal corporate representation task.
Parameters are unaltered from the previous test settings.
Performance has now improved to about 78% at the end of
testing (figure 4). This is a significant improvement over
the previous result and more in line with expectations. The
solution of this task relies on the formation of corporations
of length two in order to map the two mazes. Examination
of the rulebase reveals predominantly length two corpora-
tions. Below are some typical examples of corporations
that lead the system along the "high payoff" routes through
the mazes:
Corporation 2179 successfully navigates the latter half of
the first maze. There are many examples of this complex
concept in the rulebase.
Note: <o> indicates an active link inhibitor, - simply indi-
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Figure 3:Performance in Minimal Corporate
Representation test
969 CLASSIFIER SYSTEMScates an inactive link.
Corporation 6383 successfully navigates the latter half of
the second maze. Again, there are many examples of this
complex concept present at the end of testing.
Corporation 1983 “successfully” matches the first half of
both mazes, however it does exhibit significant error levels.
It is perhaps worth mentioning at this point that rule 6933
receives a high fitness as when it is active, being a “corpo-
rate follower”, it has exclusive access to the action set, and
so its relative accuracy will tend to be 1, resulting in the
optimal fitness value. Corporate fitness however (the
parameter considered by the GA) will be 0.773 (i.e. the
lowest fitness within the corporation (Tomlinson and Bull,
2000)).
It is also worth mentioning that the resultant rulebase, at the
end of testing, contains many accurate corporate concepts
that lead to 0 payoff (i.e. predict that wrong routes through
the mazes lead to no reward). In fact both mazes are fully
mapped in this respect. Such concepts also have reasonable
numerosities. However, in such tasks, concern must focus
on the system’s abilities to actually find the good solutions/
routes.
Considering individual runs the basic system achieved
optimal performance in three runs, the system with link
inhibitors reached optimal performance in four runs. CXCS
is now further enhanced by the inclusion of another
mechanism.
5 Direct Corporate Payoff
5.1 Introduction
Previously Direct Corporate Payoff has been shown to
offer benefits to CCS in multiple time-step tasks by provid-
ing accelerated reinforcement to the earlier firing members
of corporate rule structures (Tomlinson and Bull, 1999a).
Here, the mechanism, which modifies the functionality of
the performance component, is incorporated into CXCS.
Due to the nature of XCS, the implementation is necessar-
ily slightly different to that of the CCS version. These
modifications are discussed and then results are presented
which illustrate that similar benefits to those gained in CCS
can also be obtained in CXCS.
5.2 Implementing Direct Corporate Payoff in CXCS
Once a corporation has taken control of the performance
component on some time step, on all subsequent time steps,
while control is maintained, the action set will consist
solely of the currently active member of that corporation.
This “persistence” (Tomlinson and Bull, 1998) is necessary
to encapsulate the corporation regarding its evaluation and
thus facilitate the previously demonstrated benefits. This is
true both for CCS and CXCS. So, once the first rule in the
corporation gains control, then it is guaranteed that, at least
under normal circumstances, the subsequent member rules
will also fire.
At some time, the last firing rule will receive some reward
from the environment or alternatively some internal payoff
from the subsequent action set. When direct corporate pay-
off is employed, this rule adjusts its utility in the standard
system manner, but rather than apply the learning rate to
internal corporate pay-off, the rule passes back a dis-
counted version of its own utility which becomes the utility
of the previous rule in the corporation. This process contin-
ID corp
ID cond Acti
on
link
<-
link
-> Pred Err Fit
8001 2179 # 1 0 1 <o> 8002 710 0 1
8002 2179 # # # 0 8001 <o> 1000 0 1
ID corp
ID cond Acti
on
link
<-
link
-> Pred Err Fit
8016 6383 1 0 # 0 <o> 8017 710 0 1
8017 6383 0 # # 1 8016 - 1000 0 1
ID corp
ID cond Acti
on
link
<-
link
-> Pred Err Fit
6932 1983 # 0 0 0 <o> 6933 231 82 0.77
6933 1983 # # # 1 6932 <o> 337 396 1
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Figure 4: Performance comparison in minimal
corporate representation test
970 CLASSIFIER SYSTEMSues until the utility of the first firing rule has been
overwritten. Actually in CCS, this payoff mechanism is
applied on each subsequent step of corporate control, and
rule utilities may be overwritten several times during this
period.
In CXCS, which employs the more involved XCS rule
evaluations, it is necessary to be a little more cautious when
considering this process. In XCS, a rule’s usefulness is
depicted by three parameters, prediction, error and accu-
racy. So, the first issue is to determine if, in addition to the
payoff value, any system parameter(s) should be passed
from one rule to its predecessor in the above described
manner during the direct payoff operation.
If payoff alone is passed back, then prediction will still be
gradually adjusted according to the XCS reinforcement
process (the delta rule). This will not result in accelerated
evaluation of rule utilities, so it was decided that rule pre-
dictions will be passed back along with the payoff values.
Both prediction and payoff are discounted and these values
become the prediction and payoff of the previous firing
rule.
The accuracy of a corporate rule in CXCS is determined
not only by its consistency of payoff, but also by the con-
sistency of its corporate link to correctly predict some
anticipated stimulus (i.e. a rule’s consistency in maintain-
ing control, once it has gained it). It seems unwise for a rule
to have some version of this parameter passed back by the
subsequent firing rule in the corporation.
Error is determined as the difference between a rule’s
expected payoff (or prediction) and its actual payoff. As a
discounted prediction is passed back, along with the dis-
counted payoff, the rules error parameter can reliably be
calculated as usual for XCS and does not need to be passed
back.
So prediction and payoff are passed back and then rule sta-
tus is evaluated in the usual manner. Although this process
involves updating the prediction value according to the
delta rule, during periods of direct payoff (i.e. control peri-
ods), for each rule these parameters both adjust at a rate
consistent with the subsequent firing rule in the corporation
and so benefits of accelerated reinforcement can be
observed.
Finally, if direct payoff occurs, as in CCS, on each time
step and subsequent payoff operations simply overwrite
previous values during control periods then further compli-
cations arise. The benefits of direct payoff to a corporation
occur on the early evaluations after its creation, when the
accelerated payoff avoids the reinforcement delays associ-
ated with purely local schemes. However on the first
periods of corporate control, if prediction and payoff val-
ues are overwritten for each subsequent firing rule on
several time steps during the control period then these rules
will exhibit weak accuracy values due to their continual
parameter adjustments (error being adjusted according to
the delta rule as usual). For this reason, there is no param-
eter adjustment at all until control is lost, either due to
failure to match some stimulus or natural control resolution
or the receipt of some reward from the environment. At this
point direct payoff is activated. Clearly if control ends for
some reason other than the receipt of external reward, then
the operation must occur in [A]-1 (i.e. on the subsequent
time step).
With direct payoff incorporated into CXCS and the preced-
ing modifications implemented, the system is again tested
in a series of standard DRTs.
5.3 Results
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971 CLASSIFIER SYSTEMSWith direct payoff incorporated as described in the previ-
ous section, CXCS is tested in two standard delayed reward
tasks. Both are four-maze tasks; one of length three and the
other of length four. Results (ﬁgures 5 and 6) indicate per-
formance improvements over those of the system without
the direct payoff mechanism, in a similar manner to the
improvements observed when the mechanism was applied
to CCS. In task 4:3 four runs exceed 75% performance, and
in task 4:4 ﬁve runs exceed 50%. As would be expected,
increased improvements can be seen as the task length
increases.
6 Corporate Generalization in CXCS
6.1  Introduction
Accuracy was introduced into XCS to facilitate improved
rule evaluations and to provide a means of discrimination
between appropriately general and over general rules.
Anticipation-based corporate ﬁtness was introduced into
CXCS with similar motivations. In this section, a brief
investigation into CXCS’s ability to produce accurately
general corporate rule structures is presented. To facilitate
this analysis, a speciﬁc, hand-crafted DRT is ﬁrst intro-
duced.
6.2 A Test of Corporate Generalization
A test is now presented which illustrates, in a somewhat
simplistic manner, CXCS’s capabilities to form general-
ized corporate concepts (see figure 7). The test is not a
difficult one for the system, however analysis of the rule-
base after testing will reveal whether the system has
managed to form appropriate generalizations or if it has
simply derived a series of unnecessarily specialized solu-
tions. The test is a DRT which consists of three mazes of
length two. As usual, only one route through each maze
will yield a reward of 1000, the other three resulting in no
external reward.
Mazes one and three are identical in every way except that
the stimuli on the second time-step differ. So the correct
route through each involves the same sequence of actions.
The other maze (maze two) is included simply to ensure
that corporations are necessary for the solution of this task.
It has a unique stimulus on time-step one and the same
stimulus on the second time-step as the first maze. The
required action for this maze on step two however is
different.
6.3 Results
As anticipated, the system has no difﬁculty in solving this
task. A plot of performance is presented below (ﬁgure 8).
The rulebase (size 400) was examined after testing, and
consisted predominantly of corporations of size 2. Typi-
cally after testing the rule-base contains about 170 corpo-
rations all of size 2. This accounts for about 340 of the 400
rules. These corporations fully mapped the mazes and con-
sistently exhibited appropriate prediction and ﬁtness val-
ues. In all ten runs the system reached optimal
performance.
Regarding corporations that portrayed successful routes
Figure 7: Simple test for corporate generalization
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972 CLASSIFIER SYSTEMSthrough the mazes, it is clear that the system evolved gen-
eralized concepts. Example rules are included below:
Corporation 9436 navigates mazes one and three success-
fully and exhibits optimal generalization. This is an exam-
ple of the type of corporation that this test was designed to
illustrate. Speciﬁcally rule 3247 is fully general as
required to yield a reward of 1000 from both mazes (see
ﬁgure 7).
Corporation 9427 navigates maze two successfully and
also exhibits optimal generalization.
Typically many copies of these corporate concepts were
present in the rulebase (especially 9436 which mapped
two of the three mazes). Corporations which depicted
unsuccessful routes through mazes also exhibited reasona-
ble generalizations, as would be expected (not shown).
7 Conclusions
This work has considered enhancements to the CXCS
design and has analysed the system regarding certain
important characteristics. It has been tested on its ability to
produce minimal corporate solutions and the inclusion of
link inhibitors has been shown to offer beneﬁts here.
Direct corporate payoff was then added and the acceler-
ated reinforcement mechanism was again shown to
improve performance. Finally CXCS was tested on its
ability to produce optimally generalized corporate solu-
tions. System characteristics here were found to conform
to expectations.
8 References
Holland, J. H. (1975) Adaptation in Natural and Artiﬁcial
Systems. University of Michigan Press.
Holland, J. H., Holyoak, K. J., Nisbett, R. E. & Thagard,
P.R. (1986) Induction: Processes of Inference, Learning
and Discovery. MIT Press.
Lanzi, P. L. (1998) “An Analysis of the Memory Mecha-
nism of XCSM”, In Eiben, A.E., Back, T., Schoenauer, M.
& Schwefel, H.P.(Eds.) The Fifth International Confer-
ence on Parallel Problem Solving from Nature (pp 501-
510), Springer.
Smith, R. E. (1994) “Memory exploitation in learning
classiﬁer systems.” Evolutionary Computation, 2(3): 199-
220.
Stolzmann, W. (1998) “Anticipatory Classiﬁer Sys-
tems.“In Koza, J.R. et al. (Eds.) Genetic Programming
1998. Proceedings of the Third Annual Conference
(pp.658-664), Morgan Kaufmann.
Tomlinson, A. (1999) “Corporate Classiﬁer Systems”,
Ph.D. Thesis, Faculty of Computer Studies and Mathemat-
ics, University of the West of England.
Tomlinson, A. & Bull, L (1998) “A Corporate Classiﬁer
System.” In Eiben, A.E., Back, T., Schoenauer, M. &
Schwefel, H.P.(Eds.) The Fifth International Conference
on Parallel Problem Solving from Nature (pp 550-559),
Springer.
Tomlinson, A. and Bull, L. (1999a) “On Corporate Classi-
ﬁer Systems: Increasing the Beneﬁts of Rule-linkage” In
Banzhaf, W., Daida, J., Eiben, A.E.,Garzon, M.H.,Hona-
var, V.,Jakiela, M., Smith, R.E. (Eds.) Proceedings of the
1999 Genetic and Evolutionary Computation Conference
(pp 649-656), Morgan Kaufmann.
Tomlinson, A. and Bull, L. (1999b) “A Zeroth Level Cor-
porate Classiﬁer System.” In Wu, A.S. (Ed.) Proceedings
of 1999 Genetic and Evolutionary Computation Confer-
ence Workshop Program (pp 306 - 313), Morgan
Kaufmann.
Tomlinson, A. and Bull, L. (2000) “A Corporate XCS.” In
Lanzi, P. L., Stolzmann, W. & Wilson, S. W. (Eds.) Learn-
ing Classiﬁer Systems: From Foundations to Applications
(Lecture notes in computer science 1813) (pp 195 - 208),
Springer.
Wilson, S. W. & Goldberg, D. E. (1989) “A critical review
of classiﬁer systems.” In Schaffer, J. D. (Ed.) Proceedings
of the Third International Conference on Genetic Algo-
rithms, (pp.244-255), Morgan Kaufmann.
Wilson, S. W. (1994) “ZCS: A zeroth level classiﬁer sys-
tem.” Evolutionary Computation, 2 (1): 1-18.
Wilson, S. W. (1995) “Classiﬁer Fitness Based On Accu-
racy.” Evolutionary Computation, 3 (2): 149-176.
ID corp
ID cond Acti
on
link
<-
link
-> Pred Err Fit
3273 9436 0 # 0 0 <o> 3274 709 0 0.99
3274 9436 # # # 1 3273 - 999 0 1
ID corp
ID cond Acti
on
link
<-
link
-> Pred Err Fit
3265 9427 # 1 1 1 - 3266 709 0 0.99
3266 9427 # # # 0 3265 - 999 0 1
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w
h
i
c
h
t
h
e
p
r
e
d
i
c
t
i
o
n
e
s
t
i
m
a
t
i
o
n
m
e
c
h
a
n
i
s
m
i
s
u
s
e
d
t
o
l
e
a
r
n
a
p
p
r
o
x
i
m
a
t
i
o
n
s
t
o
f
u
n
c
t
i
o
n
s
.
T
h
e
a
d
d
i
t
i
o
n
o
f
w
e
i
g
h
t
v
e
c
t
o
r
s
t
o
t
h
e
c
l
a
s
-
s
i
￿
e
r
s
a
l
l
o
w
s
p
i
e
c
e
w
i
s
e
-
l
i
n
e
a
r
a
p
p
r
o
x
i
m
a
t
i
o
n
.
R
e
s
u
l
t
s
o
n
f
u
n
c
t
i
o
n
s
o
f
u
p
t
o
s
i
x
d
i
m
e
n
s
i
o
n
s
s
h
o
w
h
i
g
h
a
c
c
u
r
a
c
y
.
A
n
i
n
t
e
r
e
s
t
i
n
g
g
e
n
e
r
a
l
-
i
z
a
t
i
o
n
o
f
c
l
a
s
s
i
￿
e
r
s
t
r
u
c
t
u
r
e
i
s
s
u
g
g
e
s
t
e
d
.
1
I
n
t
r
o
d
u
c
t
i
o
n
C
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
s
e
s
t
i
m
a
t
e
p
a
y
o
￿
.
T
h
a
t
i
s
,
t
h
e
r
u
l
e
s
(
c
l
a
s
s
i
￿
e
r
s
)
e
v
o
l
v
e
d
b
y
a
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
e
a
c
h
k
e
e
p
a
s
t
a
t
i
s
t
i
c
a
l
e
s
t
i
m
a
t
e
o
f
t
h
e
p
a
y
o
￿
(
r
e
w
a
r
d
,
r
e
i
n
f
o
r
c
e
-
m
e
n
t
)
e
x
p
e
c
t
e
d
i
f
t
h
e
c
l
a
s
s
i
￿
e
r
’
s
c
o
n
d
i
t
i
o
n
i
s
s
a
t
i
s
￿
e
d
a
n
d
i
t
s
a
c
t
i
o
n
i
s
e
x
e
c
u
t
e
d
b
y
t
h
e
s
y
s
t
e
m
.
I
n
X
C
S
,
a
p
a
r
t
i
c
u
l
a
r
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
a
r
c
h
i
t
e
c
t
u
r
e
(
W
i
l
s
o
n
1
9
9
5
)
,
t
h
e
c
l
a
s
s
i
￿
e
r
s
f
o
r
m
q
u
i
t
e
a
c
c
u
r
a
t
e
p
a
y
o
￿
e
s
t
i
m
a
t
e
s
,
o
r
p
r
e
d
i
c
t
i
o
n
s
,
s
i
n
c
e
t
h
e
c
l
a
s
s
i
￿
e
r
s
’
￿
t
n
e
s
s
e
s
u
n
d
e
r
t
h
e
g
e
-
n
e
t
i
c
a
l
g
o
r
i
t
h
m
d
e
p
e
n
d
o
n
t
h
e
i
r
p
r
e
d
i
c
t
i
o
n
a
c
c
u
r
a
c
i
e
s
.
I
n
e
￿
e
c
t
,
X
C
S
a
p
p
r
o
x
i
m
a
t
e
s
t
h
e
m
a
p
p
i
n
g
X
￿
A
)
P
,
w
h
e
r
e
X
i
s
t
h
e
s
e
t
o
f
p
o
s
s
i
b
l
e
i
n
p
u
t
s
,
A
t
h
e
s
y
s
t
e
m
’
s
s
e
t
o
f
a
v
a
i
l
a
b
l
e
a
c
t
i
o
n
s
(
t
y
p
i
c
a
l
l
y
￿
n
i
t
e
a
n
d
d
i
s
c
r
e
t
e
)
,
a
n
d
P
i
s
t
h
e
s
e
t
o
f
p
o
s
s
i
b
l
e
p
a
y
o
￿
s
.
I
f
a
t
t
e
n
t
i
o
n
i
s
r
e
-
s
t
r
i
c
t
e
d
t
o
a
s
i
n
g
l
e
a
c
t
i
o
n
a
i
2
A
,
t
h
e
m
a
p
p
i
n
g
h
a
s
t
h
e
f
o
r
m
X
￿
a
i
)
P
,
w
h
i
c
h
i
s
a
f
u
n
c
t
i
o
n
f
r
o
m
i
n
p
u
t
v
e
c
-
t
o
r
s
x
t
o
s
c
a
l
a
r
p
a
y
o
￿
s
.
T
h
u
s
t
h
e
s
y
s
t
e
m
a
p
p
r
o
x
i
m
a
t
e
s
a
s
e
p
a
r
a
t
e
f
u
n
c
t
i
o
n
f
o
r
e
a
c
h
a
i
.
I
n
t
h
e
r
e
i
n
f
o
r
c
e
m
e
n
t
l
e
a
r
n
i
n
g
c
o
n
t
e
x
t
s
i
n
w
h
i
c
h
c
l
a
s
s
i
-
￿
e
r
s
y
s
t
e
m
s
a
r
e
t
y
p
i
c
a
l
l
y
u
s
e
d
,
t
h
e
r
e
a
s
o
n
f
o
r
f
o
r
m
i
n
g
t
h
e
s
e
p
a
y
o
￿
f
u
n
c
t
i
o
n
a
p
p
r
o
x
i
m
a
t
i
o
n
s
i
s
t
o
p
e
r
m
i
t
t
h
e
s
y
s
t
e
m
t
o
c
h
o
o
s
e
,
f
o
r
e
a
c
h
x
,
t
h
e
b
e
s
t
(
h
i
g
h
e
s
t
-
p
a
y
i
n
g
)
a
c
t
i
o
n
f
r
o
m
A
.
H
o
w
e
v
e
r
,
t
h
e
r
e
a
r
e
c
o
n
t
e
x
t
s
w
h
e
r
e
t
h
e
o
u
t
p
u
t
d
e
s
i
r
e
d
f
r
o
m
a
l
e
a
r
n
i
n
g
s
y
s
t
e
m
i
s
n
o
t
a
d
i
s
c
r
e
t
e
a
c
t
i
o
n
b
u
t
a
c
o
n
t
i
n
u
o
u
s
q
u
a
n
t
i
t
y
.
F
o
r
i
n
s
t
a
n
c
e
i
n
p
r
e
-
d
i
c
t
i
n
g
c
o
n
t
i
n
u
o
u
s
t
i
m
e
s
e
r
i
e
s
,
t
h
e
o
u
t
p
u
t
m
i
g
h
t
b
e
a
f
u
t
u
r
e
s
e
r
i
e
s
v
a
l
u
e
.
I
n
a
c
o
n
t
r
o
l
c
o
n
t
e
x
t
,
t
h
e
o
u
t
p
u
t
m
i
g
h
t
b
e
a
v
e
c
t
o
r
o
f
c
o
n
t
i
n
u
o
u
s
q
u
a
n
t
i
t
i
e
s
s
u
c
h
a
s
a
n
-
g
l
e
s
o
r
t
h
r
u
s
t
s
.
A
p
a
r
t
f
r
o
m
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
s
b
a
s
e
d
o
n
f
u
z
z
y
l
o
g
i
c
(
V
a
l
e
n
z
u
e
l
a
-
R
e
n
d
￿
o
n
1
9
9
1
;
B
o
n
a
r
i
n
i
2
0
0
0
)
,
t
h
e
r
e
a
r
e
n
o
n
e
w
h
i
c
h
p
r
o
d
u
c
e
r
e
a
l
-
v
a
l
u
e
d
o
u
t
p
u
t
s
.
O
u
r
h
y
p
o
t
h
e
s
i
s
w
a
s
t
h
a
t
t
h
e
p
a
y
o
￿
f
u
n
c
t
i
o
n
a
p
p
r
o
x
i
m
a
t
i
o
n
a
b
i
l
i
t
y
o
f
X
C
S
c
o
u
l
d
b
e
a
d
a
p
t
e
d
t
o
p
r
o
d
u
c
e
r
e
a
l
-
v
a
l
u
e
d
o
u
t
p
u
t
s
,
a
s
w
e
l
l
a
s
b
e
u
s
e
d
f
o
r
f
u
n
c
t
i
o
n
a
p
p
r
o
x
i
m
a
t
i
o
n
i
n
g
e
n
e
r
a
l
a
p
p
l
i
c
a
t
i
o
n
s
.
O
u
r
o
b
j
e
c
t
i
v
e
i
n
t
h
i
s
p
a
p
e
r
i
s
t
o
e
x
a
m
i
n
e
,
a
s
a
￿
r
s
t
s
t
e
p
,
X
C
S
’
s
p
o
t
e
n
t
i
a
l
f
o
r
l
e
a
r
n
i
n
g
a
p
p
r
o
x
i
m
a
t
i
o
n
s
t
o
s
i
m
p
l
e
f
u
n
c
t
i
o
n
s
.
I
n
t
h
e
p
a
p
e
r
w
e
a
d
a
p
t
X
C
S
t
o
l
e
a
r
n
f
u
n
c
t
i
o
n
s
o
f
t
h
e
f
o
r
m
y
=
f
(
x
)
,
w
h
e
r
e
y
i
s
r
e
a
l
a
n
d
x
i
s
a
v
e
c
t
o
r
w
i
t
h
i
n
t
e
g
e
r
c
o
m
p
o
n
e
n
t
s
x
1
;
:
:
:
x
n
.
O
u
r
r
e
s
u
l
t
s
d
e
m
o
n
s
t
r
a
t
e
a
p
p
r
o
x
i
m
a
t
i
o
n
t
o
h
i
g
h
a
c
c
u
r
a
c
y
,
t
o
g
e
t
h
e
r
w
i
t
h
e
v
o
l
u
-
t
i
o
n
o
f
c
l
a
s
s
i
￿
e
r
s
t
h
a
t
t
e
n
d
t
o
d
i
s
t
r
i
b
u
t
e
t
h
e
m
s
e
l
v
e
s
e
￿
c
i
e
n
t
l
y
o
v
e
r
t
h
e
i
n
p
u
t
d
o
m
a
i
n
.
A
s
a
b
y
-
p
r
o
d
u
c
t
o
f
t
h
e
r
e
s
e
a
r
c
h
,
a
c
o
n
c
e
p
t
u
a
l
g
e
n
e
r
a
l
i
z
a
t
i
o
n
o
f
c
l
a
s
s
i
￿
e
r
s
t
r
u
c
t
u
r
e
i
s
d
e
v
e
l
o
p
e
d
.
T
h
e
n
e
x
t
s
e
c
t
i
o
n
d
e
s
c
r
i
b
e
s
m
o
d
i
￿
c
a
t
i
o
n
s
o
f
X
C
S
f
o
r
f
u
n
c
t
i
o
n
a
p
p
r
o
x
i
m
a
t
i
o
n
.
S
e
c
t
i
o
n
3
h
a
s
r
e
s
u
l
t
s
o
n
a
s
i
m
p
l
e
p
i
e
c
e
w
i
s
e
-
c
o
n
s
t
a
n
t
a
p
p
r
o
x
i
m
a
t
i
o
n
.
I
n
S
e
c
t
i
o
n
4
w
e
i
n
t
r
o
d
u
c
e
a
n
e
w
c
l
a
s
s
i
￿
e
r
s
t
r
u
c
t
u
r
e
t
h
a
t
p
e
r
-
m
i
t
s
p
i
e
c
e
w
i
s
e
-
l
i
n
e
a
r
a
p
p
r
o
x
i
m
a
t
i
o
n
s
.
R
e
s
u
l
t
s
o
n
s
i
m
-
p
l
e
f
u
n
c
t
i
o
n
s
a
r
e
s
h
o
w
n
i
n
S
e
c
t
i
o
n
5
.
I
n
S
e
c
t
i
o
n
6
w
e
d
e
m
o
n
s
t
r
a
t
e
a
c
c
u
r
a
t
e
a
p
p
r
o
x
i
m
a
t
i
o
n
o
f
a
s
i
x
-
d
i
m
e
n
s
i
o
n
a
l
f
u
n
c
t
i
o
n
.
S
e
c
t
i
o
n
7
p
r
e
s
e
n
t
s
t
h
e
c
l
a
s
s
i
-
￿
e
r
s
t
r
u
c
t
u
r
e
g
e
n
e
r
a
l
i
z
a
t
i
o
n
.
T
h
e
￿
n
a
l
s
e
c
t
i
o
n
h
a
s
o
u
r
c
o
n
c
l
u
s
i
o
n
s
a
n
d
s
u
g
g
e
s
t
i
o
n
s
f
o
r
f
u
t
u
r
e
w
o
r
k
.
2
M
o
d
i
￿
c
a
t
i
o
n
o
f
X
C
S
X
C
S
w
a
s
m
o
d
i
￿
e
d
i
n
t
w
o
r
e
s
p
e
c
t
s
(
l
a
t
e
r
,
a
t
h
i
r
d
)
.
T
h
e
￿
r
s
t
w
a
s
t
o
a
d
a
p
t
t
h
e
p
r
o
g
r
a
m
f
o
r
i
n
t
e
g
e
r
i
n
s
t
e
a
d
o
f
b
i
n
a
r
y
i
n
p
u
t
v
e
c
t
o
r
s
.
T
h
e
s
e
c
o
n
d
,
v
e
r
y
s
i
m
p
l
e
,
w
a
s
t
o
m
a
k
e
t
h
e
p
r
o
g
r
a
m
’
s
p
a
y
o
￿
p
r
e
d
i
c
t
i
o
n
s
d
i
r
e
c
t
l
y
a
c
c
e
s
s
i
-
b
l
e
a
t
t
h
e
o
u
t
p
u
t
a
n
d
t
o
r
e
s
t
r
i
c
t
t
h
e
s
y
s
t
e
m
t
o
a
s
i
n
g
l
e
(
d
u
m
m
y
)
a
c
t
i
o
n
.
T
h
e
r
e
s
u
l
t
i
n
g
p
r
o
g
r
a
m
w
a
s
c
a
l
l
e
d
974 CLASSIFIER SYSTEMSX
C
S
F
.
(
W
e
o
m
i
t
a
d
e
s
c
r
i
p
t
i
o
n
o
f
b
a
s
i
c
X
C
S
,
b
u
t
r
e
f
e
r
t
h
e
r
e
a
d
e
r
t
o
W
i
l
s
o
n
(
1
9
9
5
)
,
W
i
l
s
o
n
(
1
9
9
8
)
,
a
n
d
t
h
e
u
p
d
a
t
e
d
f
o
r
m
a
l
d
e
s
c
r
i
p
t
i
o
n
i
n
B
u
t
z
a
n
d
W
i
l
s
o
n
(
2
0
0
1
)
t
h
a
t
X
C
S
F
f
o
l
l
o
w
s
m
o
s
t
c
l
o
s
e
l
y
.
)
T
h
e
c
h
a
n
g
e
s
t
o
X
C
S
f
o
r
i
n
t
e
g
e
r
i
n
p
u
t
s
w
e
r
e
a
s
f
o
l
l
o
w
s
(
d
r
a
w
n
f
r
o
m
W
i
l
s
o
n
(
2
0
0
1
)
)
.
T
h
e
c
l
a
s
s
i
￿
e
r
c
o
n
d
i
t
i
o
n
w
a
s
c
h
a
n
g
e
d
f
r
o
m
a
s
t
r
i
n
g
f
r
o
m
f
0
,
1
,
#
g
t
o
a
c
o
n
c
a
t
e
-
n
a
t
i
o
n
o
f
\
i
n
t
e
r
v
a
l
p
r
e
d
i
c
a
t
e
s
"
,
i
n
t
i
=
(
l
i
;
u
i
)
,
w
h
e
r
e
l
i
(
\
l
o
w
e
r
"
)
a
n
d
u
i
(
\
u
p
p
e
r
"
)
a
r
e
i
n
t
e
g
e
r
s
.
A
c
l
a
s
s
i
￿
e
r
m
a
t
c
h
e
s
a
n
i
n
p
u
t
x
w
i
t
h
a
t
t
r
i
b
u
t
e
s
x
i
i
f
a
n
d
o
n
l
y
i
f
l
i
￿
x
i
￿
u
i
f
o
r
a
l
l
x
i
.
C
r
o
s
s
o
v
e
r
(
t
w
o
-
p
o
i
n
t
)
i
n
X
C
S
F
o
p
e
r
a
t
e
s
i
n
d
i
r
e
c
t
a
n
a
l
-
o
g
y
t
o
c
r
o
s
s
o
v
e
r
i
n
X
C
S
.
A
c
r
o
s
s
o
v
e
r
p
o
i
n
t
c
a
n
o
c
c
u
r
b
e
t
w
e
e
n
a
n
y
t
w
o
a
l
l
e
l
e
s
,
i
.
e
.
,
w
i
t
h
i
n
a
n
i
n
t
e
r
v
a
l
p
r
e
d
-
i
c
a
t
e
o
r
b
e
t
w
e
e
n
p
r
e
d
i
c
a
t
e
s
,
a
n
d
a
l
s
o
a
t
t
h
e
e
n
d
s
o
f
t
h
e
c
o
n
d
i
t
i
o
n
(
t
h
e
a
c
t
i
o
n
i
s
n
o
t
i
n
v
o
l
v
e
d
i
n
c
r
o
s
s
o
v
e
r
)
.
M
u
t
a
t
i
o
n
,
h
o
w
e
v
e
r
,
i
s
d
i
￿
e
r
e
n
t
.
T
h
e
b
e
s
t
m
e
t
h
o
d
a
p
-
p
e
a
r
s
t
o
b
e
t
o
m
u
t
a
t
e
a
n
a
l
l
e
l
e
b
y
a
d
d
i
n
g
a
n
a
m
o
u
n
t
￿
r
a
n
d
(
m
0
)
,
w
h
e
r
e
m
0
i
s
a
￿
x
e
d
i
n
t
e
g
e
r
,
r
a
n
d
p
i
c
k
s
a
n
i
n
t
e
g
e
r
u
n
i
f
o
r
m
r
a
n
d
o
m
l
y
f
r
o
m
(
0
;
m
0
]
,
a
n
d
t
h
e
s
i
g
n
i
s
c
h
o
s
e
n
u
n
i
f
o
r
m
r
a
n
d
o
m
l
y
.
I
f
a
n
e
w
v
a
l
u
e
o
f
l
i
i
s
l
e
s
s
t
h
a
n
t
h
e
m
i
n
i
m
u
m
p
o
s
s
i
b
l
e
i
n
p
u
t
v
a
l
u
e
,
i
n
t
h
e
p
r
e
s
e
n
t
c
a
s
e
0
,
t
h
e
n
e
w
v
a
l
u
e
i
s
s
e
t
t
o
0
.
I
f
t
h
e
n
e
w
v
a
l
u
e
i
s
g
r
e
a
t
e
r
t
h
a
n
u
i
,
i
t
i
s
s
e
t
e
q
u
a
l
t
o
u
i
.
A
c
o
r
r
e
s
p
o
n
d
i
n
g
r
u
l
e
h
o
l
d
s
f
o
r
m
u
t
a
t
i
o
n
s
o
f
u
i
.
T
h
e
c
o
n
d
i
t
i
o
n
o
f
a
\
c
o
v
e
r
i
n
g
"
c
l
a
s
s
i
￿
e
r
(
a
c
l
a
s
s
i
￿
e
r
f
o
r
m
e
d
w
h
e
n
n
o
e
x
i
s
t
i
n
g
c
l
a
s
s
i
￿
e
r
m
a
t
c
h
e
s
a
n
i
n
p
u
t
)
h
a
s
c
o
m
p
o
n
e
n
t
s
l
0
;
u
0
;
:
:
:
;
l
n
;
u
n
,
w
h
e
r
e
e
a
c
h
l
i
=
x
i
￿
r
a
n
d
1
(
r
0
)
,
b
u
t
l
i
m
i
t
e
d
b
y
t
h
e
m
i
n
i
m
u
m
p
o
s
s
i
b
l
e
i
n
p
u
t
v
a
l
u
e
,
a
n
d
e
a
c
h
u
i
=
x
i
+
r
a
n
d
1
(
r
0
)
,
l
i
m
i
t
e
d
b
y
t
h
e
m
a
x
i
m
u
m
p
o
s
s
i
b
l
e
i
n
p
u
t
v
a
l
u
e
;
r
a
n
d
1
p
i
c
k
s
a
r
a
n
d
o
m
i
n
t
e
g
e
r
f
r
o
m
[
0
;
r
0
]
,
w
i
t
h
r
0
a
￿
x
e
d
i
n
t
e
g
e
r
.
F
o
r
t
h
e
s
u
b
s
u
m
p
t
i
o
n
d
e
l
e
t
i
o
n
o
p
e
r
a
t
i
o
n
s
,
w
e
d
e
￿
n
e
d
s
u
b
s
u
m
p
t
i
o
n
o
f
o
n
e
c
l
a
s
s
i
￿
e
r
b
y
a
n
o
t
h
e
r
t
o
o
c
c
u
r
i
f
e
v
-
e
r
y
i
n
t
e
r
v
a
l
p
r
e
d
i
c
a
t
e
i
n
t
h
e
￿
r
s
t
c
l
a
s
s
i
￿
e
r
’
s
c
o
n
d
i
t
i
o
n
s
u
b
s
u
m
e
s
t
h
e
c
o
r
r
e
s
p
o
n
d
i
n
g
p
r
e
d
i
c
a
t
e
i
n
t
h
e
s
e
c
o
n
d
c
l
a
s
s
i
￿
e
r
’
s
c
o
n
d
i
t
i
o
n
.
A
n
i
n
t
e
r
v
a
l
p
r
e
d
i
c
a
t
e
s
u
b
s
u
m
e
s
a
n
o
t
h
e
r
o
n
e
i
f
i
t
s
l
i
i
s
l
e
s
s
t
h
a
n
o
r
e
q
u
a
l
t
o
t
h
a
t
o
f
t
h
e
o
t
h
e
r
a
n
d
i
t
s
u
i
i
s
g
r
e
a
t
e
r
t
h
a
n
o
r
e
q
u
a
l
t
o
t
h
a
t
o
f
t
h
e
o
t
h
e
r
.
F
o
r
p
u
r
p
o
s
e
s
o
f
a
c
t
i
o
n
-
s
e
t
s
u
b
s
u
m
p
t
i
o
n
,
a
c
l
a
s
-
s
i
￿
e
r
i
s
m
o
r
e
g
e
n
e
r
a
l
t
h
a
n
a
n
o
t
h
e
r
i
f
i
t
s
g
e
n
e
r
a
l
i
t
y
i
s
g
r
e
a
t
e
r
.
G
e
n
e
r
a
l
i
t
y
i
s
d
e
￿
n
e
d
a
s
t
h
e
s
u
m
o
f
t
h
e
w
i
d
t
h
s
u
i
￿
l
i
+
1
o
f
t
h
e
i
n
t
e
r
v
a
l
p
r
e
d
i
c
a
t
e
s
,
a
l
l
d
i
v
i
d
e
d
b
y
t
h
e
m
a
x
i
m
u
m
p
o
s
s
i
b
l
e
v
a
l
u
e
o
f
t
h
i
s
s
u
m
.
3
P
i
e
c
e
w
i
s
e
-
C
o
n
s
t
a
n
t
A
p
p
r
o
x
i
m
a
t
i
o
n
T
h
e
s
i
m
p
l
e
s
t
w
a
y
t
o
a
p
p
r
o
x
i
m
a
t
e
t
h
e
f
u
n
c
t
i
o
n
y
=
f
(
x
)
w
i
t
h
X
C
S
F
i
s
t
o
l
e
t
x
b
e
t
h
e
i
n
p
u
t
a
n
d
y
t
h
e
p
a
y
-
o
￿
.
A
f
t
e
r
s
u
￿
c
i
e
n
t
s
a
m
p
l
i
n
g
o
f
t
h
e
i
n
p
u
t
s
p
a
c
e
,
t
h
e
s
y
s
t
e
m
s
h
o
u
l
d
,
g
i
v
e
n
a
n
x
,
m
o
r
e
o
r
l
e
s
s
a
c
c
u
r
a
t
e
l
y
p
r
e
-
d
i
c
t
t
h
e
c
o
r
r
e
s
p
o
n
d
i
n
g
y
.
I
n
a
l
l
X
C
S
-
l
i
k
e
s
y
s
t
e
m
s
t
h
e
￿
t
n
e
s
s
o
f
a
c
l
a
s
s
i
￿
e
r
d
e
p
e
n
d
s
o
n
i
t
s
a
c
c
u
r
a
c
y
o
f
p
r
e
d
i
c
-
t
i
o
n
,
s
o
t
h
a
t
X
C
S
F
s
h
o
u
l
d
c
o
n
v
e
r
g
e
t
o
a
p
o
p
u
l
a
t
i
o
n
o
f
c
l
a
s
s
i
￿
e
r
s
t
h
a
t
,
o
v
e
r
t
h
e
i
r
r
e
s
p
e
c
t
i
v
e
i
n
p
u
t
r
a
n
g
e
s
,
p
r
e
-
d
i
c
t
p
a
y
o
￿
w
e
l
l
.
T
h
e
c
l
o
s
e
n
e
s
s
o
f
t
h
e
a
p
p
r
o
x
i
m
a
t
i
o
n
s
h
o
u
l
d
b
e
c
o
n
t
r
o
l
l
a
b
l
e
w
i
t
h
t
h
e
e
r
r
o
r
t
h
r
e
s
h
o
l
d
￿
0
,
a
s
f
o
l
l
o
w
s
.
A
c
l
a
s
s
i
￿
e
r
w
i
t
h
p
r
e
d
i
c
t
i
o
n
e
r
r
o
r
￿
1
h
a
s
h
i
g
h
e
r
a
c
c
u
r
a
c
y
t
h
a
n
a
c
l
a
s
s
i
￿
e
r
w
i
t
h
e
r
r
o
r
￿
2
i
f
￿
1
<
￿
2
(
B
u
t
z
a
n
d
W
i
l
s
o
n
2
0
0
1
)
.
S
i
n
c
e
c
l
a
s
s
i
￿
e
r
￿
t
n
e
s
s
d
e
p
e
n
d
s
o
n
a
c
c
u
r
a
c
y
,
c
l
a
s
s
i
￿
e
r
s
w
i
t
h
l
o
w
e
r
e
r
r
o
r
s
w
i
l
l
w
i
n
o
u
t
i
n
t
h
e
e
v
o
l
u
t
i
o
n
a
r
y
c
o
m
p
e
t
i
t
i
o
n
.
H
o
w
e
v
e
r
,
b
y
d
e
￿
n
i
t
i
o
n
,
c
l
a
s
s
i
￿
e
r
s
w
i
t
h
e
r
r
o
r
s
l
e
s
s
t
h
a
n
￿
0
h
a
v
e
c
o
n
s
t
a
n
t
￿
t
-
n
e
s
s
,
s
o
n
o
f
u
r
t
h
e
r
￿
t
n
e
s
s
p
r
e
s
s
u
r
e
a
p
p
l
i
e
s
.
T
h
u
s
￿
0
s
h
o
u
l
d
l
i
m
i
t
t
h
e
c
l
o
s
e
n
e
s
s
o
f
t
h
e
a
p
p
r
o
x
i
m
a
t
i
o
n
.
I
t
i
s
i
m
p
o
r
t
a
n
t
t
h
a
t
b
e
s
i
d
e
s
e
v
o
l
v
i
n
g
a
c
c
u
r
a
t
e
c
l
a
s
-
s
i
￿
e
r
s
,
t
h
e
s
y
s
t
e
m
e
m
p
l
o
y
t
h
e
c
l
a
s
s
i
￿
e
r
s
e
￿
c
i
e
n
t
l
y
o
v
e
r
t
h
e
i
n
p
u
t
d
o
m
a
i
n
.
I
n
s
l
o
w
l
y
-
c
h
a
n
g
i
n
g
o
r
l
o
w
-
g
r
a
d
i
e
n
t
r
e
g
i
o
n
s
o
f
t
h
e
f
u
n
c
t
i
o
n
w
e
w
o
u
l
d
h
o
p
e
t
o
e
v
o
l
v
e
c
l
a
s
s
i
￿
e
r
s
w
i
t
h
r
e
l
a
t
i
v
e
l
y
l
a
r
g
e
i
n
t
e
r
v
a
l
p
r
e
d
i
-
c
a
t
e
s
.
T
h
e
f
u
n
c
t
i
o
n
v
a
l
u
e
,
a
n
d
t
h
u
s
a
g
i
v
e
n
c
l
a
s
s
i
￿
e
r
’
s
e
r
r
o
r
,
w
o
u
l
d
c
h
a
n
g
e
r
e
l
a
t
i
v
e
l
y
l
i
t
t
l
e
o
v
e
r
s
u
c
h
r
e
g
i
o
n
s
;
s
o
,
a
s
i
n
X
C
S
,
a
t
e
n
d
e
n
c
y
t
o
w
a
r
d
a
c
c
u
r
a
t
e
,
m
a
x
i
m
a
l
l
y
g
e
n
e
r
a
l
c
o
n
d
i
t
i
o
n
s
(
W
i
l
s
o
n
1
9
9
5
)
s
h
o
u
l
d
c
a
u
s
e
t
h
e
i
n
-
t
e
r
v
a
l
p
r
e
d
i
c
a
t
e
s
t
o
e
x
p
a
n
d
.
C
o
n
v
e
r
s
e
l
y
,
w
e
s
h
o
u
l
d
e
x
p
e
c
t
c
l
a
s
s
i
￿
e
r
s
w
i
t
h
s
m
a
l
l
i
n
t
e
r
v
a
l
p
r
e
d
i
c
a
t
e
s
w
h
e
r
e
t
h
e
f
u
n
c
t
i
o
n
i
s
c
h
a
n
g
i
n
g
r
a
p
i
d
l
y
.
W
e
a
l
s
o
h
o
p
e
f
o
r
a
n
e
￿
c
i
e
n
t
d
i
s
t
r
i
b
u
t
i
o
n
o
f
c
l
a
s
s
i
￿
e
r
s
o
v
e
r
t
h
e
d
o
m
a
i
n
i
n
t
h
e
s
e
n
s
e
t
h
a
t
t
h
e
t
i
l
i
n
g
m
i
n
i
m
i
z
e
s
o
v
e
r
l
a
p
s
b
e
t
w
e
e
n
c
l
a
s
s
i
￿
e
r
p
r
e
d
i
c
a
t
e
s
.
F
i
g
u
r
e
1
s
h
o
w
s
t
y
p
i
c
a
l
r
e
s
u
l
t
s
f
r
o
m
a
n
e
x
p
e
r
i
m
e
n
t
i
n
w
h
i
c
h
X
C
S
F
a
p
p
r
o
x
i
m
a
t
e
d
t
h
e
f
u
n
c
t
i
o
n
y
=
x
2
,
a
p
a
r
a
b
o
l
a
,
o
v
e
r
t
h
e
i
n
t
e
r
v
a
l
0
￿
x
<
1
0
0
.
(
I
n
a
l
l
e
x
p
e
r
i
-
m
e
n
t
s
r
e
p
o
r
t
e
d
h
e
r
e
,
t
h
e
i
n
p
u
t
v
a
l
u
e
r
a
n
g
e
w
a
s
[
0
,
9
9
]
.
)
P
l
o
t
t
e
d
a
r
e
X
C
S
F
’
s
p
r
e
d
i
c
t
i
o
n
f
o
r
e
a
c
h
p
o
s
s
i
b
l
e
x
a
s
w
e
l
l
a
s
t
h
e
f
u
n
c
t
i
o
n
i
t
s
e
l
f
.
T
h
e
s
y
s
t
e
m
l
e
a
r
n
e
d
f
r
o
m
a
d
a
t
a
s
e
t
c
o
n
s
i
s
t
i
n
g
o
f
1
0
0
0
x
;
y
p
a
i
r
s
,
w
i
t
h
x
c
h
o
s
e
n
r
a
n
d
o
m
l
y
a
n
d
y
t
h
e
c
o
r
r
e
-
s
p
o
n
d
i
n
g
f
u
n
c
t
i
o
n
v
a
l
u
e
.
I
n
t
h
e
e
x
p
e
r
i
m
e
n
t
,
a
p
a
i
r
w
a
s
d
r
a
w
n
r
a
n
d
o
m
l
y
f
r
o
m
t
h
e
d
a
t
a
s
e
t
,
i
t
s
x
v
a
l
u
e
p
r
e
-
s
e
n
t
e
d
t
o
X
C
S
F
a
s
i
n
p
u
t
,
a
n
d
t
h
e
y
v
a
l
u
e
u
s
e
d
a
s
r
e
-
w
a
r
d
o
r
r
e
i
n
f
o
r
c
e
m
e
n
t
.
X
C
S
F
f
o
r
m
e
d
a
m
a
t
c
h
s
e
t
[
M
]
o
f
c
l
a
s
s
i
￿
e
r
s
m
a
t
c
h
i
n
g
x
a
n
d
c
a
l
c
u
l
a
t
e
d
t
h
e
s
y
s
t
e
m
p
r
e
-
d
i
c
t
i
o
n
f
o
r
e
a
c
h
p
o
s
s
i
b
l
e
a
c
t
i
o
n
i
n
t
h
e
u
s
u
a
l
w
a
y
;
s
i
n
c
e
t
h
e
r
e
w
a
s
o
n
l
y
o
n
e
,
d
u
m
m
y
,
a
c
t
i
o
n
,
j
u
s
t
o
n
e
s
y
s
t
e
m
p
r
e
d
i
c
t
i
o
n
w
a
s
c
a
l
c
u
l
a
t
e
d
a
n
d
t
h
a
t
b
e
c
a
m
e
t
h
e
s
y
s
-
t
e
m
’
s
o
u
t
p
u
t
.
A
n
a
c
t
i
o
n
s
e
t
[
A
]
w
a
s
f
o
r
m
e
d
c
o
n
s
i
s
t
i
n
g
o
f
c
l
a
s
s
i
￿
e
r
s
i
n
[
M
]
h
a
v
i
n
g
t
h
e
d
u
m
m
y
a
c
t
i
o
n
(
i
.
e
.
,
a
l
l
c
l
a
s
s
i
￿
e
r
s
i
n
[
M
]
)
,
a
n
d
t
h
e
p
r
e
d
i
c
t
i
o
n
s
o
f
t
h
e
c
l
a
s
s
i
￿
e
r
s
i
n
[
A
]
w
e
r
e
a
d
j
u
s
t
e
d
u
s
i
n
g
t
h
e
r
e
w
a
r
d
,
y
,
i
n
t
h
e
u
s
u
a
l
w
a
y
;
t
h
e
o
t
h
e
r
c
l
a
s
s
i
￿
e
r
p
a
r
a
m
e
t
e
r
s
w
e
r
e
a
l
s
o
a
d
j
u
s
t
e
d
.
A
g
e
n
e
t
i
c
a
l
g
o
r
i
t
h
m
w
a
s
r
u
n
i
n
[
A
]
i
f
c
a
l
l
e
d
f
o
r
.
T
h
i
s
c
y
c
l
e
w
a
s
r
e
p
e
a
t
e
d
5
0
,
0
0
0
t
i
m
e
s
a
f
t
e
r
w
h
i
c
h
t
h
e
p
l
o
t
i
n
F
i
g
u
r
e
1
w
a
s
o
b
t
a
i
n
e
d
b
y
s
w
e
e
p
i
n
g
t
h
r
o
u
g
h
a
l
l
p
o
s
-
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F
i
g
u
r
e
1
:
P
i
e
c
e
w
i
s
e
-
c
o
n
s
t
a
n
t
a
p
p
r
o
x
i
m
a
t
i
o
n
t
o
t
h
e
p
a
r
a
b
o
l
a
f
u
n
c
t
i
o
n
y
=
x
2
.
￿
0
=
5
0
0
.
s
i
b
l
e
v
a
l
u
e
s
o
f
x
a
n
d
r
e
c
o
r
d
i
n
g
t
h
e
r
e
s
u
l
t
i
n
g
s
y
s
t
e
m
p
r
e
d
i
c
t
i
o
n
s
.
P
a
r
a
m
e
t
e
r
s
e
t
t
i
n
g
s
f
o
r
t
h
e
e
x
p
e
r
i
m
e
n
t
w
e
r
e
a
s
f
o
l
l
o
w
s
,
u
s
i
n
g
t
h
e
n
o
t
a
t
i
o
n
o
f
B
u
t
z
a
n
d
W
i
l
s
o
n
(
2
0
0
1
)
:
p
o
p
-
u
l
a
t
i
o
n
s
i
z
e
N
=
2
0
0
,
l
e
a
r
n
i
n
g
r
a
t
e
￿
=
0
:
2
,
e
r
r
o
r
t
h
r
e
s
h
o
l
d
￿
0
=
5
0
0
,
￿
t
n
e
s
s
p
o
w
e
r
￿
=
5
,
G
A
t
h
r
e
s
h
-
o
l
d
￿
G
A
=
4
8
,
c
r
o
s
s
o
v
e
r
p
r
o
b
a
b
i
l
i
t
y
￿
=
0
:
8
,
m
u
t
a
t
i
o
n
p
r
o
b
a
b
i
l
i
t
y
￿
=
0
:
0
4
,
d
e
l
e
t
i
o
n
t
h
r
e
s
h
o
l
d
￿
d
e
l
=
5
0
,
￿
t
n
e
s
s
f
r
a
c
t
i
o
n
f
o
r
a
c
c
e
l
e
r
a
t
e
d
d
e
l
e
t
i
o
n
￿
=
0
:
1
.
I
n
a
d
d
i
t
i
o
n
:
m
u
t
a
t
i
o
n
i
n
c
r
e
m
e
n
t
m
0
=
2
0
a
n
d
c
o
v
e
r
i
n
g
i
n
t
e
r
v
a
l
r
0
=
1
0
.
G
A
s
u
b
s
u
m
p
t
i
o
n
w
a
s
e
n
a
b
l
e
d
,
w
i
t
h
t
i
m
e
t
h
r
e
s
h
o
l
d
￿
G
A
s
u
b
=
5
0
.
S
e
v
e
r
a
l
a
s
p
e
c
t
s
o
f
F
i
g
u
r
e
1
a
r
e
o
f
i
n
t
e
r
e
s
t
.
T
h
e
P
r
e
-
d
i
c
t
i
o
n
c
u
r
v
e
h
a
s
a
\
s
t
a
i
r
c
a
s
e
"
a
p
p
e
a
r
a
n
c
e
t
y
p
i
c
a
l
o
f
a
p
i
e
c
e
w
i
s
e
-
c
o
n
s
t
a
n
t
a
p
p
r
o
x
i
m
a
t
i
o
n
.
T
h
e
h
e
i
g
h
t
o
f
t
h
e
m
a
j
o
r
\
s
t
e
p
s
"
v
a
r
i
e
s
b
e
t
w
e
e
n
a
b
o
u
t
1
0
0
0
a
n
d
2
0
0
0
.
E
x
a
m
i
n
a
t
i
o
n
o
f
i
n
d
i
v
i
d
u
a
l
s
t
e
p
s
i
n
d
i
c
a
t
e
s
a
n
a
v
e
r
a
g
e
e
r
r
o
r
r
o
u
g
h
l
y
c
o
n
s
i
s
t
e
n
t
w
i
t
h
t
h
e
v
a
l
u
e
o
f
￿
0
,
s
u
g
g
e
s
t
-
i
n
g
t
h
a
t
￿
0
i
s
c
o
n
t
r
o
l
l
i
n
g
t
h
e
c
l
o
s
e
n
e
s
s
o
f
t
h
e
a
p
p
r
o
x
i
-
m
a
t
i
o
n
.
T
h
e
w
i
d
t
h
o
f
t
h
e
s
t
e
p
s
i
s
,
a
g
a
i
n
r
o
u
g
h
l
y
,
w
i
d
e
r
i
n
t
h
e
\
￿
a
t
t
e
r
"
p
a
r
t
o
f
t
h
e
f
u
n
c
t
i
o
n
a
n
d
n
a
r
r
o
w
e
r
i
n
t
h
e
s
t
e
e
p
p
a
r
t
.
F
i
n
a
l
l
y
,
i
t
i
s
s
i
g
n
i
￿
c
a
n
t
t
h
a
t
t
h
e
P
r
e
-
d
i
c
t
i
o
n
c
u
r
v
e
i
n
d
e
e
d
t
a
k
e
s
t
h
e
f
o
r
m
o
f
a
s
t
a
i
r
c
a
s
e
,
i
n
-
s
t
e
a
d
o
f
b
e
i
n
g
s
m
o
o
t
h
e
r
.
L
o
n
g
￿
a
t
\
s
t
e
p
s
"
s
u
g
g
e
s
t
t
h
a
t
o
n
e
s
e
t
o
f
c
l
a
s
s
i
￿
e
r
s
i
s
i
n
c
o
n
t
r
o
l
(
f
o
r
m
s
[
M
]
)
a
f
t
e
r
w
h
i
c
h
,
o
n
t
h
e
n
e
x
t
s
t
e
p
,
a
n
o
t
h
e
r
s
e
t
t
a
k
e
s
o
v
e
r
.
T
h
i
s
i
n
t
u
r
n
s
u
g
g
e
s
t
s
a
t
e
n
d
e
n
c
y
t
o
w
a
r
d
e
￿
c
i
e
n
t
d
i
s
t
r
i
b
u
t
i
o
n
o
f
c
l
a
s
s
i
￿
e
r
r
e
s
o
u
r
c
e
s
o
v
e
r
t
h
e
d
o
m
a
i
n
.
F
i
g
u
r
e
2
g
i
v
e
s
a
n
o
t
h
e
r
p
e
r
s
p
e
c
t
i
v
e
.
I
t
i
s
a
l
i
s
t
i
n
g
o
f
t
h
e
(
m
a
c
r
o
)
c
l
a
s
s
i
￿
e
r
s
o
f
t
h
e
p
o
p
u
l
a
t
i
o
n
a
t
t
h
e
e
n
d
o
f
t
h
e
e
x
p
e
r
i
m
e
n
t
,
1
5
i
n
a
l
l
.
S
h
o
w
n
a
r
e
e
a
c
h
c
l
a
s
s
i
￿
e
r
’
s
c
o
n
-
d
i
t
i
o
n
,
p
r
e
d
i
c
t
i
o
n
,
e
r
r
o
r
,
￿
t
n
e
s
s
,
a
n
d
n
u
m
e
r
o
s
i
t
y
.
N
o
t
e
t
h
a
t
m
o
s
t
c
l
a
s
s
i
￿
e
r
s
w
i
t
h
s
u
b
s
t
a
n
t
i
a
l
￿
t
n
e
s
s
e
s
h
a
v
e
e
r
-
r
o
r
s
l
e
s
s
t
h
a
n
￿
0
.
A
s
p
e
c
i
a
l
g
r
a
p
h
i
c
n
o
t
a
t
i
o
n
i
s
u
s
e
d
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O
N
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.
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.
|
8
2
1
.
3
7
8
.
.
3
7
2
1
5
1
4
.
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.
|
8
2
0
.
3
7
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3
7
1
1
5
F
i
g
u
r
e
2
:
C
l
a
s
s
i
￿
e
r
s
f
r
o
m
e
x
p
e
r
i
m
e
n
t
o
f
F
i
g
u
r
e
1
.
(
P
R
E
D
i
c
t
i
o
n
,
E
R
R
o
r
,
F
I
T
N
e
s
s
,
N
U
M
e
r
o
s
i
t
y
.
)
t
o
r
e
p
r
e
s
e
n
t
t
h
e
c
o
n
d
i
t
i
o
n
.
S
i
n
c
e
x
h
a
s
j
u
s
t
o
n
e
c
o
m
-
p
o
n
e
n
t
,
t
h
e
c
o
n
d
i
t
i
o
n
c
o
n
t
a
i
n
s
j
u
s
t
o
n
e
i
n
t
e
r
v
a
l
p
r
e
d
-
i
c
a
t
e
.
T
h
e
p
o
s
s
i
b
l
e
r
a
n
g
e
o
f
x
,
0
-
9
9
,
i
s
d
i
v
i
d
e
d
i
n
t
o
2
0
e
q
u
a
l
s
u
b
r
a
n
g
e
s
.
A
n
i
n
t
e
r
v
a
l
p
r
e
d
i
c
a
t
e
i
s
i
n
d
i
c
a
t
e
d
b
y
a
c
l
u
s
t
e
r
o
f
\
O
"
s
t
h
a
t
c
o
v
e
r
s
i
t
s
r
a
n
g
e
.
I
f
a
n
i
n
-
t
e
r
v
a
l
p
r
e
d
i
c
a
t
e
e
n
t
i
r
e
l
y
c
o
v
e
r
s
a
s
u
b
r
a
n
g
e
,
e
.
g
.
,
3
5
-
3
9
,
a
n
\
O
"
i
s
p
l
a
c
e
d
a
t
t
h
a
t
r
a
n
g
e
’
s
p
o
s
i
t
i
o
n
.
I
f
t
h
e
i
n
t
e
r
-
v
a
l
p
r
e
d
i
c
a
t
e
c
o
v
e
r
s
s
o
m
e
o
f
b
u
t
l
e
s
s
t
h
a
n
t
h
e
w
h
o
l
e
o
f
a
s
u
b
r
a
n
g
e
,
a
s
m
a
l
l
\
o
"
i
s
p
u
t
t
h
e
r
e
.
T
h
i
s
n
o
t
a
t
i
o
n
h
a
s
b
e
e
n
f
o
u
n
d
m
o
r
e
p
e
r
s
p
i
c
u
o
u
s
t
h
a
n
u
s
i
n
g
t
h
e
r
a
w
n
u
m
b
e
r
s
.
N
o
t
e
h
o
w
,
c
o
n
s
i
s
t
e
n
t
w
i
t
h
F
i
g
u
r
e
1
,
t
h
e
c
l
a
s
s
i
￿
e
r
c
o
n
-
d
i
t
i
o
n
s
a
r
e
l
a
r
g
e
r
t
o
w
a
r
d
t
h
e
b
e
g
i
n
n
i
n
g
o
f
t
h
e
d
o
m
a
i
n
,
w
h
e
r
e
t
h
e
f
u
n
c
t
i
o
n
s
l
o
p
e
i
s
l
o
w
e
r
.
I
t
i
s
a
l
s
o
i
n
t
e
r
e
s
t
i
n
g
t
h
a
t
t
h
e
c
l
a
s
s
i
￿
e
r
s
w
i
t
h
h
i
g
h
e
r
￿
t
n
e
s
s
e
s
a
n
d
n
u
m
e
r
o
s
i
-
t
i
e
s
c
o
v
e
r
t
h
e
d
o
m
a
i
n
w
i
t
h
o
u
t
a
g
r
e
a
t
d
e
a
l
o
f
o
v
e
r
l
a
p
.
T
h
e
s
e
c
l
a
s
s
i
￿
e
r
s
d
o
m
i
n
a
t
e
t
h
e
c
a
l
c
u
l
a
t
i
o
n
o
f
t
h
e
s
y
s
-
t
e
m
p
r
e
d
i
c
t
i
o
n
,
s
i
n
c
e
t
h
e
l
a
t
t
e
r
i
s
a
￿
t
n
e
s
s
-
w
e
i
g
h
t
e
d
a
v
e
r
a
g
e
o
f
t
h
e
p
r
e
d
i
c
t
i
o
n
s
o
f
m
a
t
c
h
i
n
g
c
l
a
s
s
i
￿
e
r
s
.
B
e
-
c
a
u
s
e
t
h
e
y
d
o
m
i
n
a
t
e
,
t
h
e
P
r
e
d
i
c
t
i
o
n
c
u
r
v
e
t
a
k
e
s
t
h
e
f
o
r
m
o
f
a
s
t
a
i
r
c
a
s
e
.
A
p
a
r
t
f
r
o
m
t
h
e
p
r
e
s
e
n
c
e
o
f
t
h
e
r
e
m
a
i
n
i
n
g
,
l
o
w
e
r
￿
t
n
e
s
s
,
c
l
a
s
s
i
￿
e
r
s
,
t
h
e
d
i
s
t
r
i
b
u
t
i
o
n
o
f
r
e
s
o
u
r
c
e
s
o
v
e
r
t
h
e
d
o
m
a
i
n
i
s
t
h
u
s
r
e
l
a
t
i
v
e
l
y
e
￿
c
i
e
n
t
.
I
n
s
u
m
,
X
C
S
F
s
u
c
c
e
e
d
s
i
n
a
p
p
r
o
x
i
m
a
t
i
n
g
t
h
e
f
u
n
c
t
i
o
n
i
n
a
c
c
o
r
d
a
n
c
e
w
i
t
h
a
s
t
a
t
e
d
e
r
r
o
r
c
r
i
t
e
r
i
o
n
(
c
o
n
￿
r
m
e
d
f
o
r
a
d
d
i
t
i
o
n
a
l
v
a
l
u
e
s
o
f
￿
0
)
a
n
d
t
h
e
c
l
a
s
s
i
￿
e
r
s
a
r
e
e
m
-
p
l
o
y
e
d
r
e
a
s
o
n
a
b
l
y
w
e
l
l
.
S
t
i
l
l
,
a
p
i
e
c
e
w
i
s
e
-
c
o
n
s
t
a
n
t
a
p
-
p
r
o
x
i
m
a
t
i
o
n
i
s
p
r
i
m
i
t
i
v
e
c
o
m
p
a
r
e
d
w
i
t
h
a
n
a
p
p
r
o
x
i
m
a
-
t
i
o
n
w
h
e
r
e
t
h
e
a
p
p
r
o
x
i
m
a
t
i
n
g
s
e
g
m
e
n
t
s
m
o
r
e
c
l
o
s
e
l
y
f
o
l
l
o
w
t
h
e
f
u
n
c
t
i
o
n
’
s
c
o
n
t
o
u
r
.
T
h
e
s
i
m
p
l
e
s
t
s
u
c
h
a
p
-
p
r
o
a
c
h
i
s
a
p
i
e
c
e
w
i
s
e
-
l
i
n
e
a
r
a
p
p
r
o
x
i
m
a
t
i
o
n
.
B
u
t
h
o
w
c
o
u
l
d
a
p
i
e
c
e
w
i
s
e
-
l
i
n
e
a
r
a
p
p
r
o
x
i
m
a
t
i
o
n
b
e
d
o
n
e
w
i
t
h
a
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
?
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P
i
e
c
e
w
i
s
e
-
l
i
n
e
a
r
A
p
p
r
o
x
i
m
a
t
i
o
n
T
r
a
d
i
t
i
o
n
a
l
l
y
,
a
c
l
a
s
s
i
￿
e
r
’
s
p
r
e
d
i
c
t
i
o
n
i
s
a
n
u
m
b
e
r
i
n
-
t
e
n
d
e
d
t
o
a
p
p
l
y
f
o
r
a
l
l
i
n
p
u
t
s
x
t
h
a
t
s
a
t
i
s
f
y
i
t
s
c
o
n
-
d
i
t
i
o
n
.
H
o
w
e
v
e
r
,
f
o
r
f
u
n
c
t
i
o
n
a
p
p
r
o
x
i
m
a
t
i
o
n
,
i
t
w
o
u
l
d
b
e
d
e
s
i
r
a
b
l
e
i
f
t
h
e
p
r
e
d
i
c
t
i
o
n
c
o
u
l
d
v
a
r
y
o
v
e
r
t
h
e
c
o
n
d
i
-
t
i
o
n
’
s
d
o
m
a
i
n
,
s
i
n
c
e
t
h
e
f
u
n
c
t
i
o
n
b
e
i
n
g
a
p
p
r
o
x
i
m
a
t
e
d
g
e
n
e
r
a
l
l
y
v
a
r
i
e
s
.
I
n
e
￿
e
c
t
,
t
h
e
p
r
e
d
i
c
t
i
o
n
i
t
s
e
l
f
s
h
o
u
l
d
b
e
a
f
u
n
c
t
i
o
n
,
t
h
e
s
i
m
p
l
e
s
t
f
o
r
m
o
f
w
h
i
c
h
w
o
u
l
d
b
e
a
l
i
n
e
a
r
p
o
l
y
n
o
m
i
a
l
i
n
t
h
e
i
n
p
u
t
c
o
m
p
o
n
e
n
t
s
,
c
a
l
l
i
t
h
(
x
)
.
T
h
e
f
u
n
c
t
i
o
n
h
(
x
)
w
o
u
l
d
s
u
b
s
t
i
t
u
t
e
f
o
r
t
h
e
c
l
a
s
-
s
i
￿
e
r
’
s
t
r
a
d
i
t
i
o
n
a
l
(
s
c
a
l
a
r
)
p
r
e
d
i
c
t
i
o
n
,
p
.
T
h
e
n
,
g
i
v
e
n
a
n
i
n
p
u
t
x
,
e
a
c
h
m
a
t
c
h
i
n
g
c
l
a
s
s
i
￿
e
r
w
o
u
l
d
c
a
l
c
u
l
a
t
e
i
t
s
p
r
e
d
i
c
t
i
o
n
b
y
c
o
m
p
u
t
i
n
g
h
(
x
)
.
F
o
r
a
p
p
r
o
x
i
m
a
t
i
n
g
a
o
n
e
-
d
i
m
e
n
s
i
o
n
a
l
f
u
n
c
t
i
o
n
f
(
x
)
,
h
(
x
)
w
o
u
l
d
b
e
a
t
w
o
-
t
e
r
m
p
o
l
y
n
o
m
i
a
l
h
(
x
)
=
w
0
+
w
1
x
1
.
I
n
t
h
i
s
c
a
s
e
,
w
1
c
a
n
b
e
t
h
o
u
g
h
t
o
f
a
s
t
h
e
s
l
o
p
e
o
f
a
n
a
p
p
r
o
x
i
m
a
t
i
n
g
s
t
r
a
i
g
h
t
l
i
n
e
,
w
i
t
h
w
0
i
t
s
i
n
t
e
r
c
e
p
t
.
F
o
r
a
n
n
-
d
i
m
e
n
s
i
o
n
a
l
f
(
x
)
,
h
(
x
)
=
w
￿
x
0
,
w
h
e
r
e
w
i
s
a
w
e
i
g
h
t
v
e
c
t
o
r
(
w
0
;
w
1
;
:
:
:
;
w
n
)
a
n
d
x
0
i
s
t
h
e
i
n
p
u
t
v
e
c
t
o
r
x
a
u
g
m
e
n
t
e
d
b
y
a
c
o
n
s
t
a
n
t
x
0
,
i
.
e
.
,
x
0
=
(
x
0
;
x
1
;
:
:
:
;
x
n
)
.
I
n
t
h
i
s
c
a
s
e
h
(
x
)
c
o
m
p
u
t
e
s
a
h
y
p
e
r
p
l
a
n
e
a
p
p
r
o
x
i
m
a
t
i
o
n
t
o
f
(
x
)
.
C
l
a
s
s
i
￿
e
r
s
w
o
u
l
d
h
a
v
e
d
i
￿
e
r
e
n
t
w
e
i
g
h
t
v
e
c
t
o
r
s
w
s
i
n
c
e
i
n
g
e
n
e
r
a
l
t
h
e
d
o
m
a
i
n
s
o
f
t
h
e
i
r
c
o
n
d
i
t
i
o
n
s
d
i
￿
e
r
.
O
f
c
o
u
r
s
e
,
t
h
e
c
l
a
s
s
i
￿
e
r
s
’
w
e
i
g
h
t
v
e
c
t
o
r
s
m
u
s
t
b
e
a
d
a
p
t
e
d
.
I
f
c
l
a
s
s
i
￿
e
r
s
a
r
e
t
o
p
r
e
d
i
c
t
w
i
t
h
a
g
i
v
e
n
a
c
-
c
u
r
a
c
y
,
t
h
e
c
o
e
￿
c
i
e
n
t
s
w
i
o
f
t
h
e
i
r
w
e
i
g
h
t
v
e
c
t
o
r
s
m
u
s
t
b
e
a
p
p
r
o
p
r
i
a
t
e
.
O
n
e
a
p
p
r
o
a
c
h
i
s
u
s
e
a
n
e
v
o
l
u
t
i
o
n
a
r
y
a
l
g
o
r
i
t
h
m
.
T
h
e
w
e
i
g
h
t
v
e
c
t
o
r
w
o
u
l
d
b
e
e
v
o
l
v
e
d
a
l
o
n
g
w
i
t
h
t
h
e
c
l
a
s
s
i
￿
e
r
c
o
n
d
i
t
i
o
n
.
F
o
r
t
h
i
s
,
t
h
e
w
i
c
o
u
l
d
b
e
c
o
n
c
a
t
e
n
a
t
e
d
w
i
t
h
t
h
e
i
n
t
e
r
v
a
l
p
r
e
d
i
c
a
t
e
s
o
f
t
h
e
c
o
n
-
d
i
t
i
o
n
a
n
d
t
h
e
w
h
o
l
e
t
h
i
n
g
e
v
o
l
v
e
d
a
s
a
u
n
i
t
.
O
r
,
i
t
m
i
g
h
t
b
e
p
r
e
f
e
r
a
b
l
e
t
o
u
s
e
s
e
p
a
r
a
t
e
p
r
o
c
e
s
s
e
s
:
t
h
e
r
e
i
s
r
e
a
s
o
n
t
o
t
h
i
n
k
t
h
e
E
v
o
l
u
t
i
o
n
s
s
t
r
a
t
e
g
i
e
m
i
g
h
t
b
e
m
o
r
e
s
u
i
t
a
b
l
e
t
h
a
n
t
h
e
G
A
f
o
r
t
h
e
w
e
i
g
h
t
v
e
c
t
o
r
.
I
n
t
h
e
p
r
e
s
e
n
t
w
o
r
k
,
h
o
w
e
v
e
r
,
w
e
d
i
d
n
o
t
u
s
e
a
n
e
v
o
l
u
t
i
o
n
a
r
y
t
e
c
h
n
i
q
u
e
f
o
r
t
h
e
w
e
i
g
h
t
v
e
c
t
o
r
,
b
u
t
i
n
s
t
e
a
d
a
d
a
p
t
e
d
i
t
u
s
i
n
g
a
m
o
d
i
￿
c
a
t
i
o
n
o
f
t
h
e
d
e
l
t
a
r
u
l
e
(
M
i
t
c
h
e
l
l
1
9
9
7
)
.
T
h
e
d
e
l
t
a
r
u
l
e
i
s
g
i
v
e
n
b
y
￿
w
i
=
￿
(
t
￿
o
)
x
i
,
w
h
e
r
e
w
i
a
n
d
x
i
a
r
e
t
h
e
i
t
h
c
o
m
p
o
n
e
n
t
s
o
f
w
a
n
d
x
0
,
r
e
s
p
e
c
t
i
v
e
l
y
.
I
n
t
h
e
q
u
a
n
t
i
t
y
(
t
￿
o
)
,
o
i
s
t
h
e
o
u
t
p
u
t
,
i
n
t
h
e
p
r
e
s
e
n
t
c
a
s
e
t
h
e
c
l
a
s
s
i
￿
e
r
p
r
e
d
i
c
t
i
o
n
,
a
n
d
t
i
s
t
h
e
t
a
r
g
e
t
,
i
n
t
h
i
s
c
a
s
e
t
h
e
c
o
r
r
e
c
t
v
a
l
u
e
o
f
y
a
c
c
o
r
d
i
n
g
t
o
y
=
f
(
x
)
.
T
h
u
s
(
t
￿
o
)
i
s
t
h
e
a
m
o
u
n
t
b
y
w
h
i
c
h
t
h
e
p
r
e
d
i
c
t
i
o
n
s
h
o
u
l
d
b
e
c
o
r
r
e
c
t
e
d
(
t
h
e
n
e
g
a
t
i
v
e
o
f
t
h
e
c
l
a
s
s
i
￿
e
r
’
s
i
n
s
t
a
n
t
a
n
e
o
u
s
e
r
r
o
r
)
.
F
i
n
a
l
l
y
,
￿
i
s
t
h
e
c
o
r
-
r
e
c
t
i
o
n
r
a
t
e
.
T
h
e
d
e
l
t
a
r
u
l
e
s
a
y
s
t
o
c
h
a
n
g
e
t
h
e
w
e
i
g
h
t
p
r
o
p
o
r
t
i
o
n
a
l
l
y
t
o
t
h
e
p
r
o
d
u
c
t
o
f
t
h
e
i
n
p
u
t
v
a
l
u
e
a
n
d
t
h
e
c
o
r
r
e
c
t
i
o
n
.
N
o
t
i
c
e
t
h
a
t
c
o
r
r
e
c
t
i
n
g
t
h
e
w
i
i
n
e
￿
e
c
t
c
h
a
n
g
e
s
t
h
e
o
u
t
-
p
u
t
b
y
￿
o
=
￿
w
￿
x
0
=
￿
(
t
￿
o
)
j
x
0
j
2
.
B
e
c
a
u
s
e
j
x
0
j
2
i
s
f
a
c
t
o
r
e
d
i
n
,
i
t
i
s
d
i
￿
c
u
l
t
t
o
c
h
o
o
s
e
￿
s
o
a
s
t
o
g
e
t
a
w
e
l
l
-
c
o
n
t
r
o
l
l
e
d
o
v
e
r
a
l
l
r
a
t
e
o
f
c
o
r
r
e
c
t
i
o
n
:
￿
t
o
o
l
a
r
g
e
r
e
s
u
l
t
s
i
n
t
h
e
w
e
i
g
h
t
s
￿
u
c
t
u
a
t
i
n
g
a
n
d
n
o
t
c
o
n
v
e
r
g
i
n
g
;
i
f
￿
i
s
t
o
o
s
m
a
l
l
t
h
e
c
o
n
v
e
r
g
e
n
c
e
i
s
u
n
n
e
c
-
e
s
s
a
r
i
l
y
s
l
o
w
.
A
f
t
e
r
s
o
m
e
e
x
p
e
r
i
m
e
n
t
a
t
i
o
n
w
i
t
h
t
h
i
s
i
s
s
u
e
,
w
e
n
o
t
i
c
e
d
t
h
a
t
i
n
i
t
s
o
r
i
g
i
n
a
l
u
s
e
(
W
i
d
r
o
w
a
n
d
H
o
￿
1
9
8
8
)
,
t
h
e
c
o
r
r
e
c
t
i
o
n
r
a
t
e
w
a
s
s
e
l
e
c
t
e
d
s
o
t
h
a
t
t
h
e
e
n
t
i
r
e
e
r
r
o
r
w
a
s
c
o
r
r
e
c
t
e
d
i
n
o
n
e
s
t
e
p
;
t
h
i
s
w
a
s
p
o
s
s
i
-
b
l
e
,
h
o
w
e
v
e
r
,
b
e
c
a
u
s
e
t
h
e
i
n
p
u
t
v
e
c
t
o
r
w
a
s
b
i
n
a
r
y
,
s
o
i
t
s
a
b
s
o
l
u
t
e
v
a
l
u
e
w
a
s
a
c
o
n
s
t
a
n
t
.
I
n
o
u
r
p
r
o
b
l
e
m
,
r
e
l
i
-
a
b
l
e
o
n
e
-
s
t
e
p
c
o
r
r
e
c
t
i
o
n
w
o
u
l
d
b
e
p
o
s
s
i
b
l
e
i
f
a
m
o
d
i
￿
e
d
d
e
l
t
a
r
u
l
e
w
e
r
e
e
m
p
l
o
y
e
d
:
￿
w
i
=
(
￿
=
j
x
0
j
2
)
(
t
￿
o
)
x
i
.
N
o
w
t
h
e
t
o
t
a
l
c
o
r
r
e
c
t
i
o
n
w
o
u
l
d
b
e
s
t
r
i
c
t
l
y
p
r
o
p
o
r
t
i
o
n
a
l
t
o
(
t
￿
o
)
a
n
d
c
o
u
l
d
b
e
r
e
l
i
a
b
l
y
c
o
n
t
r
o
l
l
e
d
b
y
￿
.
F
o
r
i
n
s
t
a
n
c
e
,
￿
=
1
:
0
w
o
u
l
d
g
i
v
e
t
h
e
o
n
e
-
s
t
e
p
c
o
r
r
e
c
t
i
o
n
o
f
W
i
d
r
o
w
a
n
d
H
o
￿
.
I
n
t
h
e
e
x
p
e
r
i
m
e
n
t
s
t
h
a
t
f
o
l
l
o
w
,
w
e
u
s
e
d
t
h
e
m
o
d
i
￿
e
d
d
e
l
t
a
r
u
l
e
w
i
t
h
v
a
r
i
o
u
s
v
a
l
u
e
s
o
f
￿
￿
1
:
0
.
U
s
e
o
f
a
d
e
l
t
a
r
u
l
e
r
e
q
u
i
r
e
s
s
e
l
e
c
t
i
o
n
o
f
a
n
a
p
p
r
o
p
r
i
a
t
e
v
a
l
u
e
f
o
r
x
0
,
t
h
e
c
o
n
s
t
a
n
t
t
h
a
t
a
u
g
m
e
n
t
s
t
h
e
i
n
p
u
t
v
e
c
t
o
r
.
I
n
t
e
s
t
s
,
w
e
f
o
u
n
d
t
h
a
t
i
f
x
0
w
a
s
t
o
o
s
m
a
l
l
,
w
e
i
g
h
t
v
e
c
t
o
r
s
w
o
u
l
d
n
o
t
l
e
a
r
n
t
h
e
r
i
g
h
t
s
l
o
p
e
,
a
n
d
w
o
u
l
d
t
e
n
d
t
o
p
o
i
n
t
t
o
w
a
r
d
t
h
e
o
r
i
g
i
n
.
C
h
o
o
s
i
n
g
x
0
=
1
0
0
s
o
l
v
e
d
t
h
i
s
p
r
o
b
l
e
m
,
p
e
r
h
a
p
s
b
e
c
a
u
s
e
i
t
w
a
s
t
h
e
n
o
f
t
h
e
s
a
m
e
o
r
d
e
r
o
f
m
a
g
n
i
t
u
d
e
a
s
t
h
e
o
t
h
e
r
x
i
.
F
o
r
p
i
e
c
e
w
i
s
e
-
l
i
n
e
a
r
a
p
p
r
o
x
i
m
a
t
i
o
n
,
n
o
c
h
a
n
g
e
s
w
e
r
e
n
e
c
e
s
s
a
r
y
t
o
X
C
S
F
e
x
c
e
p
t
f
o
r
a
d
d
i
t
i
o
n
o
f
t
h
e
w
e
i
g
h
t
v
e
c
t
o
r
s
t
o
t
h
e
c
l
a
s
s
i
￿
e
r
s
,
a
n
d
p
r
o
v
i
s
i
o
n
f
o
r
c
a
l
c
u
l
a
t
i
o
n
o
f
t
h
e
p
r
e
d
i
c
t
i
o
n
s
a
n
d
a
p
p
l
i
c
a
t
i
o
n
o
f
t
h
e
m
o
d
i
￿
e
d
d
e
l
t
a
r
u
l
e
t
o
t
h
e
a
c
t
i
o
n
s
e
t
c
l
a
s
s
i
￿
e
r
s
o
n
e
v
e
r
y
t
i
m
e
-
s
t
e
p
.
I
n
a
c
l
a
s
s
i
￿
e
r
c
r
e
a
t
e
d
b
y
c
o
v
e
r
i
n
g
,
t
h
e
w
e
i
g
h
t
v
e
c
t
o
r
w
a
s
r
a
n
d
o
m
l
y
i
n
i
t
i
a
l
i
z
e
d
w
i
t
h
w
e
i
g
h
t
s
f
r
o
m
[
-
1
.
0
,
1
.
0
]
;
G
A
o
￿
s
p
r
i
n
g
c
l
a
s
s
i
￿
e
r
s
i
n
h
e
r
i
t
e
d
t
h
e
p
a
r
e
n
t
s
’
w
e
i
g
h
t
v
e
c
-
t
o
r
s
.
B
o
t
h
p
o
l
i
c
i
e
s
y
i
e
l
d
e
d
p
e
r
f
o
r
m
a
n
c
e
i
m
p
r
o
v
e
m
e
n
t
s
o
v
e
r
o
t
h
e
r
i
n
i
t
i
a
l
i
z
a
t
i
o
n
s
.
I
n
t
h
e
e
x
p
e
r
i
m
e
n
t
s
,
m
o
s
t
p
a
r
a
m
e
t
e
r
s
e
t
t
i
n
g
s
w
e
r
e
t
h
e
s
a
m
e
a
s
t
h
o
s
e
g
i
v
e
n
i
n
S
e
c
t
i
o
n
3
;
d
i
￿
e
r
e
n
c
e
s
w
i
l
l
b
e
n
o
t
e
d
.
S
e
t
t
i
n
g
s
o
f
t
h
e
n
e
w
p
a
r
a
m
e
t
e
r
,
￿
,
w
i
l
l
b
e
g
i
v
e
n
.
5
T
e
s
t
s
o
n
S
i
m
p
l
e
F
u
n
c
t
i
o
n
s
P
r
e
l
i
m
i
n
a
r
y
t
e
s
t
i
n
g
w
a
s
c
a
r
r
i
e
d
o
u
t
a
p
p
r
o
x
i
m
a
t
i
n
g
f
u
n
c
t
i
o
n
s
t
h
a
t
w
e
r
e
t
h
e
m
s
e
l
v
e
s
l
i
n
e
a
r
o
r
p
i
e
c
e
w
i
s
e
l
i
n
-
e
a
r
.
F
o
r
e
x
a
m
p
l
e
,
t
e
s
t
s
w
e
r
e
d
o
n
e
o
n
t
h
e
f
u
n
c
t
i
o
n
\
2
-
l
i
n
e
"
,
d
e
￿
n
e
d
a
s
y
=
5
0
x
+
1
0
0
0
;
0
￿
x
<
5
0
=
1
3
0
x
￿
3
0
0
0
;
5
0
￿
x
<
1
0
0
:
P
a
r
a
m
e
t
e
r
s
f
o
r
t
h
e
e
x
p
e
r
i
m
e
n
t
w
e
r
e
t
h
e
s
a
m
e
a
s
p
r
e
-
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F
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g
u
r
e
3
:
P
i
e
c
e
w
i
s
e
-
l
i
n
e
a
r
a
p
p
r
o
x
i
m
a
t
i
o
n
t
o
p
i
e
c
e
w
i
s
e
-
l
i
n
e
a
r
f
u
n
c
t
i
o
n
\
2
-
l
i
n
e
"
.
￿
0
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3
7
7
1
6
4
F
i
g
u
r
e
4
:
C
l
a
s
s
i
￿
e
r
s
f
r
o
m
e
x
p
e
r
i
m
e
n
t
o
f
F
i
g
u
r
e
3
v
i
o
u
s
l
y
,
e
x
c
e
p
t
f
o
r
N
=
8
0
0
,
￿
0
=
1
0
,
￿
G
A
s
u
b
=
1
0
0
,
a
n
d
￿
=
0
:
4
.
T
h
e
a
p
p
r
o
x
i
m
a
t
i
o
n
o
b
t
a
i
n
e
d
(
F
i
g
u
r
e
3
)
w
a
s
s
o
c
l
o
s
e
t
h
a
t
t
h
e
p
l
o
t
s
o
f
t
h
e
p
r
e
d
i
c
t
i
o
n
a
n
d
t
h
e
f
u
n
c
t
i
o
n
i
t
s
e
l
f
a
r
e
d
i
￿
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c
a
t
e
c
o
v
e
r
-
i
n
g
t
h
e
i
n
t
e
r
v
a
l
5
2
-
9
9
(
i
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h
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n
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r
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￿
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p
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b
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￿
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p
r
i
s
i
n
g
t
h
a
t
|
u
n
l
i
k
e
t
h
e
p
i
e
c
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p
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￿
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p
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c
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p
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￿
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p
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d
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m
e
n
t
s
w
i
t
h
n
=
3
w
e
n
t
w
e
l
l
,
s
o
n
=
6
w
a
s
t
r
i
e
d
.
P
a
r
a
m
e
t
e
r
s
w
e
r
e
t
h
e
s
a
m
e
a
s
p
r
e
v
i
-
o
u
s
l
y
,
e
x
c
e
p
t
N
=
3
2
0
0
,
￿
=
0
:
1
,
￿
G
A
s
u
b
s
=
2
0
0
,
a
n
d
￿
=
1
:
0
.
T
h
e
e
r
r
o
r
t
h
r
e
s
h
o
l
d
￿
0
=
1
(
1
%
o
f
t
h
e
r
a
n
g
e
)
.
I
n
c
o
n
t
r
a
s
t
t
o
p
r
e
v
i
o
u
s
e
x
p
e
r
i
m
e
n
t
s
i
n
w
h
i
c
h
i
n
s
t
a
n
c
e
s
w
e
r
e
c
h
o
s
e
n
r
a
n
d
o
m
l
y
f
r
o
m
a
￿
x
e
d
d
a
t
a
s
e
t
,
i
n
s
t
a
n
c
e
s
w
e
r
e
p
i
c
k
e
d
r
a
n
d
o
m
l
y
f
r
o
m
t
h
e
d
o
m
a
i
n
.
F
i
g
u
r
e
1
3
p
l
o
t
s
t
h
e
s
y
s
t
e
m
e
r
r
o
r
a
n
d
p
o
p
u
l
a
t
i
o
n
s
i
z
e
.
S
t
a
r
t
i
n
g
i
n
i
t
i
a
l
l
y
v
e
r
y
h
i
g
h
,
t
h
e
s
y
s
t
e
m
e
r
r
o
r
(
a
m
o
v
-
i
n
g
a
v
e
r
a
g
e
o
f
t
h
e
a
b
s
o
l
u
t
e
d
i
￿
e
r
e
n
c
e
b
e
t
w
e
e
n
X
C
S
F
’
s
p
r
e
d
i
c
t
i
o
n
a
n
d
t
h
e
a
c
t
u
a
l
f
u
n
c
t
i
o
n
v
a
l
u
e
)
f
e
l
l
r
a
p
i
d
l
y
t
o
l
e
s
s
t
h
a
n
1
(
o
r
.
0
1
a
s
p
l
o
t
t
e
d
o
n
t
h
i
s
g
r
a
p
h
)
.
T
h
e
p
o
p
u
l
a
t
i
o
n
s
i
z
e
|
i
n
m
a
c
r
o
c
l
a
s
s
i
￿
e
r
s
|
r
o
s
e
q
u
i
c
k
l
y
t
o
a
b
o
u
t
2
4
0
0
a
n
d
s
t
a
y
e
d
t
h
e
r
e
.
S
o
t
h
e
s
y
s
t
e
m
s
e
e
m
e
d
t
o
h
a
v
e
l
i
t
t
l
e
d
i
￿
c
u
l
t
y
a
p
p
r
o
x
i
m
a
t
i
n
g
t
h
e
f
u
n
c
t
i
o
n
t
o
w
i
t
h
i
n
1
%
,
t
h
o
u
g
h
q
u
i
t
e
a
f
e
w
c
l
a
s
s
i
￿
e
r
s
w
e
r
e
r
e
q
u
i
r
e
d
.
7
C
l
a
s
s
i
￿
e
r
A
r
c
h
i
t
e
c
t
u
r
e
I
n
X
C
S
,
a
s
i
n
o
t
h
e
r
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
s
,
t
h
e
c
l
a
s
s
i
￿
e
r
p
r
e
-
d
i
c
t
i
o
n
i
s
a
s
c
a
l
a
r
,
a
n
d
t
h
e
s
y
s
t
e
m
a
d
a
p
t
s
t
h
e
c
l
a
s
s
i
￿
e
r
c
o
n
d
i
t
i
o
n
s
a
n
d
t
h
e
p
r
e
d
i
c
t
i
o
n
s
c
a
l
a
r
s
t
o
￿
n
d
a
c
c
u
r
a
t
e
c
l
a
s
s
i
￿
e
r
s
t
h
a
t
a
r
e
a
s
g
e
n
e
r
a
l
a
s
p
o
s
s
i
b
l
e
.
I
n
X
C
S
F
,
t
h
e
p
r
e
d
i
c
t
i
o
n
w
a
s
r
e
p
l
a
c
e
d
b
y
a
w
e
i
g
h
t
v
e
c
t
o
r
c
o
m
-
p
u
t
i
n
g
a
l
i
n
e
a
r
f
u
n
c
t
i
o
n
,
l
e
a
d
i
n
g
t
o
a
m
o
r
e
p
o
w
e
r
f
u
l
a
n
d
s
u
b
t
l
e
c
o
-
a
d
a
p
t
a
t
i
o
n
o
f
t
h
e
c
o
n
d
i
t
i
o
n
a
n
d
t
h
e
p
r
e
-
d
i
c
t
i
o
n
.
A
s
a
n
e
x
t
r
e
m
e
b
u
t
i
n
s
t
r
u
c
t
i
v
e
e
x
a
m
p
l
e
,
X
C
S
F
c
a
n
a
p
p
r
o
x
i
m
a
t
e
a
v
e
r
y
h
i
g
h
-
d
i
m
e
n
s
i
o
n
a
l
l
i
n
e
a
r
f
u
n
c
-
t
i
o
n
w
i
t
h
O
(
1
)
c
l
a
s
s
i
￿
e
r
s
,
f
a
r
l
e
s
s
t
h
a
n
r
e
q
u
i
r
e
d
u
s
i
n
g
s
c
a
l
a
r
p
r
e
d
i
c
t
i
o
n
s
.
I
t
m
i
g
h
t
b
e
f
r
u
i
t
f
u
l
t
o
e
x
t
e
n
d
t
h
e
c
o
n
c
e
p
t
o
f
c
l
a
s
s
i
￿
e
r
s
t
r
u
c
t
u
r
e
f
r
o
m
t
h
e
t
r
a
d
i
t
i
o
n
a
l
<
c
o
n
d
i
t
i
o
n
>
:
<
a
c
t
i
o
n
>
)
<
p
r
e
d
i
c
t
i
o
n
>
t
o
t
h
e
m
o
r
e
g
e
n
e
r
a
l
<
c
o
n
d
i
t
i
o
n
t
r
u
t
h
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F
i
g
u
r
e
1
3
:
S
y
s
t
e
m
e
r
r
o
r
/
1
0
0
a
n
d
p
o
p
u
l
a
t
i
o
n
s
i
z
e
/
3
2
0
0
f
o
r
a
p
p
r
o
x
i
m
a
t
i
o
n
t
o
s
i
x
-
d
i
m
e
n
s
i
o
n
a
l
\
r
m
s
"
f
u
n
c
t
i
o
n
.
￿
0
=
1
.
f
u
n
c
t
i
o
n
>
:
<
a
c
t
i
o
n
r
a
n
g
e
>
)
<
p
r
e
d
i
c
t
i
o
n
f
u
n
c
t
i
o
n
>
.
T
h
e
a
c
t
i
o
n
r
a
n
g
e
w
o
u
l
d
b
e
a
￿
n
i
t
e
i
n
t
e
r
v
a
l
o
f
e
￿
e
c
t
o
r
v
a
l
u
e
s
,
e
.
g
.
,
r
u
d
d
e
r
a
n
g
l
e
.
T
h
e
c
o
n
d
i
t
i
o
n
w
o
u
l
d
b
e
a
t
r
u
t
h
f
u
n
c
t
i
o
n
o
f
x
a
n
d
t
h
e
p
r
e
d
i
c
t
i
o
n
a
f
u
n
c
t
i
o
n
o
f
x
a
n
d
a
,
w
h
e
r
e
a
i
s
a
v
a
l
u
e
i
n
t
h
e
a
c
t
i
o
n
r
a
n
g
e
.
T
h
e
t
w
o
f
u
n
c
t
i
o
n
s
a
n
d
t
h
e
r
a
n
g
e
w
o
u
l
d
c
o
-
a
d
a
p
t
.
L
a
n
z
i
(
1
9
9
9
)
u
s
e
s
c
o
n
d
i
t
i
o
n
f
u
n
c
t
i
o
n
s
t
h
a
t
a
r
e
L
i
s
p
S
-
e
x
p
r
e
s
s
i
o
n
s
.
T
h
e
p
r
e
s
e
n
t
p
a
p
e
r
h
a
s
i
n
v
e
s
t
i
g
a
t
e
d
l
i
n
e
a
r
p
r
e
d
i
c
t
i
o
n
f
u
n
c
t
i
o
n
s
.
I
t
i
s
n
o
t
h
a
r
d
t
o
i
m
a
g
i
n
e
a
c
l
a
s
s
i
￿
e
r
t
h
a
t
,
f
o
r
a
g
i
v
e
n
s
u
b
s
p
a
c
e
o
f
x
a
n
d
a
￿
n
i
t
e
r
a
n
g
e
o
f
a
,
p
r
e
d
i
c
t
s
t
h
e
p
a
y
o
￿
f
o
r
e
a
c
h
x
;
a
c
o
m
b
i
n
a
t
i
o
n
.
S
u
c
h
c
l
a
s
s
i
￿
e
r
s
c
o
u
l
d
b
e
a
s
t
e
p
t
o
w
a
r
d
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
s
c
a
p
a
b
l
e
o
f
c
o
n
t
i
n
u
o
u
s
a
c
t
i
o
n
s
.
E
v
e
n
w
i
t
h
￿
x
e
d
a
c
t
i
o
n
s
,
t
h
e
p
o
s
-
s
i
b
i
l
i
t
y
o
f
c
o
-
a
d
a
p
t
i
n
g
c
o
n
d
i
t
i
o
n
a
n
d
p
r
e
d
i
c
t
i
o
n
f
u
n
c
-
t
i
o
n
s
s
h
o
u
l
d
l
e
a
d
t
o
m
o
r
e
p
o
w
e
r
f
u
l
|
i
.
e
.
,
a
c
c
u
r
a
t
e
a
n
d
e
￿
c
i
e
n
t
|
g
e
n
e
r
a
l
i
z
a
t
i
o
n
i
n
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
s
.
8
S
u
m
m
a
r
y
a
n
d
C
o
n
c
l
u
s
i
o
n
s
T
h
i
s
p
a
p
e
r
i
n
t
r
o
d
u
c
e
d
a
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
,
X
C
S
F
,
d
e
-
s
i
g
n
e
d
t
o
l
e
a
r
n
a
p
p
r
o
x
i
m
a
t
i
o
n
s
t
o
f
u
n
c
t
i
o
n
s
.
T
h
e
p
r
e
-
d
i
c
t
i
o
n
e
s
t
i
m
a
t
i
o
n
m
e
c
h
a
n
i
s
m
w
a
s
u
s
e
d
t
o
f
o
r
m
t
h
e
a
p
-
p
r
o
x
i
m
a
t
i
o
n
s
:
g
i
v
e
n
a
n
i
n
p
u
t
v
e
c
t
o
r
x
,
t
h
e
v
a
l
u
e
y
o
f
t
h
e
f
u
n
c
t
i
o
n
t
o
b
e
a
p
p
r
o
x
i
m
a
t
e
d
w
a
s
t
r
e
a
t
e
d
a
s
a
p
a
y
-
o
￿
t
o
b
e
l
e
a
r
n
e
d
.
I
n
i
t
s
￿
r
s
t
i
n
c
a
r
n
a
t
i
o
n
,
X
C
S
F
p
r
o
-
d
u
c
e
d
p
i
e
c
e
w
i
s
e
-
c
o
n
s
t
a
n
t
a
p
p
r
o
x
i
m
a
t
i
o
n
s
.
A
m
o
r
e
a
d
-
v
a
n
c
e
d
v
e
r
s
i
o
n
a
d
d
e
d
a
w
e
i
g
h
t
v
e
c
t
o
r
t
o
e
a
c
h
c
l
a
s
s
i
￿
e
r
,
p
e
r
m
i
t
t
i
n
g
t
h
e
a
p
p
r
o
x
i
m
a
t
i
o
n
t
o
b
e
p
i
e
c
e
w
i
s
e
-
l
i
n
e
a
r
.
T
e
s
t
s
o
n
s
i
m
p
l
e
o
n
e
-
d
i
m
e
n
s
i
o
n
a
l
f
u
n
c
t
i
o
n
s
y
i
e
l
d
e
d
a
r
-
b
i
t
r
a
r
i
l
y
c
l
o
s
e
a
p
p
r
o
x
i
m
a
t
i
o
n
s
,
a
c
c
o
r
d
i
n
g
t
o
t
h
e
s
e
t
t
i
n
g
o
f
a
n
e
r
r
o
r
p
a
r
a
m
e
t
e
r
.
T
h
e
s
y
s
t
e
m
t
e
n
d
e
d
t
o
e
v
o
l
v
e
c
l
a
s
s
i
￿
e
r
s
t
h
a
t
d
i
s
t
r
i
b
u
t
e
d
t
h
e
m
s
e
l
v
e
s
r
e
a
s
o
n
a
b
l
y
e
￿
-
c
i
e
n
t
l
y
o
v
e
r
t
h
e
f
u
n
c
t
i
o
n
’
s
d
o
m
a
i
n
,
t
h
o
u
g
h
s
o
m
e
o
v
e
r
-
l
a
p
o
c
c
u
r
r
e
d
t
o
g
e
t
h
e
r
w
i
t
h
t
h
e
p
r
e
s
e
n
c
e
o
f
a
m
o
d
-
980 CLASSIFIER SYSTEMSe
r
a
t
e
n
u
m
b
e
r
o
f
r
e
d
u
n
d
a
n
t
l
o
w
-
￿
t
n
e
s
s
c
l
a
s
s
i
￿
e
r
s
.
I
n
l
i
m
i
t
e
d
t
e
s
t
s
o
n
a
s
i
x
-
d
i
m
e
n
s
i
o
n
a
l
n
o
n
l
i
n
e
a
r
f
u
n
c
t
i
o
n
,
X
C
S
F
r
a
p
i
d
l
y
f
o
r
m
e
d
h
i
g
h
l
y
a
c
c
u
r
a
t
e
a
p
p
r
o
x
i
m
a
t
i
o
n
s
,
t
h
o
u
g
h
t
h
e
n
u
m
b
e
r
o
f
c
l
a
s
s
i
￿
e
r
s
r
e
q
u
i
r
e
d
w
a
s
m
u
c
h
l
a
r
g
e
r
t
h
a
n
f
o
r
t
h
e
o
n
e
-
d
i
m
e
n
s
i
o
n
a
l
f
u
n
c
t
i
o
n
s
.
F
u
t
u
r
e
w
o
r
k
s
h
o
u
l
d
c
o
n
t
i
n
u
e
w
i
t
h
m
u
l
t
i
-
d
i
m
e
n
s
i
o
n
a
l
f
u
n
c
t
i
o
n
s
,
t
o
d
e
t
e
r
m
i
n
e
t
h
e
t
e
c
h
n
i
q
u
e
’
s
g
e
n
e
r
a
l
v
i
a
b
i
l
-
i
t
y
a
n
d
e
s
t
i
m
a
t
e
i
t
s
c
o
m
p
l
e
x
i
t
y
i
n
t
e
r
m
s
o
f
l
e
a
r
n
i
n
g
t
i
m
e
a
n
d
r
e
s
o
u
r
c
e
s
(
c
l
a
s
s
i
￿
e
r
s
)
r
e
q
u
i
r
e
d
.
S
i
n
c
e
X
C
S
F
a
p
p
r
o
x
i
m
a
t
e
s
l
i
n
e
a
r
f
u
n
c
t
i
o
n
s
e
￿
o
r
t
l
e
s
s
l
y
,
r
e
g
a
r
d
l
e
s
s
o
f
d
i
m
e
n
s
i
o
n
a
l
i
t
y
,
i
t
i
s
l
i
k
e
l
y
t
h
a
t
t
h
e
c
o
m
p
l
e
x
i
t
y
w
i
l
l
r
e
-
l
a
t
e
t
o
t
h
e
d
e
g
r
e
e
o
f
\
s
m
o
o
t
h
n
e
s
s
"
o
r
\
￿
a
t
n
e
s
s
"
i
n
h
y
p
e
r
s
p
a
c
e
t
h
a
t
t
h
e
f
u
n
c
t
i
o
n
e
x
h
i
b
i
t
s
.
C
o
m
p
a
r
i
s
o
n
s
s
h
o
u
l
d
b
e
m
a
d
e
w
i
t
h
f
u
z
z
y
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
s
,
w
h
i
c
h
a
p
p
e
a
r
t
o
b
e
q
u
i
t
e
d
i
￿
e
r
e
n
t
i
n
c
o
n
c
e
p
t
:
t
h
e
o
u
t
p
u
t
o
f
a
f
u
z
z
y
s
y
s
t
e
m
i
s
c
o
m
p
u
t
e
d
j
o
i
n
t
l
y
b
y
m
o
r
e
t
h
a
n
o
n
e
c
l
a
s
s
i
￿
e
r
,
w
h
e
r
e
a
s
i
n
X
C
S
F
a
n
a
c
c
u
r
a
t
e
o
u
t
p
u
t
c
a
n
i
n
p
r
i
n
c
i
p
a
l
b
e
c
o
m
p
u
t
e
d
b
y
j
u
s
t
o
n
e
.
F
u
n
c
t
i
o
n
a
p
p
r
o
x
i
m
a
t
i
o
n
w
i
t
h
X
C
S
F
c
o
u
l
d
b
e
u
s
e
f
u
l
f
o
r
o
n
-
l
i
n
e
l
e
a
r
n
i
n
g
o
f
a
n
y
f
u
n
c
t
i
o
n
o
r
m
a
p
p
i
n
g
f
r
o
m
a
v
e
c
t
o
r
o
f
i
n
p
u
t
v
a
l
u
e
s
t
o
a
f
u
n
c
t
i
o
n
o
r
o
u
t
p
u
t
v
a
l
u
e
.
A
n
e
x
a
m
p
l
e
w
o
u
l
d
b
e
￿
n
a
n
c
i
a
l
t
i
m
e
-
s
e
r
i
e
s
p
r
e
d
i
c
t
i
o
n
,
w
h
e
r
e
a
f
u
t
u
r
e
p
r
i
c
e
i
s
p
r
e
s
u
m
a
b
l
y
a
n
a
p
p
r
o
x
i
m
a
b
l
e
f
u
n
c
t
i
o
n
o
f
k
n
o
w
n
p
r
i
c
e
s
o
r
o
t
h
e
r
q
u
a
n
t
i
t
i
e
s
a
t
e
a
r
l
i
e
r
t
i
m
e
s
i
n
t
h
e
s
e
r
i
e
s
.
X
C
S
F
’
s
a
p
p
r
o
x
i
m
a
t
i
o
n
m
e
t
h
o
d
c
a
n
p
e
r
h
a
p
s
b
e
e
x
-
t
e
n
d
e
d
t
o
d
e
c
i
s
i
o
n
p
r
o
b
l
e
m
s
i
n
w
h
i
c
h
a
d
e
c
i
s
i
o
n
,
1
o
r
0
,
d
e
p
e
n
d
s
o
n
w
h
i
c
h
s
i
d
e
o
f
a
d
e
c
i
s
i
o
n
s
u
r
f
a
c
e
a
n
i
n
p
u
t
i
s
o
n
.
X
C
S
F
w
o
u
l
d
l
e
a
r
n
a
n
a
p
p
r
o
x
i
m
a
t
i
o
n
t
o
t
h
e
d
e
c
i
-
s
i
o
n
s
u
r
f
a
c
e
a
n
d
t
h
e
n
a
g
i
v
e
n
i
n
p
u
t
’
s
p
o
s
i
t
i
o
n
r
e
l
a
t
i
v
e
t
o
t
h
a
t
s
u
r
f
a
c
e
c
o
u
l
d
b
e
d
e
t
e
r
m
i
n
e
d
.
P
i
e
c
e
w
i
s
e
-
l
i
n
e
a
r
f
u
n
c
t
i
o
n
a
p
p
r
o
x
i
m
a
t
i
o
n
i
n
X
C
S
F
i
s
b
a
s
e
d
o
n
t
h
e
i
d
e
a
o
f
c
a
l
c
u
l
a
t
i
n
g
a
c
l
a
s
s
i
￿
e
r
’
s
p
r
e
d
i
c
t
i
o
n
,
a
n
d
t
h
i
s
l
e
a
d
s
t
o
t
h
e
c
o
n
c
e
p
t
o
f
a
g
e
n
e
r
a
l
i
z
e
d
c
l
a
s
s
i
￿
e
r
i
n
w
h
i
c
h
t
h
e
c
o
n
d
i
t
i
o
n
i
s
a
t
r
u
t
h
f
u
n
c
t
i
o
n
o
f
t
h
e
i
n
p
u
t
x
a
n
d
t
h
e
p
r
e
d
i
c
t
i
o
n
i
s
a
f
u
n
c
t
i
o
n
o
f
x
a
n
d
a
n
a
c
t
i
o
n
a
.
S
u
c
h
a
c
l
a
s
s
i
￿
e
r
w
o
u
l
d
a
p
p
l
y
i
n
t
h
e
s
u
b
s
p
a
c
e
o
f
t
h
e
X
￿
A
)
P
m
a
p
p
i
n
g
d
e
￿
n
e
d
b
y
t
h
e
c
o
n
d
i
t
i
o
n
f
u
n
c
t
i
o
n
a
n
d
a
n
a
c
t
i
o
n
r
a
n
g
e
s
p
e
c
i
￿
e
d
i
n
t
h
e
c
l
a
s
s
i
￿
e
r
.
T
h
e
a
c
t
i
o
n
r
a
n
g
e
c
o
u
l
d
b
e
c
o
n
t
i
n
u
o
u
s
,
p
e
r
m
i
t
t
i
n
g
s
e
l
e
c
t
i
o
n
o
f
t
h
e
b
e
s
t
a
c
t
i
o
n
v
a
l
u
e
b
y
m
a
x
i
m
i
z
i
n
g
t
h
e
p
a
y
o
￿
o
v
e
r
t
h
e
r
a
n
g
e
,
a
p
o
s
s
i
b
l
e
s
t
e
p
t
o
w
a
r
d
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
s
w
i
t
h
c
o
n
t
i
n
u
o
u
s
a
c
t
i
o
n
s
.
A
c
k
n
o
w
l
e
d
g
e
m
e
n
t
s
T
h
e
a
u
t
h
o
r
a
p
p
r
e
c
i
a
t
e
s
t
h
e
c
o
m
m
e
n
t
s
o
f
f
o
u
r
a
n
o
n
y
-
m
o
u
s
r
e
v
i
e
w
e
r
s
,
a
n
d
h
a
s
r
e
s
p
o
n
d
e
d
a
s
s
p
a
c
e
a
l
l
o
w
e
d
.
T
h
i
s
w
o
r
k
w
a
s
p
a
r
t
i
a
l
l
y
s
u
p
p
o
r
t
e
d
b
y
N
u
T
e
c
h
S
o
l
u
-
t
i
o
n
s
I
n
c
.
R
e
f
e
r
e
n
c
e
s
B
o
n
a
r
i
n
i
,
A
.
(
2
0
0
0
)
.
A
n
I
n
t
r
o
d
u
c
t
i
o
n
t
o
L
e
a
r
n
-
i
n
g
F
u
z
z
y
C
l
a
s
s
i
￿
e
r
S
y
s
t
e
m
s
.
I
n
P
.
L
.
L
a
n
z
i
,
W
.
S
t
o
l
z
m
a
n
n
,
a
n
d
S
.
W
.
W
i
l
s
o
n
(
E
d
s
.
)
,
L
e
a
r
n
-
i
n
g
C
l
a
s
s
i
￿
e
r
S
y
s
t
e
m
s
.
F
r
o
m
F
o
u
n
d
a
t
i
o
n
s
t
o
A
p
-
p
l
i
c
a
t
i
o
n
s
,
V
o
l
u
m
e
1
8
1
3
o
f
L
N
A
I
,
B
e
r
l
i
n
,
p
p
.
8
3
{
1
0
4
.
S
p
r
i
n
g
e
r
-
V
e
r
l
a
g
.
B
u
t
z
,
M
.
V
.
a
n
d
S
.
W
.
W
i
l
s
o
n
(
2
0
0
1
)
.
A
n
A
l
g
o
r
i
t
h
-
m
i
c
D
e
s
c
r
i
p
t
i
o
n
o
f
X
C
S
.
S
e
e
L
a
n
z
i
,
S
t
o
l
z
m
a
n
n
,
a
n
d
W
i
l
s
o
n
(
2
0
0
1
)
.
L
a
n
z
i
,
P
.
L
.
(
1
9
9
9
)
.
E
x
t
e
n
d
i
n
g
t
h
e
R
e
p
r
e
s
e
n
t
a
t
i
o
n
o
f
C
l
a
s
s
i
￿
e
r
C
o
n
d
i
t
i
o
n
s
P
a
r
t
I
I
:
F
r
o
m
M
e
s
s
y
C
o
d
-
i
n
g
t
o
S
-
E
x
p
r
e
s
s
i
o
n
s
.
I
n
W
.
B
a
n
z
h
a
f
,
J
.
D
a
i
d
a
,
A
.
E
.
E
i
b
e
n
,
M
.
H
.
G
a
r
z
o
n
,
V
.
H
o
n
a
v
a
r
,
M
.
J
a
k
i
e
l
a
,
a
n
d
R
.
E
.
S
m
i
t
h
(
E
d
s
.
)
,
P
r
o
c
e
e
d
i
n
g
s
o
f
t
h
e
G
e
n
e
t
i
c
a
n
d
E
v
o
l
u
t
i
o
n
a
r
y
C
o
m
p
u
t
a
t
i
o
n
C
o
n
f
e
r
e
n
c
e
(
G
E
C
C
O
-
9
9
)
,
p
p
.
3
4
5
{
3
5
2
.
M
o
r
g
a
n
K
a
u
f
m
a
n
n
:
S
a
n
F
r
a
n
c
i
s
c
o
,
C
A
.
L
a
n
z
i
,
P
.
L
.
,
W
.
S
t
o
l
z
m
a
n
n
,
a
n
d
S
.
W
.
W
i
l
-
s
o
n
(
E
d
s
.
)
(
2
0
0
1
)
.
P
r
o
c
e
e
d
i
n
g
s
o
f
t
h
e
I
n
t
e
r
n
a
-
t
i
o
n
a
l
W
o
r
k
s
h
o
p
o
n
L
e
a
r
n
i
n
g
C
l
a
s
s
i
￿
e
r
S
y
s
t
e
m
s
(
I
W
L
C
S
-
2
0
0
0
)
.
S
p
r
i
n
g
e
r
-
V
e
r
l
a
g
.
M
i
t
c
h
e
l
l
,
T
.
M
.
(
1
9
9
7
)
.
M
a
c
h
i
n
e
L
e
a
r
n
i
n
g
.
B
o
s
t
o
n
,
M
A
:
W
C
B
/
M
c
G
r
a
w
H
i
l
l
.
V
a
l
e
n
z
u
e
l
a
-
R
e
n
d
￿
o
n
,
M
.
(
1
9
9
1
)
.
T
h
e
F
u
z
z
y
C
l
a
s
s
i
-
￿
e
r
S
y
s
t
e
m
:
a
C
l
a
s
s
i
￿
e
r
S
y
s
t
e
m
f
o
r
C
o
n
t
i
n
u
-
o
u
s
l
y
V
a
r
y
i
n
g
V
a
r
i
a
b
l
e
s
.
I
n
P
r
o
c
e
e
d
i
n
g
s
o
f
t
h
e
4
t
h
I
n
t
e
r
n
a
t
i
o
n
a
l
C
o
n
f
e
r
e
n
c
e
o
n
G
e
n
e
t
i
c
A
l
g
o
-
r
i
t
h
m
s
(
I
C
G
A
9
1
)
,
p
p
.
3
4
6
{
3
5
3
.
W
i
d
r
o
w
,
B
.
a
n
d
M
.
E
.
H
o
￿
(
1
9
8
8
)
.
A
d
a
p
t
i
v
e
s
w
i
t
c
h
-
i
n
g
c
i
r
c
u
i
t
s
.
I
n
J
.
A
.
A
n
d
e
r
s
o
n
a
n
d
E
.
R
o
s
e
n
-
f
e
l
d
(
E
d
s
.
)
,
N
e
u
r
o
c
o
m
p
u
t
i
n
g
:
F
o
u
n
d
a
t
i
o
n
s
o
f
R
e
-
s
e
a
r
c
h
,
p
p
.
1
2
6
{
1
3
4
.
C
a
m
b
r
i
d
g
e
,
M
A
:
T
h
e
M
I
T
P
r
e
s
s
.
W
i
l
s
o
n
,
S
.
W
.
(
1
9
9
5
)
.
C
l
a
s
s
i
￿
e
r
F
i
t
n
e
s
s
B
a
s
e
d
o
n
A
c
c
u
r
a
c
y
.
E
v
o
l
u
t
i
o
n
a
r
y
C
o
m
p
u
t
a
t
i
o
n
3
(
2
)
,
1
4
9
{
1
7
5
.
W
i
l
s
o
n
,
S
.
W
.
(
1
9
9
8
)
.
G
e
n
e
r
a
l
i
z
a
t
i
o
n
i
n
t
h
e
X
C
S
c
l
a
s
s
i
￿
e
r
s
y
s
t
e
m
.
I
n
J
.
R
.
K
o
z
a
,
W
.
B
a
n
z
h
a
f
,
K
.
C
h
e
l
l
a
p
i
l
l
a
,
K
.
D
e
b
,
M
.
D
o
r
i
g
o
,
D
.
B
.
F
o
-
g
e
l
,
M
.
H
.
G
a
r
z
o
n
,
D
.
E
.
G
o
l
d
b
e
r
g
,
H
.
I
b
a
,
a
n
d
R
.
R
i
o
l
o
(
E
d
s
.
)
,
G
e
n
e
t
i
c
P
r
o
g
r
a
m
m
i
n
g
1
9
9
8
:
P
r
o
c
e
e
d
i
n
g
s
o
f
t
h
e
T
h
i
r
d
A
n
n
u
a
l
C
o
n
f
e
r
e
n
c
e
,
p
p
.
6
6
5
{
6
7
4
.
M
o
r
g
a
n
K
a
u
f
m
a
n
n
:
S
a
n
F
r
a
n
c
i
s
c
o
,
C
A
.
W
i
l
s
o
n
,
S
.
W
.
(
2
0
0
1
)
.
M
i
n
i
n
g
O
b
l
i
q
u
e
D
a
t
a
w
i
t
h
X
C
S
.
S
e
e
L
a
n
z
i
,
S
t
o
l
z
m
a
n
n
,
a
n
d
W
i
l
s
o
n
(
2
0
0
1
)
.
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