Abstract: we use an iterative relocation algorithm to identify factors in common stock returns. The benefit of the approach is that factors are portfolios of assets with non-negative weights. As a results, they are readily interpreted in terms of their characteristics of the underlying securities.
I. Introduction
It is commonly agreed that stock returns are well described by a multi-factor model, however there is little agreement regarding the exact identification of the factors. Principal components methods used by Conner and Korajczyk(1988) and Lehman and Modest(1988) and factor analysis procedures used by Roll and Ross (1980) provide factors with the greatest explanatory power, however the resulting rotations contain little intuition with respect to the factors that are "priced" in the economy. Chen, Roll and Ross (1986) show that exposures to widely discussed macroeconomic variables such as innovations in inflation, the term structure and production generate positive risk premia. Recently, the most successful approach to identifying multi-factor models are methods using pre-specified rotations of stocks. Elton and Gruber (1994) create factors are the sequence of residuals obtained by successively regressing a small stock index and a bond index on the S&P 500. Fama and French (1992) and Grinblatt and Titman (1985) choose portfolios according to "fundamental" variables such as size, dividend yield and earnings-price ratio. Fama and French (1992) sort stocks in these dimensions and take differences between highest and lowest deciles to create factors. Grinblatt and Titman (1985) estimate portfolios that are maximally correlated to exposures to fundamental variables. Both find that measures and ratios commonly used to characterize the value of a security in fact also help explain out-of-sample differences in expected returns.
In this paper, we use a different approach to identify factors in common stock returns. Rather than pre-specifying factors or rotations, we allow factors to be endogenously determined. The primary benefit of our procedure is that it yields factors which have non-negative portfolio weights.
Thus factors capturing differences in risk can be mimicked by passive, positive investment portfolios. In addition we can identify the characteristics of these portfolios such as dividend yield, earnings-price ratio and size and industrial composition.
The approach we use is a variation on clustering methods employed by Elton and Gruber (1969) and applied more recently in Brown and Goetzmann (1997) to classify mutual fund managers according to style. Elton and Gruber (1969) use an iterative re-location algorithm to break the universe of stocks down into meaningful sub-sectors in order to reduce estimation error in meanvariance optimization. Although their work proceeded empirical attempts to estimate APT models by more than a decade, clustering methods have not been applied to the problem of factor identification. The reasons for this are apparent from the derivation of the APT. In a framework where factors are known and estimable, covariance of any security with the set of risk factors is sufficient to determine its expected return. As a consequence, most empirical APT analysis has focused on the covariance matrix of security or portfolio returns. Clustering takes a different tack.
We begin with the assumption that approximate factors may be obtained as equal-weighted portfolios of securities. To estimate these portfolios, securities are grouped together to minimize the sum of within-group squared errors over the time period of estimation. For example, two securities whose returns nearly match each other each observation period over a given time interval will cluster together. No covariance matrix is estimated. All securities within a cluster are equally weighted to generate returns to a factor portfolio.
We use these positive-weight factors in a Fama MacBeth (1973) framework in order to compare them to alternative methods of factor identification. In particular, we consider principal components as in Conner and Korajczyk (1988) and pre-specified macro-economic factors as in Chen, Roll and Ross (1986) as alternatives. We find that our positive-weight factors explain nearly as much out-of-sample cross-sectional variation in stock returns as the PC approach, and considerably more than the CRR approach. When we examine the break-down of these factor portfolios by industrial classifications and size, we learn that certain factors are dominated by certain industries.
Besides using factors derived from the stock universe, we also consider factors derived from the equity mutual fund universe. The intuition behind this is provided by Blake, Elton and Gruber (1996) -namely that the best place to "search" for meaningful factors is on the demand-side for portfolios. Using the mutual fund style classification procedure developed Brown and Goetzmann (1997) we generate non-negative weight portfolios of mutual funds. We find that mutual fund factors are in fact superior to factors estimated in the space of individual security returns. These mutual fund styles are separated in the dimensions of growth vs. income and value vs. glamour. This paper is organized as follows. The next section describes the methodology and the data.
The third section reports the results of our analysis. The fourth section concludes.
II. Methodology and Data

II.1 Stochastic specification
The objective of our analysis is to use past returns to determine a natural grouping of stocks that has some predictive power in explaining the future cross-sectional dispersion in security returns.
We begin by classification of securities, with possibly changing factor exposures in an APT economy with K factors, where the factors unknown. That is:
(1)
A system of N securities may be expressed as:
In this context, the selection of factors is equivalent to the identification of portfolios of securities such that they account for all of the common variation in asset returns. This requirement is the motivation for the principal component approach taken by Conner and Korajczyk (1988) . Under the assumption that factors are invariant to rotation, the principal component structure of the T by T covariance matrix in the dimension of time yields factors ranked in magnitude of explanatory power with respect to cross-sectional differences in realized returns. It is interesting to note that this procedure in effect chooses factors which maximize the period-by-period R 2 in the Fama MacBeth regressions. One drawback of this approach as Brown (1989) shows, is that, while explanatory power is maximized, interpretations in terms of risk exposures is not. Principal components tends to give the equal-weighted portfolio as the first, and therefore most important factor, even when it is not.
An innovation developed by Lakonishok, Shleifer, and Vishny (1993) and used by Fama and French (1992) for asset pricing, is to form factors by sorting securities into ex ante classes. For example, FF group stocks into a highest decile book-to-market category and a lowest decile book-to-
market category. The difference between these is used as a factor. This procedure can be modeled as a classification problem. Suppose the ex post total return in period t for any security can be represented as, where security j belongs to category J. Jt refers to the average exposure of securities in class J to an index capturing the return of that attribute. In the FF framework, stocks are grouped into J = 1...6
according to their size their book to market ratio or their price-earnings multiple. Then factors are formed by equal-weighting the extreme J portfolios and by taking differences. In fact, this method of factor selection does not require that the parameters of this equation be estimated, ex ante.
Writing the equation as,
where µ Jt is the expected return for category J conditional upon the factor realization I t indicates that we need only seek to estimate the mean return of class J at time t in order to approximately estimate a factor based upon this classification.
In the extreme case in which the idiosyncratic return component g jt has a zero mean ex ante and is uncorrelated across securities, the classification into categories will suffice to explain the cross-sectional dispersion of stock returns to the extent that µ Jt differs across categories. More typically, g jt will be correlated across securities, and thus the J-class time-series means (or functions of them) may be used as factors in the classical APT equation.
In this paper, we endogenously determine the J-classes, rather than pre-specifying them. We estimate the groups through an iterative re-location algorithm similar to the K-Means procedure developed by Hartigan (1973) and used by Elton and Gruber (1969) . The method can be thought of as a direct estimation of the previous equation, given that the membership of each J-class is unknown. The algorithm requires that the number of groups be pre-specified, although approximate tests exist for determining the number of groups in the data. In addition, no global minimum to the optimization is possible without exhausting all combinations of N choose K. Thus, in practice a local minimum is achieved. Despite these drawbacks, the advantage of this approach is that it allows salient classifications to emerge from the data. We test the efficacy of these classifications using the Fama MacBeth procedure out of sample, as well as using the Chen, Roll and Ross (1986) method to test for positive factor premia. We find that factors formed via our classification algorithm are effective at spreading out-of-sample returns. In addition, they appear to yield positive risk premia over the period of study. Finally, due to the fact that the factors are positive, equalweight portfolios across all securities in the class, we are able to identify their characteristics in terms of industrial composition, size and fundamental variables.
II.2 Classification Methodology
To identify classes of stocks, we apply the iterative re-location algorithm, SC detailed in Brown and Goetzmann (1997) to the space of returns. For out-of-sample tests, we use 24 months of data meaning that we are effectively classifying securities according to their proximity in 24-dimensional space. We use the number of 1-digit SIC classifications as of a given date as the prespecified number of clusters, and random securities as initial "centers" to the algorithm. The SC procedure seeks exchanges of securities among groups so as to minimize within-group sums of squared deviations from the group centers. It uses the Euclidean distance among observations in the manner of Hartigan's K-Means algorithm. 1 It is important to stress how this criterion differs from factor analysis methods typically used in empirical APT estimation. Observations are not demeaned -classification depends explicitly on the drift as well as the variation about it. Proximity is not defined in terms of summed products of de-meaned observations (i.e. covariance) but in terms of summed squared differences. Given this unusual criterion, one might expect Finance theory to provide little guidance regarding what to expect of the resulting groups, however there are, if fact, some useful interpretations.
Suppose that we applied the SC algorithm to a set of Arrow-Debreu securities and this set included redundant securities. Further assume that the dimension of time proxies for the dimension of states. The algorithm would classify all redundant securities correctly -all securities with a unit payoff (or less) in a given state would end up in the same group. With incomplete markets, in which no pure Arrow-Debreu securities exist, the algorithm groups securities according to similarity in payoff structures. It forces together all securities with closely matched payoff returns by state, and it forces apart securities with widely divergent patterns of state payoffs. In fact, it chooses a parsimonious set of maximally spanning portfolios, given the constraint that portfolio weights are positive and equal across within-group assets, and that all assets must belong to one of the portfolios. 2 Another interpretation of the security clusters, in light of equation 4 is that all securities are interpretable as noisy manifestations of a parsimonious set of fundamental portfolios, and the algorithm simply sorts securities into the appropriate portfolios according to a maximum-likelihood criterion. This analysis suggests that the longer the time period, the broader the range of realized states, and consequently, the more accurate the estimate of spanning portfolios. By the same token,
however, a few periods should be sufficient to provide some information for classification as long as the number of states exceeds the number of pre-specified groups.
We apply the SC algorithm in two contexts. While we cannot reject the hypothesis that the mean and median R 2 is equal for the top performers, groups formed in the space of PC weights and in the space of returns are both marginally more informative than major SIC codes at explaining cross-sectional differences out-of-sample. Clusters formed in the space of returns perform slightly better than clusters formed in the space of PC loadings.
III.1.b Factor-loading regressions
Next, we perform Fama-MacBeth cross-sectional regressions on factor loadings themselves. We take the SC centers as factors and estimate loadings for each security on these factors. We compare and finally Chen-Roll-Ross -style regressors, on passive asset indices. Surpisingly , SC centers work the best, on average. This is most surprising in light of the fact that principal components are chosen to maximally spread returns in sample. The best median performer is the factor loadings.
In general, use of factor loadings, as opposed to classifications increases explanatory power only a little. In the current formulation, we are not using any correction (see Shanken, 1992) for the errors-in-variables bias in the factor coefficients. In the next section, we seek to reduce the errors in variables problem through forming industry portfolios.
IV. Risk Premia Tests
IV.1 Comparing SC premia to PC and macro-series
Following Chen, Roll and Ross (1986), we estimate clusters over the whole time period (228 months) and compare the cross-section effects to two other approaches. First, seven clusters are formed using 228 months of stocks surviving the whole period. Second, principal components are estimated using same data. Third, we form portfolios based upon 2 digit SIC cides (56 groups).
These are used in place of the size portfolios in CRR. The motivation for the use of portfolios is the classic errors-in-variables problem in the Fama-MacBeth test, i.e. factor loadings in the first pass are estimated with error. When used as regressors in the second pass, they no longer generate consistent estimates of risk premia. Aggregation into portfolios reduces the problem, but does not eliminate it. We formed industry portfolios because it seemed likely that loadings on factors would be similar within industries.
Next, we estimate loadings over the whole period on three sets of regressors: the seven cluster centers (i.e. our "cluster" factors), the first seven principal components (estimated from whole set of stocks, not the industry indices), and finally, loadings on us capital market indices ( small stocks, S&P, High-yield bonds, Corporate bonds, Government bonds, Commercial paper and, Treasury-bills). Finally, each month we perform a cross-sectional regression to get the premium.
We also save the R 2 for each month.
The mean and median of the R 2 series from each method suggests that the SC procedure generates factors that work considerably better in-sample than loadings on exogenously specified Following CRR, we estimate the time-series of factor premia, and test whether they are different from zero. Table 2 summarizes the risk-premia time-series. Notice that the principal component factors do not have positive premia, despite spreading returns. This is because they are derived solely from the covariance matrix, and contain both positive and negative weights and they do not sum to one. We have not re-constructed matching portfolios as in Conner and Korajczyk.
IV.2 Comparing SC premia to premia derived from the mutual fund universe
A recent paper by Blake, Elton and Gruber (1996) proposes a novel idea -that the best place to search for pricing factors is on the demand-side, rather than the supply-side. Using monthly data from Morningstar, Inc. all-equity funds over the period equal to our study, we estimated eight clusters using a variation on the SC algorithm which accounts for heteroskedasticity. The method is fully described in Brown and Goetzmann (1997) . The advantage of using these styles is that we have a clear idea of their relationship to fund manager strategies. The styles include an equity income group, a growth and income group, a growth group, a value group, a glamour group, an international group, a global timing group and a metals group -all of which emerge endogenously from the application of the style classification algorithm. We take the mutual fund styles identified in the Morningstar data, and define the style portfolios as factors for pricing of stocks. 5 We find that the mutual fund style centers work extraordinarily well at explaining crosssectional variation in stock returns. The mean and median adjusted R 2 are .210 and .179
respectively. 6 While a test for differences is significant, these values exceed the results based upon clustering the space of stock returns themselves. Of more interest are the time-series of risk premia generated for the mutual fund style factors. Note that five of the eight factors yield t-statistics over two, as opposed to two each for SC factors and two for capital market portfolios. This higher level of reliability is evidently due to higher mean values, rather than lower variability. Most of the premia associated with the fund style factors are about 1% per month.
V. Factor Interpretation
V.1 Cross-tabulation
One way to interpret the cluster-based factors is to examine the composition of the portfolios.
The CRSP data contains SIC and capitalization information that we use for cross-tabulation with the clusters formed over the entire period. Table 3 reports the industrial composition of the groups, and table 4 reports the capitalization of the groups. Factor 6 is clearly a market factor, with positive weights in many sectors of the economy. Factor 1 is a utility industry factor, 2 comprises mostly small cap stocks, and factor 3 is a mining and minerals factor. Factor 4 appears to be a high cap energy factor. The remaining factors appear to be difficult to classify, although factor 7 appears to be concentrated in the services sector.
VI. Conclusion
The motivation for using alternate methods and data sets for deriving factors is the desire to understand what risk factors are perceived and priced by equity investors. While statistical procedures such as principal component analysis provide explanatory power, they provide little intuition. The pre-specified factor structure identified by CRR and FF provide intuition regarding priced factors, but are given exogenously. Consequently the possibility of identifying alternative structures endogenously, or from other sources as in Blake, Elton and Gruber (1996) holds potential for powerful as well as interpretable factors. In this paper, we apply simple an intuitively appealing criterion for identifying structures in security returns. Clustering methods are consistent with a finite state-space representation of security returns in which a parsimonious set of portfolio factors are desired. These yield factors which spread returns out of sample. In the classic CRR approach to time-series risk premia estimation, several cluster-based factors are associated with significantly positive risk premia. These clusters, in turn are related to specific industry groups.
Turning to the space of mutual fund returns, we find that factors derived from equity fund styles perform better than factors derived from the stocks themselves.
Shanken, Jay, 1992, On the estimation of beta pricing models, Review of Financial Studies, 5,1-34. This table uses CRSP total return data over the period 1976 through 1994 in a Fama-MacBeth procedure applied to non-overlapping annual test periods. A 24-month estimation period to estimate classifications and factor loadings, followed by a 12 month period in which annual returns are calculated and used in cross-section regressions. The number of classifications in each period is specified by the number of single-digit SIC codes. The cross section of test period returns on funds are regressed against (K -1) dummy variables, where * ki = 1 for fund I in category k and zero otherwise. The first column gives adjusted R 2 for the categories given by the GSC procedure described in the text, the second and third columns correspond to categories based on constrained Sharpe coefficients and principal factors procedures (using the SC procedure), while the fourth column uses the Weisenberger style categories and Morningstar categories (1994) . These are compared to the adjusted R 2 obtained by using the Sharpe coefficients (Column 5), factor loadings (Column 6), loadings on the SC style centers (Column 7), and the unconstrained loadings on capital market returns used to estimate the Sharpe coefficients (Column 8). The data are total returns to U.S. equity mutual funds, excluding sector funds, but including international funds, over the period 1976 through 1994. 1.Although Brown and Goetzmann (1997) show that it is useful in many cases to scale distances by variance, and other distance metrics, namely Mahalinobis measures have also been proposed as preferable in the presence of heteroskedasticity and serial correlation, this greatly increases the computational complexity.
2. This suggests an interesting extension of the algorithm. It may be possible to relax the requirement that factor portfolios exhaust securities, and seek instead to identify a parsimonious set of positive-weight portfolios that span payoffs via a similar algorithm. For example, maintaining the requirement of equal-weighting, but relaxing the exhaustion constraint simply creates a sub-set of membership to a group in the algorithm -one sub-set of securities within the group are used for determining the group center, while the broader set are used in the calculation of within-group sums of squares. While relaxation of the equal-weight constriant is more difficult, it may be possible as well.
3. We cluster in the space of "Sharpe coefficients" (for details, see Sharpe, 1992) , which are estimated on a set of eight capital market indexes obtained from Ibbotson Associates. These include an IPO index, S&P, small stocks, high-yield bonds, corporate bonds, government bonds, t-bills and commercial. These are estimated via a constrained optimization procedure under the assumptions that the weights remain fixed over the estimation period, that they are nonnegative, and that they sum to one. The weights may thus be interpreted as portfolio weights for passive, investable indexes. This method is used because of its ease of factor interpretation.
4. Note that in our out-of-sample test, weights are allowed to vary through time. We only constrain them to be constant over 24-month intervals.
5. Blake, Elton and Gruber (1996) do something analogous to this. In their quest for a "fifth" stock factor, they find that a portfolio based upon growth funds explains variation in stock returns better under certain criteria that principal components derived from the stock universe.
6. These are the statistical summaries of the time-series of R 2 for each monthly cross-sectional regression. 
