INTRODUCTION
This article describes an adaptive algorithm for statistical quality control of observations for use in atmospheric data assimilation. The method is based on the so-called buddy check, which assumes that the observables are spatially coherent, so that nearby measurements (buddies) should tend to confirm each other. If a suspect observation cannot be supported by its buddies, then it may well be corrupt, in which case it must be discarded. On the other hand, that observation may contain genuine information about an unexpected event, in which case it should be used. Choosing one or the other of these two opposites can have a large impact on the assimilated product. The most important feature of our new buddy-check algorithm is that the rejection limits, which are traditionally based on a priori statistics, are made to depend as well on the current observed variability of the local flow. This results in relatively tolerant acceptance criteria in synoptically active situations, and in more stringent criteria when conditions are calm.
Variants of the buddy check have been implemented in sequential statistical analysis schemes (Lorenc 1981; Woollen 1991) and more recently in the framework of variational assimilation (Anderson and J h i n e n 1999). The buddy check represents only a single component of observational quality control; it is usually preceded by various sanity checks and other preliminary quality-control procedures that are tailored to specific types of observations (e.g. Gandin 1988; Collins 1998) . For a general statement and detailed discussion of the problem of quality control of meteorological observations see Lorenc and Hammon (1988) and Collins and Gandin (1 990) . Some of the early papers on numerical weather analysis and prediction (Bergthbrsson and DOGS 1955; Staff Members, Joint Numerical Weather Prediction Unit 1957; Bedient and Cressman 1957) contain many interesting comments on quality control that are still pertinent today.
It is intuitively clear that some notion of reasonable differences among nearby observations is required in order to distinguish contaminated data from genuine information about the atmosphere. Such differences are due to the natural small-scale variability of the observables and to the inherent uncertainties of the measurement process. It is also clear that quality control is not strictly a deterministic problem, in the sense that it is not always possible to know with certainty whether an observation has been corrupted or not. The performance of a quality test therefore must be measured in terms of probabilities. For the ideal test the probability of failing a genuine observation is bounded by some small fraction (the significance level of the test), while the probability of failing a contaminated observation (the power of the test) is maximal. This is a classic problem in the theory of statistical hypothesis testing (e.g. Lehmann 1997 ), which, however, can be solved only if the probability distributions of both types of observations (genuine as well as contaminated) are known.
Using Bayesian methods rather than the formalism of hypothesis testing, Lorenc and Hammon (1988) analysed the case of uniformly distributed errors (representing gross errors, i.e. data contamination) superimposed upon Gaussian background and observation noise (representing normal errors). They derived an expression for the optimal buddy-check tolerances for this case, which is a function of the backgroundand observation-error variances and of the a priori probability of gross error for the observation being checked. They also discussed in detail the use of an observationprocessing database for estimating and updating the gross error statistics for different observing systems, which is required information for their method. The implementation of Bayesian quality-control methods in a variational framework was developed by Dharssi et al. (1992) , Ingleby and Lorenc (1993) , and by Andersson and Jwinen (1999) .
A general problem with the application of statistical analysis methods to atmospheric observations is the difficulty in modelling the errors. Flow-dependent aspects are not well represented by the covariance models used in operational data-assimilation systems. Quantitative information on the reliability of different observing systems is hard to come by; statistics on gross errors are based on past performance and are likely to depend on the methodology that has been used to detect them. The danger with a qualitycontrol algorithm that primarily relies on a priori statistics, typically based on time-and space-averaging, is that it may tend to enforce those very statistics, for example, by excessively rejecting observations whenever the local variability is larger than usual. This can happen during the onset of an extreme weather event, if the forecast is poor and the error variances are underestimated. Any available observations are particularly valuable under those circumstances. The challenge is then to design an effective and robust quality-control algorithm that performs well in continuously changing conditions. For these reasons we develop our approach to statistical quality control with the primary goal of reducing the dependence on prescribed error statistics as much as possible. In well-observed regions this can be achieved, as described in this paper, by extracting additional information about local errors from the observations themselves. Our method initially uses the same statistical information as the global analysis system in which it is embedded, including (possibly correlated) error covariances for different observations, and (possibly dynamic) background-error covariances. However, the implied tolerances are locally adjusted for each buddy check, based on the observed variability of nearby data that have already passed the quality control. In relatively data-dense areas this results in quality-control decisions that are not very sensitive to prescribed statistics. As the data density decreases, the dependency on prescribed statistics gets larger, and in very poorly observed situations the method essentially reverts to an iterated conventional buddy check.
The outline of this paper is as follows. In section 2 we present the derivation of an adaptive and iterative buddy-check algorithm. Given an initial classification of the observations as either suspect or not, we formulate the quality-control problem as a statistical test of the hypothesis that the observed discrepancies among the data are reasonable in view of their presumed probability distributions. The test is made adaptive by locally readjusting the prescribed error estimates during each iteration. We prove that each iteration of the algorithm is stable, in the sense that the adaptive tolerances are bounded if the initial identification of suspects is based on a simple background check. We also prove the convergence of the algorithm in a finite number of iterations. We then illustrate the performance of the method, and the effect of the adaptive feature in particular, by means of some simple contrived examples.
In section 3 we describe the implementation of statistical quality control in an early version of the Goddard Earth Observing System Data Assimilation System (GEOS DAS, version 3). A background check, based on prescribed error statistics for the global analysis system, is used to define an initial set of suspect observations, but does not itself reject any observations. Each suspect observation is then subject to a buddy check with adaptive tolerances. The procedure is repeated until no additional observations pass the buddy check. We briefly discuss the practical use of the background check in monitoring the validity of the prescribed error statistics. We show that the quality control tends to favour the most reliable observing systems, as expected. We then examine in detail the performance of the GEOS DAS quality control for the analysis of a severe storm that took place over Europe on 27 December 1999. The development of this storm was well observed but poorly analysed by several operational centres. We show that the GEOS DAS quality control allowed many observations into the analysis that would have been excluded by a non-adaptive statistical algorithm. We also show that the final qualitycontrol decisions were in fact rather insensitive to the prescribed error statistics.
THE ADAPTIVE BUDDY CHECK
Let the vector wo denote a subset of the observations which are subject to quality control. We will be flexible with regard to the specific composition of this subset, although we have in mind a mix of observations of different types, located within a limited spatial region. In any case, the starting point for the buddy check is a preliminary classification of all elements of wo as either suspect or not. The observations that are not suspect are buddies. Observations may be flagged as suspect simply because they are outliers, or for any other reason. The buddy check tests the extent to which suspect observations are supported by their buddies. This is done by first predicting the values of the suspect data from the buddies, and then to test whether the discrepancy between the predictions and the actual observed values is reasonable or not.
The test can be formulated conveniently in terms of differences between the observations and some background estimate, which, in a cycling data-assimilation system, is usually a short-term model forecast wf. The observed-minus-forecast residual vector v is then defined by
where h is the observation operator associated with wo. In general, this operator involves nonlinear forward models relating observables (e.g. radiances) to model variables (e.g. temperatures). For direct observations of forecast model state variables, h is simply an interpolation from model grid points to observation locations. The residual v is often referred to as the innovation, because it represents that part of the observational information which is not contained in the forecast*.
The initial partitioning of all observations as either suspect or not is important, because only non-suspect observations are used in the prediction step of a buddy check.
If some, but not all, suspect observations pass the check, then the partitioning should be updated accordingly and the buddy check should be repeated. This leads to an iterative procedure that terminates when no additional observations pass the test. The remaining suspect observations are then rejected. We begin by describing a single iteration of the algorithm.
(a) The buddy check as a hypothesis test The buddy check can be regarded as a statistical test of the assumption that none of the observations have been contaminated. We introduce the null hypothesis v -"(0, S), (2) or, in words, that all residuals are jointly normally distributed with zero mean and known covariance S. As discussed in more detail below, the matrix S can be obtained from the global analysis system and incorporates error statistics for different observations as well as information about background-error covariances. Nevertheless, we will later make allowance for the fact that, in practice, (2) always represents an idealization. For now we assume that rejection of the null hypothesis implies that some of the data are likely contaminated.
Given the information expressed in the null hypothesis, an optimal estimate of the suspect residuals can be obtained as follows. (Jazwinski 1970, t-eorem 2.13) . Each of these quantities is well defined vi*..en S is positive definite. In particular, X* = x*(y) is the optimal estimate of x based on y (Jazwinski 1970, theorem 5.3), and the matrix S* is the error covariance of this estimate.
The main computation involved in (6) Computation of (7) requires n additional solves of this system, where n = dim x is the number of suspect observations. With (5) to (7) in hand, we can apply rigorous statistical tests to the null hypothesis. The general idea is to compute the probability p that the suspect observations are consistent with the null hypothesis. If p is smaller than some prescribed threshold 6, we reject the hypothesis and conclude that it is likely that at least some of the data are corrupt. The value of 6 is called the sign$cance level of the test*.
To be precise, (5) to (7) imply that the scalar quantity 2 1 * T * -I X n = -( x -x ) (S ) (x-x*) n has a chi-squared distribution with n degrees of freedom (e.g. Tarantola 1987, section 4.3.6) . It follows that for any tolerance parameter t > 0, (;* r 22)
where P (a, x ) is the incomplete gamma function defined by dt ,
where r is the gamma function.
(9) Figure 1 shows the probability p(xi > t2) as a function of the number of suspect observations n , and of t. The latter must be specified by the user. For example, we read from the figure that if n = 16 and the value of x i is 62 = 36, then we may reject the null hypothesis at the 1 % significance level.
Once we conclude that one or more of the suspect data is likely corrupt, we still need a procedure for marking individual observations for rejection. A simple approach * The significance level bounds the probability that the null hypothesis is falsely rejected, i.e. the probability of failing a genuine observation. Its value does not imply the probability of contamination, and it is therefore misleading to state that the null hypothesis may be rejected with confidence 1 -6. See von Storch and Zwiers (1998, chapter 4) for a lucid discussion of this and other subtleties associated with statistical hypothesis testing.
is to consider the marginal distribution of each suspect residual element X i in x. All marginal distributions of a normal distribution are themselves normal (Jazwinski 1970, theorem 2.12), which, together with (5) to (7) implies X i I y N N(xf, s;), (11) with xf, SA the appropriate elements in x*, S*, respectively. It follows that For example, when t = 3 we have p < 0.01, which means that any observation for which Jxi -$1 > 3 f l may be rejected at the 1% significance level. Equation (12) corresponds to (9) with n = 1, so that these probabilities are also shown in Fig. 1 .
In practice, testing procedures and criteria for rejection must be designed to depend on the nature of the observations. For example, if x corresponds to a simultaneous rawinsonde temperature and moisture report, then we might choose to reject both measurements if together they fail the chi-squared test. Similarly, if a height profile obtained from satellite data fails the test, then that profile should be rejected in its entirety. The advantage of simultaneously applying a single test to multiple data is that error correlations among the suspect residuals themselves can be properly taken into account. These and other possibilities are a matter of strategy and of practical viability, depending, for example, on available information about error covariances.
(b) Adaptive tolerances
The theory so far presumes that rejection of the null hypothesis implies a strong likelihood of the presence of contaminated data. A test of the null hypothesis, however, may also fail due to inaccurate statistical information. In that case (2) will not hold even if all observations are genuine. For the buddy check to be effective, therefore, it must be robust with respect to any prescribed statistical parameters.
The specification of the covariance matrix S in particular will strongly influence the outcome. Equation (12) shows that the tolerance for a univariate test is proportional to the error variance S i , which, by (7), depends on S. This means that the rejection limits of the buddy check depend on the statistical variability of the observed-minus-forecast residuals: outlier observations will be less readily rejected, for example, if the deviations are expected to be large. This behaviour is clearly desirable, but it crucially depends on the ability to specify locally accurate covariances for the data residuals.
We can show from (1) (e.g. Dee 1995) that the covariance matrix S of the residual vector v is
where R is the observation-error covariance, H is the linearized observation operator defined by and Pf is the forecast-error covariance. Equation (13) would be exact if forecast and observation errors were statistically independent and if the observation operator were linear. In practice, error covariances in operational data-assimilation systems are difficult to estimate, and many other assumptions leading to (13) may be violated as well.
The prescription of S inherited from the global analysis system therefore represents, at best, a reasonable first guess of the residual covariance matrix, typically based on time-and space-averaged statistics. The buddy check, on the other hand, is a local test for which these statistics are not necessarily appropriate. We can attempt to make adjustments to the tolerances by introducing a parameter a! to rescale the prescribed covariances. Replacing the null hypothesis (2) by v -"(0, a2S),
the maximum-likelihood estimate of a! based on the (non-suspect) data residuals y is given by
where m = dim y is the number of buddies (Dee 1995 , section 4). This computation is practically cost-free, by virtue of (6). Equation (7) shows that to rescale the residual covariance S is equivalent to rescaling the conditional covariance S*. This in turn has the effect of modifying the tolerance for the buddy check in (12), replacing t by at.
A practical implementation must include a strategy for subdividing the observations into suitable subsets, because a uniform rescaling of the residual covariances as in (15) is not reasonable unless the observations are confined to a limited region in space. Even then, one could argue that perhaps the background-and observation-error variances should be rescaled independently, or that other parameters of the covariance models should be adjusted as well. It is possible to generalize (15) by introducing additional parameters (Dee 1995) , but at the cost of complicating the algorithm. This would be difficult to justify in the absence of an accurate understanding of the local errors. Since the buddy-check tolerances are primarily sensitive to the total (background plus observation) error variances, a uniform rescaling appears to be both simple and effective.
Adapting tolerances based on actual observations requires some care, to ensure that the algorithm remains stable. Equation (16) implies where hmin(Sy) and hm,(Sy) denote the smallest and largest eigenvalues of S y , respectively. Thus, the inclusion in y of a few extreme outliers could cause excessive amplification of the residual covariances, resulting in a buddy check which is unable to detect gross errors. This can be prevented by making sure that all non-suspect residuals are initially bounded, as in
where t b is a prescribed tolerance parameter. This represents a simple background check, strictly based on prescribed statistics. We then have which gives an upper bound for the rescaling parameter that depends on the prescribed covariances only. Note that hmin can be estimated based on (13); for example, in the case of independent observations with prescribed error standard deviation cro, we have
The variance of the maximum-likelihood estimate a! given by (16) is proportional to rn-' for sufficiently large m (Dee 1995 This has the effect of reverting to prescribed error statistics when m << m*.
(c) Use of prior informution on gross errors Our theory uses information about the distribution of observed-minus-forecast residuals in the absence of data contamination only. Assuming that the final adapted covariance estimates are accurate, this leads to a hypothesis test such that the probability of falsely rejecting a genuine observation is bounded by the significance level of the test, which is a known function of the parameter t (see Fig. 1 ). The theory does not imply the probability of inadvertently accepting a contaminated observation, since this would require knowledge of the probability distribution of the data errors responsible for the contamination. If an accurate estimate of this distribution is available, then it is possible, in principle, to derive the optimal hypothesis test at any given significance level, such that the probability of accepting a corrupt observation is minimal. Lorenc and Hammon (1988) presented a Bayesian analysis of this problem, in which it is assumed that the probability distribution of gross errors is available a priori. They derived, for the case of uniformly distributed gross errors, an expression relating t to the prior probability P ( G ) of gross error for the observation being checked (their Eq. (21)). This provides an objective means for specifying a value for the buddy-check rejection tolerance, consistent with the intuitive notion that this should depend on the reliability of the observing instrument. The optimal value of the parameter t in the case of uniformly distributed gross errors turns out to be approximately proportional to d -when P ( G ) is small (see their Fig. 5) . Since the buddy-check rejection limits are most sensitive to the specified variances of the observed-minus-forecast residuals, it is important to improve the variance estimates when possible. A prior estimate of the probability of gross error, if it is available for the observation being tested, could be used to guide the specification of t . This might be especially useful in very sparsely observed situations, when the adaptation of rejection l i m i t s based on surrounding data is not effective and the buddy check must rely on prescribed statistics.
( d ) Summary of the algorithm
The following algorithm implements a simple background check, followed by an iterative, adaptive buddy check, applied to a subset v of observed-minus-forecast residuals with prescribed covariance S. The background check serves to define the initial set x(O) of suspects, as well as to bound the non-suspect residuals used for the buddy check. fork = 1,2, . . . 
end.
The algorithm usually terminates after a small number of iterations when the set of suspects remains unchanged (dim x (~) = dim x (~-~) ) .
Otherwise each iteration results in a decrease in the number of suspects by at least one, so that the convergence of the algorithm is guaranteed in at most n = dim x(O) iterations.
After convergence, any residuals that remain in x (~) are rejected. The probability that a rejected residual is consistent with (15) is then bounded by the significance level of the test. For example, with t = 3 the significance level is about 0.3%, which means that the probability of false rejection is less than 0.003.
The user must also specify the tolerance parameter t b for the background check and the relaxation parameter m*. For t b = 2, (12) predicts that roughly 4.5% of all residuals should be initially marked as suspect. With m* = 0 the algorithm fully adjusts the tolerances for the buddy check during each iteration, based on the current set of non-suspects. Setting m* >> m effectively turns off the adaptive feature in the algorithm, which then completely relies on prescribed covariances. 
with This model represents residuals with a spatially uncorrelated observation-error component and correlated forecast errors (see Dee and da Silva (1999) ). In a more realistic application the prescribed covariance matrix S would be more complex, e.g. due to the presence of multiple observing systems with different accuracies, and possibly flowdependent background-error covariances. However, this simple example will suffice for the purpose of illustrating the basic behaviour of the adaptive buddy check.
In the first example we simulate actual residuals from the distribution Here b represents a bias in the residual, and a is a noise amplification factor. Both b and Q are unknown to the algorithm. This type of situation can easily arise at a time when forecast errors are spatially coherent and larger than usual in some region. The challenge for a buddy check is then to recognize that all observations are genuine, even though many of the residuals may be much larger than expected. all non-suspect data, and the vertical bars show the conditional range xr f 3 x .
Three residuals are found to lie within this range, and are therefore no longer considered suspect. After updating the set of buddies, a second iteration of the algorithm does not change the status of any of the remaining suspects. The algorithm then terminates. All observations marked by solid circles in Fig. 2 (c) end up failing the buddy check. Figure 3 summarizes the performance of the adaptive algorithm (m* = 0), for the same set of residuals and using the same prescribed covariance information and tolerance parameters. Figure 3(b) shows that, already after the first iteration, more of the suspect residuals lie within the conditional range. The reason is that the algorithm senses that the prescribed bounds are too conservative, based on the variability of the initial non-suspects. The dashed horizontal lines now indicate the adjusted range 0 f 2a, which has expanded slightly since a! > 1. Subsequent iterations allow the remaining suspect residuals to be confirmed by the growing set of buddies. Figure 3(c) shows that, in fact, all residuals end up passing the buddy check.
A second example illustrates the opposite situation when the actual variability of the data residuals is smaller than that implied by the prescribed error statistics. This can happen, for example, when the prevailing flow is calm, and background and observation errors are smaller than usual. In that case the adaptive buddy check will become stricter rather than more lenient, as shown in Fig. 4 now smaller than the range 0 f 2 implied by the prescribed statistics, indicated by the dashed curves. The two residuals initially marked suspect (solid discs in (a)) correspond to observations that were purposely corrupted. They are both accepted by the nonadaptive buddy check, because the discrepancies are compatible with the prescribed statistics. The adaptive buddy check, on the other hand, estimates a reduced variance using the non-suspect residuals, and accordingly adjusts the tolerances. As a result the two erroneous observations are rejected.
IMPLEMENTATION IN GEOS DAS
The GEOS DAS version 3 produces global atmospheric datasets at 6-hourly intervals on a 1" x 1" latitude-longitude grid and on 48 vertical levels. The core of the system consists of an atmospheric general-circulation model (Takacs and Suarez 1996) , a physical-space statistical analysis system (Cohn et al. 1998), the statistical quality control (SQC) described here, and various interface functions. Apart from conventional observations, the system accepts geopotential heights retrieved from TIROS* Operational Vertical Sounder (TOVS) data, cloud-drift wind retrievals, and Special Sensor
Microwaveflmager (SSM/I) surface winds and total precipitable water. The final, assimilated data products are obtained from the analysed fields by means of the incremental analysis update procedure (Bloom et al. 1996). We will not dwell on the details of the DAS implementation, except as they pertain to the performance of the quality control, since many aspects of the system are undergoing rapid development.
The SQC is invoked just before computing the global analysis, and therefore represents the final line of defence against the inclusion of contaminated data. All observations have passed various sanity checks and other preliminary quality-control procedures by the time they are presented to the SQC, and some may have been flagged as suspect in the process. Input for the SQC consists of observed-minus-forecast residuals and a preliminary estimate of their variances, derived from prescribed error statistics for the global analysis system. Observation-error standard deviations for most GEOS DAS data types were estimated using maximum-likelihood techniques (Dee and da Silva 1999; Dee et al. 1999) . Forecast-error standard deviations currently used in the GEOS DAS are global, spatially variable estimates based on monthly statistics of rawinsonde and TOVS observed-minus-forecast height residuals (DAO 1996) .
(a) The background check
The SQC first performs a simple background check of all observations against the 6-hour forecast, as in (36.0). This test does not actually reject any observations, but marks as suspect all residuals ui for which (27) Here a : and C$ are the prescribed observation-and forecast-error standard deviations, respectively, appropriate for the observation type and location.
The rate at which the background check flags data provides a useful consistency check on the prescribed statistics. Equation (12) predicts that normal, independently distributed residuals should fail the background check at an average rate of about 4.5% when Tb = 2, which is the value currently used in the GEOS DAS. Actual rates will vary even with correctly specified statistics, because residuals are neither normal nor independently distributed. Consistently large deviations from the predicted rate suggest a problem with either the prescribed error standard deviations or with other assumptions about errors incorporated into the analysis system. Intermittently large deviations may indicate transitional problems with the DAS, such as an exceptionally poor forecast or a breakdown of the observing system. Background-check results should be continuously monitored for each observing system and data type, broken down by region and vertical level. Table 1 summarizes the SQC monitoring for the GEOS DAS during January 2000. The symbols z, u , u, q , and pSl in the second column stand for the analysed quantities geopotential height, zonal wind, meridional wind, water vapour mixing ratio, and sealevel pressure, respectively. The first numeric column shows the number of scalar observations presented to the SQC for each data type (counting each wind vector report as two observations). The second numeric column shows the background check rates, in per cent. The final column contains the rejection rates for the buddy check, which we discuss in the next section.
None of the actual background check rates shown in Table 1 exactly match the ideal rate. Sea-level-pressure data from surface stations are flagged at a higher rate because the distribution of residuals for that data type is slightly peaked, with thick tails relative to the normal distribution. The tails primarily result from the use of (extrapolated) sealevel-pressure data over topography. The low rate for TOVS height retrievals appears ui' > r,2{(ai")2 + (cry}. to be due to an earlier removal of outliers during the retrieval process. It may also result from a statistical dependence between retrieval errors and forecast errors, as well as a systematic overestimation by the analysis system of stratospheric forecast errors. The exceedingly low rate for S S W winds indicates that the prescribed observationerror standard deviations for this data type are too high and need to be adjusted.
(b) The buddy check
Following the background check, the SQC implements an iterative and adaptive buddy-check algorithm similar to that described in section 2(d). During each iteration, each suspect observation is tested separately against a restricted set of buddies. This set is constructed by first locating all observations of the same variable within a suitably large three-dimensional domain centred at the location of the suspect observation. These candidate buddies are then ranked according to the weights they would receive in an optimal statistical analysis at the location of the suspect observation (based on prescribed error statistics). This leads to the selection of a limited number of best buddies. These are then used to predict the value of the suspect observation as in (A.2) and to estimate the scaling factor for the buddy check limits as in (A.4) . Depending on the result of the test (AS), the suspect observation is marked for reacceptance. At the end of the iteration, after all suspect observations have been tested in this manner, the entire process is repeated, unless no additional observations are reaccepted.
This particular scheme for the selection of buddies does not depend on a predefined domain decomposition. It has the advantage that the sets of observations used to test two nearby suspect observations overlap. The horizontal and vertical extent of the search area for buddies is defined in terms of the de-correlation length-scales associated with the background errors, such that any observations outside the search area would receive negligible weight in predicting the value of the suspect observation. Each buddy check is local, and uses all available statistical information about observation and forecast errors. The inflation (or deflation) factor a for the tolerance is computed separately for each suspect observation from its buddies, i.e. based on local data only, and recomputed during each iteration.
We introduced several approximations in the operational implementation of the algorithm. The most significant of these is that the buddy check is univariate, in the sense that only data of the same type (but, if available, from different instruments) are used to test each suspect observation. In a multivariate check, confirmation of an extremely low sea-level-pressure observation, for example, might be found in nearby cyclonic wind observations. A second simplification is that the local analysis performed in each iteration of the buddy check uses a single step of the successive corrections method (Daley 1991, chapter 3) rather than an optimal statistical interpolation. It would be more elegant to call the analysis component of the DAS to solve (A.2) in each instance, but that is currently not practical.
In the current configuration of the GEOS DAS the algorithm is allowed to be fully adaptive (m' = 0) and uses r = 3 for the buddy-check tolerances for all observing systems (no information about prior probabilities of gross errors is prescribed). The maximum number of best buddies is set to 25. Wind vector data are excluded when either of the components fail the buddy check. Similarly, an entire TOVS height profile is excluded if any single height residual from that profile fails the buddy check.
The last column in Table 1 shows the average rejection rates for each of the data types assimilated in the GEOS DAS during January 2000. The rates vary significantly among the different data types. For example, the scheme is approximately 30 times less likely to reject sea-level-pressure observations from stationary marine platforms than reports from ships. Compare this with Lorenc and Hammon (1988) , who used historical information on the reliabilities of different types of ship data to configure and test their Bayesian quality-control method. Similarly, our method rejects aircraft wind observations that are automatically relayed much less frequently than those reported verbally. In a statistical sense, therefore, the method is able to differentiate between observing systems with different reliabilities, without the benefit of a priori probabilities of gross error for these systems.
The computational cost of the SQC is typically less than 2% of the total cost of a global analysis. The main portion is expended during the first iteration of the algorithm. The majority (typically 85-90%) of observations that are initially flagged as suspect.are reaccepted after the first iteration. The cost can be further reduced by increasing the tolerance parameter for the background check, which would result in a smaller pool of initial suspects. Our current choice of r b = 2 is conservative and could probably be increased without significantly changing the final result of the buddy check after convergence. The total number of iterations of the algorithm needed for convergence is typically between three and six.
In spite of the approximations, the buddy check as implemented in the SQC retains the main features described in section 2: it is based on a local analysis of nearby data which is both adaptive and iterative. In analogy with the simple contrived example presented in section 2(e), we illustrate the performance of the SQC using the following case-study.
( c ) Storm of 27 December 1999 Two severe storms hit Europe in succession at 06 UTC on 26 December 1999 and at 18 UTC on 27 December 1999, causing significant damage and a great deal of media attention (Bell et al. 2000) . Both storms were poorly predicted by many weather services, in spite of the fact that they were well observed by a variety of observing systems. Preliminary indications are that the forecast problems were largely due to inadequate data-assimilation procedures, since many models were able to predict the storms several days ahead but lost track of them in subsequent short-range forecasts (P. UndCn, personal communication; see also the OJicial SRhWP/EUCOS Report on the December I999 Storms, available on the internet at http://srnwp.sma.ch/workshops/FinalReport. html).
Because of background-error covariance specifications that are inappropriate for extreme situations, the available observations were interpreted incorrectly and, in some cases, were excluded from the analysis altogether. At MCtCo France the medium-range forecasts of the storms were reasonably good, but a large number of crucial surface observations were not assimilated when the second storm hit the coast. These observations were excluded by a simple statistical background check because the model first-guess became very poor (J.-N. ThCpaut, personal communication) .
To illustrate this problem, we show in Fig. 5 the result of an experiment with the GEOS DAS in which the adaptive feature of the buddy check is switched off. The three panels in the figure show the development of the second storm in a sequence of sealevel-pressure analyses. Each panel contains the locations of all available pressure observations that took place within a 6-hour window centred at the analysis time (some locations correspond to multiple observations). The colour green indicates that the observations at that location passed the background check, yellow means that at least one observation failed the background check but subsequently passed the buddy check, and red means that at least one observation failed the buddy check and therefore did not enter the analysis. Not shown are the variety of near-surface wind observations that were analysed as well, originating from ships, buoys, and SSM/I retrievals. Both the background check and the buddy check in this case are strictly based on prescribed statistics.
At 12 UTC and at 18 UTC the background check flagged a large number of observations, at a rate much higher than usual because of the poor 6-hour forecast. A fair number of these ultimately did pass the buddy check, but the most crucial observations in the vicinity of the depression were rejected. The analysis at 12 UTC shows a weak low of 989.3 hPa located over the Celtic Sea. The actual low is further to the south-west, in the vicinity of 8"W, 48"N, where an entire cluster of observations was rejected by the buddy check. The lowest three in this cluster averaged 974.2 hPa, which is about 17 hPa below the analysed minimum. At 18 UTC the depression over France is too weak by about 10 hPa; the analysed low there is 978.8 hPa, while the three lowest observations at that time averaged only 968.8 hPa. Figure 6 shows the GEOS DAS analyses obtained by using the adaptive buddy check. Almost all of the observations that were flagged by the background check were ultimately allowed into the analysis. The definition of the storm is now much better. The analysed low at the height of the storm is 973.6 hPa, which is 5.2 hPa deeper as a result of the additional observations. The first-guess low was 980.2 hPa, about 4.5 hPa deeper due to the improved initial conditions at 12 UTC. Although the model still has difficulty capturing the storm in its full strength, the inclusion of the available observations in this case clearly improves the assimilation.
We now take a close look at the observations that failed the buddy check. The single rejected observation at 12 UTC, located near the centre of the depression, is a ship report of 879.8 hPa, which is clearly in error. On the other hand, for the 18 UTC analysis a report of 97 1.3 hPa from a surface station on the French coast was rejected, even though it was probably accurate. Three successive reports were issued from that station, valid at 17 UTC (971.3 hPa), 18 UTC (976.8 hPa), and 19 UTC (982.8 hPa). These values are consistent with a rapid inland movement of the storm. The first report was rejected by the buddy check because it differed greatly from the first-guess value of 983.6 hPa and could not be confirmed by surrounding observations (including the two later reports from the same station).
For similar reasons, seven sea-level-pressure ship reports were excluded from the 06 UTC analysis, all of which were probably accurate. These observations, whose locations are marked by the four red discs in the top panel of Fig. 6 , all took place toward the end of the 6-hour analysis window and showed a drop in sea-level pressure of about 10 hPa compared with reports just a few hours earlier. In addition, there were some late wind reports from nearby buoys (not shown) that indicated a change to easterly winds associated with a developing cyclonic circulation. A multivariate buddy check might have taken advantage of this information. If these data had been included in the analysis, the model perhaps would have detected the developing depression at an earlier stage.
The underlying problem here is that it is not possible to represent accurately rapidly moving storm systems when all observations within a 6-hour time window are treated as if they occurred simultaneously. This is clearly a shortcoming of the assimilation system. Work is well underway to reduce the length of the analysis window in the GEOS DAS.
The most important practical advantage of the adaptive buddy check is that the final quality-control decisions are fairly robust with respect to the prescribed forecastand observation-error statistics, at least in well-observed situations. To demonstrate this we changed the tolerance parameter for the background check, which has the effect of modifying the initial pool of suspects, similar to what would be the case if different error statistics were prescribed. The case just discussed uses Tb = 2, which results in 57 suspects at 06 UTC, 153 at 12 UTC, and 186 at 18 UTC. We repeated the quality control with Tb = 3, which reduced the number of initial suspects to 10,84, and 1 1 1, respectively. However, the final result of the buddy check was unchanged for all observations.
CONCLUSION
We have presented an adaptive statistical quality-control algorithm with flowdependent tolerances for outlier observations. The algorithm is similar to a conventional buddy check in that it tests suspect observations against local statistical analyses based on nearby data, using information about background and observation errors provided by the global statistical analysis system. The adaptive aspect was designed in order that the final quality-control decisions depend more on the data and less on prescribed statistics. This is an important practical advantage, since the information about background and observation errors in atmospheric data-assimilation systems tends to be least accurate in situations that are difficult to forecast, which is precisely when quality-control decisions have their largest potential impact.
We illustrated the performance of the method with several examples. We first used contrived observations, drawn from error distributions that are very different from that initially presumed, to contrast the behaviour of the adaptive buddy check with that of a buddy check which relies on prescribed statistics only. These examples show that the adaptive mechanism can result in either increased or decreased leniency of the quality control, depending on the situation. We also presented a realistic case-study based on the GEOS DAS analysis of an extreme storm event. Here the application of an iterative buddy check with fixed tolerances led to the exclusion of many important observations. The adaptive algorithm, on the other hand, was able to adjust the tolerances and bring in the great majority of the observations, resulting in an improved storm analysis. Red discs mark the locations of sea-level-pressure observations that were rejected by the buddy check, yellow discs correspond to observations that failed the background check but subsequently passed the buddy check, and green discs correspond to those that passed the background check. The remaining dependence on prescribed statistics in our method is primarily through the background check, used for the initial identification of suspect observations. In contrast with many operational implementations of statistical quality control (see, for example, Table 1 of Anderson and Jminen (1999) ), our method does not reject any observations based on a background check alone. For this reason, and because only flagged observations will be subject to a buddy check, we tend to use a conservative background check. However, if all available observations fail the background check, then the algorithm will reject them collectively (because there will be no remaining observations to test against). This points to a possible weakness of the method, because it is conceivable that an event is sparsely but accurately observed, yet poorly forecast. One could fix this by applying a more tolerant background check to isolated observations, and by using information about the reliability of the observing system, if available. However, the dependence on prescribed statistics and on a reasonably accurate background estimate is inevitable in such cases.
The adaptive buddy check is intended to be used as the final step in observational quality control, to be applied just before the global analysis computation in a dataassimilation system. Its specific purpose is to ensure that, for each observation, any disagreement with surrounding data and background information can be reasonably explained by the expected uncertainties in the analysis problem. By reducing the dependence on prescribed error statistics, we believe we have addressed a major issue in statistical quality control. However, the method must not be expected to handle every conceivable situation correctly. For example, a corrupt observation that happens to agree with the background will be accepted by default; this will not greatly affect the analysis but it is incorrect nonetheless. More damage could result from a locally self-consistent patch of bad satellite data, which might pass the buddy check in the absence of conflicting information. It is extremely challenging to develop a system of effective sanity checks and other preliminary quality-control procedures, tailored to specific instruments, that would capture cases such as these.
Operational performance of the adaptive buddy check has been monitored since late 1998 in successive versions of the GEOS DAS, both in terms of data counts and in individual case-studies. Although several approximations were introduced in the implementation of the algorithm, we consistently find that the final quality-control decisions are reasonable, to the extent that this has been possible to determine. Monitoring results has shown that the algorithm is able to differentiate between observing systems with different reliabilities, without the benefit of prior information. The method was designed to take advantage of ongoing improvements in covariance modelling for the global analysis system, without a need for extensive retuning. It has been confirmed that, as the analysis system evolves and prescribed observation-and forecast-error statistics are adjusted, the resulting changes of the quality-control rejection rates are in fact minimal.
Areas for improvement that we plan to address in future versions are: (1) implementation of a multivariate buddy check, (2) complete coupling of the local buddy-check analysis to the global analysis solver, (3) expanding the buddy selection to a larger time window, and (4) incorporating statistical information about instrument reliability.
