Abstract. We study the regularity of weak solutions for a class of second order semilinear infinitely degenerate elliptic equations. We get the regularity of weak solutions up to the boundary for Dirichlet problem, by noting the logarithmic regularity estimate for a linear principal part. In relation to this linear part, we also show the controllability and strong maximum principle for second order hypoelliptic operators even in the case where they degenerate infinitely. Model equations naturally come from some variational problems, if one replace the Laplace operator in such as Yamabe problems by degenerate elliptic operators. In the infinitely degenerate case, a permissible nonlinear term is not fractional power, compared with elliptic or subelliptic case. To treat this nonlinear term, the nonlinear microlocal analysis is developed in the logarithmic Sobolev space.
Introduction
In this work, we study the C y regularity of weak solutions for a class of second order semi-linear infinitely degenerate elliptic equation. Consider a system of vector fields X ¼ ðX 1 ; . . . ; X m Þ defined on an open domainW W H R n .
In the infinite degenerate case, the following is called logarithmic regularity estimate, On the other hand (1.1) admits the infinite degeneracy of the system X , and the estimate (1.1) with s > 1 always implies the interior hypoellipticity of the second order operator 4 X ¼ P m j¼1 X su‰cient conditions for variants of (1.1) have been investigated in the research of linear hypoelliptic operators (see [17, 18] and references therein, cf., [5, 11, 12] as for recent related works in the complex analysis). The simplest example for (1.1) is the system in R 3 such as X 1 ¼ q x 1 , X 2 ¼ q x 2 , X 3 ¼ expðÀjx 1 j À1=s Þq x 3 with s > 0 (see [14, 15, 16] ). The operator 4 X for this example degenerates infinitely on G 0 ¼ fx 1 ¼ 0g. The example with infinite degeneracy on a union of surfaces G ¼ 6 j G j is the system in R 2 such as X 1 ¼ q x 1 , X 2 ¼ expðÀðx 2 1 sin 2 ðp=x 1 ÞÞ À1=2s Þq x 2 , and we see that if G j ¼ fx 1 ¼ 1=jg, j A Z nf0g, G 0 ¼ fx 1 ¼ 0g, then X 1 is transversal to all G j , j A Z and X 2 vanishes infinitely on G ¼ 6 j A Z G j . It is known in [16] that the estimate (1.1) with s ¼ 1 is not su‰cient for hypoellipticity, but the following weak form of estimates is su‰cient: For any small e > 0, there exists C e > 0 such that
Ev A C y 0 ðW WÞ: ð1:2Þ
The estimate (1.1) with s > 1 implies immediately the estimate (1.2) by interpolation. We have a very simple example which satisfies the estimate (1.2), but not (1.1) for any s > 1. It is the system in R 3 such as X 1 ¼ q x 1 , which are Hilbert spaces. We say that u A H 1 X ; loc ðW WÞ, if au A H 1 X ðW WÞ for any a A C y 0 ðW WÞ. For a smooth surface S ofW W, we say that x 0 A S is a non characteristic point for the system of vector fields X , if there exists at least one vector field of X 1 ; . . . ; X m which is transversal to S at x 0 . We say that S is non characteristic for X if it is non characteristic for any point x 0 A S. In this case, if u A H 1 X ðW WÞ, the trace exists and belongs to L 2 ðSÞ, see [7] . Take W HHW W and suppose that qW is C y and non characteristic for X . We define H Remark. If the function F in (1.3) is linear for u, the interior regularity is just hypoellipticity of operators 4 X þ X 0 (see [16] ), but the regularity up to the boundary for linear Dirichlet problem is new. We remark that the regularity up to the boundary qW even in linear case can not be expected in general if qW possesses characteristic points for the system X .
We give here an example of equation (1.3) coming from a variational problem. From (1.1), we have the following logarithmic Sobolev inequality (see [19] ), Assume that the system of vector fields X verifies the regularity estimate (1.1) for s > 3=2, qW is C y and non characteristic. Then I A is an attained minimum in H 1 X ; 0 ðWÞ, and the minimizer belongs to C y ðWÞ.
In fact, by exactly the same calculus as in [19] , the inequality (1.4) and Poincaré inequality (see Lemma 2.1) give the existence of minimizer u A H 
where b 0 is a constant depending on the minimizer u.
Since b 0 can not be freely chosen, Theorem 1.2 is just a result of variational problems, which gives certain semi-linear partial di¤erential equations.
As natural semi-linear partial di¤erential equations from which one can start, we can consider the semi-linear Dirichlet problems
where a; b A R.
These Dirichlet problems (1.7) correspond to those in the elliptic and subelliptic case (see [3, 9, 23] ), where the nonlinear terms are the form of u pÀ1 þ lu, and p > 2 is the corresponding Sobolev's index. For our infinitely degenerate operators, we have only the logarithmic Soboloev inequality (1.4), so that our nonlinear terms are logarithmic. Here the nonlinear functioñ F F ðtÞ ¼ at logjtj þ bt are only continuous at t ¼ 0. We can not use directly Theorem 1.1 to problem (1.7). Theorem 1.3. Suppose that qW is C y and non characteristic for the system of vector fields X . Assume that the system of vector fields X verifies the estimate (1.1) for s > 3=2. Then, if a < 0, the Dirichlet problem (1.7) has at least one solution u A C y ðWÞ V C 0 ðWÞ and uðxÞ > 0 for x A W.
As to this semi-linear problem (1.7), let us recall the results obtained in [19] ; by using the variational principle we proved that the semi-linear Dirichlet problem (1.7) possesses at least one non-negative weak solution u A H 1 X ; 0 ðWÞ V L y ðWÞ with kuk L 2 ðWÞ > 0. The proof of boundedness of weak solution is principal result of [19] , where we need s > 3=2 in the estimate (1.1). For the regularity of this weak solutions of (1.7), we see that if G is the set of infinitely degenerate points ofW W for X , then the system of vector fields X satisfies the finite type of Hö rmander's condition onW WnG, so that the regularity results of [20, 22] and maximal principle of J.-M. Bony [1] imply that u A C y ðWnGÞ V C 0 ðWnGÞ and uðxÞ > 0 for all x A WnG.
In this work, we study the crucial part for the C y regularity of solution at the infinitely degenerate points G of W. In the equation (1.7), the nonlinear functionsF F ðtÞ ¼ at logjtj þ bt A C y ðRnf0gÞ, but they are only continuous at t ¼ 0. To get the higher regularity of solution u, we need that the nonlinear compositionF F ðuÞ has (almost) same regularity as u (see precisely Theorem 4.1), and hence we have to show uðxÞ > 0 for any x A W. To this end, we prove, firstly in section 2, the controllability and maximum principle for hypoelliptic operators 4 X . Theorem 1.4. Let W be a bounded and connected open subdomain ofW W, LðX 1 ; . . . ; X m Þ be the Lie algebra spanned by the system of vector fields X and their commutators. If 4 X þ cðxÞ is hypoelliptic in W for any c A C y ðWÞ, then any two points of W can be linked by continuous curve made of a finite numbers of the integral paths of vector fields belonging to LðX 1 ; . . . ; X m Þ, (this property is called the controllability).
Remark. 1) It should be noted that the controllability follows only from the hypoellipticity of 4 X þ cðxÞ. Conversely, it is known (see [14, 15, 16, 18] ) that the controllability does not imply the hypoellipticity of 4 X in general. The first example with 0 < s a 1 given at the beginning of this introduction, satisfies the controllability but not the hypoellipticity.
2) Logarithmic regularity estimate (1.2) implies the hypoellipticity of L ¼ 4 X þ cðxÞ in any open subdomain ofW W and for any c A C y ðWÞ (see [16, 18] ).
3) The controllability results given in this proposition enable us to define the distance (Carnot-Carathéodory metric) associated with 4 X similarly to the finitely degenerate case (cf., [10, 8] ). This metric might set light aglow in the analysis for infinitely degenerate hypoelliptic operators (cf., another aspect by [4] ).
At the present, from this controllability results we have immediately the strong maximum principle, on account of Bony's result ( [1] ). Theorem 1.5. Suppose that D X þ cðxÞ is hypoelliptic in W for any c A C y ðWÞ. We consider the operators L ¼ D X þ aðxÞ with a A C y ðWÞ, aðxÞ b 0. If u A C 2 ðWÞ, Lu a 0, then u can not take its positive maximum on interior points of W except that it is constant on the connected component of those points.
The structure of the paper is as follows: We prove the controllability and maximum principle for hypoelliptic operators in the second section. The third section consists of the proof for the continuity and strict positivity of weak solutions of problems (1.7). The fourth section is devoted to the LittlewoodPaley theory for non-homogeneous Sobolev spaces defined by logarithmic type weights, and the nonlinear calculus. In the fifth section, we prove our Theorem 1.1 and Theorem 1.3. In the last section, we study pseudo-di¤erential calculus for logarithmic symbol.
Controllability and maximum principle
We prove now Theorem 1. We have obviously dimðG y Þ a n À 1 for all y A W x 0 : ð2:3Þ
In fact if y 0 A W x 0 such that dimðG y 0 Þ ¼ n, then the system of vector fields X satisfies the finite Hö rmander's condition in a neighborhood of y 0 and y 0 A W y 0 , which is contradictory to W x 0 ¼ q. For the proof of claim 2, we shall show that if there exists x 0 A W such that bx 0 B W x 0 , then there exists a function c A C y ðWÞ such that the operator D X þ X 0 þ cðxÞ is non-hypoelliptic; more precisely, W x 0 contains a submanfold S such that all X j are tangent to S and there exist a cðxÞ and a singular solution v on S to
a) We want to prove that dimðG y Þ a n À 2 for any y A W x 0 . If there exists a y 0 A W x 0 such that dimðG y 0 Þ ¼ n À 1, then one can find linearly independent vectors X J 1 ð y 0 Þ; . . . ; X J nÀ1 ðy 0 Þ such that
It follows from the continuity with respect to y that X J 1 ð yÞ; . . . ; X J nÀ1 ð yÞ are linearly independent in a su‰ciently small neighborhood o 0 of y 0 . By means of (2.3) we have dimðG y Þ ¼ n À 1 for any y A o 0 V W x 0 and G y ¼ sub-tangent space spanned by fX J 1 ð yÞ; . . . ; X J nÀ1 ð yÞg ð2:4Þ
Consider C y mapping
If a is in a su‰ciently small neghborhood U of 0, this mapping is well defined for 0 a t a 1. We have
because the solution of di¤erential equation with respect to t is di¤erentiable with respect to the parameter a. Therefore the image of a small neighborhood U H R nÀ1 a by the mapping F 1 makes a smooth hypersurface S y 0 through y 0 , which is generated by X J 1 ðyÞ; . . . ; X J nÀ1 ðyÞ and S y 0 H W x 0 U o 0 . By using (2.4), all vector fields X 0 ; . . . ; X m tangent to smooth surface S y 0 .
Remark that our problem is di¤erent from Frobenius theorem. We construct only one surface (or submanifold) passing through y 0 , and (2.4) implies that T y S y 0 ¼ G y for any y A S y 0 H W x 0 . 
Then we shall show dimðG y Þ a n À k À 1 for all y A W x 0 . If there exists a y 0 A W x 0 such that dimðG y 0 Þ ¼ n À k then, by the same reason as in the step a), there exists a submanifold S y 0 of codimension k, generated by a suitable base X J 1 ; . . . ; X J nÀk , such that S y 0 H W x 0 . By taking the change of variables we may assume locally in a small neighborhood o of y 0 ¼ ð0; y 00 0 Þ that S y 0 ¼ fð0; x kþ1 ; . . . ; x n Þg and
On account of (2.5) we have for any j ¼ 0; . . . ; m
because of the Cramer formula. In new variables, we have 
which is the contradiction. If we repeat this inductive procedure we attains to the fact that dimðG
Remark. If we denote the change of variables by z ¼ cðxÞ with the original variable z, then the singular solution in the step b) is written by the original variables as
The construction of the singular solution in the step b) is also applicable in the case S of codimension 1 though the singular solution in the step a) was constructed with cðxÞ ¼ 0.
Exactly the same proof as the last part of the step a) gives also the following results (see [7] for finitely degenerate case) If x 0 A S and V x 0 a neighbourhood of x 0 in W, then V x 0 V S possesses the non characteristic points. In fact, if it is not true, V x 0 V S is a smooth surface and all vector fields tangent to it, then 4 X is non-hypoelliptic in V x 0 .
Proof of Theorem 1.5. From Proposition 2.1, we can joint any two points of W by a continuous curve made of a finite numbers of the integral paths of vector fields belonging to LðX 1 ; . . . ; X m Þ. By using proposition 2.1 of Bony [1] , the continuous curve can be approximated uniformly by a piecewise continuous integral paths of vector fields X 1 ; . . . ; X m , then propagation of maximum of J.-M. Bony (see [1] ) deduces Theorem 1.5.
From the maximum principle of Theorem 1.5, we have the following first Poincaré inequality for infinite degenerate hypoelliptic system of vector fields. 2) It will be seen below that (2.7) holds if 4 X þ c is hypoelliptic in W for any c A C y ðWÞ, and if H 1 X ; 0 ðWÞ is compactly embedded into L 2 ðWÞ. The estimate (1.2) is a su‰cient condition for those.
Proof. We set
Since 4 X is hypoelliptic in W, we have j 0 A C y ðWÞ and
This implies that j 0 is constant along the integral paths of vector fields of X 1 ; . . . ; X m . Now the controllability of Proposition 2.1 deduces that j 0 is constant on each connected component of W.
Since qW is smooth and non characteristic, by taking x 0 A qW, we may assume that X 1 transverse qW near x 0 . Then X 1 j 0 ðxÞ ¼ 0 implies that j 0 ðxÞ ¼ 0 near x 0 , which shows that j 0 1 0 on W. This is impossible because kj 0 k L 2 ¼ 1, so that we prove finally l 1 > 0.
Weak solutions of linear Dirichlet problems
The regularity of weak solutions in Theorems 1.1 and 1.3 is based on the results of linear equations which we first study in this section.
We have now the following result in the infinitely degenerate case. Remark. 1) The assumption aðxÞ b 0 is used for the existence of weak sloutions and the uniqueness of solutions, but it is not necessary for the regularity of solutions.
2) For the regularity of functions f and g, we can consider in Sobolev space. Precisely, if we suppose that f A H s ðWÞ, g A H sþ3=2 ðqWÞ for some s > À3=2, we can prove, with a very small modification, that the solution of Theorem 3.1 is in H s ðWÞ. 3) If the boundary qW possesses the characteristic points, the problem of regularity up to the boundary is very complicated and it is still an open problem in the general case.
Existence of weak solution:
Since g A C y ðqWÞ, there existsg g A C y ðWÞ such thatg gj qW ¼ g. We consider the following homogeneous Dirichlet problems C y regularity: The estimate (1.2) implies that L is hypoelliptic on the interior of W, so that u A C y ðWÞ. As for the C y regularity of weak solution up to the boundary, its proof is the same as the one of Theorem 1.1, so we send it to the section 5.
Uniqueness of solution: If u is a weak solution of Dirichlet problem Lu ¼ 0 in W and uj qW ¼ 0, then above regularity results show u A C y ðWÞ. We get u 1 0 in W by the maximum principle and the controllability as in the proof of Lemma 2.1.
The nonlinear equation (1.7) is quite di¤erent from (1.3) whoes nonlinear term F ðx; uÞ is smooth with respect to u, so that the nonlinear composition theorem is applicable to get the regularity of F ðx; uðxÞÞ from those of u. But in equation (1.7), the nonlinear term isF F ðuÞ ¼ au logjuj þ bu, which is smooth if u 0 0 but only continous near u ¼ 0. Remark that if u A L y ðWÞ, we havẽ F F ðuÞ A L y ðWÞ. To prove the regularity of weak solution for nonlinear Dirichlet problem (1.7) we consider, in the first step, the Dirichlet problem (3.1) with f A L y ðWÞ, keepingF F ðuÞ A L y ðWÞ in mind. Without loss of generality, we suppose that g ¼ 0. The existence of weak solution and the uniqueness are the same as Theorem 3.1 since L y ðWÞ H L 2 ðWÞ. We prove now the continuity of weak solution. We shall use the so-called approximation method for f . By using Theorem 3.1, the Green function Gðx; yÞ of L exists and has the following properties (see also [1] 
):
LGðx; ÁÞ ¼ d x ;
Gðx; yÞ b 0; G A C y ðW Â Wnfðx; xÞ; x A WgÞ;
Gðx; yÞ ¼ Gðy; xÞ; Gðx; ÁÞj qW ¼ 0;
In fact, v ¼ Ð W Gðx; yÞdy is the solution of problem (3.1) with f ¼ 1, g ¼ 0, so that we have v A C y ðWÞ. We prove now the continuity of weak solution by the following two propositions. 
By C y regularity result of Theorem 3.1 we get Gc A C y ðWÞ, so that we have proved Gðx; yÞ f ðyÞLjðxÞ A L 1 ðW Â WÞ:
Then Fubini theorem implies that
Therefore in D 0 ðWÞ we have LGf ¼ f and
We prove now the continuity of v ¼ Gf on W for f A L y ðWÞ. Suppose that
and lim f j ¼ f in L y ðWÞ. We have Proposition 3.2. The sequence fv j ¼ Gf j g is equi-continuous and uniformly bounded on W.
End of proof for Theorem 3.2. From this proposition, the weak solution of equation Lu ¼ f is the uniform limit of Gf j by the Ascoli theorem. Furthermore, the weak solution u is continuous on W and uj qW ¼ 0.
fv j g is uniformly bounded on W. For the equi-continuity, we first have
Then the compactness of W implies the equi-continuous of fv j ¼ Gf j g on W.
We prove now the preceding claim. We have proved the proposition.
From this Theorem 3.2, we have the continuity of weak solution u for nonlinear problems (1.7). In fact we have proved u A L y ðWÞ in [19] , and so f ¼ au logjuj þ bu A L y ðWÞ. Consequently u and f are also continuous in W. To prove uðxÞ > 0 in interior of W, we need now the following strong maximum principle for the continuous weak solution. 
But we can not use directly Theorem 1.5 to get the contradiction, since w is only continuous. Consequently we need to use the approximation method again.
We extendf f as a continuous function on R n and take ff f j g
If w j is a solution to (3.1) with f ¼f f j , g ¼g g j j qW , then w j A C y ðWÞ. By using the Green function we see that
Thus there exists j 0 big enough such that for any j b j 0 ,
Therefore we get finally 
This is impossible from the maximum principle of Theorem 1.5. We have proved Lemma 3.1.
From Theorem 3.2 and Lemma 3.1, we have proved the continuity and positivity for the weak solution of Dirichlet problem (1.7). We state those results by the following theorem. In fact, if uðx 0 Þ ¼ 0 for an x 0 A W then, by using the continuity of u, there exists r > 0 such that f ðxÞ ¼ auðxÞ log uðxÞ þ buðxÞ b 0 for any x A Bðx 0 ; rÞ H W. Applying Lemma 3.1 to 1 À u we have that uðxÞ ¼ 0 in Bðx 0 ; rÞ. Repeating this method we finally obtain u ¼ 0 in W, which is impossible since the solution is non-trivial.
Littlewood-Paley theory for logarithmic Sobolev spaces
Let l > 0, and define the following logarithmic Sobolev's space:
where hxi ¼ ðe 2 þ jxj 2 Þ 1=2 . We study now the Littlewood-Paley decomposition for this function space as in [2, 21] .
hxi < e 2 g, there exist c A C y 0 ð0; e 2 ½Þ, j A C y 0 ðe; e 3 ½Þ such that
n Þ, and we have the following characterization for function space H log l ðR n Þ.
Lemma 4.1. For l > 0, we have that
then u A H log l ðR n Þ, and for any S b 1
with C 1 , C 2 independent of S, l and u. 2) For S > 0, we have
As in the classical case, for the second part in the preceding lemma, we have more general results
Lemma 4.2. Suppose that fu
Suppû u k H Bð0; Ke k Þ and for l > 1=2,
ðR n Þ and for any S b 1,
with C 1 , C 2 independent of S, l and u.
Remark. We have a loss of 1=2 for the index because of the logarithmic sum.
Proof. Since l > 1=2, we have that
We suppose now S ¼ 1, since the general case of S is similar as Lemma 4.1. We set
On the other hand, there exists N 1 > 0 (depending only on K) such that for any
Setting nowc c
a e 2ðN 1 þ3Þ ðN 1 þ 4Þ 2ðN 1 þ3Þ a C 2 :
We have proved the lemma. 
with C S depending only on B 0 , B ½S þ2 and C 1 , C 2 the constants in Lemmas 4.1 and 4.2.
Proof. As in the lemma 4.2, we have
k satisfies the hypothesis of Lemma 4.2, we have for S b 1,
We study now
By Lemma 4.1, we have
We study now kfc c p gk l 2 . For simplicity of the notation, we replace l À 1=2 by l in what follows, 
where H ½S þ2 is classical Sobolev space on R n . From the hypothesis of the lemma,
we have
We have proved the lemma with the constant C S depending on B 0 , B ½S þ2 and C 1 , C 2 .
We study now the non-linear composition for the function of space H log lÀ1=2 ðR n Þ. We have the following result. 
with C S depending only on sup jtjakuk L y jF ð jÞ ðtÞj and kuk
Remark. This theorem is still true for the vector value function u ¼ ðu 1 ; . . . ; u m Þ and F ðt 1 ; . . . ; t m Þ A C y ðR m Þ.
Proof. We have firstly
We denote, for k b 1,
with f 1 ¼ F ðS 1 uÞ and for k > 1
Since for any a A N n ,
the Faà-di-Bruno formula implies that
with B jaj depending only on sup jtjakuk L y jF ð jÞ ðtÞj and kuk
Then P k f k satisfies the hypothesis of Lemma 4.3, and so we have proved the theorem.
To study the regularity up to the boundary for nonlinear problems, we introduce the following tangential logarithmic Sobolev spaces (see [26] ): For l > 0, we set
and
We use now the tangential Littlewood-Paley decomposition:
where FðjðL 0 Þ f Þ ¼ jðhðx 0 ; 0ÞiÞf f , and the function spaces
We have the similar results as Lemmas 4.1-4.3 and Theorem 4.1 for the tangential function spaces.
Nonlinear hypoellipticity
We consider now our nonlinear function t log t and weak solution
Then, for u A C 0 ðWÞ, uðxÞ > 0, x A W the solution of problem (1.7), we have au log u ¼ aðbuÞ logðbuÞ ¼ aGðbuÞ:
For the nonlinear term in equation (1.3), we have aF ðx; uÞ ¼ aF ðx; buÞ for any a HH b. Therefore in the interior of W, we have the same smooth nonlinear term in two cases of Theorems 1.1 and 1.3. By using Theorem 4.1 and its remark, we have the following estimate:
where A S depends on S, kuk L y and kaðxÞF ðx; tÞk C ½S þ2 ðWÂ½Àkuk L y ; kuk L y Þ , but not on l, N 0 . By interpolation, the estimate (1.2) implies that: For any small e > 0, any Proof of first part of Theorem 1.1. Nonlinear interior regularity By using the estimate (5.3) with S ¼ 4eM 0 , we have
where we have used the estimate l l a e l l!. Since R S , m S independent of d, Proof of Proposition 5.1. For l b 1 fixed, we choose the functions of C y 0 ðWÞ as in [15, 16] ,
with C l depending only on a 0 . For the proof of Proposition 5.1, we prove the following estimate: for any 1 a j a l, and any j a k a l, we have
with the constant as in Proposition 5.1.
We need also the following two results about pseudo-di¤erential calculus, whose proofs will be given in the next section.
First result is about the pseudo-di¤erential operators as a regularlizer. 
H Àm 0 ; with C S; m; m 0 independent of l, j and d, and
with C S independent of l, j and d.
For the commutators, we have Proposition 5.3. Let X be vector fields, 1 a j a l, j a k a l, we have
with C S independent of j, k, l and d, where
We prove now (5.5) by induction on j.
Then it follows from (5.4), the Cauchy-Schwarz inequality and the fact jhX 0 v; vij a Ckvk 2 L 2 for reals functions and real vector X 0 , that
where C 1 and C 2 are the constants in (5.1) and (5.4). On the other hand, (1.2) gives that
We have for any S b 1,
For the last term of right hand side, Proposition 5.2 gives
We have proved (5.5) for j ¼ 1 if we choose e > 0 small such that eS 2 a 1 and
2) Suppose now that there exists a j a l À 1 such that (5.5) is true for any p a j. We shall prove (5.5) for j þ 1. Firstly, take d ! 0, we have for any p a j and p a k a l
By using integration by parts, the Cauchy-Schwarz inequality and the fact that
By the induction hypothesis, for any j a k a l, estimate (5.1) gives
The first estimate of Proposition 5.3 and (5.7) give
The second estimate of Proposition 5.3 yields
and by Proposition 5.2 we have
The estimation of term (6) follows from the induction hypothesis. If m S b 5ðS þ n þ 2Þ then we have finally
Using (5.2) with N ¼ S and Proposition 5.2, we get
By using the first inequality of Proposition 5.2, we have
In view of m S b 5ðS þ n þ 2Þ again, we get
Choose e > 0 small enough such that eS 2 a 1, eS
We have proved (5.5) if we take
Regularity up to the boundary Fix a x 0 A qW and take a su‰ciently small neighbourhood V 0 of x 0 inW W. We use the standard process of localization and a C y change of variable to flatten out the boundary part qW V V 0 . Without loss of generality, we suppose that 
Remark that we have bu
On account of (1.2), for any small e > 0, there exists C e > 0 such that 
If the equation (1.3) is linear, namely, when we consider the regularity up to the boundary for Theorem 3.1, we use the following estimate: If f A C y ðR n þ Þ, then for any l A N, any S b 1, and a A C
, this is a tangential regularization operators. As for Proposition 5.1, we have that for any l A N, and any S b 1,
with the same constants as in (5.3). By using the estimates (5.9) and (5.10), the proof of this estimate is exactly as that of Proposition 5.1, for example, in the step 2 of the proof for Proposition 5.1, we take here
as test function in (5.8). In fact, we have v;
is a tangential pseudo-di¤erential operators, thus all pseudo-di¤erential calculus in the proof is tangential, and the integration by part for the variable x n take only once. Now the estimate (5.11) implies that L 0m ðauÞ A L 
Thus we get the C y regularity of solution up to the boundary.
Pseudo-di¤erential calculus for the symbol of logarithmic type
To prove Propositions 5.2 and 5.3, we recall two elementary lemmas about the pseudo-di¤erential calculus (see for example [13] ). For a symbol pðx; xÞ A S where C k; n is a positive constant depending only on k and n.
The lemma is only a special case of Lemma 2.4 of [13] Chapter 2, except for the precise numbers of su‰ces given in the right hand sides of (6.1). In view of this lemma, it is easy to get the following lemma, by using the usual asymtotic formula for the product of pseudodi¤erential operators. The proof of the above proposition and the Leibniz formula yield. where C 0 depends only on n. By means of (6.1) and (6.2) we have where we denote by 1, neglecting terms which can be estimated by the second term of the right hand side of (6.5). In view of jl þ g 0 þ gj b maxf1; jl þ gjg, it follows from (5.4) and the first formula of Corollary 6.1 that
because of a k ¼ ða k À 1Þa kÀj 0 b þ a kÀj 0 for j 0 b 1 and the formula similar to (6.4) . Noting ðl=hxiÞ p a 1 þ ðl=hxiÞ ½S þ1 we obtain (6.5). For the proof of the second estimate it su‰ces to show k½X ; ½X ;L L S j; d a kþ1 a k uk L 2 a C S ðl 2 jjjujjj j; k; S =j! þ l 5ðSþnþ2Þ kbuk L 2 Þ ð6:6Þ on account of (6.4) . Note that
