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Abstract
We are concerned with the so-called Boussinesq equations with partial viscosity. These
equations consist of the ordinary incompressible Navier-Stokes equations with a forcing
term which is transported with no dissipation by the velocity field. Such equations are
simplified models for geophysics (in which case the forcing term is proportional either to
the temperature, or to the salinity or to the density).
In the present paper, we show that the standard theorems for incompressible Navier-
Stokes equations may be extended to Boussinesq system despite the fact that there is no
dissipation or decay at large time for the forcing term.
More precisely, we state the global existence of finite energy weak solutions in any
dimension, and global well-posedness in dimension N ≥ 3 for small data. In the two-
dimensional case, the finite energy global solutions are shown to be unique for any data
in L2(R2).
Re´sume´
Dans cet article, on e´tudie le syste`me de Boussinesq de´crivant le phe´nome`ne de convec-
tion dans un fluide incompressible et visqueux. Ce syste`me est compose´ des e´quations de
Navier-Stokes incompressibles avec un terme de force verticale dont l’amplitude est trans-
porte´e sans dissipation par le flot du champ de vitesses.
On montre que les re´sultats classiques pour le syste`me de Navier-Stokes standard
demeurent vrais pour le syste`me de Boussinesq bien qu’il n’y ait pas d’amortissement sur
le terme de force.
Plus pre´cise´ment, on e´tablit l’existence de solutions faibles globales d’e´nergie finie en
n’importe quelle dimension et l’existence de solutions fortes uniques globales en dimension
N ≥ 3 pour de petites donne´es initiales. Dans le cas particulier de la dimension deux, les
solutions d’e´nergie finie sont uniques pour n’importe quelle donne´e initiale dans L2(R2).
MSC : 35Q35, 76N10, 35B65, 76D99
Keywords : Boussinesq system, weak solutions, losing estimates, critical regularity.
Mots-clefs : Syste`me de Boussinesq, solutions faibles, estimations a` pertes, re´gularite´ cri-
tique.
1
2Introduction
Dans cet article, on e´tudie l’e´volution d’un fluide incompressible visqueux soumis a`
une force verticale. On suppose que l’amplitude θ de cette force est transporte´e par le flot
du champ de vitesses u du fluide. Le syste`me de Boussinesq re´gissant l’e´volution de (θ, u)
s’e´crit donc : 
∂tθ + u · ∇θ = 0
∂tu+ u · ∇u− ν∆u+∇Π = θ eN
divu = 0.
(1)
Les inconnues θ, u et Π de´pendent du temps t ≥ 0 et de la variable d’espace x. Pour
s’abstraire des difficulte´s dues aux conditions aux limites, on suppose que le fluide remplit
tout l’espace (donc x de´crit RN tout entier).
Le syste`me (1) est un mode`le simplifie´ courant pour l’e´volution de fluides ge´ophysiques
(voir par exemple [26] ou [28]). Le champ de vecteurs u et le scalaire Π de´signent alors
respectivement la vitesse et la pression du fluide conside´re´ et θ, une quantite´ scalaire1
transporte´e par le fluide.
Pour avoir un mode`le plus re´aliste, il conviendrait de rajouter des termes de forces
exte´rieures aux deux e´quations. Nous les supposerons nuls pour simplifier la pre´sentation.
Notons au passage que dans le cas particulier ou` θ ≡ 0, on retrouve le syste`me de Navier-
Stokes “classique”.
Les pre´mices de l’e´tude mathe´matique du syste`me de Boussinesq sont relativement
re´centes et ne traduisent pas uniquement une pre´occupation d’ordre physique. En re´alite´,
l’engouement des mathe´maticiens pour ce mode`le se limite essentiellement au cas de la
dimension deux du fait d’une ressemblance formelle (dans le cas ν = 0) avec le syste`me
d’Euler incompressible axisyme´trique avec swirl. On peut montrer que l’apparition de
singularite´s au temps T est lie´e a` l’explosion simultane´e de ∇θ et du tourbillon dans
L1(0, T ;L∞) (voir [15]). Malheureusement, de´terminer si ces quantite´s explosent effecti-
vement semble au moins aussi difficile que re´pondre au proble`me similaire pour le syste`me
d’Euler incompressible en dimension 3.
Dans le cas ν > 0 en revanche, les re´sultats obtenus sont nettement plus complets.
Divers auteurs ont e´tabli l’existence globale dans le cas N = 2 lorsque l’e´quation sur θ
comporte en plus un terme de diffusion (voir [29] et les re´fe´rences qui s’y trouvent).
L’existence globale en dimension deux sans condition de petitesse demeure valable
dans la situation qui nous inte´resse ou` θ est transporte´ sans diffusion. Le cas de donne´es
re´gulie`res dans des espaces de Sobolev a e´te´ re´solu (inde´pendamment) par T. Hou et C.
Li dans [19], et par D. Chae dans [4]. Tre`s re´cemment, H. Abidi et T. Hmidi ont e´tabli
dans [1] l’existence globale et unicite´ sans condition de petitesse pour des donne´es initiales
(θ0, u0) appartenant a` un tre`s gros sous-espace de (L
2(R2))3. Comme on peut par ailleurs
construire des solutions faibles globales a` la Leray pour des donne´es initiales θ0 et u0 dans
L2(R2) (voir par exemple [18]), il est raisonnable de penser que ces solutions “faibles” sont
uniques.
1que nous appellerons tempe´rature pour fixer les ide´es mais qui physiquement pourrait parfaitement
eˆtre proportionnelle a` la densite´ ou a` la salinite´
3Dans cet article, nous souhaitons montrer que trois des re´sultats mathe´matiques les
plus ce´le`bres pour le syste`me de Navier-Stokes incompressible sont encore valables pour
le syste`me de Boussinesq (1), a` savoir :
– l’existence de solutions faibles globales d’e´nergie finie en n’importe quelle dimension
(the´ore`me de Leray, voir [22]),
– l’unicite´ des solutions d’e´nergie finie en dimension deux (re´sultat figurant implicite-
ment dans un autre article de J. Leray, voir [23], et de´montre´ par J.-L. Lions et G.
Prodi dans [24]),
– l’existence de solutions globales uniques pour des donne´es petites en dimension N ≥
3 (the´ore`me de Fujita-Kato [16]).
Nous verrons plus loin que la de´monstration de l’existence globale de solutions faibles
se fait en suivant la de´marche originale de J. Leray : la pre´sence de la tempe´rature ne´cessite
un peu d’attention mais n’introduit pas de difficulte´ majeure.
En revanche, pour de´montrer l’unicite´ en dimension deux, l’approche na¨ıve consistant
a` e´crire le syste`me ve´rifie´ par la diffe´rence de deux solutions semble voue´e a` l’e´chec. En
effet, du fait de la pre´sence d’une e´quation de transport dans le syste`me, les estimations de
stabilite´ ne peuvent eˆtre e´tablies qu’avec perte d’au moins une de´rive´e donc dans un espace
a` re´gularite´ strictement ne´gative. Or, pour controˆler ce type de re´gularite´, l’hypothe`se que
le champ de vitesses soit au moins lipschitzien semble ine´vitable. Mais le champ de vitesses
construit n’est a priori que dans L2loc(R+;H
1).
Enfin, pour e´tablir l’existence de solutions fortes globales en dimension N ≥ 3, une
application directe de l’approche de Fujita-Kato associant point fixe contractant et utilisa-
tion du semi-groupe de la chaleur ne saurait convenir. En effet, la me´thode de Fujita-Kato
exige non seulement une donne´e initiale petite mais aussi un terme de force f qui soit
inte´grable en temps sur R+ entier, et d’inte´grale petite. A` moins que θ ne soit identique-
ment nulle, cette dernie`re condition n’est pas ve´rifie´e par le terme de force θ eN puisque
θ est transporte´e sans amortissement donc est constante le long des caracte´ristiques.
Nous avons adopte´ le plan suivant. La premie`re section est consacre´e a` la pre´sentation
de nos re´sultats principaux. Dans la partie suivante, nous de´montrons l’analogue du
the´ore`me de Leray pour le syste`me de Boussinesq a` l’aide d’arguments e´le´mentaires d’ana-
lyse fonctionnelle. Dans la troisie`me section, nous pre´sentons l’artillerie technique ne´ces-
saire pour venir a` bout du reste de notre programme : espaces de Lorentz et de Besov,
de´composition de Littlewood-Paley et calcul paradiffe´rentiel. La quatrie`me partie regroupe
diverses estimations a priori – dont certaines avec perte de re´gularite´ – pour l’e´quation
de la chaleur ou de Stokes, l’e´quation de transport et le syste`me de Navier-Stokes. Les
re´sultats lie´s aux solutions fortes sont alors de´montre´s dans la cinquie`me partie, et l’unicite´
des solutions faibles d’e´nergie finie en dimension deux, dans la sixie`me partie. Nous avons
regroupe´ en dernie`re section quelques re´sultats supple´mentaires. Un lemme technique fi-
gure en appendice.
1 Re´sultats principaux
Avant d’e´noncer notre re´sultat d’existence globale de solutions faibles, pre´sentons
brie`vement les e´galite´s d’e´nergie formelles associe´es au syste`me.
4Soit donc (θ, u,∇Π) une solution re´gulie`re et de´croissante a` l’infini du syste`me de
Boussinesq avec donne´es (θ0, u0). Tout d’abord, sachant que le champ de vitesses est a`
divergence nulle, on a
‖θ(t)‖Lp = ‖θ0‖Lp pour tout t ≥ 0 et 1 ≤ p ≤ ∞. (2)
Par ailleurs, en prenant le produit scalaire L2(RN )N de l’e´quation de la vitesse avec u
puis en inte´grant en temps, on obtient
‖u(t)‖2L2 + 2ν
∫ t
0
‖∇u‖2L2 dτ = ‖u0‖2L2 + 2
∫ t
0
∫
RN
θ uN dx dτ. (3)
Il est clair que l’inte´grale du terme de droite peut eˆtre absorbe´e par le membre de gauche
pourvu que l’on dispose d’un controˆle sur la norme H−1 de θ. Ce controˆle est donne´ par
(2) de`s que Lp(RN ) s’injecte continuˆment dans H−1(RN ). Si N ≥ 3 (resp. N = 2), cette
condition est ve´rifie´e si et seulement si p ≥ 2NN+2 (resp. p > 1).
Comme de coutume, l’obtention des solutions faibles globales se fera en passant a` la
limite dans une suite de solutions approche´es ve´rifiant (2) et (3). Le passage a` la limite
dans le terme u · ∇θ = div (uθ) exige que l’injection de Lp(RN ) dans H−1(RN ) soit
localement compacte, donc que p > 2NN+2 .
Ces conside´rations sommaires me`nent a` l’e´nonce´ suivant :
THE´ORE`ME 1.1 Soit θ0 ∈ Lp(RN ) avec 2NN+2 < p ≤ 2, et u0 un champ de vitesses a`
divergence nulle et coefficients dans L2(RN ). Alors le syste`me de Boussinesq avec donne´e
initiale (θ0, u0) admet une solution faible globale
(θ, u) ∈ L∞(R+;Lp(RN ))×
(
L∞loc(R+;L
2(RN )) ∩ L2loc(R+;H1(RN ))
)N
,
telle que pour tout t ≥ 0, on ait
‖θ(t)‖Lp ≤ ‖θ0‖Lp et ‖u(t)‖2L2 + ν
∫ t
0
‖∇u‖2L2dτ ≤ C
(
‖u0‖2L2 + να−1tα+1‖θ0‖2Lp
)
pour une constante C ne de´pendant que de N et de p, et α = 1−N(1p − 12).
Dans le cas θ ≡ 0, il est bien connu que les solutions faibles globales en dimension deux
sont uniques (voir par exemple [24]). Il est donc le´gitime de chercher a` de´montrer que
cette proprie´te´ persiste pour le syste`me de Boussinesq avec des donne´es quelconques dans
L2(R2). A` notre connaissance, le re´sultat le plus proche allant dans ce sens a e´te´ e´tabli
par H. Abidi et T. Hmidi dans [1] (voir aussi [18]) : si θ0 appartient a` l’espace de Besov
homoge`ne2 B˙02,1(R
2) et u0 est dans B˙
−1
∞,1∩L2(R2) alors il y a unicite´ de la solution globale
construite.
Nous de´montrons ici qu’il y a encore unicite´ des solutions faibles d’e´nergie finie en
dimension deux sous la seule hypothe`se que les donne´es sont dans L2(R2).
Cette proprie´te´ remarquable de´coule du fait que le champ de vitesses construit appar-
tient aussi a` l’espace L˜1loc(R+;H
2(R2)) (de´fini plus loin en (18)) qui est a` peine plus gros
2voir la de´finition 3.3
5que L1loc(R+;H
2(R2)). De ce fait, le champ de vitesses est presque localement inte´grable
en temps a` valeurs quasi-lipschitziennes et l’on peut faire appel a` des estimations avec
perte de re´gularite´ dans l’esprit de celles qui ont e´te´ e´tablies dans [2] ou, plus re´cemment,
dans [12].
THE´ORE`ME 1.2 Supposons N = 2. Soit (θ0, u0) ∈ L2(R2)3 avec u0 a` divergence
nulle. Alors le syste`me (1) a une unique solution globale (θ, u,∇Π) telle que
θ ∈ C(R+;L2) et u ∈ C(R+;L2) ∩ L2loc(R+;H1).
De plus la norme L2 de θ est conserve´e au cours de l’e´volution, l’e´galite´ (3) est satisfaite
et u appartient a` l’espace L˜1loc(R+;H
2) de´fini au-dessus de la remarque 3.12.
La dernie`re partie de notre programme consiste a` e´tablir un re´sultat d’existence globale
de solutions fortes a` donne´es petites en dimension N ≥ 3, dans l’esprit de celui de Fujita-
Kato pour le syste`me de Navier-Stokes incompressible (voir [16]).
Rappelons que le the´ore`me de Fujita-Kato se de´montre en re´crivant le syste`me de
Navier-Stokes en termes de proble`me de point fixe pour une fonctionnelle construite a` l’aide
du semi-groupe de Stokes. Sous des hypothe`ses de petitesse ade´quates, le the´ore`me du point
fixe de Picard permet alors d’obtenir une solution globale unique. Cette approche s’ave`re
particulie`rement performante si l’espace fonctionnel F utilise´ est critique, i.e. respecte
l’invariance par changement d’e´chelle (ou scaling en anglais) du syste`me de Navier-Stokes.
Cela ame`ne a` choisir pour F un espace de distributions sur R+×RN a` norme invariante
pour tout λ > 0 par la transformation
u(t, x) 7−→ λu(λ2t, λx)
et donc a` choisir une vitesse initiale u0 dans un espace fonctionnel E a` norme invariante
par la transformation u0 7→ λu0(λ · ). H. Fujita et T. Kato de´montrent ainsi que le syste`me
de Navier-Stokes est globalement bien pose´ pour des donne´es initiales petites par rapport
a` la viscosite´ dans l’espace de Sobolev homoge`ne H˙
1
2 (R3) (voir [16] et [5]). Le re´sultat de
Fujita-Kato se ge´ne´ralise a` un grand nombre d’espaces critiques (voir e.g. [21] ou [25]).
Un calcul facile montre que le syste`me de Boussinesq est invariant par la transformation
u(t, x) 7−→ λu(λ2t, λx) et θ(t, x) 7−→ λ3θ(λ2t, λx).
Autrement dit, les espaces critiques pour la vitesse sont les meˆmes que pour le syste`me de
Navier-Stokes et il faut en quelque sorte exiger deux de´rive´es de moins sur la tempe´rature.
En l’absence de dissipation sur la tempe´rature, il ne semble pas possible de de´montrer
que le syste`me de Boussinesq est bien pose´ meˆme localement pour des donne´es aussi peu
re´gulie`res. On peut cependant e´tablir l’existence locale pour des donne´es initiales dans
l’espace de Besov homoge`ne B˙0N,1(R
N ) (gros sous-espace de LN (RN )) qui est critique
pour la vitesse seulement :
THE´ORE`ME 1.3 Supposons N ≥ 2. Soit θ0 ∈ B˙0N,1 et u0 un champ de vecteurs a`
divergence nulle et coefficients dans B˙0N,1. Alors le syste`me de Boussinesq admet une
unique solution locale (θ, u,∇Π) dans l’espace
ET := C([0, T ]; B˙0N,1)×
(
C([0, T ]; B˙0N,1) ∩ L1(0, T ; B˙2N,1)
)N
×
(
L1(0, T ; B˙0N,1)
)N
.
6Si de plus θ ∈ L∞(0, T ∗; B˙0N,1) et u ∈ L∞(0, T ∗; B˙0N,1)∩L1(0, T ∗; B˙2N,1) alors la solution
peut eˆtre prolonge´e au-dela` de T ∗.
Si la construction de solutions a` temps petit peut se faire par des arguments standard,
montrer l’existence de solutions fortes globales est nettement plus de´licat. En effet, comme
explique´ dans l’introduction, l’absence d’amortissement pour la tempe´rature interdit l’ap-
proche classique associant estimations pour le semi-groupe de la chaleur et point fixe
de Picard, et le scaling de la tempe´rature semble bien trop bas pour pouvoir travailler
directement dans des espaces invariants par changement d’e´chelle.
Notre strate´gie est la suivante : trouver deux espaces fonctionnels, X pour la vitesse
initiale u0 et Y pour la tempe´rature initiale θ0 tels que, en notant P le projecteur
orthogonal sur les champs a` divergence nulle et
(
eτ∆
)
τ>0
le semi-groupe de la chaleur,
on ait les estimations suivantes :
‖θ‖L∞(0,T ;Y ) ≤ ‖θ0‖Y , ‖et∆u0‖L∞(0,T ;X) ≤ ‖u0‖X ,∥∥∥∥∫ t
0
e(t−s)∆P(θeN ) ds
∥∥∥∥
L∞(0,T ;X)
≤ C1‖θ‖L∞(0,T ;Y ),∥∥∥∥∫ t
0
e(t−s)∆P div (u⊗ u)(s) ds
∥∥∥∥
L∞(0,T ;X)
≤ C2‖u‖2L∞(0,T ;X)
avec des constantes C1 et C2 inde´pendantes du temps T. (Nous avons suppose´ que ν = 1
pour simplifier l’heuristique.)
Pour de tels espaces, on obtiendra alors
‖u‖L∞(0,T ;X) ≤ ‖u0‖X + C1‖θ0‖Y + C2‖u‖2L∞(0,T ;X).
Supposons que (1) admette une solution locale (θ, u) dans L∞([0, T ];Y )× L∞([0, T ];X)
et que de plus C1‖θ0‖Y +‖u0‖X ≤ c avec c suffisamment petit. Soit T ∗ le temps maximal
pour lequel ‖u‖L∞(0,T ∗;X) ≤ 2c. Si l’on a choisi c de telle sorte que 4cC2 < 1, l’ine´galite´
ci-dessus implique que ‖u‖L∞(0,T ∗;X) < 2c. Par des arguments classiques de bootstrap, on
conclut alors que T ∗ = +∞.
Nous verrons plus loin que l’on peut choisir pour X l’espace de Lorentz LN,∞(RN ), et
pour Y l’espace de Lebesque L
N
3 (RN ) (voire L
N
3
,∞(RN ) si N ≥ 4). Notons au passage
que ces espaces sont critiques.
A` moins que θ ≡ 0, il n’est pas clair que l’on puisse de´montrer l’existence et l’unicite´ de
solutions dans ces espaces sans hypothe`se supple´mentaire de re´gularite´. Pour y reme´dier,
nous allons devoir exiger plus de re´gularite´ sur les donne´es initiales. Cette re´gularite´ doit
de plus pouvoir eˆtre transporte´e globalement si les donne´es sont petites dans X × Y. Le
caracte`re global demande un peu d’attention car les estimations habituelles de re´gularite´
sur les solutions d’une e´quation de transport font apparaˆıtre un terme qui de´pend expo-
nentiellement de la norme lipschitzienne du champ de vitesse. On sait cependant depuis
un article de M. Vishik que ces estimations sont “meilleures” dans les espaces de Besov
d’indice nul (voir [30] et la proposition 4.8 pour plus de de´tails).
Ces conside´rations me`nent au re´sultat suivant d’existence globale a` donne´es petites :
7THE´ORE`ME 1.4 Supposons que N ≥ 3. Soit θ0 ∈ B˙0N,1(RN ) et u0 ∈ B˙
−1+N
p
p,1 (R
N )
pour un p ∈ [N,∞]. Il existe une constante c > 0 ne de´pendant que de N telle que si de
plus u0 ∈ LN,∞, θ0 ∈ LN3 et
‖u0‖LN,∞ + ν−1‖θ0‖LN3 ≤ cν (4)
alors le syste`me de Boussinesq admet une unique solution globale
(θ, u,∇Π) ∈ C(R+; B˙0N,1)×
(
C(R+; B˙
N
p
−1
p,1 ) ∩ L1loc(R+; B˙
N
p
+1
p,1 )
)N
×
(
L1loc(R+; B˙
N
p
−1
p,1 )
)N
.
De plus, il existe une constante C ne de´pendant que de N telle que pour tout temps t ≥ 0,
on ait
‖θ(t)‖
L
N
3
= ‖θ0‖
L
N
3
, ‖u(t)‖LN,∞ ≤ C
(
‖u0‖LN,∞ + ν−1‖θ0‖LN3
)
,
‖u‖
L∞t (B˙
N
p −1
p,1 )
+ ν‖u‖
L1t (B˙
N
p +1
p,1 )
≤ C‖u0‖
B˙
N
p −1
p,1
e
Ctν−1‖θ0‖B˙0
N,1 + ν
(
e
Ctν−1‖θ0‖B˙0
N,1 − 1
)
,
‖θ(t)‖B˙0N,1 ≤ C‖θ0‖B˙0N,1e
Ctν−1‖θ0‖B˙0
N,1
(
1 + Cν−1‖u0‖B˙0N,1
)
.
REMARQUE 1.5 A` partir de la dimension quatre, l’espace L
N
3 (RN ) peut eˆtre remplace´
par L
N
3
,∞(RN ).
REMARQUE 1.6 Notons que les hypothe`ses supple´mentaires sur la vitesse sont cri-
tiques en terme de scaling. Par ailleurs, l’appartenance de θ0 a` l’espace de Besov ho-
moge`ne B˙0N,1 (qui est un sous-espace strict de l’espace de Besov non homoge`ne B
0
N,1 ) est
assure´e par θ0 ∈ LN3 ,∞∩B0N,1. De meˆme, si p > N, l’hypothe`se u0 ∈ B˙
−1+N
p
p,1 est garantie
par u0 ∈ LN,∞ ∩B
−1+N
p
p,1 (voir le lemme 3.9).
Notation : Dans tout l’article, C de´signe une “constante” susceptible de changer de ligne
en ligne et dont la valeur exacte n’influe pas sur l’exactitude des calculs. On utilise parfois
la notation abre´ge´e A . B au lieu de A ≤ CB.
2 Solutions faibles globales
Cette section est consacre´e a` la de´monstration du the´ore`me 1.1.
Fixons une fonction χ ∈ C∞c (RN ) positive et d’inte´grale 1, et notons Ir (r > 0)
l’ope´rateur de convolution par la fonction r−Nχ(r−1·). Dans un premier temps, nous
allons re´soudre le syste`me de Boussinesq re´gularise´ suivant :{
∂tθ + Iru · ∇θ = 0,
∂tu+ P
(
Iru · ∇u
)− ν∆u = P(Irθ eN), (5)
avec donne´es initiales θ0 et u0 dans L
2(RN ).
8PROPOSITION 2.1 Pour tout couple de donne´es initiales (θ0, u0) dans L
2(RN ) tel
que div u0 = 0, le syste`me (5) admet une solution faible globale (θ, u) telle que
θ ∈ C(R+;L2), u ∈ L∞loc(R+;L2) ∩ L2loc(R+;H1)
et ve´rifiant l’ine´galite´ d’e´nergie suivante pour tout t ∈ R+ :
‖u(t)‖2L2 + 2ν
∫ t
0
‖∇u‖2L2 dτ ≤ ‖u0‖2L2 + 2
∫ t
0
∫
RN
Irθ uN dx dτ. (6)
Preuve : Nous allons re´soudre le syste`me (5) a` l’aide de la me´thode de Friedrichs. Pour
cela, on de´finit l’ope´rateur de troncature spectrale Jn par
Ĵnf(ξ) = 1[ 1
n
,n](|ξ|)f̂(ξ)
et l’on cherche a` re´soudre le syste`me suivant pour n ≥ 1 :
∂tθ
n + Jn
(
IrPJnun · ∇Jnθn
)
= 0,
∂tu
n + PJn
(
IrPJnun · ∇PJnun
)− ν∆PJnun = P(IrJnθn eN),
(θn, un)|t=0 = (Jnθ0, Jnu0).
(7)
Ce syste`me est une e´quation diffe´rentielle ordinaire sur L2 ve´rifiant les hypothe`ses
du the´ore`me de Cauchy-Lipschitz. Il admet donc une unique solution maximale
(θn, un) ∈ C1([0, Tn[; (L2(RN ))N+1) pour un Tn > 0.
Comme de plus (PJn)2 = PJn et J2n = Jn, le couple (Jnθn,PJnun) est aussi
solution de (7). Par unicite´, on a donc Jnθ
n = θn et PJnun = un. Cela entraˆıne que
θn et un sont dans C1([0, T n[;H∞) et ve´rifient{
∂tθ
n + Jn
(
Iru
n · ∇θn) = 0,
∂tu
n + PJn
(
Iru
n · ∇un)− ν∆un = P(Irθn eN). (8)
Une me´thode d’e´nergie e´le´mentaire assure alors que ‖θn(t)‖L2 = ‖Jnθ0‖L2 pour tout
t ∈ R+, et
‖un(t)‖2L2 + 2ν
∫ t
0
‖∇un‖2L2 dτ = ‖Jnu0‖2L2 + 2
∫ t
0
∫
RN
Irθ
n unN dx dτ. (9)
Notons que ces deux e´galite´s impliquent que Tn = +∞. En effet, si Tn est fini, on
montre facilement en majorant le terme de droite de (9) a` l’aide de l’ine´galite´ de
Cauchy-Schwarz, que (θn, un) est dans L∞(0, T n;L2) et peut donc eˆtre prolonge´e
en vertu des the´ore`mes classiques sur les e´quations diffe´rentielles ordinaires.
Il s’agit maintenant de passer a` la limite dans (8). Tout d’abord, il est clair que la
suite (θn)n∈N est borne´e dans L
∞(R+;L
2) et que (9) assure que (un)n∈N est borne´e
dans L∞loc(R+;L
2) ∩L2loc(R+;H1). En utilisant le syste`me (8) et en remarquant que
la suite (Iru
n)n∈N est borne´e dans tous les espaces L
∞
loc(R+;H
s), on en de´duit alors
que (∂tθ
n)n∈N et (∂tu
n)n∈N sont borne´es dans L
2
loc(R+;H
−1). Par des arguments de
convergence faible et de compacite´ classiques, on conclut qu’il existe θ ∈ L∞(R+;L2)
et u ∈ L∞loc(R+;L2) ∩ L2loc(R+;H1) a` divergence nulle, tels que, a` extraction pre`s,
9– θn tend vers θ dans L∞loc
(
R+;H
−η
loc
)
pour tout η > 0,
– θn(t) tend faiblement dans L2 vers θ(t) pour tout t ∈ R+ (et donc Irθn(t) tend
fortement vers Irθ(t) dans L
2 ),
– un tend vers u dans L2loc(R+;H
1−ε
loc ) pour tout ε > 0,
– un(t) tend faiblement dans L2 vers u(t) pour tout t ∈ R+.
Ces proprie´te´s de convergence permettent de passer a` la limite dans le syste`me (8)
et de montrer que
lim
n→∞
∫ t
0
∫
RN
Irθ
n unN dx dτ =
∫ t
0
∫
RN
Irθ uN dx dτ.
Le couple (θ, u) est donc une solution globale de (5) ve´rifiant (6).
Nous pouvons maintenant passer a` la de´monstration du the´ore`me 1.1. Nous supposons
donc que la tempe´rature initiale θ0 appartient a` L
p(RN ) avec 2NN+2 < p ≤ 2 et que
u0 ∈ L2(RN ) avec divu0 = 0. Il est clair que Irθ0 ∈ L2 pour tout r > 0. La proposition
pre´ce´dente applique´e avec r = 2−k assure donc l’existence d’une solution globale (θk, uk)
ve´rifiant (6) pour le syste`me approche´
∂tθk + div
(
I2−kuk θk
)
= 0,
∂tuk + P div
(
I2−kuk ⊗ uk
)− ν∆uk = P(I2−kθk eN),
(θk, uk)|t=0 = (I2−kθ0, u0).
(10)
On constate que θk est solution d’une e´quation de transport par le champ de vecteurs
re´gulier a` divergence nulle I2−kuk. Cela assure que θk ∈ C(R+;L2 ∩ Lp) et que
‖θk(t)‖Lp = ‖I2−kθ0‖Lp ≤ ‖θ0‖Lp pour tout t ≥ 0. (11)
Ensuite, en vertu de (6) et de l’ine´galite´ de Ho¨lder, on a
‖uk(t)‖2L2 + 2ν
∫ t
0
‖∇uk‖2L2 dt ≤ ‖u0‖2L2 + 2
∫ t
0
‖θk‖Lp‖uk‖Lp′ dt. (12)
Comme 2NN+2 < p ≤ 2, on dispose de l’ine´galite´ de Gagliardo-Nirenberg suivante :
‖uk‖Lp′ ≤ C‖uk‖αL2‖∇uk‖1−αL2 avec α = 1−N
(1
p
− 1
2
)
.
En injectant cette ine´galite´ dans (12) et en utilisant (11) et l’ine´galite´ de Young, on trouve
‖uk(t)‖2L2 + ν
∫ t
0
‖∇uk‖2L2 dt ≤ ‖u0‖2L2 + Cν
α−1
α+1 ‖θ0‖
2
1+α
Lp
∫ t
0
‖uk‖
2α
1+α
L2
dτ,
d’ou`, apre`s une nouvelle utilisation de l’ine´galite´ de Young,
‖uk(t)‖2L2 + ν
∫ t
0
‖∇uk‖2L2 dt ≤ C
(‖u0‖2L2 + tα+1να−1‖θ0‖2Lp). (13)
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Il reste a` justifier le passage a` la limite dans (10). Tout d’abord (11) et (13) assurent
que (θk)k∈N est borne´e dans L
∞(R+;L
p) et que (uk)k∈N est borne´e dans L
∞(R+;L
2) ∩
L2(R+;H
1). En utilisant (7), on peut alors montrer que (∂tθk)k∈N et (∂tuk)k∈N sont
borne´es dans L2loc(R+;H
−N
2
−1). Par des arguments de compacite´ classiques et en notant
que Lp(RN ) →֒ H−N( 1p− 12 )(RN ) pour 1 < p ≤ 2, on en de´duit, quitte a` extraire, que :
– θk tend vers une fonction θ dans L
∞
loc
(
R+;H
−N( 1
p
− 1
2
)−η
loc
)
pour tout η > 0,
– uk tend vers un champ u a` divergence nulle dans L
2
loc(R+;H
1−ε
loc ) pour tout ε > 0.
Ces proprie´te´s de convergence permettent de justifier que div (I2−kukθk) tend vers
div (uθ) au sens des distributions pourvu que 1− Np + N2 > 0, condition qui est e´quivalente
a` p > 2N/(N+2). Le passage a` la limite dans le terme div (I2−kuk⊗uk) se fait exactement
comme pour le syste`me de Navier-Stokes incompressible “classique”.
3 Espaces fonctionnels et outils d’analyse harmonique
Commenc¸ons par rappeler la de´finition des espaces de type Lp faible.
DE´FINITION 3.1 Pour 1 ≤ p < ∞, on de´finit l’espace Lp faible (note´ Lp,∞ par la
suite) comme l’ensemble des fonctions mesurables de RN dans R telles que
‖f‖Lp,∞ := sup
λ>0
λ
∣∣∣{x ∈ RN/|f(x)| > λ}∣∣∣ 1p <∞.
REMARQUE 3.2 Dans le cas 1 < p < ∞, l’espace Lp,∞ co¨ıncide avec l’espace de
Lorentz de´fini par l’interpolation re´elle (L∞, L1)( 1
p
,∞). En d’autres termes, f est dans
Lp,∞ si et seulement si, pour tout A > 0, on peut e´crire f = fA + fA avec ‖fA‖L1 ≤
CA1−1/p et ‖fA‖L∞ ≤ CA−1/p, et la “meilleure constante” C est une norme e´quivalente
a` la quantite´ de la de´finition ci-dessus (voir par exemple [21]).
Plus ge´ne´ralement, pour 1 ≤ q ≤ ∞, l’espace de Lorentz Lp,q peut eˆtre de´fini par
interpolation re´elle en posant :
Lp,q := (L∞, L1)( 1
p
,q).
Dans la suite de cette partie, nous rappelons brie`vement la de´finition de la de´composition
de Littlewood-Paley (selon [6]) ainsi que celle des espaces de Besov.
La de´composition de Littlewood-Paley se de´finit a` l’aide d’une de´composition dyadique
de l’unite´ : soit χ une fonction positive radiale de classe C∞, supporte´e dans la boule
{|ξ| ≤ 43}, valant 1 sur {|ξ| ≤ 34}, et telle que r 7→ χ(rer) soit de´croissante. On pose
ϕ(ξ) = χ(ξ/2) − χ(ξ) de telle sorte que
∀ξ ∈ RN \ {0},
∑
q∈Z
ϕ(2−qξ) = 1 et ∀ξ ∈ RN , χ(ξ) = 1−
∑
q∈N
ϕ(2−qξ). (14)
On de´finit ensuite les ope´rateurs de localisation en fre´quences ∆˙q et S˙q de L(S ′;S) par :
∆˙q u := ϕ(2
−qD)u et S˙q u := χ(2
−qD)u pour tout q ∈ Z.
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Notons que pour une distribution tempe´re´e u ∈ S ′(RN ), les fonctions ∆˙qu et S˙qu sont
analytiques a` croissance lente. Si de plus il existe un re´el s tel que u ∈ Hs(RN ) alors ∆˙qu
et S˙qu appartiennent a` l’espace H
∞ :=
⋂
σ∈RH
σ.
Par ailleurs, on e´tablit a` l’aide de (14) que u = S˙0u+
∑
q∈N
∆˙qu dans S ′(RN ) et
u =
∑
q∈Z
∆˙qu dans S ′(RN ) modulo un polynoˆme (voir par exemple [21]).
Enfin, nous utiliserons souvent la proprie´te´ de presque orthogonalite´ suivante :
∆˙k∆˙qu ≡ 0 si |k − q| ≥ 2 et ∆˙k(S˙q−1u∆˙qv) ≡ 0 si |k − q| ≥ 5. (15)
Nous pouvons maintenant de´finir les espaces de Besov homoge`nes comme suit :
DE´FINITION 3.3 Soient s ∈ R, (p, r) ∈ [1,∞]2 et u ∈ S ′(RN ). On note
‖u‖B˙sp,r
de´f
=
(∑
q∈Z
2rqs‖∆˙q u‖rLp
) 1
r
si r <∞, et ‖u‖B˙sp,∞
de´f
= sup
q∈Z
2qs‖∆˙q u‖Lp .
On de´finit l’espace de Besov homoge`ne B˙sp,r := B˙
s
p,r(R
N ) par
– B˙sp,r = {u ∈ S ′(RN ) | ‖u‖B˙sp,r < +∞}, lorsque s <
N
p ou s =
N
p et r = 1.
– B˙sp,r = {u ∈ S ′(RN ) | ∀ |α| = k+1, ∂αu ∈ B˙s−k−1p,r } si Np + k ≤ s < Np + k + 1,
ou s = Np + k + 1 et r = 1, pour un k ∈ N.
REMARQUE 3.4 On prendra garde au fait que B˙sp,r(R
N ) est un espace de Banach si
et seulement si s < N/p ou s ≤ N/p et r = 1.
Rappelons e´galement la de´finition des espaces de Besov non homoge`nes :
DE´FINITION 3.5 Soient s ∈ R, (p, r) ∈ [1,∞]2 et u ∈ S ′(RN ). On note
‖u‖Bsp,r :=
(
‖S˙0u‖rLp +
∑
q∈N 2
rqs‖∆˙q u‖rLp
) 1
r
si r <∞,
‖u‖Bsp,∞ := max
(
‖S˙0u‖Lp , supq∈N 2qs‖∆˙qu‖Lp
)
.
L’espace de Besov non homoge`ne Bsp,r := B
s
p,r(R
N ) est l’ensemble des distributions tem-
pe´re´es u telles que ‖u‖Bsp,r soit fini.
REMARQUE 3.6 Les espaces de Besov Bs2,2 et B˙
s
2,2 co¨ıncident respectivement avec
les espaces de Sobolev Hs et H˙s. Si s ∈ R+ \ N, les espaces de Besov Bs∞,∞ et B˙s∞,∞
co¨ıncident respectivement avec les espaces de Ho¨lder Cs et C˙s. Par abus, nous noterons
Cs := Bs∞,∞ et C˙
s := B˙s∞,∞ pour tout s ∈ R.
Les ine´galite´s suivantes, dites de Bernstein et de´montre´es par exemple dans [6] seront d’un
usage constant.
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LEMME 3.7 Soit 1 ≤ p1 ≤ p2 ≤ ∞ et ψ ∈ C∞c (RN ). Alors on a
‖ψ(2−qD)u‖Lp2 ≤ C2qN
(
1
p1
− 1
p2
)
‖ψ(2−qD)u‖Lp1 .
Comme conse´quence de l’ine´galite´ de Bernstein et de la de´finition de B˙sp,r, on a la propo-
sition suivante :
PROPOSITION 3.8 (i) Il existe une constante c strictement positive telle que
c−1‖u‖B˙sp,r ≤ ‖∇u‖B˙s−1p,r ≤ c‖u‖B˙sp,r . (16)
(ii) Pour 1 ≤ p1 ≤ p2 ≤ ∞ et 1 ≤ r1 ≤ r2 ≤ ∞, on a B˙sp1,r1 →֒ B˙
s−N( 1
p1
− 1
p2
)
p2,r2 .
(iii) Si p ∈ [1,∞], alors B˙
N
p
p,1 →֒ B˙
N
p
p,∞ ∩ L∞. Si p est fini, l’espace B˙
N
p
p,1 est une alge`bre.
(iv) Interpolation re´elle : (B˙s1p,r, B˙
s2
p,r)θ, r′ = B˙
θs2+(1−θ)s1
p,r′ pour 0 < θ < 1 et 1 ≤ p, r, r′≤∞.
Signalons aussi le re´sultat d’inclusion suivant qui nous sera fort utile :
LEMME 3.9 Pour 1 < p < q ≤ ∞, on a
Lp,∞(RN ) →֒ B˙
N
q
−N
p
q,∞ (R
N ).
De´monstration : Notons h = 2
Nh(2·) avec h = F−1ϕ. On a ∆˙u = h ⋆ u, donc
par les ine´galite´s de convolution dans les espaces de Lorentz (voir par exemple [21]),
‖∆˙u‖Lq ≤ ‖h‖Lr,1‖u‖Lp,∞ avec
1
r
= 1 +
1
q
− 1
p
·
En faisant un changement de variable, on constate que
‖h‖Lr,1 = 2N(1−
1
r
)‖h‖Lr,1 ,
d’ou` le re´sultat.
Nous souhaitons maintenant donner quelques estimations a priori dans les espaces de
Besov pour l’e´quation de la chaleur. Ces estimations de´coulent du lemme suivant de´montre´
dans [7] :
LEMME 3.10 Il existe deux constantes c et C telles que pour tout τ ≥ 0, q ∈ Z, et
p ∈ [1,∞], on ait
‖eτ∆∆˙qu‖Lp ≤ Ce−cτ22q‖∆˙qu‖Lp .
De ce lemme, on de´duit facilement (voir encore [7]) le re´sultat suivant :
PROPOSITION 3.11 Soit s ∈ R, 1 ≤ p, r, ρ1 ≤ ∞. Soit u0 ∈ B˙sp,r et f ∈ L˜ρ1T (B˙
s−2+ 2
ρ1
p,r ).
Alors l’e´quation de la chaleur
∂tu− ν∆u = f, u|t=0 = u0
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admet une unique solution u dans L˜∞T (B˙
s
p,r) ∩ L˜ρ1T (B˙
s+ 2
ρ1
p,r ) et il existe une constante C
ne de´pendant que de la dimension N telle que l’on ait l’estimation a priori suivante pour
tout t ∈ [0, T ] et ρ ≥ ρ1 :
ν
1
ρ ‖u‖
eLρt (B˙
s+2ρ
p,r )
≤ C
(
‖u0‖B˙sp,r + ν
1
ρ1
−1‖f‖
eL
ρ1
t (B˙
s−2+ 2ρ1
p,r )
)
. (17)
Si r <∞, la solution u appartient de plus a` C([0, T ]; B˙sp,r).
Dans la proposition ci-dessus, on a utilise´ les espaces L˜ρT (B˙
s
p,r) qui se de´finissent comme
a` la de´finition 3.3 apre`s avoir pose´
‖u‖eLρT (B˙sp,r) :=
∥∥∥2qs‖∆˙qu‖LρT (Lp)∥∥∥ℓr(Z). (18)
Notons qu’en vertu de l’ine´galite´ de Minkowski, on a
‖u‖LρT (B˙sp,r) ≤ ‖u‖eLρT (B˙sp,r) pour ρ ≥ r, (19)
et l’ine´galite´ oppose´e si ρ ≤ r.
On posera C˜T (B˙sp,r) := L˜∞T (B˙sp,r) ∩ C([0, T ]; B˙sp,r) et L˜ρloc(R+; B˙sp,r) =
⋂
T>0 L˜
ρ
T (B˙
s
p,r).
Sur le meˆme mode`le, on peut de´finir des espaces non homoge`nes L˜ρT (B
s
p,r). Dans le cas
particulier ou` p = r = 2, on utilisera plutoˆt la notation L˜ρT (H˙
s) ou L˜ρT (H
s).
REMARQUE 3.12 Graˆce a` la proposition 3.11, et en utilisant le fait que le projecteur
P sur les champs a` divergence nulle est un multiplicateur de Fourier homoge`ne de degre´
0 et est donc continu de B˙sp,r dans lui-meˆme (voir e.g. [21]), il est facile de re´soudre le
syste`me de Stokes non stationnaire{
∂tu− ν∆u+∇Π = f, div u = 0,
u|t=0 = u0,
(20)
avec donne´e initiale u0 ∈ B˙sp,r a` divergence nulle, et force f ∈ L˜1T (B˙sp,r).
On obtient encore une unique solution (u,∇Π) avec u ∈ L˜∞T (B˙sp,r) ∩ L˜1T (B˙s+2p,r ) et
∇Π ∈ L˜1T (B˙sp,r), et u ve´rifie pour tout 1 ≤ ρ ≤ ∞ l’estimation
ν
1
ρ ‖u‖
eLρT (B˙
s+2ρ
p,r )
≤ C
(
‖u0‖B˙sp,r + ‖Pf‖eL1T (B˙sp,r)
)
.
Si r <∞, la solution u appartient de plus a` C([0, T ]; B˙sp,r).
REMARQUE 3.13 On peut e´noncer une version non homoge`ne de la proposition 3.11
pour des donne´es u0 ∈ Bsp,r et f ∈ L˜ρ1T (B
s−2+ 2
ρ1
p,r ). Les re´sultats d’existence, d’unicite´ et
de continuite´ en temps demeurent, mais la constante C de (17) se met a` de´pendre (au
pire line´airement) de T.
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La preuve de certaines estimations a priori pour des termes de type quadratique sera gran-
dement facilite´e par l’usage du calcul paradiffe´rentiel et notamment de la de´composition
suivante introduite par J.-M. Bony dans [3] :
fg = T˙fg + T˙gf + R˙(f, g),
ou` le terme de paraproduit T˙ est de´fini par T˙fg :=
∑
q
S˙q−1f ∆˙qg, et le terme de reste R˙,
par R˙(f, g) :=
∑
q
∆˙qf∆˜qg avec ∆˜q := ∆˙q−1 + ∆˙q + ∆˙q+1.
Nous e´nonc¸ons ci-dessous quelques re´sultats de continuite´ d’usage constant pour les
ope´rateurs de paraproduit et de reste (consulter par exemple [27] pour une e´tude exhaus-
tive de ces ope´rateurs).
PROPOSITION 3.14 Soit 1 ≤ p, p1, p2, r, r1, r2 ≤ ∞ ve´rifiant 1p = 1p1 + 1p2 et 1r =
1
r1
+ 1r2 . L’ope´rateur de paraproduit T˙ est continu :
– de L∞ × B˙tp,r dans B˙tp,r pour tout t ∈ R,
– de B˙−sp1,r1 × B˙tp2,r2 dans B˙t−sp,r pour tout t ∈ R et s > 0.
L’ope´rateur de reste R˙ est continu :
– de B˙sp1,r1 × B˙tp2,r2 dans B˙s+tp,r pour tout (s, t) ∈ R2 tel que s+ t > 0,
– de B˙sp1,r1 × B˙−sp2,r2 dans B˙0p,∞ si s ∈ R et 1r1 + 1r2 ≥ 1.
La proposition ci-dessus permet de montrer la plupart des re´sultats de continuite´ pour
le produit de deux distributions appartenant a` des espaces de Besov. Nous utiliserons
fre´quemment par exemple que l’application (u, v) 7→ uv est continue de
– B˙sN,1 × B˙tN,1 dans B˙s+t−1N,1 si −1 < s, t ≤ 1 et s+ t > 0,
– H˙s × H˙t dans B˙s+t−
N
2
2,1 si |s| < N2 , |t| < N2 et s+ t > 0.
4 Quelques estimations a priori
4.1 Espaces de Lorentz et syste`me de Stokes non stationnaire
Dans cette section, on de´montre quelques estimations a priori dans les espaces de Lo-
rentz pour le syste`me de Stokes non stationnaire (20). Le lemme suivant nous permettra de
controˆler le terme de couplage avec l’e´quation de transport dans le syste`me de Boussinesq.
LEMME 4.1 On a les estimations a priori suivantes pour tout t ≥ 0 :
– Si N = 3 alors ν
∥∥∥∥ ∫ t
0
eν(t−s)∆P(θe3)(s) ds
∥∥∥∥
L3,∞
≤ C‖θ‖L∞t (L1).
– Si N ≥ 4 alors ν
∥∥∥∥ ∫ t
0
eν(t−s)∆P(θeN )(s) ds
∥∥∥∥
LN,∞
≤ C‖θ‖
L∞t (L
N
3 ,∞)
.
De´monstration : Par un changement de variable temporel, on peut se ramener au cas
ν = 1. Notons par ailleurs que P ∈ L(Lp(RN );Lp(RN )) pour tout 1 < p <∞. Par
interpolation re´elle, on a donc en particulier
P ∈ L(LN,∞(RN ), LN,∞(RN )). (21)
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Par conse´quent, on peut “oublier” le projecteur P dans les ine´galite´s a` de´montrer
et se limiter a` la preuve d’ine´galite´s similaires pour l’ope´rateur de la chaleur. Pour
ce faire, on e´crit la de´composition suivante avec A parame`tre positif :∫ t
0
e(t−s)∆θ(s) ds =
∫ A
0
1[0,t](s) e
(t−s)∆θ(s) ds︸ ︷︷ ︸
IA
+
∫ ∞
A
1[0,t](s) e
(t−s)∆θ(s) ds︸ ︷︷ ︸
IA
.
Par calcul direct on a pour τ > 0 et 1 ≤ p ≤ q ≤ ∞,
‖eτ∆‖L(Lp,Lq) = ‖F−1(e−τ |ξ|
2
)‖Lr = 1
τN/2
‖G( x√
τ
)‖Lr = 1
τN/2r′
‖G‖Lr (22)
ou` l’on a note´ G = F−1(e−|ξ|2), 1/r = 1 + 1/q − 1/p et 1/r′ = 1/p − 1/q.
Supposons d’abord que N = 3. On a
‖IA‖L1 ≤
∫ A
0
‖e(t−s)∆θ(s)‖L11[0,t](s) ds,
≤
∫ A
0
‖e(t−s)∆‖L(L1,L1)‖θ(s)‖L11[0,t](s) ds,
≤ ‖G‖L1
∫ A
0
‖θ(s)‖L11[0,t](s) ds ≤ A‖G‖L1‖θ‖L∞t (L1).
D’autre part, pour IA , on peut e´crire
‖IA‖L∞ ≤
∫ ∞
A
‖e(t−s)∆θ(s)‖L∞1[0,t](s) ds,
≤
∫ ∞
A
‖e(t−s)∆‖L(L1,L∞)‖θ(s)‖L11[0,t](s) ds,
≤ ‖G‖L∞
∫ ∞
A
1
(t− s)3/2 ‖θ(s)‖L11[0,t](s) ds,
≤ 2A−1/2‖G‖L∞‖θ‖L∞t (L1).
En tenant compte de ces deux estimations, de la remarque 3.2 et de (21), on obtient
le re´sultat souhaite´ dans le cas N = 3.
Le cas N ≥ 4 se traite de manie`re analogue. A` partir de (22), on montre par
interpolation que l’ope´rateur eτ∆ est continu de L
N
3
,∞ dans L
N
3
,∞ avec norme
borne´e par C‖G‖L1 . Cela assure que pour tout A ≥ 0, on a
‖IA‖
L
N
3 ,∞
≤
∫ A
0
‖e(t−s)∆‖
L(L
N
3 ,∞,L
N
3 ,∞)
‖θ(s)‖
L
N
3 ,∞
1[0,t](s) ds,
≤ CA‖G‖L1‖θ‖L∞t (LN3 ,∞).
Pour majorer IA , on utilise le fait que l’ope´rateur eτ∆ est continu de L
N
3
,∞ dans
L∞ avec norme Cτ−
3
2‖G‖
L
N
N−3
,1 (combiner (22) avec un argument d’interpolation).
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On peut donc e´crire
‖IA‖L∞ ≤
∫ ∞
A
‖e(t−s)∆‖
L(L
N
3 ,∞,L∞)
‖θ(s)‖
L
N
3 ,∞
1[0,t](s) ds,
≤ C‖G‖
L
N
N−3
,1
∫ ∞
A
1
(t− s)3/2 ‖θ(s)‖LN3 ,∞1[0,t](s) ds,
≤ CA−1/2‖G‖
L
N
N−3
,1‖θ‖L∞t (LN3 ,∞).
En combinant les majorations pour IA et I
A, le fait que
(L
N
3
,∞, L∞) 2
3
,∞ = L
N,∞,
et (21), on peut maintenant conclure a` l’ine´galite´ souhaite´e dans le cas N ≥ 4.
Le lemme suivant (qui semble eˆtre duˆ a` Y. Meyer, voir [25]) nous permettra de controˆler
le terme de convection dans l’e´quation sur u.
LEMME 4.2 Pour tout t ≥ 0 et ν ≥ 0, on a les estimations a priori
ν
∥∥∥∥ ∫ t
0
eν(t−s)∆P∇g(s) ds
∥∥∥∥
LN,∞
≤
{
C‖g‖L∞t (L1) si N = 2,
C‖g‖
L∞t (L
N
2 ,∞)
si N ≥ 3.
De´monstration : Pour la commodite´ du lecteur, nous donnons ci-dessous les grandes
lignes de la de´monstration. On proce`de comme dans le lemme pre´ce´dent : apre`s s’eˆtre
ramene´ au cas ν = 1, on de´coupe l’inte´grale a` majorer en deux parties JA et J
A.
En vertu de (21), on peut “oublier” le projecteur P. De plus, il est clair que pour
tout τ > 0 et 1 ≤ p ≤ q ≤ ∞, on a
‖eτ∆∇‖L(Lp,Lq) =
1
τ
1
2
+ N
2r′
‖H‖Lr avec H := F−1
(
e−|η|
2
η
)
et
1
r′
=
1
p
− 1
q
· (23)
En reprenant les calculs du lemme pre´ce´dent, on obtient donc si N ≥ 3,
‖JA‖
L
N
2 ,∞
≤ CA‖H‖L1‖g‖LN2 ,∞ et ‖J
A‖L∞ ≤ CA−1‖H‖
L
N
N−2
,1‖g‖LN2 ,∞ .
On conclut alors en remarquant que (L
N
2
,∞, L∞) 1
2
,∞ = L
N,∞.
Le cas N = 2 est formellement identique. Il suffit de remplacer L
N
2
,∞ par L1.
4.2 Estimations a priori pour le syste`me de Navier-Stokes
Dans cette partie, on de´montre des estimations a priori pour le syste`me de Navier-
Stokes incompressible : 
∂tu+ u · ∇u− ν∆u+∇Π = f,
div u = 0
u(0, x) = u0(x)
(24)
sous diverses conditions de petitesse.
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E´nonc¸ons tout d’abord un re´sultat global de propagation de la re´gularite´ L∞t (B˙
−1+N
p
p,1 )∩
L1t (B˙
1+N
p
p,1 ) sous l’hypothe`se que u est petite dans C˙
−1.
LEMME 4.3 Soit p ∈ [1,∞[ et u une solution de (24) appartenant a` L∞T (B˙
−1+N
p
p,1 ) ∩
L1T (B˙
1+N
p
p,1 ). Il existe deux constantes c et C telles que si u0 appartient a` B˙
−1+N
p
p,1 et ve´rifie
div u0 = 0, si f est dans L
1([0, T ]; B˙
−1+N
p
p,1 ) et de plus
sup
t∈[0,T ]
‖u(t)‖C˙−1 ≤ cν
alors, on a pour tout t ∈ [0, T ] l’estimation
‖u(t)‖
B˙
N
p −1
p,1
+ ν
∫ t
0
‖u(τ)‖
B˙
N
p +1
p,1
dτ ≤ C
(
‖u0‖
B˙
N
p −1
p,1
+
∫ t
0
‖f(τ)‖
B˙
N
p −1
p,1
dτ
)
.
De´monstration : On applique l’ope´rateur P∆˙q a` l’e´quation de Navier-Stokes. Sachant
que divu = 0, on obtient
∂t∆˙qu− ν∆∆˙qu = P∆˙qf − P∆˙q(u · ∇u).
Admettons un instant que
‖P∆˙q(u · ∇u)‖Lp . aq2−q(−1+
N
p
)‖u‖C˙−1‖u‖
B˙
1+Np
p,1
avec
∑
q∈Z
aq = 1. (25)
Alors en utilisant le lemme 3.10, on a
2
q(−1+N
p
)‖∆˙qu(t)‖Lp ≤ 2q(−1+
N
p
)
e−cνt2
2q‖∆˙qu0‖Lp
+
∫ t
0
e−cν(t−τ)2
2q
(
2
q(−1+N
p
)‖∆˙qf‖Lp + aq‖u‖C˙−1‖u‖
B˙
−1+Np
p,1
)
dτ.
Apre`s sommation sur q, on trouve donc
‖u‖
L∞t (B˙
N
p −1
p,1 )
+ ν‖u‖
L1t (B˙
N
p +1
p,1 )
≤ C
(
‖u0‖
B˙
−1+Np
p,1
+‖f‖
L1t (B˙
−1+Np
p,1 )
+ ‖u‖L∞t (C˙−1)‖u‖L1t (B˙1+
N
p
p,1 )
)
.
Si l’on suppose que
C‖u‖L∞t (C˙−1) ≤
ν
2
alors on obtient l’estimation souhaite´e.
L’ine´galite´ (25) que nous avons utilise´e plus haut repose sur le lemme suivant :
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LEMME 4.4 Soient s > 1, r ∈ [1,+∞] et u un champ a` divergence nulle. Alors il
existe une constante C et une suite aq ∈ ℓr(Z) telles que
‖∆˙q(u · ∇v)‖Lp ≤ C2−q(s−2)aq
(‖u‖C˙−1‖v‖B˙sp,r + ‖v‖C˙−1‖u‖B˙sp,r) et ‖(aq)‖ℓr ≤ 1.
De´monstration : En vertu de (15) et de divu = 0, on a
∆˙q(u · ∇v) =
∑
q′≥q−4
∆˙q div (S˙q′+2u⊗ ∆˙q′v) +
∑
|q−q′|≤4
∆˙q(∆˙q′u · ∇S˙q′−1v).
Sachant que s > 1, on a∑
q′≥q−4
‖∆˙q div (S˙q′+2u⊗ ∆˙q′v)‖Lp ≤ C2q
∑
q′≥q−4
‖S˙q′+2u‖L∞‖∆˙q′v‖Lp ,
≤ C2q ∑
q′≥q−4
2−q
′(s−1)‖u‖C˙−1 2q
′s‖∆˙q′v‖Lp ,
≤ C2−q(s−2)aq‖u‖C˙−1‖v‖B˙sp,r
avec aq ∈ ℓr(Z) ve´rifiant ‖(aq)‖ℓr ≤ 1,
D’autre part, on dispose de la majoration suivante :∑
|q′−q|≤4
‖∆˙q(∆˙q′u · ∇S˙q′−1v)‖Lp ≤ C
∑
|q′−q|≤4
‖∆˙q′u‖Lp‖S˙q′−1∇v‖L∞ ,
≤ C2−q(s−2)aq‖v‖C˙−1‖u‖B˙sp,r ,
d’ou` le lemme.
Il n’est pas clair que le lemme 4.3 demeure valable dans le cas limite p = +∞. Mais on
dispose toutefois du substitut suivant :
LEMME 4.5 Soit u une solution de (24) avec donne´e initiale u0 ∈ B˙−1∞,1 a` divergence
nulle, et terme de force f ∈ L1([0, T ], B˙−1∞,1). Il existe deux constantes c et C telles que si
sup
t∈[0,T ]
‖u(t)‖LN,∞ ≤ cν
alors on a pour tout t ∈ [0, T ] l’estimation
‖u(t)‖B˙−1
∞,1
+ ν‖u‖L1t (B˙1∞,1) ≤ C
(
‖u0‖B˙−1
∞,1
+ ‖f‖L1t (B˙−1∞,1)
)
.
De´monstration : La de´marche ge´ne´rale est la meˆme que dans la preuve du lemme 4.3,
mais on ne peut plus utiliser le lemme 4.4 qui est faux dans le cas limite p = ∞,
r = 1 et s = 1. Le bon substitut est l’ine´galite´ suivante :
‖∆˙q
(
u · ∇u)‖L∞ ≤ Caq2q‖u‖LN,∞‖u‖B˙1
∞,1
avec
∑
q∈Z
aq ≤ 1. (26)
La justification de (26) repose sur la de´composition de Bony. En tenant compte de
divu = 0, on a pour tout j ∈ {1, · · · , N},[
div (u⊗ u)]j = ∂i(T˙uiuj + T˙ujui + R˙(ui, uj)).
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Les re´sultats de continuite´ pour le paraproduit e´nonce´s dans la proposition 3.14
assurent que
‖div ∆˙q(T˙uu)‖L∞ ≤ C2qaq‖u‖C˙−1‖u‖B˙1
∞,1
avec
∑
q∈Z
aq ≤ 1
et l’on a vu que LN,∞ →֒ C˙−1 (cf lemme 3.9).
La continuite´ de l’injection de LN,∞ dans C˙−1 permet aussi d’e´crire que
‖∆˙q div R˙(u, u)‖L∞ ≤ C2q‖∆˙q div R˙(u, u)‖LN,∞ pour tout q ∈ Z.
Par conse´quent, on a
‖∆˙q div R˙(u, u)‖L∞ ≤ C22q
∥∥∥ ∑
q′≥q−3
∆˙q(∆˙q′u∆˜q′u)
∥∥∥
LN,∞
,
≤ C22q ∑
q′≥q−3
‖∆˙q′u‖LN,∞‖∆˜q′u‖L∞ ,
≤ C2q ∑
q′≥q−3
2q−q
′
aq′‖u‖LN,∞‖u‖B˙1
∞,1
avec
∑
q aq ≤ 1, ce qui ache`ve la de´monstration de (26).
4.3 Estimations pour l’e´quation de transport
Dans cette section nous e´tablissons diverses estimations a priori pour l’e´quation de
transport {
∂tθ + div (θu) = f
θ(0, x) = θ0(x)
(27)
avec u champ de vecteur lipschitizien a` divergence nulle. Pour commencer, rappelons un
re´sultat classique relatif aux espaces Lp ou Lp,∞ :
PROPOSITION 4.6 Pour tout p ∈ [1,∞], on a les estimations a priori suivantes :
∀t ∈ R+, ‖θ(t)‖Lp ≤ ‖θ0‖Lp +
∫ t
0
‖f(s)‖Lp ds.
Plus ge´ne´ralement, pour 1 ≤ p <∞, on a
∀t ∈ R+, ‖θ(t)‖Lp,∞ ≤ ‖θ0‖Lp,∞ +
∫ t
0
‖f(s)‖Lp,∞ ds.
Dans tous les cas, l’ine´galite´ peut eˆtre remplace´e par une e´galite´ si f ≡ 0.
De´monstration : En introduisant le flot ψ du champ u de´fini par{
∂tψ(t, x) = u(t, ψ(t, x)),
ψ(0, x) = x,
(28)
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on obtient
θ(t, x) = θ0(ψ(t, x)
−1) +
∫ t
0
f(s, ψ(s, ψ(t, x)−1)) ds. (29)
Sachant que divu = 0, la fonction ψt := ψ(t, ·) est un diffe´omorphisme qui pre´serve
le volume. En conse´quence,
‖θ(t)‖Lp ≤ ‖θ0‖Lp +
∫ t
0
‖f(s)‖Lp
avec e´galite´ si f ≡ 0.
La preuve de l’ine´galite´ dans les espaces Lp,∞ se traite en comparant les ensembles
de niveau de θ et de θ0. En effet : dans le cas f ≡ 0, on a pour tout λ ≥ 0,{
y ∈ RN / |θ(t, y)| > λ} = ψt({x ∈ RN / |θ0(x)| > λ}), (30)
et les deux ensembles ont meˆme mesure puisque ψ pre´serve la mesure.
Le cas ge´ne´ral f 6≡ 0 s’en de´duit facilement a` partir de la formule (29).
Dans la proposition ci-dessous, nous e´nonc¸ons un re´sultat de propagation de re´gularite´ de
type Besov pour les e´quations de transport.
PROPOSITION 4.7 Soient 1 ≤ p ≤ p1 ≤ +∞, r ∈ [1,∞] et s ∈ R tels que
−1−min
(N
p1
,
N
p′
)
< s < 1 +
N
p1
·
Supposons que le champ de vecteurs u soit a` divergence nulle et a` coefficients dans
L1([0, T ]; B˙
1+ N
p1
p1,1
(RN )), que le terme de force f appartienne a` L1([0, T ]; B˙sp,r(R
N )) et que
la donne´e initiale θ0 soit dans B˙
s
p,r(R
N ). Alors l’e´quation (27) admet une unique solution
θ ∈ L∞([0, T ]; B˙sp,r) (θ ∈ C([0, T ]; B˙sp,r) si r <∞) qui ve´rifie l’estimation
‖θ‖eL∞t (B˙sp,r) ≤
(
‖θ0‖B˙sp,r + ‖f‖eL1t (B˙sp,r)
)
exp
(
C
∫ t
0
‖∇u‖
B˙
N
p1
p1,1
dτ
)
.
L’ine´galite´ ci-dessus reste valable dans le cas limite r =∞ et s = −1−min
(
N
p1
, Np′
)
.
De´monstration : Un re´sultat analogue a e´te´ e´tabli dans [12] (mais dans le cadre des
espaces de Besov non homoge`nes et sans le cas limite). Nous nous limitons donc a`
une preuve succincte des estimations a priori.
Appliquons ∆˙q a` l’e´quation de transport (27). En utilisant la de´composition de
Bony, la proprie´te´ de divergence nulle et (15), on obtient
∂t∆˙qθ + S˙q−1u · ∇∆˙qθ = ∆˙qf − Fq,
avec Fq = ∆˙q(T˙∂iθu
i) + ∂i∆˙qR˙(u
i, θ)
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+
∑
|q−q′|≤1
(S˙q′−1−S˙q−1)u · ∇∆˙q∆˙q′θ +
∑
|q−q′|≤4
[∆˙q, S˙q′−1u] · ∇∆˙q′θ.
D’apre`s la proposition 4.6, on a
‖∆˙qθ(t)‖Lp ≤ ‖∆˙qθ0‖Lp +
∫ t
0
‖∆˙qf(τ)‖Lp dτ +
∫ t
0
‖Fq(τ)‖Lp dτ. (31)
Il s’agit maintenant de majorer ‖Fq‖Lp de fac¸on ade´quate. Le premier terme se traite
en faisant appel a` la proposition 3.14. Comme s < 1 + Np1 , on obtient
‖∆˙qT˙∂iθui‖Lp ≤ C2−qsaq‖∇u‖
B˙
N
p1
p1,1
‖θ‖B˙sp,r avec ‖aq‖ℓr ≤ 1.
De meˆme, sous la condition s+ 1 +min
(
N
p1
, Np′
)
> 0, la proposition 3.14 donne
‖∂i∆˙qR˙(ui, θ)‖Lp ≤ Caq2−qs‖∇u‖
B˙
N
p1
p1,1
‖θ‖B˙sp,r avec ‖aq‖ℓr ≤ 1, (32)
et dans le cas limite s+ 1 +
(
N
p1
, Np′
)
= 0,
sup
q∈Z
‖∂i∆˙qR˙(ui, θ)‖Lp ≤ C2−qs‖∇u‖
B˙
N
p1
p1,1
‖θ‖B˙sp,∞ . (33)
Le troisie`me terme de Fq est une fonction localise´e spectralement dans une couronne
dyadique 2qC. Ainsi, sans aucune restriction sur s, on a∑
|q−q′|≤1
‖(S˙q−1 − S˙q′−1)u·∇∆˙q∆˙q′θ‖Lp ≤ Caq2−qs‖∇u‖
B˙
N
p1
p1,1
‖θ‖B˙sp,r .
Enfin, par une ine´galite´ classique sur les commutateurs (voir par exemple [6]), on a
‖[∆˙q, S˙q′−1u] · ∇∆˙q′θ‖Lp . 2−q‖∇S˙q′−1u‖L∞‖∆˙q′∇θ‖Lp .
En conse´quence,
‖[∆˙q, S˙q′−1u] · ∇∆˙q′θ‖Lp . 2q′−q‖∇u‖L∞‖∆˙q′θ‖Lp ,
d’ou`∑
|q−q′|≤4
‖[∆˙q, S˙q′−1u] · ∇∆˙q′θ‖Lp ≤ C2−qsaq‖∇u‖L∞‖θ‖B˙sp,r avec ‖(aq)‖ℓr ≤ 1.
En sommant toutes ces estimations et en utilisant le fait que B˙
N
p1
p1,1
→֒ L∞, on trouve
(en supposant r =∞ dans le cas limite) :
‖Fq‖Lp . 2−qsaq‖∇u‖
B˙
N
p1
p1,1
‖θ‖B˙sp,r avec ‖aq‖ℓr ≤ 1.
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Il ne reste plus qu’a` injecter cette ine´galite´ dans (31), a` multiplier par 2qs puis a`
prendre la norme ℓr(Z) en q de chaque membre. On obtient
‖θ‖eL∞t (B˙sp,r) ≤ ‖θ0‖B˙sp,r + ‖f‖eL1t (B˙sp,r) + C
∫ t
0
‖∇u(τ)‖
B˙
N
p1
p1,1
‖θ(τ)‖B˙sp,rdτ
et le lemme de Gronwall permet alors d’obtenir l’estimation souhaite´e.
La pre´sence du terme exponentiel dans l’estimation a priori de la proposition 4.7 semble
oˆter tout espoir de de´montrer des re´sultats globaux pour le syste`me de Boussinesq.
Dans [30] cependant, M. Vishik a remarque´ que cette croissance exponentielle n’a pas
lieu (dans le cas f ≡ 0) si l’on travaille dans des espaces de Besov a` indice de re´gularite´
nul. Le re´sultat de M. Vishik a e´te´ rede´montre´ re´cemment par T. Hmidi et S. Keraani
par une me´thode plus robuste qui permet entre autres d’ajouter un terme de diffusion
dans l’e´quation de transport (voir [17]). Nous utiliserons la version suivante du re´sultat de
Vishik :
PROPOSITION 4.8 Soit θ ∈ L˜∞T (B˙0p,r) une solution de (27) avec f ∈ L˜1T (B˙0p,r) et
∇u ∈ L1([0, T ], B˙0∞,1) a` divergence nulle. Alors on a la majoration suivante pour tout
t ∈ [0, T ] :
‖θ‖eL∞t (B˙0p,r) ≤ C
(
‖θ0‖B˙0p,r + ‖f‖eL1t (B˙0p,r)
)(
1 +
∫ t
0
‖∇u(s)‖B˙0
∞,1
ds
)
.
De´monstration : Nous adoptons l’approche utilise´e dans [17]. Pour simplifier la pre´sen-
tation, on se limite au cas r = 1 (qui est le seul utilise´ dans l’article).
Tout d’abord, remarquons que par unicite´ de la solution de l’e´quation de transport,
on a θ =
∑
q∈Z
θq ou` θq est la solution de l’e´quation
{
∂tθq + u · ∇θq = ∆˙qf
θq(0, x) = ∆˙qθ0(x).
(34)
On a clairement
‖θ‖B˙0p,1 ≤
∑
j,q∈Z
‖∆˙jθq‖Lp =
∑
|j−q|≤Q
‖∆˙jθq‖Lp +
∑
|j−q|≥Q
‖∆˙jθq‖Lp , (35)
ou` Q est un parame`tre entier que l’on ajustera plus loin.
En faisant appel a` la proposition 4.6, on constate que∑
|j−q|≤Q
‖∆˙jθq(t)‖Lp .
∑
|j−q|≤Q
‖θq(t)‖Lp ,
. Q
∑
q
(‖∆˙qθ0‖Lp + ‖∆˙qf‖L1t (Lp)),
. Q(‖θ0‖B˙0p,1 + ‖f‖L1t (B˙0p,1)).
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Pour traiter la deuxie`me somme de (35), on utilise la proposition 4.7 avec donne´e
initiale ∆˙qθ0 dans B˙
±ε
p,1 et terme de force dans L
1(0, T ; B˙±εp,1) (avec ε choisi dans
(0, 1)). On peut donc e´crire
‖θq(t)‖B˙±εp,1 ≤ (‖∆˙qθ0‖B˙±εp,1 + ‖∆˙qf‖L1t (B˙±εp,1)) exp
(
C
∫ t
0
‖∇u‖B˙0
∞,1
dτ
)
,
ce qui implique
‖∆˙jθq(t)‖Lp ≤ 2−ε|q−j|aj(‖∆˙qθ0‖Lp + ‖∆˙qf‖L1t (Lp)) exp
(
C
∫ t
0
‖∇u‖B˙0
∞,1
dτ
)
,
avec ‖(aj)‖ℓ1(Z) ≤ 1. Par sommation sur les indices (j, q) tels que |j − q| ≥ Q, on
trouve∑
|j−q|≥Q
‖∆˙jθq(t)‖Lp ≤ 2−QεC(‖θ0‖B˙0p,1 + ‖f‖L1t (B˙0p,1)) exp
(
C
∫ t
0
‖∇u‖B˙0
∞,1
dτ
)
.
Il ne reste plus qu’a` choisir Q tel que Qε log 2 ≈
(
1 + C
∫ t
0
‖∇u‖B˙0
∞,1
dτ
)
.
4.4 Estimations a` pertes
La de´monstration de l’unicite´ pour le syste`me de Boussinesq en dimension deux repose
sur des estimations a priori avec perte de re´gularite´ pour les e´quations de transport-
diffusion du type {
∂tρ+ div (ρu)− ν∆ρ = f
ρ|t=0 = ρ0
(36)
avec un champ de vecteurs u a` divergence nulle qui n’est pas lipschitzien en espace.
Dans le cas sans diffusion, H. Bahouri et J.-Y. Chemin ont remarque´ (voir [2]) que si
le champ de vitesses e´tait localement inte´grable en temps a` valeurs log-lipschitz, i.e
|u(t, x)−u(t, y)| ≤ γ(t)|x−y|(1−log |x−y|) pour tout |x−y| < 1 avec γ ∈ L1loc(0, T )
alors la re´gularite´ de la donne´e initiale e´tait susceptible de se de´grader au cours du temps.
Par exemple, si ρ0 appartient a` l’espace de Sobolev H
s alors la solution a` l’instant t est
seulement dans Hs−V (t) avec V (t) = C
∫ t
0 γ(τ) dτ.
Nous souhaitons de´montrer des estimations analogues valables pour tout ν ≥ 0, sous
des hypothe`ses le´ge`rement plus ge´ne´rales que celles de [2] et avec en sus un gain de
re´gularite´ de type parabolique si ν > 0.
Nous avons opte´ pour un cadre fonctionnel non homoge`ne. De ce fait, nous ferons appel
a` des blocs dyadiques non homoge`nes de´finis comme suit :
∆q := ∆˙q si q ≥ 0, ∆−1 := S˙0 et ∆q := 0 si q ≤ −2,
et a` la troncature basses fre´quences
Sq :=
∑
p≤q−1
∆p.
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PROPOSITION 4.9 Soit s ∈] − 1 − N2 , 1 + N2 [ et ρ une solution de l’e´quation de
transport-diffusion (36) . Il existe N0 ∈ N ne de´pendant que du support de la fonction ϕ
intervenant dans la de´composition de Littlewood-Paley, une constante universelle C0 et
deux constantes c et C ne de´pendant que de s et de N tels que si
‖u‖
eL1T (B
1+N2
2,∞ )
≤ c (37)
alors on a l’estimation a priori suivante pour tout t ∈ [0, T ] :
sup
q≥−1
τ∈[0,t]
2qs−εq(τ)‖∆qρ(τ)‖L2 + ν sup
q≥0
∫ t
0
2q(s+2)−εq(τ)‖∆qρ(τ)‖L2 dτ
≤ C0
(
‖ρ0‖Bs2,∞ + sup
q≥−1
∫ t
0
2qs−εq(τ)‖∆qf(τ)‖L2 dτ
)
ou` εq(t) := C
q∑
q′=−1
2q
′(1+N
2
)
∫ t
0
‖∆ˇq′u‖L2 dτ avec ∆ˇq′ =
∑
|α|≤N0
∆q′+α ve´rifie
εq(T )− εq′(T ) ≤ 1
2
(
1 +
N
2
+ s
)
(q − q′) pour q ≥ q′.
De´monstration : La de´monstration de cette proposition se trouve implicitement dans
[12] (voir th. 3.12) mais l’effet re´gularisant du Laplacien n’y est pas explicite´. E´tant
donne´ que l’exploitation de cet effet re´gularisant est la clef de la preuve de l’unicite´
pour le syste`me de Boussinesq en dimension 2, nous donnons ici la de´monstration
inte´grale de l’estimation a priori.
En appliquant l’ope´rateur ∆q a` (36) et en proce´dant comme dans la preuve de la
proposition 4.7, on obtient
∂t∆qρ+ Sq−1u · ∇∆qρ− ν∆∆qρ = ∆qf + F 1q + F 2q + F 3q + F 4q
avec
F 1q :=
∑
|q′−q|≤4
[Sq′−1u,∆q] · ∇∆q′ρ, F 2q :=
∑
|q′−q|≤1
(
Sq−1 − Sq′−1
)
u · ∇∆q∆q′ρ,
F 3q := −∆q
( ∑
|q′−q|≤4
Sq′−1∂iρ∆q′u
i
)
, F 4q := −
∑
q′≥q−3
∂i∆q
(
∆q′ρ
(∑
|α|≤1
∆q′+α
)
ui
)
.
Une me´thode d’e´nergie standard combine´e avec l’ine´galite´ de Bernstein donne
1
2
d
dt
‖∆qρ‖2L2 + νq22q‖∆qρ‖2L2 ≤
(
‖∆qf‖L2 +
4∑
i=1
‖F iq‖L2
)
‖∆qρ‖L2 (38)
avec νq := κν si q ≥ 0 et ν−1 = 0, la constante κ de´pendant uniquement du support
de ϕ.
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Par des manipulations classiques, on a
‖F 1q ‖L2 ≤
∑
|q′−q|≤4
‖∇Sq′−1u‖L∞‖∆q′ρ‖L2 , ‖F 2q ‖L2 ≤
∑
|q′−q|≤1
2q‖∆ˇqu‖L∞‖∆qρ‖L2 ,
‖F 3q ‖L2 ≤
∑
q′≤q+2
2q
′‖∆q′ρ‖L∞‖∆ˇqu‖L2 , ‖F 4q ‖L2 ≤
∑
q′≥q−3
2q(1+
N
2
)‖∆q′ρ‖L2‖∆ˇq′u‖L2 ,
en notant ∆ˇq =
∑
|α|≤N0
∆q′ avec N0 suffisamment grand.
En utilisant le fait que
‖∇Sq′−1u‖L∞ .
∑
q′′<q′−N0
2q
′′(1+N
2
)‖∆ˇq′′u‖L2 ,
‖∆ˇqu‖L∞ . 2q
N
2 ‖∆ˇqu‖L2 , ‖∆q′ρ‖L∞ . 2q
′ N
2 ‖∆q′ρ‖L2 ,
et en injectant les majorations obtenues ci-dessus dans (38), on obtient
1
2
d
dt
‖∆qρ‖2L2 + νq22q‖∆qρ‖2L2 ≤
(
‖∆qf‖L2
+C
∑
q′≥q−4
2(q−q
′)(1+N
2
)ε′q′‖∆q′ρ‖L2 + C
∑
q′≤q
2(q
′−q)(1+N
2
)ε′q‖∆q′ρ‖L2
)
‖∆qρ‖L2
avec εp(t) :=
∫ t
0
∑
p′≤p
2p
′(1+N
2
)‖∆ˇpu‖L2 dτ.
Pour λ > 0, on pose
ρλq (t) := 2
qse−λεq(t)‖∆qρ(t)‖L2 et fλq (t) := 2qse−λεq(t)‖∆qf(t)‖L2
de telle sorte que
1
2
d
dt
(ρλq )
2 + λε′q(ρ
λ
q )
2 + νq2
2q(ρλq )
2 ≤ ρλq
(
fλq
+C2qse−λεq
( ∑
q′≥q−4
2(q−q
′)(1+N
2
)ε′q′‖∆q′ρ‖L2 +
∑
q′≤q
2(q
′−q)(1+N
2
)ε′q‖∆q′ρ‖L2
))
.
De l’ine´galite´ pre´ce´dente, on de´duit apre`s inte´gration en temps :
ρλq (t) + νq2
2q
∫ t
0
ρλq (τ) dτ + λ
∫ t
0
ε′q(τ)ρ
λ
q (τ) dτ ≤ ρλq (0) +
∫ t
0
fλq (τ) dτ
+C
∑
q′≥q−4
2(q−q
′)(1+N
2
+s)
∫ t
0
ε′q′(τ)e
λ(εq′ (τ)−εq(τ))ρλq′(τ) dτ
+C
∑
q′≤q
2(q
′−q)(1+N
2
−s)
∫ t
0
ε′q(τ)e
λ(εq′ (τ)−εq(τ))ρλq′(τ) dτ.
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En e´crivant ε′q(τ) = ε
′
q′(τ) + (ε
′
q − ε′q′)(τ) dans le dernier terme et en remarquant
que (εn)n≥−1 est une suite croissante de fonctions croissantes positives, on obtient
pour tout q ≥ −1,
ρλq (t) + νq2
2q
∫ t
0
ρλq (τ) dτ + λ
∫ t
0
ε′q(τ)ρ
λ
q (τ) dτ ≤ ρλq (0) +
∫ t
0
fλq (τ) dτ
+C
∑
q′≥q
2(q−q
′)(1+N
2
+s)eλ(εq′ (t)−εq(t))
∫ t
0
ε′q′(τ)ρ
λ
q′(τ) dτ
+C
∑
q′≤q
2(q
′−q)(1+N
2
−s)
∫ t
0
ε′q′(τ)ρ
λ
q′(τ) dτ +
C
λ
∑
q′≤q
2(q
′−q)(1+N
2
−s) sup
τ∈[0,t]
ρλq′(τ).
Supposons de´sormais que
sup
q≥−1
2q
(
1+N
2
)
‖∆ˇqu‖L1t (L2) ≤ ε log 2 pour un ε tel que λε ≤
1
2
(N
2
+ 1 + s
)
(39)
de telle sorte que pour tout q′ ≥ q ≥ −1, on ait
2(q−q
′)(1+N
2
+s)eλ(εq′ (t)−εq(t)) ≤ 2 q−q
′
2
(1+N
2
+s).
Alors en prenant la borne supe´rieure en q de l’ine´galite´ pre´ce´dente, on obtient
sup
q≥−1
τ∈[0,t]
(
ρλq (τ) + νq2
2q
∫ τ
0
ρλq (τ
′) dτ ′ + λ
∫ τ
0
ε′q(τ
′)ρλq (τ
′) dτ ′
)
≤ sup
q≥−1
ρλq (0)
+ sup
q≥−1
∫ t
0
fλq (τ) dτ + C sup
q≥−1
∫ t
0
ε′q(τ)ρ
λ
q (τ) dτ +
C
λ
sup
q≥−1
τ∈[0,t]
ρλq (τ).
En conse´quence, on a,
sup
q≥−1
τ∈[0,t]
ρλq (τ) + ν sup
q≥0
22q
∫ t
0
ρλq (τ) dτ + λ sup
q≥−1
∫ t
0
ε′q(τ)ρ
λ
q (τ) dτ ≤ 3‖ρ0‖Bs2,∞
+3 sup
q≥−1
∫ t
0
fλq (τ) dτ + 3C sup
q≥−1
∫ t
0
ε′q′(τ)ρ
λ
q′(τ) dτ +
3C
λ
sup
q≥−1
τ∈[0,t]
ρλq (τ).
Il ne reste plus qu’a` choisir λ = 6C pour conclure a` l’ine´galite´ souhaite´e :
sup
q≥−1
τ∈[0,t]
ρλq (τ) + ν sup
q≥0
22q
∫ t
0
ρλq (τ) dτ ≤ C0
(
‖ρ0‖Bs2,∞ + sup
q≥−1
∫ t
0
fλq (τ) dτ
)
.
REMARQUE 4.10 L’estimation de la proposition 4.9 s’e´tend sans aucune difficulte´ au
proble`me de Stokes non stationnaire avec convection :{
∂tρ+ div (ρu)− ν∆ρ+∇Π = f,
div u = 0.
La proprie´te´ de divergence nulle assure en effet que le terme ∇Π est “transparent” et que
les estimations sur ‖∆qρ‖2L2 restent les meˆmes que pour l’e´quation (36) .
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5 Solutions fortes
Cette partie est consacre´e a` la de´monstration de re´sultats d’existence locale (ou globale
a` donne´es petites) et d’unicite´ pour le syste`me de Boussinesq.
5.1 Un re´sultat local
Dans un premier temps, nous souhaitons e´tablir le the´ore`me 1.3. Pour cela, nous allons
adopter le sche´ma classique suivant :
1. Construction d’une suite de solutions globales approche´es,
2. Estimations uniformes en grande norme sur un (petit) intervalle de temps fixe,
3. Convergence en petite norme sur cet intervalle de temps,
4. Unicite´.
Le crite`re de prolongement sera de´montre´ a` la fin de la section.
1. Construction d’une suite de solutions globales approche´es.
Notons (uL,∇ΠL) la solution libre de l’e´quation de Stokes
∂tuL − ν∆uL +∇ΠL = 0, uL(0) = u0.
On a bien suˆr (cf remarque 3.12) :
uL ∈ Cb(R+; B˙0N,1) ∩ L1(R+; B˙2N,1) et ∇ΠL ∈ L1(R+; B˙0N,1).
On de´finit ensuite (θ0, u0) ≡ (θ0, 0) puis on re´sout par re´currence les e´quations
line´aires suivantes :
∂tθ
n+1 + un · ∇θn+1 = 0 avec un := uL + un,
∂tu
n+1 − ν∆un+1 +∇Πn+1 = − div (un ⊗ un) + θn+1eN ,
θn+1(0) = θ0, u
n+1(0) = 0.
(40)
D’apre`s la proposition 4.7, la remarque 3.12 et le fait que B˙1N,1 soit une alge`bre, on
obtient ainsi une suite (θn, un,∇Πn)n∈N de solutions globales approche´es ve´rifiant
θn ∈ C(R+; B˙0N,1), un ∈ C(R+; B˙0N,1)∩L1loc(R+; B˙2N,1) et ∇Π
n ∈ L1loc(R+; B˙0N,1).
2. Estimations a priori uniformes en grande norme sur un intervalle de temps fixe.
D’apre`s la proposition 4.8, on a pour tout t ≥ 0,
‖θn+1(t)‖B˙0N,1 ≤ C‖θ0‖B˙0N,1
(
1 + ‖un‖L1t (B˙2N,1)
)
. (41)
Par ailleurs, d’apre`s la remarque 3.12 et les lois de produit dans les espaces de Besov
e´nonce´es apre`s la proposition 3.14, on a
U
n+1
(t) := ‖un+1‖L1t (B˙0N,1) + ν‖u
n+1‖L1t (B˙2N,1) + ‖∇Π
n+1‖L1t (B˙0N,1)
. ‖un‖2
L2t (B˙
1
N,1)
+ ‖θn+1‖L1t (B˙0N,1).
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D’ou`, en inse´rant l’ine´galite´ (41) dans l’ine´galite´ ci-dessus,
U
n+1
(t) ≤ Cν−1Un(t)(Un(t) + t‖θ0‖B˙0N,1)
+C
(
‖uL‖2L2t (B˙1N,1) + t‖θ0‖B˙0N,1
(
1 + ‖uL‖L1t (B˙2N,1)
))
avec C ≥ 1 ne de´pendant que de la dimension N.
On en de´duit que U
n
(t) ≤ ν/(2C) tant que t ve´rifie
4C2ν−1
(
‖uL‖2L2t (B˙1N,1) + t‖θ0‖B˙0N,1(2 + ‖uL‖L1t (B˙2N,1))
)
≤ 1, (42)
En revenant a` (41) et en notant T la borne supe´rieure des temps t ve´rifiant (42),
on peut finalement conclure que (θn, un,∇Πn)n∈N est uniforme´ment borne´e dans
l’espace ET .
3. Convergence en petite norme.
Soit θ
n
:= θn − θ0. Nous allons montrer que, quitte a` diminuer T si ne´cessaire, la
suite (θ
n
, un,∇Πn)n∈N est de Cauchy dans l’espace
FT := C([0, T ]; B˙−1N,1)×
(
C([0, T ]; B˙−1N,1)× L1([0, T ]; B˙1N,1)
)N
×
(
L1([0, T ]; B˙−1N,1)
)N
.
Comme les espaces de Besov utilise´s sont homoge`nes, l’appartenance a` ET n’en-
traˆıne a priori pas que (θ
n
, un,∇Πn) est dans FT . En s’aidant de (40) et de la
proposition 3.14, il n’est cependant pas difficile de ve´rifier que ∂tθn et ∂tun sont
dans L2(0, T ; B˙−1N,1). Sachant que θn(0) et un(0) sont nuls, on peut alors facilement
justifier que (θ
n
, un,∇Πn) est dans FT .
Notons δθn := θn+1−θn, δun := un+1 − un et δΠn := Πn+1 −Πn. Comme δθn ve´rifie
∂tδθ
n + un−1 · ∇δθn = − div (δun−1θn),
la proposition 4.7 assure que
‖δθn(t)‖B˙−1N,1 ≤ Ce
‖un‖
L1t (B˙
2
N,1
)
∫ t
0
‖θn δun−1‖B˙0N,1 dτ.
Donc, graˆce aux bornes uniformes obtenues dans l’e´tape pre´ce´dente, on a
‖δθn(t)‖B˙−1N,1 ≤ CT
∫ t
0
‖δun−1‖B˙1N,1 dτ, (43)
avec CT inde´pendante de n et de t ∈ [0, T ].
Ensuite, comme
∂tδu
n − ν∆δun +∇δΠn = − div (un−1 ⊗ δun−1)− div (δun−1 ⊗ un) + δθneN ,
on a, d’apre`s la remarque 3.12,
δUn(t) := ‖δun‖L∞t (B˙−1N,1) + ν‖δu
n‖L1t (B˙1N,1) + ‖∇δΠ
n‖L1t (B˙−1N,1)
≤ C
∫ t
0
(
‖un−1 ⊗ δun−1‖B˙0N,1 + ‖δu
n−1 ⊗ un‖B˙0N,1 + ‖δθ
n‖B˙−1N,1
)
dτ.
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Le dernier terme peut eˆtre borne´ graˆce a` (43). En utilisant les lois de produit dans les
espaces de Besov e´nonce´es apre`s la proposition 3.14, et les ine´galite´s d’interpolation
de la proposition 3.8, on obtient
‖un−1 ⊗ δun−1‖L1t (B˙0N,1) + ‖δu
n−1 ⊗ un‖L1t (B˙0N,1)
≤ C(‖un−1‖L2t (B˙1N,1) + ‖un‖L2t (B˙1N,1))‖δun−1‖L2t (B˙0N,1).
En combinant avec (43), on a donc finalement
δUn(t) ≤ δUn−1(t)ν−1/2
(
CT t+ C
(‖un−1‖L2t (B˙1N,1) + ‖un‖L2t (B˙1N,1))).
D’apre`s (42), il existe une constante c (que l’on peut choisir aussi petite que l’on
veut quitte a` diminuer T ) telle que
‖un−1‖L2T (B˙1N,1) + ‖u
n‖L2T (B˙1N,1) ≤ c
√
ν.
On en conclut que pour T suffisamment petit, on a
∀t ∈ [0, T ], ∀n ∈ N, δUn(t) ≤ 1
2
δUn−1(t).
La suite conside´re´e est donc de Cauchy dans FT .
4. Fin de la preuve de l’existence locale.
On a donc d’une part (θ
n
, un,∇Πn) qui converge dans l’espace FT vers une fonction
(θ, u,∇Π), et d’autre part les estimations uniformes en grande norme de la premie`re
e´tape. Cela permet d’affirmer que (θn, un,∇Πn)n∈N converge vers une solution(
θ := θ + θ0, u := u+ uL,∇Π := ∇(ΠL +Π)
)
du syste`me de Boussinesq appartenant a`
L∞T (B˙
0
N,1)×
(
L∞T (B˙
0
N,1) ∩ L1T (B˙2N,1)
)N
×
(
L1T (B˙
0
N,1)
)N
. (44)
La continuite´ en temps s’obtient a` l’aide de la proposition 4.7 et de la remarque 3.12
en remarquant que (44) entraˆıne que ∂tθ + div (θu) et ∂tu− ν∆u+∇Π sont dans
L1T (B˙
0
N,1).
5. Unicite´
L’unicite´ s’obtient par les meˆmes arguments que la convergence en petite norme. Les
de´tails sont laisse´s au lecteur.
6. Crite`re de prolongement.
Sous les hypothe`ses du the´ore`mes, on constate que ∂tθ+u·∇θ et ∂tu−ν∆u+∇Π sont
dans L1(0, T ∗; B˙0N,1). D’apre`s la proposition 4.7 et la remarque 3.12, les fonctions θ
et u sont donc en fait dans L˜∞T (B˙
0
N,1). En partant de n’importe que temps t ∈ [0, T ∗),
on peut alors, graˆce a` (42) obtenir l’existence d’une solution avec donne´es (θ(t), u(t))
sur un intervalle de temps inde´pendant de t. Combine´ avec la proprie´te´ d’unicite´,
cela permet de prolonger (u, θ) au-dela` de T ∗.
Cela ache`ve la de´monstration du the´ore`me 1.3.
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5.2 Re´sultats globaux a` donne´es petites
Cette section est consacre´e a` la de´monstration du the´ore`me 1.4. Pour alle´ger la pre´sen-
tation, on convient de´sormais que L
N
3
,∞ de´signe L1 si N = 3.
5.2.1 Unicite´
La partie unicite´ du the´ore`me 1.4 de´coule de la proposition suivante :
PROPOSITION 5.1 Soit (θ1, u1,∇Π1) et (θ2, u2,∇Π2) deux solutions du syste`me de
Boussinesq telles que (θ1, u1) et (θ2, u2) appartiennent a` l’espace(
C([0, T ]; B˙0N,1)∩L∞(0, T ;L
N
3
,∞)
)
×
(
C([0, T ]; B˙−1∞,1)∩L1(0, T ; B˙1∞,1)∩L∞(0, T ;LN,∞)
)N
.
Si les deux solutions co¨ıncident a` l’instant initial alors elles co¨ıncident sur [0, T ].
Preuve : Remarquons tout d’abord que du fait des hypothe`ses, on a
∂tui − µ∆ui ∈ L1T (B˙−1∞,1) pour i = 1, 2.
La proposition 3.11 assure donc que ui ∈ L˜∞T (B˙−1∞,1). Ce fait sera utilise´ a` plusieurs
reprises dans les calculs qui suivent.
Soit (δθ, δu, δΠ) = (θ1 − θ2, u1 − u2,Π1 −Π2). Remarquons que{
∂tδθ + div (u2 δθ) = − div (δu θ1),
∂tδu+ div (u2 ⊗ δu) + div (δu ⊗ u1)− ν∆δu+∇δΠ = δθ eN .
(45)
Admettons provisoirement que (δθ, δu,∇δΠ) appartienne a` l’espace
GT := L
∞
(
[0, T ]; B˙−1N,∞
)× (C([0, T ]; B˙−1N,∞) ∩ L˜1T (B˙1N,∞))N × (L˜1T (B˙−1N,∞))N .
On munit GT de la norme
‖(θ, u,∇Π)‖GT := ‖θ‖L∞T (B˙−1N,∞) + ‖u‖L∞T (B˙−1N,∞) + ν‖u‖eL1T (B˙1N,∞) + ‖∇Π‖eL1T (B˙−1N,∞).
Pour montrer l’unicite´ dans GT , nous allons suivre l’approche utilise´e dans [13] :
e´tablir une ine´galite´ diffe´rentielle sur ‖(δθ, δu,∇δΠ)‖GT graˆce a` un argument d’inter-
polation logarithmique puis conclure a` l’aide du lemme d’Osgood.
Tout d’abord, en appliquant la proposition 4.7 et en utilisant (19), on obtient
‖δθ‖L∞t (B˙−1N,∞) ≤ Ce
C‖u2‖L1t (B˙
1
∞,1)
∫ t
0
‖δu θ1‖B˙0N,∞ dτ.
Sachant que B˙0N,1 →֒ LN →֒ B˙0N,∞ et que B˙0∞,1 →֒ L∞, on peut e´crire :
‖δu θ1‖B˙0N,∞ . ‖δu‖L∞‖θ1‖LN ,
. ‖δu‖B˙0
∞,1
‖θ1‖B˙0N,1 .
31
Cela permet de conclure que pour tout t ≤ T, on a
‖δθ‖L∞t (B˙−1N,∞) ≤ Ce
C‖u2‖L1
t
(B˙1
∞,1
)‖δu‖L1t (B˙0∞,1)‖θ1‖L∞t (B˙0N,1). (46)
Pour majorer δu, on utilise la remarque 3.12 et l’on obtient pour une constante C
inde´pendante de t :
δU(t) ≤ C
(
‖div (u2 ⊗ δu)‖eL1t (B˙−1N,∞) + ‖div (δu⊗ u1)‖eL1t (B˙−1N,∞) + ‖δθ‖eL1t (B˙−1N,∞)
)
avec δU(t) := ‖δu‖L∞t (B˙−1N,∞) + ‖δu‖eL1t (B˙1N,∞) + ‖∇δΠ‖eL1t (B˙−1N,∞).
Les termes non line´aires se traitent a` l’aide des de´compositions de Bony suivantes :
div (u2 ⊗ δu) = T˙uj2∂jδu+ ∂jR˙(u
j
2, δu) + T˙∂jδuu
j
2,
div (δu ⊗ u1) = T˙∂ju1δuj + ∂jR˙(u1, δuj) + ∂j T˙δuju1.
En utilisant les re´sultats de continuite´ de la proposition 3.14 (qui se ge´ne´ralisent de
fac¸on imme´diate aux espaces L˜ρT (B˙
s
p,r) voir par exemple [11] ou [13]), et (19), on
obtient les majorations
‖div (u2 ⊗ δu)‖eL1t (B˙−1N,∞) . ‖δu‖eL2t (B˙0N,∞)‖u1‖eL2t (B˙0∞,1),
‖div (δu⊗ u1)‖eL1t (B˙−1N,∞) .
∫ t
0
‖δu‖B˙−1N,∞‖u1‖B˙1∞,1 dτ.
En conse´quence, on a
δU(t) . ‖u2‖eL2t (B˙0∞,1)‖δu‖eL2t (B˙0N,∞) +
∫ t
0
(
‖δθ‖B˙−1N,∞ + ‖δu‖B˙−1N,∞‖u1‖B˙1∞,1
)
dτ.
Le premier terme du membre de droite peut eˆtre absorbe´ a` temps suffisamment petit.
En appliquant l’ine´galite´ de Gronwall, on obtient donc pour t assez petit,
δU(t) ≤ CT
∫ t
0
‖δθ‖B˙−1N,∞ dτ (47)
pour une constante CT ne de´pendant que de normes de u1 et u2 sur [0, T ].
Par ailleurs, d’apre`s un re´sultat d’interpolation logarithmique e´tabli dans la propo-
sition 1.8 de [11], on a
‖δu‖L1t (B˙0∞,1) . ‖δu‖eL1t (B˙0∞,∞) log
(
e+
‖δu‖
L1t (B˙
−1
∞,1)
+‖δu‖
L1t (B˙
1
∞,1
)
‖δu‖eL1t (B˙
0
∞,∞)
)
,
. ‖δu‖eL1t (B˙1N,∞) log
(
e+
‖δu‖
L1t (B˙
1
∞,1)
+t‖δu‖
L∞t (B˙
−1
∞,1)
‖δu‖eL1t (B˙
1
N,∞
)
)
.
Par hypothe`se, la fonction V de´finie par
V (t) := ‖δu‖L1t (B˙1∞,1) + t‖δu‖L∞t (B˙−1∞,1)
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est borne´e sur [0, T ].
En injectant (46) dans (47), et en utilisant l’ine´galite´ d’interpolation logarithmique,
on obtient finalement compte tenu de la croissance de la fonction x 7−→ x ln(e+ yx)
et quitte a` augmenter CT ,
δU(t) ≤ CT
∫ t
0
δU(s) log
(
e+
V (s)
δU(s)
)
ds.
Le lemme d’Osgood assure que δU(t) = 0, et donc l’unicite´ sur un petit intervalle de
temps. De l’unicite´ locale, on passe a` l’unicite´ sur [0, T ] par des arguments classiques.
Il s’agit maintenant de justifier que (δθ, δu,∇δΠ) appartient bien a` l’espace GT .
Vu les hypothe`ses, la fonction δθ appartient a` L∞([0, T ]; B˙−1N,∞). En effet, sachant
que L
N
3
,∞ →֒ B˙−2N,∞ (cf lemme 3.9) et que θi appartient aussi a` L∞T (B˙0N,1), on de´duit
par interpolation que
θi ∈ L∞T (B˙−1N,∞) pour i = 1, 2. (48)
Reste a` justifier l’appartenance de (δu,∇δΠ) a`(
C([0, T ]; B˙−1N,∞) ∩ L˜1T (B˙1N,∞))N × (L˜1T (B˙−1N,∞))N .
Pour cela, on peut de´composer ui (que l’on note dore´navant u pour simplifier) en
solution libre uL := e
νt∆u0 et fluctuation u := u− uL. On voit que u ve´rifie{
∂tu− ν∆u = P
(
θ eN − div (u⊗ u)
)
,
u|t=0 = 0.
(49)
Tout d’abord, comme u ∈ L2T (B˙0∞,1) (par interpolation) et B˙0∞,1 →֒ L∞, et comme
par ailleurs on a u ∈ L∞T (LN,∞), on obtient u ∈ L2T (L2N ). Cela assure que u⊗ u ∈
L1T (L
N ) puis, par injection et diffe´rentiation, que
div (u⊗ u) ∈ L1T (B˙−1N,∞). (50)
En combinant (50), (48) avec (19), on constate donc que u est solution de l’e´quation
de la chaleur avec donne´e initiale nulle et terme de force dans L˜1T (B˙
−1
N,∞). La pro-
position 3.11 assure que
u ∈ L∞T (B˙−1N,∞) ∩ L˜1T (B˙1N,∞) et ∇Π ∈ L˜1T (B˙−1N,∞).
Cela ache`ve la de´monstration de la proposition.
La de´monstration de l’existence globale dans le the´ore`me 1.4 repose sur des estimations
a priori ade´quates qui font l’objet de la partie suivante.
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5.2.2 Estimations a priori
Conside´rons une solution re´gulie`re (θ, u,∇Π) du syste`me de Boussinesq. Remarquons
tout d’abord que la vitesse u ve´rifie
u(t) = eνt∆u0 +
∫ t
0
eν(t−s)∆P div (u⊗ u)(s) ds +
∫ t
0
eν(t−s)∆P(θ(s)eN ) ds.
Donc, en vertu des lemmes 4.1 et 4.2, et sachant que ‖u⊗ u‖
L
N
2 ,∞
≤ ‖u‖2
LN,∞
, on a
‖u‖L∞t (LN,∞) ≤ C
(
‖u0‖LN,∞ + ν−1‖u‖2L∞t (LN,∞) + ν
−1‖θ‖
L∞t (L
N
3 ,∞)
)
.
Comme par ailleurs (cf proposition 4.6),
‖θ‖
L∞t (L
N
3 ,∞)
= ‖θ0‖
L
N
3 ,∞
,
on en conclut que
‖u‖L∞t (LN,∞) ≤ cν (51)
pourvu que
ν−1‖θ0‖
L
N
3 ,∞
+ ‖u0‖LN,∞ ≤ c′ν (52)
avec c′ suffisamment petit.
Il s’agit maintenant de propager la re´gularite´ ne´cessaire pour pouvoir e´tablir l’existence
globale et l’unicite´. Tout d’abord, les lemmes 4.3 et 4.5, et le fait que LN,∞ →֒ C˙−1 (voir
le lemme 3.9) assurent que
U(t) := ‖u‖
L∞t (B˙
−1+Np
p,1 )
+ ν‖u‖
L1t (B˙
1+Np
p,1 )
≤ C
(
‖u0‖
B˙
−1+Np
p,1
+ ‖θ‖
L1t (B˙
−1+Np
p,1 )
)
(53)
pour tout p ∈ [N,∞] pourvu que (51) soit satisfaite. Pour cela, il suffit que les donne´es
initiales ve´rifient (52), ce que nous supposerons de´sormais.
D’autre part, en vertu de la proposition 4.8,
‖θ(t)‖B˙0N,1 ≤ C‖θ0‖B˙0N,1
(
1 + ‖u‖L1t (B˙2N,1)
)
.
Sachant que B˙0N,1 →֒ B˙
−1+N
p
p,1 , on obtient donc
U(t) ≤ C‖u0‖
B˙
−1+Np
p,1
+Ct‖θ0‖B˙0N,1 + Cν
−1‖θ0‖B˙0N,1
∫ t
0
U(τ) dτ,
puis graˆce au lemme de Gronwall,
U(t) ≤ C‖u0‖
B˙
−1+Np
p,1
e
Ctν−1‖θ0‖B˙0
N,1 + ν
(
e
Ctν−1‖θ0‖B˙0
N,1 − 1
)
.
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5.2.3 De´monstration de l’existence globale dans le cas p = N
Soit T ∗ le temps d’existence de la solution (θ, u,∇Π) de´finie dans le the´ore`me 1.3.
Sachant que θ0 ∈ LN3 ,∞ et que θ est transporte´ par un champ de vecteurs qui est dans
L1loc(0, T
∗; Lip), on a θ ∈ L∞(0, T ∗;LN3 ,∞) avec norme constante. Comme de plus u0 ∈
LN,∞, les lemmes 4.1 et 4.2 permettent d’affirmer que u ∈ L∞loc(0, T ∗;LN,∞).
D’autre part, en utilisant le sche´ma ite´ratif (40), on obtient une estimation uniforme
dans L∞(0, T ∗;LN,∞). En effet, on a pour tout t ∈ [0, T ∗[,
‖un+1(t)‖LN,∞ ≤ C
(‖u0‖LN,∞ + ν−1‖θ0‖LN3 ,∞ + ν−1‖un‖2L∞t (LN,∞))
ce qui implique par re´currence que ‖un‖L∞t (LN,∞) < 2C(‖u0‖LN,∞+ν−1‖θ0‖LN3 ,∞) < 2Ccν
si (52) est satisfaite. Par passage a` la limite on obtient ‖u‖L∞(0,T ∗;LN,∞) ≤ 2Ccν.
Supposons par l’absurde que T ∗ est fini. Alors les estimations a priori de la section
5.2.2 assurent que
θ ∈ L∞T ∗(B˙0N,1) et u ∈ L∞T ∗(B˙0N,1) ∩ L1T ∗(B˙2N,1).
Le the´ore`me 1.3 permet alors de prolonger la solution au-dela` de T ∗, ce qui contredit la
maximalite´ de T ∗. Cela ache`ve la de´monstration du the´ore`me 1.4 dans le cas p = N.
5.2.4 De´monstration de l’existence globale dans le cas p > N
La strate´gie est des plus simples : re´gulariser et tronquer la vitesse initiale afin de se
ramener au cas p = N que l’on sait traiter, puis passer a` la limite.
Pour la re´gularisation des donne´es, nous ferons appel au lemme suivant :
LEMME 5.2 Soit ψ ∈ C∞c (RN ) et (s, p) tels que 1 ≤ p ≤ ∞ et −N/p′ < s ≤ N/p.
Pour R > 0, notons ψR = ψ(
·
R ). Il existe une constante C inde´pendante de R telle que
pour toute fonction f de B˙sp,1, on ait
‖ψRf‖B˙sp,1 ≤ C‖f‖B˙sp,1 .
Preuve : Vu les hypothe`ses sur s et p, la proposition 3.14 donne
‖ψRf‖B˙sp,1 ≤ C
(‖ψR‖
B˙
N
p
p,1
+ ‖ψR‖
B˙
N
p′
p′,1
)‖f‖B˙sp,1 .
Les normes de ψR conside´re´es sont bien finies car C∞c est un sous-espace de B˙
N
r
r,1
pour tout r ∈ [1,+∞]. Par ailleurs, les normes dans ces espaces sont invariantes par
changement d’e´chelle, et ne de´pendent donc pas de R.
1. Re´gularisation des donne´es et re´solution.
On pose un0 = ψ(n
−1·)∑|q|≤n ∆˙qu0 ou` ψ est une fonction de C∞c (B(0, 2)) a` valeurs
dans [0, 1] et e´gale a` 1 sur B(0, 1). Il est clair que un0 converge vers u0 au sens des
distributions. De plus, d’apre`s le lemme ci-dessus, il existe une constante C telle que
∀n ∈ N, ‖un0‖
B˙
N
p −1
p,1
≤ C‖u0‖
B˙
N
p −1
p,1
,
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et l’on ve´rifie facilement en utilisant des ine´galite´s de convolution que
∀n ∈ N, ‖un0‖LN,∞ ≤ C‖u0‖LN,∞ .
En appliquant le the´ore`me 1.4 avec p = N, on constate que si ν−2‖θ0‖
L
N
3 ,∞
+
ν−1‖u0‖LN,∞ est suffisamment petit alors on peut alors re´soudre globalement le
syste`me de Boussinesq avec donne´es (θn0 , u
n
0 ). La solution (θ
n, un,∇Πn) ainsi obte-
nue appartient a`
C(R+; B˙0N,1)×
(
C(R+; B˙0N,1) ∩ L1loc(R+; B˙2N,1
)N
×
(
L1loc(R+; B˙
0
N,1
)N
.
2. Estimations a priori globales.
Par injection dans les espaces de Besov, (θn, un,∇Πn) appartient aussi a` l’espace
Ep := C(R+; B˙0N,1)×
(
C(R+; B˙
N
p
−1
p,1 ) ∩ L1loc(R+; B˙
N
p
+1
p,1
)N
×
(
L1loc(R+; B˙
N
p
−1
p,1
)N
.
Ainsi les estimations a priori de la partie 5.2.2 s’appliquent telles quelles. On en
de´duit des bornes uniformes sur (θn, un,∇Πn) dans l’espace Ep.
3. Convergence.
La convergence de (θn, un,∇Πn)n∈N repose sur des arguments de compacite´ qui
peuvent eˆtre de´duits des proprie´te´s des de´rive´es temporelles.
Fixons un temps T > 0. Par construction, on a
∂tθ
n = − div (unθn).
Sachant que la suite (un)n∈N est borne´e dans L
2
T (B˙
N
p
p,1) →֒ L2T (L∞) et que la
suite (θn)n∈N est borne´e dans L
∞
T (B˙
0
N,1) →֒ L∞T (LN ), on en de´duit que (∂tθn)n∈N
est borne´e dans L2T (W
−1,N ). Cela permet d’affirmer que (θn)n∈N est borne´e dans
C([0, T ];LN ) et e´quicontinue de [0, T ] dans W−1,N . Sachant que l’injection de LN
dans W−1,N est localement compacte, on peut en de´duire en combinant the´ore`me
d’Ascoli et proce´de´ d’extraction diagonal la convergence d’une sous-suite de (θn)n∈N
vers une distribution θ qui appartient localement a` C([0, T ];W−1,N ).
De meˆme, un examen attentif de l’expression de (∂tu
n)n∈N permet d’affirmer que
(un)n∈N est e´quicontinue de [0, T ] dans B
−2
N,∞ puis de conclure a` la convergence a`
extraction pre`s. Les de´tails sont laisse´s au lecteur.
4. Conclusion.
Tout d’abord, les bornes uniformes sur (θn, un) permettent d’affirmer que (θ, u)
appartient en fait a`
L∞loc(R+; B˙
0
N,1 ∩ L
N
3
,∞)×
(
L∞loc(R+; B˙
N
p
−1
p,1 ∩ LN,∞) ∩ L1loc(R+; B˙
N
p
+1
p,1 )
)N
.
Notons que, meˆme dans le cas N = 3 ou` il faut remplacer L
N
3
,∞ par L1, les
bornes uniformes dans l’espace de Besov B˙0N,1 (qui s’injecte continuˆment dans L
N )
empeˆchent d’e´ventuelles concentrations pour θ.
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Par interpolation entre les bornes uniformes et les re´sultats de convergence, on peut
montrer que la suite (θn, un)n∈N converge en un sens suffisamment fort pour pouvoir
passer a` la limite dans tous les termes de l’e´quation.
Enfin, sachant que (θ, u) est solution, il est facile de montrer que ∂tθ + u · ∇θ ∈
L1loc(R+; B˙
0
N,1) et que ∂tu−ν∆u ∈ L1loc(R+; B˙
N
p
−1
p,1 ), ce qui assure l’appartenance de
(θ, u) a` C(R+; B˙0N,1)× C(R+; B˙
N
p
−1
p,1 ).
6 Unicite´ des solutions d’e´nergie finie en dimension deux
Cette section est consacre´e a` la de´monstration du the´ore`me 1.2. Rappelons que pour
n’importe quelle donne´e (θ0, u0) dans L
2(R2) (avec divu0 = 0), le the´ore`me 1.1 assure
l’existence globale d’au moins une solutions faible d’e´nergie finie pour le syste`me de Bous-
sinesq. Nous nous proposons de de´montrer l’unicite´ d’une telle solution.
Dans un premier temps, on va e´tablir que le champ de vitesse appartient ne´cessairement
a` l’espace L˜1loc(R+;H
2(R2)). Cette proprie´te´ remarquable (qui nous permettra d’utiliser
les estimations avec perte de re´gularite´ e´nonce´es dans la proposition 4.9 afin d’e´tablir
l’unicite´) a e´te´ e´tablie par J.-Y. Chemin et N. Lerner dans [9] pour le syste`me de Navier-
Stokes standard. L’objet du lemme ci-dessous est de de´montrer que ce re´sultat demeure
pour le syste`me de Boussinesq en dimension deux.
LEMME 6.1 Soit (θ, u,∇Π) une solution de (1) sur R+ × R2 appartenant a` l’espace
d’e´nergie :
θ ∈ L∞(R+;L2(R2)) et u ∈ L∞loc(R+;L2(R2)) ∩ L2(R+;H1(R2)), (54)
Alors on a u ∈ L˜1loc(R+;H2(R2)) ∩ C˜loc(R+;L2).
De´monstration : En appliquant l’ope´rateur de projection P a` l’e´quation de la vitesse,
on constate que u ve´rifie l’e´quation de la chaleur :{
∂tu− ν∆u = f1 + f2
u|t=0 = u0 ∈ L2(R2)
avec f1 = −P div (u⊗ u) et f2 = P(θe2).
Cela nous ame`ne a` de´composer u en u1 + u2 avec
u1 =
∫ t
0
eν(t−τ)∆f1(τ) dτ et u2 = e
tν∆u0 +
∫ t
0
eν(t−τ)∆f2(τ) dτ.
Il est clair que f2 ∈ L1loc(R+;L2). De plus, par interpolation, on a visiblement
u ∈ L
8
3
loc(R+;H
3
4 ). En utilisant les lois de produit dans les espaces de Besov non
homoge`nes (qui sont identiques a` celles que nous avons e´nonce´es sous la proposition
3.14 pour les espaces homoge`nes), on en de´duit que u⊗u appartient a` L
4
3
loc(R+;B
1
2
2,1)
puis que f1 ∈ L
4
3
loc(R+;B
− 1
2
2,1 ).
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Finalement, la proposition 3.11 et la relation (19) garantissent donc que
u1 ∈ L
4
3
loc(R+;B
3
2
2,1) ∩ C(R+;B02,1) et u2 ∈ L˜1loc(R+;H2) ∩ C˜loc(R+;L2). (55)
On de´coupe alors f1 en trois termes :
f1 = P div (u1 ⊗ u1) + P(u1 · ∇u2) + P(u2 · ∇u).
D’apre`s (55) et par interpolation, on a u1 ∈ L2loc(R+;B12,1). Sachant que B12,1(R2)
est une alge`bre, on en de´duit que
div (u1 ⊗ u1) ∈ L1loc(R+;B02,1) →֒ L1loc(R+;L2).
Par ailleurs, en utilisant le fait que B12,1(R
2) →֒ L∞(R2) et que ∇u2 ∈ L2loc(R+;L2),
on e´tablit aise´ment que
u1 · ∇u2 ∈ L1loc(R+;L2).
Enfin, en combinant le fait que u2 ∈ L˜4loc(R+;H
1
2 ) et que ∇u ∈ L˜
4
3
loc(R+;H
1
2 ), on
trouve que
u2 · ∇u ∈ L1loc(R+;L2).
Comme l’ope´rateur P est continu sur L2, on peut conclure que f1 ∈ L1loc(R+;L2)
puis, graˆce a` la proposition 3.11, que u1 ∈ L˜1loc(R+;H2) ∩ C˜loc(R+;L2).
REMARQUE 6.2 En e´tant plus soigneux, on peut e´tablir que f1 ∈ L1loc(R+;B02,1), ce
qui entraˆıne que
u1 ∈ C˜loc(R+; B˙02,1) ∩ L1loc(R+; B˙22,1).
On retrouve ainsi le fait (bien connu pour les e´quations de Navier-Stokes) que la fluctua-
tion est plus re´gulie`re que la solution libre du syste`me de Stokes. Cependant cette petite
ame´lioration ne sera pas ne´cessaire pour de´montrer l’unicite´ dans le the´ore`me 1.2.
Nous sommes maintenant arme´s pour de´montrer l’unicite´. Conside´rons donc deux solutions
(θ1, u1,∇Π1) et (θ2, u2,∇Π2) de (1) avec meˆme donne´e initiale (θ0, u0) dans L2(R2). Le
syste`me ve´rifie´ par la diffe´rence (δθ, δu,∇δΠ) entre ces solutions est{
∂tδθ + div (u1δθ) = − div (θ2 δu),
∂tδu+ div (u1 ⊗ δu)− ν∆δu+∇δΠ = − div (δu⊗ u2) + δθ e2.
Le caracte`re hyperbolique de la premie`re e´quation induit une perte d’une de´rive´e dans
les estimations de stabilite´. Il va donc falloir de´montrer des estimations au niveau H−1
au lieu de L2. Pour une raison purement technique, et comme l’on dispose d’une grande
marge de manœuvre, il est plus commode d’ope´rer au niveau H−3/2 (mais n’importe quel
exposant strictement compris entre −2 et −1 conviendrait aussi).
Pour estimer δθ et δu, nous allons donc appliquer la proposition 4.9 (ou plutoˆt la
remarque 4.10 pour la deuxie`me e´quation) avec s = −3/2 aux e´quations du syste`me. Pour
que cela soit possible, fixons un temps T > 0 tel que la condition (37) de la proposition
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4.9 soit satisfaite par le champ de vitesses u1. Le lemme 6.1 garantit que u1 ∈ L˜1T (H2) et
donc l’existence d’un tel T. En notant
εq(t) = C
∑
q′≤q
22q
′‖∆ˇq′u1‖L1t (L2) δΘ(t) := sup
τ∈[0,t]
q≥−1
2−
3
2
q−εq(τ)‖∆qδθ(τ)‖L2 ,
δU(t) := sup
τ∈[0,t]
q≥−1
2−
3
2
q−εq(τ)‖∆qδu‖L2 + ν sup
q≥−1
∫ t
0
2
q
2
−εq(τ)‖∆qδu‖L2 dτ,
on obtient alors
δΘ(t) ≤ C sup
q≥−1
∫ t
0
2−
3
2
q−εq(τ)‖∆q div (θ2 δu)‖L2 dτ,
δU(t) ≤ C(1 + νt) sup
q≥−1
∫ t
0
2−
3
2
q−εq(τ)
(‖∆q div (δu⊗ u2)‖L2 + ‖∆qδθ‖L2) dτ.
L’inoffensif facteur (1 + νt) provient du fait que l’on a pris le sup pour q ≥ −1 et non
pas seulement pour q ≥ 0 dans le second terme de δU(t).
Admettons que les termes de convection se majorent comme suit (voir la de´monstration
en appendice) :
sup
q≥−1
∫ t
0
2−
3
2
q−εq(τ)‖∆q div(θ2 δu)‖L2 dτ ≤ C‖θ2‖L∞t (B02,∞) supq
∫ t
0
2
q
2
−εq(τ)‖∆qδu‖L2 dτ,
sup
q≥−1
∫ t
0
2−
3
2
q−εq(τ)‖∆q div(δu⊗u2)‖L2 dτ ≤ C‖u2‖eL2t (B12,∞) supq≥−1
∥∥2− q2−εq(τ)‖∆qδu‖L2∥∥L2t .
En remarquant que pour tout q ≥ −1, on a∥∥2− q2−εq(τ)‖∆qδu‖L2∥∥2L2t ≤ ∥∥2 q2−εq(τ)‖∆qδu‖L2∥∥L1t∥∥2− 32 q−εq(τ)‖∆qδu‖L2∥∥L∞t ,
on obtient donc
δΘ(t) ≤ Cν−1‖θ2‖L∞t (B02,∞)δU(t),
δU(t) ≤ C(1 + νt)
(
ν−
1
2‖u2‖eL2t (B12,∞)δU(t) +
∫ t
0
δΘ(τ) dτ
)
.
Sachant que ‖u2‖eL2t (B12,∞) ≤ C‖u2‖L2t (H1) et que ‖θ2‖L∞t (B02,∞) ≤ C‖θ2‖L∞t (L2) ≤ C‖θ0‖L2 ,
on en de´duit que pour t assez petit, on a
δU(t) ≤ C(1 + νt)
∫ t
0
δΘ(τ) dτ et δΘ(t) ≤ Cν−1‖θ0‖L2δU(t).
Le lemme de Gronwall permet alors de conclure a` l’unicite´ sur un petit intervalle de temps.
L’unicite´ globale s’obtient par un argument de continuite´ en temps et de connexite´ des
plus classiques.
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Fin de la de´monstration du the´ore`me 1.2
Pour montrer que l’e´galite´ d’e´nergie (3) est satisfaite, il suffit de remarquer que u
ve´rifie le syste`me de Navier-Stokes incompressible en dimension deux avec terme de force
dans L∞(R+;L2). Enfin, la the´orie classique des e´quations de transport assure que la
norme L2 de θ est conserve´e au cours de l’e´volution. Un argument standard d’analyse
fonctionnelle permet par ailleurs de montrer que θ est faiblement continue en temps a`
valeurs L2. Comme la norme L2 est conserve´e, on en de´duit que la continuite´ est forte.
Cela ache`ve la de´monstration du the´ore`me 1.2.
7 Quelques re´sultats supple´mentaires
7.1 Un crite`re de prolongement
On peut de´montrer un crite`re de prolongement bien plus pre´cis que celui qui est e´nonce´
a` la fin du the´ore`me 1.3. En fait, si∫ T ∗
0
‖∇u(τ)‖L∞ dτ <∞
alors la solution peut eˆtre prolonge´e au-dela` du temps T ∗.
Cela re´sulte du fait que l’inte´grand apparaissant dans l’ine´galite´ de la proposition 4.7
peut eˆtre remplace´ par ‖∇u‖L∞ lorsque |s| < 1. Il en est donc de meˆme dans la proposition
4.8. En utilisant le the´ore`me 1 de [14], on peut alors controˆler la norme L∞(0, T ∗; B˙0N,1)
de la solution par
∫ T ∗
0 ‖∇u(τ)‖L∞ dτ. Les de´tails sont laisse´s au lecteur.
7.2 Conditions aux limites pe´riodiques
Rappelons qu’il existe une version pe´riodique de la de´composition de Littlewood-Paley.
De ce fait, tous nos re´sultats sont encore valables mutatis mutandis dans le tore TN . En
fait, sachant que toute solution pe´riodique a` moyenne nulle du syste`me de Stokes de´croˆıt
exponentiellement en temps, le cas pe´riodique est meˆme plus facile a` traiter.
7.3 Termes de forces
Notons tout d’abord que nos me´thodes n’utilisent jamais la verticalite´ du terme θeN .
Nos re´sultats peuvent donc s’adapter au cas plus ge´ne´ral ou` θ est a` valeurs dans RN .
Par ailleurs, pour simplifier la pre´sentation, nous avons omis les termes de forces
exte´rieures dans le syste`me de Boussinesq. Indiquons rapidement les hypothe`ses raison-
nables a` imposer sur ces termes.
Tout d’abord, si l’on note Θ le terme de source pour l’e´quation sur la tempe´rature, et
f le terme de forces exte´rieures pour l’e´quation sur la vitesse, on peut obtenir un analogue
du the´ore`me 1.1 si l’on suppose en sus que
Θ ∈ L1loc(R+;Lp) et f ∈ L1loc(R+;L2) ∪ L2loc(R+; H˙−1).
Pour de´montrer l’unicite´ en dimension deux, il est cependant impe´ratif que Θ et f soient
dans L1loc(R
+;L2) afin que le champ de vitesses appartienne a` L˜1loc(R
+;H2).
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En ce qui concerne les solutions fortes globales, nos re´sultats globaux demeurent si l’on
suppose que :
– Θ appartient a` L1loc(R
+; B˙0N,1) et est petite dans L
1(R+;L
N
3
,∞) (resp. L1(R+;L1)
si N = 3),
– f est dans L1loc(R
+; B˙
−1+N
p
p,1 ) et est petite dans L
p(R+;L
N(p+2)
3p
,∞
) pour un p ∈ [1,∞]
(resp. L1(R+;L1) si N = 3 et p = 1).
7.4 Mode`le comple`tement visqueux
Tous nos re´sultats demeurent valables sans aucune hypothe`se supple´mentaire pour le
syste`me de Boussinesq comple`tement visqueux :
∂tθ + u · ∇θ − κ∆θ = 0,
∂tu+ u · ∇u− ν∆u+∇Π = θ eN ,
divu = 0,
avec κ parame`tre positif (repre´sentant la conductivite´ thermique si θ est une tempe´rature).
Notre approche permet d’obtenir des estimations inde´pendantes du parame`tre κ sur
les solutions construites et de de´montrer ainsi des re´sultats de convergence pour κ tendant
vers 0.
7.5 Non existence des singularite´s de type jet en dimension trois
Pour le syste`me de Navier-Stokes classique, il est bien connu que les solutions faibles
d’e´nergie finie en dimension trois appartiennent a` L1loc(R+;L
∞).
Pour le syste`me de Boussinesq cette proprie´te´ est e´galement connue pour des donne´es
dans L2(R3) × H1(R3)3, ce qui entraˆıne que les singularite´s de type jet (ou squirt en
anglais) ne peuvent pas se produire (voir [10]).
Pour les e´quations de Navier-Stokes classiques avec donne´es L2, on peut e´tablir une
proprie´te´ bien plus forte, a` savoir que le champ de vitesses est dans L1loc(R+; B˙
3
2
2,1) ce qui
assure notamment l’existence d’un flot continu en temps et en espace (voir [8]). Cette
proprie´te´ persiste pour le syste`me de Boussinesq si 3/2 < p ≤ 2 :
PROPOSITION 7.1 En dimension N = 3, le champ de vitesses de toute solution faible
d’e´nergie finie du syste`me de Boussinesq avec donne´es (θ0, u0) ∈ Lp(R3)×
(
L2(R3)
)3
(pour
3/2 < p ≤ 2) appartient a` L1loc(R+;B
3
2
2,1).
De´monstration : Nous pre´sentons une de´monstration diffe´rente de celle de [8]. Tout
d’abord, comme, par construction, le champ de vitesses u appartient a` L2loc(R+;H
1),
les inclusions de Sobolev dans les espaces de Lorentz assurent que u ∈ L2loc(R+;L6,2).
En utilisant le fait que ∇u ∈ L2loc(R+;L2) et que L2 co¨ıncide avec l’espace de Lorentz
L2,2, on a donc u · ∇u ∈ L1loc(R+;L3/2,1). Mais par ailleurs, on a
L
3
2
,1 = (L1, L2) 2
3
,1 →֒ (B˙
− 3
2
2,∞, B˙
0
2,∞) 2
3
,1 = B˙
− 1
2
2,1 ,
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donc P(u · ∇u) ∈ L1loc(R+; B˙−1/22,1 ). En observant que pour 3/2 < p ≤ 2, on a
Lp →֒ B−
1
2
2,1 , on constate que P(θ e3) ∈ L1loc(R+;B−1/22,1 ). En vertu de la remarque
3.13, on conclut alors que∫ t
0
eν(t−s)∆P(θ e3 − u · ∇u) ds ∈ L1loc(R+;B
3
2
2,1).
Enfin, sachant que u0 ∈ L2, on a et∆u0 ∈ L1loc(R+;H2−ε) pour tout ε > 0. Cela
ache`ve la de´monstration du re´sultat.
8 Appendice
Nous de´montrons ici le lemme qui nous a permis d’estimer les termes de convection
dans la preuve de l’unicite´ du the´ore`me 1.2.
LEMME 8.1 Soit (αq)q≥−1 une suite de fonctions positives croissantes sur [0, T ], et
ε ∈]0, 1[. On suppose que pour tout q′ ≥ q ≥ −1 et t ∈ [0, T ], on a
0 ≤ αq′(t)− αq(t) ≤
(
1− ε
2
)
(q′ − q). (56)
Alors pour tout r ∈]1,+∞], il existe une constante C ne de´pendant que de r et de ε telle
que l’on ait l’estimation a priori suivante pour toute fonction a et champ de vecteurs b a`
divergence nulle sur R2 :
sup
q≥−1
∫ t
0
2−q(1+ε)−αq(τ)‖∆qdiv(ab)‖L2 dτ ≤ C‖b‖
eLrt (B
2
r
2,∞)
sup
q≥−1
∥∥∥2q(1− 2r−ε)−αq‖∆qa‖L2∥∥∥
Lr
′
t
.
De´monstration : La de´monstration repose sur la de´composition de Bony, version non
homoge`ne. En tenant compte de div b = 0, on a (avec la convention habituelle de
sommation sur les indices re´pe´te´s) :
∆q div (ab) = ∆q
(
T∂jba
j
)
+∆q
(
Taj∂jb
)
+∆q∂jR(a
j , b). (57)
En vertu des proprie´te´s de localisation de la de´composition de Littlewood-Paley, on a
∆q
(
T∂jba
j
)
=
∑
|q′−q|≤4
∆q
(
Sq′−1∂jb∆q′a
j
)
.
Ci dessus les ope´rateurs T et R de paraproduit et de reste non homoge`nes se
de´finissent comme T˙ et R˙ en remplac¸ant chaque bloc homoge`ne ∆˙q par son ho-
mologue non homoge`ne ∆q.
Pour simplifier les calculs, proce´dons comme si l’on avait ∆q
(
T∂jba
j
)
= Sq−1∂jb∆qa
j
(le fait d’avoir (56) permet de justifier cette approximation). En utilisant la de´finition
de Sq−1, on obtient
‖Sq−1∂jb∆qaj‖L2 ≤ 2q(2−
2
r
)‖∆qa‖L2
∑
q′≤q−2
2q
′( 2
r
−2)‖∆q′∇b‖L∞2(q−q′)(
2
r
−2).
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En conse´quence, pour tout 0 ≤ t ≤ T, on a∫ t
0
2−q(1+ε)−αq(τ)‖Sq−1∂jb∆qaj‖L2 dτ
≤
∥∥∥2q(1− 2r−ε)−αq‖∆qa‖L2∥∥∥
Lr
′
t
∑
q′≤q−2
2q
′( 2
r
−2)‖∆q′∇b‖Lrt (L∞)2(q−q
′)( 2
r
−2).
Sachant que 2r − 2 < 0, on en de´duit alors que
sup
q≥−1
∫ t
0
2−q(1+ε)−αq(τ)‖∆qT∂jbaj‖L2 dτ
. ‖∇b‖
eLrt (B
2
r−2
∞,∞)
sup
q≥−1
∥∥∥2q(1− 2r−ε)−αq‖∆qa‖L2∥∥∥
Lr
′
t
. (58)
De meˆme, pour estimer le deuxie`me terme de (57), on peut proce´der comme si l’on
avait ∆q
(
Taj∂jb
)
= Sq−1a
j ∆q∂jb. On a pour tout 0 ≤ t ≤ T,
2−q(1+ε)−αq(τ)‖Sq−1aj∆q∂jb‖L2
≤ 2q( 2r−1)‖∆q∇b‖L2
∑
q′≤q−2
2−q
′( 2
r
+ε)−αq(τ)‖∆q′a‖L∞2(q′−q)(ε+
2
r
).
Sachant que αq ≥ αq′ pour q ≥ q′, on en de´duit que∫ t
0
2−q(1+ε)−αq(τ)‖Sq−1aj∆q∂jb‖L2 dτ
≤ 2q( 2r−1)‖∆q∇b‖Lrt (L2)
∑
q′≤q−2
∥∥∥2−q′( 2r+ε)−αq′‖∆q′a‖L∞∥∥∥
Lr
′
t
2(q
′−q)(ε+ 2
r
).
Graˆce a` l’ine´galite´ de Bernstein, on peut donc conclure que
sup
q≥−1
∫ t
0
2−q(1+ε)−αq(τ)‖Sq−1aj∆q∂jb‖L2 dτ
. ‖∇b‖
eLrt (B
2
r−1
2,∞ )
sup
q≥−1
∥∥∥2q(1− 2r−ε)−αq‖∆qa‖L2∥∥∥
Lr
′
t
. (59)
Enfin, sachant que
∆q∂jR(a
j, b) =
∑
q′≥q−3
∂j∆q
(
∆q′a
j∆˜q′b) avec ∆˜q′ = ∆q′−1 +∆q′ +∆q′+1,
et que F(∂j∆q(∆q′aj∆˜q′b)) est supporte´ dans une boule de taille 2q, on a en vertu
de l’ine´galite´ de Bernstein,
2−q(1+ε)−αq(τ)‖∆q∂jR(aj, b)‖L2 .
∑
q′≥q−3
2q(1−ε)−αq(τ)‖∆q′a‖L2‖∆˜q′b‖L2 ,
d’ou`,∫ t
0
2−q(1+ε)−αq(τ)‖∆q∂jR(aj , b)‖L2 dτ
.
∑
q′≥q−3
∫ t
0
2q
′(1− 2
r
−ε)−αq′ (τ)‖∆q′a‖L2
(
2
2
r
q′‖∆˜q′b‖L2
)
2(αq′−αq)(τ)2(q−q
′)(1−ε).
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Pour conclure, l’hypothe`se (56) est cruciale. On obtient alors pour tout q ≥ −1,∫ t
0
2−q(1+ε)−αq(τ)‖∆q∂jR(aj , b)‖L2 dτ . ‖b‖
eLrt (B
2
r
2,∞)
sup
q≥−1
∥∥∥2q(1− 2r−ε)−αq‖∆qa‖L2∥∥∥
Lr
′
t
,
ce qui, joint a` (57), (58) et (59), ache`ve la de´monstration.
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