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RESUMO 
 
Nesta dissertação propõe-se o desenvolvimento de uma solução que permita 
determinar o estado de ocupação dos alvéolos de um simulador de armazenamento 
automático com recurso ao processamento de imagem. Trata-se de um simulador já 
existente no Laboratório de Automação e Robótica do Instituto Superior de Engenharia 
de Lisboa (ADEEEA) que utilizava apenas as potencialidades do autómato (leitura e 
escrita de memórias locais) para determinar o estado de ocupação do armazém.  
Com a presente dissertação pretende-se adicionar novas funcionalidades ao simulador 
existente, introduzindo a capacidade de deteção automática em tempo real da presença 
ou ausência de peças nos respetivos alvéolos.  
Esta dissertação teve início com a realização de um estudo preliminar sobre a 
metodologia a aplicar de modo a determinar o modo mais viável de avaliar o estado de 
ocupação das várias posições de armazenamento. De seguida procedeu-se à escolha 
dos meios tecnológicos a empregar para a aplicação da metodologia selecionada, como 
por exemplo, a câmara digital, o software e a unidade de processamento digital. Foi 
decidido que seriam implementadas duas soluções diferentes. Uma das soluções é 
baseada num computador pessoal (portátil/secretária) que utiliza, em grande parte, 
recursos de software já consagrados na área da visão computacional, tratando-se de 
uma solução mais volumosa e com menos portabilidade face ao simulador em causa. A 
outra solução baseia-se na utilização de um microcomputador Raspberry Pi, o qual 
permite uma redução significativa do tamanho e custo do sistema e acrescenta um 
elevado grau de portabilidade uma vez que se pretende que a solução adotada seja 
parte integrante do simulador. 
Para além do trabalho de alteração da programação do Controlador Lógico Programável 
(PLC) existente no simulador por forma a receber as novas funcionalidades e 
desenvolvimento de software para aquisição e tratamento de imagem, foi ainda 
necessário desenvolver soluções de comunicação digital (hardware/software) com o 
PLC para cada uma das soluções desenvolvidas.  
 
 
 
Palavras-chave: Visão Computacional, Processamento e Análise de Imagem, Sistemas 
de Armazenamento Automático, Raspberry Pi, Comunicação RS232.  
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ABSTRACT 
 
This thesis proposes the development of a solution to determine the occupancy status 
of the compartments of an automatic storage simulator using image processing. This is 
an existing simulator at the Automation and Robotics Laboratory of the Instituto Superior 
de Engenharia de Lisboa (ADEEEA) that used only the automaton capabilities (reading 
and writing local memories) to determine the warehouse occupancy status. 
The present work intends to add new features to the existing simulator, introducing the 
automatic detection capability in real time of the presence or absence of parts in the 
respective compartments. 
This work began with a preliminary study on the methodology to apply to determine the 
most viable way to assess the state of occupation of the various storage locations. This 
was followed by the choice of the technological means to use for applying the selected 
method, such as the digital camera, the software and the digital processing unit. It was 
decided that two different solutions would be applied. One of the solutions is based on a 
personal computer (laptop/desktop) that uses mainly software features already 
established in the field of computational vision, being a bulkier solution and with less 
portability when compared to the simulator in question. The other solution is based on 
the use of a microcomputer Raspberry Pi, which allows a significant reduction in size 
and system cost and adds a high degree of portability since it is intended that the solution 
adopted is an integral part of the simulator. 
In addition to the work of programming modification of the Programmable Logic 
Controller (PLC) on the simulator in order to receive the new features and software 
development for image acquisition and treatment, it was also necessary to develop digital 
communication solutions (hardware/software) with the PLC for each of the developed 
solutions. 
 
Key Words: Computational Vision, Image Processing and Analysis, Automated Storage 
Systems, Raspberry Pi, RS232 Communication.  
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“One machine can do the work of a 
hundred ordinary man, but no machine 
can do the work of one extraordinary man!” 
Elbert Hubbard  
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1. INTRODUÇÃO 
 
No estado atual da economia mundial existe uma elevada concorrência entre as empresas 
de modo a aumentar a produtividade e a qualidade dos seus produtos ao mais baixo custo 
possível. Com a constante evolução da tecnologia as empresas têm implementado com 
sucesso alguns dos fatores atrás referidos, em grande parte devido à aplicação de novas 
tecnologias ao nível da automatização dos seus processos. 
A utilização de sistemas que emulam a visão humana e que, em determinados aspetos a 
superam, é uma realidade nos dias de hoje. Sistemas dotados de processamento de 
imagem por computador são cada vez mais aplicados em diversas áreas da indústria, como 
por exemplo na indústria alimentar, farmacêutica, aeroespacial, aeronáutica, e ainda em 
muitas áreas da medicina ou do entretenimento.  
De facto, a utilização de sistemas com processamento de imagem tem permitido melhorar 
a vida dos humanos em muitos aspetos e, no caso da indústria, retirar o operador de tarefas 
repetitivas ou mesmo perigosas em muitos casos. No entanto, convém não esquecer que 
os sistemas automatizados com funções integradas de processamento de imagem, tal 
como acontece também com outras tecnologias, carecem muitas vezes de medidas de 
segurança adicionais uma vez que na ausência das condições ideais de funcionamento, 
tais como a iluminação inadequada, as vibrações, as poeiras e outros fatores podem 
condicionar o desempenho da aplicação e trazer riscos acrescidos. 
Quando se automatiza uma aplicação com recurso ao processamento de imagem 
pretende-se que esse sistema simule o mais possível a inteligência e a experiência humana 
por vezes com uma velocidade de processamento muito mais elevada. Para se alcançar 
esse objetivo as várias soluções são normalmente baseadas em autómatos programáveis, 
sensores, câmaras, computadores digitais e sistemas de iluminação, aos quais se juntam 
técnicas de aquisição e tratamento de imagem por vezes combinadas com algoritmos de 
inteligência artificial que conseguem atingir um elevado grau de sofisticação. É neste 
sentido que se pretende desenvolver e aprofundar o tema desta dissertação, ou seja, 
através da utilização de um sistema automatizado assistido por visão computacional de 
modo a melhorar o seu desempenho e a trazer-lhe funcionalidades que dificilmente se 
conseguiriam introduzir com outras soluções por um custo tão reduzido.  
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 Enquadramento e Motivação 
 
Esta dissertação visa a obtenção do grau de Mestre em Engenharia Eletrotécnica – Ramo 
Automação Industrial e o tema em questão encontra-se claramente enquadrado na área 
do curso, especialmente nas vertentes das disciplinas de Automação e da Robótica, onde 
os conhecimentos aí adquiridos foram essenciais para a elaboração desta dissertação. Por 
um lado, um sistema de armazenamento automático de peças com um PLC 
(Programmable Logic Controller), sensores, cilindros pneumáticos, ar comprimido, 
acionadores eletromecânicos, comunicações digitais, entre outros sistemas que fazem 
parte habitual de um sistema automatizado. Por outro lado, a aquisição, o tratamento e o 
processamento de imagem com a aquisição e tratamento que fazem parte integrante do 
conteúdo da disciplina da Robótica. Outras áreas como a eletrónica de potência e os 
sistemas digitais estão também naturalmente presentes. 
 
A opção por este tema, para a realização da dissertação, deve-se também em grande parte 
a uma preferência pessoal por estas áreas da engenharia eletrotécnica, aliada ao gosto 
pelo desenvolvimento de software de aplicação e supervisão e finalmente por esta se 
encontrar relacionada com objetivos pretendidos para a vida profissional. 
 
 
 Objetivos 
 
O principal objetivo desta dissertação consiste em desenvolver uma solução que introduza 
uma melhoria significativa no funcionamento de um simulador de armazenamento existente 
no Laboratório de Automação e Robótica do ISEL (ADEEEA), introduzindo a capacidade 
de deteção automática e em tempo real da presença ou ausência de peças nos respetivos 
alvéolos, utilizando técnicas de processamento de imagem.  
Trata-se de um simulador de pequenas dimensões que apresenta a desvantagem de 
estarem acessíveis e poderem ser removidas ou inseridas manualmente peças num 
conjunto de 16 alvéolos. Dada a limitação do número de interfaces de entradas e de saídas 
binárias disponíveis no PLC não existe a possibilidade de levar esta informação ao 
controlador, originando um funcionamento desadequado se houver intervenção humana 
de forma indevida. A solução existente baseia-se unicamente no preenchimento de uma 
área de memória do PLC após a inserção ou remoção automática de peças. 
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Após o desenvolvimento da solução proposta nesta dissertação, com recurso ao 
processamento de imagem, será possível atualizar constantemente e em tempo real a área 
de memória do PLC com a localização exata de cada peça após intervenção humana. 
 
Para cumprir o objetivo principal desta dissertação foi necessário explorar e desenvolver 
alguns objetivos parciais, tais como: 
 
 Modificação do programa do PLC de modo a efetuar as modificações necessárias 
e integrar o sistema de processamento de imagem; 
 Compreensão e programação do microcomputador Raspberry Pi; 
 Captação de imagem com o auxílio de uma câmara digital; 
 Análise e processamento de imagem com recurso a unidades de processamento 
digital apropriadas para o efeito (foram adotadas duas soluções diferentes); 
 Estudo e comparação de resultados de diferentes algoritmos de processamento de 
imagem; 
 Estudo e programação de protocolos de comunicação digital para interação entre 
as unidades de processamento digital e o PLC.  
 
Note-se que a opção por efetuar a análise e processamento de imagem por duas soluções 
diferentes resultou de uma estratégia adotada pelos orientadores e pelo aluno de mestrado, 
uma vez que a última solução é baseada num dispositivo relativamente recente e do qual 
não existiam certezas quanto ao seu desempenho em aplicações semelhantes. Assim, 
como solução de recurso existiria sempre uma outra opção que viabilizaria a realização 
desta dissertação.  
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 Estrutura da dissertação 
 
1.3.1. Organização geral 
 
Esta dissertação encontra-se organizada em seis capítulos, todos eles divididos em 
diversos subcapítulos. Os capítulos que constituem esta dissertação são os seguintes: 
Capítulo 1 – Introdução; Capítulo 2 – Estado da Arte; Capítulo 3 – Conceitos Gerais – Visão 
Computacional; Capítulo 4 – Soluções Desenvolvidas; Capítulo 5 – Resultados 
Experimentais – Casos de Estudo; Capítulo 6 – Conclusões. 
O capítulo 1 inicia-se com uma introdução ao tema da dissertação, realçando a sua 
importância e enquadramento na área da engenharia em que se insere. Definem-se de 
seguida, os principais objetivos a alcançar, a apresentação da organização geral do 
documento da dissertação e as convenções adotadas. 
No capítulo 2 apresenta-se uma síntese do estado da arte relativa ao tipo de sistemas e 
tecnologias abordadas neste trabalho. 
No capítulo 3 apresenta-se uma breve introdução à visão computacional e alguns conceitos 
gerais relativos ao processamento de imagem.  
Em relação ao capítulo 4, inicia-se com uma abordagem relativa ao sistema de 
armazenamento automático já existente, descrevendo o seu funcionamento, o 
equipamento que incorpora bem como as suas limitações. De seguida, este contemplará 
as soluções desenvolvidas para a aquisição, tratamento e processamento de imagem de 
acordo com os objectivos estabelecidos. 
No capítulo 5 apresentam-se os resultados experimentais com ambas as soluções 
desenvolvidas. Por fim, no capítulo 6 apresentam-se as conclusões gerais de todo o 
trabalho desenvolvido. Nessas conclusões insere-se alguns aspetos da presente 
dissertação que são considerados inovadores e deixam-se indicações para futuros 
desenvolvimentos no domínio das unidades de processamento digital. 
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1.3.2. Convenções 
 
Com o objetivo de facilitar a leitura e compreensão deste documento foram utilizadas 
convenções que se descrevem de seguida: 
 Sempre que exista correspondência entre as grandezas presentes nas equações 
utilizam-se unidades do Sistema Internacional (S.I.) de unidades de medida. Nos 
múltiplos e submúltiplos dessas unidades as respetivas abreviaturas; 
 Recorreu-se, sempre que possível, a conceitos presentes na Língua Portuguesa. 
Em determinados casos os conceitos surgem acompanhados pela designação na 
Língua Inglesa, colocada entre parêntesis e em itálico, para que a compreensão do 
seu significado seja mais fácil e menos ambígua.  
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2. ESTADO DA ARTE 
 
 Introdução 
 
Neste capítulo é apresentado o estado da arte no que diz respeito às principais áreas 
técnicas e científicas envolvidas neste trabalho. 
Inicialmente desenvolve-se a temática da automação e da robótica, sendo abordado o seu 
surgimento e a sua necessidade na vertente industrial. De seguida apresentam-se os 
vários tipos de robôs utilizados na vertente industrial, dando ênfase à anatomia e às suas 
configurações típicas. Posteriormente, faz-se uma abordagem relativamente aos sistemas 
embebidos que habitualmente se encontram num robô, onde se especificam os 
controladores, sensores e atuadores usualmente utilizados neste tipo de sistemas. 
No âmbito do presente trabalho serão apresentadas algumas soluções atualmente 
disponíveis no mercado para sistemas de armazenamento automático (métodos de 
armazenamento e tecnologias de informação e comunicação) e ainda sistemas assistidos 
por visão computacional (técnicas aplicadas à visão computacional).  
 
 
 Automação e Robótica Industrial 
 
Após a segunda metade do século XX, o mundo iniciou uma fase de profundas 
transformações na área da tecnologia, desencadeada principalmente pelos enormes 
avanços no conhecimento científico em resultado da Segunda Guerra Mundial. Atualmente 
somos uma sociedade verdadeiramente tecnológica em quase todas as áreas, desde o 
entretenimento e a cultura, a educação, a medicina, entre outras, de tal forma que já não 
nos é possível viver sem ela. Estas evoluções tecnológicas permitiram melhorar muitas 
tarefas e aplicações na indústria em quase todas as etapas do processo produtivo, tendo-
se atingido um nível de automatização e produtividade elevados.  
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A automação industrial integra diversas técnicas e tecnologias visando o fabrico sem a 
intervenção direta do Homem. Integra sistemas mecânicos, elétricos e eletrónicos incluindo 
arquiteturas computacionais (hardware e software), aplicados à operação e controlo do 
processo produtivo [1] [2].  
Os primeiros dispositivos automáticos utilizados na produção industrial datam de há mais 
de 100 anos. Até à década de 70 do século passado, a maior parte dos automatismos 
industriais eram essencialmente desenvolvidos com recurso a equipamentos mecânicos 
projetados e construídos especificamente para realizarem determinadas tarefas. A 
sequência de operações era fixa e determinada pela configuração do equipamento, não 
sendo, portanto, fácil acomodar alterações das tarefas ou do produto. A maior parte dos 
dispositivos eletromecânicos eram usados como elementos lógicos numa rede de 
condutores elétricos (lógica cablada), densamente interligada. Estes tipos de sistemas 
possuíam inúmeros problemas associados, sendo alguns deles [2]: 
 
 Tamanho físico da sala de controlo e comprimento das cablagens; 
 Complexidade para efetuar a manutenção e detetar falhas; 
 Falta de flexibilidade. 
 
As restrições apresentadas pelos controladores eletromecânicos conduziram a que, na 
década de 60, a General Motors iniciasse as primeiras investigações no sentido de 
encontrar soluções alternativas. Uma década depois, ou seja, na década de 70, em 
Bedford, Massachusetts, Richard Morley liderou um grupo de engenheiros que apresentou 
o primeiro autómato programável industrial (PLC) como introdução à lógica programada, 
que veio gradualmente substituir a lógica cablada até então utilizada [3]. 
A Figura 2.1 ilustra o aspeto físico do primeiro PLC (modelo 084 da Modicon) juntamente 
dos engenheiros que o desenvolveram. 
 
 
Figura 2.1 – Primeiro PLC modelo 084 da Modicon [3]. 
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Desta forma, o PLC trouxe inúmeras vantagens para os automatismos, destacando-se as 
seguintes: 
 
 Eliminaram a necessidade de substituir e juntar hardware para cada nova 
configuração lógica; 
 Este novo sistema incrementou drasticamente as funcionalidades e reduziu o 
espaço de colocação do sistema lógico. 
 
De um modo geral, o PLC é um controlador do estado sólido que analisa em permanência 
o estado dos equipamentos ligados às suas entradas. Baseado no algoritmo que foi 
desenvolvido no processador e armazenado na memória, este controla o estado dos 
sistemas ligados às suas saídas [4]. 
 
A constante procura em desenvolver a automação fez com que se evoluísse no sentido de 
reproduzir a destreza manual do Homem. É neste sentido que a robótica é inserida num 
âmbito industrial. Embora tenha origem na ficção científica, só na segunda metade do 
século passado é que através da concretização de vários projetos, a robótica se 
estabeleceu como uma tecnologia suportada em manipuladores mecânicos altamente 
automatizados, a denominada Robótica Industrial [5]. 
 
A definição “oficial” de um Robô Industrial é fornecida pela Associação das Indústrias de 
Robótica (Robotics Industries Association – RIA): considera-se que um robô é um 
dispositivo mecânico articulado e reprogramável que consegue de forma autónoma, 
recorrendo à sua capacidade de processamento, obter informação do meio envolvente 
através de sensores e realizar acções com base nessa informação, manipulando objetos 
com recurso a atuadores [6]. 
Em 1955 surgem os primeiros protótipos e em 1961 surge o primeiro Robô Industrial 
desenvolvido pela Unimate para uma aplicação num processo de enformação de peças 
por fundição. Este tipo de robô, frequentemente designado por manipulador, que apenas 
realizava tarefas rotineiras, rapidamente evoluiu no sentido de adquirir crescentes 
capacidades de adaptação a novas circunstâncias aproximando-se cada vez mais das 
tarefas realizadas pelo Homem. Indubitavelmente os robôs são atualmente equipamentos 
de excelência na automação com elevada flexibilidade, constituindo a robótica um dos 
domínios onde se concentram grandes esforços de investigação. A sua utilização massiva 
 10 
 
na produção industrial constitui um fator de competitividade, quer em termos de redução 
de custos, quer em termos de qualidade, proporcionando também o bem-estar para o 
Homem, libertando-o das tarefas rotineiras, pesadas e poluentes, tais como [2]: 
 
 Transporte de peças pesadas; 
 Processos de soldadura; 
 Inspeção visual do produto. 
 
A Figura 2.2 ilustra o primeiro robô industrial desenvolvido pela Unimate em 1961. 
 
 
Figura 2.2 - Primeiro Robô (desenvolvido pela Unimate em 1961) [7]. 
 
Em resumo, a automação e a robótica industrial têm como objetivo tornar os processos [1]: 
 
 mais seguros; 
 mais rápidos; 
 mais flexíveis; 
 mais eficazes quanto ao controlo de qualidade do produto final; 
 mais eficazes quanto à gestão da informação (dados) do processo; 
 com menores custos de produção e de gestão; 
 menos exigentes fisicamente. 
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 Tecnologia dos Robôs Industriais 
 
Um robô é essencialmente constituído por duas partes, o robô propriamente dito e o 
controlador, que contém toda a componente eletrónica para o controlo do robô, bem como 
os acessórios para interface com o utilizador. Nos casos em que o robô utiliza atuadores 
pneumáticos ou hidráulicos há ainda necessidade de ligações às redes de ar comprimido 
ou de óleo pressurizado da fábrica, ou, em alternativa, instalar compressores específicos 
junto do robô [2]. 
 
 
2.3.1. Anatomia do Robô Industrial 
 
Em termos anatómicos o robô define-se pela configuração física do corpo, braço e punho. 
A maioria dos robôs industriais são montados numa base fixa ao piso. O corpo está ligado 
à base e o braço ao corpo, na extremidade do braço está o punho, ligado ao punho está 
uma “mão” ou manipulador (órgão terminal) [5]. 
Os movimentos relativos entre estes componentes são assegurados por juntas que podem 
ter movimentos rotativos ou deslizantes conforme se observa na Figura 2.3. A unir as 
diversas juntas estão os elos, membros rígidos. 
 
 
Figura 2.3 - Tipos de juntas usadas em robôs [5]. 
 
Tipo L 
Tipo R Tipo T Tipo V 
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2.3.2. Configurações típicas do Robô Industrial 
 
Os robôs industriais apresentam-se numa grande variedade de formas, configurações e 
tamanhos, mas podem na maioria das vezes ser classificados num dos cinco tipos de 
configurações base: cartesiana, cilíndrica, polar, articulada e SCARA (Selective 
Compliance Assembly Robot Arm) [2]. 
Associada a cada configuração existe um volume de trabalho, que é o espaço dentro do 
qual o robô pode movimentar a extremidade do punho. A convenção de usar a extremidade 
do punho para definir o volume de trabalho procura evitar a confusão que se estabeleceria 
na sua definição com órgãos terminais de tamanhos diferentes que poderiam ser ligados 
ao punho. Mais se justifica a sua exclusão por serem elementos opcionais ao robô base 
[5]. 
 
Os cinco tipos de configuração são: 
 
 Configuração cartesianas: os seus movimentos assentam em três juntas lineares 
conforme se ilustra na Figura 2.4. Este tipo de configuração proporciona 
movimentos lineares segundo três eixos (x, y, z) [2].  
 
 
Figura 2.4 - Configuração cartesiana [2]. 
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O volume de trabalho está confinado a um paralelepípedo como se demonstra na Figura 
2.5 [2]. 
 
 
Figura 2.5 - Volume de trabalho de um robô cartesiano [2]. 
 
 Configuração cilíndrica: combina os movimentos lineares na vertical e na 
horizontal, como o movimento de rotação no plano horizontal em torno de um eixo 
vertical. O volume de trabalho é um cilindro parcial com a altura definida pelo curso 
segundo o eixo vertical, com a espessura definida pelo eixo horizontal e com um 
arco definido pela excursão angular do movimento de rotação (ver Figura 2.6) [2]. 
 
 
Figura 2.6 - Configuração cilíndrica e respetivo volume de trabalho [2]. 
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 Configuração polar: usa um braço telescópico (elo linear) que se pode levantar ou 
baixar através de uma junta rotativa, montada numa base também rotativa. O 
volume de trabalho é constituído por parte de uma esfera delimitada pelos cursos 
das juntas “T” e “R”, e com a espessura definida pelo curso da junta linear (ver 
Figura 2.7) ( [5], [2]). 
 
 
Figura 2.7 - Configuração polar e respetivo volume de trabalho [2]. 
 
 Configuração articulada: é composto por dois elos retilíneos correspondentes ao 
antebraço e ao braço humano montados num pedestal vertical. Estes elos estão 
ligados por juntas rotativas correspondentes ao ombro e ao cotovelo. Um punho 
está ligado à extremidade do antebraço com as respetivas juntas. O volume de 
trabalho é constituído por parte de uma esfera com espessura variando de forma 
não regular (ver Figura 2.8). 
 
   
Figura 2.8 - Configuração articulada e respetivo volume de trabalho [2]. 
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 Configuração SCARA: é uma combinação das configurações cilíndrica e 
articulada. A base de eixo vertical suporta uma junta revolvente (tipo V) com o braço 
de saída na horizontal. Segue-se uma junta rotacional (tipo R) de eixo vertical com 
o braço de saída suportando uma junta linear (tipo L). As juntas angulares garantem 
o posicionamento no plano X, Y enquanto a junta linear permite o posicionamento 
na vertical. O volume de trabalho é cilíndrico e é limitado pelo curso das diversas 
juntas (ver Figura 2.9) [2]. 
 
 
Figura 2.9 - Configuração SCARA e respetivo volume de trabalho [2]. 
 
Conforme se pode constatar na descrição da anatomia dos robôs, aos movimentos do 
braço e do corpo estão associadas três juntas a que correspondem três graus de liberdade. 
Aos movimentos do punho podem estar associadas duas ou três juntas, em que [5]: 
 
 Eixo de “Roll” (Rotacional): rotação do punho em torno do eixo do braço do robô; 
 Eixo de “Pitch” (Inclinação): orientação vertical ou inclinação do punho, se o eixo 
rotacional estiver na posição central corresponde à rotação do punho para cima e 
para baixo; 
 Eixo de “Yawl” (Orientação): se o eixo rotacional estiver na sua posição central 
corresponde à rotação do punho para a esquerda e para a direita. 
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A Figura 2.10 ilustra os graus de liberdade correspondentes a uma configuração típica de 
um punho com três juntas. 
 
 
Figura 2.10 - Três graus de liberdade num punho de robô [5]. 
 
O robô com as diversas juntas e órgão terminal constitui um sistema de alguma 
complexidade requerendo uma unidade de coordenação e controlo para realizar os 
movimentos e as operações requeridas. Estas funções são desempenhadas pelos 
sistemas embebidos que se encontram acoplados aos robôs [2]. 
 
 
 Sistemas Embebidos 
 
Um sistema embebido é um sistema eletrónico dedicado que é utilizado em diferentes 
aplicações como telemóveis, robôs, veículos terrestres, sistemas aeroespaciais, entre 
outros. O sistema embebido pode conter a funcionalidade completa do sistema de 
diferentes formas - através de software executado em processadores ou em maquinaria 
especializada. Em complemento ao software e hardware, o desenho de sistemas 
embebidos pode exigir o desenvolvimento de software dependente de hardware ou de 
forma inversa. De forma a ir de encontro a requisitos extremamente exigentes, em termos 
de fiabilidade e segurança, verificação e validação, desempenho, limitações de consumo 
energético, dissipação de potência e interligação com outros sistemas, incluindo o "mundo 
real" (através de sensores e atuadores), estes interfaces hardware-software necessitam de 
ser projetados conjuntamente [8]. 
  
17 
 
A Figura 2.11 ilustra um exemplo da constituição de um sistema embebido. Este é 
constituído por dois blocos principais, em que no bloco Computing Platform (Plataforma 
Computacional) se encontra fundamentalmente a unidade central de processamento 
(CPU) responsável por executar o programa e a memória responsável por alocar os dados 
do programa. No bloco de I/O Front-End encontra-se toda a componente que permite a 
ligação e adaptação de sinais com o exterior (sensores e atuadores). Num sistema 
embebido é ainda normalmente disponibilizado uma interface com o utilizador (Human 
Machine Interface – HMI). 
 
 
Figura 2.11 – Exemplo da constituição de um sistema embebido [9]. 
 
Na implementação destes sistemas muitas vezes discute-se acerca da possibilidade de 
executar determinadas tarefas por eletrónica dedicada (hardware) ou por software [10]. 
Esta é uma decisão tecnológica importante que acarreta consequências a nível dos tempos 
de resposta que o sistema terá com implicações ao nível do tempo real. Realizar tarefas 
por software, por exemplo, dentro de um microcontrolador (MCU), pode ser uma solução 
flexível e de baixo custo. A alternativa é a implementação do sistema em hardware 
dedicado que permitirá tempos de processamento muito mais reduzidos. A nível de 
hardware dedicado, as principais soluções tecnológicas são [11]: 
 
 FPGA – Field Programmable Gate Array: sistema digital baseado em ligações e 
blocos reconfiguráveis; 
 FPGAA – Field Programmable Gate Analog Array: análogo ao anterior, mas 
permitindo blocos analógicos; 
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 ASIC – Application Specific Integrated Circuit: integrado (não programável) 
projetado especificamente para a aplicação. 
 
As soluções que utilizam sistemas de processamento via software são [11]: 
 
 MCU – Micro-Controller Unit: processador com periféricos destinados a controlo 
em tempo real e blocos programáveis; 
 MPU – Micro-Processor Unit: processador destinado a processamento genérico 
de dados; 
 DSP – Digital Signal Processor: processador que geralmente contem barramento 
de dados e de endereços de largura diferente, destinado a processamento de dados 
intensivo contendo alguns periféricos programáveis. 
 
Existe ainda a possibilidade de integrar o hardware e software [11]: 
 
 SoC – System on a Chip: pode ser constituído por uma FPGA e um MCU/DSP. 
 
Exemplo de um SoC é o Raspberry Pi, em que é um dispositivo que contém toda a 
eletrónica necessária com o intuito de desempenhar as funcionalidades de um computador 
num único chip. Desta forma, em vez de se possuir um chip individual para o CPU, GPU 
(Graphics Processing Unit), controlador de USB (Universal Serial Bus), RAM (Random 
Access Memory), entre outros, está tudo contido num pequeno e único chip (ver Figura 
2.12).   
 
 
    
 
 
 
 
 
                                                 
Figura 2.12 – Possível arquitetura de um sistema SoC [12]. 
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 Sensores 
 
Os sistemas autónomos caraterizam-se pela capacidade de realizarem tarefas de forma 
autónoma num ambiente parcial ou totalmente desconhecido. Para tal, este deve ser 
dotado com um sistema sensorial que o permita obter informação do meio envolvente, para 
depois extrair os seus aspetos mais significativos e reagir convenientemente a eventos que 
por vezes são imprevistos. A qualidade da reação do sistema é proporcional à qualidade e 
precisão da informação que lhe é fornecida pelos sensores. Assim, raramente um sistema 
autónomo é equipado com apenas um tipo de sensor. Idealmente, o sistema teria 
capacidades semelhantes ao ser humano, recebendo várias informações do mundo 
exterior através de todos os seus sensores, podendo as suas reações se basear num em 
específico ou na conjugação de vários (técnicas de fusão sensorial) ( [2], [13]). 
Como exemplo da aplicação de técnicas de fusão sensorial seria o caso do mapeamento 
em três dimensões (3D) de um objeto a partir de imagens recolhidas por duas câmaras de 
vídeo. Outro exemplo seria o mesmo mapeamento 3D, conseguido através da combinação 
de sensores de distância com uma câmara de vídeo [2]. 
 
Classificação de sensores 
 
Os sensores podem ser classificados de diversas formas, normalmente em função da sua 
alimentação, em função da forma como interagem com o meio envolvente, e ainda em 
relação às grandezas que medem. Note-se que dentro destas classificações podem ainda 
variar em relação ao seu princípio de funcionamento. 
 
Em relação à sua alimentação, os sensores são normalmente classificados por [13]:  
 
 Sensores passivos: são sensores que não possuem alimentação própria e 
dependem de grandezas exteriores como a temperatura ou a vibração que 
provocam alterações na sua resistência ou impedância interna as quais são 
medidas com o auxílio de fontes de alimentação externas ou outros equipamentos; 
 Sensores ativos: são sensores que não possuem uma fonte de alimentação 
própria para gerarem os sinais necessários de forma a interagirem com o meio 
envolvente. Possuem um desempenho muito mais elevado relativamente aos 
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sensores passivos, contudo, são bastante suscetíveis a interferências. Exemplo 
destes sensores são os encoders, sensores ultrassónicos ou lasers. 
 
Em relação à forma como interagem com o meio envolvente, os sensores são normalmente 
classificados por [13]:  
 
 Sensores propriocetivos: medem o estado interno do sistema, como a velocidade 
ou a tensão de alimentação (tipicamente grandezas elétricas ou mecânicas); 
 Sensores exterocetivo: adquirem informações do meio envolvente tais como 
distâncias, intensidade de luz ou amplitude de som. 
 
Em relação às grandezas que medem, as possibilidades são muitas e apresentam-se 
alguns exemplos dos tipos de sensores mais comuns [13]:  
 
 Sensores de posição: medem o posicionamento de determinados objectos, seja 
linearmente ou de forma angular (ex.: Encoder ou Resolver); 
 Sensores de velocidade: medem a velocidade de deslocamento de determinados 
objectos, seja linearmente ou de forma angular. Exemplo disso é o caso da 
taquigeradora ou mesmo do encoder que pode também realizar a tarefa de medir 
a velocidade; 
 Sensores de proximidade: os sensores de proximidade detetam, sem qualquer 
contato físico, a presença de um objeto (ex.: fotoeléctricos, indutivos e capacitivos) 
e baseiam-se normalmente em dois princípios de funcionamento [2]: 
 
 Modificação de um sinal emitido por perturbação introduzida pelo objeto; 
 Modificação de um sinal emitido por interposição do objeto, impedindo que ele 
chegue a um recetor, ou por reflexão do sinal para um recetor. 
 
 Sensores de distância: os sensores de distância são dispositivos vocacionados 
para medirem a distância a objetos, enquanto os sensores de proximidade estão 
mais vocacionados para a deteção de objetos numa vizinhança mais próxima. 
Frequentemente a informação gerada pelos sensores de distância é utilizada em 
conjugação com a visão, permitindo acrescentar a terceira dimensão (3D), isto é, o 
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relevo da superfície, descrita a duas dimensões (2D) pela imagem [2]. Exemplos 
disso são os sensores de radar, ultrassons ou de raios Laser; 
 Sensores de visão: os sensores de visão ou de imagem são os elementos 
fundamentais para captação de imagens numa câmara. Estes analogamente agem 
como a retina do olho humano, em que capta a luminosidade das imagens que são 
projetadas sobre o sensor. Atualmente existem duas tecnologias para a criação de 
sensores de visão, a Charge-Coupled Device (CCD) e a Complementary Metal 
Oxide Semiconductor (CMOS) [14]. 
 
Exemplos de sensores 
 
Apresentam-se seguidamente alguns destes sensores referidos anteriormente. 
 
O encoder é um dos dispositivos mais utilizado para a determinação do posicionamento 
angular de diversos objectos, tais como braços de robôs ou veios de máquinas eléctricas, 
fornecendo muitas vezes informações essenciais ao controlo dos equipamentos. Um 
encoder é basicamente um gerador de impulsos baseado na interação de um feixe de luz 
com um disco perfurado, que converte um movimento rotativo ou linear numa quantidade 
específica de impulsos elétricos de onda quadrada [13]. A Figura 2.13 ilustra a forma como 
é detetado o sentido de rotação de um eixo rotativo utilizando um encoder incremental. 
 
 
Figura 2.13 - Deteção de sentido de rotação utilizando um encoder [2]. 
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Este tipo de encoder gera um trem de impulsos que precisam de ser contados para se 
obter a posição. Utilizando um segundo par fonte de luz e detetor gerando uma onda 
desfasada de 90º do par base, é possível obter-se informação sobre o sentido de rotação 
do disco [13]. O número de segmentos transparentes e escuros no disco determina a 
resolução do dispositivo, e aumentando o número de linhas do padrão aumenta a resolução 
por grau de rotação [15]. A Figura 2.14 ilustra o aspeto físico de um encoder incremental. 
Existe também a variante de encoder absoluto usando o mesmo princípio de 
funcionamento ou ainda o Resolver com um princípio de funcionamento diferente. 
 
 
Figura 2.14 - Aspeto físico de um encoder [16]. 
 
Os sensores fotoeléctricos são constituídos por uma fonte emissora de luz e por um 
fotodetetor com as respetivas lentes (ver Figura 2.15). O emissor e o recetor estão 
afastados alguns milímetros e simetricamente orientados para o mesmo ponto focal de 
modo a que o recetor capte a reflexão do sinal luminoso. É um tipo de sensor muito simples 
e de baixo custo, contudo, a sujidade das lentes e a influência da luz ambiente são algumas 
das suas desvantagens [2]. 
 
 
Figura 2.15 - Princípio de funcionamento de um sensor ótico [2]. 
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A Figura 2.16 ilustra o aspeto físico de um sensor ótico de aplicação industrial. 
 
 
Figura 2.16 - Aspeto físico de um sensor ótico [17]. 
 
Os sensores indutivos funcionam baseados no princípio de que a indutância de uma 
bobina se altera quando se aproxima um objeto de material ferromagnético, como se ilustra 
na Figura 2.17 [2]. 
 
Figura 2.17 - Princípio de funcionamento de um sensor indutivo [2]. 
 
A Figura 2.18 ilustra o aspeto físico de um sensor indutivo de aplicação industrial. 
. 
 
Figura 2.18 - Aspeto físico de um sensor indutivo de aplicação industrial [18]. 
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Os sensores capacitivos baseiam-se no mesmo princípio de funcionamento dos 
condensadores, constituídos por duas superfícies condutoras, separadas por um dielétrico, 
cuja capacidade varia diretamente com as áreas frente-a-frente e inversamente com a 
distância entre elas. Existem normalmente duas variantes, uma para a medição do tipo 
tudo ou nada (curtas distâncias) e outra para a medição da distância (com precisão) entre 
a superfície do sensor e a superficie de um objecto (metálico ou não). No primeiro caso é 
composta por um elétrodo central principal e um elétrodo de compensação (a sua função 
é garantir que as linhas de campo eletrostático, mesmo nas arestas, mantenham a 
perpendicularidade para melhor precisão da proporcionalidade entre a distância e a 
capacidade medida) e a capacidade é medida entre o elétrodo principal e o corpo metálico 
do sensor. Quando um objecto se aproxima altera a sua capacidade e um circuito 
condicionador de sinal efectua a detecção do objecto. No segundo caso o sensor é 
composto apenas por uma das superfícies condutoras sendo a outra uma peça metálica 
montada a uma certa distância ligada à terra (ver Figura 2.19). Neste caso qualquer objecto 
que se interponha entre o sensor e a peça metálica modifica a sua capacidade. Neste caso 
os circuitos condicionadores de sinal são usados não só para detectar como para medir 
também a distância entre o objecto e o sensor [2].  
 
 
Figura 2.19 - Princípio de funcionamento de um sensor capacitivo [2]. 
 
Embora fisicamente muito robusto, este sensor tem algumas restrições relativamente à 
operação em ambientes poeirentos ou húmidos, ou qualquer outro que altere 
significativamente a constante dielétrica do circuito [2].  
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A Figura 2.20 ilustra o aspeto físico de um sensor capacitivo embebido de aplicação 
industrial. 
 
Figura 2.20 - Aspeto físico de um sensor capacitivo de aplicação industrial [19]. 
 
Os sensores de ultrasons são dispositivos muito utilizados na medição de distâncias em 
robótica. A medição da distância baseia-se na medição do tempo de voo de uma onda 
ultrassónica (ver Figura 2.21), isto é, do tempo que decorre entre o instante em que é 
emitida uma frequência acima da gama audível até ao instante em que é recebido o eco 
da reflexão da onda emitida no objeto-alvo [2]. 
 
 
Figura 2.21 - Princípio de funcionamento de um sensor de ultrasons [2]. 
 
  
 26 
 
A Figura 2.22 ilustra o aspeto físico de um sensor de ultrasons de aplicação industrial. 
 
 
Figura 2.22 - Aspeto físico de um sensor de ultrasons de aplicação industrial [20]. 
 
Os sensores de Raios Laser funcionam como uma alternativa mais precisa, mas bastante 
mais dispendiosa do que a solução recorrendo aos ultrassons. Normalmente é utilizada a 
triangulação com emissor e recetor separados, definindo um triângulo com o objeto, em 
que determina a distância a que este se encontra com base no tempo que o feixe laser 
demora a ser refletido para o recetor e na velocidade da luz (ver Figura 2.23). 
 
 
Figura 2.23 - Princípio de funcionamento de um sensor de raios laser [2]. 
 
A Figura 2.24 ilustra o aspeto físico de um sensor de raios laser de aplicação industrial. 
 
 
Figura 2.24 - Aspeto físico de um sensor de raios laser de aplicação industrial [20]. 
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Numa câmara o elemento fundamental para captação de imagens é o sensor de imagem. 
Este analogamente age como a retina do olho humano, em que capta a luminosidade das 
imagens que são projetadas sobre o sensor.  
Atualmente existem duas tecnologias para a criação de sensores de visão, a Charge-
Coupled Device (CCD) e a Complementary Metal Oxide Semiconductor (CMOS) [14]. 
 
O sensor CCD (Charge-Coupled Device) é constituído por uma matriz de elementos 
sensíveis à luz, que podem ser considerados como condensadores, pois acumulam 
quantidades de carga variáveis consoante o número de fotões que cada um recebeu (ver 
Figura 2.25). Para cada imagem, as quantidades de carga são lidas e transferidas para 
circuitos auxiliares que as convertem para informação compreensível pelo restante 
equipamento onde será utilizada [13]. 
 
 
Figura 2.25 - Princípio de funcionamento de um sensor CCD [14]. 
 
De referir que o processo de carga é independente da cor, assim, a obtenção de imagens 
coloridas resulta da existência de conjuntos de pixéis com filtros específicos para as cores 
fundamentais Red, Blue and Green (RGB), sendo apenas sensíveis a estas. Estes pixéis 
podem ser agrupados no mesmo sensor ou podem ser utilizados simultaneamente três 
sensores CCD, cada um destinado à receção de uma cor fundamental.  
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Este tipo de tecnologia tem como desvantagem o consumo de energia e a sua 
suscetibilidade a alterações das condições de captação de imagem, sobretudo a 
luminosidade [13]. 
 
 
Figura 2.26 - Sensor CCD [13]. 
 
Para digitalizar a imagem, é utilizado um conversor analógico/digital (A/D) (ver Figura 2.25) 
que vai sucessivamente encontrando um valor numérico aproximado correspondente à 
tensão elétrica de cada um dos pixéis. Cada um destes números é guardado numa posição 
de memória, construindo-se assim um mapa das intensidades luminosas registadas [2]. 
 
Os sensores CMOS (Complementary Metal Oxide Semiconductor) têm uma estrutura 
e funcionamento bastante semelhante aos sensores CCD. A sua diferença mais 
proeminente é a presença, junto a cada pixel, de vários transístores dedicados ao 
processamento da informação recebida por estes. Graças a esses transístores, a eletrónica 
necessária para os ciclos de descarga dos pixéis e obtenção de informação é bastante 
mais simples, o que torna o processo mais rápido, a sua produção mais acessível e o 
consumo de energia bastante mais reduzido [13]. Ao contrário do sensor CCD, o CMOS já 
incorpora amplificadores e conversores A/D (analógico/digital) [14]. Tal como seria de 
esperar, estes sensores também têm desvantagens. Devido ao espaço ocupado pelos 
circuitos específicos para cada pixel na face do sensor, estes tornam-se menos sensíveis 
que os CCD [13].  
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A Figura 2.27 ilustra o principio de funcionamento de um sensor CMOS. 
 
 
Figura 2.27 - Princípio de funcionamento de um sensor CMOS [14]. 
 
 
 Atuadores 
 
Os atuadores são dispositivos que atuam sobre uma grandeza física do processo, 
atendendo a comandos que podem ser manuais ou automáticos [15]. Os atuadores 
elétricos e os atuadores pneumáticos são os mais utilizados em sistemas robóticos.  
 
Atuadores Elétricos 
 
Os atuadores elétricos são muito utilizados principalmente devido à sua facilidade de 
comando e flexibilidade [15]. O facto da energia elétrica ser a forma de energia mais 
disseminada nas instalações fabris, é mais uma razão para que os atuadores elétricos 
sejam os mais desejáveis [2]. O motor passo-a-passo é um dos atuadores elétricos mais 
comuns em sistemas robóticos, em que é um dispositivo que converte um trem de impulsos 
de uma tensão contínua (DC) num deslocamento mecânico proporcional ao seu eixo. São 
utilizados essencialmente para posicionamento de equipamentos, mas podem também ser 
utilizados para tração, beneficiando assim do seu baixo custo [11].  
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A Figura 2.28 ilustra o aspeto físico de um motor de passo-a-passo. 
 
 
Figura 2.28 - Aspeto físico de um motor de passo-a-passo [21]. 
 
Atuadores Pneumáticos 
 
Estes atuadores utilizam o ar comprimido como energia atuante. A sua utilização em 
ambientes industriais não apresenta restrições, pois na maior parte das instalações fabris 
existe já uma rede de ar comprimido. Os cilindros acionados por ar comprimido são os 
atuadores pneumáticos mais utilizados na robótica [2]. Estes podem-se classificar quanto 
ao seu tipo [22]: 
 
 Cilindros de efeito simples (ação simples) (ver Figura 2.29 e Figura 2.30): 
- Realizam trabalho num único sentido; 
- Retorno ao repouso por mola ou força externa; 
- Cursos até 100mm (limitados pela dimensão da mola recuperadora). 
 
 
Figura 2.29 - Princípio de funcionamento de um cilindro pneumático de efeito simples [22]. 
 
 
Figura 2.30 - Aspeto físico de um cilindro pneumático de efeito simples [22]. 
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 Cilindros de duplo efeito (ação dupla) (ver Figura 2.31 e Figura 2.32): 
- Realizam trabalho nos dois sentidos (avanço e retrocesso); 
- Avanço e retrocesso por efeito do ar comprimido; 
- Cursos até 200mm (curso habitual é entre 100mm e 200mm); 
- Força de avanço maior que a força de retrocesso (devido ao volume ocupado pelo 
veio do cilindro). 
 
                          
Figura 2.31 - Princípio de funcionamento de um cilindro pneumático de duplo efeito [23]. 
 
 
Figura 2.32 - Aspeto físico de um cilindro pneumático de duplo efeito [24]. 
 
Em comparação com os atuadores elétricos, os pneumáticos permitem forças mais 
elevadas [11]. Contudo, o ar comprimido é em si uma fonte de energia com grandes custos 
(aproximadamente 10 vezes superior à energia elétrica) em virtude de possuir 
aproximadamente 50% de perdas (escapes, fugas, baixo rendimento dos compressores, 
etc.). No entanto, o vantajoso preço dos equipamentos conjuntamente com a grande 
rentabilidade dos ciclos de trabalho compensa o custo desta energia [22].   
Para o tanque 
Da bomba Para o tanque 
Da bomba 
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 Sistemas de armazenamento 
 
2.7.1. Métodos e exemplos de armazenamento 
 
Com a crescente necessidade das empresas em criar valor para o cliente, no sentido de 
disponibilizar produtos na quantidade certa, no tempo certo, no local certo e ao custo 
mínimo, surgiu a necessidade da criação de infraestruturas de armazenamento. Esta 
necessidade ocorre devido às variações, quer do abastecimento, quer da procura, onde 
ambas têm comportamentos distintos ao longo do tempo. O armazenamento pode ser 
classificado essencialmente em duas formas distintas: manual ou automático [25].  
 
Os armazéns manuais podem ser representados pelos sistemas que se seguem: 
 
 Estantes paletização convencional – é o sistema mais universal para o acesso direto 
e unitário a cada palete. Por isso, é a solução ótima para armazéns em que é necessário 
armazenar produtos paletizados com grande variedade de referências. A distribuição e 
altura das estantes determinam-se em função das características dos empilhadores, dos 
elementos de armazenamento e das dimensões do local (ver Figura 2.33) [26]. 
 
 
Figura 2.33 - Sistema de estantes paletização convencional [26]. 
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 Estantes de paletização compacta – é um sistema de armazenamento por 
acumulação que facilita a máxima utilização do espaço disponível, tanto em superfície 
como em altura. Estantes adequadas para produtos homogéneos com baixa rotação e 
grande quantidade de paletes por referência. Existem dois sistemas para gestão da 
carga: o sistema drive-in, com um único corredor de acesso, e o sistema drive-through, 
com dois acessos à carga, um de cada lado da estante. O sistema compacto é muito 
utilizado em câmaras frigoríficas, tanto de refrigeração como de congelação, que 
precisam de aproveitar ao máximo o espaço destinado ao armazenamento dos seus 
produtos em temperatura controlada (ver Figura 2.34) [27]. 
 
 
Figura 2.34 - Sistema de estantes paletização compacta [27]. 
 
 Estantes paletização Movirack - com a Movirack consegue-se compactar as estantes 
e aumentar a capacidade do armazém sem perder o acesso direto a cada palete. As 
estantes colocam-se sobre bases móveis guiadas que se deslocam lateralmente. Assim, 
suprimem-se os corredores e, no momento necessário, abre-se apenas o corredor de 
trabalho. É o operador que dá a ordem de abertura automática através de um comando 
à distância ou, de forma manual, acionando um interruptor.  
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Estas bases dispõem de motores, elementos de movimentação e diferentes sistemas de 
segurança que devem garantir um funcionamento seguro e eficaz (ver Figura 2.35) [28]. 
 
 
Figura 2.35 - Sistema de estantes paletização Movirack [28]. 
 
 Estantes paletização dinâmica - este sistema é normalmente aplicável a qualquer 
sector da indústria ou da distribuição (alimentação, sector automóvel, indústria 
farmacêutica, química, etc.). Normalmente as palates apresentam uma dimensão fixa. 
As estantes são constituídas por uma plataforma de rolos, com uma ligeira inclinação 
que permite o deslizamento das paletes, por gravidade e a uma velocidade controlada, 
até ao extremo oposto (ver Figura 2.36) [29]. 
 
 
Figura 2.36 - Sistema de estantes paletização dinâmica [29]. 
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 Estantes paletização Push-back – é um sistema de armazenamento por acumulação 
que permite armazenar até quatro paletes em profundidade por cada nível. Todas as 
paletes de um mesmo nível, à exceção da última, assentam sobre um conjunto de carros 
que se deslocam, por empurrão, sobre os carris de rodagem. Ideal para o 
armazenamento de produtos de média rotação, com duas ou mais paletes por referência 
(ver Figura 2.37) [30].  
 
 
Figura 2.37 - Sistema de estantes paletização Push-back [30]. 
 
Os armazéns automáticos podem ser representados pelos sistemas que se seguem: 
 
 Transelevadores (ou transportadores – elevadores) para caixas - é formado por um 
corredor central por onde circula um transelevador e duas estantes situadas em ambos 
os lados para armazenar caixas ou bandejas. Num dos extremos ou numa lateral da 
estante situa-se a zona de automatização e manipulação, formada por transportadores, 
onde o transelevador deposita a carga retirada da estante. Os transportadores 
aproximam a caixa do operador e, uma vez finalizado o seu trabalho, devolvem-na ao 
transelevador para que a coloque nas estantes.  
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Todo o sistema é gerido por um software de gestão que regista a localização de todos os 
materiais do armazém e mantém um inventário em tempo real (ver Figura 2.38) [31]. 
 
 
Figura 2.38 - Transelevadores para caixas [31]. 
 
 Carrosséis horizontais e verticais - são compostos por uma série de prateleiras que 
rodam (no sentido horizontal ou vertical), entregando os artigos selecionados num ponto 
de acesso ao operador (ver Figura 2.39) [25]. 
 
 
Figura 2.39 - Carrossel vertical [32]. 
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 Pallet Shuttle – é um sistema de armazenamento semiautomático de alta densidade 
que facilita a carga e descarga de mercadoria a partir de um carro elétrico, denominado 
Pallet Shuttle. Este faz movimentos internos dentro das estantes de forma autónoma, 
sem necessidade de que os empilhadores entrem dentro dos corredores do armazém. 
O operador guia todos os movimentos do Pallet Shuttle através de um comando à 
distância, ao qual transfere as ordens (ver Figura 2.40) [33]. 
 
      
Figura 2.40 - Pallet Shuttle [33]. 
 
Todos os métodos de armazenamento demonstrados funcionam no âmbito de um dos dois 
possíveis critérios para a arrumação dos produtos, o FIFO e o LIFO. O FIFO, que provém 
do termo em inglês first-in-first-out, significa que o primeiro a entrar é o primeiro a sair. 
Através deste método existe uma melhor forma de controlar as datas de validade dos 
produtos em stock, onde os primeiros produtos armazenados são os primeiros a serem 
retirados. O LIFO provém do termo em inglês last-in-first-out, o que significa último a entrar 
é o primeiro a sair. Neste método, os produtos colocados em último lugar no armazém são 
aqueles que são retirados em primeiro lugar [25]. 
 
 
2.7.2. Tecnologias da informação e comunicação 
 
Com o crescente número de empresas e, consequentemente com o aumento da 
competitividade e da produtividade, o papel das tecnologias da informação e comunicação 
(TIC) tem vindo a assumir uma importância crescente como resposta a estas 
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necessidades. A utilização destas tecnologias aplicadas à logística são várias, como 
computadores, comunicações, software, mecanismos de input/output, entre outras, que 
têm vindo a desempenhar um papel importante nas empresas, apoiando as tomadas de 
decisão e a gestão das organizações [25]. Este tipo de soluções tem vindo a ser 
consolidado num termo designado por WMS ou Warehouse Management System. 
 
Warehouse Management System (WMS) - o WMS ou sistema de gestão de armazém 
consiste num sistema de apoio à gestão dos processos de armazenamento. Este sistema 
permite uma monitorização de uma forma mais rápida e eficiente dos movimentos nos 
armazéns, desde as operações de receção, conferência, picking (recolha/selecção), 
expedição, resultando numa redução de erros de stock, maior organização e 
aproveitamento do espaço do armazém e menor dependência das pessoas para estas 
tarefas.O funcionamento deste sistema inicia-se com a entrada de um artigo em armazém, 
registado na base de dados e imediatamente disponível no sistema após leitura de um 
leitor ótico. Todos os processos inerentes ao armazenamento são controlados com a ajuda 
de terminais portáteis, responsáveis pela leitura dos códigos dos artigos e assim 
assegurando a rastreabilidade do produto. Durante o tratamento das receções e das 
expedições de mercadoria, o sistema de gestão informa em tempo-real os operadores onde 
devem ser colocados ou retirados os artigos. Através deste sistema também é possível o 
controlo de stocks, na medida em que permite emitir avisos de excesso e de ruturas de 
stock, permitindo o reaprovisionamento do armazém atempadamente. Estes processos 
são realizados com o auxílio de tecnologias de comunicação wireless, mais concretamente 
equipamentos portáteis de leitores óticos permanentemente ligados ao sistema central, 
permitindo um controlo de tarefas em tempo real reduzindo significativamente os erros [25]. 
A identificação por código de barras e Radio Frequency IDentification (RFID) são duas das 
tecnologias mais utilizadas nos sistemas WMS. Em sistemas de pequena escala poder-se-
á utilizar uma tecnologia mais simples, mas muito limitada, a deteção de objetos por 
sensores de proximidade. 
 
O código de barras é um tipo de linguagem comum a nível internacional, frequentemente 
utilizado em identificação de mercadorias. Este tipo de tecnologia permite a realização de 
uma gestão automatizada em todos os tipos de indústria. A leitura desta codificação é 
realizada com o auxílio de um leitor de código de barras (dispositivos óticos com 
capacidade para emitir e receber um feixe de luz, visível ou invisível, geralmente 
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infravermelho), que tem a capacidade de ler e transferir essa informação para uma unidade 
central (por exemplo, um computador) via wireless [34]. 
O código de barras unidimensional (1D) EAN-13 é um dos mais utilizados em todo o 
mundo. Trata-se de um código numérico constituído por treze dígitos. A Figura 2.41 ilustra 
os aspetos principais da estrutura do código EAN-13, com base no exemplo do código 
5600338865781. Os dígitos das posições 1, 2 e 3 correspondem a um prefixo atribuído aos 
países ou organizações nacionais (em Portugal a Codipor – Associação Portuguesa de 
Identificação e codificação de Produtos) e que são designados por Flag (560 para 
Portugal). A 13ª posição é ocupada por um dígito de controlo, que é calculado com um 
algoritmo específico, e cuja função é detetar erros na leitura e evitar adulterações [25]. 
 
 
Figura 2.41 - Estrutura do código EAN-13 [25]. 
 
O Quick Response Code (QR code) (ver Figura 2.42) é um código bidimensional (2D) 
que tem a capacidade de armazenar 4296 caracteres alfanuméricos [35]. Este tipo de 
código é uma alternativa aos tradicionais códigos de barra 1D. 
 
 
Figura 2.42 - Código QR [36]. 
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A Figura 2.43 ilustra um exemplo do processo de leitura de um código de barras, em que 
o leitor portátil lê o código e transmite-o para um software de gestão. 
 
 
Figura 2.43 - Processo de leitura de um código de barras [36]. 
 
A utilização do tradicional código de barras (1D e 2D) apresenta algumas desvantagens 
[37]: 
 
 Os motoristas têm de sair dos empilhadores para efetuar a leitura manual dos 
códigos de barra contidos nas mercadorias; 
 Os códigos de barras podem ficar danificados, dificultando a leitura dos respetivos; 
 Não é possível editar a informação contida nas etiquetas de códigos de barras; 
 Não é possível atualizar a informação em tempo real; 
 Possível informação incorreta devido a erros humanos. 
 
Face às desvantagens apresentadas, as empresas sentiram a necessidade de procurar 
outras soluções mais vantajosas que pudessem aumentar a eficácia e eficiência, redução 
de recursos e tempos de processamento no seu armazém. A tecnologia RFID tem sido a 
opção mais solicitada para equipar os sistemas WMS. 
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Os sistemas RFID (Radio Frequency IDentification) permitem identificar e acompanhar 
automaticamente objetos, produtos ou bens, comunicando com estes através de sinais de 
ondas de rádio.  A tecnologia RFID tem-se tornado cada vez mais popular no setor logístico, 
pois com a aplicação desta na gestão de armazéns apresenta um grande potencial 
estratégico para o desenvolvimento de modelos integrados, o que se traduz num aumento 
da eficácia e eficiência, redução de recursos e tempos de processamento. Desta forma, é 
permitida a rastreabilidade dos produtos e a disponibilização de dados em tempo-real 
através da interligação entre a tecnologia RFID e a internet (tecnologia Internet of Things 
– IoT), qualquer que seja o local onde se encontrem ao longo de toda a cadeia [25]. 
Um sistema WMS baseado na tecnologia RFID é composto principalmente por: hardware 
RFID, software de gestão, wireless local area network (WLAN) e empilhadores. Em 
específico, o hardware RFID é composto por transponders (tags RFID), antenas e leitores 
portáteis RFID [37]. As tags RFID ou etiquetas são colocadas em todas as paletes e em 
cada rack (fila) de cada estante (ver Figura 2.44). Uma palete que possua uma tag RFID 
embebida é denominada de palete digital. A tag RFID possui toda a informação da 
mercadoria que a palete contém, tais como: quantidade, nome, data de produção, entre 
outros. O estado de uma palete digital pode ser “completo”, ou “vazio”. Como já foi 
mencionado, a estante possui uma determinada quantidade de racks. A rack é uma posição 
de armazenamento para cada palete e é identificada pelo seu número, nome e rack ID 
(RID), ao qual é vinculado à tag ID (TID) que está embebida na palete digital. De forma 
similar à palete digital, o estado da rack da estante pode ser “completo” ou “vazio” [37]. 
 
 
 
Figura 2.44 - Palete e estante digital (tecnologia RFID) [37]. 
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Os empilhadores utilizados nos sistemas WMS são equipados com sistemas RFID e WLAN 
(ver Figura 2.45). Cada empilhador é dotado de duas antenas e leitores portáteis como 
unidades para identificação RFID. Uma das antenas é colocada na frente do empilhador, 
perpendicular ao chão, com o intuito de detetar as tags das paletes colocadas nas estantes. 
A outra antena é colocada debaixo do empilhador, paralela ao chão, e é responsável por 
detetar as tags que estão em pontos estratégicos do armazém (colocados no chão). O 
computador instalado em cada um dos empilhadores efetua o pré-processamento dos 
dados recolhidos pelas duas antenas e envia-os (através da rede WLAN) para o sistema 
de gestão [37]. 
 
Figura 2.45 - Empilhador dotado de um sistema RFID e WLAN [37]. 
 
O processo de operação de um armazém (operação de picking) que utiliza a tecnologia 
RFID pode ser descrito pelas seguintes etapas [38]: 
 
 O sistema de gestão gera uma lista da mercadoria requisitada pelo cliente; 
 Através da rede wireless WLAN, o sistema procura um empilhador que esteja livre 
de operação e envia-lhe a lista da mercadoria; 
 O motorista do empilhador recebe essa informação e lê as etiquetas e códigos de 
localização dos respetivos produtos através de leitores móveis, em que envia a 
informação recolhida novamente para o sistema de gestão (através da rede WLAN); 
 O sistema de gestão analisa essa informação e compara com a lista da mercadoria 
inicial. Caso esteja tudo conforme, o sistema informa o motorista do empilhador 
para avançar com a recolha dos produtos da zona de armazenamento (através da 
rede WLAN); 
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 O sistema RFID atualiza automaticamente a informação contida nas tags de 
localização dos produtos. 
 
Em resumo, um sistema de armazenamento WMS dotado de sistema RFID funciona como 
um poderoso sistema de aquisição de dados em tempo real, com a vantagem de eliminação 
de intervenções humanas manuais e visuais, reduzindo assim o tempo de transições e 
assegurando eficiência e eficácia no processo logístico. Contudo, esta solução acarreta 
alguns contras principalmente no que refere à elevada quantidade de energia 
electromagnética que emite, e interferências eletromagnéticas para outros dispositivos 
colocados no ambiente industrial, e particularmente se é segura ou não para o ser humano 
em termos de potência do sinal emitido. A aplicação da tecnologia RFID guia-se pela série 
de normas ISO 18000 [39].  
 
 
 Sistemas assistidos por visão computacional 
 
2.8.1. Técnicas aplicadas à visão computacional 
 
A deteção e reconhecimento de objetos são dos principais focos de interesse da visão 
computacional, sobretudo em aplicações na área da robótica, onde os algoritmos de 
deteção e reconhecimento são a base de grande maioria dos sistemas implementados. O 
desenvolvimento destes algoritmos é bastante complexo, tendo estes por vezes que prever 
e ultrapassar dificuldades na deteção devido a variações em ângulos e escalas, variações 
fotométricas que incluem mudança de brilho e contraste e deformações em perspetiva 
devido a mudanças de posição por parte do observador [13]. 
 
Deteção de objetos: no processo de deteção de objectos são usadas técnicas de 
segmentação de forma a selecionar na imagem possíveis pontos ou objetos de interesse. 
A segmentação é o processo pelo qual uma imagem digital é dividida em regiões, 
agrupando os pixéis segundo um determinado critério. A segmentação por cor, intensidade 
dos pixéis, textura ou algoritmos de deteção de contornos, vértices e descontinuidades são 
importantes no contexto da análise de imagem [40].  
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Tal como apresentado nas figuras que se seguem (Figura 2.46 e Figura 2.47) , o processo 
de segmentação de imagem pode ser efetuado com a aplicação de várias técnicas de 
deteção de contornos, tais como: Sobel, Prewitt, Roberts, Canny, Laplacian of Guassian 
(LoG), algoritmo Expectation-Maximization (EM), Otsu, entre outros [41]. 
 
Operador/Algoritmo Imagem Segmentada Imagem Original 
Sobel 
  
Prewitt 
  
Roberts 
  
Laplacian of Gaussian 
(LoG) 
  
Figura 2.46 – Técnica de segmentação com recurso ao operador Sobel, Prewitt, Roberts e LoG [41]. 
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Operador/Algoritmo Imagem Segmentada Imagem Original 
Canny 
  
Otsu 
  
Figura 2.47 – Ténicas de segmentação com recurso aos operadores Canny e Otsu [41]. 
 
O operador Canny é o que melhor define os contornos da imagem [41].  
 
A técnica de subtração do fundo é uma abordagem amplamente utilizada na inspeção 
de placas de circuito impresso (PCB), que tem como intuito detetar ausência ou excesso 
de componentes nas PCBs. Esta técnica é baseada num processo de subtração de pixéis, 
em que se subtrai o valor de cada pixel da imagem de referência, pelo respetivo pixel da 
imagem inspecionada. Este processo de subtração tem como resultado uma terceira 
imagem, e pode ser deduzido pela seguinte expressão [42]: 
 
                                                       𝑔(𝑖, 𝑗) = 𝑓1(𝑖, 𝑗) − 𝑓2(𝑖, 𝑗)                                                    (2.1) 
 
g: imagem resultante 
f1: imagem de referência 
f2: imagem inspecionada 
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A Figura 2.48 ilustra um exemplo de aplicação do método de subtração do fundo em 
inspeção de PCB. 
 
 
Figura 2.48 - Aplicação do método de subtração do fundo em inspeção de PCB [42]. 
 
Reconhecimento de objetos: após a segmentação da imagem, dependendo do objetivo 
que se pretende para o sistema, por vezes é necessário retirar informações que 
classifiquem e descrevam os objetos. Caraterísticas como a área, o diâmetro, o centro de 
gravidade e o perímetro são frequentemente utilizadas. Contudo, devido ao facto de serem 
sensíveis ao fator de escala, podem ser insuficientes para uma classificação correta e 
completa dos objetos em questão. Casos em que seja necessário distinguir objetos com a 
mesma forma é necessário usar outros algoritmos. Neste contexto, os histogramas de cor 
são bastante úteis. Comparando os histogramas de cor de cada objeto, pode-se facilmente 
obter uma descrição de cada um deles [40].  
 
Com o intuito de tornar o reconhecimento imune às variações referidas anteriormente, 
existem algoritmos que se baseiam na extração de características específicas, 
normalmente pertencentes à sua superfície, cantos ou arestas. Dois dos algoritmos mais 
utilizados para a extração de características e reconhecimento de objetos são o Scale 
Invariant Feature Transform (SIFT) e Speed Up Robust Features (SURF). Devido à sua 
robustez e ao facto de se centrarem em características invariantes à escala e rotação (ver 
Figura 2.49, Figura 2.50), permite que o reconhecimento seja eficaz em diversos tipos de 
situações [13]. 
 
  
Imagem inspecionada 
Imagem de referência 
Imagem resultante 
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O SIFT é um algoritmo de visão computacional desenvolvido por David G. Lowe que é 
utilizado frequentemente para o reconhecimento de objetos através da deteção e extração 
de descritores invariantes em escala e rotação. Este é bastante utilizado em aplicações 
envolvendo a correspondência de diferentes imagens de um objeto ou cena devido a serem 
razoavelmente invariantes a mudanças de iluminação, ruído na imagem, rotação, escala e 
pequenas mudanças de ponto de vista ( [13], [43]). Este algoritmo é composto por dois 
elementos distintos, o detetor que é implementado com recurso a funções Difference of 
Gaussian (DoG) e o descritor, que se obtém com base em histogramas de orientações da 
vizinhança local dos pontos-chave. O DoG é um algoritmo que salienta características 
particulares de imagens com recurso a subtrações de imagens processadas por filtros 
gaussianos a diferentes escalas ( [13], [43]). 
 
A obtenção dos descritores de uma imagem pode-se resumir nas seguintes etapas ( [13], 
[43]): 
 
 Deteção de extremos no espaço-escala; 
 Localização de pontos-chave; 
 Determinação de orientação; 
 Descritor de pontos-chave. 
 
Após a obtenção dos descritores para cada ponto, a tarefa de encontrar a correspondência 
entre imagens resume-se a encontrar entre os descritores de uma imagem, os melhores 
candidatos a serem os seus equivalentes na outra imagem [13]. 
 
 
Figura 2.49 - Resultado da aplicação do algoritmo SIFT [44]. 
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O SURF é um algoritmo de visão computacional desenvolvido por Herbert Bay inspirado 
no algoritmo SIFT, tendo, portanto, atributos idênticos ( [13], [44]). Este foi desenvolvido 
com o intuito de tornar o processo de identificação de aspetos semelhantes entre imagens 
mais célere. A principal diferença face ao SIFT reside na fase de deteção dos pontos-
chave, que neste é efetuada com recurso a um detetor Hessian. Este detetor é sustentado 
na matriz Hessiana (matriz composta por derivadas parciais de segunda ordem) capaz de 
identificar zonas de imagem onde se verificam variações acentuadas de intensidade. De 
referir que neste algoritmo, a determinação e atribuição da orientação aos pontos-chave 
detetados sustenta-se em transformadas Haar-wavelets. Esta transformada é baseada nas 
funções de Haar, em que permite descrever de forma expedita as caraterísticas locais de 
uma imagem com recurso a um conjunto de coeficientes.  
 
A procura por correspondências segundo este algoritmo pode ser dividida essencialmente 
em três fases ( [13], [45]): 
 
 Encontrar pontos-chave na imagem, definindo-os como aqueles que sejam 
identificáveis em diferentes condições de imagem; 
 Representar por um vetor de características ou descritores a vizinhança dos pontos 
chave. Devem ser distintivos e robustos ao ruído, às deformações geométricas da 
imagem e aos erros; 
 Comparar os vetores descritores da imagem com o objeto. A comparação é 
geralmente baseada na distância entre vetores. 
 
 
Figura 2.50 - Resultado da aplicação do algoritmo SURF [44]. 
 
Segundo os dados experimentais obtidos em [44], o algoritmo SURF possui uma maior 
precisão nos pontos-chave relativamente ao algoritmo SIFT. 
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2.8.2. Exemplos de sistemas assistidos por visão computacional 
 
A visão computacional encontra-se actualmente em muitas aplicações da indústria 
apoiando muitas vezes sistemas robóticos na realização de diversas tarefas através da 
introdução de importantes capacidades sensoriais muitas desejadas para os automatismos 
desta natureza. Alguns exemplos disso são:    
 
Equipamento de carregamento orientado por sistema de visão (OMRON): 
 
 
Figura 2.51 - Equipamento de carregamento orientado por sistema de visão [46]. 
 
Neste exemplo uma máquina é composta por um robô montado numa estrutura que se 
sobrepõe a dois tapetes rolantes que funcionam em paralelo (ver Figura 2.51). Um dos 
tapetes transporta os produtos e o restante as embalagens. O robô escolhe os produtos de 
acordo com um algoritmo desenvolvido e coloca-os nas embalagens em movimento. A 
localização imediata dos produtos em movimento é determinada pelo sistema de visão 
através das imagens adquiridas por uma câmara estacionária. Por outro lado, um sensor 
de registo é utilizado para acompanhar o posicionamento das embalagens. Este controlo 
dos dois tapetes permite que o robô recolha e transfira produtos de um tapete para o outro 
[46]. 
 
Este tipo de sistemas, por um lado, utiliza técnicas de deteção de objetos, pois um dos 
principais desafios neste tipo de automatismos é descobrir a localização dos mesmos. Por 
outro lado, este automatismo inspeciona a qualidade dos objetos, ou seja, só armazena 
Robô 
Câmara 
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produto em conformidade com determinados requisitos de qualidade. Essa conformidade 
é analisada pela câmara, a qual por exemplo, utiliza técnicas de reconhecimento por 
“pattern matching” (utiliza padrões previamente armazenados, para que seja possível a 
operação da comparação). 
 
Sistemas multiespectrais aplicados à indústria cerâmica (INFAIMON): 
 
 
Figura 2.52 - Sistema multiespectral aplicado à indústria cerâmica [47]. 
 
A espectroscopia é uma técnica utilizada com regularidade para efectuar um controlo de 
qualidade específico em laboratórios. As câmaras multiespectrais geram imagens com 
informação separada em dezenas ou centenas de comprimentos de onda 
simultaneamente, proporcionando uma grande quantidade de dados sobre a amostra. 
Neste exemplo (ver Figura 2.52) estas câmaras são a combinação compacta de um 
espectrógrafo de imagem ImSpector e uma câmara matricial monocromática, e geram uma 
imagem multiespectral que permite resolver, entre outras, aplicações colorimétricas tanto 
em meios industriais como científicos. 
Comparado com os sistemas de imagens baseados em filtros, as câmaras multiespectrais 
proporcionam alta resolução espacial e espectral, seleção flexível dos diferentes 
comprimentos de ondas através de software e uma ampla cobertura espectral desde 
ultravioleta até o infravermelho, passando por todo o espectro visível. Atualmente estes 
sistemas de visão computacional estão a ser utilizados com êxito para o controlo de 
qualidade na indústria cerâmica, especialmente na análise de argila, uma das matérias 
primas mais importantes devido ao seu amplo uso na fabricação de porcelana sanitária. 
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Técnicas espectrográficas, como a refletância difusa no infravermelho e de dispersão de 
raios-X, permitem identificar e classificar rapidamente o tipo e a qualidade da argila 
procedente de diferentes zonas. A análise combinada dos parâmetros de cor e de 
refletância em determinados comprimentos de onda permite diferenciar as amostras 
segundo a sua origem e determinar a sua pureza [47]. 
 
Leitura automática de informação contida nas embalagens (OMRON): 
 
 
Figura 2.53 - Leitura automática de informação contida nas embalagens [48] . 
 
Este sistema (ver Figura 2.53) possui uma câmara com a capacidade de ler/interpretar 
caracteres impressos nas embalagens (por exemplo, a validade do produto). Esta câmara 
também tem a capacidade de informar (através de um protocolo específico de 
comunicação) a unidade central de processamento se o produto se encontra, ou não, 
dentro do prazo de validade [48].  
 
A utilização da visão em sistemas automatizados assume cada vez mais uma maior 
importância, pois possibilita não só um aumento no índice de produtividade como também 
uma redução de operadores no processo industrial. O aumento do índice de qualidade do 
produto é também um fator crucial, pois atualmente a concorrência é demasiado elevada 
para correr riscos em relação à qualidade do produto. Tudo isto resulta normalmente numa 
redução substancial de custos para a entidade empregadora. O desenvolvimento de novos 
sistemas e respetivas necessidades requerem uma evolução constante de técnicas 
associadas à visão computacional. 
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3. CONCEITOS GERAIS – VISÃO COMPUTACIONAL 
 
 Introdução à visão computacional  
 
A visão computacional pode ser definida como um processo que, através da 
implementação de algoritmos computacionais, extrai, carateriza e interpreta informações 
das imagens que são captadas do meio ambiente tridimensional (3D). Todo este processo 
é conseguido com recurso a sensores óticos, técnicas de processamento digital de 
imagens, reconhecimento de padrões por métodos analíticos e estatísticos, e aplicações 
de Inteligência Artificial (IA) [49]. 
 
A visão computacional constitui uma das mais importantes capacidades sensoriais 
desejadas na robótica, à semelhança do que acontece com o Homem, onde aquele sentido 
é essencial à realização de operações no processo de produção, como a manipulação e a 
inspeção [2]. A Figura 3.1 demonstra a analogia entre um sistema de visão humana e um 
sistema de visão computacional. 
 
 
Figura 3.1 - Analogia entre o sistema de visão humana e computacional [50]. 
 
Um dos principais objetivos da visão computacional no contexto da robótica é o 
reconhecimento de objetos, de entre um conjunto de unidades conhecidas, e a sua posição 
para desencadear possíveis operações de manipulação. Para os mesmos fins pode 
também interessar obter o contorno da peça ou o mapa de cores (podendo ser apenas de 
cinzentos), tendo em vista delimitar um objeto e/ou as suas partes ou relevo.  
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As mesmas características podem ter interesse para operações de inspeção, visando a 
identificação, contagem ou seleção de peças [2]. 
 
Na implementação da visão computacional, para além do dispositivo de aquisição de 
imagem propriamente dito (câmara) outros elementos são também essenciais, 
nomeadamente: o sistema de iluminação, a interface com a unidade de processamento 
digital e o software de processamento de imagem. Dependendo da aplicação em questão, 
o sistema de aquisição de imagem pode ter especificações exigentes, o mesmo acontece 
com o processamento computacional, ao qual se pode exigir uma grande capacidade de 
memória e elevada velocidade de processamento.  
Estes requisitos retardaram muito a utilização da visão na robótica há algumas décadas 
atrás como uma alternativa tecnicamente possível e economicamente viável. Atualmente, 
com o grande desenvolvimento tecnológico na área dos microcomputadores, em que 
oferecem capacidades computacionais cada vez mais elevadas a preços cada vez mais 
baixos, e a banalização da câmara de vídeo, transformada num produto de eletrónica de 
consumo para entretenimento com qualidade aceitável, tornaram a visão computacional 
um recurso perfeitamente acessível à robótica industrial e com custos baixos a moderados 
[2]. 
 
Os procedimentos para aplicação de técnicas de visão computacional encontram-se 
normalmente divididos em seis etapas sequenciais (ver Figura 3.2) [49]: 
 
 
Figura 3.2 - Etapas de um processo de visão computacional.  
Aquisição Pré-Processamento Segmentação
Extração de
Características
Reconhecimento Interpretação
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Analisando de um modo geral cada uma das etapas dos procedimentos de visão 
computacional, temos ( [49], [50]): 
 
 Aquisição: aquisição da imagem captada com recurso ao dispositivo de visão 
(normalmente câmara digital). São utilizadas técnicas especiais de iluminação para 
obter imagem com contraste suficiente para processamento posterior, pois na 
imagem adquirida existe uma considerável quantidade de informações que devem 
ser realçadas, entre as quais: dimensão e representação espacial/geométrica, cor 
e textura; 
 
 Pré-Processamento: compensa deficiências específicas, geradas no momento da 
aquisição da imagem. Destaca os detalhes da imagem que são de interesse para 
análise ou que tenham sofrido alguma deterioração; 
 
 Segmentação: tem como objetivo isolar regiões de pontos da imagem 
pertencentes a objetos para posterior extração de atributos e cálculo de parâmetros 
descritivos; 
 
 Extração de caraterísticas: a partir de imagens já segmentadas, esta etapa 
procura obter dados específicos ou padrões relevantes das regiões ou objetos 
destacados. Os tipos de dados, padrões ou caraterísticas mais comuns são o 
número total de objetos, suas dimensões e geometria; 
 
 Reconhecimento: o objetivo desta etapa é reconhecer objetos na imagem, 
agrupando parâmetros de acordo com a sua semelhança para cada região de pixéis 
encontrada; 
 
 Interpretação: O objetivo fulcral de um sistema de visão computacional culmina 
nesta etapa, em que o sistema consegue interpretar a imagem que captou; 
 
É importante agrupar em categorias estas etapas que constituem um sistema de visão 
computacional, de acordo com a sua sofisticação e implementação. Considera-se então 
três níveis de processamento: baixo, médio e alto nível [49]. 
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 Associa-se a processamento de baixo nível todos os processos que apenas 
utilizam as etapas de aquisição e pré-processamento (técnicas de limpeza e 
aprimoramento de imagem); 
 
 O processamento de nível médio diz respeito a todos os processos que extraem, 
caracterizam e identificam componentes numa imagem resultante do 
processamento de baixo nível. Este nível de processamento utiliza as etapas de 
segmentação (técnica de agrupar áreas de uma imagem que têm características 
semelhantes em entidades distintas representando parte da imagem), extração de 
caraterísticas (técnica que lida com as características adequadas para distinguir 
diferentes objetos, como por exemplo, tamanho e forma) e reconhecimento (técnica 
que identifica objetos, como por exemplo, chave e parafuso); 
 
 Por fim, um processamento de alto nível refere-se a um processo relacionado com 
as tarefas de cognição associadas à visão humana, onde se aplicam técnicas de 
controlo baseadas em algoritmos de inteligência artificial. Enquanto os algoritmos 
desenvolvidos em baixo e nível médio abrangem um espetro razoavelmente bem 
definidos de atividades, o processamento de alto nível é consideravelmente mais 
vago e especulativo. 
 
A realização desta sequência de etapas é alcançada através da complexidade 
multidisciplinar que a visão computacional normalmente apresenta (ver Figura 3.3).  
 
 
 
Figura 3.3 - Multidisciplinaridade em visão computacional [51]. 
Visão 
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Artificial
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57 
 
A visão computacional abrange diversas áreas cientifico-tecnológicas que atravessam a 
Mecânica, a Eletrotécnica e a Informática. 
 
Desta forma, o sistema consegue tomar decisões a partir da extração de informações do 
mundo real através de imagem. A decisão pode ser feita a partir de verificações simples a 
respeito de parâmetros extraídos dos objetos ou de algoritmos mais complexos de 
inteligência artificial. Contudo, para que seja possível “educar” um sistema a interpretar 
imagens, é necessário que previamente haja um estudo acerca da imagem em si, desde a 
sua captação até à sua interpretação. 
 
 
 Noções de imagem 
 
A palavra “imagem” é um termo que provém do latim “imago”, referindo-se à representação 
visual de um objeto. Uma imagem pode ser adquirida ou gerada pelo ser humano, pois 
uma imagem consiste em qualquer forma visual da expressão de uma ideia [50].  
A aquisição da imagem por parte do ser humano é baseada em 3 sensores, os cones 
retinais que adquirem cada uma das 3 componentes básicas da cor como se ilustra na 
Figura 3.4 [52]. 
 
Figura 3.4 - Sensores RGB nos humanos [52]. 
 
Este sistema de cor é denominado de RGB (Red, Green, Blue), siga anglo-saxónica 
respetivamente para as cores Vermelha, Verde e Azul. 
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Cada um destes sensores tem diferente sensibilidade ao longo do espetro visível da luz, 
conforme ilustrado na Figura 3.5 [52]. 
 
 
Figura 3.5 - Espetro de cor [52]. 
 
É possível então caraterizar a resposta do olho humano a cada frequência de luz, tal como 
ilustrado na Figura 3.6 [52]. 
 
 
Figura 3.6 - Sensibilidade a cada cor [52]. 
 
Cada cor tem uma frequência que estimula de forma diferente os sensores de cor da visão 
humana. Todas as cores que se podem ver são então obtidas à custa de três cores 
primárias. O sistema RGB é um sistema aditivo onde outras cores (chamadas de cores 
secundárias) são conseguidas com recurso às combinações somadas das cores primárias 
tal como ilustrado na Figura 3.7 [52] 
 
 
Figura 3.7 - À esquerda, cores primárias e secundárias; à direita o cubo RGB [52]. 
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Tomando então uma definição matemática, qualquer cor pode ser definida pelo conjunto 
das suas componentes básicas RGB. Uma imagem é então definida pela função: 
 
𝑟𝑔𝑏:  𝐼     →   ℝ3 
𝑝𝑢𝑣  →    (𝑅, 𝐺, 𝐵)            (3.1) 
𝑅, 𝐺, 𝐵 ∈ [0,1], 𝑢 ∈ [0, 𝑢𝑚𝑎𝑥 − 1], 𝑣 ∈ [0, 𝑣𝑚𝑎𝑥 − 1] 
 
Esta função associa a cada pixel da imagem de dimensões umax por vmax uma cor com 
componentes (R, G, B) para o vermelho, verde e azul com intensidades que podem ser 
compreendidas entre 0 e 255 (no caso de uma resolução de 8 bits), ou normalizadas no 
intervalo unitário [0,1] [52]. Nas imagens binárias (Branco e Preto ou B&W), cada ponto é 
representado por 0 ou 1 [5]. 
 
Uma câmara digital, analogamente à visão humana, adquire uma imagem tridimensional 
(3D) numa primeira instância. No entanto, para o processamento computacional é 
necessário projetar a imagem 3D num plano bidimensional (2D). A Figura 3.8 ilustra essa 
projeção. 
 
 
Figura 3.8 - Transformação de perspetiva [53]. 
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Define-se o sistema de coordenadas da câmara (x, y, z) como tendo o plano da imagem 
coincidente com o plano xy, e a lente da câmara ao longo do eixo z. Assim, o centro do 
plano da imagem está na origem, e o centro da lente está na coordenada (0, 0, λ). A 
distância focal da lente é dada pelo parâmetro λ.  
À semelhança do sistema em estudo na dissertação, assume-se que o sistema de 
coordenadas da câmara está alinhado com o sistema de coordenadas do mundo real (X, 
Y, Z). É possível então obter a relação que origina a coordenada (x, y) a partir da projeção 
de um ponto (X, Y, Z) num plano de imagem pelas seguintes expressões: 
 
𝑥
𝜆
= −
𝑋
𝑍−𝜆
=
𝑋
𝜆−𝑍
            (3.2) 
 
𝑦
𝜆
= −
𝑌
𝑍−𝜆
=
𝑌
𝜆−𝑍
                                 (3.3)
                      
Nesta etapa, a imagem apresentada num plano bidimensional é composta por uma matriz 
de dados, representando projeções da cena captada pelo dispositivo de visão. Os 
elementos da matriz são designados por pixéis. Por definição, um pixel é a projeção de 
uma pequena porção da cena que se reduz a um único valor. Esse valor é a medida da 
intensidade da luz para esse pixel, como se representa na Figura 3.9 [5].  
Se a imagem for RGB, a projeção será realizada para três planos (matrizes), um plano para 
cada umas das três cores primárias (vermelho, verde e azul). Caso a imagem seja B&W 
ou numa escala de cinzentos, a projeção é apenas realizada num plano (matriz). Cada 
matriz tem a dimensão da imagem em pixéis e a cada pixel estará associado um valor entre 
0 e 255 (ou entre 0 e 1) que denota a amplitude da respetiva cor nesse pixel (um valor 
elevado corresponde a uma cor mais clara, um valor muito baixo corresponde a uma cor 
mais escura). 
 
Figura 3.9 - Representação matricial de uma região da imagem [53]. 
Pixel 
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 Aquisição de imagens 
 
A aquisição da imagem é efetuada principalmente por dispositivos responsáveis pela 
captação e pela digitalização de imagem. Neste trabalho foi utilizada uma câmara digital 
que já integra por si estes dispositivos. No caso das câmaras analógicas ter-se-ia que 
colocar circuitos adicionais nos barramentos do computador e seria este o circuito 
responsável pela digitalização da imagem.  
 
A imagem captada, de um modo geral, consiste em intensidades relativas da luz que 
correspondem às várias porções da cena. Essas intensidades da luz constituem valores 
analógicos contínuos que devem ser convertidos na forma digital, como se encontra 
ilustrado na Figura 3.10 [5]. 
 
Figura 3.10 - Processo de digitalização de uma imagem [53]. 
 
Como já foi referido, ao invés de uma câmara digital, o processo de digitalização não está 
embutido numa câmara analógica. É neste sentido que, utilizando uma câmara analógica 
e captada a imagem, ela não é mais do que uma sequência de tensões correspondentes 
aos pixéis em que a imagem foi discretizada. Esta informação, embora já sob a forma de 
um sinal elétrico, não é diretamente processável por uma unidade de processamento 
digital, preparado para processar palavras digitais constituídas por determinado número de 
bits, frequentemente 8 e seus múltiplos.  
 
Captada a imagem, esta precisa de ser digitalizada e guardada em memória antes de se 
efetuar uma nova aquisição de imagem. A cada pixel corresponde uma posição de 
memória de armazenamento, no caso de imagem a preto e branco, ou 3 posições de 
memória, no caso de imagem RGB. Normalmente cada posição de memória ocupa 1 byte 
permitindo descriminar 256 valores distintos [2]. 
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Assim, para uma imagem em escala de cinzentos teremos 256 níveis de cinzento, 
enquanto que para a imagem RGB teremos 1 byte para cada uma das cores base, 256 
níveis de cor, perfazendo um total de 2563 = 16777216, mais de 16 milhões de cores 
distintas [2]. 
 
Normalmente, a interface para a câmara analógica dispõe também de memória para um 
primeiro armazenamento da imagem digitalizada e possui também um processador 
específico com uma elevada velocidade de comando do processo de digitalização e 
armazenamento. Este circuito de interface normalmente está contido numa placa de 
circuito impresso, vulgarmente designada por Frame Grabber, que está diretamente ligado 
ao barramento do computador (Peripheral Component Interconnect - PCI) para uma 
transferência mais rápida de informação [2]. A Figura 3.11 ilustra uma placa utilizada para 
o efeito.  
 
 
Figura 3.11 - PCI-1409 Placa de aquisição de imagem analógica [54]. 
 
As câmaras digitais têm dominado o mercado nos sistemas de visão, pois estas possuem 
um melhor desempenho face às câmaras analógicas: o sinal analógico é muito mais 
suscetível aos ruídos durante a transmissão que um sinal digital; a câmara digital já inclui 
o processo de digitalização, capaz, portanto de fornecer diretamente ao computador a 
imagem digitalizada, sem necessidade da interface (responsável pela conversão do sinal 
analógico para digital) descrita anteriormente [55].  
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Consubstanciadas as etapas de captação e digitalização, segue-se para o tratamento dos 
dados recolhidos da imagem. Utiliza-se para representar imagens bidimensionais (2D), 
uma função f(x,y) onde x e y são variáveis discretas que representam as coordenadas 
(linha, coluna) dos pixéis, representando o valor de f em qualquer ponto (x,y) a intensidade 
de luz da imagem nesse ponto, como ilustra a Figura 3.12.  
 
 
Figura 3.12 - Representação de imagens num sistema bidimensional de coordenadas x-y [49]. 
 
Os dois parâmetros de digitalização atrás descritos, o número de pixéis (espacial) e o 
número de níveis de intensidade de luz da imagem (amplitude) determinam a resolução 
com que é armazenada a imagem digitalizada. Se as imagens forem amostradas em N 
linhas e M colunas, os conjuntos de pixéis podem ser representados na forma matricial 
como representa a Figura 3.13. 
 
 
Figura 3.13 - Conjunto de pixéis representados na forma matricial [49]. 
 
Grande parte dos algoritmos de processamento de imagem baseiam-se nas relações entre 
pixéis. É neste sentido que se pretende abordar as relações básicas existentes entre os 
mesmos. 
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 Relações básicas entre elementos de imagem 
 
Neste subcapítulo quando se faz referência a um pixel utiliza-se a letra minúscula p. Um 
pixel p localizado numa dada coordenada (x, y) possui quatro vizinhos, cujas coordenadas 
são dadas por: 
 
(𝑥 + 1, 𝑦) , (𝑥 − 1, 𝑦) , (𝑥, 𝑦 + 1) , (𝑥, 𝑦 − 1)             (3.4) 
 
Neste conjunto de pixéis, chamados quatro vizinhos de (p), são normalmente designados 
por N4 (p). As quatro diagonais dos pontos vizinhos relativamente a (p) são dadas pela 
seguinte expressão: 
 
(𝑥 + 1, 𝑦 + 1) , (𝑥 + 1, 𝑦 − 1) , (𝑥 − 1, 𝑦 + 1) , (𝑥 − 1, 𝑦 − 1)                       (3.5) 
 
e são designadas por ND(p). Estes pontos, juntamente com os quatro pontos vizinhos 
definidos acima N4(p), são chamados de oito pontos vizinhos de (p) normalmente 
designados por N8(p) como ilustra a Figura 3.14 [5]. 
 
 
Figura 3.14 - Vizinhança N8(p) [5]. 
 
A medida de distâncias de objetos pertencentes a uma imagem é efetuada, por exemplo, 
com o auxílio da distância Euclidiana (De), que nos dá a distância entre pixéis. Dados 
dois pixéis p e q de coordenadas (x1, y1) e (x2, y2), a distância entre os pixéis p e q é definida 
pela expressão: 
 
       𝐷𝑒(𝑝, 𝑞) = [(𝑥1 − 𝑥2)
2 + (𝑦1 − 𝑦2)
2]1/2                                     (3.6) 
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 Processamento e análise da imagem 
 
Após ter sido efetuada a aquisição da imagem, a unidade de processamento digital deve 
ser programada para processar a informação extraída da imagem. Considerando a grande 
quantidade de dados que uma imagem detém, torna-se conveniente reduzir a quantidade 
de informação em excesso. Para reduzir a quantidade de informação de um sistema de 
visão podem ser utilizadas diversas técnicas, tais como: 
 
 Redução de níveis de cor; 
 Enquadramento; 
 Iluminação. 
 
Redução de níveis de cor 
Caso seja possível, reduz-se o número de níveis de cinzento usado pelo sistema de visão 
computacional. Por exemplo, um registo de 8 bits para cada pixel teria 28 = 256 níveis de 
cinzento. Dependendo da exigência da aplicação, a redução do número de níveis de 
cinzento implica um número menor de bits para representar a intensidade da luz dos pixéis. 
O uso de 4 bits iria reduzir o número de níveis de cinzento para 16. Este tipo de conversão 
permite reduzir de forma significativa o volume de processamento de dados sobre a 
imagem. 
 
Enquadramento 
O enquadramento envolve o uso de apenas uma porção da imagem armazenada na matriz 
para processamento e análise. Essa porção é denominada de “janela” ou Region Of 
Interest (ROI). Uma “janela” retangular é selecionada para delimitar o componente de 
interesse e somente os pixéis dentro da janela são analisados. 
 
Iluminação 
A boa iluminação da peça cuja imagem se pretende captar é essencial. Assim sendo, deve-
se proporcionar uma distinção clara entre o fundo (cenário) e o objeto, ou seja, o fundo 
deve ser escuro se o objeto é claro ou então o inverso. A iluminação deve também ser 
uniforme de modo a não criar sombras nem variações de luz na superfície do objeto, 
permitindo assim que, para além das duas dimensões, se possa ainda obter alguma 
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informação sobre o relevo. Está comprovado que uma boa iluminação substitui uma grande 
parte de processamento a aplicar numa imagem. Exemplo disso, são os operadores de 
contraste, que em caso da utilização de uma boa iluminação, é possível evitar a sua 
aplicação em algumas situações, otimizando o desempenho do sistema de visão [2]. 
 
Outras técnicas, mais específicas e vulgarmente utilizadas, incluem os seguintes 
procedimentos [5]: 
 
 Conversão para escala de cinzentos; 
 Técnica da limiarização; 
 Operadores morfológicos; 
 Operações estruturais na imagem; 
 Reconhecimento do objeto. 
 
 
3.5.1. Conversão para escala de cinzentos 
 
O reconhecimento intrínseco de imagens implica que as imagens utilizadas sejam 
previamente tratadas para que as caraterísticas mais significativas das mesmas sejam 
salientadas em detrimento de outras que sejam irrelevantes à tarefa em causa. Assim, 
neste trabalho, a maioria das imagens serão trabalhadas em preto e branco, onde 
previamente foram convertidas para tons de cinzento, ou seja, o valor de cada pixel estará 
compreendido entre 0 e 255 que denotará o seu nível de cinzento. 
 
A transformação entre o modelo RGB e o modelo Grayscale (escala de cinzentos) será 
feita neste trabalho de acordo com a recomendação BT.601-7 de 2011 da ITU-R 
(Radiocommunication Sector of International Telecomunication Union) [56]. 
O método utilizado consiste na ponderação da amplitude de cada cor por um fator 
pré-determinado que valoriza cada componente de cor de forma semelhante à que o olho 
humano faz. O valor de cada pixel em escala de cinzentos é determinado segundo a 
equação: 
 
           𝐺𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒(𝑥, 𝑦) = 𝑅(𝑥, 𝑦) × 0.299 + 𝐺(𝑥, 𝑦) × 0.587 + 𝐵(𝑥, 𝑦) × 0.114     (3.7) 
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Onde, R(x, y), G(x, y) e B(x, y) correspondem respetivamente às amplitudes do pixel para 
as cores vermelho, verde e azul. 
 
 
3.5.2. Técnica da limiarização 
 
Após a conversão para escala de cinzentos, a binarização da imagem, ou seja, a sua 
conversão para uma imagem apenas a preto e branco, é essencial para maximizar as 
capacidades de deteção necessárias neste algoritmo. De um modo resumido, a técnica da 
limiarização é uma técnica de conversão binária na qual cada pixel é convertido num valor 
binário, (0) preto ou (1) branco. O valor fronteira entre o preto e o branco pode ser otimizado 
através da utilização de um histograma de frequência da imagem. Esta separação, 
efetuada com base na escolha de um ponto de corte (“threshold”), permite evidenciar certos 
aspetos da imagem em detrimento de outros que não sejam relevantes para a aplicação 
em causa. O processo de limiarização produz como resultado uma imagem binária, o qual 
também pode ser denominado como binarização.  
A imagem resultante da técnica do limiar é originada a partir da seguinte definição [49]: 
 
𝑔(𝑥, 𝑦) = {
1, 𝑠𝑒 𝑓(𝑥, 𝑦) > 𝑇
0, 𝑠𝑒 𝑓(𝑥, 𝑦) ≤ 𝑇
             (3.8) 
 
Em que 𝑔(𝑥, 𝑦) é a imagem limiar, 𝑓(𝑥, 𝑦) é a intensidade do ponto (𝑥, 𝑦). Deste modo, 
examinando a imagem 𝑔(𝑥, 𝑦) encontram-se pixéis de valor 1, correspondentes aos 
objetos, enquanto pixéis com valor 0 correspondem ao fundo. A variável T é o ponto de 
corte ou threshold que separa os dois grupos de intensidade.  
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A Figura 3.15 a) expõe uma imagem regular em que cada pixel tem uma tonalidade 
específica entre 256 possíveis níveis de cinzento. O histograma da Figura 3.15 b) 
representa em ordenadas a frequência (número de pixéis) correspondentes aos valores 
com níveis de cinza representados em abcissas. 
 
      
a)                                                                    b) 
Figura 3.15 - Obtenção de uma imagem binária pela técnica do limiar. a) imagem com todos os níveis de 
cinzento; b) histograma da imagem. 
 
Após a aplicação desta técnica, todos os píxeis com intensidade menor do que o valor de 
threshold seleccionado são convertidos para a cor preta e os restantes para a cor branca. 
Um exemplo de aplicação desta técnica pode ser vista na figura abaixo (ver Figura 3.16).  
 
 
 
Figura 3.16 - Resultado da técnica do limiar. 
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Para melhorar a capacidade de diferenciação, são utilizadas técnicas especiais de 
iluminação para se conseguir um elevado contraste, ou então métodos automáticos de 
determinação do threshold a utilizar, como o método de limiarização bimodal de Otsu [57].  
No sistema em estudo, o facto de se utilizar peças brancas e um fundo de cor preta facilitou 
o processo de binarização, pois existe uma grande diferença de intensidade luminosa entre 
ambos. Quando existem vários objetos com diferentes níveis de intensidade, é 
aconselhável, por exemplo, dividir a imagem em áreas retangulares menores (ROI) e 
aplicar a técnica do limiar para cada janela analisada. 
 
 
3.5.3. Operadores morfológicos 
 
Os operadores morfológicos são aplicados em imagens binárias, e são utilizados com o 
objetivo de melhorar a imagem após um processo de segmentação, isto é, realça ou 
compensa imperfeições específicas de uma imagem sujeita a segmentação.  
Existem dois operadores morfológicos usualmente utilizados - a “Erosão” e a “Dilatação”. 
Estes operadores atuam num alcance definido por cada elemento estruturante, que servirá 
de critério para as modificações ou deteções morfológicas das estruturas ( [58] [59]). No 
sistema em estudo utilizaram-se dois operadores morfológicos, a “Erosão” e o operador 
“Fecho” que é baseado na “Erosão” e na “Dilatação”. Para outras situações particulares 
poder-se-á utilizar outros operadores morfológicos, tais como: preenchimento de espaços, 
abertura, extração de elementos conectados, esqueletos, etc. 
 
 Dilatação: permite dilatar a imagem, partindo-se de uma imagem com o objeto 
preto sobre o fundo branco, por exemplo, conseguida por aplicação do operador 
binarização. O operador percorre a imagem pixel-a-pixel com um elemento 
estruturante dando origem a duas situações: se o elemento central do elemento 
estruturante estiver sobre o pixel branco da imagem, o elemento estruturante da 
nova imagem torna-se transparente; se o pixel for preto, todo o elemento 
estruturante assume essa cor na nova imagem.  
A dilatação conseguida depende do formato e dimensão do elemento estruturante, 
ou seja, se tiver a forma como se apresenta na Figura 3.17, a dilatação é feita em 
todas as direções. Se for, por exemplo, constituído por uma linha de três pixéis a 
 70 
 
dilatação apenas se dá na horizontal; se for uma coluna com três pixéis, a dilatação 
é apenas na vertical [2]. 
 
 Erosão: este operador funciona de forma análoga à dilatação, logo genericamente 
leva a uma diminuição do tamanho dos objetos, em função de um crescimento do 
fundo da imagem. Se pelo menos um pixel do elemento estruturante coincidir com 
o fundo da imagem original, então o resultado desta operação local leva a que na 
imagem de saída este pixel tenha o valor do fundo. Ou seja, no final os pixéis que 
na imagem original faziam parte do fundo, continuam a fazer parte deste, e alguns 
pixéis que faziam parte dos objetos passam a fazer parte do fundo. Como os pixéis 
em causa são normalmente aqueles que fazem parte dos contornos dos objetos, 
isto leva a que diminua o tamanho destes, podendo mesmo existir divisão do objeto 
em alguns casos ( [58], [59]). 
 
A Figura 3.17 representa o princípio de funcionamento dos operadores morfológicos 
descritos. 
 
 
Figura 3.17 - Princípio de funcionamento dos operadores dilatação e erosão [59]. 
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 Fecho: este operador efetua uma “dilatação” seguida de uma “erosão” (ver Figura 
3.18). Apesar de também suavizar alguns contornos do objeto, a operação de fecho 
leva a que pequenas distâncias entre objetos, pequenos buracos ou pequenas 
falhas ao longo do seu contorno sejam preenchidos e passem a fazer parte dos 
mesmos. 
 
 
Figura 3.18 - Princípio de funcionamento dos operadores abertura e fecho [59]. 
 
Em resumo, com o operador “erosão” conseguiu-se eliminar vários pixéis indesejados em 
torno dos objetos, e com o operador “fecho” conseguiu-se melhorar o contorno dos objetos 
(devido à componente de “dilatação”).  
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A Figura 3.19 ilustra o resultado da aplicação dos operadores morfológicos após a imagem 
de entrada ter sido sujeita à binarização. É de realçar que são notáveis as diferenças, pois 
os objetos ficaram melhor definidos quanto à sua forma geométrica. 
 
      
a)                                                                    b) 
Figura 3.19 - Resultado da aplicação dos operadores morfológicos. a) imagem binária; b) imagem após 
aplicação de operadores “erosão” e “fecho”. 
 
 
3.5.4. Operadores estruturais em imagens 
 
Em aplicações de visão computacional, é frequentemente necessário distinguir um objeto 
de outro. É geralmente analisado por meio de características que distinguem de forma 
específica esse objeto. Uma característica, no contexto dos sistemas de visão, é um 
parâmetro único que permite uma fácil comparação e identificação. Algumas 
características de objetos que podem ser usadas na visão computacional incluem a área, 
o diâmetro, centro de gravidade e o perímetro [5]. 
 
As técnicas disponíveis para extrair valores de características de objetos bidimensionais 
podem ser divididas, de um modo geral, em duas categorias: as que tratam de 
características de contorno e as que tratam de características de área.   
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As várias características podem ser usadas para identificar o objeto ou peça e determinar 
a sua localização e/ou orientação [5]: 
 
 Área: representa o somatório do número de pixéis brancos em fundo preto que 
constitui a região e é obtido pela seguinte equação [2]: 
 
Área = ∑ ∑ 𝑓(𝑥, 𝑦)𝑛𝑦=1
𝑚
𝑥=1                                        (3.9) 
 
 Perímetro: delimita uma área específica, e pode ser determinado anotando a 
diferença em intensidade de pixéis no contorno e simplesmente contando todos os 
pixéis na região segmentada que são adjacentes aos pixéis que não estão nessa 
região, isto é, no outro lado do contorno [5]; 
 
 Diâmetro do círculo: maior distância entre dois pixéis do objeto [2]; 
 
 Centro de gravidade: definido pela média das coordenadas dos n pixéis que 
compõem a imagem. É dado pela seguinte equação [2]: 
 
𝐶𝐺𝑥 =
1
𝑛
∑ 𝑥𝑥      e      𝐶𝐺𝑦 =
1
𝑛
∑ 𝑦𝑦                             (3.10) 
 
Um objetivo importante na seleção dessas características é que elas não devem depender 
da posição ou da orientação do objeto. O sistema de visão não deve depender do facto do 
objeto ser apresentado numa posição conhecida e fixa em relação à câmara [5]. 
 
Extração de objetos indesejáveis: após a análise da Figura 3.19 denota-se que existem 
vários pixéis indesejados que perturbam a observação dos objetos que realmente 
interessam para a contabilização da ocupação do sistema. Tendo em consideração tal 
facto, contabilizam-se as áreas de todos os objetos e apenas se deixam visíveis os objetos 
que satisafazem uma dada condição. 
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Deste modo, a Figura 3.20 representa o resultado da aplicação de um processo disponível 
pela utilização dos operadores estruturais, em que se tira partido da extração da área dos 
objetos. Nesta figura já se encontram presentes apenas os objetos que interessam para 
análise do sistema. 
 
     
a)                                                                              b) 
Figura 3.20 - Resultado da aplicação de um processo dos operadores estruturais: extração de objetos 
indesejáveis. a) imagem após aplicação de operadores “erosão” e “fecho”; b) imagem tratada. 
 
Cálculo das distâncias entre objetos: conforme foi mencionado anteriormente, “O 
sistema de visão não deve depender do objeto ser apresentado numa posição conhecida 
e fixa em relação à câmara”, é de extrema importância que o objeto a ser estudado possa 
sofrer ligeiros movimentos em relação à câmara ou vice-versa. No capítulo 4 apresentar-
se-á a solução encontrada para esse problema. 
Os operadores estruturais são cruciais no sistema em estudo, em que numa perspetiva 
global, são responsáveis pela extração de objetos indesejáveis e pelo cálculo das 
distâncias entre objetos, podendo de igual modo eliminar um conjunto de informação de 
dados que não são relevantes para a solução do sistema. 
 
 
3.5.5. Reconhecimento do objeto 
 
O passo seguinte no processamento de dados de imagem é identificar o objeto que a 
imagem representa. Tal como foi mencionado anteriormente, os problemas de identificação 
são resolvidos usando as informações das características extraídas. O algoritmo de 
75 
 
reconhecimento deve ser suficientemente dotado para identificar especificamente o objeto 
[5]. 
As técnicas de reconhecimento de objetos usadas atualmente na indústria podem ser 
classificadas em duas grandes categorias: 
 
 Técnica pattern matching; 
 Técnicas estruturais. 
 
A técnica pattern matching é uma técnica de reconhecimento de padrões que serve para 
classificar objetos de uma imagem em categorias predeterminadas. O problema nesta 
técnica é combinar o objeto com uma configuração de características armazenadas, 
definida como modelo padrão - obtido durante o procedimento de treino no qual o sistema 
de visão é programado para objetos previamente conhecidos.  
Esta técnica é aplicável se não houver necessidade de um grande número de modelos 
padrões. O procedimento é baseado no uso de um número suficiente de características 
para minimizar a frequência de erros no processo de classificação. As características do 
objeto na imagem (por exemplo, a área, o diâmetro e a relação de forma) são comparadas 
com valores correspondentes armazenados e esses valores constituem o modelo padrão 
armazenado. Quando se encontra uma combinação, permitindo certas variações 
estatísticas no processo de comparação, então o objeto foi corretamente classificado [5]. 
 
As técnicas estruturais de reconhecimento consideram relações entre características ou 
contorno de um objeto. Por exemplo, se a imagem de um objeto puder ser subdividida em 
quatro linhas retas ligadas aos seus pontos terminais e as linhas ligadas estão 
perpendiculares, então o objeto é um retângulo. Esse tipo de técnica, conhecida como 
reconhecimento sintático de configuração é uma das técnicas estruturais mais usada [5]. 
O reconhecimento completo de um modelo pode exigir muito tempo de cálculo e é mais 
apropriado para procurar regiões ou contornos mais simples dentro de uma imagem. Essas 
regiões mais simples podem então ser usadas para extrair as características exigidas. A 
maioria dos sistemas de visão em robótica usa essa abordagem para reconhecimento de 
objetos bidimensionais. Os algoritmos de reconhecimento são usados para identificar cada 
objeto segmentado numa imagem e atribuir-lhe uma classificação (por exemplo, porca, 
parafuso, falange, etc.) [5]. 
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Existem muitas outras técnicas de processamento de imagem, algumas abrangentes a 
vários problemas e outras muito específicas. Procurou-se neste capítulo fazer um 
apanhado de algumas das técnicas mais comuns e que serão usadas nas soluções aqui 
apresentadas.  
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4. SOLUÇÕES DESENVOLVIDAS 
 
 Introdução 
 
Neste capítulo serão apresentadas as soluções desenvolvidas para o controlo do sistema 
em estudo apresentado. Quer para a solução computacional quer para a solução com 
microcomputador, serão apresentados os softwares e bibliotecas utilizadas, o equipamento 
utilizado, os vários algoritmos implementados e a descrição funcional. De notar que foi 
necessário alterar o algoritmo já existente no autómato, pois em determinados aspetos, o 
seu atual funcionamento era imcompatível com as novas funcionalidades implementadas 
no sistema.  
 
Atualmente, em aplicações industriais, são usualmente utilizados dois tipos de plataformas 
computacionais, os computadores convencionais e os chamados single-board computers.  
 
Os computadores convencionais são comercializados numa das duas formas: desktops ou 
computadores portáteis. Os desktops são compostos por uma torre central que incorpora 
vários componentes no seu interior e uma série de periféricos acoplados (teclado, rato, 
colunas e monitor). Este tipo de solução só é apropriado para sistemas que suportem o 
seu volume estrutural. Já os computadores portáteis, possuindo um volume estrutural muito 
mais reduzido (já incluem vários periféricos, tais como teclado, rato, colunas e monitor no 
seu chassi), são normalmente utilizados no âmbito industrial, e na maior parte das vezes 
como ferramenta de programação/teste dos sistemas industrias. Além do seu volume 
reduzido em comparação com os desktops, os computadores portáteis também incluem 
uma bateria, permitindo o seu uso durante um período considerável sem a conexão 
permanente a uma fonte de alimentação externa [60].  
 
A outra opção de plataforma computacional são os single-board computers. São pequenas 
placas eletrónicas (do tamanho de um cartão de crédito) que partilham uma arquitetura 
comum com um computador convencional. Estes incluem um processador, memória RAM, 
unidade gráfica e unidade de Inputs/Outputs (entradas/saídas). Este tipo de computadores 
também possibilitam a conexão de periféricos usuais, tais como o teclado (conexão USB), 
rato (conexão USB) e monitor (conexão HDMI).  
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Os single-board computers funcionam normalmente com recurso a um processador ARM 
(similar aos utilizados nos smartphones) [60]. 
Neste trabalho desenvolveram-se duas soluções (em duas unidades de processamento 
digital diferentes), em que numa delas se utilizou o computador portátil e na outra o 
Raspberry Pi.  
Antes de apresentar as soluções desenvolvidas, será feita uma descrição do simulador de 
armazenamento existente. 
 
 
 Simulador de armazenamento existente 
 
4.2.1. Descrição do simulador 
 
O simulador de armazenamento automático existente no Laboratório de Automação e 
Robótica (ADEEEA) do Instituto Superior de Engenharia de Lisboa (ISEL) possibilita a 
arrumação ou extração de peças de forma automatizada. O processo automatizado é 
controlado por um autómato programável, cujo funcionamento depende das entradas que 
lhe estão associadas, permitindo agir sobre os atuadores que estão acoplados às suas 
saídas. O PLC tem como periférico uma consola HMI, que possibilita a interação do 
utilizador no funcionamento do sistema. A Figura 4.1 demonstra o aspeto físico do sistema. 
 
 
Figura 4.1 - Simulador de armazenamento automático existente no ISEL. 
79 
 
O simulador em questão foi o resultado de um projeto final de curso realizado pelos alunos 
Filipe Martins, Nº 19568 e Jaidev Bradacim, Nº 19590 no ano de 2006 (ISEL-ADESPA), 
com orientação do Prof. Doutor João Palma. 
 
O sistema de armazenamento é composto por um quadro elétrico onde se encontra a 
entrada de energia elétrica acompanhada das suas proteções (fusíveis e disjuntores), 
proteções essas do autómato programável e das suas interfaces, dos sensores e dos pré-
atuadores (relés) e do variador de velocidade, entre outros equipamentos auxiliares (rack 
de ligadores). O fornecimento de ar comprimido aos cilindros pneumáticos do sistema é 
garantido por uma pequena unidade de ar comprimido localizada junto ao simulador.  
Pode-se ainda aferir que toda a componente mecânica móvel é suportada por uma 
estrutura de alumínio que possibilita o movimento de três eixos (X, Y e Z). Nos dois 
primeiros eixos, X e Y, a transmissão de movimento é executada através de motores de 
corrente contínua, conjuntos de correias dentadas e barras de guiamento, e as medições 
das posições são obtidas através de codificadores incrementais. No terceiro eixo, Z, a 
transmissão de movimento é efetuada através de cilindros pneumáticos de duplo efeito. 
A interação do operador com o sistema efetua-se com recurso a uma consola tátil presente 
no painel de comando, no qual também se encontram todos os botões necessários para o 
funcionamento do sistema (botões de pressão e botoneira de emergência). O recurso à 
consola tátil permite, ao operador, selecionar o local onde pretende armazenar uma 
determinada peça ou retirar uma determinada peça da estante de armazenamento. 
 
Será apresentada uma breve descrição do equipamento que foi mencionado 
anteriormente. 
 
Autómato Programável – O PLC instalado neste sistema é um autómato modular do 
fabricante OMRON, constituído pelos seguintes módulos: 
 
 Fonte de alimentação (CJ1W-PA202); 
 CPU (CJ1M-CPU12); 
 Entradas digitais (CJ1W-ID211); 
 Saídas digitais (CJ1W-OC211); 
 Contadores (CJ1W-CT021). 
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Para melhor exemplificar, apresenta-se a Figura 4.2 que ilustra os vários módulos que 
constituem o autómato programável utilizado no sistema. 
 
 
 
Figura 4.2 - Módulos que constituem o PLC modular utilizado no sistema. 
 
Motor DC – São utilizados dois motores de corrente contínua, sendo um deles responsável 
pelo movimento do eixo x (motor 1) e outro pelo movimento do eixo y (motor 2). São 
alimentados a 24V DC através de um circuito eletrónico de controlo de velocidade e sentido 
de rotação. A Figura 4.3 ilustra o pormenor dos dois motores inseridos no sistema. 
 
 
Figura 4.3 - Motores DC utilizados no sistema. 
 
Codificador Incremental (Encoder) – Os encoders são utilizados para dar informação 
sobre a posição e a velocidade dos motores de corrente contínua apresentados 
anteriormente. Estes dispositivos estão acoplados no veio dos motores, gerando impulsos 
que permitem conhecer a sua localização.  
  
CJ1W-PA202 CJ1M-CPU12 CJ1W-ID211 CJ1W-OC211 CJ1W-CT021 
Motor 2 
Motor 1 
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O número de impulsos corresponde à medida da distância, ou seja: 
 
 Contando os impulsos e conhecendo a posição inicial, obtém-se a posição e a 
velocidade em cada momento; 
 O sentido de rotação do encoder é determinado por dois sinais desfasados de 90º, 
em avanço ou atraso em função da direção. 
 
O encoder incremental utilizado no sistema tem uma resolução de 500 impulsos por 
rotação, com uma resposta de 10kHz e a resolução de posição encontra-se nos 
0.15mm/impulso.  Em baixo mostra-se o pormenor de um encoder inserido no sistema, 
Figura 4.4. 
 
 
Figura 4.4 - Encoder incremental utilizado no sistema. 
 
Módulo de ar comprimido – Este módulo fornece ar comprimido para os cilindros, para 
que estes possam atuar de forma a possibilitar o movimento do eixo z (colocação e 
extração de peças dos alvéolos). O conjunto é constituído por: 
 
 Cilindros de duplo efeito; 
 Compressor de ar; 
 Válvula 5/2 monoestável; 
 Válvula reguladora de pressão; 
 Regulador de caudal. 
 
  
Encoder 
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A Figura 4.5 ilustra a válvula 5/2 monoestável utilizada no sistema. 
 
 
Figura 4.5 - Válvula 5/2 monoestável utilizada no sistema. 
 
A Figura 4.6 ilustra os cilindros de duplo efeito utilizados no sistema. 
 
 
Figura 4.6 - Cilindros de duplo efeito utilizados no sistema. 
 
A Figura 4.7 ilustra o compressor de ar utilizado para alimentar os cilindros pneumáticos 
de duplo efeito. 
 
Figura 4.7 - Compressor de ar utilizado no sistema. 
Cilindro 2 Cilindro 1 
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Sensores fim de curso – Estes sensores, Figura 4.8, são utilizados para detetar os 
extremos dos eixos X, Y e Z. 
 
 
Figura 4.8 - Fins de curso utilizados no sistema. 
 
Consola HMI – Este tipo de equipamento permite a comunicação entre o operador e a 
máquina, de forma a possibilitar não só definição e alteração de parâmetros, como também 
supervisionar o sistema. A consola instalada possui ecrã tátil tal como se pode observar na 
Figura 4.9. 
 
 
Figura 4.9 - Consola HMI utilizada no sistema. 
  
Fim de curso 
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4.2.2. Instruções de utilização do simulador 
 
De forma a melhor elucidar o funcionamento do simulador do sistema de armazenamento 
apresenta-se uma breve explicação do guia de utilização, acompanhado de algumas 
imagens. Ao iniciar o equipamento, a consola tátil apresenta a seguinte tela - Figura 4.10. 
 
 
Figura 4.10 - Ecrã inicial. 
 
Ao pressionar o botão “início”, surge no ecrã os dados sobre a autoria do sistema - Figura 
4.11. 
 
 
Figura 4.11 - Ecrã que apresenta os dados sobre os autores do sistema. 
 
Ao pressionar o botão “Iniciar” surgem no ecrã cinco botões distintos como ilustra a Figura 
4.12. 
 
Figura 4.12 - Seleção do modo de funcionamento. 
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Excluindo o botão “Voltar”, que volta para o ecrã ilustrado na Figura 4.11, os restantes 
quatros botões assumem funções diferentes: 
 
Botão de “Emergência”: É utilizado para ativar e indicar o estado de emergência, ou seja, 
acende a luz sempre que este ou a botoneira de emergência no painel de comando esteja 
pressionada. Esta indicação também está presente no painel de comando através do 
sinalizador de emergência.  
 
Botão de “Inicialização”: É utilizado para inicializar o sistema, ou seja, antes de começar 
qualquer operação, é necessário efetuar o reconhecimento e o posicionamento dos eixos 
nas posições definidas como sendo as iniciais. Este botão acende a luz durante o processo 
de inicialização, desligando-se ao terminar o processo. 
 
Botão “Automático”: É utilizado para colocar o sistema em funcionamento. Ao entrar 
neste modo surge um novo ecrã como se apresenta na Figura 4.13. 
 
 
Figura 4.13 - Modo de funcionamento - Automático. 
 
Ao pressionar nos botões representados por uma seta, os números dos alvéolos vão 
crescendo ou diminuindo, selecionando então o alvéolo de onde se pretende retirar a peça 
e onde se pretende inseri-la. Em alternativa existe a opção de selecionar diretamente o 
alvéolo e verificar o estado de ocupação de cada posição do sistema de armazenamento. 
Esta alternativa é possível quando se pressiona no botão com aspeto de estante.  
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A Figura 4.14 representa o ecrã onde se seleciona diretamente os alvéolos para retirar as 
peças, e a Figura 4.15 representa o ecrã onde é possível selecionar diretamente os 
alvéolos de destino para as peças. 
 
 
Figura 4.14 - Seleção direta do alvéolo para retirar peça (alvéolo de origem). 
 
 
Figura 4.15 - Seleção direta do alvéolo para inserir peça (alvéolo de destino). 
 
Os alvéolos estão numerados de 0 a 16, sendo o número 0 reservado para a zona de 
receção e entrega de peças. 
Se se pretende armazenar alguma peça num alvéolo já ocupado, surgirá uma mensagem 
de erro no ecrã, tal como está ilustrado na Figura 4.16. 
 
 
Figura 4.16 - Mensagem de erro – alvéolo ocupado. 
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Por conseguinte, se se pretende retirar alguma peça de um alvéolo que esteja vazio, surgirá 
uma mensagem de erro no ecrã, tal como está apresentado na Figura 4.17. 
 
 
Figura 4.17 - Mensagem de erro – alvéolo vazio. 
 
Toda a componente de controlo do sistema é executado por ação de um autómato 
programável. Quando o utilizador pretende efetuar uma dada operação, quer seja 
armazenar ou retirar peças, o autómato atualiza o seu próprio mapa de memória tendo por 
base a ação efetuada pelo utilizador. Só o alvéolo 0 é que tem instalado um sensor (sensor 
fotoeléctrico) que identifica a presença de peça.  
Para limpar o mapa de memória que contém o registo de ocupação do sistema de 
armazenamento, é necessário regressar ao menu inicial - Figura 4.10 - e pressionar no 
botão “Limpar”. 
Em funcionamento normal, ao pressionar a botoneira de emergência todas as operações 
param de imediato. Para retomar novamente o funcionamento é necessário desativar a 
botoneira de emergência e efetuar o rearme, pressionando o botão verde localizado no 
painel de comando - procedimento representado na Figura 4.18. 
 
 
Figura 4.18 - Painel de comando. 
  
Botão/Sinalizador 
de Emergência 
Botão/Sinalizador 
de Rearme 
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Botão “Manual”: É utilizado para memorizar as posições dos vários alvéolos do sistema. 
Ao entrar neste modo surge um novo ecrã - Figura 4.19. 
 
 
Figura 4.19 - Parametrização da posição de cada alvéolo. 
 
Ao pressionar no botão “Gravar” surgirá um novo ecrã (ver Figura 4.20). Ao entrar neste 
ecrã é então possível confirmar as alterações efetuadas, em que dá hipótese ao utilizador 
para confirmar (pressionando no botão “CONFIRMAR”) ou cancelar a operação 
(pressionando no botão “CANCELAR”). 
 
 
Figura 4.20 - Confirmação da nova parametrização. 
 
 
4.2.3. Limitações do simulador 
 
O simulador existente no Laboratório de Automação e Robótica utiliza apenas as 
potencialidades do autómato (memórias locais) para determinar o estado de ocupação do 
armazém, o qual não se torna suficientemente eficaz quanto ao controlo de stock de peças. 
Tendo em consideração a necessidade de melhorar o desempenho deste simulador de 
armazenamento automático foi desenvolvido um upgrade ao sistema, introduzindo a 
capacidade de detetar automaticamente e em tempo real a presença ou ausência de peças 
nos respetivos alvéolos, tal como é exposto na Figura 4.21.  
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Pretende-se com a introdução destas aplicações que o desempenho do sistema aumente 
significativamente face ao seu estado atual. 
 
 
Figura 4.21 - Upgrade do sistema. 
 
Para tal, realizou-se um estudo baseado em métodos e técnicas existentes de visão 
computacional. Desta forma foi possível avaliar quais os algoritmos existentes na visão 
computacional que melhor se adaptavam às necessidades do sistema. Também foi 
realizado um estudo de que parte do software, gravado no PLC, se alteraria de modo a 
integrar a nova componente funcional (visão computacional) ao sistema já existente. 
 
  
Área de análise pela câmara 
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 Solução Computacional 
 
A solução computacional (desenvolvida com um computador portátil) foi a primeira a ser 
desenvolvida, pois a unidade de processamento digital utilizada nesta solução possui uma 
extensa bibliografia acerca de ferramentas de software e respectivas bibliotecas para 
aquisição, processamento e tratamento de imagem. O facto dos conhecimentos adquiridos 
na unidade curricular de Sistemas Robóticos (aplicação de técnicas de visão 
computacional) terem sido aplicados num computador portátil, também facilitou a primeira 
interação com o sistema. Um computador portátil apropriado para este tipo de aplicações 
poderá rondar os 500€ no mercado actual.  
 
 
4.3.1. Software e bibliotecas utilizadas 
 
Para cada etapa foram utilizados os seguintes softwares: 
Etapa Software 
Processamento e tratamento de imagem Matlab 2015 
Aquisição de imagem Microsoft Visual Studio 2015 C# (.net) 
Comunicação com autómato Microsoft Visual Studio 2015 C# (.net) 
Interface com utilizador Microsoft Visual Studio 2015 C# (.net) 
Tabela 4.1- Solução computacional: softwares utilizados. 
 
Para cada software foram utilizadas as seguintes bibliotecas:  
Software Biblioteca 
Matlab 2015 Image Processing Toolbox 
Microsoft Visual Studio 2015 C# (.net) 
AForge.dll 
MWArray.dll 
Project_ImageDotNet.dll 
Tabela 4.2 - Solução computacional: bibliotecas utilizadas. 
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4.3.2. Equipamento utilizado 
 
Quanto ao equipamento utilizado, além do já apresentado no subcapítulo 4.2.1, utilizou-se 
um computador portátil e uma webcam. O computador portátil foi utilizado como unidade 
de processamento digital, responsável não só pelo processamento e tratamento da 
imagem, como também pela interação com o autómato programável existente no 
simulador. A webcam foi utilizada para aquisição das imagens. 
 
Computador Portátil 
Utilizou-se um computador da marca Asus dotado de um processador da Intel Core i5 
2.67GHz e com uma memória RAM de 4GB. Esta unidade digital possui um elevado 
desempenho, conseguindo atingir velocidades de processamento muito elevadas. Outro 
modelo menos recente e menos dispendioso poderia também ter sido utilizado. 
 
 
Figura 4.22 - Unidade de processamento digital: computador portátil. 
 
Webcam  
Para aquisição de imagem utilizou-se uma webcam comercial da marca Logitech, dotada 
de um sensor de 2MP, o que possibilita uma resolução de 1600x1200 pixels. Possui a 
captação de imagens em RGB ou B&W. Quanto à conectividade com a unidade de 
processamento digital, é efetuada através de uma ligação USB. 
 
 
Figura 4.23 - Captação de imagem: webcam. 
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4.3.3. Algoritmos desenvolvidos no software Matlab 
 
Recorrendo aos conhecimentos adquiridos na unidade curricular de Sistemas Robóticos, 
onde foi abordada a visão computacional e se utilizou o software Matlab para 
processamento e análise de imagem, desenvolveu-se um algoritmo para receber, 
processar e analisar as imagens do simulador de armazenamento, devolvendo o resultado 
(ocupação do armazém) em forma de matriz (4x4). A biblioteca Image Processing Toolbox 
é fundamental para a construção deste algoritmo, pois esta biblioteca dispõe de uma 
extensa lista de algoritmos e funções direcionadas para o processamento e análise de 
imagem. O algoritmo desenvolvido é constituído por duas funções principais (ficheiros com 
extensão “.m”), sendo elas, “MainProgram” e “CoordenatesOfEachPosition”. A função 
“MainProgram” é o tronco principal do algoritmo. A função “CoordenatesOfEachPosition” é 
responsável por procurar as coordenadas de cada uma das 16 posições do simulador de 
armazenamento. A Figura 4.24 ilustra de um modo macroscópico a construção do 
algoritmo. 
 
Abertura de um 
ficheiro de imagem
Cálculo das coordenadas 
dos 16 alvéolos
Reconhecimento dos 
objetos em cada posição
MainProgram CoordenatesOfEachPosition MainProgram
 
Figura 4.24 - Diagrama de blocos do algoritmo desenvolvido no Matlab (Solução Computacional). 
 
O desenvolvimento deste algoritmo foi essencial para ultrapassar alguns dos vários 
desafios impostos pelo sistema. Começa-se por demonstrar a metodologia utilizada para 
determinar automaticamente a localização dos 16 alvéolos do sistema. 
A concretização deste processo inicial foi auxiliada pelo cálculo das distâncias entre umas 
marcas de referência colocadas no sistema, ou seja, através da utilização do centro de 
gravidade dessas três marcas de referência (𝑥1, 𝑦1; 𝑥2, 𝑦2; 𝑥3; 𝑦3) delimita-se o 
comprimento e largura da primeira posição de armazenamento (onde estão alocadas as 
marcas de referência). Possuindo este comprimento e largura, consegue-se então 
descobrir as restantes 15 áreas de análise para verificar o estado de ocupação dos 
respetivos alvéolos, em termos de coordenadas de imagem. 
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A Figura 4.25 representa a imagem original, onde se observa as marcas de referência 
(círculos de cor vermelha) no alvéolo da primeira posição. 
 
 
Figura 4.25 - Imagem original onde se observa as marcas de referência. 
 
Foi utilizada a cor vermelha pelo simples facto de ser uma cor que se realça diante das 
restantes presentes no sistema, e de ser uma cor facilmente extraída através de um 
algoritmo de software. No fundo poderia ser qualquer uma das cores primárias. Contudo, 
foi necessário aplicar mais do que um algoritmo para que a imagem apresentasse apenas 
e exclusivamente as marcas de referência. Para tal, utilizou-se fundamentalmente: 
 
 extração da cor vermelha da imagem RGB: este algoritmo efetua a conversão de 
uma imagem RGB (Original Image) para a escala de cinzentos (255 níveis de 
intensidade luminosa), em que é extraída apenas a parcela correspondente à cor 
vermelha (Extract Red band). 
 
                                          
 
            𝐸𝑥𝑡𝑟𝑎𝑐𝑡 𝑅𝑒𝑑 𝑏𝑎𝑛𝑑(𝑥, 𝑦) = 𝑅(𝑥, 𝑦) × 1 + 𝐺(𝑥, 𝑦) × 0 + 𝐵(𝑥, 𝑦) × 0 
            𝐸𝑥𝑡𝑟𝑎𝑐𝑡 𝑅𝑒𝑑 𝑏𝑎𝑛𝑑(59, 357) = 147 × 1 + 27 × 0 + 65 × 0        
               𝐸𝑥𝑡𝑟𝑎𝑐𝑡 𝑅𝑒𝑑 𝑏𝑎𝑛𝑑(59, 357) = 147 
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 conversão para escala de cinzentos: este algoritmo efetua a conversão de uma 
imagem RGB (Original Image) para a escala de cinzentos (255 níveis de 
intensidade luminosa), em que neste caso temos presente o peso de cada uma das 
três cores (vermelho, verde e azul) (RGB2GRAY). 
 
                              
 
𝑅𝐺𝐵2𝐺𝑅𝐴𝑌(𝑥, 𝑦) = 𝑅(𝑥, 𝑦) × 0.299 + 𝐺(𝑥, 𝑦) × 0.587 + 𝐵(𝑥, 𝑦) × 0.114 
            𝑅𝐺𝐵2𝐺𝑅𝐴𝑌(59, 357) = 147 × 0.299 + 27 × 0.587 + 65 × 0.114 
            𝑅𝐺𝐵2𝐺𝑅𝐴𝑌(59, 357) = 67 
 
 subtração de imagens: este algoritmo efetua a subtração da intensidade luminosa 
de cada pixel entre duas imagens. Desta forma foi possível evidenciar toda a cor 
vermelha existente na imagem de análise com recurso à subtração entre as 
imagens Extract Red band e RGB2GRAY, que originou a imagem Subtract. 
 
 
 
            𝑆𝑢𝑏𝑡𝑟𝑎𝑐𝑡(𝑥, 𝑦) = 𝐸𝑥𝑡𝑟𝑎𝑐𝑡 𝑅𝑒𝑑 𝑏𝑎𝑛𝑑(𝑥, 𝑦) − 𝑅𝐺𝐵2𝐺𝑅𝐴𝑌(𝑥, 𝑦) 
            𝑆𝑢𝑏𝑡𝑟𝑎𝑐𝑡(59, 357) = 𝐸𝑥𝑡𝑟𝑎𝑐𝑡 𝑅𝑒𝑑 𝑏𝑎𝑛𝑑(59, 357) − 𝑅𝐺𝐵2𝐺𝑅𝐴𝑌(59, 357) 
            𝑆𝑢𝑏𝑡𝑟𝑎𝑐𝑡(59, 357) = 147 − 67 
            𝑆𝑢𝑏𝑡𝑟𝑎𝑐𝑡(59, 357) = 80 
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 técnica da limiarização: este algoritmo efetua a segmentação da imagem 
Subtract, em que definido o threshold (T), cada pixel é convertido num valor binário, 
(“0” caso Subtract(x,y) ≤ T) preto ou (“1” caso Subtract(x,y) > T) branco. 
 
 
 
O threshold (T) foi definido após várias experiências com diferentes níveis de 
luminosidade a insidir sobre a imagem de análise. O nível escolhido foi de T = 70. 
 
A Figura 4.26 a) apresenta o resultado da aplicação referida anteriormente. De contemplar 
que a Figura 4.26 b) já possui outros métodos para apresentar a imagem desta forma 
(métodos que serão abordados no presente capítulo), pois a imagem já se encontra 
recortada em 16 blocos. O que é de realçar no processo observado na Figura 4.26 é o 
facto de que a partir das marcas de referência é possível descobrir as coordenadas das 16 
posições. 
                               a)                                                                               b) 
       
Figura 4.26 - Resultado da aplicação de um processo dos operadores estruturais: cálculo das distâncias entre 
objetos. a) imagem que contém as marcas de referência; b) imagem recortada em 16 posições. 
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Como referido anteriormente, com o auxílio de 2 marcas de referência, colocadas na 1ª 
posição, foi possível determinar o tamanho de cada alvéolo (em altura e comprimento). 
Uma 3ª marca foi utilizada para determinar a espessura do perfil entre cada alvéolo. O 
fluxograma ilustrado na Figura 4.27 representa a solução encontrada para determinar 
automaticamente a localização (coordenadas) dos 16 alvéolos do sistema. 
 
Início
Conversão da imagem RBG 
para escala de cinzentos
Extração das marcas de 
referência
Contagem do número de 
objetos encontrados
Número de objetos 
encontrados = 3
Não
Extração de características 
(perímetro, área e centro 
gravitacional) dos 3 objetos
Sim
Cálculo das coordenadas 
dos 16 alvéolos
Fim
Erro = 1
Erro a identificar 
marcas de referência
Criação de um vetor para 
alojar as coordenadas (x, y) 
de cada um dos 16 alvéolos
 
Figura 4.27 - Fluxograma relativo à identificação das coordenadas dos 16 alvéolos 
(CoordenatesOfEachPosition) (Solução Computacional).  
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De uma forma mais detalhada, a Figura 4.28 representa a metodologia implementada para 
a determinação das coordenadas dos 16 alvéolos. De notar que estão apenas 
representadas algumas deduções essenciais uma vez que as restantes são análogas. 
 
Posição 1
Posição 2
Posição 3
Posição 4
Posição 5
Posição 6
Posição 7
Posição 8
Posição 9
Posição 10
Posição 11
Posição 12
Posição 13
Posição 14
Posição 15
Posição 16
(xperfil, yperfil)
(x1min, y1min)
Altura = y1max – y1min
(x1max, y1max)
Largura = x1max – x1min
Perfil = y1min – yperfil
Eixo do X
E
ix
o
 d
o
 Y
0
(x2min = x1min, y2min = y1min - Perfil - Altura)
(x6min = x5min, y6min = y5min – Perfil - Altura)
(x7min = x6min, y7min = y6min – Perfil - Altura)
 
Figura 4.28 - Cálculo das coordenadas dos 16 alvéolos (Solução Computacional). 
 
Com recurso à extração de caraterísticas de objetos (algoritmo disponível na toolbox do 
software Matlab), foi possível identificar o centro gravitacional (coordenadas x e y) das 
marcas de referência identificadas a vermelho (representadas na Figura 4.28 por um 
círculo vermelho). 
Todo este processo de determinação das coordenadas foi elaborado na função 
“CoordenatesOfEachPosition”. Tem como parâmetros de saída uma flag de erro para o 
caso das marcas de referência não terem sido encontradas, e um vetor de 2x17 que contém 
não só a informação das coordenadas de todos os alvéolos como também a dimensão 
(altura e largura) do alvéolo da 1ª posição (todos possuem as mesmas dimensões). 
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A “MainProgram” é responsável pela deteção de presença ou ausência de peça em cada 
alvéolo. Este processo de deteção segue-se pelo fluxograma ilustrado na Figura 4.29. 
Início
Abertura da imagem RGB
Extração das coordenadas dos 16 
alvéolos
Erro = = 1
Sim
Conversão da imagem RBG 
para escala de cinzentos
Não
Fim
Erro = 1
Erro a identificar 
marcas de referência
Preenchimento do vetor 4x4, 
responsável por alojar o estado de 
ocupação dos alvéolos, com 
algarismos  9 
Recortar imagem em 16 
subimagens, focando 
apenas a área de análise de 
cada alvéolo
Contagem do número de 
objetos encontrados em 
cada alvéolo
Número de objetos 
encontrados < 1
Afetar vetor 4x4, 
responsável por alojar o 
estado de ocupação dos 
alvéolos, na respetiva 
posição com o algarismo  0 
Sim Não
Afetar vetor 4x4, 
responsável por alojar o 
estado de ocupação dos 
alvéolos, na respetiva 
posição com o algarismo  1 
Flag do erro
Binarização e 
aperfeiçoamento da imagem
Por cada 
imagem
 
Figura 4.29 - Fluxograma relativo à deteção de peças nos alvéolos (MainProgram) (Solução Computacional). 
Por cada 
subimagem 
99 
 
A função “MainProgram” tem como parâmetro de saída um vetor de 4x4 que contém a 
informação acerca da indicação de presença (algarismo 1) ou ausência (algarismo 0) de 
peças em cada um dos 16 alvéolos. Caso o vetor seja preenchido com o algarismo 9, 
significa que as marcas de referência não foram encontradas. Para que este algoritmo 
pudesse ser integrado no software Visual Studio C#, foi necessário exportá-lo para um 
ficheiro do tipo “biblioteca de vínculo dinâmico” (.dll). O algoritmo poderá ser consultado 
nos Anexos deste documento. 
 
 
4.3.4. Algoritmos desenvolvidos no software Visual Studio C# 
 
Um ambiente de desenvolvimento ou IDE (Integrated Development Environment – 
Ambiente de Desenvolvimento Integrado) é um software que reúne caraterísticas e 
ferramentas de apoio ao desenvolvimento de software com o objetivo de agilizar processos. 
Normalmente os IDE facilitam a técnica de RAD (Rapid Application Development – 
Desenvolvimento Rápido de Aplicações), pois baseiam-se em modelos de processo de 
desenvolvimento de software interativo. Analisando alguns IDE, optou-se pelo Visual 
Studio C#, pois além de ser uma ferramenta gratuita e muito produtiva, a sua aplicabilidade 
está inserida em vários sistemas de automação industrial. Neste software desenvolveu-se 
um algoritmo para: 
 
 aquisição de imagem a partir de uma câmara digital; 
 executar o algoritmo desenvolvido no software Matlab; 
 interação com o autómato por comunicação série. 
 
Aquisição de imagem 
a partir de uma 
câmara digital
Execução do algoritmo 
de processamento de 
imagem desenvolvido 
no software Matlab
Preparação da 
mensagem a enviar 
para o autómato
Envio da mensagem 
para o autómato pela 
porta série
 
Figura 4.30 - Diagrama de blocos do algoritmo desenvolvido no Visual Studio C# (Solução Computacional). 
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No âmbito de software, a interação entre a câmara digital e o computador é realizada com 
recurso à biblioteca Aforge.dll, em que esta contém funções específicas para activar as 
funcionalidades da câmara, tais como a captação de fotografias e vídeo. 
A captação da imagem só é efetuada quando o braço robótico se encontra na posição de 
origem (leitura do registo D701 do PLC que indica a presença do braço robótico na posição 
de origem). Quando é autorizada a captação da imagem, esta é captada e processada pelo 
algoritmo desenvolvido no Matlab (detalhado no subcapítulo 4.3.3). O mesmo retorna um 
vetor 4x4 (estado de ocupação dos 16 alvéolos e indicação se foram ou não encontradas 
as marcas de referência). O vetor 4x4 condiciona a interação com PLC, pois se este incluir 
algarismos 9, são apenas lidos os registos do PLC que contém o estado de ocupação dos 
alvéolos. Caso contrário, o vetor é interpretado e posteriormente formatado numa 
mensagem a enviar para o PLC. Este processo segue-se pelo fluxograma ilustrado na 
Figura 4.31. 
Início
Aquisição da imagem RGB
Execução do algoritmo 
desenvolvido no Matlab
Vetor contém 
algarismos 9
Intepretação do vetor 4x4
Vetor que contém o estado de ocupação dos alvéolos e 
indicação se foram encontradas as marcas de referência
Não
Preparação das mensagem 
a enviar para o PLC
Envio das mensagem para o PLC, atualizando o 
estado de ocupação dos alvéolos
Leitura dos registos do PLC 
(contém o estado de 
ocupação dos alvéolos)
Sim
Erro = 1
Erro a identificar 
marcas de referência
Fim
Leitura do registo do PLC 
(D701) que sinaliza a presença 
do elevador robotizado na 
posição de origem
Registo D701 = = 1
Sim
Não
Por cada 
alvéolo
 
Figura 4.31 - Fluxograma relativo ao algoritmo desenvolvido no Visual Studio C# (Solução Computacional). 
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Quanto à formatação das mensagens enviadas ou recebidas pelo autómato foi necessário 
um estudo prévio acerca do protocolo utilizado para a comunicação com o computador. O 
algoritmo poderá ser consultado nos Anexos deste documento. 
 
Protocolo de comunicação com o autómato da OMRON 
Os autómatos da OMRON utilizam um modo de comunicação específico para 
comunicações série, denominado de “C-mode (Host Link) commands”, em que 
proporcionam um controlo de várias operações entre o autómato e o computador. Estas 
operações incluem leitura e escrita de registos na memória do autómato, mudanças de 
modo de operação, entre outras [61]. Podem ser estabelecidos até 32 (0 a 31) endereços 
de autómatos, mas as características da ligação RS-232 apenas suporta uma ligação ponto 
a ponto. A trama de comunicação pode conter no máximo 131 caracteres de informação. 
Os caracteres são enviados e recebidos no formato ASCII (American Standard Code for 
Information Interchange). O formato para os comandos Host Link enviados pelo 
computador está ilustrado na Figura 4.32. 
 
 
Figura 4.32 - Formato do envio de um comando [61]. 
 
Onde: 
 @: deve ser colocado no início do comando; 
 Número da unidade: delimitado de 0 a 31 para cada autómato; 
 Código do cabeçalho: expresso em dois caracteres; 
 Mensagem: colocação de parâmetros; 
 FCS: cálculo do FCS (Frame Check Sequence). De seguida será detalhado; 
 Terminador: colocação de “*” e um caracter terminador (“CR - Carriage Return”) 
para indicar o fim do comando a enviar. 
 
  
Número da unidade 
Código do cabeçalho 
Mensagem 
FCS 
Terminador 
 102 
 
O formato para os comandos Host Link recebidos pelo computador está ilustrado na Figura 
4.33. 
 
 
 
Figura 4.33 - Formato da resposta [61]. 
Onde: 
 @: deve ser colocado no início do comando; 
 Número da unidade: delimitado de 0 a 31 para cada autómato; 
 Código do cabeçalho: o código enviado é igual ao recebido; 
 Código de erro: resultado do comando enviado; 
 Mensagem: mensagem recebida; 
 FCS: os 2 caracteres do FCS são recebidos; 
 Terminador: os 2 caracteres, “*” e um caracter terminador (“Carriage Return”), para 
indicar o fim da resposta. 
 
Os códigos do cabeçalho utilizados neste trabalho foram os seguintes: 
 
 RD (DM AREA READ): tem a capacidade de ler um número específico de words, 
designadas por DM words; 
 WD (DM AREA WRITE): tem a capacidade de escrever nas words, designadas por 
DM words. 
 
As words do PLC da OMRON que contêm o estado de ocupação de cada um dos 16 
alvéolos estão numeradas da D601 à D617 (já se encontravam previamente definidas no 
algoritmo existente do autómato quando o simulador foi criado). A word D701 possui a 
informação se o braço robótico se encontra, ou não, na posição de origem. 
  
Número da unidade 
Código do cabeçalho 
Código de Erro 
Mensagem 
FCS 
Terminador 
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Determinação do Frame Check Sequence (FCS) 
O autómato calcula o valor do FCS (método adoptado pelo fabricante do PLC para a 
detecção de erros de comunicação) para cada trama que recebe, e valida a existência de 
erros pela comparação desse valor com o FCS enviado no comando. Sendo assim, o 
computador deve calcular o valor do FCS para que seja englobado na trama do comando 
a enviar para o autómato. A Figura 4.34 ilustra a metodologia usada para determinar o 
valor do FCS. 
 
 
Figura 4.34 - Determinação do FCS [61]. 
 
O FCS é um valor de 8 bits convertido a partir de dois caracteres ASCII. O valor final de 8 
bits é o resultado de um OR-exclusivo (XOR) sequencial promovido entre cada caracter, 
desde o primeiro caracter da trama até ao último caracter pertencente à “mensagem”. A 
tabela ASCII pode ser consultada nos Anexos deste documento. 
 
  
Número da unidade 
Código do cabeçalho 
 
Mensagem 
FCS 
Terminador 
Trama utilizada para determinar o FCS 
 
 
Code Hex 
XOR 
XOR 
XOR 
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4.3.5. Aplicação da solução computacional 
 
A aplicação Front-End, desenvolvida como solução computacional (num computador 
portátil) com recurso ao Visual Studio C# permite a monitorização da presença ou ausência 
de peças no simulador de armazenamento por parte do operador. Esta engloba todos os 
algoritmos mencionados no subcapítulo 4.3.4. Algumas das configurações disponíveis 
(manipuláveis pelo operador) neste software não seriam disponibilizadas numa aplicação 
real de supervisão industrial, ou então teriam acesso restrito (criação de um submenu onde 
seria requerida uma password de autenticação). A Figura 4.35 representa o aspeto do 
menu inicial da aplicação.  
 
 
Figura 4.35 - Menu inicial da aplicação Front-End (Solução Computacional). 
 
No menu inicial é possível encontrar a identificação do projeto e dos seus intervenientes, 
como também a respetiva versão do software.  
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Ao clicar no botão “Monitoring” segue-se para a tela principal da aplicação (ver Figura 4.36). 
 
 
Figura 4.36 - Menu principal da aplicação Front-End (Solução Computacional). 
 
Este software permite ao operador:  
 
 Configurar a porta de comunicações para interação com o autómato (Serial Port 
Configuration). Com recurso ao botão “Refresh COM” é possível pesquisar novos 
dispositivos de comunicação USB (neste caso conversores USB-RS232) 
conectados ao computador portátil. Clicando no botão “Apply Config”, a 
configuração da porta é armazenada num ficheiro auxiliar (evita a configuração por 
cada vez que se inicia a aplicação); 
 
 Enviar comandos diretos para o autómato (Data Communication). Clicando no 
botão “Prepare Request Message”, é efetuada a preparação da mensagem a enviar 
para o autómato, ou seja, é calculado o FCS e são colocados os caracteres 
terminadores. Pressionando no botão “Send Request to the PLC!”, a mensagem 
previamente preparada é enviada para o autómato; 
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 Configurar a webcam (WebcamController). Com recurso ao botão “Refresh” é 
possível pesquisar novos dispositivos de aquisição de imagem conectados por USB 
à unidade digital. Os botões “InitSession” e “CloseSession” são utilizados para ligar 
e desligar respetivamente o dispositivo de aquisição de imagem selecionado. Por 
último, o botão com o símbolo de uma mão é utilizado para realizar todos os 
algoritmos mencionados no subcapítulo 4.3.4 (apenas 1 ciclo), preenchendo os 
indicadores representados no “WareHouse Occupation” (taxa de ocupação do 
armazém; estado de ocupação de cada alvéolo; estado de ocupação da posição de 
carregamento); 
 
 Clicando no botão “RUN-TIME”, a operação descrita para o botão com o símbolo 
de uma mão é realizada ciclicamente, até que seja pressionado o botão de “parar”. 
 
O estado de ocupação do armazém é dado por indicadores circulares verdes (alvéolo livre), 
vermelhos (alvéolo ocupado) e azuis (marcas de referência não encontradas). 
O campo “Do You Have Something To Store?” indica o estado de ocupação da posição de 
carregamento, em que o símbolo “X” ou o símbolo de “certo” representam respetivamente 
a ausência ou a presença de peça no alvéolo de carregamento. 
Relativamente ao tempo decorrido por cada ciclo, o sistema demora cerca de 2 a 3 
segundos (aquisição de imagem, processamento e análise da respetiva e envio das 
mensagens para o PLC). 
 
 
4.3.6. Alterações no algoritmo do Autómato 
 
O algoritmo já existente no autómato foi sujeito a alterações, pois em determinados 
aspetos, o seu atual funcionamento colidia com as novas funcionalidades implementadas 
no sistema. Cada movimento que o braço robótico exercia (armazenar ou retirar peças dos 
alvéolos), este ficava imóvel no último alvéolo a que se deslocava (à espera de uma nova 
ordem pelo operador). Atendendo às novas funcionalidades implementadas, em que é 
necessária uma visão “limpa” de todo o sistema de armazenamento, o braço robótico foi 
reprogramado para regressar à posição de origem após conclusão do seu movimento de 
armazenamento/extração de peças. Sempre que o braço robótico se encontra na posição 
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de origem é acionada uma flag (escolheu-se a word D701) para que o software 
desenvolvido tenha conhecimento do momento mais oportuno para a captação da imagem.  
O fluxograma da Figura 4.37 representa as alterações efetuadas no algoritmo do autómato 
já existente anteriormente (assinalado com a cor laranja). 
 
Início
Escolha da posição
Origem/Destino
Escolha é válida?
Não
Sim
Deslocar eixo X Deslocar eixo Y
Posição correta? Posição correta?
Deslocar eixo Z
Retirar palete do alvéolo
Sim
NãoNão
Sim
Deslocar eixo X Deslocar eixo Y
Posição correta? Posição correta?
Deslocar eixo Z
Colocar palete no alvéolo
Sim
NãoNão
Sim
Deslocar braço robótico 
para a posição de origem
Chegou à posição 
de origem?
Sim
Não
Word D701 colocada a  1 .
Flag que indica a chegada à 
posição de origem
Word D701 colocada a  0 
 
Figura 4.37 - Fluxograma relativo às alterações efetuadas ao algoritmo do autómato [62]. 
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 Solução com Microcomputador  
 
Comparando com a solução descrita no subcapítulo anterior, optou-se por desenvolver 
uma solução que proporcionasse uma redução no custo de material, um menor volume 
estrutural e uma maior portabilidade (fisicamente inserido no sistema). Essa solução foi 
promovida pelo desenvolvimento de uma unidade de processamento digital com recurso 
ao Raspberry Pi Model B+. Este pode ser adquirido atualmente no mercado por 25€.  
Todos os modelos do Raspberry Pi adotam um fator crucial para a maioria das aplicações, 
o tamanho reduzido, em que possui a mesma largura e comprimento de um cartão de 
crédito e uma espessura de cerca de 2 cm (contando com a eletrónica presente, portas 
USB e ethernet). Sendo uma placa eletrónica, é aconselhável a sua proteção contra 
contactos indevidos. Para tal, existem caixas específicas para alojar o Raspberry Pi [60]. 
Até ao momento, o Raspberry Pi é o single-board computer mais popular do mercado, com 
vendas a atingir diversos milhões de unidades. Isto significa que já existe um número 
considerável de software developers que já desenvolvem as suas aplicações com recurso 
a esta plataforma. Grande parte destes são entusiastas open-source, onde importam e 
criam novas bibliotecas para desenvolver novos softwares, escrevem tutoriais e resolvem 
problemas através de fóruns online. Todos estes fatores incrementam as ferramentas 
disponíveis e tornam o caminho mais facilitado para encontrar soluções que resolvam os 
problemas que surgem [60]. 
 
Nesta solução desenvolveu-se toda a componente de aquisição e tratamento de imagem 
no computador portátil (no software Matlab-Simulink 2015). O Simulink possui uma 
biblioteca específica para a comunicação (através da comunicação Ethernet) com o 
Raspberry Pi. Desta forma foi possível desenvolver um modelo Simulink e compilá-lo numa 
aplicação standalone para correr no Raspberry Pi. 
A versão de Linux utilizada no Raspberry Pi foi o Whezzy, instalada diretamente a partir do 
software Matlab durante a instalação da biblioteca “Simulink Support Package for 
Raspberry Pi Hardware”. 
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4.4.1. Software e bibliotecas utilizadas 
 
Para cada etapa foram utilizados os seguintes softwares: 
Etapa Software 
Processamento e tratamento de imagem Matlab-Simulink 2015 
Aquisição de imagem Matlab-Simulink 2015 
Comunicação com autómato MonoDevelop 
Tabela 4.3 - Solução com microcomputador: softwares utilizados. 
 
Para cada software foram utilizadas as seguintes bibliotecas:  
Software Biblioteca 
Matlab-Simulink 2015 
Simulink Support Package for Raspberry Pi Hardware 
Computer Vision System Toolbox 
MonoDevelop wiringPi 
Tabela 4.4 - Solução com microcomputador: bibliotecas utilizadas. 
 
É importante salientar que o software MonoDevelop e a biblioteca wiringPi foram instalados 
diretamente no Raspberry Pi. O propósito da sua utilização será abordado no subcapítulo 
4.4.4. 
 
 
4.4.2. Equipamento utilizado 
 
Quanto ao equipamento utilizado, além do já apresentado no subcapítulo 4.2.1, utilizou-se 
um Raspberry Pi Model B+ e uma webcam. O Raspberry Pi foi utilizado como unidade de 
processamento digital, responsável não só pelo processamento e tratamento da imagem, 
como também pela interação com o autómato programável existente no simulador. A 
webcam foi utilizada para aquisição das imagens (apresentada no subcapítulo 4.3.2). 
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Raspberry Pi Model B+ 
A Figura 4.38 ilustra o aspeto físico do Raspberry Pi Model B+. 
 
 
Figura 4.38 - Raspberry Pi Model B+ [63]. 
 
O Raspberry Pi Model B+ é dotado das seguintes caraterísticas [63]: 
 Chip: Broadcom BCM2835 SoC; 
 Arquitetura do núcleo: ARM11; 
 CPU: 700 MHz baixo consumo de energia ARM1176JZFS; 
 GPU: Dual Core VideoCore IVO Multimedia Co-Processor; 
 Memória RAM: 512MB; 
 Sistema Operativo: Boot a partir do cartão micro SD, em que funciona sob um 
sistema operativo Linux; 
 Dimensão: 85 x 56 x 17mm; 
 Alimentação: Micro USB 5V, 2A. 
 
Quanto aos conectores disponíveis [63]: 
 Ethernet para conexão a outros dispositivos ou internet; 
 HDMI para saída de vídeo; 
 Jack 3.5mm para saída de áudio; 
 4 conectores USB 2.0; 
 40 pinos GPIO (General Purpose Input/Output). Providencia não só 27 GPIO, como 
também +3.3V, +5V e GND; 
 MIPI Câmara (CSI-2); 
 Slot para cartão de memória micro SD. 
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4.4.3. Algoritmo desenvolvido no software Matlab-Simulink 
 
O algoritmo/modelo desenvolvido no software Matlab-Simulink é semelhante ao algoritmo 
já apresentado no subcapítulo 4.3.3. Existem apenas algumas diferenças no que diz 
respeito:  
 
 à aquisição de imagem do sistema. No modelo desenvolvido, a imagem é adquirida 
com recurso a um bloco (Figura 4.39) da biblioteca Simulink Support Package for 
Raspberry Pi Hardware. Este bloco permite adquirir diretamente a imagem a partir 
de um dispositivo de visão conectado ao Raspberry Pi, especificando o ID do 
dispositivo, a resolução da imagem, o formato de pixéis (RGB ou YCbCr 4:2:2) e o 
FPS (Frame Per Seconds). 
 
 
Figura 4.39 - Bloco de aquisição de imagem (Solução com microcomputador). 
 
 à utilização de funções da toolbox Image Processing Toolbox (Matlab). No modelo 
desenvolvido, todas as funções dessa toolbox (utilizadas na solução 
computacional), devido à incompatibilidade com o modo de operação pretendido 
(standalone), foram substituídas por blocos da toolbox Computer Vision System 
(Simulink). A Figura 4.40 representa o exemplo de uma dessas analogias. 
Infelizmente para outras situações a analogia não foi tão direta. 
 
binaryImage = bwmorph(binaryImage,'erode');
binaryImage = bwmorph(binaryImage,'close');
Código Matlab
Modelo Simulink
 
Figura 4.40 - Analogia entre código Matlab e modelo Simulink (Solução com microcomputador). 
 112 
 
 à análise do estado de ocupação dos alvéolos. O processo de recorte de imagem 
(utilizado com o objetivo de focar a área de análise de cada alvéolo) também foi 
substituído por outro método devido à incompatibilidade já mencionada. Este 
processo desenvolveu-se numa função do tipo “.m” (bloco “MATLAB function” 
disponível na toolbox do Simulink). Esta função recebe como parâmetros de 
entrada: 
 
 - Número de objetos encontrados no sistema; 
 - Centroid de cada um desses objetos; 
 - Array de dimensão 1x17 que contém as coordenadas do eixo X de cada 
uma das 16 posições e a largura de cada alvéolo; 
 - Array de dimensão 1x17 que contém as coordenadas do eixo Y de cada 
uma das 16 posições e a altura de cada alvéolo. 
 
A partir desta informação é possível conhecer o estado de ocupação de cada um 
dos alvéolos (ver Figura 4.41).  
 
(x1min, y1min)
Altura
Largura
(xobj, yobj)
Posição 1
Eixo do X
E
ix
o
 d
o
 Y
0
 
Figura 4.41 - Análise do estado de ocupação do alvéolo (Solução com microcomputador). 
 
A presença/ausência de peça no alvéolo é dada pela seguinte expressão: 
 
   𝑂𝑐𝑢𝑝𝑎çã𝑜 = ((𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑(𝑥𝑜𝑏𝑗) > 𝑥1min) && (𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑(𝑥𝑜𝑏𝑗) < 𝑥1𝑚𝑖𝑛 +  𝑙𝑎𝑟𝑔𝑢𝑟𝑎)  
                            && (𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑(𝑦𝑜𝑏𝑗) > 𝑦1min) && (𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑(𝑦𝑜𝑏𝑗) < 𝑦1𝑚𝑖𝑛 + 𝑎𝑙𝑡𝑢𝑟𝑎))       (4.1) 
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 à exportação do resultado da análise da imagem captada. Quanto a esta matéria, 
o resultado da análise é escrito em dois ficheiros distintos (armazenados na 
memória do Raspberry Pi, onde se encontra a pasta que contém a aplicação 
standalone compilada pelo software Simulink). Um desses ficheiros, denominado 
por ErrorLog0.txt, aloca o resultado de uma flag de erro (colocada a “X” significa 
que as marcas de referência não foram encontradas, caso contrário fica a “Y”), O 
ficheiro Array0.txt contém os 16 caracteres que indicam o estado de ocupação dos 
16 alvéolos (indicação de presença com o algarismo “1” e ausência com o algarismo 
“0”). 
 
O algoritmo do modelo desenvolvido no Simulink segue-se pelo fluxograma da Figura 4.42. 
Início
Captação da imagem
Extração das coordenadas dos 16 
alvéolos
Erro = = 1
Sim
Conversão da imagem RBG 
para escala de cinzentos
Não
Binarização da imagem
Fim
Erro = X
Erro a identificar 
marcas de referência
Aperfeiçoamento da imagem 
aplicando operadores 
morfológicos
Escrever o caracter  X  no ficheiro 
ErrorLog0.txt
Ignorar objetos com área 
inferior a um limite definido
Verificar onde pertence cada 
objeto encontrado
Escrever o estado de 
ocupação (0 ou 1) dos 
alvéolos no ficheiro 
Array0.txt
Flag do erro
Escrever o caracter  Y  no 
ficheiro ErrorLog0.txt
Contagem do número de 
objetos encontrados em 
todo o sistema
 
Figura 4.42 - Fluxograma relativo ao algoritmo desenvolvido no Simulink (Solução com microcomputador). 
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4.4.4. Algoritmo desenvolvido no Raspberry Pi 
 
No Raspberry Pi foi desenvolvido um algoritmo em linguagem C no software MonoDevelop. 
A biblioteca wiringPi foi essencial para o acesso aos GPIO. 
 
Neste software desenvolveu-se um algoritmo para: 
 
 executar o modelo desenvolvido no Simulink; 
 interação com o autómato por comunicação série. 
 
A Figura 4.43 ilustra de um modo macroscópico a construção do algoritmo. 
 
Execução do algoritmo 
de processamento de 
imagem desenvolvido 
no software Simulink
Preparação da 
mensagem a enviar 
para o autómato
Envio da mensagem 
para o autómato pela 
porta série
 
Figura 4.43 - Diagrama de blocos do algoritmo desenvolvido no MonoDevelop (Solução com 
microcomputador). 
 
A execução do modelo do Simulink só é efetuada quando o braço robótico se encontra na 
posição de origem (leitura do registo D701 do PLC que indica a presença do braço robótico 
na posição de origem). Assim que o braço robótico atinge a posição de origem, é dada a 
ordem para executar o modelo do Simulink, onde é captada e analisada a imagem. 
Terminado este processo, é feita a leitura dos ficheiros exportados pelo modelo 
(ErrorLog0.txt e Array0.txt), onde serão devidamente lidos e interpretados. Um desses 
ficheiros, denominado por ErrorLog0.txt, reporta o resultado de uma flag de erro (colocada 
a “X” significa que as marcas de referência não foram encontradas, caso contrário fica a 
“Y”), O ficheiro Array0.txt contém os 16 caracteres que indicam o estado de ocupação dos 
16 alvéolos (indicação de presença de peça com o algarismo “1” e ausência de peça com 
o algarismo “0”). Caso o caracter lido no ficheiro ErrorLog.txt seja “Y”, o vetor que está 
contido no ficheiro Array0.txt é interpretado e posteriormente formatado numa mensagem 
a enviar para o PLC.  
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Este processo segue-se pelo fluxograma ilustrado na Figura 4.44. 
 
Início
Execução do algoritmo 
desenvolvido no Simulink
Erro = = Y
Leitura do ficheiro Array0.txt
Sim
Preparação das mensagem 
a enviar para o PLC
Envio das mensagem para o PLC, atualizando o 
estado de ocupação dos alvéolos
Não
Erro = X
Erro a identificar 
marcas de referência
Fim
Leitura do registo do PLC 
que sinaliza a presença do 
elevador robotizado na 
posição de origem
Registo = = 1
Sim
Não
Leitura do ficheiro 
ErrorLog.txt
 
Figura 4.44 - Fluxograma relativo ao algoritmo desenvolvido no MonoDevelop (Solução com 
microcomputador). 
 
Quanto à formatação das mensagens enviadas ou recebidas pelo autómato, o algoritmo é 
semelhante ao desenvolvido na solução computacional, apenas adaptado a uma 
linguagem de programação diferente. Relativamente ao tempo decorrido por cada ciclo, o 
sistema demora cerca de 2 a 3 segundos (aquisição de imagem, processamento e análise 
da respetiva e envio das mensagens para o PLC). Conclui-se que o tempo de ciclo obtido 
nesta solução é muito semelhante ao da solução computacional. 
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4.4.5. Hardware desenvolvido para o Raspberry Pi 
 
Com o intuito de interligar o Raspberry Pi ao PLC, foi necessário desenvolver uma placa 
de circuito impresso para adaptar os sinais de comunicação série entre ambos os 
dispositivos. Isto porque funcionam com níveis de tensão diferentes (ver Tabela 4.5). 
 
Valor Lógico 
PLC Raspberry Pi 
Níveis de Tensão 
Sinais de dados TXD e RXD Sinais de dados TXD e RXD 
0 +13V 0V 
1 -13V 3,3V 
Tabela 4.5 - Níveis de tensão dos sinais de comunicação. 
 
A Figura 4.45 representa um diagrama temporal ilustrativo da adaptação de sinais que se 
pretende fazer para a comunicação entre o PLC (RS232) e o Raspberry Pi (CMOS). 
                                   
Figura 4.45 - Diagrama temporal dos sinais RS232 e CMOS [64]. 
 
A placa desenvolvida para a adaptação descrita tem por base o dispositivo MAX232, o qual 
possui um duplo canal de comunicação, e inclui um gerador de tensão capacitivo para 
alimentar os níveis de tensão dos sinais RS-232 a partir de uma fonte de 3.3V. Cada um 
dos canais converte a entrada (sinais RS-232) em sinais lógicos CMOS (0-3.3V), e vice-
versa. 
PLC 
Raspberry Pi 
+3.3V 
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A Figura 4.46 representa a configuração dos pinos e o circuito elétrico aconselhado por um 
fabricante do dispositivo MAX232. 
 
Figura 4.46 - Configuração dos pinos (MAX232) e circuito elétrico (conversor RS232 para CMOS) [65]. 
 
Além do conversor de RS232 para CMOS, foram também implementados alguns 
indicadores luminosos (LED) para auxilio da interpretação do estado do sistema, tais como: 
 
 Estado funcional do sistema, ou seja, se o algoritmo desenvolvido no Raspberry Pi 
está a funcionar; 
 Estado da comunicação entre o Raspberry Pi e o PLC; 
 Interpretação das mensagens por parte do PLC, ou seja, se ocorreu algum 
problema na troca de tramas de dados entre o Raspberry Pi e o PLC. 
 
Os restantes GPIO foram disponibilizados com conectores para futuras ligações de 
inputs/outputs. Quanto à conceção da placa de circuito impresso, esta foi desenvolvida no 
software Altium Designer. 
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É necessário conhecer a configuração dos 40 pinos GPIO disponíveis (ver Figura 4.47) 
para que seja possível uma ligação direta entre o Raspberry Pi e a placa eletrónica 
adaptadora (por exemplo, com a recurso a um flat cable de 40 pinos). 
 
 
Figura 4.47 - Configuração dos pinos (Raspberry Pi) [66]. 
 
A Figura 4.48 representa o aspeto físico da placa desenvolvida para interligar com o 
Raspberry Pi. Toda a informação (circuito elétrico, lista de material e datasheet) relativa a 
esta placa pode ser consultada nos Anexos deste documento. 
 
 
Figura 4.48 - Aspeto físico da placa eletrónica desenvolvida para interligar com o Raspberry Pi.  
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5. Resultados Experimentais – Casos de Estudo 
 
Este capítulo está dedicado à apresentação de alguns resultados experimentais obtidos 
nesta dissertação, resultante do desenvolvimento das duas soluções (solução 
computacional e solução com microcomputador) já descritas no capítulo 4. Pretende-se 
que os resultados experimentais aqui apresentados permitam demonstrar a viabilidade das 
soluções propostas nesta dissertação. Os casos de estudo apresentados serão os mesmos 
para ambas as soluções: 
 
 Situação de marcas de referência não encontradas; 
 Situação de braço robótico em movimento; 
 Situação de funcionamento normal sem erros. 
 
Solução Computacional 
Começa-se por ilustrar (ver Figura 5.1) a integração física da solução computacional no 
sistema existente, onde se observa os vários equipamentos e respetivas interligações. 
 
Câmera
Ligação 
USB
Ligação 5V
Ligação RS232
Raspberry Pi
Portátil
PLC
 
Figura 5.1 - Integração física (Solução Computacional). 
  
Câmara 
RS232-U B 
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Situação de marcas de referência não encontradas (ver Figura 5.2): Nesta situação, pelo 
facto de não ter sido possível a localização das 3 marcas de referência, o operador é 
informado pelo sistema (através de mensagens apresentadas na Communication Trace) 
com as seguintes mensagens: 
- “Não foram encontradas as marcas de referência!” 
- “O estado de ocupação será lido a partir do PLC” 
 
 
Figura 5.2 - Situação de marcas de referência não encontradas (Solução Computacional). 
 
Neste cenário a fotografia é captada, e após análise desta, como não foram encontradas 
as 3 marcas de referência, são apenas lidos os registos do autómato que possuem o estado 
de ocupação dos 16 alvéolos (leitura dos registos D601 ao D6017), e por consequência, 
os indicadores do sistema de armazenamento (ver Figura 5.2) são atualizados. Verifica-se 
(através do símbolo “X”) também que não existe nenhuma peça na posição de 
carregamento (leitura do registo D600). O vídeo que está ilustrado no “Video Webcam” está 
a ser captado em tempo real e com uma rotação de 180º face à sua posição de origem. 
Esta rotação apenas deve-se à forma de como a câmara foi posicionada no suporte físico. 
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Situação de braço robótico em movimento (ver Figura 5.3): Nesta situação, o operador é 
informado pelo sistema (através de mensagens apresentadas na Communication Trace) 
com a seguinte mensagem:  
- “Não é possível tirar fotografia!” 
 
 
Figura 5.3 - Situação de braço robótico em movimento (Solução Computacional). 
 
Nesta situação, como o braço robótico encontra-se fora da posição de origem, não é 
possivel tirar fotografia ao sistema, em que serão apenas lidos os registos do autómato 
que possuem o estado de ocupação dos 16 alvéolos (leitura dos registos  D601 ao D6017), 
e por consequência, os indicadores do sistema de armazenamento (ver Figura 5.3) são 
atualizados. Verifica-se (através do símbolo “X”) também que não existe nenhuma peça na 
posição de carregamento (leitura do registo D600). 
A fotografia que se encontra apresentada na “Photo Webcam” (ver Figura 5.3) é a última 
fotografia válida antes do braço robótico ter iniciado o movimento.  
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Situação de funcionamento normal sem erros (ver Figura 5.4): Nesta situação, o operador 
é informado pelo sistema (através de mensagens apresentadas na Communication Trace) 
com a seguinte mensagem: 
- “Será captada a imagem e atualizado o estado de ocupação do armazém” 
 
  
Figura 5.4 - Situação de funcionamento normal sem erros (Solução Computacional). 
 
Nesta situação o sistema tem todas as condições para funcionar na sua normalidade, 
possibilitando assim a atualização do estado de ocupação dos alvéolos com o auxílio do 
sistema de visão. Verifica-se (através do símbolo “certo”) também que existe uma peça na 
posição de carregamento (leitura do registo D600). 
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Solução com Microcomputador 
Nesta solução serão apresentados, com o auxílio de um (Liquid Crystal Display) LCD 
conectado por HDMI ao Raspberry Pi, os resultados observados na linha de comandos em 
conjunto com o visualizador de imagens (fotografia que vai sendo adquirida ao sistema).  
Começa-se por ilustrar (ver Figura 5.5) a integração física da solução com 
microcomputador no sistema existente, onde se observa os vários equipamentos e 
respetivas interligações. 
 
Câmara
Ligação 
USB
Ligação 5V
Raspberry Pi
PLC
Ligação RS232 
c/ adaptação
 
Figura 5.5 - Integração física (Solução com microcomputador). 
 
A interligação designada por “Ligação RS232 c/ adaptação” (ver Figura 5.5) trata-se da 
placa eletrónica que foi desenvolvida para adaptar os sinais de comunicação entre o 
Raspberry Pi e o PLC. Esta placa eletrónica, como já foi referido, além da adaptação dos 
sinais de comunicação, possui alguns indicadores acerca do estado do sistema: 
 
 Led Vermelho: O sistema está parado; 
 Led Amarelo: Problemas na comunicação entre o Raspberry Pi e o PLC; 
 Led Verde: O sistema está a funcionar corretamente. 
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Situação de marcas de referência não encontradas (ver Figura 5.6): Nesta situação, o 
sistema informa o operador (através de mensagens apresentadas na linha de comandos) 
com a seguinte mensagem: 
- “As marcas de referência não foram encontradas!” 
 
  
 
Figura 5.6 - Situação de marcas de referência não encontradas (Solução com Microcomputador). 
 
Neste cenário a fotografia é captada, e após análise desta, como não foram encontradas 
as 3 marcas de referência, o sistema continua a tirar fotografias até que estas sejam 
encontradas. Pela observação da consola tátil (ver Figura 5.6) é possível comprovar que o 
estado de ocupação dos alvéolos continua a ser preenchido, mas por acção do PLC. 
 
 
 
  
Linha de Comandos 
Visualizador de Imagens 
Consola Tátil (HMI) 
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Situação de braço robótico em movimento (ver Figura 5.7): Nesta situação, o operador é 
informado pelo sistema (através de mensagens apresentadas na linha de comandos) com 
a seguinte mensagem: 
- “Mensagem OK - > No entanto agora não se pode tirar fotografia” 
 
 
 
Figura 5.7 - Situação de braço robótico em movimento (Solução com Microcomputador). 
 
Nesta situação, como o braço robótico encontra-se fora da posição de origem, não é 
possivel tirar fotografia ao sistema. Pela observação da consola tátil (ver Figura 5.7) é 
possível comprovar que o estado de ocupação dos alvéolos continua a ser preenchido, 
mas por acção do PLC.  
Linha de Comandos 
Consola Tátil (HMI) 
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Situação de funcionamento normal sem erros (ver Figura 5.8): Nesta situação, o operador 
é informado pelo sistema (através de mensagens apresentadas na linha de comandos) 
com a seguinte mensagem: 
- “Modelo do Matlab sem erros!” 
 
  
 
Figura 5.8 - Situação de funcionamento normal sem erros (Solução com Microcomputador). 
 
Nesta situação o sistema tem todas as condições para funcionar na sua normalidade, 
possibilitando assim a atualização do estado de ocupação dos alvéolos com o auxílio do 
sistema de visão. 
  
Linha de Comandos 
Visualizador de Imagens 
Consola Tátil (HMI) 
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6. CONCLUSÕES 
 
Este capítulo é o culminar do trabalho de pesquisa e desenvolvimento que permitiu 
melhorar o funcionamento do simulador de armazenamento automático existente no 
Laboratório de Automação e Robótica da ADEEEA, ao qual foi introduzida a capacidade 
de deteção automática e em tempo real da presença ou ausência de peças nos respetivos 
alvéolos com recurso ao processamento de imagem. 
 
Aqui são apresentadas as principais conclusões sobre os resultados obtidos, é feito um 
balanço das limitações da metodologia adotada e são avaliadas possíveis perspetivas de 
desenvolvimento futuro do trabalho realizado. 
 
 
 Conclusões gerais 
 
Neste trabalho optou-se por desenvolver duas soluções (solução computacional e solução 
com microcomputador) capazes de executar esta nova funcionalidade, sendo assim 
possível optar por uma delas de acordo com a portabilidade do sistema desejado. 
 
Através dos resultados obtidos experimentalmente, foi possível constatar que mesmo 
sendo o Raspberry Pi um dispositivo muito mais pequeno e muito mais barato comparado 
com o computador portátil, o seu desempenho foi semelhante ou mesmo melhor. 
 
A metodologia proposta para a implementação deste sistema consiste essencialmente em 
três módulos funcionais, interligados entre si, a aquisição de imagem, o processamento de 
imagem e a interação entre as unidades de processamento e o PLC. 
 
A aquisição de imagem tem como principal objetivo fornecer à unidade de processamento 
a imagem digitalizada captada do armazém. Consistindo numa aplicação direta de 
bibliotecas já existentes que contém o controlo da câmara digital, foi possível efetuar a 
aquisição de imagem com recurso ao software disponível. 
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O processamento de imagem visa a deteção da presença ou ausência de peças nos 
respetivos alvéolos. Consistindo numa sequência de processos de conversão de cor, 
subtração de imagem, binarização e extração de caraterísticas, os resultados a que 
conduziu são bastante positivos. É de salientar, neste processamento, a determinação 
automática da localização dos 16 alvéolos, que foi conseguida com o auxílio de três marcas 
de referência de cor vermelha localizadas no alvéolo da 1ª posição (determina a altura e 
largura do alvéolo, e espessura da estrutura entre alvéolos). Este aspeto contribuiu para o 
bom desempenho deste processo, tornando a localização dos 16 alvéolos praticamente 
imune a ligeiros movimentos da câmara digital em relação ao armazém (área de interesse), 
não sendo necessário proceder ao moroso processo de calibração da câmara.  
 
A interação entre as unidades de processamento e o PLC permite a atualização em tempo 
real (visualizada na consola tátil HMI) da presença ou ausência de peças nos respetivos 
alvéolos. Para tal, foi necessário efetuar um estudo relativo ao protocolo de comunicação 
utilizado pelo PLC. 
 
Relativamente às linguagens de programação e softwares utilizados, C (MonoDevelop), 
.Net (Visual Studio C#), Matlab e Simulink, foi possível verificar que são bastante versáteis, 
sobretudo devido à grande quantidade de bibliotecas que lhe podem ser adicionadas. 
Durante a fase de desenvolvimento do sistema, constatou-se que as bibliotecas Image 
Processing Toolbox e Computer Vision System Toolbox disponíveis no software Matlab e 
Simulink respetivamente, oferecem capacidades importantes para a criação de aplicações 
de visão computacional. Estas bibliotecas possuem potencial para promover pesquisas na 
área de visão computacional, pois são possuem inúmeras funcionalidades. 
 
Quanto às limitações de ambas as soluções desenvolvidas, a iluminação não controlada e 
a baixa resolução da câmara utilizada foram dois fatores que por vezes adulteravam o 
correto funcionamento do sistema. No caso de existir uma luminosidade excessiva a insidir 
na estante do armazém, a câmara teve dificultade em diferenciar cores de tonalidade clara, 
e como os níveis de threshold do algoritmo são fixos, o sistema apresentou algumas 
anomalias tendo em conta estas condições do meio envolvente. 
Caso de tratasse de um armazém industrial (por exemplo, com uma dimensão de 
10x10metros), seria necessário mais do que uma câmara para conseguir cobrir toda a área 
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de análise. Utilizando técnicas de triangulação de imagens seria possível analisar todo o 
armazém. 
 
Globalmente, pode-se considerar que os resultados obtidos neste trabalho comprovam que 
as metodologias adotadas nas duas soluções desenvolvidas permitem desempenhar 
convenientemente a nova funcionalidade implementada no simulador de armazenamento 
automático. 
 
 
 Perspetivas de desenvolvimento futuro 
 
Os resultados obtidos neste trabalho tornam-no um bom ponto de partida para 
desenvolvimentos futuros neste simulador de armazenamento automático. Durante a sua 
execução, esteve sempre presente a preocupação de utilizar equipamentos de baixo custo 
e desenvolver algoritmos simples e organizados, de forma a tornar a sua reutilização viável. 
Tirando partido de toda a potencialidade do Raspberry Pi, (tecnologias Bluetooth e wi-fi 
disponíveis na nova versão Raspberry Pi 3) poderá ser possível num futuro próximo 
introduzir novas funcionalidades a este simulador, tais como a comunicação por wi-fi ou 
Bluetooth com outra unidade de processamento (por exemplo um smartphone). Quanto a 
possíveis melhorias em relação à solução desenvolvida, o algoritmo de reconhecimento 
automático da localização dos alvéolos poderá ser ainda aperfeiçoado, em que, com 
recurso a mais marcas de referência é possível identificar rotações ou variações de ângulos 
no que se refere à posição da câmara digital em relação ao armazém. A implementação 
de algoritmos que atenuem a influência da iluminação ambiente é outro aspecto que deve 
ser melhorado neste simulador dado que não possui qualquer tipo de iluminação 
controlada, como por exemplo, a utilização do algoritmo de Otsu para detetar 
automaticamente o melhor threshold. Em aplicações futuras, também se poderá dotar o 
sistema com a capacidade de reconhecer os objetos automaticamente, ou seja, o operador 
deseja uma peça identificada com a letra “A”, e com recurso a técnicas de reconhecimento 
de objetos, o sistema possa ser capaz de extrair a peça pretendida. No fundo, seria dado 
ao operador a possibilidade de escolher entre a extração de um objeto alojado num alvéolo 
específico (funcionalidade existente) ou por identificação expressa na superfície da peça 
(funcionalidade para implementação futura). 
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8. ANEXO A – Algoritmo desenvolvido no Matlab 
 
 
  
 140 
 
 
     
 
  
141 
 
 
 
 
 
  
 142 
 
 
 
 
 
143 
 
 
 
  
 144 
 
  
145 
 
9. ANEXO B – Algoritmo desenvolvido no Visual Studio C# 
 
Class Main.cs 
using System; 
using System.Collections.Generic; 
using System.ComponentModel; 
using System.Data; 
using System.Drawing; 
using System.Linq; 
using System.Text; 
using System.Windows.Forms; 
 
namespace InterfacePLCOmron 
{ 
    public partial class Main : Form 
    { 
        public Main() 
        { 
            InitializeComponent(); 
            label_sw_version.Text ="V" + Application.ProductVersion.ToString(); 
        } 
 
        private void button_ModoManual_Click(object sender, EventArgs e) 
        { 
            ManualMode manualMode = new ManualMode(); 
            manualMode.Show(); 
        } 
    } 
} 
 
Class WorkPort.cs 
using System; 
using System.Collections.Generic; 
using System.Linq; 
using System.Text; 
using System.IO; 
using System.IO.Ports; 
using System.Diagnostics; 
using System.Threading; 
using System.Windows.Forms; 
 
namespace InterfacePLCOmron 
{ 
    class WorkPort 
    { 
        SerialPort plcCOM = new SerialPort(); 
        private string namePort; 
 
        public WorkPort(string namePort) 
        { 
            // TODO: Complete member initialization 
            this.namePort = namePort; 
            plcCOM.PortName = namePort; 
        } 
 
        public void openPort() 
        { 
            try 
            { 
                if (!plcCOM.IsOpen) 
                    plcCOM.Open(); 
            } 
            catch(Exception ex) 
            { 
                MessageBox.Show(ex.Message); 
            } 
        } 
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        public void closePort() 
        { 
            try 
            { 
                if (plcCOM.IsOpen) 
                    plcCOM.Close(); 
            } 
            catch (Exception ex) 
            { 
                MessageBox.Show(ex.Message); 
            } 
        } 
 
        public void sendBuffer(string bufferToSend) 
        { 
            try 
            { 
                cleanBuffer(); 
                plcCOM.Write(bufferToSend); 
            } 
            catch (Exception ex) 
            { 
                MessageBox.Show(ex.Message); 
            } 
        } 
 
        public string receivedBuffer() 
        { 
            string response = String.Empty; 
            Stopwatch timeToStop = new Stopwatch(); 
            int timeout = 5000; 
            bool stop = false; 
 
            plcCOM.ReadTimeout = 5000; 
 
            try 
            { 
                cleanBuffer(); 
 
                timeToStop.Reset(); 
                timeToStop.Start(); 
 
                do 
                { 
                    if (plcCOM.BytesToRead > 0) 
                    { 
                        response += plcCOM.ReadExisting(); 
                        if (response != String.Empty && response.Contains("\r")) 
                            stop = true; 
                    } 
                } 
                while (timeToStop.ElapsedMilliseconds <= timeout && !stop); 
 
                if(!stop && timeToStop.ElapsedMilliseconds >= timeout) 
                    response = "PLC didn't response!"; 
            } 
            catch (Exception ex) 
            { 
                MessageBox.Show(ex.Message); 
            } 
            return response; 
        } 
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public void setConfig(int baudRate = 0, int dataBits = 0, string parity = "", int stopBit = 0, string flowControl 
= "") 
        { 
            try 
            { 
                if (!plcCOM.IsOpen) 
                    plcCOM.Open(); 
  
                plcCOM.BaudRate = baudRate; 
                plcCOM.DataBits = dataBits; 
 
                switch (parity) 
                { 
                    case "none": 
                        plcCOM.Parity = Parity.None; 
                        break; 
 
                    case "even": 
                        plcCOM.Parity = Parity.Even; 
                        break; 
 
                    case "odd": 
                        plcCOM.Parity = Parity.Odd; 
                        break; 
 
                    case "space": 
                        plcCOM.Parity = Parity.Space; 
                        break; 
 
                    case "mark": 
                        plcCOM.Parity = Parity.Mark; 
                        break; 
                } 
 
                switch (stopBit) 
                { 
                    case 1: 
                        plcCOM.StopBits = StopBits.One; 
                        break; 
 
                    case 2: 
                        plcCOM.StopBits = StopBits.Two; 
                        break; 
                } 
 
                switch (flowControl) 
                { 
                    case "none": 
                        plcCOM.Handshake = Handshake.None; 
                        break; 
 
                    case "Xon/Xoff": 
                        plcCOM.Handshake = Handshake.XOnXOff; 
                        break; 
                } 
            } 
 
            catch (Exception ex) 
            { 
                MessageBox.Show(ex.Message); 
            } 
        } 
 
        public void cleanBuffer() 
        { 
            try 
            { 
                if (plcCOM.IsOpen) 
                { 
                    plcCOM.DiscardInBuffer(); 
                    plcCOM.DiscardOutBuffer(); 
                } 
            } 
            catch (Exception ex) 
            { 
                MessageBox.Show(ex.Message.ToString()); 
            } 
        } 
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        private static string GetStringFromAsciiHex(String input) 
        { 
            if (input.Length % 2 != 0) 
                throw new ArgumentException("input"); 
 
            byte[] bytes = new byte[input.Length / 2]; 
 
            for (int i = 0; i < input.Length; i += 2) 
            { 
 // Split the string into two-bytes strings which represent a hexadecimal value, and convert each value to a byte 
                String hex = input.Substring(i, 2); 
                bytes[i/2] = Convert.ToByte(hex, 16);                 
            } 
 
            return System.Text.ASCIIEncoding.ASCII.GetString(bytes); 
        } 
    } 
} 
 
Class ManualMode.cs 
using System; 
using System.Collections.Generic; 
using System.ComponentModel; 
using System.Data; 
using System.Drawing; 
using System.Linq; 
using System.Text; 
using System.Windows.Forms; 
using System.IO; 
using System.IO.Ports; 
using System.Diagnostics; 
using System.Threading; 
using System.Collections; 
using AForge.Video; 
using AForge.Video.DirectShow; 
using MathWorks.MATLAB.NET.Arrays; 
using MathWorks.MATLAB.NET.Utility; 
using Project_ImageDotNet; 
 
namespace InterfacePLCOmron 
{ 
    public partial class ManualMode : Form 
    { 
        delegate void pictureBox(PictureBox image); 
 
        private bool DeviceExist = false; 
        private FilterInfoCollection videoDevices; 
        private VideoCaptureDevice videoSource = null; 
 
        public string namePort = String.Empty; 
        public int baudRate = 0; 
        public int dataBits = 0; 
        public string parity = String.Empty; 
        public int stopBit = 0; 
        public string flowControl = String.Empty; 
        public bool stopped = false; 
        bool _runApplication = false; 
        public double resultFree = 0.0; 
        public double resultOccupation = 0.0; 
        public double countZeros = -1; 
 
        SerialPort workPort = new SerialPort(); 
 
        Thread _readFromPLC = null; 
 
        public ManualMode() 
        { 
            InitializeComponent(); 
 
            this.Text = this.Text + " Version - " + Application.ProductVersion; 
 
            string[] ports = System.IO.Ports.SerialPort.GetPortNames(); 
 
            getCamList(); 
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            pictureBox1.Image = InterfacePLCOmron.Properties.Resources.yellow_ball; 
            pictureBox2.Image = InterfacePLCOmron.Properties.Resources.yellow_ball; 
            pictureBox3.Image = InterfacePLCOmron.Properties.Resources.yellow_ball; 
            pictureBox4.Image = InterfacePLCOmron.Properties.Resources.yellow_ball; 
            pictureBox5.Image = InterfacePLCOmron.Properties.Resources.yellow_ball; 
            pictureBox6.Image = InterfacePLCOmron.Properties.Resources.yellow_ball; 
            pictureBox7.Image = InterfacePLCOmron.Properties.Resources.yellow_ball; 
            pictureBox8.Image = InterfacePLCOmron.Properties.Resources.yellow_ball; 
            pictureBox9.Image = InterfacePLCOmron.Properties.Resources.yellow_ball; 
            pictureBox10.Image = InterfacePLCOmron.Properties.Resources.yellow_ball; 
            pictureBox11.Image = InterfacePLCOmron.Properties.Resources.yellow_ball; 
            pictureBox12.Image = InterfacePLCOmron.Properties.Resources.yellow_ball; 
            pictureBox13.Image = InterfacePLCOmron.Properties.Resources.yellow_ball; 
            pictureBox14.Image = InterfacePLCOmron.Properties.Resources.yellow_ball; 
            pictureBox15.Image = InterfacePLCOmron.Properties.Resources.yellow_ball; 
            pictureBox16.Image = InterfacePLCOmron.Properties.Resources.yellow_ball; 
 
            try 
            { 
                comboBox_PLC_COM.Items.Clear(); 
                textBox_Request.Clear(); 
                richTextBox_Trace.Clear(); 
                label_freeSpace.Text = "0.00%"; 
                label_occupationSpace.Text = "0.00%"; 
                textBox_Request.Text = "@00RD06000017"; //@ + 00 (unit node PLC) 
                button_SendRequest.Enabled = false; 
                button_StopRun.Enabled = false; 
 
                foreach (string s in ports) 
                { 
                    comboBox_PLC_COM.Items.Add(s); 
                } 
 
                comboBox_BaudRate.Text = Config.Default.BaudRate; 
                comboBox_DataBits.Text = Config.Default.DataBits; 
                comboBox_Parity.Text = Config.Default.Parity; 
                comboBox_StopBit.Text = Config.Default.StopBit; 
                comboBox_FlowControl.Text = Config.Default.FlowControl; 
 
                if (!String.IsNullOrEmpty(Config.Default.PortName)) 
                    if (comboBox_PLC_COM.Items.Count > 0) 
                        if (comboBox_PLC_COM.Items.IndexOf(Config.Default.PortName) >= 0) 
                            comboBox_PLC_COM.SelectedIndex = 
comboBox_PLC_COM.Items.IndexOf(Config.Default.PortName); 
            } 
            catch (Exception exp) 
            { 
                MessageBox.Show("Get Available Serial Ports Exception:" + exp.Message, Application.ProductName, 
MessageBoxButtons.OK, MessageBoxIcon.Error); 
            } 
        } 
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 //get the devices name 
        private void getCamList() 
        { 
            try 
            { 
                videoDevices = new FilterInfoCollection(FilterCategory.VideoInputDevice); 
                comboBox1.Items.Clear(); 
                if (videoDevices.Count == 0) 
                    throw new ApplicationException(); 
 
                DeviceExist = true; 
                foreach (FilterInfo device in videoDevices) 
                { 
                    comboBox1.Items.Add(device.Name); 
                } 
                comboBox1.SelectedIndex = 0; //make dafault to first cam 
            } 
            catch (ApplicationException exp) 
            { 
                MessageBox.Show(exp.Message, "Error Message", MessageBoxButtons.OK, MessageBoxIcon.Error); 
                DeviceExist = false; 
                comboBox1.Items.Add("No capture device on your system"); 
            } 
        } 
 
        //prepare buffer to send to PLC 
        private string RequestPrepared(string bufferToSend) 
        { 
            string _FCS = String.Empty; 
            string commandToSend = String.Empty; 
            string charTerminator = "*" + "\r"; 
 
            _FCS = FCSCalculator(ASCIItoBinary(bufferToSend)); 
 
            return commandToSend = bufferToSend + _FCS + charTerminator; 
        } 
 
        #region B U T T O N  A C T I O N S 
        private void button_SendRequest_Click(object sender, EventArgs e) 
        { 
            try 
            { 
                string bufferToSend = textBox_RequestPrepared.Text; 
                string receivedBuffer = String.Empty; 
 
                if (comboBox_PLC_COM.Text != String.Empty && comboBox_BaudRate.Text != String.Empty && 
comboBox_DataBits.Text != String.Empty && comboBox_Parity.Text != String.Empty && comboBox_StopBit.Text != 
String.Empty && comboBox_FlowControl.Text != String.Empty) 
                { 
                    WorkPort workPort = new WorkPort(comboBox_PLC_COM.Text); 
                    workPort.openPort(); 
                    workPort.setConfig(Convert.ToInt32(comboBox_BaudRate.Text), 
Convert.ToInt32(comboBox_DataBits.Text), comboBox_Parity.Text, Convert.ToInt32(comboBox_StopBit.Text), 
comboBox_FlowControl.Text); 
                     
                    workPort.sendBuffer(bufferToSend); 
                    richTextBox_Trace.SelectionColor = Color.Chocolate; 
                    richTextBox_Trace.AppendText(Environment.NewLine + DateTime.Now.ToLocalTime() + ". TX:" + 
bufferToSend + Environment.NewLine); 
                    receivedBuffer = workPort.receivedBuffer(); 
                    richTextBox_Trace.SelectionColor = Color.BlueViolet; 
                    richTextBox_Trace.AppendText(Environment.NewLine + DateTime.Now.ToLocalTime() + ". RX:" + 
receivedBuffer + Environment.NewLine); 
                    richTextBox_Trace.ScrollToCaret(); 
 
                    workPort.closePort(); 
                } 
                else 
                    MessageBox.Show("You must select a PortCom and his configs!"); 
            } 
            catch (ApplicationException exp) 
            { 
                MessageBox.Show(exp.Message, "Error Message", MessageBoxButtons.OK, MessageBoxIcon.Error); 
            } 
 
            button_SendRequest.Enabled = false; 
        } 
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        private void button_PrepareRequest_Click(object sender, EventArgs e) 
        { 
            button_SendRequest.Enabled = true; 
            textBox_RequestPrepared.Text = RequestPrepared(textBox_Request.Text); 
        } 
 
        private void button1_Click(object sender, EventArgs e) 
        { 
            string[] ports = System.IO.Ports.SerialPort.GetPortNames(); 
            comboBox_PLC_COM.Items.Clear(); 
 
            foreach (string s in ports) 
            { 
                comboBox_PLC_COM.Items.Add(s); 
            } 
 
            if (comboBox_PLC_COM.Items.Count > 0) 
                comboBox_PLC_COM.SelectedIndex = 0; 
        } 
 
        private void button_ApplyConfig_Click(object sender, EventArgs e) 
        { 
            try 
            { 
                Config.Default.PortName = comboBox_PLC_COM.Text; 
                Config.Default.BaudRate = comboBox_BaudRate.Text; 
                Config.Default.DataBits = comboBox_DataBits.Text; 
                Config.Default.Parity = comboBox_Parity.Text; 
                Config.Default.StopBit = comboBox_StopBit.Text; 
                Config.Default.FlowControl = comboBox_FlowControl.Text; 
 
                Config.Default.Save(); 
            } 
            catch (Exception exp) 
            { 
                MessageBox.Show("Get Available Serial Ports Exception:" + exp.Message, Application.ProductName, 
MessageBoxButtons.OK, MessageBoxIcon.Error); 
            } 
        } 
 
        private void button_StopRun_Click(object sender, EventArgs e) 
        { 
            try 
            { 
                if (_readFromPLC != null && _readFromPLC.IsAlive) 
                    _readFromPLC.Suspend(); 
            } 
            catch (Exception exp) 
            { 
                MessageBox.Show(exp.Message, "Error Message", MessageBoxButtons.OK, MessageBoxIcon.Error); 
            } 
            finally 
            { 
                button_RunTime_.Enabled = true; 
                button_StopRun.Enabled = false; 
            } 
 
        } 
 
        private void button_Refresh_Click(object sender, EventArgs e) 
        { 
            getCamList(); 
        } 
 
        private void button_closeSession_Click(object sender, EventArgs e) 
        { 
            if (!(videoSource == null)) 
                if (videoSource.IsRunning) 
                { 
                    videoSource.SignalToStop(); 
                    videoSource = null; 
                } 
        } 
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        private void button_initSession_Click(object sender, EventArgs e) 
        { 
            if (DeviceExist) 
            { 
                videoSource = new VideoCaptureDevice(videoDevices[comboBox1.SelectedIndex].MonikerString); 
                videoSource.NewFrame += new NewFrameEventHandler(video_NewFrame); 
                videoSource.Start(); 
            } 
        } 
 
        private void button_takePicture_Click(object sender, EventArgs e) 
        { 
            string path_webcam = "C:/Users/d_06_/Desktop/img_webcam.bmp"; 
            string path_file = "C:/Users/d_06_/Desktop/img1_default.bmp"; 
 
            countZeros = 0; 
 
            richTextBox_Trace.Invoke(new EventHandler(delegate 
            { 
                richTextBox_Trace.SelectionColor = Color.Chocolate; 
                richTextBox_Trace.AppendText(Environment.NewLine + DateTime.Now.ToLocalTime() + ". : In this case, 
we don't communicate with PLC, just processing the image and gives us the warehouse occupation!" + 
Environment.NewLine); 
            })); 
 
            try 
            { 
                if (!(videoSource == null)) 
                { 
                    pictureBox19.Image = (Bitmap)pictureBox18.Image.Clone(); 
                    pictureBox21.Image = (Bitmap)pictureBox19.Image.Clone(); 
                    pictureBox19.Image.RotateFlip(RotateFlipType.Rotate180FlipNone); 
                    pictureBox21.Image.Save(path_webcam, System.Drawing.Imaging.ImageFormat.Bmp); 
 
                    string[] pos = new string[17]; 
                    MWNumericArray cellout = null; 
                    MWCharArray cellin = null; 
 
                    Project_ImageDotNet.Project_ImageDotNet obj = new Project_ImageDotNet.Project_ImageDotNet(); 
 
                    cellin = path_webcam; 
 
                    MWCharArray image_path = (MWCharArray)cellin; 
 
                    cellout = (MWNumericArray)obj.MainProgram(image_path); 
 
                    MWNumericArray pos4 = (MWNumericArray)cellout[1]; 
                    MWNumericArray pos3 = (MWNumericArray)cellout[2]; 
                    MWNumericArray pos2 = (MWNumericArray)cellout[3]; 
                    MWNumericArray pos1 = (MWNumericArray)cellout[4]; 
 
                    MWNumericArray pos8 = (MWNumericArray)cellout[5]; 
                    MWNumericArray pos7 = (MWNumericArray)cellout[6]; 
                    MWNumericArray pos6 = (MWNumericArray)cellout[7]; 
                    MWNumericArray pos5 = (MWNumericArray)cellout[8]; 
 
                    MWNumericArray pos12 = (MWNumericArray)cellout[9]; 
                    MWNumericArray pos11 = (MWNumericArray)cellout[10]; 
                    MWNumericArray pos10 = (MWNumericArray)cellout[11]; 
                    MWNumericArray pos9 = (MWNumericArray)cellout[12]; 
 
                    MWNumericArray pos16 = (MWNumericArray)cellout[13]; 
                    MWNumericArray pos15 = (MWNumericArray)cellout[14]; 
                    MWNumericArray pos14 = (MWNumericArray)cellout[15]; 
                    MWNumericArray pos13 = (MWNumericArray)cellout[16]; 
 
                    pos[1] = pos1.ToString(); 
                    pos[2] = pos2.ToString(); 
                    pos[3] = pos3.ToString(); 
                    pos[4] = pos4.ToString(); 
                    pos[5] = pos5.ToString(); 
                    pos[6] = pos6.ToString(); 
                    pos[7] = pos7.ToString(); 
                    pos[8] = pos8.ToString(); 
                    pos[9] = pos9.ToString(); 
                    pos[10] = pos10.ToString(); 
                    pos[11] = pos11.ToString(); 
                    pos[12] = pos12.ToString(); 
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                    pos[13] = pos13.ToString(); 
                    pos[14] = pos14.ToString(); 
                    pos[15] = pos15.ToString(); 
                    pos[16] = pos16.ToString(); 
 
                    if(pos[1] == "9") 
                    { 
                        richTextBox_Trace.Invoke(new EventHandler(delegate 
                        { 
                            richTextBox_Trace.SelectionColor = Color.Chocolate; 
                            richTextBox_Trace.AppendText(Environment.NewLine + DateTime.Now.ToLocalTime() + ". : 
We can't find fiducial marks!" + Environment.NewLine); 
                        })); 
                    } 
 
                    for (int i = 1; i <= 16; i++) 
                    { 
                        if(pos[i] == "0") 
                            ++countZeros; 
                    } 
 
                    label_freeSpace.Invoke(new EventHandler(delegate 
                    { 
                        resultFree = Math.Round(countZeros / 16 * 100, 2); 
                        label_freeSpace.Text = resultFree.ToString() + "%"; 
                    })); 
 
                    label_occupationSpace.Invoke(new EventHandler(delegate 
                    { 
                        resultOccupation = Math.Round(((16 - countZeros) / 16 * 100), 2); 
                        label_occupationSpace.Text = resultOccupation.ToString() + "%"; 
                    })); 
 
                    for (int i = 1; i <= cellout.NumberOfElements; i++) 
                    { 
                        RefreshWareHouse(i, pos[i]); 
                    } 
                } 
            } 
            catch (Exception exp) 
            { 
                MessageBox.Show(exp.Message, "Error Message", MessageBoxButtons.OK, MessageBoxIcon.Error); 
                Console.WriteLine("Error: {0}", exp); 
            } 
        } 
 
        private void button_RunTime__Click(object sender, EventArgs e) 
        { 
            try 
            { 
                button_RunTime_.Enabled = false; 
                button_StopRun.Enabled = true; 
 
                if (backgroundWorker1.IsBusy != true) 
                { 
                    backgroundWorker1.RunWorkerAsync(); 
                } 
                else 
                { 
                    MessageBox.Show("Thread Busy.", "Process File", MessageBoxButtons.OK, 
MessageBoxIcon.Information); 
                } 
            } 
            catch (Exception exp) 
            { 
                MessageBox.Show("Start Process:" + exp.Message, Application.ProductName, MessageBoxButtons.OK, 
MessageBoxIcon.Error); 
            } 
            finally 
            { 
                if (!backgroundWorker1.IsBusy) 
                    button_RunTime_.Enabled = true; 
            } 
        } 
        #endregion 
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#region A U X  M E T H O D E S 
        public string ASCIItoBinary(string bufferToSend) 
        { 
            string converted = String.Empty; 
            // convert string to byte 
            byte[] byteArray = Encoding.ASCII.GetBytes(bufferToSend); 
 
            for (int i = 0; i < byteArray.Length; i++) 
            { 
                for (int j = 0; j < 8; j++) 
                { 
                    converted += (byteArray[i] & 0x80) > 0 ? "1" : "0"; 
                    byteArray[i] <<= 1; 
                } 
            } 
            return converted; 
        } 
 
        public static string BinaryToString(string data) 
        { 
            List<Byte> byteList = new List<Byte>(); 
 
            for (int i = 0; i < data.Length; i += 8) 
            { 
                byteList.Add(Convert.ToByte(data.Substring(i, 8), 2)); 
            } 
            return Encoding.ASCII.GetString(byteList.ToArray()); 
        } 
 
        public static string BinaryStringToHexString(string binary) 
        { 
            StringBuilder result = new StringBuilder(binary.Length / 8 + 1); 
 
            // TODO: check all 1's or 0's... Will throw otherwise 
 
            int mod4Len = binary.Length % 8; 
            if (mod4Len != 0) 
            { 
                // pad to length multiple of 8 
                binary = binary.PadLeft(((binary.Length / 8) + 1) * 8, '0'); 
            } 
 
            for (int i = 0; i < binary.Length; i += 8) 
            { 
                string eightBits = binary.Substring(i, 8); 
                result.AppendFormat("{0:X2}", Convert.ToByte(eightBits, 2)); 
            } 
 
            return result.ToString(); 
        } 
 
        public string FCSCalculator(string bufferToSend) 
        { 
            //********************FUNCTION FCS CALCULATOR******************** 
 
            //Arrays (aux1, aux2...) will store which column, for example: 
            //@ -> 0100 0000 
            //0 -> 0011 0000 
            //0 -> 0011 0000 
            //R -> 0101 0010 
            //D -> 0100 0100 
 
            //aux1 -> 00000 
            //aux2 -> 10011 
            //aux3 -> 01100 
            //aux4 -> 01110 
            //aux5 -> 00000 
            //aux6 -> 00001 
            //aux7 -> 00010 
            //aux8 -> 00000 
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//Int (xor1, xor2...) will do the XOR operation for each column, for example: 
            //xor1 = 0 ^ 0 ^ 0 ^ 0 ^ 0 
            //xor2 = 1 ^ 0 ^ 0 ^ 1 ^ 1 
            //xor3 = 0 ^ 1 ^ 1 ^ 0 ^ 0 
            //xor4 = 0 ^ 1 ^ 1 ^ 1 ^ 0 
            //xor5 = 0 ^ 0 ^ 0 ^ 0 ^ 0 
            //xor6 = 0 ^ 0 ^ 0 ^ 0 ^ 1 
            //xor7 = 0 ^ 0 ^ 0 ^ 1 ^ 0 
            //xor8 = 0 ^ 0 ^ 0 ^ 0 ^ 0 
 
            //Result of XOR operation: 
            //     Col.1  Col.2 
            //@ -> 0100   0000 
            //0 -> 0011   0000 
            //0 -> 0011   0000 
            //R -> 0101   0010 
            //D -> 0100   0100 
 
            //Col.1 = CONCATENATE(xor1 + xor2 + xor3 + xor4) 
            //Col.2 = CONCATENATE(xor5 + xor6 + xor7 + xor8) 
 
            //FCS = You must convert CONCATENATE(Col.1 + Col.2) to Hexadecimal 
 
            int i = 0; 
            string[] aux1 = new string[(bufferToSend.Length) / 8]; 
            string[] aux2 = new string[(bufferToSend.Length) / 8]; 
            string[] aux3 = new string[(bufferToSend.Length) / 8]; 
            string[] aux4 = new string[(bufferToSend.Length) / 8]; 
            string[] aux5 = new string[(bufferToSend.Length) / 8]; 
            string[] aux6 = new string[(bufferToSend.Length) / 8]; 
            string[] aux7 = new string[(bufferToSend.Length) / 8]; 
            string[] aux8 = new string[(bufferToSend.Length) / 8]; 
 
            int xor1 = 0; 
            int xor2 = 0; 
            int xor3 = 0; 
            int xor4 = 0; 
            int xor5 = 0; 
            int xor6 = 0; 
            int xor7 = 0; 
            int xor8 = 0; 
 
            string resultXOR_left = String.Empty; 
            string resultXOR_right = String.Empty; 
 
            string auxBuffer = bufferToSend; 
            string binaryToHex = String.Empty; 
            string FCS1 = String.Empty; 
            string FCS2 = String.Empty; 
 
            for (i = 0; i < (bufferToSend.Length) / 8; i++) 
            { 
                aux1[i] = auxBuffer.Substring(i * 8, 1); 
                aux2[i] = auxBuffer.Substring(i * 8 + 1, 1); 
                aux3[i] = auxBuffer.Substring(i * 8 + 2, 1); 
                aux4[i] = auxBuffer.Substring(i * 8 + 3, 1); 
                aux5[i] = auxBuffer.Substring(i * 8 + 4, 1); 
                aux6[i] = auxBuffer.Substring(i * 8 + 5, 1); 
                aux7[i] = auxBuffer.Substring(i * 8 + 6, 1); 
                aux8[i] = auxBuffer.Substring(i * 8 + 7, 1); 
            } 
 
            for (i = 0; i < (bufferToSend.Length) / 8; i++) 
            { 
                xor1 ^= Convert.ToInt32(aux1[i]); 
                xor2 ^= Convert.ToInt32(aux2[i]); 
                xor3 ^= Convert.ToInt32(aux3[i]); 
                xor4 ^= Convert.ToInt32(aux4[i]); 
                xor5 ^= Convert.ToInt32(aux5[i]); 
                xor6 ^= Convert.ToInt32(aux6[i]); 
                xor7 ^= Convert.ToInt32(aux7[i]); 
                xor8 ^= Convert.ToInt32(aux8[i]); 
            } 
 
            resultXOR_left = Convert.ToString(xor1) + 
                             Convert.ToString(xor2) + 
                             Convert.ToString(xor3) + 
                             Convert.ToString(xor4); 
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            resultXOR_right = Convert.ToString(xor5) + 
                              Convert.ToString(xor6) + 
                              Convert.ToString(xor7) + 
                              Convert.ToString(xor8); 
 
            FCS1 = resultXOR_left.PadLeft(4, '0'); 
            FCS2 = resultXOR_right.PadLeft(4, '0'); 
 
            binaryToHex = BinaryStringToHexString(FCS1 + FCS2); 
 
            return binaryToHex; 
        } 
        #endregion 
 
        private void backgroundWorker1_DoWork(object sender, DoWorkEventArgs e) 
        { 
            try 
            { 
                if (_readFromPLC != null && _readFromPLC.IsAlive) 
                    _readFromPLC.Resume(); 
                else 
                { 
                    //Start Read Bool Position From PLC 
                    _readFromPLC = new Thread(new ParameterizedThreadStart(doIt_readFromPLC)); 
                    _readFromPLC.Start(); 
                } 
            } 
            catch (Exception innerExp) 
            { 
                MessageBox.Show(innerExp.Message, "Error Message", MessageBoxButtons.OK, MessageBoxIcon.Error); 
                e.Cancel = true; 
                e.Result = innerExp.Message; 
            } 
            finally 
            { 
                if (workPort != null && workPort.IsOpen) 
                    workPort.Close(); 
            } 
        } 
 
        public void doIt_readFromPLC(object input) 
        { 
            try 
            { 
                string path_webcam = "C:/Users/d_06_/Desktop/img_webcam.bmp"; 
                string path_file = "C:/Users/d_06_/Desktop/img1_default.bmp"; 
                string bufferToSend_ReadPLC = String.Empty; 
                string bufferToSend_WritePLC = String.Empty; 
                string receivedBuffer = String.Empty; 
                string _plcCOM = String.Empty; 
                string _baudRate = String.Empty; 
                string _dataBits = String.Empty; 
                string _parity = String.Empty; 
                string _stopBit = String.Empty; 
                string _flowControl = String.Empty; 
                string[] result = new string[17]; 
                bool _justRead = false; 
                bool _readImageDefault = false; 
                int i = 0; 
 
                checkBox_justRead.Invoke(new EventHandler(delegate 
                { 
                    _justRead = checkBox_justRead.Checked; 
 
                })); 
 
                comboBox_PLC_COM.Invoke(new EventHandler(delegate 
                { 
                    _plcCOM = comboBox_PLC_COM.Text; 
 
                })); 
 
                comboBox_BaudRate.Invoke(new EventHandler(delegate 
                { 
                    _baudRate = comboBox_BaudRate.Text; 
 
                })); 
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                comboBox_DataBits.Invoke(new EventHandler(delegate 
                { 
                    _dataBits = comboBox_DataBits.Text; 
 
                })); 
 
                comboBox_Parity.Invoke(new EventHandler(delegate 
                { 
                    _parity = comboBox_Parity.Text; 
 
                })); 
 
                comboBox_StopBit.Invoke(new EventHandler(delegate 
                { 
                    _stopBit = comboBox_StopBit.Text; 
 
                })); 
 
                comboBox_FlowControl.Invoke(new EventHandler(delegate 
                { 
                    _flowControl = comboBox_FlowControl.Text; 
 
                })); 
 
                if (_plcCOM != String.Empty && _baudRate != String.Empty && _dataBits != String.Empty && _parity 
!= String.Empty && _stopBit != String.Empty && _flowControl != String.Empty) 
                { 
                    WorkPort workPort = new WorkPort(_plcCOM); 
                    workPort.openPort(); 
                    workPort.setConfig(Convert.ToInt32(_baudRate), Convert.ToInt32(_dataBits), _parity, 
Convert.ToInt32(_stopBit), _flowControl); 
 
                    while (!_runApplication) 
                    { 
                        bufferToSend_WritePLC = "@00RD07010001"; 
                        bufferToSend_WritePLC = RequestPrepared(bufferToSend_WritePLC); 
 
                        workPort.sendBuffer(bufferToSend_WritePLC); 
 
                        richTextBox_Trace.Invoke(new EventHandler(delegate 
                        { 
                            richTextBox_Trace.SelectionColor = Color.Chocolate; 
                            richTextBox_Trace.AppendText(Environment.NewLine + DateTime.Now.ToLocalTime() + ". 
TX:" + bufferToSend_WritePLC + Environment.NewLine); 
                        })); 
 
                        receivedBuffer = workPort.receivedBuffer(); 
 
                        richTextBox_Trace.Invoke(new EventHandler(delegate 
                        { 
                            richTextBox_Trace.SelectionColor = Color.BlueViolet; 
                            richTextBox_Trace.AppendText(Environment.NewLine + DateTime.Now.ToLocalTime() + ". 
RX:" + receivedBuffer + Environment.NewLine); 
                            richTextBox_Trace.ScrollToCaret(); 
                        })); 
 
                        if (receivedBuffer.ElementAt(10) == '1') 
                        { 
                            countZeros = -1; 
 
                            checkBox_justRead.Invoke(new EventHandler(delegate 
                            { 
                                _justRead = checkBox_justRead.Checked; 
 
                            })); 
 
                            if (videoSource != null && !_justRead) 
                            { 
                                richTextBox_Trace.Invoke(new EventHandler(delegate 
                                { 
                                    richTextBox_Trace.SelectionColor = Color.Chocolate; 
                                    richTextBox_Trace.AppendText(Environment.NewLine + DateTime.Now.ToLocalTime() 
+ ". Será captada a imagem e atualizado o estado de ocupação do armazém" + Environment.NewLine); 
                                })); 
 
                                pictureBox19.Invoke(new EventHandler(delegate 
                                { 
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                                    pictureBox19.Image = (Bitmap)pictureBox18.Image.Clone(); 
                                    pictureBox21.Image = (Bitmap)pictureBox19.Image.Clone(); 
                                    pictureBox19.Image.RotateFlip(RotateFlipType.Rotate180FlipNone); 
                                    pictureBox21.Image.Save(path_webcam, System.Drawing.Imaging.ImageFormat.Bmp); 
                                })); 
 
                                string[] pos = new string[17]; 
                                MWNumericArray cellout = null; 
                                MWCharArray cellin = null; 
 
                                Project_ImageDotNet.Project_ImageDotNet obj = new 
Project_ImageDotNet.Project_ImageDotNet(); 
 
                                if (_readImageDefault) 
                                    cellin = path_file; 
                                else 
                                    cellin = path_webcam; 
 
                                MWCharArray image_path = (MWCharArray)cellin; 
 
                                cellout = (MWNumericArray)obj.MainProgram(image_path); 
 
                                MWNumericArray pos4 = (MWNumericArray)cellout[1]; 
                                MWNumericArray pos3 = (MWNumericArray)cellout[2]; 
                                MWNumericArray pos2 = (MWNumericArray)cellout[3]; 
                                MWNumericArray pos1 = (MWNumericArray)cellout[4]; 
 
                                MWNumericArray pos8 = (MWNumericArray)cellout[5]; 
                                MWNumericArray pos7 = (MWNumericArray)cellout[6]; 
                                MWNumericArray pos6 = (MWNumericArray)cellout[7]; 
                                MWNumericArray pos5 = (MWNumericArray)cellout[8]; 
 
                                MWNumericArray pos12 = (MWNumericArray)cellout[9]; 
                                MWNumericArray pos11 = (MWNumericArray)cellout[10]; 
                                MWNumericArray pos10 = (MWNumericArray)cellout[11]; 
                                MWNumericArray pos9 = (MWNumericArray)cellout[12]; 
 
                                MWNumericArray pos16 = (MWNumericArray)cellout[13]; 
                                MWNumericArray pos15 = (MWNumericArray)cellout[14]; 
                                MWNumericArray pos14 = (MWNumericArray)cellout[15]; 
                                MWNumericArray pos13 = (MWNumericArray)cellout[16]; 
 
                                pos[1] = pos1.ToString(); 
                                pos[2] = pos2.ToString(); 
                                pos[3] = pos3.ToString(); 
                                pos[4] = pos4.ToString(); 
                                pos[5] = pos5.ToString(); 
                                pos[6] = pos6.ToString(); 
                                pos[7] = pos7.ToString(); 
                                pos[8] = pos8.ToString(); 
                                pos[9] = pos9.ToString(); 
                                pos[10] = pos10.ToString(); 
                                pos[11] = pos11.ToString(); 
                                pos[12] = pos12.ToString(); 
                                pos[13] = pos13.ToString(); 
                                pos[14] = pos14.ToString(); 
                                pos[15] = pos15.ToString(); 
                                pos[16] = pos16.ToString(); 
 
                                Console.ReadLine(); 
 
                                //WE CAN'T FIND FIDUCIAL MARKS 
                                if (pos[1] != "9") 
                                { 
                                    for (int j = 1; j <= 16; j++) 
                                    { 
                                        bufferToSend_WritePLC = "@00WD06" + j.ToString().PadLeft(2, '0') + 
pos[j].ToString().PadLeft(4, '0'); 
                                        bufferToSend_WritePLC = RequestPrepared(bufferToSend_WritePLC); 
 
                                        workPort.sendBuffer(bufferToSend_WritePLC); 
 
                                        richTextBox_Trace.Invoke(new EventHandler(delegate 
                                        { 
                                            richTextBox_Trace.SelectionColor = Color.Chocolate; 
                                            richTextBox_Trace.AppendText(Environment.NewLine + 
DateTime.Now.ToLocalTime() + ". TX:" + bufferToSend_WritePLC + Environment.NewLine); 
                                        })); 
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                                        receivedBuffer = workPort.receivedBuffer(); 
 
                                        richTextBox_Trace.Invoke(new EventHandler(delegate 
                                        { 
                                            richTextBox_Trace.SelectionColor = Color.BlueViolet; 
                                            richTextBox_Trace.AppendText(Environment.NewLine + 
DateTime.Now.ToLocalTime() + ". RX:" + receivedBuffer + Environment.NewLine); 
                                            richTextBox_Trace.ScrollToCaret(); 
                                        })); 
 
                                        Thread.Sleep(50); 
 
                                        if (pos[j] == "0") 
                                            ++countZeros; 
                                    } 
 
                                    label_freeSpace.Invoke(new EventHandler(delegate 
                                    { 
                                        resultFree = Math.Round(countZeros / 16 * 100, 2); 
                                        label_freeSpace.Text = resultFree.ToString() + "%"; 
                                    })); 
 
                                    label_occupationSpace.Invoke(new EventHandler(delegate 
                                    { 
                                        resultOccupation = Math.Round(((16 - countZeros) / 16 * 100), 2); 
                                        label_occupationSpace.Text = resultOccupation.ToString() + "%"; 
                                    })); 
                                } 
                                else 
                                { 
                                    richTextBox_Trace.Invoke(new EventHandler(delegate 
                                    { 
                                        richTextBox_Trace.SelectionColor = Color.Red; 
                                        richTextBox_Trace.AppendText(Environment.NewLine + 
DateTime.Now.ToLocalTime() + ". : Não foram encontradas as marcas de referência!" + Environment.NewLine); 
                                        richTextBox_Trace.SelectionColor = Color.Chocolate; 
                                        richTextBox_Trace.AppendText(Environment.NewLine + 
DateTime.Now.ToLocalTime() + ". : O estado de ocupação será lido apartir do PLC" + Environment.NewLine); 
                                    })); 
                                } 
                            } 
                            else 
                            { 
                                richTextBox_Trace.Invoke(new EventHandler(delegate 
                                { 
                                    richTextBox_Trace.SelectionColor = Color.Chocolate; 
                                    richTextBox_Trace.AppendText(Environment.NewLine + DateTime.Now.ToLocalTime() 
+ ". O estado de ocupação será lido apartir do PLC" + Environment.NewLine); 
                                })); 
                            } 
 
                            //We will read the WareHouse status by PLC "@ 00 RD 0600 0016 FCS * \r" 
                            bufferToSend_ReadPLC = "@00RD06000017"; 
                            bufferToSend_ReadPLC = RequestPrepared(bufferToSend_ReadPLC); 
                            workPort.sendBuffer(bufferToSend_ReadPLC); 
 
                            richTextBox_Trace.Invoke(new EventHandler(delegate 
                            { 
                                richTextBox_Trace.SelectionColor = Color.Chocolate; 
                                richTextBox_Trace.AppendText(Environment.NewLine + DateTime.Now.ToLocalTime() + ". 
TX:" + bufferToSend_ReadPLC + Environment.NewLine); 
                            })); 
 
                            receivedBuffer = workPort.receivedBuffer(); 
 
                            richTextBox_Trace.Invoke(new EventHandler(delegate 
                            { 
                                richTextBox_Trace.SelectionColor = Color.BlueViolet; 
                                richTextBox_Trace.AppendText(Environment.NewLine + DateTime.Now.ToLocalTime() + ". 
RX:" + receivedBuffer + Environment.NewLine); 
                                richTextBox_Trace.ScrollToCaret(); 
 
                            })); 
 
                            if (receivedBuffer != "PLC não respondeu!" && receivedBuffer != String.Empty) 
                            { 
                                for (i = 0; i < result.Length; i++) 
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                                { 
                                    result[i] = receivedBuffer.ElementAt(10 + 4 * i).ToString(); 
                                    RefreshWareHouse(i, result[i]); 
                                } 
                            } 
 
                            Thread.Sleep(1); 
                            //workPort.closePort(); 
                        } 
                        else 
                        { 
                            richTextBox_Trace.Invoke(new EventHandler(delegate 
                            { 
                                richTextBox_Trace.SelectionColor = Color.BlueViolet; 
                                richTextBox_Trace.AppendText(Environment.NewLine + DateTime.Now.ToLocalTime() + ". 
RX: Não é possível tirar fotografia!" + Environment.NewLine); 
                                richTextBox_Trace.ScrollToCaret(); 
                            })); 
                            Thread.Sleep(50); 
                        } 
                    } 
                } 
                else 
                    MessageBox.Show("Tem de configurar a porta de comunicações!"); 
            } 
            catch (Exception ex) 
            { 
                MessageBox.Show(ex.Message, "Mensagem de Erro", MessageBoxButtons.OK, MessageBoxIcon.Error); 
            } 
             
     finally 
            { 
                button_RunTime_.Invoke(new EventHandler(delegate 
                { 
                    button_RunTime_.Enabled = true; 
              
                })); 
            } 
        } 
 
        public void RefreshWareHouse(int picture, string result) 
        { 
            if (result == "9") 
            { 
                pictureBox1.Invoke(new EventHandler(delegate { pictureBox1.Image = 
InterfacePLCOmron.Properties.Resources.blue_aqua_ball__49x50_; })); 
                pictureBox2.Invoke(new EventHandler(delegate { pictureBox2.Image = 
InterfacePLCOmron.Properties.Resources.blue_aqua_ball__49x50_; })); 
                pictureBox3.Invoke(new EventHandler(delegate { pictureBox3.Image = 
InterfacePLCOmron.Properties.Resources.blue_aqua_ball__49x50_; })); 
                pictureBox4.Invoke(new EventHandler(delegate { pictureBox4.Image = 
InterfacePLCOmron.Properties.Resources.blue_aqua_ball__49x50_; })); 
                pictureBox5.Invoke(new EventHandler(delegate { pictureBox5.Image = 
InterfacePLCOmron.Properties.Resources.blue_aqua_ball__49x50_; })); 
                pictureBox6.Invoke(new EventHandler(delegate { pictureBox6.Image = 
InterfacePLCOmron.Properties.Resources.blue_aqua_ball__49x50_; })); 
                pictureBox7.Invoke(new EventHandler(delegate { pictureBox7.Image = 
InterfacePLCOmron.Properties.Resources.blue_aqua_ball__49x50_; })); 
                pictureBox8.Invoke(new EventHandler(delegate { pictureBox8.Image = 
InterfacePLCOmron.Properties.Resources.blue_aqua_ball__49x50_; })); 
                pictureBox9.Invoke(new EventHandler(delegate { pictureBox9.Image = 
InterfacePLCOmron.Properties.Resources.blue_aqua_ball__49x50_; })); 
                pictureBox10.Invoke(new EventHandler(delegate { pictureBox10.Image = 
InterfacePLCOmron.Properties.Resources.blue_aqua_ball__49x50_; })); 
                pictureBox11.Invoke(new EventHandler(delegate { pictureBox11.Image = 
InterfacePLCOmron.Properties.Resources.blue_aqua_ball__49x50_; })); 
                pictureBox12.Invoke(new EventHandler(delegate { pictureBox12.Image = 
InterfacePLCOmron.Properties.Resources.blue_aqua_ball__49x50_; })); 
                pictureBox13.Invoke(new EventHandler(delegate { pictureBox13.Image = 
InterfacePLCOmron.Properties.Resources.blue_aqua_ball__49x50_; })); 
                pictureBox14.Invoke(new EventHandler(delegate { pictureBox14.Image = 
InterfacePLCOmron.Properties.Resources.blue_aqua_ball__49x50_; })); 
                pictureBox15.Invoke(new EventHandler(delegate { pictureBox15.Image = 
InterfacePLCOmron.Properties.Resources.blue_aqua_ball__49x50_; })); 
                pictureBox16.Invoke(new EventHandler(delegate { pictureBox16.Image = 
InterfacePLCOmron.Properties.Resources.blue_aqua_ball__49x50_; })); 
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pictureBox20.Invoke(new EventHandler(delegate { pictureBox20.BackgroundImage = 
InterfacePLCOmron.Properties.Resources.interrogar; 
pictureBox20.BackgroundImageLayout = ImageLayout.Zoom; })); 
                return; 
            } 
 
switch (picture) 
            { 
                case 0: 
                    if (result == "1" || result == "2") 
                    { 
                        pictureBox20.Invoke(new EventHandler(delegate { 
                        pictureBox20.BackgroundImage = InterfacePLCOmron.Properties.Resources.checkmark; 
                        pictureBox20.BackgroundImageLayout = ImageLayout.Zoom;})); 
                    } 
                    else 
                    { 
                        pictureBox20.Invoke(new EventHandler(delegate { 
                            pictureBox20.BackgroundImage = 
InterfacePLCOmron.Properties.Resources._119498563188281957tasto_8_architetto_franc_01_svg_med; 
                            pictureBox20.BackgroundImageLayout = ImageLayout.Zoom; 
                        })); 
                    } 
                    break; 
 
                case 1: 
                    if(result == "1" || result == "2") 
                        pictureBox1.Invoke(new EventHandler(delegate { pictureBox1.Image = 
InterfacePLCOmron.Properties.Resources.red_ball; })); 
                    else 
                        pictureBox1.Invoke(new EventHandler(delegate { pictureBox1.Image = 
InterfacePLCOmron.Properties.Resources.green_ball; })); 
                    break; 
 
                case 2: 
                    if (result == "1" || result == "2") 
                        pictureBox2.Invoke(new EventHandler(delegate { pictureBox2.Image = 
InterfacePLCOmron.Properties.Resources.red_ball; })); 
                    else 
                        pictureBox2.Invoke(new EventHandler(delegate { pictureBox2.Image = 
InterfacePLCOmron.Properties.Resources.green_ball; })); 
                    break; 
 
                case 3: 
                    if (result == "1" || result == "2") 
                        pictureBox3.Invoke(new EventHandler(delegate { pictureBox3.Image = 
InterfacePLCOmron.Properties.Resources.red_ball; })); 
                    else 
                        pictureBox3.Invoke(new EventHandler(delegate { pictureBox3.Image = 
InterfacePLCOmron.Properties.Resources.green_ball; })); 
                    break; 
 
                case 4: 
                    if (result == "1" || result == "2") 
                        pictureBox4.Invoke(new EventHandler(delegate { pictureBox4.Image = 
InterfacePLCOmron.Properties.Resources.red_ball; })); 
                    else 
                        pictureBox4.Invoke(new EventHandler(delegate { pictureBox4.Image = 
InterfacePLCOmron.Properties.Resources.green_ball; })); 
                    break; 
 
                case 5: 
                    if (result == "1" || result == "2") 
                        pictureBox5.Invoke(new EventHandler(delegate { pictureBox5.Image = 
InterfacePLCOmron.Properties.Resources.red_ball; })); 
                    else 
                        pictureBox5.Invoke(new EventHandler(delegate { pictureBox5.Image = 
InterfacePLCOmron.Properties.Resources.green_ball; })); 
                    break; 
 
                case 6: 
                    if (result == "1" || result == "2") 
                        pictureBox6.Invoke(new EventHandler(delegate { pictureBox6.Image = 
InterfacePLCOmron.Properties.Resources.red_ball; })); 
                    else 
                        pictureBox6.Invoke(new EventHandler(delegate { pictureBox6.Image = 
InterfacePLCOmron.Properties.Resources.green_ball; })); 
                    break; 
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                case 7: 
                    if (result == "1" || result == "2") 
                        pictureBox7.Invoke(new EventHandler(delegate { pictureBox7.Image = 
InterfacePLCOmron.Properties.Resources.red_ball; })); 
                    else 
                        pictureBox7.Invoke(new EventHandler(delegate { pictureBox7.Image = 
InterfacePLCOmron.Properties.Resources.green_ball; })); 
                    break; 
 
                case 8: 
                    if (result == "1" || result == "2") 
                        pictureBox8.Invoke(new EventHandler(delegate { pictureBox8.Image = 
InterfacePLCOmron.Properties.Resources.red_ball; })); 
                    else 
                        pictureBox8.Invoke(new EventHandler(delegate { pictureBox8.Image = 
InterfacePLCOmron.Properties.Resources.green_ball; })); 
                    break; 
 
                case 9: 
                    if (result == "1" || result == "2") 
                        pictureBox9.Invoke(new EventHandler(delegate { pictureBox9.Image = 
InterfacePLCOmron.Properties.Resources.red_ball; })); 
                    else 
                        pictureBox9.Invoke(new EventHandler(delegate { pictureBox9.Image = 
InterfacePLCOmron.Properties.Resources.green_ball; })); 
                    break; 
 
                case 10: 
                    if (result == "1" || result == "2") 
                        pictureBox10.Invoke(new EventHandler(delegate { pictureBox10.Image = 
InterfacePLCOmron.Properties.Resources.red_ball; })); 
                    else 
                        pictureBox10.Invoke(new EventHandler(delegate { pictureBox10.Image = 
InterfacePLCOmron.Properties.Resources.green_ball; })); 
                    break; 
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case 11: 
                    if (result == "1" || result == "2") 
                        pictureBox11.Invoke(new EventHandler(delegate { pictureBox11.Image = 
InterfacePLCOmron.Properties.Resources.red_ball; })); 
                    else 
                        pictureBox11.Invoke(new EventHandler(delegate { pictureBox11.Image = 
InterfacePLCOmron.Properties.Resources.green_ball; })); 
                    break; 
 
                case 12: 
                    if (result == "1" || result == "2") 
                        pictureBox12.Invoke(new EventHandler(delegate { pictureBox12.Image = 
InterfacePLCOmron.Properties.Resources.red_ball; })); 
                    else 
                        pictureBox12.Invoke(new EventHandler(delegate { pictureBox12.Image = 
InterfacePLCOmron.Properties.Resources.green_ball; })); 
                    break; 
 
                case 13: 
                    if (result == "1" || result == "2") 
                        pictureBox13.Invoke(new EventHandler(delegate { pictureBox13.Image = 
InterfacePLCOmron.Properties.Resources.red_ball; })); 
                    else 
                        pictureBox13.Invoke(new EventHandler(delegate { pictureBox13.Image = 
InterfacePLCOmron.Properties.Resources.green_ball; })); 
                    break; 
 
                case 14: 
                    if (result == "1" || result == "2") 
                        pictureBox14.Invoke(new EventHandler(delegate { pictureBox14.Image = 
InterfacePLCOmron.Properties.Resources.red_ball; })); 
                    else 
                        pictureBox14.Invoke(new EventHandler(delegate { pictureBox14.Image = 
InterfacePLCOmron.Properties.Resources.green_ball; })); 
                    break; 
 
                case 15: 
                    if (result == "1" || result == "2") 
                        pictureBox15.Invoke(new EventHandler(delegate { pictureBox15.Image = 
InterfacePLCOmron.Properties.Resources.red_ball; })); 
                    else 
                        pictureBox15.Invoke(new EventHandler(delegate { pictureBox15.Image = 
InterfacePLCOmron.Properties.Resources.green_ball; })); 
                    break; 
 
                case 16: 
                    if (result == "1" || result == "2") 
                        pictureBox16.Invoke(new EventHandler(delegate { pictureBox16.Image = 
InterfacePLCOmron.Properties.Resources.red_ball; })); 
                    else 
                        pictureBox16.Invoke(new EventHandler(delegate { pictureBox16.Image = 
InterfacePLCOmron.Properties.Resources.green_ball; })); 
                    break; 
            } 
        } 
 
        private void ManualMode_FormClosing(object sender, FormClosingEventArgs e) 
        { 
            try 
            { 
                _runApplication = true; 
                if (_readFromPLC != null) 
                {  
                    if (_readFromPLC.ThreadState.ToString() == "Running") 
                        _readFromPLC.Abort(); 
                    else 
                    { 
                        _readFromPLC.Resume(); 
                        Thread.Sleep(10); 
                        _readFromPLC.Abort(); 
                    } 
                } 
                this.Hide(); 
            } 
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   catch (Exception exp) 
            { 
                MessageBox.Show("Get Available Serial Ports Exception:" + exp.Message, Application.ProductName, 
MessageBoxButtons.OK, MessageBoxIcon.Error); 
            } 
        } 
 
        void video_NewFrame(object sender, NewFrameEventArgs eventArgs) 
        { 
            pictureBox18.Image = (Bitmap)eventArgs.Frame.Clone(); 
        } 
    } 
} 
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10. ANEXO C – Algoritmo desenvolvido no Raspberry Pi 
 
#include <stdio.h> 
#include <stdlib.h> 
#include <string.h> 
#include <errno.h> 
#include <ctype.h> 
#include <termios.h> 
 
#include <wiringPi.h> 
#include <wiringSerial.h> 
 
#define LEDNOMSG 0 
#define LEDERROMSG 1 
#define LEDERROSIM 2 
#define LEDIN  4 
 
//**************************************************************************************************** 
//********Configuração dos dados da porta série************** 7 bits dados, paridade even e 2 stopbits 
void ConfiguraParametrosPorta(int fd) 
{ 
 struct termios options; 
 tcgetattr(fd, &options); //Ler parametros actuais (PARA CONSULTAR TODOS OS PARAMETROS ESCREVER NO TERMINAL: "man 
tcgetattr" 
 options.c_cflag &= ~CSIZE ; 
 options.c_cflag |= CS7; //se pretendermos 5, 6 ou 7 bits de dados (usar CS5, CS6 ou CS7) 
 options.c_cflag |= PARENB; //Permitir bit de paridade (por defeito par ou even) 
 //options.c_cflag |= PARODD; //tirar o comentário se pretendermos a paridade impar ou ODD 
 options.c_cflag |= CSTOPB; //tirar o comentário se pretendermos 2 stop bits 
 options.c_cc[VTIME] = 20;    // Ten seconds (100 deciseconds) para o Timeout da resposta 
 tcsetattr(fd, TCSANOW, &options); //Escrever os novos valores 
  
} //********fim do procedimento de configuração dos dados da porta série*************** 
 
//******************Esta função retorna se existem ou não dados disponíveis antes de 2 segundos na porta série 
//*********************************************************************************************************** 
unsigned char NaoExistemDadosDisponiveis(int fd) 
{ 
    int data; 
    unsigned int tmp1, tmp2, d_tmp; 
    tmp1 = millis(); 
 
    do 
    { 
        data = serialDataAvail(fd); 
        tmp2 = millis(); 
        d_tmp = tmp2 - tmp1; 
    } while ((data <= 0) && (d_tmp < 1000)); 
 
    fflush(stdout); 
    return (d_tmp >= 1000); 
} 
//****************************Fim da 
função************************************************************************ 
//****************************************************************************************************************
* 
 
int main() 
{ 
    int a, b, c, d, i, z, g, st, msgcompleta = 0; 
    int FCS1 = 0, FCS2 = 0; 
    char FCSCHR1, FCSCHR2; 
    char nib1, nib2; 
    FILE* my_stream; 
    unsigned int tempo1, tempo2, Delta_tempo; 
 
    if (wiringPiSetup() == -1) 
    { 
        fprintf(stdout, "Não foi possível iniciar o módulo wiringPi: %s\n", strerror(errno)); 
        return 1; 
    } 
 
    //**********Vou definir quais os pinos são de entrada e quais são de saída****************************** 
    pinMode(LEDNOMSG, OUTPUT); 
    pinMode(LEDERROMSG, OUTPUT); 
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    pinMode(LEDERROSIM, OUTPUT); 
    //pinMode (LEDIN, INPUT); comment 
 
    for (a = 0; ; a++) //Vai fazer um ciclo infinito para processar toda a informação de forma ciclica no 
programa. Sai do programa com CTRL+C 
    { 
        int fd; 
 
        if ((fd = serialOpen("/dev/ttyAMA0", 9600)) < 0) 
        { 
            fprintf(stderr, "Não foi possível abrir a porta série: %s\n", strerror(errno)); 
            return 1; 
        } 
 
        ConfiguraParametrosPorta(fd); //Vai configurar dados da porta e respectivo timeout para a resposta do PLC 
 
        //*************************************************************************************************** 
        //Primeiro vai enviar uma mensagem para o PLC para saber se pode começar a tirar fotografias 
        //vai ao registo D0701 e verifica o que lá está 
 
        char msg_init[] = "@00RD0701000151*"; //Esta mensagem já inclui o FCS (51Hex) 
        msg_init[16] = 13; //Adiciona o CR para terminar a mensagem  
        serialPrintf(fd, msg_init); //Manda a mensagem inicial para o PLC 
                                    //fprintf(stdout," %s\n", msg_init); comment 
 
        //************************************************************************* 
        //Vai primeiro verificar se há dados vindos do PLC 
        if (NaoExistemDadosDisponiveis(fd)) 
        { 
            printf("Erro msg sem resposta \n");  // Não existem dados.  
            digitalWrite(LEDNOMSG, HIGH); // On//Vai dar mensagem e depois irá acender um LED 
            delay(500); 
            digitalWrite(LEDNOMSG, LOW);    // On//Vai dar mensagem e depois irá acender um LED 
        } 
        else 
        { 
            //Como existem dados vai guardar todos os caracteres recebidos até receber o caracter 13 ou 27 para 
abandonar o programa 
            //digitalWrite (LED, LOW) ; //Vai apagar o LED caso não estivesse apagado comment 
 
            msgcompleta = 0; //Inicializa a flag que indica o fim da mensagem recebida 
 
            char DataIn[16] = ""; 
 
            for (b = 0; ; b++) //Vai fazer um ciclo infinito para esperar pela mensagem completa do PLC ou pelo 
timeout 
            { 
                st = (serialGetchar(fd)); 
 
                if ((st == 42)) //Para testar está o caracter 42 que é o '*'  
                { 
                    msgcompleta = 1; //Quando receber o caracter 13 então a mensagem está completa 
                    break;// ascii de CR ou timeout sai do ciclo infinito 
                } 
 
                if ((st == -1)) //Para testar está o caracter 42 que é o '*' mas deverá ser o 13 que é o CR 
                { 
                    msgcompleta = 0; //mensagem incompleta por timeout 
                    break;// sai do ciclo infinito por timeout (definido no procedimento ConfiguraParametrosPorta) 
                } 
 
                DataIn[b] = toascii(st);  //Vai guardando no ciclo os caracteres ascii  
 
                if (msgcompleta == 0) 
                { 
                    printf("Mensagem incompleta -> Timeout \n"); 
                    //digitalWrite (LEDERROMSG, HIGH); // On//Vai dar mensagem e depois irá acender um LED 
                    delay(100); 
                    //digitalWrite (LEDERROMSG, LOW); // OFF//Vai dar mensagem e depois irá acender um LED 
                } //close: if (msgcompleta==0) 
                else //Então é porque é mensagem completa = 1 
                { 
                    int lng = strlen(DataIn); 
                    if (((DataIn[5] != '0') || (DataIn[6] != '0')) || (lng < 13)) 
                    { 
                        if ((DataIn[5] != '0') || (DataIn[6] != '0')) 
                            printf("Erro na mensagem recebida - > End Code \n "); 
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                        if (lng < 13) 
                            printf("Erro na mensagem recebida - > Comprimento inesperado \n"); 
 
                        //serialFlush(fd); comment 
                        //digitalWrite (LEDERROMSG, HIGH); // On//Vai dar mensagem e depois irá acender um 
LED 
                        delay(100); 
                        //digitalWrite (LEDERROMSG, LOW); // OFF//Vai dar mensagem e depois irá acender um 
LED 
                        fflush(stdout); 
                    } //close: if (((DataIn[5]!='0') || (DataIn[6]!='0')) || (lng<13))  
                    else //Vai realizar um FCS para identicar a presença de um erro 
                    { 
                        FCS1 = FCS2 = 0; 
                        lng = strlen(DataIn) - 2; //O comprimento da mensagem não pode contar com os dois últimos 
caracteres do FCS recebido 
 
                        for (c = 0; c < lng; c++) 
                        { 
                            nib1 = (DataIn[c] >> 4) & 0x0F; 
                            FCS1 = FCS1 ^ nib1; 
                            nib2 = (DataIn[c]) & 0x0F; 
                            FCS2 = FCS2 ^ nib2; 
                        } 
 
                        if (FCS1 < 10) 
                            FCSCHR1 = (int)('0') + FCS1; 
                        else 
                            FCSCHR1 = toascii(55 + FCS1); 
 
                        if (FCS2 < 10) 
                            FCSCHR2 = (int)('0') + FCS2; 
                        else 
                            FCSCHR2 = toascii(55 + FCS2); 
 
                        if ((FCSCHR1 != DataIn[11]) || (FCSCHR2 != DataIn[12])) 
                        { 
                            printf("Erro na mensagem recebida - > FCS error "); 
                            //digitalWrite (LEDERROMSG, HIGH); // On//Vai dar mensagem e depois irá acender um 
LED 
                            delay(100); 
                            //digitalWrite (LEDERROMSG, LOW); // OFF//Vai dar mensagem e depois irá acender um 
LED 
                        } //close: if ((FCSCHR1!=DataIn[11]) || (FCSCHR2!=DataIn[12]))  
                        else //se também não houver erros de FCS então vamos verificar se o que está no registo é 
0 ou 1  
                        { 
                            if ((DataIn[10]) == '1') //Se a mensagem estiver a 1 podemos tirar a foto e arrancar 
com o programa do Matlab 
                            { 
                                printf("Mensagem OK - > Resultado: A iniciar processo do Matlab...\n"); 
                                system("sudo ./raspberrypi_test2"); //localização e programa do Matlab/simulink 
                                printf("O programa do simulink terminou com sucesso.\n"); 
 
                                //Agora vai ficar aqui a leitura do ficheiro de texto dos erros... 
                                my_stream = fopen("ErrorLog0.txt", "r"); 
                                if (my_stream == NULL) 
                                { 
                                    printf("Não foi possível abrir o ficheiro ErrorLog0\n"); 
                                    //LIGAR ALGUM LED DE ERRO 
                                } 
                                else 
                                { 
                                    char buff2[1]; 
                                    printf("Ficheiro ErrorLog0.txt aberto\n"); 
                                    fread(buff2, 1, 1, my_stream); //Ler e guardar em buff2 
                                    fclose(my_stream); //Fechar o ficheiro  
                                    printf("Ficheiro ErrorLog0.txt fechado\n"); 
                                    my_stream = NULL; 
 
                                    if (buff2[0] == 'X') 
                                    { 
                                        printf("As marcas de referência não foram encontradas!\n"); 
                                        //LIGAR ALGUM LED DE ERRO 
                                    } 
                                    else 
                                    { 
                                        printf("Modelo do Matlab sem erros!\n"); 
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                                        //Agora vai ficar aqui a leitura do ficheiro de texto do array... 
                                        my_stream = fopen("Array0.txt", "r"); 
                                        if (my_stream == NULL) 
                                        { 
                                            printf("Não foi possível abrir o ficheiro Array0.txt\n"); 
                                            //LIGAR ALGUM LED DE ERRO 
                                        } 
                                        else 
                                        { 
                                            char buff[16]; 
                                            printf("Ficheiro Array0.txt aberto\n"); 
                                            fread(buff, 16, 1, my_stream); //Ler e guardar em buff 
                                            fclose(my_stream); //Fechar o ficheiro  
                                            printf("Ficheiro Array0.txt fechado\n"); 
                                            my_stream = NULL; 
 
                                            //Este ciclo FOR vai ciclicamente colocar os caracteres na posição 
respectiva dentro da mensagem a enviar 
                                            for (z = 0; z < 16; z++) 
                                            { 
                                                if (buff[z] != 'X') // Se o conteudo da posição buff[z] for 
diferente de 'X' então envia mensagem. Caso contrário não envia nada 
                                                { 
                                                    char msg[] = "@00WD060000000000"; //Mensagem Base que vai ser 
modificada para acomodar as posições de 0601 a 0616 no PLC 
                                                    msg[12] = buff[z]; //Na posição 13 vai ficar o estado , 0 ou 1 
consoante o valor contido no buff        
                                                    int n = strlen(msg); 
                                                    g = z + 1; 
 
                                                    if (g < 10) 
                                                        msg[8] = '0' + g; // se o número da posição for de 0601 a 
609 basta substituir a posição 9     
                                                    else 
                                                    { // se o número da posição for de 0610 a 616 será necessário 
substituir a posição 8 e 9 para acomodar todos os 2 caracteres    
                                                        msg[7] = toascii(49); 
                                                        msg[8] = toascii(38 + g); 
                                                    } 
                                                    //*************Agora vai calcular o FCS para anexar à 
mensagem*************************                                                                                                                                                          
                                                    
//************************************************************************************* 
                                                    FCS1 = FCS2 = 0; 
                                                    for (i = 0; i < n; i++) 
                                                    { 
                                                        nib1 = (msg[i] >> 4) & 0x0F; 
                                                        FCS1 = FCS1 ^ nib1; 
                                                        nib2 = (msg[i]) & 0x0F; 
                                                        FCS2 = FCS2 ^ nib2; 
                                                    } 
                                                    fprintf(stdout, " %d %d\n", FCS1, FCS2); 
 
                                                    //******Primeiro caracter do FCS********** 
                                                    if (FCS1 < 10) 
                                                        msg[13] = (int)('0') + FCS1; 
                                                    else 
                                                        msg[13] = toascii(55 + FCS1); 
 
                                                    //******Segundo caracter do FCS********** 
                                                    if (FCS2 < 10) 
                                                        msg[14] = (int)('0') + FCS2; 
                                                    else 
                                                        msg[14] = toascii(55 + FCS2); 
 
                                                    msg[15] = '*'; //Adiciona o caracter terminador 
                                                    msg[16] = toascii(13); //Adiciona o CR 
                                                                           //fprintf(stdout,"msg antes  =%s ", msg 
); 
                                                                           //fprintf(stdout,"msg =%s\n", msg );  
                                                                           //strncat(msg,FCS,4); 
 
                                                    serialPrintf(fd, msg); 
                                                    delay(90); //Tempo de espera entre cada mensagem de 
actualização das posições dos alvéolos 
                                                    fprintf(stdout, " %s\n", msg); 
                                                } //close: if (buff[z] != 'X') 
                                            } //close: for (z = 0 ; z < 16 ;  z++) 
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                                        } //close: else do if (my_stream == NULL) 
                                    } //close: else do if (buff[1] != '1') 
                                } //close: else do if (my_stream == NULL) 
                            } //close: if ((DataIn[10])=='1') 
                            else 
                            { 
                                delay(30); 
                                printf("Mensagem OK - > No entanto agora nao se pode tirar fotografia\n"); 
                            } 
                        } //close: else do if ((FCSCHR1!=DataIn[11]) || (FCSCHR2!=DataIn[12]))  
                    } //close: else do if (((DataIn[5]!='0') || (DataIn[6]!='0')) || (lng<13)) 
                } //close: else do if (msgcompleta==0)  
            } //close: for (b=0 ;;b++) 
        } //close: else do for (b=0 ;;b++) 
        serialClose(fd); 
    } //close: for (a=0 ;;a++) 
    return 0; 
} //close: int main() 
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11. ANEXO D – Tabela ASCII 
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12. ANEXO E – Placa adaptadora para o Raspberry Pi 
Esquema Elétrico 
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Desenho da PCB 
 
TOP 
 
 
BOT 
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TOP SILK 
 
 
PCB 3D 
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Lista de Material 
 
Quantidade Designação Valor Fornecedor 
1 U2 Conector DB9 Female Farnell 
8 
D1, D2, D3, D4, D5, D6, 
D7, D8 
Led SMD 0805 Farnell 
19 
P1, P2, P3, P4, P6, P7, 
P8, P9, P10, P11, P12, 
P13, P14, P15, P16, P17, 
P18, P19, P20 
Header 2 pinos Farnell 
1 P5 Header 40 pinos Farnell 
2 R1, R5 Resistência 0R SMD 0805 Farnell 
25 
R2, R3, R4, R6, R7, R8, 
R9, R10, R11, R12, R13, 
R4, R15, R16, R17, R18, 
R19, R20, R21, R22, 
R23, R24, R25, R26, R27 
Resistência 270R SMD 0805 Farnell 
1 C2 Condensador tântalo 10uF Farnell 
5 C1, C3, C4, C5, C6 
Condensador cerâmico 
100nF 
Farnell 
1 U1 ST3232 Farnell 
 
