One of the most ambitious trends in current biomedical research is the large-scale genomic sequencing of patients. Novel high-throughput (or next-generation) sequencing technologies have redefined the way genome sequencing is performed. They are able to produce millions of short sequences (reads) in a single experiment, and with a much lower cost than previously possible. Due to this massive amount of data, efficient algorithms for mapping these sequences to a reference genome are in great demand, and recently, there has been ample work for publishing such algorithms. One important feature of these algorithms is the support of multithreaded parallel computing in order to speedup the mapping process. In this paper, we design parallel algorithms, which make use of the message-passing parallelism model, to address this problem efficiently. The proposed algorithms also take into consideration the probability scores assigned to each base for occurring in a specific position of a sequence. In particular, we present parallel algorithms for mapping short degenerate and weighted DNA sequences to a reference genome.
Introduction
The traditional Sanger capillary sequencing methods [22, 23] , developed in the mid 70's, have been the workhorse technology for DNA sequencing, for almost 30 years, and is still the go-to technique for high-quality sequencing. But sequencing technology has come a long way since the time when traditional sequencing techniques required many labs around the world to cooperate for over a decade, in order to sequence the human genome for the first time.
Nowadays, high-throughput Sequencing By Synthesis technologies have reduced the task of sequencing a whole genome to a matter of days or even hours, and the cost has decreased by orders of magnitude, making it an accessible experimental procedure to many labs [27] . This opened the door for re-sequencing to start becoming a more routine procedure, as it finds many applications in the detection of genetic variability among individuals. Thus, it can help us understand the extent of that variability, and also identify specific variants, alternative splicing sites and patterns, epigenetic effects, and relate them to gene regulation and expression, as well as to diseases ([1] , [28] , [29] , [19] ). Thus, DNA sequencing is quickly becoming a powerful tool in diagnostic medicine, and eventually personalized treatment [27] .
The data resulting from a single sequencing experiment can be quite large, and it is not uncommon to have data from multiple experiments. This trend of increasing availability of sequencing data will continue as projects even more ambitious than the 1000 Genomes Project [1] start to materialize. According to their respective websites, typical output sizes for the three main next-generation sequencing platforms are: over a million 400bp-long reads per 10-hour run for the 454/Roche platform [3] , up to 300GB per run for the ABI SOLiD platform [2] , and up to 500 millions paired-end reads 100bp-long for the Illumina GA [4] . In most cases these reads are too short to be directly assembled, especially in the presence of repetitive regions [18] , therefore a reference sequence is usually required. In the case of human genome re-sequencing, the reference genome is approximately 3Gbp-long. However, attempts to directly assemble short reads from simpler genomes have begun [25] , and a first attempt for human data has also been recently reported [17] .
Mapping so many short reads onto such a long reference sequence is a very challenging task that cannot be adequately carried out by traditional search and alignment algorithms [11] like BLAST [5] and FASTA [20] , so a broad array of programs have been published to address this task, placing emphasis on different aspects of the challenge. The different algorithms implement various combinations of innovations and trade-offs, to address computing speed, system resources requirements, and biological relevance and accuracy of the computed results.
The need for more efficient ways to map large numbers of short sequences was first acknowledged in 2002 and involved modifying the BLAST [5] algorithm so as to index the reference instead of the queries [11] . But really fast and efficient mapping software started with ELAND [8] , which is the software bundled in the Illumina GA pipeline, and with constant development to match the advances of the Illumina platform, it is still one of the fastest algorithms. MAQ [14] was released as an independent alternative to ELAND. It makes use of base-calling qualities and introduced mapping qualities, but cannot do gapped alignment, and has an upper limit to the length of reads it can map. Indexing the reads also potentially imposes a high demand on system resources, limiting the scalability of the method. SOAP [15] indexes the reference for more efficient memory usage and offers some form of gapped alignment, while SeqMap [10] allows more flexibility for gaps and substitutions. Bowtie [12] , SOAP2 [16] and BWA [13] (the successor of MAQ) make use of the Burrows-Wheeler Transform [7] to index the reference, and are able to achieve very good speed and relatively low memory usage. A number of other tools exist as well (REAL [9] , SHRiMP [21] , GSNAP [28] ), each combining solutions differently and to different extents.
Many of these applications show the necessity for a measure of accuracy concerning the mapping methods. Accuracy can be quantified in terms of sensitivity and specificity. Possible causes of limitations in the accuracy of these experiments include sequencing errors, variation between the sample and the reference genome, as well as ambiguities caused by repeats in the reference genome [26] . Therefore, the limitations of the equipment used, or the natural polymorphisms that can be observed between individual samples, can give rise to uncertain sequences. These uncertain sequences are called degenerate or indeterminate. Every entry in a degenerate string is a subset of the given alphabet.
Very often, each position of a sequence is accompanied by probabilities of each symbol occurring in the specific position. In the case of the high-throughput experiments, the base-calling qualities, which accompany the raw sequence data, describe the confidence of bases in each read [26] . The sequencing base-calling qualities assign a probability to the four possible nucleotides for each sequenced base. Bases with low quality are more likely to be sequencing errors. These sequences, where the probability of every symbol's occurrence at every location is given, are called weighted sequences.
In this paper, we design parallel algorithms for addressing the problem of efficiently mapping millions of short degenerate and weighted DNA sequences to a reference genome. The proposed parallel algorithms make use of the messagepassing paradigm, and resemble the sequential strategies presented in [6] and [9] . Our approach distributes the genomic sequence among the available processors, and preprocesses it, by using word-level parallelism and parallel sorting. Then, we distribute the queries among the available processors, and use the pigeonhole principle, binary search, and simple word-level operations to speedup the mapping process.
The rest of the paper is organised as follows. In Section 2, the basic definitions that are used throughout the paper are presented. Section 3 formally defines the problems solved in this paper. Section 4 and Section 5 present the proposed algorithms for exact and approximate matching, respectively. Finally, we briefly conclude with some future proposals in Section 6.
Preliminaries
A string is a sequence of zero or more symbols from an alphabet Σ. In this work, we are considering the finite alphabet Σ for DNA sequences, where Σ = {A, C, G, T }. The length of a string x is denoted by |x|. The i-th symbol of a string x is denoted by x [i] . A string w is a factor of x if x = uwv, where u, v ∈ Σ * . We denote by x[i.
.j] the factor of x that starts at position i and ends at position j.
In a string x on an alphabet Σ, a position i is said to be degenerate or indeterminate iff x[i] may be any one of a specified subset {λ 1 , λ 2 , ..., λ j } of Σ, 2 ≤ j ≤ |Σ|, and x[i] itself is said to be a degenerate symbol. If x[i] is a one-element subset it is called solid, non-solid otherwise. A string that may contain degenerate symbols is said to be degenerate (or indeterminate) .
For two strings x and y, such that only y is degenerate and |x| = |y|, the Hamming distance δ H (x, y) is the number of places in which
where π i (q j ) is the occurrence probability of symbol q j at position i. A symbol q j occurs at position i of a weighted sequence x = x[1..n] iff the probability of occurrence of symbol q j at position i is greater than zero, i.e.
) is a non-solid symbol, implying that base A occurs with probability 80% and C with probability 20%.
The proposed parallel algorithms make use of the message-passing paradigm, by using p processing elements. The following assumptions for the model of communications in the parallel computer are made. The parallel computer comprises a number of nodes. Each node comprises one or several identical processors interconnected by a switched communication network. The time taken to send a message of size n between any two nodes is independent of the distance between nodes and can be modeled as t comm = t s + nt w , where t s is the latency or start-up time of the message, and t w is the transfer time per data. The links between two nodes are full-duplex and single-ported: a message can be transferred in both directions by the link at the same time, and only one message can be sent and one message can be received at the same time.
Problems definition
We denote the generated short sequences as the set p 1 , p 2 , ..., p r , where r is a natural number (r > 10 7 in practice), and we call them patterns. The length of each pattern is currently, typically between 25 and 75 bp long. Without loss of generality, we denote the length of the patterns as . We assume that the data is derived from high-quality sequencing methods, and therefore we will only consider degenerate or weighted patterns with at most µ non-solid symbols. The given text is a genomic sequence t = t[1..n], where n > 10 8 , and we are also given a positive threshold k ≥ 0. We formally define the problem of mapping short degenerate and weighted sequences to a reference genome, as follows.
Problem 1.
The case that k > 0 corresponds to the possibility that the pattern either contains a sequencing error, or a small difference between a mutant and the reference genome.
Exact Pattern Matching
In this section, the focus is to find all the occurrences of a degenerate or a weighted pattern p i , for all 0 ≤ i < r, in text t = t[1..n], with no mismatches, i.e. k = 0. In order for the procedure to be efficient, each processor makes use of word-level parallelism by transforming each factor of length of t into a signature. We get the signature σ(x) of a string x, by transforming it to its binary equivalent using 2-bits-per-base encoding of the DNA alphabet, and storing its decimal value into a computer word. For simplicity, we assume that the signature fits in the computer word, i.e. 2 ≤ w, where w is the word size of the machine (e.g. 32 or 64 in practice). Notice that, in the case that 2 > w, the proposed algorithm can easily be adopted by storing the signatures in 2 /w computer words.
Our aim is to preprocess the text t and create a local list L on each processor. List L holds elements of type e i =(i, σ(z i )), where i represents the starting position of factor
An outline of Algorithm I is as follows.
Problem Partitioning. We use a data decomposition approach to partition the text t with the sliding window mechanism into a set of factors z 1 , z 2 , ..., z n− +1 of length , where
Step 1. We assume that text t is stored locally on the master processor. We make sure that the load is evenly balanced by distributing the factors of t among the p available processors. Without loss of generality, we denote as z f irstρ , ..., z lastρ the set of the allocated factors of processor ρ, for all 0 ≤ ρ < p.
Step 2. Each processor ρ, for all 0 ≤ ρ < p, transforms each allocated factor z i , for all f irst ρ ≤ i ≤ last ρ , into a signature σ(z i ), packs it in an element e i =(i, σ(z i )),
and adds e i to a local list Z ρ . As soon as processor ρ computes σ(z f irstρ ), then each σ(z i ), for all f irst ρ + 1 ≤ i ≤ last ρ , can be retrieved in constant time (using "shift"-type operations).
Step 3. We sort the elements of the local lists Z ρ , for all 0 ≤ ρ < p, based on the signature's field in parallel, using Parallel Sorting by Regular Sampling (PSRS) [24] , a practical parallel sorting algorithm. Notice that parallel sorting means rearranging the elements of the local lists Z ρ , so that each processor ρ still has an evenly balanced amount of elements in Z ρ , but the elements are stored in sorted order by processor 0, 1, ..., p − 1.
Step 4. We perform a gather operation, in which the master processor collects, the local list Z ρ , from each other processor, and stores each local list Z ρ in rank order,
The master processor performs a one-to-all broadcast to send L to all other processors.
Step 5. We make sure that each processor is allocated an evenly balanced amount of query patterns from the set p 1 , p 2 , ..., p r . Assume that we have a degenerate query 
where |X| ≤ |Σ| µ r. In addition to that, if p i is a weighted pattern (Problem 2), we must check that 
Proof.
In step 1, assuming that the text t is kept locally on the master processor, the distribution of t among the p available processors can be done in O(t s log p + 
Approximate Pattern Matching
In this section, the focus is to find the occurrences of p i , for all 0 ≤ i < r, in text t = t[1..n] with at most k-mismatches, i.e. k ≥ 0. Here, the idea of using the pigeonhole principle to split each signature into ν fragments is adopted. By requiring some of the ν fragments (instead of all of them) to be perfectly matched, the noncandidates can be filtered out very quickly. For example, to admit two mismatches, a pattern can be split into four fragments. The two mismatches can exist in at most two of the fragments (at the same time). Then, if we try all six combinations of the two fragments as the seed, we can catch all hits with two mismatches. Proof. Immediate from the pigeonhole principle.
Without loss of generality, we choose ν, such that ν − k = k and 2 /ν ≤ w, where w is the size of the computer word. We denote as c j (
Our aim is to preprocess the text t and construct 
We define the following operations:
• f (j): a function that given j, it returns q, such that if
.., σ(x ν )}, for some string x.
• h(c i (σ(x))): a function that given c i (σ(x)), it returns s, the concatenated fragments of c i (σ(x)), for some string x.
• bs(s, L j ): a binary search operation that given a signature s and the list L j , it returns {e An outline of Algorithm II is as follows.
Step 2. Each processor ρ, for all 0 , on each processor ρ, for all 0 ≤ ρ < p.
Step 3. We sort the elements of the local lists
, for all 0 ≤ ρ < p, based on the signature's field, in parallel, using PSRS, ensuring that, in the case that we swap elements, we preserve that next Step 4. We perform a gather operation, in which the master processor collects the local lists
, from each other processor, and stores each local list Z j ρ in rank order, resulting in a new combined sorted list
. The master processor performs a one-to-all broadcast to send L j to all other processors.
Step 5. We make sure that each processor is allocated an evenly balanced amount of query patterns from the set p 1 , p 2 , ..., p r . Assume that we have a degenerate query
( ν ν−k ) log n) in practice, and O(νn log p + r) communication time.
Conclusion
In this paper, we have presented parallel algorithms to tackle the data emerging from the next-generation sequencing technologies. These new technologies produce a huge number of very short sequences, and these sequences need to be classified, tagged and recognised as parts of a reference genome. Very often, these sequences either contain degenerate symbols, or they are accompanied by the occurrence probability of each symbol at each position of the sequence. To the best knowledge of the authors, the presented algorithms is the first proposed approach, which makes use of the message-passing parallelism model, for the problem of mapping these sequences to a reference genome.
In particular, we have presented Algorithm I for exact matching. It runs in O( n p log n p + |Σ| µ r p log n) computation time, and O(n log p + r) communication time, where p is the number of available processors, n is the length of the genomic sequence, r is the number of patterns, Σ is the DNA alphabet, and µ is the maximum number of non-solid symbols of a pattern.
In addition, we have presented Algorithm II for approximate matching. log n) computation time, and O(νn log p + r) communication time, where ν is the number of equal length fragments into which each pattern is split, and k is the number of allowed mismatches.
The sequential versions of Algorithm I and Algorithm II were implemented on a real dataset and presented in [6] and [9] , giving some very promising results comparing to more traditional approaches. Our immediate target is to build a software tool, which will be based on the presented algorithms, and will be used by the biologists for mapping short sequences to a reference genome.
