In literature, two different common informations were defined by Gács and Körner and by Wyner, respectively.
I. INTRODUCTION
Common information, as an information measure on the common part between two random variables, was first investigated by Gács and Körner [1] . They studied it in content of distributed common information extraction problem: Extract approximately same information from each of two sources independently. The common information of the sources is defined by the maximum information that can be extracted from them. For two correlated memoryless sources X, Y , the Gács-Körner common information between them is C GK (X; Y ) = sup f,g:f (X)=g(Y ) a.s.
H(f (X)).
It can be also expressed as
where C GK (X; Y |U ) := sup f,g:f (X,U )=g(Y,U ) a.s.
denotes the conditionally common information between X, Y given U . C GK (X; Y |U ) = 0 implies all common information between X, Y is contained in U .
Wyner [3] studied distributed source synthesis (or distributed source simulation) problem, and defined common information in a different way. He defined the common information as the minimum information rate needed to generate target sources in a distributed manner with asymptotically vanishing total variation. This kind of common information is proven to be
Furthermore, a related problem, the problem of generating target sources exactly, was studied by Kumar, Li, and
Gamal recently [12] , and the notion of exact common information (denoted as K KLG (X; Y )), defined to be the minimum code rate to satisfy such exact source synthesis, is introduced. It is easy to show that C GK (X; Y ) ≤
Observe that different dependency constraints are used in the definitions of Gács-Körner common information and Wyner common information. Gács-Körner common information requires the common variable U approximately equal to some function of each of the sources (or there is no conditionally common information given U ); while Wyner common information requires the sources conditionally independent given the common variable U . These two constraints are related to an important dependency measure, Hirscbfeld-Gebelein-Renyi maximal correlation (or simply the maximal correlation). This correlation measures the maximum Pearson correlation between any random variables defined by the individual random variables. According to the definition, maximal correlation is invariant on bijective mappings (robust to bijective transform), hence it reveals some kind of intrinsic dependency between two sources. This measure was first introduced by Hirschfeld [5] and Gebelein [4] and then studied by Rényi [6] , and recently it has been exploited in some interesting problems of information theory, such as measure of non-local correlations [9] , maximal correlation secrecy [10] , converse result of distributed communication [14] , etc. Furthermore, maximal correlation is also a "good" dependency measure for common information since it naturally indicates whether there exists common information between two sources. There exists Gács-Körner common information between two sources if and only if the maximal correlation between them equals one; and there exists Wyner common information between two sources if and only if the maximal correlation between them is positive.
The common informations proposed by Gács and Körner and by Wyner (or by Kumar, Li, and Gamal) are defined in different problems: distributed common information extraction and distributed source synthesis. Hence they represent different meanings in each problem. One attempt to unify them can be found in [11] , where Kamath and Anantharam converted common information extraction problem into distributed source synthesis problem by specifying the synthesized distribution to be that of the common randomness. In this paper, we attempt to give another unification of the existing common informations. We unify and generalize the existing common informations Fig. 1 . Illustration of the relationship among joint entropy, mutual information, Wyner common information, generalized common information, and GK common information, where W, V and U are the Wyner, GK, and ρ-correlated common randomnesses, respectively, and Region 1 represents H (XY |U ) and Region 2 represents H (XY |V ). The inequalities C GK ≤ I (X; Y ) ≤ C W and C GK = C 0 ≤ C ρ ≤ lim ρ↑1 C ρ = C W , ∀0 ≤ ρ < 1 hold.
The total variation distance between two probability measures P and Q with common alphabet is defined by
where F is the σ-algebra of the probability space. The following properties of total variation distance hold. Property 1. [13] Total variation distance satisfies:
1) If the support of P and Q is a countable set X , then
2) Let > 0 and let f (x) be a function with bounded range of width b > 0. Then
where E P indicates that the expectation is taken with respect to the distribution P .
3) Let P X P Y |X and Q X P Y |X be two joint distributions with common channel P Y |X . Then
II. MAXIMAL CORRELATION
In this section, we define several correlations, including correlation coefficient, correlation ratio, and maximal correlation, and then study their properties. , if var (X) var (Y ) > 0, 0, if var (X) var (Y ) = 0.
(5) Fig. 1 . Illustration of the relationship among joint entropy, mutual information, Wyner common information, generalized common information, and Gács-Körner common information, where W, V and U are the Wyner, Gács-Körner, and β-common randomnesses, respectively, and Region 1 represents H(XY |U ) and Region 2 represents H(XY |V ). These terms satisfy C GK ≤ I(X; Y ) ≤ C W and
by defining a generalized common information, information-correlation function. In the generalized definition, conditional maximal correlation (the conditional dependency of the sources given the common randomness) is exploited to measure the privacy, and the mutual information is used to measure the information of such common randomness. The Gács-Körner common information and Wyner common information are two special and extreme cases of our generalized definition. Both of them can be seen as hard-measures of common information, but our definition gives a soft-measure of common information. Our results give a better and more comprehensive answer to the classic problem: What is the common information between two correlated source? Fig. 1 illustrates the relationship among joint entropy, mutual information, Gács-Körner common information, Wyner common information, and generalized common information. Furthermore, we also study common information extraction problem and private sources synthesis problem, and show that the information-correlation function corresponds to the minimum achievable rate under privacy constraints for each problem, respectively. Our results have a sequence of applications, e.g., dependency measure, privacy protection in data mining, privacy constrained source simulation, game theory, etc.
The rest of this paper is organized as follows. Section II summarizes basic notations, definitions and properties of maximal correlation. Section III defines information-correlation function and gives the basic properties. Sections IV and V investigate the private sources synthesis problem and common information extraction problem respectively.
Finally, Section VI gives the concluding remarks.
A. Notation and Preliminaries
We use P X (x) to denote the probability distribution of random variable X, which is also shortly denoted as P X or P (x). We also use P X and Q X to denote different probability distribution with common alphabet X . We use P U X to denote the uniform distribution over the set X , unless otherwise stated. We use f P or f Q to denote a quantity or operation f that is defined on pmf P or Q. The total variation distance between two probability measures P and Q with common alphabet is defined by
where F is the σ-algebra of the probability space.
In this paper, some achievability schemes involves a random codebook C (or a random binning B). For simplicity, we also denote the induced conditional distribution P X|C=c (given C = c) as P X (suppressing the condition C = c), which can be seen as a random pmf.
For any pmfs P X and Q X on X , we write P X ≈ Q X if P X − Q X T V < for non-random pmfs, or E C P X − Q X T V < for random pmfs. For any two sequences of pmfs P X (n) and Q X (n) on X (n) (where X (n) is arbitrary and it differs from X n which is a Cartesian product), we write P X (n) ≈ Q X (n) if lim n→∞ P X (n) − Q X (n) T V = 0 for non-random pmfs, or lim n→∞ E C P X (n) − Q X (n) T V = 0 for random pmfs.
The following properties of total variation distance hold. Property 1. [16] , [19] Total variation distance satisfies:
where E P indicates that the expectation is taken with respect to the distribution P.
4) For any two sequences of non-random pmfs
P X (n) Y (n) and Q X (n) Y (n) , if P X (n) P Y (n) |X (n) ≈ Q X (n) Q Y (n) |X (n) , then there exists a sequence x (n) ∈ X (n) such that P Y (n) |X (n) =x (n) ≈ Q Y (n) |X (n) =x (n) . 5) If P X (n) ≈ Q X (n) and P X (n) P Y (n) |X (n) ≈ P X (n) Q Y (n) |X (n) , then P X (n) P Y (n) |X (n) ≈ Q X (n) Q Y (n) |X (n) .
II. (CONDITIONAL) MAXIMAL CORRELATION
In this section, we first define several correlations, including (Pearson) correlation, correlation ratio, and maximal correlation, and then study their properties. These concepts and properties will be used to define and investigate information-correlation function in the next section.
Definition 1. For any random variables X and Y with alphabets X ⊆ R and Y ⊆ R, the (Pearson) correlation of X and Y is defined by
Moreover, the conditional correlation of X and Y given another random variable U is defined by
Definition 2. For any random variables X and Y with alphabets X ⊆ R and Y, the correlation ratio of X on Y is defined by
where the supremum is taken over all the functions g : Y → R. Moreover, the conditional correlation ratio of X on Y given another random variable U with alphabet U is defined by
where the supremum is taken over all the functions g : Y × U → R.
Definition 3. For any random variables X and Y with alphabets X and Y, the maximal correlation of X and Y is defined by
where the supremum is taken over all the functions f : X → R, g : Y → R. Moreover, the conditional maximal correlation of X and Y given another random variable U with alphabet U is defined by
where the supremum is taken over all the functions f :
It is easy to verify that
Note that the unconditional versions of correlation coefficient, correlation ratio, and maximal correlation have been defined in literature. However, the conditional versions are the first time to be introduced.
According to the definition, maximal correlation remains the same after apply bijective transform (one-to-one mapping) on each of the variables. Hence it is robust to bijective transform. Furthermore, for finite valued random variables maximal correlation ρ m (X; Y |U ) can also be characterized by the second largest singular value 
Remark 2. This is consistent with the conditional version (U = ∅) [2] 
Furthermore, for any random variables X, Y, U with finite alphabets and given P X,Y,U , the supreme in (12) , (13) and (15) is actually a maximum.
The proof of this lemma is given in Appendix A. This lemma gives a simple approach to compute (conditional) maximal correlation. Observe that λ 2 (u) is the maximal correlation ρ m (X; Y |U = u) between X and Y under condition U = u, and under distribution P XY |U =u . Hence Lemma 1 leads to the following result.
Lemma 2. (Alternative characterization). For any random variables X, Y, U,
Note that the right-hand side of (17) was first defined by Beigi and Gohari [9] . This lemma implies the equivalence between the conditional maximal correlation defined by us and that defined by Beigi and Gohari. 
where P m = min
x,y,u:P (x,y,u)>0
P (x, y|u), and δ = max
where Q m = min 
for any x, u such that P (x|u) > 0. Furthermore, for any x, u such that P (x|u) > 0, P (x|u) ≥ P (x, u) ≥ P (x, y, u) ≥P m . Hence (20) implies
Similarly, we have
According to Property (7) , the following inequalities hold.
Pm .
(31) (19) implies for given P U , as max
Hence for given P U , ρ m,P (X; Y |U ) is continuous in P XY |U . Furthermore, given
Hence for given
That is, the conditional maximal correlation is not continuous in probability distribution P X,Y,U . We can refine the definition of conditional maximal correlation, and define a robust version as
Note that the Definition 3 and the definition above does not make any difference for the random variables with finite alphabets.
Lemma 4. (Convexity and concavity). Given
Furthermore, some other properties hold.
Lemma 5. For any random variables X, Y, Z, U , the following properties hold.
Moreover, ρ m (X; Y |U ) = 0 if and only if X and Y are conditionally independent given U ; ρ m (X; Y |U ) = 1 if and only if X and Y have Gács-Körner common information given U.
Proof:
where (35) follows from the Cauchy-Schwarz inequality. Hence
which further implies
since both θ(X; Y |U ) and ρ m (X; Y |U ) are conditional correlations for some variables.
If X and Y are conditionally independent given U , then for any functions f and g, f (X, U ) and g(Y, U ) are also conditionally independent given U . This leads to ρ m (X; Y |U ) = 0.
for any functions f and g. For any x, u, set f (X, U ) = 1{X = x, U = u} and g(Y, U ) = 1{Y = y, U = u}, then
Hence (39) implies
This implies X and Y are conditionally independent given U . Therefore, ρ m (X; Y |U ) = 0 if and only if X and Y are conditionally independent given U.
Assume X and Y have Gács-Körner common information given U , i.e., f (X, U ) = g(Y, U ) with probability 1
for some functions f and g such that H(f (X, U )|U ) > 0. Then Evar(f (X, U )|U )Evar(g(Y, U )|U ) > 0, and
Combining this with ρ m (X; Y |U ) ≤ 1, we have ρ m (X; Y |U ) = 1.
Assume ρ m (X; Y |U ) = 1, then f (X, U ) = g(Y, U ) with probability 1 for some functions f and g such that Lemma 6. For any random variables X, Y, Z, U , the following properties hold.
In particular if U is degenerate, then the inequalities above reduce to
Remark 4. Note that the optimal Minimum Mean Square Error (MMSE) estimator is E[X|Y U ], hence the variance of the MMSE for estimating X given
Proof: According to definitions of conditional correlation ratio and conditional maximal correlation, (44) and
(45) can be proven easily.
In fact, we may, without loss of the generality, consider only such function g for which E[g(Y, U )|U = u] = 0, ∀u and var(g(Y, U )|U = u) = 1, ∀u and suppose E[X] = 0, E[var(X|U )] = 1; for this case we have by the Cauchy-
Schwarz inequality
Therefore,
It is easy to verify that equality holds if and only if g(Y, U ) = αE[X|Y U ] for some constant α > 0. Hence
Furthermore, by law of total variance
and the conditional version
we have
Lemma 7. (Correlation ratio equality). For any random variables X, Y, U,
This is very similar to I(X; Z|U
does not always hold. This is also similar to that
Proof: From (46), we have
and
Hence (63) follows immediately.
Suppose f achieves ρ m (X; Y Z|U ), i.e., the supreme in (13), then
Furthermore, θ 2 (X; Z|U ) ≥ 0, hence (65) follows immediately from (63). 
This completes the proof.
We also prove that conditioning reduces covariance gap as shown in the following lemma, the proof of which is given in Appendix B.
Lemma 9. (Conditioning reduces covariance gap). For any random variables X, Y, Z, U,
i. e.,
In particular if U is degenerate, then
Remark 7. The following two inequalities follows immediately.
Furthermore, there are also some other remarkable properties.
Lemma 10. Assume given U, (X n , Y n ) is a sequence of pairs of conditionally independent random variables, then we have
Proof: The unconditional version
for a sequence of pairs of independent random variables (X n , Y n ) is proven in [2, Thm. 1]. Using this result and Lemma 1, we have
Lemma 11. For jointly Gaussian random variables X, Y, U , we have
Proof: The unconditional version (87) is proven in [13, Sec. IV, Lem. 10.2]. On the other hand, given U = u, (X, Y ) also follows jointly Gaussian distribution, and ρ(X; Y |U = u) = ρ(X; Y |U ) for different u. Hence
Furthermore, both θ(X; Y |U ) and θ(Y ; X|U ) are between ρ m (X; Y |U ) and |ρ(X; Y |U )|. Hence (88) holds.
Moreover, the equalities hold in (89)-(91), if (X, Z, U ) and (Y, Z, U ) have the same joint distribution. In particular if U is degenerate, then
where (97) follows by conditional independence, and (99) follows the Cauchy-Schwarz inequality. Hence
It is easy to verify the equalities hold if (X, Z, U ) and (Y, Z, U ) have the same joint distribution.
Similarly, (90) and (91) can be proven as well.
Furthermore, correlation ratio and maximal correlation are also related to rate-distortion theory.
is the conditional rate distribution function for source X given U with quadratic
Then from rate-distortion theory, we have
From Shannon lower bound,
If (X, U ) is jointly Gaussian, then
).
(110)
If X is Gaussian, then
From the properties above, we observe that maximal correlation or correlation ratio has many similar properties to those of mutual information, such as invariance to one-to-one transform, chain rule (correlation ratio equality), data processing inequality, etc. However, maximal correlation or correlation ratio also has different properties, such as for a sequence of pairs of independent random variables, the mutual information between them is the sum of mutual informations of all pairs of components; while the maximal correlation is the maximum one of the maximal correlations of all pairs of components.
III. GENERALIZED COMMON INFORMATION: INFORMATION-CORRELATION FUNCTION
By generalizing Gács-Körner common information, Wyner common information, and exact common information, we define β-approximate common information (or approximate information-correlation function), and β-exact common information (or exact information-correlation function), which are to measure how much information are approximately or exactly β-correlated between two variables. Different from the existing common informations, β-common information is a function of conditional maximal correlation β, and hence it can be seen as a soft-measure of common information.
then the β-private information corresponding to U should be H(XY |U ). We define the β-private information as the maximum of such the private informations over all U .
Definition 4. For any sources X and Y , the β-approximate private information of X and Y is defined by
, which is equivalent to the following definition.
Definition 5. For any sources X and Y , the β-approximate common information (or approximate informationcorrelation function) of X and Y is defined by
Exact common information can be generalized to β-exact common information in a similar way.
Definition 6. For any sources X and Y , the β-exact common information (or exact information-correlation function) of X and Y is defined by
B. Properties
These two generalized common informations have the following properties.
Lemma 14.
(a) For the infimum in (118), it suffices to consider the variable U with alphabet |U| ≤ |X ||Y| + 1.
where K KLG (X; Y ) denotes the exact common information proposed by Kumar, Li, and Gamal [12] .
Remark 8. For any random variables X, Y, C β (X; Y ) is decreasing in β, but it is not necessarily convex or concave (See the Gaussian source case in the next subsection). C β (X; Y ) and K β (X; Y ) are not continuous at β = 1, if there is common information between the sources. Lemma 14 implies Gács-Körner common information, Wyner common information and exact common information are extreme cases of β-approximate common information or β-exact common information.
Proof: To show (a), we only need to show for any variable U , there always exists another variable U such
According to Support Lemma [7] , there exists a random variable U with U ⊆ U and |U | ≤ |X ||Y|+1 such that Consider
Hence by definition,
On the other hand, for any U such that ρ m (X; Y |U ) < 1, the Gács-Körner common information is determined by U , i.e., f GK (X, Y ) = g(U ) for some function g
Hence
Combining (131) and (133) gives us
, otherwise it contradicts with that P U |X,Y achieves the infimum in (118).
Lemma 15. (Additivity and subadditivity).
is a sequence of pairs of independent random variables, then we have
Proof: For (135) it suffices to prove the n = 2 case, i.e.,
Observe
Hence we have
Moreover, the equality holds in (142)
Hence (135) for n = 2 holds. For any continuous sources, a lower bound on common information is given in the following theorem. with correlation coefficient β 0 ,
for 0 ≤ β ≤ β 0 , and C β (X; Y ) = 0 for β 0 ≤ β ≤ 1.
where (146) 
The equality holds in Theorem 1 if X, Y are jointly Gaussian. The proof is given in Appendix C.
Theorem 2. (Gaussian sources). For jointly Gaussian sources X, Y with correlation coefficient β 0 ,
Remark 9. Specialized to the Wyner common information, C
was first given in [18] . In the derivation of [18] , the optimization C For the doubly symmetric binary source, a upper bound on common information is given in the following theorem. for 0 ≤ β < 1 − 2p 0 , and C (B) β (X; Y ) = 0 for β ≥ 1 − 2p 0 , where H 2 and H 4 denote the binary and quaternary entropy functions, respectively, i.e.,
Proof: Assume p is a value such that 2pp = p 0 ,p := 1 − p. Then (X, Y ) can be expressed as
where U ∼ Bern( 1 2 ), V ∼ Bern(α) with 0 ≤ α ≤ 1, Z 1 ∼ Bern(p), and Z 2 ∼ Bern(p) are independent. Hence we
By using the formula
for (X, Y ) with at least one of them being binary-valued, we have
Hence C
This leads to the inequality (309). This completes the proof.
C. Relationship to Rate-Distortion Function
The approximate information-correlation function can be rewritten as
where d(P U XY ) := ρ m (X; Y |U ). This formulation is related to rate-distortion function, and maximal correlation can be seen as a special distortion measure. But maximal correlation is measured on the distribution of source and reconstruction, instead of on them itself.
Information-correlation function is also related to the rate-privacy function [17] g β (X; Y ) := sup
which U can be thought of as the extracted information from Y under privacy constraint ρ m (X; U ) ≤ β. Note that there are three differences between g β (X; Y ) and C β (X; Y ). 1) The privacy constraint in g β (X; Y ) is a constraint on unconditional maximal correlation, and moreover, this unconditional maximal correlation is that between the remote source X and extracted information U , instead of between the sources. Hence g β (X; Y ) does not measure common information between the sources.
IV. PRIVATE SOURCES SYNTHESIS
In this section, we study private sources synthesis problem, in order to provide an operational interpretation for information-correlation functions C β (X; Y ) and K β (X; Y ). Then we show that the information-correlation function corresponds to the minimum achievable rate for the centralized setting version of this problem.
A. Problem Setup
Consider private sources synthesis problem shown in Fig. 3 , where a simulator generates two source sequences X n and Y n from a common information M . X n and Y n are restricted to follow i.i.d. according to a target distribution P XY .
Private source synthesis problem: 1) privacy constraint ρm(X n ; Y n |M ) ≤ ρ; 2) source distribution constraint
2) approximate sources distribution constraint:
or exact sources distribution constraint: 
Besides, we also consider distributed setting as shown in Fig. 3(b) . For this case, the source synthesis problem is named distributed private source synthesis.
Definition 36. An (n, R) distributed generator is defined by two stochastic mappings: P X n |M : 2 nR → X n and P Y n |M : 2 nR → Y n .
Definition 37. The tuple (R, ρ) is approximately or exactly achievable for distributed setting if there exists a sequence of (n, R) distributed generators such that 1) privacy constraint: (149);
2) approximate source distribution constraint: (150), or exact source distribution constraint: (151). M ∈ Fig. 3 . Private source synthesis problem: 1) privacy constraint ρm(X n ; Y n |M ) ≤ ρ; 2) source distribution constraint limn→∞ P X n Y n − Q X n Y n T V = 0 in weak sense, or P X n Y n = Q X n Y n in strong sense.
2) approximate source distribution constraint: (150), or exact source distribution constraint: (151). 
or exact sources distribution constraint: Furthermore, we also consider distributed setting as shown in Fig. 3 (b) . For this case, the source synthesis problem is named distributed private sources synthesis.
Definition 10. An (n, R) distributed generator is defined by a pmf P M and two stochastic mappings: P X n |M :
[2 nR ] → X n and P Y n |M : [2 nR ] → Y n with rate constraint 1 n log |M| ≤ R (fixed length coding) or For distributed setting, privacy constraint ρ m (X n ; Y n |M ) = 0 (170)
is satisfied immediately. Therefore,
We assume the synthesized sources have finite alphabets.
B. Main Result
1) Centralized Setting: For approximate private sources synthesis, we have the following theorems. The proof of Theorem 4 is given in Appendix D.
Theorem 4. For approximate private sources synthesis X, Y,
Theorem 5. For exact private sources synthesis X, Y,
Proof: Achievability: Suppose R > K β (X; Y ). We will show that the rate R is achievable.
Input Process Generator: Generate input source M according to pmf P Un .
Source Generator: Upon m, the generator generate sources (X n , Y n ) according to P X n Y n |Un (x n , y n |m).
For such generator, the induced overall distribution is P X n Y n M (x n , y n , m) := P X n Y n Un (x n , y n , m).
This means
Since K β (X; Y ) = lim n→∞ 1 n H(U n ) for some U n , R≥ 1 n (H(U n ) + 1) for n large enough. By the achievability part of Shannon's zero-error source coding theorem, it is possible to exactly generate (X n , Y n ) at rate at most 1 n (H(U n ) + 1). Hence rate R is achievable and thus R (E)
Converse: Now suppose a rate R is achievable. Then there exists an (n, R)-generator that exactly generates
By the converse for Shannon's zero-error source coding theorem,
That is
2) Distributed Setting: For distributed private sources synthesis, we have similar results.
Theorem 6. For distributed approximate private sources synthesis X, Y,
Proof: The theorem was essentially same to Wyner's result [3] . In the following, we prove this theorem by following similar steps to the proof of the centralized case.
Achievability: Consider the generator used for the centralized case (see Appendix D-A). Similar to the centralized case, we can prove if R > C 0 (X; Y ),
Owing to the distributed setting, Markov chain X n → M → Y n holds. By Lemma 5, we have ρ m (X n ; Y n |M ) = 0.
Converse: By slightly modified the proof of centralized case and combining with Markov chain X n → M → Y n , we can show that
Theorem 7. For distributed exact private sources synthesis X, Y,
Proof: Achievability: Suppose R > K 0 (X; Y ). We will show that the rate R is achievable.
Input Process Generator: Generate input source M according to P Un .
Source Generator: Upon m, the generator 1 generates source X n according to P X n |Un (x n |m), and the generator 2 generates source Y n according to P Y n |Un (y n |m).
Similar to the centralized case, since ρ m (X n ; Y n |U n ) = 0, i.e., X n → U n → Y n , the induced overall distribution is P X n Y n M (x n , y n , m) := P Un (m) P X n |Un (x n |m)P Y n |Un (y n |m) = P X n Y n Un (x n , y n , m).
Hence the rate R is achievable, which further implies
Converse: Suppose a rate R is achievable. Then there exists an (n, R)-generator that exactly generates (X n , Y n ) such that
Owing to the distributed setting, Markov chain X n → M → Y n holds naturally. By Lemma 5, we have ρ m (X n ; Y n |M ) = 0. 
V. COMMON INFORMATION EXTRACTION
In this section, we study another problem, common information extraction problem, which provides another operational interpretation for information-correlation functions C β (X; Y ) and K β (X; Y ). Similar to private sources synthesis problem, the information-correlation function is proven to be the minimum achievable rate for the centralized setting version of this problem as well. 
The extractor extracts common information to satisfy the privacy constraint measured by conditional maximal correlation.
Definition 44. The tuple (R, ρ) is achievable if there exists a sequence of (n, R) extractors such that Besides, we also consider distributed common information extraction.
Definition 46. An (n, R) distributed extractor is defined by two stochastic mappings: P M1|X n : X n → 2 nR1 and
Definition 47. The tuple (R, ρ) is achievable for distributed setting if there exists a sequence of (n, R) distributed extractors such that 
A. Problem Setup
As a counterpart of private sources synthesis problem, we consider common information extraction problem shown in Fig. 4 , where an extractor extracts common information M from two source sequences X n and Y n . X n and Y n are generated i.i.d. according to P XY .
Definition 13. An (n, R) extractor is defined by a stochastic mapping:
The extractor should extract an enough mount of common information to satisfy the privacy constraint measured by conditional maximal correlation.
Definition 14. The tuple (R, β) is weakly or strongly achievable if there exists a sequence of (n, R) extractors such that 1) weak privacy constraint: there exists some n such that lim sup n→∞ n = 0 and inf Q X n ,Y n ,M : Q X n ,Y n ,M −P X n ,Y n ,M T V ≤ n ρ m,Q (X n ; Y n |M ) ≤ β, ∀n,
2) or strong privacy constraint:
When we find the efficient extractor with the smallest common information, that information is indeed a kind of "core" information. Hence we define the rate-correlation functions as follows. Furthermore, we also consider distributed common information extraction.
Definition 16. An (n, R) distributed extractor is defined by two stochastic mappings P M1|X n : X n → M 1 and P M2|Y n : Y n → M 2 with rate constraint 1 n log (|M 1 | |M 2 |) ≤ R (fixed length coding) or
Definition 17. The tuple (R, β) is achievable for distributed setting if there exists a sequence of (n, R) distributed extractors such that 1) weak privacy constraint: there exists some n such that lim sup n→∞ n = 0 and
2) or strong privacy constraint: (201) Theorem 9. For strongly common information extraction from X, Y,
Extractor: Upon (x n , y n ), the extractor generates m according to P Un|X n Y n (m|x n , y n ).
For such extractor, the induced overall distribution is P X n Y n M (x n , y n , m) = P X n Y n Un (x n , y n , m).
Since K β (X; Y ) = lim n→∞ 1 n H(U n ), R≥ 1 n (H(U n ) + 1) for n large enough. By the achievability part of Shannon's zero-error source coding theorem, it is possible to exactly generate (X n , Y n ) at rate at most 1 n (H(U n ) + 1). Hence rate R is achievable and thus R (E)
Converse: Now suppose a rate R is achievable. Then there exists an (n, R)-extractor that generates M such that
2) Distributed Setting: For distributed common information extraction, we have similar results. The following theorems hold for weakly and strongly common information extraction, respectively. The proof of Theorem 10 is given in Appendix F.
Theorem 10. For distributed weakly common information extraction from X, Y,
where
Theorem 11. For distributed strongly common information extraction from X, Y,
Proof: Achievability:
β (X; Y ). We will show that the rate R is achievable. Extractor: Upon (x n , Y n ), the extractor 1 generates m 1 according to P Un|X n (m 1 |x n ), and extractor 2 generates m 2 according to P Vn|Y n (m 2 |y n ).
For such extractor, the induced overall distribution is P X n Y n M1M2 (x n , Y n , m 1 , m 2 ) = P X n Y n UnVn (x n , Y n , m 1 , m 2 ).
Since G β (X; Y ) = lim n→∞ 1 n H(U n V n ), R≥ 1 n (H(U n V n ) + 1) for n large enough. By the achievability part of Shannon's zero-error source coding theorem, it is possible to exactly generate (X n , Y n ) at rate at most 1 n (H(U n V n ) + 1).
Hence rate R is achievable and thus R (E)
β (X; Y ). Converse: Now suppose a rate R is achievable. Then there exists an (n, R)-extractor that generates (M 1 , M 2 ) such that
VI. CONCLUDING REMARKS In this paper, we generalize and unify Gács-Körner common information and Wyner common information, and define a generalized version of common information, information-correlation function, by exploiting maximal correlation as a commonness or privacy measure. The Gács-Körner common information and Wyner common information are two special and extreme cases of our generalized definition. Furthermore, we study the problems of common information extraction and private sources synthesis, and show that information-correlation function is the optimal rate under a given correlation constraint in these problems.
Our results have a sequence of applications:
• Dependency measure: The generalized common information defined by us provides a fresh look at dependency. The more common information the sources have, the more dependent they are. To normalize the informationcorrelation function, we can define
or
Furthermore, we can also define correlation-information function, the inverse function of information-correlation function, as
which represents the source dependency after extracting C-rate common information from X, Y . Obviously ρ C (X; Y ) = ρ m (X; Y ) when C = 0. Dependency measure can be further applied to feature extraction and image classification. Furthermore, conditional maximal correlation can be also applied to measure the dependency of distributed sources, which has been exploited to derive some converse results of distributed communication; see our another work [14] .
• Game theory and secrecy: The common information extraction can be equivalently transformed into a zerosum game problem. Consider two adversarial parties. One is Player A, and another one is Players B and C.
Players A and B share a source X, and Players A and C share another source Y . Sources X, Y are correlated and memoryless. Players B and C cooperate to maximize exact correlation ρ(f (X n , M ); g(Y n , M )|M )
for some n such that lim sup n→∞ n = 0, over all functions f, g, where M is received from Player A through a rate-limited channel, and f (X n , M ) and g(Y n , M ) are the outputs of Players B and C respectively. Player A generates M from X n , Y n and wants to minimize the optimal exact or approximate correlation reconstructed by Players B and C. Then our result on common information extraction can directly apply to this case, and implies the information-correlation function is the minimum rate needed for Player A to guarantee B and C fail to achieve exact or approximate correlation larger than β.
• Privacy protection in data collection or data mining: In data collection or data mining, privacy protection of users' data is an important problem. To that end, we need first identify which part is common information and which part is private information. Our result answers this question and can be directly applied to privacy protection in data collection or data mining.
• Privacy constrained source simulation: As stated in [11] , the private sources simulation problem has natural applications in numerous areas -from game-theoretic coordination in a network to control of a dynamical system over a distributed network with privacy protection. Our results are expected to be exploited in many future remote-controlled applications, such as drone-based delivery system, privacy-preserving navigation, secure network service, etc.
APPENDIX A PROOF OF LEMMA 1
A proof for the unconditional version of the lemma can be found in [20] . Here we extend the proof to the conditional version. To that end, we only consider finite valued random variables. For continuous random variables, the result can be proven similarly.
For finite valued random variables, we will show maximal correlation ρ m (X; Y |U ) can also be characterized by 
Hence u n i=2
Combining these with (228) gives us
On the other hand, it is easy to verify that the upper bound sup u:P (u)>0 λ u,2 can be achieved by choosing
APPENDIX B PROOF OF LEMMA 9
By the law of total covariance,
Hence to prove Lemma 9, we only need to show
Without loss of generality, we assume E(X) = E(Y ) = 0, var(X) = var(Y ) = 1. Hence (239) is equivalent to
To prove this, we consider
Denote f (U ) = E(X|U ) and g(U ) = E(Y |U ). Then combining
with θ(X, U ) ≤ var(X) = 1
gives us
Combining (245) and (253), we have
Furthermore, by Cauchy-Schwarz inequality, it holds that
APPENDIX C PROOF OF THEOREM 2
From Theorem 1, the following inequality follows immediately.
On the other hand, (X, Y ) can be expressed as
with
and the covariance of (Z 1 , Z 2 )
where U ∼ N (0, 1). Hence we have
Combining (258) and (265) gives us
APPENDIX D PROOF OF THEOREM 4
A. Achievability Source Generator: Upon m, the generator generates sources (X n , Y n ) according to
For such generator, the induced overall distribution is
According to soft-cover lemma [15] , if R > I(XY ; U ), then
Given U n (m) = u n , (X n , Y n ) is a conditionally independent sequence, i.e., P X n Y n |M (x n , y n |m) = n i=1 P XY |U (x i , y i |u i (m)).
Hence according to Lemma 10, we get
Furthermore, from Lemma 2, we have
This implies
B. Converse
Assume there exists a sequence of (n, R) distributed generators such that ρ m (X n ; Y n |M ) ≤ β and lim n→∞ P X n Y n − P XY T V = 0. Consider that
where T is a time-sharing random variable uniformly distributed [1 : n] and independent of all other random variables, and X := X T , Y := Y T , V := M T . Combining the inequality above with
On the other hand, 
Hence 
Extractor: Upon (X, Y n ), the extractor generates sources m using a likelihood encoder P M |X n Y n (m|x n , y n ) ∝ n i=1 P XY |U (x i , y i |u i (m)), where ∝indicates that appropriate normalization is required.
For such extractor, the induced overall distribution P X n Y n M is related to an ideal distribution
According to soft-covering lemma [15] , if R > I(XY ; U ), then
On the other hand, observe that P M |X n Y n = Q M |X n Y n . Hence by Property 1, we further have
Given U n (m) = u n , (X n Y n ) is an independently distributed sequence under distribution Q. That is
where T is a time-sharing random variable uniformly distributed [1 : n] and independent of all other random variables, and X := X T , Y := Y T , V := M T . Combining the inequality above with (309) gives us
Furthermore,
where (317) follows from the definition of maximal correlation, and (318) and (320) follow from Lemma 2.
Furthermore, (301) implies ρ m,Q (X n ; Y n |M ) ≤ β. Hence
Combining (316) with (322) gives us
APPENDIX F PROOF OF THEOREM 10
A. Achievability
For the achievability part, we only need to show the upper bound C
is achievable. Next we use a random binning strategy, OSRB (Output Statistics of Random Binning) [19] to prove this, instead of soft-covering technique. This is because the "soft-covering" lemma is not easily applicable to complicated network structures. It is worth noting that the random binning technique can be applied to prove the centralized setting case as well. Next we follow the basic proof steps of [19] .
Part (1) of the proof: We define two protocols, source coding side of the problem (Protocol A) and the main problem (Protocol B). Fig. 5 illustrates how the source coding side of the problem can be used to prove the common information extraction problem. 
Extractor 2:
(Left) Source coding side of the problem (Protocol A). We pass i.i.d. sources X n and Y n through virtual discrete memoryless channels P U |X and P V |Y respectively to generate i.i.d. sequences U n and V n . We describe U n and V n through two random bins Mi and Fi at rates Ri andRi, i = 1, 2, where Mi will serve as the message for the receiver i in the main problem, while Fi will serve as the shared randomness. We use SW decoder for decoding. (Right) The common information extraction problem assisted with the shared randomness (Protocol B). We pass the sources X n and Y n and the shared randomnesses F1 and F2 through the reverse encoders to generate sequences U n and V n . The joint distribution of X n , Y n , M1, M2, F1, F2 of protocol A is equal to that of protocol B in total variation sense.
Protocol A (Source coding side of the problem). Let (X n , Y n , U n , V n ) be i.i.d and distributed according to P XY P U |X P V |Y . Consider the following random binning (see the left diagram of Fig. 5 ): uniformly and independently assign two bin indices m 1 ∈ [1 : 2 nR1 ] and f 1 ∈ [1 : 2 nR1 ] to each sequence u n ; and similarly, uniformly and independently assign two bin indices m 2 ∈ [1 : 2 nR2 ] and f 2 ∈ [1 : 2 nR2 ] to each sequence v n . Furthermore, we use Slepian-Wolf (SW) decoders to recover u n , v n from (m 1 , m 2 , f 1 , f 2 ). Denote the outputs of the decoders byû n andv n , respectively.
The pmf induced by the random binning, denoted by P , can be expressed as P (x n , y n , u n , v n , f 1 , f 2 , m 1 , m 2 ,û n ,v n ) = P (x n , y n )P (u n |x n )P (v n |y n )P (f 1 |u n )P (f 2 |v n )P (m 1 |u n )P (m 2 |v n )P SW (û n ,v n |m 1 , m 2 , f 1 , f 2 ) (325) = P (x n , y n )P (f 1 , u n |x n )P (f 2 , v n |y n )P (m 1 |u n )P (m 2 |v n )P SW (û n ,v n |m 1 , m 2 , f 1 , f 2 )
= P (x n , y n )P (f 1 |x n )P (f 2 |y n )P (u n |x n , f 1 )P (v n |y n , f 2 )P (m 1 |u n )P (m 2 |v n )P SW (û n ,v n |m 1 , m 2 , f 1 , f 2 ).
(327)
Protocol B (Common information extraction problem assisted with the shared randomness). In this protocol we assume that the transmitters (extractors) and the receivers have access to the shared randomnesses F 1 , F 2 where F i is uniformly distributed over [1 : 2 nRi ], i = 1, 2. Then, the protocol proceeds as follows (see also the right diagram of Fig. 5 ):
• The transmitter 1 generates U n according to the conditional pmf P (u n |x n , f 1 ) of protocol A; and the transmitter 2 generates V n according to the conditional pmf P (v n |y n , f 2 ) of protocol A.
• Next, knowing u n , the transmitter 1 generates m 1 according to the conditional pmf P (m 1 |u n ) of protocol A. Similarly, the transmitter 2 generates m 2 according to the conditional pmf P (m 2 |v n ) of protocol A.
• Finally, upon (m 1 , m 2 , f 1 , f 2 ), the receiver uses the Slepian-Wolf decoder P SW (û n ,v n |m 1 , m 2 , f 1 , f 2 ) of protocol A to obtain an estimate of (u n , v n ).
The pmf induced by the protocol, denoted by Q, can be expressed as Q(x n , y n , u n , v n , f 1 , f 2 , m 1 , m 2 ,û n ,v n ) = P (x n , y n )P U (f 1 )P U (f 2 )P (u n |x n , f 1 )P (v n |y n , f 2 )P (m 1 |u n )P (m 2 |v n )P SW (û n ,v n |m 1 , m 2 , f 1 , f 2 ). (328)
Part (2a) of the proof (Sufficient conditions that make the induced pmfs approximately the same): Observe that f 1 is a bin index of u n and f 2 is a bin index of v n in protocol A. For the random binning in protocol A, [19, Thm. 1] says that ifR
then P (x n , y n )P (f 1 |x n )P (f 2 |y n ) ≈ P (x n , y n )P U (f 1 )P U (f 2 ) = Q(x n , y n , f 1 , f 2 ). Combining this with (327) and (328) gives us P (x n , y n , u n , v n , f 1 , f 2 , m 1 , m 2 ,û n ,v n ) ≈ Q(x n , y n , u n , v n , f 1 , f 2 , m 1 , m 2 ,û n ,v n ). 
then P (x n , y n , u n , v n , f 1 , f 2 , m 1 , m 2 ,û n ,v n ) ≈ P (x n , y n , u n , v n , f 1 , f 2 , m 1 , m 2 )1{û n = u n ,v n = v n }.
Using (332), (336) and the triangle inequality, we have Q(x n , y n , u n , v n , f 1 , f 2 , m 1 , m 2 ,û n ,v n ) ≈ P (x n , y n , u n , v n , f 1 , f 2 , m 1 , m 2 )1{û n = u n ,v n = v n }.
Part (3) of the proof (Eliminating the shared randomness F 1 , F 2 ): (337) holds for the random pmfs induced by random binning, by Property 1, which guarantees existence of a fixed binning such that (337) holds for the induced non-random pmfs. (337) can be rewritten as Q(x n , y n , u n , v n , f 1 , f 2 , m 1 , m 2 ,û n ,v n ) ≈ P (f 1 , f 2 , m 1 , m 2 ,û n ,v n )P (x n , y n |u n , v n )1{û n = u n ,v n = v n }.
From (338) we further have Q(x n , y n , f 1 , f 2 , m 1 , m 2 ,û n ,v n ) ≈ P (f 1 , f 2 , m 1 , m 2 ,û n ,v n )P X n Y n |U n V n (x n , y n |û n ,v n ) (339)
= P (f 1 , f 2 , m 1 , m 2 )1 {û n =û n (m 1 , f 1 ) ,v n =v n (m 2 , f 2 )} P X n Y n |U n V n (x n , y n |û n ,v n ),
where P X n Y n |U n V n = n i=1 P XY |U V , andû n (m 1 , f 1 ) andv n (m 2 , f 2 ) correspond to the Slepian-Wolf decoders. Hence Q(x n , y n , f 1 , f 2 , m 1 , m 2 ) ≈ P (f 1 , f 2 , m 1 , m 2 )P X n Y n |U n V n (x n , y n |û n (m 1 , f 1 ) ,v n (m 2 , f 2 )).
(341) which implies given (f 1 , f 2 , m 1 , m 2 ), (X n Y n ) is a conditionally independent sequence under distribution Q, i.e., Q X n Y n |F1F2M1M2 (x n , y n |f 1 , f 2 , m 1 , m 2 )= n i=1 P XY |U V (x i , y i |û i (m 1 , f 1 ) ,v i (m 2 , f 2 )).
By Lemma 10, we get
On the other hand, from Lemma 2, we have
Therefore, ρ m,Q (X n ; Y n |F 1 F 2 M 1 M 2 ) ≤ β.
By choosing F 1 = f 1 , F 2 = f 2 for arbitrary (f 1 , f 2 ), it holds that ρ m,Q (X n ; Y n |F 1 = f 1 , F 2 = f 2 , M 1 , M 2 ) ≤ β.
Finally, specifying P (m 1 |x n , f 1 ) as the encoder 1 and P (m 2 |x n , f 2 ) as the encoder 2 (which is equivalent to, for encoder 1, generating random sequences u n according to P (u n |x n , f 1 ) and then transmitting the bin index m 1 assigned to u n , and for encoder 2, doing similar operations), and P SW (û n ,v n |m 1 , m 2 , f 1 , f 2 ) as the decoder results in a pair of encoder-decoder obeying the desired constraints:
Since we only consider the sum rate R 1 +R 2 , the common information extraction above only requires R 1 +R 2 > I(XY ; U V ). This implies C β (X; Y ) = lim n→∞ inf P U |X n P V |Y n :ρm(X n ;Y n |U V )≤β 1 n I(X n Y n ; U V ) is also achievable, since it is a multiletter form of C (D,U B) β (X; Y ).
