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Abstract
In this paper we prove that certain matrix elements of vertex op-
erators of deformed W-algebra satisfy Macdonald difference equations
and form n! -dimensional space of solutions. These solutions are the
analogues of Harish Chandra solutions with prescribed asymptotic be-
havior. We obtain formulas for analytic continuation as a consequence
of braiding properties of vertex operators of deformed W-algebra.
1 Introduction
For each u ∈ C and 1 ≤ i ≤ n define the shift operator Tu,xi by
Tu,xif(x1, x2, . . . , xi, . . . , xn) = f(x1, . . . , uxi, . . . , xn)
for any complex valued function f . Let q, k be real numbers, 0 < q < 1,
0 < k < 1. Set also t = qk. Let z = (z1, z2, . . . , zn) be a set of complex
variables. For m = 1, . . . , n consider the following difference operators
Dmz = D
m
z (q, t)
= t
1
2
m(m+1)
∑
i1<i2<...<im

 ∏
s=1,... ,m; j /∈{i1,... ,im}
tzis − zj
zis − zj

Tq,zi1Tq,zi2Tq,zi3 . . . Tq,zim . (1)
Operators Dmz commute with each other.
1
For γ = (γ1, . . . , γn) ∈ Cn let
cmγ =
∑
i1<i2<...<im
∏
1≤s≤m
qγis tis (2)
Consider the following system of difference equations:
Dmz f(z1, . . . , zn) = c
m
γ f(z1, . . . , zn), m = 1, . . . , n (3)
Define δ ∈ Cn
δ =
(
n− 1
2
,
n− 3
2
, . . . ,−n− 1
2
)
.
Define ρ ∈ Cn to be
ρ = kδ = k
(
n− 1
2
,
n− 3
2
, . . . ,−n− 1
2
)
Parameter λ = (λ1, λ2, . . . , λn) ∈ Cn is assumed to be GENERIC and
for the sake of simplicity we impose λ1 + . . .+ λn = 0. We assume that for
any l1, l2, . . . , ln ∈ Z ,s.t.
∑
l2i 6= 0 the following condition is fullfilled
n∑
i=1
qλi+li −
n∑
i=1
qλi 6= 0 (4)
One can see that
cmλ+ρ =
∑
i1<i2<...<im
∏
1<s<m
qλis t
n+1
2 . (5)
Thus for any element w of the symmetric group Sn: w ∈ Sn we have
cmλ+ρ = c
m
wλ+ρ. (6)
Here we mean that w ∈ Sn acts on λ = (λ1, . . . , λn) as
w : (λ1, . . . , λn) 7→ (λw(1), . . . , λw(n))
We consider the following system of difference equations:
Dmz φ(z) = c
m
λ+ρφ(z) (7)
This system will be referred to as Macdonald’s system of difference equa-
tions.
2
Definition 1 (Harish Chandra solution to Macdonald’s system of difference
equations) Fix λ = (λ1, . . . , λn) ∈ Cn. The solution of Macdonald’s system
of difference equations (7) in the asymptotic zone
0 < |z1| < |z2| < . . . < |zn|
which has the following series expansion:
φ(η + ρ, z) = zη+ρ
∑
p1,p2,... ,pn−1∈Z+
a(p1, p2, . . . , pn−1)
(
z1
z2
)p1
. . .
(
zn−1
zn
)pn−1
(8)
with
a(0, 0, . . . , 0) = (−1) (n−1)n2
∏
i<j
q
(ηi−ηj)(ηi−ηj+k)
2
Γq(1− k)
Γq(ηi − ηj + 1)Γq(ηj − ηi + 1− k) (9)
as the leading asymptotic coefficient,
and with η = wλ, w ∈ Sn, will be referred to as Harish Chandra solution.
The correctness of this definition is not clear apriori and it will be verified
in theorem 1. See also corollary 1.
Let h1, h2, . . . , hn be the weights of the vector representation of sl(n).
Bosonization of the vertex operators Φhi(z) was completed in refs.[4], [17],
[1], and we recall in section 3.1, formula (38) below. In this paper we prove
the following theorem:
Theorem. For µ = λk , 0 < k < 1 the following matrix elements
∏
z
k(ω1,δ)−
k
2
(ω1,ω1)
i
∏
i<j
g1
(
zi
zj
)−1∏
z
−(i−1)k(ω1,ω1)
i
× < 0, µ∗|Φhw(n)(zn) . . .Φhw(2)(z2)Φhw(1)(z1)|0, µ > (10)
are the Harish Chandra solutions φ(wλ + ρ, z) to Macdonald’s difference
equations. The Harish Chandra solution φ(wλ+ ρ, z) converges to analytic
function for sure at least for
0 < |z1| < |z2| < . . . < |zn|.
see theorem 1 below.
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Remark 1 Harish Chandra solution φ(wλ + ρ, z) is also an eigenfunction
of difference operator D1z(
1
q ,
1
t ) as it immediately follows from
Dn−1z (q, t)φ(wλ + ρ, z)
= t
(n−1)n
2
∑
i1<i2<...<in−1

 ∏
s=1,... ,n−1, j /∈{i1,... ,in−1}
tzis − zj
zis − zj

Tq,zi1 . . . Tq,zin−1φ(wλ+ ρ, z)
= t
n(n−1)
2 tn−1
∑
j
∏
is 6=j
1
t zj − zis
zj − zis
Tq−1,zjφ(wλ+ ρ, z)
= t
n(n+1)
2 D1z(
1
t
,
1
q
)φ(wλ+ ρ, z)(11)
Remark 2 The system of difference equations (3) is a generalization of
radial parts of Laplace-Casimir operators on Riemannian symmetric space
G/K and interpolates between real and p-adic case.
Before proceeding further we would like to consider the case of root
system of type A1 in more detail.
2 A1-case
2.1
In this section we consider the case of root system A1 as a basic example.
It is also used as a base of induction in the proof of theorem 1 below.
There is only one difference equation:
t
(
tz1 − z2
z1 − z2 Tq,z1 +
tz2 − z1
z2 − z1 Tq,z2
)
f(z1, z2) = c
1
λ+ρf(z1, z2) (12)
We are looking for the solution of the equation (12) of the form:
f(z1, z2) = z
λ1+
k
2
1 z
λ2−
k
2
2
∞∑
n=0
a(n)
(
z1
z2
)n
, (13)
with a(0) = 1.
t = qk
Then
c1λ+ρ = t(q
λ1+
k
2 + tqλ2−
k
2 ) = t
3
2 (qλ1 + qλ2)
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The solution is given by q-hypergeometric function:
f(z1, z2) = z
λ1+
k
2
1 z
λ2−
k
2
2 Fq(k, λ1 − λ2 + k, λ1 − λ2 + 1,
q
t
z1
z2
) (14)
Fq(a, b, c, z) = 1 +
∞∑
n=1
(1− qa) . . . (1− qa+n−1)(1− qb) . . . (1− qb+n−1)
(1− q) . . . (1− qn)(1− qc) . . . (1− qc+n−1) z
n
Note that if we let λ1 − λ2 + k = −n to be negative integral, then
hypergeometric function terminates and
zn2Fq(k,−n,−n− k + 1,
q
t
z1
z2
)
provides Macdonald polynomial of 2 variables of degree n.
Examples.
0. n = 0
z02Fq(k, 0, 1 − k,
q
t
z1
z2
) = 1
1. n = 1
z2Fq(k,−1,−k, q
t
z1
z2
) = z2
(
1 +
q
t
(1− qk)(1 − q−1)
(1− q)(1− q−k)
z1
z2
)
= z2 + z1
2. n = 2
z22Fq(k,−2,−1 − k,
q
t
z1
z2
) = z22
(
1 +
(1− qk)(1 − q−2)
(1− q)(1 − q−1−k)
q
t
z1
z2
+
(1− qk)(1− qk+1)(1− q−2)(1 − q−1)
(1− q)(1− q2)(1 − q−1−k)(1 − q−k) (
q
t
)2(
z1
z2
)2
)
= z22 + z
2
1 +
(1− qk)(1 − q−2)
(1− q)(1− q−1−k)
q
t
z1z2
= z22 + z
2
1 +
(1− t)(1 + q)
(1− tq) z1z2 (15)
3. n = 3.
z32Fq(k,−3,−2 − k,
q
t
z1
z2
) = z32
(
1 +
(1− qk)(1 − q−3)
(1− q)(1− q−2−k)
q
t
z1
z2
+
(1− qk)(1− qk+1)(1− q−3)(1− q−2)
(1− q)(1− q2)(1 − q−2−k)(1− q−1−k)(
q
t
z1
z2
)2
+
(1− qk)(1− qk+1)(1− qk+2)(1− q−3)(1− q−2)(1 − q−1)
(1− q)(1− q2)(1 − q3)(1− q−2−k)(−q−1−k)(1− q−k) (
q
t
z1
z2
)3
)
= z32 + z
3
1 + (z
2
1z2 + z
2
2z1)
(1− t)(1 + q + q2)
(1− q2t) (16)
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4. n = 4
z42Fq(k,−4,−3− k,
q
t
z1
z2
) = (z42 + z
4
1) +
(1− t)(1 + q + q2 + q3)
(1− q3t) (z
3
2z1 + z
3
1z2)
+
(1 + q2)(1 + q + q2)(1− t)(1 − qt)
(1− q2t)(1− q3t) z
2
2z
2
1 (17)
One can see in these examples that one gets indeed symmetric polyno-
mials.
2.2
We will use the standard notations for q − Γ -function and Θ function:
(z; q)∞ =
∞∏
i=0
(1− zqi)
Γq(x) =
(q; q)∞(1− q)1−x
(qx; q)∞
Θq(z) = (z; q)∞(qz
−1; q)∞(q; q)∞
The subscript q in notations of Θ-function will be omitted sometimes.
There is the following integral representation for q-hypergeometric func-
tion with usual integration:
∫
dy
2piiy
yλ1−λ2
(q
1+k
2 y−1; q)∞(q
1+k
2 yz; q)∞
(q
1−k
2 y−1; q)∞(q
1−k
2 yz; q)∞
= q
(λ1−λ2)(1−k)
2
Γq(λ1 − λ2 + k)
Γq(λ1 − λ2 + 1)Γq(k)Fq(λ1 − λ2 + k, k, λ1 − λ2 + 1, q
1−kz)(18)
Here the contour of integration for y starts and ends at 0 and encloses poles
y = q
1−k
2
+n . The integrand of (18) has two series of poles: y = q
1−k
2
+n
nd y = q
k−1
2
−nz−1 . They do not overlap if |q 1−k2 | < |q k−12 z−1| or |z| <
qk−1. Since we assume that 0 < k < 1 it for sure converges for |z| < 1.
The importance of this integral representation for q-hypergeometric function
with usual integration was emphasized in ref. [37].
For the purposes of completeness we recall the famous Ramanujan’s in-
tegral
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∫ ∞
0
xc−1
(−ax; q)∞
(−x; q)∞ dx =
pi
sinpic
(q1−c; q)∞(a; q)∞
(q; q)∞(aq−c; q)∞
(19)
Also one has:
(z1z2)
λ1+
k
2
∫
dy
2piiy
yλ2−λ1
(q
1+k
2
z1
y ; q)∞(q
1+k
2
y
z2
; q)∞
(q
1−k
2
z1
y ; q)∞(q
1−k
2
y
z2
; q)∞
= q
(λ2−λ1)(1−k)
2
Γq(λ2 − λ1 + k)
Γq(k)Γq(λ2 − λ1 + 1)z
λ2+
k
2
1 z
λ1−
k
2
2 Fq(k, λ2 − λ1 + k, λ2 − λ1 + 1, q1−k
z1
z2
)(20)
Note that yλ2−λ1 can be replaced by appropriate ratio of Θ-functions:
∫
dy
2piiy
Θq(q
λ2−λ1+
1+k
2
z1
y )
Θq(q
1+k
2
z1
y )
(q
1+k
2
z1
y ; q)∞
(q
1−k
2
z1
y ; q)∞
(q
1+k
2
y
z2
; q)∞
(q
1−k
2
y
z2
; q)∞
=
Θq(q
λ2−λ1+k)
Θq(qk)
Γq(λ2 − λ1 + k)
Γq(k)Γq(λ2 − λ1 + 1)Fq(k, λ2 − λ1 + k, λ2 − λ1 + 1, q
1−k z1
z2
)
=
Γq(1− k)
Γq(λ1 − λ2 + 1− k)Γq(λ2 − λ1 + 1)Fq(k, λ2 − λ1 + k, λ2 − λ1 + 1, q
1−k z1
z2
)(21)
Here the integrand is single-valued and the contour of integration can be
taken away from the origin.
(z1z2)
λ1+
k
2
∫
yλ2−λ1+kz−k1
(q
1+k
2
y
z1
; q)∞
(q
1−k
2
y
z1
; q)∞
(q
1+k
2
y
z2
; q)∞
(q
1−k
2
y
z2
; q)∞
z−k2
Θq(q
λ1−λ2+
1−k
2
y
z1
)
Θq(q
1+k
2
y
z1
)
(
z1
y
)λ2−λ1+k dy
2piiy
=
Γq(1− k)
Γq(λ1 − λ2 + 1− k)Γq(λ2 − λ1 + 1)z
λ2+
k
2
1 z
λ1−
k
2
2 Fq(k, λ2 − λ1 + k, λ2 − λ1 + 1, q1−k
z1
z2
)(22)
Here the contour of integration is chosen to be closed curve around the
origin
q
1−k
2 |z1| < |y| < |z1|
enclosing the poles
y = q
1−k
2
+nz1
n = 0, 1, 2, . . .
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Also, one has
(z1z2)
λ1+
k
2
∫
yλ2−λ1+ky−k
(q
1+k
2
z1
y ; q)∞
(q
1−k
2
z1
y ; q)∞
z−k2
(q
1+k
2
y
z2
; q)∞
(q
1−k
2
y
z2
; q)∞
Θq(q
λ1−λ2+
1+k
2
y
z2
)
Θq(q
1+k
2
y
z2
)
(
z2
y
)λ2−λ1 dy
2piiy
=
Γq(1− k)
Γq(λ2 − λ1 + 1− k)Γq(λ1 − λ2 + 1)z
λ1+
k
2
1 z
λ2−
k
2
2 Fq(k, λ1 − λ2 + k, λ1 − λ2 + 1, q1−k
z1
z2
)(23)
Here the contour of integration is chosen to be closed curve around the
origin
q
1−k
2 |z2| < |y| < |z2|
enclosing the two series of poles:
y = q
1−k
2
+nz1
y = q
1−k
2
+nz2
n = 0, 1, 2, . . .
2.3
For the q-hypergeometric function analytic continuation is given:
Fq(a, b, c; z) =
Γq(c)Γq(b− a)
Γq(b)Γq(c− a)
Θq(q
az)
Θq(z)
Fq(a, a− c+ 1, a− b+ 1, qc+1−a−bz−1)
+
Γq(c)Γq(a− b)
Γq(a)Γq(c− b)
Θq(q
bz)
Θq(z)
Fq(b, b− c+ 1, b− a+ 1, qc+1−a−bz−1)(24)
The series for Fq(k, λ1−λ2+k, λ1−λ2+1, q1−kz) converges if |q1−kz| < 1,
equivalently, |z| < qk−1.
If we normalize the two solutions to difference equation (12) as:
fˆ(k, λ1 − λ2 + k, λ1 − λ2 + 1, z1, z2)
=
Γq(1− k)
Γq(λ2 − λ1 + 1− k)Γq(λ1 − λ2 + 1)z
λ1+
k
2
1 z
λ2−
k
2
2 Fq(k, λ1 − λ2 + k, λ1 − λ2 + 1, q1−k
z1
z2
)(25)
and analogously
fˆ(k, λ2 − λ1 + k, λ2 − λ1 + 1, z1, z2)
=
Γq(1− k)
Γq(λ2 − λ1 + 1)Γq(λ1 − λ2 + 1− k)z
λ2+
k
2
1 z
λ1−
k
2
2 Fq(k, λ2 − λ1 + k, λ2 − λ1 + 1, q1−k
z1
z2
)(26)
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Then formulas for analytic continuation are written as:
fˆ(k, λ1 − λ2 + k, λ1 − λ2 + 1, z1, z2)
=
(
z1
z2
)k Θq(qλ1−λ2+k)Θq(z2z1 )
Θq(qλ1−λ2)Θq(qk
z2
z1
)
fˆ(k, λ2 − λ1 + 1, z2, z1)
+
(
z1
z2
)λ1−λ2+k Θq(qk)Θq(qλ2−λ1 z2z1 )
Θq(qλ2−λ1)Θq(qk
z2
z1
)
fˆ(k, λ1 − λ2 + k, λ1 − λ2 + 1, z2, z1)(27)
If we assume, that 0 < k < 12 , then for z1 = 1, z2 = t = q
k ,z1z2 = q
−k,
we have
Fq(k, λ1 − λ2 + k, λ1 − λ2 + 1, q1−2k) = Γq(λ1 − λ2 + 1)Γq(1− 2k)
Γq(λ1 − λ2 + 1− k)Γq(1− k)
3 Vertex operators of deformed W-algebra
The deformed W -algebras is a new, interesting subject. We refer the reader
to refs.[4],[17] , [1], [3], [29],[38], [36], [37]. In this section we closely follow
to the works [1],[36].
3.1 Bosons.
Let x be a real parameter, 0 < x < 1 , r > 1. Consider the bosonic oscillators
βjm
(1 ≤ j ≤ n− 1,m ∈ Z \ {0})
with commutation relations
[βjm, βm′
p] =
{
mx
(n−1)m−x−(n−1)m
xnm−x−nm
x(r−1)m−x−(r−1)m
xrm−x−rm δm+m′,0 if (j = p)
−mxsgn(j−p)nm xm−x−mxnm−x−nm x
(r−1)m−x−(r−1)m
xrm−x−rm δm+m′,0 if (j 6= p)(28)
Define βnm by
n∑
j=1
x−2jmβjm = 0.
These oscillators were introduced in refs. [4] , [17].
Let α1, α2, . . . , αn−1 be the simple roots of root system of type An−1,
ω1, . . . , ωn−1 are fundamental weights, i.e. < αj , ωi >= δij , Σ+ denotes the
set of positive roots.
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The zero mode operators Pα, Qα indexed by α ∈ P = ⊕Zωi are by
definition Z linear in α and satisfy
[iPα, Qβ] =< α, β > (α, β ∈ P ) (29)
Define the Fock module Fl,s generated by βj−m , m > 0 with the highest
weight vector |l, s > :
Pα|l, s >=< α,
√
r
r − 1 l −
√
r − 1
r
s > |l, s >,
βjm|l, s >= 0, for m > 0
|l, s >= ei
√
r
r−1
Ql−i
√
r−1
r
Qs |0, 0 > (30)
Expand also (29) linearly on λ (µ)
[iPα, Qλ] =< α, λ > for (α ∈ P ) (31)
And in general define state |λ, µ > as
|λ, µ >= ei
√
r
r−1
Qλ−i
√
r−1
r
Qµ |0, 0 > (32)
As it is proven in ref. [17] the notion of Verma module and PBW basis
make sense for the deformed (quantum)W-algebra. We define < (λ, µ)∗|
as the functional, such that < (λ, µ)∗||λ, µ >= 1 and 0 on other subspaces
according to PBW basis.
The basic operators U−αj (z), Uωj (z) are defined as follows:
U−αj (z) = e
i
√
r−1
r
(Qαj−iPαj log z) : e
∑
m6=0
1
m
(βjm−β
j+1
m )(x
jz)−m : (33)
Uωj(z) = e
−i
√
r−1
r
(Qωj−iPωj log z) : e−
∑
m6=0
1
m
∑j
p=1 x
(j−2p+1)mβpmz
−m
: (34)
Note that
e
i
√
r−1
r
(Qβ−iPβ log z) = z
r−1
2r
(β,β)e
i
√
r−1
r
Qβe
√
r−1
r
Pβ log z (35)
as it follows from Campbell-Hausdorf formula. The normal ordereing :: is
defined such that βjm stands to the right of βl−m for m > 0 and symbols P
stand to the right of symbols Q.
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3.2 Vertex operators.
We set
[v] = x
v2
r
−vΘx2r(x
2v)
and
f(v,w) =
[v + 12 − w]
[v − 12 ]
(36)
For j < i let piji act on Fl,s as < αj + . . .+ αi−1, rl − (r − 1)s >, i.e.
piji
∣∣∣
Fl,s
=< αj + . . .+ αi−1, rl − (r − 1)s > (37)
Let h1, . . . , hn be the weights of the vector representation of sl(n),i.e.
h1 = ω1, h2 = h1 − α1, h3 = h1 − α1 − α2, ..., hn = h1 − α1 − . . . − αn−1.
Note that h1 + h2 + . . .+ hn = 0.
Vertex operators Φhi(z) of the first type are defined as follows:
Φhi(z) =
∮ i−1∏
j=1
dyj
2piiyj
Uω1(z)U−α1(y1)U−α2(y2) . . . U−αi−1(yi−1)
i−1∏
j=1
f(vj − vj−1, piji)(38)
cf. [1], see also [36], [29]. Here x2vl = yl, l = 1, . . . , i− 1, x2v0 = z.
The phase factor
∏
f(...) simultaneously makes the integrand single-
valued and produces the leading asymptotic exponent of z. The contours
for integration are chosen to be simple closed curves around the origin, s.t.
x|z| < |y1| < |z|
x|y1| < |y2| < |y1|
and so on.
In the limit q 7→ 1 the contours of integration tend to those indicated
on fig. 1. Thus the phase factor
∏
f(...) might be considered an analogue
of these contours of integration. The phase factor was introduced in [36]
in the case of deformed Virasoro, and developed in [29], [1] and is a very
important ingredient of the construction. The vertex operators are the same
as [4], [17] up to the phase factor
∏
f(...) and up to the shift of parameter
of Fock space by −δ. This shift is caused by (34), (35) and is designed in
order to alleviate formulas (36),(37), (38), as well as (39), (40) , and (41)
below. It is similar and related to appearance of ρ in formulas in harmonic
analysis.
11
Figure 1: Cycle for integration for vertex operator associated with vector
representation of sl(n) (nondeformed case). Note that all internal contours
of integration are movable.
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Set
µij = (µi − µj)(r − 1) (39)
Boltzmann weights:
W
[
µ+ hi + hj µ+ hi
µ+ hj µ
∣∣∣∣ z
]
= r1(v)
[v][µij − 1]
[v − 1][µij ] (40)
W
[
µ+ hi + hj µ+ hj
µ+ hj µ
∣∣∣∣ z
]
= r1(v)
[v − µij ][1]
[v − 1][µij ] (41)
r1(v) = z
r−1
r
n−1
n
g1(z
−1)
g1(z)
(z = x2v) (42)
gm(z) =
{
xm+1z
} {
x2r+2n−m−1z
}
{x2r+m−1z} {x2n−m+1z} (43)
{z} = (z;x2r, x2n)∞ =
∞∏
i1,i2=0
(1− (x2r)i1(x2n)i2z)
For i 6= j vertex operators Φhi(z1), Φhj(z2) satisfy the following commu-
tation relations:
Φhi(z1)Φhj(z2) =W
[
µ+ hj + hi µ+ hj
µ+ hj µ
∣∣∣∣ z2z1
]
Φhi(z2)Φhj(z1)
+W
[
µ+ hj + hi µ+ hi
µ+ hj µ
∣∣∣∣ z2z1
]
Φhj(z2)Φhi(z1) (44)
Here it is assumed that braiding is realized from the asymptotic zone
|z1| > |z2| to the asymptotic zone |z2| > |z1|.
Bosonization of relation (44) was initiated in ref. [37], and developed in
[36], [1]. The relation (44) is in agreement with proposition 5 below.
4 Matrix elements of vertex operators of deformed
W-algebra provide Harish Chandra Solutions to
Macdonald’s difference equations
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Theorem 1 (Harish Chandra Solutions as matrix elements) Let k be real
and 0 < k < 1. 1. We set r = 11−k ,q = x
2r, and recall that t = qk.
For µ = λ rr−1 the following matrix elements
1
φ(wλ+ ρ, z) =
∏
z
k(ω1,δ)−
r−1
2r
(ω1,ω1)
i
∏
z
−(i−1) r−1
r
(ω1,ω1)
i
∏
i<j
g1
(
zi
zj
)−1
× < 0, µ∗|Φhw(n)(zn) . . .Φhw(2)(z2)Φhw(1)(z1)|0, µ >
= (−1) (n−1)n2
∏
α∈Σ+
q
(wλ,α)((wλ,α)+k)
2
Γq(1− k)
Γq((wλ,α) + 1)Γq(−(wλ,α) + 1− k)z
wλ+ρ(1 + . . . )(45)
are the Harish Chandra solutions to Macdonald’s system of difference equa-
tions (3). These solutions are correctly defined and converge to analytic
functions at least in the asymptotic zone 0 < |z1| < |z2| < . . . < |zn|.
The function g1(z) is defined by (43).
2. Set r = 1k . For µ = λ
r
r−1 the following matrix elements (suitably
modified)
∏
z
k(ω1,δ)
i
∏
i<j
z1−2kj
(qk zizj ; q)∞
(q1−k zizj ; q)∞
∏
z
− r−1
2r
(ω1,ω1)
i
∏
z
−(i−1) r−1
r
(ω1,ω1)
i
∏
i<j
g1
(
zi
zj
)−1
× < (0, µ)∗|Φhw(n)(zn) . . .Φhw(2)(z2)Φhw(1)(z1)|0, µ >
= (−1) (n−1)n2
∏
α∈Σ+
q
(wλ,α)((wλ,α)+1−k)
2
Γq(k)
Γq((wλ,α) + 1)Γq(−(wλ,α) + k)z
wλ+ρ(1 + . . . )(46)
satisfy Macdonald’s difference equations and produce solutions with leading
asymptotic zwλ+ρ.
Remark 3 The integral representations in theorem are the generalizations
to the Macdonald’s case of integral representations for Heckman-Opdam hy-
pergeometric functions . In the case of A1 for the usual Gaussian hyperge-
ometric function z
λ1+
k
2
1 z
λ2−
k
2
2 F (k, λ1 − λ2 + k, λ1 − λ2 + 1, z1z2 ) one has the
following integral representations
(z1z2)
λ1+
k
2
∫
tλ2−λ1+k(z1 − t)−k(z2 − t)−k dt
t
(47)
1Recall the modification for the basic operators and formula (35)
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and
(z1z2)
λ1+
k
2
∫
tλ2−λ1−k(z1 − t)k−1(z2 − t)k−1dt (48)
correspondingly.
Remark 4 Note if wλ + ρ is nonpositive integral weight, then the Harish
Chandra solution φ(wλ+ ρ, z) times
∏
z
−(λ+ρ,ω1)
i :
∏
z
−(λ+ρ,ω1)
i φ(wλ+
ρ, z) becomes Macdonald polynomial. Compare also with a particular case
of [4] formulas (35), (37) with ra = n − 1 − a, a = 1, . . . , n − 1, and allow
parameters sa to be nonintegral. Parameters ra, sa of ref. [4] are integral
and related to the Young diagram. Allowing parameters sa to be nonintegral
, integral representation of [4] would rather give analogue of zonal spherical
function, i.e. solution to the system of difference equations (3), which admits
continuation to single-valued analytic function at z1 = z2 = . . . = zn. The
type and the number of variables yij of integration that we use is rather
remembrance of the flag manifold and is minimal for generic parameter λ.
We indicate that parameter k of this paper corresponds to parameter β
of refs. [4],[3],[17].
We refer also to the results of ref. [42].
Also, the situation is a deformation to the Macdonald’s case of integral
representation for Heckman-Opdam hypergeometric functions of theorem 3.2
in ref. [32].
Theorem 2 (Analytic continuation) Consider analytic continuation from
the asymptotic zone :
0 < |z1| < . . . < |zi| < |zi+1| < . . . < |zn|
to the asymptotic zone
0 < |z1| < . . . < |zi+1| < |zi| < . . . < |zn|
such that
arg
(
− zi
zi+1
)
< pi.
Let σi permutes ith and i+ 1th coordinate:
σi(z1, z2, . . . , zi, zi+1, . . . , zn) = (z1, z2, . . . , zi+1, zi, . . . , zn)
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Then analytic continuation of Harish Chandra solution to Macdonald’s
difference equation φ(wλ+ ρ, z) is given by:
φ(wλ+ ρ, z)
=
Θq(q
k)
Θq(q
λw(i+1)−λw(i))
Θq(q
λw(i+1)−λw(i) zi+1
zi
)
Θq(qk
zi+1
zi
)
(
zi
zi+1
)λw(i)−λw(i+1)+k
φ(wλ+ ρ, σi(z)) +
qk(λw(i)−λw(i+1))
Θq(q
λw(i)−λw(i+1)+k)
Θq(q
λw(i)−λw(i+1))
Θq(
zi+1
zi
)
Θq(qk
zi+1
zi
)
(
zi
zi+1
)k
φ(σiwλ+ ρ, σi(z))(49)
Proof: The theorem 2 immediately follows from braiding properties of ver-
tex operators Φhw(i)(zi) and Φhw(i+1)(zi+1) (44). Note also that if w(i) <
w(i + 1) then since w is a permutation
< µ+hw(1)+. . .+hw(i−1), αw(i)+. . .+αw(i+1)−1 >=< µ,αw(i)+. . .+αw(i+1)−1 >
Thus the theorem follows. See also proposition 5 below.
✷
Corollary 1 Let k be real and 0 < k < 1. If parameters λ satisfies the
following nondegeneracy conditions
for any l1, l2, . . . , ln ∈ Z s.t.
∑
l2i 6= 0 one has
n∑
i=1
qλi+li −
n∑
i=1
qλi 6= 0 (50)
Then there exists and unique analytic solution to the Macdonald’s system
of difference equations (7)
Dmz f(wλ+ ρ, z) = c
m
λ+ρf(wλ+ ρ, z)
m = 1, . . . , n
in the asymptotic zone
0 < |z1| < |z2| < . . . < |zn|
which has the following series expansion
f(wλ+ ρ, z) = zwλ+ρ
∑
p1,p2,... ,pn−1∈Z+
a(p1, p2, . . . , pn−1)
(
z1
z2
)p1
. . .
(
zn−1
zn
)pn−1
(51)
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with leading asymptotic coefficient equal to one: a(0, 0, . . . , 0) = 1. The
series expansion (51) converges for sure at least for
0 < |z1| < |z2| < . . . < |zn|.
Proof: In fact Harish Chandra solution φ(wλ+ρ, z) is provided by multiple
integral of some meromorphic function with compact cycle of integration.
As long as we can correctly draw the contours of integration it is correctly
defined, finite and analytic. Condition (50) guarantees uniqueness and along
with commutativity and special form of difference operators (1) that the
solution to the first order difference equation with leading exponent zwλ+ρ
is also a solution to the whole system of Macdonald’s difference equations
(3). We have two integral representations which give different restrictions
on parameter λ. Namely, we integrate analytic function over compact cycle,
as long as the contours for integrations enclose the necessary poles and the
leading asymptotic coefficient is not equal to zero, so that we can divide
by it, we get convergence. Now we use the Hartogs theorem that analytic
function in (C2 \ 0) can be extended to analytic function on C2, so only the
condition ∏
i<j
1
Γq(λw(i) − λw(j) + 1)
6= 0
comes from leading asymptotic coefficient , which is included in condition
(50). ✷
Proof of theorem 1 :
We proceed as follows. Using Wick’s rule rewrite the matrix elements as
multiple integrals with usual integration. Then we assume first that k < −1
and
0 << |z1| << |z2| << . . . << |zn+1|.
Using propositions 1, 2, 3 below we prove by induction that integrals do
satisfy the first order difference equation. We use that the action of shift
operators in the above hypotheses does not change the disposition of con-
tours of integration and poles. The considered matrix elements permit series
expansion (51) and thus the coeficients of this series expansion satisfy certain
recurrent relations. The coefficients are essentially the finite sum of ratios
q-gamma functions and thus recurrent relations are satified if parameter k is
extended from k < −1 to k < 1 and then the domain 0 << |z1| << |z2| <<
. . . << |zn+1| is replaced by 0 < |z1| < |z2| < . . . < |zn+1| restricting to
0 < k < 1. Part 2 is proved using proposition 4 below.
17
Proposition 1 (Change of variables in the usual integral)∮
γ
(Tq−1f(y))h(y)dy = q
∮
qγ
f(y)h(qy)dy = q
∮
qγ
f(y)(Tqh(y))dy
(52)
✷
Proposition 2 Let z = (z1, z2, . . . , zn+1) , y = (y1, y2, . . . , yn).
Let also Π(z, y) be
Π(z, y) =
∏
i,j
(q
1+k
2
zi
yj
; q)∞
(q
1−k
2
zi
yj
; q)∞
(53)
Then
D1z(q, t)Π(z, y) = t
(
tn−1D1y(q
−1, t−1) + 1
)
Π(z, y) (54)
where D1z (D
1
y) is a first order difference operator defined by (1).
Proposition immediately follows from Macdonald [39] VI.2.13 on page
311, and page 321.
✷
Proposition 3
∑
i
Tq,yi
∏
j 6=i
1
t yi − yj
yi − yj

∏
l<s
( ylys ; q)∞(
ys
yl
; q)∞
(qk ylys ; q)∞(q
k ys
yl
; q)∞
=
∏
l<s
( ylys ; q)∞(
ys
yl
; q)∞
(qk ylys ; q)∞(q
k ys
yl
; q)∞
t−n+1
∑
i
∏
j 6=i
tyi − yj
yi − yj Tq,yi (55)
✷
Proposition 4
∑
i
∏
j 6=i
tzi − zj
zi − zj Tq,zi

∏
i<j
z1−2kj
(qk zizj ; q)∞
(q1−k zizj ; q)∞
=
∏
i<j
z1−2kj
(qk zizj ; q)∞
(q1−k zizj ; q)∞
∑
i
∏
j 6=i
q
t zi − zj
zi − zj Tq,zi (56)
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✷Remark 5 The above proposition gives rise to the transformation formulas
analogous to the following one for q-hypergeometric series:
Fq(k, λ1 − λ2 + k, λ1 − λ2 + 1, q1−kz)
=
(qkz; q)∞
(q1−kz; q)∞
Fq(λ1 − λ2 + 1− k, 1 − k, λ1 − λ2 + 1, qkz) (57)
Here for the convenience of the reader, we recall the contraction formulas
, cf. [1] , appendix C.
: Uω1(z2) :: Uω1(z1) := z
r−1
r
n−1
n
2 g1(
z1
z2
) : Uω1(z2)Uω1(z1) : (58)
: U−αj (z1) :: Uωj (z2) := z
− r−1
r
1 s(
z2
z1
) : U−αj (z1)Uωj (z2) : (59)
: Uωj(z2) :: U−αj (z1) := z
− r−1
r
2 s(
z1
z2
) : Uωj(z2)U−αj (z1) : (60)
: U−αj (z1) :: U−αj+1(z2) := z
− r−1
r
1 s(
z2
z1
) : U−αj (z1)U−αj+1(z2) : (61)
: U−αj+1(z2) :: U−αj(z1) := z
− r−1
r
2 s(
z1
z2
) : U−αj (z1)U−αj+1(z2) : (62)
: U−αj (z1) :: U−αj (z2) := z
2 r−1
r
1 t(
z2
z1
) : U−αj (z1)U−αj (z2) : (63)
s(z) =
(x2r−1z;x2r)∞
(xz;x2r)∞
=
(q
1+k
2 z; q)∞
(q
1−k
2 z; q)∞
(64)
t(z) = (1− z) (x
2z;x2r)∞
(x2r−2z;x2r)∞
= (1− z)(q
1−kz; q)∞
(qkz; q)∞
(65)
: Uω1(z) :: U−α1(y) :=
(q
1+k
2
y
z ; q)∞
(q
1−k
2
y
z ; q)∞
z−k : Uω1(z)U−α1(y) :
(q
1+k
2
z
y ; q)∞
(q
1−k
2
z
y ; q)∞
z−k
Θq(q
1+k
2
y
z )
Θq(q
1−k
2
y
z )
: Uω1(z)U−α1(y) : (66)
Under the action of shifts operators
Θq(q
1+k
2 y
z
)
Θq(q
1−k
2 y
z
)
z−k behaves as y−k.
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: U−α1(y) :: Uω1(z) := y
−k
(q
1+k
2
z
y ; q)∞
(q
1−k
2
z
y ; q)∞
: U−α1(y)Uω1(z) : (67)
: U−α1(y1) :: U−α1(y2) := y
2k
1
(1− y2y1 )(q1−k
y2
y1
; q)∞
(qk y2y1 ; q)∞
: U−α1(y1)U−α1(y2) :
=
(y1y2 ; q)∞(
y2
y1
; q)∞
(qk y1y2 ; q)∞(q
k y2
y1
; q)∞
y2k1
Θq(q
k y1
y2
)
Θq(
y1
y2
)
: U−α1(y1)U−α1(y2) : (68)
Note, that term y2k1
Θq(qk
y1
y2
)
Θq(
y1
y2
)
behaves under the action of shift operators
as (y1y2)
k.
We used:
Tq,zΘq(αz) = − 1
αz
Θq(αz)
Tq,z
Θq(αz)
Θq(βz)
=
β
α
Θq(αz)
Θq(βz)
and
Tq−1,zΘq(αz; q)∞ = −
αz
q
Θq(αz)
Tq−1,z
Θq(αz)
Θq(βz)
=
α
β
Θq(αz)
Θq(βz)
Note
Tq,x2v [v] = [v + r] = −[v] (69)
Thus the theorem follows by induction. The base of induction is checked
directly.
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(z1z2)
k
2 (z1z2)
−
k(ω1,ω1)
2 g1(
z1
z2
)−1z
−k(ω1,ω1)
2 < (0, µ + h1 + h2)
∗|Φh1(z2)Φh2(z1)|0, µ >
= (z1z2)
λ1+
k
2
∫
dy
2piiy
yλ2−λ1+kz−k1
(q
1+k
2
y
z1
; q)∞
(q
1−k
2
y
z1
; q)∞
z−k2
(q
1+k
2
y
z2
; q)∞
(q
1−k
2
y
z2
; q)∞
×Θq(q
λ1−λ2+
1−k
2
y
z1
)
Θq(q
k−1
2
y
z1
)
(
y
z1
)λ1−λ2+1−kq
1
2
(λ2−λ1)(λ2−λ1+k)+
k−1
2
= (z1z2)
λ1+
k
2
∫
dy
2piiy
yλ2−λ1+kz−k1
(q
1+k
2
y
z1
; q)∞
(q
1−k
2
y
z1
; q)∞
z−k2
(q
1+k
2
y
z2
; q)∞
(q
1−k
2
y
z2
; q)∞
×Θq(q
λ1−λ2+
1−k
2
y
z1
)
Θq(q
1+k
2
y
z1
)
(
z1
y
)λ2−λ1+k(−1)q 12 (λ2−λ1)(λ2−λ1+k)
= (−1)q 12 (λ2−λ1)(λ2−λ1+k) Γq(1− k)
Γq(λ1 − λ2 + 1− k)Γq(λ2 − λ1 + 1)
×zλ2+
k
2
1 z
λ1−
k
2
2 Fq(k, λ2 − λ1 + k, λ2 − λ1 + 1, q1−k
z1
z2
)(70)
(z1z2)
k
2 (z1z2)
−
k(ω1,ω1)
2 z
−k(ω1,ω1)
2 g1(
z1
z2
)−1 < (0, µ + h1 + h2)
∗|Φh2(z2)Φh1(z1)|0, µ >
(z1z2)
λ1+
k
2
∫
dy
2piiy
yλ2−λ1+ky−k
(q
1+k
2
z1
y ; q)∞
(q
1−k
2
z1
y ; q)∞
z−k2
(q
1+k
2
y
z2
; q)∞
(q
1−k
2
y
z2
; q)∞
×Θq(q
λ1−λ2+
1+k
2
y
z2
)
Θq(q
k−1
2
y
z2
)
(
y
z2
)1+λ1−λ2q
(λ2−λ1)(λ2−λ1−k)
2
+ k−1
2
= (z1z2)
λ1+
k
2
∫
dy
2piiy
yλ2−λ1+ky−k
(q
1+k
2
z1
y ; q)∞
(q
1−k
2
z1
y ; q)∞
z−k2
(q
1+k
2
y
z2
; q)∞
(q
1−k
2
y
z2
; q)∞
×Θq(q
λ1−λ2+
1+k
2
y
z2
)
Θq(q
1+k
2
y
z2
)
(
z2
y
)λ2−λ1(−1)q (λ2−λ1)(λ2−λ1−k)2
= (−1)q (λ2−λ1)(λ2−λ1−k)2 Γq(1− k)
Γq(λ2 − λ1 + 1− k)Γq(λ1 − λ2 + 1)
×zλ1+
k
2
1 z
λ2−
k
2
2 Fq(k, λ1 − λ2 + k, λ1 − λ2 + 1, q1−k
z1
z2
)(71)
21
Finally , we note that Harish Chandra solution φ(wλ + ρ, z) being an
eigenfunction of the first order difference equation D1z is also a solution to
the whole system of difference equations (7) if the following condition holds:
for any l1, l2, . . . , ln ∈ Z s.t.
∑
l2i 6= 0 one has
n∑
i=1
qλi+li −
n∑
i=1
qλi 6= 0 (72)
The leading asymptotic coefficient is equal:
< (0, µ + hw(1))
∗|Φhw(1)(1)|0, µ >< (0, µ + hw(1) + hw(2))∗|Φhw(2)(1)|0, µ + hw(1) > × . . .
× < (0, µ + hw(1) + hw(2) + . . . + hw(n))∗|Φhw(n)(1)|0, µ + hw(1) + . . . + hw(n−1) > (73)
and can be easily calculated using proposition 6 below. The theorem is
proved. ✷
Proposition 5 Recall that µ = λk , r =
1
1−k . For i 6= j one has
(z1z2)
k
2 (z1z2)
−
k(ω1,ω1)
2 z
−k(ω1,ω1)
2 g1(
z1
z2
)−1 < (0, µ + hi + hj)
∗|Φhj(z2)Φhi(z1)|0, µ > (74)
= (−1)i+j−2
∏
s<i s 6=j
Γq(1− k)q
(λi−λs)(λi−λs+k)
2
Γq(λi − λs + 1)Γq(λs − λi + 1− k)
∏
s<j s 6=i
Γq(1− k)q
(λj−λs)(λj−λs+k)
2
Γq(λj − λs + 1)Γq(λs − λj + 1− k)
× Γq(1− k)q
(λi−λj)(λi−λj+k)
2
Γq(λi − λj + 1)Γq(λj − λi + 1− k)
×zλi+
k
2
1 z
λj−
k
2
2 Fq(k, λi − λj + k, λi − λj + 1, q1−k
z1
z2
)(75)
Proof: In fact, matrix element (74) satisfies Macdonald’s difference
equation (12) (the proof is the same as in theorem 1) and has leading expo-
nent z
λi+
k
2
1 z
λj−
k
2
2 . Thus it is equal to the q-hypergeometric function
z
λi+
k
2
1 z
λj−
k
2
2 Fq(k, λi − λj + k, λi − λj + 1, q1−k
z1
z2
)
up to the leading asymptotic coefficient. The leading asymptotic coefficient
is calculated using proposition 6.
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The proposition is in complete agreement with braiding properties (com-
mutation relation) of vertex operators Φhj(z2) ,Φhi(z1) (44).
✷
Proposition 6 Recall that µ = λk , r =
1
1−k . Let i = 2, . . . , n.
< (0, µ + hi)
∗|Φhi(1)|0, µ >= (−1)i−1
i−1∏
s=1
Γq(1− k)q
(λi−λs)(λi−λs+k)
2
Γq(λi − λs + 1)Γq(λs − λi + 1− k) (76)
✷
Proposition 7 For any n ∈ N
∮
yn
Θq(q
λ2−λ1+
k+1
2
1
y )
Θq(q
1+k
2
1
y )
(q
1+k
2
1
y ; q)∞
(q
1−k
2
1
y ; q)∞
dy
2piiy
=
Γq(1− k)
Γq(λ2 − λ1 + 1)Γq(λ1 − λ2 + 1− k)
Γq(λ2 − λ1 + k + n)
Γq(λ2 − λ1 + k)
Γq(λ2 − λ1 + 1)
Γq(λ2 − λ1 + n+ 1) (77)
Here the integration contour is a simple closed curve around the origin,
which encloses the poles
y = q
1−k
2
+m
m = 0, 1, . . . .
Proof: Let’s assume that n ≥ 0. The case n < 0 is considered similarly.
∫
yn
Θq(q
λ2−λ1+
k+1
2
1
y )
Θq(q
1+k
2
1
y )
(q
1+k
2
1
y ; q)∞
(q
1−k
2
1
y ; q)∞
dy
2piiy
=
∫
yn
(qλ1−λ2+
1−k
2 y; q)∞
(q
1−k
2 y; q)∞
(qλ2−λ1+
k+1
2
1
y ; q)∞
(q
1−k
2
1
y ; q)∞
dy
2piiy
=
∞∑
m=0
(1− qλ1−λ2) . . . (1− qλ1−λ2+m−1)
(1− q) . . . (1− qm) q
1−k
2
m
∫
ymyn
(qλ2−λ1+
k+1
2
1
y ; q)∞
(q
1−k
2
1
y ; q)∞
dy
2piiy
=
∞∑
m=0
(1− qλ1−λ2) . . . (1− qλ1−λ2+m−1)
(1− q) . . . (1− qm) q
1−k
2
m (1− qλ2−λ1+k) . . . (1− qλ2−λ1+k+m+n−1)
(1− q) . . . (1− qm+n) q
1−k
2
(m+n)
= q
1−k
2
n (1− qλ2−λ1+k) . . . (1− qλ2−λ1+k+n−1)
(1− q) . . . (1− qn) Fq(λ2 − λ1 + k + n, λ1 − λ2, 1− n, q
1−k)
q
1−k
2
nΓq(λ2 − λ1 + k + n)
Γq(λ2 − λ1 + k)
Γq(1− k)
Γq(λ1 − λ2 + 1− k)Γq(λ2 − λ1 + n+ 1)
(78)
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In the above claculation we used that
Fq(a, b, c, q
c−a−b) =
Γq(c)Γq(c− a− b)
Γq(c− a)Γq(c− b)
and ∮
yn
(α 1y ; q)∞
(β 1y ; q)∞
dy
2piiy
=
∮
y−n
(αy; q)∞
(βy; q)∞
dy
2piiy
=
(1− αβ ) . . . (1− qn−1 αβ )
(1− q) . . . (1− qn) β
n (79)
Here we assumed that the contour of integration is a simple closed curve
around the origin which encloses the poles y = βqm, m = 0, 1, . . . .
The calculation below shows that
lim
N→∞
∮
qNγ
yn
Θq(q
λ2−λ1+
k+1
2
1
y )
Θq(q
1+k
2
1
y )
(q
1+k
2
1
y ; q)∞
(q
1−k
2
1
y ; q)∞
dy
2piiy
= 0 (80)
If we count the residues that contribute to the integral are at y = q
1−k
2
+m,
m = 0, 1, . . . , we get
∮
yn
Θq(q
λ2−λ1+
k+1
2
1
y )
Θq(q
1+k
2
1
y )
(q
1+k
2
1
y ; q)∞
(q
1−k
2
1
y ; q)∞
dy
2piiy
= q
1−k
2
nΘq(q
λ2−λ1+k)
Θq(qk)
∞∑
m=0
q(λ2−λ1)mqnmRes
y=q
1−k
2 +m
(q
1+k
2
1
y ; q)∞
(q
1−k
2
1
y ; q)∞
1
y
=
Θq(q
λ2−λ1+k)
Θq(qk)
q
1−k
2
n (q
k; q)∞
(q; q)∞
∞∑
m=0
qkm
(1− q1−k) . . . (1− qm−k)
(1− q) . . . (1− qm) q
(λ2−λ1+n)m
=
q
1−k
2
nΘq(q
λ2−λ1+k)(qk; q)∞
Θq(qk)(q; q)∞
(q1−kqλ2−λ1+k+n; q)∞
(qλ2−λ1+k+n; q)∞
=
q
1−k
2
n(qλ2−λ1+k; q)∞(q
λ1−λ2+1−k; q)∞
(q; q)∞(q1−k; q)∞
(qλ2−λ1+n+1; q)∞
(qλ2−λ1+k+n; q)∞
=
Γq(1− k)
Γq(λ2 − λ1 + 1)Γq(λ1 − λ2 + 1− k)q
1−k
2
nΓq(λ2 − λ1 + k + n)
Γq(λ2 − λ1 + k)
Γq(λ2 − λ1 + 1)
Γq(λ2 − λ1 + n+ 1) (81)
In the calculation we used binomial expansion formula:
1 +
1− qa
1− q x+
(1− qa)(1− qa+1)
(1− q)(1− q2) x
2 + . . . =
(qax; q)∞
(x; q)∞
(82)
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Since we got the same value as (78) , we proved the limit (80).
✷
Remark 6 The above calculation should be compared with
∫
tλ2−λ1+k(1− t)−k dt
2piit
=
Γ(λ2 − λ1 + k)Γ(1− k)
Γ(λ2 − λ1 + 1) ×
e2pii(λ2−λ1+k) − 1
2pii
= epii(λ2−λ1+k)
Γ(1− k)
Γ(λ2 − λ1 + 1)Γ(λ1 − λ2 + 1− k) (83)
where the contour for integration for t is a closed loop which goes counter-
clockwise and starts and ends at 1.
Proposition 8 For µ = λk , r =
1
1−k the following equality holds∏
g1(
zi
zj
)−1
∏
z
−(i−1)k(ω1,ω1)
i
∏
z
− k
2
(ω1,ω1)
i < (0, µ + nhi)
∗|Φhi(zn) . . .Φhi(z1)|0, µ >
= C(z1 . . . zn)
λi−λ1 (84)
The leading asymptotic coefficient C is easily obtained using proposition 6.
✷
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