This paper is concerned with periodic homogenization of second-order elliptic systems in divergence form with oscillating Dirichlet data or Neumann data of first order. We prove that the homogenized boundary data belong to W 1,p for any 1 < p < ∞. In particular, this implies that the boundary layer tails are Hölder continuous of order α for any α ∈ (0, 1).
Introduction
In this paper we consider the uniformly elliptic operator with periodically oscillating coefficients
where 1 ≤ i, j ≤ d, 1 ≤ α, β ≤ m, and 0 < ε ≤ 1. Throughout we assume that the coefficient matrix A satisfies the following conditions:
• Ellipticity: there exists λ > 0 such that Recently, there has been considerable interest in the study of homogenization of Dirichlet problem with oscillating boundary data, L ε (u ε ) = 0 in Ω, u ε (x) = f (x, x/ε) on ∂Ω, (1.4) where f (x, y) is 1-periodic in y [14, 15, 20, 17, 3, 4, 5, 2, 8, 21, 23] (also see earlier work in [18, 19, 6] as well as related work for nonlinear elliptic equations in [11, 10, 13, 12] ). In particular, under the assumption that Ω is a smooth and strictly convex domain in R d , it was proved in [15] that the homogenized problem for (1.4) is given by
in Ω,
where L 0 is the usual homogenized operator and f is a function whose value at x ∈ ∂Ω depends only on A, f (x, ·) and the outward normal n to ∂Ω at x. Moreover, a convergence rate for u ε − u 0 L 2 (Ω) was established in [15] . The near sharp convergence rates were obtained in [8] for d ≥ 4 and in [21] for d = 2 or 3. Furthermore, the present authors in [21] considered the Neumann problem with first-order oscillating boundary data,    L ε (u ε ) = 0 in Ω, ∂u ε ∂ν ε = T ij · ∇ x g ij (x, x/ε) on ∂Ω, (1.6) where T ij = n i e j − n j e j is a tangential vector field on ∂Ω and {g ij (x, y)} are 1-periodic in y. It was proved in [21] that if Ω is smooth and strictly convex, the homogenized problem for (1.6) is given by    L 0 (u 0 ) = 0 in Ω,
where ∂u 0 ∂ν 0 denotes the conormal derivative of u 0 associated with L 0 , and {g ij } are functions on ∂Ω whose value at x ∈ ∂Ω depend only on A, {g ij (x, ·)} and n(x). Assume that Ω u ε =´Ω u 0 = 0. The near optimal rate of convergence for u ε − u 0 L 2 (Ω) was also established in [21] for d ≥ 3. In [23] the second author investigated the case of nonconvex domains and extended the results in [8, 21] for Dirichlet problems to certain domains of finite type. We point out that one of main motivations for studying boundary value problems (1.4) and (1.6) with oscillating data is its applications to the higher-order convergence in the two-scale expansions of solutions to boundary value problems with non-oscillating boundary data.
Our primary concern in this paper is the regularity of the homogenized data f in (1.5) and {g ij } in (1.7) . Under the assumption that Ω is smooth and strictly convex, it was proved in [15] that ∇ tan f ∈ L p,∞ (∂Ω) with p = d = 2. Further improvement was made in [21] , where we proved that f ∈ W 1,p (∂Ω) for any p < d − 1 and d ≥ 2. In [21] we also obtained the regularity estimate g ij ∈ W 1,p (∂Ω) for the Neumann problem (1.6), where p < d − 1 and d ≥ 3.
The following two theorems are the main results of this paper.
Theorem 1.1 (Dirichlet Data).
Assume that A satisfies (1.1), (1.2) and (1.3). Let Ω be a smooth and strictly convex domain in R d . Let f denote the homogenized data in (1.5). Then
where C p depends only on d, m, λ, p, and
Theorem 1.2 (Neumann Data).
Assume that A satisfies (1.1), (1.2) and (1.3). Let Ω be a smooth and strictly convex domain in R d . Let g = (g ij ) denote the homogenized data in (1.7). Then
It follows from regularity estimates (1.8) and (1.9) that the homogenized data f and g = (g ij ) are Hölder continuous of order α for any α ∈ (0, 1). We should point out that the assumption that Ω is strictly convex is not essential for Theorems 1.1 and 1.2. In fact, the proof goes through as long as one has [κ(n(x))] −1 ∈ L q (∂Ω) for some q > 0 (see (1.11) for the definition of κ). Consequently, the conclusions of Theorems 1.1 and 1.2 continue to hold for the domains of finite type considered in [23] .
We mention several related work regarding the continuity of homogenized data. In [1] , under the additional assumption that A is independent of some rational direction ν 0 , it was proved that the homogenized Dirichlet data has a unique continuous extension to the set {x ∈ ∂Ω : n(x) · ν 0 = 0}. The problem of Hölder continuity was also studied in [10, 12] for second-order nonlinear elliptic equations of form F (D 2 u ε , x/ε) = 0. In particular, it was shown in [12] that if the homogenized operator F is either rotational invariant or linear, then the homogenized Dirichlet data is Hölder continuous, and that the homogenized data may be discontinuous in general. Note that the linear elliptic equations in non-divergence form may be written in a divergence form with div(A) = 0. In this case, the first-order correctors are trivial and as a result, it is easy to see that the homogenized data is smooth if Ω is smooth and satisfies some geometric conditions. As far as we know, the continuity of the homogenized data in the general case of elliptic equations in divergence form is not known previously.
We now describe our general approach to Theorems 1.1 and 1.2 as well as some of the key estimates in the proof. Our starting point for the proof of Theorem 1.1 is a formula for the homogenized data f discovered in [8] . See Theorem 2.5. This formula reduces the problem to the study of the dependance on n ∈ S d−1 of solutions V n = V n (θ, t) to the Dirichlet problem, 10) where
and M n is a d × d orthogonal matrix whose first d − 1 columns are given by N n and whose last column is −n.
To describe our key estimates, we need to introduce some notations. A unit vector n = (n 1 , n 2 , · · · , n d ) ∈ S d−1 is called rational if n ∈ RZ d and called irrational otherwise. Moreover, a unit vector n is called Diophantine if there exists some constant C > 0 such that
Denote by κ = κ(n) the Diophantine constant, which is defined as the largest constant validating (1.11). We use S and has full surface measure of
D . We will show in Section 2 that for any σ ∈ (0, 1), 12) where κ = max κ(n), κ( n) and
for some k = k(d, σ) > 1. Theorem 1.1 follows from (1.12) by using the representation formula mentioned above and an approximation argument. To prove (1.12), besides the energy estimates established in [14, 15, 8] , one needs to fully take advantage of the fact that if
then u s is a solution of the Dirichlet problem in a half-space,
where
is the half-space whose boundary contains the origin and with outward normal n. This allows us to apply the large-scale boundary regularity estimates for the operator L * 1 . The technique was already used in [15, 8] to establish the boundedness of V n and in [21] for a crucial weighted norm inequality. Here, among other things, we apply the technique to establish the boundedness of ∇ θ V n as well as some pointwise decay estimates for ∂ t V n and N T n ∇ θ V n .
We remark that the asymptotic behavior of the solution u s of (1.14) as x · n → −∞ is well understood thanks to [18, 6, 14, 15, 20, 2] . In particular, if n is irrational, it was shown in [20] that there exists a constant vector µ * (n, φ) ∈ R m independent of s such that 15) though the rate of convergence could be arbitrarily slow in general. On the other hand, if n is rational [18, 6] , the above limit depends on s and possesses an exponential rate of convergence. The mapping µ :
replaced by L 1 , is called the boundary layer tail (BLT) for Dirichlet problems associated with L 1 . It follows from [15] that
Consequently, for any 0 < α < 1, µ(·, φ) extends to a Hölder continuous function of order α on S d−1 and 17) where C α depends only on d, m, α and A. Our approach to Theorem 1.2 for Neumann problems is similar to that used for Theorem 1.1. The starting point is a formula for the homogenized data {g ij } obtained in [21] . See Theorem 3.3. As in the case of Dirichlet problems, this formula reduces the problem to the study of the dependence in n ∈ S d−1 of solutions U n = U n (θ, t) to the Neumann problem, 18) where
D . We will show in Section 3 that for any σ ∈ (0, 1), 19) where κ = max κ(n), κ( n) and 
We refer the reader to Section 3 for details.
Regularity for Dirichlet problems
Assume that A satisfies conditions (
denote the correctors for L ε . By definition they are 1-periodic functions satisfying the equation
The homogenized operator is given by L 0 = −div( A∇), where the
We also introduce the adjoint operator L *
The solvability of the Dirichlet problem (1.14) is not obvious, since H d n (s) is unbounded. Nevertheless, by using Lipschitz estimates in [9] and an approximation argument, one may establish the existence of the Poisson kernel in a half-space and hence the solvability of (1.14) via the Poisson integral formula.
Moreover, the solution may be represented by
where the Poisson kernel P * = P * (x, y) satisfies
3)
for any x ∈ Ω and y ∈ ∂Ω, δ(x) = dist(x, ∂H d n (s)) = |s + x · n|, and C depends only on d, m, λ, and some Hölder norm of A on T d .
Proof. The theorem was proved in [15, Proposition 2.5].
Remark 2.2. By the boundary Lipschitz estimates [9] and the Cacciopoli inequality, the uniqueness holds under the sublinear growth condition: |u(x)| ≤ C 0 (1 + δ(x)) α for some C 0 > 0 and α ∈ (0, 1). Also, it follows readily from (2.3) that the Miranda-Agmon maximum principle,
holds, where C depends only on d, m, λ, and some Hölder norm of A on T d .
An alternative way to establish the solvability of (1.14) for periodic data φ is to lift the problem to a (d + 1)-dimensional problem in the upper half-space. Fix n ∈ S d−1 . Let M = (N, −n) be a d × d orthogonal matrix such that the last column is −n and the first d − 1 column is a d × (d − 1) matrix N. Now we seek a solution u of (1.14) in a particular form
It is not hard to see that V = V (θ, t) has to satisfy the following lifted degenerate system,
Thus, the solution V is independent of the choice of N.
The well-posedness of (2.7) was given by [15, Propositions 2.1 and 2.6].
where |α|, j ≥ 0, and C depends only on d, m, |α|, j and A. Moreover, if n ∈ S d−1 D with Diophantine constant κ > 0, then there exists a constant V ∞ such that for any |α|, j, ℓ ≥ 0,
10)
where k = k(|α|, j, ℓ, d) and C ℓ depends only on d, m, |α|, j, ℓ and A.
Remark 2.4. The solution of (1.14) given by Theorem 2.1 coincides with the solution of (1.14) given by Lemma 2.3 via (2.6) for any n ∈ S d−1 . To see this, let
Since u s is bounded and V satisfies
for some k ≥ 1, we conclude that w is of sublinear growth as |x · n| → ∞. Thus, by Remark 2.2, we obtain w ≡ 0.
Now we give an explicit expression for
Proof. This was proved in [8] (also see [23] ).
We now turn to the proof of Theorem 1.1. The key step is to prove the following.
14)
where κ = max κ(n(x)), κ(n(y)) and C σ depends only on d, m, σ, λ, and
To prove Theorem 2.6, in view of the formula (2.13), we investigate the continuity in n of the solution to the Dirichlet problem (2.7).
, let V be the solution of (2.7), given by Lemma 2.3, with n ∈ S d−1 . Then
15)
where C depends only on d, m and A. Moreover, for any |α|, j ≥ 0 and 0 < σ < 1,
16)
where k = k(|α|, j, σ, d) and C σ depends only on d, m, |α|, j, σ and A.
Proof. Let u s be given by (2.6). Then
It follows from (2.6) that
Thanks to the fact N T ∇ θ (θ · n) = 0, the last equality implies that
As a result, estimates for N T ∇ θ V and ∂ t V may be reduced to the corresponding estimates for u s . It follows from the presentation of Poisson integral (2.2) and the pointwise estimate (2.4) that
To deal with the case where |s + x · n| = dist(x, ∂H d n (s)) < 1, we first note that u s ∞ ≤ C φ ∞ by (2.5). Next, by the boundary Lipschitz estimate, we obtain |∇u
This, together with (2.20) and (2.19), proves (2.15). Finally, we prove the inequality (2.16) by using interpolation and the Sobolev embedding. Precisely, for any L > 0, it follows from (2.15), (2.9) and interpolation that
where k = k(d, r, σ) ≥ 1 is sufficiently large. It follows from the Sobolev embedding theorem that
which readily implies
where |α| + j ≤ r. A similar argument gives the pointwise estimate for |∂
Lemma 2.8. Let V be the solution of (2.7) with n ∈ S d−1 . Then with Diophantine constant κ = κ(n) > 0, then for any |α| ≥ 2 and 0 < σ < 1, Proof. Again, the desired estimates for V will be reduced to estimates for solutions u s of (2.17), where V and u s are related by (2.18). First, since u s ∞ ≤ C φ ∞ , we obtain |V | ≤ C φ ∞ . Next, by comparing u s and u s ′ in the common domain, we may deduce from the boundary Lipschitz estimate and the Miranda-Agman maximal principle (2.5) that |u
Observe that, to prove the boundedness of ∇ θ V , it suffices to prove the boundedness of n · ∇ θ V , as N T ∇ θ V is bounded due to (2.15). To this end, note that
where we have used (2.24) for the last step. Dividing by r on both sides and taking the limit as r → 0, we obtain |n
. This finishes the proof of (2.22). Finally, to show (2.23), we use (2.22), (2.10) and an interpolation argument. Precisely,
where |α| ≥ 2 and r = r(d, α, σ), k = k(d, |α|, σ) are sufficiently large. The desired estimate follows. Now we are ready to prove Theorem 2.6.
Proof of Theorem 2.6.
Step 1: Set-up and reduction.
D . We may assume that δ = |n 1 − n 2 | > 0 is sufficiently small. Let N 1 and N 2 be the d × (d − 1) matrices such that both M 1 = (N 1 , −n 1 ) and M 2 = (N 2 , −n 2 ) are orthogonal matrices. Recall that solution V 1 (resp. V 2 ) of (2.7), associated with n 1 (resp. n 2 ), is independent of the choices of N 1 (resp. N 2 ). So without loss of generality, we may assume |N 1 − N 2 | ≤ Cδ. To be precise, we write down the systems for V 1 and V 2 as follows:
and
k . In view of Theorem 2.5, to show (2.14), it suffices to prove that
Thus, the estimate (2.27) is further reduced to that for the two integrals in the RHS of (2.28). We may assume that κ(n 1 ) ≥ κ(n 2 ) and thus κ = κ(n 1 ).
Step 2: Estimate for ∂ t W .
Note that W satisfies W (θ, 0) = 0 and
(2.29) By using
the RHS of (2.29) can be written as
Therefore, the equation (2.29) is reduced to
Lemma 2.9. [21, Remark 6.3] Let n ∈ S d−1 and U be a smooth solution of
32)
with U(·, 0) = 0. Assume that
Then, for any 0 < σ < 1,
Applying Lemma 2.9 to the system (2.31), we obtain
Hence, it suffices to estimate the integrals involving G and H in (2.35).
Estimate for the integral with G 1 : By the estimates for |∇V 1 | in (2.22) and (2.10), we have
for any 0 < σ < 1. It follows that
where we can simply choose ℓ = 1 to ensure the convergence of the integral in the righthand side.
Estimate for the integral with G 2 : Note that an interpolation between (2.15) and (2.10) implies
where we need to choose ℓ = 2. Estimate for the integral with H: Observe that
The first term in the RHS is bounded by δ 2 κ −3σ by using (2.37). To handle the second integral, we apply the interpolation theorem between (2.16) and (2.10) to obtain
Thus, the second term is bounded by
where we have chosen ℓ = 3. By combining the estimates above with (2.35), we obtain
Step 3: Estimate for ∂ 2 t W . Let N 2j denote the jth column of N 2 and define
Note that ∇ 2j is the jth component of N T 2 ∇ θ . Then we apply ∇ 2j to (2.31) and obtain
. Let η(t) be a cut-off function such that η(t) = 1 for t ∈ [0, 1], η(t) = 0 for t ∈ [2, ∞), 0 ≤ η(t) ≤ 1 and |∇η| ≤ C. Now integrating (2.41) against η 2 ∇ 2j W , we derive from integration by parts that
where we have used the fact |∇ 2j W | ≤ |N
,β≤m is positive due to the strong ellipticity condition. This gives
Thus, it follows from (2.40), (2.42) and the pointwise estimates of G and H for t ∈ [0, 1] thatˆ1
This completes the proof of Theorem 2.6.
Proof of Theorem 1.1. Note that ∂Ω is locally differential homeomorphic to R d−1 . Thus, in view of Theorem 2.6, it suffices to prove the following claim:
where C depends only on d and p. Indeed, if the claim holds, then it follows from Theorem 2.6 that
Thus, for any p < ∞, we choose σ ∈ (0, 1) so small that σp < d − 1. As a result, we obtain
for any p < ∞. Note that f is bounded. We may conclude that f ∈ W 1,p (∂Ω; R m ) and (1.8) holds.
It remains to prove the claim.
. Define for any ε > 0,
Clearly, F ε is smooth and
Using the assumption (2.44),
Thus, by Fubini's Theorem, for any ε > 0
Since ∇F ε → ∇F in the sense of distribution as ε → 0, (2.45) follows from (2.49).
Regularity for Neumann problems
As in the case of Dirichlet problems, to establish the regularity of g ij , we use an explicit formula for g ij previously discovered in [21] . It involves a family of Neumann problems in the half-spaces:
where T is a constant tangential vector, i.e., T · n = 0, with |T | ≤ 1. We assume that φ ∈ C ∞ (T d ; R m ). As far as we know, for arbitrary n ∈ S d−1 , the solvability of (3.1) is not clear. But for n ∈ S d−1 D , it was shown in [21] that (3.1) is solvable by lifting the problem to a (d + 1)-dimensional system in the upper half-space, in a manner similar to the case of Dirichlet condition. More precisely, we seek a solution in the form of
where U is a solution of the Neumann problem: 3) with B(θ, t) = M T A * (θ − tn)M and M = (N, −n) being an orthogonal matrix. The solvability of (3.3) and related estimates are addressed below. 
Moreover, the solution satisfieŝ
for any |α|, j ≥ 0, where C depends only on d, m, |α|, j, and A. Furthermore, there exists a constant vector U ∞ such that for any |α|, j, ℓ ≥ 0,
where k = k(|α|, j, ℓ, d) and C ℓ depends only on d, m, |α|, j, ℓ, and A.
Remark 3.2. Lemma 3.1 gives the existence of solutions to (3.1) for s ∈ R and n ∈ S d−1 D via (3.2). Moreover, by the (large-scale) uniform boundary Lispchitz estimates for Neumann conditions [16, 7] , the solution satisfying the sublinear growth as x · n → −∞ is unique up to a constant.
Recall that
has full surface measure of S d−1 . An expression for g ij defined a.e. on S d−1 is formulated in [21] and summarized below. 6) where (h αβ ) denotes the inverse of the m × m matrix ( a * αβ ij n i n j ) and U β n,k is the solution of
where 
To prove Theorem 3.4, the following two lemmas will be crucial.
and U be a solution of (3.3) corresponding to n. Then
where k > d/2 + 1 and C depends only on d, m and A. Moreover, for any 0 < σ < 1,
Proof. Let u s be the solution of (3.1), given by (3.2). Then it follows from [21, Theorem
In view of (3.12) and (3.13) we obtain with Diophantine constant κ > 0 and U be a solution of (3.3) corresponding to n. Then there exists a constant vector U ∞ such that for any 0 < σ < 1 and |α| ≥ 0 |∂
where k = k(α, σ, d) and C σ depends only on d, m, α, σ, and A.
Proof. We first observe that it suffices to show |U − U ∞ | ≤ C σ κ −σ f C k (T d ) for any 0 < σ < 1. Then the case |α| > 0 follows from this and (3.5) by an interpolation argument.
Note that |U − U ∞ | → 0 as t → ∞. It follows from (3.5) and (3.10) that
Hence,
This completes the proof.
Proof of Theorem 3.4.
Step 1: Set-up and reduction. Let
, N 2 such that both M 1 = (N 1 , −n 1 ) and M 2 = (N 2 , −n 2 ) are orthogonal and |N 1 − N 2 | ≤ Cδ. Let U 1 , U 2 be solutions of the systems in the form of (3.7) associated with n 1 , n 2 , respectively, i.e.,
and 18) where T ℓ,ij = n ℓ,i e j − n ℓ,j e i are vectors orthogonal to n ℓ and
Without loss of generality, we may assume that κ = κ(n 1 ) ≥ κ(n 2 ). In view of the formula (3.6), we only need to show that
By the triangle inequality,
where in the last inequality we have used (3.15) and the fact that the columns of N 2 span the subspace orthogonal to n 2 . Furthermore, we let W = U 1 − U 2 and note that
As a result, it suffices to estimate the two terms in the RHS of the above inequality.
Step 2: Estimate for N T 2 ∇ θ W . The argument here is similar to that for Dirichlet problems, with Lemmas 3.1, 3.5 and 3.6 in our disposal. Note that W satisfies
21) where G = G 1 + G 2 and H are exactly the same as in (2.30) for Dirichlet problems.
The following two lemmas were proved in [21] .
Assume that
(3.25)
Assume that sup
Then,ˆ2
and 
