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Abstract
The subject of this thesis is an investigation of various trellis coded modu­
lation (TCM) techniques that have potential for out-performing conventional 
methods. The primary advantage of TCM over modulation schemes em­
ploying traditional error-correction coding is the ability to achieve increased 
power efficiency without the normal expansion of bandwidth introduced by 
the coding process. Thus, channels that are power limited and bandwidth 
limited are an ideal application for TCM .
In this thesis, four areas of interest are investigated. These include: sig­
nal constellation design, multilevel convolutional coding, adaptive TCM and 
finally low-complexity implementation o f TCM.
An investigation of the effect of signal constellation design on probability 
o f error has led to the optimisation of constellation angles for a given channel 
signal to noise ratio and a given code.
The use of multilevel convolutional codes based on rings of integers and 
multi-dimensional modulation is presented.
The potential benefits of incorporating several modulation schemes with 
adaptive TCM which require a single decoder are also investigated.
The final area of investigation has been the development of an algorithm 
for decoding of convolutional codes with a low complexity decoder.
The research described in this thesis investigated the use of trellis coded 
modulation to develop various techniques applicable to digital data transmis-
xvi
siou systems. Throughout this work, emphasis lias been placed on enhancing 
the performance or complexity of conventional communication systems by 
simple modifications to the existing structures.
xvii

Introduction 2
Communication theory provides a thorough theoretical background for es­
tablishing efficient, reliable, and secure communications systems. It is com­
posed of three important theories, which can be referred to as Nyquist theory, 
Wiener-Kotelnikov theory, and Shannon theory. The aim of Nyquist’s theory 
is to control distortion in the transmission of bandlimited pulse sequences. 
Nyquist’s achievement in 1928 established the three criteria for distortion­
less transmission of such sequences long before the beginning of the age of 
high-speed communications [Nyquist, (1928)]. In the early 1940s, Wiener 
[Wiener, (1949)] determined the structure of optimum receivers in the pres­
ence of noise in the sense of minimum mean-square error, and in the late 
1940s Kotelnikov [Kotelnikov. (1959)] investigated optimum demodulation 
techniques for various modulation formats. The works of Wiener and Kotel­
nikov contributed much to the field of signal design. Continuing efforts on 
the investigation of optimum communication system design reached a climax 
when Shannon published his classic paper. ” A Mathematical Theory of 
Communication" [Shannon. (1948)]. Shannon's random coding arguments 
established theoretical bounds on the achievable performance of communica­
tion systems and launched the field of error control coding.
It seems that, from the late 1950s, the three theories mentioned above 
have been gradually merging, with the result being the development of so­
phisticated signalling formats in recent years. In 1907. Viterbi derived an 
error exponent for convolutional codes using an asymptotically optimum de­
coding algorithm [Viterbi, ( 19G7)]. This algorithm later became known as the
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Viterbi algorithm. In the early 1970s, Forney emphasized the importance of 
the Viterbi algorithm [Forney, (1972)].
During the last twenty years a new area of research in modulation namely 
coded modulation or trellis coded modulation (TCM) has found tremendous 
interest and immediate applications. New modems and codecs that are al­
ready on the market, which use this coded modulation. A coded signal 
is one in which only a set of coded signal patterns are allowed. This of­
ten means that increased memory is introduced in the signal compared to 
uncoded transmission. After passage through a noisy channel, the signal is 
detected by a receiver that knows the set of patterns and chooses the pattern, 
or code word, that lies in some sense closest to what it receives. Bandwidth 
efficient coding is achieved by combined coiling and modulation. Coding can 
reduce energy consumption or bandwidth, or both at once. The key to suc­
cessful coded modulation is to jointly design the "coding" and the "digital 
modulation". Ungerboeck made various efforts [Ungerboeck, et til. (1976)] 
to improve the signal-to-noise ratio in channels with additive noise in the 
late 1970s by proposing TCM.
Further improvement of performance in terms of signal-to-noise ratio, 
particularv for multi- level signal constellations, requires an increase in the 
Euclidean distance between signal points. To increase the Euclidean dis­
tance. one of the best solutions is to encode the data sequences themselves. 
However, combined coding and modulation is not simple since large Ham­
ming distance between differing datH sequences does not necessarily imply
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large Euclidean distances between modulated data sequences, unless the as­
signment of coded signals to modulated signals is cleverly made. In a paper 
appearing in 1982, Ungerboeck proposed [Ungerboeck, (1982)] a very inter­
esting method of set partitioning which does not only provide a method for 
the assignment of coded signals to channel signals, but also provide a simple 
formula for the lower bound of the Euclidean distance between modulated 
data sequences [Ungerboeck, (1982)].
This thesis concentrates on the design of new trellis coded modulation 
techniques applicable to modern communication systems. The investigation 
considers signal constellation design, channel coding and TCM implementa­
tion.
The second chapter of this thesis reviews some o f the theoretical back­
ground relevant to this thesis. In the first section, various forms of decoding 
for convolutional codes are described and their merits are compared. Chap­
ter 3 considers the concept of asymmetrical signal constellation points for 
both convolutional and block codes.
Since the early 19G0s. various types of multi-dimensional signal con­
stellations were proposed by many researchers to more closely approach 
Shannon's bound. As expected from Shannon results, it has been shown 
that a performance improvement can be effectively obtained if higher di­
mensional signal spaces are allowed [Slepiau. (19G3), Wilson ct ill, (1984), 
Gersho et al. (1984), Welti ct nl. (1974)]. In chapter 4, convolutional codes 
over rings, in conjunction with multi-dimensional signal spaces, are consid-
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ered.
Chapter 5 introduces a new concept of embedded trellis coded mod­
ulation which is an extension of embedded coding [Darnell et al, (1988a), 
Zolghadr et al. (1988)]. Embedded TCM employs a combination of modu­
lation schemes, and forward error correction and detection in an automatic 
repeat request (ARQ) environment. Error detection is performed via real 
time channel evaluation [Zolghadr et. al. (1988)] which is a by-product of the 
soft decision decoding of convolutional codes.
Chapter six of this thesis describes a novel implementation of the Viterbi 
decoding algorithm. This technique does not require as much computation 
per decoded data symbol as does the conventional Viterbi algorithm. The 
particular application studied is that of a bandwidth efficient data transmis­
sion system, transmitting a rate 1/2 convolutional coded 4PSK signal over a 
linear channel in the presence of additive white gaussian noise.
Finally, chapter seven discusses the main results of the research, and 
suggests ideas for future investigation and development in each area.

2.1 Introduction /
2.1 Introduction
The use of coding for t ransmission of digit al data over a noisy channel is a well 
established fact and was demonstrated by Shannon in 1948 [Shannon, (1948)]. 
Shannon proved that if the data rate is less than a quantity called the channel 
capacity, completely reliable communicat ion over a noisy channel is possible 
with proper encoding and decoding. Following Shannon’s work, the use of 
error-control coding to improve the error performance of digital communica­
tion systems has found numerous applications.
The error-control capabilities of the encoder/decoder employing either lin­
ear block codes [Peterson et al. (1972)]. or convolutional codes [Viterbi et al, (1979)], 
or a combination of both [Forney, ( 19GG)], derive from the fact that the redun­
dancy introduced by the encoder can be exploited by the decoder to detect, 
locate, and correct a certain number of errors that may have occurred during 
transmission.
The presence o f redundancy therefore has the effect of improving the av­
erage error rates by decreasing the effective information rate per transmission 
bandwidth. If the communication channel is primarily power limited, then 
error-correcting codes provide a powerful mean for improving the reliability of 
transmission. However, if the channel is bandwidth as well as power limited, 
different coding techniques that are bandwidth efficient must be sought.
Because of the increasing demand for available spectrum, many channels 
are indeed becoming both power and bandlimited. Following this fact, in the
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past decade a great deal of research effort has been dedicated to the problem 
o f devising coding and modulation techniques that have the advantage of 
improving error performance without sacrificing the bandwidth.
In the remainder of this chapter, a general model of a communication 
channel will be described and then a review of convolutional code construc­
tion and decoding techniques will be reviewed with particular emphasis on 
the performance and practical implementation. Finally, a coding technique 
known as trellis coded modulation (TCM) which allows significant coding 
gains over conventional uncoded modulation, without sacrificing data rate or 
requiring extra bandwidth [Ungerboeck. et id. (1976), Ungerboeck, (1982)] is 
described.
2.2 Channel Model
A digital communication system can be modelled as in Fig 2.1. The binary 
data j'„ are transmitted from a digital source to a user at a rate of /? bit/sec. 
Thi' encoder processes the information stream .r„ by adding redundant bits, 
at a rate of 1 -  Rr redundant bits/information bit, and groups blocks of l\ 
encoded bits to form M  =  2A different messages. The digital modulator 
maps the set of M messages at its input onto a set of M finite energy signals
Sm(t),ni =  1.......M. of duration T  seconds, which are transmitted through
the channel every T  = log2 M.Rr/R seconds.
Since any set of M finite energy signals can be represented as a linear com-
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Figure 2.1: Model of a digital communication system
bination of AT <  M  orthonormal basis function y>i, ^2..... ‘Pn [Franks, (1981)],
the channel signals Sm(t) can be conveniently expressed as [Arthurs et «/, ( 19G2)]
Sm(t) =  »< = 1....... JV (2.1)
>■1
where
SmJ =  f Sm(t)^ (t)d t  (2.2)
and
/  =  0 for 1 ^ j  (2.3)7o
The energy £  of the transmitted signal is dehued as
E =  [ '  S l(t)d t (2.4)
/o
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E =  Y.S'mj for all m 
im 1
The channel is modelled as an additive white Gaussian noise (AWGN) 
channel, which corrupts the transmitted signal by adding white Gaussian 
noise n(t)  of one-sided power spectral density ,Y0. In this case, the received 
signal can be expressed as
r(t) =  Sm(t) +  n (f).0  < t < T  (2.5)
At the receiver, the demodulator performs the inverse operation o f the 
modulator by projecting the received random process r(f) onto the set of 
orthonormal basis function namely
r, = Jo )dt, j=  1........N (2.6)
By defining
nj =  j \ ( t ) * i ( t ) d t .  j=  1...... N (2.7)
the output of the demodulator is completely specified by the set of N random 
variables
L j^ H L j +  nj, j = l .......N (2.8)
The n j 's are independent random variables with zero mean and variance 
Ao/2. The conditional probability density function of the vector £, given that
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the vector S.m =  {S„,i, S„,-2 , . . . ,  Sm\ } was transmitted is then (Viterbi et nl. (1979)].
p (n / iJ  =  (2.9)
V ’fA 'o
The task of the decoder is to obtain the best possible estimate, in the 
sense o f minimum error probability, o f the transmitted data, from the set of 
N  observable rj.
2.3 Convolutional Codes
Convolutional codes were first introduced by Elias [Elias. (1955)] and have 
been applied over the past 30 years to increase the efficiency of numerous 
communication systems, where they invariably outperform block codes of 
the same order of complexity. A binary convolutional code is generated by 
passing the information sequence to be transmitted through a linear finite- 
state shift register. In general, the shift register consists of L (A-bit) stages 
clocked A bits at a time, and n linear algebraic function generators, as shown 
in Fig 2.2. Fig 2.3 shows a simple binary systematic rate-half convolutional 
encoder of constraint length L =  3 with A = 1. The input to this encoder is 
a binary sequence
r  = ( . . . ,x _ i ,x 0,* i, . . .) ( 2 . 1 0 )
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Lk stages
In fo rm a t io n
Figure 2.2: General convolutional encoder Model
OUTPUT
Tu
7u *
Figure 2.3: Half rate code
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The outputs are two binary sequences y\ and ¿/2. The i,h outputs are given
by
Vu =  X, ®  ' i-l ®  ' , - 2
J/2. =  X. ®  ' i-2 (2.11)
where ®  denotes modulo 2 addition.
The term "convolutional" comes from the observation that the output 
sequences can be regarded as a convolution of the input sequence with certain 
generator sequences. With the input and output sequences, we associate 
sequences in the delay operator D:
x(D)  =  . . .  +  j , _ i D~l + x0 + X\D +  X2D2 + . . .
V\(D) m •. • +  U\,-\D 1 +  .V10 +  Ui\D +  yiiD* +  . . .  ( 2 . 12)
Ui(D) =  • . .  +  yi.-\D  1 - l - 1/20 +  .1/21D +  y iiti1 +  . . .
The input/output relationship are expressed as:
U\(D) =  v i  (D)x(D)
Ui (D) = Ui(D).r(D), (2.13)
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where the generator polynomials g\(D) and g-i(D) are
gi =  1 +  D + D2
gi =  1 +  D2 (2.14)
We define a general (n ,k) convolutional encoder by a matrix of generator
00
Figure 2.4; Tree diagram for rate 1/2. L=3 convolutional code
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polynomials gtj(D ), 1 < i < 1 < j  < n. Then' arc k input sequences
Xi(D), and n output sequences yj(D).  The input/output relations given by
k
VAD ) • '5 2 x i(D)giJ(D ) (2.15)
m l
The code rate is defined as Rc =  k/n.
Figure 2.5: Trellis diagram for rate 1/2, L=3 convolutional code
There are three methods that are often used to describe a convolutional 
code. These are the tree diagram, the trellis diagram, and the state diagram. 
For example, the tree diagram for the convolutional encoder shown in Fig 2.3 
is illustrated in Fig 2.4. Close observation of the tree diagram reveals that the 
structure repents itself after the t bird stage. This behaviour is consistent with 
the fact that the constraint length L =  3 Using this repetition of structure, 
another diagram which is more compact, called a trellis can be obtained.
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This is shown in Fig.2.5. Since the output of the encoder is determined by 
the input and the state of the encoder, an even more compact diagram than 
the trellis is the state diagram. The state diagram is simply a graph of the 
possible states of the encoder and the possible transitions from one state to 
another. The state diagram for the encoder in Fig 2.3 is shown in Fig 2.6.
Figure 2.0: State diagram for rate 1/2, L=3 convolutional code
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2.4 Decoding of Convolutional Codes
A number of algorithms has been proposed for decoding convolutional codes. 
The earliest was the sequential decoding algorithm, originally proposed by 
Wozencraft [Wozencraft. (1957), VVozencraft e.t al, (1901)] and subsequently 
modified by Fano [Fano, (1963)]. A type of sequential decoding algorithm, 
called the stack algorithm, has been proposed independently by Jelinek and 
Zigangirov, [Jelinekf 1969), Zigangirov, (I960)]. Another method which has 
been applied to decoding for a binary symmetric channel (BSC) is feed­
back decoding [Heller, (1973)]. For some convolutional codes, the feedback 
decoder simplifies to a form called a majority logic decoder or a threshold 
decoder [Massey, (1963)]. Finally the optimum decoding algorithm (in the 
sense of maximum likelihood decoding of the entire sequence) for convolu­
tional codes is the Viterbi algorithm. In the next few sections, the perfor­
mance and practical implementation of the above techniques are compared.
2.4.1 Viterbi Decoding Algorithm
A practical technique for maximum likelihood decoding is the Viterbi algo­
rithm introduced by Viterbi in 1967 [Viterbi, (1967)]. This decoding algo­
rithm uses the trellis structure of the code and determines the maximum 
likelihood estimate of the transmitted sequence that has the largest metric 
[Clark et al, (1988)]. The survivor is defined as the most probable path that 
has the largest accumulated metric. With these definitions, the Viterbi algo-
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rithm simply finds the path through the trellis with the largest accumulated 
metric in such a way that it processes a received sequence in an iterative 
manner. At each step, it compares the metric of all paths entering each 
state, stores only the survivor with the largest accumulated metric, and dis­
cards the unlikely paths at every state, which reduces the decoding effort. 
Therefore the Viterbi decoder must produce an estimate of the code sequence 
based on the received sequence.
The storage requirements of the Viterbi decoder grows exponentially with 
constraint length L. For a code with rate 1/ti, the decoder retains a set of 
2i_1 paths after each decoding step. With high probability, these paths 
will not be mutually disjoint very far back from the present decoding depth 
[Forney et al. (1984)]. All o f the 2i_ l paths tend to have a common stem 
which eventually branches to the various states. Thus if the decoder stores 
enough of the history of the 2,' _l paths, the oldest bits on all paths will be 
the same. A simple decoder implementation, then, contains a fixed amount 
of path history and outputs the oldest bit on the common or highest metric 
path each time it steps one level deeper into the trellis.
2.4.2 Sequential Decoding
The sequential decoding algorithm [Wozencraft, (1957), Wo/.encraft e.t al, (1901)] 
searches for the most probable path through the tree or trellis by examining 
one path at a time. The increment added to the metric along each branch
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is proportional to the probability o f the received signal for that branch, just 
as in Yiterbi decoding, with the exception that an additional negative con­
stant is added to each branch metric. The value of this constant is selected 
such that the metric for the correct and incorrect path on the average will 
increase and decrease respectively. By comparing the metric of a candidate 
path with a moving (increasing) threshold, the algorithm detects and dis­
cards incorrect paths. The sequential decoding algorithm requires a buffer 
memory in the decoder to store incoming demodulated data during periods 
when the decoder is searching for alternate paths. When a search terminates, 
the decoder must be capable of processing demodulated bits sufficiently fast 
to empty the buffer prior to commencing a new search. Occasionally, during 
extremely long searches, the buffer may overflow [Yiterbi ct til, (1979)]. This 
causes loss o f data, a condition which can be remedied by re-transmissions 
of the lost information.
The Fano algorithm which is a modified version of the sequential decoding 
originally proposed by Wozencraft [Wozcncraft, (1957). Wozencraft ct til. (1961)] 
has been successfully implemented in several communications systems. Its 
error rate performance is comparable to that of Viterbi decoding. However, 
in comparison with Yiterbi decoding, sequential decoding has a significantly 
larger decoding delay. On the positive side, sequential decoding requires less 
storage than Viterbi decoding and, hence, it appears attractive for convolu­
tional codes with a large constraint length.
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2.4.3 Stack Algorithm
In contrast to the Viterbi algorithm which keeps track of 2(,'~1,Ar paths and 
corresponding metrics, ( L is the constraint length and k is the number 
of information bits entering the binary convolutional encoder ), the stack 
sequential decoding algorithm deals with fewer paths and their corresponding 
metrics. In a stack algorithm [Jelinek( 1969). Zigangirov, (1966)] the more 
probable paths are ordered according to their metrics, with the path at the 
top of the stack having the largest metric. At each step o f the algorithm, only 
the path at the top of the stack is extended by one branch. This yields 2k 
successors and their corresponding metrics. These 2* successors along with 
the other paths are then re-ordered according to the values of the metrics 
and all paths with metrics that fall below some pre-selected amount from 
the metric of the top path are discarded. Then the process of extending the 
path with the largest metric is repeated. It is apparent that when none of 
the 2‘ extensions of the path with the largest metric remains at the top of 
the stack, the next step in the search involves the extension of another path 
which has climbed to the top of the stack. It follows that the algorithm does 
not necessarily advance by one branch through the trellis in every iteration. 
Consequently some amount of storage must be provided for received signals 
in order to allow the algorithm to extend the search along one of the shorter 
paths, when a path reaches the top of the stack.
In a comparison of the stack algorithm with the Viterbi algorithm, the
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stack algorithm requires fewer metric computations, but this computation 
saving is offset to a large extent by the computations involved in re-ordering 
the stack after every iteration. In comparison with the Fano algorithm, the 
stack algorithm is computationally simpler since there is no retracing over the 
same path as is done in the Fano algorithm. On the other hand, the stack al­
gorithm requires more storage than the Fano algorithm [Viterbi et «/, (1979)].
2.4.4 Threshold Decoding
In 1963. Massey introduced [Massey, (1963)] a less efficient but simpler to 
implement decoding method than sequential decoding called majority logic 
or threshold decoding, which is applicable to convolutional codes. Threshold 
decoding is conceptually and practically the closest to block decoding. Its 
conceptual simplicity stems from the fact that threshold decoding of convo­
lutional codes begins with the calculation of a set of syndrome digits, the 
definition of which is very similar to the definition for block codes. Thus 
threshold decoding lacks the search aspects of Viterbi and sequential decod­
ing. In fact, threshold decoding is inferior in performance when compared 
to Yiterbi or sequential decoding, but the implementation of the decoder is 
much simpler.
Threshold decoding can achieve a coding gain o f  1 to 3 dB with a rela­
tively simple implementation. Considerable research interest has produced 
extensive lists of good codes [Robinson c.t at, (1967), Klieber, (1970)].
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2.4.5 Feedback Decoding
Another type o f  sub-optimal decoding is feedback decoding [Heller, (1975)], 
a special case o f  which is threshold decoding. Although the performance of 
Yiterbi and sequential decoding is generally superior to that of feedback de­
coding, the latter has the distinct advantage of being easy to implement. The 
operation of a feedback decoder is described as follows. The first l branches 
are examined, and the path yielding the largest metric with respect to the hi 
(n is the number of channel symbols) code digits of the received sequence 
is selected. At this point, we decode the first information bit corresponding 
to the first tree branch on the maximum metric path chosen. This deci­
sion uniquely moves us to a specific node at the second step in the tree. 
Starting there, we consider all paths of length / branches emanating from 
that node and again make a maximum metric selection now with respect to 
the sequence o f In received code digits whose first is the (ji +  1)"' . We 
then proceed to decode the second information bit. This process continues 
in the manner just described. The technique is called feedback decoding 
because each decoding decision on an information bit is fed back to affect fu­
ture decisions. Hence, decoding schemes of this type possess the undesirable 
property of error propagation caused by incorrect decisions. For a large class 
of convolutional codes, however, this phenomenon does not present a serious 
problem.
It should be clear that the decoding accuracy of a feedback decoding
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scheme improves as the parameter l increases. Unfortunately, however, the 
complexity of the decision device also grows as l gets large. Threshold 
decoding provides a partial solution to this paradox, but it is only useful for 
a specially constructed class of convolutional codes and only for moderate 
value of L. Feedback decoders are particularly applicable to burst error 
channels [Yiterbi et al, (1979)].
2.5 Performance Bounds for Viterbi Decod­
ing
The most useful techniques for estimating the performance of convolutional 
coding are union bounds [Lin et al. (1983)] and computer simulation. The 
usefulness of computer simulation is limited by the long computation times 
that are required to get a good statistical sample. Consequently, the great­
est usefulness of this technique is in special coding applications where union 
bounds cannot be used to provide a good performance estimate. Tin1 union 
bound approach for convolutional codes provides performance estimates ac­
curate to within a small fraction of a decibel for all signal to noise ratios 
large enough to give an error rate of 10"® or less [Lin et al. (1983)].
Bounds on the performance afforded by a Viterbi decoder can be obtained 
if one has knowledge of the distribution of codeword weights for the code 
employed [Forney, (1973), Viterbi, (1971)]. Since a convolutional encoder is
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a sequential circuit, its operation can be described by a state diagram. The 
state of the encoder is defined as its shift register contents. Suppose that we 
are given a binary input/output symmetric channel. Assume the all zero path 
to be the transmitted path. A first error event is made at the j lh received 
branch if the all zero path is eliminated at this point by another path later 
merging with it. For small constraint lengths the Hamming weight of all such 
paths can be determined by the following procedure [Vitcrbi, (I960)].
Consider a state diagram with the all zero state split open. Label the 
branches with D' , where i is the Hamming weight of that branch. For 
example, the L =  3, Rc =  1/2 convolutional code of Fig 2.3 with sub- 
generator polynomials q\(D) =  D2 +  D +  1 and 112(D ) =  D2 +  1 would have 
a modified state diagram as in Figure 2.7. The overall transfer function of 
this directed graph can then be obtained.
nJ
T(D) = } _  2D = Di + 2D8 + 4D7 + ■ • • + 2*D*+S + • • • (2.16)
Thus there is one incorrect path of weight 5, two of weight 6, etc. Using 
Eq.2.16, we may then find an upper bound on the probability o f error at any 
step in the Vitcrbi decoding algorithm. Assume that DPSK modulation is 
used on an additive white Gaussian noise channel with one sided spectral 
density AV And let the positive anil negative pulses both have energy E> 
Then the probability o f error in comparing an incorrect path which differs in
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Figure 2.7: Modified state diagram of Fig 2.6
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p symbols from the correct path is given by [Wozencraft et al. (1965)]:
and r =  1 /Rrlo{i-2(M ) in the general case is the number of channel symbols 
per information bit for M-ary PSK modulation schemes. If Rr =  k/n is the 
code rate, for (n .k) convolutional code. Then in the case of BPSK, where 
v =  l / / ? c, using Eq.2.17 and 2.18, the probability of symbol error (P, ) can 
be upper bounded with a union bound yielding (Viterbi e.t al. (1979)].
To determine the bit probability of error we need to know the number of bit 
errors resulting from an incorrect path decision. These may be computed 
by adding a factor N to each branch of the modified state diagram which 
corresponds to a ” 1" input bit. We can also find the lengths of these paths 
by adding a factor of l to each branch. With these changes, Fig 2.7 becomes
(2.17)
where
(2.18)
P.
(2.19)
the diagram shown in Fig 2.8. Now the transfer function is
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DN1
T (D .N .l)
DsN l3
1 -  D M  -  D.V/2
( 2 .20 )
Di N l3 +  DsAr2( /4 +  /*)-(- D7N 3(l5 +  2/fi +  /7) +  • • •
There is one path of weight 5, and it is three branches long and results in one 
bit error. There are two paths of weight 0, one of length 4 and one of length 
5. and both result in two bit errors, etc. In terms of the definitions above, the 
upper bound on the bit error rate can be obtained as [Viterbi ct til, (1979)].
n <  ^ r ( D . . v . i | v . / - i  (2.2i)
Differentiation of Eq.2.21 with respect to N  followed by setting ,V and l 
equal to one weights the incorrect paths by their number of bits errors. Then 
using Eqs.2.17, and 2.18 and a union bound yields the following bound on
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the bit probability of error [Viterbi et at. (1979)].
( 2 . 22 )
The state diagram approach is also helpful in understanding catastrophic 
error propagating codes. A code exhibits catastrophic error propagation if 
and only if there was a zero weight path front some non-zero state back 
to itself [Massey, (19G8)]. In terms of the modified state diagram this zero 
weight path is just a closed loop with zero weight. Although the state diagram 
approach is helpful in finding good codes for small constraint length, it is 
extremely difficult to find the transfer function for codes with large constraint 
length.
So far the calculation of probability of error has been based on Ham­
ming distance between sequences. Therefore, equation 2.22 represents the 
probability of error for the rate half code shown in Fig. 2.3, in conjunction 
with coherent DPSK and hard-decision decoding. In order to calculate P^ . 
using soft-decision decoding, the Hamming distance in the above calculation 
should be replaced by Euclidean distance (ED).
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2.5.1 Free Distance and Coding Gain
The distance between a selected code sequence and each of the other possible 
code sequences in Fig. 2.5 can be calculated. The minimum value of these dis­
tances is a measure of the code’s error-correcting capability [Viterbi et. nl, (1979)]. 
Since a convolutional code is a group or linear rode [Lin et nl, (1983)]. the 
set of distances is independent of which sequence is selected, so there is no 
loss in generality in selecting the all-zeros sequence. Assuming the all-zeros 
sequence is transmitted, an error- event is identified as a departure from the 
all zeros path followed by a remerging with the all- zeros path. Error events 
both start and end in the 00 state and do not return to the 00 state anywhere 
in between. A decoding error occurs whenever the received symbols are closer 
in distance to some error-event path than to the all-zeros path. Referring 
to the trellis diagram of Fig. 2.5, one error-event path of length 3 departs 
from the all-zeros path at time fj and remerges with it at time This 
path represents the decision that the received sequence is closer to tin* coded 
sequence 11 10 11 than to the transmitted sequence 00 00 00. The minimum 
Euclidean distance in the set of all paths that diverge anti remerge, is called 
the free Euclidean distance t//r„ .  Using soft-decision maximum likelihood 
decoding, and assuming unit average signal power, and Gaussian noise with 
variance o l per dimension, a lower bound on the error even probability, Pr.
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can be expressed in terms of d¡r„  as [Forney, (1973)]
P , > Q (2.23)
where Q(.)  is the complementary error function. At high signal-to-noise 
ratios, the bound in the above equation is asymptotically exact. The asymp­
totic coding gain G, in dD. compared with some reference system of the same 
average signal power and noise variance, is therefore expressed as
where d „ f  is the free Euclidean distance of the reference system. A practical 
definition of coding gain is the difference between the Eb/Ng required to
achieve a given probability of error, when a cotie is used and when a code is 
not used.
Trellis coded modulation (TCM), which combines channel coding and mod­
ulation into one operation, improves the reliability of a digital transmission 
system without increasing the transmitted power or bandwidth [Diglieri, (1984), 
Massey( 1980), Ungerboeck, (1982)]. It is a "sliding window" method of en­
coding a sequence of source symbols into a sequence of channel symbols input 
to a noisy transmission channel (Diglieri et til. (1988)][Calderbank r.t nl, (1984)].
(2.24)
>
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The receiver ideally perforins a maximum likelihood soft decoding. The ob­
jective of the code design is to maximise the minimum Euclidean distance 
between encoded channel symbol sequences [Ungerboeck, (1982)].
It has been shown [Biglieri, (1984), Ungerboeck, (1982)] that TCM can 
easily achieve significant power gains (from 3 to 6 dB) without bandwidth 
expansion. At first, it may seem that this statement violates some basic 
power-bandwidth-error probability trade-off principle. However, there is still 
a trade-off at work. TCM achieving coding gain at the expense of decoder 
complexity.
The purpose of trellis coding is to increase the equivalent minimum Eu­
clidean distance of channel symbol sequences without increasing average 
power or decreasing rate by introducing interdependence between the chan­
nel symbols. The channel encoder must have memory in order to create such 
interdependence. At the receiver side, optimum performance can be achieved 
by a maximum likelihood sequence estimator, which is usually implemented 
with the Viterbi algorithm. Thus, receiver complexity is increased.
Consider an uncoded system over an AVVGN channel. Suppose we trans­
mit A- independent channel symbols, xt € ft, » = 1,•••,/(• where i! is the 
channel input alphabet with size A/. There are A/*' possible channel sym­
bol sequences and each rhannel symbol associated with a source symbol is 
generated independently. The performance of this system depends on the 
minimum squared Euclidean distance (</*,,„) between the closest pair of the 
signal elements in if.
2.6 Trellis Coded Modulation 32
In a coded system, successive symbols in the channel symbol sequence are 
strongly correlated. One way to introduce this interdependence is to restrict 
transmitted signal vectors to be a subset of ftfc. This idea has been used in 
error correcting codes, where, however, the transmission rate is reduced. To 
avoid this, we can choose a larger channel input alphabet ft' with size A/', and 
the same average power. In this approach, we can select M k signal vectors 
as a subset of ft'*, maintaining the same transmission rate. The minimum 
Euclidean distance for a given average signal power of the new channel input 
alphabet is indeed decreased. However, because of the correlation between 
the channel symbols, this reducer! distance no longer determines the system 
performance. Instead, performance depends on the minimum Euclidean dis­
tance (fjrrt between the two possible sequences, which is greater than the 
minimum distance between signals in ft.
An efficient coding scheme was proposed by Ungerboeck [Ungerbocck, (1982)] 
and applied to various modulation formats such as M-ary Pulse-Amplitude- 
Modulation (PAM), Phase-Shift-Keying (PSK), and Quadrature-Amplitude- 
Modulation (QAM). Fig. 2.9 gives a block diagrnm of the encoding operation. 
The entire encoding procedure is better explained by means of an example.
We therefore will consider the case of transmission of 2 bits/T by 8-PSK and 
derive two simple codes that achieve significant coding gains over unroded 
transmission by 4-PSK modulation. The information bits are first encoded 
by a rate 2 /3  convolutional encoder of a given constraint length L. Associ­
ated with the encoder is a trellis diagram with 2,_1 states. The next step
2.6 Trellis Coded Modulation 33
Figure 2.9: Encoder structure
consists in mapping, to the state transitions in the trellis diagram, chan­
nel signals from the 8-PSK signal constellation. Since a good code design 
aims to maximise the minimum Euclidean distance (ED) between all pairs of 
channel signal sequences {.r,} and { .r'} generated by the encoder, mapping 
rules must be devised so as to maximise the free ED, (djrtr). The map­
ping rides proposed in [Ungerboeck, (1982)] and referred to as "mapping by 
set partitioning” are now explained. The 8-PSK signal constellation is first 
partitioned into 2 and 4 subsets. Such partitioning, shown in Fig 2.10, has 
the objective of deriving subsets that have the largest possible minimum ED
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CO C2 Cl C3
Figure 2.10: Set partitioning of the 8-PSK signal constellation
between any two signals belonging to the same subset. In Fig. 2.10 such 
minimum ED. denoted by r/0,rfi, and di. are given. Here, the average signal 
energy has been normalised to unity, i.e. E =  1. The following set of rides 
was then used in assigning channel signals to state transitions:
1. transitions originating from the same state receive signals either from 
subset DO or D\.
2. transitions joining in the same state receive signals either from subset
DO or D 1.
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3. parallel transitions receive signals either from subset CO or C l or C2 
or C3.
Finally, two simple codes can now be derived. In Fig. 2.11 and Fig. 2.12 
the encoders and trellis diagrams for four-state and eight-state encoders are 
shown, respectively. State transitions are associated with channel signals 
according to rules 1) — 3). In the first case dfrrr =  d2 =  2, namely the 
minimum ED between the two signals in either subsets CO or C l or C2 or 
C3. In the second case, d j„ t = (</? +  f/jj +  d?)1/2 =  2.14.
Soft maximum likelihood decoding (V'iterbi decoding) of the above codes 
yields an asymptotic coding gain over uncoded 4-PSK of dfrrt/\/2. Therefore, 
the codes of Fig. 2.11 and Fig. 2.12 achieve 3 dB and 3.6 dB coding gains, 
respectively.
From the trellis diagrams of Figs. 2.11 and 2.12, it is clear that the 
combination of rules 1 )-3) assures that <Pj„r is r.t least 2d? = rf?. thus yielding 
a coding gain of at least 3 dB over uncoded 4-PSK.
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Branch Label : V 2 /0i°203
Figure 2.11: Convolutional encoder (constraint length 3), and its correspond­
ing trellis diagram for coded 8-PSK
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Figure 2.12: Convolutional encoder (contraint length -1), mid it« rorrmiwind­
ing trellis «Imginm for coded 8-PSK
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3.1 Introduction
Traditionally, symmetric signal constellations have been used for both un­
coded and coded systems. In this chapter, the effect of constellation angle 
in coded systems using both convolutional and block codes has been investi­
gated and an optimum signal constellation for a given trellis coded system has 
been found. Therefore, by designing the signal constellations to be asymmet­
ric; i.e., signal points are non-uniformly spaced, one can. in many instances, 
obtain a performance gain over TCM schemes based on traditional; i.e., sym­
metric constellations. For example, by designing asymmetric M-PSK signal 
constellations and combining them with optimised trellis coding, one can fur­
ther improve the performance of coded systems without increasing average or 
peak power or changing the bandwidth constraints imposed on the system. 
In fact, properties of the signal set such as constant envelope and number of 
dimensions are not changed by the asymmetry. First, asymmetrical signal 
design using 4-PSK is considered and performance analysis of such a system 
is investigated. Then trellis decoding of a class of block codes called array 
codes [Farrell. (1979)] is considered and combiner] block coding and modula­
tion. better known as block coded modulation (DCM), is described. Finally 
the effect o f asymmetrical signal constellations in BCM is presented.
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3.2 Trellis Coding with Asymmetrical Signal 
Design
The first look at the idea of using other than conventional symmetric signal
sets in coded systems appears in the work of Divsalar and Yuen [Divsalar et nl. (1980),
Divsalar et al. (1984)].
Typical symmetric and asymmetric signal sets are shown in Fig. 3.1. The 
asymmetric M  signal set is created by adding together the symmetrical M /2  
point set with a rotated version of itself. The approach of assigning signals to 
transitions of the trellis code is based on the mapping by set partitioning rule 
[L’ngerboeck. (1982)]. Each subset including the original set is partitioned 
into two subsets with an equal number of signals and with the largest min­
imum distance among signals within the subset. Fig. 3.2 demonstrates the 
set partitioning method as applied to asymmetric 4-PSK. What remains, is 
to optimise the rotation angle 0  in asymmetric M-PSK [Arani et al, (1990)].
The criterion o f optimisation will be to maximise the free Euclidean distance 
(ED) (or its square) of the TCM scheme for a given channel condition. In 
the next section the relation of this performance measure, and the average 
bit error probability of the overall coiled system for a half rate convolutional 
code with asymmetrical 4-PSK is calculated.
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Finurr 3.1: Typical nymmctrir A; anytmnntric Mgiml sets
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Figure 3.2: Set partitioning of asymmetrical 4-PSK
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Figure 3.3: System block diagram
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3.2.1 Performance Analysis
The block diagram of the system under consideration is shown in Fig. 3.3. 
We regard an encoder simply as a finite-state machine with a given number 
of states and specified state transitions. The encoder under consideration is 
shown in Fig. 3.4. The 4-PSK signal assignment using the trellis diagram is
shown in Fig. 3.5. If in bits are to be encoded per modulation interval T. 
there must be 2'" possible transitions from each state to a successor state. We 
assign channel signals from an extended set of 2,n+l signals to the transitions 
such as to achieve maximum free ED (d /rr,). In order to find d/rr, in the two 
state trellis diagram of Fig. 3.5, let tfj denote the squared distance from signal 
point 0 to signal point j  =  0 ,1,2,3. Then for the asymmetric constellation 
of Fig.3.5;
OUTPUT
INPUT.
Figure 3.4: Half rate convolutional encoder
(3.1)
For the minimum distance path of length 2. we have
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Figure 3.5: 4-PSK signal assignment
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which for the symmetric signal design (o  = tr/2) is equal to 6 . The above 
equation is maximised when 0  = 7t; that is. signal points 0 and 2 merge 
together, and similarly for signal point 1 and 3. In this limiting case, <fjrrr =  8 
and the asymptotic energy gain in terms of squared free distance relative to 
the symmetric constellation is 10 log(8/ 6 ) = 1.25 dB. This limiting case 
results in a catastrophic trellis code and in practice, one would not use this 
limiting case. Thus we should obtain the practical gain achievable with 
asymmetry. The most common approach used for the evaluation of practical 
gain is error probability. It should be mentioned that error probability is a 
function that decreases when increases. This fact shows that the free 
Euclidean distance is the most significant parameter useful for comparing 
TCM schemes employed for transmission over the additive white Gaussian 
noise channel when the signal to noise ratio is large.
3.2.2 Computation of Probability of Error Using State- 
Transition Diagram
Although the trellis diagram in Fig. 3.5 can be used in computation of proba­
bility of error in a straight forward way by labelling the paths with distances 
from the all-zero distance in the case o f all-zero input sequence, a more direct 
closed-form expression can be obtained by using the state transition diagram
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of Fig. 3.6. The state transition diagram is made up of two true correct state
Figure 3.6: State transition diagram
pairs (shown on left and right hand side in Fig.3.6 ) and a dummy incorrect 
pair o f states (shown in the middle). The two numbers shown in each state, 
represent the transmitted and the received information. Therefore, the case 
0,0 and 1,1 represent the correct state and 1,0 or 0,1 represent the error 
event. The state diagram in this form represent all the possible incorrect 
transitions. By appropriate labelling the branches of this diagram, one can 
obtain information regarding the squared Euclidean distance between 4-PSK 
output symbols for the transition between the pair states for all different 
possible paths between each state in the trellis diagram.
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The pair state S (i.e. each circle in the diagram) is defined as [Viterbi et nl. (1979)]
In the pair state diagram, the branches are labelled in the form [Divsalar, (1988)]
Here if2 is the squared Euclidean distance between MPSK output symbols for 
the transition between pair states. The parameter A , is the Bhattacharyya 
distance [Viterbi et ill, (1979)] and is related to the pairwise error probability, 
i.e. ►-> sic) when s* is sent and s* is received. The lower bound of
Pr. is called the Bhattacharyya bound [Viterbi et nl. (1979)]. In the state 
transition diagram of Fig.3.G. /, and O represent the beginning and end 
(input A; output) of transitions between states respectively.
In terms of the above definitions, for the pair state transition diagram in 
Fig. 3.G we have :
Sk =  (sk.s k) (3.3)
We are in a correct pair state when
sk =  sk (3.4)
(3.3)
(3.G)
where T (D ,/)  is the transfer function of the state transition diagram of the
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TCM scheme shown in Fig. 3.6 and
a =  D l  h =  : c =  J d » * (3.7)
whore o  is the ratio of powers in each /  and Q channel
“ * a  = (I) (3.8)
and Dk can be expressed in terms of noise variance [Viterbi et al. (1979)]:
(3.9)
The parameter Dk can be related to the system bit energy to noise ratio 
Ek/N0  by first recognising that the noise variance is (Viterbi et al, (1979)]
(3.10)
where E, is the symbol energy. Since we use a lialf rate encoder. E, =  2£*, 
therefore:
' - 2  Eh
Db ~ exp (tvìT )
By substituting eq.3.7 in eq.3.6 we get
l l\
1 -  / £ > ™
(3.11)
T(D h.l ,)  = (3.12)
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In terms of the above definitions, the upper bound on the bit error rate 
is [Omura, (1981)].
Substituting eq.3.12 in eq.3.13 and performing the differentiation required, 
yields the desired upper bound on /V  namely,
Now we choose o  to minimize Ph. The optimum «  depends on the signal to 
noise ratio via the parameter Di,. The optimum n is
Fig. 3.7 shows the optimum 0  for various values of E^/No- Extensive com­
puter simulation test have been carried out using different angles between 
constellation points, to determine their relative tolerance to noise. Results 
of these tests are shown in Figs. 3.8. 3.9. 3.10 and 3.11. It can be seen 
from the results, that at £ t/A '0 of up to 1.0 dB. the best choice of angle 
between 30. 90. and 120 is 30 degrees and at a high value of £ » /A’o, i.e. 7 
or 8 (IB, the obvious choice is 120 deg. Since for uncoded BPSK the square 
of the minimum distance is four (two signal points diametrically opposed 
on a circle of diameter 2 ). the limiting gain of the two-state trellis-coded 
asymmetric 4-PSK relative to the equivalent bandwidth uncoded system is
(3.13)
(3.14)
(3.1Ó)
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Eb/No (dB)
Figure 3.7: Optimum constellation angle vs. £&/A’0 which minimises BER
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Log(BER)
Constellation Angle |
30 deg ree  — 90 degree(symmetrlc) *  120 deg ree  1
Figure 3.8: Optimum angle which minimises BER for A4PSK (0-2 <1B) 
Log(BER)
Constellation Anglo
— 30 degree — go dagraa(aymmatrlo) * 120 dagraa
Figure 3.9: Optimum angle which minimises BER for A4PSK (2-4 ilB)
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Log(BER)
Figure 3.10: Optimum angle whieli minimises BER for A4PSK (5-8 dB)
Log(BER)
Constellation Angle
-■— 80 degree — 00 degree(symmetrlc) *  120 d e g re e
Figure 3.11: Optimum angle whieli minimises BER for A4PSK (0-8 <IB)
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10log 10(8/4) =  3.0dB This gain corresponds to the case where © =  180: 
that is, signal points 1 and 3 merge together, and similarly for signal points 
0 and 2. One problem with having signal points too close together in the 
constellation is that the system becomes less robust in the presence of carrier 
phase synchronisation errors i.e. the asymmetrical TCM is much less tolerant 
of carrier phase jitter. There is another technique which makes it possible 
to achieve the same type of asymptotic performance gains without having 
to resort to modulation asymmetry. This is by the use of multidimensional 
constellations which will be described in Chapter 4.
3.3 Trellis Coding Employing Block Codes
It is known that convolutional codes with Vitcrbi decoding have powerful 
error capabilities in the AWGN channel as well as Rayleigh fading channels 
[Hagenauer. (1980), Hagenauer e.t al. (1988)]. A typical feature of the con­
volutional codes is that each coded bit at any given time unit depends on the 
previous input symbol sequence o f the code memory length. It should be also 
noticed that this feature can be a drawback in some channels such as when 
very slow shadow fading is superimposed on Rayleigh fading (Clarke, (1968)]. 
For such cases, block codes are preferable because the decoding process of a 
received code block is independent o f any other block. However, the decod­
ing performance of a block codes with conventional hard decision decoding 
(minimum distance decoding) seems to lie insufficient for high quality data
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transmission. It is well known that soft decision decoding of block codes 
offers better performance [Wolf, (1978)]. This is because it uses channel 
measurement information for estimating the reliability of received bits, while 
hard decision decoding uses only the algebraic redundancy of the codes. An 
implementation problem of soft decision decoding is decoder complexity.
Many efficient algorithms have been found for using channel measure­
ment information (i.e.. soft decisions) in the decoding of convolutional codes 
than in the decoding of block codes. Most soft decision algorithms for 
the block codes are complex. However. Wolf [Wolf. (1978)] has presented 
a method to construct a trellis for linear block codes such as Bose-Chauduri- 
Hocquenghen (BCH) codes. This allows the Vitcrbi algorithm to be appli<*d 
using the trellis, and the decoding performance is improved over hard deci­
sion decoding. Other work by Bahl et al [Bald et nl. (1974)], Hartmann et al 
[Hartmann et al, (197G)]. Mivakawaand Kaneko [Miyakawa et al, (1975)] for 
soft decision maximum likelihood decoding of block codes appears to require a 
complex decoder. Others [Chase, (1972). Weldon, ( 197G), Wainberg et al, (1973), 
Dorseh, (1970)] have given sub-optimum decoding algorithms which are rel­
atively simple, but do not achieve maximum likelihood decoding.
In the next section, a low complexity decoding technique for a class of 
block codes, called array codes, using channel measurement information, 
which has recently been proposed [Honary et al, (1993)] is described,
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3.3.1 Decoding an Array Code Using a Trellis
In an array code [Farrell, (1979)], the information (source) word is composed 
of k binary digits, and this is formed as a k-dimcnsional binary vector m to 
form the code vector c. A parity check vector of r =  n — Jfc bits is appended 
to each message vector m to form the code vector c. The vector c has 
dimension n. The code rate is defined as Rr =  k/n. The code vector c is 
then transmitted over the channel. Such a code is denoted as (n .k .d ^ n) 
code, where d'Jlln is the minimum Hamming distance of the code. This code 
can correct [(c/^tn — 1) /2J errors, where [xj represents the largest integer 
less than or ecpial to .r. The parameters ( n. k, ) of an array code are the 
products of the corresponding parameters of the single parity check codes 
(fii.nj.fc|.la2. 2 .2 ), where rij and «2 are the row and column length of the 
array respectively, and ki =  fi| — 1, kj =  «2 — 1. The parity check equations 
can be written in vector matrix form: c =  mT. where r =  [ct,C2, • • • ,cn], m =
[«1, «2..... »*]. and T =  [/*. | P\. Here m is the information vector, /*. is a k x k
identity matrix, and P  is the k x r  parity check array. The error correction and 
error detection capabilities can be determined from the minimum Hamming 
distance d^ln, of the code. The Hamming distance is given by
d H ( c „ C j )  =  E l c , ) * © ^ ) *
* i
(3.16)
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where (c,- )*. is the kth component of the vector r,. Then
rfmm =  inin (fH(Ci,Cj) (3.17)
Consider the following array code
«1 >2 Pi
13 »4 P2 (3.18)
P3 Pa Pr,
Here p\ =  i i ® «2, p? = ij ® i«, p-j = i\ © ¿3, p\ =  «2 ® i4 and ps = p\ © and 
(»1. »a. *3i ' 4) are the source or information hits. This array is then transmitted 
over the channel on a row-by-row basis. The code rate is 1 =  ( 5)*• that is. the 
code rate o f the (3,2) parity check code squared. In the conventional method 
of decoding, using hard decision, the code word is received and the blocks 
o f nine detected bits are entered into the 3-by-3 array above. If row i and 
column j  do not satisfy the parity check equations, then the (i.j)th  element 
is complemented. In this manner the decoded array is derived. Clearly, a 
single error in any one of nine positions can always be corrected. This is in 
keeping with the result t =  [(d",„ -  1)/2J as d'n'lin =  4. For an array code to 
be decoded with a soft decision maximum likelihood decoding algorithm, it is 
desirable that the code have a trellis structure so that the Viterbi algorithm 
can be applied.
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The number of states N, in the trellis of an array rode is given by:
N. =  9H»,-I,n,-I|| (3.19)
where q is a cardinality of the code symbol set, normally the integers modulo 
q. In the binary case, q =  2: and | | represents the smallest of the two 
values. The depth of the trellis is the minimum number of rows or columns, 
i.e ni or n2The trellis structure for the (Cj,cj) array code i.e (nt, k ,)(n2. h )  is 
shown in Fig. 3.12. Each transition between the nodes (states) in the trellis
oo/oto oo/ooo o«/o««
Branch label: i t i 3/ i t <aP,
Figure 3.12: Trellis structure for the (a,Cj) array code
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corresponds to a symbol in a codeword. Each distinct codeword corresponds 
to a distinct path through the trellis. At depth 0, all codewords start from 
the same node and at depth n2 where n2 < »¡. all the paths merge together. 
These paths represent parity bits which do not contain any information.
In order to use the Viterbi algorithm, we need to define a path metric. 
Let A'(c) =  [x (c,), ■ ■ ■ ,-r(c„)] be the sequence of the transmitted codeword 
and r the received sequence.
The use of soft decision decoding implies that the received sequence r 
should be the secpience of unquantised demodulator outputs. The likelihood 
function equals the conditional probability density p(r | c). For AWGN 
channel, maximising p(r \ c) is equivalent to minimising the squared Eu­
clidean distance | r — r(c) |2. The path metric Z(c) can be defined as 
[Clark et nl. (1988)]:
2 (c) =  ¿ i f r i .C i )
1-1
n
= L  I n -* (< * ) |2 (3.20)
>-l
It is now straightforward to use the Viterbi algorithm using | r< -  x(ci) |a ns 
branch metrics. The Viterbi algorithm finds the codeword r that minimises 
2 (c ).  It has been shown [Honary et at. (1993)] by computer simulation that 
the soft decision trellis decoding has more than 2dB coding gain over the 
conventional hard decision decoding. This is illustrated in Fig. 3.13 for the 
(3 .2 )(3 .2 ) array code.
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Log(BER)
Eb/No (dB)
U ncodcd - 1— lo tt-d a c lilo n  d*c  H a rd -d « c lilo n  d*c
Figure 3.13: Simulation results for a (3,2)(3,2) array code
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3.3.2 Block Coded Modulation
Conventional TCM is usually decoded by the Viterbi algorithm. In the 
previous section, it was shown that the same algorithm can be used for 
array codes. For the Viterbi algorithm, the branch metric (i.e. squared 
Euclidean distance) must be computed for each transition branch and all 
metrics of the paths joining into the same state be compared. An impor­
tant parameter in TCM is the squared free Euclidean distance (rf/r„ )  and 
maximisation of djrtr results in coding gain [Clark et al. (1988)]. Consider 
the use of 4-PSK signal constellation in conjunction with the (3,2)(3.2) trel­
lis array code. In order to maximise djrrr. the Ungerboeck set partitioning 
method [Ungerboeck, (1982)] can be used. This is shown in Fig. 3.14. After 
partitioning the original two dimensional signal constellation, the minimum 
squared Euclidean distance between signals within the same subset is greater 
than that before partition. In Fig. 3.14 dj] =  2 and rff =  4 which is twice 
the original distance. Each branch in the trellis corresponds to one o f the 
subsets Z?(| and B\. For the four point constellation, each of these subsets 
contain two signal points. In the trellis structure for the (3,2 )(3 ,2) array 
code (Fig. 3.12), there are four distinct transitions from each state to all 
other states. There are three paths that diverge from zero state and later 
reinerge at the same state (error paths) namely, (c i ,c i) ,(c2,c j)  and (c$,cj) 
i.e. (011, 011), ( 101. 101) and ( 110, 110) assuming the all zero sequence been 
transmitted. The (f}rrr o f the above paths are 4, 8 and 4 respectively. There-
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O i l
Bo B
Figure 3.14: Set partitioning for (3,2)(3.2) array code
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fore, the squared minimum free Euclidean distance of code is 4. This pa­
rameter cannot be further optimised by using set partitioning method in 2-D 
space, because the principle behind the set partitioning is to maximise ED 
between the transitions originating from and merging into any state by as­
signing the appropriate subsets. It can be seen that there are three subsets; 
i.e. (O il) ,(101) and (110) which all diverge and later remerge to state zero 
and have an error path of length two. Therefore, the four state trellis di­
agram illustrated in Fig. 3.12 is optimum in the sense that it provides the 
largest free Euclidean distance for the given complexity. The coding gain is 
defined as
where r/jj is the minimum Euclidean distance of the MPSK constellation. 
Therefore the asymptotic coding gain achieved in the above example is
In BCM employing an array code (3,2)(3.2) as an example, there are four 
information bits and each block of data, i.e. each row, can be mapped onto 
the 4-PSK signal constellation. In order to transmit each codeword, three 
symbols are required. The code rate is (J )2 = ■}. Hence, we require 3 symbols 
for transmission of 4 information bits. Therefore, the average transmission
a
(3.21)
= 3 ill)
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rate is 5 bits per signal interval. An equivalent system in terms of com­
plexity (number o f states) employing a convolutional code is a half-rate code 
(constraint length of 3) in conjunction with 4-PSK modulation, which has 
a transmission rate in 1 information bits per signal interval. Therefore, in 
BCM using an array code, the transmission rate may be increased by 33%. 
The transmission rate of BCM employing an array code increases as the num­
ber of information digits in the whole array structure increases. It has been 
shown that [Honary et al, (1993)], the minimum rate in information bits per 
channel symbol for a given complexity is log2 M  for an M-ary signalling set.
The performance of (3 ,2)(3,2) array code combined with 4-PSK modu­
lation scheme is shown in Fig. 3.15.
The performance of BCM employing array code in terms of bit error rate 
is poorer than that of TC'M using convolutional code with the same number 
of trellis states. The reason behind this is that, we can not match the coded 
bits to the signal points in the trellis structure for the array code, in order to 
maximise the squared free Euclidean distance, in the same way as in TCM 
using a convolutional code, for the reason which was explained earlier.
3.3.3 Asymmetrical Block Coded Modulation
Here, the results in section 3.2 are expanded to asymmetrical block coded 
modulation. Asymmetrical signal constellations can be applied to BCM in a 
very similar way to TCM. Here , the effect of asymmetry using array codes
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L o a (B E R )
- t -  U n c o d o d  (QPSK) *  TCMCBloek cod*.4PSK )
-C3- to f t  D oc..B lock c o d *  -A -  TCM (C onv..4PSE)
Figure 3.15: Simulation results for BCM employing a (3.2)(3.2) array code
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is examined and an optimum constellation for a given array code is found.
Consider the combination o f a 4-state trellis code as in Fig. 3.12 and the 
asymmetric 4-PSK signal set of Figure 3.16. with the (3.2)(3,2) array code. 
By inspection, the following normalised (unit radius circle) squared distances 
can be obtained:
d2 (Sooo. Son) =  4s/n2— (3.22)
d2 (Sooo- Sioi ) =  4ro.s2- (3.23)
(P(Sooo- Suo) =  4 (3.24)
From figure 3.12. assuming the all zero path as the correct path, it can be
Figure 3.10: Asymmetrical signal set for (3.2)(3.2) array code
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seen that there are twelve errors paths that diverge and remerge from the 
all zero path. Their corresponding squared free distances are shown in Table 
3.1.
Length 2
path
C ,c , 8 sin2 ?
G G 8 cos2 f
C3C3 8
Length 3
C ,c 0c , 8 sin2 f
C1C3C2 8
C,C2C3 8
c 2c 3c , 8
c 2 c 0 c -2 8 cos2 f
CzC.C, 8
C3 C2 C t 8
C3C ,C 2 8
C3 C0 C 3 8
Table 3.1: Error paths and their corresponding <ljr„  distances
To optimise the asymmetric angle, we equate:
sin2 O
2
cos2 O
2
which results in O = 90.
Therefore the optimum constellation angle for BCM employing a (3 ,2)(3, 2 ) 
array code, 4-state trellis code and 4-PSK signal set is 90 degrees.
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4.1 Introduction
The coded modulation format for multi-dimensional TCM which is under 
study defined over an expanded set of signals varying both in phase and fre­
quency. This scheme is a combination of MFSK and MPSK modulation and 
the signal points are on a sphere in four dimensional Euclidean space. The 
performance has been compared with comparable convolutional encoders in 
the binary field [Arani et al. (1991a). Arani et. al, (1993)]. It is well known 
that the performance of a TCM scheme, based on a given signal constellation, 
can be improved by increasing the number of states [Viterbi et al. (1979)]. 
In other words, coding gain is a function of the amount of memory intro­
duced by the encoder, which is the constraint length. However, as the num­
ber of states exceeds a certain value, the coding gain increases more slowly 
[Slepian, (1963)]. Thus, if the signal constellation is not changed, coding gain 
progressively diminishes. In this chapter, we consider the structure of signal 
constellations in four dimensional space. Motivation for the use of multidi­
mensional signals for digital transmission dates back to the work of Shannon 
[Shannon. (1949)]. He recognised that the performance of a signal constel­
lation used to transmit digital information over the additive white Gaussian 
noise (AWGN) channel can be improved by increasing the dimensionality of 
the signal set used for transmission. In particular, as the dimension number 
grows to infinity, the performance tends to an upper limit that defines the 
capacity of the channel [Slcpian, (1903)].
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The problem of signal design has been addressed by numerous investiga­
tors. It has been shown that a performance improvement can be obtained 
[Slepian, (1963). Wilson et al. (1984), Wilson et at, (1983). Gersho et a/, (1984). 
Welti et al, (1974). Zetterberg et al, (1977). Slepian. (1968). Biglieri. (1984). 
Jacobs. (1967), Calderbank et al, (1987)]. Uncoded four dimensional signal 
sets were considered by Welti and Lee [Wilson et al, (1984)], Zetterberg and 
Brandstorm [Zetterberg et al. (1977)], Wilson and Sleeper [Wilson et al. (1983)] 
and Biglieri [Biglieri. (1984)]. They show a 1.2 to 2.4 dB gain in noise mar- 
gill over conventional two dimensional modulation. Fonr dimensional signals 
have a special appeal, because besides being the closest thing to the widely 
used two dimensional sets, they can be implemented in radio communications 
without any increase in bandwidth, by utilising two spatially orthogonal elec­
tric field polarisations for transmitting on the same carrier frequency.
Multidimensional alphabets in conjunction with TCM can provide us with 
se\eral positive features. Larger dimensionality provides more room for the 
signals. As a consequence, larger Euclidean distances can be obtained. Thus 
an increased noise margin may be derived from the multidimensional constel­
lation itself. An inherent cost with one and two dimensional TCM schemes is 
that when the size of the constellation is doubled over the uncoded schemes, 
it may occur that the average energy needed for signalling increases. For ex­
ample, with two dimensional constellation (Q AM ) doubling the constellation 
size makes us lose roughly 3 dB [Biglieri et al, (1988)]. Without this increase 
in energy expenditure, the coding gain of TC'M would be greater. By using a
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multidimensional constellation, this cost falls from 3 dB for two dimensions 
to 1.3 dB for four dimensions [Slepian. (1968)]. because, for four dimensional 
constellations the average energy is multiplied by about \/2  when the number 
of points in the constellation is doubled.
A simple way of generating a multidimensional constellation is by time 
division. For example, if N  two dimensional signals are sent in a time interval 
of duration T. and each has duration T /.V, we obtain a 2N  dimensional 
constellation.
Most research on trellis coded modulation has been focused primarily 
on binary convolutional codes. The performance improvement by using 
non-binary codes over fading or partial interference channels is well known 
[Viterbi ct al, ( 1973)]. and classes of codes for this application have been pro­
posed by Viterbi [Viterbi, (1972), Viterbi et ul, (1975), Viterbi, (1967)]. In 
[Viterbi, (1972)], the so called dual-k codes are introduced and have been 
analysed by Odenwalder [Oldenwalder, (1976)]. He has described a class of 
non-binary convolutional codes (dual-k) with a constraint length of 2 in which 
the information and parity symbols are taken as elements of a ring of integers 
modulo n, Z„. Performance results for the dual-5 code with 32-ary signalling 
and noncoherent detection has been shown to provide 1.5 dB coding gain at 
post-decoding BER of 10"® over uncoded 32-ary signalling.
Traditionally, a general convolutional encoder is mechanised with a L 
stagi- shift register and n modulo-2 adders, where L is tin- constraint length. 
Here, we use the same arithmetic system but with a larger finite number of
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elements than the binary system. As long as the data consists merely of bit 
packages, it does not matter what arithmetic system is used by the encoder 
and decoder. Any definition of addition and multiplication, however artifi­
cial. can be invented as long as the theory of convolutional codes is still valid 
in that number system. The only price we pay is that we can no longer use 
conventional adders and multipliers to carry out the computations. The im­
portant properties of a convolutional code are linearity and time invariance. 
Linearity means that the inod-q sum of any two codewords is a codeword. 
Time invariance means that the time shift of any codeword is a codeword.
For each positive integer m, there is a set Z of integers modulo q forming 
a ring Z , [Peterson et at, (1972)], where q =  2m and so Zq has 2m elements. 
If q is prime then Z, is a field. The set of elements of Zq can be represented 
as the set of m-bit binary numbers. Therefore Z , consists of 4 distinct 2-bit 
bytes.
In conventional trellis coded modulation techniques a rate n/(n +  1) con­
volutional encoder is combined with an M = 2<n+1) signal point constellation 
through a suitable mapping to produce a coded modulation scheme, where n 
is tin* number of transmitted information digits. Here we demonstrate a trel­
lis coded modulation technique which is capable of achieving an additional 
gain over conventional TC'.YI. The principle behind this technique is to design 
a rate tnn/»n(n + 1) encoder and combine it with a g*"+1,-point signal constel­
lation in 4-dimensional space. Recently, Ryan Aj Wilson [Ryan c.t til, (1991)] 
discussed the design and performance of two classes of non-binary convolu-
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tional codes. The first class was called q-ary convolutional codes and the 
second class was binary-to-q-ary convolutional codes. In this chapter, the 
q-ary convolutional codes are considered and are combined with suitable 
mapping function with 2n+1 point signal constellation outputting n of these 
signal points one for each group of (rt +  1) encoder output symbols in each 
transmission interval. The binary and q-ary convolutional codes of the same 
constraint length have been studied. The mapping of signals are considered 
for 4-D space.
4.2 Mapping Procedure
In this section mappings by set partitioning and trellis coding are applied to 
signals that vary both in phase and frequency. The orthonormal basis for 
the four dimensional space is the four signals [Arthurs e.t til, (1962)]:
Î2Ë
¿l(t)  = y  y  cosM  + 0 ,(0 ) (4.1)
Î2Ë
¿■At) = V - jr  COSÌult -  0 ,(0 ) (4.2)
¿A t) =  ^pcos(2i*>t +  o ,(0 ) (4.3)
¡ 2  E
¿A t) =  y - jr  cos(2u>t -  0 ,(0 ) (4.4)
where u> is an angular frequency of the signal and 0 , = 2tri/M for i =
1.2..... M  in M-ary signalling. The new scheme is most easily explained by
means of an example. Suppose we want to transmit 1 bit/T , where T is the
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modulation interval. A popular scheme is BPSK, in which various combina­
tions of the one bit select one of the two phase shifts to be applied to the 
carrier. Ungerboeck [Ungerboeck, (1982)] couples a rate R =  1/2 convolu­
tional encoder and an expanded signal set, namely an 4-PSK constellation, 
in which different combinations of the two bits at the output of the encoder 
select one of the four phase shifts. In our scheme, the 1 sym bol/T that we
Figure 4.1: Non-binary Z.t convolutional encoder
want to transmit is fed in to a non-binary Z4 convolutional encoder as shown 
in Fig. 4.1 to produce two symbols from the Z4 set i.e {0 ,1 ,2 ,3 }. Therefore, 
the output of the encoder ran produce one pair of these symbols out of the 
sixteen possible combinations of them. These combinations are:
(00, 01. 02. 03, 10, 11, 12, 13, 20. 21, 22, 23, 30, 31. 32. 33} (4.5)
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In the q-arv codes, the information symbols are elements o f Zq , and each 
cell in the shift register stores a q-arv symbol. Clearly, the q-ary encoder 
has qL~' possible states, where L is the constraint length of the encoder. 
The trellis diagram for the above encoder is shown in Fig. 4.2. It should be
Figure 4.2: Trellis diagram for the Z\ encoder
noted that the number of branches from each state is four but in the case of 
the binary convolutional code is two. In the Ungerbocck scheme, in order to 
transmit n bits, a 2,"'HI point signal constellation is used. It is obvious that 
in Zq , in order to transmit n symbols, a point signal constellation is
required. Therefore, in the cas«- of «/ = 4 and n = 1, 1G signal constellation
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points are needed. The information source produces every T seconds one 
of the sixteen equally probable messages Sm(t) m =  0,.... 15 in the form 
[Arthurs et al. ( 1962)]
So(f) = üoi^l(f) + O02^ l(t) +  Q03ÿ'3 (0 +  «04^(0
S„(t) = o n,^i(f) + n„2^(t)  +  an3f?3(0 +  QnAÇ*(t) (4-6)
Sm{t) = ClmllrlfO 4" 4" Ofn3y'3( t ) ~t* il ru4 y-l( t )
where ç , for t = 1,2.3.4 are as described in Eq. 4.1 to 4.4 and the a (J are 
real numbers given by the formula
iUj =  J" SAt)Vj(t)dt (4.7:
and <t>i € {0, tr/4, ff/2.3tr/4, tr, 57r/4, 3tt/ 2, 7^/4}. 
In the case of MPSK,
rp
o,i =  V f . cos —
rr. ■ 2 m 
n n  =  V E  sin —
(4.8)
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and in the case of MFSK
V È  if i =  j
0 otherwise
The signal space spanned by such signals is four dimensioual, but for the 
purpose of illustration, we can represent them as points in two different two 
dimensional planes. The mapping by set partitioning procedure is shown in 
Fig. 4.3. In this procedure, we begin by partitioning the original signal point 
constellation into two constellations each with maximum distance among its 
signal points. Therefore in the case of BFSK-8PSK, assuming E =  1 (i.e. 
unit circle), the following coordinates ran be obtained:
So =  ( 1. 0 . 1.0 ) S  i =  (-0.707.0.707.0,1)
Si =  (-0.707.-0.707.0,1) S3 =  (0. -1 .1 ,0 )
S4 =  (0.1,1,0) S,i =  (1.0.0.1)
So =  (0.707. -0.707.0.1) S 7 =  ( -0.707, -0.707,1,0)
(4.9)
SH = (0.707.0.707.1.0) S» =  (0.1,0.1)
Sio = ( - 1. 0 .0 , 1) S| | =  (-0.707,0.707,1,0)
S|2 =  (0.707.-0.707.1.0) S,3 =  (0.707,0.707,0.1)
S,4 =  (0.-1.0,1) s  15 =  ( - 1, 0 , 1. 0 )
The distance between a pair of points, A', V, with coordinates (.r|, xj, • • •, .r*. )
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and ( i/i, ;/2>1 •- ,yk). respectively in k dimensional space is given by the for-
nmla
d (X .Y ) \ -  ut) 2
N >=i
(4.10)
It follows readily that the distance between a signal point S, with coordinates 
(k,i . k,2, • • •, K,fc) and the origin of the signal space is given by
d(S„ 0 ) (4.11)
The mapping of the output symbols in the trellis diagram (Fig. 4.2) to the
Figure 4.3: Set partitioning of BFSK/8-PSK in 4-D space
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n Fig. 4.3 is as follow:
o 0 1 11 — . S10 (4.12)
22 i— * 5s 33 ►—» S15
10 k— S9 21 1— * S3
32 k— S4 03 k— Su
20 k— Si 31 k— S8
02 i— . S7 13 Si 3 (4.13)
CO 0 1 01 —  S l 2
12 — . S6 23 i— ♦ S, i
In Fig. 4.2. assuming the all zero path as the correct path, there are three 
error paths namely ( 11,10), (22.20) and (33,30), i.e. (Sw.Sg) , (Sr,. Si) and 
(S u ,S i), which have length of two, leaving state 0 and returning to state 0 . 
Using the above mapping and Eq. 4.10, their distances can be calculated as:
rf/r„(Sio,Sf>) ^ ( S .o .S o )  +  da(S».So) (4.14)
=  0.0 +  4 .0= 10 .0  (4.15)
rf?r„ ( 5 , .5 2) =  rf^Sj.So) +  (P(Si,S0) (4.16)
= 2 .0+  5.4 = 7.4 (4.17)
d }r„ ( 5 1» .5 ,)  = rf2(5 „ .5 o )  +  rf'i (5 ,,5 0) (4.18)
= 4 .0+  5.4 = 9.4 (4.19)
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Therefore the minimum Euclidean distance in the set of all paths that diverge 
and reemerge is d /r«(S s, S2) =  7.4.
4.3 Performance Evaluation
In regard of the complexity of the system , it was mentioned earlier that 
in Zq conventional adders and multipliers can no longer be used in order to 
carry out the computation. Also, it should be noted that, in a Zq convolu­
tional encoder, each cell in the shift register stores a q-ary symbol. In the 
performance evaluation, these differences will not be considered in detail and 
simply the price to pay in terms of hardware complexity by moving from 
binary to non-binarv field is accepted. Our comparison will be based 011 the 
rate of the code and the performance of it in terms of free Euclidean distance.
I11 order to compare a binary convolutional encoder o f the same constraint 
length and rate in which its output can be mapped to the same number of 
signal points, certain modifications are required. The rate of the Z\ convo­
lutional encoder is 1/2. At each interval, two binary information bits are 
encoded into four bits. The binary convolutional encoder of rate 1/2 and its 
corresponding trellis diagram is shown in Fig. 4.4(a)(b).
The two output bits can be mapped to one of the 4 signals which are 
available at any instant of time (e.g.4- PSK). But in the case of BFSK- 
8PSK, we require 1C signals for representation. One wav of achieving this, 
is to consider more consecutive input bits. If we consider 2 input bits, two
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(a)
M O D -3
OUTPUT
(b)
(c)
Figure 4.4: Binary convolutional encoder its corresponding trellis diagram
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channel symbols can be produced {00,31,10,21.03,13,32.22}', then we only 
have 8 signal points. Therefore, we consider 3 consecutive input bits which 
are capable of producing one of the following possible 10 channel symbols 
(see Fig. 4.4(c)). These are:
{000.003.031,032.100.103.131.132.210.213,221.222,310.313.321.322} 
These symbols can be mapped to sixteen symbols in Fig. 4.3.
000 e— . So 210 •— -  S 8 (4 .2 0 )
003 *—  S, 213 t— * s 9
031 i— * Si 221 •— » 5 io
032 i— ► S3 222 i— ► S i i
100 >— > S4 310 i— ►5,2
103 i— > S5 313 t— ►5,3
131 t— . S„ 321 i— ► S|4
132 i—  S7 322 i— ► 5 u
Each of these symbols contain 6 bits of which 3 are information. These 
'Hire. 3 and 2 represent 11 and 10 in binary format respectively
4.3 Performance Evaluation 82
16 symbols can be mapped to BFSK-8PSK signal space. This procedure is 
shown in Fig. 4.5. Assuming the all zero path as the transmitted sequence,
BFSK-8 PSK
Figure 4.5: Illustration of mapping procedure
then the shortest error path after 3 consecutive input bits in Fig. 4.4(c) is the 
(3.2,1) path and in the 4-D space* its distance is equivalent to the squared 
distance between symbol 000 and 321 i.e i/*(So. S|4). Using 4.10, this distance 
can be calculate as:
A S o'Sh ) = (x? -  ¿/,14)2 *4- (x!j -  «JV  + (.r, -  //]4)2 + (xj -  ,yj4)2 (4.21)
where (x®, •••,x4) and (y{4,* • • ,j/{4) are co-ordinates of 50 and S |4 respec-
2T h r f f  i n f o r m a t i o n  b i t * /3T  i.e. 1 hit  o f  traiin in it ted  i n f o r m a t io n  / T  linn been
considered.
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lively. Therefore, the free Euclidean distance is (fl (S0, S14) = 4.0.
The asymptotic coding gain (G), in dB, compared with some suitable 
reference system is defined as [Viterbi et at, (1979)]
where cPrtj  and <fjrrt are the free Euclidean distance of the reference system 
and the system under consideration. Therefore, the achievable coding gain of 
TCM by using the convolutional encoder in Z4 rather than the conventional 
binary encoder, in 4-D space is
4.3.1 Dual-k Convolutional Code
I11 the dual-k convolutional encoder shown in Fig. 4.6(a), two encoders 
identical to the one used previously, ar<‘ connected in parallel. Two bits are 
entered into this encoder and 4 encoded bits are produced at the output 
using two modulo-2 adders. The trellis diagram of this code is shown in Fig. 
4.6(b). In this system, there are three error paths that must be considered.
(4.22)
G =  10 log( 7.4/4.0) =  2.7rID (4.23)
djrJ S l4 ,S 7) = A S m.S o) +  '/*(S7,S0) (4.24)
= 4.0 + 3.4 =  7.4 (4.25)
r/?r„(S ,. S2) = A S ,,S „ )  + So) (4.26)
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MOD-t
OUTPUTS
(a )  B in ary  C onvolu tional Encoder
(b ) T re llis  D iag ram
Figure- 4.G: Trellis diagram for 2/4 rate binary convolutional encoder (dual k 
code)
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=  5 .4+  5.4 =  10.8 (4.27)
d/r"(Sis- S?>) = d2 (Su, So) +  d2(Ss, So) (4.28)
=  4 .0+  5.4 =  9.4 (4.29)
Therefore, the smallest free Euclidean distance in this case is equal to 7.4. 
This means that the performance achieved by this dual-2 code is the same 
as the Z4 TCM scheme.
4.3.2 Uncoded Transmission
The purpose o f coding is to gain noise immunity beyond that provided by 
standard uncoded transmission at the same data rate. Hence, we compare 
the performance of TCM over Z t with uncoded transmission at the rate of 2 
bits/2-dimensional signal shown in Fig. 4.7a.
In this case, all allowable signal sequences are all the elements o f Z.\. 
To achieve uncoded transmission o f a 4-dimensional symbol at a rate of 4 
bits/symbol, simply two copies of this scheme is taken (Fig. 4.7b). The state 
transition (trellis) diagram for the uncoded case is shown in Fig.4.7c. This 
representation is only to illustrate the uncoded scheme from the viewpoint of 
TCM. Every connected path through the trellis represents an allowed signal 
sequence. In this case 8 parallel transitions can occur which do not restrict 
the sequences of BFSK-QPSK signals that can be transmitted, that is. there 
is no sequence coding. Hence, the optimum decoder can make independent
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nearest signal decisions for each noisy BFSK-QPSK signal received. The 
smallest squared distance (squared free distance) between the BFSK-QPSK 
signals is 2. Hence, use of 4-dimensional TCM over Zj will result in asymp­
totic coding gain of
10 log (t^ free Icorfrrf 
(d/ree )uncoded
10 log Y
5 .7dB
(4.30)
over uncoded BFSK-QPSK signals.
4.3 Performance Evaluation 87
Figur«- 4.7: Uncoded BFSK-QPSK
C h a p te r  5
A d a p t iv e  T re llis  C o d e d  
M o d u la t io n
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5.1 Introduction
Packetised data transmission for mobile satellite or terrestrial radio services 
in a fading environment achieves reliable transmission if a combination of 
automatic repeat request (ARQ) and forward error correction (FEC) is used 
[Lugand et al, (1989)].
For data transmission schemes where a return channel is available. ARQ 
schemes guarantee high reliability for good (low error rate) and moderate 
channels [Yamamoto et al. (1980)]. The throughput performance degrades 
if the channel is bad or time-varying. A combination with FEC to form 
a hybrid system combines the advantages of both methods. For this rea­
son. the concept of embedded encoding, based on block codes, was proposed 
[Darnell et al. (1988a), Darnell et al, (1988b), Zolghadr, (1989)]. In this en­
coding scheme, a block of information is divided into streams; each stream 
is then encoded at a different rate. The resulting encoded block is then 
transmitted in an ARQ environment [Lin r.t al, (1984)]. The assumption be­
hind the technique is that at least one of the rates will normally be received 
successfully over a wide range of channel conditions.
In the transmission of a convolutional code, the error probability becomes 
smaller as the constraint length increases, but the implementation complexity 
of a Viterbi decoder increases [V'iterbi, (1971)]. When a receiver can use 
a feedback channel to request retransmission, a convolutional code with a 
shorter constraint length should perform better than a larger one without a
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feedback link.
Performance improvements which result from modification of the origi­
nal embedded code by using convolutional codes and Viterbi decoding have 
been reported [Zolghadr et al. (1988)]. In this scheme, high rate punctured 
convolutional codes [Cain et al, (1979). Yasuda et al, (1983)] are used for the 
purpose o f error correction and rate variation. Coding and modulation were 
treated independently which implies that only two parameters could be ad­
justed to improve the system performance, namely, transmitted power and 
channel bandwidth. Specifically, for a fixed error probability, an increased 
data rate necessitates a wider bandwidth.
With the growth of digital communication systems, bandwidth limitations 
are progressively becoming more significant. To overcome this problem, it is 
possible to couple coding with multi-level modulation [Ungerboeck, (1982)].
In this chapter, the novel concept of embedded trellis coded modulation 
[Honary et al, (1990)], which is based on the original embedded encoding 
[Darnell et al, (1988a)] and embedded convolutional code [Zolghadr et al, (1988)] 
is described. The performance of embedded TCM has been analysed using a 
simulation technique.
5.2 Embedded Trellis Coded Modulation
Trelliscoded modulation (TCM), which is a technique wherein a rate r»/(n +
1) trellis code is combined with a 2" +l point signal constellation to produce
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coded modulation has no bandwidth expansion relative to an uncoded 2" 
point modulation of the same type, yet gives significant performance im­
provement [Ungerboeck, (1982)] . Here we demonstrate a TCM technique, 
combined with the embedded convolutional code [Honary et al. (1990)] , in 
an ARQ environment which employs a real-time channel evaluation (RTC’E) 
[Darnell, (1983)] method for an adaptive system. In embedded trellis-coded 
modulation an M-ary modulation scheme is used to obtain coding gain on 
channels with very limited bandwidth. Fig.5.1 illustrates the coded modula-
IN P U T DATA
Figure 5.1: Block diagram of embedded TCM system
tion system for 4. 8 and 16 level F’SK. The system comprises the following
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elements:
• data source, generating binary data;
• 1/2 rate convolutional encoder:
• three different mapping schemes;
• three modulator selectors and corresponding buffers:
• transmitter, receiver and the channel:
• I &: Q evaluator:
• metric evaluator:
• 1/2 rate Viterbi decoder:
• error limiting system:
• data sink buffer.
Tin- first bit in the input information stream enters a half rate binary con­
volutional encoder; the output o f the encoder together with two (uncoded) 
bits from the information source, select one of the sixteen possible phases 
in the 16-PSK phase plane. The second bit in the input information stream 
and the encoder output, select one of the possible phases in the 8-PSK phase 
plane. Finally, the two output bits of the encoder are mapped to the 4-PSK 
plane.
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Now, consider the case where each selector’s buffer consists of GO bits; the 
number of symbols in the buffers of selectors 1, 2 and 3 are 15, 20 and 30 sym­
bols respectively. The number of information bits in each buffer is 45, 40 and 
30. Therefore, the streams are coded with rates 3/4. 2/3 and 1/2 for selectors 
1, 2 and 3 respectively. These blocks are then transmitted serially and in a 
specific format i.e. 16-PSK first, 8-PSK second and finally 4-PSK. Note that 
unlike the embedded convolutional coding technique [Zolghadr e.t nl, (1988)], 
the resulting streams have the same block length, thus removing the need for 
code puncturing and subsequently insertion o f erasures at the receiver.
At the receiver, the demodulation and decoding processes are combined 
together. Since one type of encoder is used, the decoding process can be 
carried out using a single Viterbi decoder. In order to perform the decod­
ing procedure, the inphase and the quadrature ( I & Q ) components of 
the received signal are evaluated. This is used to calculate the squared Eu­
clidean distances. The calculated likelihood metrics are then passed on to 
the maximum likelihood soft decision decoding algorithm.
The real-time channel evaluation is done via further use of the soft de­
cision information within the decoder. ARQ is initiated from this addi­
tional RTCE information obtained from the Viterbi decoding procedure. The 
Viterbi decoder employs the Viterbi algorithm for implementing maximum 
likelihood decoding (MLD), specifically to perform error correction on the 
received bit stream by evaluating tin- accumulated path confidences. The 
error limiter measures probability of error o f the decoder after the initial
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correction lias been performed by the Viterbi decoder. Due to the nature 
of the decoding procedure for the convolutional codes, in an ARQ situation 
the decoder buffer must be "flushed” [Lin et al. (1984)]. In order to accom­
modate this requirement in a repeat request condition, the transmitter will 
re-transmit the rejected streams. Subsequently, this action overwrites the 
old contents of the decoder buffer. The decoding then commences as soon as 
the decoder buffer is full.
The error control technique described above can be viewed as an adap­
tive hybrid ARQ scheme [Lin et al. (1984)], in which the information is en- 
coded/modulated using code and modulation schemes o f increasing error 
correcting capability. Thus, at times when the bit error rate (DER) is rel­
atively high, only the stream encoded with the most powerful (in terms of 
low BER) modulation scheme may be accepted, at the expense of low overall 
transmission rate and a subsequent reduction in system throughput efficiency. 
However, when the channel SNR is comparatively high, the stream using the 
highest modulation level (less powerful) is accepted, resulting in an increase 
in the system throughput efficiency.
In an ARQ system, however, the decoder buffer imposes a need for data 
buffering and more complex protocols. This problem is somewhat amplified 
when the embedded trellis coded modulation (ETC'M) format is employed 
iti the ARQ system. The outputs of the modulators are at three different 
rates. At the receiver, the MLD uses three buffers to store the most recent 
trellises, where i is the stream number and L< is the decoder search length.
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The search lengths, Z,,, are arranged to be equal to the block size of the 
coded/modulated streams. Therefore, decoding can only commence when 
one complete block has been stored in the MLD buffers. This arrangement 
simplifies the ARQ protocol since, at the end of decoding any given block, 
the most recently transmitted block will be in the buffer; at this point, the 
error limiter can decide whether the coded/modulated stream is acceptable. 
The error limiter can reach four possible decisions: these are:
(a) accept the whole block (of stream 1.2 and 3);
(b) accept stream 1:
(c) accept stream 2:
(d) accept none o f the streams (even if stream 3).
In the first case, when- all the streams are accepted, the decoding continues 
as normal and the transmitter sends the next coded/modulated block in the 
queue. In the second case, when a segment of the block is accepted, tin- 
decoder prepares for its buffers to be flushed. This involves resetting all 
the decoder variables and pointers. In this situation the first received block 
is used to overwrite the contents of the decoder buffers and the decoding 
commences as soon as the second block is received. A similar procedure is 
applied in the third case. In the case where none of the streams are accepted, 
the whole block is retransmitted.
In an ARQ situation, the transmitter behaves somewhat differently. If 
the transmitted block is accepted, the normal mode of operation is cunt in-
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lied. The repeat request from the receiver causes the rejected streams to he 
modulated with a more powerful modulation scheme. Depending on which of 
the streams has been accepted, the information digits in the rejected streams 
are collated with the addition of some new data (if required), to form a new 
data block. At the receiver, the first data block is used to fill the decoder 
buffers prior to transmission of the new data block.
Figure 5.2: Block diagram of half rate convolutional encoder
The convolutional encoder used consists o f a 3-bit shift register, two sets 
of taps and modulo-2 adders. The generator polynomials of the code. G, and
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G 2 , are
G 1 =  A 2 4- A  4- 1 (5.1)
G2 =  A' 2 4- 1 (5.2)
The resulting convolutional encoder is shown in Fig.5.2. The trellis repre­
sentation of encoder/modulator configuration is shown for 4.8 and 16 levels 
in Fig.5.3. The trellis diagram corresponding to the 1/2 rate code (stream 3) 
is shown in Fig.5.3(a). This trellis has 4 states, each of which has two inputs 
and two outputs (i.e branches). The trellis for 8-PSK (rate 2/3, stream 2) 
(Fig.5.3(b)) has twice as mauy branches, with essentially the same connec­
tivity, but with all branches paired, since the input bit. which does not enter 
the rate 1/2 encoder produces two branches with identical connectivity. All 
pairs of states connected in Fig.5.3(a) by a single branch are now connected 
by four branches for 1G-PSK (rate 3/4, stream 1) trellis diagram, each corre­
sponding to one of the four values of the two input bits, which do not enter 
the encoder.
The analysis of the channel is based on the following model: the message 
source generates a stream of equally likely messages which are then encoded 
and subsequently used to select one of in possible distinct waveforms (each 
with duration T) for transmission across the channel. The choice of waveform 
depends on the encoder's tap configuration and on the waveforms transmitted 
in the preceding time slots. Tin- medium coupling the transmitter to the
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<«>
Figure 5.3: Trellis representation of (a) -t-PSK, (b) 8-PSK, (r) 1G-PSK
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receiver is assumed to add stationary, white, zero-mean, Gaussian noise to 
the transmitted signal. The received signal r(t) is given by
r(t) =  st(t) +  n(t), 1 < t < m  (5.3)
where n(t) is a noise sample function, having a constant power spectral den­
sity function equal to iV0/2 ; N0  is noise energy per symbol and s, is the 
transmitted signal. By selecting a value for the standard deviation o f the 
noise, the SNR of the system is set.
The metric evaluator is used in conjunction with the soft-decision de­
coder to perform error correction. The input to this unit is the Euclidean 
distances which are generated by the I and Q evaluator. These values are 
sent to the metric evaluator in order to obtain the corresponding metric val­
ues for a particular received symbol and modulation level. Depending on the 
modulation scheme, the metric evaluator determine the Euclidean distance 
between the received symbol and all possible constellation points available 
with that particular modulation scheme. Once the Euclidean distance values 
corresponding to one channel symbol have entered the metric evaluator, the 
following steps are performed:
(i) decide on the possible transition from the initial node. In the ca se  
of 8 and 10- PSK, this includes all the multi-paths;
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(ii) allocate metrics for all possible transition branches leading off that 
node;
(iii) repeat the above steps for all possible nodes in the trellis;
(iv) once completed, output the trellis values to the decoder.
The path metrics are then simply the result of the addition of the metrics of 
each branch.
As a by-product of the Viterbi algorithm, the accumulated confidence 
metric of the greatest likelihood path (correct path) is readily available. The 
RTCE system retrieves this information and causes the decoder to make an 
additional pass through the trellis in search of the next greatest likelihood 
path (second path). In order to find the second path, the same Viterbi 
decoder is used, however, the decoder is not allowed to search all possible 
branches. It is clear that, for the second path to be the nearest error path 
to the correct path, it must originate from the same state as the correct 
path: and should differ from the correct path by at least one branch. This 
branch must include the branch corresponding to the transition from the 
initial state to the next state. The decoder is not therefore allowed to pursue 
paths emerging from the first branch of the correct path. It is evident that 
when the channel conditions cause an incorrect path to be chosen, the error 
detection metrics are reduced in magnitude. Error detection metrics are a 
good indication of the level of noise in the channel.
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The probability of error of the Viterbi decoder is dependent on the channel 
SNR: therefore, once the channel SNR is determined, an estimate of the 
output probability of error from the decoder for each of the three modulation 
schemes can be obtained.
5.3 Performance Evaluation
In the embedded trellis coded modulation scheme, the three streams were 
implemented using a single rate 1/2. constraint length 3 convolutional en- 
coder/decoder with appropriate modifications of the metric input sections. 
Combination of uncoded and convolutional encoded bits were mapped to 
three different constellation points in order to generate the multi-rate code. 
Therefore, the convolutional encoder portion o f the trellis is now fixed for all 
three data rates.
Since in the optimum design of a conventional trellis code, the convolu­
tional encoder portion is not fixed, the above configuration is sub-optimum 
[Viterbi r.t «/. (1979)] . By limiting the code to incorporate a rate 1/2 con­
volutional encoder, we force the existence of two and four parallel paths per 
branch for 8-PSK and 1G-PSK modulation schemes respectively. Therefore, 
the free Euclidean distance which is a measure of code performance is now 
limited by the minimum distance among the parallel paths, which has a 
smaller value. Table 5.1 presents the performance of trellis-coded M-PSK for 
4-, 8- , and 1G-PSK modulations with single and parallel branches for 4 and 8
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states trellis. It can be seen that, for example in the case of 8-PSK, in order 
to reduce the number of parallel transitions between states from 2 to 1, the 
number o f st ates is increased from 4 to 8 . In this case, 0.6 dB coding gain can 
be achieved in expense of increased in complexity of decoding. Therefore, 
having parallel paths for each branch does not contribute very much towards 
loss in coding gain in the embedded trellis coding scheme.
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Table 5.1: Performance of rate n/(n +  1) trellis-coded M-PSK vs. uncoded 
M/2-PSK
Fig.5.4 shows the probability density function (pdf) of the error detection 
metrics at the output of the 1/2 rate Viterbi decoder for a channel SNR of 
5, 9 and 15 <113. with the decoder search length, L, set to 30. It is clear from 
the diagram that the variance of the pdf is distinct for a given channel SNR 
value. Therefore, the error detection metrics are a good indication of tin- 
level of noise in the channel.
The error limiter therefore averages tin- amplitude of the error detection 
metrics and compare them with a set of previously obtained thresholds. The 
thresholds are arranged such that the overall output probability of error of 
the system is kept In-low a specified maximum value.
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Figure 5.4: Pdf of metrics for channel SNR of 5. 9 and 15 dB
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Fig. 5.5 shows the effect of the channel SNR on the probability of error 
(BER) for the three modulation schemes. The performance of uncoded 4- 
PSK is shown only for comparison. It can be seen that, by crowding more 
signal vectors into the signal space (16-PSK). increase in bandwidth utilisa­
tion at the expense of error performance can be achieved [Clark et <il, (1988)].
The embedded trellis coded modulation performs well in environments 
where the channel SNR varies continuously. Fig.5.5 provides some insight 
into a basic trade off in ETCM. To obtain an overall system bit error rate 
of It)-5, when the Ei,/N0  is less than say 4.5 dB, none of the streams are 
accepted, thus improving the reliability o f the system. At higher channel 
SNR (4.5dB < Eh/No < 6.5rID) stream 3 is accepted. It is clear that in this 
range of £(,/.Vo, the system’s overall probability of error is bounded by the 
performance of the 1/2 rate code and 4-PSK modulation. Both streams 3 
A: 2 are accepted at higher values of SNR (i.e. G.5(IB < E^/No < 1(UID). 
Stream 1 however is only accepted at E^/Nq > 6illi, where the rate of the 
overall system is at its highest, i.e. 16-PSK modulation is used. Here, it can 
be seen that the 16-PSK stream has a higher rate o f transmission but the 
vulnerability of its symbols to errors due to noise in the channel is higher 
than for 8-PSK, which has a lower transmission rate. Therefore, in contrast 
to the embedded convolutional code [Zolghadr et «/, (1988)), as the rate of 
the code is adjlisted, the level of symbol protection alters according to the 
level of M-ary modulation scheme.
It is clear that in comparison to conventional fixed coded/modulation
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QPSK (rate —1/2) 
-O -  S-PSK (rate —2/3)
Figuro 5.5: Forformance comparison of embedded trellis coded modulation
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schemes, an improvement in terms of overall system throughput at a fixed 
BER can be obtained. For example, at BER of 10-5, and ft/A 'O  > 10 
dB, where all streams are accepted, the throughput is higher than the case 
where only a 1/2 rate convolutional code and 4-PSK modulation scheme is 
used. Although, for the condition where Eh/N0 <  10 dB the ETCM proves 
less efficient, this must be viewed in the context of a time variable channel 
and it is assumed that at least one of the rates will normally be received 
successfully over a wide rauge of channel conditions, hence improvement in 
terms of reliability can be achieved over conventional TCM systems, when 
used in an ARQ environment.
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6.1 Introduction
The performance of a digital data transmission system can often be improved 
by using a suitable convolutional coder to form the transmitted symbols, to­
gether with au appropriate decoding process at the receiver [Viterbi, (1967), 
Viterbi, (1971)]. The optimum decoding of the code is achieved by a maxi­
mum likelihood process which selects, as the decoded message, the possible 
sequence o f data symbols fed to the coder, that has the maximum likelihood 
function [Gallager, (19G8)]. The decoder holds in store a fixed number of 
the more likely sequences of data symbols, and their associted metric, and 
operates on the received signals, after the latter has been sampled once per 
code symbol. In the presence of stationary additive white Gaussian noise, 
giving statistically independent Gaussian noise samples at the input of the 
decoder [Clark, (1977)], and when the different possible received messages arc 
equally likely, as is assumed here, the maximum likelihood sequence is the 
one which is most likely to be correct. This sequence is the possible sequence 
of data symbols which is fed to the coder for which there is the minimum 
unitary [Clark, (1977)] distance between the sequence of the corresponding 
received samples in the absence of noise and the samples actually received 
by the decoder [Viterbi, (1971)]. Therefore, under the assumed conditions, 
maximising the likelihood function is equivalent to minimising the unitary 
distance.
A practical optimum decoder employs the Viterbi algorithm [Viterbi, ( 19G7),
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Viterbi. (1971), Clark, (1977), Omura, (1969), Heller et al, (1971), Forney, (1973)]. 
which utilises the structural and distance properties of convolutional codes 
systematically, to achieve maximum likelihood (minimum distance) decod­
ing. However, the Viterbi algorithm has generally been considered impracti­
cal for codes other than those having relatively short constraint lengths (for 
example, less than about 10 for a convolutional code operating on a binary 
signal). This is because of the exponential growth in equipment complex­
ity o f the Viterbi decoder with the code constraint length. Theoretically, 
many convolutional codes with large constraint lengths give a better toler­
ance to additive white Gaussian noise at very low error rates than those with 
short constraint lengths, as long as optimum decoding is used. However, 
optimum decoding is now difficult, if not impossible, to achieve in prac­
tice. A number of decoders (detectors) that come close to achieving the 
maximum likelihood (minimum distance) detection of the received signals 
without, however, requiring nearly as much as computation and storage as 
does tin* Viterbi decoder (detector), have been developed in recent years 
[Russell ct nt. (1976), Foschini, (1977), Clark et al. (1978)]. They are known 
as near maximum likelihood decoders. These decoders operate with fewer 
stored metrics than the corresponding Viterbi decoder. The method of se­
lecting the stored vectors differs from one system to another, but it generally 
uses, as a measure of the goodness of any stored metric value, the unitary 
distance squared between the sequence of samples received in the presence 
and in the absence of noise. The greater the unitary distance squared or
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metric value, the less likely is the sequence to be correct. The sequences 
with the highest metric values are simply discarded.
In certain decoding algorithms, the soft decision information is used in a 
straightforward manner such as for tree codes.
In a Viterbi decoder, each time a new branch is received the branch metric 
computer determines a new set of metric values for each of the different 
branches which appear in the code trellis. For rate 1/2 codes there will be 
four different values or in general ,2" values for codes having n symbols per 
branch. In the most straight forward case the branch metric is simply the 
sum of the individual metrics associated with each received symbol. To find 
the metric values requires calculation of the Euclidean distance between the 
received symbol and hypothesised symbol. When the branch metric values 
are used to compute path metrics, it is clear that the number of metric values 
that is required to represent each path can increase or decrease the complexity 
of the decoder. Therefore, the complexity of the decoder is a rather strong 
function of the number of metrics that are required to represent each of the 
paths. Thus, in many situations it is desirable to keep this number as small 
as possible.
In our new decoding method [Arani e.t til, (1991 )|, we have overcome some 
of the existing limitations in implementation of the Viterbi algorithm. Firstly, 
the soft decision information is used directly in the decoding procedure and 
this means that there is no need to calculate the Euclidean distances. Sec­
ondly, there is no need to store the metric values H t each node, although
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storage of certain values o f inphase and quadrature components of the re­
ceived signal are required, which will reduce the overall amount of required 
storage. Finally, the add-compare-select (ACS) circuitry [Clark et al, (1988)] 
in the decoder is simpler, because the comparison is done by zero threshold 
level.
In this chapter the new decoding algorithm for convolutional codes is 
introduced. It has been shown that the decoder complexity is reduced sub­
stantially in comparison with a conventional Viterbi decoder. The particular 
application studied is that of trellis coded 4-PSK modulation.
6.2 Metric Evaluation
In order to evaluate the computational requirement for Viterbi decoding 
algorithm, consider the trellis structure shown in Fig.6.1 for the binary 
(n .k 'L )  convolutional encoder, with k input, n output and memory (con­
straint length) L bits. In Fig.C.l, the branch leading from S, to state Sj o f 
the next stage is denoted as b,j. The Viterbi decoding algorithm searches for 
the shortest path in the trellis diagram by survivor metric evaluation. There 
are 2*,t_1) candidate paths leading to a certain state Sj at time t. Each path 
consists of the survivor path leading to 5, at the (t -  l )"1 stage from S, to 
Sj at the t'h stage by the branch by.
The computations required for each state are to find the survivor metrics 
and determine the survivor path among all the candidate paths to Sj. Let
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Figure 6.1: Generalised trellis structure
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■J(j) denotes tlie set of indexes i o f the 2k states of previous stage S, leading 
to Sj, each with a branch 6,, on the trellis. In Fig.6.1, for state S 2 at t +  2, 
J(2) = {1.2}. Path metrics for all the candidate paths of Sj, denoted by 
pm(i , j , t)  for all j  6 J (j), will be evaluated via likelihood measurement 
function / .  and the maximum metric among them will be chosen as the 
survivor metric sm (j,t). Let r(t) be the n bit word received at the t'h stage 
and w (i.j)  the valid segment of transition e,} . The p m (i,j,t)  and sm (j,t) 
are related as
p m (i,j,t)  =  f{r(t),  w (i,j), am(i, t -  1)} (G.l)
=  max(pm(i,j,t)) ( G . 2 )
where max is the maximum comparator and is applied over all S, with
« €  J ( j ) .
Let us consider the trellis diagram (Fig.G.2(a)) for convolutional code 
(2.1.3). This trellis can be modified by combining p stages with p branches 
selected as a single branch. In Fig.0.2(b),the first two sub-trellis have been 
merged. Therefore, each branch is equivalent to exactly a two branch path 
in the original trellis diagram. The mapping of several sub-trellises into a 
single trellis can be explained by an example. Assume that /</»((), l , f  + 1) 
in Fig.0.2(b) is chosen as the survivor metric for S| at the (t + 1) stage and 
ptn( 1.3. f + 2 ) as the survivor metric for S;t at (f + 2 )lh stage, then the 2- 
branch path Ptjt.t+ 2  composed of bu,i and h|,j is one of the candidate paths of
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Figure 0 .2: Trellm structure for (2,1,3) convolutional code
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S3 at the (t +  2)'h stage. In the conventional Viterbi decoding, pm( 1,3, t +  2) 
is calculated as follows:
pm(l, 3, f +  2) =  f (r (t  +  2 ) ,w (l ,3 ) ,sm (l , t  +  l ))
=  f (r ( t  +  2 ),tc(l ,3 ),max(pm(i, l . f  +  1)))
=  f (r ( t  +  2 ),u> (l,3 ),pm (0 ,U  +  1)) (6.3)
=  f (r ( t  +  2 ),u '(l,3 ). f (r (t  +  1). u-(0.1), sm(O.f)))
=  f ( f ( t  +  2 ), u*( 1.3). f (r (t  +  1), «'(0 . 1), max(pm(t',0, ())), ■ • •)
Using this technique requires update availability of survivor metrics for all S, 
with / € J(j). This requires excessive data access operation and storage. In 
the case where p stages are merged into a single one. in successive branches 
will be taken into an integrated branch. Therefore, the survivor metric for 
each state will be updated every p stages and the number of data access 
operations can be reduced p times. In order for survivor metric evaluation to 
be compatible with the original Viterbi algorithm, the mapping of the trellis 
diagram to a combined one must be done in one to one correspondence to a 
p branch path in the original trellis. The reason for this requirement arises 
because there is exactly one path between any pair o f nodes which arc L 
stages apart. Over p stages where p <  L, there arc either one or no paths 
between any arbitrary pair of nodes. Hence, each p branch may be uniquely 
specified by its starting and finishing state.
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6.2.1 Transmission Channel and the Receiver Model
The possible transmitted signal, in the case of 4-PSK can be mathematically 
expressed as
Si(t) =  s/(2E.IT)sin\2nft + #,(#)]
=  0 i(t)JË ]eosO ,(t) (6 .4 )
where
for 0 < t < T. I =  1. 2.3 .4  where 
O i( 0  =  s in ( 2 f f / f )
O2<0 =  tj(ji)cos(2itft) (6.5)
for 0 < 1 < r .
T = symbol duration 
f  = carrier frequency
E, =  J  Sf( t ) dt =  energy ¡ter symltol ( 6 .6 )
fort =  1. 2,3.4
».(t) = tr( 2/ — 1 )
4 0 < t < T (6.7)
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Depending on which symbol is transmitted, because of the AVVGN, the re­
ceived signal r(t) is given by
r(0  =  Si(t) +  n(f) 0 < t < T  (6 .8)
where n(t) is a sample function of the AWGN having a constant power spec­
tral density function equal to iV0/2.
If ri is the component of /7(f) along Oi(t) and r2 is the component o f /7(f) 
along 02(f). For symbol 5<;
r i -  J  +  +  n(f)]di(f) dt
= y/£^cos(0J +  » j (6.9 )
where
n, =  [ '  n(f)0 ,(<) dt (6 .10)
Jo
and
r2 = Jq [O ,(f)^cos,(f) + + /i(f)]o2(f) dt
= \f¥,o\n(0,) + n3 (6 .11)
where
ti2 =  /  ri(t)0 -j(t) dt 
Jo (0 .12)
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«1 and n2 are zero mean Gaussian random variables having identical variance 
<J?r  Also n i and n2 are uncorrelated random variables. Because n\ and n2 
are Gaussian, they are also statistically independent variables.
The square Euclidean distance between a pair of points /?, and S, with co­
ordinates of (r i ,r2) and (a, ,a2) respectively is given by the formula [Lin et al, (1983)):
<P(Si,Ri) = (n — si)2 + (r2 — s2)2 (6.13)
6.2.2 Method of Decision Making
Now. let us examine a digital communication system which uses the convo­
lutional encoder of Fig.6.3(a) and the 4-PSK modulation scheme (Fig.G.3(b). 
The Viterbi decoder can only remember a part of the convolutional codeword 
at a time. Although the codeword is effectively infinite in length, all decod­
ing decisions must be made on received word segments of finite length. But. 
because of the structure of the rode, no matter how one chops out a part 
of the received word for the decoder to work with, there is some interaction 
with other parts of the received word that the decoder does not see. Consider 
the trellis showing all the possible transmitted sequences up to time t+3 in 
Fig.6 .2(a). The Viterbi decoder begins by examining the first 3 branches 
and making 2 s =  8 pairwise comparisons among those paths with minimum 
Euclidean distance from the I\ received symbols.
If we call the Euclidean distances between the received symbol given the
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(a)
I
( b )
Figuro G.3: (h) Half rate convolutional code, (b) 4-PSK constellation points
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symbol 00, 11.01 and 10 were transmitted rf0o. dn, doi and di0  respectively,
then (Fig.6 .3 b):
rf2o =  (n  -  +  (r2 ~ Y )2 (6.14)
rfîi =  (n  +  ^ ) 2 +  (r* +  ' T )2 (6.15)
O
K
I II
H
k5
)
to + "I »O )2 (6.16)
Ko -  ( rl +  ^ “ )2 +  (r2 -  Y >2 (6.17)
From the trellis diagram (Fig.6 .2(a)), at t+ 2  stage it can be seen that in order
to decode the A’ — 1 receiving symbols, the following Euclidean distances have
to be compared.
K i r  =  ¿00, +  ¿00, + , +  ¿00,+ J at state 00 (6.18)
R * r  =  ¿u , + ¿ 2o,+, + ¿ ii ,+2 ut state 00 (6.19)
«ft,*, at state 01 (6 .20)
^oi** — ¿? i, + ¿?o,+i +  ¿oo,+a at state 01 (6 .21)
=  ^ , + r f ? . 1+,+ ^ f  o,+, at state 10 (6 .22)
at state 10 (6.23)
at state 11 (6.24)
«<*?>,+<&,* ,+ r f?  o... at state 11 (6.25)
By comparing eqns G.18 G.20 and also G.19 (c G.21 the following relationship
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can he obtained
(6.26)
Similarly, comparison between 6.22 & 6.24 and 6.23 & 6.25 will result
By observing the trellis diagram, it can be seen that there is a need for 
another comparison, to satisfy final decision making at any other node in the 
trellis diagram. This comparison is between 6.26 and 6.27. By doing this 
comparison all possible transitions in the trellis diagram are considered.
Therefore;
Using eqn.6.28. the trellis diagram and constellation diagram in Fig.6.2, if 
the I k Q  components of the received symbols at time t +  2 have the same 
sign i.e. both positive or both negative, we are at state 00 or 01 and if they 
have opposite signs, we are at state 10 or 11.
It can be observed that, if we are at state 00 or 01 at t 4-2. in order to 
decode the received symbols at t and t + 1, the following comparison has to 
be made.
(6.27)
tt'w.ui — ( ^ ? i ,  + ?^o,+|) — (^ oo. + ^00,+|) (6.29)
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Therefore, if the result of 6.29 is positive, it can be concluded that rfoo +  doo 
is minimum, hence 0000 were the transmitted codeword segments. Similarly, 
if the result of the above comparison is negative, it can be concluded that 
symbol 11 and 10 were the transmitted codewords at time 1 and t +  1 
respectively. The above relationships can be written in terms of inphase and 
quadrature components by using equations 6.14-6.17 in 6.29. The result is
^oo.oi =  rii +  r ? , +  ri1+l (6.30)
Similarly, if we are at state 10 or 11 at t+2, the following comparison has to 
be made.
^lo.ii = +  'An,+|) “  ('Ami, +  dfi(+1) (6.31)
This also can be simplified in terms of I Sc Q components.
^io.n =  ri« +  r2, — ri,+) (6.32)
Therefore, if the above relationship (6.32) is positive, it can lie concluded 
that 1101 were the transmitted codeword segments and if it is negative, 0011 
was transmitted.
The summary of the above decoding procedure is shown in Fig.6.4. After 
decoding the codewords at time t and t 4- 1, the other paths are discarded, 
therefore, at t +  2 we start at one node. After receiving two more consecutive 
symbols i.e. at t + 4, the decoding procedure for symbols at t + 2 and k 4- 3
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t t*1 t*2
S T A T E
00
01
10
11
Figure G.4: Decoding block <liagniin (1 k  1 + 1)
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will commence. In order to do this, there are eight comparison which have to 
be made, depending on the starting state at t +  2. Similarly, it can be shown 
that these can be simplified to only two comparisons. The following metric 
values have to be compared assuming we are at state 00 at t +  2.
4 = <&,♦, + +  <*oo,+4 (6.33)
* o T  = 4 ,+ i  +  4>,+1 + 4 t 1+4 (6.34)
W  = 4>,+j +  4o ,+1 + 4 , +4 (6.35)
*o2r  = 4 i ,+, +  d?o,+, + 4>1+4 (636)
tfiîT = ^ooi+j +  4 i ,+1 + '^ îo.+i (6.37)
*?0+4» 4 , +, + 4 . , +, + 4 , +4 (6.38)
^ î r  =doo,+1+ d?i,4, + rfoi,+4 (6.39)
*u +* =¿1.,+1+<& ,., + 4 , , +4 (6.40)
Similar to the decoding procedure at t +  2, if the I k  Q components of the 
received symbols at time t +  4 have the same sign i.e. both positive or both 
negative, we are at state 00 or 01 and if they have opposite signs, we are at 
state 10 or 11. Also, it can be shown that if
^ii+j “b r i i + 2  t*i(+j ^ 0 (6.41)
then the decoded codeword is
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and if
00 00
Plt+3 d" ^2|+2 d- r l|+3 — 0
then the decoded codeword is
(6.42)
11 10
The above decoding procedure for the four possible starting position at 
t +  2 in the trellis (i.e. state 00, 01, 10 or 11 ) are presented in Figs. 6.5, 6.6, 
6.7 and 6.8 respectively.
6.2.3 Numerical Example
Let assume the following case where there are two single errors at / =  1 and 
t =  3.
time : t t +  1 t +  2 t +  3 t + 4
Tx : 00 00 11 10 11
Rx : 00 01 11 11 11
Pi . &■2 2 ^ 22 2 ^ 22
rj • 2 $ ¥ =*22 ^¿22
Refer to Fig.6.4.
Do f| and at t +  2 have the same sign? Answer: YES. Therefore
i» P i, +  P2, +  P |,+, >  0
i e *2 + *2 _  *2 = *2l.e, 2 ' 2 2 2
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Figuri1 G.ó: Decoding block diagram starting at state 00 (t + 1)
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Figuro G.G: Decoding block diagram starting at state 01 (t + 1)
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Figure G.7: Decoding block diagram starting at state It) (t + 1)
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ht p
Figure 6.8: Decoding block dingrntii stnrting Ht Ntnte 11 ( t  +  1)
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Therefore 0000 were the transmitted symbols. We are at state 00 in the 
trellis. To proceed further we should now refer to the corresponding look-up 
table for state 00. This is shown in Fig.6.5.
Do ri and r2 at t +  4 have the same sign? Answer: YES. Therefore
is r1(+1 +  r2l+J +  r1(+J >  0 
i.e. ^  ^  =  ~'?y  ^ which is less than 0.
Therefore 1110 were the transmitted symbols.
By considering the decoded symbol in the first part, the decoded sequence 
is 00001110.
It can be seen that the two single errors at t= l and t=3 have been detected 
and corrected.
A simple soft decision decoding algorithm proposed in this chapter enables 
us to eliminate the process of storage o f Euclidean distances for survivor 
paths at each node in Viterbi algorithm. This algorithm exploits the trellis 
structure which at each node has certain permissible and non-permissible 
codewords. With a simple comparison based on soft decision information, 
a decision ran be made at each node in the trellis diagram for the previous 
symbol which has merged. The performance of this method is the same as the 
conventional Viterbi algorithm, which requires the storage of metric values 
at each node in the trellis, because the mathematical basis of both methods 
is identical although they differ in the processing operation.
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6.3 Computational complexity
Massey [Massey, (1978)] has defined three quantities which are useful in the 
determination of a trellis decoder complexity. The number of digit metrics 
Nm to be evaluated in order to compute path metrics is equal to the total 
number of digits on all branches of the trellis. The number of metric compar­
isons Nc is just the number of nodes in the trellis which have two entering 
branches. Finally, the number of accumulators .V„ is equal to the maximum 
number of nodes or states which must be stored at any given node level as 
the decoder progress through the trellis.
For maximum likelihood decoding of convolutional codes by the Viterbi 
algorithm, complexity is easily defined [Viterbi et al. (1979)]. for if the con­
straint length is L and the code rate is k/n, the number of branch metric 
computations (A'm) per branch (k bits) is 2Lk, while the number of compar­
isons Nr, and the number o f storage registers (Ar„ ) required for path memories 
and metrics, is 2(í'-1,*.
We now examine how the computational quantities are affected by the 
trellis decoding method presented here. Consider the numerical example in 
section G.2.3. In order to perform decoding at the t + 2 stage, using the 
conventional technique, we require Nm =  8 branch metric computations, 
four metric comparison (A’r) and four storage registers ( .V„). Comparing 
the number of operations at t +  2 in Fig 0.4, it is clear that the number 
of comparison required is reduced to two and only two storage registers for
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storing the inphase and quadrature components of the received symbols at t 
and t +  1 are required.
The advantage of the new method will be felt more, as the constraint 
length of the code gets larger, because the number of decoding calculations 
and hence the storage is proportional to 2t_ l .
Unfortunately, the computational complexity of the Viterbi algorithm 
increases with the width of the trellis to be searched. In this chapter, a 
search length of up to t +  4 was considered, but this technique can be applied 
to greater search length. The general form of this technique is shown in 
Appendix A [Arani e.t <il, (1989)].
The only requirement of this new method is to know the position of 
the decoder regarding its state at any particular time which is the same 
requirement as in the case of usual Viterbi algorithm.
The implementation of this decoder on digital signal processing (DSP) 
board is expected to be much simpler than the conventional ACS circuitry 
for the Viterbi algorithm.
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7.1 Introduction
The research described in this thesis investigated the use of trellis coded mod­
ulation to develop various techniques applicable to digital data transmission 
systems. Throughout this work, emphasis has been placed on enhancing the 
performance or complexity of conventional communicat ion systems by simple 
modifications to the existing structures. The conclusions which have been 
obtained from the study, including further research topics for the future, are 
presented in the following sections.
7.2 Asymmetrical TC M
In chapter 3. using an explicit example, it was shown that by properly design­
ing the signal constellation for TCM systems, performance improvement can 
be obtained over systems with conventional symmetrical signal constellations. 
Also, the relation between optimum constellation angle and channel signal 
to noise ratio which minimises bit error rate was found. However, in certain 
cases of asymmetry, the asymptotic improvement can only be achieved in the 
limit as points in the signal constellation merge together; i.e. the trellis code 
becomes catastrophic.
The performance of block coded modulation employing an array code and 
MPSK modulation was considered. It wns shown that an asymptotic coding 
gain of 3 dD can be achieved over an uncoded scheme. This performance 
gain was based on the comparison of the minimum free Euclidean distance of
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the trellis rode relative to the minimum distance of the uncoded modulation. 
This is an indication of the maximum reduction in required bit energy-to- 
noise spectral density ratio Ek/N0 that can be achieved for arbitrarily small 
system bit error rates. Also simulation results for block coded modulation 
employing (3,2)(3,2) array code were presented and compared with TCM 
employing convolutional code with the same number of trellis states. It was 
found that the performance of block coded modulation was poorer than that 
of trellis coded modulation using convolutional codes, because, the coded 
bits can not be matched to the signal points in the trellis structure of array 
code in order to maximise the squared free Euclidean distances.
The asymmetrical signal constellation was applied to BC and the effect of 
asymmetry using an array code was examined. It was found that an optimum 
constellation angle for BC employing a (3.2)(3,2) array code. 4-state trellis 
and 4-PSK signal is 90 degree.
Two main extensions o f asymmetrical constellations can be identified for 
further work. Firstly, the asymmetrical M signal set used was created by 
adding together the symmetrical M /2 point set with a rotated version of it­
self. The effect, of totally asymmetrical signal constellation on system perfor­
mance might be investigated. Secondly, there is potential use of asymmetrical 
constellation points for unequal error protection of information.
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7.3 Multi-dimensional T C M
Chapter 4 presents the concept of multidimensional signal sets in conjunc­
tion with TCM. The purpose of this chapter is twofold. First, it has been 
shown that an increased noise margin may be derived from multidimensional 
constellation itself. Also, performance improvement can be achieved by us­
ing non-binary' convolutional codes. It has been shown that by mapping the 
output of a convolutional code over Z\ to BFSK-8PSK in 4-D signal space, as 
much as 2.7 dB gain can be achieved. This comparison has been done by con­
sidering a binary convolutional encoder of the same rate and having a similar 
shift register structure. In comparison with uncoded BFSK-4PSK modula­
tion scheme, a coding gain of 5.7 dB can be achieved. Multidimensional 
signalling is an attractive proposition for an improvement in performance of 
TCM techniques.
It should be noted that coding optimisation has not been considered in 
any of these schemes. It has been shown that a convolutional code over rings 
can have no catastrophic polynomial encoder [Massey et. til, (1989)]. Code 
optimisation can be carried out as a further work in this area and perhaps 
additional coding gain can be achieved. Also the effect of asymmetrical 
constellation points in conjunction with convolutional codes over rings might 
be investigated as a future work.
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7.4 Adaptive T C M
In chapter 5, an embedded trellis coded modulation format was presented.
In this scheme, a fixed convolutional encoder was used with three different 
modulation schemes. As a result, the three possible trellis structure arrange­
ments can generate adaptive TCM codes for error correction and detection 
in conjunction with ARQ. The error detection is performed via an RTCE 
technique which is a by-product of the Viterbi algorithm.
Unlike the embedded convolutional coding technique [Zolghadr et al. (1988)], 
embedded trellis coded modulation does not require code puncturing and 
subsequently removes the need for insertion of erasures at the receiver.
For the purpose of practical implementation of this scheme, a reliable syn­
chronisation scheme is required. Code assisted bit synchronisation (CABS) 
[Honary et al, (1989), Honary et al, (1992)] is an attractive technique which 
can be implemented at the receiver for this purpose. This technique derives 
symbol t iming recovery from the received signal, without any additional over­
heads. It is therefore necessary to investigate the performance of CABS with 
ETC'M schemes.
Two main extensions of the current work can be identified. Firstly, the 
use of asymmetrical embedded trellis coded modulation schemes should be 
extensively studied.
Secondly, the use of block coded modulation may provide more immunity 
against burst errors experienced over HF channels, for example.
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In chapter 6. a new decoding procedure for the Yitcrbi algorithm has been 
presented. This procedure involves the use of inphase and quadrature com­
ponents of the received signal directly in the decoding process. The main 
advantage of the new scheme is that, during each decoding process, the de­
coder now only stores the inphase and quadrature components of the received 
symbol. Hence, this technique reduces the number of calculations for metric 
evaluation at each trellis node.
A number o f look-up tables are required for decoding procedure. The 
complexity of these tables depend on the decoding depth. A simple case 
for a decoding depth four branches long has been presented. However, this 
scheme can be extended to larger search lengths. The general case of this 
decoding procedure for a given search length is shown in the appendix.
An obvious extension of this scheme is to generate a general form of 
decoding procedure for any given search length or constraint length, and to 
combine it with other suitable complexity reducing techniques.
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D2»+4/f ll = rf?o, + ¿00,+ , +  ¿10,+, + ¿00,+, + ¿01.+, at state 11 (A.34)
floT = ¿?o, + ¿¡5«.+ , + ¿?0,+, + ¿?1.+, + ¿00,+, at state 00 (A.35)
* S r = ¿?0, + f/2o,+1 + ¿10,+, +  ¿11.+, +  ¿11,+, at state 01 (A.36)
= ¿'fo, + ¿oo,+, + ¿01,+, + ¿io,+, + ¿10,+, at state 11 (A.37)
/?**» +4 «10 = ¿?o, + ¿¿o,+, + ¿01,+, + ¿10,+, + ¿01,+, at state 10 (A.38)
«01 = ¿?0, + ¿00,*, + ¿01,+, +  ¿01,+, + ¿00,+, at state 01 (A.39)
= ¿10, + ¿00,+ , + rf01,+, + ¿01,+» + ¿11.+« at state 00 (A.40)
< 7 ‘ = ¿10, ♦¿M,+, + ¿00,+, + ¿00, + , +  ¿00,+, at state 00 ( A .41 )
/ C +4 = ¿fo, +  rfll.+l + ¿00,+, + ¿00,+. +  ¿11.+« at state 01 (A.42)
n \ tr -¿10, + ¿11,+, + ¿00, + , + ¿11,+, +  ¿io,+. at state 10 (A.43)
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/? 12«+4 = rffü, +  4 u „ + rfoo1+a +  4 u „ + A i,+t at state 11 (A.44)
p l ’^ -f4 / iül = 1^0, +  A u „ + Ao,., + rfÜo,+4 at state 01 (A.45)
/?14‘+«/T00 = 4>, +  *?..♦, +rfll.+a + Ao,., at state 00 (A.4C)
7d1,P>*+4 = ¿io, +  rfn,*i +  rfn,+a + A l,., +  rffo, + 4 at state 11 (A.47)
10 = Ao, + Au+, +  d?l,+1 +  'Ali,*, + rf01I+4 at state 10 (A.48)
*Ü '44 = A u + Ao,+, + 4o,+, +  Ao,., + A o,.. at state 11 (A.49)
/?!S'44 = A\, + 4o<*i + 4o,+i + A o ,., at state 10 (A.50)
/?m'44 = A u + Ao,+l + 4o,+i + A u . , + 'Aio,*, at state 01 (A.51 )
p20|+4 **00 = A u +  4 0l+l + A oi + 2 + rfm.+a+<*?l,+4 at state 00 (A.52)
D2 l**M **10 = A u +  4o,+, + 'A)!,+a + 'AjO,+, + A oi + 4 at state 10 (A.53)
rìn '+A*f ii = A u +  Ao,+, +  A u + 2 + 'AÌo,*, + 'All,+4 at state 11 (A.54)
J?23«*« 2 MX) = A u + 4o,+, + f,m.+a + rfM,+a + 'Aio,*. at state 00 (A.55)
P24*-M*»()1 = A u + Ao,., + 'All,*a+  A u ., + i/ll.+4 at state 01 (A.56)
/?m 44 = A u +  A tw + doo.+a + Ao,., + 'Aio,+, at state 01 (A.57)
/ C 44 = A u + '/OI,*, + 'A5o,*a+ Ao,., +rfll,+4 at state 00 (A.58)
f in '44 = A u + 'All,*, + Aoi+i + 'Ail,*, + 'Afo1+, at state 11 (A.59)
* " ’44 = A u + 'A»,+, + 'Aio,*, + 'Ail,*, + 'All ,+4 at state 10 (A.60)
p'^ ,,l4 4 **00 m A u + 'Aio,*, + 'Aio,*, at state 00 (A.61)
pi)()f44 7 *01 = Au +  rfS.H. + '/M,*a+ 'Ai«,*, + rf?.4+4 at state 01 (A.62)
/J »1,44 **10 = Au + 'A>I,*, + A i,*2 + Au, 44 at state 10 (A.63)
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(A.C4)Kl'" - 4, + 4,+, + 4,+a + 4,+s + ^01 (+4 at »täte 1 
A .3 State 10
K r
^s'II +  4 ,+ , +  4+a+ 4 ,+ 3 +  4 ,+ « at s ta te  01 (A.G5)
4 +4 = 4 , +  4 ,+ , +  4 , + a+  4,+a+ 4 , +4 at s ta te  00 (A.6G)
d3»+<7ill =  4 , +  4 ,+ , +  4 , + a+  4 ,+ . +  4 + 4 at s ta te  11 (A.67)
K r = 4 , +  4 ,+ , +  4 ,+ , +  4 ,+ , +  4,+4 at s ta te  10 (A.G8 )
K r =  4 , +  4 ,+ , +  4 , + a + 4 ,+ , +  4 , +4 at s ta te  00 (A.G9)
K r =  4 , +  4 ,+ , +  4 ,+ , +  4 ,+ , +  4 , +4 at s ta te  01 (A.70)
n~t+4'MO =  4 . , +  4 ,+ , +  4 , + a +  4 ,+ 3 +  4 + 4 at s ta te  10 (A.71 )
p«»-f4'Ml =  4 , +  4 ,+ , +  4 ,+ , +  4 ,+ 3 + 4,+4 at s ta te  11 (A.72)
K r = 4),+ 4,+,+  4 + a+  4 ,+ , + 4 + 4 at s ta te  11 (A.73)
K o " = 4 ), + 4 ,+ , +  4 + > + 4 ,+ , + 4 ,+ , at s ta te  10 (A.74)
K n ' " = 4 ), + 4 ,+ , +  4 ,+ a+ 4 ,+ , + 4 + 4 a t s ta te  01 (A.75)
K m '" = 4 , + 4 ,+ , +  4 ,+ a+ 4 ,+ , + 4,+4 at s ta te  00 (A.7G)
K o " = 4 , + 4 ,+ , + 4 ,+ , + 4 ,+ , + 4 + 4 at s ta te  10 (A.77)
p M» + « 'Ml = 4 , + 4 ,+ , + 4 ,+ a+ 4 + 3+ 4 ,+ 4 at s ta te  11 (A.78)
/>• *'•♦4'»(Hi = 4 , + 4 ,+ , +  4 ,+ a+ 4,+.+ 4+. at s ta te  00 (A.79)
/ C +< = 4 , + 4 ,+ , +  4 ,+ , + 4,+3 + 4,+ 4 at s ta te  01 ( A.80)
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A .4
r?17*+«*»00 =  ¿ n , +  ¿ 00,+, +  ¿ 00,+, +  ¿ 00,+, +  ¿ 00,+, o f s/nfp 00 ( A .81)
*»01 =  d?i, +  ¿ 00,+, +  ¿ 00,+, +  ¿ 00,+, + rf?.,+. at state 01 ( A .82)
*»10 =  ¿ 11, +  ¿ 00,+ , +  ¿ 00,+, + ¿?.,+ , +  ¿?o,+. at state 10 ( A .83)
p*20t+4
*f ll =  */?», +  ¿ 00,+ , +  ¿ 00,+, + < , + , +  ¿ 01,+, at state 11 ( A .84)
p 21|+4**01 =  rf?l, +  ¿ 00,+, +  ¿ 11,+J +  ¿ 10,+, +  ¿ 00,+« at state 01 ( A .85)
1?22i+4**00 =  d?,, +  ¿¡X>,+, +  ¿ ? 1.+, +  ¿ 10,+, + ^ . , + , at state 00 ( A .86)
p 23‘+4*»11 =  rf?.( +  ¿ 00,+, +  ¿ 11,+, +  ¿ 01,+, +  ¿?0,+, at state 11 ( A .87)
P 24 «♦« * 'l0 =  *<?,. +  ¿ 00,+ , +  ¿ 11,+, +  ¿ 01,+, +  ¿ 01,+, at state 10 ( A .88)
I?25«+ 4 **10 =  A u ♦ ¿ ? 1.+, +  ¿ 10,+, +  ¿ 00,+, +  ¿ 10,+, at state 10 ( A .89)
p 26i+4*'11 =  A u + rf? ..+ , +  ¿fo,+, +  ¿ 00,+, +  ¿ 01,+, at state 11 ( A .90)
J?27* +4 *»00 =  ¿ ? 1, + rf? .,+ , +  ¿ 10,+, + ¿?.,+ , +  ¿ 00,+, at state 00 ( A .91 )
n‘*H' +4 *»01 =  ¿ 11, +  ¿ 10,+, + ¿?.,+ , +  rfn,+, at state 01 ( A .92)
p 29i+4**11 =  <*fl. +  ¿ 11,+, +  ¿ 01,+, +  ¿ 10,+, +  ¿?0,+, at state 11 ( A .93)
p ;*(,»-f4*»10 + ^ „ + , +  ¿ 01,+, +  ¿ 10,+, +  ¿ 01,+, at state 10 ( A .94)
**01 « ¿ ? 1, +  ¿ 11,+, +  ¿ 01,+, +  ¿ ¿ 1,+, +  ¿ 00,+, at state 01 ( A .95)
nUt + 4 *»00 » ¿ ? 1. +  ¿ 11,+, +  ¿ 01,+, +  ¿ 01,+1 +  rfn,+, at state 00 ( A .96)
S t a t e  11
'* n =  ¿io, +  ¿?0,+, +  ¿ 10,+, +  ¿io,+, +  '^ 0, + 4 at state 11 ( A .97)
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tfuT =  ¿ío, + ¿?o, + 1 +  ¿?o,+a +  ¿ Í 0(+J +  ¿ 2 i , + 4  
/?®1+< =  rf'0 - +  rf?o1+i +  ¿ío,+a +  ¿ 2 i,+a +  ¿ 2o, +4  
^0¿ + 4  =  ¿ío, +  ¿?o, + 1 +  ¿ío,+a +  ¿ 2 i,+a +  ¿ í , , + 4  
=  *?«. +  rf10.+, +  ¿01.« +  ¿oo,+a +  ¿ifo, +4 
^ l í " 4 =  ¿ío, +  ¿?o, +1 +  ¿ 2 i,+a +  ¿ 2o,+a +  ¿01, + 4  
=  ¿ 10, +  ¿ 10.+I +  ¿01,+a +  ¿ 11.*, +  ¿00,+4 
flüS,. +4 =  ¿ío, +  ¿ío, + 1 +  ¿01,+a +  ¿?,,+a +  ¿ ? l l+ 4
Ro'r  =  ¿ío, +  ¿ 2 . , +1 +  ¿ 0 0 l+a +  ¿ío,+a +  ¿ 2o, +4
fi¿¡)',+4 =  ¿ío, +  ¿2.,+1 +  ¿2o,+1 +  ¿?0l+1 +  rf?1(+4
Ä ‘1,I,+4 =  rf>o< +  ^oi.+i +  f/¡Ío,+a +  ¿01,+a +  ¿?0,+4
/?>'«>,+4 =  f/'o.+  rfoi,+, +  ¿2o,+a +  ¿2i,+a +  ¿2 i,+4
Rm,+t =  ¿ío, +  ¿2i,+1 +  ¿?1,+1 +  ¿2o,+a +  ¿2o,+4 
/?"',+4 =  ^o. +  rfoi,+1 +  ¿ í i , +1 +  ¿2o,+a +  ¿? i,+4 
/í|'i:'"  =  ¿?o ,+ ¿2.,+1 +  ¿? ,,+a+ ¿ ? ,1+, + rfí0<+4 
Ä ‘ ‘,+4 =  f/‘0' +  rf0'.+. +  **?!,« +  ¿ í l , +a +  ¿2l,+4 
/?‘1°7'+4 = ^1. + 0^0.+. +  < ,♦ , + ¿oo,+1 + ¿?o,+4 
^ 11144 =  ¿OI, +  ¿00,+l +  ¿ío,+a +  ¿00,+a +  ¿2 i,+4 
fím 4' =  ¿ 2 i, +  ¿2o,*, +  ¿ío,*, +  ¿ ? 1(+a +  ¿2o, 44 
=  ¿oí, +  ¿2o,+l +  ¿ío,+a +  ¿i,,* , +  ¿ í i , +4  
^n1’44 =  ¿2|, +  ¿fio,*, +  ¿01,41 +  ¿?0,+, +  ¿ío,+4
at state 10 (A .98) 
at state 01 (A.99)
at state 00 (A .100) 
at state 10 (A .101) 
at state 11 (A .102) 
at state 00 (A .103) 
at state 01 (A .104) 
at state 01 (A .105) 
at state 00 (A. 106) 
at state 11 (A. 107) 
at state 10 (A. 108) 
at state 00 (A. 109) 
at state 01 (A .110) 
at state 10 ( A. 111 ) 
at state 11 (A. 112) 
at state 10 (A .113) 
at state 11 (A .114) 
at state 00 (A .115) 
at state 01 (A .l 1C) 
at state 11 (A .l 17)
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t fo  ,+4 =  4 , +
*S?,+4 =  < ,  +  4 . (+1+ < . +l
* 2S'+4 =  < ,  +  4> ,+ l+<&,*,
^oo,+4 =  ^oi, +  ^íi1+i +  ^oo,+i
< +4 = < ,+ < * ? ! ,+ l+ 4 > .+,
*?¿,+4 =  < ,  +  rf?>(+l+ 4 > ,+,
* n ’+4 »< & ,+ < /? !,+ I+<& ,+,
*S?,+4 = < ,+ < * ? ! ,+, + < l+J
*2S‘+4
t f i ’*4
A .5 Starting state 00
+  rf10,+J +  rf0 i,+4 n t  s ta te  10 (A .118)
+  rf01,+1 +  f/oo,+ , n t  s ta te  01 (A .119)
+  rfU l,+J + ^ > , 4 4 a t  s ta te  00 (A. 120)
+  rfoo,+1 +  rfoo,+4 a t  s ta te  00 (A .121)
+  ^00,+ ) a t  s ta te  01 (A .122)
+  rfl l , +3 +  ^ 0 , + , a t  s ta te  10 (A .123)
+  4 i . + , +  ^01,+ 4 a t  s ta te  11 (A .124)
+  f/l0,+1 +  fC , + 4 a t  s ta te  01 (A .125)
+ +  ^ . , + 4 a t  s ta te  00 (A .120)
+  ^ O l . + J +  ^ 0 ,4 4 a t s ta te  11 (A. 127)
+  fZ01,+ , +  ^01,4.4 a t  s ta te  10 (A .128)
Eq.A.17 -  £7/.6.18 =  Et/.A.23 -  £</..4.7 (A .129)
= Eq.A.23 -  Eq.A.7 
=  Eq.A.24 -  £</.A.8 
= "i + r, +  r,
Et/.A .10 -  Eq.A.3 = £f/..4.20 -  £f/.A.4 (A.130)
1G1
=  Eq.A .21 -  Eq.A.b
=  Eq.A .22 -  £7/..4.6 
„ Äl +  r<*>_r<3>
£<7..4.25 -  Eq.A.9 =  Eq.A.26 -  Eq.A.10 
=  Eq.A.31 -  A. 15 
=  Eq.A.32 — E q.A .16 
=  Ä. -  r in +  r',3'
Eq.A.27 -  Eq.A.U  = Eq.A.29, -  Eq.A. 12 
= Eq.A.29 — E q.A .13 
= Eq.A.W -  E q.A .14
n ,<i> _(S)= /?i -  r, -  r,
Let:
/?, =  r, +  r2
(A .131)
(A .132)
(A. 133)
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«1 =
0 if /?, + r ,,, + ri0) > 0
1 otherwise
q2 =
0
1
if /?, +  r'," -  ri0) >  0 
otherwise
« 3
0 if /?, -  r[l) +  4 0) >  0
1 otherwise
«4
0 if Rx -  rl11 -  4 °' >  0
1 otherwise
Let:
o  = (o|, o 2. n.i, r»4)
If wt(a) =  4 then the decoded symbol is 11.
If uit(a) =  0 then the decoded symbol is 00.
If wt(a) = 1 then we consider the following: 
Let:
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0 if/?i( —l)“>®«*r(11) +  r(,2) + ( - i r * “«42) > 0
A  =
1 otherwise
:h =
0
<
if /?i( —l)° 3*a ,rl11)
1 otherwise
r(,2’ +  ( - l ) n,®0<ri2) >  0
Let:
j  =  ( , i i , j 2)
If wt(fi) =  0 then the decoded symbol is 00
If wt(ii) =  1 then: 
Let:
7  =
0 if R \( — 1 Tj* * +  ( — I )ra>i ,J ' i , J l ( n i _  1 )> * j(a , * a a + n i ) + « 4 i J i r y "  > Q
1 otherwise
If 7 =  0 then the decoded symbol is 11 
The above procedure can similarly be done [Araniet «/, (1989)] for start­
ing states 01, 10, and 11.
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