Abstract: Using the variational approach, we investigate the existence of solutions and their dependence on functional parameters for classical solutions to the second order impulsive boundary value Dirichlet problems with L 1 right hand side.
Introduction
The study of impulsive boundary value problems is important because it applies to various problems in which abrupt changes appear at certain time in the evolution process, see [6, 11, 15] ; such problems arise in medicine, ecology and chemistry. While the literature on impulsive differential equations is rather vast, there are few works concerning the variational approach; to date, topological methods have been employed most frequently. For example, in [3] the fixed point theorem on cones is used. In [5] the Williams-Legget Theorem is applied for the second order impulsive boundary value problem.
The investigation of impulsive problems using critical point theory started by [10] has been rather extensive. Far from providing an exhaustive list of references, we mention a few works. In [17] , by the direct variational method and the mountain pass technique, a more general problem than that considered in [10] is investigated. Periodic solutions with impulses are considered by critical point theory in [16] within the framework sketched in [10] . Moreover, in [9, 14] impulsive Duffing type equations with Dirichlet boundary conditions are considered. More precisely, the original problem is replaced by some equivalent problem for which assumptions are imposed and to which variational tools are applied.
Multiplicity results are investigated in [2] with the aid of Clark's Theorem, and in [12] by the so-called fountain arguments.
On the other hand, in [13] the variational framework for the Sturm-Liouville boundary value problem is developed in the case of the second order impulsive ordinary differential equation of a -Laplacian type independently from [10] . The framework from [13] , in which the impulsive variational problems can be considered, is different from the approach of [10] , especially in the definition of the type of classical solution. We shall follow some ideas from [10] .
We note that the methods applied for variational impulsive problems are counterparts of the approaches used in cases when no impulsive effects are present. Therefore, we come up with the idea of insertion of a functional parameter into the Dirichlet problem with impulses. Next we investigate what happens when the parameter changes. For non-impulsive problems this has been done, for example, in [7] . However, in our approach we shall adopt an iterative procedure with strict contrast to the approach of [7] , which uses the technically complicated investigation of the dependence of the action functional on a functional parameter. While the assumptions that are applied in both approaches are the same, our method seems simpler and more straightforward.
We will need a version of the Fundamental Lemma of the Calculus of Variations and a form of a generalized Krasnosel'skij Theorem on the continuity of the Niemytskij operator, which we recall in a form suitable for our purpose. 
Lemma 1.1 ([8, Lemma 1, p. 31]).
If ∈ L 1 (0 π), ∈ L 2 (0 π) and π 0 ( ( ) ( ) + ( )˙ ( )) = 0 for all ∈ H 1 0 (0 π), then˙ = a.e. on [0 π]. A function : [0 π] × R → R is{ } ∞ =1 ⊂ L 2 (0 π) convergent to ∈ L 2 (0 π) there exists a function ∈ L (0 π), where ≥ 1, such that | ( ( ))| ≤ ( ) for ∈ N and a.e. ∈ (0 π) then the Niemytskij operator N : L 2 (0 π) (·) → (· (·)) ∈ L (0 π)
is well defined and continuous.
Recall that H 1 0 (0 π) is the space of absolutely continuous functions :
(0 π), where˙ denotes the classical a.e. derivative.
We have the Poincaré inequality
and the Sobolev type inequality
Problem formulation
Now we formulate the problem under consideration. Let 
Here F ( ξ) = We study the following boundary value problem with parameter λ ∈ R:
with impulsive conditions
where 0 = 0 < 1 < 2 < < < +1 = π. In condition (6) it is assumed that both limits lim → + ˙ ( ) and lim → − ˙ ( ) exist and the given equality holds. Note that when ∈ H 1 0 (0 π) these limits need not exist. Moreover, by assumptions (H2)-(H3), the nonlinear term in (5) belongs to L 1 (0 π).
Problem (5)-(6) admits two types of solutions: a weak and a classical one. For a fixed function ∈ L , let J(· ) :
be the action functional connected with (5)- (6) . Then the weak solution to (5)- (6) with a fixed function ∈ L is a function
holds for all ∈ H 1 0 (0 π). The classical solution to (5)- (6) is defined as a function : [0 π] → R belonging to H 1 0 (0 π) which is a weak solution such that¨ exists for a.e. ∈ [0 π],¨ ∈ L 1 (0 π) and relation (6) holds. With such a definition both limits in formula (6) exist, however they need not be equal. It is proved in [10] using the Lax-Milgram Lemma that when the right hand side of the equation is an L 2 (0 π) function, then a weak solution becomes a classical one. Since the right hand side of (5) is in L 1 (0 π), we use the Fundamental Lemma of the Calculus of Variations (Lemma 1.1) as the main tool. We shall provide some auxiliary results for the linear problem in the next section.
First we see that Lemma 2.1.
Assume that conditions (H1)-(H3) hold. Then, for any fixed ∈ L and any λ ∈ R, the functional J(· ) : H 1 0 (0 π) → R is well defined and differentiable in the sense of Gâteaux. Moreover, its Gâteaux derivative reads for any fixed ∈ H
Proof. Indeed, we note that by the Schwarz inequality and (1)
By (3) we see that
By a direct calculation and inequality (1), we see that for γ ∈ (0 1),
When γ = 0, we see by (8) that
so formula (9) also holds for γ = 0. Next, using our assumptions on G and the fact that ∈ L , we see from (4) that
Since F and G are differentiable, by assumptions (3) and (4) we get the Gâteaux differentiability of J. The derivative is then directly calculated.
Remark 2.2.
Similar reasoning shows that for any fixed ∈ H 1 0 (0 π) the RHS of (5) is a function from L 1 (0 π). Indeed, exactly as with (10), we obtain
Hence, the RHS of (5) is a function from L 1 (0 π), as follows from the application of Theorem 1.2.
Results for the linear problem
In this section we consider the linear problem
with the same impulsive conditions as in (6), namely
We assume that ∈ L 1 (0 π) and that (H1) holds. Let J :
be the action functional connected with (11)- (12) . The weak solution to (11)- (12) is a function ∈ H 1 0 (0 π), such that the relation
holds for all ∈ H 1 0 (0 π). The classical solution to (11)- (12) is defined as a function ∈ H 1 0 (0 π) which is a weak solution such that¨ exists for a.e.
(0 π) and relation (12) holds.
Theorem 3.1.
Assume that condition (H1) holds and that ∈ L 1 (0 π). Let λ ∈ R be fixed. Then ∈ H 1 0 (0 π) is a classical solution to (11)-(12) if is a weak solution to (11)-(12).
Proof. Assume that ∈ H 1 0 (0 π) satisfies (13) . Let us take any interval ( +1 ) ⊂ (0 π) and a test function ∈ H 1 0 ( +1 ). We may extend the function to H 1 0 (0 π) by taking it to be 0 outside ( +1 ). Then we have from (13)
Since ∈ L 1 ( +1 ), we apply Lemma 1.1 which shows that →˙ ( ) is an absolutely continuous function, its derivative exists for a.e. ∈ ( +1 ) and¨ (·) 
Summing (15) for = 0 1 2 we get 
Since ( 
By inequality (2) we see that for any ∈ H 1 0 (0 π),
Let λ ≥ 0. We see from (17), (18) 
Hence, is the argument of a minimum for J over H 1 0 (0 π). Since J is Gâteaux differentiable, is a critical point for J. By Theorem 3.1 it follows that is a classical solution. Now we investigate (11)-(12) as the parameter changes, i.e., we investigate the sequence of problems (11)- (12) Now we show that 0 satisfies (11)- (12) with = . Noting that each is a weak solution to (11)- (12) corresponding to , we see that
Also, (11)- (12) corresponding to = . Now, by Theorem 3.1, we see that 0 is a strong solution to (11)- (12) corresponding to = .
Under some additional assumptions on the functions I , = 1 2 , we can reach the uniqueness of a solution for (11)- (12) . However, as seen from the proof of Theorem 3.3, the uniqueness of a solution is not necessary in order to prove the dependence on parameters results. 
Remark 3.5.
We can weaken the convexity assumption imposed on I by assuming that → =1 0
Example 3.6.
Let ∈ L 1 (0 π) be fixed. Consider the following problem: We note, however, the following interesting observation.
Remark 3.7.
The non-impulsive problem (11), i.e. the problem
for any ∈ L 1 (0 π) has a unique classical solution. On the other hand, problem (11)- (12) may have more than one solution. Consider the following problem:
with one impulse at 1 = 1. We see that the solution to −¨ ( ) = 0 on [0 1) satisfying (0) = 0 is ( ) = α , and on (1 π] the solution is ( ) = β + γ. Since (π) = 0 and since is continuous we obtain βπ + γ = 0 and
This results in α = −(γ − πγ)/π, β = −γ/π and (1) = −(γ − πγ)/π. By the impulsive condition we get
One can show that equation (25) has three solutions in [−6 6] and we see that these solutions are
Summarizing, the solution to (24) is a function
with any γ satisfying (26). In this case, I( ) = 0 ( 3 /3 − 4 ) = 4 /12 − 2 2 is not a convex function.
Existence and dependence results for (5)-(6)
Recall that → ( ( )) + ( ( )) ( ) − λ ( ) belongs to L 1 (0 π) for any fixed ∈ L and λ ∈ R. Following the lines of the proof of Theorem 3.1, we can obtain the lemma concerning relations between weak and classical solutions to problem (5)-(6). Proof. If λ ≥ 0 we see using (9), (10) and some estimations from (19) that
and again we see that J(· ) is coercive. Let { } ∞ =1 ⊂ H 1 0 (0 π) be weakly convergent, and assume without loss of generality that it is also convergent strongly in both L 2 (0 π) and C (0 π). Let be its limit. We see using the Lebesgue Dominated Convergence Theorem that
and lim 
If λ ∈ (−1 0) we see using (28) that 1 2
Hence, for any fixed λ > −1 the sequence { } ∞ =1 has a subsequence { } ∞ =1 which is weakly convergent in H 1 0 (0 π) to some 0 ∈ H 1 0 (0 π). For a subsequence, we get that
Now we show that 0 satisfies (5)- (6) 
. Therefore we may use the generalized Krasnosel'skij Theorem 1.2 and observe that 
where ∈ L 1 (0 π) is arbitrarily fixed. Since the set L is weakly compact in L 2 (0 π), we may also get some generalizations as for the dependence on parameters. 
