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We report the first detection of coherent elastic neutrino-nucleus scattering (CEvNS) on argon
using the CENNS-10 liquid argon detector at the Oak Ridge National Laboratory Spallation Neutron
Source. Two independent analyses prefer CEvNS over the background-only null hypothesis with
greater than 3σ significance. The measured cross section, averaged over the incident neutrino
flux, is (2.2 ± 0.7) ×10−39 cm2—consistent with the standard model prediction. This is the lightest
nucleus for which CEvNS has been observed, which allows us to verify the expected neutron-number
dependence of the cross section and to better constrain non-standard neutrino interactions.
Introduction — Coherent elastic neutrino-nucleus
scattering (CEvNS) [1, 2] occurs when a neutrino inter-
acts coherently with the total weak nuclear charge, nec-
essarily at low momentum transfer, leaving the ground
state nucleus to recoil elastically. It is the dominant in-
teraction for neutrinos of energy Eν . 100 MeV.
For a spin-zero nucleus of mass M , the standard model
(SM) expression for the differential cross section is
dσ
dT
=
G2FM
2pi
[
2− 2T
Eν
+
(
T
Eν
)2
−MT
E2ν
]
Q2W
4
F 2(Q2). (1)
Here, GF is the Fermi coupling constant, Eν is the neu-
trino energy, T is the nuclear recoil energy, and F
(
Q2
)
is the weak vector nuclear form factor. The weak nu-
clear charge is QW = N − (1 − 4 sin2 θW )Z, where θW
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2is the weak mixing angle, N(Z) is the neutron (proton)
number of the nucleus. Since the weak charge of the pro-
ton, (1−4 sin2 θW ), is small, CEvNS is uniquely sensitive
to N2 and the nuclear neutron distribution. The . 2 %
theoretical uncertainty on the SM cross section for argon
is dominated by the uncertainty in the neutron distribu-
tion [3].
CEvNS probes both beyond-SM physics [4–7] and weak
nuclear form factors [8–13]. The CEvNS cross section
depends directly on the value of sin2 θW , so measure-
ments of the process provide insight into this essential
SM parameter at novel momentum transfer Q2 [7, 14].
It is sensitive to non-standard interactions (NSI) be-
tween neutrinos and quarks, and understanding these
NSI is crucial for the success of the DUNE program [15–
18]. CEvNS has numerous connections with dark sector
physics. The region of Q2 probed by CEvNS is sensitive
to dark Z boson models which may help explain the the-
oretical tension with measurements of the muon anoma-
lous magnetic moment[19]. In future WIMP dark-matter
searches, CEvNS from solar and atmospheric neutrinos
constitute the so-called “neutrino floor” background [20],
and CEvNS cross section measurements quantify this
background. CEvNS experiments at accelerators are
also sensitive to sub-GeV accelerator-produced dark mat-
ter models [21–25]. The potential relevance of CEvNS
to core-collapse supernovae was quickly recognized [26],
and though its role in supernova dynamics is uncer-
tain [27, 28], the CEvNS process is expected to be the
source of neutrino opacity in these events [29]. Super-
nova neutrinos, carrying significant information about
the physics of these environments, might also be detected
using CEvNS [30]. Finally, the large cross section for
CEvNS may introduce an era of applied neutrino physics,
with CEvNS-sensitive detectors potentially able to per-
form roles as non-intrusive nuclear reactor monitors [31–
33].
A CEvNS observation requires detectors with a low
nuclear-recoil-energy threshold in a low-background en-
vironment with an intense neutrino flux. The COHER-
ENT collaboration has deployed a suite of detectors in a
dedicated neutrino laboratory (“Neutrino Alley”) at the
Spallation Neutron Source (SNS) at Oak Ridge National
Laboratory (ORNL) [34, 35]. We have reported the first
observation of CEvNS using a 14.6 kg, low-background,
low-threshold CsI[Na] detector 19.3 m from the SNS tar-
get [34].
As part of an ongoing COHERENT program, we
deployed the 24-kg (active), single-phase, liquid-argon
(LAr) CENNS-10 detector in Neutrino Alley to provide a
low-N observation of CEvNS to complement the first ob-
servation from CsI[Na]. The detector was first installed
in early 2017 in a high-energy-threshold configuration,
setting a limit on the CEvNS cross section for argon and
quantifying sources of background [36]. A subsequent up-
grade provided a lower energy threshold with an eight-
fold improvement in light collection efficiency. In this
Letter, we report the first detection of CEvNS on argon
nuclei using the improved CENNS-10 detector.
Experiment — The 1 GeV, 1.4 MW proton beam of
the SNS accelerator strikes a liquid-Hg target in 360 ns
FWHM pulses at 60 Hz to produce neutrons that are
moderated and delivered to experiments. Additionally,
(9 ± 0.9) × 10−2 pi+ are produced for each proton-on-
target (POT) leading to a large flux of pion-decay-at-
rest neutrinos. The pi+ produce a prompt (τ = 26 ns)
29.8 MeV νµ along with a µ
+ , which subsequently de-
cays (τ = 2.2 µs) yielding a three-body spectrum of νµ
and νe with an endpoint energy of 52.8 MeV. This time
structure is convolved with the proton beam pulse yield-
ing a prompt νµ neutrino flux followed by a delayed flux
of νµ and νe [34, 35].
The CENNS-10 detector, originally designed and built
at Fermilab for a CEvNS program [37], is located 27.5 m
from the SNS target in Neutrino Alley. The active vol-
ume of CENNS-10 is defined by a cylindrical PTFE shell
and two 8” Hamamatsu R5912-02MOD photomultiplier
tubes (PMTs) resulting in active mass of 24 kg of at-
mospheric argon (99.6% 40Ar). The PTFE and PMT
glass are coated with 0.2 mg/cm2 1,1,4,4-tetraphenyl-1,3-
butadiene (TPB). The TPB shifts the 128-nm argon scin-
tillation light to a distribution peaked at 420 nm where
the PMTs have quantum efficiency of 18%. This con-
figuration provides a ∼ 20 keVnr (nuclear-recoil) energy
threshold. Each PMT signal is transmitted on a single
cable, together with the high-voltage supply current. The
PMT pulses are capacitively extracted and then recorded
by a 12-bit, 250-MHz digitizer. The full detector, includ-
ing associated neutron and gamma shielding, is shown in
Fig. 1.
Argon scintillation light from particle interactions is
produced from both “fast” singlet (τs ≈ 6 ns) and “slow”
triplet (τt ≈ 1600 ns) excited molecular states [38]. Elec-
tron recoils (ER) and argon nuclear recoils (NR) populate
these states in different proportions, allowing for pulse-
shape discrimination (PSD) to suppress ER backgrounds.
The PSD capability and light output from LAr depends
upon its chemical purity [39, 40]. The LAr in CENNS-
10 is continuously circulated and reliquified using a 90-W
Cryomech PT90 pulse-tube cryocooler and purified using
a SAES MonoTorr Zr getter to reduce nitrogen, oxygen,
and methane concentrations to ∼ 1 ppb.
During SNS operation, each PMT waveform is digi-
tized in a 33-µs window around each POT pulse (“on-
beam” data), as well as from an identical 33-µs win-
dow between POT pulses (“off-beam” data) to measure
beam-unrelated backgrounds. Calibration data were ac-
quired using 57Co and 241Am sources placed within the
water shield, a sample of 83mKr gas injected via the ar-
gon re-circulation system, and an external AmBe neu-
tron source. A pulsed visible-spectrum LED, along with
triplet light from low light-yield calibration pulses, was
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FIG. 1. CENNS-10 liquid argon detector and associated
shielding as configured for the results reported here.
used to determine the response of the PMTs to single-
photoelectron (SPE) signals. These calibration runs were
performed on a weekly basis to correct for drifts in detec-
tor response due to PMT gain or light output changes.
Analysis — Event selection and analysis methods
were established prior to examining the on-beam data.
Two teams performed analyses without communicating
analysis cuts or method details. The two analyses (la-
beled “A” and “B”) are presented below with differences
explained where significant.
The digitized waveforms were corrected for known ca-
pacitive coupling effects, and pulses were identified from
the corrected waveforms using a voltage-level thresh-
old. The total number of photoelectrons, I, is ex-
tracted from the corrected waveform in a 6 µs win-
dow after the initial pulse. The fast signal, I90, domi-
nated by singlet light, is that in the first 90 ns of the
pulse, from which the PSD parameter F 90 = I90/I is
computed. Off-beam and on-beam windows are treated
identically, providing an unbiased measurement of the
beam-unrelated backgrounds. The A and B analy-
ses used slightly different capacitive-coupling correction
methods and independently-developed pulse processing
algorithms at this stage of the analysis.
Signals in the detector were calibrated to electron-
equivalent energy (keVee) using the γ-ray sources. This
procedure yields a mean energy uncertainty of 2% with
an energy resolution of 9% at the 41.5 keVee 83mKr line,
consistent between both analyses. A comparison between
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FIG. 2. Distribution of events binned in F 90 and recon-
structed energy from an AmBe neutron/gamma source for
Analysis A. The band of events near F 90 = 0.7(0.25) con-
sists of NR (ER) events. The population at low energies
near F 90 = 1 is a beam-unrelated background likely from
Cherenkov light produced in the PMT windows.
the signals from calibration sources to SPE signals from
a pulsed LED, as well as in low-light pulses, results in an
estimated light yield of ∼ 4.5 photoelectrons (PE) per
keVee.
The predicted detector response to CEvNS is calcu-
lated via E[keVee] = QF × T where QF is the energy-
dependent, LAr-scintillation “quenching factor” and T
is the NR energy in keVnr. To determine the best
estimate for QF, a linear fit to the world data [41–
44] in the energy range 0 − 125 keVnr was performed
following the particle data group prescription for com-
bining data [45]. Reported correlations within a par-
ticular data set [44] were considered. The fit yielded
QF = (0.246± 0.006 keVnr) + ((7.8± 0.9)× 10−4)T with
a correlation coefficient of -0.79 between the slope and
intercept.
The AmBe neutron source data are used to character-
ize the PSD response for NR events. The F 90 distribu-
tion versus E for these data is shown in Fig. 2. The mean
value of F 90 in both bands is parameterized versus ER
energy for use in the simulation described below. The
behavior is broadly consistent with measurements from
other LAr detectors [38, 46] and consistent between the
two analyses.
A Geant4-based [47] program simulates the detector
response for both CEvNS and neutron events to deter-
mine the CEvNS detection efficiency and to construct
predicted event distributions. Using the quenching fac-
tor fit from above, the simulation models the production
of LAr scintillation light, TPB absorption/re-emission,
and propagation of optical photons to the PMTs. The
4material optical parameters and LAr scintillation prop-
erties were adjusted to reproduce the observed detector
response to calibration data. 57Co source data were col-
lected with the source at different positions with respect
to the PMTs, while the 83mKr source was uniformly dis-
tributed throughout the LAr. The combined analysis of
these data allowed us to estimate the relevant param-
eter values and uncertainties, from which we estimate
the CEvNS detection efficiency and response. Analyses
A and B used the same underlying simulation program
and detector geometry but tuned the optical parameters
independently.
Beam-unrelated, or “steady-state” (SS), backgrounds
to this measurement are dominated by the 565 keVee-
endpoint β-decay of cosmogenically produced 39Ar con-
tained in the detector volume. The 39Ar background is
constant in time and ∼ 104-fold suppressed due to the
pulsed SNS beam structure, and ∼ 102-fold further sup-
pressed by PSD. The remaining SS background is mea-
sured in situ using the off-beam triggers. External γ-rays
from surrounding materials or a nearby target exhaust
pipe are suppressed by the Pb shielding.
The beam-related backgrounds are caused by neutrons
produced in the SNS target that elastically scatter in
the argon producing a NR with the same signature as a
CEvNS event. Though this beam-related neutron (BRN)
rate is highly suppressed in Neutrino Alley, the events oc-
cur in time with the beam, and the rate competes with
the CEvNS rate in the detector. The BRN flux was
measured with the SciBath neutron detector [48, 49] at
the current CENNS-10 location in late 2015, and further
studied with a CENNS-10 engineering run [36]. These re-
sults constrain the BRN rate within the beam-coincident
time window and reveal no evidence of BRN outside of
this window.
Further, BRN were studied in a three-week
(0.54 GW·hr) “no-water” run in which the water
shielding around the detector was drained. A simulation
of fast neutrons with an initial spectrum derived from
the SciBath measurement achieves good agreement
with the shape of the observed CENNS-10 NR energy
spectrum providing validation for the simulation. An-
other possible beam-related background for CEvNS is
the production of neutrino-induced neutrons (NINs)
via neutrino interactions within the lead shielding [50]
which subsequently produce nuclear recoils in Ar, mim-
icking the CEvNS signal. However, the water shielding
between the lead and detector reduces this background
contribution to < 1 event for this sample.
The data set analyzed corresponds to 6.12 GW·hr to-
tal integrated beam power (13.7 × 1022 POT) collected
between July 2017 – December 2018. Events are selected
from both on-beam and off-beam data sets with identi-
cal data selection cuts. PMT waveforms are required to
have a stable baseline, no ADC saturation, and no pulses
within 1 µs of the 33 µs DAQ-window start time. These
Reconstructed Energy (keVee)0 5 10 15 20 25 30 35 40
Ef
fic
ie
nc
y
0
0.2
0.4
0.6
0.8
1
Recoil Energy (keVnr)
0 20 40 60 80 100
Analysis A
Analysis B
FIG. 3. Energy-dependent reconstruction efficiency esti-
mated for CEvNS events to pass the data selection criteria
for each of the two analyses.
criteria have a negligible effect on CEvNS event selection
efficiency. Candidate events are then formed by requir-
ing pulses with ≥ 2 PE in both PMTs occurring within
20 ns of each other. This cut largely determines the en-
ergy threshold and rejects 15% of the predicted CEvNS
events at the lowest recoil energies. Pulses within an
event are required to be free of evidence of preceding
or delayed “pileup” events, with an associated 4% effi-
ciency reduction. In addition, Analysis B placed a cut of
0.2 < ftop < 0.8 on the fraction ftop = Itop/I where Itop
is the observed signal coming from the top PMT. This
reduces backgrounds near the PMTs while reducing the
efficiency by 10%.
Further selection to form the candidate event sample
was made with the F 90 PSD variable to reject both ER
events and Cherenkov-like events (Fig. 2). A time range
was chosen using ttrig, where ttrig = 0 is the expected
start time of the neutrino beam at the detector, to in-
clude both prompt and delayed neutrinos. An energy
range was chosen to include the region of interest for a
CEvNS signal (E < 120 keVnr ≈ 30 keVee). The specific
values for the fit ranges differed between the two analyses
because of different strategies for signal and background
optimization. These are summarized in Table I along
with the number of events passing the selection criteria.
The resulting energy-dependent efficiency for detecting
CEvNS is shown in Fig. 3. The ≥ 2 PE pulse size sets the
energy threshold for Analysis A and the E > 4.1 keVee
requirement sets it for Analysis B.
To extract the total number of CEvNS events amid
BRN and SS backgrounds, we performed an extended
maximum-likelihood fit to the on-beam data binned in
F 90, ttrig, and E. These data were modeled by distribu-
tions Pk (E, ttrig, F 90) with associated number of events
Nk for k ∈ {CEvNS,BRN,SS}. PCEνNS was determined
by simulating CEvNS events according to Eq. 1 to pro-
vide the PSD and energy distributions, then combined
with the POT time dependence and known propagation
delays. NCEvNS was unconstrained in the fit. The PSS
distribution was formed by binning off-beam events in E
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FIG. 4. Projection of the best-fit maximum likelihood probability density function (PDF) from Analysis A on ttrig (left),
reconstructed energy (center), and F 90 (right) along with selected data and statistical errors. The fit SS background has been
subtracted to better show the CEvNS component. The green band shows the envelope of fit results resulting from the ±1σ
systematic errors on the PDF.
and F 90 with a constant time dependence. A Gaussian
prior was applied to NSS with mean and width fixed by
the measured off-beam rate and associated uncertainty.
Analyses A and B differed somewhat in the treatment
of the BRN background. In both analyses, the F 90-E-
dependence of PBRN was derived from the simulation
while the time-dependence of PBRN was determined from
a parametric fit to that observed in the no-water data.
Analysis A used this description in the prompt time re-
gion (ttrig < 1.4 µs) with NBRN Gaussian-constrained to
be within 30% of its predicted value to account for flux
measurement and Monte Carlo uncertainties. Analysis A
also included a separate, delayed (1.4 < ttrig < 1.9 µs)
BRN component to allow for the possibility of late BRN
events to contribute in this time region. This component
was gaussian-constrained, separately from the prompt
component, with 100% error. Analysis B instead used
a single PBRN component with time-dependence fixed by
the parametric no-water fit and allowed NBRN to float
freely in the fit.
Pseudo-data sets were generated using RooFit [51] to
demonstrate a robust and unbiased fitting procedure, and
to estimate systematic errors before fitting the on-beam
data. Systematic uncertainties were assessed by vary-
ing the parameters used to compute the Pk within their
acceptable limits, generating pseudo-data with the modi-
fied Pk, and fitting the pseudo-data to determine its effect
on NCEvNS. Only systematic uncertainties that affect the
shape of the Pk affect the fit value of NCEvNS.
The non-negligible systematic errors resulting from
this procedure are summarized in Table I. The uncer-
tainty on the parameterized F 90 energy dependence was
estimated from the NR calibration samples. The uncer-
tainty in various accelerator timing signals propagates to
an error in the mean time of the CEvNS ttrig distribu-
tion. Uncertainties in the BRN background also result
in an error on the fit NCEvNS values. All of these are
treated independently and added in quadrature resulting
in a total error of 8.5% (13%) on NCEvNS for analysis A
(B).
Results — The results from the maximum likelihood
fit to the on-beam data for both analyses are summarized
in Table I. The significance of this result compared to the
null hypothesis, incorporating systematics as explained
above, is 3.5σ (3.1σ) for Analysis A (B). Both analyses
yield NCEvNS within 1σ of the SM prediction.
The selected data along projections from the fit in
time, energy, and F 90 for Analysis A are shown in Fig. 4.
The statistical power of the CEvNS signal is due in part
to the distinctive excess of events at 0 − 120 keVnr re-
coil energy. This excess occurs in both the delayed and
prompt time regions. The CEvNS signal extraction is ro-
bust in the presence of the large prompt BRN background
because of the latter’s distinctive energy spectrum which
is constrained by the higher-energy data. Understanding
of the prompt BRN energy spectrum is a consistent result
tested with various calibration data sets and simulation
studies.
Using NCEvNS from the likelihood analysis, the CEvNS
flux-averaged cross section on argon (99.6% 40Ar) is com-
puted from the ratio of the measured CEvNS events to
the number predicted by the simulation using an input
SM flux-averaged cross section of 1.8× 10−39 cm2. Both
the statistical and systematic uncertainty on NCEvNS are
used along with additional systematic uncertainties that
do not affect the signal significance. The most dominant
is the incident neutrino flux (10%). The full list of these
uncertainties are summarized along with the other cross
section inputs for both analyses in Table II. The mea-
sured flux-averaged cross sections are consistent between
the two analyses and both are within the SM prediction,
as shown in Fig. 5. The results from both analyses are
averaged to obtain (2.2±0.7)×10−39 cm2 with the total
error dominated by the ∼ 30% statistical error on the fit
value of NCEvNS.
This result is used to constrain NSI using the frame-
work developed in Refs. [4, 17]. Here we consider non-
zero vector-like quark-νe NSI couplings 
uV
ee and 
dV
ee and
compare the prediction with the measured cross section.
The results are shown in Fig. 6 together with the previ-
6fit ranges Analysis A Analysis B
F 90 0.5 − 0.9 0.5 − 0.8
E (keVee) 0.0 − 120.0 4.1 − 30.6
ttrig (µs) −0.1 − 4.9 −1.0 − 8.0
total events selected 3754 1466
predicted
CEvNS 128 ± 17 101 ± 12
BRN, prompt 497 ± 160
226 ± 33
BRN, delayed 33 ± 33
SS 3154 ± 25 1155 ± 45
total events predicted 3779 1482
fit
CEvNS 159 ± 43 121 ± 36
BRN, prompt 553 ± 34
222 ± 23
BRN, delayed 10 ± 11
SS 3131 ± 23 1112 ± 41
total events fit 3853 1455
fit systematic errors
CEvNS F 90 E dependence 4.5% 3.1%
CEvNS ttrig mean 2.7% 6.3%
BRN E dist. 5.8% 5.2%
BRN ttrig mean 1.3% 5.3%
BRN ttrig width 3.1% 7.7%
total CEvNS sys. error 8.5% 13%
fit results
null significance (stat. only) 3.9σ 3.4σ
null significance (stat.+sys.) 3.5σ 3.1σ
TABLE I. Summary of parameters, errors, and results from
the maximum likelihood analysis. Analysis A divides the
BRN component into “prompt” and “delayed” parts. “BRN”
and “SS” are the beam-related-neutron and steady-state
backgrounds.
Analysis A Analysis B
SM-predicted (×10−39 cm2) 1.8
fit CEvNS events 159 ± 43 121 ± 36
cross section systematic errors:
detector efficiency 3.6% 1.6%
energy calibration 0.8% 4.6%
F90 calibration 7.8% 3.3%
quenching factor 1.0% 1.0%
nuclear form factor 2.0% 2.0%
neutrino flux 10% 10%
total cross section sys. error 13% 12%
measured (×10−39 cm2) 2.3 ± 0.7 2.2 ± 0.8
TABLE II. Summary of flux-averaged cross section results
and errors.
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FIG. 5. Measured CEvNS flux-averaged cross section for the
two analyses, along with the SM prediction. The horizontal
bars indicate the energy range of the flux contributing. The
minimum value is set by the NR threshold energy, different for
each analysis. The 2% error on the theoretical cross section
due to uncertainty in the nuclear form factor is also illustrated
by the width of the band. The SNS neutrino flux is shown
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FIG. 6. Allowed regions of non-standard neutrino inter-
actions (NSI) for a vector-coupled quark-electron interaction
from this measurement, together with the previous COHER-
ENT CsI[Na] measurement [34] and the CHARM experi-
ment [52]. The dashed black lines show the SM prediction.
ous COHERENT CsI[Na] result [34]. This measurement
further constrains the allowed region of the parameter
space from the CsI[Na] measurement.
Summary — A 13.7 × 1022 protons-on-target sam-
ple of data, collected with the CENNS-10 detector in the
SNS neutrino alley at 27.5 m from the neutron produc-
tion target, was analyzed to measure the CEvNS process
on argon. Two independent analyses observed a more
7than 3σ excess over background, resulting in the first de-
tection of CEvNS in argon. We measure a flux-averaged
cross section of (2.2±0.7)×10−39 cm2 averaged over and
consistent between the two analyses. This is the light-
est nucleus for which CEvNS has been measured, ver-
ifying the expected neutron-number dependence of the
cross section and improving constraints on non-standard
neutrino interactions. CENNS-10 is collecting additional
data which will provide, along with refined background
measurements, more precise results in near future.
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9Appendix
In this appendix, we present supplementary informa-
tion supporting the material reported above.
Liquid Argon Quenching Factor
FIG. 7. Quenching factor fit with an error band constructed
with a overall error scaling to yield χ2/DOF ≈ 1.
The predicted detector response to CEvNS NR events
relative to that for ER events is quantified with the so-
called “quenching factor” QF. The most recent mea-
surements of the QF for liquid argon in the energy range
0 – 125 keVnr [41–44] are shown in Figure 7. While there
appears to be some tension between data sets, there is
no a priori reason to discard any particular measure-
ment. Therefore, we decided to do a simultaneous fit
of all the data with a complete treatment of the errors.
Since CENNS-10 has little efficiency for E < 20 keVnr,
and any evidence for a more complex energy dependence
is not clear, we assumed a linear model for the energy
dependence of the QF.
The simultaneous fit to this data utilized a standard
least-squares method [45], with an error matrix to handle
any correlations in a particular data set. While it is rea-
sonable to assume that all individual data sets contained
correlated error, only Ref. [44] reported them, so the er-
ror matrix contained off-diagonal terms only for these
data. We suggest here in passing, that future QF mea-
surements report correlated errors (as would occur, for
example, with an overall energy calibration uncertainty)
with their data, allowing for a more correct treatment of
errors in fits to world data. The linear fit to this data
with the reported errors yielded a χ2/DOF of 138.1/36.
Following the recommended method of Ref. [45], the er-
rors on all data points were simultaneously scaled by
a factor of 2.0 such that χ2/DOF = 1. This yields
QF(T ) = (0.246 ± 0.006 keVnr) + (7.8 ± 0.9) × 10−4T
with a correlation coefficient of -0.79 between the slope
and intercept. This fit and resulting error band is shown
in Figure 7. A factor of 2 increase in the errors brings
the data into reasonable agreement when correlated er-
rors are considered.
A 2% error on CEvNS events acceptance efficiency re-
sulted from this QF uncertainty and was calculated by
varying the QF used in the simulation consistent with
the error band of Figure 7. Other scenarios for the en-
ergy dependence below 20 keVnr were also considered
to quantify extreme possibilities. If the data only from
Refs. [41, 42] ([43, 44]) are used for the fit of QF be-
low 20 keVnr, a change in the CEvNS acceptance of -1%
(+12%) results.
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FIG. 8. The likelihood function (curves) vs predicted num-
ber of CEvNS events profiled over the number of SS and BRN
background events for both Analysis A and B. The verti-
cal lines show the predicted number of events from the SM
CEvNS cross section accounting for detector response.
A maximum likelihood fit was used to find the best
estimate of NCEvNS for the results reported here. The
statistics-only null significance is determined by forming
the quantity,
− 2∆ lnL = −2(lnL(NCEvNS)− lnLbest), (A.2)
that depends on the difference between the likelihoods
at a given value of NCEvNS and at the best-fit value of
NCEvNS, Lbest. The value of this quantity at NCEvNS = 0
determines the statistics-only null-rejection significance
with the assumption that it is distributed as a χ2 func-
tion with 1 degree of freedom. This assumption was
tested with pseudo-data and supports our simple treat-
ment of systematic errors in this analysis. Figure 8 shows
−2∆ lnL profiled over the number of SS and BRN back-
ground events for the data sets in analyses A and B.
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FIG. 9. Projection of the maximum likelihood PDF from Analysis B on ttrig (left), reconstructed energy (center), and F 90
(right). The fit SS background has been subtracted to better show the CEvNS component. Bin-bin systematic errors were not
calculated in this analysis.
Figure 9 shows the projections of the likelihood fit for
analysis B.
CEvNS Cross Section N Dependence
With the result reported here, the COHERENT col-
laboration has measured the flux-weighted CEvNS cross
section with different nuclei. These results, along with
the SM prediction, are shown in Figure 10.
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FIG. 10. The measured CEvNS flux-weighted cross sec-
tion from this analysis together with the previous results for
CsI[Na] [34] and as expected in the SM as a function of neu-
tron number. Expectations for planned COHERENT target
nuclei are also computed. The form factor (FF) unity as-
sumption is compared to the Klein-Nystrand [53] value that
is used for this analysis with the green band representing a
±3% variation on the neutron radius.
Non-Standard (Model) Interactions
Results from CEvNS experiments directly constrain
non-standard interactions (NSI) between neutrinos and
quarks mediated by a new, heavy particle. The mediator
is assumed to be a vector. After unitarity constraints,
there are ten independent couplings allowed, f,Vij , with
i, j = e, µ, τ and f = u, d [16]. As an example, we look
at constraints on u,Vee and 
d,V
ee , with all other couplings
assumed to be zero, because these two are least experi-
mentally constrained.
Constraints are determined by comparing the flux-
averaged cross section predicted in each NSI scenario to
COHERENT data on argon (this result) and on CsI [34].
Both constraints are shown in Fig. 6 and are consistent
with the SM prediction. The argon data disfavor the
slight suppression which is allowed by the CsI data. This
slight excess causes the allowed parameter space regions
to separate into two degenerate bands.
