A cellular automata smart sensor by GARDA (P.) et al.
sMACHINES NUMÉRIQUES
Une rétine électronique
automate cellulaire
A cellular automata smart sensor
P. GARDA
IEF (CNRS, LA 22), Bat . n° 220, Université de Paris-Sud, 91405 ORSAY CEDEX.
Agrégé de Mathématiques, titulaire d'une thèse de troisième cycle en électronique, P
. Garda est Chargé de
Recherches à l'I
.E .F
. (U
.RA 22) . Ses centres d'intérêt portent sur la conception et l'utilisation d'algorithmes et d'ar-
chitectures cellulaires et neuronales pour la vision .
A. REIC
	
T
Section d'étude et de fabrication des Télécommunications, 4, rue du Professeur
Zamenhoff, 92130 ISSY-LES-MOULINEAUX.
Ancien élève de l'école Polytechnique, titulaire d'un diplôme d'ingénieur
à l'ENSTA, d'un DEA en Reconnaissance
de forme (Paris-VI, 1985), et d'une thèse de doctorat (Paris-XI, 1988). A travaillé à l'ETCA de 1985 à 1988 au labo-
ratoire Systèmes de Perception .
H. RODRIGUEZ
IEF (CNRS, LA 22), Bat. n° 220, Université de Paris-Sud, 91405 ORSAY CEDEX.
H. Rodriguez prépare une thèse de doctorat à VILE sur l'intégration de
rétines de grande dimension .
F . OS
IEF (CNRS, LA 22), Bat. n° 220, Université de Paris-Sud, 91405 ORSAY CEDEX
.
Professeur d'Université à l'Institut d'Electronique Fondamentale (LE
.F .).
Il anime une équipe d'architecture et de
conception de machines dédiées
. Ses sujets d'intérêt sont centrés sur les procédures à parallélisme massif
.
S. VIDOVI UE
ETCA/CREA/SP et IEF.
Ayant obtenu un doctorat ès sciences consacré à la vision des
robots (Besançon), Il est, depuis octobre 1981,
conseiller de la DRET (ETCA) (')
pour les problèmes de Traitement d'images Temps Réel et Robotique
. Ses
recher-
ches sont principalement axées sur la conception
de système de perception, l'impact de leur organisation
interne sur leur efficacité externe, leur Implantation effective, et
par ce biais sur les méthodes (modernes) de pro-
grammation, d'architecture et d'intégration
.
Traitement du Signal
435
volume 5 - ri ,, 6 - 1988
RÉSUMÉ
Les capteurs intelligents optiques numériques sont utiles dans un grand nombre d'applications et peuvent être considérés à
terme comme l'aboutissement ultime de tout système de vision . Les tableaux de processeurs constituent une architecture
massivement parallèle séduisante pour de tels capteurs, puisqu'ils sont bien adaptés aux contraintes de l'intégration à la
demande et à l'organisation naturelle des images . De plus ils tirent aisément parti des progrès des densités d'intégration .
Dans cet article nous décrivons les interactions algorithme-architecture que nécessite la conception d'une rétine électronique
monolithique organisée en tableau de processeurs permettant une vision d'alerte autonome . Nous présentons d'abord nos
motivations, nous décrivons les opérateurs que notre tableau de processeurs pourra appliquer aux images qu'il a acquises et
nous montrons comment ils peuvent être utilisés pour faire une recherche de motifs par coïncidence binaire . Nous proposons
de premiers résultats de traitement d'images multiniveaux codées par des images binaires en demi-teinte . Finalement nous
décrivons l'architecture de la rétine .
MOTS CLÉS
Capteurs intelligents, automates cellulaires, tableaux de processeurs, traitement d'images binaires, reconnaissance de formes .
1 . Introduction
L'eeil constitue une référence mythique pour qui-
conque s'intéresse à la vision artificielle, et concevoir
un ceil artificiel est un défi attrayant et inaccessible .
Or, les semi-conducteurs intégrés fournissent un
moyen de fabriquer des machines constituées de
myriades de cellules toutes identiques . Par ailleurs, le
silicium est naturellement photosensible - néanmoins
sa réponse spectrale n'est pas nécessairement adaptée
à toutes les applications - . Ainsi, les technologies
électroniques intégrées offrent-elles la possibilité de
concrétiser des rétines artificielles .
D'autres motivations plus pratiques suscitent une telle
recherche . Tout d'abord, un système fondé sur des
composants intégrés spécifiques est particulièrement
compact. Or la compacité d'un équipement électroni-
que en facilite la diffusion, ne serait-ce qu'en en dimi-
nuant le coût. D'ailleurs une telle compacité est
requise dans la plupart des applications embarquées.
Qui plus est, un tel système est aussi très rapide, ce
qui est important pour tout système de traitement
d'images. Au total, ces deux caractéristiques ouvrent
potentiellement de nombreux domaines d'applications
à de telles rétines. On peut imaginer, à titre d'exemple,
l'intérêt de l'usage courant d'un tel composant dans
un lecteur optique pour aveugles .
Qu'est-ce qui constitue une rétine électronique? Il
s'agit d'un circuit intégré monolithique qui rassemble
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dans une même puce des opérateurs d'acquisition, de
codage, de traitement d'images, ou une partie de ceux-
ci. Force est de constater que même les centaines de
milliers de transistors qui peuvent être rassemblés sur
une puce réalisée aujourd'hui ne sont rien face au
matériel requis par l'ensemble des opérateurs que
nous venons de mentionner . Aussi la conception de
ce composant implique-t-elle des compromis dramati-
ques entre la complexité de l'architecture retenue, sa
facilité de programmation, ses domaines d'applica-
tions, ses performances .
Différents compromis donnent lieu à différents sché-
mas de rétines conçues pour différents types de tâches .
Nous allons décrire ceux présentés à ce jour .
Premièrement, un imageur matriciel à CCD peut légi-
timement être considéré comme une rétine électroni-
que, dont la fonction est réduite à l'acquisition de
l'image. Deuxièmement, on peut imaginer d'intégrer
au capteur un codeur analogique-numérique pour lui
permettre d'assumer en plus les fonctions d'échantil-
lonnage spatial et temporel et de numérisation . Cette
fonction de codage peut d'ailleurs être développée
plus largement : par exemple [Cole 83] décrit un cir-
cuit qui fournit la Transformée de Hadamard des
images qu'il a acquises .
Troisièmement, on peut associer à un capteur optique
un opérateur de traitement d'images, comme par
exemple un détecteur de contours. Une telle rétine
s'insère alors dans un système de vision qui en
contrôle les paramètres et exploite les données qu'elle
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lui fournit. Elle allège la charge de ce système d'une
part en effectuant elle-même des calculs lourds, d'au-
tre part en réduisant le débit d'informations entre le
capteur et le système de perception qui l'exploite .
Ainsi elle lui permet de se consacrer à des tâches
plus « intelligentes », et accroît donc l'efficacité de
l'ensemble du système. Elle s'inscrit alors dans la ligne
des capteurs intelligents - dont les signaux d'entrée
ne sont pas des images - ou des frontaux de système
de traitement de l'information .
Quatrièmement, ces capteurs peuvent être conçus
comme de très petits systèmes entièrement autonomes .
Dans ce cas, ils sont spécialisés pour effectuer complè-
tement une fonction unique précise . C'est le cas par
exemple de la souris optique de [Lyon 81] qui est
utilisée comme un organe de pointage pour les sta-
tions de travail . Néanmoins il faut noter que l'algo-
rithme de détection du mouvement de cette souris est
câblé dans le silicium, à tel point que même la texture
de la surface sur laquelle elle se déplace y est figée .
Les rétines conçues selon ce schéma présentent les
mêmes intérêts que celles conçues selon le troisième
schéma .
Nous nous intéressons à une rétine qui se distingue
de celles réalisées à ce jour par ses plus grandes
possibilités, quitte à ce que sa réalisation à très court
terme soit plus difficile . Nous souhaitons qu'elle
constitue un système autonome, à l'instar du qua-
trième schéma proposé, mais sans pour autant qu'une
application soit câblée dans le silicium qui la consti-
tue. Pour cela, nous souhaitons tout d'abord qu'elle
soit programmable et constitue ainsi un petit calcula-
teur spécialisé en traitement d'images . Par comparai-
son, les rétines que nous venons de décrire ne sont
que paramétrables - par exemple par le choix d'un
gain - . Plus précisément, nous souhaitons pouvoir
programmer la rétine à partir des données des applica-
tions auxquelles elle est destinée. De cette manière, la
possibilité d'une auto-adaptation de la rétine à son
environnement est préservée ([Garda 85-1], [Garda
85-3]) . Ceci suppose que nous puissions écrire des
algorithmes d'apprentissage permettant de construire
des opérateurs à partir des images caractéristiques
d'une application .
Néanmoins il est difficile d'implanter à court terme
dans une rétine un système bouclé qui prenne lui-
même en compte les conséquences des actions qu'il a
décidées. Nous sommes donc conduits à mettre en
eeuvre cette rétine principalement pour des applica-
tions de détection ou de classification, dont un cas
intéressant est celui d'une vision d'alerte autonome .
En effet, un système de perception complet a des
temps de réponse relativement longs. On peut donc
imaginer de le compléter par un petit système fruste
et autonome, qui soit chargé d'émettre très rapide-
ment un signal d'alarme dès lors qu'il a détecté un
objet inquiétant. Il faut noter que ceci est beaucoup
plus difficile que de détecter une caractéristique
inquiétante de l'image [Zavidovique 87] . Au total
nous demandons ainsi à notre rétine de pouvoir exé-
cuter des algorithmes de décision et de
reconnaissance, tout en restant très rapide .
Cette contrainte de vitesse de traitement de l'image
nous conduit à privilégier a priori les possibilités
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d'exécution parallèle . Certes, la plupart des algo-
rithmes de traitement d'images bas niveau peuvent
être exécutés en parallèle. Par contre, les algorithmes
de détection et de classification sont presque toujours
conçus pour être exécutés sur des ordinateurs séquen-
tiels, et leur parallélisation n'est pas immédiate. Or,
le problème de l'interface entre les architectures paral-
lèles iconiques et symboliques est essentiellement
ouvert [Tanimoto 88], et il paraît particulièrement
difficile à résoudre dans le contexte d'une intégration
monolithique . La direction qui consiste à rejeter à
l'extérieur de la rétine la partie responsable de la
décision nous ramène aux troisième et quatrième sché-
mas de rétines que nous avons mentionnés, et nous
ne la suivrons donc pas .
Dans cet article, nous décrivons une expérience de
réalisation des traitements de l'image et des opérations
de décision qui les suivent avec les mêmes opérateurs
exécutés par la même architecture parallèle. La
description de l'étude est organisée comme suit . Dans
le deuxième chapitre, nous décrivons le choix des
opérateurs sur lesquels nous nous appuyons, appelés
Traitements Combinatoires Locaux (TCL) . Dans le
troisième chapitre, nous montrons comment nous les
utilisons pour construire une méthode fruste et paral-
lèle de reconnaissance de formes . Dans le quatrième
chapitre, nous montrons comment les méthodes du
troisième chapitre peuvent être étendues aux images
binaires en demi-teinte. Dans le cinquième chapitre,
nous décrivons l'architecture de rétine électronique
qui permet leur mise en ceuvre.
2. Traitements combinatoires locaux
Dans ce chapitre, nous choisissons les opérateurs
implantés sur la rétine, puis nous les définissons
mathématiquement, enfin nous les situons par rapport
aux opérateurs analogues de la morphologie mathé-
matique.
2 . 1
. CHOIX DES OPÉRATEURS
D'une part, les options que nous avons prises dans
l'introduction sont autant de contraintes que doivent
satisfaire les opérateurs que nous allons utiliser .
D'autre part, le choix d'une réalisation immédiate
introduit des bornes du fait des technologies électroni-
ques disponibles . Le nombre de transistors que peut
contenir une puce unique reste limité en regard de ce
qu'exige l'implantation d'un calculateur parallèle, et
ceci doit être pris en compte par une approche qui
s'appuie sur des validations concrètes à court terme .
Une première restriction est donc de n'utiliser que des
opérateurs booléens manipulant des images binaires,
parce que les premiers exigent peu de matériel pour
l'implantation des unités de calcul, et les seconds
peu de matériel pour leur mémorisation. Les images
binaires ont d'ailleurs été abondamment étudiées, du
fait de leur plus grande simplicité . Néanmoins les
outils les plus fins utilisés pour analyser leur structure
et leur architecture ([Chassery 87], [Serra 82]) ont
été développés sur des calculateurs séquentiels, sans
prendre en considération quelque implantation paral-
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lèle que ce soit . Une seconde restriction est donc de
ne s'appuyer que sur une famille unique d'opérateurs,
de manière à en réussir l'implantation sur un calcula-
teur parallèle monolithique . En effet la manipulation
d'un ensemble de types de données (tableaux, listes,
graphes, . . .) par une architecture unique la complique
d'une manière inacceptable . Une troisième restriction
consiste alors à demander que ces opérateurs soient
homogènes avec les données qu'ils auront à traiter,
de manière à faciliter la conception d'algorithmes
d'apprentissage. Dans ce cas il est plausible que la
rétine elle-même assume ces algorithmes .
Il faut alors considérer les conséquences du choix
d'une famille d'opérateurs unique que nous venons
de faire .
D'une part la philosophie d'un algorithme de décision
s'appuyant sur une famille unique d'opérateurs va
forcément être proche de celle des méthodes de corré-
lation. Un tel algorithme consistera en la comparai-
son, par l'intermédiaire de l'application d'opérateurs,
du contenu de l'image à un catalogue d'images de
référence .
D'autre part la mécanique la plus simple s'appuyant
sur l'application d'opérateurs en est la composition .
Ceci résulte simplement du fait que la seule action
possible, si l'on ne dispose que d'opérateurs « nus »,
est de les appliquer les uns après les autres, ce qui se
traduit, en termes algébriques, par leur composition .
Donc les algorithmes d'apprentissage s'appuieront a
priori sur la composition ou la décomposition des
opérateurs pour leur construction à partir d'exemples .
Finalement, nous cherchons des opérateurs qui trai-
tent des images binaires, pour lesquels la composition
soit une mécanique adaptée, et qui se prêtent à une
implantation parallèle . Nous avons choisi
[Zavidovique 81] une partie des opérateurs géométri-
ques classiques de traitement d'images binaires, que
nous avons nommée TCL, qui a pour particularité
d'être clairement caractérisée, d'être stable par com-
position, et de se prêter à une reconnaissance de
formes fruste basée sur cette propriété .
2 . 2. DÉFINITION DES OPÉRATEURS
L'objet de cet alinéa, assez mathématique, est de
définir précisément les notions d'image binaire
discrète et de TCL .
Z désigne l'ensemble des entiers relatifs . Les éléments
de Z x Z sont appelés des sites . Ici l'addition désigne
l'addition de points dans Z x Z, c'est-à-dire que si
z 1 =(x 1,y 1 ) et
z2=(x2,y2)
sont deux sites, z=z
1
+z 2
est le site (x 1 +x2,
yl +y2) .
Par extension, si z est un
site et V une partie de Z x Z, nous notons z+V
l'ensemble des sites de la forme z+v, où v décrit V :
z+V={Z+V, VEV}
Une image binaire est représentée par une application
de Z x Z dans { 0, 11 . Nous nous appuyons implicite-
ment sur un réseau à maille carrée .
Un Traitement Combinatoire Local (TCL) est défini
suivant [Zavidovique 81] à l'aide de deux paramètres :
- un voisinage V, qui est une partie finie de Z x Z ;
il désigne l'ensemble des sites qui peuvent servir au
calcul du TCL ;
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- une fonction booléenne e, dont les variables binai-
res sont indicées par les sites qui appartiennent à V
e ((X„)~,
E v
) ; elle peut donc être considérée comme une
fonction e : { 0, 1 }v --, { 0,1 } .
L'application du TCL t de paramètres (V, e) à l'image
binaire I (considérée comme une application de Z x Z
dans { 0,1 }) est une image binaire t (I) (qui est elle-
même une application de Z x Z dans { 0, 11) . Pour
calculer la valeur de l'image binaire t (I) au site z,
on applique la fonction booléenne e au voisinage
(z+V)
	
du site z dans l'image binaire
I : t (I) (z) = e ((I (z + v))°
E v
), ce qui est illustré figure 1 .
o
t
1
Fig.
1. - Définition d'un TCL de paramètres (V, e) .
Si TZ est la translation par z dans Z x Z, ceci peut
s'écrire en disant que la valeur de l'image binaire t(I)
au site z est l'élément binaire e (I ° ;) de { 0, 11 . A
titre d'exemple, la détection de fronts montants ou
descendants horizontaux peut être faite à l'aide du
voisinage V = { -1, 0, 1 } et de la fonction booléenne
e ((X(_
1 , 0),
X(o,o)e X(1,o)))
=X(- t,O) * X(o.o)+X(o,o) * X(I,o)
Il faut noter qu'aucune contrainte n'est faite ni sur
la forme ou la taille du voisinage V, ni sur la fonction
booléenne e. Par ailleurs il est clair que plusieurs
couples (V, e) différents peuvent définir le même TCL .
On peut naturellement introduire une notion de cou-
ple «minimal» définissant un TCL t donné .
Il apparaît clairement sur cette définition que les TCL
sont des opérateurs locaux, selon le sens suivant
pour un opérateur t fixé, il existe une partie finie V
de Z x Z telle que pour toute image I et pour tout
site z de Z x Z, t (I) au site z ne dépend que du
voisinage (z + V) de z dans Z x Z . De même les TCL
sont clairement invariants par translation .
Réciproquement un opérateur t local au sens précé-
dent et invariant par translation est un TCL . En effet
dans ce cas, du fait de l'invariance par translation,
t (I) au site z coïncide avec t (I ° t) au site (0,0) . Si on
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1 o
appelle e la fonction booléenne 10, 11v --> { 0,1 } qui
à J image binaire incluse dans V associe t(J), on voit
que t (I) au site z coïncide avec e (I 0 ti 2) et donc que t
est le TCL de paramètres (V, e) .
Dès lors si t1 et t2 sont deux opérateurs locaux inva-
riants par translation, le «Ou logique», le «et
logique» (calculés site par site) et la composée de t 1
et de t2 sont des opérateurs locaux et invariants par
translation, donc l'ensemble des TCL est stable par
« ou », « et » et composition .
On peut maintenant chercher à décrire une paramétri-
sation de la composée de deux TCL. Pour cela une
définition ensembliste est plus aisément manipulée .
Deux définitions équivalentes des TCL peuvent être
proposées dans ce cadre. Tout d'abord rappelons qu'à
toute partie A de Z x Z nous pouvons associer sa
fonction caractéristique IA : Z x Z --> {0, 1 } qui a tout
élément z de Z x Z associe 1 s'il appartient à A et 0
sinon. Représenter une image binaire par une partie
de Z x Z équivaut donc à la représenter par une
application Z x Z --> { 0, 1 } . Proposons maintenant
une description équivalente des paramètres d'un TCL .
Soit V une partie finie de Z x Z . Soit e une fonction
booléenne { 0, 1 }v -+ {û, 1 } ; appelons support de e
l'ensemble des imagettes que e «reconnaît», c'est-à-
dire l'ensemble U de toutes les parties X de V telles
que e (X) = 1 . Alors si I est une image binaire, considé-
rée comme une partie de Z x Z, l'image t(I) résultant
de l'application du TCL t de paramètres [V, q à
l'image binaire I est définie de manière équivalente
comme suit
t(I)={zeZ x Z, (-z+I) (l VeU} .
Ceci permet de donner une paramétrisation de la
composée t 2 o t 1 de deux TCL t 1 et t2 de paramètres
[V1 , U 1 ] et [V 2, U 2 ] respectivement, ce qui est illustré
figure 2. Il s'agit de [V 1 (+ V 2, U], où U est :
U={XeV1 E V2 , t1 (X)eU2 } .
2 . 3
. LIEN AVEC LA MORPHOLOGIE MATHÉMATIQUE
Il est clair que les TCL sont liés aux opérateurs
de logique cellulaire [Preston 79] et de morphologie
mathématique [Serra 82]. C'est ce que nous précisons
ici .
Représentons la fonction booléenne e sous forme
normale disjonctive, c'est-à-dire comme «somme»
logique («ou logique») de L « produits » logiques e,,
(« et logique»)
e ((XZ)Zev) = y
e).((XZ)Zev)
1<a<_L
Naturellement t est le « ou logique » des TCL t,. de
paramètres (V, e,) :
t= 1
151SL
t a,
Maintenant, chacun des termes produits ex est défini
grâce à deux parties de V qui sont l'ensemble U, des
variables X 2 qui apparaissent dans e,, et l'ensemble Z ),
des variables X2 qui y apparaissent en étant conju-
guées (« complémentées », ce qui est noté par X 2) .
s
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(2)
FIg . 2 . - Composition de deux TCL t1 et t 2.
L'application de t, aux motifs de t2 o t l produit des motifs de t 2 .
Ainsi e, s'écrit
e t
((X2). E v) = fl X
2
* fJ -
_2
z6
U1 2eZX
Considérons une partie Y de V . La condition ex (1y)
vaut 1 équivaut à
- pour tout z dans U,,: lv (z) = l donc z e Y i. e .
Y ZD U,` ;
- pour tout z dans Z,, : l y (z)=0 donc z e
Y i. e .
Y` :D Z1 .
Ainsi le TCL ta, de paramètre (V, e,,) coïncide avec
la transformation par tout ou rien (TTR) d'élément
structurant (U1 , Z,.), au sens où elle est définie en
morphologie mathématique sur des images binaires
discrètes [Serra 82] .
De ce fait il apparaît que tout TCL est la réunion
d'un nombre fini de transformations par tout ou
rien. Réciproquement, puisque l'ensemble des TCL
est stable par union, intersection et composition en
nombre fini, tout opérateur morphologique obtenu
par composition d'un nombre fini de transformations
par tout ou rien est un TCL .
2 . 4. CONCLUSION
Au total, nous avons donné une définition des TCL,
puis une caractérisation de leur ensemble, et nous
avons montré qu'ils sont stables pour la composition .
Nous avons ensuite montré qu'ils peuvent être obte-
nus comme union de transformations par tout ou rien .
C'est finalement cette dernière façon de les définir qui
sera la plus utilisée, les TTR servant de filtre, et leurs
éléments structurants de motifs .
D'une manière plus philosophique, on peut dire d'une
part que les TCL correspondent à une classe d'opéra-
teurs morphologiques qui satisfont les trois premiers
principes de la morphologie exposés par [Serra 82],
mais pas le quatrième (ils ne sont pas croissants) . A
l'inverse, leur ensemble a la particularité d'être stable
par composition, propriété qui n'est pas cruciale en
morphologie mathématique. On peut dire d'autre part
que les approches de la reconnaissance sont différen-
tes, puisque la reconnaissance à partir de TCL utilise
volontairement une représentation explicite de la
forme à travers des opérateurs géométriques, alors
qu'en morphologie on utilise volontairement une
représentation implicite de la forme, à travers un
ensemble de mesures de caractéristiques .
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3. Images binaires seuillées
Dans ce chapitre, nous expliquons comment les TCL
peuvent être utilisés pour la reconnaissance de motifs
dans des images binaires seuillées .
3 . 1 . MÉTHODE BOOLÉENNE DES MASQUES
Nous allons expliquer maintenant comment ces opé-
rateurs peuvent être utilisés pour implanter une
méthode booléenne des masques. Le procédé utilisé
consiste à construire à partir d'images du motif à
reconnaître des suites d'opérateurs qui marquent les
sites où un motif voisin du motif recherché a été
trouvé. Pour cela, considérons d'abord une petite
image binaire P incluse dans une fenêtre rectangulaire
R . Soit alors t la TTR de motif (P, R-P), où R-P
désigne le complémentaire de P dans R, comme illus-
tré figure 3 . L'application de t à une image binaire I
est :
t(i)={zeZx Z,(-z+I) (1R=P} .
Ainsi t marque les sites z dont le voisinage (z + R)
coïncide pixel à pixel avec le motif défini par (P, R-P) .
Bien entendu, si l'on cherche des motifs ressemblant à
P dans une autre image acquise J par l'application
de t, on n'obtiendra aucune coïncidence . A ce stade
cette approche est très semblable à celle de la corréla-
tion [Barnea 72] . Il nous faudrait donc définir un
coefficient de ressemblance entre images, analogue au
coefficient de corrélation . Néanmoins les TCL ne
permettent pas d'effectuer directement des opérations
arithmétiques, et donc nous devons nous appuyer sur
un coefficient de similitude qui puisse être calculé
géométriquement.
Une première approche dans cette direction consiste
à remplacer t défini par le motif (P, R-P) par t' de
motif (P„, (R-P),,), où P,, et (R-P), sont l'érosion de
P et de R-P respectivement par des éléments structu-
rants de taille inférieure à n, typiquement carrés,
comme illustré figure 3. Les images qui sont acceptées
par ce motif sont semblables, en un sens très géométri-
que, au motif (P, R-P) .
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Fg. 3 . - Définition d'un TCL associé à un motif
. Ici on représente
sur la même image binaire les éléments U et Z de t, ainsi que
leurs versions érodées U' et Z' de t'
.
Une approche plus précise s'inspire de la distance de
Hausdorff dans le plan R x R. En effet, la distance
de Hausdorff de deux parties compactes A et B de
R x R est définie par
d(A,B)=inf{seR,(B$Dj aAet(AGD,) mB}
où G représente la somme de Minkowski et D, est
un disque de diamètre c . En particulier, si s est un
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nombre positif, les conditions
(B +Q D s) :DA
	
et (A G D E) D B
équivalent à ce que la distance de Hausdorff de A et
B soit plus petite que s .
Par analogie, identifions Z x Z aux sites à coordon-
nées entières de R x R, considérons la discrétisation
du disque carré à l'origine de rayon n :
D„={zsZxZ,d(O,z)Sn}
et marquons les sites z qui satisfont
(z+P) G D . r, (z+V) (1I
1$ D„Dz+P
Ceci vérifie que la distance de Hausdorff entre
(z + V) (l I et (z + P) est inférieure à n . Le calcul de
la représentation discrétisée d'un disque de rayon n
est assez lourde, mais il est raisonnable de supposer
que le motif correspondant est mémorisé une fois
pour toutes .
Pour aller au-delà, nous souhaitons introduire une
similarité plus structurelle entre les motifs tout en
s'appuyant sur des TCL . Pour cela, choisissons une
fenêtre carrée R 1 et G une grille régulière à maille
carrée incluses dans R, comme illustré figure 5 . 1 .
Considérons maintenant les fenêtres de taille R 1
extraites aux sites de G dans P : en chaque site z de
G appelons « tuile » WZ l'image binaire
R 1 f (-z+P) . Soit aussi TZ le motif (WZ, R 1 -WZ )
et t 1 le TCL défini par l'ensemble des motifs (T,),, G ,
comme illustré figure 5 .2. Ce TCL t 1 est ainsi consti-
tué des motifs extraits de P aux sites de la grille G .
Soit aussi t
2
le TCL de motif (G, 0), comme illustré
figure 5 . 3. Ce TCL t 2 est constitué d'un unique motif
repérant la présence de tous les sites de G .
Choisissons le pas de la grille G et la taille de la
fenêtre R 1 de manière à ce que les tuiles associées à
deux sites z 1 et z2 voisins dans G se chevauchent et
de manière à ce que : R1 G G :D P; c'est-à-dire que
G doit être recouvert par l'union des tuiles
(WZ)ZEG
extraites aux sites de G .
D'après la caractérisation de la composition que nous
avons donnée dans le paragraphe 2 .2, t2 o t1 a pour
paramètre [R1
O
R2 , U], où U est l'ensemble des par-
ties X de R que t1 transforme en G : ces parties X
sont donc obtenues en plaçant l'une des tuiles de
{ WZ }Z E G
en chaque site z' de G. Dans le cas d'images
réelles il n'y a généralement qu'une manière unique
volume 5 - no b - 1988
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Fg. 4 . - Reconnaissance de motifs par application de
t, et de t 2 .
(1) Image résultante de l'application de t, et t 2 . (2) Image
résultante de l'application de t, seulement
. (3) Image initiale.
Fig. 5 .1 . - Fenêtres W~=z+R 1
situées aux points de G .
Fig . 5 .2. - Quatre motifs de t 1 .
Fig . 5 .3 . - t
2
est défini par un motif unique .
Fig. 5 .4 . - Les motifs de ti sont ceux de
t 1
après érosion
.
Fig. 5 .5. - Les motifs de
t2
sont obtenus par dilatation puis suppression.
Fig
. 5 . - Définition d'une suite de TCL associée à un motif
.
e
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de réarranger ces tuiles, et celle-ci reconstitue le motif
initial P. Alors l'application successive de t t et de t2
marque les sites où se retrouve exactement P (voir
fig. 4) .
Il est alors possible d'introduire de plus une notion
de similarité. On remplace t t par t2 en utilisant les
procédés géométriques décrits précédemment : on
applique à ses motifs une érosion, comme illustré
figure 5 . 4, ou on les remplace de manière à tester la
distance de Hausdorff.
On remplace de même t 2 par t2 en introduisant une
notion de similarité plus structurelle, comme illustré
figure 5 . 5 . D'une part les sites résultant de l'applica-
tion de t t peuvent être situés au voisinage de ceux de
G : ceci se vérifie en appliquant une dilatation au
motif de t2 , ou de manière équivalente en appliquant
une dilatation t3 d'élément structurant un petit disque
à l'image résultant de l'application de t l avant l'appli-
cation de t 2 . D'autre part un petit nombre de sites
de G peut ne pas être retrouvé par l'application de
t 1 . Pour cela t2 est remplacé par un TCL t2 qui
accepte qu'un petit nombre de points de G soient
absents. Ceci signifie que l'unique motif de t2 est
remplacé par une suite de motifs, chacun étant obtenu
en ôtant à G l'un de ses sites. La combinatoire ainsi
introduite reste faible pour un petit nombre d'absen-
ces acceptées .
Alors la composée t2 o t3 o ti définit une notion de
similarité plus riche quoique encore très géométrique .
Une étude des paramètres décidant du chevauchement
et du recouvrement a été effectuée sur des images de
petits motifs géométriques et est décrite dans [Rei-
chart 87] .
3
. 2. EXEMPLES
Nous proposons le cas d'une séquence d'images infra-
rouges de faible résolution et de petite taille . Il s'agit
Fig. 6 .1 . - Image initiale.
Mre
Fig
. 6 .2
.
- Après application de t1 ,
Fig. 6 .3 . - Image finale des marques
.
Fig. 6 . -
Exemple de traitement d'images seuillées
.
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d'images naturelles numérisées et seuillées . L'image
originale est montrée tramée en figure 6 . 1. Elle
contient 8 imagettes 64x64. Le premier char sert à
la construction des TCL t 1 et t2. Une érosion de
support de taille 1 est appliquée aux motifs de t l , et
une dilatation de support de taille 1, ainsi que la
tolérance d'une absence, est appliquée au motif de t 2 .
Le résultat de l'application de t' est montré
figure 6 . 2, celui de t2 figure 6 . 3. On constate un taux
de reconnaissance très acceptable pour des motifs
raisonnablement semblables .
3 . 3
. CONCLUSION
Les procédés de détection que nous venons de décrire
sont extrêmement frustes . De nombreuses méthodes
ont été décrites pour la reconnaissance d'images binai-
res, dont [Montanvert 87] donne une synthèse . Elles
consistent à prétraiter l'image binaire (filtrages, détec-
tion de contours, . . .), puis à en calculer une description
structurelle qui s'appuie sur des contours, des appro-
ximations polygonales, des squelettes ou lignes média-
nes, si l'on s'intéresse à des représentations linéaires
construites à partir des contours ou des régions . D'au-
tres descriptions structurelles peuvent être construites
à partir des régions elles-mêmes, telles que des graphes
de relation de parties convexes résultant d'une parti-
tion ou d'un recouvrement de l'image. Ces méthodes
plus sophistiquées sont naturellement beaucoup plus
fines et beaucoup plus efficaces . Néanmoins notre
propos n'est pas ici de les remplacer, mais de prendre
en compte les particularités architecturales d'une
rétine électronique parallèle. Or, d'une part ces
méthodes sont exploitées dans un environnement très
proche d'un expert humain, qui peut intervenir dans
les prises de décision en s'appuyant sur son savoir-
faire. Cette situation est très différente de celle d'un
système qui prend ses décisions de façon automatique .
D'autre part elles ont l'inconvénient de ne pas pouvoir
s'implanter immédiatement sur un calculateur paral-
lèle, et surtout de ne pas pouvoir s'insérer dans une
architecture monolithique réalisable à court terme.
4. Images binaires en demi-teinte
Les applications des images binaires seuillées sont
limitées aux cas où les silhouettes des objets sont
suffisantes pour représenter les objets à examiner.
Nous voulons dépasser au moins partiellement ces
restrictions tout en ne considérant que des opérateurs
TCL. Pour cela nous envisageons de traiter des ima-
ges en demi-teinte, c'est-à-dire dans lesquelles l'in-
formation multiniveau est codée par la densité de
pixels blancs («valant 1») d'une image binaire
discrète. Ceci permet tout d'abord de conserver
davantage d'information multiniveau tout en manipu-
lant des images binaires . De plus, l'occupation
mémoire et la durée des traitements de telles images
ne sont pas réduites par des codages du type « run-
length coding », et de telles images exploitent donc
davantage le parallélisme de la rétine que nous avons
décrite, Dans ce chapitre, nous mentionnons d'abord
quelques procédés de demi-teinte bien adaptés à l'im-
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plantation VLSI, puis nous décrivons le traitement
des images en demi-teinte par TCL et enfin nous
commentons quelques exemples .
4 . 1. PROCÉDÉS DE DEMI-TEINTE
De nombreux procédés numériques de binarisation
en demi-teinte ont été étudiés [Stoffel 81] . Ils ont été
développés pour la visualisation d'images multini-
veaux sur des dispositifs biniveaux, tels que les écrans
noir et blanc « bitmap » ou les imprimantes . Les plus
utilisés sont les techniques de tramage et de diffusion
d'erreur . Dans cet article, nous utilisons les techniques
de tramage, qui consistent à binariser l'image multini-
veau par comparaison pixel par pixel à un signal
bidimensionnel périodique (fg, 7 . 1) . Pour ce procédé
il est nécessaire de choisir une matrice de seuils (O ki)
avec 1 :9 k __< M et 1 :9_ 1 <_ M appelée trame. A chaque
pixel analogique est associé un pixel binaire . La
méthode consiste alors à recouvrir l'image analogique
(A ij) avec 1:9i<_ N et 1 _<< j <_ N par juxtaposition de
la trame résultant en une image (T ij) avec 1 Si<N et
1 <_ j S N où Tij =
8(i mod M), (j mod M) •
P( i, i)
Matrice de seuils
Fig. 7 .2. - Matrice de Bayer d'ordre 8 .
Fig . 7. - Tramage.
Chaque pixel analogique A ij est alors comparé au
seuil T ij qui lui fait face, et le pixel binaire B ij corres-
pondant vaut :
0 si A ij
S Tij = 0(i mod
m),
(j mod
m) ;
1 si
Aij > Tij ` 6(i mod
m),
(j mod M)-
Plusieurs trames ont été proposées [Judice 76], et nous
utilisons ici celle décrite par [Bayer 73] (fig . 7 .2) .
Nous décrivons dans le chapitre architecture une
implantation de ces procédés. Une technique itérative
de binarisation en demi-teinte, qu'on peut considérer
comme une parallélisation de la diffusion d'erreur
bien adaptée à l'implantation VLSI, est décrite dans
[Bernard 88] .
4 . 2. MÉTHODE BOOLÉENNE DES MASQUES EN DEMI-TEINTE
L'approche suivie pour le traitement TCL d'images
en demi-teintes consiste à construire des TCL qui
détectent des régions, caractérisées par leur niveau de
gris, dont la variation est supposée très faible .
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FIg . 7 .1 . -
Principe du tramage.
0 32 8 40 2 34 10 42
48 16 56 24 50 18 58 26
12 44 4 36 14 46 6 38
60 28 52 20 62 30 54 22
3 35 11 43 1 33 9 41
51 19 59 27 49 17 57 25
15 47 7 39 13 45 5 37
63 31 55 23 61 29 53 21
Pour cela, il est tentant de détecter l'appartenance à
un niveau de gris donné par le repérage de certaines
imagettes. Observons ce qui se passe dans une région
dont le niveau de gris est supposé constant : binari-
sons-la par tramage à l'aide de la trame de Bayer .
Mesurons alors la loi de répartition d'imagettes de
petite taille, 2 x 2 par exemple, dans l'image binaire
résultante. Leurs distributions ne sont pas équivalen-
tes. L'occurrence du motif entièrement blanc est en
moyenne plusieurs fois plus grande que l'occurrence
de celui avec un seul point blanc . Nous illustrons le
cas n=2, m = 2 en figure 8 pour une image multini-
veau uniforme (i. e. dont le niveau de gris est constant)
de taille 64 x 64 dont le niveau de gris varie de 0 à
31. Soit en effet b le nombre de points noirs pour un
support n x m de p points (p=n x m) . Nous avons CP
combinaisons de points noirs et blancs .
Fig. 8 .1 . -
Courbe de répartition de l'échantillon blanc.
Fig. 8 .2. - Courbe de répartition de l'échantillon
avec un seul point noir
.
x
c
b
d
Fig. 8 .3. - Courbe de répartition de l'échantillon avec deux-points-
noirs . Courbes de répartition d'imagettes 2 x 2 dans une image
de niveau de gris constant
. En abscisse : niveau de gris de
l'image . En ordonnée : occurrence de l'imagette 2 x 2 dans
l'image binaire en demi-teinte.
FIg . 8. - Répartition d'imagettes .
Nous pouvons alors associer à un niveau de gris N
un TCL F qui constitue un compteur spatial, dont
les motifs sont toutes les images de taille n x m et de
densité N . Grâce à cet artifice, il est possible de
tenter une technique analogue à celles du chapitre 2.
L'introduction de points indifférents dans les motifs
de F permet une tolérance vis-à-vis de la densité de
points à 1, et donc vis-à-vis du niveau de gris N .
Dans le cas d'un TCL isotropé, tous les arrangements
de point indifférents sont à considérer (fig . 9) .
a
c
X
d
a
x
b
d
Fig . 9. - Introduction d'un site indifférent
dans une imagette 2
x 2.
En fait, les motifs de F sont générés par l'introduction
de q points indifférents. Pour avoir un TCL F iso-
s
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trope, le nombre des arrangements est C 9 . Il peut être
observé expérimentalement que les modes des distri-
butions d'imagettes sont élargis proportionnellement
au nombre de pixels indifférents (fig . 10). Ainsi, les
points indifférents introduisent une notion de
« similarité » des niveaux de gris .
(2)
Fig. 10 .1 . - Courbe de répartition de l'échantillon à trois points
«indifférents» . (1) densité : la hauteur des rectangles représente
la tolérance pour W . (2) position spatiale : la largeur caractérise
la tolérance sur M. Un échantillon doit être dans la zone hachu-
rée pour être reconnu.
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Fig. 10 .2. - Courbe de répartition de l'échantillon
à un point «indifférent».
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Fig
. 10 .3 . - Courbe de répartition de l'échantillon
à deux points « indifférents
» .
4000
3500
3000
2500
2000
1500
1000
500
0
Fig. 10 .4. - Courbe de répartition de
l'échantillon à trois points
« indifférents
». En abscisse : niveau de gris de l'image. En
coordonnée
: occurrence de l'imagette 2 x 2 dans l'image binaire
en demi-teinte
.
Fig. 10. -
Influence de la tolérance sur les motifs .
Néanmoins les TCL F engendrés d'une manière aussi
brutale ont un nombre inacceptable de motifs . Par
exemple, les CI motifs du cas isotrope sont trop
nombreux pour des images de taille raisonnable . Là
encore une solution consiste à décomposer le TCL F .
Ce TCL est décomposé en deux parties W et M. Le
support de W étant petit, et la complexité de M
faible, nous pouvons ainsi introduire sans explosion
combinatoire une tolérance dans chacun de ces deux
TCL (fig. 11) .
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Fîg. 11 . - Décomposition d'un motif en neuf fenêtres élémentaires
dans une image de niveau de gris constant . A, B, C sont les
différentes fenêtres, c'est-à-dire de petites images binaires.
Chaque motif f de F est partitionné en m fenêtres
élémentaires juxtaposées wj de p pixels chacune . Ceci
rappelle le procédé de grille précédent, la grille étant
choisie cette fois de manière à éviter tout recouvre-
ment et à recouvrir entièrement f. Le nombre des
instances de fenêtres wj est ainsi limité à 2" i . e . co S 2" .
Pour chaque wj, nous marquons ses occurrences dans
f par un motif mj. Ainsi, le motif initial f est décom-
posé en fenêtres élémentaires et en masques, et nous
avons donc, en appelant W j le TCL de motif wj et
Mj celui de motif mj
F= Il (Mj ° Wj)
15j_<J
où II représente le « et logique » et « o » la composi-
tion .
Une tolérance sur les niveaux de gris est alors rendue
possible. Tout d'abord l'introduction de points indif-
férents dans les motifs wj permet à chaque Wj de
repérer un ensemble de niveaux de gris proches à une
échelle microscopique . De plus l'introduction - via
une dilatation - d'une tolérance en position spatiale
dans mj permet à M j d'accepter des assemblages de
trames microscopiques différents .
4 .3 . EXEMPLES
Nous examinons tout d'abord un exemple jouet pour
illustrer l'utilisation de la décomposition précédente
(fig . 12) . Les images correspondantes sont des photos
de jouets en plastique, de couleur uniforme, bien
exposés, et pour lesquels l'hypothèse de niveau de
gris constant est plausible . Ici l'image de départ est
numérisée en 512 x 512 . Elle est tramée à l'aide d'une
trame de Bayer .
Pour construire le TCL F 1 repérant le niveau de gris
de la face supérieure du troisième objet de la figure
12 . 1, un échantillon de 4 x 4 points est pris dans
l'image de cette face supérieure . Wl est construit à
partir d'une fenêtre de 2 x 2 points. Le nombre q
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.1 . - Image initiale «carré» .
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Fig . 12 .3. - Image «cube» après (M, W)
.
Le motif appris est extrait du sommet du troisième cube .
Fig. 12 .4. - Image «
cube » après (M, W).
Le motif appris est extrait de la face du troisième cube.
ib
44%
w
• 4.
Fig . 12 .6. - Image « rond » après (M, W) .
Le motif appris est extrait de la face du troisième cylindre.
Fig. 12. - Expérimentation images jouets
.
Trame de Bayer, image 64 x 64 pixels .
•
J
•
B
d'indifférents introduits est 1 . La tolérance sur M 1
est obtenue par l'application d'une dilatation dont le
support est de taille 2. Le même algorithme est appli-
qué à la construction d'une suite W2, MZ repérant le
niveau de gris de la face avant du troisième objet .
Les suites de TCL M,-W, et M
2
o W2 sont alors
appliquées à l'image initiale, les résultats étant respec-
tivement les images 12 .3 et 12 .4. Il apparaît que,
bien que les niveaux de gris des deux régions soient
très voisins, ils sont bien séparés .
La même expérience est effectuée avec le cylindre, et
est illustrée figures 12 .2, 12 .5 et 12 .6.
Flg. 12 .5 . - Image «rond » après (M, W) .
Le motif appris est extrait du sommet du troisième cylindre .
Nous examinons ensuite l'exemple d'images infrarou-
ges (fig. 13). Il s'agit cette fois d'images naturelles
numérisées et tramées à l'aide d'une trame de Bayer .
Il s'agit de la même séquence d'images que dans le
chapitre 3 .
Tout d'abord nous construisons une grille g de taille
5 x 5 sur les points chauds du motif à apprendre.
Nous définissons un recouvrement de l'image du char
par des tuiles de taille 6 x 6 posées aux points de cette
grille. Ensuite chaque tuile est décomposée en fenêtres
w de taille 3 x 1 et en masques m comme nous venons
de le décrire. Une tolérance est introduite au niveau
de chacun des trois TCL G, M, W : le nombre q
d'indifférents introduits dans W est 1, le nombre m
de dilatations introduites dans M est 2 . L'application
du TCL M O W à l'image initiale de la figure 13 .1
résulte en l'image de la figure 13 .2 ; l'application de
G modifié produit l'image de la figure 13 .3, où les
motifs reconnus sont marqués par des points noirs .
Les résultats sont analogues à ceux des images
seuillées, parce qu'on ne s'est appuyé que sur une
seule région.
Fig. 13 .1 . -
Image de char infrarouge b-codée.
Fig . 13 .2. - Grille tracée sur la première image.
Fig. 13 .3 . - Application de (M, W).
Le dernier motif n'est pas détecté .
.
	
l
Fig. 13 .4. -
Dernière itération .
Fig . 13
. -
Expérimentation images chars tramées .
4 .4. CONCLUSION
Nous avons montré comment il est possible de retrou-
ver des niveaux de gris dans une image binaire en
demi-teinte à l'aide de TCL en échappant à l'explo-
sion combinatoire dans des cas simples . Là encore ce
procédé est extrêmement fruste, et sans doute bien
moins performant que les procédés classiques de
d
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recherche de zones homogènes par croissance de
régions ou partage et réunion .
A l'inverse il permet l'implantation de tels procédés
dans un processeur parallèle monolithique . Qui plus
est il permet de différencier des motifs du fait d'un
assemblage de zones homogènes de niveau de gris
constants mais différents, ce qui n'est pas possible
avec les procédés exposés dans le chapitre 3 .
5. Architecture de la rétine
La rétine à concevoir doit pouvoir acquérir une image
binaire discrète par seuillage ou tramage, lui appliquer
une itération de TCL arbitraire, et être parallèle . Nous
exposons d'abord l'implantation du tramage, ensuite
les motivations ayant présidé au choix de l'architec-
ture de la rétine, puis nous détaillons celle-ci .
5 . 1. IMPLANTATION DU TRAMAGE
Plusieurs cellules de tramage ont été réalisées . L'opé-
ration d'acquisition du pixel analogique A;,, de com-
paraison au seuil T .. et de mémorisation du pixel
binaire B t; est effectuée par une cellule appelée micro-
pixel. Ces cellules sont tout d'abord rangées en une
matrice de la taille de la trame, de façon à ce que
chaque cellule corresponde à un seuil différent : ce
groupe est appelé un macropixel. A la juxtaposition
périodique de la trame sur l'image analogique à bina-
riser correspond alors la duplication périodique 2-D
des macropixels, qui constitue la réalisation matérielle
du tramage : nous avons alors cherché des moyens
aussi économiques que possible qui permettent de
différencier les seuils des micropixels d'un macropixel .
L'acquisition d'un pixel est effectuée par une photo-
diode fonctionnant en mode dynamique . Elle est alors
associée à un seuillage et à une mémorisation statique
de la valeur binaire obtenue, tous deux locaux au
micropixel. Examinons le fonctionnement de celui-ci,
dont le schéma est représenté figure 14 . 1, et où la
photodiode est représentée par une source de courant
en parallèle sur une jonction . Le chronogramme de
fonctionnement est donné figure 14 . 2, où fl et f2
sont des flux d'intensités lumineuses différentes,
auxquels est soumise la photodiode . Tout d'abord la
photodiode est préchargée (cp l =1, (p 2 =0, cp 3 =0) via
le transistor T t à la tension (VDD-Vts) . Ensuite le
flux éclairant la photodiode est intégré (cp t =0, cp2 =1,
cp 3 =0) et il décharge proportionnellement la photo-
diode. Enfin la tension aux bornes de la photodiode
est comparée au seuil de l'inverseur, et la valeur
binaire résultante est mémorisée «p,=0, cp 2 =0,
(P 3 =1) .
La différenciation des seuils des micropixels d'un
macropixel s'effectue donc par la tension de seuil du
premier inverseur du point mémoire. Pour que les
micropixels du macropixel répondent différemment
pour un même flux lumineux, trois possibilités ont
été envisagées .
Une première solution est de figer les seuils à la
construction de la cellule dans la géométrie de l'in-
verseur d'entrée de la cellule, via le rapport des (W/L)
des transistors qui le constituent . Cette solution a
volume 5 - n°6 - 1988
$1
Vdd
4,2	
4,3 -~4
XPasiti4n
Vcc
4
pll uy~e
Fig. 14 . 1 . - Seuil fixé à la construction .
Yseuil	
Fîg. 14 .2. - Chronogramme de la cellule .
Vdd
UNE RÉTINE ÉLECTRONIQUE AUTOMATE CELLULAIRE
Vdd
Fïg . 14 .3. - Seuil programmable par une tension externe .
Flg. 14. - Cellules de tramage.
l'inconvénient d'être figée et l'avantage d'être éco-
nome en surface. Une seconde solution est d'attribuer
à chaque micropixel sa propre horloge de temps d'in-
tégration . Ainsi les seuils sont programmables et l'en-
combrement des cellules reste réduit . Une troisième
solution est de contrôler le seuil de l'inverseur à l'aide
d'un miroir de courant commandé par une tension
externe, chaque micropixel ayant sa propre com-
mande. La cellule correspondante, illustrée figure
14 . 3, est plus difficile à mettre au point que la
seconde sans permettre plus de seuils différents. C'est
donc la seconde solution qui est préférable . Une étude
plus détaillée est fournie dans [Rodriguez
86] .
5 . 2. CHOIX D'UNE ARCHITECTURE
En ce qui concerne l'architecture du processeur, d'in-
nombrables choix sont possibles . Bien que certains
capteurs aient été conçus à l'aide de technologies
CCD spécialisées, tels que ceux décrits par [Nudd 78]
par exemple, nous souhaitons nous appuyer sur une
technologie MOS standard, à l'instar de [Cole
83] et
de [Lyon 81]. Ce choix va accroître la liberté du
concepteur d'architecture aux dépends des qualités
propres du capteur, telle que sa définition. Nous
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avons déjà mentionné le fait qu'un traitement « temps
réel » de l'image en nécessite un traitement parallèle.
D'une part, le parallélisme de l'image est particulière-
ment intéressant [Danielsson 82]. D'autre part, du
point de vue du concepteur, il est séduisant de définir
des architectures qui s'adaptent naturellement à l'évo-
lution de la technologie . De cette manière les progrès
en CAO et en VLSI permettent de réduire les délais
de conception . [Seitz 84] s'est ainsi intéressé aux
contraintes que l'intégration à haute densité impose
aux architectures « concurrentes » . Bien entendu une
architecture très répétitive est immédiatement
attrayante par la simplification de la conception du
circuit qu'elle apporte . Parmi les architectures possi-
bles, les cas d'un processeur conventionnel, d'un pro-
cesseur ligne ou d'un processeur tableau sont plus
particulièrement remarquables. Une architecture
conventionnelle, comme un microprocesseur de traite-
ment de signal, ne paraît pas adaptée à la réalisation
d'une rétine monolithique. Les tableaux linéaires de
processeurs ont l'avantage d'apporter un gain linéaire
en temps de calcul tout en n'augmentant que linéaire-
ment la quantité de matériel installée . Ils connaissent
actuellement un regain d'intérêt [Fountain 86], [Lins-
kog 86], [Basille 87] . Néanmoins dans le cas d'une
réalisation monolithique une telle architecture
consomme une partie de la surface en espace mémoire
tampons et en séquenceur plus importante que dans
le cas d'un processeur bidimensionnel. Enfin, même
si l'on choisit une organisation bidimensionnelle, on
peut choisir entre un grand nombre de petits proces-
seurs et un petit nombre de gros processeurs . Ceci est
lié au choix entre une organisation dense ou distribuée
des processeurs [Danielsson 84] . Comme notre inten-
tion est de réaliser une rétine électronique, il nous a
semblé que le choix d'associer un capteur par proces-
seur élémentaire était plus naturel et plus efficace .
Qui plus est, ce choix maximise le nombre de PE
pouvant appliquer en parallèle un TCL .
L'idée de construire une machine cellulaire incluant
une entrée optique remonte au projet UCPR1 de
M. Duff [Duff
67] . Les évolutions successives de la
machine cellulaire CLIP (numéros
1, 2 et 3) ont
conduit à la machine CLIP4, la plus connue [Duff 86].
Celle-ci est bien adaptée aux opérateurs arithmétiques
et logiques sur des images binaires ou multiniveaux .
D'autres automates cellulaires ont été construits, tels
que DAP [Reddaway
79] et MPP [Batcher 82] . Fina-
lement le GAPP [GAPP 84] peut être considéré
comme la brique de base d'un jeu de construction
de processeurs tableaux . Néanmoins ces architectures
s'appuient sur des processeurs élémentaires (PE) dont
la complexité est de plusieurs ordres de grandeur
supérieure à celle que nous pouvons accepter pour
une réalisation monolithique .
5
. 3. DESCRIPTION DE L'ARCHITECTURE
L'architecture de la rétine découle du jeu d'opérateurs
qu'elle a à implanter. Elle a été esquissée dans [Garda
85-2] .
La définition des TCL permet leur application
parallèle sur une machine SIMD [Flynn 72] de type
tableau de processeurs à communications locales
(fig . 15 . 1) . Pour rassembler le maximum de proces-
seurs sur une même puce nous avons décidé de réaliser
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des processeurs les plus petits possibles, et ceci au
détriment de la puissance de leur jeu d'instruction .
[Batcher 82] Il s'agit donc de processeurs bit-série
effectuant leurs communications en série. Dès lors
l'application des TCL se fait en série sur les motifs,
en série sur les pixels de chaque motif et en parallèle
sur les pixels de l'image . Les éléments qui composent
le processeur élémentaire se déduisent du calcul à
effectuer pour appliquer un TCL à une image.
Un TCL est déterminé par un voisinage V et une
suite de motifs (T,», .,, chacun composé de 1, 0 ou
«indifférents». Pour appliquer cet opérateur à une
image binaire I, on applique séquentiellement chaque
motif. Pour appliquer un motif, on applique séquen-
tiellement chacun de ses éléments . Pour cela, le PE
au site z doit effectuer séquentiellement la comparai-
son de son voisinage (z+V) au motif courant T
1 .
Pour le site p du motif, le PE du site z doit comparer
le pixel de 1 au site z+p au pixel du motif, qui vaut
1, 0 ou indifférent . Pour cela le pixel au site p du
motif doit être diffusé à tous les PE d'une part, et
d'autre part le PE situé en z doit pouvoir accéder à
la valeur du pixel situé au site (z+p) et la comparer
au pixel diffusé, par exemple via un « ou-exclusif »
avec son complémentaire
. Ensuite, le PE doit effectuer
cette vérification pour tous les pixels du motif, et
pour cela il doit effectuer le «et » des résultats
. Enfin,
il doit savoir si une coïncidence au moins a eu lieu
dans la suite des comparaisons aux différents motifs,
et pour cela il doit effectuer le «ou» des valeurs
successives .
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Pour ce qui est de l'accès aux valeurs des pixels, il
faut noter que tous les PE effectuent simultanément
l'accès aux pixels situés à des sites présentant la même
translation
. De plus n'importe quelle translation peut
être effectuée par itération de translations élémentai-
res dans l'une des quatre directions Nord, Sud, Est
ou Ouest
. Enfin, ces translations élémentaires peuvent
être effectuées à l'aide d'un registre à décalage bidirec-
tionnel et bidimensionnel, lequel peut être réalisé par
la connexion de deux registres à décalage bidirection-
nels monodimensionnels tels que ceux décrits dans
[Mead 81].
Ce registre bidirectionnel est décrit dans une version
monodimensionnelle figure 15 .2. Il fonctionne sous
une horloge biphase démultiplexée en six lignes de
commandes : les lignes non recouvrantes t 1 et t2 alter-
nent pour mémoriser une valeur binaire et cela consti-
tue le point mémoire P . La succession de t 1 et de s 1
provoque un décalage vers la droite et de la même
façon la succession de t 2 et de 22 provoque un déca-
lage vers la gauche . Symétriquement les suites t2, v 2
et t1, v 1 permettent des décalages unitaires vers le
haut et vers le bas dans la version bidimensionnelle .
La partie traitement du processeur élémentaire est
insérée en parallèle avec l'interrupteur T 1 (fig . 15 . 3) .
La sortie du point mémoire P est tout d'abord compa-
rée par un « ou-exclusif » à la valeur diffusée
e2
: ainsi
si le complémentaire du pixel du motif est diffusé, la
sortie du ou-exclusif vaut 1 si et seulement si les deux
valeurs coïncident. La sortie de ce «ou-exclusif » est
multipliée logiquement avec le contenu d'un point
mémoire P 1, qui peut par ailleurs être initialisé à la
valeur 1. Enfin le contenu de P1 peut être additionné
logiquement avec le contenu d'un point mémoire P 2 ,
qui peut par ailleurs être remis à zéro . Enfin le
contenu de P2 peut être transféré dans P de manière
à permettre l'application d'une suite de TCL à une
même image .
Par ailleurs, une photodiode est située sur le registre
à décalage, et sa sortie peut être seuillée et mémorisée
dans le point P. L'étude de la réalisation dans une
technologie MOS standard de photodiodes a été
décrite dans [Garando 85] .
Cette architecture est bien moins complexe que celle
des tableaux de processeurs mentionnés précédem-
ment. L'accès sériel par des registres à décalage aux
données des voisins diffère de la porte logique d'entrée
de CLIP4, des multiplexeurs de MPP et des registres
NS/EW du GAPP
. Certes la propagation combina-
toire de CLIP4 n'est plus possible
. D'un autre côté,
cette implantation est particulièrement peu complexe
puisqu'elle fournit l'accès aux données des voisins via
ce qui est en fait une structure de mémorisation .
L'implantation du circuit intégré suit la conception
logique
. La taille et la forme du PE sont déterminées
principalement par le nombre des lignes de contrôle
et le nombre de niveaux d'interconnexion métallique
disponibles. En NMOS le PE comprend moins de 25
transistors
. L1n prototype 8 x 10 PE a été réalisé en
NMOS 4,5µ,l métal et a fonctionné en 1984
. La
surface de ce PE est de 351X)0 µ`
et la fréquence
maximale d'horloge est de 5 MHz. En CMOS stati-
que le PE comprend moins de 40 transistors . Avec
une technologie CMOS 2p,2 métaux une rétine
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60 x 60 PE occupant moins de 50 mm 2 a été réalisée
en novembre 1987 . La surface de ce PE est de
11000
µ2
et la fréquence maximale d'horloge est de
20 MHz .
5 . 4. UTILISATION DE LA RÉTINE
L'utilisateur de la rétine se borne à spécifier les suites
de motifs qui déterminent un TCL. Un séquenceur
associé à la rétine traduit alors d'une manière systé-
matique ces suites de motifs en commandes de déca-
lage et de comparaison de pixels, selon le schéma
décrit en 5.3 .
Naturellement les images binaires ont été employées
depuis fort longtemps en traitement d'images, et de
nombreux opérateurs ont été développés. Telle qu'elle
est, la rétine peut appliquer des opérateurs tels que
érosion, dilatation et leurs itérations. Elle peut aussi
implanter des opérateurs s'appuyant sur la détection
de masques, tels que l'amincissement .
De plus l'adjonction d'une primitive de comptage
global, telle que celles étudiées par [Reeves 80], per-
mettrait la réalisation d'une sorte d'analyseur monoli-
thique pour des images binaires . Une telle primitive
permettrait l'extraction de caractéristiques fondées sur
des mesures et des opérateurs géométriques telles que
surface, degré de connexité, histogrammes, granu-
lométries, . . . On peut alors imaginer de transmettre
les résultats fournis par la rétine à une autre puce
chargée de la classification par exemple .
5 . 5 . CONCLUSION
Les
réalisations que nous
venons
de décrire
confirment la validité de nos choix architecturaux .
Elles sont originales tant par leur faible complexité
que par leur très grande rapidité . A titre de comparai-
son les processeurs élémentaires de DAP et de CLIP4
comportent 3 000 transistors, celui de
MPP 8 000. Le
PE que nous avons décrit en comporte moins de 40,
et sa vitesse d'exécution d'opérateurs morphologiques
géométriques ou de TCL est excessivement élevée
(quelques centaines de nanosecondes à quelques
microsecondes) .
6 . Conclusion
Les rétines ne sont pas des systèmes universels et ne
cherchent pas à remplacer tout système de vision ;
elles peuvent les décharger de certaines tâches ou
assurer des fonctions complémentaires. Nous avons
décrit la conception de l'architecture d'un tableau de
processeurs en interaction avec les opérateurs qu'elle
doit supporter. D'une part, une implantation monoli-
thique d'un tableau de processeurs est une consé-
quence logique des contraintes de l'intégration à
grande échelle sur l'évolution des tableaux de proces-
seurs. D'autre part, une implantation d'aujourd'hui
est limitée à des opérateurs booléens et à la mémorisa-
tion d'images binaires pour permettre la manipulation
d'images d'une taille raisonnable . La validité des
choix que nous avons effectués est confirmée par
l'intégration d'une rétine rassemblant 60 x 60 PE sur
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une surface de 50 mm2
dans une technologie CMOS
2g,2 métal que nous avons effectuée en novembre
1987 . Qui plus est, la richesse de ces schémas est
confirmée par les nombreuses extensions qui peuvent
lui être faites de manière à satisfaire aux contraintes
d'une classe donnée d'algorithmes [Milgram 88] ou
d'une classe donnée d'applications (étude en cours
en collaboration avec l'Aérospatiale). L'intérêt des
architectures cellulaires « à grain très fin» est encore
renforcé par la possibilité de les implanter dans des
technologies a priori très différentes et porteuses
d'avenir, telles que par exemple le calcul optique
[Chavel 87] .
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