In this paper we focus on two 'STS' models suitable for forecasting the index of industrial production. The first model requires that the index be transformed with a first and seasonal difference filters. The second model considers the index in its second difference filter, while seasonality is modeled with a constant and seasonal dummy variables. Tests designed to discriminate empirically between these two models are also conducted. Our results prefer the performance of the second model, particularly when the conventional ML estimation procedure is replaced by the ALS procedure. This process together with appropriate seasonal adjustment advances the possibility of using the suggested index forecasts to help to predict business cycle turning points.
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Introduction and Motivation
The analysis and forecasting of indexes of industrial production, both in aggregate and for individual sectors, continues to capture interest, because of their pertinence as measures of economic performance and international cross-performance comparisons. Despite this notable role, consensus has not yet been reached as to which appropriate modeling and forecasting strategy to adopt. In this paper we consider two structural models as possibilities for forecasting the index of industrial production. The first is the well-known basic structural time series (STS) model advocated by Harvey and Durbin (1986) , which requires that the series under consideration be transformed by first and seasonal difference filters [e.g., see Harvey, 1989 and respectively to achieve stationary. The second is the STS model that makes use of a second difference filter and assumes that the sum of the seasonal components in twelve consecutive periods equals zero and hence the seasonal pattern can be described with a constant and seasonal dummy variables [e.g., see Harvey, 1989 and .
The rationale and primary motive of the present study is the observation that the forecasts for the index of industrial production from use of the first model, following Harvey and Todd (1983) , Harvey and Durbin (1986) and Harvey (1989 Harvey ( , 1994 , fluctuate too widely. This might indicate that the model is mis-specified; and that the second would be more appropriate.
This paper continues as follows. In Section 2, the two competing forecasting models are introduced and their theoretical backgrounds discussed. In Section 3, a brief account is given of a method to test for (seasonal) unit roots in monthly data, as a procedure to choose between the models. Section 4 introduces and extends the asymptotic least squares (ALS) estimation method for the case of monthly data, as an alternative to the classic and well-known maximum likelihood (ML) estimation method of STS models developed by Harvey and Peters (1990) . In Section 5, an ALS method is applied to estimate both STS seasonal models, while in Section 6 forecasting schemes are applied to the industrial production series under investigation. From an extensive predictive performance analysis the appropriate model for forecasting the index of industrial production emerges. Finally, in Section 7, some concluding remarks and suggestions for future research are given.
Model Specification
Consider t y a time series to be modeled and which can be decomposed as: (1)
where t µ is the trend component, t γ is the seasonal component, and t ϑ is the irregular component.
In the STS methodology described by Harvey (1989 Harvey ( , 1994 , the process generating the trend is regarded as a local approximation to a linear trend, i.e., 
where t ω is an independently distributed term with mean zero and variance 2 ω σ . Here, we assume that the seasonal pattern is slowly changing, but by a mechanism which ensures that the sum of the seasonal components over any s consecutive time periods has an expected value of zero and a variance which remains constant over time [e.g., see Harvey, 1989 ].
Unlike the trend and the seasonal component, the irregular component is assumed to be stationary. In the basic model it is a white-noise disturbance term with mean zero and variance,
Model 1
Substitution of the processes for the trend and seasonal component in equation (1) leads to the first competing STS forecasting model which is: . The unrestricted reduced form therefore contains more parameters than the structural form, namely s+2 as opposed to s [e.g. Harvey, 1989, pp.69, 75 and 511] respectively, and hence has thirteen roots [solving for the equations 0 1 = − L and 0 1 12 = − L in ∀, the vector space of complex numbers], a double unit root, 1 = L , and eleven seasonal unit roots which are.
. The seasonal roots correspond to 6, 3, 9, 8, 4, 2, 10, 7, 5, 1, and 11 cycles per year, respectively. The frequencies of these roots are 6 / ,
π π π π π π ± ± ± ± ± and , respectively.
Model 2
One may also assume that seasonal pattern is not stochastic but constant over time. In terms of the basic STS model, we have
. For the observed t y it follows that:
The assumption that the sum of the seasonal components in twelve consecutive periods equals ) -and hence the seasonal pattern can be described with seasonal dummy variables [e.g., see Winder, 1997, pp.99] . According to equation (7), t γ 2 ∆~ a MA(10) process 2 with deterministic seasonal components [e.g., see Harvey, 1989, pp.69] , and t γ has, therefore, only 10 unit roots [e.g., see Harvey, 1989, pp.69, 75 and 511] .
Problems of Mis-specification
These two structural forecasting competing models and, more generally, the class of STS models are often used in modeling exercises [e.g., see Harvey, 1989 Harvey, , 1994 . A practical problem which often occurs in empirical studies is that this class of models may produce forecasts that are 2 In fact t L S γ ) (~ M A (s-2), [e.g., see Harvey, 1989, pp.69, 75 and 511] either too low or too high. This may be caused by the fact that the appropriate model for t y is equation (5) while using equation (7), or vice versa. This results in over-differencing and misspecification. Transforming a series with the 12 ∆∆ filter assumes the presence of 13 roots on the unit circle, two of which are at the zero frequency. Hence, in the case which only the ∆ filter [or more generally the k ∆ filter applied k times ( ∈ k ∠ + \{0})] is sufficient to remove nonstationarity, the incorrect assumption of the presence of the other roots implies over-differencing.
The mis-specification also can originate from treating deterministic seasonality incorrectly, as being stochastic or vice versa. Osborn (1990) and Franses (1991) empirically demonstrate that this type of mis-specification often occurs.
Since over-differencing and mis-specification are serious dangers in modeling, we will examine the time series structure of the index of industrial production for the countries under investigation without any pre-judgement regarding the nature of seasonality and/or the nonstationarity they may have.
Testing for (Seasonal) Unit Roots
To determine what might be the most appropriate STS specification for a particular data series, we first must understand the underlying data generating process. Indexes of industrial production for (i) Canada, (ii) Germany, (iii) Japan, and (iv) the United States are considered in the present study. The data are from the OECD (1998) historical series "Main Economic
Indicators" covering the period January 1960 until April 1998 3 . In the empirical analysis that follows, we consider the log-transformed series. 3 The data for Canada start in January 1961 while that of Germany are available only on the period March 1990 to April 1998 because of the reunification of the western and eastern parts.
A preliminary step in industrial production modeling strategy is to examine the seasonality and/ or non-stationarity issues related to these series. Therefore, we tested all indexes of industrial production for the presence of (seasonal) unit roots. Since the differencing operator 12 L assumes the presence of 12 roots on the unit circle; this becomes clear by observing that:
where all terms other than ( B − 1 ) correspond to seasonal unit roots.
Following the methodology developed by Franses (1991) , the presence of (seasonal) unit roots can be tested using the auxiliary regression which is given by: 
The t i y , variables are constructed from the original series, t y , as follows: Applying ordinary least squares (OLS) to equation (9) (1993), Osborn (1990) , Franses (1991) and Joutz et al. (1995) who argue in favor of seasonal dummies rather than seasonal differencing. (ii) a, b and c denote statistical significance at 1, 5, and 10% levels respectively. (ii) a, b and c denote statistical significance at 1, 5, and 10% levels respectively.
Asymptotic Least Squares Estimation Procedure
There are a number of estimation techniques in the econometric literature that can be used to estimate STS models including the traditional ML [e.g., see Harvey, 1989; Harvey and Peters, 1990 ] estimation procedure. ML estimation of the parameters of unobserved components models is generally carried out with the Kalman filter. The review of the Harvey and Peters (1990) indicates, however, that this can be quite complex, even if relatively simple STS models are considered; not to mention non-convergence and/ or non-optimality issues often encountered in applied econometric studies with the Kalman filter. Various studies have therefore examined frequency domain estimation as an alternative. Young et al. (1991) , for instance, apply the sequential spectral decomposition approach which enabled them to carry out the estimation process in completely recursive terms, albeit at the cost of strict optimality in ML sense.
In this paper, however, we consider the ALS procedure 4 suggested by Gourieroux, Monfort and Trognon (1985) , Kodde et al. (1990) , and Monfort and Rabemananjara (1990) . ALS is a two-stage estimation procedure and explores the relationships between univariate ARIMA models and STS models. In the first stage an ARIMA model is estimated and in the second a nonlinear optimization problem subject to inequality constraints is solved. This approach yields estimators which are asymptotically efficient and ALS is therefore an alternative for ML estimation via the Kalman filter.
In its most simple form, the ALS procedure first estimates an ARIMA model and then performs a GLS regression.
Description of the ALS Procedure
The basic idea of ALS estimation is to use a general specification which is easy to estimate containing the model of interest as a special case. The correspondence between the general and specific model is described by a set of relationships between the parameters of the general model and those of the specific one. ALS estimation is carried out in two stages. In the first stage the parameters of the general model are estimated. Given these estimates and the set of relationships between the parameters of the general and specific model, the ALS estimators of interest are determined in the second stage. This approach yields estimators which are asymptotically equivalent to ML, if the parameters of the general model have been estimated with ML.
Equation (5) (10) 4 ALS estimation technique is very attractive and easy to implement, although it has some limitations [e.g., see Dagenais and Dufour, 1991 ; Hansen et al., 1996] The relationships between the parameters in equations (5) and (7) can be established with the autocovariance of t y 12
∆∆
, yielding: 
with g a vector of functions 2  2  2  2  13  12  11  10  9  8  7  6  5  4  3  2  1 , , , Turning to the general case, given the first-stage estimate of δ δ, , ALS minimizes the distances of ( )
where Ω is the covariance matrix of δˆ, i.e.
yielding the ALS estimate
Asymptotic Properties
If δ consistently, ρ will also be consistent. Moreover, the large sample distribution of ρ is
if ρ has a large sample normal distribution.
Since the variances are non-negative, an iterative algorithm minimizing the quadratic form (11) subject to inequality restrictions for the parameters is necessary. If, however, all the variance parameters are strictly positive the ALS estimator in equation (12) is equivalent to the GLS estimator in the model:
The unrestricted MA (13) model (equation 5) contains fourteen parameters. Since the basic STS model has only twelve unknown parameters, two restrictions have been imposed.
These restrictions are based on the Wald test. The Wald statistic has a value equal to the minimum of the objective function (11) multiplied by the number of observations.
Asymptotic Least Squares Estimation Results
The ALS estimation procedure is now used to estimate the above STS models. For the sake of clarity and conciseness, the econometric analysis is based upon the following steps:
Step 1: STS Model Specification
Since the basic STS model has often been applied successfully [e.g., see Harvey 1989 , Harvey and Todd 1983 , Harvey and Durbin 1986 , and Winder, 1997 , we adopt its specification.
Also, since unit root tests strongly reject the presence of seasonal unit roots, we examine the alternative model using a deterministic seasonal specification. This model is described by equations (1) . It has been argued above that this model implies a MA (10) process with deterministic seasonals for t y 2 ∆ . This ARIMA process can be used as the general model. In this case, both the STS model and the corresponding ARIMA model have twenty-two parameters. Equation (7) is, therefore, only a reparameterization of the general model. The relationships between the parameters of interest and those of the MA (10) with seasonal dummies can be derived in an analogous way, as performed in the previous section for the basic STS model. Summarizing the two STS models, we have: These findings have important implications for the specification of STS models [e.g., see Goldstein, 1997 ]. The heteroscedasticity and trend shifts can be theorized in one of four ways as a result of [e.g., see Goldstein, 1997 ]: (i) the normal evolution of the stochastic components of the STS model; (ii) a structural change in the data generation process; (iii) an increase in volatilities, a consequence of (significant) random shocks which increase variances and levels in an autocorrelated (damped, but persistent) manner; or ( The heteroscedasticity pattern in the data and the possible trend shifts cast serious doubt on the appropriateness of a single uncorrected STS model with assumed homoscedasticity error variances for the entire sample range [e.g., see Goldstein, 1997] . The existence of a heteroscedasticity pattern which is a positive step-function, rather than a continuous function of time, also suggests that a log transformation may (not necessarily) improve the properties of the statistical estimates.
The ARCH and structural change models are competing perspectives on the evolution of a heteroscedasticity pattern. The former is a stochastic explanation, whereas the latter is structural/deterministic. An ARCH interpretation implies that the damping process is slow enough such that significant supply shocks in the 1970s and 1980s have resulted in increased volatility into the 1990s without a return of 2 t ϑ σ to its steady state. In contrast, a structural break argument focuses on major regime shifts, circa 1970 and 1980, associated with a significantly lower rate of productivity growth, increased levels of indebtedness, the intensification of international competition, a decline in profitability, and weakness in the international monetary system. These fundamental changes in both the economic and institutional structures created a permanently more uncertain and volatile environment for macroeconomic time series and particulary for the index of industrial production; accounting for these changes is thus, crucial in the modeling process.
Based upon a model selection strategy and the structural shift arguments which are the most likely, we thus report estimation results for three distinct periods:
[ 1960:01-1973 :03], [1973:05-1987 :09] and [1987:11-1998 :04]. These break points have been identified in two recent and separate papers by Goldstein (1997) and Badillo et al. (1999) . The results reported below are robust for alternative break points between these sub-periods and the log-transformation appears to improve diagnostics and post-sample testing.
Step 2: STS Model Estimation and Results
Tables 2 and 3 present the ALS estimates for the two STS models, respectively. Because of the large amount of information, all results of estimation will not be discussed in detail.
Instead, we focus on some general features and mention some salient facts. The first remarkable result is that for all of the industrial production index series, the seasonal dummy variables are significant in the Step 3: Diagnostics
The appropriateness of the two STS models ( (2) distribution. The statistic for heteroscedasticity [ F(25, 25) ] distributed and the Ljung-Box statistic has under the null of white noise a 2 χ (12) distribution. The prediction error variance for one-step-ahead predictions is globally satisfactory for all of the indexes of industrial production [e.g., see Table 3 ]. In addition, results in Table 3 show that normality and heteroscedasticity have to be rejected for the majority of the industrial production index series when using the 1.005 a -------2.152 a -0.040 1.317 a ------1.316 a -0.132 model; this provides additional evidence of the appropriateness of the STS with seasonal dummies in modeling the index of industrial production.
Forecasting
To evaluate the models with respect to their forecasting performance; and following Andrews (1994) , forecasts for the 12 months out-of-sample are generated from each of the two models.
To investigate whether there are significant differences between the forecasts, the nonparametric sign (exact binomial), sign (normal approximation), Wilcoxon-ranks and Van der Waerden (normal scores) tests and a number of evaluating criteria are considered in Table 4 .
Discriminating test results do not establish a clear superiority for either of the two models.
The general result with respect to the criteria mean error (ME) through root mean squared error (RMSE) and Theil's U statistic, however, seems to be that the model. Conover (1980) and Sheskin (1997) .
(ii) a, b and c indicate statistical significance at 1%, 5% and 10% levels, respectively.
Final Remarks
In this paper, it has been shown that correctly taking account of the type of seasonality and non-stationarity in monthly data can improve forecasting performance. This is illustrated in the context of the STS models which include a number of variants [STS with trend; STS with trend and cycle; STS with trend and seasonality; STS with trend, cycle and seasonality etc.], and thus feature a high risk of increased mis-specification based on inappropriate data transformations.
The major result of the paper, which is applied to the forecasting of the index of industrial production, is that the recognition of the presence of seasonal unit roots can have important implications for forecasting and model building. Recent additional arguments for not automatically and systematically applying difference or moving average filters can be found in Franses (1991) . The understanding and control of the properties of these filters based on their transfer functions is a necessary, though not sufficient, condition for adequately modeling and forecasting of economic time series. Finally, we have shown that employing the ALS estimation procedure together with the STS approach can provide production index forecasts of high accuracy, making it a useful alternative to other production index forecasting approaches based on explanatory variables for forecasting turning points in the business cycle. In order to compare the ALS estimation results with the ML estimates obtained via the Kalman filter, the two STS models have also been estimated with the computer package STAMP, version 5 (e.g., see Koopman et al., 1995) . The results of exact ML estimation in the time domain with numerical optimization carried out by a quasi-Newton algorithm can be obtained upon request from the authors.
In general results from the STS model with seasonal dummy variables based on ML estimation are fairly good and closed to those of ALS estimates discussed in the paper. The estimates of the seasonals are very similar also. The differences for the estimates of the variance parameters are somewhat larger. The t-ratios appear to be larger than those of the ALS estimates, but this result does not hold for all series.
For the results based on the basic STS model, the discrepancies between the Kalman filter estimates and those according to ALS are larger. This holds notably for the series for which two or three variance parameters were found to be zero with ALS.
The appropriateness of the models estimated by ML via the Kalman filter has been examined by the same statistical criteria as in the main text. The results be for diagnostics or post-sample testing are very similar to those for the STS models estimated by ALS. This holds notably for the tests for normality and heteroscedasticity except for Canada and Germany and for the second sub-period. With respect to the Ljung-Box statistic the differences between the ALS -and Kalman filter -estimated models are somewhat larger;
Ljung -Box statistic being larger for the Kalman filter -estimated models.
The results on post sample predictive testing (CUSUM and Chow test) also yield a similar picture to those for the ALS-estimated models except in the case of Canada and Japan and for the first sub-period.
APPENDIX 4. FORECAST SUMMARY
The following set of tables provides comparisons of forecast and actual values over time for the index of industrial production. 
