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Abstract
For any odd t ≥ 9, we present a polynomial-time algorithm that solves the 3-colouring
problem, and finds a 3-colouring if one exists, in Pt-free graphs of odd girth at least t − 2.
In particular, our algorithm works for (P9, C3, C5)-free graphs, thus making progress towards
determining the complexity of 3-colouring in Pt-free graphs, which is open for t ≥ 8.
1 Introduction
A k-colouring of a graph G is an assigment of k distinct colours to the vertices of G such that all
vertices are coloured and adjacent vertices have distinct colours. The k-colouring problem for a
graph G and a natural number k consists in deciding whether G is k-colourable or not. For k = 1,
the problem is equivalent to deciding whether G has an edge, and for k = 2, it is equivalent to
deciding whether G is bipartite, which can be done in linear time using a BFS algorithm. For
k ≥ 3, Karp [19] showed that the problem is NP-complete.
There are some graph classes for which the k-colouring problem is polynomially time solvable,
such as perfect graphs [13]. On the other hand, the problem remains NP-complete, even when
restricted to the class of all triangle-free graphs with bounded maximum degree [23].
The class of H-free graphs, defined as the class of all graphs not containing H as an induced
subgraph, is a very natural restriction and has appeared in many complexity results. An extension
of the result from [23] is that the k-colouring problem is NP-complete for H-free graphs, for any
graph H containing a cycle [18, 21]. Moreover, if H is a forest with a vertex of degree at least 3,
then k-colouring is NP-complete for H-free graphs and k ≥ 3 [16, 22]. Combining these results, we
obtain that for k ≥ 3, the k-colouring problem is NP-complete in H-free graphs, for all graphs H
that are not a disjoint union of paths. So naturally, there has been much activity in determining
for which k and t the k-colouring problem is polynomially time solvable or NP-complete in Pt-free
graphs, where Pt is the path on t vertices. (There are also several recent results for graphs not
having a disjoint union of paths as an induced subgraph, see [2, 3, 4, 5, 9, 20].)
Huang [17] proved that 4-colouring is NP-complete for P7-free graphs, and that 5-colouring is
NP-complete for P6-free graphs (which implies that k-colouring is NP-complete for P6-free graphs
for k ≥ 5). On the other hand, Hoa`ng, Kamin´ski, Lozin, Sawada, and Shu [15] showed that
k-colouring can be solved in polynomial time on P5-free graphs for any fixed k, and recently,
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Chudnovsky, Spirkl, and Zhong [6, 7] showed that the same is true for P6-free graphs and k = 4.
This means we have a complete classification of the complexity of k-colouring Pt-free graphs for
any fixed k ≥ 4.
For k = 3, less is known. Randerath and Schiermeyer [24] and Bonomo, Chudnovsky, Maceli,
Schaudt, Stein, and Zhong [1] gave polynomial time algorithms for 3-colouring P6- and P7-free
graphs, respectively. However, no such algorithm is known for P8-free graphs (although some
partial results are known for this class of graphs [8]). Interestingly, it is also unknown whether or
not there exists t ∈ N such that 3-colouring is NP-complete on Pt-free graphs.
Some of the positive results from above are easier to prove if in addition to the path Pt, also the
triangle, or other cycles, are excluded, and in fact, sometimes this was the first step for proving the
full result. Let C be any fixed family of graphs (here, it will always be a set of cycles). Call a graph
C-free if it does not contain any member of the family C, and call G (Pt, C)-free if in addition, G is
Pt-free. We refer to [11] and [14] for an overview on the complexity of colouring (Pt, C)-free graphs.
In particular, in the case k = 3, Golovach, Paulusma and Song [12] showed that for any t ≥ 1,
the 3-colouring problem is polynomial time solvable for (Pt, C4)-free graphs. The same authors
show that for every s ≥ 3 there is a t = t(s) such that every (Pt, C≤s)-free graph is 3-colourable,
where C≤s is the family of all cycles up to length s. Recall that by the results of [18, 21], it is also
known that for all s ≥ 3, 3-colouring is NP-complete for C≤s-free graphs.
We focus on graphs having no short odd cycles. The odd girth of a graph G is the length of its
shortest odd cycle (it is infinite if G is bipartite). Adhering to the terminology from above, we call
a graph Codd≤ℓ -free, for ℓ ≥ 3 odd, if it has odd girth at least ℓ+ 2.
The following is our main theorem.
Theorem 1.1. For any odd t ≥ 9, there is a polynomial time algorithm deciding whether a
(Pt, C
odd
≤t−4)-free graph is 3-colourable (and giving a 3-colouring if one exists).
In particular, this implies:
Theorem 1.2. There is a polynomial time algorithm deciding whether a (P9, C3, C5)-free graph is
3-colourable (and giving a 3-colouring if one exists).
We remark that the complexity of 3-colouring (Pt, Cℓ)-free graphs is open for t ≥ 8 and both
ℓ = 3, ℓ = 5. So, Theorem 1.2 can be seen as a first step to determining the complexity of this
problem, or even to resolving the problem for P9-free graphs.
The paper is organised as follows. We give a quick overview of our proof in Section 2, and
then go through some preliminaries in Section 3. We present the proof of Theorems 1.1 and 1.2
in Section 4. The proof relies on Lemma 4.1, which is also presented in Section 4. In Section 5,
we prove Lemma 4.1 for all pairs t, G such that at least one of the following applies: t = 9; G
is C8-free; or G has an induced Ct. In particular, the proof of Theorem 1.2 is completed after
Section 5. The more complicated proof for Ct-free graphs with t > 9 having an induced C8 is
postponed to Section 6. Finally, Section 7 is devoted to the running-time analysis of our algorithm,
the running time being O(n+m).
2 Overview of the proof
Our proof relies on a structural analysis of a longest odd cycle C of G and it surroundings. This is
done in Section 5, distinguishing the two possible lengths of C: t− 2 or t (these cases are treated
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in Section 5.2 and 5.3, respectively). In the case that C has length t− 2, we assume the cycle C8
is forbidden or that t = 9 (for the time being).
We distinguish different sets D, T , T ′, S of neighbours of C, according to the location of their
neighbours on C, and prove all other vertices lie at most at distance 2 from C (unless they are
dominated by a non-neighbour, a case which can be safely ignored). We determine which sets
can be adjacent to each other, and which cannot. The main results of the structural analysis in
Sections 5.2 and 5.3 are summarised in Lemmas 5.12 and 5.24. Most importantly, these lemmas
identify a set X of bounded size dominating important parts of the graph.
In Section 5.4, we prove Lemma 4.1, by colouring V (C) ∪X in all possible ways. After doing
so, all other vertices will either be adjacent to a coloured vertex, or are reducible, or belong to
reducible bipartite subgraphs, by which we mean that they can be coloured in a canonical way (see
Section 3 for a definition). This allows us to ultimately reduce the problem to a 2-list-colouring
instance, which is known to be polynomial time solvable. This finishes the proof, unless t = 9 and
there is a C8.
We treat that case in Section 6. Our previous approach almost works in the same way. The
only problem is that if in addition, C has length t − 2, the structural analysis leaves us with one
difficult case. Namely, there might be a set Y ∗ of vertices at distance 2 from C that cannot be
dominated, or made reducible, in a similar way as the other sets. Our solution is that we test
all colourings of C, and for each such colouring, we also colour the vertices from Y ∗, and some
of their neighbours and second neighbours ‘by hand’ in a canonical way (that will depend on the
colouring of C). When doing so, we have to make sure that any vertex not coloured ‘by hand’ will
not be affected by our colouring - either because it is already coloured in a compatible way, or more
generally, because its list of available colours did not decrease. The main challenge in Section 6 is
how to choose the vertices that will be coloured together with Y ∗, in way that other vertices will
not be affected. This is achieved by a structural analysis. We can then proceed as before. That
is, we test all colourings of X, colour the reducible vertices and subgraphs, and thus reduce the
problem to a 2-list-colouring instance.
3 Preliminaries
3.1 Basic definitions
For n ∈ N, let [n] = {0, 1, ..., n}. A graph G has vertex set V (G) and edge set E(G). We only need
to consider connected graphs G, since one can solve the 3-colouring problem on the components.
We call G (or one of its components K) trivial if it has only one vertex.
If G does not contain another graph H as an induced subgraph, we say G is H-free. If H is a
family of subgraphs, and G does not contain any of the graphs in H as an induced subgraph, we
say G is H-free. Sometimes we write (H,H)-free to mean that the graph is {H} ∪ H-free.
Let v ∈ V (G) and A,B ⊆ V (G). Then NB(v) is the set of all neighbours of v in B, and NB(A)
is the set of all neighbours of vertices of A in B \A. If B = V (G), we omit the subscript. Note that
N(∅) = ∅. Also, G[A] denotes the subgraph of G induced by A, and G − v is the graph obtained
from G by deleting v and its adjacent edges. We call a vertex v complete to A if all v-A edges are
present, and if this holds for all v ∈ B, we say B is complete to A.
A stable set is a subset of pairwise non-adjacent vertices. A graph G is bipartite if V (G) can
be partitioned into two stable sets. A vertex w ∈ V (G) dominates another vertex v ∈ V (G) if
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N(v) ⊆ N(w). The following lemma is well-known and easy to prove.
Lemma 3.1. Let G,H be graphs such that G is H-free, and let v ∈ V (G). Then G− v is H-free,
and if v is dominated by one of its non-neighbours, then
G is 3-colourable if and only if G− v is 3-colourable.
3.2 Palettes, updates and reducibility
In the context of 3-colouring, we call a family L of lists L := {L(v) : v ∈ V (G)}, where L(v) ⊆
{1, 2, 3} for every v ∈ V (G), a palette of the graph G. We call L feasible if no vertex has an empty
list. A subpalette L′ of L is a palette such that L′(v) ⊆ L(v) for each v ∈ V (G). A graph G and
a palette L of G will often be written as a pair (G,L). We say that (G,L) is colourable if there is
a subpalette L′ of L such that |L′(v)| = 1 for every vertex v ∈ V (G), and L′(u) 6= L′(w) for every
edge uw ∈ V (G). We sometimes call a vertex with a list of size 1 a coloured vertex.
Updating the palette L means obtaining a subpalette L′ of L by subsequently, for any vertex v
having a list of size 1 in the current palette, deleting its colour from the list of each neighbour w
of v. (For instance, if in a path all but one vertex v have the list {1, 2}, and v has list {1}, then
updating this palette gives a colouring of the path.) If updating a palette L of a graph G results
in the same palette L, we will say that L is updated.
Given (G,L), call a vertex v ∈ V (G) reducible (for colour α) if α ∈ L(v) and α /∈ L(w) for each
w ∈ N(v). A trivial subgraph K = {v} of G is called reducible if v is reducible. The subpalette L′
obtained from L by setting L′(v) := α and keeping all other lists will be called the reduction palette
for the reducible component K.
A bipartite subgraphKof G, with partition classes U1, U2, is called reducible (for colours α1, α2)
if there are distinct colours α1, α2 such that for j = 1, 2,
αj ∈
⋂
u∈Uj
L(u) \
⋃
w∈N(Uj)\U3−j
L(w).
The subpalette L′ obtained from L by setting L′(u) = {αj} for j = 1, 2 and all u ∈ Uj , and keeping
all other lists will be called the reduction palette for the reducible component K.
We leave the proof of the following lemma as an exercise to the reader.
Lemma 3.2. Let G be a graph and let L be palette of G. Suppose K is a reducible subgraph of G,
and L′ is the corresponding reduction palette. Then (G,L) is 3-colourable if and only if (G,L′) is
3-colourable.
4 The proof of Theorem 1.1
The heart of our proof is the following lemma, which we will prove in Sections 5 and 6. In order
to state the lemma easily, let us define, for a graph G and a palette L, the set V3(G,L) := {v ∈
V (G) : |L(v)| = 3}.
Lemma 4.1. Let G be a (Pt, C
odd
≤t−4)-free connected graph. Then there is a set L of updated feasible
palettes such that
• |L| ≤ 2O(d) and L can be found in polynomial time;
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• G is 3-colourable if and only if (G,L) is 3-colourable for some L ∈ L; and
• for each L ∈ L, every component of G[V3(G,L)] is reducible.
We will also need a result on the list-colouring problem with lists of size at most 2. Given a
graph G and a finite list L(v) ⊆ N for each vertex v ∈ V (G) (with no restriction on the total
number of colours) the list-colouring problem asks for a a colouring of all vertices with colours from
their lists. If |L(v)| ≤ 2 for each vertex v ∈ V (G), the problem can be solved in O(|V (G)|+ |E(G)|)
time, by reducing the 2-list-colouring instance to a 2-SAT instance [10, 25].
With this result and Lemma 4.1 at hand, we are ready to present the proof of our main result.
Proof of Theorem 1.1. Given G, we apply Lemma 4.1 to obtain a set L of palettes. For each L ∈ L,
and each reducible component of (G,L), we consider the reduction palette L′ for L and solve the
2-list-colouring instance (G,L′). This either gives us a valid 3-colouring for one of the palettes L,
and thus for our instance G, or proves that no such colouring exists.
The running time of the algorithm and the time of finding the set L from Lemma 4.1 will be
analysed in Section 7.
Sections 5 and 6 are devoted to the proof of Lemma 4.1. As discussed above we first concentrate
on the easier case that either t = 9, or G is C8-free, or G has an induced Ct, which we deal with
in Section 5, and leave the more complicated general case for Section 6. For simplicity of notation,
let G∗ denote the class of all (Pt, C
odd
≤t−4)-free graphs such that at least one of the following holds:
• t = 9; or
• G is C8-free; or
• G has an induced Ct.
5 The proof of Lemma 4.1 for G ∈ G∗
In this section, we will prove Lemma 4.1 for all G ∈ G∗. In particular, as stated earlier, this section
is all that is needed for the proof of Theorem 1.2.
The section is organised as follows. First, we investigate the structure of the graph G, proving
some basic observations in Section 5.1, and then distinguishing two cases according to whether or
not G has an induced cycle of length t. The structural analysis for the case that G is Ct-free is
treated in Section 5.2, while the case that G does have a cycle of length t is treated in Section 5.3.
All structural properties we find in these two sections will be conveniently summarised in two
lemmas, Lemma 5.12 (at the end of Section 5.2) and Lemma 5.24 (end of Section 5.3). Then, in
Section 5.4, where we will prove Lemma 4.1 for G ∈ G∗, we only need to refer to these two lemmas.
5.1 The base cycle and its neighbours
We start with a general definition describing the neighbours and second neighbours of a cycle C
of G.
Definition 5.1. Let ℓ ∈ N and let C = c0, c1, ..., cℓ, c0 be a cycle in G. For i ∈ [ℓ], define
• Di :=
{
v ∈ N(C) : vcj ∈ E(G) if and only if j = i
}
;
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• Ti :=
{
v ∈ N(C) : vcj ∈ E(G) if and only if j ∈ {i, i + 2}
}
;
• T ′i :=
{
v ∈ N(C) : vcj ∈ E(G) if and only if j ∈ {i, i + 4}
}
; and
• Si :=
{
v ∈ N(C) : vcj ∈ E(G) if and only if j ∈ {i, i+ 2, i + 4}
}
.
Set
D :=
⋃
i∈[ℓ]
Di, T :=
⋃
i∈[ℓ]
Ti, T
′ :=
⋃
i∈[ℓ]
T ′i and S :=
⋃
i∈[ℓ]
Si,
and let Y denote the set of vertices located at distance two from C.
Clearly, since we can assume G is not bipartite (as otherwise the 3-colouring problem is well
known to be polynomial), G has an odd cycle C. Because of the forbidden subgraphs, the length
of the longest odd cycle is either t− 2 or t. We will see now that in each of these two cases, V (G)
can be decomposed into some of the sets that Definition 5.1 gives for C.
Claim 5.2. Suppose that no vertex in G is dominated by any of its non-neighbours.1 Let C be a
longest odd cycle in G.
(a) If |V (C)| = t− 2, then V (G) = V (C) ∪N(C) ∪ Y , with N(C) = D ∪ T .
(b) If |V (C)| = t, then V (G) = V (C) ∪N(C) ∪ Y , with N(C) = T ∪ T ′ ∪ S.
Furthermore, for each i ∈ [|V (C)| − 1], each of the sets Di, Ti, T
′
i and Si is stable.
Proof. Since G has no odd induced cycles of length up to t− 4, and no induced Pt, it is not hard
to see that in case (a), N(C) = D ∪ T , and in case (b), N(C) = T ∪ T ′ ∪ S. Moreover, each of the
sets Di, Ti, T
′
i and Si, for every i ∈ [t− 3], or i ∈ [t− 1], is stable, as G is triangle-free.
It only remains to show that no vertex of G lies at distance 3 from V (C). Assume otherwise, and
let v1v2v3 be an induced path such that vi lies at distance i from V (C). Suppose C = c0, c1, ..., cℓ, c0,
and that v1 is adjacent to c0, but not adjacent to any ci with i ≤ t− 5. Since v1 does not dominate
v3, there is a neighbour w of v3 that is not a neighbour of v1, and since G is triangle-free, w is not
adjacent to v2. Furthermore, since v3 is at distance 3 from C, we know that w does not have any
neighbours on C. Thus w, v3, v2, v1, c0, c1, c2, ..., ct−5 is an induced Pt, which is impossible.
We can deduce some useful information on the components of G[Y ].
Claim 5.3. In the situation of Claim 5.2, every nontrivial component K of G[Y ] is bipartite and
vertices of the same bipartition class of K have identical neighbourhoods in N(C).
Proof. Since G is (Pt, C3)-free, we know that for every induced path y1y2y3 of length 3 in G[Y ],
vertices y1 and y3 have the same neighbours in N(C). In order to see that G[Y ] is bipartite, apply
the observation from the previous sentence to any odd cycle in G[Y ], thus generating a C3 and
therefore, a contradiction.
1Because of Lemma 3.1, we need not worry about dominated vertices, and Claim 5.2 is the only place where we
need to exclude them. In an algorithmic implementation of our method, one will ignore such vertices if detected by
Claim 5.2, and colour them at the very end (in case a colouring is found).
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5.2 The structure of G if it is Ct-free
In this subsection we asume that G is Ct-free, but does have an induced cycle C = c0, c1, ..., ct−3, c0
of length t − 2. Let D, T and Y be the sets given by Definition 5.1 and Claim 5.2 for cycle C.
Indices are taken modulo t− 2.
For understanding the structure of G[N(C)∪Y ], we first analyse the edges between Y and N(C).
Claim 5.4. No vertex from Y can have neighbours both in Y and in D.
Proof. This follows directly from the fact that G is (Pt, C3)-free.
Claim 5.5. For each y ∈ Y there is an i ∈ [t− 3] such that at least one of the following holds:
(a) N(y) \ Y ⊆ Dj ∪ Ti ∪ Ti+2 for some j ∈ {i− 2, i, i + 2, i + 4}; or
(b) t = 9 and N(y) ⊆ Di ∪ Ti ∪ Ti+2 ∪Di+4.
Proof. Because of the forbidden cycles (and observing that if t = 9 then ℓ − 4 = ℓ + 3), we know
that if y ∈ N(Dℓ), then all neighbours of y in D lie in Dℓ∪Dℓ+4 or in Dℓ−4∪Dℓ, and all neighbours
of y in T lie in Tℓ−4 ∪ Tℓ−2 ∪ Tℓ ∪ Tℓ+2. Moreover, if y has a neighbour in Th, then N(y) ∩ T is
contained either in Th ∪ Th+2 or in Th−2 ∪ Th. This gives (a), unless y has neighbours in both Di
and in Di+4. However, in that case, the neighbours of y in T must belong to Ti ∪ Ti+2, and hence,
there is an induced C8 going through y, which is only allowed if t = 9. Putting these observations
together, and using Claim 5.4 for (b), the statement follows.
Let Y ′i be the set of all y ∈ Y which have neighbours in bothDi andDi+4. (By Claim 5.5, this set
is empty if t > 9.) Observe that if there are independent edges xy, x′y′ such that y, y′ ∈ Y ′i , x ∈ Di,
x′ ∈ Di+4, then y, x, ci, ci+1, ..., ci+4, x
′, y′ is an induced path of length t (i.e. of length 9), which is
impossible. Therefore, for any two vertices y, y′ ∈ Y ′i , we have that either N(y) ∩Di ⊆ N(y
′) ∩Di
or N(y′) ∩ Di+4 ⊆ N(y) ∩ Di+4 (or both). Choosing two vertices yi, y
′
i in each set Y
′
i such that
N(y) ∩Di and N(y
′) ∩Di+4 are inclusion-minimal, then choosing a neighbour qi of yi in Di, and
a neighbour q′i of y
′
i in Di+4, and letting Q :=
⋃
i∈[t−3]{qi, q
′
i}, we obtain the following claim.
Claim 5.6. There is a set Q of size at most 14 such that every vertex in
⋃
i∈[t−3] Y
′
i has a neighbour
in Q.
Let us now analyse possible edges inside Y .
Claim 5.7. For any i ∈ [t− 3], if yy′ ∈ E(G[Y ]) and y ∈ N(Ti), then
N(y′) \ Y ⊆
⋃
j∈{i−3,i−1,i+1,i+3}
(Tj ∪ Tj+2).
Proof. This follows from the fact that G has no induced odd cycles of length up to t− 4.
Claims 5.4 and 5.7 immediately imply the following.
Claim 5.8. If y, y′ ∈ Y are adjacent, then
(i) there is a vertex c on C such that N(y) ⊆ N(c); and
(ii) there are two consecutive vertices c, c′ on C such that z ∈ N(N(y)) and z′ ∈ N(N(y′)).
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We now define a set W of certain vertices of Y .
Definition 5.9. Let W ⊆ Y ∩N(T ) be the set of all vertices y ∈ Y for which there is an i ∈ [t− 3]
such that y ∈ N(Ti) and one of the following holds:
(i) y ∈ N(Di−2 ∪Di+4); or
(ii) y has a neighbour in Y ∩N(Ti−3 ∪ Ti+3).
Observe that by Claim 5.4, the vertex set of any component of G[Y ] is either contained in W
or disjoint from W .
Claim 5.10. Let y, y′ ∈ Y \W with yy′ ∈ E(G). Then for any z ∈ N(y) \ Y and z′ ∈ N(y′) \ Y ,
we have that zz′ ∈ E(G).
Proof. Suppose otherwise. By Claim 5.7 there is an index i ∈ [t− 3] such that z ∈ Ti and z
′ ∈ Ti+1
(after possibly changing the roles of z and z′). Then z, y, y′, z′, ci+3, ci+4, ..., ci−1, ci, z is an induced
cycle of length t, a contradiction.
It turns out that W is dominated by a set X of bounded size.
Claim 5.11. There exist a set R ⊆ N(C) such that W ⊆ N(R) and |R| ≤ 2t− 4.
Proof. Let i ∈ [t− 3]. We claim that for any two vertices y, z ∈W ∩N(Ti) we have
NTi(y) ⊆ NTi(z), or NTi(z) ⊆ NTi(y), or N(y) ∩D = N(z) ∩D 6= ∅. (1)
Then we can take, for each i ∈ [t − 3] with Ti 6= ∅, a vertex y ∈ W , with the property that
among all such choices, NTi(y) is inclusion-minimal, and choose an arbitrary vertex ai ∈ NTi(y). If
N(y) ∩D 6= ∅, we also choose a arbitrary vertex bi ∈ N(y) ∩D. Then by (1), the set R consisting
of all ai and all existing bi is as desired.
It remains to prove (1). For contradiction suppose (1) fails for vertices y, z ∈W ∩N(Ti). Then
there are t1 ∈ NTi(y) \NTi(z) and t2 ∈ NTi(z) \NTi(y).
We distinguish two cases. First assume z is as in Definition 5.9 (i), that is, z ∈ N(Di−2∪Di+4).
Then there is d ∈ NDi−2∪Di+4(z), say d ∈ Di+4 (the other case is symmetric). Since we assume (1)
does not hold, we may assume that d /∈ N(y) (after possibly swapping the roles of y and z). Consider
the induced path y, t1, ci+2, t2, z, d, ci+4, ci+5, ci+6, ..., ci−1, which has length t, a contradiction.
Now assume z is as in Definition 5.9 (ii). Then z has a a neighbour z′ ∈ Y ∩N(Ti−3∪Ti+3), say
z′ ∈ Y ∩N(Ti+3). Let t3 ∈ NTi+3(z
′). Consider the path y, t1, ci+2, t2, z, z
′, t3, ci+5, ci+6, ci+7, ..., ci−1.
As this path is induced (yt3 /∈ E(G) because of Claim 5.5) and has length t, we again obtain a
contradiction to G being Pt-free. This proves (1), and thus concludes the proof of the lemma.
We now resume the main results of this subsection in the following lemma.
Lemma 5.12. There is a set X ⊆ N(C) with |X| ≤ 2t + 10 such that for every component K of
G[Y ] one of the following holds.
(I) V (K) ⊆ N(X);
(II) K is trivial and there is a vertex c on C such that N(K) ⊆ N(c); or
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(III) K is bipartite with partition classes U1, U2, and
(A) there are vertices b1, b2 ∈ V (C) such that N(Uj) ⊆ N(bj) for j = 1, 2;
(B) there are xj ∈ N(N(Uj)) ∩ V (C) for j = 1, 2 such that x1x2 ∈ E(G); and
(C) N(U1) \ Y is complete to N(U2) \ Y .
Proof. Apply Claim 5.11 to obtain a set R of size at most 2t−4 that dominatesW . Apply Claim 5.6
to obtain a set Q of size at most 14 that dominates
⋃
i∈[t−3] Y
′
i . Set X := R ∪Q.
Now, consider any vertex y ∈ Y \W . By Claim 5.5, there is an i ∈ [t−3] such that all neighbours
of y in N(C) belong to Di∪Ti−2∪Ti. If y is isolated in G[Y ], we take c(y) := ci which is as required
for (II). If y is not isolated in G[Y ], then Claim 5.3 implies that K is bipartite and the vertices of
each partition class have identical neighbourhoods in N(C). So by Claim 5.8 and Claim 5.10, we
have (III).
5.3 The structure of G if it contains a Ct
In this subsection, we assume that G has a cycle C = c0, c1, ..., ct−1 of length t, and we let T , T
′
and S be the sets given by Definition 5.1 and Claim 5.2 for cycle C, while Y denotes the set of
vertices located at distance two from C. In this subsection, all indices are taken modulo t.
We start by understanding some basic adjacencies.
Claim 5.13. If uv ∈ E(G[N(C)]) and i ∈ [t− 1], then the following holds.
(a) If u ∈ Ti then v ∈ Ti+3 ∪
⋃
j∈{i+1,i−1,i−3}
(
Tj ∪ T
′
j ∪ Sj
)
; and
(b) if u ∈ T ′i then v ∈ Ti+3 ∪
⋃
j∈{i+1,i−1}
(
Tj ∪ T
′
j ∪ Sj
)
.
Proof. Any case not covered would lead to an induced odd cycle of length ≤ t− 4 on vertices from
V (C) ∪ {u, v}. But such a cycle is forbidden in G.
Claim 5.13 easily implies the following claim.
Claim 5.14. If uv ∈ E(G[N(C)]), then there is an edge between N(v) ∩ V (C) and N(u) ∩ V (C).
We now turn to the edges between N(C) and Y . Our first claim follows directly from the fact
that G is Pt-free.
Claim 5.15. There are no edges between Y and T .
There may, however, exist edges between Y and T ′∪S. Let us see what we can say about these.
Claim 5.16. For each y ∈ Y there is an i ∈ [t− 1] such that
(a) N(y) ⊆ Y ∪
⋃
j∈{i,i+2}(T
′
j ∪ Sj); and
(b) ci+2 is complete to N(y) \ (Y ∪ T
′
i ) and ci+4 is complete to N(y) \ (Y ∪ T
′
i+2).
Proof. Note that if y ∈ Y ∩ N(T ′i ∪ Si), for some i ∈ [t − 1], then, by Claim 5.15 and since there
are no induced odd cycle of length at most t − 4 on vertices from V (C) ∪ N(y) ∪ {y}, we obtain
that N(y) ⊆ Y ∪
⋃
j∈{i,i+2,i−2}(T
′
j ∪ Sj). This gives (a), which implies (b).
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Claim 5.17. Let y ∈ Y and let i be as in Claim 5.16. If T ′i 6= ∅ 6= T
′
i+2 and y ∈ N(T
′
i ) ∪N(T
′
i+2),
then y is complete to T ′i ∪ T
′
i+2.
Proof. Assume y ∈ N(T ′i ) (the other case is symmetric). Let t1 ∈ N(y) ∩ T
′
i and let t2 ∈ T
′
i+2.
Consider the path y, t1, ci+4, ci+3, ci+2, t2, ci+6, ci+7, ..., ci−2, ci−1. This path has length t, so it cannot
be induced. Note that the only one possible chord is yt2. As the vertex t2 was chosen arbitrarily
from T ′i+2, this means y is complete to T
′
i+2.
Changing the roles of the sets T ′i and T
′
i+2 in the above argument we see that y is also complete
to T ′i .
Claim 5.17 enables us to prove the following claim.
Claim 5.18. There is a set M ⊆ N(C) with |M | ≤ 2t such that
(i) if i ∈ [t− 1] is such that T ′i−2 ∪ T
′
i+2 6= ∅, then N(T
′
i ) ∩ Y ⊆ N(M); and
(ii) M ∩ T ′i 6= ∅ for all i with T
′
i 6= ∅.
Proof. Choose forM one vertex from each of the non-empty sets T ′i , for i ∈ [t−1]. Then, |M | ≤ 2t,
and (ii) clearly holds. In order to see (i), note that by Claim 5.17 any neighbour of T ′i in Y is
complete to T ′i , and thus sends an edge to xi.
We now check edges in Y and their neighbours in N(C).
Claim 5.19. For any i ∈ [t− 1], if yy′ ∈ E(G[Y ]) and y ∈ N(T ′i ∪ Si), then
N(y′) \ Y ⊆
⋃
j∈{i−3,i−1,i+1,i+3}
(T ′j ∪ Sj).
Proof. Any case not covered would lead to an induced odd cycle on at most t − 4 vertices from
V (C) ∪N(y) ∪N(y′) ∪ {y, y′}.
Now, we will identify a useful subset W ⊆ Y .
Definition 5.20. We define W ⊆ Y ∩N(T ′ ∪S) as the set of endvertices of all edges yz such that
there is i ∈ [t− 1] with y ∈ Y ∩N(T ′i ∪ Si) and z ∈ Y ∩
⋃
j∈{i−3,i+3}N(T
′
j ∪ Sj).
Note that by Claim 5.3, any component of G[Y ] has either all or none of its vertices in W .
Claim 5.21. For any i ∈ [t− 1], yy′ ∈ E(G[Y ]) and y ∈ N(T ′i ∪ Si) \W the following hold.
(a) If N(y) ∩N(T ′i+2) 6= ∅, then N(y
′) \ Y ⊆ T ′i+1 ∪ Si+1.
(b) Each w ∈ N(N(y′) \ Y ) \ Y is adjacent to some neighbour of N(y) in V (C).
(c) There are consecutive vertices c, c′, c′′ on C such that N(y)\Y ⊆ N(c)∪N(c′′) and N(y′)\Y ⊆
N(c′).
(d) If y, y′ /∈
⋃
i∈[t−1](N(T
′
i ) ∩ N(T
′
i+2)), then there are consecutive vertices c, c
′ on C such that
N(y) \ Y ⊆ N(c) and N(y′) \ Y ⊆ N(c′).
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Proof. Item (a) is straightforward from Claim 5.19. For w ∈ N(N(y′)\Y )∩V (C), item (b) follows
from Claim 5.19 and the definition of W , and for w ∈ N(N(y′) \ Y )∩N(C), item (b) follows from
Claim 5.14. For (c) and (d), we use Claim 5.16.
We now show that W is dominated by a set of bounded size, B.
Claim 5.22. There is a set B ⊆ N(C) such that W ⊆ N(B) and |B| ≤ t.
Proof. Let yz, y′z′ ∈ E(G[W ]) belong to different components from Y , and assume i ∈ [t − 1] is
such that y, y′ ∈ N(T ′i ∪Si) and z, z
′ ∈ N(T ′i+3 ∪Si+3). We claim that at least one of the following
holds.
NT ′
i
∪Si(y) ⊆ NT ′i∪Si(y
′), or NT ′
i
∪Si(y
′) ⊆ NT ′
i
∪Si(y). (2)
Indeed, if (2) is false, then there are vertices s1 ∈ NT ′
i
∪Si(y)\NT ′i∪Si(y
′), s2 ∈ NT ′
i
∪Si(y
′)\NT ′
i
∪Si(y),
and s3 ∈ NT ′
i+3
∪Si+3(z
′). Consider the path y, s1, ci+4, s2, y
′, z′, s3, ci+7, ci+8, ci+9, ..., ci−1. This path
has length t, and is induced, a contradiction. This proves (2).
Now, for each i ∈ [t− 1] with T ′i ∪Si 6= ∅, take an edge yz ∈ E(G[W ]), with y ∈ Y ∩N(T
′
i ∪Si)
and z ∈ Y ∩ N(T ′i+3 ∪ Si+3), and with the property that among all such choices, NT ′i∪Si(y) is
inclusion-minimal. Choose an arbitrary vertex xi ∈ NT ′
i
∪Si(y). Then by (2), B := {x0, x1, ..., xt−1}
is as desired.
We now show an interesting fact about the neighbourhoods of components of G[Y ].
Claim 5.23. Let K be a bipartite component of G[Y \W ], with partition classes U1, U2, and let
w ∈ N(U1) ∩N(C). If there is no edge from w to N(U2) ∩N(C), then N(w) ∩ Y ⊆ V (K).
Proof. Otherwise, w has neighbours y ∈ U1, y
′′ ∈ Y \V (K) and a non-neighbour t ∈ N(U2)∩N(C),
and there is a vertex y′ ∈ N(y) ∩ U2 such that y
′t ∈ E(G). By Claim 5.19, if y ∈ N(T ′i ∪ Si), then
N(y′) \Y ⊆ T ′i−1 ∪Si−1 ∪T
′
i+1 ∪Si+1. Assume t ∈ T
′
i+1 ∪Si+1 (the other case is symmetric). Then
y′′, r, y, y′, t, ci+5, ci+6, . . . , ci−2, ci−1 is an induced path of length t, a contradiction.
We are now ready for the final result of this subsection, which resumes all important properties
we will need later on.
Lemma 5.24. There is a set X ⊆ N(C) with |X| ≤ 3t such that for every component K of G[Y ]
at least one of the following holds:
(I) V (K) ⊆ N(X);
(II) K is trivial and there is a vertex c on C such that N(K) ⊆ N(c); or
(III) K is bipartite with partition classes U1, U2, and for each j = 1, 2, and each w ∈ N(Uj)∩N(C)
having no neighbours in N(U3−j) ∩N(C), we have
(A) w /∈ X; and
(B) each z ∈ N(w) \ Uj is adjacent to some neighbour of N(U3−j) on C.
Moreover, there are consecutive c, c′, c′′ ∈ V (C) on C such that one of the following holds:
(C) N(U1) ⊆ U2 ∪N(c) and N(U2) ⊆ U1 ∪N(c
′); or
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(D) N(U1) ⊆ U2 ∪N(c) ∪N(c
′′) and N(U2) ⊆ U1 ∪N(c
′), and furthermore,
N(U1) ∩X ∩N(c) 6= ∅ 6= N(U1) ∩X ∩N(c
′′).
Proof. We let X ′ :=M ∪B, where M is the set from Claim 5.18 and B is the set from Claim 5.22.
Now, for each x ∈ X ′ we check whether there is a bipartite component K of G[Y ], with partition
classes U1, U2, such that N(x) ∩ Y ⊆ Uj , for some j ∈ {1, 2}. For any such x and K, we check
whether U3−j has a neighbour in X
′. If this is not the case, we choose an arbitrary vertex from
N(U3−j) \ Y . Add all these vertices to X
′, which gives us the set X. Note that for all x ∈ X and
any bipartite component K of G[Y ],
if N(x) ∩ Y ⊆ V (K) then V (K) ⊆ N(X). (3)
Indeed, to see this note that if one of the newly added vertices fits the role of x in the condition
of (3), then the corresponding component K has been used for defining X (coming from the other
side). Furthermore, the size of X is bounded as desired, and by Claim 5.18 (i) and Claim 5.22,
N(X) ⊇W ∪
(
Y ∩
⋃
i∈[t−1]
N(T ′i ) ∩N(T
′
i+2)
)
. (4)
Now, consider a trivial component K = {y} of G[Y ]. By (4), if there is an i ∈ [t− 1] such that
y ∈ N(T ′i ) ∩ N(T
′
i+2), then y ∈ N(X) and hence (I) holds for K. Otherwise, by Claim 5.16 (a)
and (b), we know that (II) holds for K.
Let us now turn to the non-trivial components of G[Y ]. By Claim 5.3, any such component K is
bipartite with partition classes U1, U2, and the vertices from each Ui have identical neighbourhoods
in N(C). In particular, K either is contained in G[W ] or does not meet W at all. For the former
type of components K, (I) holds because of (4), so let us assume that V (K) ∩W = ∅. Then by
Claim 5.23, by Claim 5.21 (b), and by (3), (A) and (B) hold.
If there are no j ∈ {1, 2} and i ∈ [t−1] such that Uj ⊆ N(T
′
i )∩N(T
′
i+2), then by Claim 5.21 (d),
we have (C). So assume there are j, i such that Uj ⊆ N(T
′
i ) ∩ N(T
′
i+2). Then by Claim 5.21 (c)
there are three vertices c, c′, c′′ as desired, and by Claim 5.17 and sinceM meets each non-empty T ′i
(this is guaranteed by Claim 5.18 (ii)), it follows that (D) holds for K.
5.4 The proof of Lemma 4.1 for G ∈ G∗
This section is devoted to the proof of Lemma 4.1 for all G ∈ G∗. We will use Lemmas 5.12 and 5.24.
Case 1: G is Ct-free.
In this case, G has an induced cycle C of length t − 2. We apply Lemma 5.12 to obtain a set X.
We let L be the set of all feasible palettes obtained by first precolouring V (C) ∪X (in all possible
ways) and then updating. Now, given a palette L ∈ L, let V3 = V3(G,L) be as in the lemma, that
is, V3 = {v ∈ V (G) : |L(v)| = 3}. Then since V (C) is coloured, V3 ⊆ Y .
Let K ′ be a component of G[V3]. Then K
′ must be a subgraph of a component K of G[Y ], as
in Lemma 5.12 (II) or (III). If K is as in (II), then K ′ = K = {y} for some y ∈ Y , and there is a
vertex c ∈ V (C) dominating y. Thus, the colour of c is missing on the list of each neighbour of y,
implying that y is a reducible vertex, which is as desired.
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So assume K is as in (III) of Lemma 5.12, with bipartition classes U1, U2. If K
′ is non-
trivial, then, since L is updated, we know that each vertex in N(K ′) ∩ N(C) has a list of size 2.
More precisely, by (III)(A), for j = 1, 2, there is a colour αj missing on the lists of each vertex
v ∈ N(Uj) ∩N(C), and all neighbours of v on C must have colour αj . By property (III)(B), it is
clear that α1 6= α2. Therefore K
′ is reducible, which is as desired.
It remains to treat the case that K is as in Lemma 5.12 (III) and K ′ = {y} is trivial. Assume
y ∈ U1 (the other case is symmetric). Then, since L is updated, and |L(y)| = 3, the vertices in
U2 have lists of size 2, and there must be a vertex z ∈ N(U2) ∩ N(C) having list size 1. Say z is
coloured α0. By (III)(C), vertex z is complete to N(y) ∩N(C), meaning that α0 is missing on the
lists of all neighbours of y. So y is reducible, as desired.
Case 2: G has an induced cycle C of length Ct.
We apply Lemma 5.24. Let L be the set of all feasible palettes obtained by precolouring V (C)∪X
in all possible ways and then updating. Given a palette L ∈ L, we consider V3 = {v ∈ V (G) :
|L(v)| = 3}. Since V (C) is coloured, V3 ⊆ Y . Consider any component K
′ of G[V3]. Then K
′ must
be a subgraph of a component K of G[Y ] as in (II) or (III) of Lemma 5.24. If K is as in (II), then
there is a vertex c on C such that N(K) ⊆ N(c). So, since L is an updated palette, the colour of c
is missing in the list of every neighbour of K. Hence K is reducible, which is as desired.
So we can assume K is as in (III), with partition classes U1, U2. Observe that vertices from Y
can only have lost colours from their list by updating. So, by Claim 5.3, if K ′ is non trivial, then
K = K ′. Moreover, if K ′ = {y} is trivial, then y ∈ Uj for some j ∈ {1, 2}, and all vertices in U3−j
have list size 2 (they cannot have list size 1, since |L(y)| = 3).
IfK satifies (III)(C), we consider the vertices c, c′. Being adjacent, they must have been assigned
distinct colours α1, α2. Since the palette L is updated, α1 is missing in the lists of all neighbours
of U1 in N(C), and α2 is missing in the lists of all neighbours of U2 in N(C). Therefore, if K
′ is
non-trivial, then, since the list of each vertex in K ′ = K contains all three colours, K ′ is reducible,
which is as desired.
So, we can assume K ′ = {y} is trivial. Assume y ∈ U1 (the other case is symmetric). Note that
every neighbour of N(U1) on C is coloured α1. (5)
Let α0 be the colour missing in the lists of the vertices from U2. If α0 = α1, then y is reducible,
which is as desired. We claim that this is the case. So assume otherwise, that is, assume α0 6= α1.
There must be a vertex w in N(U2)∩N(C) coloured α0. Note that w is not adjacent to any vertex
v ∈ N(y)∩N(C), since v then would miss two colours on its list, which is impossible (as |L(y)| = 3).
Now, (III)(A) implies that w /∈ X, and therefore, w has a neighbour z that is coloured α1 (as there
is no other possible reason for w to be coloured α0). But then, by (III)(B), and by (5), z is adjacent
to a vertex coloured α1. Since L is feasible and updated, we arrive at a contradiction.
If K satisfies (III)(D), we consider the vertices c, c′, c′′. Belonging to V (C), they must have
been coloured in L, say they were assigned colours α1, α2, α3. Because of the adjacencies of c, c
′, c′′,
we have α1 6= α2 6= α3. If α1 = α3, then we can argue exactly as in the previous case that K
′ is a
bipartite reducible subgraph of G, or that K ′ = G[y] is trivial and y reducible, which is as desired.
So, we assume α1 6= α3.
Let x1 ∈ N(U1) ∩X ∩N(c), and let x2 ∈ N(U1) ∩X ∩N(c
′′). If x1 and x2 have been assigned
different colours, then the vertices in U1 have list size 1, and therefore the vertices in U2 have list
size at most 2, a contradiction. So we can assume x1 and x2 have been assigned the same colour.
Since colour α1 is missing in the list of x1, colour α3 is missing in the list of x2, and L is feasible,
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that colour has to be α2. This means α2 is missing in the list of all vertices in U1. Thus K
′ = {y}
has to be trivial, with y ∈ U2. Furthermore, y is reducible (for colour α2), which is as desired.
6 Adjustments of the proof of Lemma 4.1 for G /∈ G∗
In this section, we modify the proof of the previous section to a proof of Lemma 4.1 for all G.
6.1 The strategy
No modifications have to be made if G has an induced Ct, so we only need to focus on the case
treated in Subsection 5.2. Because of the argument there, we can now assume that t > 9. We let
C = c0, c1, ..., ct−3, c0 be an induced cycle in G, and let Di, Ti and Y be the sets from Claim 5.1
for C. As noted in Subsection 5.2, the only use of the fact that the graph G was supposed to be
C8-free if t > 9 was in the proof of Claim 5.5. It is easy to see that in order to apply to arbitrary G,
Claim 5.5 has to be rewritten as follows.
Claim 6.1. For each y ∈ Y there is an i ∈ [t− 3] such that either
(a) N(y) \ Y ⊆ Dj ∪ Ti ∪ Ti+2 for some j ∈ {i− 2, i, i + 2, i + 4}; or
(b) N(y) ⊆ Di ∪ Ti ∪ Ti+2 ∪Di+4 and N(y) ∩Di 6= ∅ 6= N(y) ∩Di+4.
This leads to the following modification in the statement of Lemma 5.12. Property (II) has to
be replaced with the following property, where we let Y ∗ denote the set of all vertices of Y that
are as in Claim 6.1(b) for some i ∈ [t− 3].
(II’) K = {y} is trivial and one of the following holds:
(a) there is a vertex c ∈ V (C) such that N(K) ⊆ N(c); or
(b) y ∈ Y ∗.
In order to deal with the vertices in Y ∗, we will colour them, their neighbours, and some of their
second neighbours, by assigning colours synchronously to whole sets, in a similar way as we colour
bipartite reducible components. For this, consider (G,L), and an updated feasible subpalette L′
of L. If there is S ⊆ V (G) such that |L′(v)| = 1 for each v ∈ S and L(v) = L′(v) for each
v ∈ V (G)\S, then we say L′ is a nice reduction of L. It easy to see that the following lemma holds.
Lemma 6.2. Given two palettes L and L′ of a graph G such that L′ is a nice reduction of L, we
have that (G,L) is 3-colourable if and only if (G,L′) is 3-colourable.
6.2 Preliminaries for generating the set of palettes L
We first need a little more structural analysis. We start with possible edges inside N(C).
Claim 6.3. Let uv ∈ E(G[N(C)]) and let i ∈ [t− 3] such that u ∈ Di. Then
v ∈ Di+3 ∪
⋃
j∈{i−3,i−1,i+1}
{Dj ∪ Tj}.
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Proof. Vertex v being in any other set would lead to an induced odd cycle of length ≤ t − 4 on
vertices from V (C) ∪ {u, v}. But such a cycle is forbidden in G.
We now explore the first and second neighbourhoods of vertices from Y ∗. For each i ∈ [t− 3],
let Y ∗i ⊆ Y
∗ denote the set of all vertices from Y that are adjacent to both Di and Di+4.
Claim 6.4. Let i ∈ [t−3], and let y ∈ Y ∗i . Then, setting D
∗
i := N(y)∩Di and D
∗
i+4 := N(y)∩Di+4,
(a) Di−2 = Di+2 = Di+6 = ∅;
(b) N(D∗i ) ⊆ V (C) ∪Di+3 ∪ Ti−1 ∪ Ti+1 ∪ Y ; and
(c) N(D∗i+4) ⊆ V (C) ∪Di+1 ∪ Ti+1 ∪ Ti+3 ∪ Y .
Moreover, letting D+j , for j ∈ {i, i+1, i+3, i+4}, denote the set of all vertices from Dj belonging to
components of G+i := G[Di ∪Di+1 ∪Di+3 ∪Di+4] that contain a vertex from D
∗
i ∪D
∗
i+4, we have
(d) N(D+i+1) \ (D
+
i ∪D
+
i+4) ⊆ V (C) ∪ Ti−2 ∪ Ti ∪ Ti+2 ∪ Y ;
(e) N(D+i+3) \ (D
+
i ∪D
+
i+4) ⊆ V (C) ∪ Ti ∪ Ti+2 ∪ Ti+4 ∪ Y ; and
(f) N(D+i ∪D
+
i+4) \ (D
+
i+1 ∪D
+
i+3) ⊆ V (C) ∪ Ti−1 ∪ Ti+1 ∪ Ti+3 ∪ (Y ∩N(D
∗
i ∪D
∗
i+4)).
Proof. By Claim 6.1, we know that y only has neighbours in D∗i ∪ Ti ∪ Ti+2 ∪D
∗
i+4. This fact will
be implicitly used below for seeing that some of the paths we present are induced.
In order to see (a), note that any vertex di−2 ∈ Di−2 would lead to the induced path y, d
∗
i , ci, ci+1,
ci+2, ..., ci−2, di−2, where d
∗
i ∈ D
∗
i . This path has length t, which is impossible. Using symmetric
arguments, we see that Di+2 and Di+6 are empty, too. This proves (a).
Furthermore, note that
there are no edges between D∗i and Di−1 ∪Di+1. (6)
Indeed, any such edge, say d∗i di+1, with d
∗
i ∈ D
∗
i and di+1 ∈ Di+1, gives rise to the path ci−1, ci−2, ...,
ci+2, ci+1, di+1, d
∗
i , y. This path is induced and has length t, which is forbidden. In the same way,
we can show that
there are no edges between D∗i+4 and Di+3 ∪Di+5. (7)
Next, in order to see (b), consider an edge from d∗i ∈ D
∗
i to x ∈ N(C) \ (Di+3 ∪ Ti−1 ∪ Ti+1).
By Claim 6.3 and because of (6), we have x ∈ Di−3 ∪ Ti−3 and xdi+4 /∈ E(G). So the cycle
x, d∗i , y, di+4, ci+4, ci+5, ..., ci−3, x is induced and of length t− 4. This proves (b), and a symmetric
argument shows (c). Also, observe that (d) and (e) follow directly from Claim 6.3 and from (a).
So it only remains to prove (f). For this, consider a possible edge from a vertex d+i ∈ D
+
i ∪D
+
i+4
to a vertex x /∈ V (C) ∪D+i+1 ∪D
+
i+3 ∪ Ti−1 ∪ Ti+1 ∪ Ti+3 ∪ (Y ∩ N(D
∗
i ∪D
∗
i+4)). Take a shortest
path P = d+i , w1, w2, ..., wm from d
+
i to D
∗
i ∪D
∗
i+4 in G
+
i . We may assume that the only neighbour
of x in V (P ) ∩ (D+i ∪D
+
i+4) is d
+
i (after possibly replacing the vertex playing the role of d
+
i ). So,
by Claim 6.3, and by Claim 6.1, and since we assume that t > 9,
x has no neighbours in V (P ) \ {d+i }, (8)
Also, observe that because of (b) and (c), we know that x /∈ N(D∗i ∪D
∗
i+4), and thus, d
+
i /∈ D
∗
i ∪D
∗
i+4.
So, w1 ∈ D
+
i+1 ∪D
+
i+3 and m ≥ 2.
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Because of symmetry, we may assume that d+i ∈ D
+
i . By Claim 6.3,
x ∈ Di−3 ∪ Ti−3 ∪Di−1 ∪ Y \N(D
∗
i ∪D
∗
i+4).
First we treat the case x ∈ Di−3 ∪ Ti−3. If w1 ∈ D
+
i+3, then the induced cycle x, d
+
i , w1, ci+3,
ci+4, ..., ci−3, x has length t − 4, which is forbidden. So w1 ∈ D
+
i+1. If w2 ∈ Di+4, we obtain the
forbidden induced cycle x, d+i , w1, w2, ci+4, ..., ci−3, x of length t− 4. So we can assume w2 /∈ Di+4,
and hence, w2 ∈ Di. In particular, by (6), w2 ∈ D
+
i \ D
∗
i , and so, by the choice of P , w1 is not
adjacent to D∗i ∪D
∗
i+4. Consider the path ci+2, ci+1, w1, d
+
i , x, ci−3, ci−4, ..., ci+4, d
∗
i+4, y, d
∗
i , where
d∗j ∈ N(y) ∩D
∗
j for j = i, i + 4. This path has length t, and it is induced, as we already saw that
the edges d∗i+4w1, d
∗
iw1 are not present, and by (b) and (c), the edges d
∗
i x, d
∗
i+4x are not present.
We arrived at a contradiction. This proves that x /∈ Di−3 ∪ Ti−3.
Now, let us consider the possibility that x ∈ Di−1. First assume wm ∈ D
∗
i . Then by (6), vertex
wm−1 lies in D
+
i+3 and no vertex in {w1, ..., wm} is adjacent to D
∗
i+4. Then, by the choice of P , and
by (8), we know that x, d+i , w1, w2, ..., wm, y, d
∗
i+4, ci+4, ci+5, ..., ci−1, x (where d
∗
i+4 ∈ D
∗
i+4) is an
induced cycle of length at least t, a contradiction. So we can assume wm ∈ D
∗
i+4, which, by (7), im-
plies that wm−1 lies in D
+
i+1. Because of the induced cycle x, d
+
i , w1, w2, ..., wm, ci+4, ci+5, ..., ci−1, x,
which has length t− 4 +m, we are done unless m < 4. So assume that m < 4, and note that then
m = 2, by Claim 6.3. Consider the cycle x, d+i , w1, ci+1, ci+2, ..., ci−1, x, which is induced and has
length t, a contradiction. We conclude that x /∈ Di−1.
It remains to eliminate the case that x ∈ Y \ N(D∗i ∪ D
∗
i+4). In this case, consider the path
x, d+i , w1, w2, ..., wm, y, d
∗
i+4, ci+4, ci+5, ..., ci−1 (where d
∗
i+4 ∈ D
∗
i+4) if wm ∈ D
∗
i , and the path x, d
+
i ,
w1, w2, ..., wm, ci+4, ci+5, ..., ci−1 if wm ∈ D
∗
i+4 and m ≥ 4. By (8), and as x /∈ N(D
∗
i ∪D
∗
i+4), both
these paths are induced and have length at least t, which is forbidden. So we can assume that
wm ∈ D
∗
i+4 and m < 4, implying that m = 2 and w1 ∈ D
+
i+1. Consider the induced path x, d
+
i ,
w1, ci+1, ci+2, ..., ci−1 of length t, a contradiction. Hence x /∈ Y \N(D
∗
i ∪D
∗
i+4), as desired.
Claim 6.5. Let y ∈ Y ∗i , and let D
∗
i , D
∗
i+4, D
+
i+3 and D
+
i+1 be as in Claim 6.4. Let y
′ ∈ Y .
(a) If N(y′) ∩D+i+1 6= ∅, then either N(y
′) \D+i+1 ⊆ Ti−1 ∪ Ti+1 or N(y
′) \D+i+1 ⊆ Ti+1 ∪ Ti+3.
(b) If N(y′) ∩D+i+3 6= ∅, then either N(y
′) \D+i+3 ⊆ Ti−1 ∪ Ti+1 or N(y
′) \D+i+3 ⊆ Ti+1 ∪ Ti+3.
Proof. We only prove (b), since (a) is symmetric. Let d+i+3 ∈ N(y
′) ∩D+i+3, and let P = d
+
i+3, w1,
w2, ..., wm be a shortest path from d
+
i+3 to D
∗
i ∪D
∗
i+4 in G
+
i (where G
+
i is as in Claim 6.4). Because
of Claim 6.1, and since we assume t > 9, we may assume that y′ has no neighbours in V (P )\{d+i+3}
(after possibly changing the vertex in D+i+3 playing the role of d
+
i+3). Also, note that the only
neighbour of y in V (P ) is wm, and that
no vertex in {w1, ..., wm−2} is adjacent to D
∗
i ∪D
∗
i+4. (9)
We claim that for all ℓ < m,
wℓ /∈ D
+
i ∪D
+
i+4. (10)
Indeed, if this is not true, then let ℓ < m be the smallest index such that wℓ ∈ D
+
i ∪D
+
i+4. Let d
∗
j ∈
D∗j , for j = i, i + 4. If wℓ ∈ D
+
i , then consider the path y
′, d+i+3, w1, w2, ..., wℓ, ci, ci−1, ..., ci+5, ci+4,
d∗i+4, y, which, by (9), is induced and has length at least t. If wℓ ∈ D
+
i+4, then consider the path
y′, d+i+3, w1, w2, ..., wℓ, ci+4, ci+5, ..., ci, d
∗
i , y, which has length t and by (9), is induced. As such paths
are forbidden, we proved (10).
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Note that (10) together with Claim 6.3 implies that m = 1 and
w1 ∈ D
∗
i .
We will now show that
y′ has no neighbours in Di−1 ∪ (Di+3 \D
+
i+3). (11)
For contradiction, suppose y′ has a neighbour x ∈ Di−1∪(Di+3 \D
+
i+3). Then x, y
′, d+i+3, w1, y, d
∗
i+4,
ci+4, ci+5, ..., ci−1 is a path, where d
∗
i+4 ∈ D
∗
i+4. This path has length t, and because of Claim 6.3
and Claim 6.4 (b), the only possible edge is xci−1, leading to an induced cycle of the same length,
a contradiction. This proves (11).
Next, we show that
y′ has no neighbours in Ti+5 ∪Di+7. (12)
In order to see (12), assume y′ has a neighbour x ∈ Ti+5∪Di+7. Consider the cycle x, y
′, d+i+3, w1,
ci, ci−1, ..., ci+7, x. By Claim 6.4(b), this cycle is induced, and furthermore, it has length t−4. This
is a contradiction, which proves (12).
By (11) and (12), and because of Claims 5.4 and 6.1, it only remains to show that y′ cannot have
neighbours in both Ti−1 and Ti+3. Suppose otherwise, and let tj ∈ N(y
′) ∩ Tj , for j = i− 1, i + 3.
Then ci−1, ti−1, y
′, ti+3, ci+3, ci+4, ..., ci−1 is an induced cycle of length t− 4, a contradiction.
Claim 6.6. Let y ∈ Y ∗i , y
′ ∈ Y \ Y ∗i such that y
′ has a neighbour in D∗ := N(y) ∩ (Di ∪Di+4).
Then
(a) N(y′) ⊆ Di ∪ Ti ∪ Ti+2 ∪Di+4; and
(b) if d ∈ D ∩N(y′) \N(y), then N(d) ⊆ N(D∗).
Proof. Because of symmetry, we can assume that y′ ∈ N(Di). Let di ∈ N(y) ∩N(y
′) ∩Di and let
di+4 ∈ N(y) ∩Di+4. Note that by Claim 6.4 (b), y has no neighbours in Di−4 ∪ Ti−4 ∪ Ti−2. Also,
note that by Claim 5.4, y′ has no neighbours in Y , and as y′ /∈ Y ∗i , we know that y
′di+4 /∈ E(G).
We first show (a). If y′ has a neighbour ti−4 ∈ Di−4∪Ti−4, then ti−4, y
′, di, y, di+4, ci+4, ci+5, ...,
ci−4, ti−4 is an induced cycle of length t−4, a contradiction. If y
′ has a neighbour ti−2 ∈ Ti−2, then
ci+6, ci+7, ..., ci−2, ti−2, y
′, di, y, di+4, ci+4, ci+3, ci+2, ci+1 is an induced path of length t, a contradic-
tion. So by Claim 6.1, item (a) follows.
Let us now show (b). For this, let d ∈ D ∩ N(y′) \ N(y) and note that as y′ ∈ N(Di) and
y′ /∈ Y ∗i we have d ∈ Di. Assume xd is an edge, with x ∈ V (G) \ N(D
∗). Consider the path
x, d, y′, di, y, di+4, ci+4, ci+5, ..., ci−1, which has length t, and therefore cannot be induced. The
only possible chords are of the form xcj , for j = i + 5, i + 6, ..., i − 1. Morover, if the only
chord is xci−1, we obtain an induced cycle of length t, which is forbidden. Therefore, and be-
cause of Claim 6.3, we know that x ∈ Di−3 ∪ Ti−3. Then, consider the path ci+1, ci+2, ci+3,
ci+4, di+4, y, di, y
′, d, x, ci−3, ci−4, ..., ci+6. This path is induced and has length t, a contradiction.
6.3 The proof of Lemma 4.1 for all G
Given a (Pt, C
odd
≤t−4)-free graph G, we can assume G is Ct-free, and so, G has an induced cycle C
of length t − 2. We find, as before, a set X as in Lemma 5.12, but we will not colour all of it
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yet. Instead, for every colouring of V (C), we generate a palette. We take L′ as the set of all such
palettes that are feasible. For each L′ ∈ L′, we proceed as follows.
For each i ∈ [t− 3], we consider the set Y ∗i ⊆ Y
∗. Set
D
∗(i)
j :=
⋃
y∈Y ∗
i
(N(y) ∩Dj) for j = i, i + 4.
For j ∈ {i, i+1, i+3, i+4}, let D
+(i)
j denote the set of all vertices from Dj belonging to components
of
G
+(i)
i := G[Di ∪Di+1 ∪Di+3 ∪Di+4]
that contain some vertex from D
∗(i)
i ∪D
∗(i)
i+4. Finally, we let Z
∗(i) be the set of all y ∈ Y \ Y ∗i that
are adjacent to V (G
+(i)
i ). By Claim 6.4 (f), Claim 6.5 and Claim 6.6, we know that Z
∗(i) partitions
into three sets Z
∗(i)
1 , Z
∗(i)
2 and Z
∗(i)
3 , such that for j = 1, 2, 3,
N(Z
∗(i)
j ) \D ⊆ Ti+j−2 ∪ Ti+j. (13)
Moreover,
N(Z
∗(i)
j ) ∩D ⊆ D
+(i)
i+1 ∪D
+(i)
i+3 for j = 1, 3, (14)
and N(Z
∗(i)
2 ) ∩D ⊆ Di ∪Di+4. Further, for j = i, i + 4, setting
D
++(i)
j := N(Z
∗(i)
2 ) ∩ (Dj \D
+(i)
j )
we have, by Claim 6.6 (b), and by Claim 6.4 (b) and (c),
N(D
++(i)
j ) ⊆ Y
∗
i ∪ Z
∗(i)
2 ∪ {cj} ∪ T , (15)
with
N(D
++(i)
i ) ∩ T ⊆ Ti−1 ∪ Ti+1 and N(D
++(i)
i+4 ) ∩ T ⊆ Ti+1 ∪ Ti+3. (16)
Set
F (Y ∗i ) := Y
∗
i ∪ Z
∗(i)
⋃
j=i,i+1,i+3,i+4
D
+(i)
j ∪
⋃
j=i,i+4
D
++(i)
j .
By Claim 6.1, Claim 6.4, Claim 6.5 and Claim 6.6 and because of (13), (14) and (15), we know
that N(F ∗i ) ⊆ V (C) ∪ T , and moreover, F (Y
∗
i ) ∩ F (Y
∗
j ) = ∅ for distinct i, j ∈ [t − 3]. So we can
treat Y ∗i and Y
∗
j independently.
For i ∈ [t− 3], let αi be the colour assigned to ci in L
′. Colour, for each i ∈ [t− 3] with Y ∗i 6= ∅,
all vertices from the set F (Y ∗i ) as follows:
• Assign colour αi+1 to all vertices in D
+(i)
i ∪D
++(i)
i ∪ Z
∗(i)
1 ;
• assign colour αi+2 to all vertices in D
+(i)
i+1 ∪D
+(i)
i+3 ∪ Y
∗
i ∪ Z
∗(i)
2 ; and
• assign colour αi+3 to all vertices in D
+(i)
i+4 ∪D
++(i)
i+4 ∪ Z
∗(i)
3 .
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After updating, we call the obtained palette L′′. Note that for j = 1, 2, 3 we have that αi+j /∈ L
′(t)
for t ∈ Ti+j−2 ∪ Ti+j . Hence, by (13), (14), (15) and (16), and by Claims 6.4, 6.5 and 6.6, this
colouring is valid, and moreover, the neighbours of F (Y ∗i ) have not lost any colours in their lists,
for i ∈ [t − 3]. So by Lemma 6.2, (G,L′′) is 3-colourable if and only if (G,L′) is 3-colourable,
which means that we can work with L′′ instead of L′. For each L′′ obtained in this way, we colour
X \ V (C) in all possible ways, update the palette, and, if feasible, we add it to the set L.
Now, given a palette L ∈ L, let V3 = V3(G,L) ⊆ Y be as in the lemma and let K
′ be a
component of G[V3]. Then K
′ must be a subgraph of a component K of G[Y ], as in Lemma 5.12.
Note that K is not as in (II’) with K = {y} and y ∈ Y ∗, since then |L(y)| = 1, by our previous
arguments. Hence we can proceed exactly as in the case when G ∈ G∗. This finishes the proof.
7 The overall complexity of the algorithm
In this section we analyse the complexity of the algorithm. Let m, n be the number of edges and
vertices of G. We assume t ∈ N, t ≥ 9 is odd.
We start by analysing the easier case that G ∈ G∗, and leave the analysis for the case G /∈ G∗
to the end.
Finding the cycle C and the set X. It can be checked in O(m) time whether G is bipartite.
If it is not, we will find an induced cycle C that either has length t− 2 or t. If C has length t− 2,
we will work with C as if the graph G was Ct-free – should we find, at any point in our process, an
induced cycle C ′ of length t, we abort the process, and start afresh with C ′.
We check the vertices in N(C) and partition them into sets Di, Ti, T
′
i , Si. We check the
remaining vertices, and if they have a neighbour in N(C), we put them into Y . By Claim 5.2 we
know that any vertex not qualifying for Y is dominated by one of its non-neighbours. So we can
put such vertices aside in order to colour them at the very end. This takes O(m) time.
Now, if |V (C)| = t− 2, we find sets Q from Claim 5.6 and R from Claim 5.11, which together
form X (in this case). This can be done in O(n+m) time, as we only need to find inclusion minimal
neighbourhoods in disjoint sets Di or Ti (and then pick a vertex for Q or R).
If |V (C)| = t, we need to find sets M from Claim 5.18 and B from Claim 5.22, which also
takes O(n + m) time. Together, M and B form the set X ′, from which we obtain the set X of
Lemma 5.24 by adding some extra vertices. More precisely, we add one new vertex each time we
find a bipartite component K of G[Y ], and a vertex x ∈ X ′, such that the only neighbours of x in
Y belong to K, and, at the same time, one of the bipartition classes of K does not send any edge
to X ′. We can explore in O(n +m) time all components K to check if they are as required, and
add the extra vertex to X ′ if needed.
The total time for finding C, analysing the structure, and finding X is O(n+m).
Checking all precolourings of X. We need to consider all distinct feasible colourings of
V (C) ∪X. This set has at most 4t vertices, which form a connected set, so we will need to check
3 · 24t−1 many colourings. Updating can be done in O(m) time.
We then go through the components of G[V3] (where V3 are the vertices having list size 3).
Any trivial reducible component can be coloured by checking which colour is missing at any of its
neighbours’ list. Bipartite reducible components can be dealt with similarly. This takes O(n) time.
Finally, we need to solve a list-colouring instance with lists of size at most 2, which can be
done in O(n + m) time. If a colouring is found, we add back to G the vertices dominated by
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non-neighbours, suitably coloured. In conclusion, if G ∈ G∗, then the overall complexity of the
algorithm is 2O(t) · O(n+m).
Variation with extra precolouring in case G /∈ G∗. We will know we are in this case if Y ∗
turns out to be non-empty. We need to determine all sets Y ∗i and the corresponding F (Y
∗
i ). Note
that these sets can be found in O(m) time, before we colour the cycle C. We then go through all
feasible colourings of C. There are 3 · 2t−3 colourings we need to check. For each of these we colour
all F (Y ∗i ), and then update, colour the reducible subgraphs and run the 2-list colouring instance
as before. The overall complexity of the algorithm stays at 2O(t) · O(n+m).
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