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Abstract
This paper presents a simple method for converting rational parametric equations of curves and
surfaces into implicit equations. The method proceeds via writing out the implicit polynomial F
of estimated degree with indeterminate coefficients ui , substituting the rational expressions for the
given parametric curve or surface into F to yield a rational expression g/h in the parameter s (or s
and t), equating the coefficients of g in terms of s (and t) to 0 to generate a sparse, partially triangular
system of linear equations in ui with constant coefficients, and finally solving the linear system for
ui . If a nontrivial solution is found, then an implicit polynomial is obtained; otherwise, one repeats
the same process, increasing the degree of F . Our experiments show that this simple method is
efficient. It performs particularly well in the presence of base points and may detect the dependency
of parameters incidentally.
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1. Introduction
The conversion between parametric and implicit equations of curves and surfaces
is an old problem in algebraic geometry but has significant applications in computer
aided geometric design and modeling. The implicitization of rational parametric curves
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and surfaces has been the subject of many research papers following Sederberg (1983);
see Buse´ (2001), Buse´ et al. (2003), Chen et al. (2001), Chionh and Goldman (1992),
Corless et al. (2001), Cox et al. (2000), Gao and Chou (1992), Gonza´lez-Vega (1997),
Manocha and Canny (1992), Marco and Martı´nez (2001, 2002), Sederberg and Chen
(1995), Zhang et al. (2000) and references therein. Most of the effective algebraic methods
that have been proposed and studied for the implicitization problem are based on
the computation of resultants and Gro¨bner bases. Methods using the Be´zout resultant
and the techniques of moving curves and surfaces with µ-bases (Sederberg and Chen,
1995; Cox et al., 2000; Zhang et al., 2000; Chen et al., 2001) are considered promising.
Unfortunately, these methods have been proved valid only in the case where there is
no base point. Extending them for implicitizing rational curves and surfaces with base
points has been a long-standing problem under investigation (see, e.g., Buse´ et al., 2003;
Chionh and Goldman, 1992; Manocha and Canny, 1992) because base points appear quite
often in practical geometric design. The presence of base points makes determinant-
based implicitization difficult, as revealed recently by Buse´ et al. (2003), who have
used sophisticated tools from commutative algebra to extend the method of moving
quadrics for implicitizing surfaces in three-dimensional projective space under five base-
point conditions, and showed that the method applies rarely if the ideal defined by
the parametrization is saturated (so in this case they had to give an alternative using
resultants).
In this paper we present an extremely simple method that converts the rational
parametric equations for any curve or surface into an implicit equation. This new method
works particularly well in the presence of base points and can detect the dependency of
parameters incidentally (thus no precondition need be imposed). The basic idea underlying
the method is the use of the principle of undetermined coefficients for the implicit
polynomial to reduce the implicitization problem to the problem of solving sparse, partially
triangular systems of linear equations with constant coefficients. This simple idea is
explained in the following section. An efficient algorithm that implements the idea and
takes into account the structure of the linear system is described in Section 3. With a
brief discussion on implementation (which is very easy), some experimental results are
reported in Section 4, showing that our algorithm is indeed effective: it is comparable with
algorithms based on the Be´zout resultant and Gro¨bner bases in general, and it performs
better for rational surfaces with base points, for which the Be´zout resultant vanishes
identically and the computation of Gro¨bner bases is too slow. The good performance of
our algorithm in the presence of base points is supported theoretically by the fact that base
points decrease the degree of the implicit equation (Sederberg, 1990). Our implementation
of the algorithm in Maple has been included in the Epsilon library (Wang, 2004).
2. Simple idea
Our method works in the same way for rational curves, surfaces, and hypersurfaces
defined by parametric equations in affine or projective space. To fix the idea, we
present the method only for the case of affine surfaces. A brief discussion of the
case of curves will be given in Section 3.3. Let a rational surface be defined by the
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parametric equations
x = P(s, t)
A(s, t)
, y = Q(s, t)
B(s, t)
, z = R(s, t)
C(s, t)
(1)
with rational coefficients in three-dimensional affine space. Our problem is to determine
an implicit polynomial F = F(x, y, z) of lowest degree such that
F
(
P(s, t)
A(s, t)
,
Q(s, t)
B(s, t)
,
R(s, t)
C(s, t)
)
≡ 0. (2)
For this purpose, we estimate a possible total degree n for F and write F in the form
F =
∑
i≥0, j≥0,k≥0
i+ j+k≤n
ui j k x i y j zk, (3)
where the coefficients ui jk are to be determined. Substituting the expressions (1) into F
and expanding the result, we obtain a rational expression
g
h
=
∑
i≥0, j≥0,k≥0
i+ j+k≤n
ui j k
Pi Q j Rk
Ai B j Ck
, (4)
where both g and h are polynomials in the parametric variables s and t . LetΨ be the set of
all the nonzero coefficients of g considered as a polynomial in s and t . Then every element
ofΨ is a homogeneous linear polynomial in the indeterminates ui jk with rational or integer
coefficients.
Now solve the system of linear equations
E = 0, E ∈ Ψ , (5)
for ui jk as unknowns. This homogeneous system always has the trivial solution ui jk = 0
for all i, j, k. The surface defined by (1) has an implicit equation of degree ≤ n if and
only if the linear system (5) has a nontrivial solution for ui jk . When the general solution
ui jk = u¯i j k of (5) is found and nontrivial, an implicit polynomial may easily be obtained by
verifying whether F |ui jk=u¯i jk has a nonconstant factor involving x, y, z only. If the linear
system does not have any nontrivial solution for ui jk , then one proceeds in the same way,
increasing the degree n of F . This process will terminate obviously because the degree
of F has an upper bound (see Section 4.3). When n reaches the upper bound, the linear
system (5) must have a nontrivial solution and thus an implicit polynomial will be found.
Therefore, the problem of implicitizing the parametrically defined surface is reduced to
the problem of solving systems of linear equations with integer coefficients, which is easy
and simple, and for which there are very efficient methods.
Example 1. Consider the surface (cf. Example 5.5 in Buse´ et al., 2003) defined by the
parametric equations
x = st
2 − t3 − t
t2 − 2 t + 1 , y =
t3 − st − t2 + t + 1
t2 − 2 t + 1 , z =
st − 2 t
t2 − 2 t + 1 . (6)
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To determine whether this rational surface has an implicit equation of total degree 2, we
write F in the form
F = u0 + u1x + u2y + u3z + u4x2 + u5xy + u6y2 + u7xz + u8yz + u9z2. (7)
Substituting (6) into F , one gets a rational expression, whose numerator g is a polynomial
of 72 terms, in s, t , and ui . Collecting the coefficients of g in terms of s and t , we obtain
the following 15 linear equations:
6 u0 + 2 u1 − 2 u2 + 4 u3 + u4 − u5 − u6 + 2 u7 − 2 u8 + 4 u9 = 0,
u1 + 2 u2 − 2 u3 + 2 u5 − 2 u6 − u7 + 3 u8 − 4 u9 = 0,
u6 − u8 + u9 = 0,
u0 + 2 u1 − 3 u2 + 2 u4 − 2 u5 + 3 u6 + 2 u7 − 2 u8 = 0,
−2 u1 − u2 + u3 − 2 u4 + u5 + 2 u6 − 2 u7 − u8 = 0,
−4 u0 − u1 − u2 − 2 u3 − u5 + 2 u6 −2 u8 = 0,
−2 u0 − u1 + 2 u2 − u3 + u8 = 0,
u1 − 2 u6 − u7 + u8 = 0,
−u2 + u3 − 2 u6 + u8 = 0,
−u5 + u7 = 0,
u0 + u2 + u6 = 0,
−u1 + u2 + u5 − 2 u6 = 0,
u4 − u5 + u6 = 0,
−2 u4 + u5 = 0,
u4 = 0.
It is very easy to find the solution of this linear system:
Ω : (u0, u1, . . . , u9) = (u0,−u0,−u0,−2u0, 0, 0, 0, 0, u0, u0).
Substituting this solution into F , we have
F |Ω = u0(z2 + yz − 2z − y − x + 1).
This gives the implicit equation of the surface we wanted.
Denote by Q the field of rational numbers, by deg(P, x) the degree of P in x , by tdeg(P)
the total degree of P , and by lcm(A, B, C) the least common multiple of A, B, C . For
any set or sequence Ω of equalities of the form v = f , where v is a variable and f an
expression, F |Ω stands for the expression obtained from F by replacing all the occurrences
of v in F with f for all v = f ∈ Ω simultaneously.
The estimated degree n of F in (3) is smaller than the actual degree of any implicit
equation of the rational surface defined by (1) if and only if the linear system (5) has the
trivial solution ui jk = 0 only.
Now let Ω be the general homogeneous solution of (5), which is nontrivial and involves
parameters v1, . . . , vr . If F |Ω does not have any nonconstant factor inQ[x, y, z], then F |Ω
must have an irreducible factor f , not free of v1, . . . , vr , such that f |∆ ≡ 0, where
∆ :=
{
x = P
A
, y = Q
B
, z = R
C
}
. (8)
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In this case, all the coefficients of f in terms of v1, . . . , vr vanish after substitution for ∆
and these coefficients do not have a nonconstant common divisor in x, y, z. It follows that
there are two or more distinct (relatively prime) irreducible polynomials f¯ ∈ Q[x, y, z]
such that f¯ |∆ ≡ 0, so the two parameters s and t are not independent and thus the
equations (1) do not define a proper rational surface.
Otherwise, let f ∈ Q [x, y, z] be the greatest divisor of F |Ω , with tdeg( f ) = d > 0.
We proceed to prove that f is an implicit equation of the surface defined by (1). For this
purpose, write F |Ω = f g. Then g /∈ Q [x, y, z], and either f |∆ ≡ 0 or g|∆ ≡ 0. If
g|∆ ≡ 0, then for any polynomial h of degree d with indeterminate coefficients, the
coefficients of gh correspond to a solution of (5) that is more general than the solution
Ω . This contradicts the generality of Ω . Therefore, f |∆ must be identically 0. It remains
to show that f is irreducible. Suppose, otherwise, that f has an irreducible true factor f¯
such that f¯ |∆ ≡ 0, and let h be a polynomial of degree d−tdeg( f¯ ) > 0 with indeterminate
coefficients. Then the coefficients of f¯ gh also correspond to a solution of (5); this solution
is more general than Ω , so a contradiction is derived. Therefore, f must be irreducible and
thus is an implicit equation of the surface.
Summarizing the above discussions, we have the following result.
Theorem 1. Let F be as in (3) and Ω be the general homogeneous solution of (5). If Ω
is the trivial solution ui jk = 0, then the rational surface defined by (1) does not have any
implicit equation of degree ≤ n. If F |Ω has a nonconstant factor f ∈ Q[x, y, z], then
f = 0 is an implicit equation of the surface defined by (1). Otherwise, the parameters s
and t of the equations (1) are dependent.
The significance of this theorem is that an implicit polynomial may be easily obtained
by computing the content of F |Ω with respect to v1, . . . , vr —no extraneous factor is
introduced and no factorization is required.
Note that, when an implicit polynomial is obtained, there is still no guarantee that the
parameters s and t are independent. This may be illustrated by the following parametric
equations:
x = s + t, y = s + t, z = (s + t)k + s + t . (9)
Let k = 5, for instance; then one may obtain an implicit equation x − y = 0 for
n = 1, . . . , 4. The dependency of the parameters is detected when n ≥ 5.
Let ∆ be as in (8), Fn be the polynomial F in (3) indexed with n, Ωn be the general
homogeneous solution of (5), which is nontrivial and involves parameters vn1, . . . , vnrn ,
and Jn denote the ideal generated in Q [x, y, z] by all the coefficients of Fn |Ωn in terms of
vn1, . . . , vnrn . Then for every J ∈ Jn we have J |∆ ≡ 0. It follows that Jn is contained in
the implicit ideal
I = {I ∈ Q[x, y, z] | I |∆ ≡ 0}
for all n. Moreover, for any m > n, since Fn |Ωn may be obtained from Fm |Ωm by spe-
cializing some of the indeterminates vm1, . . . , vmrm , it is easy to see that Jn ⊂ Jm . There
should exist an integer M such that JM = Jm = I for all m ≥ M . We do not know
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a bound for M (which depends on the degree of the parametric equations). The equations
in (9) show that M increases as the degree k increases.
3. Effective algorithm
The linear system (5) formed in the preceding section is not only sparse but also partially
triangular. The triangularity and thus sparsity of the system come from the fact that the
coefficient of a high-degree term s ptq in g usually does not involve the indeterminate
coefficients ui jk of F with i + j + k smaller. More precisely, the indeterminates ui jk with
i + j + k ≤ m (<n) do not appear in the coefficient of s ptq in g with
p + q > m max{tdeg(P), tdeg(Q), tdeg(R)} + n tdeg(lcm(A, B, C)).
The sparse and triangular structure makes the linear system much easier to solve than a
general linear system. This special structure of the system should be taken into account.
Moreover, expanding the right-hand side of (4) completely to get the numerator g can be
very expensive for big n.
3.1. Description of the algorithm
In this subsection, we devise an algorithm that expands the homogeneous terms of total
degree m and solves the linear equations for some of the indeterminate coefficients of terms
of total degree ≥ m successively for m = n, n−1, . . .. The solution found (for which many
of the ui jk may be 0) is substituted into F immediately to simplify F for further expansion.
Algorithm I (For Implicitizing Rational Parametric Surfaces). INPUT: Nonzero polyno-
mials P, Q, R, A, B, C ∈ Q[s, t] as in (1) and a positive integer n.
OUTPUT: An irreducible polynomial F ∈ Q[x, y, z] of total degree ≤ n, satisfying one of
the following three conditions:
• F /∈ Q and (2) holds [in this case F = 0 is an implicit equation of the rational
surface defined by the parametric equations (1)];
• F = 0 [when the surface defined by (1) does not have any implicit equation of degree
≤ n];
• F = 1 [in this case the parameters s and t in (1) are dependent].
I1. Set d := max{tdeg(P), tdeg(Q), tdeg(R)}, e := tdeg(lcm(A, B, C)), Ω := ∅,
∆ := {x = P/A, y = Q/B, z = R/C}, H := 0, and G := 0.
I2. For m = n, n − 1, . . . , 0 do the following:
I2.1. Let
h :=
∑
i≥0, j≥0,k≥0
i+ j+k=m
ui jk x i y j zk,
where ui jk are new indeterminates. Set H := H + h and G := G|Ω + h|∆.
Reduce G to a common denominator and let g be the numerator of the rational
expression obtained.
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I2.2. If m = 0, then let Ψ be the set of the nonzero coefficients of those terms s ptq
in g for which p + q > (m − 1)d + ne; otherwise, let Ψ be the set of all the
nonzero coefficients of g considered as a polynomial in s and t .
I2.3. Solve the system of linear equations E = 0, E ∈ Ψ for the unknowns ui jk
occurring in Ψ and let Ω¯ be the general homogeneous solution of the linear
system. Set Ω := Ω |Ω¯ ∪ Ω¯ .
I3. Let F be the primitive part of the content of H |Ω with respect to the variables other
than x, y, z occurring in H |Ω and return F .
Proof. The algorithm terminates obviously. Its correctness is also evident (according to
Theorem 1) except for one point: the collection of coefficients of s ptq in g for p + q >
(m − 1)d + ne in step I2.2 need be justified. To do so, we write
∑
i≥0, j≥0,k≥0
i+ j+k≤n
ui j k
Pi Q j Rk
Ai B j Ck
= Γ
m−1
0 + Γ nm
Ln
,
where L = lcm(A, B, C) and
Γm−10 =
∑
i≥0, j≥0,k≥0
i+ j+k≤m−1
ui jk Pi Q j Rk
Ln
Ai B j Ck
,
Γ nm =
∑
i≥0, j≥0,k≥0
m≤i+ j+k≤n
ui j k Pi Q j Rk L
n
Ai B j Ck
for any 0 < m ≤ n. In the above expressions Ai B j Ck always divides Ln , so Ln/(Ai B j Ck)
is a polynomial of total degree ≤ ne in s and t , where e = tdeg(L). It follows that the
total degree of Γm−10 is at most (m − 1)d + ne, so Γm−10 does not contain any term
s ptq with p + q > (m − 1)d + ne. Note that g in step I2.2 is a divisor of Γ nm . In the
last for-loop where m = 0, all the coefficients of s ptq in g are collected (so no term is
missing). 
In the case where the output F of Algorithm I is equal to 1, one can get a subset of
generators (i.e., the coefficients of H |Ω in step I3 in terms of the parameters v1, . . . , vr
involved in Ω ) for the implicit ideal according to the discussion following Theorem 1
without need of additional computation.
When n is big, expanding the rational expression as in (4) leads to huge polynomials
and is very expensive. This is why we propose to expand the homogeneous terms of degree
m successively, to solve part of the linear system as soon as it is obtained, and to plunge
in the solution found to simplify further expansion. This technique works only if g in step
I2.2 contains terms s ptq with p + q > (m − 1)d + ne. It always does when e = 0, i.e., the
parametric equations are polynomial.
When m > 0 and there is no term s ptq satisfying the condition p +q > (m −1)d +ne,
the set Ψ in step I2.2 is empty. In this case, no linear equation need be solved and thus no
extra computation is required.
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3.2. An illustrative example
Example 2. Refer to Example 3.2 in Buse´ et al. (2003) and let
P = s, Q = (s + 1)t2, R = s(s + 1)t, A = B = C = (s + 1)t .
We want to determine whether the surface defined by the parametric equations
x = P
A
= s
(s + 1) t , y =
Q
B
= t, z = R
C
= s (10)
has an implicit equation of total degree n = 3. For this purpose, let F have the following
undetermined homogeneous terms of degree m = 3:
h3 = u10x3 + u11x2y + u12xy2 + u13y3 + u14x2z + u15xyz + u16y2z
+ u17xz2 + u18 yz2 + u19z3
in addition to the terms given in (7). Substituting the expressions (10) into h3, one obtains
a rational expression h¯3, whose numerator g3 has 30 terms, in s, t , and ui . Now we have
d = 1 and e = 2, so (m − 1)d + ne = 8. All the terms s ptq of degree > 8 in g3 show up
in the sum
u19s
6t3 + u18s5t4 + u16s4t5 + u13s3t6,
which must be identically 0 for any s and t . It follows that
Ω3: u19 = u18 = u16 = u13 = 0.
This gives a linear system, which is so trivial that it appears as its solution. Substitution of
this solution into h¯3 clearly simplifies h¯3. Recall the undetermined homogeneous terms of
degree m = 2:
h2 = u4x2 + u5xy + u6 y2 + u7xz + u8 yz + u9z2
in F . Substituting (10) into h2, one obtains a rational expression h¯2 in s, t , and ui . The
numerator g2 of h¯2+h¯3|Ω3 is a polynomial consisting of 34 terms. Now (m−1)d+ne = 7,
and all the terms s ptq of degree > 7 in g2 appear in
u9s
5t3 + u8s4t4 + u6s3t5,
which must vanish for arbitrary s and t . Therefore,
Ω2: u9 = u8 = u6 = 0.
Similarly, substitution of (10) into the undetermined linear terms (of degree m = 1)
h1 = u1x + u2 y + u3z
in F yields a rational expression h¯1 in s, t , and u1, u2, u3. The numerator g1 of h¯1+h¯2|Ω2+
h¯3|Ω3 consists of 33 terms. All the terms s ptq of degree > (m − 1)d + ne = 6 in g1 are
contained in
u17s
5t2 + (u3 + u15)s4t3 + (u2 + u12)s3t4,
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whose coefficients in terms of s and t must be equal to 0; that is,
u17 = 0, u3 + u15 = 0, u2 + u12 = 0.
It is trivial to find the solution of this linear system:
Ω1: u17 = 0, u15 = −u3, u12 = −u2.
Finally, the numerator g0 of u0 + h¯1 + h¯2|Ω2 + h¯3|Ω1∪Ω3 has 26 terms. Collecting all
its coefficients in terms of s and t , we get a simple system of 14 linear equations in
u0, . . . , u5, u7, u10, u11, u14. It is easy to find the solution of this linear system:
Ω0: u0 = u1 = u2 = u4 = u7 = u10 = u11 = u14 = 0, u5 = −u3.
Substituting the solution Ω = Ω0 ∪ Ω1|Ω0 ∪Ω2 ∪ Ω3 into F , we have
F |Ω = u3(z − xy − xyz),
from which the implicit equation of the surface is obtained immediately.
If the estimated degree n is smaller than the actual degree of the implicit equation, then the
linear system does not have any nontrivial solution. In this case, the only trivial solution
of the linear system may be detected faster because all the ui jk should be 0. Frequently,
the implicit polynomial obtained is also sparse,1 that is, most of the ui jk are 0 as shown in
the above example. This gives another reason that it is rather easy to solve the large linear
system which is already sparse and partially triangular.
3.3. An alternative and the case of curves
In Algorithm I an alternative is to consider the individual degrees instead of the total
degree of the implicit polynomial F in x, y, z. In other words, we may write F in the
form
F =
nx∑
i=0
ny∑
j=0
nz∑
k=0
ui jk x i y j zk, (11)
where nx = deg(F, x), ny = deg(F, y), nz = deg(F, z), and the coefficients ui jk are again
to be determined. On the basis of the same principle, the problem of implicitization may
be reduced to the problem of solving systems of linear equations for ui jk . The numbers of
indeterminates ui jk in (3) and in (11) are
N = (n + 1)(n + 2)(n + 3)/6 and N¯ = (nx + 1)(ny + 1)(nz + 1) (12)
respectively. Whether one should use the form (11) or (3) may depend on whether N¯ is
smaller than N . In what follows, we discuss the case of curves for which the individual
degrees of the implicit polynomial are known directly from the parametric equations. More
discussions about the estimation of degrees may be found in Section 4.3.
1 One can easily construct a rational curve or surface whose implicit polynomial is completely dense. The
sparsity of the linear system (5) depends on the degrees and the sparsity of the polynomials P , Q, R, A, B , C in
the parametric equations, but not necessarily on the sparsity of the implicit polynomial F .
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Let a rational curve be defined by the parametric equations
x = P(t)
A(t)
, y = Q(t)
B(t)
with rational coefficients in the plane, and assume that gcd(P, A)=gcd(Q, B)=1 and the
parametrization is proper. Let F(x, y) be an implicit polynomial of lowest degree (and thus
irreducible) of the rational curve. Theorem 2 in Marco and Martı´nez (2001) ensures that
nx = deg(F, x) = max{deg(Q, t), deg(B, t)},
ny = deg(F, y) = max{deg(P, t), deg(A, t)}.
Therefore, one can form the implicit polynomial F of correct degrees nx in x and ny in y
with (nx + 1)(ny + 1) indeterminate coefficients.
Consider, for instance, the rational curve defined by the parametric equations
x = 1 + 2t
2
1 + t2 , y =
(1 + t)(1 + t2)
1 + 2t2 . (13)
Now we have nx = 3 and ny = 2, so the implicit polynomial of the curve has the form
F =
3∑
i=0
2∑
j=0
ui j x i y j , (14)
where the number of indeterminate coefficients ui j is 12. Substituting (13) into (14),
equating the coefficients of t p in the numerator of the resulting expression to 0, and
solving the generated system of linear equations for ui j , one may easily find the implicit
polynomial
F = x3y2 − 2x2y2 − 2x2y + 4xy + 2x − 3.
The polynomial F has total degree 5 in x and y. If this total degree is used to form the
implicit polynomial∑
i≥0, j≥0
i+ j≤5
ui j x i y j ,
one has to determine 21 coefficients.
Apparently, the use of individual degrees is not necessarily better even in the case of
curves where such degrees are known in advance. A simple example is the unit circle
defined by the implicit equation x2 + y2 = 1. With total degree n = 2 one has only
four indeterminate coefficients, while with individual degrees nx = ny = 2 one needs to
determine nine coefficients.
4. Reasonable performance
4.1. Implementation
Algorithm I may be easily implemented. A Maple implementation of it by the author
has been included in the Epsilon library (Wang, 2004) (see also
http://www-calfor.lip6.fr/∼wang/epsilon). The program (‘miscel/implicit’ in Epsilon)
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Table 1
Timings for 15 test examples
Example no. n Algorithm I Be´zout resultant Gro¨bner bases
Trial < n Given n
1 2 0 0.020 0.019∗ 1.040
2 3 0 0.030 0.011 0.020
3 7 0.201 0.189 0.009 0.049
4 2 0 0.019 0.009 0.730
5 4 0.010 0.060 0.009 0.570
6 2 0 0.019 0.031∗ 0.370
7 2 0 0.020 0.009∗ 0.321
8 6 0.721 1.420 2.820 86 181
9 3 0 0.250 1.210∗ 24 101
10 2 0 0.051 1.830∗ 5542
11 4 0.020 0.120 0.020 0.449
12 9 0.361 2.530 1.150 29 914
13 18 5554 41 503 2673 79 463
14 2 0 0.019 0.109∗ 0.290
15 3 0 0.030 0.170∗ 0.239
is a straightforward translation of the algorithm. There are three minor tricks. The first is
to avoid the expansion of denominators. This is done by replacing the distinct irreducible
factors hi (having more than one term) of P , Q, R, A, B , C with variables vi temporarily,
computing the numerator g of G as in step I2.1, and then substituting vi = hi into g.
The second trick deals with the collection of coefficients of s ptq with k < p+q ≤ k+d
from a large polynomial, which is made efficient by seven lines of Maple code. As for the
third trick, the powers of P/A, Q/B, R/C are expanded once at the beginning and the
expanded polynomials are used to replace those powers which will occur repeatedly in
later computation. The first two tricks are essential to the efficiency of the program, while
the third trick does not have much effect. Only a little is gained from this third trick, mainly
because of the remember option of expand in Maple, we think.
4.2. Experimental comparison
Table 1 shows the performance of our algorithm compared with the algorithms based
on the Be´zout resultant and Gro¨bner bases for 15 test examples taken from the literature.
We wrote a short Maple program for computing bivariate Be´zout resultants, where Maple’s
linalg[det] is used to evaluate the determinant of the Be´zout matrix. The Be´zout matrix
B of three polynomials F(s, t), G(s, t), H (s, t) in terms of s and t is formulated using the
coefficients of s ptqαiβ j in the polynomial
Λ =
∣∣∣∣∣∣
F(s, t) G(s, t) H (s, t)
F(α, t) G(α, t) H (α, t)
F(α, β) G(α, β) H (α, β)
∣∣∣∣∣∣
/
[(s − α)(t − β)]
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with (· · · s ptq · · ·)B(· · ·αiβ j · · ·)τ = Λ. The function Groebner[gbasis] provided by
Maple is used for the computation of Gro¨bner bases with respect to an elimination order.
All the computations were performed in Maple 7 under Linux 2.4.0-t5 on a small AMD-
Athlon K7, 1 GHz, with 1536 MB of memory at MEDICIS. The computing time is given
in CPU seconds and includes the time for garbage collection and for factoring out the
extraneous factors. In the table, “Given n” means the computing time for Algorithm I with
given degree n, and “Trial < n” indicates the total computing time spent on trying possible
degrees < n for the implicit equation (see Section 4.3). The cases in which the Be´zout-
resultant-based algorithm fails (for the Be´zout matrix is either singular or nonsquare) or the
Gro¨bner-basis-based algorithm “ran out of memory” after the indicated time are marked
with ∗ and  respectively.
For most of the examples our algorithm takes less computing time than the algorithm
based on Gro¨bner bases and more time than the algorithm using the Be´zout resultant if
the latter does not fail. It is disappointing that our algorithm performs worse when the
degree of the implicit equation goes higher. In particular, it takes much more time than
the Be´zout-resultant-based algorithm for Example 13 (for which the implicit equation
has total degree 18 with 715 terms), but it is much faster than the Gro¨bner-basis-based
algorithm for this example and Examples 8–10 and 12. Our algorithm performs very well
on Examples 9 and 10, for which base points are present, the Be´zout resultant vanishes
identically, and the computation of Gro¨bner bases takes much time and space. The reason is
that base points decrease the degree of the implicit equation (see Section 4.3 and Sederberg,
1990). As is well known, the computation of Gro¨bner bases, if done over Q(x, y),
Q(y, z), and/or Q(z, x) and with basis conversion, may take considerably less time (see
Hoffmann, 1990), but it is still too much for Examples 9, 10 and 13. In fact, computing
the Gro¨bner bases over Q(x, y) with respect to a total-degree order already takes 20, 60,
and 164 322 CPU seconds respectively for Examples 9, 10 and 13 (but only 1 and 0.5 s for
Examples 8 and 12).
The experiment and comparison we have made in Maple are sound, as we use basic
functions (linalg[det], solve, normal, Groebner[gbasis], etc.) from the same
professionally developed computer algebra system. The conclusion is that our simple
algorithm is reasonably good and comparable with algorithms based on the Be´zout
resultant and Gro¨bner bases in terms of generality and efficiency. It performs better in
the presence of base points, a more complicated case where other effective algorithms may
fail or do not work well.
We admit that the implementation of the method of Gro¨bner bases in Maple is
not efficient. With J.-C. Fauge`re’s implementation of his algorithm F4 in Gb/FGb, the
computation for the most difficult example (no. 13) takes less than 10 s on an Inspiron
Pentium 3 (1000 MHz). The author does not have an implementation of other methods
based on more advanced techniques such as residual resultants (Buse´, 2001), moving
quadrics (Buse´ et al., 2003; Cox et al., 2000), perturbation (Chionh and Goldman, 1992),
and interpolation (Marco and Martı´nez, 2002); more comprehensive comparisons cannot
take place here. It is clear that the complexity of our algorithm depends mainly upon the
complexity of expanding polynomials and solving sparse linear systems.
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4.3. Degree estimation
For Algorithm I, it is better to know the exact degree of the implicit equation to be
determined (though an upper bound for the degree is sufficient). The degree may be
estimated by analyzing the structure of the parametric equations or according to some
geometric information about the surface. For instance, if a tensor product or triangular
parametric surface, for which P, Q, R, A, B, C take the form
n∑
i=0
m∑
j=0
fi j si t j or
∑
0≤i+ j≤n
fi j si t j
respectively, has r base points, then the degree of its implicit equation is 2mn − r or
n2 − r respectively (Sederberg, 1990). The decrease of degree by the number of base
points provides a theoretical explanation of why one method works well in the presence
of base points. The bounds on individual degrees given in Marco and Martı´nez (2002,
Proposition 3) may be used to form the implicit polynomial F according to (11) as well.
However, these bounds are not sharp enough, in particular when base points are present.
Computing the number of base points is a difficult task and incorporating it for practical
implicitization is not advisable.
Clearly, if the input n to Algorithm I is smaller than the actual degree δ of the implicit
polynomial F , then the computation is a waste of time. If a correct degree bound for F
is given as the input n, then the algorithm can always find the implicit polynomial. If
n > δ, then extra time is spent on computing the extraneous factor. Nevertheless, the
computational cost of our algorithm increases exponentially with respect to n, so the total
time for trying possible n < δ may be much less than the time for a single trial n = δ.
Therefore, if one is not sure of the actual δ, one may carry out a heuristic searching process
starting with a small n and then increasing the value of n. Of course, one does not have to
try all possible n ≤ δ. It might be a good strategy to try only multiples of the degrees of
P, Q, R, but no matter how the trials proceed, the searching process will terminate as soon
as n becomes ≥ δ.
4.4. Limitation
The method we have proposed is general and works for any rational curve, surface, or
hypersurface defined by parametric equations, no matter whether it has base points or not,
in affine or in projective space. However, its applicability is limited to curves and surfaces
whose implicit equations are of lower degree. One of the most expensive processes in our
method is the expansion of the implicit polynomial F with undetermined coefficients after
the substitution of the rational parametric expressions for x, y, z. The number of terms of F
before the substitution is already (n+1)(n+2)(n+3)/6 or (nx +1)(ny+1)(nz+1) as given
in (12). When the degrees n, nx , ny, nz are high and the parametric equations contain many
terms, the expansion may lead to huge polynomials (with tens of thousands of terms) and
thus requires a lot of memory space and computing time. The method performs reasonably
well in practice for n ≤ 10 and may be recommended for implicitizing rational surfaces
with base points.
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4.5. Test examples
Finally, we list the examples used for our test and indicate the sources of these examples.
The first two examples, corresponding to Examples 5.5 and 3.2 in Buse´ et al. (2003) with
u = 1, have been given in the previous sections.
Example 3 (Example 3.8 in Buse´ et al. (2003) with u = 1).
x = s
2
t
, y = t
s
, z = s
2t + 1
st
.
Example 4 (Example 4 in Marco and Martı´nez (2002)).
x = −2 st − t
2 + 1
t2 + 1 , y =
st2 − s + 2 t
t2 + 1 , z = s.
Example 5 (Example 7 in Marco and Martı´nez (2002)).
x = st + 1
s2
, y = s + t
2
s2
, z = t
s2
.
Example 6 (Base Point Example 1 in Sederberg (1990)).
x = s (s + t − 1)
s2 + t2 + st − 1 , y =
t (s + t − 1)
s2 + t2 + st − 1 , z =
s + t − 1
s2 + t2 + st − 1 .
Example 7 (Example 1 in Manocha and Canny (1992)).
x = s
2 − t2 − 1
s2 + t2 + 1 , y =
2 s
s2 + t2 + 1 , z =
2 st
s2 + t2 + 1 .
Example 8 (Section 3.3.4 in Sederberg and Chen (1995)).
x = −4st
3 − 6st2 − 2t3 + 3t2 + 8s − 4
2(2s2 − 2s + 1) ,
y = − s(2st
3 − 3st2 − 2t3 + 3t2 + 4s − 4)
2s2 − 2s + 1 ,
z = − 340 t3 + 2740 t2 − 2720 t + 910 .
Example 9 (Section 3.3.2 in Sederberg and Chen (1995), or Example 3.9 in Buse´ et al.
(2003) with u = 1).
x = s
2t + 2t3 + s2 + 4st + 4t2 + 3s + 2t + 2
s3 + s2t + t3 + s2 + t2 − s − t − 1 ,
y = − s
3 + 2st2 + 2s2 + st − s + 2t − 2
s3 + s2t + t3 + s2 + t2 − s − t − 1 ,
z = − s
3 + 2s2t + 3st2 + 3s2 + 3st − 2t2 + 2s + 2t
s3 + s2t + t3 + s2 + t2 − s − t − 1 .
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Example 10 (Example 4.2 in Buse´ et al. (2003) with u = 1).
x = s
4 − 4s3t + 2s2t2 − st3 − s2t + 2t3
s3t − 6s2t2 + 3st3 − t4 − s3 + 2st2 ,
y = s
3t + 2s3 − s2t − 3st2 + t3
s3t − 6s2t2 + 3st3 − t4 − s3 + 2st2 ,
z = − −st
3 + s3 − 4s2t − st2 + 6t3
s3t − 6s2t2 + 3st3 − t4 − s3 + 2st2 .
Example 11 (The Parametric Quadric in Hoffmann (1990, p. 516)).
x = 4s2 + st + 3t2 − 2s − 5t + 4,
y = 6s2 − st + 8t + 7,
z = 9st + 12s − 15t + 34.
Example 12 (The Parametric Cubic in Hoffmann (1990, p. 516)).
x = s3 − t3 + 3st + s, y = s2t − 3t + 1, z = −s3 + 2t3 − 5st + t .
Example 13 (The Bicubic Surface in Hoffmann (1990, p. 516)).
x = s3 + 3t3 − 3s2 − 6t2 + 6s + 3t − 1,
y = 3s3 + t3 − 6s2 + 3s + 3t,
z = −3s3t3 − 3s3t2 + 15s2t3 + 6s3t − 18s2t2 − 15st3
+ 9s2t + 27st2 − 3s2 − 18st − 3t2 + 3s + 3t .
Example 14 ((1.1) in Gao and Chou (1992)).
x = s + t
s − t , y =
2(s2 + t2)
s2 − 2st + t2 , z =
2t (3s2 + t2)
s3 − 3s2t + 3st2 − t3 .
Example 15 (Example 6 in Corless et al. (2001)).
x = 4s3 + 18s2t − 18st2 + 2t3,
y = s3 + 33s2t − 69st2 + 39t3,
z = s3 + 3s2t − 3st2.
In our test the polynomials P , A are made relatively prime, and so are Q, B and R, C . This
reduces the number of cases where the Be´zout resultant vanishes identically.
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