We define a truncated Euler polynomial Em,n(x) as a generalization of the classical Euler polynomial En(x). In this paper we give its some properties and relations with the hypergeometric Bernoulli polynomial.
Introduction
For non-negative integer m, define truncated Euler polynomials E m,n (x) by
When m = 0, E n (x) = E 0,n (x) is one of the definitions of Euler polynomials, given by 2e xt e t + 1 = ∞ n=0 E 0,n (x) t n n! .
When x = 0 in (1), E m,n = E m,n (0) are called truncated Euler numbers, given by E m,n t n n! .
Incomplete Bernoulli numbers [7] and incomplete Cauchy numbers [6, 8] are similar truncated numbers. Both of them are based upon the restricted and associated Stirling numbers of the second kind, and the restricted and associated Stirling numbers of the first kind. The restricted Bernoulli numbers B n,≤m and the associated Bernoulli numbers B n,≥m can be defined by
When m → ∞ in the former case or m = 1 in the latter case, we have the generating function of the classical Bernoulli numbers B n (with B 1 = 1/2), defined by
Therefore, we have B n = B n,≤∞ = B n,≥1 . The restricted Cauchy numbers c n,≤m and the associated Cauchy numbers c n,≥m can be defined by
When m → ∞ in the former case or m = 1 in the latter case, we have the generating function of the classical Cauchy numbers c n , defined by
c n t n n! .
Therefore, we have c n = c n,≤∞ = c n,≥1 . A different type of generalization is based upon hypergeometric functions. For N ≥ 1, define hypergeometric Bernoulli numbers B N,n (see [1] [2] [3] ) by
is the confluent hypergeometric function with (x) (n) = x(x+1) · · · (x+n−1) (n ≥ 1) and (x) (0) = 1. When N = 1, B n = B 1,n are classical Bernoulli numbers (with
In addition, define hypergeometric Cauchy numbers c N,n (see [5] ) by
is the Gauss hypergeometric function. When N = 1, c n = c 1,n are classical Cauchy numbers defined by
Furthermore, the hypergeometric Bernoulli polynomials [1, 2] are defined by
and the hypergeometric Cauchy polynomials c M,N,n (x) [5] are defined by
Observe that in the case m = 0, formula (3) becomes
from where we see that B 0,n (x) = (x − 1) n . When m = 1, then B n (x) = B 1,n (x) are the classical Bernoulli polynomials, defined by
and c n (x) = c 1,n (x) are the classical Cauchy polynomials, defined by
In this paper, we give some properties of truncated Euler polynomials.
Some properties of truncated Euler polynomials
Comparing the coefficients on both sides, we get the result.
We have E m,n (x) = 0 (n = 0, 1, . . . , m − 1)
and
Comparing the coefficients, we get the results.
Example. When m = 2, we have E 2,0 (x) = E 2,1 (x) = 0. From the recurrence relation
by putting n = 0, 1, 2, we get
Similarly one gets E 2,5 (x) = 20(x 3 − 3x − 1), E 2,6 (x) = 30(x + 1)(x 3 − 5x 2 − x + 9), and so on.
Comparing the coefficients on both sides, we get the desired result. n k E m,n−k x k t n n! .
Comparing the coefficients of both sides, we get the desired result.
The generating funcion of the Stirling numbers of the second kind denoted by n k is given by
The falling factorial (x) n and the rising factorial (x) (n) are defined by (x) n = x(x−1) · · · (x−n+1) and (x) (n) = x(x + 1) · · · (x + n − 1) (n ≥ 1) with (x) 0 = (x) (0) = 1, respectively. 
Comparing the coefficients, we get the desired result.
We finish this section by mentioning the relation with Frobenius-Euler polynomials. For λ ∈ C with λ = 1 and a nonnegative integer r, Frobenius-Euler polynomials H t n n! (see e.g. [4] ).
Theorem 7. For m, n ≥ 0, we have
After the products, we get n j E m,j (y)B m,n−j (x) t n n! .
Comparing the coefficients on both sides, we get
from where the desired conclusion follows.
Corollary 1. For a non-negative integer n, we have n j=0 n j E j (y) (x − 1) n−j + x n−j = 2(x + y − 1) n ,
n j=0 n j E j (y) (B n−j (x − 1) + B n−j (x)) = 2B n (x + y − 1) ,
n j=0 n j E j (y) (E n−j (x − 1) + E n−j (x)) = 2E n (x + y − 1) ,
n j=0 n j B j (x)y n−j − j(y − 1) j−1 x n−j = n j=0 n j (y − 1) j B n−j (x) ,
n j=0 n j B j (x)B n−j (y) − jB j−1 (y − 1)x n−j = n j=0 n j B j (y − 1)B n−j (x) ,
n j=0 n j B j (x)E n−j (y) − jE j−1 (y − 1)x n−j = n j=0 n j E j (y − 1)B n−j (x) .
We need the following lemma to prove Corollary 1. 
