Synchronization plays a key role in information processing in neuronal networks. Response of specific groups of neurons are triggered by external stimuli, such as visual, tactile or olfactory inputs. Neurons, however, can be divided into several categories, such as by physical location, functional role or topological clustering properties. Here we study the response of the electric junction C. elegans network to external stimuli using the partially forced Kuramoto model and applying the force to specific groups of neurons. Stimuli were applied to topological modules, obtained by the ModuLand procedure, to a ganglion, specified by its anatomical localization, and to the functional group composed of all sensory neurons. We found that topological modules do not contain purely anatomical groups or functional classes, corroborating previous results, and that stimulating different classes of neurons lead to very different responses, measured in terms of synchronization and phase velocity correlations. In all cases, however, the modular structure hindered full synchronization, protecting the system from seizures. More importantly, the responses to stimuli applied to topological and functional modules showed pronounced patterns of correlation or anti-correlation with other modules that were not observed when the stimulus was applied to ganglia.
This paper is organized as follows: in section II we describe the materials and methods, showing the partially forced Kuramoto model, the C. elegans neural connectome and the order parameters used to measure the state of the network. The results of numerical calculations and its analysis are in section III. Finally, we summarize our discussion in section IV.
II. MATERIALS AND METHODS

A. Partially forced Kuramoto model
The Kuramoto model of coupled oscillators [24] is a paradigm in the study of synchronization and has been explored in connection with biological systems, neural networks and the social sciences [25, 26] . Here we consider a modified version of the original Kuramoto model where each oscillator interacts only with a subset of the other oscillators, as specified by a network of connections [27] . Moreover, part of the oscillators also interacts with an external periodic force [16, [28] [29] [30] . The force can be interpreted as an external stimulus and the set of oscillators coupled to it represents the 'interface' of the system, like the photo-receptor cells in the eye [8] . The oscillators are described by their phase θ and system is governed by the equations [16] 
where N is the number of oscillators, λ is the internal coupling strength, A ij is the adjacency matrix of internal connections; k i = j A ij is the degree of node i; F and σ are respectively the amplitude and frequency of the external force; and C is the subgroup of oscillators subjected to the external force. We have also defined δ i,C = 1 if i ∈ C and zero otherwise and we shall call N C the number of oscillators in the set C. The natural frequencies ω i are taken from a distribution ρ(ω), which is here chosen to be Gaussian with zero average.
Following [30] we define
In these new variables the explicit time dependence disappears and the equations becomė
where λ ij = λA ij .
The adjacency matrix A ij gives the strength of interaction between oscillators i and j. For unweighted networks A ij assumed the value 1 if they interact and 0 otherwise, but weighted networks like that of the C. elegans, might have very inhomogeneous distributions of weights.
For networks that can be divided into anatomical or functional communities, the external force can be applied to one of the communities as a way to probe its influence on the others.
Thus, we will investigate how the control parameters, λ and F , affect the spontaneous and induced synchronization of the focal community (where the force is applied) and how it spreads to the other communities of the system.
If there is no external force and if the internal coupling constant λ is sufficiently large the oscillators synchronize spontaneously with frequencyω = ω i /N in the original coordinates θ or with frequencyω − Ω in the rotating frame φ. On the other hand, if both λ and F are large the system synchronizes with the external frequency Ω in the original frame or −ω in the rotating frame. In our simulations, since the Gaussian distribution is symmetric,ω = 0, so that spontaneous synchronization corresponds to global frequencyψ = −Ω and forced synchronization to frequencyψ = 0.
Following [16] we can estimate the minimum intensity of the external force, F c , required to induce global synchronization using the relation
where f = N C /N is the fraction of forced neurons; k and k C are the average degree of the network and the forced module, respectively.
B. C. elegans neural connectome
Based on structural and functional properties of the neural network of C. elegans, Varshney et al [31] and Yan et al [32] presented a division of neuronal classes, totalizing 118, in three categories: sensory neurons (SN), which respond to environmental variations, motoneurons (MN), recognized by the presence of neuromuscular junctions and responsible by locomotion, and the interneurons (IN), which cover all of other classes. The adjacency weighted matrix is defined as follows: the element w ij represents the total number of synapses interchange between the pair of neurons ij. In [31] the authors also divide the set into the gap junction network, which refers to the electrical synapses, and the chemical synapses network.
Gap junctions are a medium for electrical coupling between neurons and, since the electric signal can be made in both directions, the electrical junction network is considered undirected and, consequently, its adjacency matrix symmetric. On the other hand, the chemical synapses network is a directed and weighted network, whose adjacency matrix is assymetric.
Here we will concentrate on the electrical junction network only.
We analyzed the gap junctions neural network of nematode C. elegans extracting the data from WormAtlas [21] . This set of divisions of the neural network into communities can be classified as (i) They are clearly all different, showing that EJ network has a complex modular structure. Table I shows the relevant data to modular network used. We calculated the fraction f and the average degree k C of each classification and of the whole network, k , and the respective values of critical force as given by Eq.(4). Number of neurons
Fraction of nodes
Critical force (theoretical) F The partially forced Kuramoto dynamics will be applied to the C. elegans as a way to probe its modular structure. Forcing a particular module may or may not induce synchronization with the external frequency on other modules of the system. In order to monitor the behavior of separate modules we define
where the subscript n specifies the module M n of size N n . Therefore, r n is a local order parameter that measures how much the oscillators in the module are synchronized among themselves. The angular velocityψ n provides information about the motion of the set:
ψ n = 0 implies sync with the external force,ψ n = −Ω refers to spontaneous sync whereas nonconstant values indicate more complex behavior.
Intermodule behavior will also be monitored by the quantities
with similar interpretations.
We also compute velocity-velocity correlations between all pairs of oscillators. We definẽ c(i, j) = 1 T and t 0 is a sufficiently long time so that the transient dynamics has passed.
The normalized velocity-velocity correlation function is then defined as:
where |c(i, j)| ≤ 1. We note that the correlation is computed in terms of the fluctuations of the average velocity, that was subtracted out in Eq. ( For F = 17, panels (q), (r), (s) and (t), the number of correlated neurons increases from λ = 10 to λ = 40 but for λ = 100 the entire network goes out of phase, with the exception of ganglion G: it keeps its internal correlation at all times, maybe because it is entirely a motor ganglion type. Note that r G is close to 1 only for λ = 100, panel (d), which means that full synchronization requires large internal coupling.
Stimulating the sensory neurons: the role of function Figure 6 shows the numerical results when all sensory neurons receive the external stimuli.
In this case, we divided the network in three groups based on functional classes -sensory neurons, interneurons and motoneurons. The values of internal coupling are the same used previously. From panels (a) to (d) it can be seen that the behavior of sensory neurons is complex, synchronizing with the external force for: i) λ = 10 and F > 10 on panels (a) and (i) of Fig. 3 (see SM) , ii) λ = 20 and F > 15 on panels (b) and (j) of Fig. 3 (see SM) , iii) λ = 40 and F > 20 on panels (c) and (k) of Fig. 3 (see SM) and iv) λ = 100 and F > 30 on panels (d) and (l) of Fig. 3 (see SM) . In iii) and iv) the values of F are close to the theoretically calculated one, which is F SN c,theo = 22.98. Differently from all other cases, larger values of λ hinders the synchronization of the forced group, since r SN decreases from λ = 10 to λ = 100, althoughψ SN = 0 (Fig. 3, SM) .
For λ ≤ 40, the motoneurons and almost half of interneurons were spontaneous sync (panels (a), (b), (i) and (j) on Fig. 3, SM) , while for λ > 40 and F > 30 most neurons were synchronized with external stimuli. Furthermore, the results of velocity-velocity matrices also show regions of anti-correlation and non-correlation, as can be seen on purple and red areas of Fig. 6 , respectively, and they are more prominent for weak internal coupling, λ < 40.
In these cases, the lack of correlation seems to indicate a lower value of inter-modules order parameter r, as can be seen in panels (e) to (h) of Fig. 3 on SM. 
IV. DISCUSSION
Information processing in the brain requires the synchronous firing of specific groups of neurons as a response to external stimuli. Groups of neurons can be defined in many ways, taking into account their anatomical location, their functional role or their topological properties in the network. In this paper we have investigated the importance of these divisions as targets to stimuli, as well as their roles in spreading the inputs to other parts of the brain. We used a much simplified model of synchronization given by the Kuramoto system of phase oscillators subjected to localized external stimuli that was applied to a subset of neurons representing a topological module (Fig. 4) , a ganglion composed of different functional neurons (Fig. 5 ) or all sensory neurons (Fig. 6 ). The response of the electrical neural network to the stimulus was different is each case, as we summarize below.
The modularization procedure applied to EJ network reveals that the modules do not contain purely anatomical groups or functional classes, but mixes neurons belonging to different ganglia and functional classes, such as sensory, motor and interneurons. This is illustrated in Fig. 1 , where we have analyzed the distribution of neuronal class and ganglia membership in each module. This corroborates previous studies [5, 31, [33] [34] [35] The values of the critical force estimated theoretically with Eq. (4) are close to numerical results found by stimulating the EJ network of nematode C. elegans in all cases studied. In particular, for F > F c,theo and strong coupling λ the stimulated group syncs with F in all cases. We also found that synchronization and positive correlation between modules seem to be related, since yellow areas on the correlation matrices occurs when r → 1.
Previous studies [16] showed that the Kuramoto model with external localized stimuli leads to global synchronization on synthetic networks if λ and F are sufficiently large. Here we considered a real neural network and we did not observe full synchronization, which indicates that the particular modular structure of the network protects the system from 'seizures'. The group divisions considered here (topological, functional and anatomical) are
