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Abstract— Interaction of acoustic signals when several audio sources are active simultaneously results in the disturbance of estimation of 
an individual source by co-occurring sounds. Data decomposition therefore constitutes one of the core tasks in monaural source separation.  
Particularly, in semi-supervised learning approach, viable means of achieving this is through the application of Non-negative Matrix 
Factorization (NMF). Owing to a paucity of information on the application of this method, especially in a speech system, evaluation of some 
cost functions in NMF-based monaural speech decomposition was investigated in this study. A generalized gradient descent algorithm is 
derived for the minimization while three cost functions: Euclidean Distance, Kullback-Leibler Divergence and Itakura-Saito divergences are 
applied to the derived separation NMF algorithm.  These divergences are evaluated using experimental data while the performance of each 
of these is evaluated based on the cost values and convergence rate. Itakura-Saito divergence yields optimal performance over the other 
two divergences for given number of iterations and number of channels. 
 
Keywords— Cost functions, non-negative matrix factorization, speech separation, evaluation 
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1 INTRODUCTION 
onaural source separation has generated much 
research interest in the signal processing 
community over the last few years, thus resulting 
in many estimation algorithms both in time and 
frequency domain (Schmidt & Morup, 2006; Carhill, 
2012; Jaugerberry et.al, 2011).  The majority of the 
available estimation techniques are based on the matrix 
decomposition of time frequency representation of 
sound mixture. The basic idea is representation of the 
sources by different frequency signatures of varying 
intensity with time (Schmidt & Morup, 2006). This tends 
to make computational analysis of multi pitch audio 
signals a challenging problem. 
When several audio sources are active simultaneously, 
their acoustic signals interact, while the estimation of an 
individual source is disturbed by the other co-occurring 
sounds. The analysis task would become much easier if 
there exists a way to separate the signals of different 
instruments from each other. Signal processing 
technique that enables separation of sound signals 
produced by different sources is called sound source 
separation. Monaural source separation refers to a one-
channel signal obtained by recording with a single 
microphone or by mixing down of several channels 
(Bensaid, 2009). One of the methods in employed in the 
estimation of sources is the Non-negative Matrix 
Factorization, which involves decomposing the data 
matrix into factorizable parts subject to some constraints.  
 
2 NON-NEGATIVE MATRIX FACTORIZATION 
2.1 OVERVIEW OF NMF 
Nonnegative Matrix Factorization (NMF) is an important 
technique for source separation applications, particularly 
in a situation where only one observation of the mixed 
signal is presented (Lee & Seung, 2001). It is used to 
decompose a nonnegative matrix into a multiplication of 
two nonnegative matrices, these are: a basis (dictionary 
matrix) and a gains (weights or activities matrix).  
* Corresponding Author 
 
The basis matrix contains a set of basis vectors and the 
gains matrix contains the weights corresponding to the 
basis vectors in the basis matrix. The NMF solutions are 
realized by evaluating an optimization problem based 
on minimizing a predefined cost function. As in most 
optimization problems, the sole aim in NMF is to search 
for the set solutions that minimize the cost function 
without consideration for any prior information than the 
constraint of the non-negativity.  
There exists many works in the literature where prior 
information related to the nature of the application is 
enforced on the NMF decomposition results. In Becker 
et.al (2014), spectral and temporal continuity are 
enforced prior, to penalize large variations in spectral 
basis vectors in polyphonic music separation. Bertin et 
al. (2010) enforce both smoothness and the harmonicity 
prior on the NMF formulation while applying Bayesian 
regime to music transcription problem. Similarly, 
Fevotte et al. (2009) also impose Markov chain prior 
model for smoothness utilizing a Bayesian approach 
while regularizing NMF involving Itakura-Saito (IS-
NMF) divergence. Wilson et al. (2008a; 2008b), in their 
own case adopt the regularized NMF in order to 
alleviate the NMF decomposition weights matrix 
likelihood under a prior normal distribution while 
Virtanen et al. (2008) introduce conjugate prior 
distribution on the basis and weights solutions of  NMF  
via the use of Poisson distribution model  in the 
Bayesian regime. 
The NMF expresses a non-negative F K   matrix of 
data A  as the product of two non-negative vector 
matrices B andG  that is constrained to be non-
negative,  in Grais et.al (2014) such that: 
             A A BG                                                            (1)  
where F and K  are, row and column of the matrix of 
data A ,  respectively, while B andG are the 
decomposed matrices obtained from the matrix A , G  
is interpreted as the gain/weight matrix, A  is the 
M 
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approximation of the input magnitude spectrogram of 
matrix A  .  
Matrices B and G are defined as 
           B F R         (2a)                                                                                        
and 
G R K                                                                 (2b)  
respectively, where  R  is the specified rank of 
factorization. It is typically chosen to be less than K .                                               
The value specified by the user for R determines the 
dimensions of matrices B  and G . The choice of the 
value of R is such that there exists a one-to-one 
correspondence between columns of matrices A  and 
G . In (1), A   is a linear combination of the columns of 
matrix B  and the corresponding rows of matrix G . The 
columns of matrix B  contain nonnegative basis or 
dictionary vectors that are optimized to allow the data in 
A   to be approximated as a nonnegative linear 
combination of its constituent vectors. Every column of 
the matrix G  contains a set of weight combinations that 
the basis vectors in the basis matrix have in its 
corresponding column of the matrix A  (Grais et al., 
2014; Jaisawal; 2013).  
In addition, imposition of the non-negativity constraint 
on NMF guarantees an additive parts-based 
decomposition of the magnitude spectrogram into basis 
functions. The non-negativity constraint of NMF means 
that only additive and not subtractive combinations of 
the columns of B  are considered, this result in a parts-
based factorization or approximation of the matrix A . 
This is unlike the earlier data decomposition methods 
such as Principal Component Analysis (PCA) and 
Independent Component Analysis (ICA) where 
factorizations of the original data are realized via the 
principle of cancellation between various components. 
NMF is therefore particularly good for the 
decomposition of non-negative data, in which the 
negative values do not have a significant implication. 
Thus, it can be deduced from (1), that BG  
approximates A  rather than factorizes it, hence the 
description of NMF as non- negative matrix 
approximation (Cahill, 2012).  
The view that each of the columns of B  having a 
feature learned from the data of matrix A , and that the 
rows of G contain the contribution of each basis vector 
to each column of matrix A ; under this interpretation, it 
is useful to consider the factorizations as the sum of R 
rank-one matrices, with each matrix corresponding to 
the outer product of a basis vector of B and its 
corresponding row in G . The input A  is also 
considered as having K  observations of F   mixtures, 
each one of them containing a mix of non-negative 
sources. In this case, the resulting B and G are 
considered to contain a de-mixing system and estimates 
of the original sources or components, respectively, up 
to the indeterminacy (Mikkel, 2008). 
 
2.2 COST FUNCTION FOR NMF 
Given a magnitude spectrogram A  , there are infinite 
numbers of solutions for NMF and the NMF may be 
defined for a wide range of divergence measures. In 
order to determine an approximate factorization
A BG , it is important to define cost functions fnD  that measure the quality of the approximation (Lee & 
Seung, 2000). The process of estimating B andG is an 
optimization problem, the goal of which is to minimize 
some cost function fnD  
with respect to G and B
.Usually the optimization problem is subject to a non-
negativity constraints on G and B . (Jaisawal, 2013) 
describes the optimization problem mathematically as:  
  min A,fnD BG   , 0B G                             (3)                                                                                      
where fnD  
is the preferred cost function imposed on the 
optimization task. 
If this minimization problem is considered as a 
maximum likelihood framework, an alternate approach 
for choosing a distribution for the approximation error 
may arise.  It is pertinent to state here that varieties of 
cost functions have been proposed for the NMF related 
problem, with each resulting in a different factorization 
of the matrix A  (Jaisawal, 2013). However, the choice of 
cost function depends largely on the nature of the input 
data. For a cost function to be applicable to NMF related 
tasks, it must be:   
 continuously differentiable  in B and G   separately;  
 convex in B  and G  individually i.e. for constant 
value of  B   the cost function is convex in G   and 
vice-versa;  
 positive in values, having value that is identically 
equal to 0 only when A BG  , such that they are 
actually suggestive of the quality of the 
approximation. 
Presented in what follows, is a brief description of 
common cost functions that are applicable to NMF, 
beginning with the least square cost function. 
2.2.1 Least Squares (LS) cost  
This is otherwise known as Squared Euclidean Distance 
(SED). It takes the form expressible in (Cahill, 2014) as,  
 
2
,
,
i j
i j
LS A BG                                             (4) 
where A , B  and G  are as earlier defined.                                                                    
It is deducible from (4) that the residual is an 
independently identically distributed Gaussian process, 
which admits a form expressible as (Mikkel, 2008)
 
   , ,
,
logi j i j
i j
Lp BG A BG 
                          
(5) 
where Lp is  the Poisson ( Euclidean) cost function and 
,i jA  follows a Poisson distribution with mean   .i jBG .
  
2.2.2 Kullback-Leibler (KL) Divergence  
This cost function is a measure of the divergence of BG
from A . It is similar in its functional form to the 
Kullback-Leibler divergence  .KLC and corresponds to 
Maximum Likelihood (ML) estimation of the Poisson 
noise. KL cost function is expressed as (Lee & Seung, 
2000): 
 
 A\ \ lnKL
A
C BG A A A BG
BG
  
 
  
              (6)                                                                   
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where A  is the original data matrix, and  " "  is the 
Hadamard product which is an element-wise 
multiplication operation. KL divergence as a cost 
function has enjoyed extensive applications in many 
NMF based algorithms for audio separation problems 
(Mei et. al, 2005; Smaradgis et. al, 2014; Ramirez, 2014).  
2.2.3   Itakura-Saito (IS) Distance  
This divergence was obtained by Itakura and Saito from 
the ML estimation of short-time speech spectra under 
autoregressive modelling. It is presented as measure of 
the goodness of fit between two spectra (Fevotte, 2008). 
This cost function is noted for the good perceptual 
properties of the reconstructed signals it produces. 
Quantitatively, it measures the distance between X and
BG , which is similar to ML estimation in multiplicative 
gamma noise expressed as: 
 A/ ln 1IS
A A
C BG
BG BG
 
    
 
              (7)                                          
A unique property of this divergence is that it exhibits 
scale invariance. The scale invariance of the IS 
divergence is relevant to decomposition of audio spectra, 
which typically exhibit exponential power decline along 
the frequency spectrum. It usually comprises low-power 
transient components such as note tracks as well as 
higher power components such as tonal parts of 
sustained notes. IS has been successfully used for the 
improvement of the separation performance in monaural 
problem with group sparsity and temporal continuity 
(Lef`Evre et al., 2011; Fervotte et al., 2009; Adewusi et al., 
2016). 
 
2.3 COMPUTATION OF THE UPDATE RULES 
Estimation of the basis function B and the gain G of the 
thj  basis function in the frame T is carried out by 
applying the update rules on vectors B and G , 
respectively. The full proof of convergence of this 
multiplicative update makes use of auxiliary function in 
a similar fashion as in expectation-maximization 
framework can be found in (Dempster, 1997;   Jaisawal, 
2013).                                                                         
Minimization of the cost functions using the gradient 
criterion  / BGBD X  with respect to B and G  
results in (Fevotte, 2009). 
 2( / ) ( ) ( )TGD A BG B BG BG A             (9) 
and, 
 2( / ) ( ) ( ) TBD A BG BG BG A G          (10) 
Manipulations of (9) & (10) result in the following 
update rules: 
 
T
T
AG
B B
BGG
                                                    (11) 
T
T
B A
G G
B BG
                                                    (12) 
 
2.4 GENERALIZED MULTIPLICATIVE UPDATE GRADIENT 
DESCENT (GMUGD) ALGORITHM  
Multiplicative update is perhaps one of the most 
efficient means of evaluating the matrices B andG . The 
approach exploits the fact that multiplication of two non-
negative values produces another non-negative value.  
The initialization of the elements of G and B  to non-
negative values yields a non-negative A . The non-
negativity constraint is imposed by applying 
multiplicative updates to matrices B andG . This also 
implies that if an element of either factor ( B orG ) is 
assigned value of zero; it remains at zero during the 
update. In order to prevent trivial scale indeterminacies, 
the gradient descent algorithm has a normalization step 
to ensure that a constant valued cost function is obtained 
for each iteration process (Fevotte, 2008). 
Suppose cost functions are generalized by   
divergence, the GMUGD cost function admits a form 
written as (Carhill, 2012): 
 
 
 
11
, ,
,
1
i j i j
i j
A BG
C A BG A


 
 
 

  
 
  ,1 ,
,
i ji j
i j
BG A
BG




                   (8) 
One interesting characteristics of GMUGD is that, other 
cost functions are drivable from it. For instance, the IS
algorithm is derivable from (8) when 0  .  EU and 
KL algorithms are obtained from (8) if 1   and 
2  , respectively.  
2.4.1 Generalized Multiplicative Update Gradient 
Descent NMF Algorithm  
Input: Non-Negative Matrix X   
Output: Non Negative Matrices B and G  such that
X BG   
Initialize: B and G  with non-negative values 
for int1: eri n  do 
      
  
 
. 2
. 1
.A T
T
BG G
B B
BG G


   
 
 
 
 
 
normalize B  and G   
end for 
3 EXPERIMENTAL SETUP 
The algorithms were implemented in MATLAB 2016a 
environment for single channel audio mixtures. A male 
voice and a female voice were recorded in an audio 
laboratory. Each of the speakers was made to make a 
sentence which varied in duration of roughly 4 to 8 
seconds at a sampling frequency of 16kHz. The set up 
was similar to what is obtainable in (Adewusi et al., 
2016). The magnitude spectrograms of the time-domain 
signal were obtained using the Short Time Fourier 
  
 
. 2
. 1
.AT
T
B BG
G G
BG B



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Transform (STFT). Hann windows of 4096 samples in 
length were used with 75% overlapping between 
successive Hann windows. Fifteen (15) NMF basis 
functions were utilized for the entire test signals. The 
number of frequency basis functions varies with the 
length (time duration) of the test samples employed in 
the test set.  
While performing the experiment, the NMF algorithm 
was run for different number of iterations ranging from 
100 to 500. Matrices B  and G  were randomly 
initialized with non-negative values. The cost functions 
employed in the decomposition of the mixture are EU, 
KL and IS. The multiplicative updates and positive 
initialization of B and G ensures that the factorization is 
non-negative while the number of sources is set equal to 
2 in the algorithm. Three translations or channels K 
utilized in the experiment are specified as 10, 13 and 15. 
We are now at a position to present and discuss obtained 
results from the experiments. This is presented in what 
follows. 
4 RESULTS AND DISCUSSION 
Figures 1 and 2 show the performance of the cost 
functions over 300 and 500 iterations, respectively; 
where values of translation are specified as 13 and 15.  
Simulation results reveal few interesting things. First, in 
terms of convergence, IS-NMF has the best performance 
as it converges optimally faster than the other two NMF 
algorithms: KL and EU. While the KL-NMF converges 
after about 30 iterations for the given values of K=13 and 
K=15, EU-NMF has the least performance as it converges 
at a value around 80 iterations. However, IS-NMF 
converges almost after the first iteration; this can be 
inferred from Figures 1(c) and 2(c). Two, not only do IS-
NMF produces best factorization of the mixture, based 
on simulation results, it deducible that the higher the 
value of channels K, the finer the outcome of the 
factorization. Consequently, a better and improved 
quality spectrogram is generated.  
One observation that requires clarification is the trend 
exhibited by profiles of cost functions of IS-NMF at 
different values of K and number of iterations, which 
appear linearly constant with number of iterations. This 
pattern is partly due to very small values of the cost 
functions produced by IS-NMF at different values of K 
employed in the computations. Erroneously, one may 
conclude that IS-NMF converges right from the very first 
iteration. To clarify this, Figure 3 depicts plots of IS-NMF 
cost functions at 300 and 500 iterations when K=10. It is 
evident from Figure 3 that convergence actually starts 
around 30 iterations. Consequently, closeness of return 
values from computations accounted for the trend 
observed in Figures 1(c) and 2(c). From the foregoings, it 
is deducible that IS-NMF out-performs other two 
divergences considered for the data decomposition in 
monaural source separation task, owing to its fast 
convergence rate and lowest cost value. This result is 
consistent with the submission elsewhere where faster 
convergence of IS-NMF is attributed to its scale invariance 
property (Fevotte, 2009). 
 
 
( )a    
 
( )b   
 
( )c  
Fig. 1: Plots of different NMF cost functions at 300 Iterations (a) EU 
for K=13 and 15 (b) KL for K=13 and 15 (c) IS for K=13 and 15 
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( )a  
 
( )b  
 
( )c  
Fig. 2: Plots of different NMF cost functions at 500 Iterations (a) EU 
for K=13 and 15 (b) KL for K=13 and 15 (c) IS for K=13 and 15 
 
 
( )a  
 
 
 
( )b  
Fig. 3: Plot of IS-NMF cost function when K=10 at different number 
of iterations (a) 300 (b) 500 (c) 
5 CONCLUSION 
Comparison of the performance of three cost functions 
for NMF in data decomposition monaural speech 
mixture is analyzed in this study. The results show that 
Itakura-Saito (IS) divergence out performs the other cost 
two functions (Euclidean Distance and Kullback-Leibler 
divergences) in terms of cost values and convergence 
rate which constitute indices employed in assessing the 
performance of cost functions. This performance of 
Itakura-Saito divergence is attributable to some peculiar 
property of scale invariance it exhibits. In addition to 
that, increasing the number of channels has equally been 
shown to produce better factorization of the data. Thus, 
applying Itakura-Saito distance as the cost function in 
NMF optimization problem for data decomposition 
yields the best spectrogram of the monaural mixture 
which ultimately translates to improvement in the 
quality of separated signal mixtures. Future work will 
consider application of IS-NMF divergence to the 
decomposition of digital images in computer vision. 
Additionally, the weighted IS divergence on regularized 
NMF in acoustic source separation will be considered.  
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