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Chapter 1.
Introduction
In the beginning the Universe was created.
This has made a lot of people very angry and been widely regarded as a bad move.
1.1. Theme of the thesis
Although the creation of the Universe made a lot of people unhappy, a specific lot among
them, called physicists were very happy. They had acquired an environment to explore and
play with. Till date, they are busy figuring out when did it start, how did it happen and
speculating about its end.
The game of guessing about the origin of the Universe and speculating about its end is very
complex and it falls under the broad topic of cosmology. So far, many cosmological models
have been proposed (not only by physicists but also by theologists) and many have been
falsified. Today, we have two well defined frameworks to understand the Universe; at large
scales - the theory of General Relativity and at small scales - the Standard Model of particle
physics (SM). The current concordance cosmological model is called the ΛCDM and it is able
to explain a wide range of astrophysical observations.
According to this model, the energy density of the Universe is primarily composed of two
mysterious forms: dark energy (Λ) and (dynamically) Cold dark matter (CDM), hence the
name ΛCDM. A wide range of astrophysical observations are currently being carried out to
understand the nature of these components. Dark energy in its simplest form is associated
to the energy of the vacuum. It is omnipresent and does not clump and causes a late time
accelerated expansion of the Universe. The other component, CDM, is gravitationally active
and is able to clump. Starting from initial seed fluctuations, the action of gravity causes the
formation of structure in the Universe. Dark matter forms gravitationally bound structures
called haloes. Baryons get trapped within these dark matter haloes and form astrophysical
objects such as stars and galaxies.
The interaction of the baryonic matter with itself leads to other interesting phenomena, the
existence of elements in our Universe. Baryonic matter includes all particles included within
the Standard Model of particle physics (SM). These particles interact with each other to form
heavy elements like hydrogen, helium, lithium etc. While on large scales the role of gravity is
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important to understand the structure, on the smaller scales the interactions of the elementary
particles matter.
Thus, we see that the formation and evolution of the early Universe includes both the large
scale (gravity) and the small scale (particle) physics. It’s not just the gravity or the particle
physics, it’s the interplay of both that makes this Universe interesting and at the same time a
complex phenomena. The main aim of this thesis is to understand various aspects in which
this interplay can be explored.
We focus on understanding properties of and theories related to the dark matter. Analyzing
the particle physics properties related to the dark matter requires their analysis at laboratory
scales - colliders, on the other hand, understanding the gravitational properties of darkmatter
requires modeling of their haloes at the cosmic scales. This thesis hence ranges from studies
at colliders until observations at cosmic scales.
1.2. Organization of the thesis
In the first chapter we address the first case: measuring the properties of theories specially
Supersymmetry (SUSY) at colliders. SUSY is one of the most popular extensions of the SM.
If SUSY exists in the nature, it will very likely provide us with the dark matter candidate.
Apart from the dark matter candidate, the theory comes with a wealth of particles. We need
to measure the properties of all these particles at colliders. In this work, we concentrate on
a very specific question. Should SUSY be CP-conserving or CP-violating? Is there a way to
easily verify the CP-properties of SUSY at colliders?
In the second chapter, we understand the particle physics nature of the dark matter by mod-
ifying the standard assumptions of it’s decoupling from rest of the cosmic soup. Standard
scenarios of dark matter assume that when the dark matter stopped interacting with the rest
of the Universe the mass (m) of these particles was much greater than the temperature (T ) of
the Universe (m  T ). A phenomena known as decoupling. In this study we are interested
in knowing can the dark matter decouple when it’s mass is approximately the same as the
temperature of the Universe (m ≈ T ). Can such a dark matter particle exist in the Universe
and whether there are any BSM scenarios which can be realized? If this is not possible, what
can possibly happen to any particles which decouple with the conditionm ≈ T ?
In the third chapter, we understand the gravitational properties of dark matter on large scales.
Formation of dark matter haloes into which the baryons fall to form galaxies is a complex
phenomena. At small scales, what we see today in a survey are galaxies which reside in
their corresponding dark matter haloes. The distribution of galaxies is closely related to the
dark matter distribution but not exactly. This difference between the distribution of the dark
matter and galaxies is known as galaxy bias. We try to understand the evolution of this bias
with respect to redshift. The question we address is, given the information about the initial
bias, can we predict the final bias that we observe today?
In the last chapter we conclude.
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Parts of this thesis have been published or accepted for publication in various journals in form
of the following papers:
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Phys. Rev. D.83.095012, 2011, arXiv:1011.2449
• The Thermal Abundance of Semi-Relativistic Relics
Manuel Drees, Mitsuru Kakizaki, Suchita Kulkarni,
Phys. Rev. D.80:043505, 2009, arXiv:0904.3046
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Anna Elia, Suchita Kulkarni, Cristiano Porciani, Massimo Pietroni, Sabino Matarrese,
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Tau polarization and CP-violation
It wasn’t merely that their left hand didn’t always know what their right hand was doing, so to speak;
quite often their right hand had a pretty hazy notion as well.
2.1. Introduction
As discussed in the introduction, dark matter is a gravitionally unstable and the second
largest component of the energy density of the Universe. dark matter is believed to be parti-
cle physics nature. The Standard Model of particle physics (SM) does not provide us with a
candidiate for this dark matter. Thus, developing theories consistant with the SM and lead-
ing us to an observationally consistant dark matter is one of the favourite topics of particle
physicists.
Supersymmetry (SUSY) from this point of view is one of the most widely accepted exten-
tions [1] . SUSY leads us to a suspersymmetric partner for every SM particle. If SUSY was to
be exact, the masses of these superpartners would have been equal to the SM paticle masses.
We should have then seen them at the colliders by now. However, this has not yet happened,
this demmands that SUSY should be broken and the superpartner masses should be higher
than the SM particle masses. Depending on how SUSY is broken, it provides us with several
dark matter candidates for example for case of gravity mediation - the neutralino, for gauge
mediation - the gravitino.
Shall we assume SUSY exists in nature, we shouldmeasure exact properties of all the particles
and couplings involved in this theory at colliders. One of the questions we can ask is whether
SUSY is CP-conserving or CP-violating in nature. Within the framework of the Minimal Su-
persymmetric Standard Model (MSSM), there are four potential sources of CP-violation. The
phases of higgsino mass parameter µ, the trilinear scalar coupling A, the gaugino mass pa-
rameterM1 and the gluino mass parameterM3
1,2.
The CP-violating nature of SUSY can be probed via the electric dipole moment (EDM) of
the leptons[2]. Current limits from these measurements imply that the CP-phases in SUSY
1In general there are 14 complex parameters, out of which two can be rotated away. In current argument we are
assuming uniform phases for the trilinear scalar coupling parameters.
2The phase of the gaugino mass parameterM2 is rotated away.
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are highly supressed. In perticular, the phase of higgsino mass parameter µ is restricted to be
. 0.01pi. On the other hand, wewould have expectedO(1) phases from naturality arguemnts.
The question is then, why are these phases supressed or zero.
This question can be solved by proposing theories of SUSY where a specific mass heirarchy
between all SUSY partners is satisfied, or by invoking the argument that there are fine cancel-
lations between contributions of SUSY particles to EDM loops [3]- [5].
Whether the SUSY CP-phases are supressed, or there are miraculous cancellation mecha-
nisms, CP-properties of SUSY is an interesting question to address. Generally, CP-properties
can bemeasured via CP-even variables like cross-sections [6], branching ratios [8] ormasses [7]
or CP-odd variables like rate asymmetries of branching ratios [9] or cross-sections [10] or an-
gular distributions [11]. The problem with any of these observables is that they are either
indirect measurements or require presence of absorptive phases and are typically small, if not
resonantly enhanced [12].
The question we want to address in this chapter is whether there are any CP-odd (T-odd) ob-
servables which will lead to direct ditection of SUSY CP-violations. We employ the method
of looking at the spin-corelations of the final state particles in order to detect asymmetry in
the measurement of the polarization. For this matter, we look in to the supersymmetric coun-
terpart of the tau lepton, the Stau. Stau is a scalar particle and does not carry any spin. We
can thus study the production and the decay of this particle seperately. It also has signifi-
cant mixing between it’s left and right component, which makes the phenomenology more
interesting [13], [14].
In this study we concentrate only on stau decay.
2.2. Spin-density matrices
For any collider experiment, one can either analyze a quantity on an event-by-event basis or
one can use statistical analysis for the ensemble of the particles of the sample events. How
can one relate observable quantities like the polarization of the ensemble to the field theory
mechanisms of scattering amplitudes? To answer this question, we take help of quantum and
statistical mechanics. From basic concepts of quantum and statistical mechanics, we know
that, for a quantum mechanical observable B, the ensemble average is given by [15]
[B] =
∑
i
ωi〈Bi〉, (2.1)
with the expectation value,
〈Bi〉 = 〈αi|B|αi〉, (2.2)
and ωi, the respective weights. Now if one defines a density matrix by
ρ =
∑
i
ωi|αi〉〈αi|, (2.3)
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the above equations imply that the expectation value of the operator B can be written as
[B] = T r{ρ ·B}. (2.4)
One can, thus calculate what is the density matrix for a spin ensemble. For equal distribution
of spin half particles in all three x, y, z directions, the density matrix can be written down as:
ρ =
1
3

 2 12(1 + i)
1
2(1− i) 1

 . (2.5)
This in turn can be re-expressed as
ρ =
1
2
(
1 + ~P ·~σ
)
(2.6)
where ~P = (Px,Py,Pz), is the degree of the spin polarization in the x, y, z direction. Looking
at the above equation, one can guess that the polarization operator are the Pauli matrices, σ.
Thus, the expectation value for the polarization operator ~P with the help of Eq. 2.4 is
~P = [~σ] = T r{ρ · σ}. (2.7)
The components Px,Pz also denoted as P1,P3 are the longitudinal and transverse polariza-
tions respectively, while Py (also denoted by P2) is the component normal to the plane. Thus,
we see that the polarization operator is related to the spin-density matrix ρ of the system.
The next step now is to relate the quantity ρ to the usual amplitude calculations in field the-
ory. To this extent, Eq. 2.6 tells us that the usual techniques of spin averaged amplitudes will
not help3. We will thus have to keep the spin information in the amplitudes in order to be
able to predict the polarization of the ensemble. Here, we can use the formalism of helicity
amplitudes, where the spins of the particles in the question4, are preserved throughout the
calculation. This formalism relies on the Bouchiat-Michel formula given by
u(p, λ′)u(p, λ) =
1
2
[
δλ,λ′ + γ5/s
aσaλ,λ′
] (
/p+m
)
, (2.8)
v(p, λ′)v(p, λ) =
1
2
[
δλ,λ′ + γ5/s
aσaλ,λ′
] (
/p−m
)
, (2.9)
where s is the spin of the particles. For a fermion pair production, suppose we sum over
the initial state spins and only keep the information about the spin of one of the final state
fermion, denoted by λi, λ
′
i
5. Thus, basically, the helicity amplitudes are,
(|M|2)λiλ′i = ρλiλ′iP = T λi (T λ′i)∗ , (2.10)
where, T λi is the helicity amplitude. It now remains to be seen, how does the effect of the
CP-violations relate to the polarization of the particles under consideration. We do this by
3Note that ρ.σ = 0 for a spin averaged amplitude
4They may be incoming or outgoing, depending on the interest
5Note that we do not sum over spins, hence the spins are different for the amplitude and it’s complex conjugate,
although it represents the same particle.
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τ˜
χ˜0
i
l˜n l2
l1
χ˜0
1
τ
Figure 2.1.: Schematic picture of stau decay
means of an example. To make matters simple, we take up the same scenario we are going
to study in detail in the following discussion, stau decay. We consider the following decay of
the stau,
τ˜ → τ + χ˜0i (2.11)
χ˜0i → l˜ + l1 (2.12)
l˜ → χ˜01 + l2 (2.13)
Fig. 2.1 represents this chain schematically. The final state particles τ, l1, l2 and the lightest
neutralino χ˜01 are spin 1/2 particles. However, at a collider we will only be able to detect the
spin of tau leptons. We assume that l1, l2 are either electron or muon and sum over all other
spins except the spin of the tau. In order to write down the decay matrix for this process we
have to first specify the Lagrangian and the formalism of the process. This is the topic of the
following sections, before we get back to the connections between spins, polarizations and
CP-violations.
2.3. Formalism
We aim at testing the CP-violation in the stau sector. We consider three different phases, φ1,
the phase of the gaugino massM1, φAτ the phase of the scalar trilinear soft-breaking parame-
ter Aτ and φµ, the phase to the higgsino mass parameter µ. In the following we describe the
stau sector and Lagrangian with complex parameters.
8
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2.3.1. Stau mixing
In the complex MSSM, the stau mixing matrix in the (τ˜L, τ˜R)-basis is [1, 18]
Mτ˜ =

 m2τ˜L e−iφτ˜mτ |Λτ˜ |
eiφτ˜mτ |Λτ˜ | m2τ˜R

 . (2.14)
CP-violation is parameterized by the physical phase
φτ˜ = arg[Λτ˜ ], (2.15)
Λτ˜ = Aτ − µ∗ cot β, (2.16)
with the complex trilinear scalar coupling parameter Aτ , the complex Higgsino mass param-
eter µ, and tan β = v1/v2, the ratio of the vacuum expectation values of the two neutral Higgs
fields. The left and right stau masses are
m2τ˜L = M
2
L˜τ
+ (−1
2
+ sin2 θw)m
2
Z cos(2β) +m
2
τ , (2.17)
m2τ˜R = M
2
E˜τ
− sin2 θwm2Z cos(2β) +m2τ , (2.18)
with the real soft SUSY breaking parameters M2
L˜τ ,E˜τ
, the electroweak mixing angle θw, and
the masses of the Z bosonmZ , and of the tau lepton,mτ .
In the mass basis, the stau eigenstates are [1, 18](
τ˜1
τ˜2
)
= Rτ˜
(
τ˜L
τ˜R
)
, (2.19)
with the diagonalization matrix
Rτ˜ =
(
eiφτ˜ cos θτ˜ sin θτ˜
− sin θτ˜ e−iφτ˜ cos θτ˜
)
, (2.20)
and the stau mixing angle θτ˜ described by
cos θτ˜ =
−mτ |Λτ˜ |√
m2τ |Λ2τ˜ |+
(
m2τ˜1 −m2τ˜2
)2 , (2.21)
sin θτ˜ =
m2τ˜L −m2τ˜1√
m2τ |Λ2τ˜ |+
(
m2τ˜1 −m2τ˜2
)2 . (2.22)
The stau mass eigenvalues are
m2τ˜1,2 =
1
2
[ (
m2τ˜L +m
2
τ˜R
)∓
√(
m2τ˜L −m2τ˜R
)2
+ 4m2τ˜ |Λτ˜ |2
]
. (2.23)
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2.3.2. Lagrangian and complex couplings
The relevant terms in the Lagrangian for the stau decay τ˜m → τ χ˜0i are [1, 18]
Lτ τ˜ χ˜0 = g τ¯ (a
τ˜
mi PR + b
τ˜
mi PL) χ˜
0
i τ˜m + h.c., (2.24)
with PL,R = (1∓γ5)/2, and the weak coupling constant g = e/ sin θw, with the electric charge,
e > 0. The couplings are defined as [18]
aτ˜mi ≡
2∑
n=1
(Rτ˜mn)∗Aτin, bτ˜mi ≡
2∑
n=1
(Rτ˜mn)∗ Bτin, (2.25)
where the stau diagonalization matrixRτ˜ is given in Eq. 2.13, and
Aτi ≡
(
fLτi
hRτi
)
, Bτi ≡
(
hLτi
fRτi
)
. (2.26)
In the photino, zino, higgsino basis (γ˜, Z˜, H˜0a , H˜
0
b ), we have
fLτi =
√
2
[
1
cos θw
(
1
2
− sin2 θw
)
Ni2 + sin θwNi1
]
, (2.27)
fRτi =
√
2 sin θw (tan θwN
∗
i2 −N∗i1) , (2.28)
hLτi = (h
R
τi)
∗ = −Yτ (N∗i3 cos β +N∗i4 sin β), (2.29)
Yτ =
mτ√
2mW cos β
, (2.30)
withmW the mass of theW boson, andN the complex, unitary 4× 4matrix that diagonalizes
the neutralino mass matrix [1]
N∗ ·Mχ˜0 ·N † = diag(mχ˜01 , . . . ,mχ˜04). (2.31)
The interaction Lagrangian relevant for the neutralino decay χ˜0i → ˜`±R,L`∓, for ` = e, µ is [1]
L`˜`χ˜0 = g
¯`fL`iPRχ˜
0
i
˜`
L + g ¯`f
R
`iPLχ˜
0
i
˜`
R + h.c., (2.32)
with the couplings fL,R`i given in Eqs. 2.27, 2.28.
2.3.3. Tau spin density matrix
Eq. 2.10 tells us that the unnormalized, 2× 2, hermitian, τ spin density matrix for stau decay,
Eqs. 2.12-2.13, will be given as,
ρλτλ
′
τ ≡
∫ (|M|2)λτλ′τ dLips, (2.33)
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with the amplitudeM, and the Lorentz invariant phase space element dLips, for details see
Appendix D. The τ helicities are denoted by λτ and λ
′
τ . In the spin density matrix formal-
ism [17], the amplitude squared is given by
(|M|2)λτλ′τ = |∆(χ˜0i )|2|∆(˜`)|2 ×∑
λiλ′i
ρD(τ˜)
λτλ′τ
λiλ′i
ρD1(χ˜
0
i )
λ′iλi D2(˜`), (2.34)
with the neutralino helicities λi, λ
′
i. The amplitude squared decomposes into the remnants of
the propagators
∆(j) =
i
sj −m2j + imjΓj
, (2.35)
with mass mj , and width Γj of particle j = χ˜
0
i or
˜`, and the unnormalized spin density
matrices for stau decay ρD(τ˜), and neutralino decay ρD1(χ˜
0
i ). The decay matrix of the spinless
slepton is a factor since the polarizations of the final lepton and LSP are not accessible. The
corresponding amplitude is denoted by D2(˜`). Defining a set of spin basis vectors s
a
τ for the
tau, see Eqs. C.10 in Appendix C, and sb
χ˜0i
for the neutralino [19], the spin density matrices
can be expanded in terms of the Pauli matrices σ
ρD(τ˜)
λτλ′τ
λiλ′i
= D δλτλ
′
τ δλiλ′i +Σ
a
D (σ
a)λτλ
′
τ δλiλ′i +Σ
b
D δ
λτλ′τ (σb)λiλ′i +Σ
ab
D (σ
a)λτλ
′
τ (σb)λiλ′i ,
(2.36)
ρD1(χ˜
0
i )
λ′iλi = D1 δ
λ′iλi +ΣbD1 (σ
b)λ
′
iλi , (2.37)
with an implicit sum over a, b = 1, 2, 3, respectively. The real expansion coefficients D, D1,
ΣaD, Σ
b
D, Σ
b
D1
and ΣabD contain the physical information of the process.
• D denotes the unpolarized part of the amplitude for stau decay τ˜m → χ0i τ
• D1 denotes the unpolarized part for neutralino decay χ0i → ˜`R`1, respectively
• ΣaD gives the tau polarization
• ΣbD and ΣbD1 describe the contributions from the neutralino polarization and
• ΣabD is the spin-spin correlation term, which contains the CP-sensitive parts.
We give the expansion coefficients explicitly in Appendix E.
Inserting the density matrices, Eqs. 2.36 and 2.37, into Eq. 2.34, we get for the amplitude
squared
(|M|2)λτλ′τ = 2|∆(χ˜0i )|2|∆(˜`)|2 ×
[
(DD1 +Σ
b
DΣ
b
D1)δ
λτλ′τ + (ΣaDD1 +Σ
ab
DΣ
b
D1)(σ
a)λτλ
′
τ
]
D2,
(2.38)
with an implicit sum over a, b = 1, 2, 3. The amplitude squared (|M|2)λτλ′τ is now decom-
posed into an unpolarized part (first summand), and into the part for the tau polarization
(second summand), in Eq. 2.38. By using the completeness relations for the neutralino spin
11
Chapter 2. Tau polarization and CP-violation
vectors, Eq. C.12, the products in Eq. 2.38 can be written6,
ΣbD Σ
b
D1 =
+
(−)
g4
2
(|aτ˜mi|2 − |bτ˜mi|2) |fR`i |2 × [m2χ˜0
i
(pτ · p`1)− (pχ˜0i · pτ )(p`1 · pχ˜0i )
]
, (2.39)
ΣabD Σ
b
D1 =
+
(−)
g4
2
(|aτ˜mi|2 + |bτ˜mi|2) |fR`i |2mτ [(saτ · pχ˜0i )(pχ˜0i · p`1)−m2χ˜0i (saτ · p`1)
]
+
(−)g
4
Re{aτ˜mi(bτ˜mi)∗}|fR`i |2mχ˜0i
[
(pτ · pχ˜0i )(s
a
τ · p`1)− (pτ · p`1)(saτ · pχ˜0i )
]
+
(−)g
4|fR`i |2mχ˜0i × Im{a
τ˜
mi(b
τ˜
mi)
∗}[pτ˜ , p`1 , pτ , saτ ]. (2.40)
We have written
Ea ≡ [pτ˜ , p`1 , pτ , saτ ] ≡ µνρσ pµτ˜ pν`1 pρτ sa,στ , (2.41)
with the convention 0123 = 1.
One should note at this point that the term ΣabD Σ
b
D1
, Eq. 2.40, explicitly depends on the imag-
inary part Im{aτ˜mi(bτ˜mi)∗} of the stau-tau-neutralino couplings, Eq. 2.24. We can calculate the
polarization vector, normalized to the total spin-averaged amplitude
~P = T r{ρ.σ}T r{ρ} . (2.42)
The transverse polarization component P2, is given by
P2 =
∫
Σa=2,bD Σ
b
D1
dLips∫
DD1dLips
. (2.43)
The above equation shows that the transverse component of the tau polarization P2 is sensi-
tive to the imaginary part of the couplings in the Lagrangian and hence is a good probe for
detecting CP-violation.
2.3.4. Triple products - polarization measurement reference
The transverse tau polarization can also be interpreted as:
P2 ≡ N(↑)−N(↓)
N(↑) +N(↓) , (2.44)
6The formulas are given for the decay of a negatively charged stau τ˜m → τ−χ˜0i , followed by χ˜0i → `+1 ˜`−R . The
signs in parentheses in Eqs. 2.39 and 2.40 hold for the charge conjugated stau decay τ˜∗m → τ+χ˜0i ; χ˜0i → `+1 ˜`−R .
In order to obtain the terms for the decay τ˜
(∗)
m → τ∓χ˜0i , however followed by the neutralino decay into a
positively charged slepton, χ˜0i → `−1 ˜`+R, one has to reverse the signs of Eqs. 2.39 and 2.40. This is due to the
sign change of ΣbD1 , see Eqs. E.6. In Appendix E, we also give the terms for the neutralino decay into a left
slepton, χ˜0i → `±1 ˜`∓L . Note that the term proportional to mτ in Eq. 2.40 is negligible at high particle energies
E  mτ .
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i.e. the difference in the number of spin-up and spin-down events normalized to the total
number of events. Of course, the next obvious question to ask is how do we define spin-up
and spin-down. For this, we turn to Eq. 2.40 and look at the term in Eq. 2.41. Since each of the
spatial components of the four-momenta p, or the spin vectors saτ , changes sign under a time
transformation, t → −t, the epsilon product Ea is T-odd. In the stau rest frame, pµτ˜ = (mτ˜ ,0),
the epsilon product reduces to the T-odd triple product T a
[pτ˜ , p`1 , pτ , s
a
τ ] = mτ˜ (p`1 × pτ ) · saτ ≡ mτ˜ T a. (2.45)
Hence, the cross-product (p`1 × pτ ), define the plane with respect to which the polarization
vector would be defined.
Is the plane (p`1 × pτ ) a unique choice? The answer is no. In principle, one can choose any
combination of the observable momenta and spins to define the triple product. The transverse
polarization in general would be defined as
P2 = σ(T > 0)− σ(T < 0)
σ(T > 0) + σ(T < 0) . (2.46)
However, one should note that the observed polarization would be maximal for the plane
defined in Eq. 2.457,8.
2.3.5. Normal tau polarization and CP-asymmetry
In the previous discussion, we have established the connection between polarization and
triple products. How is this now related to the phenomena of CP-violations? Since under
naive time reversal, t → −t, the triple product T changes sign, the tau polarization P2,
Eq. 2.46, is T-odd. Due to CPT invariance [20], P2 would thus be CP-odd at tree level. In
general, P2 also has contributions from absorptive phases, e.g. from intermediate s-state
resonances or final-state interactions, which do not signal CP-violation. Although such ab-
sorptive contributions are a higher order effect, and thus expected to be small, they can be
eliminated in the true CP-asymmetry [16]
ACPτ =
1
2
(P2 − P¯2), (2.47)
where P¯2 is the normal tau polarization for the charged conjugated process τ˜∗m → τ+χ˜0i . For
our analysis at tree level, where no absorptive phases are present, we find P¯2 = −P2, see the
sign change in Eqs. 2.39 and 2.40, and thus ACPτ = P2. We studyACPτ in the following, which
is however equivalent to P2 at tree level.
Inserting now the explicit form of the density matrix ρ, Eq. 2.33, into Eq. 2.42, together with
7The triple product is in some sense the definition of the frame-of-reference for the polarization vector. All the
other frames except for the one arising in the amplitude calculations would be boosted and will reduce the
asymmetry.
8Sometimes, it’s not possible to reduce the Ea term, and then one indeed chooses a triple product, by hand.
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Eq. 2.38, we obtain the CP-asymmetry
ACPτ = P2 =
∫
Σa=2,bD Σ
b
D1
dLips∫
DD1 dLips
, (2.48)
where we have used the narrow width approximation for the propagators in the phase space
element dLips, see Eq. F.8. Note that in the denominator ofACPτ , Eq. 2.48, the spin correlation
terms vanish,
∫
ΣbD Σ
b
D1
dLips = 0, see Eq. 2.39, when integrated over phase space. In the
numerator only the spin-spin correlation term ΣabD Σ
b
D1
, for a = 2 contributes, which contains
the T-odd epsilon product Ea, see Eq. 2.41.
We have now established the connection between spin correlations, polarizations and the
asymmetry observable at colliders. To summarize our exercise, we have realized that the spin
density matrix elements can pick up the complex part of the couplings those arise due to
spin correlations of the final/initial state particles. These complex components can be picked
up by measuring the polarization of the particles. The CP-asymmetry in the absence of any
absorptive phases is thus nothing but the normal polarization of the final particle.
2.3.6. Parameter dependence of the CP-asymmetry
By looking at Eq. 2.48, can we understand how will the asymmetry behave in the MSSM
parameter space? To answer this question, we rewrite Eq. 2.48.
ACPτ = ηmi
mχ˜0i
∫
[pτ˜ , p`1 , pτ , s
a=2
τ ] dLips
(pχ˜0i · pτ )(pχ˜0i · p`1)
∫
dLips
, (2.49)
with (pχ˜0i · pτ ) = (m2τ˜ −m2χ˜0i )/2, and (pχ˜0i · p`1) = (m
2
χ˜0i
−m2˜`)/2, is proportional to the decay
coupling factor
ηmi =
Im{aτ˜mi(bτ˜mi)∗}
1
2(|aτ˜mi|2 + |bτ˜mi|2)
, (2.50)
with ηmi ∈ [−1, 1]. So basically, we have ended up separating the couplings and the kinematic
information in asymmetry. Now, the information about the MSSM parameter is almost en-
tirely9 absorbed in the coupling factor ηmi. In order to obtain maximal asymmetry, we need to
maximize ηmi. This can happen if |aτ˜mi| ≈ |bτ˜mi|, which have a phase difference of about pi/2.
For the CP phase φτ˜ and the stau mixing angle θτ˜ dependence of η, we expand the imaginary
part of couplings,
Im{aτ˜mi(bτ˜mi)∗} = Im
{
|Rm1|2fLτihRτi + |Rm2|2f∗Rτi hRτi +Rm1R∗m2
[
(hRτi)
2 − fRτif∗Lτi
]}
. (2.51)
9except for the factormτ˜
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In general, this has three phases, φµ, φ1 and φτ˜ . Since we are interested in analyzing the phase
dependence for stau sector, we put φµ = φ1 = 0
10 in the following equation. We then have
Im{aτ˜mi(bτ˜mi)∗} = +(−) sinφτ˜ sin(2θτ˜ )
1
2
[
(hRτi)
2 − fRτifLτi
]
, (2.52)
for m = 1, and the sign in the parenthesis holds for m = 2. Thus we expect a maximal η and
thus maximal asymmetries for maximal stau mixing, φτ˜ ≈ ±pi/4 and a maximal CP-phase in
the stau mixing, φτ˜ ≈ ±pi/2. The phase φτ˜ appears in the off-diagonal mass matrix elements
for staus. Hence, the dependence on φτ˜ is strong when |Aτ | > |µ| tan β. In the next section,
we numerically study the dependence of the asymmetry and the η parameter on the phase
and the parameter space.
2.4. Numerical results
The aim of this section is to understand the role of various MSSM parameters and the CP-
phases in the CP-asymmetry. Hence, we do not take into account any collider constraints or
any specific collider scenario. Also, unless specified, all the asymmetries in this section are
presented in the stau rest frame. We rather analyze in general, how the asymmetry changes
as a combination of various MSSM parameters. We also try to understand the physics behind
it in terms of the nature of staus and their mixing. To do so, we consider the decay chain,
τ˜1 → τ + χ˜02; χ˜02 → l+1 + l˜R
−
; l˜R
− → χ˜01 + l−2 (2.53)
The decay considered above is kinematically viable only if the mass hierarchy
mτ˜m > mχ0i
> ml˜R > mχ01 (2.54)
is satisfied. In order to enable this, we chose heavier soft-breaking parameters in the τ˜ sector
than in the e˜ or in µ˜ sector. Further we aim for maximal mixing which demands almost
mass degenerate staus. We chose a large value of the trilinear scalar coupling parameter |Aτ |,
such that |Aτ | > |µ| tan β11. This leads to sensitivity to the CP-phase φAτ in the stau sector.
Finally, for simplicity we assume the grand unified theory relation |M1| = 5/3M2 tan2 θw
for the gaugino mass parameters. Table 2.1 and 2.2 summarize the MSSM parameters and
corresponding sparticle masses of our benchmark scenario.
2.4.1. Phase dependence
In Fig. 2.2(a) and 2.2(b), we plot the contours for the asymmetry in the φµ − φ1 and the φµ −
φAτ plane for the benchmark scenario given in table 2.1. Fig. 2.2(a) depicts the effect of CP-
violation in the neutralino sector, while Fig. 2.2(b) shows CP-violation in stau sector. The
asymmetry strongly depends on φAτ ≈ φτ˜ , which we expect for |Aτ |  |µ| tan β as in our
10This also implies a CP-conserving neutralino sector
11The value of |Aτ | is restricted by the vacuum stability condition as |Aτ |2 < 3(m2τ˜ +m2ν˜ +M+Hµ2)
15
Chapter 2. Tau polarization and CP-violation
Table 2.1.: Benchmark scenario.The mass parametersM2, |µ|, Aτ ,ME˜ ,ML˜ ME˜τ , andML˜τ are given in
GeV.
φ1 φµ φAτ M2 |µ| Aτ tan β
0 0 pi/2 250 250 2000 3
ME˜τ ML˜τ ME˜ ML˜
495 500 150 200
benchmark scenario. Eq. 2.52 has told us that for φµ = 0 the asymmetry should be maximal
for φτ˜ ≈ φAτ ≈ ±pi/2, and we see this exact behavior in Fig. 2.2(b).
2.4.2. |Aτ | − tanβ dependence and stau mixing
For this section we analyze the following four figures. Fig. 2.3(a) shows the asymmetry,
Fig. 2.3(b) the coupling factor η, Fig. 2.3(c) the phase φτ˜ in the stau sector and Fig. 2.3(d),
sin(2θτ˜ ), the stau mixing angle. The parameters |Aτ | and tan β appear in the off-diagonal el-
ements in the stau mass matrix. Thus, they affect the mixing of staus, hence the parameter η
and the phase φτ˜ as well. We first consider Fig. 2.3(a) and Fig. 2.3(b). The asymmetry obtains
maximal value 77%where the parameter η is also maximal, confirming our expectations from
the theoretical analysis in section 2.3.6. In the same section we expected the imaginary part
of the product of the couplings to be maximal, for a maximal CP-phase φτ˜ = pi/2 in the stau
sector, we see Fig. 2.3(c) reflecting this very well. The location of the maximal asymmetry
however does not coincide with the maximal mixing in the stau sector, sin θτ˜ = 1/
√
2 ≈ 0.7,
since η ∝ sin(2θτ˜ )/(|aτ˜ |2+ |bτ˜ |2), starts to decrease with increasing Aτ and tan β. To study the
stau mixing, let us have a look at the dependence of the asymmetry in the ME˜τ –ML˜τ plane.
In the entireME˜τ–ML˜τ plane, the CP phase in the stau sector is almost maximal, φτ˜ = 0.61pi.
However, the asymmetry obtains its maxima in the small corridor ME˜τ ≈ ML˜τ , where the
stau mixing is maximal, θτ˜ = pi/4.
Table 2.2.: Mass spectrum for the scenario in Table 2.1.
˜` m [GeV] χ˜ m [GeV]
e˜R, µ˜R 155 χ˜
0
1 112
e˜L, µ˜L 204 χ˜
0
2 190
ν˜e, ν˜µ 192 χ˜
0
3 254
ν˜τ 497 χ˜
0
4 327
τ˜1 495 χ˜
±
1 181
τ˜2 504 χ˜
±
2 325
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Figure 2.2.: Phase dependence of (a) the τ polarization asymmetry ACPτ , Eq. 2.47, in percent, in the
φ1–φµ plane (for φAτ = 0), and (b) in the φAτ –φµ plane (for φ1 = 0), in the stau rest frame. We consider
the decay τ˜1 → τχ˜02, followed by χ˜02 → `+1 ˜`−R, and ˜`−R → χ˜01`−2 where ` = e or µ, cf. Fig. 2.1. The other
MSSM parameters are defined in Table 2.1.
2.4.3. |µ| −M2 dependence and branching ratios
For this analysis of detecting CP-violation in stau sector, we have considered a very specific
interaction. At colliders however, there is no way to selectively produce a certain decay chain.
One has to therefore ask question, how likely it is to see these event at a given collider. Look-
ing at the branching ratio plots is the best thing one an do in such contexts. We show the
|µ|–M2 dependence of the asymmetry ACPτ in Fig. 2.4(b). The maxima of ACPτ are obtained
where the coupling factor η is also maximal, see Eq. 2.50. The sharp change in the Fig. 2.4(b)
is due to the cross-over effect in the neutralino sector. The neutralino changes it’s nature at
this point affecting the asymmetry.
In Fig. 2.5(a), we show the corresponding stau branching ratio, BR(τ˜1 → τ χ˜02), which can be
as large as 40%. Other competing channels can reach BR(τ˜1 → τ χ˜01) ≈ 65%, and BR(τ˜1 →
ντ χ˜
±
1(2)) ≈ 20(10)%. The stau decay into the chargino χ˜±1 is always open since typically the
second lightest neutralino and the lightest chargino are almost degenerate,mχ˜02 ≈ mχ˜±1 . The
neutralino branching ratio BR(χ˜02 → `˜`R), summed over ` = e, µ, is shown in Fig. 2.5(b),
which reaches up to 100%. The other important competing decay channels areBR(χ˜02 → ν`ν˜`),
and BR(χ˜02 → `˜`L), which open around µ ≈ 250 GeV and µ ≈ 300 GeV, respectively, forM2 =
250 GeV. Note that in our benchmark scenario, see Table 2.1, we have BR(˜`R → χ˜01`) = 1.
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Figure 2.3.: |Aτ |–tanβ dependence of (a) the τ polarization asymmetry ACPτ , Eq. 2.47, in percent, in
the stau rest frame (for the decay τ˜1 → τχ˜02, followed by χ˜02 → `+1 ˜`−R, and ˜`−R → χ˜01`−2 for ` = e or µ, cf.
Fig. 2.1), (b) the coupling factor η, Eq. 2.50, (c) the phase φτ˜ in the stau sector, Eq. 2.15, and (d) sin(2θτ˜ ),
with θτ˜ the stau mixing angle, Eqs. 2.21, 2.22. The plots are for φAτ = pi/4, the other MSSM parameters
are given in Table 2.1.
2.4.4. Impact of τ˜2 decay
As we discussed in Section 2.4.2, we find large asymmetries for nearly degenerate staus,
where we naturally obtain a maximal stau mixing. However, then typically the asymme-
18
2.5. Summary and conclusions
tries for τ˜1 and τ˜2 decay are similar in magnitude, but opposite in sign. For example in our
benchmark scenario we find ACPτ = −71% for τ˜1 decay, but ACPτ = +32% for the decay of τ˜2.
If the production and decay process of τ˜1 cannot be experimentally disentangled from that
of τ˜2 properly, the two asymmetries might cancel. We show their sum in Fig. 2.6(a) in the
ME˜τ –ML˜τ plane. In Fig. 2.6(b), we show the corresponding stau mass splitting.
Note that also the stau branching ratios are similar in size; for example in our benchmark
scenario we have BR(τ˜1 → τ χ˜02) = 18%, and BR(τ˜2 → τ χ˜02) = 30%. For theME˜τ –ML˜τ plane
shown in Fig. 2.4, the decay branching ratio BR(τ˜1 → τ χ˜02) is at least 10%, and that of τ˜2 is
larger by roughly a factor of 2 to 4.
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Figure 2.4.: Dependence of the τ polarization asymmetry ACPτ , Eq. (2.47), in percent, in the stau rest
frame (for the decay τ˜1 → τχ˜02, followed by χ˜02 → `+1 ˜`−R, and ˜`−R → χ˜01`−2 for ` = e or µ, see Fig. 2.1),
on (a) the soft breaking parameters in the stau sector Mτ˜R , Mτ˜L , Eqs. 2.17, Eqs. (2.18). In (b) the
dependence of ACPτ on the gaugino and higgsino parameters |µ|, M2. Below the contour me˜R = mχ˜0
2
the two-body decay χ˜02 → ` ˜`R is kinematically forbidden, above the contour me˜R = mχ˜0
1
the lightest
neutralino is no longer the LSP since me˜R < mχ˜0
1
. Below the contour mχ˜±
1
= 100 GeV the lightest
chargino is lighter than 100 GeV. The MSSM parameters are given in Table 2.1.
2.5. Summary and conclusions
The main results of this chapter can be summerized as follows
• We have analyzed the normal tau polarization and the corresponding CP asymmetry in
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Figure 2.5.: Contour lines in the |µ|–M2 plane of (a) the stau branching ratio BR(τ˜1 → τχ˜02) in percent,
and (b) the neutralino branching ratio BR(χ˜02 → ` ˜`R), in percent, summed over both lepton flavors
` = e, µ and charges, for the MSSM parameters as given in Table 2.1. Below the contours me˜R = mχ˜0
2
in Figs. 2.5(a), 2.5(b), the two-body decay χ˜02 → ` ˜`R is kinematically forbidden, above the contours
me˜R = mχ˜0
1
the lightest neutralino is no longer the LSP since me˜R < mχ˜0
1
. Below the contours mχ˜±
1
=
100 GeV the lightest chargino is lighter than 100 GeV.
the two-body decay chain of a stau
τ˜1 → τ + χ˜02. (2.55)
• The CP-sensitive parts appear only in the spin-spin correlations, which can be probed
by the subsequent neutralino decay
χ˜02 → `1 + ˜`R; ˜`R → χ˜01 + `2, (2.56)
for ` = e, µ.
• The T-odd tau polarization normal to the plane spanned by the τ and `1 momenta, can
then be used to define a CP-odd tau polarization asymmetry. It is based on a triple
product, which probes the CP phases of the trilinear scalar coupling parameter Aτ , the
higgsino mass parameter µ, and the U(1) gaugino mass parameterM1.
• We have analyzed the analytical and numerical dependence of the asymmetry on these
parameters in detail. In particular, for nearly degenerate staus where the stau mixing is
strong, the asymmetry obtains its maxima and can be larger than 70%. The normal tau
polarization can thus be considered as an ideal CP observable to probe the CP phases in
the stau and neutralino sector of the MSSM.
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Figure 2.6.: Contour lines of (a) the sum of the τ polarization asymmetries ACPτ , Eq. (2.47), in percent,
for the decays τ˜1 → τχ˜02 and τ˜2 → τχ˜02, each in the stau rest frame and followed by χ˜02 → `+1 ˜`−R,
˜`−
R → χ˜01`−2 , for ` = e or µ, see Fig. 2.1, and (b) the stau mass splittingmτ˜2 −mτ˜1 in GeV. Both plots are
shown in the plane of the soft breaking parameters of the stau sector,ME˜τ–ML˜τ , see Eqs. (2.17), (2.18).
The other MSSM parameters are given in Table 2.1.
• We have analyzed the analytical and numerical dependence of the asymmetry on these
parameters in detail. In particular, for nearly degenerate staus where the stau mixing is
strong, the asymmetry obtains its maxima and can be larger than 70%. The normal tau
polarization can thus be considered as an ideal CP observable to probe the CP phases in
the stau and neutralino sector of the MSSM.
• Since the CP-sensitive parts appear only in the subsequent stau decay products the stau
production process can be separated. Thus both, ILC, and LHC collider studies are
possible.
• Concerning the kinematical dependence, the asymmetry is not Lorentz invariant, since
it is based on a triple product. At the LHC, staus are produced with a distinct boost
distribution.
In this chapter, we have seen that there are tree-level observables which will give an infor-
maion about the CP-violating nature of SUSY. Current work although lacks a full experimen-
tal study, it does bring to our notice an interesting scenario to be studied further. We have thus
explored the first possibility to test the particle physics - cosmology connections, determining
properties of particle physics theories related to dark matter at colliders.
In the next chapter, we will look at the particle physics properties of dark matter at cosmic
scales. We will ask a question whether dark matter could fall out of equillibrium when it’s
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semi-relativistic. We will explore if such particle species can exist within simple extensions of
the Standard Model, if not what can happen to such semi-relativistically decoupling species.
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Semi-relativistic dark matter
"Five to one against and falling. . . " she said, "four to one against and falling. . . three to one . . . two. . . one
. . . probability factor of one to one. . . we have normality, I repeat we have normality." She turned her
microphone off — then turned it back on, with a slight smile and continued: "Anything you still can’t
cope with is therefore your own problem."
3.1. Introduction
From the cosmic observations we know that almost 20% of the Universe is composed of the
dark matter (DM)[23]. In the early Universe, these particles were in thermal equilibrium with
the rest of the Universe. As the Universe expanded, at some point the rate of expansion
of the Universe (H) was larger than the DM interaction rate (Γ). Thus, they fell out of the
thermal equilibrium and their number density remained constant. We therefore distinguish
two regimes:
Γ & H (coupled) (3.1)
Γ . H (decoupled) (3.2)
This phenomena is called the freeze-out. Generally, freeze-out is analytically discussed either
for the relativistic case [25], i.e. when the species fall out of equilibrium when their mass is
much less than the temperature of the bath (m  T ), or non-relativistic case [26], [27], [28],
when the mass is much greater than the bath temperature (m  T ). The question we want
to address in this chapter is what happens to the species which fall out of equilibrium when
they are semi-relativistic, namely, m ∼ T . Can they form the dark matter in the Universe, if
not, what happens to such species?
Abundance of species in general (relativistic, non-relativistic or semi-relativistic) can be the-
oretically estimated using the Boltzmann equation. The Boltzmann equation basically says
that the evolution of the density distribution f(~p, t) of the particles is governed by their inter-
actions/collisions.
Mathematically speaking,
Lˆ[f ] = C[f ] (3.3)
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where, Lˆ is the Liouvelle operator and C is the collision operator.
Under the assumption of Friedman-Robertson-Walker metric this equation reduces to,
dnχ
dt
+ 3
R˙
R
nχ =
g
(2pi)3
∫
C[f ]
d3p
E
. (3.4)
where R˙/R ≡ H , the Hubble expansion rate. With the assumption that the interactions of the
darkmatter particles are CP-conserving and respectingMaxwell-Boltzmann statistics (instead
of Fermi-Dirac or Bose-Einstein) the right hand side can further be simplified leading to
dnχ
dt
+ 3Hnχ = −x〈σχχ→XX |v|〉
[
n2χ − (nEQχ )2
]
, (3.5)
or
dY
dx
=
−x〈σχχ→XX |v|〉s
H(m)
(Y 2 − Y 2EQ), (3.6)
where Y ≡ nχ/s = nχ/s is the ratio of the number density nχ to the entropy s of the particles
which is the actual number density of the χ, χ’s per co-moving volume, and YEQ ≡ nEQχ /s =
nEQχ /s is the equilibrium number χ, χ’s per co-moving volume. The dimensionless quantity
x = mχ/T , is one of the commonly used parameters while discussing the dark matter freeze-
out. While talking about the point at which dark matter freezes-out, we will denote x by
xf ≡ mχ/TF , where mχ is the mass of the dark matter particles and TF is the freeze-out
temperature. The thermal average of the annihilation cross-section is an expression involving
integral over the thermal distribution of the particles in the question and is given by1,2:
〈σv〉 =
∫
σve−Eχ/T e−Eχ/Td3pχd
3pχ∫
e−Eχ/T e−Eχ/Td3pχd3pχ
. (3.7)
It is also possible to rewrite Eq. 3.6, by usingH ∝ x2, so thatH(T ) = x−2H(m),
x
YEQ
dY
dx
= −ΓA
H
[(
Y
YEQ
)2
− 1
]
, with (3.8)
ΓA ≡ nEQ〈σ|v|〉.
In this form, the change of χ’s per co-moving volume is controlled by the effectiveness of
annihilations, the usual Γ/H factor times a measure of the deviation from equilibrium. It
is then clear that; Γ/H < O(1), the relative change in the number of χ’s in a co-moving
volume becomes small, −∆Y/Y ∼ −(xdY/dx)/YEQ ∼ (Γ/H) . 1, annihilations freeze out
and the number density of χ’s in a co-moving volume "freezes in". Thus, as long as Y changes
with time, it’s final value is sensitive to the details of the freeze-out, like the annihilation
cross-section. This of course is a more mathematical way of understanding the freeze-out
phenomena discussed naïvely at the beginning of this section.
The solution of the Boltzmann equation Eq. 3.6 leads us to the estimate of the abundance Yχ,∞
1we assume a Maxwell-Boltzmann distribution for DM particles
2We also drop the subscript to σ and it should henceforth be interpreted as annihilation cross-section.
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or the number density nχ of the particles after freeze-out. Once this is known, the energy
density can be written as
ρ = nχmχ = mχ s0 Yχ,∞, (3.9)
where the present entropy density of the Universe s0 is given by
s0 =
2pi2
45
g∗sT
3, (3.10)
with g∗s the relativistic degrees of freedom
g∗s =
∑
i=bossons
gi
(
Ti
T
)3
+
7
8
∑
i=fermions
(
Ti
T
)3
. (3.11)
The numerical value of the entropy density today is ≈ 2970cm−3. The relic density can be
estimated by using the equation3
Ωχ =
ρχ
ρc
, (3.12)
with
ρc =
3H20
8piG
≈ 1.88 × 10−29h2g/cm3, (3.13)
the critical density of the Universe.
In the following section we discuss the phenomena of the relativistic and non-relativistic
freeze-out of a weakly intercting specie in a more mathematical way.
3.2. Standard relic density calculations
The above described Boltzmann equation does not have any general analytical solution. It can
however be solved for limiting cases of the quantity x. There are basically two complications
involved in solving this equation. First, the expression for the abundance of χ and second
the thermal average of the annihilation cross-section. We can approximate the expression for
the relic abundance in the two cases, one, when a species is relativistic while freezing out and
second, when it’s non-relativistic. Talking in terms of the parameter x, we can say,
x . 3 relativistic (3.14)
x & 3 non-relativistic. (3.15)
We discuss these cases in detail separately.
3assuming a flat Universe
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3.2.1. Relativistic freeze-out
If a particle species freezes-out while its mass is much less than its temperature, it is typically
a relativistic species. In case of the SM, we already know such a particle species, the neutrinos.
Let us consider particle species for which xf . 3. In this case the freeze-out occurs while
the specie is still relativistic and YEQ not changing with time. Hence, contrary to what has
been argued in the previous section, the final value of YEQ is insensitive to the details of the
freeze-out (meaning the precise value of xf ), and the asymptotic value of Y is just the equi-
librium value at freeze-out,
Y∞ = YEQ(xf ) = 0.278 geff /g∗s(xf ) (xf . 3). (3.16)
Thus, the species freeze-out with O(1) abundance with respect to the number of photons in
the thermal bath (the entropy of the Universe). The number density at freeze-out is thus given
by: [24]
nχ = s0Y∞ = 2970Y∞cm
−3 (3.17)
= 825[geff /g∗(xf )]cm
−3
The energy density (ρχ) and the abundance Ωχ is then simply estimated to be,
ρχ = s0Y∞m = 2.97 × 103Y∞(m/eV )eV cm−3 (3.18)
Ωχh
2 = 7.83× 10−2[geff/g∗s(xf )](m/eV ). (3.19)
Two important characteristics of the process of freeze-out for the relativistic species should be
noted at this point:
• The process of freeze-out is insensitive to the annihilation cross-sections of the particle
species
• The final abundance is proportional to the mass of the particles4.
3.2.2. Non-relativistic freeze-out
In case of non-relativistic species (xf & 3) the phenomena of freeze-out is completely different
and more complicated. The basic reason being, the equilibrium abundance YEQ of the species
is exponentially suppressed. Since the equilibrium abundance in this case changes with time,
the details of freeze-out like the freeze-out temperature and the annihilation cross-section are
important. Fortunately, there is a simple formula for YEQ. Dealing with the annihilation
cross-section, however is a little more complicated.
In the standard scenarios the cross-section can always be Taylor expanded as a polynomial in
4From the estimate of the age of the Universe, we know that the total abundance Ω0h
2 . 1; this bound leads us
to an upper limit to the mass of such species,m . 12.8 eV [g∗s(xf )/geff ].
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the annihilation velocity v. Thus, σ|v| ∝ vp, p = 0 denotes the s-wave and p = 1 the p-wave
annihilation and so on. Since 〈v〉 ∼ T 1/2 and 〈σv〉 ∝ T n, n = 0 for a s-wave annihilation and
n = 1 for a p-wave annihilation cross-section. The thermally averaged cross-section is thus in
general given by the formula [28]
〈σv〉 = a+ b〈v2〉+O(〈v4〉) = a+ 6b
x2
+O
(
1
x2
)
. (3.20)
With the above simplification for the thermally averaged cross-section we can solve eq. 3.6
approximately. For a non-relativistic weakly interacting dark matter particle with weak scale
massmχ ∼ O(0− 100)GeV the freeze-out temperature is typically xf ∼ 20. The approximate
expression for the abundance can be written as [24]
Yχ,∞ ≡ Yχ(x→∞) = 1
1.3mχMpl
√
g∗(xf )(a/xf + 3b/x
2
f )
. (3.21)
The corresponding scaled relic density is then given by
Ωχh
2 = 2.7× 108Yχ,∞
( mχ
1GeV
)
=
8.5× 10−11xfGeV −2√
g∗(xf )(a+ 3b/xf )
. (3.22)
Thus, some points to be noted about the relic density of the non-relativistic particles:
• Unlike the relativistic case, the relic density of the non-relativistic particles does not
depend on the freeze-out temperature or the mass of the particles. It does however
depend on the ratio of the mass to the freeze-out temperature xf .
• The relic density is inversely proportional to the annihilation cross-section. Therefore,
the stronger the particles annihilate, the later they fall out of equilibrium.
3.3. Semi-relativistic freeze-out
Althoughwe have discussed the cases of freeze-out of species in relativistic and non-relativistic
limits, we can not deny semi-relativistic decoupling of species (xf ∼ 3). One of the reasons
why it is possible to solve the Boltzmann equation for relativistic and non-relativistic cases is
that there are known expressions for simplifying the thermally averaged annihilation cross-
section. In this section we ask the question whether one can find an approximate analytical
solution for the thermal average of the annihilation cross-section and whether such semi-
relativistic particles can be a DM candidate.
The main idea is to find an analytical expression that will interpolate between the relativis-
tic and non-relativistic expressions. For two DM particles with mass mχ annihilating at the
center of mass energy
√
s, Eq. 3.7 can in general be cast into the simpler form [28]
〈σv〉 = 1
8m4χTK2(mχ/T )
∫ ∞
4m2χ
dsσ(s− 4m2χ)
√
sK1(
√
s/T ). (3.23)
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In a similar manner the equilibrium number density can be re-expressed as
Yχ,EQ(x) =
45
4pi4
gχ
g∗(x)
x2K2(x). (3.24)
Here, K1,K2 are the first and the second modified Bessel functions of the second kind; some
properties of these functions will be given in Appendix A . While deriving the above Eq. 3.23,
3.24, we have employed the Maxwell-Boltzmann distribution. At first glance it seems inap-
propriate to use the Maxwell-Boltzmann distribution for semi-relativistic particles. However,
as shown in Appendix B, this indeed leads to accurate results for the final relic density. This is
partly due to coincidental cancellations between numerator and denominator of Eq. 3.23 and
partly due to the fact the final result of Ωχ becomes less sensitive to xf as xf decreases.
As a concrete case, we take two examples, S-wave and P-wave cross-sections.
3.3.1. Annihilation via S-wave
Let us consider the annihilation of two Dirac fermions into a pair of two massless final state
fermions, χχ→ ff [25] [34] [35]. In a renormalizable model5, the annihilation is mediated by
some heavy particle, for example, a Z-boson with tiny couplings to χ or a new spin-1 boson
U . We assume that the mass of the exchanged particle is much larger than mχ, so that the
annihilation amplitude can be described through an effective four fermion interaction.
The annihilation of two Dirac fermions proceeds from an S−wave and the resulting cross
section can be parameterized as
σSv =
G2s
16pi
, (3.25)
where s is the center–of–mass energy squared. G denotes the coupling constant of the four–
fermion interaction (e.g. the Fermi coupling constant, GF = 1.17 × 10−5 GeV−2). Finally, v is
the relative velocity defined as
v =
√
(pA · pB)2 −m4χ
EAEB
, (3.26)
where pA,B and EA,B are the four–momenta and energies of the two incoming particles la-
5If for example, two Dirac fermions annihilate into a pair of massless final state fermions, the annihilation often
takes place via a S−wave. Although, as a concrete case, we take this situation, it should however be noted
that the following treatment is applicable for any general species annihilating via S or P-wave. The P-wave
case would be discussed in the next subsection.
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beled A and B. The resulting thermally averaged cross section is given by
〈σSv〉 = G
2
256pim4χTK
2
2 (x)
∫ ∞
4m2χ
ds s2
√
s− 4m2χK1(
√
s/T )
=
G2m2χ
pix6K22 (x)
∫ ∞
0
dt t2(t2 + x2)2K1(2
√
t2 + x2) . (3.27)
Its relativistic and non–relativistic limits read
〈σSv〉R =
G2m2χ
16pix2
(
12 + 5x2
)
, 〈σSv〉NR =
G2m2χ
4pi
, (3.28)
respectively. A general expression for 〈σSv〉 should reproduce these results for x → 0 and
x→∞, respectively. A simple possibility is
〈σSv〉app =
G2m2χ
16pi
(
12
x2
+
5 + 4x
1 + x
)
. (3.29)
It should be noticed that this choice is not unique.
3.3.2. Annihilation via P-wave
Let us turn to the case of the annihilation from a P−wave initial state, which is the case if χ is
a Majorana fermion[25] [34] [35]. Eq. 3.25 should then be replaced by
σP v =
G2s
16pi
(
1− 4m
2
χ
s
)
. (3.30)
Thermal averaging leads to
〈σP v〉 = G
2
256pim4χTK
2
2 (x)
∫ ∞
4m2χ
ds s(s− 4m2χ)3/2K1(
√
s/T )
=
G2m2
pix6K22 (x)
∫ ∞
0
dt t4(t2 + x2)K1(2
√
t2 + x2) . (3.31)
In this case the relativistic and non–relativistic limits are
〈σP v〉R =
G2m2χ
16pix2
(
3 +
12
x2
)
, 〈σP v〉NR =
3G2m2χ
8pi
, (3.32)
respectively.
For the P-wave, we find the following interpolation:
〈σP v〉app =
G2m2χ
16pi
(
12
x2
+
3 + 6x
(1 + x)2
)
. (3.33)
29
Chapter 3. Semi-relativistic dark matter
 0.99
 0.995
 1
 1.005
 1.01
 1.015
 1.02
 1.025
 1.03
 0.1  1  10
<
σ
v>
a
pp
 
/<
σ
v>
x
S−wave
P−wave
Figure 3.1.: Ratio of the approximate to the exact thermally averaged annihilation cross sections 〈σv〉app/〈σv〉 as
a function of x for the annihilation from an S− (solid line) and P−wave (dashed) initial state.
The accuracy of the above expressions can be seen in Fig. 3.1 for the S- (solid line) and the P-
(dashed line) wave cases. Note that this ratio depends only on x. We see that the approximate
expressions Eq. 3.29, 3.33 reproduce the exact ones with the accuracy of better than 2% (0.5%)
for annihilation from an S- (P-)wave even in the semi relativistic (x ∼ 3) regime. Thus, one
can use Eq. 3.29 and 3.33 instead of Eq. 3.27 and 3.31 in order to reduce computational efforts.
3.3.3. Solution to the Boltzmann equation
Unlike the case of relativistic species, the semi-relativistically decoupling species will be sen-
sitive to the details of the freeze-out. However, as opposed to the case of non-relativistic de-
coupling this dependence would be mild. Thus, we can try to solve the Boltzmann equation
via a naïve method, namely, by asking when does the interaction rate of these semi-relativistic
species equal to the Hubble expansion rate. This of course, is not the best way to solve the
Boltzmann equation and one should really numerically solve Eq. 3.6 to get an accurate esti-
mate. We will however demonstrate, that for semi-relativistic species, this method is a good
approximation.
Let us define the freeze-out temperature by equalizing the interaction rate (Γ) and the Hubble
expansion rate (H)
Γ(xf ) ≡ nχ,EQ〈σv〉(xf ) = H(xf ) (3.34)
We then assume that the abundance Yχ does not change after decoupling from thermal bath,
i.e.
Yχ,∞ = Yχ,EQ(xf ) (3.35)
As said above, we need to test this method against the numerical solution. As an example,
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Figure 3.2.: Scaled freeze–out temperature xF (right) and scaled relic abundance Ωχh2 (left) as function ofmχ. In
the right (left) frame the lower (upper) curves are for Majorana fermions, and the upper (lower) curves for Dirac
fermions. In the left frame the solid curves show exact solutions of Eq. 3.6, and the dashed curves our analytic
approximations. The dotted curve shows the non–relativistic approximation, Eq. 3.22, for P−wave annihilation.
Here we take G = GF = 1.17 × 10−5 GeV2, g∗ = 10 and gχ = 2.
we consider the pair annihilation of the neutrino-like particles via the mediation of the weak
SM gauge bosons6. We take G = GF = 1.17 × 10−5GeV 2, g∗ = 10 and gχ = 2. The results
are shown in Fig. 3.2. In the left frame we plot the relic abundance Ωχh
2 as a function ofmχ.
The solid curves are the prediction for the relic density obtained by solving the Boltzmann
Eq. 3.6, while the dashed curve has been obtained by using the approximate analytic expres-
sion described above. The upper expressions are for Majorana fermions annihilating from a
P-wave and the lower curves are for Dirac fermions case annihilating from an S-wave. The
right frame shows the corresponding vales of xf .
The basic message from the figures is that our analytic treatment reproduces the correct relic
density with an error of at most 20% (5%) for semi-relativistically decoupling particles anni-
hilating from an S- (P-)wave. This analytic method becomes accurate for relativistic species,
which is not a surprise. One can see that for the Dirac case, the approximation coincides
with the exact relic abundance for mχ = 1GeV , corresponding to xf = 16; however, the
deviation becomes larger again for larger mχ. Therefore such an approximation can not be
applicable over the entire regime of cold relics. One should thus switch to the usual non-
relativistic treatment described in section 3.2.1. In the P-wave case the cross-over already
occurs at mχ = 30MeV , corresponding to xf ' 4.5. The dotted curve shows that the non-
relativistic approximation is already quite reliable at this point. We can thus smoothly match
our approximation to the usual non-relativistic treatment for both S- and P-wave annihilation.
6Since we only want to test the accuracy of our method, we take this “unrealistic” toy model.
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3.4. Semi-relativistic species as dark matter candidate
It now becomes interesting to ask whether such semi-relativistic species are viable DM can-
didates in our Universe. Basically, one needs to satisfy the constraints on the relic density
without violating the bounds from Big Bang Nucleosynthesis (BBN) and the collider con-
straints on the masses and couplings of the new unseen particles. We know for example that
the semi-relativistic species would decouple at xf ' 3, and we also know that Ωχh2 . 0.1.
Using these values we can estimate the equilibrium abundance Yχ,EQ(xf ' 3) ' 10−2. From
this, along with the Ωχh
2, the upper mass bound of the semi-relativistic species can be ob-
tained to be mχ . 100eV , which means it decouples at temperatures O(eV ). The limit on
the effective couplings G ∼ 103GeV −2, is very large. Also, since the particles decouple at a
temperatures of a few eV, they are ultra-relativistic at the time of formation of 4He, thus these
scenarios are highly constrained both from the accelerator and the cosmology view-point.
Is there any possibility to construct realistic physics models? We tried to check this by consid-
ering the limits on the mass and couplings of our semi-relativistic dark matter. Since our dark
matter particle χweighs only 100MeV , it can solely annihilate into a pair of neutrinos. More-
over, the exchange particle would also be light, with a mass . 30MeV if all the couplings are
. 1.
To test the possibility of any realistic new physics model, we thus consider a scenario of the
dark matter particles annihilating into a pair of neutrinos (χχ→ νν). We consider two possi-
bilities of the field χ,
1. Real scalar field,
2. Complex field.
In each of these cases we should see if it is consistent with all BBN bounds and if it’s possible
to have the annihilation into neutrinos via existing Standard Model particles or via a new
intermediate particle.
1. Real scalar field χ: In this case we are at least saved from the BBN constraints, as a
real scalar field adds only one degree of freedom to BBN. Talking about the annihilation
of these particles into a pair of neutrinos, in a renormalizable theory, it would proceed
either via a fermion in the t- or a u- channel, or through boson exchange in s-channel.
• Fermion exchange: The exchanged particle in this case belongs to a SU(2) dou-
blet, if the low energy theory only contains left-handed, SU(2) doublet neutrinos.
The presence of such light SU(2) doublets is excluded by LEP. It’s not yet known
whether neutrinos are Dirac or Majorana particles. If neutrinos are Dirac particles
then the annihilation into a pair of right handed singlet neutrinos via exchange of
a singlet fermion, possibly νR itself is also allowed. However this would demand
νR to be also in thermal equilibrium with the rest of the cosmic soup, increasing
the number of degrees of freedom, which of course conflicts with BBN.
• New particle exchange: If the S-channel annihilation of these χ is considered, it
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can only proceed through another scalar φ. However, a scalar φ can only couple to
νLνR or it’s hermitian conjugate. This would again require νR to be in equilibrium,
conflicting with BBN.
We therefore conclude that such light χ can not be a scalar.
2 Complex field χ: In this case, one needs gχ = 2, which is only marginally compatible
with BBN.
• Fermion exchange: In principle, annihilations into neutrinoswould then take place
via t- or u-channel exchange of an SU(2) singlet. However, then either χ or this
light particle would have to carry a hyper-charge, but then it would have been
produced in Z decays in large amounts.
• New particle exchange: If the complex field χ is either a scalar or aWeyl fermion, it
could couple to a new gauge boson, which in turn would couple to ννL. This new
boson U would contribute three additional degrees of freedom at T & mU . Since
we have already added two degrees of freedom due to χ, consistency with BBN
would require, mU & 1MeV . This in turn would require that the coupling to the
left handed neutrinos to exceed 0.01, assuming a perturbation coupling. By SU(2)
invariance U would have to couple to the left-handed charged lepton with equal
strength as well. The electron andmuonmagnetic moment measurements, exclude
this combination of the mass and coupling by a large margin [36]. The only other
possibility to avoid the magnetic moments is to have these new U particles couple
to the τ lepton, since no analogous measurement exists. However, since the ντ and
νµ mix strongly [38], a gauge invariant model where U couples to ντ but does not
couple to muons is difficult, if not impossible to build.
The above discussion basically demonstrates that semi-relativistic decoupling particles should
not be absolutely stable.
3.5. Alternative usage of semi-relativistic species
If these species are unstable, they will decay. We can thus ask a question, what are the possi-
ble consequences of the decaying semi-relativistic particles. These particles would typically
decay into relativistic particles. Relativistic particles contribute to the entropy density of the
universe. Thus, the abundance of any stable particles in thermal bath Y = n/s, would change
if the entropy s of the system changes. Typically such scenarios are useful to dilute the high
abundance of some unwanted relics in the early Universe [29], [30]. One can think about
the gravitino or neutralino dark matter for example, where these particles (gravitino or neu-
tralino) have a high abundance after their decoupling from the thermal bath. Additional
mechanisms of entropy production after the decoupling of these particles would thus signifi-
cantly alter their final abundance and correspondingly their relic density.
In this section, we consider such a scenario, where the unstable semi-relativistic particles
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would decay into relativistic species increasing the entropy of the universe. We will inves-
tigate what are the differences with respect to the standard entropy production via a non-
relativistic case and whether one can have feasible parameters for producing large entropy,
which is not in conflict with phenomena in the early Universe like the BBN.
3.5.1. Entropy production via decay of non-relativistic species
We first understand the standard processes studied as a source of entropy production in the
early Universe - the out-of-equilibrium7 decay of a non-relativistic species. Let us consider
a non-relativistic and relatively long lived8 particle species ψ that is decoupled and has a
predecay abundance Yi = nψ/s. Since the ψ is non-relativistic, it’s energy contribution to the
total energy density decreases as R−3, but grows relative to the radiation density as R. If it
is sufficiently long lived, it decays while dominating the energy density of the Universe, and
thereby releases a considerable amount of entropy. In order to estimate the amount of entropy
it releases, suppose all the decays occur when t = τ (τ is the mean life time of the ψ). To make
things (even) more interesting, let us assume that its energy density dominates the radiation
present before it decays.
The ψ decays at a time t ∼ H−1 ∼ τ , when the temperature of the Universe is T = TD, and
the energy density of the Universe is ρ ∼ ρψ = s Yim. Just before the ψ decay TD and τ are
related by:9
H2(TD) ≡ H2D ∼ Gρ ∼ YiT 3Dm/m2pl ∼ τ−2. (3.36)
As said before our candidate particles ψ’s decay into relativistic particles that rapidly ther-
malize, yielding a post-decay radiation density ρR. Then, after the ψ’s have decayed,
ρR ∼ g∗T 4RH , (3.37)
which, by energy conservation, must also equal the energy density ρψ just before the decay
phase, H2Dm
2
pl. The ratio of the entropy density per co-moving volume after decay phase to
that before decay is
Safter
Sbefore
≡ g∗R
3 T 3RH
g∗R3 T 3D
∼ g1/4∗ Yimτ
1/2
m2pl
. (3.38)
This mechanism has the following characteristics:
• Out-of-equilibrium decays of long-lived particles can only produce a significant amount
of entropy if the decaying particles dominates the energy density of the Universe prior
to their decays.
• The abundance of the non-relativistically decoupling particles is suppressed by a factor
e−xf , hence their contribution to the energy density is small at decoupling.
• Significant entropy production by the late decay of non-relativistically decoupling par-
7i.e. after the particle has decoupled and has an abundance Y  YEQ
8We need this constraint in order not to spoil BBN.
9Mpl andmpl are related bympl =
√
8piMpl.
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ticles is therefore possible only if they are simultaneously very massive and quite long-
lived.
3.5.2. Entropy production via decay of semi-relativistic species
The question to ask now is, how does the above formalism change if the species decouple
while they are semi-relativistic. To analyze this, we consider the decays of a long-lived semi-
relativistic species. Let us denote the life time of these species to be τχ. For simplicity we
assume that all the particles decay at time td = τχ, an approximation known as instantaneous
decay approximation. While this assumption is not useful to investigate the time dependence
of the entropy (or temperature) for t ∼ τχ, it does reproduce the enhancement factor (i.e.
the entropy) at t  τχ, quite accurately. We assume that χ particles were in full thermal
equilibrium for sufficiently high temperatures in the radiation dominated epoch. When the
temperature decreased to T = TF ' mχ, the χ number density nχ froze out. At decoupling,
χ particles contributed a few percent to the total energy density of the universe; however, as
noted earlier, the ratio of the radiation to the χ energy density decreased by a factor Td/TF =√
tF/τχ between decoupling and decay of the χ; here Td refers to the temperature at time
t = τχ, just prior to χ decay. If τχ  tF , the χ energy density at the time of the χ decay is well
approximated by ρχ,d = mχnχ,d, and dominated over the radiation. In this case, the ratio of
the final entropy density sf after the decay to the initial entropy density si before the decay is
given by [29]
sf
si
= 0.82 g
1/4
∗
mχYχ,dτ
1/2
χ
M
1/2
Pl
, (3.39)
for si  sf . Here Yχ,d = nχ,d/si is proportional to the χ abundance just prior to its decay.
In the light of the BBN prediction of the primordial abundances of the light elements, the χ
lifetime is constrained as τχ . 1 sec [39]. Eqs. 3.22 and 3.39 show that the entropy ratio is
proportional to the relic density Ωχh
2 that χ would have if it were stable. We saw in Fig. 3.2
that for fixed coupling G this quantity is maximal if TF ∼ mχ; more accurately, the maximum
of Ωχh
2 is achieved for xF = 1.8 (2.1) if χ particles annihilate from an S− (P−)wave initial
state. Entropy production by late χ decays is thus most efficient if the χ particles decoupled
semi–relativistically, with their lifetime fixed to the maximal value of ∼ 1 sec.
Analogous to the discussion of the feasibility of semi-relativistic dark matter, now the ques-
tion is, whether there are such particle physics scenarios where the life time of the decoupling
particles is ∼ 1sec and the couplings are within collider constraints.
One simplistic scenario to this extent is constistant with mixing of the sterile neutrino with
the ordinary neutrino. We treat both the mixing angle θ and the mass mχ of the sterile neu-
trino to be free parameter. In ordinary cosmology scenarios, the sterile neutrinos never reach
thermal equilibrium with the rest of the Universe because of the tiny Yukawa coupling with
the Standard Model particles. We however assume that the sterile neutrinos in our case are
in thermal equilibrium in the early Universe. This can be achieved for example by extending
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the sterile neutrino models by adding another hypothetical boson Z ′. Let such a gauge boson
have a coupling gZ′χ with the sterile neutrinos and a coupling gZ′f with the Standard Model
fermions. We assume that the mass of this gauge boson is larger than the χ energy, hence the
annihilation cross-section can be written down as Eq. 3.27, with G = gZ′χgZ′f/m
2
Z . Although
gZ′f andmZ′ are constrained by high energy experiments, gZ′χ can be as large as unity. There-
fore, χ annihilation can be in thermal equilibrium before its semi–relativistic decoupling. The
decoupling occurred at T ∼ mχ ifmχ ' 1 GeV ·
(
3 · 10−9 GeV−2/G)2/3 g1/6∗ .
We see from Eq. 3.39, that the entropy ratios depend on the lifetime of the decaying particles.
So, we need to estimate the lifetime of the decaying sterile neutrino. This depends on its mass,
and has two cases:
• If the mass of the sterile neutrinomχ is smaller than the mass ofW−boson,mχ < MW ,
it decays into three SM fermions10 with the decay width:
Γχ =
(
27− 16 sin2 θw + 80
3
sin4 θw
)
G2Fm
5
χ
192pi3
sin2 θ. (3.40)
• If the sterile neutrino is heavier than the Z−boson (mZ = 91GeV ), mχ > mZ , it decays
predominantly into SM gauge boson and a lepton. It’s decay width is then proportional
tom3χ, and given by
Γχ =
GFm
3
χ
8
√
2pi
[
2
(
1− m
2
W
m2χ
)2(
1 +
2m2W
m2χ
)
+
(
1− m
2
Z
m2χ
)2(
1 +
2m2Z
m2χ
)]
sin2 θ. (3.41)
• In between case wheremW < mχ < mZ , we have
Γχ = 2
GFm
3
χ
8
√
2pi
(
1− m
2
W
m2χ
)2(
1 +
2m2W
m2χ
)
sin2 θ (3.42)
+
(
11− 20 sin2 θw + 80
3
sin4 θw
)
G2Fm
5
χ
192pi3
sin2 θ
Fig. 3.3 shows contours of the entropy increase sf/si due to sterile neutrino decay in the
(1/
√
G, sin θ) plane. We set the freeze–out temperature to xF = 2.1, which maximizes mχYχ,i;
this can be achieved by choosing the massmχ appropriately. The thick line indicates the BBN
limit on the sterile neutrino lifetime, τχ = 1 sec. Eq. 3.39 shows that for given neutrino mass,
the released entropy will be maximal if θ is chosen such that τ reaches this upper limit.
The behavior of the contours in Fig. 3.3 is easy to understand from Eq. 3.39. In the relevant
limit θ  1 and keeping g∗ constant, we have τχ ∝ θ−2m−5χ (θ−2m−3χ ) for mχ < (>) mW .
The entropy ratio thus scales as θ−1m
−3/2
χ ∝ θ−1G (θ−1m−1/2χ ∝ θ−1G1/3) formχ < (>)mW .
Along the τχ = 1 sec contour, the entropy release increases proportional tomχ ∝ G−2/3 both
10We set the fermion mass to zero.
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Figure 3.3.: Contour of the entropy increase sf/si caused by semi–relativistic sterile neutrino decay in the
(1/
√
G, sin θ) plane. We choose mχ such that xF = 2.1. The solid line indicates the BBN limit on the sterile
neutrino lifetime τχ = 1 sec.
for mχ < mW and for mχ > mW . Fig. 3.3 can be extended to even smaller G,i.e. larger Z
′
masses, so long as mχ is smaller than the re–heat temperature after inflation, so that χ was
in thermal equilibrium in the RD epoch. If at the same time θ is decreased so that τχ = 1 sec
remains constant, very large entropy dilution factors could be realized,
sf
si
≤ 103 ·
(
G−1/2
106 GeV
)4/3
. (3.43)
This result is only valid if themixing–induced interactions of χ are not in thermal equilibrium
for T . mχ. Since these interactions are also responsible for χ decay, this assumption is
satisfied whenever τχ  tF ; we saw in the discussion of Eq. 3.39 that this strong inequality is
in any case a condition for significant entropy release from χ decay.
We finally note that for givenmχ the entropy released in χ decays is maximal if G is so small
that χwas ultra–relativistic at decoupling, since this maximizes Yχ,eq(xF ). Again setting τχ =
1 sec by appropriate choice of θ, this yields
sf
si
≤ 104 · mχ
103 GeV
. (3.44)
To conclude,
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• we have derived a new approximation for the thermally averaged annihilation cross-
section of semi-relativistically decoupling particle species. Such an approximationworks
well and reproduces the numerical results up to 2% (0.5%) for S − (P−)wave cases.
• If themodel obeys the collider and cosmology constraints, then such semi-relativistically
decoupling species can not be absolutely stable on cosmic time scales and can not form
the dark matter in our Universe.
• Decaying semi-relativistic species, can however be used to produce a large entropy in
the early Universe. Unlike in the case of decaying non-relativistic species, the semi-
relativistic species can produce a large entropy since the abundance of these species is
not exponentially suppressed.
In this chapter we discusses a second method to study particle physics - cosmology connec-
tions. Given quantitative information about the existance of dark matter at cosmic scales,
trying to construct simplistic particle physics models.
In the next chapter we will look into more cosmologial aspects of dark matter. We will con-
sider the process of dark matter halo formation and ask ourselves can we apply field thoery
methods of particle physics to understand the large scale structure properties of dark matter.
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Halo bias in cosmology
"Space," it says, "is big. Really big. You just won’t believe how vastly, hugely, mindbogglingly big
it is. I mean, you may think it’s a long way down the road to the chemist’s, but that’s just peanuts to
space, listen. . . "
4.1. Introduction
Exploring the particle physics properties of dark matter and trying to identify the candidate
both at the colliders and at the cosmic levels is a very interesting task. However, this dark
matter, which forms ≈ 20% of the energy budget of the Universe [23], also played a very
important role in the structure formation of the Universe. The dark matter first formed grav-
itational potential wells into which baryons later fell and formed galaxies. Given this fact, do
we understand the formation of structure in particular the dark matter haloes on large scales?
This is a complicated question to answer. Qualitatively, we analyze it in the following way.
The Large Scale Structure we observe today is believed to be an outcome of the quantum
fluctuations in the early Universe. These fluctuations were introduced to all matter density
fields in the Universe, the baryonic matter and the dark matter. However, the fluctuations in
the dark matter and baryonic matter did not evolve in the same way. Their evolution in the
radiation and matter dominated era can be qualitatively described as follows 1:
• In the radiation dominated era, the fluctuations inside the horizon scale were prevented
from growing, while those outside continued to grow.
• During the matter dominated era, the fluctuations on all length scales grew irrespective
of whether they were inside or outside the horizon. One of themost important phenom-
ena after thematter dominated epochwas the recombination. During the recombination
phase, the electrons and protons in the Universe combined to form neutral hydrogen.
In between the matter domination and recombination era, the dark matter fluctuations
grew, while the fluctuations in baryons did not.
• After the recombination, the baryons fell into the potential wells of dark matter haloes
1This is only a very qualitative discussion. Details of why should fluctuations in darkmatter and baryonic matter
react different are beyond the scope of this thesis. For further details refer to [40], [41]
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to form the galaxies and structure in the Universe as we see them today.
Can we mathematically study the evolution of these fluctuations? With the help of today’s
computing power, it’s possible to simulate these from very large scales or small momenta
(where CMB occurs) up to very small scales or large momenta (where galaxies/galaxy clus-
ters formation takes place) [42], [43]. Note that the distances and momentum scales are
Fourier transforms of each other. A large scale means smaller momentum and vice-versa.
Throughout this chapter we will be switching between distance and momentum scales. Until
recently, the analytical methods were only powerful to predict the evolution of these pertur-
bations on very large scales. This is because at very large scales, (or at very early times), these
fluctuations were small and one could treat the equations describing the evolutions in the lim-
iting case. As described above, on smaller scales however, the acoustic oscillations formed.
These have potential to constrain the expansion history of the Universe and are particularly
sensitive to the equation of state of Dark Energy. Current generation Large-Scale surveys will
probe these length scales and hence we need to be prepared better on the theoretical side to
interpret the results.
Can we analytically understand the evolution of these fluctuations at all scales? When the
perturbations in the dark matter density field evolve, dark matter halo formation takes place.
How do these haloes evolve as compared to the underlying dark matter density field evolu-
tion? Are there analytical ways to describe such a phenomena?
Before going ahead and estimating the answers to the above questions, one can as well ask,
why are we interested in finding analytical solutions to the evolution equations if one can
make numerical studies? The answer is two-fold. Firstly, because the numerical simulations
take a lot of computing power and it is very time consuming and expensive to make a sim-
ulation for every cosmology model; secondly, current generation satellite surveys will probe
the length scales not accessible by linear theory of structure formation [44], [46], [45]. Both,
from the point of view of saving the costs and understanding the results of the surveys it
is important that we understand the evolution of density fluctuations at non-linear scales.
As explained above, these length scalescontain important information about the expansion
history of the Universe.
Since dark matter haloes play a major role in the structure formation of the Universe, un-
derstanding their evolution analytically is a major step towards understanding overall LSS.
Thus, predicting the evolution of dark matter haloes at non-linear scales is another aspect of
the interplay between cosmology and particle physics. More interestingly, such an evolution
can be very well described via techniques in classical field theory and concepts similar to
Feynman diagrams in particle physics. So one can say, in this work we are transferring the
methods of particle physics to cosmology and understanding the role of dark matter in the
Universe; yet another way to explore the cosmology-particle physics connection.
This part of work is organized as follows: First we review standard techniques of studying
structure formation, then we cover the new methods to predict the evolution of the matter
density perturbations at non-linear scales. The third section will be used to propose a simple
model using which we want to describe the evolution of the dark matter haloes. Finally, we
compare the results with the simulations from where we extract the intial conditions to see if
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our model and assumptions really match with the simulations.
4.2. Linear perturbation theory in cosmology
In order to describe the evolution of the equations, we concentrate on matter only and hence
set the pressure to be zero. Therefore, the corresponding equations are valid only in the
matter-dominated or Λ dominated era. We make several other assumptions which are listed
below:
• We intend to use Newtonian description of the space time, hence we consider pertur-
bations on scales which are smaller than the horizon scale at the given epoch, since the
latter indicates non-flat curvature of the space-time.
• We treat matter as a fluid, an assumption that will break down at small scales, or at late
times, since the dark matter in the Universe is collision-less.
Given the above assumptions, for a matter density field ρ(x, t) and the velocity field u(x, t) in
co-moving co-ordinates x, three equations describe their evolution in the Universe, continuity
equation, the Euler equation and the Poisson equation.
∂ρ
∂t
+
3a˙
a
ρ+
1
a
∇(ρ ·u) = 0, (Continuity), (4.1)
∂u
∂t
+
a˙
a
u+
1
a
(u.∇)u = −1
a
∇φ, (Euler), (4.2)
∇2φ = 3H
2Ωm
2a
ρ, (Poisson), (4.3)
Ωm encodes thematter density of the cosmology, in particularΩm = 1 corresponds to Einstein-
de Sitter (EdS) cosmology. The continuity Eq. 4.1 describes the conservation of matter: the
density changes due to diverging or converging mass flux ρu. The Euler equation is the equa-
tion of motion for fluids. The left hand side of Eq. 4.2 is the Lagrangian derivative of the fluid
velocity, i.e. the change of fluid velocity as measured by an observer who follows the flow.
This change of flow velocity is caused by the acceleration, which in the absence of pressure is
provided solely by the gravitational acceleration −∇φ.
The above system of Eqs. 4.1-4.3, describes the evolution of the matter density field and the
corresponding velocity field. We see that these equations are coupled non-linear equations
and can in general be used to numerically simulate the evolution of the early universe. In or-
der to have any analytical treatment possible, we aim at understanding the evolution of only
the perturbations in the matter density and the velocity fields. To this extent we introduce the
perturbations in the density field:
δ(x, t) =
ρˆ(x, t)− ρ(t)
ρ(t)
(4.4)
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and in the velocity field,
u(r, t) = a˙x+ v(x, t). (4.5)
With this, the Eqs. 4.1-4.3 become:
∂v
∂t
+
a˙
a
v +
1
a
(v.∇)v = 1
a
∇φ (4.6)
∂δ
∂t
+
1
a
∇. [(1 + δ) v] = 0 (4.7)
∇2φ = 3H
2Ωm
2a
δ (4.8)
Note that these equations are still non-linear. In order to further simplify them we assume
that the density perturbations are small, meaning δ  1. From this point on, the validity of
these equations become limited. They can only be applied at very large scales, or to very early
stages of the Universe. As we come to smaller and smaller length scales, the condition δ  1
does not remain valid as the perturbations grow. We will see this mathematically in a while.
Assuming δ  1, we can neglect all the higher order terms in δ. This procedure is known as
linearizing the equations. The linear equations now are:
∂δ
∂t
+
1
a
∇.v = 0 (4.9)
∂v
∂t
+
a˙
a
v = −1
a
∇φ (4.10)
The above Eqs. 4.8, 4.9, 4.10 can now be combined to derive a single equation,
∂2δ
∂t2
+
2a˙
a
∂δ
∂t
− 3H
2Ωm
2a3
δ = 0 (4.11)
This is a simple second order differential equation. We can write down the general solution
in EdS universe as:
δ(x, t) = D+(t)∆+(x) +D−(t)∆−(x) (4.12)
whereD± are two linearly independent solutions given by:
D+ =
(
t
t0
)2/3
= a(t) growing, (4.13)
D− =
(
t
t0
)−1
= a−3/2(t) decaying (4.14)
Hence, D+ grows with cosmic time (or with the scale factor), whereas D− is a decreasing
function. Thus, if at some early time both modes were present the D− mode would have
died away quickly. Therefore only the growing mode is relevant for the structure formation.
Now we know the evolution of the density perturbation with time in the matter dominated
era. But, in order to predict the current density perturbations, we need to know what are
the initial conditions. What were the density fluctuations at early time? In other words, can
we characterize the function δ(x, t)? The answer to this question is unclear. Since these are
believed to be quantum fluctuations, we can not expect any physical theory to characterize
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these fluctuations at early times. We can however hope to predict the statistical properties of
these fluctuations. If we were having many universes to observe, we would have made a lot
of observations and done the statistical analysis of the initial conditions. However, we have
only one universe2 and the best we can do is to ask the question how strongly two points
in the sky are co-related with each other. In other words, what is the possibility that a high
density fluctuation at one point, implies a strong fluctuation at another point? In terms of
observations let’s ask what is the chance that the existance of a galaxy at one point in the
Universe implies presence of another at some other point?3
Of course, we can ask why should only a two point function be considered, why not three or
even a generic n-point correlation function? It turns out that this is not a completely mean-
ingless question. For example, the power-spectrum is defined as
〈δ(k, τ)δ(k′ , τ)〉 ≡ δD(k+ k′)P (k, τ). (4.15)
The trispectrum, which is a three point correlation function is defined as,
〈δ(k, τ)δ(k′ , τ)δ(k′′, τ)〉 ≡ δD(k+ k′ + k′′)Babc(k,k′,k′′, τ), (4.16)
with
δ(k, τ) =
1
(2pi)3
∫
d3r δ(x, τ)eik.x, (4.17)
the Fourier transform of the density perturbations. In a similar philosophy, one can define a
n-point correlation function as well.
Since we do not have any idea about the initial density fluctuations δ(x, t) we can assume
them to be a Gaussian random field4 for simplicity. At this point, the idea of correlation
functions for density perturbations acquire several interesting characteristics.
• Once the initial power spectrum has been defined, the combination of the evolution of
the fluctuations and the Gaussian density fields completely describe the density field in
the Universe.
• At early times all relevant length scales are much larger than the horizon scales size,
there is no characteristic scale in units of which k can be measured. The only mathemat-
ical function which does not require specification of the length scale is a power law. We
therefore expect the power spectrum to be a power law of the form
θ(k, τ)Pδ(k) = k
ns (4.18)
So, we expect the initial power spectrum of density fluctuations to be a power law.
2Just because I am not thinking about multi-verse at this point!
3Please note that, this is just a rough analogy. In practice, relating galaxy spectrum to the matter power spectrum
involves many complications like non-linearities, bias, redshift space distortions and non-gaussianities.
4The assumption that the fields are Gaussian is questionable, and detecting the presence of non-gaussianity is
one of the hot topics in cosmology these days! [66]
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Figure 4.1.: The linear matter power spectrum obtained from CAMB for ΛCDM Universe at different redshifts.
• It can also be shown that the power spectrum
P (k, a) ∝ D2+(a) (4.19)
as long as linear perturbation theory applies. Thus, the power spectrum is predicted
from theory, up to an overall normalization scale. Fig. 4.1 shows the linear matter power
spectrum obtained using the online tool CAMB [67]. Since the linear matter power spec-
trum is proportional to the growth function, we can see how at different redshifts the
spectra differs in amplitude. It also shows the power law nature of the power spectrum.
4.3. Predicting non-linear matter power-spectrum
The above described formalism predicts the power spectrum up to scales k ≈ 0.1h Mpc−1,
considered as a linear regime. Between k ∼ 0.1 up to k ∼ 0.5h Mpc−1 is considered to be
mildly non-linear regime. The acoustic oscillations fall in this regime.
Is there any possibility to go beyond the analytical linear treatment of structure formation
and predict the evolution of a non-linear power spectrum? Since we have interpreted the
density and velocity fluctuations as classical Gaussian random fields, can we use some of the
techniques of the classical field theory to compute the higher (hence potentially non-linear)
orders of power spectrum? The answer is partially yes. In the following section we will
briefly review such techniques and understand their validity.
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Renormalized cosmological perturbation theory
Webegin from Eqs. 4.6-4.8. First we redefine our time as τ =
∫
dt/a hence theHubble constant
becoming H ≡ d ln a/dτ . Eqs. 4.6-4.8 thus modify as:
∂ δm
∂ τ
+∇ · [(1 + δm)v] = 0 ,
∂ v
∂ τ
+Hv + (v ·∇)v = −∇φ ,
∇2φ = 3
2
H2 Ωm δm . (4.20)
We work in EdS space-time and set Ωm = 1. Defining the velocity divergence θ(x, τ) =
∇.v(x, τ) and going to Fourier space,
∂δ(k, τ)
∂τ
+ θ(k, τ) +
∫
d3q d3p δD(k− q− p) α(q,p) θ(q, τ) δ(p, τ) = 0
(4.21)
∂θ(k, τ)
∂τ
+Hθ(k, τ) + 3
2
H2δ(k, τ) +
∫
d3q d3p δD(k− q− p) β(q,p) θ(q, τ) θ(p, τ) = 0
(4.22)
The non-locality and non-linearity of the Vlasov equation survives in two functions
α(p,q) =
(p+ q).p
p2
, β(p,q) =
(p+ q)2p.q
2p2q2
(4.23)
which couple different modes of density and velocity fluctuations. We can try and see if one
can retrieve the results of linear theory if the mode-mode coupling is absent. For this the
terms specifying mode-mode coupling α(p,q) and β(q,p) are set to zero. We obtain
δ(k, τ) = δ(k, τi)
(
a(τ)
a(τi)
)
, (4.24)
−θ(k, τ)H = mδ(k, τ), (m = 1,−3/2), (4.25)
where we see that we have re-derived the growing (m = 1) and decaying mode (m = 3/2) of
the linear equations descried previously in Eqs. 4.13-4.14. As a further attempt to compactify
the above Eqs. 4.21-4.22 we introduce the doublet(
φ1(k, η)
φ2(k, η)
)
≡ e−η
(
δ(k, η)
−θ(k, η)/H
)
(4.26)
where the time variable has been replaced by the logarithm of the scale factor,
η = log
a
ain
, (4.27)
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ain being the scale factor at a conveniently remote epoch, where all the relevant scales are well
inside the linear regime. Then, we define a vertex function, γabc(k,p,q) (a, b, c = 1, 2) whose
only non-vanishing components are
γ121(k,p,q) =
1
2
δ(k+ p+ q)α(p,q), (4.28)
γ222(k,p,q) = δ(k + p+ q)β(p,q) (4.29)
and γ121(k,p,q) = γ112(k,q,p). The two Eqs. 4.21-4.22 are now rewritten as
(δab∂η +Ωab)φb(k, η) = e
ηγabc(k,−p,−q)φb(p, η)φc(q, η) (4.30)
with
Ω =

 1 − 1
−3/2 3/2

 (4.31)
where, repeated indices/momenta are summed/integrated over. The aim of this exercise is to
attempt an equivalent formalism to field theory for the cosmic perturbations. We have already
defined vertex function, the other building blocks for field theory is the retarded propagator,
the operator giving the evolution of the field φa from ηb to ηa.
φ0a(k, ηa) = gab(ηa, ηb)φ
0
b(k, ηb), (ηa > ηb) (4.32)
where the subscript ′0′ indicates solutions of the linear equations (obtained in the eηγabc → 0
limit). The propagator gab(ηa, ηb) can be explicitly computed by solving the equation
(δab∂ηa +Ωab) gab(ηa, ηb) = δacδD(ηa − ηb) (4.33)
with the casual boundary conditions, getting
gab(ηa, ηb) =
[
B+Ae−5/2(ηa−ηb)
]
ab
θ(ηa − ηb) (4.34)
with θ the step function, and
B =
1
5

 3 2
3 2

 A = 1
5

 2 − 2
−3 3

 (4.35)
The growing (φa ∝ constant) and the decaying (φa ∝ e−5/2ηa ) modes can be selected by
considering initial fields φa proportional to
ua =
(
1
1
)
, va =
(
1
−3/2
)
(4.36)
respectively. It is easy to identify Eq. 4.30 as equation of motion and we have already defined
the basic blocks of field theory the vertex and the propagator, we can as well write down the
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action as:
S =
∫
dη
[
χa(−k, η)(δab∂η +Ωab)φb(k, η) − eηγabc(−k,−p,−q)χa(k, η)φb(p; η)φc(q, η)
]
.
(4.37)
The introduction of the auxiliary field χa is required by the bilinear term being first order
in ’time’ derivative ∂η. A term of the form φb∂ηφa would vanish upon integration by parts.
The system being classical, the probability of having a field φa(ηf ) at time ηf starting with an
initial condition φa(0) is a (functional) delta function.
P [φa(ηf );φa(0)] = δ
[
φa(ηf )− φa[ηf ;φa(0)]
]
, (4.38)
where φa[ηf ;φa(0)] is the solution to the equation of motion Eq. 4.30 with initial condition
φa(0). Using the action in Eq. 4.37, the delta function can be given a path integral representa-
tion
P [φa(ηf );φa(0)] = N
∫
D′′φaDχbeiS , (4.39)
where the double prime on the measure for φa means that it is kept fixed at the two extrema
η = 0 and η = ηf . We set N , the normalization to be unity. In order to get to the generating
functional now, the usual procedure is to define the sources and sum over all possible states.
This leads to
Z [Ja,Kb;φa(0)] ≡
∫
Dφa(ηf )
∫
D′′φaDχb (4.40)
×exp
{
i
∫ ηf
0
dηχa(δab∂η +Ωab)φb − eηγabcχaφbφc + Jaφa +Kaχa
}
.
Finally, since we are interested in statistical systems, we average the probabilities over the
initial conditions with a statistical weight function for the physical fields φa(0),
Z
[
Ja,Kb;C
′s
]
=
∫
Dφa(0)W [φa(0), C ′s]Z[Ja,Kb;φa(0)]. (4.41)
In general the initial weight can be expressed as the initial n-point correlations as
W [φa(0), C
′s] = exp
{
− φa(k, 0)Ca(k)− φa(k1, 0)Cab(k1 ·k2)φb(k2, 0) (4.42)
+ φa(k1, 0)φb(k2, 0)φc(k3, 0)Cabc(k1,k2,k3) + . . .
}
In the case of Gaussian initial conditions, the weight function reduces to
W [φa(0), Cab] = exp
{1
2
φa(k, 0)Cab(k)φb(−k, 0)
}
(4.43)
where
C−1ab (k) = P
0
ab(k) ≡ ωaωbP 0(k), (4.44)
where P 0(k) is the initial power spectrum and the two-component vector ωa is a combination
of ua and va describing initial mixture of growing and decaying modes. Do we recover the
results of the linear theory in the limit eηγabc → 0? We can set this term to zero in Eq. 4.37.
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Performing the χa integration, the
∫ Dφa(ηf )D′′φa and in the end the φa(0) integration leads
us to the result
Z0[Ja,Kb;P
0] = exp
{
−
∫
dηadηb
[1
2
Ja(k, ηa)P
L
ab(k; ηa, ηb)Jb(−k, ηb) (4.45)
+ iJa(k, ηa)gab(ηa, ηb)Kb(−k, ηb)
]}
,
where PLab is the power spectrum evolved at the linear order,
PLab(k; ηa, ηb) = gac(ηa, 0)gbd(ηb, 0)P
0
cd(k) (4.46)
with the matrix
P 0(k) =

 Pmm(k) Pmθ(k)
Pθm(k) Pθθ(k)

 ≡

 P 0(k) P 0(k)
P 0(k) P 0(k)

 (4.47)
From this point on, one can derive results of linear theory.
• Power spectrum: The power spectrum given by the expression
〈φa(k, ηa)φb(k′, ηb)〉 ≡ δ(k + k′)Pab(k; ηa, ηb) (4.48)
is given at the linear order by double derivative of Z0 with respect to the source Ja,
(−i)2
Z0
δ2Z0[Ja,Kb;P
0]
δJa(k, ηa)δJb(k′, ηb)
∣∣∣
Ja,Ka=0
= δ(k + k′)PLab(k; ηa, ηb). (4.49)
• Retarded propagator: The cross-derivative gives the retarded propagator
δ(k + k′)gab(ηa, ηb) =
i
Z0
δ2Z0[Ja,Kb;P
0]
δJa(k, ηa)δKb(k′, ηb)
∣∣∣
Ja,Kb=0
(4.50)
We have hence seen that by treating the density δ and velocity perturbations v as contin-
uous fields, one can obtain a classical field theory formalism. This formalism correctly
reduces to the results of linear theory in the limiting cases. At the same time, it retains
all the effects of non-linearities (in other words mode-mode couplings) in it’s vertex.
Turning the interaction on, the generating function can be written as
Z[Ja,Kb;P
0] = exp
{
− i
∫
dηeηγabc
( −iδ
δKa
−iδ
δJb
−iδ
δJc
)}
Z0[Ja,Kb;P
0], (4.51)
with Z0 given by expression 4.46. We have thus completed our theoretical discussion of the
formalism. From the above Eq. 4.51 one can read off the Feynman diagrams.5 The vertex,
5Please note that the word Feynman diagram shouldn’t be taken in the usual sense of quantum field theory. In
the current case, there is no quantum effect and there are no quantum corrections as well.
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Figure 4.2.: The Feynman rules for the cosmic perturbations. The dashed lines represent χa while the
continuous lines describe the φa fields.
propagator and the power spectrum is given in the Fig. 4.3. The dashed lines represent χa
while the continuous lines describe the φa fields.
The Eq. 4.51 is also equivalent to
Z[Ja,Kb;P
0] =
∫
DφaDχbexp
{
− i
∫
dηeηχaP
0
abδ(ηa)δ(ηb)χb (4.52)
+ i
∫
dη[χag
−1
ab φb − eηγabcχaφbφc + Jaφa + iKbχb]
}
.
Since we have written down a field theory description for the cosmic perturbations, we are
now ready to ask the standard questions in field theory:
• What happens when higher loop contributions are taken into account? In this case it
would be equivalent to gluing two tree level diagrams together.
• Canwe take into account all possible diagrams at any given loop order and resum them?
• Since we are interested in predicting a non-linear power spectrum given the linear
power spectrum, in principle, the problem is equivalent to finding out low energy the-
ory given a high energy one. The equivalent of energy here being the momentum scales
or the length scales in the Universe. Can we then use something similar to renormaliza-
tion group equations?
We answer above questions one by one as follows,
• Higher order corrections: Working in the regime of classical field theory, it’s perfectly
possible to glue two tree level diagrams and compute corrections to the linear power
spectrum. In-fact this is how one intends to predict the non-linear power spectrum. It
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has been shown [55, 71], the loop corrections via such methods can predict the power
spectrum reasonably valid up tomildly non-linear scales. Amore serious issue however
is the fact that for the propagator at nth order the corrections diverge as k2n. Since the
power spectrum at non-linear scales can be obtained by using Eq. 4.486, the non-linear
power spectrum also diverges.
• Resummations: The presence of divergence at any loop order naturally leads us to the
question, whether one can resum the contributions at a fixed order and attain something
more useful. This turns out to be an encouraging step, as it has been shown [71] that we
can resum the contributions at a fixed order and the propagator exponentially drops to
zero as opposed to diverging. This can be physically interpreted. Since at late times, the
non-linear effect set in, the propagator loses the memory of initial fluctuations.
• Renormalization group equation: Abetterway of treating the problem is towrite down
a renormalization group equation starting with Eq. 4.53. This approach is most robust
at mildly non-linear scales. It has been shown [71] to be accurately agreeing with the
matter power spectrum obtained from simulations.
A much better approach was later proposed [79], now known as time renormalization group
(TR). In this case, instead of first calculating the loop propagator, then resuming it in order
to capture all the loop effects, the integral was done straight away. Apart from mathematical
simplicity of this approach, the underlying physics is identical to the discussion before.
Hence it seems to be possible to analytically obtain the power spectrum at least at mildly
non-linear scales given an initial distribution of dark matter . However, even if we constrain
ourselves to the simulations, the dark matter density distribution is not the observable. What
one can observe is the final dark matter haloes. As mentioned before, the formation of dark
matter haloes is a non-trivial process. Simplistically speaking, when the ratio of the initial
density fluctuations to the average density exceeds some value, the dark matter halo forma-
tion takes place. In other words, not all the matter perturbations result in the final dark matter
haloes. This is called bias. Fig. 4.3 illustrates a specific model of formation of the dark matter
haloes. So, basically, observing the final dark matter haloes need not map the entire initial
density fluctuations until the evolution of the bias is known. Bias b in other words is the func-
tional relationship between the dark matter halo density fluctuations δm to the dark matter
density fluctuations δh, δh ≡ f(δm). Inmost cases it is expressed as δh(k) = b1δm(k)+b2δ2m(k)7,
where b1, b2 are known as bias coefficients.
It is however unclear whether this bias is scale-dependent or constant, also whether it de-
pends on galaxy types or other properties of the galaxies. It is however known that the bias
coefficient b varies with the halo mass [76]. A number of authors have used the power spec-
trum statistics to explore the scale dependence of galaxy biasing based on numerical simula-
tions [53], [86], [65], [69], [68], [77]) or analytical calculations [85], [83], [64], [87]. stemming
from either perturbation theory or the halo model for the large-scale structure (see [54] for a
review).
6We neglect the vertex corrections at this point.
7Also known as local bias model
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δ=νσ
δ
x
Figure 4.3.: The sketch represents a particular model of halo formation [90]. Let the one dimensional
density profile of matter be specified by the solid curve, which results from a superposition of a large-
scale (represented by a dashed curve) and a small scale fluctuation. The density threshold for the
formation of a darkmatter halo is indicated by the straight line, and the halo that formwill be localized
at the positions indicated by the arrows. Obviously, the locations of the haloes are highly correlate;
they form only near the peaks of the large-scale fluctuation. We see that not all the density fluctuations
result into the dark matter haloes.
The numerical value of the coefficient is determined by two different processes:
• Lagrangian biasing: Haloes formation out of highly biased regions in the linear density
field
• Lagrangian to Eulerian passage: the motion of haloes as they are accelerated towards
densest regions of large-scale structure by gravity.
Fig. 4.4 illustrates the above said processes of Lagrangian biasing and Lagrangian to Eulerian
passage.
Moreover, the dark matter density fluctuations and the halo fields are coupled to each other
under gravity. Hence their evolution should be solved simultaneously. All these processes
make the formation and evolution of haloes and hence the investigation of the bias evolution,
a highly complicated phenomena. The question we then asked was: given an initial model
for the bias of the dark matter haloes, can we predict the final bias using the renormalization
group equations?
4.4. Including dark matter haloes in perturbation theory
Extending the previously described field theory formalism has two obvious problems.
• dark matter haloes undergo a lot of interactions from the time of their formation until
today, processes like merger for example. Thus, given a final observable dark matter
halo, how do we trace back the initial halo?
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Figure 4.4.: A sketch representing Lagrangian biasing and Lagrangian to Eulerian passage. The proto-
haloes identified in the initial conditions undergo dynamical changes over a period of time. This region
will later on collapse to form the final haloes at the zid. [91]
• Second, the matter density field is continuous and thus can be treated as a fluid. The set
of Eqs. 4.1-4.3 are then applicable. The dark matter haloes are obviously not continuous.
Also since they undergo processes like merger, can the conservation equations still be
applicable? Can one still describe the dark matter haloes as a fluid?
The answer to both of these questions is yes. Let us consider a set of dark matter haloes
identified at a given redshift zid according to some predefined criterion. The material that
forms haloes can be tracked back to its initial position in the linear over-density field at z →
∞. We dub each of these regions as proto-halo. In other words a proto-halo is a region of
space that will collapse to form a halo at redshift zid.
4.4.1. Distribution of dark matter haloes
Let us now follow the evolution of a proto-halo over cosmic time in Eulerian space. Basi-
cally its shape and topology will be distorted (proto-haloes will first fragment into smaller
substructures that will later merge to form the final halo) and its overall volume will be com-
pressed while its centre of mass will move along a given trajectory determined by the mass
density field via gravity.
On scales much larger than the characteristic size of (and separation between) the proto-
haloes, the density fluctuations traced by the centre-of-mass trajectories can be describedwith
a continuous over-density field δh(x, τ |zid). Note that while τ labels conformal time along the
trajectories, zid is just a tag that identifies the halo population. Unlike real haloes that undergo
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merging, by construction proto-haloes always preserve their identity. Their total number is
therefore conserved over time and we can write a continuity equation for their number den-
sity:
∂δh
∂τ
+∇ · [(1 + δh)vh] = 0 . (4.53)
Similarly the equation for these proto-haloes can be written as
∂ vh
∂ τ
+Hvh + (vh · ∇)vh = −∇φ , (4.54)
where the gravitational potential is the same as in Eq. 4.3. Note that if vh matches v in the
initial conditions then it will always do. On the contrary, any initial velocity bias between
proto-halos and matter will be progressively erased by the gravitational acceleration.
Thus, given suitable initial conditions for δh and vh at τ → 0 (i.e. a prescription for the
Lagrangian biasing of proto-haloes), we can in principle use Eqs. 4.53 and 4.54 to follow the
clustering evolution of the proto-halo population at all times. We are particularly interested
in the solution of the fluid equations at the special time τ that corresponds to zid. In fact this
solution has a particular physical meaning as it gives the density and velocity fields of the
actual dark matter haloes.
4.4.2. Growth of matter and halo perturbations
The system 4.20 is now extended by the inclusion of Eq. 4.53 and Eq. 4.54. We define a quadru-
plet ϕa (a = 1, 2, 3, 4) 

ϕ1(k, η)
ϕ2(k, η)
ϕ3(k, η)
ϕ4(k, η)

 ≡ e−η


δm(k, η)
−θ(k, η)/(Hf+)
δh(k, η)
−θh(k, η)/(Hf+)

 , (4.55)
in such a way that Eq. 4.30 still holds, but with indices running from 1 to 4. There are three
more non-vanishing elements of the vertex γ343(k, p, q) = γ334(k, q, p) = γ121(k, p, q) and
γ444(k, q, p) = γ222(k, p, q), and the 4× 4 Ωmatrix is
Ω =


1 −1 0 0
−3
2
3
2
0 0
0 0 1 −1
−3
2
0 0
3
2

 . (4.56)
From the definition in Eq. 4.48, with a = 1, 2, 3, 4, we get a 4 × 4matrix for power spectrum;
in the following, we will focus on the matter power spectrum P11 and the matter-halo cross
spectrum P13.
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h σ8 ns Ωm Ωb ΩΛ
0.701 0.817 0.96 0.279 0.0462 0.721
Table 4.1.: Cosmological parameters of the simulation
4.5. Initial conditions
To gain insight into the properties of proto-haloes (and, later, to test our results at z = 0), we
use one high-resolution N-body simulation extracted from the suite presented by Pillepich et
al. (2010) [80]. This contains 10243 dark matter particles within a periodic cubic box with a
side of Lbox = 1200h
−1 Mpc and follows the formation of structure in a ΛCDM model with
Gaussian initial conditions and cosmological parameters given in table 4.1.
Proto-haloes are identified by tracing the positions of the particles forming a halo at z = 0
back to the linear density field. The centre of mass of each proto-halo is used as a proxy for
its spatial location. Similarly, the mass weighted linear velocity gives the proto-halo velocity.
We only consider haloes containing more than 100 particles (i.e. with mass M > 1.24 ×
1013h−1M) and we split them into four mass bins to keep track of their different clustering
properties. The corresponding mass ranges and the total number of haloes in each bin are
given in Table 4.5.1, along with an estimate of the highest wave-vector up to which the fluid
approximation for haloes holds. This value is determined by the number of haloes we require
to be in a volume element to consider them as a fluid, and we set this number to 30. On
smaller scales, this assumption breaks down, therefore we will look at results in the specified
range, which, of course, decreases as the mass of the haloes increases. In the plots that will be
shown in Section 4.8 the limit to which we can trust our model will be represented by vertical
black dotted lines.
Power spectra have been computed using FFT. In order to avoid uncertain shot-noise8 correc-
tions for the haloes, we only consider their cross spectra with the matter density field.
4.5.1. Model for initial halo bias
Concerning the matter density, the initial conditions are given by the linear theory which di-
rectly follows from the adopted cosmological model (transfer function) and the statistics of
primordial perturbations (spectral index, Gaussianity). In contrast, for the dark matter halos,
we can follow two different approaches: (i) extract the relevant information directly from the
simulation or (ii) use a model for the Lagrangian bias of the halos. The latter option offers a
8Shot-noise is essentially an effect of considering descrete objects like haloes to be continuous fields. At some
arbitrary small volume, there will not be enough objects left to give us required statistics. For the halo halo
case this is a serious problem as there are no proper estimates of shot-noise. For further details regarding
shot-noise refer to [72]. It should also be noted that the halo matter cross spectrum also suffers from shot noise
but at a much smaller level as matter density fields are really continuous as opposed to halo. So, instead of
accounting for two halo fields, both of which will contribute to the shot noise term in correlation function, we
have to treat only one.
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number of advantages. First, it allows us to make general predictions independently of the
simulation specifics. Second, it allows us to include halo bi-spectra in our formalism (while
it would be extremely demanding and time consuming to compute all possible triangular
configurations from the simulation). For these reasons we will present below a model for the
bias of the proto-haloes. Note, however, that any lack of accuracy of the adopted Lagrangian
biasing scheme will propagate through the time evolution of our model and contribute to the
imprecision of its final results. Therefore, in order to test the accuracy of our evolutionary
equations alone, we will also extract initial conditions directly from the simulation and com-
pare the corresponding outcome of the evolution model with the statistics of the simulated
haloes at z = 0.
Let us consider the over-density of proto-haloes in Lagrangian space δh(q) and the corre-
spondingmass-density fluctuation δm(q). We assume that their Fourier transforms are linked
by the expression:
δh(k) = (b1 + b2 · k2) δm(k), (4.57)
which corresponds to a non-local relation in real space. This form was first proposed by [73]
and describes the clustering of linear density peaks [57]. In this case, the initial conditions for
P33 and P13 are:
P33(k) = (b1 + b2k
2)2P11(k)e
−k2R2 ,
P13(k) = (b1 + b2k
2)P11(k)e
−k2R2/2 , (4.58)
where the exponential functions account for the finite size of the density peaks correspond-
ing to a given halo mass. We find that the expression above accurately describes the cross-
spectrum of proto-haloes and matter in our N-body simulation when b1, b2 and R are treated
as fitting parameters (see [61] for further details). In Table 4.5.1 we quote, for each halo-mass
bin, the parameters b1, b2 and R that best fit the simulation data using Eq. 4.58. Where the
linear matter power spectrum P11 is computed using the CAMB online tool [67].
Whereas Gaussianity is a good approximation for the linear matter distribution, fluctuations
in the halo counts are non-Gaussian even in the initial conditions. We can quantify their level
of non-Gaussianity in terms of their auto and cross bi-spectra that, using Eq. 4.57, can all be
reduced to one of the following forms:
B333(k1,k2,k3) = (b1 + b2k
2
1)(b1 + b2k
2
2)(b1 + b2k
2
3)Bm(k1,k2,k3) ,
B133 (k1,k2,k3) = (b1 + b2k
2
2)(b1 + b2k
2
3)Bm(k1,k2,k3) ,
B113(k1,k2,k3) = (b1 + b2k
2
3)Bm(k1,k2,k3) , (4.59)
where the matter bi-spectrum Bm(k1,k2,k3) is computed using the tree-level expression of
the standard perturbation theory,
Bm(k1,k2,k3) = 2
[
1
2
+
1
2
(
k1
k2
+
k2
k1
)
µ12 +
1
2
µ212
]
P11(k1, zin)P11(k2, zin) + cycl. , (4.60)
with µ12 ≡ k1 ·k2k1k2 .
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Bin Mass range # haloes kmax b1 b2 R
(1013M/h) (Mpc
−1 h) (Mpc2 h−2) (Mpch−1)
Bin 1 1.24 − 1.8 202948 0.24 7.28 ± 0.38 422 ± 102 2.7 ± 0.8
Bin 2 1.8− 3.4 211305 0.24 14.2 ± 0.4 356± 84 2.1 ± 0.7
Bin 3 3.4− 10 150105 0.22 25.9 ± 0.4 708 ± 103 2.9 ± 0.4
Bin 4 > 10 48985 0.15 66.2 ± 1.3 1025 ± 401 3.5 ± 0.8
Table 4.2.: Mass range and number of the haloes in the four bins.
In order to solve our evolutionary equations, we need to know also the linear velocity field
of proto-haloes. In principle, the way the haloes are biased against the underlying matter
density field, we have no reason to assume that the matter velocity will coincide with the
halo velocity. In order to simplify the matters we follow [58] and define the bias between the
halo velocity and matter velocity fields as θh(k) ≡ bv(k)θm(k) [58]. It follows that we can
write:
P44(k) = bv(k)
2 P22(k) ,
P24(k) = bv(k)P22(k) , (4.61)
and these expressions are in very good agreement with the spectra computed from the N-
body simulation [61]. The corresponding values of the parameters are listed in Table 4.5.1 as
a function of the halo mass. Note that the velocity bias becomes more and more important on
large scales with increasing the halo mass.
4.6. Linear theory for halo perturbations
The lowest order approximation to the perturbation equation (Eq. 4.30) corrosponds to setting
γabc = 0. In this limit, the evolution of the field from the initial time η = 0 to a generic η is
given by
ϕa(k; η) = gab(η)ϕb(k; 0) , (4.62)
where gab(η) is the linear propagator, defined by the equation 4.33
(δab∂η +Ωab) gbc(η) = δacδD(η) , (4.63)
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with δab the Kronecker delta. Solving Eq. 4.63 with causal boundary conditions (gab(η) = 0
for η < 0, see e.g. [55, 56]) one gets
gab(η) =




3/5 2/5 0 0
3/5 2/5 0 0
3/5 2/5 0 0
3/5 2/5 0 0

 + e−5/2η


2/5 −2/5 0 0
−3/5 3/5 0 0
2/5 −2/5 0 0
−3/5 3/5 0 0


+e−3/2η


0 0 0 0
0 0 0 0
0 2 0 −2
0 −1 0 1

 +e−η


0 0 0 0
0 0 0 0
−1 −2 1 2
0 0 0 0



 θ(η) , (4.64)
with θ(η) the Heavyside step function. Notice that gab(η) → δab as η → 0+. The first and
second contributions represent the standard growing and decaying modes, respectively [55,
56]. The third and fourth contribution represent two new modes, decaying respectively as
e−3η/2 and e−η compared with the growing one. To understand their physical effect we notice
that an initial condition of the form
ϕa(k; 0) =


ϕ(k)
ϕ(k)
ϕh(k)
ϕv(k)

 , (4.65)
evolves (using Eq. 4.62) into ϕa(k; η) given by

ϕ
ϕ
ϕ+ 2e−3η/2(ϕ− ϕv) + e−η(−3ϕ+ ϕh + 2ϕv)
ϕ− e−3η/2(ϕ− ϕv)

 , (4.66)
i.e. both the halo density and velocity fields relax to the matter ones as η → ∞ (but at a
different pace). Also note that in the absence of an initial density bias (i.e. φ3 = φ) but in
the presence of an initial velocity bias (i.e. φ4 6= φ), the linear dynamics quickly generates a
transient density bias that vanishes at late times as e−η − e−3η/2. The initial power spectrum
at η = 0, corresponding to the field configuration in Eq. 4.65, is P 0ab(k). It evolves forward in
time as
PL,ab(k; ηa, ηb) = gac(ηa)gbd(ηb)P
0
cd(k) . (4.67)
4.6.1. The importance of the halo velocity bias
It is interesting to assess the role of the velocity bias in the linear solution previously dis-
cussed. Assuming ϕ4 = ϕ2 at all times, the linear propagator for the first three components
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ϕi with i = 1, 2, 3 becomes
gab(η) =



 3/5 2/5 03/5 2/5 0
3/5 2/5 0

 + e−5/2η

 2/5 −2/5 0−3/5 3/5 0
2/5 −2/5 0

 +e−η

 0 0 00 0 0
−1 0 1



 θ(η) ,
(4.68)
and the third component of Eq. 4.66 reduces to
ϕ3(k; η) = ϕ(k) + e
−η(ϕh(k)− ϕ(k)) . (4.69)
This expresses the well known linear debiasing between the halo andmatter fields at late times,
derived by [62] for tracers that do not undergo merging and move solely under the influence
of gravity.
The corresponding halo-matter cross spectrum is
PL,13 = P
0
11 + e
−η(P 013 − P 011) ≡ P (3)L,13 , (4.70)
while for ϕ4 6= ϕ2 one gets
PL,13 = P
(3)
L,13 + 2(P
0
11 − P 014)(e−3η/2 − e−η) . (4.71)
In Fig. 4.5 we compare P 011 against P
0
14 extracted from the N-body simulation, for the different
mass bins. While the spectra agree well on very large scales (k . 0.05hMpc−1), they progres-
sively depart for smaller scales. This is in line with the model introduced in Section 4.5. Note
that the last term in Eq. 4.71 vanishes in the initial conditions, reaches a minimum for η ≈ 0.8
and it is suppressed at late times. We quantify its amplitude at z = 0 in Fig. 4.6, where we plot
the ratio rL = PL,13/P
(3)
L,13 which ranges between 0 − 3 per cent, depending on the halo mass
and scale.This suggests that the effect of the velocity bias on the halo-matter cross spectrum
is small for low redshifts.
4.7. Analytical treatment of non-linearities
In this section we deal with the non-linear evolution of the matter-halo system. We first com-
pute the 1-loop corrections for the propagator and then perform the corresponding large-k
resummation to all perturbative orders thus extending the results presented by [55, 56] for the
matter density field. Finally, we compute non-linear power spectra using the TRG approach.
For simplicity we only consider the case with no velocity bias, which we have demonstrated
to be accurate (at least in the linear regime) at low redshifts, where current observations are
available. The 3× 3 Ωmatrix in this case is
Ω =


1 −1 0
−3
2
3
2
0
0 −1 1

 . (4.72)
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Figure 4.5.: A comparison between P14 (blue dashed line) and P11 (red solid line) in the four bins. The
vertical black dotted lines represent the limit up to which we expect our fluid approximation for haloes
to work. A smoothing scale of R = 7Mpc/h has been used for P14. For a fair comparison with P11,
which is not smoothed, P14 has been redivided by the smoothing function.
Figure 4.6.: The ratio between PL,13 and P
(3)
L,13: going from bottom to top, Bin 1 (red), Bin 2 (blue), Bin
3 (green) and Bin 4 (black).
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4.7.1. 1-loop perturbation theory
The 1-loop correction to the linear propagator [55, 56] is given by
∆gab(k; η) = 4
∫ η
0
ds1
∫ s1
0
ds2
∫
d3q es1+s2gac(η − s1)γcie(k, −q, q− k)gef (s1 − s2)
γfhd(k− q, q, −k)gdb(s2)PL,ih(q, s1, s2) ,
(4.73)
see Appendix G for its explicit expressions.
The 1-loop correction to the two-point correlator Eq. 4.48 is given by the sum of two contri-
butions
∆P Iab (k; ηa, ηb) + ∆P
II
ab (k; ηa, ηb) , (4.74)
which are also known in the literature as “P13" and “P22", respectively
9. They are given by
∆P Iab (k; ηa, ηb) = ∆gac(k; ηa) gbd(k; ηb)P
0
cd(k) + (a↔ b) , (4.75)
∆P IIab (k; ηa, ηb) =
∫ ηa
0
dsa
∫ ηb
0
dsb Φcd(k; sa, sb)gac(k; ηa − sa) gbd(k; ηb − sb) , (4.76)
with
Φcd(k; sa, sb) = 2e
sa+sb
∫
d3qγcei(k, −q, q− k)PL,ef (q, sa, sb)
PL,ih(|k− q|, sa, sb)γdfh(−k, q, k− q) .
(4.77)
The explicit expressions for ∆P IIab are given in appendix A.
4.7.2. Large-k resummation for the propagator
In the large-k limit, the 1-loop correction for the propagator, Eq. 4.73, grows as k2, and eventu-
ally dominates over the (k-independent) linear propagator. Taking into account higher orders,
the situation gets even worse. The 2-loop correction grows as k4, the 3-loop as k6, and so on.
This is amanifestation of the perturbative expansion breakdown in cosmological perturbation
theory, which appears not only in the computation of the propagator, but also of the power
spectrum, the bi-spectrum, and so on. However, for the case of the propagator, it was shown
in [56] that the leading order corrections in the large k and large η limit can be resummed at
all orders in perturbation theory, giving a well-behaved propagator.
The propagatorGac(k; η) connects the initial correlators with the cross-correlations between
9They should not be confused with the P13 and P22 of our notation!
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final and initial field configurations,
Pab(k; η, 0) = Gac(k; η)P
0
cb(k) + ∆P
NG
ab (k; η, 0) , (4.78)
where the last term at the rhs comes from the initial non-Gaussianity of the matter and halo
fields. At leading order, it is given by (see Appendix J)
∆PNGab (k; η, 0) =
∫ η
0
ds esgac(η − s)gdf (s)geg(s)×
∫
d3q γcde(k,−q,q− k)Bfgb(q,k − q,−k) ,
(4.79)
where Babc is the initial bi-spectrum at η = 0 (z = zin) (see also [49]). In Section 4.8.1 we will
use Eq. 4.78 to assess the validity of different approximation schemes for the propagator. In
the large-k limit, G decays as
Gab(k; η) = gab(η) exp
(
−k
2σ2e2η
2
)
, (4.80)
with
σ2 =
1
3
∫
d3q
P 0(q)
q2
. (4.81)
Therefore, at least in the case of the propagator, the bad ultraviolet behavior is just an artifact
of the perturbative expansion, which, at any finite order, completely misses the nice –and
physically motivated– Gaussian decay of Eq. 4.80 (see [56] and [64] for a detailed discussion).
Although the resulting Eq. 4.80 was obtained for the 2 × 2 propagator of the matter density-
velocity system, it holds, taking into account proper modifications, also when halos are in-
cluded, i.e. for the 3 × 3 propagator considered in this Section. As in [56], we obtain an
improved propagator interpolating between the 1-loop result (Eq. 4.73) at low k and the Gaus-
sian decay Eq. 4.80 (with a modified pre-factor) at high k. The details of the derivation and
the relevant formulae are given in appendix B.
4.7.3. Using Time Renormalization Group (TRG) equations
Unlike the propagator, the power spectrum cannot be resummed analytically at large k. Dif-
ferent semi-analytical procedures ([55, 75, 88]) have been proposed to compute it in themildly
non-linear regime. In this paper we will consider the TRG technique introduced in [79].
Starting from Eq. 4.30, a hierarchy of differential equations for the power spectrum, the bi-
spectrum and higher order correlations is obtained. We choose to truncate it at the level of
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the trispectrum Qabcd = 0, so that the equations for Pab and Babc form a closed system
∂η Pab(k; η) = −Ωac(η)Pcb(k; η) − Ωbc(η)Pac(k; η)
+eη
∫
d3q [γacd(k, −q, q− k)Bbcd(k, −q, q− k; η)
+Bacd(k, −q, q− k; η) γbcd(k, −q, q− k)] ,
∂η Babc(k, −q, q− k; η) = −Ωad(η)Bdbc(k, −q, q− k; η)− Ωbd(η)Badc(k, −q, q− k; η)
−Ωcd(η)Babd(k, −q, q− k; η)
+2eη [γade(k, −q, q− k)Pdb(q; η)Pec(|k− q|; η)
+γbde(−q, q− k, k)Pdc(|k− q|; η)Pea(k; η) (4.82)
+ γcde(q− k, k, −q)Pda(k; η)Peb(q; η)] .
By integrating it gives the power spectra at any redshift and for any momentum scale. The
system of Eq. 4.83 consists of coupled differential equations which are solved numerically,
starting from given initial conditions, i.e. Pab(k; ηi) and Babc(k, −q, q− k; ηi).
From Eq. 4.72, we can observe that Ω13 and Ω23 are zero, which means that the evolution of
δm and θ is not modified, with respect to the original TRG formulation, by the presence of δh,
as it is expected.
4.8. Results
4.8.1. Matter-halo cross propagator
In order to assess the validity of our analytical approach, we compare our results for the re-
summed propagator against the simulation; to this end, we consider the relation in Eq. 4.78.
In particular we choose the indices a = 3, b = 1, so that we can check the components related
to the haloes that were not present in the original formalism by [56] and, at the same time, we
do not have to deal with the shot-noise problem. We extract the cross spectra from the simu-
lation and compare them against those obtained both using linear theory propagators PPL ≡
g31P
0
11+g32P
0
21+g31P
0
31 and resummed propagatorsPPR ≡ G31P 011+G32P 021+G31P 031+∆PNG31 ;
the result is shown in Fig. 4.7(a). We note that the linear model severely over-predicts the two-
time cross spectrum for k > 0.05hMpc−1. It is evident that the resummed theory improves
considerably upon the linear one, and agrees with the simulation within 10% accuracy up to
the scale where the fluid approximation holds. We include in ∆PNG31 the effect of the initial
non-Gaussianity of the halo field via its initial bi-spectra, computed as in Eq. 4.59. It turns out
that the components giving a non-vanishing effect are of the B113 type. Their contribution is
suppressed by a D+(zin)/D+(z = 0) factor with respect to that of an hypothetical primordial
non-Gaussianity in thematter field (which we do not consider here). Therefore, the effect is of
modest entity but, nevertheless, it improves the agreement with the simulation with respect
to the case in which it is neglected.
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(a) (b)
Figure 4.7.: (a) Cross spectrum between the halo density at z = 0 and the matter density at z = 50. The
outcome of the N-body simulation (black points with error bars) is compared against linear-theory
PPL (blue dashed line) and resummed result PPR (green solid line). The red dotted line shows the
effect of neglecting the non-Gaussian term, i.e. PPR−∆PNG31 . The vertical black dotted lines represent
the limit up to which we expect our fluid approximation for the haloes to work.(b) The cross spectrum
between matter and halo distribution at z = 0 is shown in the four bins; the black dots with error bars
represent the simulation, the blue dashed line is linear theory, the violet dot-dashed line is 1-loop and
the red solid line is TRG. The vertical black dotted lines represent the limit up to which we expect our
fluid approximation for the haloes to work.
4.8.2. Matter-halo cross power spectrum
The TRG equations presented above are integrated numerically starting from the initial con-
ditions discussed in section 4.5. As a first step, we set all the initial bi-spectra to zero. In
Fig. 4.7(b) we show a comparison between the halo-matter cross spectra extracted from the
N-body simulation and the results of TRG, one-loop and linear theory. In the first three bins,
corresponding to lower halo masses, linear theory over-predicts the power on mildly non-
linear scales; note that this departure arises on larger scales compared to the matter auto
spectrum (not shown in the figure). The over-prediction of linear theory is cured by the one-
loop power spectrum only on very large scale, while the TRG manages to correct it up to a
smaller scale, before starting to fail.
The fourth bin, though, displays a different behavior: linear theory lacks of power on small
scales, and neither the 1-loop correction nor the TRG are much more accurate. This might
originate from the fact that very massive haloes are large and rare in the initial conditions,
therefore less suited for the fluid approximation. Moreover, they also display the strongest
velocity bias, which we are neglecting in our current non-linear treatment.
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A more quantitative analysis is presented in Fig. 4.8(a), where we plot the ratios between
the spectra from the simulation and the theoretical results. The TRG gives a cross spectrum
within 5% accuracy at least up to k = 0.1hMpc−1 (barring bin 4), while linear theory does so
up to k = 0.05hMpc−1.
As previously pointed out, however, the halo-density field is not Gaussian at zin = 50. We
use expressions in Eq. 4.59 to account for initial bi-spectra in the TRG method (they are not
present in the linear theory and at 1-loop level). Fig. 4.8(a) illustrates that this indeed produces
a slight improvement in the agreement with the simulation. The correction resulting from
the introduction of the initial bi-spectra turns out to be quite small. The reason is that their
contribution to the final cross spectrum P13 is suppressed.
To understand why, we can use perturbation theory; first, let us investigate the case of P11.
In the one-loop computation, the initial P11 contributes to the final one with a “weight" of
(D+(z = 0)/D+(zin))
2 = e2η , as it also happens in linear theory. The initial matter bi-spectrum
B111, instead, has a weight of e
η, so it is suppressed by a factor of e−η . If we now consider
the haloes, we have showed in Eq. 4.68 that there is a new decaying mode, responsible for
the linear debiasing. This new mode, that involves only the halo field, carries an extra e−η
suppression factor. We can now rank the contributions to P13 according to their relevance:
1. P11
2. P13, B111
3. P33, B113
4. B133
5. B333.
Each item is suppressed by a factor of e−η with respect to the previous one. We can see
that only B111 has some relevance, while the other terms are highly suppressed. Even if the
reasoning was based on perturbation theory, it is valid also for TRG, at a qualitative level. In-
cidentally, the fact that P11 is the most relevant contribution is another evidence of debiasing.
We can now address the effect of the truncation we perform in the TRG, namely considering
the trispectrum Q = 0. First of all, the matter trispectrum Q1111 can be neglected in the range
of scales under consideration, as one can conclude from the comparison between TRG and
simulations in [79]. The contribution from initial mixed (i.e. matter-halo) or pure halo trispec-
tra is furtherly suppressed with respect to Q1111 by extra e
−η factors, for the same reason as
above. However, the trispectrum has its own time evolution as well, and one might argue
that it becomes more relevant for z < zin; this seems to be not the case, because enlarging the
TRG truncation scheme by including the running of the trispectrum gives a contribution to
the power spectrumwhich is at least of two-loop order and it is certainly sub-dominant in the
scales we are considering.
From Section 4.7 onward, we neglected any velocity bias, since this approximation proved
to be accurate enough at z = 0 (in linear theory). As a further check, it is interesting to
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(a) (b)
Figure 4.8.: (a) The ratio between the spectrum from simulation and: linear theory (blue squares), TRG
without bi-spectra (red triangles), TRG with bi-spectra (green circles). The vertical black dotted lines
represent the limit up to which we expect our fluid approximation for haloes to work. The shaded
area marks the 5 per cent accuracy interval.(b) The ratio between the cross spectrum from simulation
and TRG with bi-spectra (green) and linear theory with the inclusion of velocity bias (magenta).The
vertical black dotted lines represent the limit up to which we expect our fluid approximation for haloes
to work.
observe from Fig. 4.8(b) that the TRG is able to give a better prediction than full linear theory
in Eq. 4.71, even neglecting the velocity bias that the linear theory accounts for.
We can now look at the model predictions for the halo bias, defined as the ratio P13/P11.
This quantity is plotted as a function of k in Fig. 4.9(a). While the linear-theory bias always
increases with scale, irrespectively of halo mass, the TRG result closely follows the scale de-
pendence of b(k) seen in the simulation for the first two bins. It also gives a nearly constant
bias for the third bin, as the simulation does, even though with a slightly lower value. How-
ever, the linear model performs better in the last bin where the bias in the simulation increases
with k. It is also interesting to look at the results displayed in a different way; we can investi-
gate the evolution of the cross spectrum from the initial conditions to today and the evolution
of the bias as well. In Fig. 4.9(b) and 4.10 we plot, respectively,
rp ≡ Pmh(z = 0)
Pmh(z = 50)
and rb ≡ b(z = 0)
b(z = 50)
. (4.83)
Again, our model is able to match accurately the trend of the simulation and to improve upon
linear theory, excluding bin 4. A key feature of the linear solution in Eq.4.66 is the debiasing
between halo and matter distributions with time. It is worth noting from Fig. 4.10 that this
effect is stronger for high-mass haloes, but constant on all the scales, while for low-mass
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(a) (b)
Figure 4.9.: (a) The effective bias b ≡ Pmh/Pm as a function of the wave-vector in the four bins: the
black circles with error bars are from the simulation, the blue dashed line represents linear theory and
the red solid line TRG. The vertical black dotted lines represent the limit up to which we expect our
fluid approximation for the haloes to work. (b) The ratio between the halo-matter cross spectrum at
z = 0 and z = 50 for the four mass bins: symbols represent the simulation, dashed lines the linear
theory and solid lines TRG. From top to bottom, we have Bin 1 in red, Bin 2 in blue, Bin 3 in green and
Bin 4 in black.
haloes it is weaker on large scales and presents a strong k-dependence.
4.9. Conclusions
In this chapter, we have presented a new approach to modeling the clustering of dark matter
haloes on mildly non-linear scales.This follows the motion of the regions that will collapse to
form haloes (that we dub proto-haloes). Since the number of proto-haloes is conserved over
time, for sufficiently large scales (k < 0.2hMpc−1), we wrote a set of fluid equations that
govern their evolution under the effect of gravity, which couples perturbations in the halo
and matter density fields. We provided analytical solutions for the linearized equations and
1-loop perturbative corrections for the halo and matter power spectra. For the propagator,
quantifying the memory of the density and velocity fields to their initial conditions, we also
performed a resummation of perturbative corrections. Finally, for the power spectrum we
computed the non-linear evolution using a semi-analytical procedure, namely an extension
of the time renormalization group.
The initial conditions for our evolutionary equations were specified adopting a Lagrangian
bias model, originally developed to describe the clustering and motion of linear density
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Figure 4.10.: The ratio between the bias at z = 0 and z = 50 for the four mass bins: symbols represent
the simulation, dashed lines the linear theory and solid lines TRG. From top to bottom, we have Bin 1
in red, Bin2 in blue, Bin 3 in green and Bin 4 in black.
peaks. We fix the parameters of the model so that to reproduce the distribution of proto-
haloes in a high-resolution N-body simulation at z = 50. We used the same simulation to test
the predictions of our model at z = 0.
Our main results can be summarized as follows:
• Independently of the initial conditions, in the linear solution the halo density and ve-
locity fields asymptotically match the corresponding matter fields at late times. This
’debiasing’ develops at a different rate for the density and the velocity, being faster for
the latter.
• Even if there is no initial density bias, the presence of a velocity bias generates a transient
density bias that vanishes at late times.
• Neglecting any initial velocity bias alters the linear predictions for the halo-matter cross
spectrum at redshift z = 0 only by less than 3 per cent, for k < 0.3hMpc−1. This
provides us with the motivation to ignore the velocity bias in the non-linear analysis.
• Unlike its linear counterpart, the resummed propagator is in good agreement with the
N-body simulation, independently of halo mass.
• The halo-matter cross spectrum predicted by the TRG is accurate to 5 per cent up to
k ' 0.1hMpc−1 for a broad range of halo masses. This does not hold for very massive
haloes (M > 1014h−1M), that have low number density and high initial velocity bias,
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for which discreteness effects are more important.
• The TRG result improves upon both linear theory and 1-loop corrections. Its perfor-
mance is slightly enhanced accounting for the initial non-Gaussianity of the halo distri-
bution.
• For low halo masses our model accurately describes the scale-dependent bias measured
in the simulation at z = 0.
It should be noted that in the current framework we only look into the cross halo matter
power spectrumwhich is not a true observable. In order to come closer to the true observable,
which for example would be galaxy corelation functions, we should be able to treat the halo
halo power spectrum in detail. None-the-less the current framework is an encouraging step
towards the final aim of connecting the underlying dark matter distribution to the cosmic
observable at non-linear scales.
We conclude this chapter with saying that there is an interesting possibility to transfer field
theory methods of particle physics to cosmology and analytically understand the process of
halo formation. This will not only lead us to a faster and cheaper estimate of evolution of bias
but also lead us to its deeper theoretical understanding.
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"Forty-two," said Deep Thought, with infinite majesty and calm.
"I checked it very thoroughly," said the computer, "and that quite definitely is the answer. I think the
problem, to be quite honest with you, is that you’ve never actually known what the question is."
"But it was the Great Question! The Ultimate Question of Life, the Universe and Everything," howled
Loonquawl.
"Yes," said Deep Thought with the air of one who suffers fools gladly, "but what actually is it?"
A slow stupefied silence crept over the men as they stared at the computer and then at each other.
"Well, you know, it’s just Everything ... Everything ..." offered Phouchg weakly.
"Exactly!" said Deep Thought. "So once you know what the question actually is, you’ll know what the
answer means."
5.1. Summary
In this thesis we have tried to explore various connections between particle physics and cos-
mology and various ways in which they can explored. We concentrated on the problem of
dark matter that although we are pretty sure about it’s existence, we have not yet identified
the particle candidate in the sky or in the lab. Particle physics explanations of dark matter
are not possible within the context of the SM, and the BSM physics should be studied both at
cosmic and laboratory levels.
We have seen that proposing theories like SUSY, which provide a good dark matter candidate
also demand precise measurement of their characteristics. In Chapter 1, we explored how
to identify whether the stau sector of SUSY should have any CP-violating phase with non-
GUT framework. We used the technique of the triple products, which are related to the tau
polarization and can be a T-odd observable already at tree level. In cases like this, analysis of
MSSM parameter space shows that the polarization asymmetry obtained via this, can reach
up to 70%. This asymmetry will get considerably diluted at proton colliders like LHC because
of the boosts.
In Chapter 2, we shifted gears a bit more towards dark matter analysis. We analyzed whether
dark matter can be a semi-relativistically decoupled specie. In order to analyze this, we de-
rived an approximate expression for the thermal average of the annihilation cross-section of
these particles. The analysis showed, if the bounds on couplings and masses of such particles
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from collider analysis are to be obeyed, such species can not be absolutely stable and form
the dark matter in our Universe. They can be unstable and be used to produce entropy in the
early Universe. Such entropy production can be used to dilute overabundant species in the
early Universe.
In Chapter 3, we focused on the Large Scale Structure of dark matter haloes. The dark matter
haloes do not trace the underlying dark matter field. This problem is known as bias. We
asked the question, given an initial model of dark matter halo bias, can it’s evolution at a final
stage be predicted. For this matter we used the methods of Time Renormalization Group and
found that one can indeed achieve a good agreement with the simulations. Prediction of the
evolution of bias is an important step towards understanding the results of current generation
galaxy surveys. In this work, we saw that the methods in particle physics can be applied to
cosmology to gain additional information about structure formation.
Thus, in this work we have seen that there are more than one ways to understand the cos-
mology - particle physics connection. One can either take the data from cosmology and put
constraints on collider physics or one can apply methods from particle physics to find out
innovative ways of getting information in cosmology.
In the end, interpreting the answers or observations in a meaningful way is important. It is
hence essential to know and to ask the correct question in order to understand the answers.
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Appendix A.
Modified Bessel Functions
In this appendix, we summarize some properties of the modified Bessel function. Using an
integral representation, the modified Bessel function of the second kind is defined by
Kν(z) =
√
pi(z/2)ν
Γ(ν + 1/2)
∫ ∞
1
dt e−zt(t2 − 1)ν−1/2, Re(ν) > −1
2
, Re(z) > 0 . (A.1)
In particular, the calculation of the relic abundance involves K1(z) and K2(z),
K1(z) = z
∫ ∞
1
dt e−zt(t2 − 1)1/2, Re(z) > 0 ,
K2(z) =
z2
3
∫ ∞
1
dt e−zt(t2 − 1)3/2, Re(z) > 0 . (A.2)
The lower order terms of the series expansion ofK1(z) andK2(z) are given by
K1(z) =
1
z
+ · · · ,
K2(z) =
2
z2
− 1
2
+ · · · . (A.3)
The asymptotic expansion ofKν(z) is given by
Kν(z) ∼
√
pi
2z
e−z
(
1 +
4ν2 − 1
8z
+ · · ·
)
. (A.4)
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Appendix B.
Validity of the Maxwell–Boltzmann
Distribution
In the calculations of this paper we used the Maxwell–Boltzmann (MB) distribution also for
particles that were semi–relativistic at decoupling; this assumption is e.g. implicit in Eq. 3.23.
At first sight this seems quite dangerous. For example, at T = mχ, i.e. x = 1, the MB result for
nχ,eq overestimates the Fermi–Dirac distribution by about 7%, and underestimates the Bose–
Einstein distribution by about 10%. Since χ annihilation always involves two χ particles, one
might assume that the total error associated with the use of the MB distribution is about twice
as large. In this Appendix we show that the MB distribution can indeed be used to compute
the thermally averaged cross section and the decoupling temperature as long as xF & 1. For
smaller xF , one has to use the proper Fermi–Dirac or Bose–Einstein distribution only in the
very last step, when calculating Yχ,∞. We begin by expanding the true distribution function,
fχ,eq(Eχ) =
1
eEχ/T ± 1 ' e
−Eχ/T
(
1∓ e−Eχ/T
)
, (B.1)
where the upper (lower) sign is for fermionic (bosonic) χ particles. Note that the correction
term in parentheses has exactly the same form as the “statistics factors” appearing in the colli-
sion term of the full Boltzmann equation [24]. For consistency these statistics factors therefore
also have to be included. Up to first order in these correction factors, the temperature depen-
dent terms in the integrand defining the collision term for χχ ↔ f f¯ processes then read for
fermionic f :
I = e−(Eχ1+Eχ2)/T ·
[
c2χ
(
1∓ e−Eχ1/T ∓ e−Eχ2/T − e−Ef/T − e−Ef¯/T
)
−
(
1− e−Ef/T − e−Ef¯/T ∓ cχe−Eχ1/T ∓ cχe−Eχ2/T
)]
= e−(Eχ1+Eχ2)/T ·
[(
c2χ − 1
) (
1∓ e−Eχ1/T ∓ e−Eχ2/T − e−Ef/T − e−Ef¯/T
)
± (cχ − 1)
(
e−Eχ1/T + e−Eχ2/T
)]
; (B.2)
here cχ = fχ/fχ,eq is independent of energy as long as χ is in kinetic equilibrium (through
elastic scattering on SM particles); in that case we can equivalently write cχ = nχ/nχ,eq. In
order to derive the full collision term, I has to be multiplied with the squared matrix element
and integrated over phase space [24].
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In the usual treatment of WIMP decoupling, all the exponential terms in the square paren-
theses are neglected, so that the collision term becomes proportional to n2χ − n2χ,eq times the
thermally averaged cross section defined in Eq. 3.7. Unfortunately the full correction term
introduces additional dependence on the final state energies Ef and Ef¯ . In order to keep the
numerics manageable, we assume that they can be replaced byEχ1 andEχ2 , respectively. This
is certainly true (by energy conservation) for the sum Ef + Ef¯ ; this has already been used in
deriving Eq. B.2. Note furthermore that we’ll need the collision term for temperatures & TF ,
where |cχ − 1|  1, so that we can approximate cχ − 1 ' (c2χ − 1)/2. These approximations
yield
I ' (c2χ − 1) e−(Eχ1+Eχ2)/T [1− κ(e−Eχ1/T + e−Eχ2/T)] , (B.3)
where κ = 1/2 (3/2) for bosonic (fermionic) χ particles. In the following we will assume χ to
be fermionic, which according to Eq. B.3 should lead to larger deviations from the MB result.
Inserting this corrected collision term into the Boltzmann equation, and following the for-
malism of [28], finally yields a modified thermally averaged cross section times initial state
velocity:
〈σv〉 = 1
n2χ,eq
g2χ
8(2pi)4
∫
dE+dE−ds(σ ·F )(s)e−E+/T
×
[
1− κ
(
e−(E++E−)/(2T ) + e−(E+−E−)/(2T )
)]
, (B.4)
with F = 2s
√
1− 4m2χ/s, E+ = Eχ1 + Eχ2 and E− = Eχ1 − Eχ2 . This reduces to Eq. 3.7 if
the expression in square parentheses is simply replaced by 1. In the following we assume that
χ particles annihilate from an S−wave. P−wave annihilation would favor larger energies,
where the correction terms in Eq. B.4 are smaller. Note that we also have to use the expanded
form (Eq. B.1) of the distribution function when calculating nχ,eq in Eq. B.4; otherwise the
solution of the Boltzmann equation will not yield nχ ' nχ,eq, including the correction terms,
at T  TF .
The size of the correction terms in Eq. B.4 is illustrated by the solid (black) curve in Fig. B.1. We
see that the correction amounts to less than 2% for all x & 1. This is due to a strong cancellation
between the corrections in the integrand of Eq. B.4 and those in the overall factor 1/n2χ,eq. The
dashed (red) curve shows that for x ∼ 2 the errors due to the use of the MB distribution
and due to our simple parameterization (Eq. 3.29) add up, leading to a total error of about
2.7% at most. The Fermi–Dirac corrections to the thermally averaged cross section begin to
be significant for x . 0.5. However, here one enters the ultrarelativistic regime, where the
final relic density is no longer sensitive to the decoupling temperature. We therefore expect
the effect of using the MB distribution in Eq. 3.7 on the final prediction of the relic density to
be quite small throughout.
This is illustrated in Fig. B.2, where the relic density has been calculated using the simple as-
sumption Yχ,∞ = Yχ,eq(xF ); we have used the same parameters as in Fig. 2. The dashed (red)
curve shows that using theMB distribution everywhere will overestimate the relic density for
mχ . 5MeV, i.e. for xF . 1. However, the black curve shows that this can easily be corrected
by using the Fermi–Dirac distribution only in the final step, i.e. when calculating Yχ,eq(xF );
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Figure B.1.: Various approximations for the thermally averaged cross section as function of the scaled inverse
temperature x = mχ/T for fermionic particles annihilating from an S−wave. The solid (black) curve shows the
ratio of the corrected cross section (Eq. B.4) to the Maxwell–Boltzmann (MB) result (Eq. 3.7), while the dashed
(red) curve shows this ratio if Eq. 3.7 is replaced by our approximation Eq. 3.29. The dotted (blue) curve is the
same as the solid curve in Fig. 1.
〈σv〉 and xF can still been calculated using the MB distribution. This validates our treatment
in the main text.
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Figure B.2.: Effect of using the Maxwell–Boltzmann distribution on the predicted relic density, calculated using
the approximation Yχ,∞ = Yχ,eq(xF ), for fermionic χ particles annihilating from an S−wave initial state. The
dashed (red) curve shows the ratio of the prediction using the Maxwell–Boltzmann distribution everywhere to
the corrected prediction based on Eq. B.1 and B.4. The solid (black) curve shows the analogous ratio, where correct
Fermi–Dirac distribution has been used to evaluate Yχ,eq(xF ), but 〈σv〉 and xF have still been obtained using the
MB distribution. Parameters are as in Fig. 2.
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Momenta and spin vectors
For the stau decay τ˜m → τ χ˜0i , we choose the coordinate frame in the laboratory (lab) system,
such that the momentum of decaying τ˜ points in the z-direction.
pµτ˜ = (Eτ˜ , 0, 0, |pτ˜ |), (C.1)
pµτ = Eτ (1, sin θτ , 0, cos θτ ), (C.2)
with the decay angle θτ = (pτ˜ ,pτ ), and
Eτ ≈ |pτ | ≈
(m2τ˜ −m2χ˜0i )
2(Eτ˜ − |pτ˜ | cos θτ ) , (C.3)
in the limit mτ → 0. The momenta of the leptons from the subsequent neutralino decay
χ˜0i → `1 ˜`; ˜`→ χ˜01`2 (Eq. 2.12), can be parameterized by
pµ`1 = E`1(1, sin θ1 cosφ1, sin θ1 sinφ1, cos θ1), (C.4)
pµ`2 = E`2(1, sin θ2 cosφ2, sin θ2 sinφ2, cos θ2), (C.5)
with the energies
E`1 =
m2
χ˜0i
−m2˜`
2(Eχ˜0i − |pχ˜0i | cos θD1)
, (C.6)
E`2 =
m2˜`−m2χ˜0i
2(E˜`− |p˜`| cos θD2)
, (C.7)
and the decay angles θD1 = (pχ˜0i
,p`1), θD2 = (p˜`,p`2), that is,
cos θD1 =
(pτ˜ − pτ ) · pˆ`1
|pτ˜ − pτ | , (C.8)
cos θD2 =
(pτ˜ − pτ − p`1) · pˆ`2
|pτ˜ − pτ − p`1 |
, (C.9)
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with the unit momentum vector pˆ = p/|p|. We define the tau spin vectors by
s1,µτ =
(
0,
s2τ × s3τ
|s2τ × s3τ |
)
, s2,µτ =
(
0,
p`1 × pτ
|p`1 × pτ |
)
,
s3,µτ =
1
mτ
(
|pτ |, Eτ|pτ |pτ
)
. (C.10)
The spin vectors saτ , a = 1, 2, 3, for the tau, and s
b
χ˜0i
, b = 1, 2, 3, for the neutralino χ˜0i , fulfil
completeness relations
∑
a
sa, µτ s
a, ν
τ = −gµν +
pµτ pντ
m2τ
, (C.11)
∑
b
sb, µ
χ˜0i
sb, ν
χ˜0i
= −gµν +
pµ
χ˜0i
pν
χ˜0i
m2
χ˜0
i
, (C.12)
and they form orthonormal sets
saτ · scτ = −δac, saτ · pˆτ = 0, (C.13)
sbχ˜0i
· scχ˜0i = −δ
bc, sbχ˜0i
· pˆχ˜0i = 0, (C.14)
with pˆµ = pµ/m. Note that the asymmetryACPτ , Eq. 2.48, does not depend on the explicit form
of the neutralino spin vectors, since they are summed in the amplitude squared, see Eq. 2.39,
using the completeness relation.
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Phase space
The Lorentz invariant phase-space element for the stau decay chain, see Eqs. 2.12 - 2.13, can
be decomposed into two-body phase-space elements [21]
dLips(sτ˜ ; p`1 , p`2 , pχ˜01) =
1
(2pi)2
dLips(sτ˜ ; pτ , pχ˜0i )
×dsχ˜0i dLips(sχ˜0i ; p`1 , p˜`) ds ˜`dLips(s ˜`; p`2 , pχ˜01). (D.1)
The different contributions are
dLips(sτ˜ ; pτ , pχ˜0i ) =
1
4pi
|pτ |2
m2τ˜ −m2χ˜0i
sin θτ dθτ , (D.2)
dLips(sχ˜0i ; p`1 , p˜`) =
1
2(2pi)2
|p`1 |2
m2
χ˜0i
−m2˜`
dΩ1, (D.3)
dLips(s ˜`; p`2 , pχ˜01) =
1
2(2pi)2
|p`2 |2
m2˜`−m2χ˜01
dΩ2, (D.4)
with sj = p
2
j and dΩj = sin θj dθj dφj .
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Appendix E.
Density matrix formalism
The coefficients of the stau decay matrix, Eq. 2.36, are
D =
g2
2
(|aτ˜mi|2 + |bτ˜mi|2) (pχ˜0i · pτ )− g2Re{aτ˜mi (bτ˜mi)∗}mχ˜0imτ , (E.1)
ΣaD =
−
(+)
g2
2
(|aτ˜mi|2 − |bτ˜mi|2)mτ (pχ˜0i · saτ ), (E.2)
ΣbD =
−
(+)
g2
2
(|aτ˜mi|2 − |bτ˜mi|2)mχ˜0i (pτ · sbχ˜0i ), (E.3)
ΣabD =
g2
2
(|aτ˜mi|2 + |bτ˜mi|2) (saτ · sbχ˜0i )mτmχ˜0i
+g2Re{aτ˜mi(bτ˜mi)∗} ×
[
(saτ · pχ˜0i )(s
b
χ˜0i
· pτ )− (saτ · sbχ˜0i )(pχ˜0i · pτ )
]
−g2Im{aτ˜mi(bτ˜mi)∗}[saτ , pτ , sbχ˜0i , pχ˜0i ]. (E.4)
The formulas are given for the decay of a negatively charged stau, τ˜m → τ−χ˜0i . The signs in
parentheses hold for the charge conjugated decay τ˜∗m → τ+χ˜0i .
Note that the terms proportional tomτ in Eqs. E.1, E.2, and E.4, are negligible at high particle
energies E  mτ , in particular ΣaD can be neglected.
The coefficients of the χ˜01 decay matrix, Eq. 2.37, are [19]
D1 =
g2
2
|fR`i |2(m2χ˜0i −m
2
˜`), (E.5)
ΣbD1 =
+
(−)g
2|fR`i |2mχ˜0i (s
b
χ˜0i
· p`1), (E.6)
and the selectron decay factor is
D2 = g
2|fR`1 |2(m2˜`−m2χ01). (E.7)
The signs in parentheses hold for the charge conjugated processes, that is χ˜0i → `−1 ˜`+R in
Eq. E.6.
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For the decay into a left slepton χ˜0i → `+1 ˜`−L , Eqs. E.5, E.6, and E.7 read [19]
D1 =
g2
2
|fL`i |2(m2χ˜0i −m
2
˜`), (E.8)
ΣbD1 =
−
(+)g
2|fL`i |2mχ˜0i (s
b
χ˜0i
· p`1), (E.9)
D2 = g
2|fL`1|2(m2˜`−m2χ˜01), (E.10)
respectively. The expressions for Eqs. 2.39 and 2.40 have to be changed accordingly. The sign
in parenthesis in Eq. E.9 holds for the charge conjugated process χ˜0i → `−1 ˜`+L .
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Stau decay widths
The partial decay width for the decay τ˜m → τ χ˜0i in the stau rest frame is [18]
Γ(τ˜m → τ χ˜0i ) =
m2τ˜ −m2χ˜0i
4pim3τ˜
D, (F.1)
with the decay function D given in Eqs. E.1, and the approximation mτ = 0. For the decay
τ˜m → ντ χ˜±j the width is [18]
Γ(τ˜m → ντ χ˜±j ) =
(m2τ˜ −m2χ˜±j )
2
16pim3τ˜
g2|lτ˜mj |2, (F.2)
with the stau-chargino-neutrino coupling [1, 18]
lτ˜mj = −(Rτ˜m1)∗ Uj1 + Yτ (Rτ˜m2)∗ Uj2, (F.3)
and the stau diagonalization matrix Rτ˜ , Eq. 2.20, the Yukawa coupling Yτ , Eq. 2.30, and the
matrix U , that diagonalizes the chargino matrix [1],
U∗ ·Mχ˜± ·V † = diag(mχ˜±1 ,mχ˜±2 ). (F.4)
The stau decay width for the entire decay chain, Eqs. 2.12 -2.13, is then given by
Γ(τ˜ → τ`1`2χ˜01) =
1
2mτ˜
∫
|M|2 dLips(sτ˜ ; pτ , p`1 , p`2 , pχ˜01) (F.5)
= Γ(τ˜)× BR(τ˜ → τ χ˜0i )× BR(χ˜0i → `1 ˜`)× BR(˜`→ `2χ˜01), (F.6)
with the phase-space element dLips, as given in the Appendix C, the amplitude squared
|M|2 = 4|∆(χ˜0i )|2|∆(˜`)|2DD1D2, (F.7)
obtained from Eqs. 2.38 by summing the tau helicities λτ , λ
′
τ . The neutralino branching ratios
are given, for example, in Ref. [19], and we assume BR(˜`→ `2χ˜01) = 1. We use the narrow
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width approximation for the propagators∫
|∆(j)|2 dsj = pi
mjΓj
, (F.8)
which is justified for Γj/mj  1, which holds in our case with Γj . O(1 GeV). Note, however,
that in principle the naive O(Γ/m)-expectation of the error can easily receive large off-shell
corrections of an order of magnitude, and more, in particular at threshold, or due to interfer-
ences with other resonant, or non-resonant processes [22].
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Complete analytic expressions of the 1-loop
propagator and power spectrum
Linear power spectra:
PL,11(k; η, η) = P
0
11(k) = PL,12(k; η, η) = PL,22(k; η, η) ,
PL,13(k; η, η) = e
−η((eη − 1)P 011(k) + P 013(k)) ,
PL,33(k; η, η) = e
−2η((eη − 1)2P 011(k) + P 033(k) + 2(eη − 1)P 013(k)) . (G.1)
G.0.1. Propagator
First we report the integrands of the one-loop corrections of the components we are interested
in. The linear power spectrum can be split as
PL,ci,cj(qi; si, sj) = P
0(qi)Uci,cj +∆Pci,cj(qi; si, sj) , (G.2)
where
Uci,cj = 1 for any ci, cj , (G.3)
while
∆Pci,cj(qi; si, sj) 6= 0 only if ci or cj = 3 . (G.4)
Looking at Eq. 4.73 we can consistently split the one-loop correction to the propagator as
∆gab = ∆
(1)gab + ∆
(2)gab and we denote them as δ
(i)gab, so that ∆
(i)gab =
∫
dq δ(i)gab, for
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i = 1, 2.
δg11 =
1
840k3q3
{
pi (eη − 1)2 P 011(q)
[
4
(
6k7q − 79k5q3 + 50k3q5 − 21kq7)
−3 (k2 − q2)3 (2k2 + 7q2) log((k + q)2
(k − q)2
)]}
,
δ(1)g31 = δg11 ,
δ(1)g32 =
2
3
δg11 ,
δ(1)g33 = −2
3
e−η(eη − 1)2k2piP 011(q) ,
δ(2)g31 =
pieη
(
P 013(q)− P 011(q)
) (
4
(
9k5q + 24k3q3 − 9kq5)− 18 (k2 − q2)3 log (∣∣∣k+qk−q ∣∣∣))
280k3q
,
δ(2)g32 =
2
3
δ(2)g31 ,
δ(2)g33 = 0 (G.5)
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1-loop PS
From Eq. 4.77, one can see that the one-loop corrections require integrals over ds1, ds2 and
d3q = q2 sin θ dq dθ dφ; the integration over q and over µ ≡ cos θ cannot be performed analyti-
cally. The following expressions are therefore integral kernels, denoted by δqµP (the factor of
q2 is already taken into account). If cos θ = µ = k ·qk q and |k − q| =
√
k2 − 2kµq + q2,
δqµP
II
11 =
pik4e2ηP 011(q)
[
7kµ+
(
3− 10µ2) q]2 P 011 (|k − q|)
49 (k2 − 2kµq + q2)2 ,
(H.1)
δqµP
II
13 =
pik3eη
(
7kµ +
(
3− 10µ2) q)
49 (k2 − 2kµq + q2)2
[
7q(k − µq)P 013(q)P 011 (|k − q|) (H.2)
+P 011(q)7µ
(
k2 − 2kµq + q2)P 013 (|k − q|)
+kP 011(q)P
0
11 (|k − q|)
(
7kµ (eη − 1)− q ((10µ2 − 3) eη − 14µ2 + 7))
]
.(H.3)
δqµP
II
33 =
pik2
49 (k2 − 2kµq + q2)2
{
98µq(k − µq) (k2 − 2kµq + q2)P 013(q)P 013 (|k − q|)
+ 7q(k − µq)P 011 (|k − q|)
[
2kP 013(q)
[
7kµ (eη − 1)− q ((10µ2 − 3) eη − 14µ2 + 7)]
+ 7qP 033(q)(k − µq)
]
+ k2P 011(q)P
0
11 (|k − q|)
[
q
((
10µ2 − 3) eη − 14µ2 + 7)− 7kµ (eη − 1)]2
+ 49µ2P 011(q)
(
k2 − 2kµq + q2)2 P 033 (|k − q|)
+ 14kµP 011(q)
(
k2 − 2kµq + q2) [7kµ (eη − 1)− q ((10µ2 − 3) eη − 14µ2 + 7)]P 013 (|k − q|)
}
.
(H.4)
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Appendix I.
The resummed propagator
As it was discussed in [56], the leading contribution in k2 exp(2η) to the propagator at a
generic n-loop order contains a chain of propagators and vertices of the form
ga b1(η − s1)γb1 c1 a1(k,−q1,q1 − k)ga1 b2(s1 − s2) (I.1)
· · · ga2n−1 b2n(s2n−1 − s2n)γb2n c2n a2n(k+ q2n,−q2n,−k)ga2n b(s2n) .
The ci indices have to be contracted in all possible pairings, by inserting n linear power spec-
tra, each of the form
δD(qi + qj)PL,ci,cj(qi; si, sj) . (I.2)
The n-loop contribution is obtained by multiplying by exp(
∑2n
i=1 si) and by the appropriate
combinatoric factor, and then by integrating over
Π2ni=1
(∫ η
0
dsi
∫
d3qi
)
. (I.3)
Recall Eqs. G.2-G.4: if all the insertions are of the P 0(qi)Uci,cj type then the resummation goes
exactly as in the standard case. Indeed
Uc1,cjgab1(η − s1)γb1 c1 a1(k,−q1,q1 − k)ga1 b2(s1 − s2)→ ucjga b2(η − s2)
1
2
q ·k
q2
, (I.4)
in the k  q limit. Besides the explicit form for the vertices (see Section 4.4), we have used
the composition property of the propagators
gab(η − s1)gbc(s1 − s2) = gac(η − s2) , (I.5)
and have defined u = (1, 1, 1). Since each vertex, contracted by a ucj vector becomes propor-
tional to a delta function in its first and third index, the chain of propagators composes up
to a single propagator gab(η) and the time integral can be easily performed. The momentum
integrals factorize into n integrals of the type
−
∫
d3qP 0(q)
(k ·q)2
q4
= −k2σ2 , (I.6)
where σ2 has been defined in Eq. 4.81. Using the appropriate combinatoric factors, the leading
contribution to the propagator at n-loop, in the large momentum limit, when all the power
89
Appendix I. The resummed propagator
spectrum insertions are of the P 0(qi)Uci,cj type is
1
n!
[
−k2σ2 (e
η − 1)2
2
]n
gab(η) , (I.7)
which resums to gab(η) exp[−k2σ2 (e
η−1)2
2 ].
As for the insertions including the∆Pci,cj(qi; si, sj) contribution to the linear power spectrum,
the important point to realize is that, due to Eq. G.4 and to the structure of the linear propaga-
tor and the vertices, a chain like Eq. I.1 can be contracted by at most one∆Pci,cj(qi; si, sj) power
spectrum, the remaining ones being of the type P 0(qi)Uci,cj . Moreover, these insertions only
contribute to G31 and G32. Therefore, at n-th order, we have only two types of contributions:
those with all P 0(qi)Uci,cj insertions, giving Eq. I.7, and those with one∆Pci,cj insertions and
n− 1 P 0(qi)Uci,cj ones, which can also be resummed in the large k limit.
As a consequence, the complete resummed propagator in the large momentum limit is
Gab(k; η) = (gab(η) + δa3fb∆
(2)g31(k; η)) exp[−k2σ2 (e
η − 1)2
2
] , (I.8)
with fb = (1, 2/3, 0). In order to have an expression for the propagator valid at any k, one
can proceed as in [56] and interpolate between the large k limit above and the 1-loop result at
low k. This can be done, for instance for G11, starting from its 1-loop expression
g11(η) + ∆g11(k; η) ' g11(η)
(
1 +
5
3
∆g11(k; η)
)
, (I.9)
where the above approximation is exact in the large η limit. Since
5
3
∆g11(k; η)→ −k2σ2 (e
η − 1)2
2
, for large k , (I.10)
the required interpolation is given by
G11(k; η) = g11(η) exp
[
5
3
∆g11(k; η)
]
. (I.11)
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Proceeding analogously for the other components, we have:
G12(k; η) = g12(η) exp
[
5
3
∆g11(k; η)
]
,
G22(k; η) = g22(η) exp
[
5
2
∆g22(k; η)
]
,
G21(k; η) = g21(η) exp
[
5
2
∆g22(k; η)
]
,
G31(k; η) =
(
g31(η) + ∆
(2)g31(k; η)
)
exp
[
5
3
∆g11(k; η)
]
,
G32(k; η) =
(
g32(η) +
2
3
∆(2)g31(k; η)
)
exp
[
5
3
∆g11(k; η)
]
,
G33(k; η) = g33(η) exp
[
eη∆(1)g33(k; η)
]
, (I.12)
where we have used the identities
∆g12(k; η) =
2
3
∆g11(k; η) ,
∆g21(k; η) =
3
2
∆g22(k; η) ,
∆(1)g31(k; η) = ∆g11(k; η)
∆(1)g32(k; η) =
2
3
∆(1)g31(k; η)
∆(2)g32(k; η) =
2
3
∆(2)g31(k; η) . (I.13)
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Appendix J.
Taking into account the initial halo
non-Gaussianity.
While at zin the matter field can be considered gaussian with high accuracy, the same not
necessarily holds for haloes. An initial non-Gaussianity for the equal-time power spectrum
can be easily incorporated in the TRG formalism as discussed in [48], and has been done in
sect. 6.2. In order to obtain the effect of an initial non-Gaussianity on the cross-correlator at
different times considered in Eq. 4.78, it suffices to compute the O(γ) correction to the linear
evolution of the field, by inserting Eq. 4.62 in 4.30, to get
ϕ(1)a (k; η) =
∫ η
0
ds gac(η − s)es
∫
d3q γcde(k,−q,q− k)gdf (s)ϕf (q; 0)geg(s)ϕg(k− q; 0) . (J.1)
The cross-correlator
〈ϕ(1)a (k; η)ϕb(k′; 0)〉 , (J.2)
then includes the non-Gaussian expectation value
〈ϕf (q; 0)ϕg(k− q; 0)ϕb(k′; 0)〉 = δD(k+ k′)Bfgb(q,k− q,−k) , (J.3)
and therefore gives Eq. 4.79.
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