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Humans and glasses go back a long way. During the Stone Age, prehistoric humans in every
part of the world knapped volcanic obsidian glass into tools and weapons or polished it into
the earliest mirrors. Man-made silica glass was developed shortly after the beginning of the
Bronze Age, possibly as an accidental by-product of early metalworking [1].
In the thousands of years since, glasses have become increasingly ubiquitous. The com-
pound microscope and the refracting telescope have both made enormous contributions to
scientific advancement, and both were made possible by glass lenses. Glass windows and the
enormous glass curtain walls found on skyscrapers are integral parts of modern architecture,
and windshields and display screens are ubiquitous in our daily lives. Rewritable CDs and
DVD technology relies on the chalcogenide glass transition [2], metallic glasses are often
tougher and more resistant to wear than naturally-occuring, crystalline metals [3, 4], and
obsidian glass scalpels, which can be sharpened to an atomically fine edge, are sometimes
preferred by surgeons to their metal counterparts [5].
We still lack a fundamental understanding of the physics behind the glass transition,
despite thousands of years of practical experience. This is in large part because glass tran-
sition is a non-equilibrium phenomenon, and therefore, unlike the related freezing/melting
transition, is not a true phase transition and does not depend solely on the state of the
system. Rather, the exact properties of a glass depend on the system’s history and the con-
stituents of a glass continuously relax to different, lower-energy states in a process known
as “aging.”
Additionally, there are many types of glass, all of which are characterized by some type
of structural disorder together with long-term dynamic stability. In the familiar example of
atomic or molecular glasses, the structural disorder occurs in the positions of the molecules,
which are random, as in a liquid. However, these random positions are dynamically stable
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and do not change in time, as in a crystalline solid. Such glasses are formed when a liquid is
supercooled, or cooled below the equilibrium freezing point. In this regime, atomic diffusion
slows enormously, viscosity increases by many orders of magnitude, and relaxation times
seemingly diverge—all while bypassing the liquid’s tendency to crystallize. This is most
commonly accomplished by a rapid enough temperature quench [6] or pressure increase [7]
that crystallization cannot happen. Alternatively, the disorder can be built in by way of
polydispersity—including atoms or molecules of very different sizes—and frustrating the
system’s attempt to achieve crystalline order [8].
Glasses can also be realized in systems where the sizes of the individual components
are on the order of a 10−9 − 10−6 m. These colloidal glasses resemble molecular systems in
many ways, but instead of T , the relevant thermodynamic variable controlling the state is
volume fraction [9, 10]. Glasses can also be formed from polymer chains [11]. Finally, there
exist more exotic glasses such as spin glasses, in which the spatial position of the atoms is
crystalline, but their magnetic dipole moment is randomly oriented [12, 13].
Since the properties of a glass are dependent on the history of the system, systems
far from equilibrium require absurdly long preparation times, many orders of magnitude
too long to be practical for an experimentalist. Recorded history, after all, is less than
6,000 years old —and the modern scientific method is younger still. Glasses may have
to navigate their energy landscape for millions of years to reach these states of interest.
This limitation has been successfully circumvented in some cases, either by experimenting
on naturally-occurring glasses formed millions of years ago [14–16], or by manufacturing
glasses via physical vapor deposition that are identical to glasses with very long aging
histories [17]. Various competing theories have been developed to explain glass formation,
of which mode coupling theory [18, 19] and random first-order transition theory [20, 21] are
probably the most popular. However, to date no theory has succeeded in capturing the full
range of experimental results. In addition, most glass transition theories are complicated
and abstract, making it very diffitult to extract physical meaning from the models even
when they do match some of the available experimental observations. Recent research has
also suggested a distinction between the glass transition observed in thermal systems and
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the jamming transition characteristic of athermal systems, such as sand, marbles, or non-
Brownian foams or emulsions [22–24]. A consesus has yet to emerge in the soft matter
community about the best way to integrate jamming into glass theory.
Even though the archetypical “glass” systems are atomic, colloidal glassformers have
been key to experimental efforts aimed at understanding the glass transition [9, 10, 25–38].
Because atomic systems are so small, they are difficult to image directly and their dynamics
can be too fast to resolve. In contrast, colloids have characteristic length and timescales
larger by many orders of magnitude than atoms, yet the glassforming behavior of both
seems to be governed by the same physics [39–43]. Further, their detailed interactions
and material properties can be varied more readily than atomic or molecular systems—for
example by varying the particle polydispersity [44], particle stiffness [45], or the internal
structure of the particle [46].
Microgels—defined as a crosslinked polymer network, in the colloidal domain, swollen
by a solvent—exemplify this versatility. They are compressible and soft, and with the
appropriate chemistry can also change their structure and interactions based on temperature
[47], pressure [48], charge [49], or salt concentration [50], to name a few possibilities. The
details of particle “softness” are determined by the specifics of the synthesis as well. These
properties, particularly the broad concept of “softness” are not found in atomic glassforming
systems. Colloidal glasses are more than just models for atomic systems—they display their
own unique physics.
We study the glass transition in a colloidal microgel system in order to take advan-
tage of some of these unique properties. Specifically, we use N -isopropylacrylamide-co-
poly(ethylene glycol diacrylate)-co-acrylic acid (NIPAM/pEG-d/AAc) microgels suspended
in water, which were synthesized for us by Dr. Xiaobo Hu from the Lyon group in Geor-
gia Tech’s School of Chemistry and Biochemistry. p(NIPAM) has a lower critical solution
temperature (LCST) at around 32-34 °C in H2O; below this temperature it is hydrophilic,
while it is hydrophobic at higher temperatures. Generally, a pNIPAM polymer decreases
slightly in size as the temperature increases, until the LCST is reached. Above the LCST,
the polymer abruptly deswells to its minimum size. The contribution of AAc to the swelling
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behavior, meanwhile, is governed by the pH of the suspension. AAc has a pKa of about 4.4
and ionizes at higher pH, drawing in counterions from the solvent. Thus, these microgels
swell at low temperatures and high pH, and deswell at high temperatures and low pH.
We distinguish between the liquid, supercooled liquid, and glassy states of soft NIPAM-
pEG-AAc microgels at different degrees of swelling and packing fractions. We identify a
regime in which the microgels deswell as their number density is increased, trapping the
system just below the onset of rigidity in the glass state. This study combines light scattering
and rheological measurements of relaxation times, length scales, and shear moduli. Our
understanding of the dense suspensions of interest is informed by light scattering and small-
angle neutron scattering (SANS) experiments conducted on dilute systems, where single-
particle characteristics can be quantified. The Thesis is arranged as follows:
In Chapter II, we describe the chemistry and synthesis of the microgel system we use and
perform the initial characterization at dilute conditions. This Chapter includes a theoretical
introduction to 3D dynamic light scattering (3DDLS) and static light scattering (SLS),
including a discussion of the hydrodynamic radius and discussions of the form and structure
factors. We also describe various experimental considerations and corrections to the raw
data. Finally, we discuss the relationship between concentration and generalized volume
fraction, ζ, used to describe concentrated suspensions.
In Chapter III, we discuss the single-particle structure of the microgels at low pH, when
the AAc monomers are uncharged. In these conditions, we observe an unexpected frustra-
tion of the pNIPAM coil-to-globule transition at high temperatures typified by the segrega-
tion of mass to the periphery of the particles, as seen in light scattering measurements. This
coincides with a markedly increasing length scale associated with heterogeneous polymer
distribution, seen as a qualitative shift in the form factor observed with SANS. We interpret
these results by noting that (i) the high amount of AAc included in our synthesis breaks
up NIPAM chains into segments so short that pNIPAM’s characteristic coil-to-globule col-
lapse, which is a cooperative effect requiring a minimum number of monomers per chain,
cannot occur, and that (ii) the pEG-d crosslinker is not distributed homogeneously in our
microgels; more crosslinker at the core of the particle means that pNIPAM sequences there
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are likely to be shorter and therefore less likely to collapse.
In Chapter IV, we explore a qualitatively different mass segregation, this time to the
center of the particles, when the AAc is partially (but not completely) ionized. Here the form
factor obtained from SANS also undergoes marked changes, indicating a sharply decreasing
polymer length scale. Following a theory developed for macrogels, we identify this with the
clustering of like charges. The resulting energetic penalty is offset by a corresponding gain of
entropy by the counterions in solution. Supporting this argument are SANS measurements
on a similar microgel system that we fit according to this theory.
In Chapter V, we move on to the concentrated systems of interest. First, concentrated
SLS measurements allow us to obtain the measurable structure factor, SM(q), for our sys-
tem at different conditions and ζ. As we discuss in the Chapter, this is a simplification
of the true structure factor, which is a tensor for polydisperse systems, into scalar form.
We include a discussion of changes in the form factor, P (q), at high ζ, estimated following
contrast-matching SANS experiments on similar systems, and correct for this effect in our
measurements. Our DLS measurements are made at the first peak of the structure fac-
tor, where the relaxation time corresponds to the particles’ configurational rearrangements.
Differences in the observed correlation functions allow us to separate the liquid and super-
cooled liquid regimes. In order to extend these measurements to even higher ζ, we turn to
oscillatory and steady-state rheology. Our measurements provide a complete picture of the
relaxation times of these dense systems over a wide range of ζ, clearly showing that the
relaxation time increase is more complex than a simple divergence at finite ζ. We do see an
“apparent divergence” that is well-fitted by the empirical Vogel-Fulcher-Tamman equation
[51–53] at lower ζ. However, above the glass transition ζ predicted by the VFT fit, we ob-
serve a new regime in which relaxation times level off and do not change significantly with
increasing ζ, indicating that the system is trapped in a pre-glass state. Flow curves for the
system in these conditions are well-described by a model for a pre-glass system in which
jamming plays no role [23, 24]. At the same time, while zero-shear viscosity does continue
to increase, so does the high-ω elastic modulus of the suspension, causing the relaxation
times to increase only slightly.
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Physically, this stems from the disconnect between ζ, which is always proportional to
concentration, and the real volume fraction φ, at high concentrations. Because the particles
are compressible, they can deswell when crowded together; because they are deformable,
they can fill the spaces that would be left between spherical particles in contact. Further,
because the particles are charged, the ionic osmotic pressure that free ions in solution exert
on the microgels [54] can lead to deswelling even when the particles are not in contact
[55]. This deswelling on the approach to the glass transition is likely responsible for the
non-divergence of relaxation times we observe experimentally.
Finally, in Chapter VI, we conclude by summarizing our results and contextualizing




OUR MICROGELS: SYNTHESIS AND INITIAL
CHARACTERIZATION
2.1 Introduction
In order to properly understand our observations of microgels in the glassy state, we need
to have a clear picture of their physical characteristics. In high concentrations, soft par-
ticles tend to deform and compress due to the close presence of their neighbors, and may
interpenetrate with their neighbors to a certain extent depending on the details of their
internal structure. Such effects have a profound influence on glassy behavior and must be
carefully accounted for. The detailed single-particle structure will also play an important
role; if polymer and crosslink density are inhomogeneously distributed inside the microgels,
the elastic modulus of the polymer network will not be uniform throughout the particle,
again affecting the resulting behavior. In this Chapter, we characterize our NIPAM/pEG-
d/AAc microgel system in great detail and provide the requisite background theory for
understanding the methods used.
2.2 Synthesis and Chemistry
Our NIPAM/pEG-d/AAc microgels have 24 mol% AAc randomly copolymerized with 73
mol% NIPAM, and are crosslinked with 3 mol% poly(ethylene glycol) diacrylate (pEG-d),
CH2CHCO− (OCH2CH2)n−OCOCHCH2, where n ∼ 10–11 is the number of repeat units.
We note that each crosslinker chain has a molecular weight of 587 g/mol and is therefore
3.5–4 nm long [56]. The chemical structure of these components is shown in Fig. 2.1 together
with a schematic of the chain structure.
The particles were synthesized for us with the assistance of Dr. Xiaobo Hu from the Lyon
group in Georgia Tech’s School of Chemistry and Biochemistry. We followed a dispersion
polymerization synthesis according to previously published methods [57]. We added 9.08


















Figure 2.1: A schematic showing the components of the synthesis. The number of repeat
units in the pEG-d is n = 10–11. The NIPAM and AAc monomers have one C–C double
bond, shown in red, and the pEG-d has two, one at each end of the molecule. These double
bonds are broken during the polymerization to form the chain backbone, which is shown in
simplified form for clarity.
g (24 mol%) of AAc, 0.058 g of sodium dodecyl sulfate (a surfactant), and 0.342 g of
ammonium persulfate (the reaction initiator) to 1587 mL DI water at 70 °C. We allowed
the reaction to proceed for 8 hrs while stirring at 350 rpm, then cooled the dispersion to
room temperature and removed aggregates by filtering the product through glass wool. To
remove unreacted monomer, cross-linker, surfactant, and initiator molecules, we dialyzed
the suspension against DI water refreshed daily for four weeks using a Speactra/Por dialysis
membrane.
The membrane was previously sterilized by boiling and had a molecular weight cutoff
of 12,000-14,000 g/mol. We prepare dilute samples by adding small amounts of the stock
directly to DI water, and concentrated samples by freeze-drying the stock and resuspending
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the resulting powder. We adjusted pH with sodium hydroxide (NaOH) or hydrochloric acid
(HCl). When adjusting the pH we were careful to add only just enough acid/base to reach
the desired pH, rather than overshooting and trying to re-adjust the pH. In this way we
avoid including an excess of salt in the suspension.
Microgels with similar composition have been studied extensively [58–65]. However,
with the exception of [63], experimental studies of pNIPAM/AAc microgels have restricted
themselves to AAc fractions of less than 10 mol%. In the case of [63], the focus was on
the mesh size of the resulting microgels. Further, it is worth noting that the use of pEG-d
as a crosslinker is quite unusual, with N,N ′-methylenebisacrylamide (BIS) being far more
commonly used. pEG-d is hydrophilic, and can be more so than pNIPAM for some T below
the LCST [66, 67]. Previous work [65] has been performed on pNIPAM microgels crosslinked
with pEG-d, finding an unusual two-step decrease of Rh with increasing temperature, which
was attributed to the hydrophilicity of pEG-d. However, no AAc was included in that
synthesis.
2.3 Viscometry and Calculating Generalized Volume Fraction
The behavior of colloidal particles in suspension depends on whether and how the particles
are interacting. For the simplest case of idealized hard spheres, the only interaction is
excluded volume. The relevant thermodynamic quantity in this case is the volume fraction,
φ = NvP/V , where N is the number of particles in the sample, vP = (4π/3)R3 is the volume
of one particle with radius R, and V is the total volume of the sample. φ can be easily
related to concentration or weight fraction via the dynamic viscosity of the suspension, η,
for dilute conditions using the Einstein-Batchelor equation [68–71]:
η/ηs = 1 + 2.5φ+ 5.9φ
2, (2.1)
where ηs is the viscosity of the solvent used. The volume fraction is given by φ = kc, where
c is a measure of the suspension concentration and k is a constant. In our analysis we use
weight percent, c = [mdry/(mdry + msolvent)] × 100%. From Eq. 2.1 and a plot of η/ηs vs.
c, we obtain k, which can be used to determine φ even at high c.
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However, for soft particles that can deform, compress, and/or interpenetrate, the particle
shape and volume may change. In this case, it is more difficult to determine φ at high c. We





the volume of one particle in dilute conditions, with R0 the corresponding radius. Unlike
φ, which has an upper bound of 1, suspensions with ζ > 1 are possible, since the particles
can deform, compress, and/or interpenetrate. For dilute samples, ζ = φ and Eq. 2.1 can
still be used to determine k, which is then used to determine ζ from c for samples of any
concentration.
We emphasize that ζ is proportional to the concentration of the suspension. However,
vp0 depends on the swelling state of our particles, which is controlled by temperature and
pH. Thus, ζ is as much a function of T and pH as of c.
Suppose we have a suspension of some c, at conditions for which we have already mea-
sured k. By changing T and/or pH, we change k and therefore ζ, even though c is fixed.
However, because ζ ∝ R30, we can determine the new ζ if we know R0 at both sets of
conditions. In Section 2.4, we report the hydrodynamic particle radius, Rh, for all T and
pH. By taking R0 = Rh, we can determine ζ at any set of conditions, provided we know k












We perform viscometric measurements on suspensions over a range of concentrations
at pH = 3.99 ± 0.07 and 4.54 ± 0.19, T = 14.1, 24.4, 30.1, 38.9, and 58.3 °C (δT 6 0.1
°C for all measurements). We use an Ubbelohde viscometer manufactured by Technical
Glass Products, Inc., with a viscometer constant of 0.003121 cSt/s at all temperatures. We
ensure uniform temperature throughout the measurement by immersing the viscometer in
a heated or cooled water bath whose temperature we measure via thermocouple during
the experiment and allowing the temperature of the sample to equilibrate for at least 15
minutes prior to each measurement.
We measure six efflux times for each combination of T and pH, averaging them together
to obtain the final value and uncertainty. By multiplying the efflux time by the viscometer
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Figure 2.2: Viscometry measurements for our microgel system at selected conditions. (a)
Relative viscosity as a function of concentration for two pHs, pH = 3.99 ± 0.07 (black
squares) and pH = 4.54 ± 0.19 (red circles). For clarity, only one set of temperature
measurements is shown, at T = 14.1 ± 0.1 °C. Fits are to Eq. 2.1, with the width of the
curve indicating uncertainty in k. (b) k values obtained from fitting the data to Eq. 2.1 as
a function of temperature.
constant, we obtain the kinematic viscosity, ν, of the suspension, which is related to the
dynamic viscosity, η, by ν = η/ρ, with ρ the suspension density, which we take to be
equal to that of water at the measured temperature. We obtain ρ for water as a function
of temperature by interpolating the literature values [72] in Mathematica to obtain ρ for
arbitrary temperatures. After obtaining the dynamic viscosity of each suspension, we finally
calculate the relative viscosity using the empirical Watson-Basu-Sengers equation [73] for
the temperature-dependent viscosity of water. We fit the results with Eq. 2.1, as shown in
Fig. 2.2.
To confirm that we can accurately calculate ζ for other conditions using Eq. 2.2, we
compare k values from Fig. 2.2 with those calculated using Eq. 2.2 and find good agreement
using values of Rh(T, pH) obtained in Section 2.4. For example, the values of k at T ∼ 14
°C are 0.43±0.02 and 0.69±0.03 for pH ∼ 4 and ∼ 4.5, respectively, giving k(T = 14, pH =
4)/k(T = 14,pH = 4.5) = 0.6 ± 0.1. From Fig. 2.15 we find that at these conditions,
Rh ≈ 460± 20 nm and 550± 20 nm, respectively. From Eq. 2.2, we obtain the same ratio,
k = 0.6 ± 0.15. Following the same procedure, for the same pHs at T = 28.7 °C, we find
the ratios of both k and R3h to be 0.4 ± 0.1. Other conditions display a similar match.
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We therefore use Eq. 2.2 to calculate ζ for other values of T and pH. The error using this
method is . 10%, comparable to the error in the viscometry measurements themselves.
2.4 Introduction to 3DDLS
In a typical dynamic light scattering (DLS) experiment, laser light is passed through a
dilute suspension of particles. The time-dependent intensity fluctuations of coherent light
scattered from the sample, which correspond to Brownian motion of the particles in sus-
pension, contain information about their hydrodynamic size. The theory presented in this
section largely applies to DLS experiments on concentrated systems as well, which will be
discussed in more detail in Chapter V.
In the discussions presented below, we make several assumptions that are valid for all
of our experiments [74]:
Born approximation. We take the total field everywhere in the scattering material as
equal to the incident field. This is reasonable when only a small fraction of the incident
light is scattered.
No attenuation of incident light by absorption. We assume that the solvent and particles
do not absorb light.
Elastic scattering. We assume all scattering events are elastic, meaning that the photon
wavelength does not change during a scattering event.
Small phase shift. The phase mismatch between light transmitted through the solvent
and through the particle is assumed to be small, i.e. when 2π|np − ns|Rh/λ0 is small, with
np and ns the indices of refraction of the polymer and solvent, respectively, and λ0 the
wavelength of the light in vacuum.
Constant field direction. We assume that the field has the same wave vector everywhere
in the scattering volume. This means we assume the incident light to have this property,
and that refraction of light at the solvent–particle interface is negligible, i.e. that |np − ns|
is small.
Far field approximation. We assume far-field behavior of the scattered light at the
detector. This is true when w2/Lλ0  1, where w is the detector aperture width and L is
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the distance between the scattering volume and the detector, which is true for our setup.
The experimentally-measured quantity is intensity I as a function of scattering angle θ,









where εs and µ0 are the solvent permittivity and the permeability, respectively, and only
electric field components parallel to the scattering wave vector are considered [74]. The scat-
tering wave vector is defined as q = ki−kf, with ki and kf the initial and final wavevectors
of the scattered light, respectively, and q = (4π/λ) sin(θ/2), with λ = λ0/n the wavelength
of the scattered light in the solvent and n the solvent index of refraction. “∗” represents
complex conjugation.
In the simplest type of DLS experiment, a single beam is passed through the sample and
the measured intensity scattered into some angle is autocorrelated with itself. However, this
experiment fails for samples with significant multiple scattering, which occurs when photons
scatter from multiple particles before reaching the detectors. Because the q-dependence of
the first scattering event is lost after subsequent scattering events, multiple scattering adds
a random component to an autocorrelation experiment that cannot be corrected for or even
estimated from the experimental data.
In a cross-correlation experiment, the influence of multiple scattering is suppressed.
There are several types of cross-correlation setups [75]; ours is a 3D cross-correlation appa-
ratus manufactured by LS Instruments.
A simplified schematic of our 3DDLS setup is shown in Fig. 2.3. A laser beam is
split into two beams by a beamsplitter and focused into the sample. These two beams
cross inside the sample; their overlap region is called the scattering volume. The sample
chamber is temperature-controlled and filled with decahydronaphthalene, or decalin, an
organic compound that has an index of refraction very close to that of glass, which minimizes
refraction effects on the beam. The sample can be rotated by a goniometer either to
a specific sample angle for each measurement or at a constant angular velocity during





Figure 2.3: A simplified representation of our 3DDLS instrument as described in the text.
Not to scale.
positioned in such a way that q from one beam into one detector is the same as q from the
other beam into the other detector. A second goniometer allows the detectors to be rotated
around the sample chamber to any scattering angle 15°6 θ 6 150°, although to minimize
the effects of imperfect alignment we restrict our measurements to 20°6 θ 6 140°. The
two detectors measure time-dependent intensity fluctuations which are correlated together.
Since there are two beams and two photodetectors, there are effectively four experiments
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(2.4)
The brackets 〈· · · 〉E and superscript “(E)” represent ensemble averages of the measured
quantities. For an ergodic system, defined as one that explores all of phase space over the
duration of the experiment, a time average, 〈· · · 〉T, is equivalent. 3DDLS of a non-ergodic
system is not trivial, and we discuss it in Appendix B. Superscripts within the averages
refer to beam number and subscripts to detector number. Each of these terms represents
a different scattering experiment: for example, the first term represents the experiment
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correlating the fluctuations of beam 1 measured by detector 1 with those of beam 1 by
detector 2; the second, beam 2 by detector 1 with beam 1 by detector 2; and so on. Each
term has the same average, time-independent intensity (namely, 1/4 of the total). Of these
four terms, only the fourth has the same q for both beams. The other three compare
unrelated fluctuations and decorrelate. Further, in an ideal, ensemble-averaged system, the
total amount of intensity scattered into detector 1 is equal to the total amount of intensity
scattered into detector 2, and the contributions of those intensities from beam 1 are the
same as the contributions from beam 2. Thus, Eq. 2.4 can be rewritten as
G
(E)
I (q, τ) =
3
4
〈I(q)〉2E + 〈I11 (q, t)I22 (q, t+ τ)〉E. (2.5)
Here, the total measured intensity (summing contributions from both beams measured in
both detectors) has been written 〈I(q)〉E. The factor of 3/4 is due to the three decorrelated
contributions, while the remaining term is the correlated one. In a real experiment, 〈I11 (q)〉E,
〈I21 (q)〉E, 〈I12 (q)〉E, and 〈I22 (q)〉E may not be exactly equal due to imperfections in the
instrument’s alignment. However, this is accounted for in the intercept as described below.
Intensity is proportional to the square of the electric field; the cross-correlation term
in Eq. 2.5 is then a four-point average of electric fields, which when ensemble-averaged are
also zero-mean Gaussian variables. Wick’s theorem allows such a four-point average to be
rewritten as a sum of two-point averages. This allows us to decompose the cross-correlation
term into another average intensity term and the dynamic structure factor, equivalent to
the ensemble-averaged electric field cross-correlation function G
(E)
E (q, τ) [74]:
〈I11 (q, t)I22 (q, t+ τ)〉E =K〈E11(q, t)E1∗1 (q, t)E22(q, t+ τ)E2∗2 (q, t+ τ)〉E
=K
[
〈E11(q, t)E1∗1 (q, t)〉E〈E22(q, t+ τ)E2∗2 (q, t+ τ)〉E
+ 〈E11(q, t)E22(q, t+ τ)〉E〈E1∗1 (q, t)E2∗2 (q, t+ τ)〉E
+ 〈E11(q, t)E2∗2 (q, t+ τ)〉E〈E1∗1 (q, t)E22(q, t+ τ)〉E
]
(2.6)
Here, we have defined K = εs/4µ0.
The first term is equivalent to 〈I(q)〉2E/4. This is not the singly-scattered component
as in Eq. 2.10 below, since this term has no cross-correlation and so is just a product of
measured ensemble-averaged intensities. The second term is zero for nonzero scattering
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vectors; heuristically, this can be understood as due to the fact that the two-point averages
are not of complex-conjugated fields. As a result, the averages are of sinusoidal functions
over all t, and tend to zero unless q = 0. The third term then defines G
(E)




I (q, τ) = 〈I(q)〉
2
E +

















and ∣∣∣g(E)E (q, τ)∣∣∣2 =
∣∣∣G(E)E (q, τ)∣∣∣2∣∣∣G(E)E (q, 0)∣∣∣2 =
∣∣∣G(E)E (q, τ)∣∣∣2
K
∣∣〈E11(q, t)E2∗2 (q, t)〉E∣∣2 . (2.10)
For practical purposes, the cross-correlation term in the denominator on the right-hand side
of Eq. 2.10 contains only contributions from single-scattered photons [75]. Therefore the
total ensemble-averaged single-scattered intensity is given by K
∣∣〈E11(q, t)E2∗2 (q, t)〉E∣∣2 =
〈I(1)(q)〉2E/4, where again the 4 in the denominator is due to the fact that only 1/4 of the
scattered intensity is correlated. We then obtain the normalized Siegert relation, defining
the relationship between the intensity and electric field correlation functions:
g
(E)





∣∣∣g(E)E (q, τ)∣∣∣2 . (2.11)









∣∣∣g(E)E (q, τ)∣∣∣2 . (2.12)
Thus in a cross-correlation experiment the intercept accounts not only for experimental
imperfections, but also multiple scattering contributions that reduce the signal strength, as
well as a factor of 1/4 resulting from the four combinations of beams and detectors. The
final Siegert relation is then
g
(E)
I (q, τ)− 1 = β









From Eq. 2.14, we can determine the single-scattered intensity contribution to any
measurement by comparing with a reference measurement on an exclusively single-scattering
system. Such a reference measurement yields an intercept of βref = β0/4, and the single-






The practical details of a multiple scattering correction will be covered in Section 2.6.6.
Note that β0, and thus β
ref, are dependent on scattering angle in a real experiment, and the
imperfections in alignment will be more pronounced at lower scattering angles, as discussed
in section 2.6.4. β may also include an additional q-dependence related to the individual
particle form factor, as we discuss in Section 2.5.
2.4.1 A Diffusive, Monodisperse System
In a monodisperse system of diffusive particles undergoing Brownian motion, the normalized
dynamic structure factor can simply be written as [74]
∣∣∣g(E)E (q, τ)∣∣∣ = exp (−Γτ), (2.16)
where Γ = Dq2 is the relaxation frequency of the particles, with D the diffusion coefficient
of one particle in three dimensions. D is related to the particle’s hydrodynamic radius Rh





Rh is very close to the actual radius of a microgel, since even microgels with quite low
crosslinker densities are hydrodynamically opaque [77]. As shown in Fig. 2.4, we fit a
simple exponential decay to Eq. 2.16 to obtain Γ as a function of q2, perform a linear fit to
obtain D and the associated uncertainty in our measurement, and finally use Eq. 2.17 to
determine Rh for our sample.
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Figure 2.4: Representative results from running our Matlab program. (a) A best fit (red
line) of Eq. 2.16 to our experimental data (black line). The black circle shows the end of
the fitted portion of the data. (b) A plot of χ2 vs. the number of points fitted in panel (a).
The best fit is the one to the first 493 points, shown as a black circle. (c) A plot of the
resulting Γ vs. q2 (black squares) along with a best fit Γ = Dq2, with the slope of the fit
(red line) giving the diffusion coefficient D.
To perform the fit, we use a Matlab program designed to exclude common sources of
error. The program first disregards any unphysical measurements caused by glitches in the
hardware by checking that the first 200 points in each experimental ICCF are positive. The
data sets that remain, however, often contain large contributions from noise at high τ . In
order to minimize contributions from noise and obtain the best fit, we use the following
algorithm:
We fit Eq. 2.16 to the first 200 points only, and obtain χ2, Pearson’s goodness-of-
fit parameter [78]. We then repeat the fit for the first 201 points, then 202, and so on,
continuing until the ICCF first becomes negative. This is an unavoidable consequence of
experimental noise for high τ when the correlation function tends to zero. The fit with the
minimum χ2 value is selected as the best fit. This is repeated for all measurements to obtain
an output file with one Γ for each measurement. We have compared this extensively against
manual fits to ICCFs for suspensions of particle standards and for experimental samples,
and in all cases the program has agreed well, meaning that it can be trusted to produce the
correct values of Γ without the tedium of fitting each of hundreds of data points by hand.
The output from this program allows us to plot Γ vs. q2 and thereby obtain D for that
sample, as shown in Fig. 2.4.
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2.4.2 Polydispersity in a Diffusive System: the Method of Cumulants
For diffusive, polydisperse systems, Eq. 2.16 does not hold. Instead, the dynamic structure
factor must be expressed by an integral over the decay rate:∣∣∣g(E)E (q, τ)∣∣∣ =
∞∫
0
dΓG(Γ) exp (−Γτ), (2.18)




Our program can be used to estimate the average diffusion coefficient and polydispersity
for slightly polydisperse samples using the method of cumulants [79]. In this analysis, the
natural logarithm of the dynamic structure factor is written as a Taylor series in τ ,
loge








τ2 + · · · ,
(2.19)
usually truncated to second order. The coefficients in the expansion are called cumulant
coefficients; they generally depend on the details of the decay rate distribution. For short
times, the behavior is that of monodisperse suspensions, with loge
∣∣∣g(E)E (q, τ)∣∣∣ linear in τ ,




defined in Eq. 2.19, k1 = Γ̄.
For larger τ , the second cumulant can be used to meaningfully describe the polydispersity
when G(Γ) is sharply peaked. In this case, we write






1− (Γ− Γ̄)τ + (Γ− Γ̄)
2
2




in which we have Taylor expanded the second exponential on the right hand side around
Γ = Γ̄. By again truncating to second order, Eq. 2.18 becomes
loge






















dΓG(Γ)(Γ − Γ̄)2 is the variance of the distribution. Taking the natural
logarithm, expanding loge(1 + k2τ
2/2) around τ = 0, and keeping terms up to second order
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recovers Eq. 2.19. The relative polydispersity of the suspension then follows from the first
and second cumulants as
√
k2/k21.
For very polydisperse systems, or systems in which the distribution is not monomodal,
the method of cumulants fails. In such situations, the problem of determining the size
distribution is an ill-posed one. Obtaining the distribution from the correlation function in
this case requires sophisticated inversion algorithms [80].
2.5 Introduction to SLS
The setup for a static light scattering (SLS) experiment is identical to that of a DLS
experiment, and the two types of experiments can usually be performed simultaneously.
Laser light is passed through a suspension of particles and the scattered light is collected
as described in Section 2.4. However, rather than correlating the time-dependent intensity
fluctuations, we look for information about the sample’s structure in the time-independent,
ensemble-averaged intensity.
The ensemble-averaged intensity scattered by an m-component system of spherically














2(4π)2, where I0 is the incident intensity and Vs is the scattering
volume, which is dependent only on the instrument geometry. Here, Bi(q) is the scattering
amplitude and ni the number density of component i, δij is the Kronecker delta, and
ĥij(q) =
√
ninjF {hij(r)} (q) is the number-density-weighted Fourier transform of hij(r) =
gij(r)− 1, with gij(r) the radial distribution function as a function of the distance between
the centers of species i and j.






where Sij(q) are the components of the structure factor tensor S(q), which quantifies the




ninjBi(q)Bj(q) in Eq. 2.23, the importance of the ijth component is weighted by the
number density and scattering amplitudes of particle species i and j.







which contains only intra-particle scattering contributions. This term defines the form
factor,










In the monodisperse case, m = 1, S(q) has only one term, and Eq. 2.23 reduces to
〈I(1)(q)〉E ∝ P (q)S(q). (2.26)
In this case, the structure factor can be extracted directly from the data by dividing the
I(1)(q) by P (q), provided that the form factor P (q) is unchanged from the dilute case. This
condition is often assumed, but is not generally valid [89].
In practice, the structure factor tensor cannot be experimentally disentangled from the
scattering amplitudes. This leads to what is called the “measurable” structure factor [90–











〈I(1)(q)〉E ∝ P (q)SM(q) (2.28)
Combined with the fact that the dependence of P (q) on concentration is unkown, this makes
the interpretation of scattering data at high concentrations more difficult. For example,
while the structure factor of monodisperse [94–101] and polydisperse [83–85, 102, 103] hard
spheres can both be solved for analytically, the polydisperse case is considerably more
complicated. Polydispersity has been taken into account for a variety of non-hard-sphere
models as well [87, 88, 90, 91, 104–106]. Such models have been used to evaluate the
measurable structure factor of concentrated emulsions [93].
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In the following subsections we discuss the scattering amplitudes and form factors, as
well as the single-particle radial density functions, of three important models for colloidal
microgels relevant to our work: homogeneous sphere, core-shell, and star polymer.
The total form factor of a polydisperse system is given by Eq. 2.25. For a monodisperse
system there is only one term. The scattering amplitude of component i in a system with
m components is defined by the Fourier transform of the particles’ scattering amplitude
density, which is effectively proportional to their mass density,
B(q) = F {ρ(r)} . (2.29)
We assume that the particles’ scattering contrast and density are proportional, ρ(r) ∝
(np − ns)/ns. This is reasonable because ns is a constant, and the values of dn/dc in water
of pNIPAM [107], poly(acrylic acid) [108], and pEG-d [109] are known and are constant
with respect to c.
Regardless of the details of the particle structure, all form factors have the same behavior
if qR, the product of q and the particle size, is small enough [110]. This can be seen most
simply by considering Eq. 2.25 with m = 1 together with Eqs. 2.29 and A.3 and Taylor



























where Rg, the radius of gyration, is defined as the square root of the term in square brackets
on the first line, and represents a measure of the distribution of mass inside each particle.
We emphasize again that this definition assumes equivalence between optical density and
mass density, as discussed above. The region in which this approximation is valid, typically
taken to be qRg . 2.5 [74], is called the Guinier regime.
Generally, we write the polydisperse form factor as an integral over the monodisperse
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Here 〈R〉 and σp are the mean particle radius and the width of the Gaussian, respectively.
At small enough length scales, we can no longer take the mass density to be essentially
smooth. We must consider the molecular structure of our particles, which in our case are
crosslinked polymer networks. In this regime, the correlations between polymer segments
on the same chain dominate the scattering behavior. The pair correlation function of this






where ` is the segment length of the polymer, Df is the fractal dimension of the network,
and ξ is the local blob size of the polymer. The exponential term acts as a cut-off, since
this component dominates only for r < ξ. Fourier transformation then yields the network
term of the particle form factor:





where Γ is the gamma function and µ = Df − 1. This term has three special cases, namely
µ = 0, µ = 1, and µ = 2, corresponding to the cases of Df = 1, 2, and 3, respectively:
P net(q) ∝ arctan(qξ)
qξ
µ→ 0, (2.34a)
P net(q) ∝ 1
1 + (qξ)2
µ = 1, (2.34b)
P net(q) ∝ 1
[1 + (qξ)2]2
µ = 2. (2.34c)
Eqs. 2.34b and c are the Lorentzian [112, p. 82-85] and Debye-Bueche [113, 114] network
terms, respectively. Fig. 2.5 compares the three cases.
In principle, there might be more than one blob size ξ and more than one dimensional
term µ even within a single particle. For example, if the core is denser than the periphery,
the polymer segments in the core might be more stretched (lower µ) and correlated on
smaller length scales (smaller ξ). The star polymer model of Daoud and Cotton [115] has ξ
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Figure 2.5: Form factor network terms from Eq. 2.33 showing P net(q) as a function of
qξ. The black, red, and green lines show the µ = 0, µ = 1 (Lorentzian), and µ = 2
(Debye-Bueche) cases, respectively.
decrease linearly with r as the core is approached, because less volume is available to each
arm. However, we find that allowing multiple values of ξ and µ overfits our data, so we take
the fitted values to be “average” ξ and µ.
Adding the polydisperse form factor and the network term together, and including a
constant term I0 to account for background scattering, gives the final form factor we use to
describe our microgels:



















P (q = 0) = 1 by definition. Because the first term dominates at low q, we effectively meet
this requirement by setting I1 = 1. Three model Pi(q) are given in the following sections,
with Ri = Rc,i the core radius (for the core-shell model) and Ri = Rg,i the radius of gyration
(for the star polymer model). Fig. 2.6 compares these three models.
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Figure 2.6: (a) Form factor models described in the text. The black line shows the homoge-
neous sphere model from Eq. 2.40, PHSi (q) vs. qRi. The red line shows the core-shell model
from Eq. 2.44, PCSi (q) vs. qRc,i with σsurf/Rc,i = 0.1. The green line shows the Guinier
decay from Eqs. 2.30 and 2.46, P stari (q) vs. qRg,i. (b) Density profiles ρ(r) for the models
under consideration. The black line shows the homogeneous sphere model from Eq. 2.36,
ρHSi (r) vs. r/Ri. The red line shows the core-shell model from Eq. 2.45, ρ
CS
i (r) vs. r/Rc,i
with σsurf/Rc,i = 0.1. The vertical dashed line shows the total radius of the particle, taken
to be RSLS,i = Rc,i + 2σsurf.
2.5.1 Form Factor Models: Homogeneous Sphere
This is the simplest case, with radial density given by
ρHS(r) =

C r < Ri
0 r > Ri
. (2.36)
with Ri the sphere radius of the particles and C a constant with units of density. Applying
Eqs. 2.29 and A.2 gives











1 r < Ri
0 r > Ri
. (2.37)
Evaluating the integral gives the particle scattering amplitude:




sin qRi − qRi cos qRi
q3
. (2.38)
Evaluating Eq. 2.38 at q = 0 gives

















2.5.2 Form Factor Models: Core-Shell
An extension of the homogeneous sphere model is the core-shell model where the radial
density function is represented as the convolution of a box function (i.e. hard sphere) with
a Gaussian in order to represent a “fuzzy” particle boundary:
ρCSi (r) = (ρ1,i ∗ ρ2)(r)
ρ1,i(r) =

C r < Rc,i










Evaluating the convolution to obtain the explicit radial density function is not trivial as
convolutions in spherical coordinates must be done carefully [116]. However, the convolution
theorem (Eqs. A.5 and A.6) allows Bi(q), which is the Fourier transform of ρ
CS
i (r) into q-

































It is worth noting that the spherical convolution can be performed analytically and the































2.5.3 Form Factor Models: Star Polymer
A star polymer is a particle with long polymer chains extending outward from a small
core at the center. Unlike the previous cases where the model scattering amplitudes were
derived via Eq. 2.29 from a model single-particle radial density function, the model form
factor is calculated directly using scaling laws [111]. This is largely because there are no
clearly-defined boundaries to the particle, as in the homogeneous sphere case, or distinct
regions within the particle, as in the core-shell case. The Guinier decay described in Eq.
2.30 is the dominant effect, giving







2.6 Light Scattering: Experimental Considerations
In an ideal world, instrument alignment would be perfect and detectors would be completely
efficient. In the real world, of course, this is hardly true, and any real experiment must be
corrected for any systematic errors introduced by the experimental setup. In this section
we discuss several possible sources of error that must be avoided as well as corrections we
use in light scattering experiments. Subsection 2.6.1 describes a combination of sample
convection and laser interference fringes that is unique to 3DDLS measurements made at
high temperature, and must be avoided to obtain meaningful measurements. Subsection
2.6.2 describes corrections due to nonlinear detector response at high count rates. Subsec-
tion 2.6.3 describes a correction due to the incident intensity of the laser. Subsection 2.6.4
desribes an intensity correction that must be made due to the nonzero width of the beams.
Subsections 2.6.5 and 2.6.6 describe corrections to SLS data for alignment imperfections
in the scattering setup and multiple scattering, both of which are applied in one Matlab
program. The program also accounts for temperature-dependent variation in the correction
factors used, due to thermal expansion or contraction of the apparatus and the associated
alignment changes, as discussed in the relevant sections. Finally, Subsection 2.6.7 discusses
possible issues when adjusting the pH of ionic microgel suspensions such as the ones used
in this study.
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2.6.1 3DDLS at High Temperatures: Convection and Interference Fringes
In our 3DDLS experiment, two lasers are crossed in the sample. Although it is not necessary
from the perspective of performing a cross-correlation experiment, an interference fringe is
formed by the crossed beams as a side effect of the setup. This fringe has been exploited
in other methods of particle size determination, such as laser Doppler electrophoresis [118],
but in 3DDLS it is actually a liability.
Two beams with wavelength λ, crossed at an angle α, form an interference pattern with
fringe spacing d = λ/ sin(α). In our DLS setup, λ = λ0/n, where n is the index of refraction
of the sample and λ0 is the wavelength of the lasers in vacuum. For water, n = 1.33, and for
our setup, α ∼ 3.44 °and λ0 = 632.8 nm. We therefore estimate that the fringe spacing due
to the crossed beams in our setup should be on the order of 10 microns within an aqueous
sample; estimating the beam width as about 1 mm, there should be & 100 fringes vertically
across the scattering volume.
If the particles being measured are randomly diffusing, there should be no effect from
these fringes on the measured correlation functions. However, at high bath temperatures
(above 40–45 °C) there is a substantial temperature gradient, about 1–3 °C, across the
height of the cuvette, which is enough to cause convection in the sample if the cuvette is






is above a critical value Rac that depends on the exact geometry and confinement of the
liquid, in our case water. Here g = 9.81 m/s2 is the acceleration due to gravity, β(T ) is the
(temperature-dependent) thermal expansion coefficient of the fluid [119], ν(T ) the kinematic
viscosity [72, 73], α(T ) the thermal diffusivity [120], ∆T the temperature difference between
the top and bottom surfaces of the fluid, and L the characteristic length scale of the fluid
container, in our case the sample cuvette. Fig. 2.7 shows a schematic of our setup, including
the relevant quantities in Eq. 2.47. Taking T = 45 °C, ∆T = 1 °C, and a L ∼ 10 mm, we








Figure 2.7: A schematic showing the sample cuvette submerged in the temperature bath.
Not to scale. The cuvette is partially filled with the sample (blue), predominantly water,
with air (white) above. Decalin (gray) surrounds the cuvette. Because of inhomogeneous
heating in the decalin bath, a temperature difference ∆T = T2 − T1 exists between the top
and bottom of the sample.
cuvettes, but Rac ∼ 103 is a rough estimate [121]. It is therefore reasonable to expect that
convection will begin in our cuvettes around the higher end of our measured temperature
range. We note that L and ∆T are related in our case, since the temperature difference
between the liquid surface and the cuvette base is smaller for a less-filled cuvette.
By passing the lasers through a heated cuvette of dusty water, we can observe the
convection visually. At these temperatures, we observe dust particles moving through the
sample at speeds on the order of a few mm/s. It is not possible to quantify the speed
precisely, but we estimate it as 5 mm/s or less. Since the speed due to convection is
independent of particle size, the microgels in our experimental system will be moving with
the same velocity in addition to their diffusive motion. For particles in a certain size range,
the periodicity with which they are driven across the fringe will be comparable to their
diffusive timescale.
For intermediate-size particles with diffusive timescale R2h/D ≈ 0.3 s, we observe such
an effect in measurements made at high T . Correlation functions and their corresponding
relaxation frequencies are shown in Fig. 2.8 for microgels at intermediate pH, thus partially
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swollen. Note the oscillatory component that appears in the correlation functions at higher
temperatures in panel a, corresponding to a breakdown in the reliability of the measurements
as seen in panel b. There, we see that not only is the trend of increasing Γ (decreasing
particle size) with increasing temperature lost, but a given measurement is not reproducible.
The peaks of this oscillation are uniformly spaced about 0.003 s apart, depending slightly
on the temperature; the velocity obtained by multiplying the fringe spacing by the frequency
is about 3 mm/s, in agreement with what we observe for dust particles in the bath at these
temperatures. Further, these effects do not show up in an autocorrelation experiment on
the same system, confirming that it is the beam crossing that is responsible. For larger
or smaller particles, the characteristic diffusion time is either significantly higher or lower
than the characteristic time for the particles to move through the fringes, decoupling the
two effects and allowing us to determine the diffusion coefficient normally.
Figure 2.8: (a) Correlation functions measured for a particle of R ∼ 500 nm as a function
of q2τ for various temperatures. They have been offset vertically for clarity. (b) Relaxation
frequencies obtained from such correlation functions as a function of temperature. For
T . 43 °C, the correlation functions appear normal and Γ increases with temperature, as
expected. For T & 43 °C, oscillations appear in the correlation functions and the apparent
Γ undergoes an abrupt change to random, noisy values.
For SLS measurements, the 3DDLS measurements are necessary for most conditions to
remove multiple scattering from the observed intensity, as discussed in Subsection 2.6.6.
However, we perform autocorrelation experiments separately to obtain values of Rh at con-
ditions where convection occurred and where its timescale overlapped with the diffusive
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timescale of the particles. Convection can also be avoided by using a very small sample
volume, such that the height of the sample is small enough that the temperature difference
from top to bottom is small enough for convection not to occur. In these cases we use a
sample volume of 0.5 mL, which is the minimum possible due to the curved bottom of the
cuvettes. The lasers must not pass through the curved region en route to the scattering
volume in order to maintain the necessary alignment; similarly, they must avoid the menis-
cus at the top of the sample. 0.5 mL of sample is enough that the lower laser just barely
enters above the curved area, and the upper laser just barely enters below the meniscus.
2.6.2 Nonlinearity of the Detectors
Our SLS measurements must be corrected for nonlinear effects of the detectors. All photode-
tectors have a characteristic recovery or “dead” time, τdead. After detecting a photon, the
detector is insensitive to additional photons for an amount of time equal to τdead, and any
photons received before the detector has recovered are ignored. If I0, the scattered intensity
incident onto the detector, is small enough, then the frequency with which photons strike
the detector will be less than 1/τdead, and, on average, photons will not strike the detector
during its interval of blindness. If, however, I0 is high enough, a significant number of pho-
tons will strike the detector during the recovery period, which has two effects—worsening
statistics, and wrong intensity profiles. For some detectors, called “paralyzable” detectors,
the dead time is reset if a photon strikes the detector before it recovers—thus, if I0 is high
enough, the detector registers nothing. Our detectors are non-paralyzable, meaning that
their recovery time is unaffected by the number of incident photons. For a non-paralyzable





where CR0 is the count rate that would be measured by an ideal detector with τdead = 0.
If we know τdead, we can correct for this effect to obtain CR0 from CR. Eq. 2.48 can be






Since 1/τdead1/τdead−CR < 1, a nonzero dead time always acts to decrease the measured count rate.
However, CR need not be less than 1/τdead, as the intensity of the laser can be turned
up arbitrarily high. If CR > 1/τdead, no correction can be made: since the detector is
completely saturated, it is unable to tell the difference between any count rates higher than
1/τdead. Maintaining CR < 1/τdead, Eq. 2.48 can be Taylor expanded around τdead = 0:
CR = CR0 − CR20τdead + ... (2.50)
Considering that CR0 ∝ I0, Eq. 2.50 is equivalent to
CR = κI0 − κ2I20τdead + ..., (2.51)
with κ an angle-dependent constant of proportionality between CR0 and I0. An ideal
detector would have only the linear term.
We record the measured angular intensity profile of a dilute, singly-scattering, suspen-
sion of colloidal polystyrene beads in water (R = 100 nm), repeating the measurement for
many different I0. Holding I0 constant and measuring with angle gives the intensity profiles
shown in Fig. 2.11a. The intensity not only scales vertically with I0, but shows nonlinearity
artifacts at low q, where the scattered intensity is highest. For a given angle, CR is propor-
tional to I0 for low enough I0. However, for high enough I0 that nonlinear effects become
important, this is no longer true, as shown in Fig. 2.9.
Since there are two detectors (A and B), two corrections are necessary—the detectors’
alignment is not identical and so the measured count rates, CRA and CRB, for the two
detectors are different for a given angle and I0. We use the freely-available Imtek Interpola-
tion package for Mathematica to fit a spline surface to the data, following Eq. 2.51. These
fits are shown in Fig. 2.9. The non-ideal nature of the detectors can be seen from the fact
that the fitting surfaces are not linear in I0 for a constant angle.
To obtain the best correction, we compare fits to constant-angle slices of the interpolation
surface with linear, quadratic, cubic, quintic, and tenth-order polynomials in I0. The linear
term for polynomial fits of order higher than 2 is not a smooth function of angle, as shown

















Figure 2.9: The points represent the measured count rates as a function of angle for different
incident intensities, and the surfaces are spline fits. Black is for detector A and red is for
detector B. The mean error of the fitting is < 1%.
detector. Further, since I0 is known, and at low I0 the linear term dominates, this allows
us to determine κ as well. We obtain τdead,A = 5.05 × 10−8 s and τdead,B = 6.17 × 10−8
s, close to but above the manufacturer’s stated tdead of 3.2 × 10−8. Using these values,
we are able to recover the actual intensity, as shown in Fig. 2.11a, b, and e. In panel a,
we show the measured intensity without correcting the nonlinear effects, which are visible
at low scattering angles where the scattered intensity is highest. For low I0, CR = CR0.
As I0 increases, more and more of the scattered photons strike the detector within one
dead time of the previous photon and are not detected, causing a significant decrease in
measured intensity. Panel b shows the same data after correction. Note that the highest I0
cannot be corrected for completely; this is because the second-order correction in Eq. 2.51
is no longer sufficient to account for all nonlinear effects at this point. As shown in Fig.
2.10 however, accounting for these higher-order contributions cannot be done reliably. As
a practical matter, we find that restricting I0 such that CR0 < 2.5× 103 kHz allows us to
fully correct for the nonlinear effect. Panel e shows an example correction: black ×’s are
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uncorrected and red +’s are corrected data, together with the theoretically expected P (q).
The figure makes it clear that neglecting the nonlinearity correction makes proper fitting
of SLS data impossible.
The DLS correlation function, and in particular its intercept, is affected by nonlinearities








= 1 + β∗, (2.52)
where ε = CR0τdead, β
∗ is the observed intercept, and β is the value that the intercept would
have if it were unaffected by detector nonlinearity. Since β∗ is a measured quantity and we
know ε, β can be obtained from Eq. 2.52. This equation was derived for an autocorrelation
measurement, and is not rigorously correct for a cross-correlation measurement, for which
the equivalent correction has not been derived. However, we find that this correction does
recover the low-I0 value of β from high-I0 measurements, as shown in Fig. 2.11c and d. For
our cross-correlation measurements, therefore, we use Eq. 2.52 with the geometric mean of
the two measured dead times in ε.
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Figure 2.10: Coefficients for detectors (a) A and (b) B. The terms linear in I0 for fits to
the interpolation surface with Eq. 2.51: a quadratic fit (red), cubic fit (blue), quintic fit
(green), and 10th-order fit (purple), as functions of angle. The 10th-order fit in particular
contains artifacts from the spacing of the data. Actual data points are every 5°.
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Figure 2.11: (a) Uncorrected and (b) corrected intensity profiles measured for a variety
of initial intensities. Note that at exceptionally high incident intensities, the correction
procedure cannot fully recover the true incident intensity. (c) Uncorrected and (d) corrected
intercepts for the same measurements. (The lowest-incident-intensity measurements are not
included in the intercept graphs because the measured intercepts were exceptionally low;
this was due to the extremely low incident intensity, which effectively reduced the signal-
to-noise ratio, and was not due to nonlinear effects of the detectors.) (e) An example
correction. The measured intensity data (black squares) and corrected data (red circles)
are shown along with the theoretically expected fit (red line, Eq. 2.40) for scattering from
a sample of polystyrene spheres of radius 100 nm.
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2.6.3 Baseline Intensity Corrections
The intensity scattered by the sample is proportional to the incident beam intensity, I0.
For many samples, I(q) can decay by factors of 103 or more for an increase in q of only
O(10%). An SLS measurement of such a sample over the entire q range requires that I0
be periodically increased. In order to correct for the resulting change to the scattered
intensity, after applying the previous corrections, we divide I(q) by I0 to obtain the number
of scattered photons per incident photon for a given q value.
2.6.4 Angular Dependence of the Projection of the Scattering Volume
The detector alignment and a series of pinholes ensure that only light from the desired
scattering volume, the region of overlap between the beams, is scattered into the detectors.
Because of the finite thickness of the lasers, this region of overlap has a nonzero volume,





Figure 2.12: A schematic showing the angular dependence of the observed portion of the
scattering volume. The crossed beams are shown in red; the green region represents the
total scattering volume; and the blue region, the region observed by the detectors.
independent of the scattering of the sample, because the thickness of the scattering volume
observed by the detector is higher at low θ. The dependence goes approximately as 1/ sin(θ)




Scattered intensity should not change as a function of scattering angle for an isotropic
scatterer. However, experimentally, we find that there is a small dependence, due to align-
ment imperfections, that will also cause systematic errors in the measured intensity for an





Here, Iref(θ) is the intensity scattered by an isotropic scatterer as a function of scattering
angle, and 〈Iref〉θ is its angular average. Generally, the correction factor is within 5% or so
of 1; considering that intensity is usually plotted as a logarithm, the effect of this correction
is comparatively quite small.
Figure 2.13: Alignment correction factors measured for T = 13.6±0.11 °C (black squares),
T = 31.0± 0.24 °C (red circles), and T = 59.8± 0.5 °C (green triangles).
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Due to the thermal expansion of its glass and metal components, the alignment imper-
fections of the instrument change with temperature, sometimes rather significantly. This is
a separate temperature effect from the convection discussed in Subsection 2.6.1. In order
to compensate for this, we measure alignment factors at 13.6, 31.0, and 59.8 °C, shown
in Fig. 2.13. We linearly interpolate for temperatures in between any two of the reference
temperatures. For measurements made outside of these windows we fix the correction factor
to the near extremum.
2.6.6 Multiple Scattering
We correct for multiple scattering using Eq. 2.15 and a reference intercept measured from a
polystyrene standard. Experimentally, we find temperature dependence in βref obtained
from these measurements. Because the reference suspension itself is not temperature-
sensitive, this must be due to changes in the alignment caused by thermal expansion, as
discussed also at the end of Subsection 2.6.5. In order to compensate for this, we measure
angle-dependent intercepts for six separate temperatures, shown in Fig. 2.14a. We linearly
interpolate to estimate the intercept in between any two of the reference temperatures.
For measurements made outside of these windows we fix the correction factor to the near
extremum.
Multiple scattering is usually assumed to occur only in concentrated samples, but this
is not necessarily true. Multiple scattering can significantly contribute to measurments
even in dilute samples that are transparent to the eye. If the q-range of the experiment
includes form factor minima, like those shown in Fig. 2.6, very little single-scattered light
will be scattered into the angles corresponding to those minima. Multiple scattering which
is negligible at other q will dominate the measured intensity at those angles, artificially
“filling” them in, and must be corrected for. Fig. 2.14b shows an example of this. The
red points, corresponding to the right-hand y-axis, show the angular dependence of β, with
minima corresponding to those of P (q). When β is relatively large, the factor β/βref is
close to 1 and there is little contribution from multiple scattering. This is reflected in the
close match between the true P (q), shown by filled squares, and the normalized measured
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intensity, shown by open squares, in these regions. However, near the minima of P (q)
and β, the correction is significant because a larger fraction of the measured photons are
multiply-scattered. The main effect due to the correction is therefore a deepening of the
minima.
Figure 2.14: (a) Reference intercepts measured at T = 13.8 °C (black squares), T = 19.7 °C
(red circles), T = 28.8 °C (green upward triangles), T = 39.9 °C (blue downward triangles),
T = 49.9 °C (cyan diamonds), and T = 60.7 °C (magenta leftward triangles). Error bars
are taken to be the standard deviation of a set of multiple measurements at each scattering
angle. (b) The multiple-scattered intensity contribution for a dilute sample. The measured
intercept, shown in red, clearly follows the minima of the form factor, shown in black.
Hollow black squares represent the raw form factor, uncorrected for multiple scattering;
filled squares, the form factor after correction.
2.6.7 pH Adjustment
For pH-dependent samples, it is important to account for anything that could inadvertently
change the pH. Initially in our experiments, we inexplicably found that low-pH solutions
would increase significantly in pH after several hours in a glass cuvette. Eventually we found
that this was due to the type of glass used; as several other researchers had discovered,
flint glass cuvettes are contaminated with alkali residues leftover from the manufacturing
process [125]. We switched to borosilicate glass cuvettes, and have since found that the pH
of suspensions stored in these cuvettes has not measurably changed over several years.
We also account for the influence of ions, introduced by pH adjustment, on the swelling
behavior of the particles in suspension. We adjust pH upward with NaOH, and downward
with HCl. Adding equal amounts of NaOH and HCl to the sample has the same end result
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as adding salt water. The presence of electrolytic ions in the solvent tends to screen charges
from the ionized AAc groups in the polymer at higher pH, and thus must be accounted for.
This effect occurs when the salt concentration in the system increases to the order of the
charge concentration in the microgels [50, 126]. At low pH, the AAc groups in our microgels
are neutral, and there should be no salt effects, although we are careful nevertheless to only
add as much HCl as needed to reach the desired pH. In the case when the AAc groups are
partially or completely ionized, we can estimate the charge density inside the microgels and
compare it to the added salt concentration.
We can estimate the number density of AAc groups in charged microgels via two meth-
ods: (i) using the mass–volume relationship established from viscometry in Section 2.3, and
(ii) the estimated size of a completely deswollen microgel. Both of these methods make use
of measurements of the hydrodynamic radius, Rh, from light scattering in Section 2.7.
(i) Using the k values obtained from viscometry (Section 2.3) and the hydrodynamic
radiusRh from dynamic light scattering (Section 2.7) we estimate k for our microgels at
the desired conditions. From the definition of volume fraction, φ = kc = Nv1P/V ; we
consider a single microgel by setting V = v1P and N = 1, giving 1/k = c. Rearranging
the concentration to solve for the mass of polymer in a single microgel gives mp =
msolvent/(100% × k − 1). Approximating the density of the microgel as that of the
solvent, in our case water, gives that the polymer mass per volume of the swollen
particle follows mp = ρwaterv
P/(100% × k − 1). The synthesis includes 73 mol%
NIPAM, 24 mol% AAc, and 3 mol% pEG-d, and the molar masses of these monomers
are 113 g/mol, 72 g/mol, and 587 g/mol, respectively. With mp = nNIPAMmNIPAM +
nAAcmAAc + npEG-dmpEG-d, where ni is the number of moles and mi the molar mass
of component i, we can obtain an expression for the total number of moles of AAc
per particle in terms of Rh and k: nAAc = 4.2× 10−21R3h/(100%× k− 1), with Rh the
hydrodynamic radius in nm and k in inverse wt%. Because we have several measured
values for k and Rh, obtained at different T and pH as discussed in Sections 2.3 and 2.7,
we can compare the results obtained to be sure we have an accurate value for nAAc.
Averaging these results obtained from different conditions and taking the standard
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deviation as the error, we find that nAAc = (8.61 ± 0.22) × 10−17 moles per particle;
equivalently, there are NAAc = (5.18± 0.13)× 107 AAc monomers per particle.
(ii) First, we estimate the number of monomers in one microgel. The amount of bound
water in a deswollen pNIPAM microgel is about 0.39 ± 0.01 g of water per 1 g of
polymer [127]. From Fig. 2.15, we estimate that Rh = 145 ± 10 nm for pH 3 and
T = 60 °C, when the AAc is uncharged and the particle should be approximately as
deswollen as a pNIPAM microgel. Given that the density of dry pNIPAM is 1.1 g/cm3
[128], and using this as the approximate density of dry pAAc and pEG-d, we can
estimate the radius of a dry (completely deswollen, often referred to as “collapsed”)
microgel as Rdry = 129 ± 9 nm. We divide the volume of the dry microgel by the
approximate volume of one monomer, vmonomer ≈ 0.016 nm3, estimated by cubing the
linear dimension of one monomer in a chain, ∼ 0.25 nm. (Because NIPAM, AAc, and
pEG-d all contribute two carbon-carbon bonds to the backbone of the polymer chain,
the volume contributed by each one should be similar.) This gives approximately
(5.7 ± 1.2) × 108 monomers in one microgel. 24% of these, or (1.4 ± 0.3) × 108, are
AAc monomers.
Both methods give values that are comparable, given that the comparison is based on values
obtained by two independent means, each with a corresponding experimental error. We take
the number of AAc to be the average of these two values, giving NAAc = (1.1± 0.6)× 108.
In the extreme case, where all of these AAc momoners are charged, this corresponds to
a molarity of about 0.038 M of charge. Considering that adding an equivalent molarity of
sodium would require adding enough NaOH to go from pH 1 to 12, and that salt effects
will be weaker for systems that are not fully charged, it is highly unlikely that any pH
adjustments we make will cause salt concentration effects in our particle swelling behavior.
Nevertheless, we were careful in our pH adjustments to only add the minimum of NaOH or
HCl necessary, and not overshoot and have to readjust.
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2.7 Experimental Characterization of Our Microgels
First, we measure the hydrodynamic radius of our microgels as discussed in Section 2.4.
Because they swell and deswell as a function of both temperature and pH, we perform
measurements (i) at several fixed temperatures for many different pHs and (ii) at several
fixed pHs over many different temperatures. In the former case, we choose T = 14 °C,
T = 29 °C, and T = 58 °C, which are far below, slightly below, and far above the LCST,
respectively. In the latter case, we choose pH 3.1, pH 5.0, pH 5.7, and pH 6.5. At pH 3.1,
the AAc inside the microgel is neutral; at pH 5.0 and 5.7, it is partially ionized; and at pH
6.5 and higher, it is completely ionized. Our results are shown in Fig. 2.15.
We see that, as expected, Rh is larger at lower temperatures, due to the fact that the
pNIPAM segments in the polymer are uncoiled, tending to swell the microgels. Similarly, at
higher pH, the ionized AAc draws in counterions from the solvent, also leading to a larger
Rh, and a plateau is reached for pH & 6.5. However, there is clearly some competition
between these two mechanisms: for example, the typical deswelling behavior of pNIPAM
with increasing T is visible only for the lowest-pH sample, as shown with the black squares in
Fig. 2.15b. We do note that the deswelling is more gradual than observed in pure pNIPAM
polymer, perhaps due to the presence of hydrophilic pEG-d crosslinker. Additionally, at
around pH 5, there is no clear change in Rh as a function of T . Rh clearly continues to
increase as pH is raised, and at higher pH the low- and high-T curves once again separate.
This could mean that the microgels’ internal structure, but not overall hydrodynamic size,
change as a function of T at pH 5, or that the swelling due to partial ionization is able to
counteract the LCST-driven deswelling at that pH.
We perform SLS experiments simultaneously with the above dynamic measurements,
using the intercept acquired from the 3DDLS experiments to remove the multiple-scattered
contribution to intensity as discussed in Section 2.5. This gives us a picture of the way P (q)
evolves as a function of changing T and pH. These results are shown in Fig. 2.16.
At pH 3.1, Fig. 2.16a, when the microgels are neutral, the experimental form factors
are well-fitted by the core-shell model, Eqs. 2.35 and 2.44, which is typical for pNIPAM
microgels in the absence of AAc [117]. At the lowest temperatures, where the microgels
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Figure 2.15: (a) Rh as a function of pH for T = 14± 1 °C (black squares), T = 29± 1 °C
(red circles), and T = 58 ± 3 °C (green triangles). (b) Rh as a function of T for pH = 3.1
(black squares), pH = 5.0 (red circles), pH = 5.7 (green upward triangles), and pH = 6.5
(blue downward triangles).
are most swollen for that pH, a second minimum in P (q) is visible. In order to properly
fit this second minimum with Eq. 2.35, the network term must have µ = 2, i.e. Debye-
Bueche scaling, because for lower values of µ the decay of the network term is too slow
and washes the minimum out; without the inclusion of the network term, the model places
the minimum a factor of about 5 too low. The fuzzy shell described by σsurf in the model
decreases markedly at higher temperatures, leading to a sharper increase in P (q) after the
first minimum. In that case, P (q) appears to approach that of a homogeneous sphere,
described by Eq. 2.40, although as we will show in Chapter III, this does not hold true at
smaller length scales.
At pH 5.0, Fig. 2.16b, the microgels are partially ionized. Here the model that best fits
the data depends on the temperature: at lower temperatures, T . 44.3 °C, the core-shell
model fits best, while at higher temperatures it fails and we use the star polymer model,
Eqs. 2.35 and 2.46, instead. The fact that the high-q experimental data rises vertically
with temperature indicates that the network term’s contribution to P (q) is increasingly
important at higher T .
Finally, at pHs 5.7 and particularly 6.5, Fig. 2.16c and d, respectively, we approach an
apparently temperature-independent state. Here, the core-shell model fails completely, and
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Figure 2.16: Experimental P (q) for different T and pH. (a) pH 3.1: lines are fits to the
core-shell model, Eqs. 2.35 and 2.44. The network term must follow the Debye-Bueche law
(µ = 2) in order to correctly fit the second minimum which is visible at low temperatures.
(b) pH 5.0: lines are fits to the core-shell model for T 6 44.3 °C, and to the star polymer
model, Eqs. 2.35 and 2.46, for higher temperatures. (c) pH 5.7: the data are separated
into two slightly different regions based on temperature. Lines are fits to the star polymer
model, with all the measurements for each temperature region being averaged and fitted
together. (d) The data overlap within the mesaurement uncertainty, and are all fitted by a
single application of the star polymer model.
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we replace it by the star polymer model. We note that the microgels cannot be true star
polymers, simply because of the large amount of crosslinker included, but they apparently
share a similar mass distribution, as evinced by the excellent match between data and model
shown in the figure. The apparent independence of P (q) from T is at first glance somewhat
surprising, given that in Fig. 2.15 we see a slight decrease of Rh at higher temperatures
even at high pH. This is likely due to the presence of a few dangling chains at the periphery
at low T which contribute to drag, and therefore to a larger Rh, but scatter so little that
they are invisible to SLS. However, at high T , the chains may contract due to pNIPAM’s
deswelling, slightly decreasing Rh: because they are not on the interior of the microgel, they
are not swollen by the AAc contribution at high pH.
Aside from fitting the full range of experimental data, we also fit the Guinier regime to
obtain Rg. In order to do this, we begin by fitting the first three points of the experimental
P (q) to Eq. 2.30 to obtain a value for Rg. We then multiply this Rg by the q value of the
highest-q point used in the fit. If the result is qRg 6 2.5, we repeat the process for the first
four points, then five, and so on, until we have the fit that includes the most allowed points.
We take the value of Rg from that particular fit. Plots of Rg vs. T for pHs 3.1, 5.0, 5.7,
and 6.5 are shown in Fig. 2.17.
While for pHs 3.1, 5.7, and 6.5, the temperature-dependence is consistent with that of
Rh in Fig. 2.15, at pH 5.0 we see a markedly different behavior. Unlike Rh, Rg shows a
clear decrease at higher temperatures, although the transition occurs at higher T than at
pH 3.1. This is consistent, however, with Fig. 2.16b, in which we see an evolution of P (q)
with increasing T . Note that as discussed in the derivation of Eq. 2.30, obtaining Rg is
independent of the details of P (q), and thus is not caused by differences in the model used.
We will discuss this contradiction in more detail in Chapter IV.
Finally, we plot the fitting parameters used with the core-shell model to obtain the lines
shown in Figs. 2.16a and b. Polydispersity values obtained from the fits are listed in Table
2.1. Fits to the star polymer model are determined by the same Rg obtained from the
Guinier fit. Figs. 2.18a and b show the core-shell fitting parameters 〈Rc〉, 2σsurf, and the
total particle size, RSLS = 〈Rc〉 + 2σsurf, for pH 3.1 and 5.0, respectively. For comparison
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Figure 2.17: Rg as a function of T for pH = 3.1 (black squares), pH = 5.0 (red circles),
pH = 5.7 (green upward triangles), and pH = 6.5 (blue downward triangles).
purposes, we include parameters from core-shell fits made at the high-T region of the pH 5.0
sample, T > 44.3 °C, even though that model does not adequately fit the data there. As a
result, while the parameters for the pH 3.1 sample show the expected behavior (deswelling
and a near-total disappearance of the fuzzy shell), the pH 5.0 sample’s high-T points are
more difficult to interpret. RSLS, decreases smoothly, but the fitted core size and shell
thickness do not, although we emphasize that this is likely due more to a failure of the
model than anything else.
2.8 Conclusions
The chemistry of our microgels is new in two ways —first, they contain pEG-d as a
crosslinker, which is unusual and provides a possible hydrophilic contribution to swelling;
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Table 2.1: σp obtained from fits to P (q) for samples measured at various T and pH. For pH
3.1 and pH 5, T 6 44.3 °C, fits are performed with the core-shell model, Eqs. 2.35 and 2.44.
For other conditions, the star-polymer-like model, Eqs. 2.35 and 2.46, are used instead.
pH T [°C] σp
12± 2 1.5± 1.4
13.6± 1.4 4.8± 1.0
20± 1 4.7± 0.3
3.1 29± 1 1.5± 1.4
39± 2 2.5± 2.4
49± 3 0.75± 0.65
59± 2 0.76± 0.66
14± 2 6.5± 1.5
20± 2 7.3± 0.8
29± 2 6.3± 1.0
35± 2 7.0± 1.0
39.0± 1.2 7.4± 1.0
5.0 44.3± 1.4 8.9± 1.0
45.6± 1.3 6.5± 6.4
47± 1 7.5± 7.4
48.2± 1.7 13± 6
50± 2 23± 5
60± 2 23± 1
5.7 all 5± 5
6.5 all 5± 5
and second, the amount of AAc included in these particles is much higher than in any pre-
vious study. We have characterized their dilute properties in great detail to ensure that we
properly understand our observations at higher concentrations. We outlined the microgel
synthesis, highlighting differences from commonly-encountered microgels in the literature.
We then performed viscometry on the particles in order to determine a relationship be-
tween their mass and occupied volume under different conditions, and verified our results
for different T and pH. We introduced both dynamic and static light scattering of colloidal
particles with detailed theoretical derivations and an exhaustive catalog of experimental
considerations that must be corrected for to obtain meaningful data, and obtained the hy-
drodynamic radius, Rh, and the radius of gyration, Rg. We also developed models used to
describe the scattering form factor, P (q), and discussed the complementary length scales
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Figure 2.18: Core-shell fitting parameters for the particles at pH (a) 3 and (b) 5: total
particle radius RSLS = 〈Rc〉+ 2σsurf (black squares), average core radius 〈Rc〉 (red circles),
and the fuzzy shell thickness 2σsurf (green triangles).
that enter into those models as fitting parameters. We used these measurements to ob-
tain information from dilute experiments that will be used to interpret the data at higher
concentrations in Chapter V. In the two Chapters before that, however, we will look more
carefully at the particles in dilute suspension, finding evidence of unexpected new behavior
in both the neutral and ionized states.
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CHAPTER III
NIPAM COLLAPSE FRUSTRATION AND UNEXPECTED
INTERNAL MASS DISTRIBUTIONS
3.1 Introduction
In Chapter II, we performed a careful characterization of our particles at dilute conditions
at different T and pH. Using 3DDLS, we obtained the hydrodynamic radius, Rh from an
analysis of the particles’ diffusion kinetics. We also fitted our SLS data to detailed model
functions, allowing us to describe the internal structure of the particles. The most general
result identified from the SLS is Rg, the radius of gyration, defined as the root mean square
distance of a particle’s components from its center of mass.
By comparing Rh, which gives the overall particle size, with Rg, we can estimate the
internal mass distribution of our particles. The ratio Rg/Rh depends on this distribution:
for a sphere of radius Rh with all the mass concentrated in a point at the center, Rg/Rh = 0.
If all the mass is concentrated in a thin shell at the particle surface, Rg/Rh = 1. For a
homogeneous sphere, Rg/Rh =
√
3/5 ≈ 0.77; for core-shell particles, values of Rg/Rh . 0.6
are usual for microgels of this cross-link density [129].
In Fig. 3.1 we show Rg/Rh values for different T and pH. The pH 5.7 and 6.5 values
are approximately constant with temperature, as expected from the lack of temperature
dependence we observed in their DLS and SLS results. However, the low and intermediate
pH results show unexpected behavior: at pH 3.1, Rg/Rh increases to the upper limit of
1 above pNIPAM’s LCST, while at pH 5 we observe a decrease to about 0.2, much lower
than the 0.5 − 0.6 that represents the lower bound usually observed for microgels. In this
Chapter we will focus on pH 3.1, returning to the pH 5.0 case in Chapter IV.
3.2 An Introduction to SANS
The high values of Rg/Rh imply that mass is migrating to the particle surface at higher T
for the particles at pH 3.1. However, the full form factor available to our SLS experiments
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Figure 3.1: Values of Rg/Rh as a function of T for four different pHs: 3.1 (black squares),
5.0 (red circles), 5.7 (green upward triangles) and 6.5 (blue downward triangles). The dashed
line is the homogeneous sphere value. Note that above pNIPAM’s LCST of T ≈ 32 °C the
pH 3.1 value increases to ≈ 0.9 − 1, while the pH 5.0 value decreases markedly to around
≈ 0.2. The pH 5.7 and 6.5 values are unchanged from their low-T values of ≈ 0.6− 0.7.
cannot provide a more detailed view of the particles’ internal structure: as shown in Fig.
2.16a, at high T , only the initial decay of P (q) is visible.
q = (4π/λ) sin(θ/2) is inversely proportional to the length scale being probed. In order
to access higher ranges of q, and thus smaller length scales inside the particle, we turn to
small-angle neutron scattering (SANS). Conceptually, SANS is very similar to SLS, with
the principal difference being that the accessible q range is given by a neutron’s de Broglie
wavelength, λ = h/p, with h Planck’s constant and p the neutron’s momentum. From a
practical standpoint, the infrastructure required to build and operate a neutron scattering








Figure 3.2: A simplified representation of the EQ-SANS instrument at Oak Ridge as de-
scribed in the text. Not to scale.
device, and SANS experiments are therefore carried out at national labs. The neutron
scattering experiments described in this Thesis were carried out at Oak Ridge National
Laboratory’s Spallation Neutron Source using the EQ-SANS instrument [130].
A rough schematic of this SANS setup is shown in Fig. 3.2. First, neutrons emitted from
the spallation source are guided through a bend in the neutron optics so there is no direct
line of sight between the source and the detector. Three velocity selectors, or “choppers,”
allow only neutrons with a narrowly-defined velocity distribution to pass. Each chopper
is a metal drum with a slot cut into it in the path of the neutron beam, as shown in the
figure. Because the neutrons’ de Broglie wavelength is inversely proportional to momentum
and therefore velocity, this results in an almost monochromatic beam with a wavelength
distribution width on the order of 1
The detector is a 1 × 1 m bilayer bank of 3He tubes. Before analysis, the data is
processed by correcting for a number of systematic errors: gravity; the dark current; the
empty beam; sample cell and solvent background; detector efficiency; and q smearing [130].
These corrections are described below.
Gravity. Neutrons with larger λ have a correspondingly slower velocity and therefore a
longer time of flight after passing through the sample before they hit the detector. Gravity
has a small systematic effect on the scattered neutrons, particularly if the wavelength is
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selected to be large. This acts to vertically displace the entire scattering profile downward
by a small amount, which is corrected simply by adjusting the measured intensity profile
upward. The necessary adjustment is determined from a measurement of the beam center
in the absence of a sample.
Dark current. The dark current is the intensity measured at the detector when the beam
is cut off, and represents one source of background noise in a measurement. Its contribution
to the measured intensity is small and can be subtracted from the data before analysis.
Empty beam. When the transmitted beam hits the beamstop, some neutrons are scat-
tered into the detector and affect the measured intensity. This contribution can be measured
in the absence of a sample and subtracted from the data.
Sample cell and solvent background. In addition to the particles of interest, the sample
cell and any solvent may provide some background scattering that contributes to the noise
level. In order to minimize this, deuterated solvents are generally used. Further, this
background can be measured by scattering from the solvent in an identical cell in the
absence of sample particles, and is then subtracted from the actual measurements.
Detector efficiency. The detector efficiency is not completely uniform. Variations in effi-
ciency across the detector are estimated from the measurement of an isotropically scattering
sample such as water.
q smearing. Imperfect q resolution can be caused by a variety of effects, including spread
in the wavelength, unavoidable imperfections in the collimation optics, and the finite pixel
resolution of the detector itself [131].
 Wavelength spread occurs because the neutrons in a SANS experiment are allowed
through the choppers with a finite-width distribution in velocity and therefore λ.
Recall that q = (4π/λ) sin(θ/2). For a truly monochromatic beam, only θ, defined by
the detector distance d and the radial distance of a detection event from the center
of the beam, would change q. Because of the finite λ distribution, there is a small
uncertainty in the exact q of each detection event.
 Collimation smearing is caused by the finite (nonzero) size of the pinholes used to
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collimate the beam, which means that the neutrons in the beam are not all parallel,
and thus even neutrons with a single λ can scatter into a small range of q.
 The pixel size of the detector is ∼ 5.5 × 4.3 mm [130] (the vertical and horizontal
resolutions are different due to the alignment of the detector tubes), which limits the
resolution even absent contributions from the other two factors.
All sources of resolution error can be accounted for by convoluting the model function
used to fit the data with a resolution function dependent on the exact geometry used to
make the measurement [131], or by taking the smearing as an uncertainty in each q-value
and weighting the fit accordingly. This approximate uncertainty is (δq/q)2 = (δλ/λ)2 +
cot2 θ(δθ)2 [130], where the first term is due to wavelength spread and the second term
is a combination of collimation smearing and finite pixel resolution contributions. Either
method of resolving the resolution constriction is limited when fine details are expected over
a q range comparable to the resulting uncertainty (e.g. sharp minima in the form factor of
a monodisperse hard sphere suspension). However, because we are interested primarily in
the final decay in that range, this shortcoming will not be problematic.
The number of neutrons scattered into a solid angle element of the detector ∆Ω in time








where Φ0 is the incident neutron flux (neutrons per unit area and unit time), Tsample and
Tempty are the transmissions of the sample and empty cell, respectively, a is the illuminated
sample area, Dsample is the sample thickness, ε(λ) is the efficiency of the detector at neutron
wavelength λ, and dΣV /dΩ(q) is the differential scattering cross section per unit volume.
Tsample is measured via a small pinhole and detector in the beamstop, and Tempty from
a similar measurement of the empty beam. The other factors are calculated from the
measurement geometry except for dΣV /dΩ(q), which is dependent on the sample, and has
the same definition as Eq. 2.23.
For isotropic samples such as ours, the neutron scattering data is azimuthally averaged
over the entire detector area, as shown in Fig. 3.3, to get the best possible statistics. This
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Figure 3.3: An example of radial averaging of our SANS data. (a) The intensities measured
by each pixel in the SANS detector, showing intensity increasing from blue to red. We
observe a strong initial decay beginning immediately past the central beamstop (the black
circle) and a comparatively faint background far from the center. (b) The same data after
being processed as described in the text, converted to units of q, and azimuthally averaged.
allows us to directly compare a 1-dimensional data set from the SANS experiment to our
SLS data.
In order to minimize the incoherent background due to 1H atoms in the solvent, we
prepared our samples for SANS in D2O and decreased the pH with DCl instead of HCl.
Because the 2H atoms in a heavy water mixture have a different thermodynamic activity
than 1H atoms, a pH mesurement made on a sample in heavy water will not accurately reflect
the actual pH [133, 134]. Accordingly, we adjust our deuterated samples’ pH according to
the following formula [135]:
pD = 0.42 + 0.93pHmeas. (3.2)
Here, pD is the desired pH, and pHmeas is the pH measured in the deuterated sample
using a pH electrode calibrated for use in light water. For example, to make a deuterated
sample at the same conditions as a pH 3 sample in light water, we adjust the pH of the
deuterated sample until the pH meter reads 2.77, since 3 = 0.42 + 0.93× 2.77. We compare
SLS measurements of the SANS samples that are prepared without 2H but are otherwise
identical, and see an identical intensity profile, confirming that we really are examining the
same conditions in each case.
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Figure 3.4: SANS data for the pH 3.1 sample at T = 59 °C. The red line is the best fit to
the second and third terms of Eq. 2.35.
3.3 Fitting the Form Factors at Smaller Length Scales
Fitting the SANS data involves two steps. Just as with the SLS data, which was fitted
independently of any SANS measurements, we first fit the SANS data independently of the
corresponding SLS measurements as well. Because of the high q range, we use only the
second and third terms in Eq. 2.35 to fit the SANS data. This gives us initial values for ξ
and µ. An example of this fit is shown in Fig. 3.4.
Once both the SLS and SANS data have been fitted separately, we next confirm that
Eq. 2.35 can indeed describe all of our scattering data simultaneously. Because the q ranges
of the SLS and SANS experiments do not overlap, we cannot know the absolute scaling
between each of the two data sets. In order to perform the simultaneous fit, we make use
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of a fitting algorithm where the relative scaling of the two data sets is included as a free
parameter. This algorithm is implemented in Mathematica.
We import the experimental data from the SLS and SANS experiments. We also define
a large number of model functions, taken from fits to the SLS data to Eqs. 2.35, 2.45,
and 2.46, each with a slightly different set of fit parameters. We vary the parameters
independently over the range (x − ∆x, x + ∆x), where x is a given fitting parameter and
∆x is the uncertainty in that parameter from the appropriate fit. x is varied in steps of δx.
For example, if we fit using the core-shell form factor described in Eq. 2.45, our form
factor would have σp, 〈Rc〉, and σsurf (from the SLS fit), and µ and ξ (from the SANS fit)
as our x parameters.
The model functions are then generated to span the possible values of 〈Rc〉, σp, and
σsurf. I1 is normalized so that P (q = 0) = 1; I2 and I0 are always low enough that they do
not affect this normalization. The relative values of I2 and I0 are fixed from the fits to the
SANS data, but their absolute values have not been determined yet.
We fit each of the model functions (each one having its own values of the x parameters)
to the SLS and SANS data, starting with an increment of δx ∼ 0.1∆x. We further allow the
absolute scaling of the SANS data to vary as an additional fitting parameter. An example
of such a fit is shown in Fig. 3.5a. We tabulate the quality-of-fit parameter χ2 for each fit,
and select the values of the x parameters that give the smallest χ2. We repeat this process
iteratively for smaller and smaller increments δx, as shown in Fig. 3.5c–e, until the fit has
been optimized, giving us the final fit, shown in Fig. 3.5b. Fig. 3.6 shows final fits for all
conditions.
We find that the intriguing behavior of the system at low pH and high T , hinted at
by the unusual increase of Rg/Rh, extends to the high-q region probed by SANS as well.
Specifically, we find that the high-q data at high T cannot be fitted by µ < 2, as shown in
Fig. 3.7b and c. The SANS data for the low-T case, shown in Fig. 3.7a, can be fitted by
1 6 µ 6 2. However, the SLS data can only be described at high q by a fit with µ = 2.
In Fig. 3.6a we show the SLS data for this sample together with the best fit to the first
term in Eq. 2.35. Note that the second minimum in the data is not accurately reproduced
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Figure 3.5: The algorithm used to find the best fit to the experimental data for the system
at pH 3 and T = 50 °C. (a) Experimental SLS and SANS form factor data (black squares
and red circles, respectively), together with the fit to Eqs. 2.35 and 2.45. The first term in
Eq. 2.35 uses values of σp, 〈Rc〉, and σsurf determined from fits to the SLS data alone, and
the second term uses the values of µ and ξ determined from fits to the SANS data alone.
The ratio I0/I2 is also fixed from the SANS fit, but the absolute value of I0 (and therefore,
by extension, I2) is left as a free parameter. (b) The best fit, with all fitting parameters
(〈Rc〉, σp, σsurf, and I0) all chosen to minimize χ2. (c-e) Contour plots of the χ2 values of
each fit, for a particular 〈Rc〉, as a function of σp and σsurf. The dashed orange boxes show
the areas of each succeeding plot as the test parameters are refined. Darker areas on the
plot correspond to lower values of χ2.
Figure 3.6: The final fits of Eq. 2.35 to both the SLS (black squares) and SANS data (red
circles) for samples at pH 3 and (a) T = 14 °C, (b) T = 50 °C, and (c) T = 59 °C. The
uncertainty in the black points is too small to appear on the graph. The thick blue lines
are fits to Eq. 2.35, and the thin black lines are fits to just the first term of Eq. 2.35. Note
that for the T = 14 °C sample, the second minimum in the SLS data cannot be fitted by
only the first term; the second term with µ = 2 is necessary.
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Figure 3.7: SANS data for the pH 3.1 sample at (a) T = 14 °C, (b) T = 50 °C, and (c)
T = 59 °C. The green and red lines are the best fits to the second term of Eq. 2.35 with
µ = 1 and µ = 2, respectively.
by the fit: the q-value of the minimum is the same in both cases, but their values on the
y-axis are separated by half an order of magnitude. We find that this minimum can be
reproduced by a µ = 2 term with the same ξ as obtained from the SANS fit at the same
conditions. However, a µ = 1 term fails to reproduce the minimum no matter what value of
ξ is chosen, because its shallower decay completely washes out the minimum. As additional
confirmation, the asymptotic behavior of the first term in Eq. 2.35 with Eq. 2.44 with finite
shell thickness is close to q−6 due to the influence of the Gaussian convolution, and not to
the q−4 decay observed for Porod scattering for a sharp interface [136, 137]. As a result,
the observed SANS decay, which goes as q−4 for high q and µ = 2, cannot be explained as
a remnant of the Porod limit.
This is unusual: µ = 1 corresponds to the Lorentzian model for a polymer network with
average mesh size ξ [112, p. 82-85], which we expected for these microgels. µ = 2 describes
the Debye-Bueche model for for an inhomogeneous scattering medium with a length scale
ξ [113, 114], indicating that the polymer inside these microgels is contracting into discrete
clumps rather than undergoing an affine deswelling above pNIPAM’s LCST. We explore
this phenomenon in the next section.
3.4 Frustration of pNIPAM Collapse
The best fit parameter values from our model function are shown in Table 3.1.
ξ increases by 50% above pNIPAM’s LCST, coinciding with the increase in Rg/Rh, as
shown in Fig. 3.8. Both increases are new and unusual behaviors very different from what
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Figure 3.8: Rg/Rh (filled squares), obtained from dilute SLS and DLS measurments, and ξ
(open squares), obtained from SANS measurements, of crosslinked microgels at pH 3.1 for
various temperatures. Rg/Rh follows the left y-axis, and ξ the right y-axis. The value of
Rg/Rh for homogeneous spheres,
√
3/5 ∼ 0.775, is shown as a dashed line for comparison.
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Table 3.1: Parameters measured for the particles as a function of temperature. In all
cases, µ = 2. The uncertainty in 〈Rc〉 and 2σsurf where a corresponding SANS measurement
was made is smaller because the need to also fit the SANS data constrained their values.
The polydispersity in the samples measured without SANS essentially represents an upper
bound, as satisfactory fits could be made to the SLS data alone even with zero polydispersity.
T [°C] 〈Rc〉 [nm] 2σs [nm] σp ξ [nm]
12± 2 317± 1 136± 4 0.015± 0.014
13.6± 1.4 306± 2 146± 4 0.048± 0.01 19± 4
20.4± 1 290± 2 121± 8 0.047± 0.003
29± 1 210± 1 50± 20 0.015± 0.014
39± 2 176± 4 30± 30 0.025± 0.024
49± 2.5 170± 3 37± 5 0.075± 0.007 27.3± 2.2
59± 2 164± 6 59± 5 0.076± 0.007 30.2± 2.5
is commonly observed for pNIPAM microgels crosslinked with BIS instead of pEG-d and
synthesized with much less AAc than the 24 mol% included in this synthesis. As a result,
our starting hypothesis was that the presence of pEG-d as a crosslinker, the excess of AAc,
or both, result in the observed high-temperature behavior. Previous work with pNIPAM
microgels without AAc and crosslinked with 2 mol% pEG-d, with n ∼ 13 repeat units per
chain (close to the 10-11 repeat units per chain in our particles), also reported unusual, but
different, behavior compared to what we observe [65]. In addition to the LCST transition
deswelling around 32 °C, they observed a prior deswelling transition at 17.3 °C. This was
attributed to the hydrophilicity of pEG-d, which does not change with temperature; the
idea was that depending on the temperature, the hydrophilic competition between pEG-d
and pNIPAM would be dominated by one or the other. Importantly, however, for those
particles, Rg/Rh was always smaller than or comparable to the homogeneous sphere value
of
√
3/5. In addition, the form factor of these particles was successfully fitted with a star
polymer model using µ ∼ 0.1 at low T , µ ∼ 0.7 near the LCST, and µ ∼ 1 at high T . The
internal structure of the particles at high T was thus well described by a Lorentzian, in
contrast to our results. Similar microgels crosslinked with BIS have also been successfully
described with a Lorentzian [138]. Hence, it is unlikely that the high-temperature behavior
we observe in our microgels solely results from the presence of pEG-d.
Alternatively, this behavior could result from the presence of large amounts of AAc.
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When charged, AAc causes swelling in our system by drawing counterions from the outside
solution into the particle. In contrast, neutral AAc exerts no influence on the swelling or
deswelling behavior of the system beyond breaking up segments of pNIPAM, assuming it
is randomly copolymerized throughout the particle, as in our case. To understand this,
we note that the collapse of pNIPAM in water at its LCST is cooperative—that is, the
entire pNIPAM chain collapses as a whole. The minimum chain length necessary for this
collapse to occur is about 10 repeat units [139]. However, in the case of our particles, there
is sufficient AAc to potentially frustrate this collapse. Indeed, previous work [140] found
that for randomly copolymerized, neutral polymer chains composed of NIPAM and AAc,
an increasing fraction of chains failed to collapse above NIPAM’s LCST as the AAc content
increased. We thus hypothesize that it is the presence of neutral AAc in our particles which
predominantly causes the high-temperature behavior we observe.
To test our hypothesis, we estimate the average number of monomers between crosslink
points as (73 mol%pNIPAM+24 mol%AAc)/(3 mol%pEG-d) ∼ 32, and calculate the probability
that there will be a run of ten or more consecutive NIPAM monomers, with a 75% probability
that a given monomer is NIPAM and a 25% probability that it is AAc. We do so using that
[141]
















where P(`n > m) is the probability that there will be a run of successive “A” events with
length `n greater than some number m, p is the probability of an “A” event, and 1−p is the
probability of a “B” event. In this case, “A” represents a NIPAM monomer and “B” an AAc
monomer, with p = 0.75, m = 10, and n = 32. We obtain that P(`n > m) = 45%. Hence,
we find there is about an even chance that a given polymer chain between two crosslinker
points will have enough consecutive pNIPAM monomers to at least partially collapse. This
implies that the microgel structure at the polymer level will be heterogeneous, since some
monomer sequences will collapse and some will not, supporting our hypothesis.
In microgels crosslinked with pEG-d and BIS where the polymer network was success-
fully modeled with a Lorentzian, ξ was observed to decrease with increasing T [65, 138].
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This indicates that the network length scale changes in an approximately affine way with
the overall particle size. In our microgels, the characteristic internal length scale increases
as the overall particle size shrinks. This, together with our finding that µ = 2, indicates the
formation of relatively large heterogeneous clumps within the particle at high temperature,
further emphasizing the key role played by the relatively large amount of neutral AAc in
our particles. We emphasize that the clumps are not composed entirely of AAc; on the con-
trary, we expect them to be formed from NIPAM-rich sequences that are able to collapse
together, and that they are separated by regions of sequences comparatively rich in AAc
that are therefore unable to collapse.
Our observation that Rg/Rh >
√
3/5 indicates that these clumps preferentially form at
the particle periphery rather than being concentrated at the particle center or distributed
homogeneously throughout. This makes sense: as confirmed by the particles’ core-shell
morphology at lower T , the crosslinker reacted faster than the monomers during synthesis
and thus the concentration of pEG-d decreases from the particle center to the periphery. As
a result, the chains between crosslink points will be shorter near the particle center, hence
decreasing the number of NIPAM sequences long enough to collapse at high temperatures.
A schematic of our particles at pH 3.1 is shown in Fig. 3.9. The heterogeneities in the
schematic for 59 °C are not drawn to scale; the internal length scale ξ is at least a factor
of 10 smaller than the particle diameter. Hence, these heterogeneities are relevant at the
polymer level and do not significantly affect the particle structure at larger length scales.
This is why they are only apparent at the q values probed with SANS.
3.5 Conclusions
In measurements of NIPAM-co-AAc microgels with a high mol% of AAc, we have observed
an increase in Rg/Rh with T that coincides with a similar increase in heterogeneity length
scale ξ as modeled with the Debye-Bueche scattering term. We attribute this to the frus-
tration of the pNIPAM coil-to-globule transition caused by the presence of large amounts of
neutral AAc, which interrupt the continuous chains of pNIPAM the transition requires. At
high temperatures, the measured Rg/Rh approaches 1, well above the usual homogeneous
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Figure 3.9: Representative schematic of the microgel conformational changes for several
different T in °C.
sphere upper limit,
√
3/5 ∼ 0.775. This highly unusual observation suggests a new path for
generating microgels with high Rg/Rh morphology, as well as microgels that can transition
from relatively homogeneous polymer networks to networks with dense polymer clumps
separated by stretched polymer chains. Because this phenomenon should be generalizable
to any polymer network with the appropriate chemistry, it should also allow the synthesis
of macrogels with similar properties.
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CHAPTER IV
CHARGE SEGREGATION IN THE SINGLE PARTICLE
4.1 Introduction
In Chapter III, we compared the unusual behavior of Rg/Rh at high T with the network pa-
rameters ξ and µ. This allowed us to understand the unusual intra-particle structure of the
polymer. In this Chapter, we follow the same path, except in the case where our particles
are partially ionized, i.e. pH 5. At high temperatures, we find an unusual concentration of
mass to the particle center, coincident with a decrease in the particles’ polymer distribution
length scale. We understand these phenomena in the context of a theory already developed
for charge segregation in weakly-charged polymer networks in a bad solvent. However, our
experimental data are not fitted well by the theory. We compare the theory to experiments
on microgels synthesized without crosslinker, leading to a homogeneous polymer distribu-
tion, and see good agreement. We therefore conclude that the differences observed in the
crosslinked microgels are due to the crosslinker, which is concentrated towards the particle
center.
4.2 Segregation of Mass at the Particle Center
In Fig. 3.1 we showed that the value of Rg/Rh decreases for pH 5 suspensions from ∼ 0.5
at low T to 0.2 at high T . Rg/Rh can vary between 0, for a particle with all the mass
concentrated at a point in the center, to 1, if all the mass is concentrated in a thin shell at
the periphery. The value for homogeneous spheres is
√
3/5 ∼ 0.775; values lower and higher
than this indicate mass concentrated towards the particle center or periphery, respectively.
For typical core-shell microgels, values of Rg/Rh ∼ 0.5–0.6 represent an approximate lower
bound. To our knowledge, our results are the first to give such low values: Rg/Rh = 0.2
indicates that almost all of the particle mass lies within half a radius of the center.
This is unexpected, not only because of the extremely small value, but because the high-
T value of Rg/Rh is lower than the low-T value, in contradiction to the usual behavior of
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pNIPAM microgels. For a pNIPAM microgel (crosslinked, but synthesized without AAc or
other comonomer), the low-T state of the microgel is typically core-shell, with low Rg/Rh,
while the high-T state is closer to a homogeneous sphere, with a higher value [117]. This is
because, during synthesis, the crosslinker reacts faster than the NIPAM monomer, leading
to a higher crosslinker density near the center of the particle. At low T , the pNIPAM
polymer is hydrophilic and the particle swells, but because of the inhomogeneous crosslinker
distribution, the core is constrained and unable to swell as much as the periphery. At high
T , when all the pNIPAM is hydrophobic, the periphery deswells to approximately match
the core.
The only significant difference in our case is the presence of the ionized AAc. As observed
in Ch. 3, uncharged AAc has the effect of frustrating the pNIPAM deswelling process, which
in our system leads to an increased Rg/Rh. Thus, since the only difference is that the AAc
is partially ionized at pH 5, the decreasing Rg/Rh we observe in our pH 5 samples must be
a direct consequence of charge.
4.3 Segregation of Charged Groups: Weakly Ionized Polymer Networks
in a Bad Solvent
The thermodynamic theory for partially ionized polyelectrolytes and polymer gels is well-
developed. Specifically, we want to understand the behavior of partially charged polymer
networks in a bad solvent, for which a theory has been developed and experimentally verified
for macrogels [142, 143]. In these systems, the component of the polymer that favors
demixing from the solvent tends to cause the network to contract, which localizes the
network charges into a smaller area. To maintain electroneutrality, the counterions in the
solvent must remain localized to these charges, and are therefore confined to a smaller
volume. This imposes an entropic cost on the portion of the system represented by the
counterions. The system offsets this cost by allowing the polymer network to locally swell
near the charged groups, increasing the volume accessible to the localized counterions and
resulting in a spatial fluctuation in polymer concentration depending on the distribution of
charges. This state of affairs persists as long as the deswelling tendency is not so large that
it dominates the entropic swelling effect due to the counterions.
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The phase behavior of such systems is governed by two parameters: the charge concen-






(R0)3/3`BQ is the Debye length (written for a spherically symmetric mi-
crogel particle), `B ∼ 0.7 nm is the Bjerrum length, and Q is the number of charges in the
microgel, and we take R0 to be the dilute hydrodynamic radius, Rh, of the particles. r0 is


















1 χ > 12
, (4.2)
where a is the length of a monomer, φp is the volume fraction of the monomer inside the
network (not to be confused with the microgel volume fraction, φ), α is the degree of ion-
ization of the monomers, and χ is the temperature-dependent Flory interaction parameter










This was experimentally measured for pNIPAM macrogels for temperatures between T = 20
and 40 °C, but there is no reason not to expect this equation to hold for all of our measured
T . Further, since we are concerned with the microgel behavior when the solvent is poor
(χ > 1/2), and therefore use only that form of Eq. 4.2.








with h a solvent quality parameter defined as
h = −a3(1− 2χ)− 3B3φp, (4.5)
where B3 is the third virial coefficient.
A phase diagram [142, 143] is shown in Fig. 4.1. The diagram is divided into 8 regions,
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Figure 4.1: The phase diagram for charged polymer networks as a function of s, reduced
charge concentration, and t, reduced temperature. Black squares are data points from ULC
microgels as discussed in the text, with measurments at higher T having lower s and t values.
The curves |st| = 1 separate regions based on their asymptotic thermodynamic behaviors.
The curves |s− 2| = 2 separate regions based on whether the Debye length or the network
correlation length is larger. The dashed line, s = 1 for t < −1, denotes the region where the
Debye length and the chain screening length have the same value. The polymer demixes at
the spinodal, shown as a thick red line. Regions VI and VII are discussed in the text.
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labeled I–VIII, depending on the values of s and t. These regions are divided by the
lines |s − t| = 2, which denote changes in the screening regime, and s = 1, t < −1,
together with the curves |st| = 1, where the thermodynamic behavior changes. The detailed
thermodynamic states of the 8 regions are too complex to cover extensively here, but they
can be briefly summarized as follows:
In regions I–III, the solvent quality is good and the concentration of ions is high enough
that κ−1 is larger than the network correlation length expressed in Eq. 2.32, ξ, and therefore
the salt concentration effects on screening are unimportant. In region I, ξ is less than
the persistence length of the polyelectrolyte that forms the network [145, 146], while the
opposite is true in region III, where excluded-volume effects are negligible. In region II,
they are comparable and the electrostatic potential oscillates with near-zero amplitude.
Region IV is similar to region I, except that the charged polymer itself is responsible
for screening, rather than the solvated ions. Region V bears the same similarity to region
III. Further, when st = −1 at the boundary of region V, the Coulomb interaction between
charges is not screened, indicating that the system is unstable to phase separation. IIn the
same way, region VI is similar to region II, and at s− t = 2, s 6 1 reflects the instability of
the system to microphase separation as the elecctrostatic interactions of the charged groups
effectively become unscreened. In this region, the system is unstable and undergoes large
concentration fluctuations.
Regions VII and VIII are the microphase separated and macrophase separated two-phase
regions, respectively. In both cases, the charged/swollen and uncharged/deswollen volumes
of the polymer network are separated, the only difference being that those volumes are
small relative to the overall network size in the microphase separated case, and comparable
to the overall size in the macrophase separated case.
The regions of interest for our experiments are those with s < 1, where the contributions
of charged groups are important, and t < 0, corresponding to poor solvent quality; the
specific regions are VI and VII.
In order to determine the region occupied by our pH 5 samples at high T , we need to
estimate the parameters Q, α, and φp. We calculated the number of AAc monomers in
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subsection 2.6.7, finding the number of AAc monomers per particle, and therefore potential
charged groups, is (1.1±0.6)×108. We use the pKa of AAc, 4.4, to estimate the fraction of
AAc groups that are charged, finding that QpH=5 = (9±5)×107. It further follows from this
that α ∼ 0.192 Finally, we can estimate φp = (Rdry/R0)3 ∼ 0.011± 0.004. Taken together,
we then obtain that at pH 5 and T = 60 °C, r0 = 0.40± 0.04 nm and s = 0.17± 0.03 < 1.
Estimating t is not possible without knowing the value of B3. However, for a poor
solvent, t < 0. Because of the pronounced deswelling observed for the microgels at pH 5 at
high T , we are confident that this is the case. Our particles are therefore in either Region VI
or VII, indicating either large concentration fluctuations or a microphase separation of the
polymer. We further note that because unlike the macrogel systems for which the theory
was developed, the distribution of crosslinker is not homogeneous throughout our particles.
In particular, the values of Rg/Rh we obtained indicate that φp is substantially higher in
the particle core than the periphery at high T . This means that for a given (high) T , both
s and t are higher at the periphery than the center. We therefore expect the solvent quality
to effectively increase towards the particle periphery relative to the core. This predicts the
exact behavior observed in our DLS measurements, namely that the core is small and dense
relative to the rest of the polymer.
4.4 Form Factors at Smaller Length Scales
As with the pH 3 suspensions studied in Chapter III, we turn to SANS to gain information
about the particle structure at very small length scales to validate our reasoning. The
measurement and fitting procedures are identical to that described previously, and the fits
to Eq. 2.33 with µ = 1.75 ± 0.25 are shown in Fig. 4.2a. Particularly with the highest-T
data, it is clear that the decay is moving to higher q, indicating that the internal length scale
of the particle is shrinking. As with the pH 3 case discussed in Chapter III, he decrease in
ξ from the fits exactly mirrors the decrease in Rg/Rh obtained from dilute SLS and DLS
measurements, as shown in Fig. 4.3a. This seems to confirm that the same mechanism is
responsible for both observations. Further, as shown in Fig. 4.3b, Rg and 〈Rcore〉, obtained
from dilute SLS measurements, track each other closely as well. As we noted previously,
69
Figure 4.2: P (q) measured with SANS for (a) NIPAM/pEG-d/AAc microgels at pH 5, (b)
ULC microgels at pH 3.1, and (c) ULC microgels at pH 7.4. The measurement temperatures
are shown to the right of each graph. Lines are fits to Eq. 2.33 in panels (a) and (b) and to
Eq. 4.6 in panel (c). The data have been vertically offset for clarity.
Figure 4.3: (a) Rg/Rh (filled squares), obtained from dilute SLS and DLS measurments,
and ξ (open squares), obtained from SANS measurements, of crosslinked microgels at pH 5
for various temperatures. Rg/Rh follows the left y-axis, and ξ the right y-axis. The value of
Rg/Rh for homogeneous spheres,
√
3/5 ∼ 0.775, is shown as a dashed line for comparison.
(b) 〈Rcore〉 (filled squares) and Rg (open squares), obtained from dilute SLS measurements,
of the same microgels.
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the applicability of Eq. 2.44 to these microgels at pH 5 and high T is debatable, but the
similarity of the two radii implies that the small, dense core contains most of the mass of
the particle and is therefore responsible for the small value of Rg/Rh.
We also attempt to complement this analysis of the SANS data with a fit to a scattering
theory developed following the concepts discussed in section 4.3. According to this theory,
the scattered intensity at high q should have the form [142, 143]
I(q) =
I1
x2 + t+ 1/(x2 + s)
+ I0, (4.6)
where x = qr0 and I0 represents the background scattering. This function has one maximum
at qpeak =
√
r−20 − κ2, which describes a characteristic length scale between concentration
fluctuations given by 2π/qpeak. We are unable to successfully fit our high-T data with this
model, but this is not surprising: from our calculated values of r0 and κ at T = 60 °C, we
estimate qpeak ≈ 2.3 nm−1 and 2π/qpeak ≈ 2.74 nm. This estimated qpeak is outside the
available range of the SANS instrument, and well into the region in which the background
dominates the scattering in any event. This length scale, however, does agree very well
with the length scale obtained from the fit to Eq. 2.33, ξ = 3.7 ± 0.1 nm. Because the
core is denser and therefore scatters much more than the periphery, this length scale will
correspond to the polymer mesh in the core, consistent with our analysis.
As a check, we perform identical SANS experiments on microgels whose scattering be-
havior should be well-described by this theory. These are ultra-low-crosslinker (ULC) mi-
crogels [147], synthesized without added crosslinker. The polymer chains are “crosslinked”
by rare chain-transfer reactions [148, 149]. These microgels have 5 mol% AAc and 95 mol%
NIPAM.
We find that these microgels have a very homogeneous distribution of polymer. P (q),
measured by SLS, is shown in Fig. 4.4 for the ULC microgels for both neutral and charged
AAc groups. In both cases, the data, which we fit to Eqs. 2.31 and 2.40, indicates that the
distribution of polymer is homogeneous throughout the microgel. This is particularly clear
for the low-pH case, whose deep minima also indicate size polydispersity < 1%. The high-
pH particles at higher T show a slightly higher polydispersity, between 4–5 %. We expect
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Figure 4.4: P (q), measured by SLS, for suspensions of ULC microgels at (a) pH 3.1 and
(b) pH 7.4. Lines are fits to Eqs. 2.31 and 2.40.
the scattering of these particles, measured with SANS, to correspond well to the macrogel
theory, since the length scales probed by SANS are small enough that the homogeneous
polymer network should be indistinguishable from a macrogel.
This is the case. Figs. 4.2b and c show the SANS data for the ULC particles in the
neutral and ionized cases, respectively. In the neutral case, we obtain results that are
qualitatively similar to the low-T measurements in Chapter III, without reproducing the
heterogeneity-induced scattering at higher temperatures, which is unsurprising given both
the substantially lower AAc content and the lack of crosslinker. µ = 1 for T < 30 °C and
µ = 2 for T > 30 °C. When the AAc is completely ionized, however, we in fact do see
the scattering maximum predicted by the theory, which becomes more pronounced as T
increases and the solvent quality drops. Our fits give r0 ∼ κ−1 ∼ 1–3 nm, t ∼ −1, and
s ∼ 1. These measurements, for T > 43 °C, are shown on the state diagram in Fig. 4.1,
with higher-T measurements moving to slightly lower t and s values. We find that these
measurements were performed right on the spinodal line between Regions VI and VII, where
the system is highly unstable and possibly microphase-separated.
Because we are unable to calculate t for our crosslinked microgels at pH 5, we cannot
directly compare the two systems. However, as discussed in section 4.3, the crosslinked
microgels should lie in either Region VI or VII as well. A schematic of our crosslinked
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Figure 4.5: Representative schematic of the microgel conformational changes for our
crosslinked microgels at several different T (labeled in °C) at pH 5.
microgels at pH 5 is shown in Fig. 4.5 for several T . At low T , the microgels assume the
usual core-shell confirmation, as shown by the SLS data in Fig. 2.16b. At high T , however,
the competition between hydrophobic deswelling due to the pNIPAM and the entropic cost
of charge localization has the effect of densifying the core while allowing the periphery to
remain solvated, leading to the extremely low values of Rg/Rh originally measured. The
data shown in Fig. 4.3b support this conclusion.
4.5 Conclusion
We have obesrved an extreme core-shell microgel architecture showing Rg/Rh values, mea-
sured with light scattering, much lower than have been hitherto reported in the literature,
and further having the unusual behavior of decreasing rather than increasing at higher tem-
perature. We explain this behavior as being due to a nearly-balanced competition between
the high-T hydrophobic deswelling tendency of the pNIPAM and the increasing entropic cost
of charge localization the polymer must pay to deswell. Further, due to higher crosslinker
density near the particle center, both the solvent quality and charge concentration increase
towards the particle periphery. As a result, the internal structure of the microgel is sep-
arated into two regions: a dense, collapsed, mostly ucharged core, and a charged, swollen
periphery. We were only able to obtain indirect evidence of this phenomenon in the studied
microgels at pH 5 with SLS and SANS, due to high neutron scattering background and
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a limited available q range. An additional complication was present in that the microgels
do not have a homogeneous polymer distribution and the relevant theory was developed
for homogeneous macrogels. However, we did directly observe the behavior predicted by
the theory in SANS measurements of homogeneous microgels, synthesized without added
crosslinker, and prepared in analogous conditions. Because the two sets of microgels are
close to one another in the state diagram given by the theory, we conclude that the same
physics is responsible for the unusual behavior observed in the crosslinked microgels.
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CHAPTER V
AVOIDING THE GLASS TRANSITION IN CONCENTRATED
SUSPENSIONS OF SOFT IONIC MICROGELS
5.1 Introduction
We combine static and dynamic measurements to investigate suspensions of ionized mi-
crogels at high concentrations where we expect the onset of a rigid, glassy state. Such
a transition at high particle concentration is observed in systems of particles with widely
varying properties: hard spheres [9, 29, 30, 39, 40, 150, 151], emulsions [152, 153] and foams
[154, 155], star polymers [26, 33, 156–159] and linear polymer chains [11], and charged
[54, 55, 64, 160] and uncharged [45, 89, 161–169] microgels. Typically, the approach to this
glassy state follows analogously to molecular glassforming liquids. At low concentrations,
the system is a simple liquid. At higher concentrations, the system’s dynamics slow and
the single characteristic timescale due to diffusion splits into a short and a long timescale,
tβ and tα, or the beta and alpha relaxation times, respectively [18, 21, 25, 170, 171]. The
beta relaxation is associated to the thermal motion of a particle around its center of mass
in the volume of a “cage” formed by its nearest neighbors; the alpha relaxation, to the
escape of the particle from that cage due to structural rearrangement of the particles. At
higher concentrations still, the particles are eventually unable to escape these cages and the
system becomes a glass; finally, as the concentration becomes high enough that the particles
are forced into contact, thermal motion effectively ceases and the system becomes jammed
[22]. It is important to note that these are all non-equilibrium phenomena; in equilibrium,
the state of the system is uniquely determined by the relevant thermodynamic variables,
and the transition proceeds from liquid to crystal at the freezing point. However, often the
system is unable to reach its equilibrium configuration on the experimental timescale and
it is trapped in a metastable nonequilibrium state such as a supercooled liquid or glass. We
do not observe an equilibrium liquid-to-solid transition in any of our experiments, and so
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we consider our results only in light of these non-equilibrium concepts.
Despite the generality of these phenomena, the specifics of how and when the systems
discussed above approach a glassy state vary widely depending on the specific properties of
the glassforming particles. Hard spheres can neither compress nor deform, and have sharply-
defined surfaces. Emulsions are incompressible, and the interactions of both emulsions and
foams are mediated by the surface tension of the interstitial liquid. Linear and star polymers
can interpenetrate, but linear polymers of different lengths and stiffness, and star polymers
with varying functionalities and chain properties, interact very differently. Microgels can
compress (changing volume), deform (changing shape), and interpenetrate, but the details
of their interactions are governed by the chemistry of the monomer and crosslinker used
in the synthesis, the amount and distribution of the crosslinker, and the conditions of
the suspension, such as charge or salt concentration. Because of the difficulty in properly
accounting for these different properties in any study of colloidal glassformers, they are often
grouped under the umbrella term “softness” and not explicitly considered, and as a result
the impact of different types of particle “softness” on the properties of the glass are not well
understood. The goal of this Chapter is to elucidate at least some specific details about
the origin and effects of “softness” by carefully studying the dynamics if dense suspensions
of our microgels at different swelling conditions and charge concentrations, governed by pH
and T .
The specific conditions studied are pH 5 and pH 6.5, both at T = 14 °C. SLS measure-
ments of the structure factor confirm that the sample becomes somewhat more ordered,
with a well-defined characteristic center-to-center distance emerging at higher ζ as particles
are confined and surrounded by a shell of nearest neighbors. The center-to-center distance
between particles also decreases below twice the dilute particle radius, indicating substantial
deswelling. DLS and rheology measurements give us a way to measure the alpha relaxation
times tα that correspond to particle rearrangement.
At intermediate concentrations, we observe a sharp increase in tα reminiscent of a Vogel-
Fulcher-Tamann glass transition, in which tα diverges at a finite concentration. Surpris-
ingly, measurements at higher concentrations show that the system does not truly become
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a glass. Instead, tα saturates above a certain ζ. We interpret this as being due to a
combination of the particles’ softness (in the context of their bulk elastic modulus) and ion-
driven deswelling, caused by an increase in the suspension osmotic pressure due to unbound
counterions in the solvent.
5.2 Structure Factor Measurements
We estimate SM(q) as described in Section 2.5 with an additional step to correct for the
changes in P (q) observed to occur at high ζ [89]. This correction was developed for a
different system of core-shell microgel particles, but it should be approximately correct for
any system of soft microgels at ζ high enough that the particles’ P (q) will change. We
emphasize that because we do not use the exact same particles, this is inexact, and our
reported SM(q) are therefore only estimates.
For measurements of SM(q) made at ζ < 1, we do not apply any change, and divide
〈I(1)(q)〉E by the model P (q) plotted using the parameters measured for the particles in
dilute conditions. For the pH 5 system, this corresponds to Eqs. 2.35 and 2.44 with 〈Rc〉 =
341 nm, σsurf = 99 nm, σp = 0.065, µ = 2, and ξ = 13 nm. For the pH 6.5 system,
this corresponds to Eqs. 2.35 and 2.46, with 〈Rg〉 = 520 nm, σp = 0.001, µ = 1.94, and
ξ = 193. For measurements made at ζ > 1, we use the same model function but scale 〈Rc〉 ∝
ζ−0.105, σsurf ∝ ζ−0.82, and 〈Rg〉 ∝ ζ−0.271. All other parameters are left unchanged. These
scaling parameters are taken from the results of [89], which were measured for concentrated
suspensions of neutral core-shell pNIPAM microgels crosslinked with bis-acrylamide. This
admittedly ad hoc approach has several potential shortcomings:
To begin with, the true scaling of our particles with ζ almost certainly is not the same as
in [89]. At pH 5, our particles are core-shell, but the length scales 〈Rc〉 and σsurf are not the
same and do not have the same ratio. We also use a different crosslinker, and its distribution
throughout the particles is likely to be different. Finally, our microgels are charged, and
this is likely to play a significant role in determining the change in P (q) at high ζ. These
considerations are all true in the pH 6.5 case as well, and additionally at those conditions
the particles are not even core-shell in dilute conditions; we scale 〈Rg〉 according to the same
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ζ-dependence as the overall particle size in [89]. Finally, [89] concluded that P (q) changes
significantly only for ζ > 1, which may not be strictly true, especially since our system is
charged and is likely to incorporate interparticle interactions with longer range than if they
were neutral. Despite these caveats, however, the basic results of [89] should hold: namely,
(i) for low enough ζ, P (q) will not change, (ii) above some critical ζ of order 1, P (q) will
change, and (iii) the characteristic radius of the particles will change approximately as
ζ−1/3, which will result in predictable changes to P (q). While the details may vary from
the exact scaling parameters we use, this approach represents a good first-order correction
to P (q) with increasing ζ and, as we discuss below, leads to meaningful results.
Plots of the process showing the experimental 〈I(1)(q)〉E, the model P (q) scaled with ζ
where appropriate, and the resulting estimated SM(q) (collected under the umbrella term
“scattering factors”) are shown in Fig. 5.1 for the pH 5 samples and Fig. 5.2 for the pH 6.5
samples. We also plot the estimated SM(q) for different ζ together for comparison purposes
in Fig. 5.3.
Both sets of data share important similarities. Key is that the value of qpeak, increases
with ζ for all measured ζ. This means that the center-to-center distance is decreasing as ζ
increases. The exact value of qpeak has only a very weak dependence on the exact parameters
used to plot the model P (q), and is always very close to the peak of the experimental
intensity in any event. We are therefore very confident in the accuracy of our measurements
of qpeak.
We are less confident about some other features of the data, particularly regarding the
pH 5 measurements. It is true that dividing by the dilute P (q) for samples at higher
concentrations leads to unphysical SM(q). For example, at high concentrations, this results
in a peak height that can be larger than 10, which is unphysical particularly given that the
Hansen-Verlet criterion for the onset of crystallization of hard spheres is that the peak height
exceeds 2.85 [172]; the criterion has also been shown to apply to the liquid-crystal transition
of soft spheres [173]. An example, comparing SM(q) obtained with and without scaling P (q),
is shown in Fig. 5.4. In contrast, our estimated corrections result in SM(qpeak) 6 1.
We also note that both the pH 5 and pH 6.5 SM(q) have unusual forms that we do not
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Figure 5.1: Experimental data and the estimated SM(q) for concentrated microgel suspen-
sions at pH 5. Black squares represent experimental 〈I(1)(q)〉E, scaled down to P (q)SM(q).
Red circles represent the model P (q) plotted as described in the text. Green triangles rep-
resent the estimated SM(q). Each panel is labelled with the ζ of the measured suspension.
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Figure 5.2: Experimental data and the estimated SM(q) for concentrated microgel suspen-
sions at pH 6.5. Black squares represent experimental 〈I(1)(q)〉E, scaled down to P (q)SM(q).
Red circles represent the model P (q) plotted as described in the text. Green triangles rep-
resent the estimated SM(q). Each panel is labelled with the ζ of the measured suspension.
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Figure 5.3: SM(q) for different ζ for samples at (a) pH 5 and (b) pH 6.5. The plots in each
panel have been offset vertically for clarity.
Figure 5.4: Obtaining SM(q) from measured intensity data for pH 6.5, ζ = 17, using (a)
unscaled and (b) scaled P (q). Black squares are 〈I(1)(q)〉E scaled to equal P (q)SM(q), red
circles are P (q), and green triangles are SM(q).
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have a good way to model at all, although as we show in Fig. 5.4, the form of SM(q) does
depend on the exact scaling, or lack thereof, of P (q). In most models, the first peak of
SM(q) should be higher than any other part, but we do not find this to be the case with
our scaled P (q). For the pH 5 samples, both the second visible peak and the high-q region
are higher than SM(qpeak) by factors of 10–100. The pH 6.5 samples show similar behavior,
although the contrast is not as dramatic. Surprisingly, for both pH, at higher ζ, the height
first peak increases to match the high-q value of SM(q), although it does not exceed it for
the measured samples. It is true that a low first peak in SM(q) has been explained in
terms of high particle polydispersity for simulations and experimental scattering studies of
systems of hard spheres and emulsions [92, 93]. However, our measurements of the particles
in dilute conditions suggest that their polydispersity is less than 10%, and while there is
some evidence that the polydispersity of microgel suspensions can decrease as ζ increases
[174], we are not aware of any results showing that polydispersity should increase with
increasing ζ in a system of soft charged microgels similar to those we study. Measurements
performed on other suspensions of soft microgel particles have observed the same behavior
in SM(q) [175], but an explanation is still lacking.
We are more confident in the qualitative features of SM(q) for the pH 6.5 samples than
the pH 5 samples. One reason is because for the pH 6.5 samples, at high q, the model P (q)
and the experimental 〈I(1)(q)〉E have the same q-dependence, which is unsurprising because
lim
q→∞
SM(q) = 1 for a disordered system. This is because scattering at high q probes smaller
length scales and therefore the interior of the particle, where the interparticle effects that
contribute to the structure factor are less important. Aside from the surprisingly low value
of SM(qpeak) at low ζ, the qualitative shape of SM(q) for the pH 6.5 samples is similar to
previous measurements on star polymers [156, 176], in which only one peak was observed.
In those experiments, P (q) was not scaled with concentration before being divided out of
the measured intensity to obtain SM(q); thus, the reported peak heights (SM(qpeak) between
1 and 5, depending on suspension concentration) are probably somewhat higher than the
heights that would be obtained after taking particle compression into account.
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Structure factors measured for concentrated solutions of star polymers have been the-
oretically predicted to show a first peak height lower than the high-q value as well (with
SM(qpeak) between about 0.5 and 1.2) [177–180]. However, while these microgels do have
a scattering profile at pH 6.5 very similar to that of a star polymer (which is why we are
able to use Eqs. 2.35 and 2.46 to describe the form factor), they are not star polymers.
In particular, we do not expect them to interpenetrate as freely as star polymers in dense
solutions. This is significant because the aforementioned prediction follows from the abil-
ity of the particles to interpenetrate. Specifically, once two stars begin to overlap, the
energy cost they must pay to move closer is very small. Above the overlap concetration,
therefore, two length scales come to describe a system of concentrated star polymers: a
density-dependent length scale (the center-to-center distance) and a density-independent
length scale (the star polymer size, which is mostly unchanged). Whenever the center-to-
center distance has decreased enough such that it is an integer divisor of the star size, the
first peak of the structure factor shrinks and eventually disappears. It is unclear whether
or to what extent this mechanism can be blamed for our unusual measurements, given that
even a small amount of crosslinker will make it more difficult for the particles to overlap
significantly. Previous measurements on pNIPAM microgels have shown that interpenetra-
tion contributes very little to the decreasing center-to-center distance between particles as
ζ increases [89].
The pH 5 samples present the same difficulties as those at pH 6.5, plus an additional
one. Under certain conditions, SM(q) for nanoemulsions has exhibited the same behavior
as our pH 5 samples at low ζ, namely that there are multiple peaks, and the peak height
increases with increasing q [93]. However, we note that, unlike the pH 6.5 case (in which
only one peak exists and it clearly corresponds to a peak in intensity), the peaks observed
in the pH 5 samples do not clearly share an origin.
The first structure factor peak, as in the pH 6.5 case, corresponds to a peak in the
measured intensity, but the second peak does not do so as clearly. At q corresponding to
the second peak in SM(q), the intensity shows a slight peak in some measurements, but Fig.
5.1 makes it clear that the second peak also corresponds to the minimum in the (scaled)
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P (q). The same may be true of the apparent third peak at the highest measured q. In the
same vein, the minima in SM(q), except the first, are due to humps in P (q) at least as much
as they are due to minima in the intensity. It is difficult to say for sure that the procedure we
employ to estimate SM(q) completely corrects for the concentration dependence of P (q). It
is therefore possible that our scaling of P (q) at high ζ fails to entirely capture the structural
changes within the particles as they are concentrated. In particular, if the shape of P (q)
undergoes significant qualitative changes, the location, height, and even presence of the
second and third peaks in SM(q) will not be accurate. Our scaling of P (q) is based on
the results of measurements made on uncharged microgel suspensions [89], and it could be
that the presence of charge will result in such changes at high ζ. This will not change the
position of the first peak, since that is directly visible in the measured intensity and no
change to the higher-q shape of P (q) will cause the peak to move significantly in q.
Despite these uncertainties, however, these SLS measurements have successfully enabled
us to calculate the center-to-center distance between particles, 2π/qpeak, as a function of ζ
with a high degree of confidence. This is the same q we want to make our DLS measurements
at [181], since relaxations at this length scale correspond to particle rearrangement. This is
the topic of the next section.
5.3 Dynamic Light Scattering at the Peak Position
The structure of a glass is virtually indistinguishable from a snapshot of a liquid. Rather,
a glass is distinguished from a liquid by its kinetic behavior. Specifically, the position of
the center of mass of each particle that makes up the glass does not change in time, even
though the particles may be allowed to vibrate around this position as a result of thermal
fluctuations. In contrast, the particles in a liquid are not restricted, and can diffuse past
one another freely.
In order to investigate our system’s kinetic behavior, we perform 3DDLS measurements
at the first peak of SM(q). At low ζ, this is straightforward since the system relaxes on fairly
short timescales, allowing us to look at the ensemble-averaged behavior of our system by
simply performing a time average as discussed in Section. 2.4. However, as mentioned there
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and covered in more detail in Appendix B, there is no simple way to convert a given time-
averaged intensity cross-correlation function into an ensemble-averaged one. This means
that at higher concentrations, when the dynamics of the system have slowed dramatically,
long measurements are needed to obtain the appropriate statistics. The exact time re-
quired varies, but at the highest concentrations we performed three or more independent
measurements, 48 hours long each, while rotating the cuvette 30° between measurements.
These were then averaged together to obtain an approximate ensemble-averaged intensity
cross-correlation function, 〈(gI−1)/β〉∼E. (The criterion for determining the necessary mea-
surement length was that all of the individual measurements produced roughly the same
correlation function, and adding or removing one did not dramatically affect the resulting
approximate ensemble-average.) We obtained the approximate ensemble-averaged electric
field cross-correlation function by taking 〈gE〉E =
√
〈(gI − 1)/β〉E, and confirmed that in
all cases this yields essentially the same result as taking 〈gE〉E = 〈
√
(gI − 1)/β〉E. We plot
the results for both the pH 5 and pH 6.5 experiments in Fig. 5.5. Because qpeak increases
as ζ increases, the timescale of the measurements is due not only to the slowdown of the
system, but also to the decrease of the length scale over which we are measuring the particle
relaxation. To account for this, we plot the correlation functions against q2τ in Fig. 5.5.
We plot the cross-correlation functions of intensity rather than the electric field because
taking the square root significantly increases noise at high τ when the value of the function
is near zero. Note that the correlation functions of samples prepared at the lowest ζ display
only a single decay. As ζ increases, not only does the decay move to the right, signifying a
slowdown in the dynamics, but there is an additional decay, indicating that the sample be-
comes supercooled [170]. We fit the electric field correlation function to a sum of stretched
exponentials following















where A1 +A2 = 1, t1 and t2 are fitting parameters related to the relaxation times, and β1
and β2 are the stretching exponents of the fit [182–185]. Example fits are shown in Figs.
5.5a and b. The timescale fitting parameters are related to the relaxation times tα and tβ,
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Figure 5.5: Normalized, ensemble-averaged intensity cross-correlation functions measured
at qpeak and plotted vs. q
2τ for samples prepared at (a,c) pH 5 and (b,d) pH 6.5 for a wide
range of different ζ. Panels (a) and (b) show example fits as thin red lines overlaid on the
data; panels (b) and (d) show all experimental correlation functions, omitting the fits for
the sake of clarity.
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corresponding to the long-time structural relaxation of the particle’s center of mass and the
short-time motion of the particle around that center. Because the stretched exponential
function represents a spectrum of exponential decays, we integrate over this spectrum to



















where Γ(x) = (x − 1)! is the gamma function. Since Γ(2) = 1, a stretching exponent of 1
(corresponding to an simple exponential decay) gives the relaxation time directly. However,
because Γ(x) is close to 1 for x close to 1, tα(β) ≈ t1(2) × (0.5–2). We list the values of
the fitted stretching exponents in Tables 5.1 and 5.2, together with the values of q = qpeak
where the measurements were made, as a function of ζ.
If the system truly does become a glass, we expect to see an emergent nondecaying
component of the correlation function [39] in the form of a plateau at high τ as tα → ∞;
the height of this plateau would give us the fraction of the system that is “frozen” in a
kinetically arrested state. However, as the plots of tα and tβ in Fig. 5.6 show, our DLS
measurements do not show such a “freezing out.” tα in both cases does increase dramatically
in a narrow range of ζ, but, especially in the pH 5 case, we do not see conclusive evidence
of such a divergence.
We fit the data to the empirical Vogel-Fulcher-Tamman equation, used to describe the
relaxation of glassy systems [51–53], in an attempt to estimate the volume fraction, ζ = ζ0,
at which extrapolation from our low-ζ data predicts a diverging timescale:







where t0 is the relaxation timescale in the dilute limit and K a parameter that describes
the fragility of the glassformer, a measure of how gradually tα increases with ζ [43]. The
VFT equation was originally developed for molecular glassformers, in which the relevant
thermodynamic variable is temperature. In a colloidal glassforming system, that role is
filled instead by φ, represented in our analysis by ζ. Written in the above form, the VFT
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Table 5.1: ζ, qpeak, β1, and β2 for concentrated suspensions at pH 5. Some samples exhibit
only a single decay. β = 1 corresponds to diffusive behavior. Some values of qpeak are
repeated because the resolution of the goniometer, 1 °, was not small enough to differentiate
between the qpeak change with small changes in ζ.
ζ qpeak [nm
−1] β1 β2
0.27 3.9× 10−3 1
0.32 4.1× 10−3 0.946± 0.004
0.41 4.6× 10−3 0.940± 0.004
0.50 5.0× 10−3 1
0.53 5.0× 10−3 1.1± 0.3 0.896± 0.017
0.58 5.0× 10−3 0.776± 0.002
0.62 5.3× 10−3 0.831± 0.002
0.68 5.5× 10−3 0.701± 0.002
0.71 5.5× 10−3 0.609± 0.005 0.663± 0.004
0.75 5.7× 10−3 2.2± 0.1 0.676± 0.007
0.77 5.7× 10−3 1.58± 0.05 2.49± 1.04
0.78 5.9× 10−3 0.64± 0.03 0.861± 0.023
0.82 5.9× 10−3 0.454± 0.005 0.854± 0.022
0.84 5.9× 10−3 0.69± 0.08 0.530± 0.005
0.89 6.2× 10−3 2.155± 0.009 0.435± 0.005
1.03 6.4× 10−3 1.188± 0.011 0.489± 0.013
1.07 6.4× 10−3 1.61± 0.01 0.613± 0.005
1.08 6.4× 10−3 1.267± 0.006 0.613± 0.005
1.19 6.8× 10−3 1.374± 0.002 0.557± 0.007
1.17 6.8× 10−3 1.900± 0.012 0.384± 0.012
equation can equally be used to describe colloidal glassformers [167].
Because of the difficulty in measuring tα with DLS at high ζ—and to confirm the absence
of a diverging timescale—we turn to rheology, as discussed in the next section, to determine
tα at higher ζ.
5.4 Rheology at High ζ
Broadly speaking, rheology concerns itself with the flow and deformation of matter. This
expansive definition allows for a diverse family of possible experiments. In this section we
discuss results from two types of shear rheology experiments: oscillatory and steady-state.
In a shear rheology experiment, we study the relationship between applied shear stress
and the resulting shear. Fig. 5.7a provides a simplified schematic of the experiment. A
force F is applied to one surface of the sample, which has surface area A, while the other
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Table 5.2: ζ, qpeak, β1, and β2 for concentrated suspensions at pH 6.5. Some samples
exhibit only a single decay. β = 1 corresponds to diffusive behavior. Some values of
qpeak are repeated because the resolution of the goniometer, 1 °, was not small enough to
differentiate between the qpeak change with small changes in ζ.
ζ qpeak [nm
−1] β1 β2
0.43 3.1× 10−3 1
0.63 3.5× 10−3 1
0.85 3.9× 10−3 1
0.93 3.9× 10−3 0.94± 0.03
1.05 4.1× 10−3 0.923± 0.014
1.25 4.4× 10−3 0.914± 0.001
1.57 4.8× 10−3 0.926± 0.019 1
1.75 4.8× 10−3 0.775± 0.004 1
1.93 4.8× 10−3 0.814± 0.005 1
2.02 5.0× 10−3 0.835± 0.012 1
2.10 5.0× 10−3 0.752± 0.002 1
2.14 5.0× 10−3 0.514± 0.003 1
2.18 5.3× 10−3 0.719± 0.006 1
2.22 5.3× 10−3 0.563± 0.003 1
2.27 5.3× 10−3 0.468± 0.007 1
surface is held fixed. The shear stress is given by the ratio σ = F/A. This stress causes the
deformation of the sample, defined in terms of the strain γ = ∆x/h, where h is the sample
thickness and ∆x is the deformation of the sheared sample.
We use a cone-plate geometry to measure our samples, illustrated in Fig. 5.7b. In this
setup, the sample is confined between a conical tool and the loading plate; the tip of the
cone is truncated to avoid contact with the plate. The tool is rotated through an angle φ
as shown in the figure. Because the height of the cone and the distance from the axis of
rotation are related through the cone angle θ, with tan θ = h/r, and the deformation at
the top of the sample is given by ∆x = rφ, the strain is constant throughout the sample,
with γ = φ/ tan θ. This means that the strain is constant throughout the sample. This
is in contrast to the simpler plate-plate setup, in which the tool and plate are both flat,
but the strain increases farther from the axis of rotation. Our tool has a diameter of 25
mm, a cone angle of θ = 2°, and is roughened to avoid sample slip. Our rheometer, an
Anton-Paar Physica MCR-501, imposes a stress and measures strain, but incorporates a
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Figure 5.6: Plots of tα (closed points) and tβ (open points) vs. ζ for samples prepared at
(a) pH 5 and (b) pH 6.5, as measured by DLS at qpeak. The gray bar represents the diffusive
timescale measured via DLS of dilute suspensions, and the black line a fit to Eq. 5.3. For
the case of the pH 5 sample, we did not include the points at highest ζ, where tα appears







a                                      b
Figure 5.7: A schematic illustrating shear rheology. (a) A sample (red) with surface area
A is subjected to a shearing force F and deforms as discussed in the text. The dashed
outline represents the undeformed sample. (b) Our cone-plate setup. The sample (pink) is
pressed between the conical tool (light gray) and the loading plate. The sample and tool are
confined within an evaporation blocker (dark gray) that does not rotate. Troughs filled with
water (blue) seal the system and prevent evaporation; an additional bead of water is placed
around the circumference of the plate to saturate the air and help prevent evaporation.
Temperature is controlled by two Peltier plates (red), one built into the plate and one into
the evaporation blocker.
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feedback loop in order to allow experiments with imposed strain. The response time of this
feedback loop is ∼ 1 ms. Because the shortest timescales in any of our measurements are at
least a factor of 10 longer than this, we can perform our experiments with either imposed
stress or effectively imposed strain, as desired.
We also control the temperature of our samples during the experiment. A Peltier tem-
perature controller is built into the loading plate, and since the sample volume and thickness
are on the order of 0.1 mL and 1 mm, respectively, temperature throughout the sample is
constant throughout the measurement. An evaporation blocker with a second, built-in
Peltier temperature controller protects the sample from water loss throughout the measure-
ment and provides additional temperature stability.
Finally, the instrument is calibrated to account for various sources of error prior to each
measurement. We account for noise due to (i) imperfections in the motor operation and
(ii) turbulence in the high-pressure air bearing, by running the motor without coupling
to the tool, as well as (iii) correcting for the effect of tool inertia on the measured stress,
by measuring the moment of inertia of the tool prior to each measurement. As a last
precaution, we follow established preshear protocols [26, 153, 169, 186] in order to erase any
history dependence of the sample: we shear the sample at γ̇ = 500 s−1 for 60 s, then allow
it to rest for 300 s before measuring. Tests on several samples showed that this allowed us
to obtain reproducible results.
5.4.1 Oscillatory Rheology
In an oscillatory measurement [187], we apply a strain that varies in time according to
γ(t) = γ0 sin(ωt), where γ0 is the strain amplitude and ω the angular frequency, and measure
the resulting shear stress. For small enough amplitudes, the stress will also be sinusoidal,
but with a phase difference δ relative to the input strain. For a perfectly elastic solid,
δ = 0 (input and output are in phase) and the stress will go as σ = G′γ, where G′ is the
elastic modulus. For a perfectly viscous liquid with viscosity η, δ = π/2 (input and output
are out of phase), and the stress follows σ = (G′′/ω)γ̇, where G′′ is the viscous modulus
and η = G′′/ω. A viscoelastic material is one in which both G′ and G′′ are nonzero and
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δ ∈ (0, π/2).
Again, these definitions are only meaningful for small strain amplitudes. For larger
amplitudes, the response is instead a sum of higher-order harmonic terms [188]. In this case
δ, and therefore G′ and G′′, can no longer be meaningfully defined. We therefore perform all
of our oscillatory measurements at low amplitudes. We perform preliminary measurements
sweeping through γ while keeping ω constant, for each sample, as shown in Fig. 5.8a for
one sample. For γ that are low enough, σ is a linear function of γ and G′ and G′′ are
independent of γ. We note that the maximum γ for which the linear interpretation is valid
may depend weakly on ω. To ensure that our measurements are accurate, we therefore set γ
to be 90% of the one indicated by the plot when performing our frequency sweeps. Further,
because we do not “reset” the sample history by preshearing after every point, the points
after the system enters the nonlinear regime will be cumulatively affected by each preceding
nonlinear point, leading to quantitative deviations from the “true” response. However, these
differences are likely to be quite small, and in any event unimportant, since we are only
concerned with finding the limits of the linear regime.
Oscillatory rheology frequency sweeps for a viscoelastic liquid have a characteristic shape
that is extremely robust, and displayed by a wide variety of viscoelastic systems including
microgel suspensions [40, 152, 188–190]. At low ω (long timescales), G′ ∼ ω2 and G′′ ∼
ω, with G′′ > G′, since any viscoelastic material will flow over long enough timescales.
However, at higher ω, G′ becomes higher than G′′ and levels off, becoming nearly constant
over many orders of magnitude of ω, and G′′ peaks, then decreases. The moduli in this









where x = ω/ωcrossover, ωcrossover is the frequency at which G
′ = G′′ (and equivalently,
x = 1), and G′P is the high-ω plateau value of G
′(ω). This crossover point gives the alpha
relaxation of the system according to tα = 2π/ωcrossover. At higher frequencies (shorter
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Figure 5.8: Oscillatory rheology of a pH 5 sample with concentration 1.7 wt%. (a) An
example strain sweep. G′ and G′′ are the filled and open black squares, respectively, and
the maximum shear stress for each point is shown by red circles. The black line shows a
linear fit to the stress at low γ with slope G′; where this line fails to describe the data, the
linear approximation is invalid. (b) An example frequency sweep together with fits to the
Maxwell model at low ω. The filled and open squares represent G′ and G′′, respectively.
The gray regions show the fit uncertainty; the uncertainty in relaxation time is given by
their region of overlap.
timescales), the system is solid-like; on longer timescales, it is liquid-like, indicating rear-
rangement (structural relaxation) of the particles. At much higher ω still, viscous dissipation
in the system is dominated by random slippage of the particles past one another, rather
than affinely deforming without rearranging; this leads to G′′ increasing again according to
G′′ ∼ ω1/2 [191].
Our data follows these general trends, as shown in Figs. 5.8b and 5.9. However, as
also shown in the figures, in most cases the ωcrossover does not lie within the experimentally
accessible window. This crossover time, which we also observed in light scattering measure-
ments for samples prepared at lower ζ, is the primary feature we are interested in. We can
estimate the approximate crossover just by looking at the graphs, but to quantify it more
carefully we fit the low-ω regions of the plots to the Maxwell model. To find the values of
ωcrossover and G
′
P that best fit both G
′(ω) and G′′(ω), we fit both data sets simultaneously.
An example of this fit is shown in Fig. 5.8b. Uncertainty in the fit leads to uncertainty in
the resulting value of ωcrossover, but as shown in the figure this uncertainty (the range of ω
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Figure 5.9: Oscillatory measurements for (a) pH 5 samples and (b) pH 6.5 samples at the
values of ζ shown in the legend. We do not show points for which the measured torque was
below the specifications of our device (20 nNm for oscillatory measurements), which are not
reliable. Note that in a few cases (for example, the pH 6.5 sample prepared with ζ = 3.0),
the crossover is visible within the experimental window.
where the two fits overlap) is quite small. We note that Eqs. 5.4a and b are simplifications:
in a real system, there will be a spectrum of relaxation times, analoguous to the stretched
exponential function used to describe light scattering correlation functions. However, simi-
larly to the simplification used in our DLS analysis, in which we integrate over this spectrum
to obtain a single characteristic timescale, tα, we perform this simple Maxwell model fit to
estimate tα from our oscillatory measurements. Because this model fits the data well and
we primarily are concerned with obtaining tα anyway, this fit is satisfactory. As we will
see in the next Subsection, we obtain almost identical values of tα from our steady-state
measurements, validating this approach.
Oscillatory rheology frequency sweeps for our samples at both pH 5 and 6.5 are shown
in Fig. 5.9 for a range of ζ. The values of tα obtained from these measurements are shown
in Fig. 5.10a as black squares. The observed relaxation times do not continue increasing
with ζ as we would expect for a system undergoing a glass transition. In order to confirm
the absence of a glassy state, we turn to steady-state rheology.
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Figure 5.10: Values of tα obtained from (a) oscillatory and (b) steady-state rheology, as
discussed in the text, plotted on the same scale as in Fig. 5.6. Black squares are from the
pH 5 samples (data only available for oscillatory measurements) and red circles from the
pH 6.5 samples.
5.4.2 Steady-state Rheology
In a steady-state measurement, we apply a constant strain rate to each point and measure
the resulting stress. For a simple Newtonian liquid, the stress required to shear the material
is proportional to the shear rate, σ = ηsγ̇, with ηs the viscosity of the liquid. Viscoelastic
materials will have a more complex response. One possible behavior is the emergence of
a yield stress, meaning that the system behaves as a solid unless a minimum stress is
applied, above which it flows. The Herschel-Bulkley model, σ = σyield + mγ̇
n with σyield
the minimum stress required to achieve flow and m and n fitting parameters, is commonly
used to describe such a system [192]. Another possible deviation from Newtonian behavior
is a viscosity that depends on γ̇. This can be as simple as σ = η(γ̇)γ̇; the Herschel-Bulkley
model, for example, also exhibits this behavior at high γ̇ for n 6= 1, but it is a general
feature of non-Newtonian fluids.
In our experiments, shown in Fig. 5.11a, we observe a response that resembles that of a
yield-stress material: at higher ζ, a plateau develops at low and intermediate γ̇. However,
at very low γ̇, this plateau disappears, indicating that the sample does flow on long enough
timescales. To verify that this behavior is not an artifact due to the measurement protocol,
we perform several additional tests, shown in Fig. 5.11b, in which we confirm that imposing
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Figure 5.11: Flow curves for suspensions at pH 6.5. The raw stress-vs.-strain-rate curves
are shown in (a) for different ζ. Solid lines are fits to Eqs. 5.5a and b, and the dashed line
represents the viscous stress response of the solvent (water) at the measurement tempera-
ture. Note that at the lowest shear rates, the “apparent” yield stress, visible over several
orders of magnitude in γ̇ for the higher ζ, does continue to decrease. In (b), we show several
tests performed to confirm that this behavior was not an artifact of the measurement proto-
col. Closed points reproduce the imposed-strain-rate measurements shown in (a), and open
points, measurements in which we impose a stress and measure the resulting strain rate.
We performed an additional test at ζ = 5.5 with a smooth tool (red + symbols) to show
that wall slip was not affecting the results. Finally, we performed a test at the same ζ in
which we waited one hour (comparable to the entire measurement time) after preshearing
the sample and before performing the measurement; these points are shown by green ×
symbols. In all cases the flow curves are virtually identical to the initial tests, validating
our results. In panel (c), we show the shear-dependent viscosity obtained by dividing the
stress in panel (a) by the strain rate at each point. The viscosity of water is shown as a
dashed black line. Note the zero-shear-rate viscosity at the lowest γ̇, corresponding to the
downturn observed in the stress curves. In all cases, we neglect points with torque below
the specifications of our device (100 nNm for steady-state measurements).
a stress and measuring the resulting strain rate gives the same results, and also that neither
wall slip [193] nor waiting time after the preshear is responsible for our observations.
To understand our results, we fit the data to a semi-empirical model [23, 24] developed
to describe the transition from a liquid to a glass, and from a glass to a jammed state. Re-
flecting a fairly well established consensus in the soft matter community [22, 194–204], this
model treats the glass and jammed states separately. Both are disordered, nonequilibrium
states that appear to share many similarities. The glassy state, however, is still thermalized,
and the glassforming particles are able to vibrate around their center of mass. The rigidity
of a glassy system is entropic in nature. The jammed state, in contrast, is athermal, ap-
pearing in macroscopic systems such as packings of marbles or sand, or in colloidal systems
at low temperatures. Rigidity due to jamming emerges when the particles in the system
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exceed the isostatic point. In three dimensions, this is when each particle has an average of
6 nearest neighbors, and the system becomes mechanically stable [205–207].
For a thermal system at high packing fractions, both glassy and jamming physics can
determine the behavior of the system. One effect or the other may be dominant, depending
on the interactions between particles, the temperature, and φ. For example, experimental
studies of different colloidal suspensions have found that the behavior of hard polymer
spheres and dry foams are dominated by glassy and jamming physics, respectively, while
emulsions are sensitive to both mechanisms [23, 24]. The same experiments found that
soft polymer microgels, undergo a glass transition and are strongly affected by thermal
fluctuations, meaning that jamming does not play a significant part in their behavior.
This last point agrees with our findings. The model we use to describe our stress flow
curves is given by
σ(φ, γ̇, ε, φG, φJ) = σG(φ, γ̇, ε, φG, φJ) + σJ(φ, γ̇, ε, φJ) + ηsγ̇, (5.5a)
σG(φ, γ̇, ε, φG, φJ)/σT = σGY(φ, ε, φG, φJ) +
YG
[γ̇τTG(φ, φG)]
−1 + [1 + pG(γ̇τT)αG ]
−1 ,
(5.5b)
σJ(φ, γ̇, ε, φG, φJ)/σ0(ε) = σJY(φ, ε, φJ) +
YJ
[γ̇τ0(ε)J(φ, φJ)]
−1 + [pJ(γ̇τ0)αJ ]
−1 . (5.5c)
Here σG and σJ are the glassy and jamming contributions to the shear stress, and ηsγ̇ is
the contribution from the solvent. φG and φJ are the volume fractions where the system
undergoes the glass and jamming transitions. σT = kBT/R
3 is the thermal stress scale
of the particles and σ0(ε) = ε/R
3 the stress scale set by the interaction strength of the
particles, ε. Similarly, the timescale of thermal motion is given by τT = 6πηsR
3/kBT and
the timescale of energy dissipation due to interparticle interactions by τ0 = τT(kBT/ε).
σGY and σJY are functions proportional to the the yield stresses of the glass at φG and
the jammed system at φJ, respectively, given by
σGY(φ, ε, φG, φJ) =






+ Y ′−1G (φ− φG)−βG(φ− φJ)βGJ
]−1
φG 6 φ 6 φJ




σJY(φ, ε, φJ) =






+ YJ(φ− φJ)βJ φJ 6 φ
. (5.7)
Finally, G(φ, φG) and J(φ, φJ) are functions that describe the increasing relaxation times
of the samples with increasing φ. These functions are given by
G(φ, φG) =
 hG(φG − φ)
−γG φ < φG




 hJ(φJ − φ)
−γJ φ < φJ
∞ φJ 6 φ
. (5.9)
YG, YJ, YGJ, Y
′
G, pG, pJ, αG, αJ, βG, βGJ, βJ, hG, hJ, γG, and γJ are all fitting parameters.
We plot some possible curves described by this model in Fig. 5.12 to illustrate the differences
in different regions of φ. Specifically, note that in the region φ < φG, the “apparent” yield
stress fails at low γ̇, as seen in our measurements, while for φ > φG, a true yield stress
exists. This is due to the difference between the denominators in the second terms of Eqs.
5.5b and 5.5c. The pre-glassy region is characterized by the presence of this “apparent”
yield stress, which becomes more and more like a true yield stress as φ approaches φG. The
key difference between the glassy and jammed states is that for a glass, the important stress
scale is σT, and for a jammed state, it is σ0, as mentioned above. One consequence of this
is that the detailed behavior of the glassy state, where the particles are still thermalized,
should be relatively independent of specific properties of the particles, while the behavior of
the jammed state should depend much more on the interparticle interactions. (As we will
show by the end of this Chapter, this is not strictly speaking true, if the particle properties
change with ζ.)
We find that the jamming term is not needed to fit our data, and in fact cannot be
meaningfully included because it presupposes a yield stress. Since our samples do not
have a true yield stress, including the jamming term would require that its magnitude be
very small compared to the other terms, overparameterizing the fit without contributing




















Figure 5.12: Stress-vs.-strain-rate flow curves following Eq. 5.5a-c plotted with arbitrary
parameters to illustrate the model. The dashed black line represents the dilute behavior
of a Newtonian liquid with viscosity ηs, σ = ηsγ̇. The red lines are in the region φ < φG;
note the “apparent” yield stress at low γ̇ becomes a true yield stress at the glass transition,
φ = φG, represented by the blue curve. Cyan curves lie in the region between the glass and
jammed states, φG < φ < φJ, the green curve represents φ = φJ, and the purple curves
represent higher φ > φJ.
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replace φ → ζ and φG → ζG. The fits, shown as solid lines in Fig. 5.11a and c, are quite
good, although they deviate somewhat for low ζ in the low-γ̇ regime. In all cases, the fits
do not show a true yield stress, and thus ζ < ζG, confirming our observations from DLS
and oscillatory rheology that our samples have not yet reached the glassy state. We note
that other models have been developed for use with viscoelastic colloidal suspensions [208–
210] that predict the same qualitative behavior we observe in our flow curves (namely an
“apparent” yield stress below the glass transition, shear thinning at intermediate γ̇, and an
approach to some infinite-shear viscosity at high γ̇).
Finally, we are able to extract tα from these measurements as well. The downturn
at low γ̇ of the stress curve (or equivalently, the flattening-off of η at low γ̇) is due to
the fact that at lower γ̇, the particles are able to rearrange as though they are not being
sheared. Above this γ̇, the dominant relaxation process is driven by shear advection. This
can be seen from Eq. 5.5b. For φ < φG, the first term is zero. The second term has two
limiting behaviors: for γ̇ . (τTG(φ, φG))−1, σG ∝ γ̇τTG(φ, phiG); for γ̇ & (τTG(φ, φG))−1,
σG ∝ 1 + pG(γ̇τT)αG . The function G(φ, φG) determines the increase of tα with φ [23? ],
and because the crossover between these two regimes corresponds to the downturn of σ at
low γ̇ that we observe experimentally, we determine tα = 1/γ̇c, where γ̇c is the value of γ̇
that this downturn occurs. Values of tα, obtained from this method are the same as from
oscillatory rheology, as shown by red circles in Fig. 5.10. We note that the identification of
this downturn with the alpha relaxation time is generic [208, 209] and not restricted to this
model.
5.5 Relaxation Times vs. ζ
We now examine our relaxation time measurements from DLS (shown in Fig. 5.6) and
oscillatory and steady-state rheology (shown in Fig. 5.10) together. Fig. 5.13 shows the
combined measurements. At low ζ, only one characteristic timescale is present, the diffusive
timescale. As ζ increases, the system becomes supercooled and a second timescale emerges,
tβ, shown by white squares. Although tβ changes comparatively little with ζ, remaining
less than an order of magnitude above the diffusive timescale, tα, shown by black squares,
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Figure 5.13: The complete set of measurements of tα and tβ vs ζ for (a) pH 5 and (b) pH
6.5. Filled and open black squares represent tα and tβ obtained from DLS, respectively;
red circles are tα = 2π/ωcrossover from oscillatory rheology; and green triangles are tα = 1/γ̇
from steady-state rheology. Gray bars represent the diffusive timescale measured via DLS
in dilute conditions.
increases several orders. At higher ζ still, tα levels off, which our rheological measurements
confirm (red circles for oscillatory and green triangles for steady-state). Not only do we see
that our three independent measurements of tα agree very well, but the plots conclusively
show that the divergence predicted by our fit to Eq. 5.3 does not occur.
Previous studies of glassforming polymers using a variety of experimental methods have
found deviations from the “expected” divergence of relaxation times at the glass transi-
tion [15, 211–219]. Combining these and other studies, reviews [220, 221] conducted of
the literature of polymeric and molecular glassformers have investigated the evidence that
relaxation times diverge at some finite T = T0, corresponding to φ = φ0 for colloidal
glassformers. They find that, while the VFT equation and others that assume diverging
relaxation timescales for T = T0 are successful in describing the data in the region T > T0,
there is little evidence that the relaxation time actually diverges for T 6 T0. In large part
this is due to the difficulty of preparing samples deep in the glassy state, which requires
long equilibration times. This has been partially avoided in studies of ancient naturally-
formed amber glass [14–16] and molecular glasses generated deep within the glassy state via
physical vapor deposition [17]. These studies seem to confirm the idea that the relaxation
times do not truly diverge, although they continue to increase.
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The relaxation of colloidal glassformers at high concentrations, when tα has increased
significantly, has been examined comparatively little. Two DLS studies of model hard
spheres measured tα as a function of φ, but only for φ “below the glass transition,” i.e.
in the region of initial increase of tα [9, 39]. Another DLS experiment, also performed on
hard spheres, observed a slight deviation from tα divergence at high φ [30]. In this study,
tα continued increasing rapidly throughout the studied range of φ, but the rate of increase
slowed for tα above about 10
4 times the dilute value. DLS measurements on colloids of
various stiffnesses have determined that soft colloids make less fragile glasses [167]—that
is, tα increases more gradually with ζ for softer particles—however, the measurements in
this study were also restricted to low ζ below the apparent divergence of tα. Similar results
were observed for a system of soft colloids in a combined DLS and rheology study [35].
To our knowledge, only two studies similar to ours have been performed. The first
[38] did not incorporate DLS, instead relying on a combination of oscillatory and steady-
state rheology. The particles used in this study were produced by grafting a dense layer
of poly(ethylene glycol), with length about 1 nm, onto spherical silica cores each of radius
about 5 nm. The behavior of tα was qualitatively similar to that shown in Fig. 5.13: an
initial apparent divergence gave way to a regime in which tα leveled off, but those results
were not explained. The authors also noted that the measured values of tα and zero-shear
viscosity were proportional across the entire range of particle concentrations studied, which




∞, the limiting value of G
′(ω) as ω →∞, remains
constant with particle concentration, as is the case with, for example, suspensions of hard
spheres [222].
The second [223] combined autocorrelation DLS, modified for use with non-ergodic sys-
tems [224], with steady-state and oscillatory rheology. They examined dense suspensions of
partially charged ethyl acrylate/methacrylic acid microgels crosslinked with dicyclopentenyl-
oxyethyl methacrylate. The microgels used in this study were not temperature-sensitive and
although the acid groups made up nearly 40 mol% of the total monomer content in the par-
ticles, 5% or less of these groups were charged at the studied conditions: rather than fixing
pH or salt concentration, the amount of added NaOH was fixed to be equal to the amount
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of methacrylic acid in the suspension. This resulted in suspensions of different pH (not
measured), with most of the methacrylic acid uncharged. No salt was added. Additionally,
the amount of crosslinker included was much smaller, and the authors expected that the
particles would be homogeneous spheres rather than core-shell as a result. Notably, the
light scattering measurements were performed only at θ = 90 °, rather than at the peak of
SM(q), corresponding to qRh & 6 at the studied conditions. Relaxation times calculated
from steady-state measurements were also at least an order of magnitude lower than the
inverse of the shear rate at which shear thinning begins, although this was likely due to the
different criterion used: rather than taking the γ̇c to be the shear rate at the onset of shear
thinning, it was taken from the onset of the power-law-like region, η(γ̇) ∝ γ̇n, which occurs
after the downturn. Finally, the calculated relaxation times were always proportional to η0,
increased with increasing ζ, and remained concave-up throughout the entire studied range
of concentration. This is reminiscent of the behavior we observe for tα at low ζ, but does
not reproduce the leveling-off we observe for the most concentrated suspensions.
Our system shows markedly different behavior. Specifically, tα and η0 are not propor-
tional: a quick comparison of Figs. 5.11c and 5.13 shows that for the pH 6.5 samples, as ζ
increases from 0 to 5.5, η0 and tα increase by factors of almost exactly 10
8 and 104, respec-
tively, indicating that G′∞ is not constant with increasing ζ. The likely physical explanation
for the differences between our results and those of [38] and [223] will be discussed in the
Conclusions section of this Chapter.
Even though G′∞ is not observable with our oscillatory measurements because the rel-
evant ω window is far above what is accessible with the instrument, we expect that the
plateau value of the elastic modulus, G′P, should qualitatively fill the same function as a
measure of the elasticity of the suspension measured at short timescales. In Fig. 5.14, we
plot the values of tα obtained from our rheology measurements vs. the ratio η0/G
′
P. We
find that the relationship between the two is reasonably described either by a line or a
power law with exponent between 0.5–1. This is consistent with the idea that even though
the viscosity of the system increases many orders of magnitude with increasing ζ, this is
largely compensated for by an increasing elastic modulus of the particles, resulting in a
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Figure 5.14: Plots of tα, as measured by oscillatory and steady-state rheology (black squares
and red circles, respectively), vs. the ratio η0/G
′
P. (a) A linear plot. The black line is the
best fit to a line with slope 21 ± 6. (b) A log-log plot. The black line is the best fit to a
power law fit with tα ∝ (η0/G′P)0.72±0.14.
nearly constant tα.
5.6 Ionic Deswelling: How the System Remains Liquid-like
The dependence of the elastic modulus on ζ indicates that the structure of the particles
is changing as ζ continues to increase. In fact, our SLS measurements of SM(q) provide
independent confirmation of this: as ζ is increased, the peak of SM(q), qpeak, increases,
as shown in Fig. 5.3. This indicates that the center-to-center distance between particles,
2π/qpeak, is decreasing with increasing ζ. We emphasize that the center-to-center distance
may not correspond to twice the radius of the particles, although this will be true once
the particles are in contact and compressing. For more dilute systems, provided that the
particles are concentrated enough to develop “shells” of nearest neighbors, the center-to-
center distance will be greater than twice the dilute particle radius and the particles may
not shrink.
We do expect that for ζ greater than some ζc, the particles must begin to compress,









where Rh is the particle hydrodynamic radius measured in dilute conditions and ν is the rate
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Figure 5.15: We plot the calculated center-to-center distances obtained from SLS as a
function of ζ for samples at (a) pH 5 and (b) pH 6.5. The gray bars represent twice the radius
of one particle in dilute conditions, 2Rdilh = 1200± 60 nm for pH 5 and 2Rdilh = 2080± 120
nm for pH 6.5. The black lines are fits to Eq. 5.10. The range of ζc is given by the region
of overlap of the black line and the gray bar.
at which the particles compress or interpenetrate with increasing ζ. For spherical particles
that shrink isotropically, ν = 1/3. For spherical particles, ν < 1/3 if the particles inter-
penetrate, and ν > 1/3 if the particles do not come into contact, for example due to some
long-range repulsion. ν can also vary from 1/3 if the particles are not spherical, for example
if facets form on contact between neighbors. We plot the center-to-center distances obtained
from our SLS measurements in Fig. 5.15, find that the data follows this expectation, with
ν close to 1/3. For particles at pH 5, we find ζc = 0.57 ± 0.10 and ν = 0.356 ± 0.010, and
for pH 6.5, ζc = 0.40± 0.11 and ν = 0.313± 0.012. Using these measurements, we estimate
the actual volume fraction, φ, from the generalized volume fraction, ζ, by assuming that
the microgels remain spherical at all concentrations. Then φ/ζ = vP(φ)/vP0 , where v
P(φ)
is the actual volume of the microgels [54]. We emphasize that obtaining φ is not trivial.
In our case, we assume that at high ζ (i) significant interpenetration does not occur, (ii)
the particles remain approximately spherical, and (iii) the particle radius is roughly equal
to half the center-to-center distance for ζ > ζc. These assumptions have been shown to be
valid in concentrated suspensions of microgels at ζ high enough that significant deswelling
begins to occur [89]. For ζ < ζc, before the microgels have begun to compress, ζ = φ. We
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Figure 5.16: The calculated values of φ as a function of ζ for samples at (a) pH 5 and (b)
pH 6.5. The black lines represent φ = ζ, the behavior for ζ < ζc, and the black points in
panel (a) were measured in this region and therefore fall onto the line. Red points were
measured for ζ > ζc. The gray bar represents one standard deviation around the mean
value of the red points, assuming that φ is constant above ζc.
thus have
φ(ζ) =
 ζ ζ < ζcζ (2π/qpeak2Rh )3 ζ > ζc . (5.11)
We show the resulting calculated φ in Fig. 5.16 for both pHs. In fact, we see that as ζ
increases, the particles shrink just enough to keep φ approximately constant for ζ > ζc.
This also enables us to plot tα as a function of φ, which we do in Fig. 5.17. That the pH
5 data shown in Fig. 5.17a appear to show φ decreasing as tα increases for high ζ is an
artifact of using Eq. 5.11 to estimate φ. For low ζ < ζc, φ = ζ; these points are the nearly
horizontal line of black squares just above the gray bar in the figure. The negative slope
for higher ζ is due to the fact that Eq. 5.11 has 2π/qpeak ∝ φ1/3, while the experimental
exponent, ν in Eq. 5.10, is greater than 1/3. (If ν were exactly equal to 1/3, the high-ζ
region in Figs. 5.17a and b would be vertical.) The uncertainty in ν is large enough to
account for this observation, but in any event the φ at which tα begins to increase does not
noticeably change for any ν near 1/3.
We see that tα increases over a very narrow range of φ above a critical value, which
is also when the particles begin to deswell. Because for these soft particles, unlike hard
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Figure 5.17: tα, as measured from DLS (black squares) and rheology (red circles for oscil-
latory and green triangles for steady-state), vs. φ calculated from SLS as discussed in the
text for (a) pH 5 and (b) pH 6.5. The gray bar represents the diffusive timescale.
spheres, φ is not the only relevant thermodynamic quantity—we must also consider particle
stiffness—this does not provide a complete picture of the particles’ glassforming behavior,
but it serves to illustrate the important distinction between ζ and φ in determining the
dynamic behavior of the system.
We can also explain the source of this observed deswelling. Previous work [54] showed
that ionic microgels deswell due to the osmotic pressure contribution of unbound counterions
in the solvent, which dominates the total osmotic pressure of the system. (Provided such
deswelling begins substantially below random close packing, as we will show that in our case
it does, this implies that deswelling caused by steric repulsion between the particles plays at
most a secondary role.) This contribution in turn is dependent on the real microgel volume















where `B ≈ 0.7 nm is the Bjerrum length of the solvent and Q is the number of charged
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groups attached to the microgel. We can estimate Q, and therefore Γ, from the details of
the microgel synthesis. As discussed in Ch. 2, section 2.2, our particles are 24 mol% AAc,
73 mol% NIPAM, and 3 mol% pEG-d. Only the AAc can be charged, and the fraction that
is charged depends on the pH of the sample.
We already calculated QpH=5 = (9 ± 5) × 107 in section 4.3. Following the same argu-
ments, and noting that at pH 6.5, more than 99% of the AAc groups should be ionized, we
take QpH=6.5 = (1.1 ± 0.6) × 108. We obtain ΓpH=5 = (6.2 ± 1.9) × 10−3 and ΓpH=6.5 =
(7.4±2.3)×10−3, giving (ΓQ)pH=5 = (4.6±1.4)×105 and (ΓQ)pH=6.5 = (6.7±2.1)×105; note
that ΓpH=5 < ΓpH=6.5 and QpH=5 < QpH=6.5, indicating that the effect of the counterions
is more important at pH 6.5.
We can therefore estimate the parameters in Eq. 5.12 for our particles as








Plugging in φ = ζc, the point at which our microgels begin to deswell, we then obtain an
estimate for the bulk moduli asK = 2900±1300 Pa for the microgels at pH 5, andK = 420±
190 Pa at pH 6.5. These values agree very well with previously-published measurements
of the bulk modulus for microgels with similar crosslinker content, and therefore stiffness
[54, 225]. Further, we note that the ratio of our estimated bulk moduli, 6.9, is close to the
ratio of volumes of the microgels at both pHs measured in dilute conditions, 5.2, which is
reasonable if the elasticity of the polymer chains dominates the particle elasticity, since more
chains are packed into a smaller volume for the relatively deswollen pH 5 particles. Finally,
we note that the relatively low φ at which deswelling begins, φ = ζc ≈ 0.45, is explained
in this picture as well. A higher fraction of unbound counterions, lower bulk modulus,
and higher dilute particle volume imply that the particles should begin deswelling due to
ionic osmotic pressure at lower φ, which is exactly what we see. These results validate our
analysis of the particles at high concentrations.
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5.7 Conclusions
We attribute the non-divergence of tα with increasing ζ to a combination of increasing
single-particle elasticity and relatively constant φ. These effects are due to the fact that the
particles deswell at high ζ, which in our system is caused by ionic deswelling similar to that
previously observed in charged, concentrated microgel systems. This also helps to explain
the differences between our results and those of [223], where the fraction of ionized groups
was too low to induce ionic deswelling in the microgels at ζ low enough that the system had
yet to solidify. Thus, when the particles came into contact at high enough ζ, the system
became rigid and the relaxation time diverged. In the case of [38], although the system was
uncharged, those particles were able to interpenetrate due to the majority of their volume
being made up of uncrosslinked pEG brushes, effectively making them star polymers. At
high concentrations, star polymers, like linear polymers, can remain liquid even at φ = 1,
depending on the number and stiffness of arms, and it is therefore not surprising that no
diverging timescale was observed.
Because it inherently relies on the ability of soft colloidal particles to deswell, the mech-
anism described in this Chapter should also have no analogue to molecular glassforming
systems, and therefore represents both a new type of glassforming physics unique to soft




From this Thesis we can extract the following conclusions:
Light scattering data processing We have developed a method for processing static and
dynamic light scattering data and incorporated it into a suite of Matlab programs for
easy use.
 We obtain the best fits from DLS data for dilute samples by sequentially fitting
larger and larger subsets of the data for each measurement to an exponential
decay. The fit with the lowest value of χ2 is taken as the best fit, and the process
is repeated for each measurement point. The resulting relaxation times are fitted
all together to give the best value of the diffusion coefficient for the system.
 Our program corrects for the effect of the nonlinearity of the detectors, which has
been quantified by experimental measurement of the individual dead times for
both detectors in our setup. This corrects both the measured intensity and the
intercept. We confirm that the intercept correction developed for autocorrelation
DLS can also be successfully applied to cross-correlation 3DDLS.
 Our program contains the standard corrections for the baseline intensity, the an-
gular dependence of the projected scattering volume, and instrument alignment.
 Our program corrects for multiple scattering due to turbid samples and those
with deep scattering minima, incorporating measured reference intercepts with
isotropic scatterers across a wide range of temperatures.
3DDLS interference fringe and convection effects We have also described a new phe-
nomenon in 3DDLS at high temperatures, due to the convection-driven movement of
particles through an interference fringe formed by the crossed beams, which does
not occur in autocorrelation DLS. For particles in a specific size range, measured at
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high enough temperatures that the sample convects, the movement of these particles
through the fringe causes intensity correlations whose timescale overlaps with that
due to the particles’ diffusive motion. The resulting correlation functions cannot be
used to measure the diffusion coefficient of the particles. We avoid this by performing
autocorrelation experiments on dilute samples, or by using very small sample volumes,
such that the temperature difference across the sample is too low for convection to
occur.
SLS and SANS data stitching We have developed a method to combine non-overlapping
light and neutron scattering data onto the same intensity scale for direct comparison
and implemented it in a Mathematica program. The method relies on a composite
model that can describe the scattering data over a wide range of length scales. Hav-
ing such a model, we first fit it separately to both sets of data to obtain approximate
values for the fitting parameters. We then simultaneously fit both sets of data, with
the comparative intensity scales as additional free parameters. We obtain similar val-
ues for the fitting parameters as those from the independent fits, but with smaller
uncertainty.
Comonomer frustration of pNIPAM chain collapse in microgels NIPAM microgels
synthesized with large amounts of randomly-distributed AAc are unable to homoge-
neously collapse at high temperatures above the LCST of pNIPAM even when the
AAc is neutral. This is because the collapse of a pNIPAM polymer chain is cooper-
ative and requires a minimum number of consecutive NIPAM monomers to execute.
AAc breaks up the NIPAM sequence and prevents its collapse.
 SANS measurements at high T require the Debye-Bueche model to fit, rather
than the Lorentzian, indicating that the material inside the microgel is clumped
and inhomogeneous.
 The length scale of this clumping increases with T and corresponds with a similar
increase in Rg/Rh of the microgels as measured with light scattering. This value
increases to 1, indicating that the particle periphery is denser than the core, the
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opposite of the low-temperature case. This is because the microgel crosslinker is
preferentially located in the core, shortening the chain length between crosslink
points, and decreasing the probability that a given sequence will have enough
consecutive NIPAM monomers to collapse. The longer chains in the periphery
are more likely to be able to collapse, leading to the denser periphery.
 This phenomenon is not limited to microgels or to this particular polymer chem-
istry. In principle, macrogels and other polymer-based systems could be synthe-
sized with this property of frustrated collapse. Other combinations of polymer
would work as well; for example, AAc could be replaced with styrene, or NIPAM
with NIPMAM.
Charge segregation in weakly-charged microgels in a poor solvent When weakly
charged and at high temperatures, the microgels microphase separate into charged
and uncharged regions. The AAc in the core is left uncharged, while the AAc at the
periphery is ionized.
 The characteristic length scale measured by SANS decreases at high T because
scattering from the denser core dominates over that from the diffuse periphery.
This corresponds with a similar decrease in Rg/Rh as measured with light scat-
tering. This value decreases to 0.2, indicating that almost all of the mass is
concentrated in a small core.
 SANS measurements of chemically similar microgels synthesized without crosslinker
are well-described by the relevant theory for weakly-charged polymer networks
in a poor solvent, showing a peak at high q predicted by the theory and identified
with microphase separation within the microgel. The microgels with crosslinker
do not show this maximum because the crosslinker interferes with a particle-wide
microphase separation.
Suppression of the glass transition in dense suspensions of charged soft microgels
Dense suspensions of soft, ionized microgels display several hallmarks of an approach
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to the glass transition. No such transition occurs, however. Instead, the system
remains a supercooled liquid as ζ continues to increase.
 Structure factor measurements show an increasingly-ordered system and a de-
creasing center-to-center distance between particles as ζ increases. At high ζ,
the center-to-center distance decreases below two dilute particle radii, meaning
that deswelling is certainly occurring.
 DLS measurements at the position of the first peak of SM(q) show that the
relaxation splits from a single diffusive decay at low ζ into two decays. The first,
the β decay, remains close to the dilute decay and represents the thermal motion
of a particle trapped within its cage of neighbors. The second, the α decay,
follows a stretched exponential and slows down dramatically as ζ increases.
 Oscillatory and steady-state rheology provide two independent measurements of
the alpha relaxation. They confirm that tα nearly plateaus above some critical
ζ.
 Steady-state flow curves confirm that there is no true liquid-to-solid transition
within the measured range of ζ. Although there is an “apparent” yield stress for
suspensions at high ζ, the suspension in fact continues to flow at long timescales,
although the low-shear viscosity does continue to increase. Fits to theory devel-
oped to differentiate between the liquid, supercooled liquid, glassy, and jammed
states confirms this behavior.
 This avoidance of the glass transition is caused by deswelling in the system.
Osmotic pressure due to ions in solution causes the microgels to shrink. This has
the dual effects of keeping φ roughly constant as ζ increases, and increasing the
elasticity of the particles. Increased particle elasticity and increased suspension
viscosity partially cancel out and keep tα nearly constant.
 Considering tα as a function of φ instead reveals that tα diverges sharply at some
critical φ for both studied charge states of the particles.
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This Thesis has demonstrated profound effects of particle charge and softness on the
approach to a glassy state. Soft, charged particles are able to deswell on the approach
to the glass, keeping the system in a supercooled state even as the number of particles
in the system increases by an order of magnitude. This phenomenon is only visible in
systems with ζ above the glass transition that would be predicted by the system behavior
at intermediate ζ, such as by a fit to the VFT equation. Measurements of these systems
must therefore be made very carefully to avoid drawing incorrect conclusions about high-ζ,
“glassy” regimes from the behavior observed at lower ζ. We further emphasize that this
mechanism is fundamentally unique to soft colloidal systems, and comparisons between the
glassforming physics of such systems and molecular glassformers cannot be made trivially.
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APPENDIX A
DEFINITIONS USED IN THE TEXT
A.1 Fourier Transform
The Fourier Transform is defined as
f̂(k) = F{f(r)}(k) = K
∫
R3
drf(r) exp (ik · r),
f(r) = F−1{f̂(k)}(r) = K̂
∫
R3k
dqf̂(q) exp (−ik · r),
(A.1)
where KK̂ = (2π)−3. However, for the case of a spherically symmetric f(r) there is a
somewhat commonly-used and more intuitive way to write the Fourier transform:∫
R3












































where in the second line the z-axis is chosen to lie along k and in the third line the order
of integration is switched and the variable of integration in the angular integral is changed
from θ to cos θ. The limits of integration on the angular integral are switched to absorb the
minus sign that follows from this variable change.
Then the Fourier Transform can more transparently be written as























The convolution of two functions f and g is defined by







The convolution theorem states that Fourier transforms and convolutions are commutative
in the following sense:
F{f ∗ g} = F{f} × F{g} (A.5)
and





In this type of experiment, a beam of laser light is directed through the sample and its
measured scattered intensity at time t and a later time t + τ are correlated, defining the
Intensity Autocorrelation Function (IACF):
GI(q, τ) = 〈I(q, t)I(q, t+ τ)〉E =
εs
4µ0
〈E(q, t)E(q, t+ τ)E∗(q, t)E∗(q, t+ τ)〉E. (B.1)
The brackets 〈· · · 〉E represent ensemble averages of the measured quantities.
The scattered field strength is a sum over statistically independent terms. Provided
that there are sufficiently many of these terms, the central limit theorem says that E is a
Gaussian variable with zero mean; in that case Wick’s theorem says that the above ensemble




[〈E(q, t)E∗(q, t)〉E〈E(q, t+ τ)E∗(q, t+ τ)〉E
+〈E(q, t)E(q, t+ τ)〉E〈E∗(q, t)E∗(q, t+ τ)〉E
+〈E(q, t)E∗(q, t+ τ)〉E〈E∗(q, t)E(q, t+ τ)〉E].
(B.2)
The first term in the square brackets is 〈I(q)〉2E, the square of the mean scattered intensity.
The second is zero for nonzero scattering vectors [74], and therefore in experiment. The




〈E(q, t)E∗(q, t+ τ)〉E〈E∗(q, t)E(q, t+ τ)〉E. (B.3)
This then gives the Siegert relation for autocorrelation spectroscopy:
GI(q, τ) = 〈I(q)〉2E + |GE(q, τ)|
2 . (B.4)





























gI(q, τ)− 1 = |gE(q, τ)|2 . (B.7)
However, this fails to take into account experimental error such as misalignment. An exper-
imentally measured quantity called the intercept, denoted β, quantifies imperfections that
cause the real experiment to differ from the theoretical ideal. It is defined as:
β = gI(q, 0)− lim
τ→∞
gI(q, τ) =
〈I(q, t)I(q, t+ 0)〉E − lim
τ→∞
〈I(q, t)I(q, t+ τ)〉E
lim
τ→∞
〈I(q, t)I(q, t+ τ)〉E
. (B.8)





The Siegert relation is rewritten, defining the experimental gI(q, τ) and |gE(q, τ)|2 in terms
of their ideal-experiment values and the intercept:
gI(q, τ)− 1 = β |gE(q, τ)|2 . (B.10)
The maximum β in an autocorrelation experiment is 1; gI(q, 0) = 2 and |gE(q, 0)|2 = 1.
B.1.1 Ergodic Case
As a practical matter, provided that the measured system is ergodic and thus accesses all
of phase space given enough time, a long enough time average is equivalent to an ensemble
average, so 〈· · · 〉E can be replaced with the time average, 〈· · · 〉T.
B.1.2 Non-ergodic Case
For a non-ergodic system, any DLS experiment becomes more difficult to carry out because
the ensemble average and time average are no longer identical. Time-independent quanti-
ties can be ensemble-averaged by continuously rotating the sample during a measurement,
exploring phase space in a way that the kinetically arrested sample cannot. However, this
introduces an artificial time dependence into the measurement that makes it impossible to
accurately measure ensemble-averaged time-dependent quantities accurately.
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Pusey and van Megen developed a theory to relate the time-averaged autocorrelation




I (q, τ)− 1 =

























where “(T)” and “(E)” signify time- and ensemble-averaged quantities, respectively, g
(E)
E (q,∞)
is the non-ergodicity parameter representing the amount of fluctuations that are “frozen
into” the sample, and Y = 〈I(q)〉E/〈I(q)〉T.
B.2 3D cross-correlation DLS
B.2.1 Ergodic Case
As with the autocorrelation case, provided that the measured system is ergodic and thus
accesses all of phase space given enough time, a long enough time average is equivalent to
an ensemble average, so 〈· · · 〉E can be replaced with the time average, 〈· · · 〉T.
B.2.2 Non-ergodic Case
Following the first few steps from the ensemble-averaged case gives
G
(T)
I (q, τ) =
[
〈I11 (q)〉T〈I12 (q)〉T + 〈I21 (q)〉T〈I12 (q)〉T + 〈I21 (q)〉T〈I22 (q)〉T
]
+ 〈I11 (q, t)I22 (q, t+ τ)〉T.
(B.12)
Following [224], we divide the electric field into a time-dependent fluctuating component
with zero mean and a constant component:
Ekj (q, t) = E
k(F)
j (q, t) + E
k(C)
j (q), (B.13)
with 〈Ek(F)j (q, t)〉T = 0. Then











































Only the first term on the right side of Eq. B.15 is pure single scattering. The second term
has no fluctuations to correlate and cannot suppress multiple scattering contributions. As
a reminder, neither term in Eq. B.14 suppresses multiple scattering because that equation
is not a cross-correlation term.
The term outside the brackets in Eq. B.12 can be expanded, using Eq. B.13, as








2 (q, t+ τ)E
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+ 〈E1(F)1 (q, t)E
2(F)∗
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Here, we have used Wick’s theorem in the expansion. We have also used that terms with an
odd number of fluctuating components vanish; some terms also vanish for the same reason
that the second term in Eq. 2.6 vanishes for q 6= 0.
Combining Eqs. B.12 and B.16 gives
G
(T )
I (q, τ) =〈I1(q)〉T〈I2(q)〉T +
εs
4µ0













Eq. B.17 can be simplified if the 2Re[· · · ] term can be rewritten as 2| · · · |. This is only
true if 〈E1(F)1 (q, t)E
2(F)∗








bj exp [iq · rj(t)] (B.18)
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bj exp [iq ·Rj ] {exp [iq ·∆j(t)]− wj} (B.19)

















jwk exp [−iq · (Rj −Rk)] . (B.21)





2 (q) ∈ R. What about the fluctuating part?
Following [224],
wj = 〈exp [iq ·∆(t)]〉T = 〈exp [iq ·∆(t+ τ)]〉T. (B.22)
〈E1(F)1 (q, t)E
2(F)∗







bjbk exp [iq · (Rj −Rk)]








bjbk exp [iq · (Rj −Rk)]
× {〈exp [iq ·∆j(t)] exp [−iq ·∆k(t+ τ)]〉T
−〈exp [iq ·∆j(t)]〉T〈exp [−iq ·∆k(t+ τ)]〉T} ,
(B.23)
where in the second equality terms have been collected and some have cancelled. If this is
real, it should be invariant under complex conjugation and switching of the dummy indices:
〈E1(F)1 (q, t)E
2(F)∗








bjbk exp [iq · (Rj −Rk)]
× {〈exp [iq ·∆j(t+ τ)] exp [−iq ·∆k(t)]〉T
−〈exp [iq ·∆j(t+ τ)]〉T〈exp [−iq ·∆k(t)]〉T} .
(B.24)
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From Eq. B.22, the product of averages on the last line of Eq. B.24 is the same as the
corresponding product in Eq. B.23. I have not been able to show that the first term inside
the curly brackes of both equations are the same, although they are certainly similar. If
they are the same, then only the absolute value of the cross-correlation term matters and
GI(q, τ) can be defined following arguments similar to the autocorrelation case, albeit after
taking into account complications from the presence of multiple scattering.
Looking back at Eq. B.17, there are three terms on the right side. First, the product of
the time-averaged intensities measured by each detector. Second, a term which is analogous
to Eq. 2.7. Both of these terms are similar to those in the ensemble-averaged Siegert
relation. There is also a third term which additionally complicates matters: a cross term
which contains both fluctuating and non-fluctuating electric field components.
The first term is something we can measure experimentally.
The second and third terms both contain a time-averaged cross-correlation term. In
[224], which dealt with non-ergodic scattering measured using regular DLS, the analogous
term could be expressed in terms of the ensemble-averaged intensity (another property that
could be measured experimentally) and the dynamic structure factor (i.e. the electric field
autocorrelation function). [226] makes a similar claim in their paper’s Eqs. 9 and 10.
However, the analogy they make with [224] is not mathematically rigorous. Also, Eq. 8
in [226] is incorrect, but they use it later to derive their Eq. 13. Finally, [226] does not
take multiple scattering into account correctly. As mentioned above, only the fluctuating
component of the electric field can suppress multiple scattering, meaning that the cross term
in Eq. B.17 contains multiple scattering contributions. This fact is completely missed in
[226], who insert the multiple scattering correction by hand at the end, with no mathematical
reason for doing so. Unfortunately the correct solution to the problem would be extremely
complicated because of the presence of multiple scattering, which is not an issue in [224].
In order to correctly write the time-averaged intensity cross-correlation function in terms
of the ensemble-averaged electric field correlation function and experimental observables,
all of these things must be addressed. Thus, when measuring very slowly-relaxing samples,
rather than attempt to correct a shorter measurement for non-ergodicity, we increase the
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measurement times to hours or days per point to ensure ergodicity.
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Moleküldimensionen”,” Annln. Phys. 34, 591 (1911).
[70] G. Batchelor, “The effect of Brownian motion on the bulk stress in a suspension of
spherical particles,” J. Fluid Mech. 83, 97 (1977).
[71] J. Brady and M. Vicic, “Normal stresses in colloidal dispersions,” J. Rheol. 39, 545
(1995).
[72] D. Lide, editor, CRC Handbook of Chemistry and Physics, 70th ed. (CRC Press, Boca
Raton, Florida, 1990).
[73] J. Watson, R. Basu, and J. Sengers, “An improved representative equation for the
dynamic viscosity of water substance,” J. Phys. Chem. Ref. Data 9, 1255 (1980).
[74] J. Dhont, An Introduction to Dynamics of Colloids, 2nd ed. (Elsevier Science B.V.,
Amsterdam, 2003).
[75] K. Schätzel, “Suppression of multiple scattering by photon cross-correlation tech-
niques,” J. Mod. Opt. 38, 1849 (1991).
[76] W. Brown, Dynamic Light Scattering: The Method and Some Applications (Oxford
Science Publications, Oxford, 1993).
[77] A. Routh and W. Zimmerman, “The diffusion coefficient of a swollen microgel parti-
cle,” J. Colloid Interface Sci. 261, 547 (2003).
[78] K. Pearson, “On the criterion that a given system of deviations from the probable in
the case of a correlated system of variables is such that it can reasonably be supposed
to have arisen from random sampling,” Philos. Mag. 5 50, 157 (1900).
[79] D. Koppel, “Analysis of macromolecular polydispersity in intensity correlation spec-
troscopy: The method of cumulants,” J. Chem. Phys. 57, 4814 (1972).
[80] A. Scotti, W. Liu, J. Hyatt, E. Herman, H. Choi, J. Kim, L. Lyon, U. Gasser, and
A. Fernández-Nieves, “The CONTIN algorithm and its application to determine the
size distribution of microgel suspensions,” J. Chem. Phys. 142, 234905 (2015).
128
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de fines particules et de suspensions colloidales,” C.R. Acad. Sci. 206, 1374 (1938).
[111] W. Dozier, J. Huang, and L. Fetters, “Colloidal nature of star polymer dilute and
semidilute solutions,” Macromolecules 24, 2810 (1991).
[112] P.-G. de Gennes, Scaling Concepts in Polymer Physics (Cornell University Press,
Ithaca, New York, 1979).
[113] P. Debye and A. Bueche, “Scattering by an inhomogeneous solid,” J. Appl. Phys. 20,
518 (1949).
130
[114] W. Wu, M. Shibayama, S. Roy, H. Kurokawa, L. Coyne, S. Nomura, and R. Stein,
“Physical gels of aqueous poly(vinyl alcohol) solutions: A small-angle neutron-
scattering study,” Macromolecules 23, 2245 (1990).
[115] M. Daoud and J. Cotton, “Star shaped polymers: a model for the conformation and
its concentration dependence,” J. Physique 43, 531 (1982).
[116] N. Baddour, “Operational and convolution properties of three-dimensional Fourier
transforms in spherical polar coordinates,” J. Opt. Soc. Am. A 27, 2144 (2010).
[117] M. Stieger, W. Richtering, J. Pedersen, and P. Lindner, “Small-angle neutron scatter-
ing study of structural changes in temperature sensitive microgel colloids,” J. Chem.
Phys. 120, 6197 (2004).
[118] J.-J. Liétor-Santos and A. Fermández-Nieves, “Motion of microgels in electric fields,”
Adv. Colloid Interface Sci. 147-148, 178 (2009).
[119] A. Apelblat and E. Manzurola, “Volumetric properties of water, and solutions of
sodium chloride and potassium chloride at temperatures from T = 277.15 K to T =
343.15 K at molalities of (0.1, 0.5, and 1.0) mol · kg−1,” J. Chem. Thermodynamics
31, 869 (1999).
[120] D. James, “The thermal diffusivity of ice and water between −40 and +60 °C,” J.
Mat. Sci. 3, 540 (1968).
[121] W. Heitz and J. Westwater, “Critical Rayleigh numbers for natural convection of
water confined in square cells with L/D from 0.5 to 8,” J. Heat Transfer 93, 188
(1971).
[122] R. Lucke, “Counting statistics for nonnegligible dead time corrections,” Rev. Sci.
Instrum. 47, 766 (1976).
[123] K. Schätzel, R. Kalström, B. Stampa, and J. Ahrens, “Correction of detection-system
dead-time effects on photon-correlation functions,” J. Opt. Soc. Am. B 6, 937 (1989).
[124] P. Wyatt, “Light scattering and the absolute characterization of macromolecules,”
Anal. Chim. Acta 272, 1 (1993).
[125] I. Schoen and E. Ellsworth, “The disposable glass culture tube as a cuvette,” J. Clin.
Pathol. 23, 825 (1970).
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[177] C. Likos, H. Löwen, M. Watzlawek, B. Abbas, O. Juckniscchke, J. Allgaier, and
D. Richter, “Star polymers viewed as ultrasoft colloidal particles,” Phys. Rev. Lett.
80, 4450 (1998).
134
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