Received ( ) Revised ( ) Accepted ( ) ABSTRACT Purpose -Existing shape-based fuzzy clustering algorithms are all designed to explicitly segment regular geometricallyshaped objects in an image, with the consequence that this restricts their capability to separate arbitrarily-shaped objects. Design/Methodology/Approach -With the aim of separating arbitrary shaped objects in an image, this paper presents a new detection and separation of generic shaped objects (FKG) algorithm that analytically integrates arbitrary shape information into a fuzzy clustering framework, by introducing a shape constraint that preserves the original object shape during iterative scaling. Findings-Both qualitative and numerical empirical results analysis corroborate the improved object segmentation performance achieved by the FKG strategy upon different image types and disparately shaped objects. Originality/value-The proposed FKG algorithm can be highly used in the applications where object segmentation is necessary. Like this algorithm can be applied in MPEG-4 for real object segmentation that is already applied in synthetic object segmentation.
INTRODUCTION
Image segmentation involves the separation of mutually exclusive regions/objects of interest (see (Gonzalez and Woods, 2002) ), and is integral to the image processing, coding and interpretation domains, with examples of some of the eclectic range of applications including; image analysis, robot vision, automatic car assembly, security surveillance systems, object recognition and medical imaging [1] . As there are potentially a very large number of perceptual objects in an image, with subtle variations between them, this makes generalised object-based segmentation an especially challenging task. Fuzzy clustering techniques (see (Bezdek, 1981) ; (Krishnapuram and Keller, 1993) ; (Fan et al., 2003) ) have successfully been applied to image segmentation, though their performance has proven to be highly dependent on the features used and types of objects in the image. For one particular image, the fuzzy c-means (FCM) clustering algorithm (see (Bezdek, 1981) ) may well provide the best segmentation performance when pixel location is used as the feature, while for a different image, either pixel intensity or a combination of pixel intensity and location could be more propitious choices. This raises the rhetorical question as to which features provide the best object segmentation results for a particular clustering algorithm, with the outcome ultimately restricting both the algorithm's generalisation capability and application domain. These limitations have motivated investigation of alternative strategies to characterise object-specific information in image segmentation frameworks, with shape being one of the most important perceptual attributes in both detecting and recognising objects. Existing shape-based clustering techniques [2] all have their foundations embedded in fuzzy theory, with examples including; the Gustafson-Kessel (GK) algorithm [9] , fuzzy k-ring (FKR) [10] , fuzzy circular shell (FCS) [11] , fuzzy cellipsoidal shells (FCES) [12] and fuzzy elliptic-ring (FKE) [13] . FKR and FCS were both designed to detect and separate, ring and compact spherical shapes, and their assorted combinations. Subsequently FKE and FCES were developed as the respective generalised versions of these algorithms, facilitating segmentation of ring and elliptic shaped objects and their combination. While the underlying mathematical models of both FKR and FKE have proven successful for separating particular object shapes, they are much less effective in segmenting ring and elliptical-shaped regions. In contrast, FCS and FCES are better suited for region-based separation as they include shape constraints within their objective function and use a normalized data distance to update both the membership values and other key parameters in the iterative minimisation process. Their main drawback however, is that most natural objects are neither ring nor elliptical in shape, which severely confines their capacity to segment arbitrary-shaped objects. The GK algorithm [9] conversely does not explicitly use shape information and so is ineffectual for generic-shaped object segmentation, though it does employ a fuzzy covariance matrix in its model which automatically adapts the local data distance to the cluster shape, a property that has been exploited for shape initialisation purposes [9] . This paper generalises shape-based fuzzy clustering theory by seamlessly integrating arbitrary shape-based information into an FCM-based clustering framework. A new detection and separation of generic shaped object (FKG) algorithm is introduced, with shape descriptor information embedded within an analytic optimization of the FCM-based objective function. FKG is uniquely characterised by the following four distinct features: i) A special shape-based constraint which ensures the optimisation of the algorithm; ii) Provision for either manually defining or automatically generating the initial object shape contour by employing either parametric curve models or an alternative clustering technique; iii) Preservation of the initialised object shape during iterative scaling; and iv) Accurate intersection point calculation for the requisite data distances from the respective object contour. Collectively these features enable FKG to improve the overall segmentation
Embedding Shape Information
As previously alluded, to initialise FKG, the shape contour points have to be either manually provided as a set of significant points or automatically derived from the initialisation process, with in the former case, the B-spline approximation (e.g. (Francis, 1994) ; (Hearn and Baker, 1994) ; (Zhang, 1999) ; (Tony, 1988) ) applied to generate the respective contour points of each object. For example, the shape descriptor for the miss america object displayed in Figure  1 (a) is given in terms of significant points (denoted by ■) [25] . The significant points are generated by (e.g. (Francis, 1994) ; (Hearn and Baker, 1994) ; (Zhang, 1999) ; (Tony, 1988) ) and are translation, rotation and scale normalised using the window-to-viewport normalisation ( (Costa et al., 2001 ); (Foley et al., 1999) ) in order to find the best matching region of the initialisation process. The cluster with the largest number of pixels lying inside the polygon of a set of significant points is then designated the best matching region [25] , with the contour points of this region generated by B-spline using its corresponding set of significant points. The contour points for the set of significant points shown in the Figure 1 (a) example, are represented by "*" in Figure 1 (b). When initialisation is automatically performed, there is no need for translation and rotation normalisation because the same object information is used throughout the process. As highlighted in Section 2, the GK algorithm uses a fuzzy covariance matrix that helps to automatically adapt the shape of the cluster, so enabling it to approximate the original shape of objects in an image. This is the main advantage in adopting the GK algorithm for automatic object shape initialisation purposes. Note in this particular initialisation scenario, there is no need to obtain the significant points and their respective contour points, because the image is segmented by GK, and the corresponding boundary points of each segmented region are scanned to obtain the set of contour points. These contour points then represent the relevant object shape and are considered as the initial shape of each object.
(a) Miss America (b) Shape description with significant points and generated points of (a) Figure 1 : (a) Miss America, (b) B-spline generated shape with its significant points.
It needs to be emphasized however that in both cases, the scaling of particular segmented regions will automatically occur during the various iterations involved in the clustering process.
A core precept of shape-based fuzzy clustering algorithms [10] , [13] is that the data distance used in the objective function must be calculated from the shape of corresponding region. To calculate this distance, the corresponding point on a shape for a datum must be found and this will actually be the intersection point between the object contour and a line passing through the cluster centre and datum. A suitable strategy for determining this intersection point is now presented.
Calculating the Intersection Points
The most important consideration in any clustering-based image segmentation strategy is how best to compute the data distance ij d implicit in the objective function. In FCM [6] for example, ij d is calculated from the cluster centre based upon some predefined features (pixel intensity and/or location), while for FKR and FKE, it is calculated from the contour of a circle and ellipse respectively. As FKG processes arbitrary-shaped objects, ij d has to be calculated from the respective contour points derived in the initialisation phase (Section 3.1). While the mathematical origins for both FKR and FKE are straightforward, no similar analytic framework exists for generic shapes, which means it is a more complex task to determine ij d . To gain an intuitive insight into both this distance and the role of the shape descriptor, consider the butterfly shape in Figure 2 (a) and its corresponding B-spline contour representation in Figure 2 ( 
Calculate intersection point ' ij
S between a line joining the two selected contour points and 1 l . If more than one point is found, the point with the shortest ij d is the intersection point.
Integrating Shape Constraints
Existing shape-based algorithms like FKR and FCS do not require shape constraints in their paradigms, because they respectively consider regular circular and elliptic geometric shapes, which can be analytically expressed by standard equations that both preserve and scale the respective shapes during the clustering process. In contrast, no mathematical representation exists for generically shaped objects, so in order to incorporate arbitrary-shape information into the clustering framework, an appropriate shape constraint must be introduced. To address this requirement, the shape constraint integrated into the FKG algorithm is defined as:
where ij r is the distance between the intersection point (1) is that it preserves the initial shape during iterative scaling, irrespective of the size of the initial contour, as will now be proven in Lemma 1. 
To scale the initial shape during the iterative minimization of the objective function (2), the contour radius ij r as proven in Appendix C, is analytically derived as:
When data are further away from the contour of a cluster, their corresponding membership values ij μ are close to zero, which forces the second term in (7) A major consideration for any fuzzy clustering algorithm, especially one designed for object-based segmentation applications, is how to determine the optimal number of clusters (objects), either directly from the image data or using a priori knowledge. This issue is considered in the next section. (5) to (9) 6. IF
DETERMINING THE NUMBER OF CLUSTERS
As there is no single unified definition of what exactly constitutes an object, there typically exists a large number of objects with their definition very much depending upon user perception and the purpose of the application. In this context, the cluster number c can either be manually provided or automatically determined from image data, with the standard approach adopted in the latter case being to use validity measures to find the optimal c [6] ; [11] (Jain and Dubes, 1988); (Chong et al., 2002) ; (Yen and Langari, 1999) ). There are certain situations however, particularly in object-based segmentation, where validity algorithms fail to generate the correct (optimal) number of clusters (e.g. (Chong et al., 2002) ; ) because they focus on homogeneous regions of interests, which are often contrary to the human perception of an object, and this ultimately degrades the overall clustering performance. Conversely, there are numerous applications in the manufacturing and medical imaging (Pal and Pal, 1993) domains for example, where the number of objects to be segmented is known a priori, and so in this paper for all shape-based fuzzy clustering algorithms, c is provided.
COMPUTATIONAL TIME COMPLEXITY
A detailed computational time complexity analysis for the FKG algorithm is now presented.
Assumption 1:
For object-based image segmentation, c n >> and ' p n >> where n is the number of data points, c the number of clusters and ' p the data dimension, so both ( ) c O and ( ) ' p O will be constant. A stepwise computational complexity for Algorithm 1 is firstly derived, which calculates the intersection point for every datum in each cluster.
Time Complexity for Algorithm 1
Step 1: To convert 
Step 2: Takes ( ) n O time to convert n data points from Cartesian to polar coordinates.
Step 3: The angle difference In summary therefore, for n data and c cluster contours, all the intersection points can be computed in ( )
Time Complexity for the FKG Algorithm
A full stepwise complexity analysis for the FKG algorithm is now delineated.
Step 1: The shape initialisation technique (Section 3.1) can be computed in ( ) n O time.
Step 2: For n data points, Algorithm 1 needs ( ) 
EXPERIMENTAL RESULTS
To analyse the segmentation performance of the new FKG algorithm, the results were both qualitatively and numerically compared with five other shape-based clustering algorithms, namely FKR, FKE, GK, FCS, and FCES. While both the FKE and FCES algorithms are the generalized versions of FKR and FCS respectively, all algorithms were considered in the evaluation in order to rigorously test the performance of FKG. Various natural and synthetic gray-scale images together with medical images were randomly selected for analysis having multiple regions (objects) and comprising diverse features and shapes 1 . When pixel location alone is used as a feature in FCM, it arbitrarily divides the image into a given number of clusters (Ameer et al., 2005b) . For this reason, in order to segment foreground objects into perceptually meaningful regions, all background pixels were manually set to zero, with any zero-valued foreground object pixels being replaced by 1 to avoid the possibility of foreground pixels merging with the background, without impacting upon visual perception. All the algorithms are implemented using Matlab 6.1 and the background of the images are separated using Paintshop-Pro software while Pentium 4 personal computer with 1GB RAM is also used to perform the experiments. To quantitatively appraise the performance of all the fuzzy clustering algorithms, the objective segmentation evaluation method, discrepancy based on the number of misclassified pixels (Karmakar, 2002) Before a detailed analysis of the results, an outline is given on the various initialisation strategies used for each clustering method. The GK, FCS and FCES algorithms were all initialised using random membership values ij μ , while FKR used a fuzzy k-means (FKM) (see (Karmakar, 2002) ) algorithm and FKE employed the same initialisation approach as in [13] , namely 10 iterations of FKM followed by 10 iterations of FKR. For FKG, while in principle any clustering algorithm can be used, the GK algorithm was selected for automatic shape initialisation because as highlighted in Section 2, it has consistently proven to give superior results for object-based segmentation compared with FKR, FCS, FKE and FCES. In the FKG experiments, 1 . 0 = λ was chosen in (8) to give a higher priority to the initial shape size, the rationale being that as the initial shape has been automatically determined, the ensuing clustering process will not alter it very much and as a consequence, it will not improve the quality of the segmentation. To achieve better performance it is therefore essential to downscale the cluster in each iteration, and for this reason, the initial cluster size was heuristically downscaled by 25%.
The first set of results relate to the X-ray image in Figure 3 (a) which has two objects (regions), namely the femur ( ) Table 1 confirm this improved performance with FKG producing the lowest overall average error of 3.3% compared with the next best average error of 6.2% for both FCS and FCES. This error is directly attributable to the erroneous initial object shape generated by the GK algorithm as evidenced in Figure 3 (e). A second series of experiments were performed upon the dog image in Figure 4 (a), which has two distinctly asymmetricshaped objects; the camel ( ) Figure 4 (b) , it is clear many pixels from 2 R have been misclassified into 1 R and vice versa, which is not surprising given that neither object is circular in shape. Similarly, FKE also generated a high number of misclassified pixels for 2 R in Figure 4 (d) , while interestingly the GK algorithm produced a lower misclassification than FKR, FKE, FCS and FCES because it adapts to the local topological structure of the cluster shape (Figure 4 (e) ), though some misclassified pixels from 1 R in 2 R remain. In contrast, both 1 R and 2 R have been correctly classified by FKG with Table  2 corroborating its superior segmentation performance, with a minimum average error of just 0.01% compared with the next best error of 2.75% for GK, which was used to initialize the new FKG algorithm. (Figure 5 (a) ) contained three regions, all of which were arbitrarily shaped, namely reptile ( ) R and generated significantly fewer misclassified pixels for both 2 R and 3 R compared with the other algorithms. These perceptual judgments are substantiated by the quantitative results in Table 3 which confirm FKG again had the lowest mean error of 1% compared with 46.8% for FKR and 3.02% for GK. To rigorously assess the performance of the FKG algorithm, experiments were conducted upon 185 randomly selected images containing multiple objects with circular, elliptic and arbitrary shaped structures of differing orientations and size. With the object shape descriptor being generated by GK initialization (Section 3.1), FKG produced the best segmentation performance for 80 images while as shown in Figure 8 , FKR, FKE, GK, FCS, and FCES provided better segmentation results for only 2, 17, 4, 6, and 21 respectively. FKG also produced analogous results for 29 and 27 images respectively to GK and the other algorithms considered, while FKR, FKE, FCS, and FCES exhibited similar results for only 6, 17, 16, and 19 images respectively. Since these latter algorithms are specifically tailored for regular geometric objects, they provided either comparable or slightly improved segmented results compared with FKG for such objects. As highlighted in Section 2, while FKG adopts the same philosophy as the FKR, FCS, FKE and FCES algorithms (see (Man and Gath, 1994) ; (Dave, 1990) ; ; (Gath and Hoory, 1995)), it does explicitly consider contour-based shape information and not the enclosed region that defines a particular object, with the consequence that in only 4 images did FKG fail to improve upon the GK initialization. An example is illustrated in Figure 6 for the cat image, where the degraded FKG segmentation performance is directly due to the poor initial segmented regions produced by GK leading to poor initial shapes and subsequent improper scaling of these shapes. Another example is given in Figure 7 for the snake image containing two arbitrary shaped objects, where it clearly visible that the segmentation results of FKG for given shape information is better than that of for automated generated shape information. segmented results of (a) using FKG for generated contour points and given contour points respectively.
Overall, to assess the results validate the enhanced performance of the FKG algorithm in being able to segment arbitraryshaped objects, with the consistent superior segmentation results for most images justifying the strategy of seamlessly integrating generic shape information into a clustering framework. 
CONCLUSION
This paper has presented a new shape-based fuzzy image segmentation algorithm called detection and separation of generic shaped objects (FKG) that seamlessly incorporates generic shape information, and introduces a shape constraint to preserve the original object shape and ensure its optimization during subsequent iterative scaling. A thorough qualitative and quantitative analysis has been conducted to compare the performance with existing shape-based algorithms using a myriad of images comprising multiple objects having different shapes, with FKG consistently providing better segmentation results by virtue of integrating generic shape information into an FCM-based fuzzy clustering framework. The FKG algorithm can further be extended to implement it in MPEG-4 for real images, which has already been implemented for synthetic images. 
APPENDIX A THE GUSTAFSON-KESSEL (GK) ALGORITHM
where i A is the norm inducing matrix, which allows the distance norm to adapt to the local topological structure of the data (see (Babuska et al., 2002) ). The GK algorithm iteratively optimizes the following objective function to derive ij 
APPENDIX C SOME FORMAL FKG ALGORITHM PROOFS
The objective function of the proposed FKG algorithm is defined as follows: 
So from (B.8) and (C.9), and setting (C.8) =0 gives: 
