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Abstract
We consider the description of form factors of local and Wilson line operators
(reggeon amplitudes) in N = 4 SYM within the framework of four dimensional
ambitwistor string theory. We present the explicit expressions for string compos-
ite operators corresponding to stress-tensor operator supermultiplet and Wilson
line operator insertion. It is shown, that corresponding tree-level string correlation
functions correctly reproduce previously obtained Grassmannian integral represen-
tations. As by product we derive four dimensional tree-level scattering equations
representations for the mentioned form factors and formulate a simple gluing pro-
cedure used to relate operator form factors with on-shell amplitudes.
Keywords: ambitwistor strings, super Yang-Mills theory, off-shell amplitudes, form
factors, Wilson lines, superspace, reggeons
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1 Introduction
Recently twistor string theories [1,2] played a crucial role in understanding and discovery
of mathematical structures underlying scattering amplitudes in N = 4 super Yang-Mills
and N = 8 supergravity in four dimensions.
Based on Witten’s twistor string theory Roiban, Spradlin and Volovich (RSV) got the
integral representation of N = 4 SYM tree level Nk−2MHV amplitudes as integrals over
the moduli space of degree k−1 curves in super twistor space [3,4]. Further generalization
of RSV result was performed by Cachazo, He and Yuan (CHY) via the introduction of so
called scattering equations [5–9]. Within the latter N = 4 SYM amplitudes are expressed
in terms of integrals over the marked points on the Riemann sphere, which are localized
on the solutions of mentioned scattering equations. Next the CHY formulae where shown
to come naturally from ambitwistor string theory [10, 11], which was also used to obtain
2
loop-level generalization of scattering equations representation [12–21]. Another close
direction in the study of scattering amplitudes is related to their representation in terms
of integrals over Grassmannians [22–27].
First, this representation allows natural unification of different BCFW [28,29] represen-
tations for tree level amplitudes and loop level integrands [22,23]. Second, it is ultimately
related to the integrable structure behind N = 4 SYM S-matrix [30–34]. Moreover, the
Grassmannian integral representation also naturally relates perturbative N = 4 SYM and
twistor string theories amplitudes [26]. Finally, the Grassmannian integral representation
of scattering amplitudes has led to the discovery of geometrical structure of N = 4 SYM
S-matrix (so called Amplituhedron) [35–42].
All mentioned above results are extremely relevant not only from pure theoretical, but
also from more practical point of view. For example, these results provide us with rela-
tively compact analytical expressions for n-point tree level amplitudes in gauge theories
with N ≤ 4 SUSY (including QCD), which in turn could be used to compute correspond-
ing loop level amplitudes (see for a review [43]). It is important to note that all mentioned
above results was almost impossible to obtain by standard textbook Feynman diagram
methods.
Described above ideas and methods can be applied not only to the scattering ampli-
tudes of on-shell sates (S-matrix elements) but to form factors of gauge invariant operators
(local or none local) as well. The form factors of local gauge invariant operators is quite
developed topic in a literature, see [44–52] and references therein. The general practice
when studying form factors is to consider the case of local gauge invariant color singlet op-
erators. However, one may also consider gauge invariant (the representation under global
gauge transformation is not necessary singlet) non-local operators, for example Wilson
loops (lines) or their products [53–65]. An insertion of Wilson line operator will then
correspond to the off-shell or reggeized gluon in such formulation. These objects should
be more familiar to the reader as gauge invariant off-shell amplitudes [53–62] (also known
as reggeon amplitudes in the framework of Lipatov’s effective lagrangian), which appear
within the context of kT or high-energy factorization [66–69] as well as in the study of
processes at multi-regge kinematics.
Up to the moment we already have scattering equations (connected prescription) rep-
resentations for the form factors of operators from stress-tensor operator supermultiplet
and scalar operators of the form Tr(φm) [70,71]. Also the connected prescription formulae
were extended to Standard Model amplitudes [72]. Besides, there are several results for
the Grassmannian integral representation of form factors of operators from stress-tensor
operator supermultiplet [73–76] and Wilson line operator insertions [63, 64], see also [65]
for a recent interesting discussion of duality for Wilson loop form factors 1.
The purpose of this work is further pursue the string based approach to N = 4
super Yang-Mills and other four dimensional gauge theories. Namely we want to derive
1A very close subject is the twistor and Lorentz harmonic chiral superspace formulation of form factors
and correlation functions developed in [77–83]
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Grassmannian integral and scattering equations representation [74,75] and [63,64] of form
factors and correlation functions of local and Wilson line operators inN = 4 SYM starting
from four dimensional ambitwistor string theory. Recently we have already provided such
a derivation for the case of reggeon amplitude (Wilson line form factors) in [84]. This
paper contains both extra details of the latter derivation together with its extension to
the case of the form factors of local operators. In addition we further investigate relation
between on-shell amplitudes and form factors and suggest procedure which allows one
to reconstruct (at tree and possible loop level) form factors and correlation functions of
Wilson line operators starting directly from on-shell scattering amplitudes.
This paper is organized as follows: in section 2 we introduce necessary definitions for
the form factors of operators from stress-tensor supermultiplet and Wilson line operators.
In section 3, to make article self contained, we proceed with the recalling of general
four dimensional ambitwistor string theory formalism [11].
In section 4 we discuss our motivation to introduce so called gluing procedure – an
operation, introduced for the first time in [84], which is given by convolution of the
ambitwistor vertex operators with some function of external kinematical data. Based on
this gluing procedure we present expressions for string theory generalized vertex operators
(string theory composite operators) corresponding to N = 4 SYM field theory stress-
tensor operator as well as we give some additional details regarding derivation of the results
of [84]. Using these new string vertex operators we compute corresponding tree-level
string theory correlation functions and show, that they correctly reproduce the results of
previously obtained Grassmannian integral representations of stress tensor supermultiplet
form factors [74] as well as form factors and correlation functions of Wilson line operators
[63, 64].
Section 5 contains detailed review based on [26] about relation between Grassmannian
integral and RSV (scattering equation) representations of the on-shell amplitudes, which
plays very important role in our construction as well. In the end of the section we briefly
discuss one simple self consistency check of our construction.
In section 6 we further discuss gluing procedure. We show that one can formally apply
it (a convolution with some function of external kinematical data) directly on the level of
on-shell amplitudes represented as the sum of BCFW terms (both at tree and, probably,
integrand level). We formalise this by introducing notion of gluing operator Aˆ. Using
gluing operator we reproduce several previously obtained [53, 63, 64] results for Wlison
line form factors (reggeon amplitudes) including 3-point correlation function of reggeized
gluons.
Finally, in section 7 we present our conclusion and discuss possible future research
directions. Appendices A and B contain the computational details of form factor gluing
procedure.
4
2 Form factors of local and Wilson line operators
In this work we will be interested in ambitwistor string description of form factors of Wil-
son line and local operators in N = 4 SYM. N = 4 SYM is a maximally supersymmetric
gauge theory in four space time dimensions [85, 86]. Its sixteen on-shell states (their cre-
ation/annihilation operators) could be conveniently described using N = 4 on-shell chiral
superfield [87]:
Ω = g+ + η˜Aψ
A +
1
2!
η˜Aη˜Bφ
AB +
1
3!
η˜Aη˜Bη˜Cǫ
ABCDψ¯D +
1
4!
η˜Aη˜Bη˜C η˜Dǫ
ABCDg−, (2.1)
Here, g+, g− denote creation/annihilation operators of gluons with +1 and −1 hecili-
ties, ψA are creation/annihilation operators of four Weyl spinors with negative helicity
−1/2, ψ¯A are creation/annihilation operators of four Weyl spinors with positive helicity
and φAB stand for creation/annihilation operators of six scalars (anti-symmetric in the
SU(4)R R-symmetry group indices AB). All N = 4 SYM fields transform in the adjoint
representation of SU(Nc) gauge group. In what follows we will also need superstates de-
fined by the action of superfield creation/annihilation operators on vacuum. For n-particle
superstate we have
|Ω1Ω2 . . .Ωn〉 ≡ Ω1Ω2 . . .Ωn|0〉 (2.2)
Form factors of Wilson line operators are generally used to describe gauge invariant off-
shell or reggeon amplitudes [53–62]. The Wilson line operators used to describe off-shell
reggeized gluons are defined as [60]:
Wcp(k) =
∫
d4xeix·kTr
{
1
πg
tc P exp
[
ig√
2
∫ ∞
−∞
ds p · Ab(x+ sp)tb
]}
. (2.3)
where tc is SU(Nc) generator
2 and we also used so called kT - decomposition of the off-shell
gluon momentum k, k2 6= 0:
kµ = xpµ + kµT . (2.4)
Here, p is the off-shell gluon direction (also known as gluon polarization vector), such
that p2 = 0, p · k = 0 and x ∈ [0, 1]. Such decomposition is generally parametrized by an
auxiliary light-cone four-vector qµ, so that
kµT (q) = k
µ − x(q)pµ with x(q) = q · k
q · p and q
2 = 0. (2.5)
As momentum kµT is transverse with respect to both p
µ and qµ vectors one can decompose
it into the basis of two “polarization” vectors3 as [53]:
kµT (q) = −
κ
2
〈p|γµ|q]
[pq]
− κ
∗
2
〈q|γµ|p]
〈qp〉 with κ =
〈q|/k|p]
〈qp〉 , κ
∗ =
〈p|/k|q]
[pq]
. (2.6)
2The color generators are normalized as Tr(tatb) = δab
3Here we used the helicity spinor decomposition of light-like four-vectors p and q.
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It is easy to see, that k2 = −κκ∗ and both κ and κ∗ are independent of auxiliary four-
vector qµ [53]. Another useful relation, which is direct consequence of kT decomposition
and will be used often in practical calculations later on, is
k|p〉 = |p]κ∗. (2.7)
Note, that Wilson line operator we use to describe off-shell gluon is colored. It is invariant
δWcp(k) = 0 under local infinitesimal gauge transformations δAµ = [Dµ, χ] with χ decreas-
ing at x → ∞. At the same time it transforms under global adjoint transformations of
SU(Nc) with constant χ as [56, 57]:
δWp(k) = g[Wp(k), χ]. (2.8)
The form factor of Wilson line operator or gauge invariant amplitude with one off-shell
and n on-shell gluons is then given by [60]:
An+1
(
1±, . . . , n±, g∗n+1
)
= 〈{ki, ǫi, ci}ni=1|Wcn+1p (k)|0〉 , (2.9)
where asterisk denotes off-shell gluon, while p, k, c stand for its direction, momentum and
color index. Next 〈{ki, ǫi, ci}mi=1| =
⊗m
i=1〈ki, εi, ci| and 〈ki, εi, ci| denotes on-shell gluon
state with momentum ki, polarization vector ε
−
i or ε
+
i and color index ci. Also in the case
when there is no confusion in the position of Wilson line operator insertion the latter will
be labeled just by g∗. Form factors with multiple Wilson line insertions or amplitudes
with multiple off-shell gluons can be represented in a similar fashion:
Am+n
(
1±, . . . , m±, g∗m+1, . . . , g
∗
n+m
)
= 〈{ki, ǫi, ci}mi=1|
n∏
j=1
Wcj+mpj+m(kj+m)|0〉, (2.10)
where pi+m is the direction of the i’th (i = 1, ..., n) off-shell gluon and ki+m is its off-shell
momentum. As a function of kinematical variables this amplitude is written as
Am+n
(
1±, . . . , g∗n+m
)
= Am+n
(
{λi, λ˜i,±, ci}mi=1; {kj, λp,j, λ˜p,j, cj}m+nj=m+1
)
, (2.11)
where λp,j, λ˜p,j are spinors coming from helicity spinor decomposition of polarization vec-
tor of j’th reggeized gluon. In the case when only off-shell gluons are present (correlation
function of Wilson line operator insertions) we have:
A0+n (g∗1 . . . g∗n) = 〈0|Wc1p1(k1) . . .Wcnpn (kn)|0〉. (2.12)
Of course it is also possible to consider color ordered versions of Wilson line form factors,
while the original off-shell amplitudes (Wilson line form factors) are then recovered using
color decomposition4:
A∗n+m(1±, . . . , m±, g∗m+1, . . . , g∗n+m) = gn−2
∑
σ∈Sn+m/Zn+m
tr (taσ(1) · · · taσ(n+m))×
× A∗n+m
(
σ(1±), . . . , σ(g∗n+m)
)
. (2.13)
4See for example [63, 88].
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Note, that in the planar limit this decomposition is valid both for arbitrary tree and loop
level amplitudes.
In the case of N = 4 SYM one may also consider other then gluons on-shell states
from N = 4 supermultiplet. The corresponding N = 4 SYM superamplitudes are then
given by
A∗m+n
(
Ω1, . . . ,Ωm, g
∗
m+1, . . . , g
∗
n+m
)
= 〈Ω1 . . .Ωm|
n∏
j=1
Wpm+j(km+j)|0〉, (2.14)
and the explicit dependence of A∗m+n
(
Ω1, . . . , g
∗
m+n
)
amplitude on kinematical variables
takes the form
A∗m+n
(
Ω1, . . . , g
∗
m+n
)
= A∗m+n
(
{λi, λ˜i, η˜i}mi=1; {kj, λp,j, λ˜p,j}m+nj=m+1
)
. (2.15)
The above superamplitude contains not only component amplitudes with on-shell gluons,
but also all amplitudes with other on-shell states from N = 4 supermultiplet. The helicity
spinors λi, λ˜i encode kinematics of on-shell states, while η˜i encodes their helicity content.
Off-shell momentum ki and light-cone direction vector pi = λp,iλ˜p,i encode information
related to Wilson line operator insertion. So, in what follows we will be considering
partially supersymmetrized version of amplitudes (2.10) with on-shell states treated in
supersymmetric manner, while Wilson line operators (”off-shell states”) left unsupersym-
metrized. The component amplitudes containing gluons, scalars and fermions may then
be extracted as coefficients in η˜ expansion of A∗m+n superamplitude similar to the case of
ordinary on-shell amplitudes and super form factors.
While our present consideration should be applicable5 not only to Wilson line but
to arbitrary local operators, here for concreteness we will restrict ourselves to the case
of operators from stress-tensor operator supermultiplet. When considering the latter the
general practice is to focus on the chiral part of this multiplet. Using harmonic superspace
approach [89, 90] it is given by [90–93]:
T (x, θ+) = tr(φ++φ++) + · · ·+ 1
3
(θ+)4L, (2.16)
where u+aA , u
−a′
A is a set of harmonic coordinates parameterizing coset
SU(4)
SU(2)×SU(2)′×U(1)
and θ+aα = θ
A
αu
+a
A , θ
−a′
α = θ
A
αu
−a′
A . Here, A is SU(4)R index, a and a
′ are SU(2) indices
and ± denote U(1) charges. For example ǫabφ++ = φABu+aA u+bA , where φAB is the scalar
field from N = 4 lagrangian. The color ordered form factors of operators from the chiral
truncation of stress-tensor operator supermultiplet Fn are then given by
Fn(Ω1, . . . ,Ωn; T ) ≡ 〈Ω1 . . .Ωn|T (q, γ−)|0〉 = Fn
(
{λi, λ˜i, η˜i}ni=1; {q, γ−}
)
, (2.17)
5See corresponding discussion in Conclusion.
7
where {λi, λ˜i, η˜i}ni=1 are kinematical and helicity data of the on-shell states, q is the opera-
tor momentum and γ− parametrizes the operator content of the chiral part ofN = 4 SYM
stress-tensor operator supermultiplet. Here, we have also performed the Fourier transfor-
mation from variables x, θ+ to q, γ− [91, 92]. The full physical form factor may then be
restored from its color ordered version using standard color decomposition formula
Fn(Ω1, . . . ,Ωn; T ) = gn−2
∑
σ∈Sn/Zn
tr (taσ(1) · · · taσ(n))×
× Fn(σ(Ω1), . . . , σ(Ωn); T ), (2.18)
where Sn/Zn denotes all none cyclic permutations of n objects. As in the case of off-shell
amplitudes this formula is valid both for arbitrary tree and loop level form factors in
the planar limit6. At least at tree level the form factors of full stress-tensor operator
supermultiplet can be reconstructed if the explicit form of (2.17) is known [91].
3 Four dimensional ambitwistor strings
3.1 General formalism
As was already mentioned in Introduction to describe form factors of local and Wilson
line operators we will be using the four dimensional ambitwistor string theory originally
formulated in [11]. Here for completeness we will discuss essential details of dimensional
ambitwistor string theory. Our presentation of this theory here closely follows [11] and
we refer the interested reader to this original paper and [94] for further details.
The target space of four dimensional ambitwistor string is given by projective am-
bitwistor space PA. The latter is the supersymmetrized space of complex null geodesics
in a complexified Minkowski given by a quardric Z ·W = 0 inside the product of twistor
and dual twistor spaces PT× PT∗ quotient by relative scaling Z · ∂Z −W · ∂W :
PA =
{
(Z,W ) ∈ T× T∗|Z ·W = 0}/{Z · ∂Z −W · ∂W} . (3.19)
In the case of N supersymmetries Z = (λα, µα˙, χr) ∈ T = C4|N , W = (µ˜, λ˜, χ˜) ∈ T∗ and
Z ·W = λαµ˜α+µα˙λ˜α˙+χrχ˜r, where χ, χ˜ are fermionic, α = 0, 1, α˙ = 0˙, 1˙ and r = 1, . . . ,N
is R-symmetry index. The point (x, θ, θ˜) in non-chiral super Minkowski space corresponds
to a quardric CP1 × CP1 parametrized by (λ, λ˜) spinors. The correspondence is realized
by the standard twistor incidence relations
µα˙ = i(xαα˙ + iθrαθ˜α˙r )λα , χ
r = θrαλα , (3.20)
µ˜α = −i(xαα˙ − iθrαθ˜α˙r )λ˜α˙ , χ˜r = θ˜α˙r λ˜α˙ , (3.21)
6At loop level one should take into account appropriate powers of t’Hooft coupling constant g2Nc,
which were suppressed here.
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It is easy to check, that this quardric lies in Z ·W = 0
The four dimensional ambitwistor string consists from worldsheet spinors (Z,W ) with
values in T × T∗ and GL(1,C) gauge field a acting as a Lagrange multiplier for the
constraint Z ·W = 0. In the conformal gauge the action is given by7
S =
1
2π
∫
Σ
W · ∂¯Z − Z · ∂¯W + aZ ·W + SJ , (3.22)
where ∂¯ = dσ¯∂σ¯ (σ, σ¯ are some local holomorphic and anti-holomorphic coordinates on
Riemann surface Σ) and SJ is the action for a worldsheet Kac-Moody current algebra
J ∈ Ω0(Σ, KΣ ⊗ g) for some Lie algebra g. Here KΣ denotes canonical bundle on surface
Σ and the remaining worldsheet fields take values in
Z ∈ Ω0(Σ, K1/2Σ ⊗ T) , (3.23)
W ∈ Ω0(Σ, K1/2Σ ⊗ T∗) , (3.24)
a ∈ Ω0,1(Σ) , (3.25)
where powers of canonical bundle denote fields conformal weights. The above action is
invariant under a gauge symmetry
ZI → eγZI , WI → e−γWI , a→ a− 2∂¯γ , (3.26)
that quotients the target space by the action of Z · ∂Z − W · ∂W . The gauge fixing
of worldsheet diffeomorphism symmetry8 and the above gauge redundancy via standard
BRST procedure leads to the introduction of the standard reparametrization (Virasoro)
(b, c) together with GL(1) (u, v) ghost systems:
c ∈ ΠΩ0(Σ, TΣ) , v ∈ ΠΩ0(Σ) , (3.27)
b ∈ ΠΩ0(Σ, K2Σ) , u ∈ ΠΩ0(Σ, KΣ) , (3.28)
where TΣ denotes tangent bundle on surface Σ and ΠΩ
0(Σ, E) denotes the space of
fermion-valued sections of E. The full worldsheet action is then given by
S =
1
2π
∫
Σ
W · ∂¯Z − Z · ∂¯W + b∂¯c + u∂¯v + SJ , (3.29)
and the BRST operator takes the form
Q =
∮
cT + vZ ·W +Qgh . (3.30)
where T = W · ∂Z − Z · ∂W + TJ is the world-sheet stress-energy tensor.
7It is obtained by chiral pullback of contact stucture on ambitwistor space Θ = i2 (Z ·dW−W ·dZ) [11].
Note, that similar action first appeared in [2] in the context of open twistor string theory.
8In a general gauge, the ∂¯ operator in (3.22) is replaced by operator ∂¯e˜ = ∂¯ + e˜∂ parametrizing the
worldsheet diffeomorphism freedom.
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3.2 String vertex operators and their correlation functions
To calculate string scattering amplitudes we need vertex operators. In general they are
given by first-quantized wave functions of external states translated into worldsheet oper-
ator insertions. Penrose transform allows us to relate solutions to massless field equations
in Minkowski space to cohomology classes on projective twistor space. In the case of
Yang-Mills theory ambitwistor string vertex operators are obtained by pairing pullbacks
of general ambitwistor space wave functions α ∈ H1(PA,O) (∂¯-closed worldsheet (0, 1)-
forms) with Kac-Moody currents J ·Ta to get Va =
∫
Σ
αJ ·Ta. For two types of momentum
eigenstates (pullbacks from either twistor or dual twistor space) we get [11]:
Va =
∫
dsa
sa
δ¯2(λa − saλ)eisa([µ λ˜a]+χrη˜ar)J · Ta , (3.31)
V˜ ′a =
∫
dsa
sa
δ¯2(λ˜a − saλ˜)eisa(〈µ˜ λa〉+χ˜rηra)J · Ta , (3.32)
where δ¯(z) = ∂¯(1/2πiz) for complex z. Note, that these vertex operators are Q-closed9
and satisfy {Q,Va} = {Q, V˜ ′a} = 0. To facilitate further comparison with Grassmannian
integral representation it is convenient to introduce slightly different representation for
the second vertex operator. It is obtained by a Fourier transform10 of the η’s into η˜’s:
V˜a =
∫
dsa
sa
δ¯2|N (λ˜a − saλ˜|η˜a − saχ˜)eisa〈µ˜ λa〉J · Ta . (3.33)
In the case of N = 3 these vertex operators together encode all sixteen degrees of freedom
of N = 4 SYM theory. For N = 4 on the other hand each of them contains all N = 4
SYM on-shell states. In our consideration of N = 4 SYM to obtain maximally super-
symmetric superamplitudes we will use the second option and use these vertex operators
interchangeably.
Nk−2MHV superamplitudes may be then obtained for example as correlation functions
of k operators from dual twistor space and n− k operators from twistor space [11] (here
and below we omit color structures and already work with color ordered objects):
Ak,n =
〈
V˜1 . . . V˜kVk+1 . . .Vn
〉
. (3.34)
Instead of computing the infinite number of contractions required by exponentials in
vertex operators it is convenient to take exponentials into the action as sources∫
Σ
k∑
i=1
isi〈µ˜λi〉δ¯(σ − σi) +
n∑
p=k+1
isp([µ λ˜p] + χη˜p)δ¯(σ − σp) .
9It should be noted, that in general this theory is anomalous and has nonzero central charge, so that
Q2 6= 0 [11, 94], but one can adjust the central charge of Kac-Moody currents algebra to get Q2 = 0 at
least for lower genus Rieman surface [10].
10Note, that in [11] instead a Fourier transform for the first operator from η’s to η˜’s was performed.
The Grassmann part of the delta function is defined as usual δ0|N (η˜) =
∏N
r=1 η˜r.
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The corresponding equations of motion from this new action are then given by
∂¯σZ = ∂¯ (λ, µ, χ) =
k∑
i=1
si (λi, 0, 0) δ¯ (σ − σi) , (3.35)
∂¯σW = ∂¯
(
µ˜, λ˜, χ˜
)
=
n∑
p=k+1
sp
(
0, λ˜p, η˜p
)
δ¯(σ − σp) , (3.36)
As (Z,W ) fields are worldsheet spinors the solutions to the above equations are unique11
and given by
Z(σ) = (λ, µ, χ) =
k∑
i=1
si (λi, 0, 0)
σ − σi , (3.37)
W (σ) =
(
µ˜, λ˜, χ˜
)
=
n∑
p=k+1
sp
(
0, λ˜p, η˜p
)
σ − σp . (3.38)
Then the path integrals over (Z,W ) fields localize on the solutions (3.37)-(3.38), while
current correlator contributes Parke-Taylor factor and for the color ordered on-shell am-
plitude we get [11]:
An,k =
∫
1
VolGL(2,C)
n∏
a=1
dsadσa
sa(σa − σa+1)
n∏
p=k+1
δ¯2(λp − spλ(σp))
k∏
i=1
δ¯2|N (λ˜i − siλ˜(σi), η˜i − siχ˜(σi)) .
(3.39)
Note, that ghosts c and v develop12 nc = 3 (number of conformal Killing vectors on
sphere) and nv = 1 zero modes correspondingly, which result in the GL(2,C) quotient
above. In terms of homogeneous coordinates on Riemann sphere σα =
1
s
(1, σ) the rescaled
by a factor 1/s W and Z fields could be written as
Z(σ) =
k∑
i=1
(λi, 0, 0)
(σ σi)
, W (σ) =
n∑
p=k+1
(0, λ˜p, η˜p)
(σ σp)
, (3.40)
11There no fermion zero modes on sphere.
12This is easy to see with the help of Riemann-Roch theorem recalling that degTΣ = −degKΣ = 2g−2,
where g is the genus of Riemann surface.
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where (i j) = σiασ
α
j . Then the final formula for the above amplitude takes the form [11]:
An,k =
∫
1
VolGL(2,C)
n∏
a=1
d2σa
(a a+ 1)
n∏
p=k+1
δ¯2(λp − λ(σp))
k∏
i=1
δ¯2|N (λ˜i − λ˜(σi), η˜i − χ˜(σi)) .
(3.41)
The scattering equations are then follow from the support of the delta functions
ka · P (σa) = λαa λ˜α˙aPαα˙(σa) = λαa λ˜α˙aλα(σa)λ˜α˙(σa) = 0 . (3.42)
It is important to note that the exact form of scattering equations themselves and scatter-
ing equations representations for amplitudes depends on which particle vertex operators
were taken as V˜i and which as Vi in (3.34). So, we have several equivalent representa-
tions for Ak,n. Their existence as we will see in section 5 is related to the GL(k) ”gauge
invariance” of Grassmannian integral representation for scattering amplitudes.
4 Generalised vertex operators
In the previous section we seen the explicit form of the worldsheet vertex operators which
corresponds to the on-shell states of the N = 4 SYM field theory. In this section we will
suggest construction of composite worldsheet operators in the ambitwistor string theory
which will correspond to local and none local gauge invariant operators in N = 4 SYM.
In [70] it was conjectured that it may be possible to obtain such operators considering
appropriate terms in OPE of standard vertex operators (namely OPE for Kac-Moody
currents). Also ideologically similar attempts to construct generalisation of vertex oper-
ators which should describe off-shell states was taken in [95,96] in the context of bosonic
string theory. We, however, found such OPE based approaches unfitting for our purpose,
though we do not claim that one cannot eventually succeed considering this direction.
Instead we want to leave worldsheet structure of operators intact and consider external
kinematics as only adjustable parameters. Namely as our new generalised vertex operators
Vgen. we want to consider convolution of products of vertex operators Vi (3.31) with “target
space wave functions” ψ({λi, λ˜i, ηi}, ...) - some rational functions on ambitwistor space.
Here by convolution we mean the integration with respect to components of on-shell
momenta pi = λiλ˜i on which vertex operators depends:
Vgen. =
∫
ψ({λi, λ˜i, ηi}, . . .)
∏
i
Vi d
2λid
2λ˜i
Vol[GL(1)]
d4η˜i. (4.43)
Here we will understand integration with respect d2λid
2λ˜i as multidimensional contour
integrals which in turn will be evaluated by residues. We will sometimes refer to this
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convolution as gluing operation. The . . . in ψ corresponds to possible dependance on
parameters other then on-shell supermomenta λi, λ˜i, ηi. To describe local and none local
operators in N = 4 SYM field theory “target space wave functions” ψ should carry
appropriate quantum numbers, so it is natural to take them in the form proportional to
minimal form factors - tree level form factors of corresponding operator with minimal
possible number of on-shell states. Such objects can be found from general symmetry
arguments in the same lines as MHV3 and MHV3 amplitudes [97] or simply by explicit
evaluation13.
Another heuristic argument in favour of such construction is the following: to obtain
vertex operator in ordinary string theory we usually consider product of appropriate
polarisation vector with combination of worldsheet fields. For example in the case of
bosonic string theory the vertex operator Vgr. describing graviton state is given by:
Vgr. = ǫ
µν
± Vµν , Vµν =
√
ggab∂aXµ∂bXν exp(ip
ρXρ), (4.44)
where Xµ is worldsheet fields, pρ is on-shell momenta of graviton and ǫµν± is polarisation
vector of graviton corresponding to momenta pρ. In suggested construction the “target
space wave functions” ψ is some kind of generalisation of polarisation vector of corre-
sponding state, but instead of ordinary scalar product we have integrations with respect
to on-shell degrease of freedom we want to eliminate and instead of local worldsheet
operator Vµν we are considering multilocal operators
∏
i Vi.
The suggested construction in principle should describe any gauge invariant operator
in N = 4 SYM field theory. Initially it was successfully tested for the Wilson line op-
erators (reggeon state creation/annihilation operators) [84]. Here we want to give more
details about derivation of this result as well as consider another new simple but impor-
tant example of application of our construction. Namely we want to suggest worldsheet
generalised vertex operators which should describe N = 4 SYM field theory stress-tensor
supermultiplet.
4.1 Generalised worldsheet vertex operator for N = 4 SYM field
theory Wilson line operator
Following the conjectures presented above for construction of generalised vertex operator
VWL which should describe field theory Wilson line operator we have to choose “target
space wave functions” ψ proportional to minimal Willson line A∗2,2+1. Namely we will
consider
ψ
({λj, λ˜j, ηj}i+1j=i, {k, λp, λ˜p}) = A∗2,2+1(g∗,Ωi,Ωi+1)× colour projectors. (4.45)
13Of course, it would be highly desirable to obtain some universal geometrical description of such
“target space wave functions”. The possible direction to obtain such description is to consider appropriate
polynomial solution of classical (self-dual) equation of motion [98].
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This choice of ψ was first considered in [84]. Here, as was mentioned before, and in
Appendix A we will give more detailed derivation of the results of [84].
So proceeding this way the ambitwistor string generalised vertex operator VWL for
field theory Wilson line operator insertion could be written as
VWLi,i+1 =
∫ i+1∏
j=i
d2λjd
2λ˜j
Vol[GL(1)]
d4η˜j A
∗
2,2+1(g
∗,Ωi,Ωi+1)
∣∣∣
λ→−λ
ViVi+1
∣∣∣
TaT b→ifabcT c→T c
, (4.46)
where the vertex is supposed to be inserted at points σi, σi+1, c is the color index of off-
shell gluon and we have used projection of tensor product of two adjoint on-shell gluon
color representations onto off-shell gluon adjoint color representation. Also because on-
shell state content of Vi and V˜i is identical we actually consider combinations ViVi+1,
ViV˜i+1 and V˜iV˜i+1 in definition of VWLi,i+1 on equal footing. The minimal off-shell amplitude
A∗2,2+1(g
∗,Ωi,Ωi+1) is given by [63]:
A∗2,2+1(g
∗,Ωi,Ωi+1) =
1
κ∗
4∏
A=1
∂
∂η˜Ap
[
δ4(k + λiλ˜i + λi+1λ˜i+1)δ
8(λpη˜p + λiη˜i + λi+1η˜i+1)
〈p i〉〈i i+ 1〉〈i+ 1 p〉
]
=
δ4(k + λiλ˜i + λi+1λ˜i+1)
κ∗
δ4 (η˜i〈p i+ 1〉+ η˜i+1〈p i〉)
〈p i〉〈i i+ 1〉〈i+ 1 p〉 . (4.47)
Here p is the off-shell gluon direction and κ∗ was defined in Section 2 when introducing
kT decomposition of the off-shell gluon momentum k. It should be noted, that each
of V operators above could be exchanged for V˜ operator, so that this vertex operator
representation is not unique. Note also, that the ambitwistor string vertex operator we
got is non-local which may be related to the fact that the Wilson line is non-local object
itself. The integrations over helicity spinors λi, λ˜i can be performed explicitly. The details
of this computation can be found in Appendix A, see also [74]. After integrations we get
(here and below we always assume the action of the projection operator ∂4η˜p acting on
VWLi,i+1 and all correlation functions containing it)
VWLi,i+1 =
〈ξp〉
κ∗
∫
dβ2
β2
∫
dβ1
β1
1
β21β2
ViVi+1
∣∣∣
TaT b→ifabcT c→T c
, (4.48)
where
λi = λi + β2λi+1 , λ˜i = β1λ˜i +
(1 + β1)
β2
λ˜i+1 , η˜i = −β1η˜i , (4.49)
λi+1 = λi+1 +
(1 + β1)
β1β2
λi , λ˜i+1 = −β1λ˜i+1 − β1β2λ˜i , η˜i+1 = β1β2η˜i . (4.50)
with
λi = λp, λ˜i =
〈ξ|k
〈ξp〉 , η˜i = η˜p; λi+1 = λξ, λ˜i+1 =
〈p|k
〈ξp〉 , η˜i+1 = 0, (4.51)
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where λξ ≡ 〈ξ| is some arbitrary spinor. It is useful to identify it with the spinor λq coming
from helicity spinor decomposition of auxiliary vector q arising in kT decomposition of
off-shell gluon momentum k.
The off-shell amplitude with one off-shell and n on-shell legs is then given by the
following ambitwistor string correlation function (let us remind the reader that we are
considering already color ordered object):
A∗k,n+1 =
〈
V˜1 . . . V˜kVk+1 . . .VnVWLn+1,n+2
〉
. (4.52)
Evaluating first ambitwistor string correlator of on-shell vertexes with the help of (3.39)
we get
A∗k,n+1 =
〈ξp〉
κ∗
∫
dβ2
β2
∫
dβ1
β1
1
β21β2
1
VolGL(2,C)
×
∫ n+2∏
a=1
dsadσa
sa(σa − σa+1)
n+2∏
p=k+1
δ¯2(λp − spλ(σp))
k∏
i=1
δ¯2|4(λ˜i − siλ˜(σi), η˜i − siχ˜(σi)) .
(4.53)
We want to remind the reader that in this formula kinematical variables {λi, λ˜i, ηi}n+2i=n+1
depends on β1 and β2 according to (4.49) – (4.51).
Next we want to perform integrations with respect to β1 and β2 to obtain formulas
similar to (3.41). It is rather complicated to perform integrations over β1 and β2 in the
expression above due to the none linear structure of delta function arguments with respect
to β1 and β2. So we want to linearise them first. For this purpose we are introducing
unity decomposition in the form [26]:
1 =
1
VolGL(k)
∫
dk×(n+2)C dk×kL (detL)n+2δk×(n+2)
(
C − L · CV [s, σ]) , (4.54)
where the integral over L matrix is an integral over GL(k) linear transformations and
CV [σ] denotes the Veronese map from (C2)n+2/GL(2) to Gr(k, n+ 2) Grassmannian [26]
(see also [70]):
CV [s, σ] =

...
... · · · ...
σV [s1, σ1] σ
V [s2, σ2] · · · σV [sn+2, σn+2]
...
... · · · ...
 , σV [s, σ] ≡

ξ
ξσ
...
ξσk−1
 ,
(4.55)
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where [4, 70] :
ξi = s
−1
i
k∏
j=1,j 6=i
(σj − σi)−1 , i ∈ (1, k), (4.56)
ξi = si
k∏
j=1
(σj − σi)−1 , i ∈ (k + 1, n+ 2). (4.57)
Rearranging (4.53) we can write it as
A∗k,n+1 =
〈ξp〉
κ∗
∫
dβ2
β2
∫
dβ1
β1
1
β21β2
1
VolGL(k)
×
∫
dk×(n+2)C F (C) δk×2(C · λ˜)δk×4(C · η˜)δ(n+2−k)×2(C⊥ · λ) , (4.58)
where
F (C) =
∫
1
VolGL(2,C)
n+2∏
a=1
dsadσa
sa(σa − σa+1)d
k×kL δk×(n+2)
(
C − L · CV [s, σ]) , (4.59)
and
δk×2(C · λ˜) ≡
k∏
a=1
δ2
(
n∑
i=1
caiλ˜i
)
, δ(n+2−k)×2(C⊥ · λ) ≡
n+2∏
b=k+1
δ2
(
n+2∑
j=1
c⊥bjλj
)
,
δk×4(C · η˜) ≡
k∏
a=1
δ4
(
n+2∑
i=1
caiη˜i
)
, (4.60)
C⊥ matrix is defined by identity C · (C⊥)T = 0 and it is assumed that all matrix ma-
nipulations are performed after GL(k) gauge fixing. The delta functions above should be
thought as δ(x) = 1/x, so that the corresponding contour integral computes the residue at
x = 0 [99]. Note that now arguments of delta functions are linear in integration variables
cai. Also it is implemented that appropriate integration contour Γ is chosen for d
k×(n+2)C
integration. We will label such contour as Γtreek,n+2. We will make some comments about
explicit construction of Γtreek,n+2 in the next section.
Next, by construction F (C) contains (k − 2)× (n − k) delta function factors forcing
integral over C’s to have Veronese form [26]. In general F (C) is rather complicated
rational function of minors of C matrix, see the discussion in Section 5. However, it could
be shown that the choice of F (C) in the form
F (C) =
1
(1 · · ·k)(2 · · · k + 1) · · · (n+ 2 · · ·k − 1) (4.61)
16
correctly reproduces the results of subsequent integration over Grassmannian (C ma-
trixes). Here we use standard notations (i1 . . . ik) to denote minors of C matrix con-
structed from columns of C with numbers i1, . . . , ik
14. Because this this important step in
our construction we give detailed discussion of this derivation, based on [99] in the next
chapter.
Now we can perform change of variables cai that will simplify dependance on β1 and
β2 in the integrand (linearise the dependance on β1 and β2 in the denominator), so that
the integrals can be evaluated by residues. The computational details of this change of
variables can be found in Appendix A.
To evaluate the residues we found most convenient to use the notion of composite
residue [22]. For that purpose let’s define the set S of points in Cn, such that S = {z|z ∈
Cn, s(z) = 0} and s(z) is some holomorphic function (in our case polynomial). Next,
consider n - form ω = h(z)/s(z)dz, where dz = dz1 ∧ . . . dzn and h(z) is some other
holomorphic function (in our case it is some rational function), and define (n− 1) - form:
resj[ω] = (−1)j−1
(
h(z)
∂zjs(z)
) ∣∣∣
S
dz[j], (4.62)
with dz[j] = dz1 ∧ . . . ∧ dzj−1 ∧ dzj+1 ∧ . . . ∧ dzn. Using this definition iteratively we may
define (n−m) - forms as
resm[ω] = resm ◦ . . . ◦ res1[ω]. (4.63)
These forms are also known as composite residue forms. Considering our integral (4.58)
as such residue form
ω =
〈ξp〉
κ∗
∫
dβ1 ∧ β2
β1 β2
∫
dk×(n+2)C
VolGL(k)
δk×2 (C · λ˜) δk×4 (C · η˜) δ(n+2−k)×2 (C⊥ · λ)
(1 · · ·k) . . . (n− k + 2 · · ·n+ 1) . . . (n+ 2 · · · k − 1) ,
(4.64)
where we used notations for minors of C matrix
(n+ 2 1 · · ·k − 1) = (1 + β1)(n+ 1 1 · · ·k − 1) + β1β2(n + 2 1 · · ·k − 1) , (4.65)
(n− k + 2 · · ·n+ 1) = (n− k + 2 · · ·n+ 1) + β2(n− k + 2 · · ·nn+ 2) , (4.66)
and for kinematical variables
λi = λi, i = 1, . . . n, λn+1 = λp, λn+2 = ξ
λ˜i = λ˜i, i = 1, . . . n, λ˜n+1 =
〈ξ|k
〈ξp〉 , λ˜n+2 = −
〈p|k
〈ξp〉 ,
η˜i = η˜i, i = 1, . . . n, η˜n+1 = η˜p, η˜n+2 = 0.
(4.67)
14We hope there will be no confusion with previous definition (i j) = σiασ
α
j used in d
2σa integrals over
homogeneous coordinates on Riemann sphere.
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we can take residue as resβ1=−1 ◦ resβ2=0. This will give us the following result
resβ1=−1 ◦ resβ2=0[ω] = A∗k,n+1, (4.68)
or in more explicitly
A∗k,n+1 =
∫
Γtree
k,n+2
dk×(n+2)C
Vol[GL(k)]
Reg.
δk×2 (C · λ˜) δk×4 (C · η˜) δ(n+2−k)×2 (C⊥ · λ)
(1 · · ·k) · · · (n+ 1 · · ·k − 2)(n+ 2 1 · · ·k − 1) , (4.69)
where15
Reg. =
〈ξp〉
κ∗
(n+ 2 1 · · ·k − 1)
(n+ 1 1 · · ·k − 1) . (4.70)
This expression is in a complete agreement with our previous derivation [63]. We will
make some comments on the choice of integration contour Γtreek,n+2 in Section 5.
Using (4.69) as starting point we can performing the inverse operation - that is taking
partial integrations and reducing integral in (5.107) to the integral over Gr(2, n + 2)
Grassmannian16:
A∗k,n+1 =
∫ n+2∏
a=1
d2σa
(a a+ 1)
Reg.V
VolGL(2,C)
n+2∏
p=k+1
δ¯2(λp − λ(σp))
k∏
i=1
δ¯2|4(λ˜i − λ˜(σi), ηi − χ˜(σi)) ,
(4.71)
where Reg.V factor is given by
Reg.V =
〈ξp〉
κ∗
(k n + 1)
(k n + 2)
(4.72)
and doubly underlined functions are defined as
(
λ, µ, χ
)
=
k∑
i=1
(λi, 0, 0)
(σ σi)
,
(
µ˜, λ˜, χ˜
)
=
n+2∑
p=k+1
(0, λ˜p, ηp)
(σ σp)
. (4.73)
This should be equivalent to taking integrals over β1 and β2 directly in (4.53). (4.71)
can also be considered as RSV (scattering equation) representation for Willson line form
factor. Scattering equations in this case are given by (3.42) where λ(σ)’s and λ˜(σ)’s are
taken from (4.73).
15Reg. notation for this combination of minors is chosen because such insertion regulates behaviour of
A∗k,n+1 with respect to the soft holomorphic limit in kinematical variables with labels n+1 or n+2 [63].
16The Gr(2, n+ 2) Grassmannian is embedded into Gr(k, n+ 2) Grassmannian again with the help of
Veronese map, see for example [70].
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The result for the case of amplitudes with multiple off-shell legs A∗k,m+n could be
obtained along the same lines as previous discussion. In the case with first m particles
on-shell and last n being off-shell, making identical assumptions as in n = 1 case about
the form of F (C) function, we would get for A∗k,m+n:
A∗k,m+n =
∫
Γtree
k,m+2n
dk×(m+2n)C
Vol[GL(k)]
Reg.(m+ 1, . . . , m+ n)×
× δ
k×2 (C · λ˜) δk×4 (C · η˜) δ(m+2n−k)×2 (C⊥ · λ)
(1 · · ·k) · · · (m · · ·m+ k − 1)(m+ 1 · · ·m+ k) · · · (m+ 2n · · · k − 1) ,
(4.74)
where the external kinematical variables are chosen as
λi = λi, i = 1, . . .m, λm+2j−1 = λpj , λm+2j = ξj, j = 1, . . . n,
λ˜i = λ˜i, i = 1, . . .m, λ˜m+2j−1 =
〈ξj|km+j
〈ξjpj〉 , λ˜m+2j = −
〈pj |km+j
〈ξjpj〉 , j = 1, . . . n,
η˜i = η˜i, i = 1, . . .m, η˜m+2j−1 = η˜pj , η˜m+2j = 0, j = 1, . . . n.
(4.75)
and Reg.(m + 1, . . . , m + n) function is given by the products of ratios of minors of C
matrix:
Reg.(m+ 1, . . . , m+ n) =
n∏
j=1
Reg(j +m),
Reg.(j +m) =
〈ξjpj〉
κ∗j
(2j +m 2j + 1 +m · · · 2j + k − 1 +m)
(2j − 1 +m 2j + 1 +m · · · 2j + k − 1 +m) . (4.76)
This result also coincides with the Grassmannian integral representation for A∗k,m+n first
conjectured in [64]. Also note that if the number of VWLi,i+1 operators is grater than V˜i,
which is given by k, than the correlation function is equal to 0. V˜i from which VWLi,i+1 may
be constructed also are taken into account. It is also possible to rewrite this result in
RSV (scattering equation) form:
A∗k,m+n =
∫ n+2∏
a=1
d2σa
(a a + 1)
Reg.V (m+ 1, . . . , m+ n)
VolGL(2,C)
m+2n∏
p=k+1
δ¯2(λp − λ(σp))
×
k∏
i=1
δ¯2|4(λ˜i − λ˜(σi), ηi − χ˜(σi)) , (4.77)
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where
Reg.V (m+ 1, . . . , m+ n) =
n∏
j=1
Reg.V (j +m) , Reg.V (j +m) =
〈ξjpj〉
κ∗j
(k 2j − 1 +m)
(k 2j +m)
,
(4.78)
and doubly underlined functions of σ as before are defined in (4.73). Note that now
doubly underlined kinematical variables in (4.73) now should be taken from (4.75). At
the end, we want to stress that the explicit form of (4.72) and (4.78) is not unique and is
in fact related to the GL(k) gauge choice in (4.69) and (4.74).
4.2 Generalised worldsheet vertex operators for N = 4 SYM
field theory Stress-tensor supermultiplet operators insertion
Let’s now consider different choice of “target space wave functions” ψ. Namely let’s choose
ψ as:
ψ
({λj, λ˜j, ηj}i+1j=i, {q, γ−}) = F2,2(Ωn,Ωn+1; T )× colour projectors. (4.79)
Here F2,2 is minimal form factor of operators from N = 4 SYM stress tensor supermulti-
plet17. This choice of “target space wave function” should correspond to the worldsheet
generalised vertex operator VST which should describe the insertions of operators from
N = 4 SYM Stress-tensor supermultiplet in the on-shell amplitude i.e. corresponding
form factor:
VSTi,i+1 =
∫ i+1∏
j=i
d2λjd
2λ˜j
Vol[GL(1)]
d4η˜jF2,2(Ωi,Ωi+1; T )
∣∣∣
λ→−λ
ViVi+1
∣∣∣
TaT b→δab→1
, (4.80)
where, as in the previous case, the vertex is supposed to be inserted at points σi, σi+1 and
we have used projection of tensor product of two adjoint on-shell state color represen-
tations onto singlet color representation. Note that initial correlation function of vertex
operators (3.34) is colored object. The singlet projection considered here will effectively
lead to the situation when on the level of colour ordered objects we will have to consider
all possible positions18 of VSTi,i+1 (“gluing positions”) starting from i = 1 up to i = n + 1.
The minimal form factor F2,2(Ωi,Ωi+1; T ) itself is given by [74]:
F2,2(Ωi,Ωi+1; T ) = δ2(λ˜i)δ4(η˜i)δ2(λ˜i+1)δ4(η˜i+1) (4.81)
17More acurately its chiral truncation [91].
18Let us remind that we consider combinations ViVi+1, ViV˜i+1 and V˜iV˜i+1 in definition of VSTi,i+1 on
equal footing.
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with (q and γ− are the operator’s momentum and supermomentum correspondingly)
λ˜i = λ˜i − 〈i+ 1|q〈i+ 1 i〉 , η˜
−
i = η˜
−
i −
〈i+ 1|γ−
〈i+ 1 i〉 , η˜
+
i = η˜
+
i , (4.82)
λ˜i+1 = λ˜i+1 − 〈i|q〈i i+ 1〉 , η˜
−
i+1 = η˜
−
i+1 −
〈i|γ−
〈i i+ 1〉 , η˜
+
i+1 = η˜
+
i+1 . (4.83)
Integrating over helicity spinors λi, λ˜i we get
VSTi,i+1 = −〈ξAξB〉2
∫
dβ1
∫
dβ2 ViVi+1
∣∣∣
TaT b→δab→1
, (4.84)
where
λi = ξA − β1ξB , λ˜i = 1
β1β2 − 1
〈ξB|q
〈ξBξA〉 +
β2
β1β2 − 1
〈ξA|q
〈ξAξB〉 (4.85)
λi+1 = ξB − β2ξA , λ˜i+1 = 1
β1β2 − 1
〈ξA|q
〈ξAξB〉 +
β1
β1β2 − 1
〈ξB|q
〈ξBξA〉 (4.86)
and
η˜−i =
1
β1β2 − 1
〈ξB|γ−
〈ξBξA〉 +
β2
β1β2 − 1
〈ξA|γ−
〈ξAξB〉 , η˜
+
i = 0 (4.87)
η˜−i+1 =
1
β1β2 − 1
〈ξA|γ−
〈ξAξB〉 +
β1
β1β2 − 1
〈ξB|γ−
〈ξBξA〉 , η˜
+
i+1 = 0 (4.88)
Evaluation of string correlation function with stress-tensor vertex operator insertion (here
we are considering colour ordered object)
Fk,n =
〈
V˜1 . . . V˜kVk+1 . . .VnVSTn+1,n+2
〉
+ other gluing positions . (4.89)
closely follows the corresponding calculation for the case of Wilson line vertex operator
insertion presented above. We also want to simplify arguments of delta functions. For
that purpose we introduce unity decomposition [26] in the form (4.54) and use conjecture
that F (C) can be chosen as (4.61). This give us the following expression
Fk,n = −〈ξAξB〉2
∫
dβ2dβ1
∫
dk×(n+2)C
Vol[GL(k)]
F (C) δk×2(C · λ˜)δk×4(C · η˜)δ(n+2−k)×2(C⊥ · λ)
+ other gluing positions (4.90)
Note once more, that here in the expression above in all terms λi, λ˜i, η˜i are functions of β1
and β2 according to (4.85) - (4.88). In the first term explicitly written here i = n+ 1, in
the second i = n e t.c. After appropriate change of variables, which is given in Appendix
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A, we can rewrite (4.90) as (similar to the previous case we understand integration over
β1, β2 as residue form ω, though in this case it dose not bring any simplifications):
ω = −〈ξAξB〉2
∫
dβ1 ∧ dβ2
(1− β1β2)
∫
dk×(n+2)C
Vol[GL(k)]
δk×2 (C ′ · λ˜) δk×4 (C ′ · η˜) δ(n+2−k)×2 (C ′⊥ · λ)
× 1
(1 · · · k) · · · (n− k + 2 · · ·nn+ 1) · · · (n+ 2 1 · · ·k − 1) + other gluing positions .
(4.91)
Here the following notations was used for minors
(n− k + 2 · · ·nn+ 1) = (n− k + 2 · · ·nn+ 1)− β1(n− k + 2 · · ·nn+ 2),
(n+ 2 1 · · ·k − 1) = (n + 2 1 · · ·k − 1)− β2(n+ 1 1 · · ·k − 1), (4.92)
and for kinematical variables:
λi = λi, i = 1, . . . n, λn+1 = ξA, λn+2 = ξB
λ˜i = λ˜i, i = 1, . . . n, λ˜n+1 = − 〈ξB|q〈ξBξA〉 , λ˜n+2 = −
〈ξA|q
〈ξAξB〉 ,
η˜+i = η˜
+
i , i = 1, . . . n, η˜
+
n+1 = 0, η˜
+
n+2 = 0,
η˜−i = η˜
−
i , i = 1, . . . n, η˜
−
n+1 = −
〈ξB|γ−
〈ξBξA〉 , η˜
−
n+2 = −
〈ξA|γ−
〈ξAξB〉 .
(4.93)
Taking residues at β∗1 =
(n−k+2···nn+1)
(n−k+2···nn+2)
and β∗2 =
(n+21···k−1)
(n+11···k−1)
we reproduce the result of [74]
(computational details can also be found in Appendix A.):
Fk,n = resβ1=β∗1 ◦ resβ2=β∗1 [ω], (4.94)
where (here we write explicitly only first term corresponding to VSTi,i+1 positioned in i =
n+ 1):
Fk,n =
∫
Γtree,n+1
k,n+2
dk×(n+2)C
Vol[GL(k)]
Reg.
δk×2 (C · λ˜) δk×4 (C · η˜) δ(n+2−k)×2 (C⊥ · λ)
(1 · · · k)(2 · · ·k + 1) · · · (n+ 2 · · · k − 1)
+ other gluing positions , (4.95)
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Reg. = 〈ξAξB〉2 Y
1− Y , Y =
(n− k + 2 · · ·nn+ 1)(n+ 2 1 · · ·k − 1)
(n− k + 2 · · ·nn+ 2)(n+ 1 1 · · ·k − 1) . (4.96)
19Similar to the previous caseReg. insertion regulates soft holomorphic limit with respect to kinematical
variables with labels n+ 1 and n+ 2 [73].
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Additional label in Γtree,n+1k,n+2 corresponds to the fact that for each term corresponding to
different VSTi,i+1 positions integration contours should be, in general, chosen separately [74].
Using obtained above expression (4.95) as in the previous discussion we can performing
the inverse operation - that is taking partial integrations and reducing integral in (5.107)
to the integral over Gr(2, n+ 2) Grassmannian
Fk,n =
∫ n+2∏
a=1
d2σa
(a a+ 1)
Reg.
VolGL(2,C)
n+2∏
p=k+1
δ¯2(λp − λ(σp))
k∏
i=1
δ¯2|4(λ˜i − λ˜(σi), ηi − χ˜(σi))
+ other gluing positions , (4.97)
where Reg. factor is now given by [70]:
Reg. = 〈ξAξB〉2 Y
1− Y , Y =
n∏
j=n+2−k
(j n+ 1)
(j n+ 2)
k−1∏
i=1
(n+ 2 i)
(n+ 1 i)
(4.98)
and doubly underlined functions are defined as in the case of Wilson line insertion:
(
λ, µ, χ
)
=
k∑
i=1
(λi, 0, 0)
(σ σi)
,
(
µ˜, λ˜, χ˜
)
=
n+2∑
p=k+1
(0, λ˜p, ηp)
(σ σp)
. (4.99)
This should be equivalent to direct calculation of β1,2 integrals in (4.52). This also can be
considered as analog of RSV (scattering equation) representation of form factors of stress
tensor supermultiplet operator.
Let us remind the reader once more that in the formula above the term + other
gluing positions denotes all other insertion positions of minimal form factor in the color
ordered on-shell amplitude. Note, that the original string correlation function contains
all these terms corresponding to different gluing positions from the very beginning.
At the and of this section let us make the following comment regarding results pre-
sented in the literature [70, 100]. Scattering equation representation obtained here is
different from the main result of [70] (see see 2.11 there). We want to stress that we
reproduce results of [74] starting from vertex operator correlation function and our defini-
tion of generalised vertex operator (4.79), at least if we fix “appropriate” integration order
and will take integrals with respect to β1,2 in (4.90) as the last one. Scattering equation
representation (4.97) also obviously coincides with results of application of Veronese map
to individual terms of Grassmannian representation of [74]. We also have checked that
we reproduce answers for NMHV n = 3, 4, 5 point and NNMHV n = 4 point form factors,
similar to [74] if we use integration ordering described above. We think that both scatter-
ing equation representations i.e. [70] and (4.97) give in the end (after integration) identical
result and the explanation to this is that the different functions can have coinciding subset
of residues.
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5 Grassmannians, scattering equations and link rep-
resentations
In derivation of Grassmannian representations (4.69) and (4.95) from ambitwistor string
worldsheet correlation functions (4.52) and (4.89) it was crucial that we can choose F (C)
function in the form of (4.61). So for self consistency here we want to present detailed
discussion and give arguments that such choice is indeed possible. Our discussion will be
based mostly on [26], so if the reader is familiar with the content of [26] he/she can skip
reading to the end of this section where explicit example is considered for the Willson line
field theory operator form factor with n+ 2 = 6 and k = 3.
Let’s look at the case of Wilson line operator form factors and consider (4.58). For
stress tensor supermultiplet operator form factors we will have similar expression but with
different β1,2 dependance. For fixed values of β1,2 parameters the integrand of (4.58) looks
like:
Int =
∫
dk×(n+2)C
VolGL(k)
F (C) δk×2(C · λ˜)δk×4(C · η˜)δ(n+2−k)×2(C⊥ · λ) , (5.100)
All dependance on β1,2 is accumulated in this expression in {λi, λ˜i, ηi}n+2i=n+1 and is given
by (4.49). Here
F (C) =
∫
1
VolGL(2,C)
n∏
b=1
dsbdσb
sa(σb − σb+1)
∏
a∈f
i∈g
δ
(
cai − sasi
σa − σi
)
, (5.101)
with f, g denoting index sets f = 1, . . . , k and g = k + 1, . . . , n + 220. Note that F (C)
is completely kinematically independent and will have the same form also for the case of
stress tensor supermultiplet form factors. In fact Int is identical to the RSV representation
of n + 2 point Nk−2MHV amplitude: Int = Ak,n+2 (it is implemented that appropriate
integration contour Γ is chosen) with appropriately chosen kinematics. So let’s forget
for now about β1,2 integrals completely and concentrate on the RSV representation of
Ak,n+2. Let’s transform the expression for (5.100) into more suitable for our purpose
form. For that it is convenient to rearrange delta functions of kinematical constraints in
20This particular form of f and g is related to GL(k) gauge choice. Namely, f contains the numbers
of columns constituting unity matrix. The different choices of f and g sets with given total numbers of
elements #f = k, #g = n− k + 2 in each set correspond to different gauge choices and also to different
rearrangements of Va and V˜a vertex operator among themselves in correlation function. All gauge should
lead to the same result.
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the form [22]:
δk×2(C · λ˜)δ(n+2−k)×2(C⊥ · λ) = δ4
(
n+2∑
j=1
λjλ˜j
)
J(λ, λ˜)×
×
∫
d(k−2)(n−k)τA
∏
a∈f
i∈g
δ (cai − cai(τ |kin.)) , (5.102)
where J(λ, λ˜) is the Jacobian of transformation and cai(τ |kin.) is a general solution of
underdetermined system of linear equations [22, 101]
caiλa = −λi,
caiλ˜i = −λ˜a, (5.103)
with a ∈ f, i ∈ g. The solution depends on external kinematical data λi, λ˜i as well as on
the arbitrary (k − 2)(n − k) parameters τA. The explicit form of cai(τ |kin.) for general
n and k can be found in [101]. For example [22], for n + 2 = 6, k = 3 and f ∈ (1, 3, 5)
and g ∈ (2, 4, 6) we have cai(τ |kin.) = c∗ai + ǫaa1a2ǫii1i2〈a1a2〉[i1i2]τ , where c∗ai is some
particular solution of (5.103). Using the representation (5.102) we can remove integration
over dk×(n+2)C/Vol[GL(k)]. Next, let’s for simplicity fix helicities of external particles in
such a way that Grassmann delta functions δk×4 go to 121. All these manipulations reduce
our initial expression (5.100) to
Ak,n+2 = δ
4
(
n+2∑
j=1
λjλ˜j
)
J(λ, λ˜)
∫
Γ
d(k−2)(n−k)τA F (C)
∣∣
cai 7→cai(τ |kin.)
, (5.104)
with the appropriate choice of integration contour Γ.
Now one can try to evaluate the function F (C) for general values of n and k in terms of
matrix elements cai [101]. It is a rather complicated expression. The most studied case is
k = 3 [4,26,102] and it is believed that for k > 3 the behavior will be essentially the same
as in k = 3 case [26]. Then let us also concentrate on the k = 3 case as representative,
yet simple enough example. In this case we can rewrite F (C) function in terms of minors
of C matrix and get [26, 102]
F k=3(C) = H(C)
1
S6 . . . Sn+2
, H(C) =
∏n+1
j=6 (12j)(23j − 1)
∏n+1
i=5 (13i)
(n + 1n+ 21)(123)(234)
, (5.105)
and (j = 6, . . . , n+ 2)
Sj = (j − 2j − 1j)(j12)(23j − 2)(j − 113)− (j − 1j1)(123)(3j − 2j − 1)(j2j − 2).
(5.106)
21This is always possible for appropriate GL(k) gauge and external state choices. For example, for
n+ 2 = 6, k = 3 and f = 2, 4, 6, g = 1, 3, 5 the appropriate choice of the external particles helicities will
be (+−+−+−) [22].
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Note that it is different from our choice (4.61).
Let us summarise what we have learned so far. We have explicitly evaluated integral
(5.101) for k = 3 and found that the result of evaluation is naively different from what
we have conjectured. Presumably k > 3 will be no better. To see how this contradiction
resolves let us consider consider representation of the amplitude Ak,n+2 in terms of the
integral over Grassmannian Gr(k, n+ 2)
Ak,n+2 =
∫
Γtree
k,n+2
dk×(n+2)C
Vol[GL(k)]
δk×2 (C · λ˜) δk×4 (C · η˜) δ(n+2−k)×2 (C⊥ · λ)
(1 · · ·k) · · · (n+ 1 · · ·k − 2)(n+ 2 1 · · ·k − 1) . (5.107)
Using the same as before manipulations (namely (5.102) and (5.103)) we will arrive at a
similar expression (5.104) [26], but with different form of F (C) function, which we will
denote now as FGr(C):
An+2,k = δ
4
(
n+2∑
j=1
λjλ˜j
)
J(λ, λ˜)
∫
Γtree
k,n+2
d(k−2)(n−k)τA FGr(C)
∣∣
cai 7→cai(τ |kin.)
, (5.108)
where for k = 3
F k=3Gr (C) = H˜(C)
1
S˜6 . . . S˜n+2
, H˜(C) =
∏n+1
j=6 (12j)(23j − 1)
(n + 1n+ 21)(123)(234)
, (5.109)
and
S˜j = (j − 2j − 1j)(j12)(23j − 2), j = 6, . . . , n+ 2. (5.110)
The F k=3Gr (C) function is given by essentially rearranged cyclic factor [26]:
F k=3Gr (C) =
1
(123)(234) . . . (n + 212)
(5.111)
Note that now this form of F (C) corresponds to our choice (4.61).
As side note let’s point out that one can consider Sj or S˜j function as the explicit
construction of the map S = (S˜6, . . . , S˜n+2), S : C
(n−3) 7→ C(n−3), which zeros determine
the integration contour22 Γ = Γtree3,n+2.
So the natural question is how these different expressions (F (C) and FGr(C)) can
provide us with the representation of the same object? The answer to this question and
also resolution of our contradiction was given in [26,102]. It turns out, that there actually
22It is also important to mention that for k > 3 analogs of (S˜6, . . . , S˜n+2) maps S : C
(k−2)(n−k) 7→
C(k−2)(n−k) may be also constructed [101, 103] and thus the explicit form of Γtreek,n+2 integration contours
is known.
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exists a family of functions F k=3(C|t6, . . . , tn+2) depending on parameters t6, . . . , tn+2,
such that:
F k=3(C|t6, . . . , tn+2) = H(C) 1
S6(t6) . . . Sn+2(tn+2)
,
H(C) =
∏n+1
j=6 (12j)(23j − 1)
∏n+1
i=5 (13i)
(n+ 1n+ 21)(123)(345)
, (5.112)
with (j = 6, . . . , n+ 2)
Sj(t) = (j − 2j − 1j)(j12)(23j − 2)(j − 113)− tj(j − 1j1)(123)(3j − 2j − 1)(j2j − 2),
(5.113)
so that the result of evaluating by residues at zeros of S(t) = (S6(t6), . . . , Sn+2(tn+2)) map
the integral (5.104) is tj independent [26]:
∂tj
∫
S(t)=0
d(n−k)τA F
k=3(C|t6, . . . , tn+2)
∣∣
cai 7→cai(τ |kin.)
= 0, for j = 6, . . . , n+ 2. (5.114)
The case tj = 0 corresponds to the representation of amplitude obtained from Grass-
mannian integral representation, while the case tj = 1 corresponds to the representation
obtained from scattering equations representation:
F k=3(C|1, . . . , 1) = F k=3(C), and F k=3(C|0, . . . , 0) = F k=3Gr (C). (5.115)
The obtained relation thus supports the assertion, that Grassmannian integral represen-
tation has stringy origin.
As an illustration let’s consider simplest case k = 3, n + 2 = 6. In this case we have
integral over single complex parameter τ (it is assumed that in all minors the replacement
cai 7→ cai(τ |kin.) was performed):
A6,3 =
∫
S(t)=0
dτ
(135)
(123)(345)(561)
1
S(t)
,
S(t) = t(123)(345)(561)(246)− (234)(456)(612)(351) , (5.116)
where minors (123), (345), (561) and S(t) are liner function of τ . According to Cauchy
theorem the different residues are related with each other as
{S(t)} = −{(123)} − {(345)} − {(561)}. (5.117)
Here {. . .} denotes the integral residue at the corresponding pole. Note, that for (123) = 0,
(345) = 0 or (561) = 0 the term in S(t) proportional to t vanishes and as a consequence
we have
∂t{(123)} = ∂t{(345)} = ∂t{(561)} = 0, (5.118)
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So, in the computation of the above integral we can put S(t) to S(0) and get
(135)
(123)(345)(561)
1
S(0)
=
1
(123) . . . (612)
. (5.119)
In the case n + 2 > 6 the situation is similar, but now one must deal with multiple
integrations over complex variables and use global residue theorem [26,102]. The explicit
computations were also preformed for the k = 4 case in [26] and it is believed that one
can use F (C) function in the form of
F (C) = FGr(C) =
1
(1 · · ·k)(2 · · ·k + 1) · · · (n + 2 · · ·k − 1) . (5.120)
for general values of n and k, which is why we also used F (C) function in the form of
(4.61) in our considerations in the previous chapter. However, as far as we know there is
no general proof of this assertion.
Let’s once more stress that in all considerations above we never used explicit form of
kinematical dependance of (i.e. explicit form of solution of 5.103) minors of matrix C. So
presented above construction will be valid not only for the Ak,n+2 amplitude but also for
the integrand of (4.58) and in the analogous expression for the form factors of operators
from stress tensor supermultiplet, where, in both cases, some λ’s and η’s are rational
functions of β1,2 parameters. This is why we can replace F (C) with FGr(C) according to
(4.61).
In the end of this section, as an example, let us consider the simple none trivial case of
n+2 = 6, k = 3 and check that we indeed get the same result independent of whether we
faithfully use (5.101) or replace it with (5.120) as F (C) function in (4.58). Computing the
string correlation function from the previous section for A∗3,4+1 amplitude we end up with
the following expression (let’s stress once again that in this formula λi, λ˜i, η˜i for i = 5, 6
are functions of β1,2 according to (4.49)):
A∗3,4+1 =
〈ξp〉
κ∗
∫
dβ1 ∧ dβ2
β1β2
1
β21β2
1
VolGL(3)
×
∫
d3×6C F (C) δk×2(C · λ˜)δ3×4(C · η˜)δ(3)×2(C⊥ · λ) , (5.121)
where F (C) is given by (5.105) with n = 4. Performing change of variables (see also
appendix A) and evaluating composite residue at points resβ1=−1 ◦ resβ2=0 we end up
with
A∗3,4+1 =
∫
S=0
dτ F˜ (C), F˜ (C) =
(135)
(123)(345)(561)
1
S
,
S = (123)(345)(561)(245)− (234)(456)(512)(351), (5.122)
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and all minors, according to (5.103) are functions of external kinematical data defined
as (4.67) with n = 4, k = 3. If we replace F (C) with (5.111) according our previous
discussion we will obtain
A∗3,4+1 =
∫
Γ
dτF˜ ′(C), where F˜ ′(C) =
(612)
(512)
1
(123) . . . (612)
(5.123)
which is equivalent to (5.122) as expected, after appropriate choice of Γ, which should
encircle poles at (123), (345) and (561). Also from this example we see, that in the case
of A∗3,n+1 off-shell amplitudes we can explicitly construct integration contours for their
Grassmannian integral representations (i.e. the maps S = (S˜6, . . . , S˜n+2), S : C
(n−3) 7→
C(n−3), whose zeros determine the integration contours Γtree3,n+2 in (5.107)). The latter are
given by:
S˜j = (j − 2j − 1j)(j12)(23j − 2), j = 6, . . . , n+ 1,
S˜n+2 = (nn + 1n+ 2)(n+ 112)(23n). (5.124)
This expression is easily obtained by considering integration contour (S˜6, . . . , S˜n+2) for
n + 2 point on-shell amplitude and accounting for Reg. ∼ (n + 212)/(n+ 112) factor. It
is believed, that in the case k > 3 the integration contours can be constructed in similar
fashion.
In the end of this section let’s make the following remark. Conditions (5.113) in general
and for n+2 = 6 in particular can be interpreted as conditions for 6 points lie on a conic.
For example:
S(1) = (123)(345)(561)(246)− (234)(456)(612)(351) = 0 (5.125)
is condition that 6 points in Grasmannian CP2 lie on a single conic (any general 5 points
determines a conic, so this is condition that point 6 also belongs to the conic). It is natural
to ask if there is any geometrical interpretation for
S = (123)(345)(561)(245)− (234)(456)(512)(351) = 0 (5.126)
which appears in our construction. We found that conditions on matrix C to be of
Veronese form and S = 0 are equivalent to σ6 = σ5 and σ1, . . . , σ5 are arbitrary (here as
in [26] we rescaled all si to 1) i.e. we interpret this condition as point 6 belongs to the
conic and coincides with point 5. This is probably not very surprising. The dimensionality
of the Grassmannian is related to the number of independent kinematical variables. In
the case of off-shell amplitudes (Wilson line form factors) we use axillary spinors λp and
λξ in description of off shell momenta. But in the final result dependence on λξ drops
out [53, 63, 64], so effectively we have less variables than naively expected.
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6 Gluing procedure and amplitudes
Let’s return once again to the formula (4.58). We have seen in the previous sections that if
we leave integrals with respect to β1,2 intact and concentrate on integrations with respect
to dsadσa the result (after appropriate choice of integration contours) will be proportional
to Ak,n+2 on-shell amplitude where the dependance on β1,2 is condensed in kinematical
variables {λi, λ˜i, ηi}n+2i=n+1 (see (4.49) and (4.51)).
So we can think of some integral operator Aˆ which directly transforms on-shell ampli-
tudes into Wilson line form factors and correlation functions:
Aˆ : Ak,n+2 7→ A∗k,n+1. (6.127)
We will call this operator the gluing operator and will label it Aˆi,i+1. Label i corresponds
to the position of kinematical variables on which this operator acts. Another way to
introduce this operator is simply consider convolution (in the seance of discussion in
the beginning of section 4) of A∗2,2+1 minimal off-shell amplitude with some function of
{λi, λ˜i, ηi}. In this sense the gluing operation (for Wilson line form factors and correlation
functions) discussed in section 4 is given by the action of gluing operator.
From practical point of view it is useful because one can immediately utilise large
library of answers for on-shell amplitudes into Wilson line form factors and correlation
functions, which in turn can be interpreted as Reggeon amplitudes.
Note also that similar procedure should work for the form factors of operators from
stress tensor supermultiplet, i.e. for different choice of ψ ”target space wave function”
which participates in gluing procedure. Though we will not discuss it in details, and leave
this topic or separate publication. Here we will concentrate on the simplest case of Wilson
line form factors and correlation functions.
So more formally let’s define gluing operator Aˆn+1,n+2[...] acting on the space of func-
tions f of {λi, λ˜i, ηi}n+2i=1 variables as
Aˆn+1,n+2[f ] ≡
∫ n+2∏
i=n+1
d2λid
2λ˜id
4η
Vol[GL(1)]
A∗2,2+1 × f
(
{λi, λ˜i, ηi}n+2i=1
)
. (6.128)
Performing integration over λ˜n+1, λ˜n+2, η˜n+1 and η˜n+2 variables as in Appendix A we get
Aˆn+1,n+2[f ] =
〈pξ〉
κ∗
∫
dβ1
β1
∧ dβ2
β2
1
β21β2
f
(
{λi, λ˜i, η˜i}n+2i=1
) ∣∣
∗
, (6.129)
where
∣∣
∗
denotes substitutions {λi, λ˜i, ηi}n+2i=n+1 7→ {λi(β), λ˜i(β), η˜i(β)}n+2i=n+1 with
λn+1(β) = λn+1 + β2λn+2 , λ˜n+1(β) = β1λ˜n+1 +
(1 + β1)
β2
λ˜n+2 , η˜n+1(β) = −β1η˜n+1 ,
λn+2(β) = λn+2 +
(1 + β1)
β1β2
λn+1 , λ˜n+2(β) = −β1λ˜n+2 − β1β2λ˜n+1 , η˜n+2(β) = β1β2η˜n+1 .
(6.130)
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and
λn+1 = λp, λ˜n+1 =
〈ξ|k
〈ξp〉 , η˜n = η˜p; λn+2 = λξ, λ˜n+2 =
〈p|k
〈ξp〉 , η˜n+2 = 0. (6.131)
Here we also understand integration with respect to β1,2 as residue form, and will always
evaluate it at points resβ2=0 ◦ resβ1=−1. After this formal introduction we are ready to
consider several examples of action of Aˆi,i+1 on on-shell amplitudes.
6.1 Tree level
So let’s test how our gluing operator works on some explicit examples. The simplest case
is given by the action of Aˆ on k = 2, n+ 2 = 4 point amplitude A2,4. We expect that we
will reproduce A∗2,2+1 off-shell amplitude (Wilson line operator form factor) by the action
of operator Aˆ34[. . .] on A2,4 on-shell amplitude. Note also, that next steps are actually
identical for all k = 2 amplitudes with arbitrary n. Indeed in the case of A2,4 amplitude
we have
A2,4(Ω1, . . . ,Ω4) = δ
4(p1234)
δ8(q1234)
〈12〉〈23〉〈34〉〈41〉. (6.132)
Introducing notations23
p1...n ≡
n∑
i=1
pi ≡
n∑
i=1
λiλ˜i, p
2
1...n = p
2
1,n, q1...n ≡
n∑
i=1
λiη˜i, (6.133)
the A2,4 amplitude with |∗ substitution applied takes the form
A2,4
∣∣∣
∗
= δ4(p12 + k)
δ8(q12p)β
2
1β2
〈12〉(〈2p〉+ β2〈2ξ〉)〈pξ〉(β1β2〈1ξ〉+ (1 + β1)〈1p〉) . (6.134)
Now, evaluating integral over β1, β2 by means of composite residue resβ1=−1 ◦ resβ2=0[...]
we get
Aˆ34[A2,4(Ω1, . . . ,Ω4)] = δ
4(p12 + k)
δ8(q12p)
κ∗〈12〉 resβ2=0 ◦ resβ1=−1[ω] = A
∗
2,2+1(Ω1,Ω2, g
∗
3),
(6.135)
where
ω =
dβ2 ∧ dβ1
β2β1(〈2p〉+ β2〈2ξ〉)(β1β2〈1ξ〉+ (1 + β1)〈1p〉) , (6.136)
23Here for simplicity we also drop spinorial and SU(4)R indices.
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and (the projector ∂4ηp acting on A
∗
2,n+1 is implemented)
A∗2,2+1(Ω1,Ω2, g
∗
3) = δ
4(p12 + k)
1
κ∗
δ8(q12p)
〈p1〉〈12〉〈2p〉 . (6.137)
This is in agreement with results of [53, 63] for A∗2,2+1.
Proceeding in similar way let’s consider action of Aˆn+1n+2 on A2,n+2 on-shell amplitude.
We expect that the result will be given by A∗2,n+1 Wilson line form factor. Indeed it is
easy24 to see that
Aˆn+1n+2[A2,n+2(Ω1, . . . ,Ωn+2)] = A
∗
2,n+1(Ω1, . . . ,Ωn, g
∗
n+1) =
δ4(p1...n + k)
κ∗
δ8(q1...p)
〈p1〉〈12〉 . . . 〈np〉 .
(6.138)
This is once more in agreement with results of [53, 63] for A∗2,n+1.
Proceeding further in similar way we can also reproduce another results obtained from
BCFW recursion [53, 63] for component off-shell amplitudes (Wilson line operator form
factors) A∗3,3+1(1
−2−3+g∗4) and A
∗
3,4+1(1
+2+3−4−g∗5) [53, 63]. We expect to obtain them
from the on shell amplitudes A3,5(1
−2−3+4−5+) and A3,6(1
+2+3−4−5−6+) by means of
action of Aˆ45[. . .] and Aˆ56[. . .] correspondingly. Performing simple computations (the
explicit details and answers can be found in Appendix B) we see that indeed the following
relations holds:
Aˆ45[A3,5(1
−2−3+4−5+)] = A∗3,3+1(1
−2−3+g∗4), (6.139)
Aˆ56[A3,6(1
+2+3−4−5−6+)] = A∗3,4+1(1
+2+3−4−g∗5), (6.140)
in agreement with previously obtained results for Willson line form factors [53, 63].
As a final example we would like to consider the case with multiple gluing operations
applied. Let’s consider quite none trivial example of such situation, namely let’s con-
sider correlation function of three Wilson line operators A∗3,0+3(g
∗
1, g
∗
2, g
∗
3). According our
construction of generalised worldsheet vertex operators it should be given by:
A∗3,0+3(g
∗
1, g
∗
2, g
∗
3) =
〈VWL1,2 VWL3,4 VWL5,6 〉 . (6.141)
It was first computed in [53] by means of BCFW recursion and later reproduced in [64]
form Grassmannian integral representation. The result is given by:
A∗3,0+3(g
∗
1, g
∗
2, g
∗
3) = δ
4(k1 + k2 + k3)
(
1 + P′ + P′2
)
f˜ ,
f˜ =
〈p1p2〉3[p2p3]3
κ3κ
∗
1〈p2|k1|p3]〈p1|k3|p2]〈p2|k1|p2]
. (6.142)
24It can be obtained by simple spinor relabellings from previous example
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Here P′ is permutation operator which now shifts all spinor and momenta labels by +1
mod 3.
We want to show that A∗3,0+3 can be reproduced from NMHV6 point on shell amplitude
A3,6(1
−2+3−4+5−6+) by application of the following product of gluing operators Aˆ12◦Aˆ34◦
Aˆ56. Indeed (see appendix B for details), the following relation holds:
A∗3,0+3(g
∗
1, g
∗
2, g
∗
3) = (Aˆ12 ◦ Aˆ34 ◦ Aˆ56)[A3,6(1−2+3−4+5−6+)]], (6.143)
where A3,6(1
−2+3−4+5−6+) amplitude is given by
A3,6 = δ
4(p1...6)
(
1 + P2 + P4
)
f, f =
〈13〉4[46]4
〈12〉〈23〉[45][56]〈3|1+ 2|6]〈1|5 + 6|4]p2456
(6.144)
and P is permutation operator shifting spinor labels by +1 mod 6.
So we have seen on multiple examples that presented in the beginning of this section
gluing operator Aˆi,i+1 allows one to convert on-shell amplitudes into Willson line form
factors and correlation functions at tree level.
At the end of this subsection we would like to point out the formal analogy between the
action of Aˆii+1 operators on Ak,n amplitudes and action of R-matrices on some vacuum
state of integrable spin chain. Indeed, it looks like Aˆii+1 operator creates ”excitation”
(Wilson-line operator insertion) in the ”vacuum” consisting from on-shell states. We
think that this analogy being properly investigated may provide us with the answer to
question ”what is the appropriate description of Wilson line form factors in terms of some
integrable system?”.
It is also interesting to note that the integration with respect to β1, β2 variables, which
was performed by taking residues, is in fact equivalent to the choice of specific kinematical
limit for the momenta pn+1 and pn+2 of the initial on-shell amplitude. If we naively take
consecutive limits β1 → −1, β2 → 0 in the definitions of momenta pn+1(β) and pn+2(β),
which is equivalent to residue evaluation, we would get finite result25
pn+1 = λn+1λ˜n+1, pn+2 = λn+2λ˜n+2. (6.145)
On the other hand, for all ω forms which we have encountered in previous examples we
may use global residue theorem to relate multiple residue at β1 = −1, β2 = 0 with the
multiple residue at β1 = 0, β2 = 0. If we take the limits β1 → 0, β2 → 0 (regardless of the
order of limits) in the definitions of pn+1(β) and pn+2(β) momenta we will get singular
result
pn+1 =
1
β2
λn+1λ˜n+2 + λn++2λ˜n+2 +O(β2),
pn+2 =
1
β2
λn+1λ˜n+2 + λn+1λ˜n+1 +O(β2), (6.146)
25Note, that if we would take the limits in opposite order the results for pn+1, pn+2 momenta would
diverge, but the expression for off-shell amplitudes would still be finite.
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which is equivalent to BCFW shift [n+1, n+2〉 of pn+1 = λn+2λ˜n+2 and pn+2 = λn+1λ˜n+1
momenta evaluated at large z. The behavior of amplitudes in the limit z → ∞ may be
interpreted as special kinematical limit with some particles with large (complex) light like
momenta traveling in the soft background [104]. So in this sense our gluing procedure
is closely related to the specific high energy kinematical limit of the ordinary on-shell
amplitudes.
6.2 Integrands
So far we have seen that by means of gluing operator Aˆi,i+1 we can to convert on-shell
amplitudes into Willson line form factors and correlation functions at tree level, formally
without any reference to ambitwistor string or Grassmannian representation. Though
the explicit form of this operator is of course motivated heavily by our construction of
generalised vertex operators.
But what about loops? Since our gluing operator acts in simple manner on rational
functions it is natural to try verify conjecture that using Aˆi,i+1 we can convert integrands
of on-shell amplitudes into integrands of Wilson line form factors and correlation functions
as well.
To see whether this conjecture is reasonable let us consider the simplest possible
example of k = 2, n + 1 = 3 point one loop amplitude A
∗(1)
2,2+1 and show that the gluing
operator applied to the integrand of A
(1)
2,4 amplitude will give us the desired expression for
the integrand of A
∗(1)
2,2+1 amplitude.
But first we need to obtain the integrand of A
∗(1)
2,2+1 amplitude itself. The easiest way
to get it is try to reconstruct it from k2 channel unitarity cut. Considering the latter
(taking residues of the integrand with respect to the poles of 1/l21 and 1/l
2
2 propagators,
see Fig. 1) we have26:
A
∗(1)
2,2+1
∣∣∣
k2 cut
=
∫
d4ηl1d
4ηl2A
∗
2,2+1(l1, l2, g
∗)A2,4(l1, l2,Ω2,Ω1) = A
∗
2,2+1(l1, l2, g
∗)
Tr(kp21)
(pl2)(l22)
.
(6.147)
The Tr factor can be transformed into k2(p + p2)
2 = (p1 + p2)
2(p2 + p)
2 with the help
of momentum conservation k + p1 + p2 = 0, and kT decomposition conditions (pk) = 0.
Thus, the expression for A
∗(1)
2,2+1(Ω1,Ω2, g
∗) amplitude is given by
A
∗(1)
2,2+1(Ω1,Ω2, g
∗) = A∗2,2+1(Ω1,Ω2, g
∗)
∫
dDl
(p1 + p2)
2(p2 + p)
2
l2(l + p2)2(l + p1 + p2)2(pl)
, (6.148)
which contains one loop scalar box integral with one of the propagators, namely 1/l2
replaced by its eikonal counterpart 1/(pl), see Fig. 2.
26The necessary manipulations are similar to the case of s-channel cut of A
(1)
2,4 amplitude. (pq) here
stands for standard Mincovskian scalar product.
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l1
l2
p1
p2
k
Figure 1: Unitarity cut of A
∗(1)
2,2+1 amplitude in k
2 = (p1 + p2)
2 channel.
Now let’s turn to the integrand of A
(1)
2,4 amplitude:
A
(1)
2,4(Ω1, . . . ,Ω4) = A2,4(Ω1, . . . ,Ω4)
∫
dDl
(p1 + p2)
2(p2 + p3)
2
l2(l + p2)2(l + p1 + p2)2(l − p3)2 . (6.149)
It should be noted, that the notion of integrand is uniquely defined only in dual variables.
So, to be accurate we should consider the gluing operation in such variables (momentum
twistors) also. Here, we will however use helicity spinors in a hope that possible loop
momentum rearrangement will not cause any trouble. It turns out that it is indeed the
case as we will see in a moment. Acting with Aˆ34 operator on the A
(1)
2,4(1, 2, 3, 4) integrand
Int = A2,4(Ω1, . . . ,Ω4)
(p1 + p2)
2
l2(l + p2)2(l + p1 + p2)2
(p2 + p3)
2
(l − p3)2 . (6.150)
and using momentum definitions (B.183) we get
Aˆ34[Int] = A
∗
2,2+1(Ω1,Ω2, g
∗
3)
(p1 + p2)
2
l2(l + p2)2(l + p1 + p2)2
(p2 + p)
2
(lp)
, (6.151)
which is exactly the integrand expression for A
∗(1)
2,2+1 amplitude.
This example gives us a hope that more accurate and general consideration of gluing
procedure at the level of integrands will be also successful and will provide us with the
prescription for obtaining A
∗(l)
k,m+n integrands from the corresponding A
(l)
k,m+2n integrands
by application of appropriate combinations of Aˆii+1 operators.
7 Conclusion
In this paper we presented results for derivation of scattering equations (RSV) and Grass-
mannian representations for form factors of local and Wilson line operators inN = 4 SYM
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p1
p2p3
p4
l
l + p2l − p3
l + p1 + p2
A)
0
k p1
p2
l
l + p2−l
l + p1 + p2
B)
Figure 2: Scalar box integrals contributing to A
(1)
2,2+1 and A
∗(1)
2,2+1 amplitudes correspond-
ingly. Line with coil denotes eikonal propagator 1/(pl).
from corresponding four dimensional ambitwistor string theory. In the case of local op-
erators we restricted ourselves to the case of form factors of operators from stress-tensor
operator supermultiplet. The obtained results are in agreement with previously obtained
Grassmannian integral representations. As by product we discovered an easy and con-
venient gluing procedure, which allows to obtain required form factor expressions from
already known amplitude expressions. The construction of composite string vertex oper-
ators for the analysed local or Wilson line operators was inspired by the mentioned gluing
procedure. An interesting future research direction, which we are planning to pursue, will
be to consider pullbacks of composite operators defined on twistor or Lorentz harmonic
chiral superspace [77–83]. We hope that our consideration along these lines could be
extended to arbitrary local composite operators.
Next, it would be very interesting to fully uncover geometrical picture behind Grass-
mannian and scattering equations representations for form factors of local and Wilson
line operators. It is interesting to see if the “Amplituhedron” picture could be extended
to all possible gauge invariant observables in N = 4 SYM, which representations under
global gauge transformations may differ from singlet representation.
Having obtained scattering equations representations one may wonder what is the
most efficient way to get final expressions for particular form factors with given number
of particles and their helicities. In the case of amplitudes we know that it is given by
computation of global residues with the methods of computational algebraic geometry
[105–107] , see also [103]. It would be interesting to see how this procedure works in the
case of tree level form factors, their loop level integrands and provide necessary details
36
needed when writing computer codes.
Finally, it would be interesting to consider loop corrections to form factors of Wilson
line operators (gauge invariant off-shell amplitudes). Also, it is extremely interesting
to see how the presented approach works in other theories, for example in gravity and
supergravity, where in the case of gauge invariant off-shell amplitudes we have a well
developed framework based on high-energy effective lagrangian [108–112], see also [113–
117] for similar research along this direction.
Acknowledgements
The authors would like to thank D.I. Kazakov, L.N. Lipatov and Yu-tin Huang for in-
teresting and stimulating discussions. This work was supported by RFBR grants # 17-
02-00872, # 16-02-00943 and contract # 02.A03.21.0003 from 27.08.2013 with Russian
Ministry of Science and Education.
A Gluing procedure and Grassmannians
In this appendix we are going to present computational details from section 4 of the main
text.
Before proceeding with actual formulas let’s make the following remark. The gluing
procedure (gluing operator) introduced in [74] was in fact implicitly used to obtain both
the Grassmannian integral representation for form factors of operators from stress-tensor
supermultiplet [74] and off-shell amplitudes with one leg off-shell [63]. The idea was to
take a top-cell diagram for amplitude, perform a sequence of square and merge/unmerge
moves until we get a box (assume it is possible for the diagram under consideration)
on the boundary and replace it with the corresponding minimal form factor or off-shell
amplitude. Graphically, this relation reads27
n · · · 3 2 1
n+ 2n+ 1
−→
n · · · 3 2 1
,
(A.152)
where the box at the legs n + 1 and n+ 2 was replaced for the sake of concreteness. We
got a similar relation of form factor on-shell diagrams to the amplitude on-shell diagrams
27We have borrowed this nice picture from [74]
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in [73,76] based on soft limit procedure. The corresponding box diagram was deformed by
extra soft factor, so that it became equivalent to the corresponding minimal form factor.
It turns out however, that there is a simpler gluing procedure, which we used in
our consideration. Namely, we can glue (perform the on-shell phase space integration
- perform convolution with) minimal form factor or off-shell amplitude directly to the
amplitude top cell diagram without cutting off mentioned above boxes.
Now let’s return to actual computations. Let’s consider the case of Wilson line opera-
tors first. Let’s consider (4.53) once more. If we choose F (C) according to (4.59) we can
rewrite (4.53) as:28
A∗k,n+1 =
∫ n+2∏
i=n+1
d2λid
2λ˜i
Vol[GL(1)]
d4η˜iA
∗
2,2+1(g
∗,Ωn+1,Ωn+2)
∣∣∣
λ→−λ
Ak,n+2 , (A.153)
where Ak,n+2 stands for corresponding Grassmannian integral - top-cell diagram (which
can be evaluated into Nk−2MHV n + 2 point on-shell amplitude if the appropriate inte-
gration contour is chosen)29:
Ak,n+2 =
∫
dk×(n+2)C
Vol[GL(k)]
δk×2(C · λ˜)δk×4(C · η˜)δ(n+2−k)×2(C⊥ · λ)
(1 · · ·k)(2 · · ·k + 1) · · · (n+ 2 · · · k − 1) , (A.154)
and the minimal off-shell vertex A∗2,2+1(g
∗, n+ 1, n+ 2) is given by [63]:
A∗2,2+1(g
∗,Ωn+1,Ωn+2) =
1
κ∗
∫
d2×3C
Vol[GL(2)]
δ4(C · λ˜)δ8(C · η˜)δ4(C⊥ · λ)
(p n+ 1)(n+ 1n+ 2)(n+ 2 p)
=
1
κ∗
∫
dβ1
β1
dβ2
β2
δ2(λp + β1λn+1 − β1β2λn+2)δ2(λ˜n+1)δ2(λ˜n+2)
×δ4(η˜n+1 + β1η˜p)δ4(η˜n+2 + β2η˜n+1) (A.155)
with λ˜n+1 = λ˜n+1 +
〈n+2|k
〈n+2|n+1〉
and λ˜n+2 = λ˜n+2 +
〈n+1|k
〈n+1|n+2〉
. Here p is the off-shell gluon
direction and k is its momentum. Now, the integration steps up to final integrations in
β1 and β2 follow closely those in [63]. That is, performing integrations over λ˜n+1, λ˜n+2,
η˜n+1 and η˜n+2 we get
λ˜n+1 = − 〈n+ 2|k〈n+ 2|n+ 1〉 , λ˜n+2 = −
〈n+ 1|k
〈n+ 1|n+ 2〉 , (A.156)
η˜n+1 = −β1η˜p, η˜n+2 = β1β2η˜p. (A.157)
The Vol[GL(1)]2 redundancy in the remaining integrations over λ is removed using their
parametrization as in [74]:
λn+1 = ξA − β3ξB , λn+2 = ξB − β4ξA, (A.158)
28Without loss of generality we may choose off-shell leg to lie between legs 1 and n.
29Here we left the integration contour unspecified.
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where ξA and ξB are two arbitrary but linearly independent reference spinors. Then
〈n+1 n+2〉 = (β3β4 − 1)〈ξBξA〉,∫
d2λn+1
Vol[GL(1)]
d2λn+2
Vol[GL(1)]
= −〈ξAξB〉2
∫
dβ3dβ4 (A.159)
and
A∗k,n+1 =
1
κ∗
〈ξAξB〉2
∫
dk×(n+2)C
Vol[GL(k)]
dβ1
β1
dβ2
β2
dβ3dβ4
(1− β3β4)2
× δ2(λp + β1(1 + β2β4)ξA − β1(β2 + β3)ξB)
× 1
(1 · · ·k) · · · (n + 2 · · ·k − 1)δ
k×2 (C ′ · λ˜) δk×4 (C ′ · η˜) δ(n+2−k)×2 (C ′⊥ · λ) .
(A.160)
Here, we introduced the following notation
C ′n+1 =
1
1− β3β4Cn+1 +
β3
1− β3β4Cn+2, C
′⊥
n+1 = C
⊥
n+1 − β4C⊥n+2,
C ′n+2 =
1
1− β3β4Cn+2 +
β4
1− β3β4Cn+1, C
′⊥
n+2 = C
⊥
n+2 − β3C⊥n+1, (A.161)
and
λi = λi, i = 1, . . . n, λn+1 = ξA, λn+2 = ξB
λ˜i = λ˜i, i = 1, . . . n, λ˜n+1 =
〈ξB|k
〈ξBξA〉 , λ˜n+2 = −
〈ξA|k
〈ξBξA〉 ,
η˜i = η˜i, i = 1, . . . n, η˜n+1 = η˜p, η˜n+2 = 0.
(A.162)
The factor of 1/(1− β3β4)2 in (A.160) is the Jacobian from reorganizing the C⊥ · λ delta
functions (see [74] for further details). Next, rewriting the first delta function in (A.160)
as
δ2(λp + β1(1 + β2β4)ξA − β1(β2 + β3)ξB)
=
1
β21β2〈ξAξB〉
δ(β3 − 〈ξAp〉
β1〈ξAξB〉 + β2) · δ(β4 −
〈ξBp〉
β1β2〈ξAξB〉 +
1
β2
) (A.163)
choosing ξA = λp, ξB = ξ and taking integrations over β3, β4 we get
A∗k,n+1 =
1
κ∗
〈ξp〉
∫
dk×(n+2)C
Vol[GL(k)]
dβ1dβ2
β1β22
δk×2 (C ′ · λ˜) δk×4 (C ′ · η˜) δ(n+2−k)×2 (C ′⊥ · λ)
(1 · · ·k)(2 · · ·k + 1) · · · (n+ 2 · · ·k − 1) ,
(A.164)
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where now
C ′n+1 = −β1Cn+1 + β1β2Cn+2, C ′⊥n+1 = C⊥n+1 +
1 + β1
β1β2
C⊥n+2,
C ′n+2 = −β1Cn+2 +
1 + β1
β2
Cn+1, C
′⊥
n+2 = C
⊥
n+2 + β2C
⊥
n+1, (A.165)
and
λi = λi, i = 1, . . . n, λn+1 = λp, λn+2 = ξ
λ˜i = λ˜i, i = 1, . . . n, λ˜n+1 =
〈ξ|k
〈ξp〉 , λ˜n+2 = −
〈p|k
〈ξp〉 ,
η˜i = η˜i, i = 1, . . . n, η˜n+1 = η˜p, η˜n+2 = 0.
(A.166)
Introducing inverse C-matrix transformation
Cn+1 = C
′
n+1 + β2C
′
n+2
Cn+2 =
1 + β1
β1β2
C ′n+1 + C
′
n+2 (A.167)
minors of C-matrix containing both n+ 1 and n+ 2 columns when rewritten in terms of
minors of C ′-matrix acquire extra − 1
β1
factor. For example, for (n+1 · · ·k− 2) minor we
have
(n+ 1 · · ·k − 2) = − 1
β1
(n+ 1 · · ·k − 2)′ . (A.168)
This will generate total power of (β1)
k−1 in the numerator. Minors containing either n+1
or n + 2 column transform as
(n+ 2 1 · · ·k − 1) = 1 + β1
β1β2
(n+ 1 1 · · ·k − 1)′ + (n+ 2 1 · · ·k − 1)′ , (A.169)
(n− k + 2 · · ·n + 1) = (n− k + 2 · · ·n+ 1)′ + β2(n− k + 2 · · ·nn + 2)′ , (A.170)
while all other minors remain unchanged (· · · ) = (· · · )′. Finally, accounting for the
Jacobian of transformation
(
− 1
β1
)k
we get
A∗k,n+1 = −
〈ξp〉
κ∗
∫
dk×(n+2)C ′
Vol[GL(k)]
dβ1dβ2
β1β2
δk×2 (C ′ · λ˜) δk×4 (C ′ · η˜) δ(n+2−k)×2 (C ′⊥ · λ)
× 1
(1 · · ·k)′ · · · (n+ 2 · · ·k − 1)′
(
1 + β2
(n−k+2···nn+2)′
(n−k+2···nn+1)′
)(
β1β2 + (1 + β1)
(n+11···k−1)
(n+21···k−1)
)
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Now, understanding integral over β1,2 as residue form and taking resβ1=−1 ◦ resβ2=0 we
recover our result from [63]:
A∗k,n+1 =
∫
Γtree
k,n+2
dk×(n+2)C ′
Vol[GL(k)]
Reg.
δk×2 (C ′ · λ˜) δk×4 (C ′ · η˜) δ(n+2−k)×2 (C ′⊥ · λ)
(1 · · ·k)′ · · · (n+ 1 · · · k − 2)′(n + 2 1 · · ·k − 1)′ ,
(A.171)
with
Reg. =
〈ξp〉
κ∗
(n+ 2 1 · · ·k − 1)′
(n+ 1 1 · · ·k − 1)′ . (A.172)
Now let’s consider form factors of stress tensor supermultiplet operators. Let’s consider
(4.90). In this case we can write it as
Fk,n =
∫ n+2∏
i=n+1
d2λid
2λ˜i
Vol[GL(1)]
d4η˜iF2,2(Ωn+1,Ωn+2; T )
∣∣∣
λ→−λ
Ak,n+2 + other gluing positions. ,
(A.173)
where the minimal form factor F2,2(Ωn+1,Ωn+2; T ) is given by (4.81). Performing next
on-shell integrations for particles n+1 and n+2 as above30 we get (here we are considering
only single term, corresponding to the gluing of minimal form factor between legs 1 and
n. Other terms come from gluing between legs i and i+ 1, i = 1 . . . n− 1)
Fk,n = −〈ξAξB〉2
∫
dβ1dβ2
(1− β1β2)2
∫
dk×(n+2)C
Vol[GL(k)]
δk×2 (C ′ · λ˜) δk×4 (C ′ · η˜) δ(n+2−k)×2 (C ′⊥ · λ)
(1 · · ·k)(2 · · ·k + 1) · · · (n+ 2 · · ·k − 1) ,
(A.174)
where
C ′n+1 =
1
1− β1β2Cn+1 +
β1
1− β1β2Cn+2, C
′⊥
n+1 = C
⊥
n+1 − β2C⊥n+2,
C ′n+2 =
1
1− β1β2Cn+2 +
β2
1− β1β2Cn+1, C
′⊥
n+2 = C
⊥
n+2 − β1C⊥n+1, (A.175)
and
λi = λi, i = 1, . . . n, λn+1 = ξA, λn+2 = ξB
λ˜i = λ˜i, i = 1, . . . n, λ˜n+1 = − 〈ξB|q〈ξBξA〉 , λ˜n+2 = −
〈ξA|q
〈ξAξB〉 ,
η˜+i = η˜
+
i , i = 1, . . . n, η˜
+
n+1 = 0, η˜
+
n+2 = 0,
η˜−i = η˜
−
i , i = 1, . . . n, η˜
−
n+1 = −
〈ξB|γ−
〈ξBξA〉 , η˜
−
n+2 = −
〈ξA|γ−
〈ξAξB〉 .
(A.176)
30See [74] for details.
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The transition from the integration over C-matrix to integration over C ′ matrix is again
done similar to the case of off-shell amplitude considered above. This way our form factor
is written as
Fk,n = −〈ξAξB〉2
∫
dk×(n+2)C ′
Vol[GL(k)]
dβ1dβ2
(1− β1β2)δ
k×2 (C ′ · λ˜) δk×4 (C ′ · η˜) δ(n+2−k)×2 (C ′⊥ · λ)
× 1
(1 · · ·k)′ · · · (n+ 2 · · ·k − 1)′
(
1− β1 (n−k+2···nn+2)′(n−k+2···nn+1)′
)(
1− β2 (n+11···k−1)(n+21···k−1)
)
Finally, taking residues at β1 =
(n−k+2···nn+1)′
(n−k+2···nn+2)′ and β2 =
(n+21···k−1)′
(n+11···k−1)′ we reproduce the
result of [74]:
Fk,n =
∫
dk×(n+2)C
Vol[GL(k)]
Reg.
δk×2 (C · λ˜) δk×4 (C · η˜) δ(n+2−k)×2 (C⊥ · λ)
(1 · · ·k)(2 · · ·k + 1) · · · (n + 2 · · ·k − 1) , (A.177)
where, now
Reg. = 〈ξAξB〉2 Y
1− Y , Y =
(n− k + 2 · · ·nn+ 1)(n+ 2 1 · · ·k − 1)
(n− k + 2 · · ·nn+ 2)(n+ 1 1 · · ·k − 1) . (A.178)
In the formula above we assumed a sum over different top-cell forms corresponding to
different gluing positions of the minimal form factor. Note, that string correlation function
knows about these different top cells by construction.
B Gluing operator for the tree amplitudes
In this appendix we present computational details for application of gluing operator Aˆi,i+1
to the tree level on-shell amplitudes. First of all let’s once more define Aˆi,i+1:
Aˆi,i+1[f ] ≡
∫ n+2∏
i=n+1
d2λid
2λ˜id
4η
Vol[GL(2)]
A∗2,2+1 × f
(
{λi, λ˜i, ηi}n+2i=1
)
, (B.179)
Performing integration over λ˜n+1, λ˜n+2, η˜n+1 and η˜n+2 variables as in Appendix A we get
Aˆ[f ] =
〈pξ〉
κ∗
∫
dβ1
β1
∧ dβ2
β2
1
β21β2
f
(
{λi, λ˜i, η˜i}n+2i=1
) ∣∣
∗
, (B.180)
where
∣∣
∗
denotes substitutions {λi, λ˜i, ηi}n+2i=n+1 7→ {λi(β), λ˜i(β), η˜i(β)}n+2i=n+1 with
λn+1(β) = λn+1 + β2λn+2 , λ˜n+1(β) = β1λ˜n+1 +
(1 + β1)
β2
λ˜n+2 , η˜n+1(β) = −β1η˜n+1 ,
λn+2(β) = λn+2 +
(1 + β1)
β1β2
λn+1 , λ˜n+2(β) = −β1λ˜n+2 − β1β2λ˜n+1 , η˜n+2(β) = β1β2η˜n+1 .
(B.181)
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and
λn+1 = λp, λ˜n+1 =
〈ξ|k
〈ξp〉 , η˜n = η˜p; λn+2 = λξ, λ˜n+2 =
〈p|k
〈ξp〉 , η˜n+2 = 0. (B.182)
We understand integration with respect to β1,2 as residue form, and will always evaluate
it at points resβ2=0 ◦ resβ1=−1.
The following formulas are useful in computations. The transformed momenta for
n+ 1’th and n+ 2’th particles are then given by
pn+1(β) = −β1λn+1λ˜n+1 + 1 + β1
β2
λn+1λ˜n+2 − β1β2λn+2λ˜n+1 + (1 + β1)λn+2λ˜n+2,
pn+2(β) = −β1λn+2λ˜n+2 − 1 + β1
β2
λn+1λ˜n+2 + β1β2λn+2λ˜n+1 + (1 + β1)λn+1λ˜n+1.
(B.183)
and using definitions above it is easy to see that
k = λn+1(β)λ˜n+1(β) + λn+2(β)λ˜n+2(β),
λpηp = λn+1(β)η˜n+1(β) + λn+2(β)η˜n+2(β), (B.184)
for all values of β1 and β2.
First of all let’s make comment for the considered in the main text example (6.135) that
the gluing operation commutes with projectors on particular physical particles provided
we identify n+1 and n+2 particles with gluons with −+ polarizations. Indeed from the
previous example we have [53, 63] (A2,4 ≡ A2,4(Ω1, . . . ,Ω4))
∂4η˜2∂
4
η˜pAˆ[A2,4] = Aˆ[∂
4
η˜2
∂4η˜3A2,4] =
δ4(p12 + k)
κ∗〈12〉 resβ1=−1 ◦ resβ2=0[ω] = A
∗
2,2+1(1
+2−g∗3),
(B.185)
where ω is given now by
ω =
(〈2p〉+ β2〈2ξ〉)3dβ2 ∧ dβ1
β2β1(β1β2〈1ξ〉+ (1 + β1)〈1p〉) . (B.186)
Now let’s proceed with more involved examples considered in the text and reproduce
results for A∗3,3+1(1
−2−3+g∗4) and A
∗
3,4+1(1
+2+3−4−g∗5) amplitudes from [63]. In the case
of A∗3,3+1(1
−2−3+g∗4) amplitude we have to start with A3,5(1
−2−3+4−5+) amplitude (here
and below c−1 = 〈pξ〉):
∂4η˜1∂
4
η˜2∂
4
η˜4A3,5(Ω1, . . . ,Ω5) = A3,5(1
−2−3+4−5+) = δ4(p12345)
[35]4
[12][23][34][45][51]
,(B.187)
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so that
A3,5(1
−2−3+4−5+)
∣∣∣
∗
=
δ4(p123 + k) β
2
1β2(κ
∗c−1[p3] + β2[34])
4
k2c−1[12][23](−β1β2[34] + (1 + β1)c−1κ∗[3p])([1p]c−1κ∗ + β2[14]) .
(B.188)
Now, recalling that k2 = −κ∗κ we get [63]
Aˆ45[A3,5(1
−2−3+4−5+)] =
δ4(p123 + k)[p3]
3
κ[12][23][p1]
= A∗2,3+1(1
−2−3+g∗4), (B.189)
and the integration with respect to β’s was performed by taking composite residue
resβ1=−1 ◦ resβ2=0[...].
In a similar fashion for A3,5(1
+2+3−4−5−6+) amplitude we have
∂4η˜3∂
4
η˜4
∂4η˜5A3,5(Ω1, . . . ,Ω6) = A3,5(1
+2+3−4−5−6+) = A+B, (B.190)
with
A =
〈3|1 + 2|6]3
[45][56]
δ4(p1...6)
〈12〉〈23〉p21,3〈1|2 + 3|4]
,
B =
〈5|3 + 4|2]3
〈56〉〈61〉
δ4(p1...6)
[23][34]p22,4〈1|2 + 3|4]
. (B.191)
Next, it is not hard to see that ([x| ≡ 〈3|(1 + 2), |y〉 ≡ (3 + 4)|2])
A
∣∣∣
∗
=
β21β2([px]c
−1κ∗ + β2[5x])
3
c−1κκ∗(β21β2[45] + (1 + β1)[4p]κ
∗c−1)
δ4(p1234 + k)
〈12〉〈23〉p21,3〈1|2 + 3|4]
,
B
∣∣∣
∗
=
β21β2(〈py〉+ β2〈ξy〉)3
c (〈1ξ〉β1β2 + (1 + β1)〈p1〉)
δ4(p1234 + k)
[23][34]p22,4〈1|2 + 3|4]
. (B.192)
Now, defining
ωA =
([px]c−1κ∗ + β2[5x])
3
c−1κκ∗(β1β2[45] + (1 + β1)[4p]κ∗c−1)
dβ2 ∧ dβ1
β1β2
,
ωB =
(〈py〉+ β2〈ξy〉)3
c (〈1ξ〉β1β2 + (1 + β1)〈p1〉)
dβ2 ∧ dβ1
β1β2
, , (B.193)
we get
Aˆ56[A] =
δ4(p1234 + k)
〈12〉〈23〉p21,3〈1|2 + 3|4]
1
c−1κ∗
resβ1=−1 ◦ resβ2=0[ωA] =
1
κ
δ4(p1234 + k)〈3|1 + 2|p]3
〈12〉〈23〉[4p]p21,3〈1|2 + 3|4]
,
(B.194)
44
and
Aˆ56[B] =
δ4(p1234 + k)
[23][34]p22,4〈1|2 + 3|4]
1
c−1κ∗
resβ1=−1 ◦ resβ2=0[ωB] =
1
κ∗
δ4(p1234 + k)〈p|3 + 4|2]3
〈p1〉[23][34]p22,4〈1|2 + 3|4]
,
(B.195)
So, as expected [63]
Aˆ56[A3,5(1
+2+3−4−5−6+)] = A∗3,4+1(1
+2+3−4−g∗5). (B.196)
As a final example let’s consider the following example. Let’s reproduce A∗3,0+3(g
∗
1, g
∗
2, g
∗
3)
Wilson line correlation function from A3,6(1
−2+3−4+5−6+) on-shell amplitude. According
to our previous discussion A∗3,0+3 could be written as
A∗3,0+3(g
∗
1, g
∗
2, g
∗
3) = (Aˆ12 ◦ Aˆ34 ◦ Aˆ56)[A3,6(1−2+3−4+5−6+)]], , (B.197)
where A3,6(1
−2+3−4+5−6+) amplitude is given by
A3,6 = δ
4(p1...6)
(
1 + P2 + P4
)
f, f =
〈13〉4[46]4
〈12〉〈23〉[45][56]〈3|1 + 2|6]〈1|5 + 6|4]p2456
(B.198)
and P is permutation operator shifting spinor labels by +1 mod 6. The algebraic manip-
ulation related to the actions of Aˆii+1 operators are identical to those already discussed.
The factors 1/β21β2 in the definition of gluing operators will cancel with corresponding
factors in the amplitude after substitutions applied, while integrals are evaluated by com-
posite residues resβ1=−1 ◦ resβ2=0. So, in what follows we will present only the results of
applying gluing operators Aˆii+1 to on-shell amplitude. For f term we have:
Aˆ56[f ] = δ
4(p1234 + k3)
〈13〉4[4p3]3
κ3〈12〉〈23〉〈3|1 + 2|p3]〈1|k3|4]p2123
, (B.199)
and
(Aˆ34 ◦ Aˆ56)[f ] = δ4(p12 + k2 + k3) 〈1p2〉
4[p2p3]
3
κ3〈12〉〈2p2〉〈p2|1 + 2|p3]〈1|k3|p2]〈p2|k3|p2] . (B.200)
Note that the ordinary propagator 1/p2123 transformed into eikonal one 1/(p2k3) after the
action of gluing operator. Finally
(Aˆ12 ◦ Aˆ34 ◦ Aˆ56)[f ] = δ4(k1 + k2 + k3) 〈p1p2〉
3[p2p3]
3
κ3κ
∗
1〈p2|k1|p3]〈p1|k3|p2]〈p2|k1|p2]
, (B.201)
where we used that 〈p2|k3|p2] = 〈p2|k1|p2]. Other terms can be obtained by similar
computations or just by careful relabeling of indexes. The final result takes the form:
A∗3,0+3 = (Aˆ12 ◦ Aˆ34 ◦ Aˆ56)[A3,6(1−2+3−4+5−6+)] = δ4(k1 + k2 + k3)
(
1 + P′ + P′2
)
f˜ ,
f˜ =
〈p1p2〉3[p2p3]3
κ3κ
∗
1〈p2|k1|p3]〈p1|k3|p2]〈p2|k1|p2]
. (B.202)
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Here P′ is permutation operator which now shifts all spinor and momenta labels by +1
mod 3. Obtained expression is in full agreement with previous computations using both
Grassmannian integral representation [64] and BCFW recursion [53].
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