Hot tearing formation in both a classical tensile test and during direct chill (DC) casting of aluminum alloys has been modeled using a semicoupled, two-phase approach. Following a thermal calculation, the deformation of the mushy solid is computed using a compressive rheological model that neglects the pressure of the intergranular liquid. The nonzero expansion/ compression of the solid and the solidification shrinkage are then introduced as source terms for the calculation of the pressure drop and pore formation in the liquid phase. A comparison between the simulation results and experimental data permits a detailed understanding of the specific conditions under which hot tears form under given conditions. It is shown that the failure modes can be quite different for these two experiments and that, as a consequence, the appropriate hot tearing criterion may differ. It is foreseen that a fully predictive theoretical tool could be obtained by coupling such a model with a granular approach. These two techniques do, indeed, permit coverage of the range of the length scales and the physical phenomena involved in hot tearing.
I. INTRODUCTION
HOT tearing is a severe defect that occurs in solidification processes. Tears form in the mushy zone due to the interplay between two main mechanisms: deformation of the partially coherent solid and lack of interdendritic liquid feeding. [1] [2] [3] [4] This phenomenon has been studied for several decades, from both theoretical and experimental standpoints. Classical hot tearing tests, which consist of inducing strains in a mushy alloy, [5, 6] have been reviewed in Reference 1. From the modeling point of view, continuum-scale approaches have been developed, in order to predict the occurrence of hot tears at least semiquantitatively. [7, 8] In order to obtain a quantitative numerical tool for the prediction of hot tearing, several important contributions have been reported. First, a description of the mechanical behavior of mushy alloys is necessary. In this area, a major contribution for aluminum alloys has been proposed recently by Ludwig et al. [9] This work has provided crucial information for the relevant prediction of the amount of strain and the magnitude of the strain rate experienced by the material in the mushy state. Second, the problem of feeding the mushy zone by the intergranular liquid has been addressed in the porosity model of Pequet et al., [10] using a refined mesh locally. Third, the probability of finding a hot tear in a casting can be assessed by defining a suitable hot tearing criterion. Various criteria have been proposed in the literature and are reviewed in Reference 1. These criteria can be based on a critical quantity such as the stress, [11] the strain, [12] or the strain rate. [4] Lately, a granular approach, in which the mushy zone is considered as a population of discrete solid grains surrounded by the liquid phase, has been explored. [13, 14] Such models bring complementary information to the standard mixture approach used in continuum-scale modeling. However, they cover length scales that are too small for them to be applicable for the entire process scale.
In order to model hot tearing using a two-phase average approach, it is necessary to solve three problems: energy conservation, momentum conservation, and liquid flow in the mushy zone (possibly coupled with the nucleation and growth of microporosity). Moreover, they must be addressed at the scale of the entire process. A method for doing this was proposed recently by M'Hamdi et al.; [8] the resulting software is known as TearSim (SINTEF Materials Technology, Oslo, Norway). These authors proposed a fully coupled resolution scheme in which both the interdendritic feeding and the deformation of the casting are calculated simultaneously. This approach was used to model both laboratory-scale [15] and industrial [16] experiments. More recently, a semicoupled version of this problem has been proposed by the present authors: [17, 18] this approach neglects the pressure in the liquid, the deformation of the solid is first calculated. From this, the volumetric (swelling) component of the strain tensor is known and the pressure drop in the liquid is then computed separately. Considering the large difference between the stresses in the solid and the pressure in the liquid, this approach corresponds to only a slight loss in accuracy and offers the great advantage of permitting implementation via commercial software. In the present article, this semicoupled modeling approach is used to discuss in detail experimental results that are available for a laboratory-scale hot tearing test and an industrial direct-chill (DC) cast-aluminum billet.
II. NUMERICAL MODEL
In order to address problems in which a mushy alloy experiences strain, a semicoupled approach was selected because of its flexibility. Details about this method can be found in References 17 and 18; a summary can be found in References 19 and 20. Only a very brief reminder about this model is thus given here. In this model, the thermal field evolution in the casting is calculated using an appropriate finite element package (CalcoSOFT 3D*). The volume fraction of the solid field can be deduced from the solidification path g 0 s T ð Þ (see Table I for the list of symbols), which is input by the user. This solidification path can be calculated using a microsegregation model or can be measured from thermal analyses.
Once a good description of the thermal field is available, the problem of mass and momentum conservation can be addressed. In general, the two-phase momentum conservation equation can be written as [8] 
where " q ¼ g s q s þ g l q l is the two-phase averaged density, p l is the pressure in the liquid phase, and g is the gravity vector. The effective stress r eff ¼ r þ p l I is defined from the total (measured) stress r. The present approach is applicable to cases in which the liquid pressure and its variation remain small (compared to the stress and its gradient), so that it is reasonable to neglect its effect on the mechanical problem. The usual expression of momentum conservation is thus solved to obtain the strain and strain rate fields in the sample: [20] rÁr þ "
The resolution of this problem is carried out using the thermal field (calculated before the mechanical simulation) as input. The rheology of the material is described using the model of Ludwig et al., [9] which has been implemented in Abaqus**. Assuming that the viscoplastic strain rate is a function of both the deviatoric stress S and hydrostatic pressure P s (i.e., the mushy solid is compressible), this model takes the following form for the coherent mushy zone (i.e., for g s >g coh s ):
where
is a thermally activated coefficient, _ e sw and _ e cr are the volumetric (swelling in Abaqus) and deviatoric (creep in Abaqus) equivalent strain rates, respectively, P s ¼ À 1 3 tr r ð Þ is the pressure in the solid, S ¼ r þ P s I is the deviatoric stress tensor, and r M its second invariant (r 2 M ¼ 3 2 S : S). C is a cohesion internal variable, which varies from 0 (freely floating solid grains in liquid) to 1 (dense solid or fully coalesced granular skeleton). The details about the development and meaning of this relation are given in Reference 9. It should be remembered that the mushy zone is a compressible medium (solid grains can be brought together or pulled apart, i.e., strain can change the specific volume of the mushy alloy); this feature is captured by this equation. This is an important aspect of that model, from the point of view of hot tearing studies.
The model is completed by an evolution equation for the internal variable C:
The evolution of this internal variable takes into account the fact that the mushy alloy behavior is dependent upon the stress state it experiences (the value of C * depends upon the stress state). The effect of the coalescence of the grains at a high solid fraction is also introduced above a critical fraction g s coal of typically 96 pct in the expression of coherency C. [9] The materials parameters that appear in this model were determined by experimental identification. [9, 21, 22] In the case of the fully solid material (g s = 1, C = 1), this model takes a more classical form:
½5
This expression is suitable for describing the mechanical behavior of aluminum alloys typically above 400°C. [22] At lower temperatures, strain-hardening effects become significant and it is thus necessary to introduce a generalized Ludwik model: [22] [23] [24] where the creep strain e cr can only accumulate below T e (the temperature below which strain hardening becomes significant). The strain sensitivity g and strain-rate sensitivity k are temperature-dependent functions (typically g(T) is low at high temperature and high at low temperature, while it is the opposite for k(T)).
Having solved the mechanical problem, the velocity field in the solid, v s , is known. Please note that rÁv s ¼ _ e sw " 0 (mushy zone compressibility). This term becomes a source term in the mass conservation equation. The latter is combined with Darcy's law for the calculation of the pressure p l in the liquid, to give [8] 
where l(T) is the viscosity of the liquid phase and
180 is the permeability of the solid skeleton. This quantity depends on the grain size / for equiaxed microstructures. Equation [7] is solved using the ProCAST advanced porosity module, after implementation of the additional term rÁv s ¼ _ e sw . [10] The formation of porosity due to the presence of hydrogen dissolved in the alloy can also be predicted using the full model described in Reference 10. As a summary, the flow chart of the model is presented in Figure 1 .
Finally, please note that the solid fraction takes into account the effect of strain in both the mechanical and porosity calculations. For these cases, the solidification path g 0 s T ð Þ, which is provided as input and is used directly in the heat flow simulation, is corrected according to 
ð Þ will be used only when the thermal solid fraction is specifically referred to.)
III. RIG-TEST APPLICATION

A. Experimental Data
For a first application of the present modeling approach, we consider tensile test data for an Al-2 wt pct Cu alloy; these data were obtained using the rig test of Magnin et al. [12] Let us first briefly recall the description of this test. As illustrated in Figure 2 , a dog-bone-shaped mold is opened at the top and connected to a filling system at the bottom. One end of the mold acts as a fixed jaw, while the other is fixed to a tensile test machine. At the beginning of the test, the top of the mold is closed using a steel chill. Liquid alloy is poured through the filling system and the mold is filled from the bottom. During the first 10 seconds, the alloy in contact with the steel chill solidifies. The chill is then removed. From this time, heat is mostly extracted through the jaws; this leads to a hot spot at the center of the specimen (this effect is enhanced by the presence of liquid alloy in the filling system). During casting, the temperature is recorded by four thermocouples positioned at various locations in the vicinity of this hot spot. When the temperature reaches a value corresponding to the desired solid fraction, the tensile test is started by moving the mobile jaw at a constant displacement rate _ u z , which takes the following values: 2.5, 10, or 40 mm min À1 . Please note that the cooling conditions are such that, when the tensile tests are performed, the isotherms are roughly perpendicular to the direction of applied displacement (i.e., axial direction of the specimen).
B. Model Parameters
For symmetry reasons, only a quarter of the casting was considered in the simulation. The geometry of the filling system is not modeled very accurately, but this did not have any significant effect on the results. The various model conditions are summarized in Figure 3 and Table II . For the sake of simplicity, the heat transfer at boundaries that are not symmetry elements is modeled using a convective heat-transfer condition, in which the external temperature is 20°C. Most of the heat is extracted through the jaw, so that their temperature increases during the test, leading to a decrease in the cooling intensity. This effect is taken into account by using a heat-transfer coefficient that depends on the surface temperature of the alloy, where it is in contact with the jaws (Figure 4 ). The solidification path g 0 s T ð Þ that was used in the computations is shown in Figure 5 , together with the lever rule and the Scheil-Gulliver approximations corresponding to this alloy. The solidification path was obtained from the thermal measurements and was slightly modified for very high solid fractions, in order to account for the delayed completion of solidification due to coalescence, as illustrated in Reference 14.
The mechanical model is set up using the same mesh without taking the filling system into account. The modeling conditions are summarized in Table III . During the tensile test, the nodes that are in contact with the jaws move at a velocity corresponding to the applied displacement rate of the experiment (the symmetry effect being taken into account), while other degrees of liberty are free (zero force in all directions). This allows prediction of the reaction force, which should be equivalent to the force measured during the actual tensile test. The low value of the apparent Young's modulus is due to the fact that it actually corresponds to an effective value. The compliance of the tensile test machine is, indeed, included in this Young's modulus, the value of which was obtained after calibration of the tensile experiment with a fully solidified sample at room temperature. Thermal contraction of the sample was found to be negligible when compared to the strain rate applied by the tensile test machine and is thus neglected (note that before the tensile test, free contraction of the sample is allowed). The rheology of the alloy in the mushy state was described using the parameters from Reference 9 (partially recalled in Table IV) .
The low-temperature properties are described using a generalized Ludwik model (Eq. [6] ), with the parameters from Reference 24 summarized in Table V . The parameters j, g, and k are temperature dependent (coefficients c j i , c g i , and c k i , respectively). This constitutive law is used below 520°C (while strain hardening becomes significant below 423°C), which ensures that the alloy rheological properties are continuous across the entire temperature range.
Finally, the porosity calculation was conducted using an estimate of the amount of hydrogen dissolved in the melt [H] 0 = 0.3 cc STP /100 g. A constant grain size / = 100 lm was used, together with standard parameters given elsewhere. [10] Both the thermal and porosity calculations were conducted on an Intel Xeon à processor (2 GHz). The temperature field was simulated using elements 1.7 mm in size and time-steps of 2 seconds. The CPU time was 1 minute, corresponding to 400 seconds of physical time.
The pore fraction and liquid pressure were calculated using cells 1 mm in size and a time-step of 0.1 second. The CPU time was 1.5 hours. The mechanical problem was solved on an Intel Itanium 2 § processor (1.6 GHz) with elements 1.7 mm in size and an average time-step of typically 10 À4 seconds (automatic time incrementation with the Abaqus parameter CETOL = 10 À6 [17] ). To simulate 10 seconds of an actual tensile test, the CPU time was 6 hours. All these numerical parameters Thermal Boundary Condition as Defined in Fig. 3 h in Wm were determined after a convergence study was performed for idealized conditions, to ensure that the simulated solution would not change significantly if smaller elements and shorter time-steps were used.
C. Results and Discussion
The temperatures measured in the region of the hot spot were compared successfully to the values predicted by the model, as illustrated in Figure 6 . In this figure, the position of the thermocouples is displayed; also displayed is the comparison between typical experimental (thin gray lines) and simulated (thick black lines) temperatures at these locations. It was found that the cooling rate in the mushy alloy during the tensile test has a typical value of _ T = À2 Ks À1 . Using the simulation results, the thermal gradients in the sample could be measured accurately, as could the average temperature value, T center , in the central section of the specimen. The thermal gradient in both the longitudinal (G z , due to cooling from the jaws of the tensile test machine) and vertical (G y , due to the presence of hot liquid in the filling system at the bottom of the hot spot) are plotted against T center in Figure 7 . As can be seen, both components of the gradient vary between 0.7 and 1.7 K/mm, depending on the temperature. The longitudinal gradient G z is desired, in order to create a hot spot at the center of the specimen in a direction parallel to the stress direction. On the other hand, the G y component, which is unavoidable in this setup, introduces a temperature difference in the plane in which strains will be concentrated and disrupts somewhat the interpretation of the results.
The results of the mechanical simulation indicate that the stress (i.e., reaction force) depends on the temperature and the applied displacement rate in a fashion similar to that observed in the actual experiments. A sample comparison between the simulated and measured reaction force is illustrated in Figure 8 . The maximum stress that is reached is much higher in the simulation than in the experiment, because no failure model is included in the numerical computation (i.e., we do not have a hot tearing criterion at this point), while 
Summary of Parameters Involved in Mechanical Calculation
Mechanical boundary condition as defined in Fig. 3 Value 
À5.17 9 10 tearing (failure) actually occurs in the experiment. The rate of increase in the stress in the mushy alloy before fracture is, in fact, the most interesting quantity involved in predicting tearing. From this point of view, an acceptable agreement was found, because the difference between the simulation and the experiment is on the order of the experimental uncertainty (this uncertainty is suggested by having two different experimental results for the same conditions). These arguments lead to the conclusion that the present model is able to predict how strain is distributed in the sample in a satisfactory way. Please note that only strain-related quantities will be used for further analysis of the results. The present test is well suited to studying the ductility of the mushy alloy. As reported by Magnin et al., [12] the ductility-vs-temperature plot is typically a U-shaped curve. This fact is illustrated in Figure 9 (left), which displays the displacement at failure as a function of the temperature in the hot spot (evaluated when tearing actually occurs). At high temperature, the mushy alloy is very ductile, due to the possibility of the rearrangement of grains and easy liquid feeding. At low temperature, the alloy is fully coalesced and exhibits the high ductility that is characteristic of a fully solid material at high temperature (please note that, at the lowest test temperatures, fracture did not occur and failure is taken to correspond to yielding). In the intermediate temperature range, which corresponds to solid fractions at which hot tearing is expected to occur, there exists a minimum ductility. Such results can be obtained readily from the experimental data alone: the ductility is then estimated from the measured overall displacement at failure of the specimen (divided by the gage length). However, the strain is inhomogeneous along the z-axis of this specimen, due to the longitudinal gradient G z . Simulation results are thus very useful, because they permit the estimation of the actual value of strain at failure at the location at which the tear is actually found. By using the present numerical model, it is possible to obtain directly (from the experimental time to failure) and, with enhanced accuracy, the value of the failure strain at which tearing occurs (i.e., in the central section). This quantity can be plotted as a function of the corresponding temperature in the mushy alloy. Such a result is displayed in Figure 9 (right). There are two important features to notice in these results. First, the ductility of the alloy seems to depend only weakly upon the applied strain rate. Second, this curve indeed exhibits a U shape, but the increase in ductility at low temperature is not as marked, as suggested by the experimental results alone. This is due to the inhomogeneous strain field, as is explained later.
Using the simulated strain rate at failure, it is possible to estimate how the strain is distributed in the sample at the time of failure. For that purpose, one defines a dimensionless number, noted s fail , which is the ratio of the applied displacement rate _ u z to the strain rate _ e zz;fail in the center of the specimen at failure, multiplied by the length l sample of the sample
For a uniformly strained specimen, s fail = 1; it is smaller than unity, however, when strains are localized at the center of the specimen. Using the simulated strain rate at failure and Eq. [9] , to compute s fail , the result shown in Figure 10 is obtained (please note that the The experimental data were measured using the rig test on an Al-2 wt pct Cu alloy for two temperatures (540°C and 570°C) and for different pulling velocities (2.5, 10, and 40 mm/min). Curves with the same line color and symbol shape are to be compared. temperature scale was converted to a g s scale). Up to 95 pct of the solid in the hot spot, the strain is distributed across the sample in the same manner: only approximately 10 pct (s fail % 0:1) of the sample length is being effectively deformed in the region of the hot spot. In this regime, the ductility of the alloy may be obtained from the experimental measurements (dividing the displacement at failure by a tenth of the sample length). At higher solid fractions, the strain in the sample gets more and more evenly distributed (the concentration factor s fail increases rapidly with g s ); this contributes significantly to the apparent ductility (i.e., displacement at failure) of the alloy. As a consequence, the intrinsic ductility of the alloy at high solid fractions can only be evaluated accurately provided an efficient numerical model is available to take into account the strain distribution effects (because the effectively strained length of the sample varies strongly, even for small solid-fraction increments). This is important because only the intrinsic ductility (a material property that should not be dependent upon test geometry, for example) may be used to predict hot tearing in other test setups.
In summary, it appears that the best way to explain hot tearing in the rig test is to consider that there exists a critical amount of strain that the mushy alloy can withstand before breaking. This ductility is strongly dependent upon temperature, is minimum when the solid fraction is close to 95 pct (typical value when hot tears are thought to be formed), and is only weakly dependent upon the strain rate. The value of the ductility can be evaluated only if both experimental and numerical data are available, because it is necessary to make a distinction between the intrinsic properties of the mushy alloys and the strain distribution effects (because the latter are also geometry dependent). Finally, it is worth noting that predictions of the amount of microporosity expected in the sample could be obtained. [18] These results did not provide additional key insights into the failure mechanisms involved in this experiment (the porosity formation pattern is only weakly dependent upon the applied strain).
IV. INDUSTRIAL APPLICATION
A. Experimental Data
The present modeling approach was then applied to a more industrially relevant case. The AA5182 billets were DC cast by Commet et al. [25] using the casting recipe shown in Figure 11 under industrial conditions. After casting, the detection of the hot tear position (height) along the centerline was performed by ultrasonic (US) measurements. During the start-up phase, hot tearing was avoided up to approximately 1 m of casting. As the casting speed was ramped up from 80 to 140 mm/min, a hot tear formed (point labeled ''tear initiation'' at approximately 1 m of casting in Figure 11) . Afterward, the casting speed was ramped down and the hot tear disappeared once the casting speed was reduced below 110 mm/s (point labeled ''tear healing'' at 2.2 m of casting). In a final stage, the casting speed was increased again, so that the hot tear nucleated again at 2.7 m of casting and grew up to the top of the billet. The development of the hot tear during the last ramping up of the casting speed (region outlined in gray in Figure 11 ) was further studied by Grasso.
[26] The billet was cut into 1-cm-thick slices, to study how the morphology of the tears evolved from an annular porosity distribution to a linear crack and, finally, to a typical three-branch star-shaped crack. Please note that these observations resulted in detection of the onset of the tear slightly later than the US measurements (this is not surprising, because the latter study was performed by techniques involving use of the naked eye). Another piece of experimental information is also available for this billet: the depth of the liquid pool, which was measured during casting by probing the bottom the sump with a rod.
B. Model Parameters
Because the DC casting process of the AA5182 billet is axisymmetric, it was treated as such in the present simulation. When looking at the casting in a reference frame attached to the bottom block, the liquid level z level is a function of the time t. Please note that the casting speed v cast is prescribed as a function of the z level , according to
The entire final billet was meshed once, for all calculations. Since no boundary condition can be imposed at z level , the following procedure was adopted. The region above z level has its external surface set with an adiabatic boundary condition, whereas its thermal conductivity is fixed to zero. As a consequence, the top liquid surface (z = z level ) in the billet will always have a temperature equal to the pouring temperature, which is the same as the initial temperature in the domain. This technique allows for a reasonable treatment of the top liquid surface (i.e., treatment of the hot top apparatus) without having to use an evolving mesh. All the other boundary conditions applied to the billet are summarized in Figure 12 and Table VI. Cooling from the side (2) and bottom (5) of the billet is modeled using a variable convective heat-transfer coefficient and a constant external temperature of 20°C. The value of the heat-transfer coefficient depends on local conditions (especially for cooling from the side). Just below the liquid surface, the side of the billet is not in contact with the mold (meniscus formed due to bad wetting of the liquid). Below this region, contact is established with the mold down to the point at which an air gap is formed. Below this gap (i.e., on most of the side of the billet), the secondary cooling regime (impingement of the water jet and then the flow of water) is described with a value of h 2 that depends on the surface temperature. The contact with the bottom block is also simulated, using an effective convective heat-transfer coefficient. All these parameters were estimated based on past inverse simulations performed under similar DC casting conditions. [27] The properties of the materials that were used for the AA5182 alloy for the thermal calculation are shown in Table VII .
As far as the mechanical simulation of this process is concerned, the boundary conditions are quite simple, because they are described by the symmetry conditions, Properties of the AA5182 billet Thermal conductivity j = 160 Wm À1 K À1 (increased to 250 Wm À1 K À1 in the liquid phase, to simulate the effect of convection) Heat capacity qC p = 3 9 10 6 Jm À3 K
À1
Latent heat qL = 9 9 10 8 Jm
À3
while one node (on the centerline and in contact with the bottom block) is fixed. All the other faces are free to move. Please note that, in order to save CPU time, only the elements below z level are activated at each time-step for this calculation. The strains that develop in the solid and mushy alloy are due to differential thermal expansion. Following Stangeland et al., [28] the thermal expansion coefficient was set to a = 25 9 10 À6 K À1 for g s > 0.8 and 0 for higher temperatures. The rheology of the alloy at high temperature was described using the parameters from Reference 21, which are partially recalled in Table VIII. The low-temperature properties are described using the generalized Ludwik model, with the parameters from Reference 22 summarized in Table IX . The latter constitutive law is used below 410°C (while strain hardening becomes significant below 400°C), which ensures that the alloy rheological properties are continuous across the entire temperature range.
Finally, the porosity calculation was conducted using the amount of hydrogen dissolved in the melt
[H] 0 = 0.3 cc STP /100 g, as measured during the casting process. A constant grain size / = 100 lm was used, together with standard parameters given elsewhere. [10] Both the thermal and porosity calculations were conducted on an Intel Xeon processor (2 GHz). The temperature field was simulated using elements 5 mm in size and a time-step of 1 second. The CPU time was 4 hours, corresponding to 2000 seconds of physical time. The pore fraction and liquid pressure were calculated using cells 3 mm in size and a time-step of 1 second. The CPU time was 48 hours. The mechanical problem was solved on an Intel Itanium 2 processor (1.6 GHz) with elements 5 mm in size and an average time-step of typically 10 À3 seconds (automatic time incrementation with the Abaqus parameter CETOL = 5 9 10 À5 [17] ). To simulate the casting of the entire billet, the CPU time was 566 hours. All these numerical parameters were determined after a convergence study was performed for idealized conditions, to ensure that the simulated solution would not change significantly if smaller elements and shorter time-steps were used.
C. Results and Discussion
Because the aim of this section is to study hot tearing formation along the centerline of the billet, we will often consider the position (height z) of iso-g s lines corresponding to a given volume fraction of solid or to a given temperature. For that purpose, we introduce the 
Summary of Parameters Involved in Mechanical Calculation
Mechanical boundary condition as defined in Fig. 12 Value 570 , for the position r = 0 and z(T = 570°C). This convention is illustrated in Figure 11 . Before discussing in detail the simulation results, it is necessary to note that the validity of the thermal model was found to be satisfactory, because measurements of the sump depth were in good agreement with the simulated values. Please note that, due to thermal diffusion, the maximum sump depth does not occur at the time the casting speed is maximum: it is delayed by approximately 140 mm, according to the measurements, and by 130 mm in the simulations. [18] The first mechanical result we shall consider is the amount of volumetric strain cumulated up to some volume fraction of the solid g s and noted e g s sw . This result can be plotted against the corresponding z gs position ( Figure 13 ). As expected, the cumulated strain increases with both the volume fraction of solid g s and the casting speed v cast . As a consequence, this cumulated volumetric strain is high in regions in which hot tears are found; this is the reason it may potentially be used as a hot tearing criterion. However, it is not possible to find a clearly defined value of e g s sw above which hot tearing would occur. The interpretation of this result is difficult, due to the fact that the time (or the solid fraction) at which hot tearing occurred is unknown. Please note that stresses at the centerline of the billet are tensile and are higher in regions in which tearing was found. However, for the same reasons as those outlined earlier concerning strain, stress does not seem to be the best possible hot tearing tendency indicator for this case.
Along similar lines, we can consider the volumetric strain rate experienced by the alloy at some solid fraction, _ e g s sw , as a function of the corresponding position z gs . Such a result is shown in Figure 14 . It is interesting to note that the strain rate does not depend very much upon g s when 0.8 < g s < 0.9 (curves with circle and triangle symbols). The value of the strain rate experienced by the mushy alloy when its solid fraction is 90 pct thus appears to be an indicator relevant for study. Careful examination of the results shown in Figure 14 does, indeed, indicate that the strain rate curve for g s = 0.9 has a nearly constant value at the two positions of tear initiation and at the position of tear healing. Therefore, the present results (concerning the tearing pattern) could have been predicted by considering a hot tearing criterion based on a critical strain rate _ e crit sw = 1.6AE10 À4 s À1 : below this value, the centerline region is free of hot tears and above it, it is torn. We can compute _ e sw deep in the mushy zone and compare it to _ e crit sw , to understand whether a hot tear is locally present in the billet. What cannot be predicted a priori at this stage using continuum-scale modeling is the actual value of _ e crit sw . Finally, please note that the amount of microporosity also varies along the centerline of the billet and increases with the casting speed. The variation in this quantity remains very small and, thus, does not appear to be a reasonable hot tearing criterion. However, it is interesting to remark that the pressure drop (in the last remaining liquid) computed by the porosity model typically varies between 12 and 20 kPa along the centerline of the billet. Using such values, together with the results from the Rappaz-Drezet-Gremaud (RDG) criterion developments, indicates that the order of magnitude of _ e crit sw is reasonably close to the value obtained in this study, by comparing numerical and experimental data (nucleation of a tear induced under a critical strain rate thus appears to be a reasonable tearing mechanism, in this case).
V. DISCUSSION
In the application of continuum-scale modeling for the prediction of hot tearing in aluminum alloys, it is necessary to keep in mind that there are some key differences between a tearing test conducted in a laboratory and an actual DC casting performed in a casthouse.
In the rig test, the thermal field is rather simple and isotherms are nearly parallel to the crack, i.e., perpendicular to the tensile axis. Moreover, the mechanical conditions are well defined and controlled, because a displacement is imposed at the boundaries of the sample. In such a system, once a hot tear nucleates, it propagates through the sample until complete failure. This failure process is fast and easy to observe. As a consequence, it is possible to measure accurately the point at which hot tearing occurs in the sample and, thus, to evaluate the solid fraction of the material at the location and time at which failure occurs.
The case of DC casting is quite different. Although a quasisteady state can be considered, the thermomechanical conditions are much more complex. First, it is the temperature field, via thermal contraction, that controls the amount of strain experienced by the mushy alloy. Second, in the case of centerline tearing, the cracks are perpendicular to the isotherms, i.e., the tensile stresses are perpendicular to the thermal gradient. Third, local failure may occur without the entire billet being rapidly broken. These factors contribute to the fact that it is not possible to know precisely what the solid fraction of the mushy alloy is at the location and time of failure. Finally, it is interesting to remark that the hot tear may extend through the entire billet, if the crack tip is simply able to follow the traveling mushy zone. Such a propagation mechanism (growth of the tear due to translation of the weak region of the material) is quite different from the typical nucleation and growth of a crack, as obtained in a more standard tensile test.
Having considered these aspects, it is not surprising that different hot tearing criteria might have to be applied under different circumstances. In the case of the tensile test, the present study indicates that the results can find a better explanation if a critical strain above which the mushy alloy fails is considered. It has been shown that the ductility (strain at failure, as shown in Figure 9 ) depends primarily on the solid fraction and only weakly on the strain rate. For the DC-cast billet, an approach based on a critical cumulated strain can also be attempted for the prediction of hot tearing. However, this prediction is more accurate if one considers a critical strain rate above which hot tears form. Such a criterion is equivalent to the RDG approach, [4] which is known to be very efficient in DC casting situations. [29] The RDG criterion does, indeed, consider a strain rate that is perpendicular to the thermal gradient. This situation is actually encountered in actual DC casting experiments, but not in tensile tests such as the one investigated here. It is thus not surprising to find that the RDG criterion may be a good hot tearing criterion for DC casting but not for the tensile testing of mushy alloys. These observations lead to the conclusion that it is probably too simple to consider a single criterion for the prediction of hot tearing under various conditions. The present approach illustrates how continuum-scale modeling can be used in the context of hot tearing. It is, indeed, possible to take into account the entire scale of the actual solidification process. Various indicators can be calculated on length scales that range from meters down to millimeters. Such data are very useful, because it provides an accurate description of what the mushy alloy experiences locally (in terms of strain state, temperature, etc.). However, the limits of this ''process-to-defect'' approach also appear in this work. For example, combining detailed models and experimental data, it is, indeed, possible to show that strain-ratebased criteria are probably the most suited for the prediction of hot tearing in DC casting conditions. However, what is lacking in this modeling approach is the prediction of the critical value of the strain or strain rate that the alloy can withstand without failing. This information would, indeed, allow prediction of the location at which the hot tear will be found (as opposed to the present criterion approach, which can only indicate the location at which the probability of finding a tear is maximum).
It thus seems obvious that the present model will become even more useful when coupled to a granular approach such as that developed by Verne`de et al. [30] The latter technique is based upon a ''microstructure-todefect'' philosophy and covers length scales that range from tens of microns to centimeters. In such a multiscale/multiphysics approach, the local temperature, strain rate, etc., would be computed using the continuum approach at the scale of the casting. These values could then be used as boundary conditions for a much more local granular simulation performed for a critical region of the mushy zone at which tears are expected.
VI. CONCLUSIONS
In this article, the application of a process-scale, twophase modeling approach is detailed in the context of both a tensile test performed under laboratory conditions and the DC casting of a billet under realistic industrial conditions. For these cases, the simulation approach could be validated satisfactorily against experimental data. Moreover, the modeling results could be used to gain further insight into the hot tearing phenomenon in these situations. This study indicates that the conditions and mechanisms involved in hot tearing may be quite different from one case to another. As a consequence, the most relevant way of predicting this failure mode also varies: cumulated strain-based criteria seem more suited for tensile test situations, while the case of the billet is better described using a strainrate-based criterion. Moreover, this study illustrates what can and cannot be done for hot tearing predictions using a continuum-scale modeling approach. It seems clear that the next step toward fully predictive hot tearing calculations would involve coupling between accurate two-phase models, such as the one presented here, and granular models. The latter approach would allow obtaining a deeper understanding of both the different failure modes involved in hot tearing and the critical values of the hot tearing indicator best suited to a given situation.
