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Abstract
We consider the first-hitting time of a tempered β-stable subordinator, also called inverse
tempered stable (ITS) subordinator. The density function of the ITS subordinator is obtained,
for the index of stability β ∈ (0, 1). The series representation of the ITS density is also
obtained, which could be helpful for computational purposes. The asymptotic behaviors of
the q-th order moments of the ITS subordinator are investigated. In particular, the limiting
behaviors of the mean of the ITS subordinator is given. The limiting form of the ITS density,
as the space variable x → 0, and its k-th order derivatives are obtained. The governing
PDE for the ITS density is also obtained. The corresponding known results for inverse stable
subordinator follow as special cases.
Key words: Hitting times; inverse Gaussian process; stable subordinators; tempered stable
subordinators.
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1 Introduction
The first-hitting time process (or the first passage time) arises naturally in diverse fields such as
finance, insurance, process control and survival analysis (see e.g., Lee and Whitmore (2006)).
Let D(t) be a stable process with index of stability β. The inverse stable process defined by
E(t) = inf{s > 0 : D(s) > t} has been widely used, as a time-change (see, Meerschaert et
al. (2011); Hahn et al. (2011) and references therein). Tempered stable processes which are
useful in several practical applications have also been well studied (see e.g. Rosin´ski (2007),
Meerschaert et al. (2008b)). Also, inverse tempered stable subordinators are used as a time-
change of Brownian motion and Poisson process (see Meerschaert et al. (2011), Meerschaert
et al. (2013)). The closed form expression for the first hitting time density is not easy to
obtain for a general stochastic process. However, in case of stable Le´vy process, hitting time
density which is also called inverse stable density can be written in terms of stable density
1
itself due to self-similar property of a stable Le´vy process. The focus of this article is on the
first hitting times of a tempered stable subordinator, which we call inverse tempered stable
(ITS) subordinator. In this article, we have obtained the integral and series representation of
the density function of the ITS subordinator. Other properties like asymptotic behavior of
q-th moments of the ITS subordinator are obtained. In particular, mean first-hitting time of
the process is discussed in detail, which could be of interest in many applications. Some results
concerning the limiting behaviors of the ITS density and its derivatives are obtained. As a
special case, we get the corresponding results for inverse stable processes studied in literature
(see e.g. Hahn et al. (2011); Keyantuo and Lizama (2012)). The series representation of the
ITS density is given, which in limiting case as tempering parameter λ → 0 reduces to the
series representation of inverse stable density.
2 Inverse tempered stable density
Let Lt (w(x, t)) =
∫∞
0
e−stw(x, t)dt denote the Laplace transform (LT) of the function w with
respect to the time variable t. Let f(x, t) denote the density of a β-stable subordinator D(t).
Then the LT of f(x, t) with respect to the space variable x is
Lx(f(x, t)) = E(e−sD(t)) =
∫ ∞
0
e−sxf(x, t)dx = e−ts
β
. (2.1)
It is well known that all the moments ED(t)ρ do not exist for ρ ≥ β. To overcome this
shortcoming tempered stable distributions are introduced by exponential tempering in the
stable distributions (see Rosinski (2007) for more details). Let Dλ(t) be the tempered stable
subordinator with stability index β (0 < β < 1) and the tempering parameter λ > 0. A
tempered stable subordinator Dλ(t) with index β has the density
fλ(x, t) = e
−λx+λβtf(x, t), λ > 0, (2.2)
which has all the moments finite and is also infinitely divisible, but not self-similar. Further,
the LT of fλ(x, t) is
Lx
(
fλ(x, t)
)
=
∫ ∞
0
e−sxfλ(x, t)dx = e
−t
(
(s+λ)β−λβ
)
, (2.3)
see Meerschaert et al. (2013). Let Eλ(t) be the right continuous inverse of Dλ(t), defined by
Eλ(t) = inf{u > 0 : Dλ(u) > t}, t ≥ 0.
For a non-decreasing Le´vy process D(u) with corresponding Le´vy measure piD and density
function f , we have (see e.g. Bertoin (1996); Sato (1999)) from Le´vy-Khinchin representation∫ ∞
0
e−stfD(x)(t)dt = e
−xΨD(s),
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where
ΨD(s) = bs +
∫ ∞
0
(1− e−su)piD(du), s > 0, (2.4)
is the Laplace symbol. The Le´vy measure density corresponding to a tempered stable process
is given by (see e.g. Cont and Tankov, 2004, p. 115)
piDλ(x) =
ce−λx
xβ+1
, c > 0, x > 0,
which implies
∫ ∞
0
piDλ(x)dx = ∞ and hence using Theorem 21.3 of Sato (1999), the sample
paths ofDλ(t) are strictly increasing, since jumping times are dense in (0,∞). Since the sample
paths of Dλ(t) are strictly increasing with jumps, the sample paths of Eλ(t) are almost surely
continuous and are constant over the intervals where Dλ(t) have jumps. Further, the relation
{Eλ(t) ≤ x} = {Dλ(x) ≥ t}, (2.5)
holds. For a strictly increasing subordinator Y (t) with density function p(x, t) and Laplace
symbol ΨY (s), the density function q(x, t) of the hitting time process has the LT (e.g., see
Meerschaert and Scheffler (2008a))
Lt(q(x, t)) = 1
s
ΨY (s)e
−xΨY (s). (2.6)
Since Dλ(t) is strictly increasing subordinator with Laplace symbol ΨDλ(s) = (s + λ)
β − λβ,
we obtain from (2.6) the LT of hλ(x, t) with respect to the time variable as
Lt(hλ(x, t)) = 1
s
(
(s+ λ)β − λβ)e−x((s+λ)β−λβ). (2.7)
We first invert the Laplace transform of the density of the process Eλ(t) with respect to the
time variable to get the corresponding density function hλ(x, t) in explicit form.
Theorem 2.1. The density function hλ(x, t) of Eλ(t) admits following integral form
hλ(x, t) =
1
pi
eλ
βx−λt
∫ ∞
0
e−ty−xy
β cos(βπ)
y + λ
[
λβ sin(xyβ sin(βpi)) + yβ sin(βpi − xyβ sin(βpi))] dy,
(2.8)
where x > 0, λ > 0 and 0 < β < 1.
Proof. Let F (x, s) = Lt(hλ(x, t)). Then from (2.7)
F (x, s) = eλ
βx
(
(s+ λ)β − λβ
s
)
e−x(s+λ)
β
. (2.9)
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Figure 1: Contour ABCDEFA
The density function of hλ(x, t) can be obtained by using the Laplace inversion formula,
namely,
hλ(x, t) =
1
2pii
∫ x0+i∞
x0−i∞
estF (x, s)ds, (2.10)
(see Schiff (1999), p. 152). For calculating integral in (2.10), we consider a closed key-hole
contour C : ABCDEFA (see Fig. 1) with a branch point at P= (−λ, 0). Here AB and EF are
arcs of a circle of radius R with center at P , BC and DE are line segments parallel to x-axis
as shown in the Figure 1, CD is an arc γr of a circle of radius r with center at P and FA is
the line segment from x0 − iy to x0 + iy with x0 > 0. By residue theorem, we have
1
2pii
∫
C
estF (x, s)ds =
∑
ResF (x, s)
= 0,
(2.11)
since the residue of F at simple pole s = 0, is zero.
It is easy to see that
lim
R→∞
∫
AB
estF (x, s)ds = − lim
R→∞
∫
EF
estF (x, s)ds. (2.12)
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Putting s = −λ + reiθ on the arc CD, we have∣∣∣ ∫
CD
estF (x, s)ds
∣∣∣ = eλβx∣∣∣ ∫
CD
est
s
((s+ λ)β − λβ)e−x(s+λ)βds
∣∣∣
≤ eλβx
∫ −π+ǫ
π−ǫ
∣∣∣et(−λ+reiθ)−λ+ reiθ (rβeiβθ − λβ)e−xrβeiβθ(ireiθ)
∣∣∣dθ
≤ reλβx
∫ −π+ǫ
π−ǫ
etr cos θ−xr
β cos βθ
| − λ+ reiθ| (r
β + λβ)dθ
≤ re
λβx
|(|λ| − |r|)|
∫ −π+ǫ
π−ǫ
etr cos θ−xr
β cos βθ(rβ + λβ)dθ
−→ 0, (2.13)
as r → 0, since the integrand is bounded. Along BC, put s+λ = yeiπ so that (s+λ)β = yβeiβπ
and ds = −dy. We have∫
BC
estF (x, s)ds = eλ
βx
∫ −r−λ
−R−λ
est
s
((s+ λ)β − λβ)e−x(s+λ)βds
= eλ
βx−tλ
∫ r
R
e−ty
y + λ
(yβeiβπ − λβ)e−xyβeiβpidy.
(2.14)
Next along DE, put s+ λ = ye−iπ so that (s+ λ)β = yβe−iβπ and ds = −dy. Hence,∫
BC
estF (x, s)ds = eλ
βx
∫ −R−λ
−r−λ
est
s
((s+ λ)β − λβ)e−x(s+λ)βds
= eλ
βx−tλ
∫ R
r
e−ty
y + λ
(yβe−iβπ − λβ)e−xyβe−iβpidy.
(2.15)
Using (2.14) and (2.15), we get
1
2pii
∫
BC
estF (x, s)ds+
1
2pii
∫
DE
estF (x, s)ds
= −e
λβx−tλ
pi
∫ R
r
e−ty−xy
β cos(βπ)
λ+ y
[
yβ sin(βpi − xyβ sin (βpi)) + λβ sin(xyβ sin(βpi))
]
dy.
(2.16)
Using (2.11) – (2.13) and (2.16) with r → 0, R→∞, we get
1
2pii
∫ x0+i∞
x0−i∞
estF (x, s)ds
=
eλ
βx−tλ
pi
∫ ∞
0
e−ty−xy
β cos(βπ)
λ+ y
[
yβ sin(βpi − xyβ sin (βpi)) + λβ sin(xyβ sin(βpi))
]
dy.
(2.17)
The result follows now by using (2.9) and (2.17) with (2.10).
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Remark 2.1. Using a contour similar to Figure 1 with branch point at origin and using
similar arguments, we can obtain the density f(x, t) of a stable subordinator as
f(x, t) =
1
pi
∫ ∞
0
e−uxe−tu
β cos βπ sin(tuβ sin βpi)du. (2.18)
Now, using (2.18), the density function of ITS subordinator can also be obtained as follows
P(Eλ(t) ≤ x) = P(Dλ(x) ≥ t) =
∫ ∞
t
fλ(v, x)dv
=
∫ ∞
t
e−λv+λ
βxf(v, x)dv (using (2.2))
=
eλ
βx
pi
∫ ∞
t
∫ ∞
0
e−v(λ+u)e−xu
β cos βπ sin(xuβ sin βpi)dudv (using (2.18))
=
eλ
βx
pi
∫ ∞
0
e−t(λ+u)
λ+ u
e−xu
β cos βπ sin(xuβ sin βpi)du.
Theorem 2.1 now follows by taking the derivative of both sides with respect to x.
Remark 2.2. When β = 1/2, we have from (2.8)
hλ(x, t) =
e
√
λx−λt
pi
∫ ∞
0
e−ty
y + λ
(√
λ sin(x
√
y) +
√
y cos(x
√
y)
)
dy, (2.19)
which is the density function of hitting time of inverse Gaussian process (see Vellaisamy and
Kumar (2013)), as expected.
Using NIntegrate and Plot functions of Mathematica 8.0, we plot the densities functions of
ITS subordinator for β ∈ {0.2, 0.4, 0.6} and λ = t = 1. The densities become more peaked for
increasing values of β (see Figure 2).
Remark 2.3. When β = 1/2, we have from (2.8)
hλ(x, t) =
e
√
λx−λt
pi
∫ ∞
0
e−ty
y + λ
(√
λ sin(x
√
y) +
√
y cos(x
√
y)
)
dy, (2.20)
which is the density function of hitting time of inverse Gaussian process (see Vellaisamy and
Kumar (2013)), as expected.
Let Γ(a, u) be the incomplete gamma function defined by
Γ(a, u) =
∫ ∞
u
ya−1e−ydy, (2.21)
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Figure 2: Density functions of ITS Subordinators
where u > 0 and a ∈ R. Note that the integral in (2.21) exists and is real. The following
integral will be used further in computations. Let p and q be positive. Then∫ ∞
0
e−tyyp
(y + q)
dy =
∫ ∞
0
e−tyyp
(∫ ∞
0
e−(y+q)udu
)
dy
=
∫ ∞
0
e−qu
(∫ ∞
0
ype−(t+u)ydy
)
du
= Γ(p+ 1)
∫ ∞
0
e−qu
(t+ u)p+1
du
= Γ(p+ 1)qpeqt
∫ ∞
qt
w−p−1e−wdw
= Γ(p+ 1)qpeqtΓ(−p, qt) (using (2.21)). (2.22)
The following series representation is useful for numerical computational purposes.
Proposition 2.1. The series representation of the density hλ(x, t) of Eλ(t) is given by
hλ(x, t) =
eλ
βx
pi
∞∑
k=0
(−1)kx
kλβ(k+1)
k!
[
Γ(1 + β(k + 1))Γ(−β(k + 1), λt) sin((k + 1)βpi)
− Γ(1 + βk)Γ(−βk, λt) sin(kβpi)
]
, (2.23)
where x > 0, λ > 0 and 0 < β < 1.
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Proof. Note from (2.8)
hλ(x, t) =
eλ
βx−λt
pi
Im
[ ∫ ∞
0
e−ty−xy
β cos βπ
y + λ
λβeixy
β sinβπdy
+
∫ ∞
0
e−ty−xy
β cos βπ
y + λ
yβeiβπ−ixy
β sinβπdy
]
=
eλ
βx−λt
pi
Im
[
λβ
∫ ∞
0
e−ty−xy
βe−iβpi
y + λ
dy + eiβπ
∫ ∞
0
e−ty−xy
βeiβpi
y + λ
yβdy
]
=
eλ
βx−λt
pi
Im
[
λβ
∞∑
k=0
(−1)kx
ke−ikβπ
k!
∫ ∞
0
e−tyyβk
y + λ
dy
+
∞∑
k=0
(−1)kx
kei(k+1)βπ
k!
∫ ∞
0
e−tyyβ(k+1)
y + λ
dy
]
.
Further, using the relationship in (2.22), we have
hλ(x, t) =
eλ
βx−λt
pi
Im
[
λβ
∞∑
k=0
(−1)kx
ke−ikβπ
k!
eλtλβkΓ(1 + βk)Γ(−βk, λt)
+
∞∑
k=0
(−1)kx
kei(k+1)βπ
k!
eλtλβ(k+1)Γ(1 + β(k + 1))Γ(−β(k + 1), λt)
]
=
eλ
βx
pi
∞∑
k=0
(−1)kx
kλβ(k+1)
k!
[
Γ(1 + β(k + 1))Γ(−β(k + 1), λt) sin(k + 1)βpi
− Γ(1 + βk)Γ(−βk, λt) sin(kβpi)
]
,
and hence the result.
Let f(x, 1) be the density function of a β-stable (0 < β < 1) random variable D(1) with LT
e−s
β
. It is well known (e.g., see Feller (1971), p. 583; Uchaikin and Zolotarev (1999), p. 106),
that
f(x, 1) =
1
pi
∞∑
k=0
Γ(kβ + 1)
k!
(−1)k+1x−βk−1 sin(kβpi). (2.24)
Let E(t) = inf{s > 0 : D(s) > t} be the right continuous inverse of D(t). Then,
P (E(t) ≤ x) = P (D(x) ≥ t) = P (x1/βD(1) ≥ t) = P (D(1) ≥ tx−1/β).
This implies
fE(t)(x) =
t
β
x−1−1/βf(tx−1/β , 1), x > 0, (2.25)
which is the density function of the hitting time process E(t), also called inverse stable sub-
ordinator. Using (2.24) and (2.25), we have
fE(t)(x) =
1
pi
∞∑
k=1
(−1)k−1 Γ(kβ)
(k − 1)!t
−βkxk−1 sin(kβpi). (2.26)
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Also, putting λ = 0 in (2.8), we get the integral representation for fE(t)(x) as
h0(x, t) =
1
pi
∫ ∞
0
e−ty−xy
β cos(βπ)yβ−1 sin(βpi − xyβ sin(βpi))dy, (2.27)
which corresponds to the hitting time densities of a stable process. The next result shows
that (2.26) and (2.27) are the same.
Proposition 2.2. Equation 2.27 is indeed the integral representation of inverse stable density.
Proof. Using (2.27), we have
h0(x, t) = Im
[
1
pi
∫ ∞
0
e−ty−xy
β cos(βπ)yβ−1ei(βπ−xy
β sinβπ)dy
]
= Im
[
eiβπ
pi
∫ ∞
0
e−tyyβ−1e−xy
βeiβpidy
]
= Im
[
eiβπ
pi
∫ ∞
0
e−tyyβ−1
∞∑
k=0
(−1)kx
kyβkeikβπ
k!
dy
]
= Im
[
1
pi
∞∑
k=0
(−1)kΓ((k + 1)β)
k!
xkt−(k+1)βei(k+1)βπ
]
=
1
pi
∞∑
k=0
(−1)kΓ((k + 1)β)
k!
xkt−(k+1)β sin((k + 1)βpi)
=
1
pi
∞∑
k=1
(−1)k−1 Γ(kβ)
(k − 1)!t
−βkxk−1 sin(kβpi),
which coincides with (2.26).
It is well known that for a < 0, as z → 0, (e.g., see Abramowitz and Stegun (1992))
Γ(a, z)
za
→ −1
a
. (2.28)
Remark 2.4. The result in Proposition 2.2 can also be derived by using (2.28) and Proposition
2.1. Using (2.28), we have Γ(−βk, λt)/λ−βk → t−βk/βk, as λ→ 0, and hence
lim
λ→0
hλ(x, t) =
1
pi
∞∑
k=0
(−1)kΓ(1 + (k + 1)β)
k!
sin((k + 1)βpi)
β(k + 1)
xkt−(k+1)β
=
1
pi
∞∑
k=1
(−1)k−1 Γ(kβ)
(k − 1)!t
−βkxk−1 sin(kβpi).
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3 Asymptotic behavior of moments
It looks difficult to obtain the explicit expressions for the moments of the ITS subordinator,
for an arbitrary β ∈ (0, 1). However, the asymptotic behavior of the first moment that is also
called the mean first-hitting time is of much interest. First, we obtain the LT of the q-th raw
moment of Eλ(t). For q > 0, let Mq(t) = E(E
q
λ(t)). Then
M˜q(s) =
∫ ∞
0
e−stMq(t)dt = −
∫ ∞
0
e−st
(∫ ∞
0
yq
d
dy
P (Eλ(t) > y)dy
)
dt
= q
∫ ∞
0
e−st
(∫ ∞
0
yq−1P (Eλ(t) > y)dy
)
dt
= q
∫ ∞
0
yq−1
(∫ ∞
0
e−stP (Dλ(y) ≤ t)dt
)
dy (Using (2.5))
=
q
s
∫ ∞
0
yq−1
(∫ ∞
0
e−stfDλ(y)(t)dt
)
dy
=
q
s
∫ ∞
0
yq−1e−yΨDλ(s)dy
=
Γ(1 + q)
sΨDλ(s)
q
, (3.1)
where ΨDλ(s) = (s+ λ)
β − λβ.
Veillette and Taqqu (2010) obtained similar expression for the case q = 1. For asymptotic
behavior of Mq(t), we use Tauberian theorem. First we recall that a function L(t) is slowly
varying at some t0, if for all fixed c > 0, limt→t0 L(ct)/L(t) = 1. For readers convenience, we
state here the Tauberian theorem (see Bertoin (1996), p. 10).
Theorem 3.1 (Tauberian Theorem). Let L : (0,∞) → (0,∞) be a slowly varying function
at 0 (respectively ∞) and let α ≥ 0. Then for a function M : (0,∞) → (0,∞), the following
are equivalent:
(i) M(t) ∼ tαL(t)/Γ(1 + α), t→ 0 (respectively t→∞).
(ii) M˜(s) ∼ s−α−1L(1/s), s→∞ (respectively s→ 0),
where f(x) ∼ g(x) as x→ x0 means that limx→x0 f(x)/g(x) = 1.
Proposition 3.1. The q-th moment of Eλ(t) satisfies
Mq(t) ∼


Γ(1 + q)
Γ(1 + qβ)
tqβ, as t→ 0,
λq(1−β)Γ(1+q)
βq
tq, as t→∞.
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Proof. We have, as s→∞,
M˜q(s) =
Γ(1 + q)
s ((s+ λ)β − λβ)q ∼
Γ(1 + q)
s1+qβ
.
Using Theorem 3.1, we have Mq(t) ∼ Γ(1+q)Γ(1+qβ) tqβ , as t→ 0.
Similarly, we have
M˜q(s) ∼ λ
q(1−β)Γ(1 + q)
βq
s−q−1, as s→ 0,
using again Theorem 3.1.
Remark 3.1. (i) The mean hitting time M1(t) has the the following asymptotic behaviors
(see Stanislavsky et al. (2008))
M1(t) = E(Eλ(t)) ∼


tβ
Γ(1 + β)
, as t→ 0,
λ1−β
β
t, as t→∞.
(ii) For a Le´vy process Z(t) with finite mean, we have EZ(t) = tEZ(1), ∀ t > 0. Here,
M1(t) ∼ tβ/Γ(1 + β), as t→ 0. Hence, Eλ(t) is not a Le´vy process.
4 Further properties of hλ(x, t)
In this section, we study some additional properties and the pde’s associated with hλ(x, t).
Proposition 4.1. The density function hλ(x, t) have following interesting properties:
(a) For 0 < β < 1,
lim
x→0+
hλ(x, t) =
sin βpi
pi
λβΓ(1 + β)Γ(−β, λt). (4.1)
(b) For 0 < β < 1,
dk
dxk
hλ(x, t)
∣∣∣
x=0
=
e−λt
pi
∫ ∞
0
e−ty
y + λ
[
(λ2β + y2β − 2λβyβ cos(βpi))k/2(λβ sin(kα) + yβ sin(kα− βpi))] dy, (4.2)
where tanα = yβ sin(βpi)/(λβ − yβ cos(βpi)).
(c) For β = 1/m, m ≥ 2, the density function hλ(x, t) satisfies
m∑
j=1
(−1)j
(
m
j
)
λ(1−
j
m
) ∂
j
∂xj
hλ(x, t) =
∂
∂t
hλ(x, t) + hλ(x, 0)δ0(t). (4.3)
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Proof. (a) Let
I(x, t, y) =
e−ty−xy
β cos(βπ)
y + λ
[
λβ sin(xyβ sin(βpi)) + yβ sin(βpi − xyβ sin(βpi))] .
Then,
|I(x, t, y)| ≤ e
−ty−xyβ cos βπ
y + λ
(λβ + yβ).
Note that cos βpi is positive or negative depending on the value of β. Hence,∫ ∞
0
|I(x, t, y)|dy ≤
∫ λ
0
e−ty−xy
β cos βπ
y + λ
(λβ + yβ)dy
+
∫ ∞
λ
e−ty−xy
β cos βπ
y + λ
(λβ + yβ)dy.
The first integral is finite since integrand is bounded and limits of integration are finite. For
the second integral, we have
∫ ∞
λ
e−ty−xy
β cos βπ
y + λ
(λβ + yβ)dy ≤ 1
λ
∫ ∞
λ
e−ty−xy
β cos βπyβdy
≤ 1
λ
∫ ∞
λ
e−ty+xy
β
yβdy
=
1
λ(1 + β)
∫ ∞
λ1+β
e−tu
1/(1+β)+xuβ/(1+β)du (put y1+β = u)
=
1
λ(1 + β)
∫ ∞
λ1+β
e
−tu1/(1+β)
(
1−x
t
1
u(1−β)/(1+β)
)
du
≤ 1
λ(1 + β)
∫ ∞
λ1+β
e−tu
1/(1+β)
du (for sufficiently large u)
<∞. (4.4)
Now using dominated convergence Theorem (DCT), we have
lim
x→0+
hλ(x, t) =
e−λt
pi
∫ ∞
0
I(0, t, y)dy
=
e−λt
pi
sin(βpi)
∫ ∞
0
yβe−ty
y + λ
dy
=
sin βpi
pi
λβΓ(1 + β)Γ(−β, λt) (using(2.22)).
(4.5)
(b) We have
∂
∂x
I(x, t, y) =
e−ty−xy
β cos(βπ)
y + λ
(−yβ cos(βpi)) [λβ sin(xyβ sin(βpi)) + yβ sin(βpi − xyβ sin(βpi))]
+
e−ty−xy
β cos(βπ)
y + λ
[
λβyβ sin(βpi) cos(xyβ sin(βpi))− y2β sin(βpi) cos(βpi − xyβ sin βpi)] .
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This implies ∣∣∣ ∂
∂x
I(x, t, y)
∣∣∣ ≤ 2e−ty−xyβ cos βπ
y + λ
(λβyβ + y2β),
which is independent of x and integrable similar to (4.4). Thus,
∂
∂x
hλ(x, t) =
eλ
βx − λt
pi
[∫ ∞
0
∂
∂x
I(x, t, y)dy + λβ
∫ ∞
0
I(x, t, y)dy
]
(4.6)
Similarly, we can show that hλ(x, t) is infinitely differentiable. We have
dk
dxk
hλ(x, t) =
e−λt
pi
∫ ∞
0
e−ty
y + λ
dk
dxk
[
eλ
βx−xyβ cos(βπ)
(
λβ sin(xyβ sin(βpi))
+ yβ sin(βpi − xyβ sin(βpi)
)
dy
]
.
Using the known result
dk
dxk
eax sin(bx+ c) = (a2 + b2)k/2eax sin(bx+ c+ k tan−1(b/a)),
we get
dk
dxk
hλ(x, t) =
e−λt
pi
∫ ∞
0
e−ty
y + λ
[
e(λ
β−yβ cos(βπ))x (λ2β + y2β − 2λβyβ cos(βpi))k/2
[
λβ sin(xyβ sin(βpi + kα)) + yβ sin(xyβ sin(βpi)− βpi + kα)] ]dy,
where
tanα =
yβ sin(βpi)
λβ − yβ cos(βpi) , 0 < β < 1.
Using DCT, we have
lim
x→0+
dk
dxk
hλ(x, t) =
dk
dxk
hλ(x, t)
∣∣∣
x=0
which leads to the result.
(c) The result follows by induction. Using (2.7), we have
h˜λ(x, s) =
1
s
(
(s+ λ)β − λβ
)
e−x((s+λ)
β−λβ).
For m = 2,
∂
∂x
h˜λ(x, s) = −
(
(s+ λ)1/2 − λ1/2
)
h˜λ(x, s) (4.7)
and
∂2
∂x2
h˜λ(x, s) =
(
(s+ λ)1/2 − λ1/2
)2
h˜λ(x, s). (4.8)
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Using (4.7) and (4.8), we get(
∂2
∂x2
− 2λ1/2 ∂
∂x
)
h˜λ(x, s) =
(
sh˜λ(x, s)− hλ(x, 0)
)
+ hλ(x, 0).
Invert the LT to get(
∂2
∂x2
− 2λ1/2 ∂
∂x
)
hλ(x, t) =
∂
∂t
hλ(x, t) + hλ(x, 0)δ0(t).
Similarly, for m = 3(
∂3
∂x3
− 3λ1/3 ∂
2
∂x2
+ 3λ2/3
∂
∂x
)
hλ(x, t) = (−1)3
(
∂
∂t
hλ(x, t) + hλ(x, 0)δ0(t)
)
.
The result now follows in a similar manner for a general k.
In particular for λ = 0, we have the following corollary due to Hahn et al. (2011).
Corollary 4.1. (a) For 0 < β < 1,
lim
x→0+
h0(x, t) =
t−β
Γ(1− β) .
(b) For 0 < β ≤ 1/2, k = 0, 1, · · · ,
[
1
β
− 1
]
− 1
dk
dxk
h0(x, t)
∣∣∣
x=0
= (−1)k t
−(k+1)β
Γ(1− (k + 1)β) .
(c) For β = 1/m, m ≥ 2,
(−1)m ∂
m
∂xm
h0(x, t) =
∂
∂t
h0(x, t).
(d) For β = 1/m, m ≥ 2
∂m−1
∂xm−1
h0(x, t)
∣∣∣
x=0
= 0.
Proof. (a) For λ = 0, the density function hλ(x, t) reduces to the density of an inverse stable
density. Put λ = 0 in (4.5) to get
lim
x→0+
h0(x, t) = h0(0, t) =
sin(βpi)
pi
∫ ∞
0
yβ−1e−tydy
=
sin(βpi)
pi
Γ(β)
tβ
=
t−β
Γ(1− β) ,
using the Euler’s identity Γ(z)Γ(1− z) = pi/ sin (piz).
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(b) Puttin λ = 0 in (4.2), we get tanα = − tan βpi = tan(pi − βpi). Taking α = pi − βpi, we
have
dk
dxk
h0(x, t)
∣∣∣
x=0
=
1
pi
∫ ∞
0
e−tyy(k+1)β−1 sin(kα− βpi)
=
(−1)k+1
pi
∫ ∞
0
e−tyy(k+1)β−1 sin((k + 1)βpi)
=
(−1)k+1
pi
Γ((k + 1)β)
t(k+1)β
sin(k + 1)βpi
= (−1)k+1 t
−(k+1)β
Γ(1− (k + 1)β) ,
where k = 0, 1, · · · ,
[
1
β
− 1
]
− 1.
(c) For λ = 0, (4.3) reduces to
(−1)m ∂
m
∂xm
h0(x, t) =
∂
∂t
h0(x, t) + h0(x, 0)δ0(t). (4.9)
Note also that when λ = 0 and t = 0, we have
h0(x, 0) =
1
pi
∫ ∞
0
e−xy
β cos(βπ)yβ−1 sin(βpi − xyβ sin(βpi))dy
=
1
βpi
∫ ∞
0
e−(x cos(βπ))u sin(βpi − x sin(βpi)u)du (putting yβ = u)
=
1
βpi
[
sin(βpi)
∫ ∞
0
e−(x cos(βπ))u cos(x sin(βpi)u)du
− cos(βpi)
∫ ∞
0
e−(x cos(βπ))u sin(x sin(βpi)u)du
]
=
1
βpi
[
sin(βpi)
x cos(βpi)
x2
− cos(βpi)x sin(βpi)
x2
]
= 0.
The equation before last line follows by using the fact that β ≤ 1/2 for m = 2, 3, · · · , and the
results ∫ ∞
0
e−axsin(bx)dx =
b
a2 + b2
;
∫ ∞
0
e−axcos(bx)dx =
a
a2 + b2
, a > 0, b ∈ R.
Thus from (4.9) and using h0(x, 0) = 0, we have the result.
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(d) For β = 1/m and λ = 0, we have tanα = − tan(pi/m) = tan(pi − pi/m), which implies
α = (m− 1)/mpi. Also, for λ = 0,
∂m−1
∂xm−1
h0(x, t)
∣∣∣
x=0
=
1
pi
∫ ∞
0
e−ty
y
[
y(m−1)/my1/m sin(−pi/m+ (m− 1)α)] dy
=
1
pi
∫ ∞
0
e−ty sin(−pi/m+ (m− 1)2/mpi)dy
=
1
pi
∫ ∞
0
e−ty sin((m− 2)pi)dy
= 0,
since m is an integer ≥ 2.
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