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Abstract
We prove that any 4-dimensional geodesically complete spacetime with a
timelike Killing field satisfying the vacuum Einstein field equation Ric(gM) =
λgM with nonnegative cosmological constant λ ≥ 0 is flat. When dim ≥ 5, if
the spacetime is assumed to be static additionally, we prove that its universal
cover splits isometrically as a product of a Ricci flat Riemannian manifold and
a real line.
1 Introduction
A Lorentzian manifold (M,gM ) or a spacetime is a differentiable manifoldM equipped
with a Lorentzian metric gM of signature (−1,+1, · · · ,+1). In general relativity,
the gravity is described by a spacetime 4-manifold (M,gM ), the Lorentzian metric
gM satisfies the Einstein field equation:
Ric(gM )− 1
2
RgM + ΛgM = κT (1.1)
where T is the energy-momentum tensor due to the presence of matter or fields, κ
and Λ are constants.
In this paper, we are interested in the solutions to (1.1) with timelike Killing
fields. These solutions are called stationary solutions. Stationary solutions are used
to model the possible time-independent limit states of a cosmological system. For
instance, Kerr metrics are stationary and vacuum solutions (T = 0,Λ = 0) to (1.1),
while Schwarzschild metrics are static and vacuum solutions (T = 0,Λ = 0). Here,
static means that the spacetime has a timelike Killing field whose orthogonal comple-
ment is an integrable distribution, i.e., the timelike Killing field is locally orthogonal
to spacelike hypersurfaces. These stationary solutions, including Schwarzchild, Kerr,
Reissner-Nordstrom (electrovac static), Kerr-Newmann metrics (electrovac station-
ary), have been central to the study of the black hole spacetimes, see [7] [15].
If the spacetime (M,gM ) admits an isometric R-action such that the R-orbits
are timelike curves, the infinitesimal generator of the R-action is a timelike Killing
field. In many literatures, the terminology ” stationary” was also used to referring
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to the existence of such global R-action. Here, our usage of ”stationary” is in a
broader sense, it only refers to the existence of a timelike Killing field.
One of the main results of this paper is the following theorem:
Theorem 1.1 Let (M,gM ) be a geodesically complete spacetime of dimension 4 with
a timelike Killing field X such that gM satisfies the Einstein equation Ric(gM ) =
λgM , where λ ≥ 0. Then (M,gM ) is flat.
Here, (M,gM ) is said to be geodesically complete if the affine parameters of
any gM -geodesic on M can be extended to the whole real line R . The Einstein
equation satisfied by the spacetime in Theorem 1.1 is equivalent to T = 0 and
Λ ≥ 0 in (1.1). We remark that when λ < 0, the result of Theorem 1.1 is not
true. The simplest counter examples are anti-De Sitter spacetimes, which are static,
geodesically complete, and satisfying Ric(gM ) = λgM for λ < 0.
Recall that a Lorentzian manifold (M,gM ) is said to be chronological if it contains
no closed timelike curves. In [1], M. T. Anderson proved that if the spacetime
(M4, gM ) is geodesically complete, chronological and admits an isometric timelike
R-action such that gM satisfies the vacuum Einstein field equation Ric(gM ) ≡ 0,
then (M4, gM ) must be flat. When the R-orbit space M/R is an asymptotically
flat 3-manifold, the result was due to A. Lichnerowicz [13] in 1955. The previous
pioneering work was due to A. Einstein and A. Einstein-W. Pauli, see [9].
The asymptotic flatness on the orbit space is usually a reasonable assumption
for an isolated chronological physical system. The chronological condition is used to
ensure that the R-orbit space M/R (denoted by N) is a paracompact Hausdorff and
smooth manifold, see [10]. Actually, in this case, the manifold M is diffeomorphic
to R×N , and the metric gM has the following global form (see [1],[10], [12])
gM = −u2(dt+ π∗θ)2 + π∗gN , (1.2)
onM ≈ R×N , where u, θ are some function and 1−form on N , gN is a Riemannian
metric on N , π : M → N is the projection map from M to the space of R-orbits
N . The argument in [1] used the collapsing theory(c.f.[3]) for a sequence of 3-
Riemannian manifolds which are the orbit spaces of the isometric R−actions. When
the orbit spaces N are noncompact and have dimension equal to 3, Anderson [1]
argued that the collapsing can be unwrapped by considering their universal covers.
Recently, J. Cortier and V. Minerbe [6] gave a new proof of Anderson’s theorem [1]
under an extra assumption on the norm of the timelike Killing field X.
Without chronological condition, the orbit space could be very ”bad”. A simple
compact example is Minkowski flat torus T 2 (see [10]), here we take the constant
vector field with irrational slope as a timelike Killing field. In this case, any Killing
orbit is dense in T 2, so the quotient topology just consists of two elements: the
empty set and the whole space. For noncompact examples, one can take a product
of such a torus with a real line.
Whether the chronological condition can be removed in Anderson’s theorem is
a question asked in [1] (see [1] §1 second paragraph), so Theorem 1.1 answers this
question affirmatively.
Direct generalization of Theorem 1.1 to higher dimensions is not true, because
we have to allow non-flat examples which are product of a Ricci flat Riemannian
manifold with a real line. So when dimension ≥ 5, the best we can hope is a splitting
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result. Actually, if the spacetimes are assumed to be static, we can prove that it is
really the case:
Theorem 1.2 Let (M,gM ) be a geodesically complete spacetime of dimension n+1
with a timelike Killing field whose orthogonal complement is integrable. Suppose the
metric gM satisfies the Einstein equation Ric(gM ) = λgM , where λ ≥ 0. Then λ = 0
and the universal cover of (M,gM ) is isometric to R × N equipped with a product
metric −dt2 + gN , where (N, gN ) is a complete Ricci flat Riemannian manifold of
dimension n.
As we mentioned before, the result in Theorem 1.2 is not true for λ < 0.
It should be noted that recently M. Reiris [14] has shown Theorem 1.2 under
the chronological condition. More precisely, M. Reiris [14] has obtained the same
result for static solutions to Einstein-scalar equation under the assumption that the
spacetime splits topologically as M ≈ R × N and the metric has global form (1.2)
with θ = 0.
Theorems 1.1 and 1.2 are derived by proving a local curvature estimate or a local
gradient estimate of the norm of the Killing field X. To state the result, we need
to introduce a Riemannian metric which is naturally associated to the stationary
spacetime (M,gM ,X).
Let X∗ be the 1-form on M obtained from X by lowering indices. We define
gˆ = − 2
gM (X,X)
X∗ ⊗X∗ + gM , (1.3)
which is a Riemannian metric on M . It can be shown that the vector field X is
still a Killing field for the metric gˆ. In other words, one can associate a stationary
Riemannian metric gˆ to a stationary Lorentzian metric gM with the same Killing
field. See [4] and [5] for similar ideas in treating the injectivity radius estimate and
local optimal regularity of Einstein spacetimes.
Our local curvature or gradient estimates are the followings:
Theorem 1.3 Let (M,gM ) be a spacetime of dimension 4 with a timelike Killing
field X and gM satisfies the Einstein equation Ric(gM ) = λgM . Let Bˆ(x0, a) be a
gˆ−metric ball centered at x0 of radius a > 0 with compact closure in M . Then there
is a universal constant C > 0 such that
sup
x∈Bˆ(x0, a2 )
| Rm(gM ) |gˆ≤ C(a−2 +max{−λ, 0}). (1.4)
Theorem 1.4 Let (M,gM ) be a spacetime of dimension n+1 with a timelike Killing
field X whose orthogonal complement is integrable, and gM satisfies Einstein equa-
tion Ric(gM ) = λgM . Let Bˆ(x0, a) be a gˆ−metric ball centered at x0 of radius a > 0
with compact closure in M . Then there is a universal constant C > 0 such that
sup
x∈Bˆ(x0, a2 )
| ∇ˆ log(−gM (X,X)) |gˆ≤ C(
√
na−1 +
√
max{−λ, 0}). (1.5)
Note that max{−λ, 0} = 0 if λ ≥ 0 in Theorems 1.3 and 1.4. To prove Theorems 1.1
and 1.2 from Theorems 1.3 and 1.4, we need a fact that gM - geodesic completeness
implies gˆ-geodesic completeness (see Theorem 3.3 in Section 3).
3
When dimension equals to 4, actually we can show that a local curvature estimate
holds on more general spacetimes which are not necessarily vacuum (see Theorems
5.3, 5.4). The result roughly says that if the energy momentum tensor is controlled,
then the full curvature tensor of the spacetime can also be controlled quantitatively.
The non-vacuum Einstein field equation coupled with specific matter fields will be
treated in forthcoming papers.
The paper is organized as follows. In section 2, we prepare some preliminary
formulas that will be used throughout the paper. Sections 2.1, 2.2 and 2.3 involve
many straight forward computations on the connections and curvatures, and the
formulas work for stationary Lorentzian and stationary Riemannian manifolds. In
section 3, we prove that the gM -geodesic completeness implies the gˆ-geodesic com-
pleteness. In section 4, we prove Theorems 1.4 and 1.2. Theorems 1.3 and 1.1 are
proved in section 5.
Acknowledgement The author is grateful to Professors S. T. Yau, X. P. Zhu
and Dr. J. B. Li for helpful discussions. Professor S. T. Yau told the author that
the estimate (at least λ = 0 case) in Corollary 4.3 was also known to Professor R.
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2 Stationary spacetime and its associated Riemannian
metric
Suppose (M,gM ,X) is a stationary spacetime of dimension n + 1, where gM is a
smooth Lorentzian metric on M and X is a timelike Killing field. Denote the set of
integral curves of X by N , π :M → N the projection map.
2.1 A local coordinate system
Fix a point P ∈ M , we will construct a natural coordinate system {xα} around P
in the followings so that the metric has the form (1.2) locally.
Let Ψτ be the (local) diffeomorphisms generated by X such that Ψ0 = id, and
Ψτ1Ψτ2 = Ψτ1+τ2 wherever they are defined. Now we fix a codimensional one space-
like submanifold Σ ⊂ M passing through P such that Σ¯ is compact. Considering
the affine parameters of all integral curves of X starting from Σ, we obtain a func-
tion t defined on an open neighborhood of Σ in M such that t = 0 on Σ. Given
a local coordinate system (x1, · · · , xn) on Σ around P . We can construct a local
coordinate system (x0, x1, · · · , xn) on M around P , where x0 = t. Actually, for
any point Q ∈ Σ lying in the coordinate chart in Σ, we require xi(Ψt(Q)) = xi(Q)
for i = 1, 2 · · · , n, and x0(Ψt(Q)) = t. Throughout the paper, we use Greek letters
α, β, · · · to indicate the indices varying from 0 to n and Latin letters i, j, k, · · · vary-
ing from 1 to n. The coordinate system {xα} depends on the choice of spacelike
submanifold Σ and the coordinate system {xi} on Σ.
Let X∗ be the 1-form obtained by lowering indices of X. The induced Rie-
mannian metric on the horizontal distribution H = X⊥ is given by gH = gM −
1
gM (X,X)
X∗⊗X∗. It is clear that the horizontal metric gH and 1-form θ = −u−2(X∗+
u2dt) satisfy LXgH = 0, LXθ = 0, where u2 = −gM (X,X), LX is the Lie derivative
of the vector field X.
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It we choose a different spacelike submanifold, say Σ′, and denote the correspond-
ing time function and one-form by t′ and θ′, we have θ − θ′ = dψ, where ψ = t′ − t
is a locally defined smooth function. Note that the integrability of the horizontal
distribution H is equivalent to dX∗ = 0 mod X∗ (Frobenius condition), or dθ = 0.
The metric gM now has the following form
gM = −u2(dt+ θ)2 + gH, (2.1)
on a neighborhood of P . In the above local coordinate system {xα}, we have
gH(
∂
∂x0
,
∂
∂xα
) = θ(
∂
∂x0
) = 0,
∂
∂t
gij =
∂
∂t
θi =
∂
∂t
u2 = 0,
(2.2)
where gij , gH( ∂∂xi ,
∂
∂xj
), θi = θ(
∂
∂xi
). Roughly speaking, the equations in (2.2)
say that u, θ, gij are essentially quantities on the space N of X-integral curves.
Actually, if we identify Σ with π(Σ) using the projection map π : M → N and
equip π(Σ) ⊂ N the Riemannian structure from (Σ, gH). The equations in (2.2) are
equivalent to u = π∗u, θ = π∗(θ), π∗g = g.
2.2 Connection and curvature matrices
Now we will do some straight forward calculations for metrics of the form g¯ =
w(dt+ θ)2 + g, where w, θ, g are t−independent. The metric is Lorentzian if w < 0,
and Riemannian if w > 0.
Since g¯00 = w, g¯0i = wθi, g¯ij = gij + wθiθj, one can calculate the inverse matrix
(g¯αβ) of (g¯αβ):
g¯00 = w−1 + |θ|2, g¯0i = −θi, g¯ij = gij , (2.3)
where θi = gijθj and |θ|2 = gijθiθj. It is useful to choose a good frame to calculate
the connection coefficients. Let e0 =
∂
∂t
, ei =
∂
∂xi
− θi ∂∂t . It can be shown that
[e0, ej ] = 0, [ei, ej ] = −Λije0 and 〈e0, ei〉 = 0, 〈ei, ej〉 = gij , where Λij = ∇iθj−∇jθi,
∇iθj is the covariate derivative of the tensor θ w.r.t. the horizontal metric g.
The dual frame of {eα} is {ωα}, ω0 = dt+θ, ωi = dxi, i = 1, 2, · · · , n. They satisfy
〈ω0, ω0〉 = w−1, 〈ω0, ωi〉 = 0, 〈ωi, ωj〉 = gij . Denote the Levi-Civita connection
matrix w.r.t. the basis eα by ω¯
β
α, Deα = ω¯
β
α ⊗ eβ . Recall Cartan’s equations,
dωα = ωβ ∧ ω¯αβ
d〈ωα, ωβ〉 = −ω¯αγ 〈ωγ , ωβ〉 − ω¯βγ 〈ωγ , ωα〉
Ω¯βα = dω¯
β
α − ω¯γα ∧ ω¯βγ .
(2.4)
The 1st equation in (2.4) says that the connection is torsion free, the 2nd says it
is compatible with the metric g¯. The 3rd equation in (2.4) is the definition of the
curvature matrix {Ω¯βα}. The connection matrix {ω¯βα} is completely determined by
the first two equations in (2.4). Actually, the 2nd equation (2.4) takes the following
form
dgij = −ω¯ikgkj − ω¯ikgkj
0 = −ω¯0kgki − ω¯i0w−1
dw−1 = −2ω¯00w−1.
(2.5)
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The 1st equation in (2.4) is
dθ = dω0 = ωk ∧ ω¯0k + ω0 ∧ ω¯00
0 = dωi = ωk ∧ ω¯ik + ω0 ∧ ω¯i0.
(2.6)
Combining (2.5) and (2.6), we have
ω¯ij = ω
i
j +
1
2
wgilΛjlω
0
ω¯i0 = −
1
2
wgilΛlkω
k − 1
2
gil∇lwω0
ω¯0i =
1
2
Λilω
l +
1
2
w−1∇iwω0
ω¯00 =
1
2
w−1dw,
(2.7)
where {ωij} is the connection matrix of the horizontal metric g = gH w.r.t. the
natural frame { ∂
∂xi
}. Now one can calculate the curvature matrix by using (2.7) and
the 3rd equation in (2.4):
Ω¯ij = Ω
i
j +
w
4
gil(ΛjpΛlq + ΛjlΛpq)ω
p ∧ ωq
+ [
1
2
gilΛjldw +
1
2
wgil∇pΛjlωp + 1
4
(Λjlω
l∇iw −∇jwΛlpgilωp)] ∧ ω0
Ω¯i0 = g
il[−w
4
∇lΛpq − 1
8
(wpΛlq −wqΛlp)− 1
4
∇lwΛpq]ωp ∧ ωq
+ gil(−1
2
∇plw + 1
4
w−1∇pw∇lw + w
2
4
ΛpqΛlmg
qm)ωp ∧ ω0.
(2.8)
Using the formula Deα = ω¯
β
α ⊗ eβ, (2.7) may be paraphrased as follows:
Deiej = Γ
k
ijek −
1
2
Λije0
De0ei = Deie0 =
1
2
wΛikg
klel +
1
2
∇i log |w|e0
De0e0 = −
1
2
gij∇iwej .
(2.9)
Using Ωαβ =
1
2R¯
α
βγδω
γ ∧ ωδ and R¯(eα, eβ , eγ , eδ) = 〈eα, eǫ〉R¯ǫβγδ , (2.8) can be
rewritten as
R¯(ei, ej , ek, el) = Rijkl +
w
4
(ΛilΛjk − ΛikΛjl)− w
2
ΛijΛkl
R¯(ei, ej , ek, e0) = −1
2
(w∇kΛij +∇kwΛij) + 1
4
(∇iwΛjk −∇jwΛik)
R¯(ei, e0, ej , e0) = −1
2
∇ijw + 1
4
w−1∇iw∇jw + w
2
4
ΛikΛjlg
kl.
(2.10)
Here, our convention for the sign of the curvature tensor is that we require Rijij > 0
on spheres. (2.10) can also be obtained alternatively by using (2.9) and the following
formula:
R¯(eα, eβ , eγ , eδ) = −〈(DeαDeβ −DeβDeα −D[eα,eβ])eγ , eδ〉.
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Since we have computed all connection coefficients (see (2.9)), it is not difficult
to compute the Hessian and the Laplacian of any time-independent function f :
∇¯2f(e0, e0) = 1
2
〈∇w,∇f〉
∇¯2f(e0, ej) = −1
2
wgklΛjkfl
∇¯2f(ei, ej) = ∇ijf
(2.11)
and
△¯f = △f + 1
2
〈∇ log |w|,∇f〉. (2.12)
The formulas (2.11) and (2.12) are important in the calculations of sections 4 (see
(4.4) and 5.
2.3 Ricci curvature
By taking traces on (2.10), we get the Ricci curvature formula:
R¯ic(e0, e0) = −△w
2
+
|∇w|2
4w
+
w2
4
|Λ|2
R¯ic(e0, ej) =
w
2
gkl(∇kΛjl + 3
2
Λjk∇l logw)
R¯ic(ei, ej) = Rij − ∇i∇jw
2w
+
∇iw∇jw
4w2
− w
2
gklΛikΛjl,
(2.13)
where Rij is the Ricci curvature of the horizontal metric gij .
Let w = −u2 < 0 in (2.1) and (2.13), we have
△u = −u
3
4
| Λ |2 +u−1R¯ic(e0, e0)
gkl(∇kΛjl + 3Λjk∇l log u) = −2u−2R¯ic(e0, ej)
Rij = u
−1∇i∇ju− u
2
2
gklΛikΛjl + R¯ic(ei, ej).
(2.14)
Let
gˆ = − 2
gM (X,X)
X∗ ⊗X∗ + gM (2.15)
be the Riemannian metric defined in (1.3) on M . Combining (2.14) and (2.13), we
get
Rˆic(e0, e0) =
u4
2
|Λ|2 − R¯ic(e0, e0)
Rˆic(e0, ej) = −R¯ic(e0, ej)
Rˆic(ei, ej) = −u2gklΛikΛjl + R¯ic(ei, ej),
(2.16)
where Rˆic and R¯ic are Ricci curvatures of metrics gˆ and g¯.
It is helpful to introduce a new metric g˜ conformal to g on horizontal distribution.
This metric will play an important role in a priori estimates(see Section 5.3). Let
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g˜ = u
2
n−2 g be a conformal change of the horizontal metic g. The Christoffel symbols
of g˜ can be given by (see Chapter 5 in [16])
Γ˜kij = Γ
k
ij +
1
n− 2(∇i log uδ
k
j +∇j log uδki − gkl∇l log ugij). (2.17)
This implies
u
2
n−2 △˜L = △L+ 〈∇ log u,∇L〉 = △ˆL (2.18)
for any t-independent smooth function L on M .
The Ricci curvature of g˜ can be computed by the following formula (see Chapter
5 in [16]):
R˜ij = Rij −∇2ij log u+
1
n− 2(log u)i(log u)j −
1
n− 2
△u
u
gij
=
u2
4(n− 2) |Λ|
2gij − u
2
2
gklΛikΛjl +
n− 1
n− 2
uiuj
u2
+ R¯ic(ei, ej)− u
−2R¯ic(X,X)
n− 2 gij ,
(2.19)
where we have used (2.14). By direct computations, we also have
u
2
n−2 △˜ log u = −u
2
4
| Λ |2 +u−2R¯ic(X,X)
gkl(∇˜kΛjl + (3 + 4− n
n− 2)Λjk∇l log u) = −2u
−2R¯ic(e0, ej).
(2.20)
Corollary 2.1 Let (M,gM ,X) be a static Einstein spacetime of dimension n + 1
satisfying Ric(gM ) = λgM . Then (M, gˆ) is a Riemannian Einstein manifold with
the same cosmological constant as gM , i.e., Ric(gˆ) = λgˆ.
Proof. This follows from (2.16) by noting that dθ = 0 on static spacetimes. ✷
Corollary 2.2 Let (M,gM ,X) be a geodesically complete stationary and chrono-
logical spacetime of dimension n + 1 with a timelike Killing field X such that the
X−orbit space N is a compact smooth manifold. Then the followings hold
i) If RicM (X,X) ≤ 0 holds everywhere, then (M,gM ,X) is static, |X|2gM ≡ const.
and there is a closed 1-form θ on N such that (M,gM ) is isometric to a metric
−(dτ + θ)2 + gN on R×N .
ii) If gM is Einstein and static, Ric(gM ) = λgM , we have λ = 0, the conclusion of
i) holds, and (N, gN ) is Ricci flat.
Proof. First of all, by [10] (c.f.[1],[12]), M is diffeomorphic to R × N , and the
metric gM now has the global form (1.2). From the first equation of (2.14), we know
RicM (X,X) = u△u+ u44 |Λ|2. For i), since △u ≤ 0, by strong maximum principle,
we have RicM (X,X) = 0 and dθ = Λ = 0 and u ≡ const.. This shows i).
If we assume Ric(gM ) = λgM , then RicM (X,X) = −λu2. By i), we know λ ≤ 0.
The first equation of (2.14) implies △u = −λu. Since u > 0, we know λ = 0 and
u = const. by strong maximum principle. The conclusion of ii) holds. ✷
Remark 2.1 Under the assumptions of Corollary 2.2 and i), (M,gM ) is isometric
to a product −dt2 + gN on R×N if H1(M,R) = 0.
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3 Completeness
Before the discussion of completeness, we need to do some preliminary work on
projecting curves to horizontal ones. Here, we say a curve is horizontal if its tangent
vectors are horizontal.
Lemma 3.1 Let (M,gM ) be a spacetime with a timelike Killing field X. Let γ¯ : I →
M be a smooth curve onM , where I ⊂ R is an interval. Fix s0 ∈ I, p0 = Ψτ0(γ¯(s0)),
there is a unique maximal smooth horizontal curve σ : I ′ → M such that I ′ ⊂ I,
τ(s0) = τ0, Ψτ(s)(γ¯(s)) = σ(s) for any s ∈ I ′, where τ : I ′ → R is a smooth function,
Ψτ is the local flow generated by X. Moreover, I
′ = I provided that the vector field
X is complete.
Here σ is maximal means that any such horizontal projection curve of γ¯ passing p0
is only a part of σ. The vector field X is said to be complete if any integral curves
of X can be defined, for their affine parameters, on the whole real line R.
Proof. Consider the curve Ψτ0(γ¯). Note that the map Ψτ0 might not be defined on
whole γ¯, so the parameters of the curve Ψτ0(γ¯) lie in a connected subinterval of I.
Let Ψτ0(γ¯(s)) be parameterized by (x
0(s), x1(s), · · · , xn(s)) on a chronological chart
{xα} around p0 used in §2.1. Let T =
∑
α T
αeα be the tangent vector of Ψτ0(γ¯(s)),
where T i = dx
i
ds
and T 0 = dx
0
ds
+
∑
T iθi.
Consider another curve
σ(s) = (y(s), x1(s), · · · , xn(s)) (3.1)
on the coordinate system {xα}, where we require d
ds
y(s) +
∑
T iθi = 0, σ(s0) =
Ψτ0(γ¯(s0)). It is clear
dσ(s)
ds
=
∑n
i=1 T
iei, i.e., σ(s) is horizontal. Note that the
function y(s) is determined uniquely by these requirements. So γ¯ has a unique
horizontal projection Ψτ(s)(γ¯(s)) on this chart, where τ(s) = τ0 + y(s) − x0(s) is
clearly a smooth function. Because the manifold may be covered by chronological
coordinate charts used in §2.1, one can extend the horizontal projection curve of γ¯
to a maximal one. ✷
Remark 3.1 It is clear that in Lemma 3.1, we have
|σ˙|gˆ(s) ≤ | ˙¯γ|gˆ(s), s ∈ I ′, (3.2)
which implies that if γ¯ is not horizontal, then the gˆ-length of the horizontal projection
curve σ will become strictly smaller.
Lemma 3.2 Let (M,gM ) be a time-geodesically complete spacetime with a timelike
Killing field X. Then X is complete.
Proof. We only need to show that any integral curve ζ : [a, b) → M of X can be
extended over b. When c > a is close to a, there is a timelike geodesic γ : [0, d]→M
such that γ(0) = ζ(a) and γ(d) = ζ(c). By time-completeness assumption, γ can be
extended to be defined on all affine parameters. Ψb−c is clearly defined near ζ(a)
and Ψb−c(ζ(a)) = ζ(b− (c − a)), where Ψt are the local diffeomorphisms generated
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by X. To prove the lemma, it suffices to show that the maps Ψτ , for τ ∈ [0, b − c]
can be defined on whole γ.
Suppose this is not true, there will be a smooth family of X−integral curves
connecting γ(s) and σ(s) for s lying in a maximal interval I = (a′, b′). Without
loss of generality, we assume b′ < ∞. The integral curve η of X starting at γ(b′)
can only be defined on a maximal interval [0, c′) where c′ < b − c. Considering the
timelike geodesic ξ(s) = Ψc′(γ) defined on (a
′, b′), it can also be extended to all
affine parameters. Near the point ξ(b′), by considering the integral curves of −X
starting at ξ(s) for s ∈ (b′ − ǫ, b′], we find η can actually be extended over c′, and
η(c′) = ξ(b′). This is a contradiction.
✷
In general, the horizontal projection curve of a geodesic is no longer a geodesic,
but it still satisfies a ”good” ODE. Indeed, in a coordinate system {xα} in §2.1, by
using (2.9) and direct computations, we have
∇¯TT =w−1d(T
0w)
ds
e0
+ [
dT i
ds
+ ΓiklT
kT l +
1
2
(T 0w)2∇jw−1gij + T 0wΛlmT lgmi]ei,
(3.3)
where γ¯(s) = (x0(s), x1(s), · · · , xn(s)), T = ˙¯γ = ∑α Tαeα.
This implies that γ¯ is a geodesic on (M, g¯) if and only if the curve γ = π(γ¯),
γ(s) = (x1(s), · · · , xn(s)), satisfies
T 0w = 〈T,X〉 = const. , c
∇γ˙ γ˙ = −c
2
2
∇w−1 − c(iγ˙dθ)♯,
(3.4)
where iγ˙dθ is the 1-form obtained from the contraction of 2-form Λ = dθ with the
tangent vector γ˙ =
∑
T i ∂
∂xi
.
The first equation of (3.4) can be derived alternatively by
T 〈T,X〉 = 〈T, ∇¯TX〉 = 0
since X is Killing and ∇¯TT = 0.
Theorem 3.3 Let (M,gM ) be a geodesically complete spacetime with a timelike
Killing field X. Then (M, gˆ) is a complete Riemannian manifold, where gˆ is defined
in (1.3).
Proof. Fix p ∈M , we will show that the exponential map expgˆ of gˆ can be defined on
the whole tangent space TpM at p. Let r¯ be the supremum of all r > 0 such that the
exponential map expgˆ can be defined on a ball of radius r centered at 0 in TpM . We
have to show r¯ =∞. We argue by contradiction. Suppose r¯ <∞. Let γ¯ : [0, r¯)→M
be a normal gˆ-geodesic parameterized by arclength, γ¯(0) = p, | ˙¯γ(0)|gˆ = 1, and γ¯ can
not be extended over time r¯ (as a gˆ-geodesic). From the definition of r¯, for any r < r¯,
we know B(p, r) = expgˆ(B(0, r)) and B¯(p, r) = expgˆ(B¯(0, r)), where B(p, r) = {q ∈
M : dgˆ(q, p) < r}, B¯(p, r) = {q ∈ M : dgˆ(q, p) ≤ r}, B(0, r) = {v ∈ TpM : |v| < r},
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and B¯(0, r) = {v ∈ TpM : |v| ≤ r}. Therefore, B¯(p, r) = {q ∈ M : dgˆ(q, p) ≤ r} is
compact provided r < r¯.
We assume that γ¯ is not horizontal, otherwise γ¯ can be extended to whole real line
R, because a horizontal gˆ-geodesic is also a horizontal gM -geodesic (see (3.4)). By
Lemmas 3.1, 3.2, one can construct a smooth horizontal projection curve σ : [0, r¯)→
M such that σ(0) = γ(0) = p, τ(0) = 0, σ(s) = Ψτ(s)γ(s), where τ : [0, r¯) → R
is a smooth function. Since γ¯ is not horizontal, the gˆ-length of σ is less than that
of γ (see (3.2)), i.e., L , L(σ) < L(γ) = r¯. By (3.2), for any 0 < a < b < r¯, we
have dgˆ(σ(a), σ(b)) ≤ b− a. For any sequence rk < r¯, rk → r¯, {σ(rk)} is a Cauchy
sequence in a compact subset B¯(p, L). So lim
s→r¯ σ(s) must exist. Denote the limit by
q.
Choose a local coordinate system {xα} as in §2.1 around q. Since π(σ(s)) , γ(s),
s < r¯, satisfies the 2nd equation of the ODE (3.4) near q, we know σ(s) can be ex-
tended smoothly over r¯, i.e., σ is now defined on [0, r¯ + ǫ] for some ǫ > 0, and
π(σ) |[r¯−ǫ,r¯+ǫ] satisfies (3.4) on the coordinate system {xα}. By solving the x0-
coordinate function from the 1st equation of ODE (3.4) for s ∈ [r¯− ǫ, r¯+ ǫ], we get a
gˆ-geodesic γ˜ : [r¯−ǫ, r¯+ǫ] lying in the coordinate system whose horizontal projection
curve is σ |[r¯−ǫ,r¯+ǫ]. Since X is complete (see Lemma 3.2), one can choose a suitable
t0 ∈ R, such that Ψt0(γ˜) coincides with γ on [r¯ − ǫ, r¯). Now γ ∪ Ψt0(γ˜ |[r¯,r¯+ǫ]) will
be a smooth gˆ- geodesic which is an extension of γ¯. This is a contradiction with the
definition of r¯. The proof is complete. ✷
Theorem 3.4 Let (M,gM ) be a geodesically complete static Einstein spacetime of
dimension n+ 1, i.e. Ric(gM ) = λgM . Then λ ≤ 0.
Proof. Suppose λ > 0. We know Ric(gˆ) = λgˆ by (2.16). On the other hand, (M, gˆ)
is complete by Theorem 3.3. This implies that M is compact by Bonnet-Myers the-
orem. From (2.12) and (2.14), we have △ˆ log u = −λ on M . At the minimum point
of log u, we find −λ ≥ 0, which is a contradiction with λ > 0. ✷
4 Static solutions
In this section, we will handle static spacetimes. We will first derive a local gradient
estimate on the norm of the Killing field. The idea comes from Yau’s gradient
estimate of harmonic functions on Riemannian manifolds (see [17] or §1.3 in [16]).
4.1 Static vacuum solutions
In the following Theorem 4.1, we assume (M,gM ,X) is a static Einstein spacetime
of dimension n+ 1 with a timelike Killing field X whose orthogonal complement is
integrable, and Ric(gM ) = λgM .
Let gˆ be the Riemannian metric defined by (1.3). Note that u = [−gM (X,X)]
1
2
is a time-independent function, we have |∇ˆ log u|2gˆ = |∇ log u|2g by (2.3).
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Theorem 4.1 Let Bˆ(x0, a) be a gˆ-geodesic ball centered at x0 of radius a > 0 with
compact closure in M . Then there is a universal constant C such that
sup
x∈Bˆ(x0, a2 )
| ∇ˆ log u |gˆ≤ C(
√
na−1 +
√
max{−λ, 0}). (4.1)
Proof. By (2.11), we know
∇ˆ2 log u(e0, e0) = |∇u|2
∇ˆ2 log u(e0, ei) = 0
∇ˆ2 log u(ei, ej) = ∇i∇j log u,
(4.2)
on a local coordinate system {xα} in §2.1, where e0 = ∂∂t , ei = ∂∂xi − θi ∂∂t , i =
1, 2, · · · , n. This implies △ˆ log u = −λ.
By Corollary 2.1, we know gˆ is also an Einstein metric and Rˆic = λgˆ.
By Bochner formula, we have
△ˆ|∇ˆ log u|2 = 2|∇ˆ2 log u|2gˆ + 2λ|∇ˆ log u|2. (4.3)
From (4.2), we get
|∇ˆ2 log u|2gˆ = |∇2ij log u|2g + |∇ log u|4g, (4.4)
and
△ˆ|∇ log u|2 = 2|∇2 log u|2g + 2|∇ log u|4 + 2λ|∇ log u|2. (4.5)
Let ρ be the gˆ-distance function centered at x0. Let ψ : R+ → R be a smooth
nonnegative decreasing cutoff function such that ψ = 1 on [0, 12 ], ψ = 0 outside
[0, 1], and |ψ′′ |+ (ψ′)2
ψ
≤ C√ψ.
We consider the nonnegative function f = ψ(ρ
a
)|∇ log u|2 on Bˆ(x0, a). Suppose
f achieves its maximum at some smooth point x1 ∈ Bˆ(x0, a) of ρ. Then we have
△ˆf(x1) ≤ 0 and ∇ˆf(x1) = 0. Hence
0 ≥ △ˆf(x1) ≥ 2ψ|∇2 log u|2g + 2ψ|∇ log u|4 + 2λψ|∇ log u|2
− 1
a2
(|ψ′′ |+ 2(ψ
′
)2
ψ
)|∇ log u|2 + a−1△ˆρψ′ |∇ˆ log u|2.
(4.6)
We first consider λ ≥ 0 case. In this case, we have the Laplacian comparison theorem
△ˆρ ≤ n
ρ
. Hence a−1△ˆρψ′ ≥ 2na−2ψ′ . Multiplying both sides of (4.6) by ψ, we get
2f(x1)
2 − Cna−2f(x1) ≤ 0, which implies f(x1) ≤ Cna−2. In particular, we have
sup
x∈Bˆ(x0, a2 )
|∇ˆ log u|gˆ ≤ C
√
na−1. (4.7)
If x1 lies in the cut locus of x0, by applying a standard support function technique
(see [17], or Theorem 3.1 in [16]), (4.6) and (4.7) still hold.
Now we assume λ < 0. In this case, Laplacian comparison theorem tells us
△ˆρ ≤ n
ρ
(1 +
√
|λ|
n
ρ) (see Corollary 1.2 in [16]). This gives a−1△ˆρψ′ ≥ (2na−2 +
12
a−1
√|λ|n)ψ′ . Multiplying both sides of (4.6) by ψ, we get f(x1) ≤ C(|λ| + na−2),
where C is a universal constant (independent of n). The proof is complete. ✷
Proof of Theorem 1.2. If (M,gM ) is geodesically complete, we know (M, gˆ) is
complete from Lemma 3.3. If λ ≥ 0, letting a → ∞ in Theorem 4.1, one can
prove u = const.. Now the 1-form X∗ dual to X becomes closed. On the universal
cover, X∗ = df must hold for some function f , the level set {f = const.} is a
global integrable submanifold of the horizontal distribution. It is easy to see that
{f = const.} is complete and Ricci flat. The universal cover of (M,gM ) will be
isometric to R× {f = const.}.
The argument of Theorem 4.1 essentially provides a proof of the following:
Corollary 4.2 Let (Mn, g) be a Einstein Riemannian manifold with a nowhere van-
ishing Killing field X such that the orthogonal complement of X is integrable and
Ric = λg. Then for any metric ball B(x0, a) with compact closure in M
n, we have
sup
B(x0,
a
2
)
|∇ log |X|| ≤ C(√na−1 +
√
max{−λ, 0}), (4.8)
where C is a universal constant. Moreover, if λ ≥ 0 and (Mn, g) is complete, then
|X| = const. and the universal cover of (Mn, g) is isometric to R ×N , where N is
a complete Ricci flat Riemannian manifold.
Corollary 4.3 Let (Nn, g) be a Riemannian manifold, u a smooth positive function
on N satisfying Rij = u
−1∇iju+λgij, △u = −λu. Then for any metric ball B(x0, a)
with compact closure in N , we have
sup
B(x0,
a
2
)
|∇ log u| ≤ C(√na−1 +
√
max{−λ, 0}), (4.9)
where C is a universal constant. Moreover, u = const. and (Nn, g) is Ricci flat if
λ ≥ 0 and (Nn, g) is complete.
Proof. Let M = R ×Nn be a manifold equipped with a static Riemannian metric
gˆ = u2dt2 + g. Now X , ∂
∂t
is a Killing field. One can show that Ric(gˆ) = λgˆ (see
(2.13)). The same argument as in Theorem 4.1 will give (4.9). Because the projec-
tion from M to Nn of any gˆ-Cauchy sequence on M is also a g-Cauchy sequence on
Nn, the completeness of Nn will imply the completeness of M . The last assertion
of the corollary holds. ✷
5 4-d stationary vacuum spacetimes
5.1 Preliminaries
In this section, we focus on the usual dimension of spacetime, i.e., dim M = 4.
Now fix a point x0 ∈ M , let {xα} be a coordinate system used in §2.1, which
covers some open neighborhood M ′ ⊂ M of x0. Let π : M → N be the projection
from M to the X− orbit space N . Equip N ′ = π(M ′) the horizontal Riemannian
metric gij . Since X
∗ = −u2(dt + θ), the Hodge dual of X∗ ∧ dX∗ (on (M, g¯)) is
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±u3 ∗ dθ, where ∗dθ is the Hodge dual of dθ (on (N ′, g)). Denote ω = u3 ∗ dθ. Note
that |ω|2 = u6|dθ|2 = u62 |Λ|2, where the norm for a 2-form is taken by requiring
|e1 ∧ e2|2 = 1 if e1, e2 are orthonormal. Now d2θ = 0 is equivalent to d(u−3 ∗ω) = 0,
or gij∇iωj = 3〈d log u, ω〉.
It should be noted that ω ⊗ ω is globally defined on M no matter whether M is
orientable or not.
Now we can rewrite equations (2.14) and (2.16) as follows:
Rij = u
−1∇i∇ju+ 1
2
u−4(ωiωj − |ω|2gij) + R¯ic(ei, ej)
△u = −1
2
u−3|ω|2 + u−1R¯ic(X,X)
gkl∇kωl = 3gklωk∇l log u
(∗dω)j = ±2uR¯ic(X, ej),
(5.1)
and
Rˆic(X,X) = u−2|ω|2 − R¯ic(X,X)
Rˆic(X, ej) = −R¯ic(X, ej)
Rˆic(ei, ej) = −u−4(|ω|2gij − ωiωj) + R¯ic(ei, ej).
(5.2)
Recall that g˜ , u2g in section 2.3, and we have (see (2.19) (2.20) (5.1)):
R˜ij =
1
2
u−4ωiωj + 2
uiuj
u2
+ R¯ic(ei, ej)− u−2R¯ic(X,X)gij
u2△˜ log u = −1
2
u−4|ω|2 + u−2R¯ic(X,X)
g˜kl∇˜kωl = 4g˜klωk∇l log u
(∗g˜dω)( ∂
∂xj
) = ±2R¯ic(X, ej).
(5.3)
By taking trace on the first equation of (5.3), we find that the scalar curvature R˜ of
g˜ satisfies
u2R˜ =
1
2
u−4|ω|2 + 2u−2|∇u|2 + R¯− 2u−2R¯ic(X,X), (5.4)
where R¯ is the scalar curvature of (M, g¯).
5.2 A map Φ
Throughout this subsection, we assume the following condition holds:
R¯ic(X,Y ) = 0 whenever g¯(X,Y ) = 0, (5.5)
where X is the timelike Killing field. In general, condition (5.5) does not hold, while
it holds when (M, g¯) is Einstein, i.e., Ric(g¯) = cg¯.
When condition (5.5) holds, from the last equation of (5.1), we know ω = dψ
holds locally for some function ψ by Poincare lemma. In this case, we have
△ˆψ = 4〈∇ψ,∇ log u〉gˆ,
△˜ψ = 4〈∇ψ,∇ log u〉g˜.
(5.6)
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Let g−1 = y−2(dx2 + dy2) be the hyperbolic metric (sectional curvature ≡ −1)
on Poincare upper half plane H = {(x, y) : x ∈ R, y > 0}. We define a map
Φ : M ′ → H by Φ = (ψ, u2) = (x, y). Because ψ and u are time-independent, Φ is
also a map from N ′ = π(M ′) to H.
Lemma 5.1 The map Φ satisfies
i) Φ∗g−1 = u−4ω ⊗ ω + 4d log u⊗ d log u;
ii) △ˆΦ = u2△˜Φ = 2R¯ic(X,X) ∂
∂y
, where △ˆΦ( or △˜Φ) is the harmonic map Lapla-
cian between two Riemannian manifolds (M ′, gˆ)(or (N ′, g˜)) and (H, g−1).
Proof. We can calculate the Christoffel symbols Γabc of g−1 as follows:
Γ111 = Γ
1
22 = Γ
2
12 = 0
− Γ112 = −Γ222 = Γ211 = y−1.
(5.7)
From the definition of the Hessian of a map from (M, gˆ) to (H, g−1), we have
(∇ˆαβΦ)a = ∇ˆαβΦa + Γabc∇αΦb∇βΦc. (5.8)
Combining with (5.7), it follows
(∇ˆαβΦ)1 = ∇ˆαβψ − ψα(log u2)β − ψβ(log u2)α
(∇ˆαβΦ)2 = 2u2∇ˆαβ log u+ u−2ψαψβ .
(5.9)
Taking traces on (5.9) with respect to gˆ, we get
(△ˆΦ)1 = △ˆψ − 4〈∇ψ,∇ log u〉g = 0
(△ˆΦ)2 = 2u2△ˆ log u+ u−2|ω|2g = 2R¯ic(X,X),
(5.10)
where we have used (5.6) (5.1) and (2.12)). ✷
Corollary 5.2 When (M, g¯) is Ricci flat, the map Φ = (x, y) = (ψ, u2) is a har-
monic map from (M ′, gˆ) (or (N, g˜)) to (H, g−1).
Now we can apply the standard Bochner formula
△ˆe(Φ) =2〈∇ˆΦ, ∇ˆ△ˆΦ〉+ 2|∇ˆαβΦ|2 + 2〈Rˆic,Φ∗g−1〉gˆ
− 2RabcdΦaαΦbβΦcγΦdδ gˆβδ gˆαγ
(5.11)
where
e(Φ) =gˆαβ(Φ∗g−1)αβ = u−4|ω|2 + 4|∇ log u|2
=2u2R˜− (R¯− 2u−2R¯ic(X,X)). (5.12)
Here we have used (5.4).
Now we compute the term I1 = 〈∇ˆΦ, ∇ˆ△ˆΦ〉 first.
By Lemma 5.1 and (5.7), we have
∇ˆα△ˆΦa = ∂
∂xα
(△ˆΦa) + Γabc△ˆΦb
∂Φc
∂xα
=
∂
∂xα
(△ˆΦa)− 2u−2R¯ic(X,X)∂Φ
a
∂xα
,
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which implies
∇ˆα△ˆΦ1 = −2u−2R¯ic(X,X) ∂ψ
∂xα
,
∇ˆα△ˆΦ2 = ∂
∂xα
(2R¯ic(X,X)) − 2u−2R¯ic(X,X) ∂u
2
∂xα
.
Hence,
I1 =〈∇ˆΦ, ∇ˆ△ˆΦ〉 = −2u−2R¯ic(X,X)(u−4 |ω|2 + 4|∇ log u|2)
+ u−4〈∇(2R¯ic(X,X)),∇u2〉. (5.13)
The 3rd term on the right hand side of (5.11) can be computed as follows:
〈Rˆic,Φ∗g−1〉gˆ = [u−4(ωiωj − |ω|2gij) + R¯ic(ek, el)gikgjl][u−4ωiωj + 4uiuj
u2
]
= −4u−6(|ω|2|∇u|2 − 〈ω,∇u〉2)
+ gikgjl(u−4ωiωj + 4
uiuj
u2
)R¯ic(ek, el).
(5.14)
Since g−1 has constant sectional curvature K ≡ −1, we have
−RabcdΦaαΦbβΦcγΦdδ gˆαγ gˆβδ
= [(Φ∗g−1)αγ(Φ∗g−1)βδ − (Φ∗g−1)αδ(Φ∗g−1)βγ ]gˆαγ gˆβδ
= 8u−6(|ω|2|∇u|2 − 〈ω,∇u〉2).
(5.15)
Now we compute the term |∇ˆαβΦ|2 at a given point (x¯, t0). By definition,
|∇ˆαβΦ|2 = u−4(|(∇ˆαβΦ)1|2gˆ + |(∇ˆαβΦ)2|2gˆ).
Let {xi} be a normal coordinate system around the fixed point x¯ ∈ N . Let
E0 = u
−1 ∂
∂t
, Ei =
∂
∂xi
− θi ∂∂t , then {Eα} is an orthonormal basis of gˆ at (x¯, t0),
hence
|(∇ˆαβΦ)a|2gˆ =
∑
α,β
[(∇ˆαβΦ)a]2. (5.16)
From (2.11), we have
(∇ˆ2 log u)(E0, E0) = u−2|∇u|2g
(∇ˆ2 log u)(E0, Ei) = −1
2
Λilukg
kl = ±u
−3
2
∗ (ω ∧ du)i
(∇ˆ2 log u)(Ei, Ej) = (∇2 log u)( ∂
∂xi
,
∂
∂xj
).
(5.17)
On the other hand, we have
(dψ ⊗ dψ)(E0, E0) = (dψ ⊗ dψ)(E0, Ei) = 0
(dψ ⊗ dψ)(Ei, Ej) = ψiψj .
(5.18)
From (5.9), we get
u−4|(∇ˆαβΦ)2|2gˆ = 4|∇ log u|4 + 2|u−2ω ∧ d log u|2 + |2∇ij log u+ u−4ωiωj|2. (5.19)
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To compute the term
|(∇ˆαβΦ)1|2gˆ = (∇ˆ2ψ(E0, E0))2 + 2
∑
i
(∇ˆ2ψ(E0, Ei))2
+
∑
i,j
[∇ˆ2ψ(Ei, Ej)− 2ψi(log u)j − 2ψj(log u)i]2,
we need (see (2.11))
∇ˆ2ψ(E0, E0) = 〈∇ log u,∇ψ〉
∇ˆ2ψ(E0, Ei) = −1
2
uΛilg
lk∇kψ = ±u
−2
2
∗ (ω ∧ ω)i = 0
∇ˆ2ψ(Ei, Ej) = (∇2ψ)( ∂
∂xi
,
∂
∂xj
),
(5.20)
hence
u−4|(∇ˆαβΦ)1|2gˆ = 〈d log u, u−2ω〉2 + u−4|∇iωj − ωi(log u2)j − ωj(log u2)i|2. (5.21)
Combining (5.21) (5.19) (5.15)(5.14)(5.13), we have
△ˆ(1
2
e(Φ)) = △(1
2
e(Φ)) + 〈∇ log u,∇(1
2
e(Φ))〉
= 4|∇ log u|4 + 〈d log u, u−2ω〉2 + |2∇ij log u+ u−4ωiωj|2
+ u−4|∇iωj − 2ωi(log u)j − 2ωj(log u)i|2 + 6|u−2ω ∧ d log u|2
+ I2 + I3,
(5.22)
where
1
2
e(Φ) =
1
2
u−4|ω|2 + 2|∇ log u|2
I2 = [R¯ic(ek, el)− 2u−2R¯ic(X,X)gkl ]gikgjl[u−4ωiωj + 4uiuj
u2
]
l3 = 4u
−2〈∇(R¯ic(X,X)),∇ log u〉.
(5.23)
5.3 A priori estimates
The main result of this section is the following:
Theorem 5.3 Let (M,gM ) be a spacetime of dimension 4 with a timelike Killing
field X. Denote gˆ = − 2
gM (X,X)
X∗ ⊗ X∗ + gM the Riemannian metric associated
to X. Let Bˆ(x0, a) be a gˆ-metric ball centered at x0 of radius a > 0 with compact
closure in M , and assume
sup
Bˆ(x0,a)
|Ric(gM )|gˆ ≤ a−2. (5.24)
Then there is a universal constant C such that
sup
x∈Bˆ(x0, a2 )
|∇ log u|2 + u−4|ω|2 ≤ C
a2
, (5.25)
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where u2 = −gM (X,X). Moreover, for any p > 1, there is a constant Cp > 0
depending only on p such that
(
1
volgˆ(Bˆ(x0,
a
2 ))
∫
Bˆ(x0,
a
2
)
|Rm(gM )|pgˆdvolgˆ)
1
p ≤ Cp
a2
(5.26)
Proof. By scaling invariance, we may assume a = 1. The argument is divided into
two cases:
Case 1: ∂Bˆ(x0, a) 6= φ;
Case 2: ∂Bˆ(x0, a) = φ.
We treat Case 1 first. Let h(x) = 2|∇ log u|2(x) + 12u−4|ω|2(x), and f(x) =
h(x)d2gˆ(x, ∂Bˆ(x0, 1)). Since f is a nonnegative function on Bˆ(x0, 1), vanishes on
∂Bˆ(x0, 1), there is a point x¯ ∈ Bˆ(x0, 1) such that f(x¯) = supx∈Bˆ(x0,1) f(x). To
prove the theorem, it suffices to prove that there is a universal constant C > 0 such
that f(x¯) < C. We will argue by contradiction. Suppose there are a sequence of
spacetimes (Ml, gMl) and gˆl−balls Bˆ(xl, 1) ⊂ Ml with compact closure satisfying
(5.24) with a = 1, but f(x¯l)→∞ as l→∞, where
f(x¯l) = sup
x∈Bˆ(xl,1)
hl(x)d
2
gˆl
(x, ∂Bˆ(xl, 1)), hl(x) = 2|∇ log ul|2 + 1
2
u−4l |ωl|2.
Now we will work on a fixed space (Ml, gˆl). For simplicity, we drop the subscript l.
For any fixed 0 < ǫ < 1, and any x ∈ Bˆ(x0, 1) with
dgˆ(x, x¯) ≤ ǫf(x¯)
1
2h−
1
2 (x¯) = ǫdgˆ(x¯, ∂Bˆ(x0, 1)),
we have
h(x) ≤ 1
(1− ǫ)2h(x¯). (5.27)
Note that the function f(x) is invariant under the scaling of the metric. The
metric g¯ = −u2(dt + θ)2 + g is invariant under normalizations u → u(x¯)−1u, t →
u(x¯)t, θ → u(x¯)θ, ω → u(x¯)−2ω. Therefore, the equation (5.1) remains invariant
under such normalizations. So without loss of generality, by scaling u and the metric
g¯ by suitable positive constants, we may assume u(x¯) = 1 and h(x¯) = 1. Now (5.27)
becomes
h(x) ≤ 1
(1− ǫ)2 on B(x¯, ǫf(x¯)
1
2 ). (5.28)
From (5.28), we know |∇ log u| ≤ 1√
2
(1− ǫ)−1 on B(x¯, ǫf(x¯) 12 ).
Take ǫ = D√
f(x¯)
, where D ≥ 1 is a fixed constant independent of l, we have
e
− D√
2
(1− D√
f(x¯)
)−1 ≤ u(x) ≤ e
D√
2
(1− D√
f(x¯)
)−1
on Bˆ(x¯,D). (5.29)
By (5.3) and (5.29), it can be shown that the sectional curvature of g˜ on Bˆ(x¯,D)
satisfies
− K˜max ≤ K˜(x) ≤ e
10D(1− D√
f(x¯)
)−1
(1−Df(x¯)− 12 )−2 , K˜max. (5.30)
18
Let E = Hx¯ ⊂ Tx¯M be the orthogonal complement of X at x¯ equipped with the
Euclidean metric induced from g¯ or gˆ. Let expE : E → M be the restriction of the
exponential map (of the conformal metric u2(g¯) or u2(gˆ)). Clearly, expE is a smooth
map.
Claim 1: There is a universal constant δ1 > 0 such the exponential map expE
is an immersion from B(0, δ1) ⊂ E to Bˆ(x¯, 1). Moreover, the pull back (0, 2)-
tensor field exp∗E g˜ is strictly positive definite everywhere on B(0, δ1), where g˜ =
u2[g¯ − 1
gM (X,X)
X∗ ⊗X∗].
Let v1 ∈ E, 0 6= v2 ∈ Tv1E = E, we will show (expE)∗v1(v2) 6= 0 when |v1| is
small. Let γ(s) = expE(sv1), s ∈ [0, 1] be a horizontal geodesic w.r.t. u2(g¯) such
that γ(0) = x¯, γ(1) = expE(v1). The variation ǫ → γǫ(s) = expE(s(v1 + ǫv2) of
horizontal geodesics gives a nontrivial Jacobi field U = s(expE)∗sv1(v2) on γ such
that U(0) = 0, U(1) = (expE)∗v1(v2).
Note that one can always construct a contractible 3-dimensional smooth spacelike
immersed submanifold σ : Σ → M so that there is a smooth map γ˜ : [0, 1] → Σ
satisfying γ = σ ◦ γ˜. Actually, let {E1(s), E2(s), E3(s)}, where E3(s) = γ˙(s), be a
parallel and horizontal orthogonal u2g¯-frame along γ, let Σ = [0, 1]×{|w1 |2+|w2|2 <
ǫ2} ⊂ R3, then the map σ : Σ → M , where σ(s,w1, w2) , expEγ(s)(w1E1(s) +
w2E2(s)), will be an immersion when ǫ is sufficiently small. By considering the
integral curves of X passing through σ(Σ) and setting the affine parameters t = 0
on Σ, there is a small positive number δ > 0 such that the map F : Σ×(−δ, δ) →M ,
where F (x, t) = Ψt(σ(x)), is also an immersion. Let π : Σ× (−δ, δ)→ Σ, π(x, t) = x
be the natural projection map. Now we pull back the metric g¯ by F to Σ× (−δ, δ),
and equip Σ the horizontal metric(still denoted by u2g) induced from the metric
F ∗(u2g¯).
Note that we can lift the family of horizontal geodesics ǫ → γǫ on M to a
family of horizontal geodesics ǫ → γ˜ǫ on Σ × (−δ, δ) such that F (γ˜ǫ) = γǫ. Denote
the variational vector field on γ˜ by U˜ . Now π(γ˜ǫ) is a variation of geodesics on
(Σ, u2g)(see (3.4)), π∗U˜ is the variational Jacobi field such that π∗U˜(0) = 0. π∗U˜ is
nontrivial since its derivative at γ˜(0) with respect to ˙˜γ(0) is π∗(v2) 6= 0. By (5.30),
the conjugate radius of the exponential map of (Σ, u2g) at γ˜(0) is greater than
πK˜
− 1
2
max. So if |v1| < πK˜−
1
2
max, we must have π∗U˜(1) 6= 0 and hence (exp∗E g˜)v1(v2) 6= 0.
This finishes the proof of Claim 1.
Claim 2: The identity map from E to itself is the exponential map at point 0 of
(B(0, δ1), exp
∗
E g˜).
The Claim 2 is clear by our construction. We denote the metric exp∗E g˜ still by
g˜. The point is that the injectivity radius of g˜ at 0 is at least δ1. One can also pull
back the functions u, the 1-form ω by the exponential map expE to B(0, δ1). Since
B(0, δ1) is contractible, the function ψ satisfying dψ = ω can be globally defined on
B(0, δ1). We denote these pulled back quantities still by the same notations u, ψ, ω.
From the first equation of (5.3) and our assumption, it is important to know that
the curvature of g˜ is bounded on (B(0, δ1). By [11], one can construct a harmonic
coordinate system {zi} of radius 2δ2 > 0 around 0 such that the estimate
1
2
δij ≤ g˜ij ≤ 2δij , |g˜ij |C1,α ≤ δ−12 (5.31)
holds on {|z| < 2δ2}. By the second and third equations of (5.3), we know △˜u and dω
and δω are uniformally bounded by our assumption. By elliptic regularity, |u|C1,α
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and |ω|Cα are uniformally bounded on a smaller ball. By Arzela-Ascoli theorem,
one can take a C1,α and W 2,p convergent subsequence for g˜ and u, and Cα, W 1,p
convergent subsequence of ω. We denote the limit by g˜∞, u∞, ω∞. Since h only
involves ∇u, ω and g, we know that the Cα norm of h is uniformally bounded on
{|z| < 32δ2}(independent of l). The limit h∞ is Cα and must satisfy
h∞(x) ≤ h∞(0) = 1 (5.32)
on {|z| < 32δ2}. Now we attempt to show that the limit (g˜∞, u∞, ω∞) is actually
smooth and satisfies the vacuum Einstein equation.
Recall that in the above harmonic coordinate system {zi}, Ricci curvature 2R˜ij =
−g˜kl ∂2
∂zk∂zl
g˜ij +Qij(∂g˜, g˜), where Q is quadratic in ∂g˜, with polynomial coefficients
in g˜, g˜−1.
For each scaled solution gl, ul, ωl, in the above harmonic coordinate system {zi},
multiplying the first equation of (5.3) by a function ξ ∈ W 1,p0 (B(0, δ2)), p > 1, and
integrating by parts, we get:
∫
B(0,δ2)
g˜kl
∂g˜ij
∂zk
∂ξ
∂zl
+ [∂lg˜
kl∂kg˜ij +Q(∂g˜, g˜)ij ]ξdz
1dz2dz3
= 2
∫
B(0,δ2)
(
1
2
u−4ωiωj + 2
uiuj
u2
)ξdz1dz2dz3 + 2I4
(5.33)
where
I4 =
∫
B(0,δ2)
(R¯ic(ei, ej)− u−2R¯ic(X,X)gij)ξdz1dz2dz3.
Since the norm of R¯ic(ei, ej) − u−2R¯ic(X,X)gij is bounded by Ch(x¯l)−1 → 0 by
our scaling, we know I4 → 0 as l → ∞. Note that the Cα-norms of ∂g˜, ω, ∂u are
uniformally bounded, (5.33) must converge to
∫
B(0,δ2)
(g˜∞)kl
∂
∂zk
g∞ij
∂
∂zl
ξ
=
∫
B(0,δ2)
[−∂l(g˜∞)kl∂kg˜∞ij −Q(∂g˜∞, g˜∞)ij + (u∞)−4ω∞i ω∞j + 4
u∞i u
∞
j
(u∞)2
]ξ.
(5.34)
Because Aij = −∂l(g˜∞)kl∂kg˜∞ij − Q(∂g˜∞, g˜∞)ij + (u∞)−4ω∞i ω∞j + 4
u∞i u
∞
j
(u∞)2 ∈ W 1,p,
and coefficients (g˜∞)kl ∈ W 2,p, we know g˜∞ ∈ W 3,p by standard Lp−estimate for
elliptic equations of divergence form.
Now we can apply the same technique to the rest equations of (5.3) to obtain
(u∞)2△˜ log u∞ = −1
2
(u∞)−4|ω∞|2
(g˜∞)kl∇˜kω∞l = 2(g˜∞)klω∞k ∇l log u∞
dω∞ = 0
(5.35)
where the above equations hold in the sense of integration by parts as in (5.34).
Since ω∞ ∈ W 1,p, u∞ ∈ W 2,p, by applying Lp estimates to the first equation of
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(5.35), we know u∞ ∈W 3,p. This implies ω∞ ∈W 3,p by the 2nd and 3rd equations
in (5.35). Hence Aij ∈ W 2,p, this gives g˜∞ij ∈ W 4,p. Repeating this arguments, we
find g˜∞, u∞, ω∞ are actually smooth and satisfy the vacuum Einstein equations on
{|z| < δ2}. Since dω∞ = 0, from the calculations in section 5.2, we know equation
(5.22) must hold for the limit (g∞, u∞, ω∞). Moreover, I2 = 0 and I3 = 0 hold in
(5.22) and (5.23). That is to say, we have
△g∞(h∞) + 〈∇ log u∞,∇(h∞)〉
= 4|∇ log u∞|4 + |ω∞|2|∇ log u∞|2 + |2∇ij log u∞ + (u∞)−4ω∞i ω∞j |2
+ (u∞)−4|∇iω∞j − 2ω∞i (log u∞)j − 2ω∞j (log u∞)i|2
+ 5|(u∞)−2ω∞ ∧ d log u∞|2
≥ 0
(5.36)
on {|z| < δ3}.
Now we can apply the strong maximum principle on equation (5.36) since (5.32)
holds. It follows that h∞ ≡ const., and the right hand side of (5.36) vanishes every-
where on {|z| < δ3}. In particular, this implies |∇ log u∞|4 ≡ 0 and |2∇ij log u∞ +
(u∞)−4ω∞i ω
∞
j |2=0 on {|z| < δ3}, which give us u∞ ≡ 1, ω∞ ≡ 0. Hence h∞ ≡ 0,
which is a contradiction with h∞(0) = 1. This proves Case 1.
For Case 2, the maximum of h(x) can be achieved at some point x¯ by the
compactness of M . The result can be proved by following the same argument of
Case 1. The proof of the theorem is complete. ✷
From the proof of Theorem 5.3, if we integrate the vector field X for a short time
along the image of the horizontal exponential map, one can obtain a local covering
map which provides a ”good” local ”coordinate system” (c.f. (5.31)).
Theorem 5.4 Under the assumptions of theorem 5.3, there is a smooth non-degenerate
map Ψ : {|z0|2 + |z1|2 + |z2|2 + |z3|2 < c2a2} → Bˆ(x0, a), Ψ(0) = x0 such that
Ψ∗gM = g¯αβdzαdzβ = −u2(dz0 +
∑
θidz
i)2 + gijdz
idzj satisfies
1
1 + C0
< u < 1 + C0, |θ| < C0
(1 +C0)
−1δij < gij < (1 + C0)δij
1
a4
∫
{|z|<ca}
(a|∂g¯|+ a2|∂2g¯|)pdz < Cp
(5.37)
where u, θ and gij are z
0− independent, (z1, z2, z3) are harmonic coordinates for
gijdz
idzj , Cp are constants depending only on nonnegative integers p ≥ 0.
Theorem 5.5 Let (M,gM ) be a Einstein spacetime of dimension 4 with a timelike
Killing field X, Ric(gM ) = λgM , where λ ≥ 0. Let Bˆ(x0, a) be a gˆ−metric ball in
M with compact closure. Then we have
sup
Bˆ(x0,
a
2
)
|∇ log u|2 + u−4|ω|2 ≤ Ca−2, (5.38)
for some universal constant C.
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Proof. When λ = 0, one can apply Theorem 5.3 to derive (5.38) since condition
(5.24) holds trivially in this case. We only need to handle λ > 0 case. By scaling
invariance of the estimate, one can assume a = 1. We mimic the proof of Theorem
5.3.
We treat the case ∂Bˆ(x0, 1) 6= φ first.
Let h(x) = 2|∇ log u|2(x) + 12u−4|ω|2(x) + 6λ, f(x) = h(x)d2gˆ(x, ∂Bˆ(x0, 1)), and
x¯ ∈ Bˆ(x0, 1) such that f(x¯) = supx∈Bˆ(x0,1) f(x). To prove f(x¯) < C for some
universal constant C, we will argue by contradiction. Suppose there are a sequence
of 4-Lorentzian manifolds (Ml, g¯l) satisfying Ric(g¯l) = λlg¯l (λl ≥ 0) and a sequence
of gˆl-balls Bˆ(xl, 1) ⊂ Ml with compact closure such that f(x¯l) → ∞ as l → ∞,
where
f(x¯l) = sup
x∈Bˆ(xl,1)
hl(x)d
2
gˆl
(x, ∂Bˆ(xl, 1))
hl(x) = 2|∇ log ul|2 + 1
2
u−4l |ωl|2 + 6λl.
(5.39)
Scaling ul and g¯l by ul(x¯l)
−1 and hl(x¯l) respectively, one can assume ul(x¯l) = 1,
hl(x¯l) = 1. We still use the same notations ul, ωl, g¯l, etc., to denote the correspond-
ing scaled quantities.
Note that the boundedness of hl implies that the sectional curvature of g˜ is
uniformally bounded on Bgˆl(x¯l, 1). As in Theorem 5.3, one can use the horizontal
exponential map (w.r.t. metric u2l g¯l) to pull back g˜l, ωl and ul to horizontal tangent
space. Using the harmonic coordinates {zi} on the horizontal tangent space and
a boot strap argument as in Theorem 5.3 , one can show that {ul, ωl, g˜l} has a
subsequence converging to a smooth limit (u∞, ω∞, g˜∞). Note that on (5.22), I2 +
I3 = 4λ|∇ log u|2 + 3λu−4|ω|2 ≥ 0 for each (ul, ωl, g˜l). So I2 + I3 ≥ 0 still holds
for the limit {u∞, ω∞, g˜∞}. By applying the strong maximum principle to equation
(5.22) for the limit as in Theorem 5.3, we find u∞ ≡ 1, ω∞ = 0, h∞ ≡ 1, and
λ∞ = 16 . From the second equation of (5.1), we have △u∞ = −16u∞, which is a
contradiction.
If ∂Bˆ(x0, a) = φ, M will be compact. The maximum point of h(x) can be
achieved. One can apply the strong maximum principle directly on (5.22) to find a
contradiction with λ > 0 as in the preceding argument.
✷
Theorem 5.6 Let (M,gM ,X) be a spacetime of dimension 4 with a timelike Killing
field X such that Ric(gM ) = λgM . Let Bˆ(x0, a) be a gˆ-metric ball with compact
closure, where 0 < a < 1√
max{−λ,0} . Then we have
sup
x∈Bˆ(x0, a2 )
|Rm(g)|(x) + |Rm(gM )|gˆ(x) + |Rm(gˆ)|gˆ(x) ≤ C0
a2
, (5.40)
and
sup
x∈Bˆ(x0, a2 )
|∇kgRm(g)|g(x) + |∇kgMRm(gM )|gˆ(x) + |∇kgˆRm(gˆ)|gˆ(x) ≤
Ck
ak+2
, (5.41)
where Rm(g) is the Riemann curvature tensor of the horizontal metric g, Ck, k =
0, 1, 2, · · · , are constants.
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Proof. By scaling invariance, we can assume a = 1, λ ≥ 0 or λ = −1. By Theorems
5.3 and 5.5, we know |∇ log u|2+u−4|ω|2 ≤ C on Bˆ(x0, 1516 ). From this, we know the
curvature Rm(g˜) of the conformal horizontal metric g˜ = u2g is bounded. Then we
may apply the regularity argument as in the proof of Theorem 5.3 to prove
sup
x∈Bˆ(x0, 12+ 14k+1 )
|∇˜ku|g˜(x) + |∇˜kRm(g˜)|g˜(x) + |∇˜kω|g˜(x) ≤ Ck. (5.42)
Now (5.41) can be easily deduced from (5.42) and (2.10). ✷
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