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Abstrat
We dene and study entanglement of ontinuous positive denite funtions on produts of ompat
groups. We formulate and prove an innite-dimensional analog of the Horodeki Theorem, giving a
neessary and suient riterion for separability of suh funtions. The resulting haraterisation is
given in terms of mappings of the spae of ontinuous funtions, preserving positive deniteness. A
relation between the developed group-theoretial formalism and the onventional one, given in terms
of density matries, is established through the non-ommutative Fourier analysis. It shows that the
presented method plays the role of a generating funtion formalism for the theory of entanglement.
1 Introdution
Entanglement is a property of states of omposite quantum mehanial systems. This onept
lies at the very heart of quantum mehanis, and it onerns all of the important aspets of
quantum theory: from philosophial aspets [1, 2℄, through physial [3℄ and mathematial [4, 5℄
fundamentals
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, to appliations in quantum information and metrology [7℄. The importane of
entangled states for the understanding of quantum theory was reognized quite early, mainly
thanks to Einstein (e.g. in the famous EPR paper by Einstein, Podolsky, and Rosen [8℄). Only
with the advent of new experimental tehniques in reent years, it beame lear that entan-
glement may in fat also be used as a resoure for transmission and proessing of (quantum)
information, e.g. for quantum ryptography or quantum omputing (for a reent review, see
Ref. [4℄ ; see also Ref. [7℄).
In the present work we develop a novel framework for studying quantum entanglement,
based on analysis of ontinuous funtions on ompat groups. With respet to the standard
formalism of entanglement theory, our approah plays a role analogous to that of a generating
funtion methodvarious group-theoretial objets serve as generating funtions for the
orresponding families of operator-algebrai objets (like density matries, positive maps, et),
operating in dierent dimensions. This allows one to formulate and address the questions of
entanglement theory in a unied, dimension-wise, way.
Before we proeed with the group-theoretial formalism, let us rst reall some basi fats
and dene the notion of entanglement preisely. A quantum system is assoiated with a Hilbert
spae H, whih we will assume to have a ountable basis. A state of the system is then
represented by a positive, trae-lass operator ̺ (a density matrix), satisfying normalization
ondition tr̺ = 1. If the system under onsideration is omposite, i.e. it an be thought
of being omposed of two subsystems A and B, eah of whih is treated as an independent
∗
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fo.es
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For a desription of positive maps from a physial point of view, see e.g. Ref. [6℄.
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individual, then, aording to the postulates of quantum theory, the Hilbert spae of the system
is H = HA ⊗HB. The following denition thus makes sense [9℄:
Denition 1.1 A state ̺ on HA ⊗HB is alled separable if it an be approximated in the trae
norm by onvex ombinations of the form:
K∑
m=1
pm|xm〉〈xm| ⊗ |ym〉〈ym|, where xm ∈ HA , ym ∈ HB, pm > 0,
K∑
m=1
pm = 1. (1)
Otherwise ̺ is alled entangled.
This denition an be easily generalized to multipartite systems with more than two parties
involved.
In the light of the Denition 1.1 a natural question arises, known as the separability problem:
Given a state ̺ deide if it is separable or not.
The problem turns out to be omputationally very hard: although eient algorithms
employing positive denite programming methods exist in lower dimensions [10℄ (for a spei
formulation of semi-denite approah for 2⊗N systems see Ref. [11℄), it has been proven that
the problem belongs to the NP omplexity lass as dimensions of the Hilbert spaes involved
grow [12℄. In term of operational entanglement riteria up to date there are only partial answers
known, in both nite and innite dimensions. We briey quote below few basi results, referring
the reader to Ref. [4℄ for a omplete overview. One astonishingly powerful, given its simpliity,
neessary riterion for separability follows immediately from the denition of separable states
[13, 14℄:
Theorem 1.1 (Positivity of Partial Transpose (PPT)) If a state ̺ on HA ⊗HB is sep-
arable then the partially transposed operator ̺TB := (1A ⊗ T )̺ is positive, where T is a trans-
position map and 1A is the identity operator on HA .
In the lowest non-trivial dimensions dimHA = dimHB = 2 and dimHA = 2, dimHA = 3
PPT riterion provides both neessary and suient ondition for separability (see Ref. [14℄,
Theorem 3). However, in higher dimensions there exist states, alled PPT or bound entangled,
whih satisfy the PPT riterion, but are nevertheless entangled. The rst examples of suh
states were onstruted in Ref. [15℄ (although in a dierent ontext of, so alled, indeomposable
maps) and in Ref. [16℄.
In innite dimension, a omplete solution to the separability problem exists only for a speial
family of statesso alled Gaussian states [17℄.
As mentioned above the separability problem is onneted to other open mathematial
problems. In their fundamental work [14℄ Horodeki et al. established an important link
between this problem and the problem of haraterization of positive maps on nite-dimensional
matrix algebras (f. Ref. [14℄, Theorem 2; see also Refs. [5, 15, 18, 19℄ ):
Theorem 1.2 (M., P., and R. Horodeki) Let L(H) denote the spae of linear operators
on H and let ̺ ∈ L(HA ⊗ HB) be a density matrix on a nite dimensional Hilbert spae
HA ⊗ HB. Matrix ̺ is separable if and only if for all linear maps Φ: L(HB) → L(HA )
preserving positive operators (suh maps are alled positive), (1A ⊗ Φ)̺ > 0 as an operator on
HA ⊗HA .
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The starting point for the present work is the non-ommutative Fourier analysis on a om-
pat group, whih we proposed to employ for studying entanglement in Ref. [20℄ (f. Ref. [21℄
where the same method was used for a rigorous derivation of the lassial limit of quantum
state spae). Namely, one an pass from operators A ∈ L(HA ⊗HB) to their non-ommutative
Fourier transforms
2
in two steps: i) identify the spaes HA , HB with representation spaes
of unitary, irreduible representations πα, τβ of some ompat groups G1 and G2 respetively
(there are no a priori restritions on G1, G2 apart from possessing representations in suitable
dimensions); ii) pass from A to a funtion ϕA : G1 × G2 → C, the non-ommutative Fourier
transform of A, through:
A 7→ ϕA(g1, g2) := tr
[
Aπα(g1)⊗ τβ(g2)
]
. (2)
The above transform is alled non-ommutative, sine apart from the trivial ase dimHA =
dimHB = 1, groups G1 and G2 are neessarily non-Abelian. In ase A = ̺ is a quantum
state, the orresponding funtion ϕ̺ is alled non-ommutative harateristi funtion of ̺.
The transformation (2) is invertibleone an reover A from ϕA. Hene, one expets that for
density matries their non-ommutative harateristi funtions should enode entanglement
in some way [20℄. This is indeed the ase and in what follows we dene and study the notion
of separability for suitably generalized non-ommutative harateristi funtions (general on-
tinuous positive denite funtions on G1 ×G2; f. Denition 2.1). We then prove an analog of
the Horodeki Theorem 1.2 for suh funtions, whih onstitutes the main result of the paper.
Sine the framework we work in is ountably innite-dimensional (unless both G1, G2 are nite)
our result an be viewed as a generalization of Horodeki Theorem to an innite-dimensional
setting. The usual quantum-mehanial formalism, given by density matries, and the pre-
sented group-theoretial one are then shown to be related through non-ommutative harmoni
analysis. In partiular, by employing non-ommutative Fourier transform we demonstrate how
our approah turns out to be a generating funtion method for the theory of entanglement.
Let us nally remark that the formalism of non-ommutative Fourier transform (2) is losely
related to that of generalized oherent states [23℄. The dierene is that in the oherent state for-
malism one assigns to an operator A a funtion (alled P -representation of A), whih is dened
not on the whole group G, but on a homogeneous spae G/H , where H is an isotropy subgroup
of a xed vetor. However, unlike non-ommutative Fourier transform ϕA, P -representation
is generally non-unique (e.g. in SU(2) ase) and does not enode positivity of a density ma-
trix in a simple manner. For some appliations of generalized oherent states to the study of
entanglement see e.g. Refs. [24℄.
2 Preliminary notions
In the main part of the work G1, G2 will be ompat groups. The prinipal objet of our study
are ontinuous positive denite funtions on the produt group G1 × G2. But rst we reall
some basi denitions and fats, valid for any loally ompat G (see e.g. Refs. [25, 26, 27℄ for
a omplete exposition).
2
We note that in Ref. [22℄ the term "nonommutative Fourier transform" is used in a slightly dierent
though very losely relatedsense.
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Denition 2.1 A ontinuous omplex funtion ϕ on a group G with the Haar measure dg is
alled positive denite if it is bounded and satises:∫∫
dgdhf(g)ϕ(g−1h)f(h) > 0 (3)
(bar denotes omplex onjugation) for any ontinuous funtion f with ompat support.
We will denote by P(G) the set of positive denite funtions on G and by P1(G) its subset
onsisting of the funtions whih satisfy the normalization ϕ(e) = 1, where e is the neutral
element of G. P(G) is a losed onvex one in C(G)  the spae of ontinuous omplex-valued
funtions on G equipped with the topology of uniform onvergene on ompat sets, alled
ompat onvergene in the sequel.
The struture of P(G) is desribed by the following deep, fundamental result of represen-
tation theory, often referred to as the GNS onstrution (see e.g. Ref. [25℄, Theorem 3.20; Ref.
[26℄, Theorem 13.4.5):
Theorem 2.1 (Gel'fand, Naimark, Segal) With every ϕ ∈ P(G) we an assoiate a Hilbert
spae Hϕ, a unitary representation πϕ of G in Hϕ and a vetor vϕ, yli for πϕ, suh that:
ϕ(g) = 〈vϕ|πϕ(g)vϕ〉. (4)
The representation πϕ is unique up to a unitary equivalene.
The above result provides a tool for a systemati study of P(G) in terms of representations
of G (and onversely). In the sequel we will need some basi properties of positive-denite
funtions. While they all follow from the denition by standard, elementary arguments, we
nd the proofs based on the GNS representation partiularly transparent.
A funtion ϕ will be alled pure if πϕ is irreduible. Pure normalized funtions are the
extreme points of P1(G) (f. Ref. [25℄, Theorem 3.25); we denote their set by E1(G). Every
ϕ ∈ P1(G) is a limit, in the topology of ompat onvergene, of onvex ombinations of extreme
points of P1(G) (f. Ref. [26℄, Theorem 13.6.4):
g 7→
N∑
m=1
pmεm(g), where εm ∈ E1(G), pm > 0,
N∑
m=1
pm = 1. (5)
There is also an integral representation (provided G is separable as a topologial spae), some-
times alled generalized Bohner Theorem. Namely, for any ϕ ∈ P1(G) there exists a probability
measure µϕ onentrated on E1(G) suh that (f. Ref. [26℄, Proposition 13.6.8):
ϕ(g) =
∫
E1(G)
dµϕ(ε) ε(g) for any g ∈ G. (6)
From this point on, we assume that G1, G2 are ompat and onsider positive denite fun-
tions on G1 × G2. Let us introdue the algebrai tensor produt C(G1) ⊗ C(G2) as the spae
of nite (omplex) linear ombinations of produt funtions f ⊗ ξ : (g1, g2) 7→ f(g1)ξ(g2). Then
C(G1) ⊗ C(G2) is uniformly dense in C(G1 × G2). This standard fat follows, for exam-
ple, from the Stone-Weierstrass Theorem (see e.g. Ref. [28℄). Every produt φ ⊗ ψ, where
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φ ∈ P1(G1), ψ ∈ P1(G2), is positive denite on G1 × G2, sine, by the GNS Theorem 2.1,
φ(g1)ψ(g2) = 〈vφ ⊗ vψ|πφ(g1)⊗ πψ(g2)vφ ⊗ vψ〉 whih is of the form (4) on G1 ×G2. It follows
that onvex ombinations of suh produts are positive denite and hene so are uniform lim-
its of suh onvex ombinations. The resulting lass of positive denite funtions, introdued
formally in the next denition, is our fundamental objet of study (ompare Denition 1.1).
Denition 2.2 We dene Sep0 as the set of all funtions ϕ ∈ P1(G1 × G2) whih an be
represented as nite onvex ombinations
ϕ(g1, g2) =
K∑
m=1
pmεm(g1)ηm(g2), where εm ∈ E1(G1), ηm ∈ E1(G2). (7)
A funtion ϕ ∈ P1(G1 × G2) is alled separable if it is a uniform limit of elements of Sep0.
The set of separable funtions is denoted by Sep. Funtions whih are not separable are alled
entangled.
The denitions of separable and entangled funtions generalize without any hange to ar-
bitrary (i.e. not neessarily normalized) positive denite funtions. This inludes our main
result, Theorem 3.2, together with its proof (sine for a nonzero positive denite funtion
ϕ(e1, e2) = ||ϕ||∞ > 0, we an replae ϕ by ϕ/ϕ(e1, e2) and redue the proof to the normalized
ase). The normalization is, however, natural from the physial point of view.
Geometrially E1(G1)×E1(G2) is embedded into E1(G1×G2) through the map (ε, η) 7→ ε⊗η.
Then Sep is a losed onvex hull of E1(G1)× E1(G2).
We note that every ϕ ∈ Sep admits an integral representation:
ϕ(g1, g2) =
∫
E1(G1)×E1(G2)
dµϕ(ε, η) ε(g1)η(g2) for any (g1, g2) ∈ G1 ×G2, (8)
but we will not use this fat.
3 Neessary and suient riterion for separability of pos-
itive denite funtions
The main problem we would like to address is that of nding an intrinsi haraterization
of separable funtions ϕ ∈ Sep. This is known as the generalized separability problem [20℄.
By Eq. (4) for every positive denite funtion φ, φ(g−1) = φ(g) and this funtion is again
positive denite. It now follows immediately from Denition 2.2 and from uniform losedness
of P(G1 ×G2) in C(G1 ×G2) that:
Theorem 3.1 If ϕ ∈ Sep then the funtion (g1, g2) 7→ ϕ(g1, g
−1
2 ) is positive denite.
The above simple riterion is only a neessary onditionthere are funtions satisfying it
whih are nevertheless entangled. This an be seen by noting that Theorem 3.1 is a group-
theoretial analog of the PPT riterion, given by Theorem 1.1, (we will show it in Setion 5; see
also Ref. [20℄, Theorem 2) and, as we mentioned in the Introdution, there exist PPT entangled
(or, equivalently, bound entangled) quantum states [16℄. A natural question arises whether
one obtains a omplete haraterization of separable funtions when in plae of the inverse
g 7→ g−1 one onsiders all possible linear maps of funtions, preserving positive deniteness.
The armative answer is the main result of our work:
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Theorem 3.2 A funtion ϕ ∈ P1(G1×G2) is separable if and only if for every bounded linear
map Λ: C(G2) → C(G1), suh that ΛP(G2) ⊂ P(G1), funtion (id ⊗ Λ)ϕ is positive denite
on G1 ×G1.
Tensor produt id ⊗ Λ: C(G1 × G2) → C(G1 × G1) is dened in the natural way: we
rst dene it on the algebrai produt C(G1)⊗ C(G2) and then extend by ontinuity to all of
C(G1 ×G2).
The above theorem is a group-theoretial analog of the Horodeki Theorem 1.2. In fat, we
derive a version of the Horodeki result as a orollary in Setion 4 (f. Theorem 4.2). We will
adopt the standard terminology of entanglement theory and say that an entangled funtion ϕ
is deteted by a map Λ if the funtion (id⊗ Λ)ϕ is not positive denite.
As mentioned earlier, the above theorem, as well as the following proof, hold for arbitrary
positive denite funtions, but in order to use more natural onepts from the physial point
of view we state and prove it for normalized ones. The proof in one diretion is immediate and
follows diretly from the Denition 2.2: (id ⊗ Λ)
∑K
m=1 pmεm ⊗ ηm =
∑K
m=1 pm εm ⊗ Ληm ∈
P(G1 ×G1) and sine P(G1 ×G1) is uniformly losed in C(G1 ×G1) this holds on all of Sep.
For the proof in the other diretion, let C(G1 × G2)
′
denote the spae of ontinuous linear
funtionals on C(G1 × G2) (the spae dual to C(G1 × G2)). Sine Sep is a losed onvex set,
it follows from the Hahn-Banah Theorem (see e.g. Ref. [29℄, Theorem V.4) that for every
ϕ /∈ Sep there exists a funtional l ∈ C(G1 ×G2)
′
and a real number γ, suh that:
Rel(ϕ) < γ 6 Rel(σ) for any σ ∈ Sep, (9)
where Rel denotes the real part of the funtional l: Rel(ϕ) := Re[l(ϕ)]. From the Riesz
Representation Theorem (see e.g Ref. [29℄, Theorem IV.17) we know that eah linear funtional
l on C(G1×G2) an be uniquely represented by a omplex measure µl with nite total variation
|µl| on G1×G2. Denoting the spae of suh measures by M(G1×G2) we have: C(G1×G2)
′ =
M(G1×G2). We will interhangeably treat elements of C(G1×G2)
′
as either linear funtionals or
as the orresponding measures. To work with the normalized funtions ϕ whih we are interested
in, it is onvenient to introdue a modiation of the funtional l in (9): L := l−γδ(e1,e2), where
δ(e1,e2) is the Dira delta (point mass), onentrated at the neutral element (e1, e2) of G1 ×G2.
Hene, for every entangled ϕ ∈ P1(G1 ×G2) there exists L ∈ C(G1 ×G2)
′
suh that:
ReL(ϕ) < 0 6 ReL(σ) for any σ ∈ Sep. (10)
As an easy onsequene of the above ondition we obtain the following lemma, ruial for the
rest of the proof:
Lemma 3.1 A funtion ϕ is separable if and only if for every funtional L ∈ C(G1 × G2)
′
,
satisfying ReL(ψ1 ⊗ ψ2) > 0 for every ψ1 ∈ P1(G1), ψ2 ∈ P1(G2), we have ReL(ϕ) > 0.
Indeed, for every Sep0 ∋ ϕ =
∑K
m=1 pmεm ⊗ ηm, L(ϕ) =
∑K
m=1 pmL(εm ⊗ ηm) > 0 and by
ontinuity of L this extends to all of Sep. Conversely, assume that for every L satisfying the
ondition in the statement of the lemma, ReL(ϕ) > 0 but ϕ /∈ Sep. Then from the Hahn-
Banah Theorem (see 10) we know that there exists a funtional L0 suh that ReL0(σ) > 0
for every separable σin partiular for every funtion of the form ψ1 ⊗ ψ2and ReL0(ϕ) < 0,
whih ontradits our assumption.
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In order to pass from linear funtionals on C(G1×G2) to linear maps from C(G2) to C(G1),
we rst employ an algebrai isomorphism between funtionals from C(G1 ×G2)
′
and bounded
linear maps Λ˜ : C(G2) → C(G1)
′
. For eah L ∈ C(G1 ×G2)
′
we dene the orresponding map
Λ˜L by:
Λ˜Lξ(f) := L(f ⊗ ξ) (11)
Λ˜L is bounded:
||Λ˜L|| = sup
||ξ||∞=1
||Λ˜Lξ||
′
∞ = sup
||ξ||∞=1
sup
||f ||∞=1
|Λ˜Lξ(f)| = sup
||ξ||∞=1
sup
||f ||∞=1
|L(f ⊗ ξ)|, (12)
where || · ||′∞ is the norm on C(G1)
′
indued by the supremum norm || · ||∞. Conversely, for any
bounded map Λ˜ : C(G2)→ C(G1)
′
, Eq. (11) denes a funtional LeΛ on C(G1)⊗C(G2), whih
is bounded by Eq. (12), and uniquely dened, sine if LeΛ(f ⊗ ξ) = 0 for all f ∈ C(G1), ξ ∈
C(G2), then by Eq. (11) Λ˜ ≡ 0 (note that LeΛ depends linearly on Λ˜) . As C(G1) ⊗ C(G2) is
uniformly dense in C(G1×G2), LeΛ an be uniquely extended to a ontinuous funtional on all
of C(G1 ×G2). This establishes the laimed isomorphism L↔ Λ˜L.
Next, we establish a positivity riterion Λ˜L, analogous to the one given by Jamioªkowski in
Ref. [30℄ for operators on nite dimensional Hilbert spaes:
Lemma 3.2 A funtional L ∈ C(G1×G2)
′
satises ReL(ψ1⊗ψ2) > 0 for all ψ1 ∈ P1(G1), ψ2 ∈
P1(G2) if and only if ReΛ˜L maps positive denite funtions from P(G2) to positive denite
measures from M(G1).
Positive denite measure on G is a measure µ satisfying a generalization of the ondition
(3)
3
: ∫
dµ (f ∗ ∗ f) > 0 for any f ∈ C(G), (13)
where f ∗(g) := f(g−1) is the involution and (f ∗ ξ)(h) :=
∫
dgf(g)ξ(g−1h) is the onvolution.
The ation of the map ReΛ˜L on f is dened as the real part of the funtional Λ˜Lf . The
ondition ReL(ψ1 ⊗ ψ2) > 0 for all normalized ψ1 ∈ P1(G1), ψ2 ∈ P1(G2) is equivalent to
ReL(ψ1⊗ψ2) > 0 for all ψ1 ∈ P(G1), ψ2 ∈ P(G2), sine we an replae ψ1, ψ2 6= 0 by ψ1/ψ1(e)
and ψ2/ψ2(e). From the denition (11) it follows that:
ReL(ψ1 ⊗ ψ2) = Re[Λ˜Lψ2(ψ1)] = ReΛ˜Lψ2(ψ1). (14)
A theorem by Godement (f. Ref. [31℄, Theorem 17; Ref. [26℄, Theorem 13.8.6) states that every
positive denite funtion an be uniformly approximated by funtions of the form f ∗ ∗ f where
f is ontinuous with ompat support. Hene, sine G1, G2 are ompat, ReL(ψ1 ⊗ ψ2) > 0
for every ψ1 ∈ P(G1), ψ2 ∈ P(G2) if and only if ReL
[
(f ∗ ∗ f)⊗ ψ2
]
= ReΛ˜Lψ2(f
∗ ∗ f) > 0 for
every f ∈ C(G1) and ψ2 ∈ P(G2). But by Eqs. (13) and (14) this is equivalent to the measure
ReΛ˜Lψ2 ∈M(G1) being positive denite for every ψ2 ∈ P(G2).
3
On an arbitrary loally ompat G positive denite measures are dened by requiring that ondition (13)
hold for all ontinuous funtions with ompat support (f. Ref. [26℄, Denition 13.7.1).
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As the next step we will regularize maps Λ˜. Note that for any µ ∈ M(G1) and f ∈ C(G1)
the onvolution:
µ ∗ f(h) =
∫
dµ(g)f(g−1h) (15)
is a ontinuous funtion on G1. Let {ψU}, where U ⊂ G1 runs through a neighbourhood base
of the neutral element e1 ∈ G1, be an approximate identity in C(G1). That is, for every U we
have:
o) ψU ∈ C(G1), i) suppψU is a ompat subset of U, (16)
ii) ψU > 0, iii) ψU (g
−1) = ψU (g), iv)
∫
ψU = 1. (17)
Using denition (15), let us dene for every f ∈ C(G1) funtions
ΛUf := Λ˜f ∗ ψU . (18)
Then ΛUf onverges in weak-∗ topology to Λ˜f as U → {e1}. To see this, let us alulate∫
dgΛUf(g)ξ(g) for an arbitrary ξ ∈ C(G1):∫
dg (Λ˜f ∗ ψU)(g)ξ(g) =
∫
dg
∫
d(Λ˜f)(h)ψU(h
−1g)ξ(g) =
∫
d(Λ˜f)(h)
∫
dgψU(g
−1h)ξ(g)
= Λ˜f(ξ ∗ ψU), (19)
where in the seond step we used the symmetry of ψU : ψU (g
−1) = ψU(g). But from the
properties (16), (17) of {ψU} it follows that ξ ∗ ψU → ξ uniformly as U → {e1} (f. Ref.
[25℄, Theorem 2.42), whih proves the desired weak-∗ onvergene. Thus any bounded map
Λ˜ : C(G2) → M(G1) an be weakly-∗ approximated by bounded maps ΛU : C(G2) → C(G1)
(boundedness of ΛU for every U ⊂ G1 follows immediately from the denitions (15) and (18)).
In order to preserve the positivity property of the Λ˜'s, introdued in Lemma 3.2, we hoose
regularizing funtions ψU in a speial way. Namely, for every neighbourhood U of e1 ∈ G1 we
an nd suh open V ∋ e1 that: (f. Ref. [25℄, Lemma 5.24):
o) V ⊂ U, i) V −1 = V, ii) gV g−1 = V for every g ∈ G1. (20)
Let us dene the funtions:
κV :=
1
|V |
χV (21)
ψU := κV ∗ κV , (22)
where χV is the indiator funtion of V and |V | =
∫
dgχV (g) is the Haar measure of V . Then
one easily shows that {ψU} form an approximate identity in C(G1). Moreover, κV , and hene
ψU , are entral funtions, i.e. for every g and h, κV (gh) = κV (hg), whih follows from the
property (ii) of the sets V . Using funtions (22) to regularize an arbitrary map Λ˜, we nd that:
ΛUf = Λ˜f ∗ ψU = κV ∗ Λ˜f ∗ κV = κ
∗
V ∗ Λ˜f ∗ κV , (23)
where in the seond step we used the fat that κV are entral and hene µ∗κV = κV ∗µ for any
µ. In the last step we used the symmetry ondition (i) and χV = χV . Now, from the speial
form of the regularization (23) we obtain:
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Lemma 3.3 If Λ˜ : C(G2)→ M(G1) maps positive denite funtions into positive denite mea-
sures, then for every neighbourhood U of e1 ∈ G1 the regularized maps ΛU , dened by Eqs.
(21-23), map P(G2) into P(G1).
To prove Lemma 3.3, note that for an arbitrary φ ∈ P(G2) and f ∈ C(G1) one has:∫∫
dgdh f(g)
(
κ∗V ∗ Λ˜φ ∗ κV
)
(g−1h)f(h)
=
∫∫∫
dgdhda f(g) κV (a−1)
∫
d(Λ˜φ)(b) κV (b
−1a−1g−1h)f(h)
=
∫
d(Λ˜φ)(b)
∫
da
∫
dg f(g) κV (ag)
∫
dh f(h)κV (b
−1ah)
=
∫
d(Λ˜φ)(b)
∫
da
(
f ∗ κˇV
)∗
(a)
(
f ∗ κˇV
)
(a−1b) = Λ˜φ
[
(f ∗ κV
)∗
∗ (f ∗ κV )
]
, (24)
where κˇV (g) := κV (g
−1) = κV (g) by property (i) in Eq. (20). Hene, if Λ˜φ is a positive denite
measure from M(G1) then for every U , ΛUφ is a positive denite funtion on G1 (note that
f ∗ κV is ontinuous sine f is).
Let us introdue some terminology, analogous to that used in the theory of linear mappings
of operators on nite-dimensional Hilbert spaes (see e.g. Refs. [32, 19, 18℄):
Denition 3.1 Let Λ: C(G2)→ C(G1) be a bounded linear map. Then Λ is alled:
• positive denite (PD) if it preserves positive denite funtions, i.e. if ΛP(G2) ⊂ P(G1);
• H-positive denite (H-PD), where H is a ompat group, if id⊗Λ: C(H×G2)→ C(H×
G1) is positive denite, i.e. if
(
id⊗ Λ
)
P(H ×G2) ⊂ P(H ×G1);
• ompletely positive denite (CPD) if it is H-positive denite for any ompat H.
Thus, rephrased in the terms introdued above, Lemma 3.3 states that every bounded linear
map Λ˜ : C(G2) → M(G1), mapping P(G2) into positive denite measures, an be weakly-∗
approximated by positive denite maps from C(G2) to C(G1).
After we have established almost all the neessary fats, we return to the main Lemma 3.1.
First, rewrite Eq. (11) using the regularization (3.3) in order to be able to write down expliitly
the right hand side of Eq. (11) for arbitrary funtions, not only produt ones. For produt
funtions we have:
ReL(f ⊗ ξ) = ReΛ˜Lξ(f). (25)
We apply the regularization (23) to ReΛ˜L, denoting the regularized operators by RU , RU : C(G2) →
C(G1), rather than by
(
ReΛL
)
U
, to obtain:
ReL(f ⊗ ξ) = lim
U→{e1}
RUξ(f) = lim
U→{e1}
∫
G1
dg1
(
RUξ
)
(g1)f(g1)
= lim
U→{e1}
∫
G1
dg1
[(
id⊗ RU
)
f ⊗ ξ
]
(g1, g1) (26)
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Formula (26) immediately extends to all of C(G1×G2), so in partiular for any ϕ ∈ P1(G1×G2)
we have:
ReL(ϕ) = lim
U→{e1}
∫
G1
dg1
[(
id⊗ RU
)
ϕ
]
(g1, g1). (27)
Summarizing, by appliation of Lemmas 3.2 and 3.3 we obtain that for an arbitrary fun-
tional L ∈ C(G1 × G2)
′
, suh that ReL(ψ1 ⊗ ψ2) > 0 for every ψ1, ψ2 ∈ P1(G), ReL(ϕ) is
given by Eq. (27), where for every neighbourhood U ⊂ G1 the maps RU : C(G2) → C(G1) are
bounded and positive denite. We need two more simple fats.
First, we note that if ϕ is a positive denite funtion on the produt of two opies of G1,
i.e. ϕ ∈ P(G1×G1), then its restrition to the diagonal ϕ
∣∣
∆
(g) := ϕ(g, g) is a positive denite
funtion on G1. A partiularly diret proof of this fat follows from the GNS onstrution (f.
Theorem 2.1):∫∫
dgdh f(g)ϕ
∣∣
∆
(g−1h)f(h) =
∫∫
dgdh f(g)〈vϕ|πϕ(g
−1, g−1)πϕ(h, h) vϕ〉f(h)
=
〈∫
dgf(g)πϕ(g, g)vϕ
∣∣∣∣
∫
dhf(h)πϕ(h, h)vϕ
〉
> 0. (28)
Seond, we note that sine G1 is ompat,
∫
dg φ(g) > 0 for any φ ∈ P(G1) (f. Ref. [27℄,
Theorem 34.8). Indeed, ifG1 is ompat then the onstant funtion 1 is a funtion with ompat
support and we an use it in the ondition (3), whih then implies that
∫∫
dgdh φ(g−1h) =∫
dh φ(h) > 0, where we hanged variables h 7→ gh and used the normalization of dg.
To nish the proof of the main Theorem 3.2, let us assume that for every bounded and
positive denite map Λ: C(G2) → C(G1), the funtion (id⊗ Λ)ϕ is positive denite. It then
follows from the above disussion and from Eq. (27) that ReL(ϕ) > 0 for every L, suh that
ReL(ψ1 ⊗ ψ2) > 0 for every ψ1 ∈ P1(G1), ψ2 ∈ P1(G2). But then Lemma 3.1 implies that
ϕ ∈ Sep.
4 Fourier transforms and generating funtion formalism
In this setion we establish a onnetion between the formalism of positive denite funtions
and standard notions of entanglement theory, thus asribing a physial meaning to the for-
mer. Namely, as advertised in the Introdution, we show that various group-theoretial objets
studied in the previous setions turn out to be generating funtions for the orresponding
operator-algebrai objets. For example a positive denite funtion generates a family of (sub-
normalized) density matries, a positive denite map (f. Denition 3.1) generates a family
of positive maps, et. We also derive here a weaker version of the Horodeki Theorem (f.
Theorem 1.2) from Theorem 3.2 and prove a number of other useful results.
Our main tool will be non-ommutative Fourier analysis of ontinuous funtions on ompat
groups. Below we reall some basi notions and methods, whih we will need (see e.g. Refs.
[25, 26℄ for more). The goal whih we have in mind is to onstrut uniformly onvergent Fourier
series for ontinuous funtions.
By (a part of) the fundamental theorem of the theorythe Peter-Weyl Theorem (see e.g.
Ref. [25℄, Theorem 5.12), any ontinuous funtion on a ompat group an be uniformly
approximated by linear ombinations of matrix elements of irreduible representations, taken
in some xed orthonormal bases of the orresponding representation spaes. Here, we are
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primarily interested in produt groups G1×G2, so we rst reall their representation struture.
Let us denote by Ĝ1 (Ĝ2) the set of equivalene lasses of irreduible, strongly ontinuous,
unitary representations (irreps) of G1 (G2). Sine G1, G2 are ompat, Ĝ1 and Ĝ2 are disrete
and (the lasses of equivalent) irreduible representations an be labelled by disrete indies.
We will denote irreps of G1 and G2 by πα and τβ respetively and the spaes where they at by
Hα and H˜β . It an be then shown that for a large family of groups, inluding ompat ones,
every irrep of the produt G1 ×G2 an be hosen in the form πα ⊗ τβ, where:
πα ⊗ τβ(g1, g2) := πα(g1)⊗ τβ(g2) (29)
ats in the spae Hα⊗H˜β (f. Ref. [25℄, Theorem 7.25; Ref. [26℄, Proposition 13.1.8). In other
words, Ĝ1 ×G2 an be identied with Ĝ1 × Ĝ2.
Next, we need matrix elements of the irreps πα ⊗ τβ. It is natural here to take them
with respet to produt bases of the representation spaes Hα ⊗ H˜β. Thus, for eah pair
of the representation indies α and β we x an orthonormal base {ei}i=1,...,dimHα of Hα and
an orthonormal base {e˜k}k=1,...,dim eHβ of H˜β (we do not indiate expliitly the dependene of
{ei}, {e˜k} on the representation indies α, β in order not to ompliate the notation). The
orresponding matrix elements of πα ⊗ τβ are then simply given by produts of the matrix
elements of πα and τβthat is, they are given by the funtions π
α
ij ⊗ τ
β
kl, where:
παij(g1) := 〈ei|πα(g1)ej〉, τ
β
kl(g2) := 〈e˜k|τβ(g2)e˜l〉. (30)
Now, for a given f ∈ C(G1 ×G2) we an formally write the Fourier series:
f =
∑
α,β
∑
i,...,l
f ijklαβ π
α
ij ⊗ τ
β
kl, f
ijkl
αβ := nαmβ
∫∫
G1 G2
dg1dg2παij(g1) τ
β
kl(g2)f(g1, g2), (31)
where nα := dimHα, mβ := dimHβ. However, for a generi funtion f ∈ C(G1×G2) the Fourier
series (31) onverges only in the L2 norm (sine G1×G2 is ompat C(G1×G2) ⊂ L
2(G1×G2))
and not uniformly.
The standard way around this diulty is the following: i) regularize f so that the Fourier
series of the regularized funtion onverges uniformly; ii) perform the desired manipulations
with the series; iii) at the end uniformly remove the regularization. For the regularization the
same tehnique as in Setion 3 (f. Eqs. (16-18) and Eqs. (20-23)) is used. Thus, for a given
f we onsider a funtion fU := f ∗ ψU , where the regularizing funtions ψU ∈ C(G1 × G2) are
dened in an analogous way as in Eqs. (20-22), but this time on the produt G1×G2. The sets
U ⊂ G1×G2 now run through a neighborhood base of the neutral element {e1, e2} ∈ G1×G2.
Sine, by onstrution, the ψU 's are entral on G1×G2 (f. property (ii) in Eq. (20)), a simple
alulation shows that the Fourier series of f ∗ ψU takes the following form:
f ∗ ψU =
∑
α,β
∑
i,...,l
cαβU f
ijkl
αβ π
α
ij ⊗ τ
β
kl, c
αβ
U :=
∫∫
G1 G2
dg1dg2ψU(g1, g2)χα(g1)χβ(g2), (32)
where χα(g) := trπα(g) is the harater of the representation πα and, analogously, χβ is the
harater of τβ. It an be then shown that the series (32) onverges uniformly for every U (f.
Ref. [25℄, p. 137). Thus, the role of the onstants cαβU is to enhane onvergene of the Fourier
series (31). Note that sine f ∗ψU = κ
∗
V ∗f ∗κV , where the sets V are dened as in Eq. (20) but
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on G1 ×G2, the regularization preserves positive deniteness (f. Eq. (24) where we proved it
for measures on a single group G1). In fat, it preserves separability as well, as we will show
later (see Lemma 4.1). Finally, the initial funtion f an be reovered from f ∗ ψU by letting
U → {e1, e2} as then f ∗ ψU → f uniformly (f. Ref. [25℄, Theorem 2.42).
Let us dene operators fˆαβ ∈ L(Hα ⊗ H˜β) by:
fˆαβ :=
∑
i,...,l
f jilkαβ |ei〉〈ej | ⊗ |e˜k〉〈e˜l| = nαmβ
∫∫
G1 G2
dg1dg2f(g1, g2)πα(g1)
† ⊗ τβ(g2)
†, (33)
(note the hange of the order of indies). Operators fˆαβ are inverse Fourier transforms of f :
fˆαβ ≡ fˆ(πα ⊗ τβ) [25, 20℄ and Fourier series (31) and (32) an be rewritten as:
f =
∑
α,β
tr
[
fˆαβ πα ⊗ τβ
]
, f ∗ ψU =
∑
α,β
cαβU tr
[
fˆαβ πα ⊗ τβ
]
. (34)
The last equation again expliitly shows the role of regularization in enhaning onvergene of
the Fourier series (31).
Having realled the tehnialities of the Fourier analysis, we proeed to relate the group-
theoretial formalism to the standard one. We begin by quoting a standard fat, whih we will
extensively use in what follows (see e.g. Ref. [27℄, Theorem 34.10):
Theorem 4.1 ϕ ∈ P(G1 ×G2) if and only if ϕˆαβ > 0 for all [πα] ∈ Ĝ1 and [τβ ] ∈ Ĝ2.
This is a non-ommutative analog of the fat that positive deniteness orresponds under
(usual) Fourier transform to positivity.
We present a proof of the above theorem just for ompleteness' sake. Let us rst introdue
an abbreviation g := (g1, g2) ∈ G1 ×G2. From Eq. (33) we then obtain for any v ∈ Hα ⊗ H˜β :
〈v|ϕˆαβv〉 = nαmβ
∫∫
dg1dg2 ϕ(g1, g2)
〈
v
∣∣πα(g1)† ⊗ τβ(g2)†v〉
= nαmβ
∫∫
dhdgϕ(h−1g)
〈
πα(h1)
† ⊗ τβ(h2)
†v
∣∣πα(g1)† ⊗ τβ(g2)†v〉
=
nα,mβ∑
i,k=1
nαmβ
∫∫
dhdg vαβik (h)ϕ(h
−1g)vαβik (g) > 0, (35)
where vαβik (h) :=
〈
ei ⊗ e˜k
∣∣πα(h1)† ⊗ τβ(h2)†v〉. In the seond step above we inserted 1 =∫∫
G1×G2
dh1dh2 and then hanged the variables g → h
−1g. Then we inserted the unit matrix
1α ⊗ 1β , deomposed with respet to the xed bases {ei}, {e˜k} of Hα, H˜β and used positive
deniteness of ϕ. Note that we do not need uniform onvergene of the Fourier series here and
hene we used the L2-onvergent series (31) of ϕ. The same applies to the proof in the other
diretion.
Let us now assume that ϕˆαβ > 0 for all α, β. Then from Eq. (31) we obtain:∫∫
dgdhf(g)ϕ(g−1h)f(h) =
∑
α,β
∑
i,...,l
ϕijklαβ
∫∫
dgdhf(g1, g2)π
α
ij(g
−1
1 h1)τ
β
kl(g
−1
2 h2)f(h1, h2)
=
∑
α,β
∑
i,...,l,r,s
ϕijklαβ
∫∫
dg1dg2f(g1, g2) π
α
ri(g1) τ
β
sk(g2)
∫∫
dh1dh2f(h1, h2)π
α
rj(h1)τ
β
sl(h2)
=
∑
α,β
∑
r,s
〈crs|ϕˆαβ crs〉 > 0 (36)
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for any f ∈ C(G1 ×G2), where crs :=
∑
ik
∫∫
dg1dg2f(g1, g2)π
α
ri(g1)τ
β
sk(g2) ei ⊗ e˜k.
Thus, by the above theorem, a positive denite funtion generates a family of subnormalized
states ϕˆαβ. The operators ϕˆαβ are not normalized (exept in the trivial ase when sum (34)
onsists of one term only) even if ϕ is, sine from Eq. (34) we obtain that
∑
α,β tr(ϕˆαβ) =
ϕ(e1, e2) = 1, so tr(ϕˆαβ) 6 1. However, we an still speak of separability of the operators
ϕˆαβ in the sense that they are deomposable into onvex ombinations of produts of positive
operators (f. the orresponding remark after Denition 2.2). The following result holds (f.
Ref. [20℄ where a weaker version was proven):
Lemma 4.1 A funtion ϕ ∈ P1(G1 × G2) is separable if and only if the operators ϕˆαβ ∈
L(Hα ⊗ H˜β) are separable for all [πα] ∈ Ĝ1 and [τβ ] ∈ Ĝ2.
Indeed, from Eq. (33) it follows that if Sep0 ∋ ϕ =
∑K
m=1 pmεm ⊗ ηm then ϕˆαβ =∑K
m=1 pmεˆ
(m)
α ⊗ ηˆ
(m)
β , where all the operators εˆ
(m)
α , ηˆ
(m)
β are positive by Lemma 4.1, sine εm ∈
E1(G1), ηm ∈ E1(G2) for all m. This extends to all of Sep by the ontinuity for all α, β of the
inverse Fourier transform (33) ϕ 7→ ϕˆαβ and the fat that positive separable matries σ with
trσ 6 1 form a ompat onvex subset of L(Hα ⊗ H˜β) [16℄. The latter follows from the fats
that i) the set of extreme points of the latter subset an be identied with CP nα ×CPmβ ∪{0}
and ii) the onvex hull of a ompat subset of RN is ompat.
Conversely, assume that for every α, β, ϕˆαβ =
∑Kαβ
m=1 p
αβ
m |x
α
m〉〈x
α
m| ⊗ |y
β
m〉〈y
β
m|, where x
α
m ∈
Hα, y
β
m ∈ H˜β . We will prove that ϕ is then a uniform limit of separable funtions and hene
is itself separable. First, we pass to the regularized funtion ϕU := ϕ ∗ ψU , aording to the
proedure we desribed above (f. Eq. (32) and the surrounding paragraph). As we mentioned,
ϕU is positive denite and hene ϕU(e1, e2) = ||ϕU ||∞ > 0 (exept in the trivial ase ϕ ≡ 0),
whih allows us to pass to the normalized funtion ϕU/||ϕU ||∞. Then Eq. (34) implies that:
1
||ϕU ||∞
ϕU(g1, g2) =
1
||ϕU ||∞
∑
α,β
Kαβ∑
m=1
cαβU p
αβ
m 〈x
α
m|πα(g1)x
α
m〉〈y
β
m|τβ(g2)y
β
m〉
=
∑
α,β
Kαβ∑
m=1
1
||ϕU ||∞
cαβU p
αβ
m ||x
α
m||
2||yβm||
2
〈 xαm
||xαm||
∣∣∣πα(g1) xαm
||xαm||
〉〈 yβm
||yβm||
∣∣∣τβ(g2) yβm
||yβm||
〉
(37)
and the series onverges uniformly. The funtions given by salar produts belong to E1(G1)
and E1(G2) respetively, sine πα and τβ are irreduible. From their denition in Eq. (32) and
the denition of ψU (22) it also follows that the fators c
αβ
U are non-negative:
cαβU =
∫∫
dgdhκV(h)κV(h
−1g)χαβ(g) =
∫∫
dgdhκV(h
−1)κV(g)χαβ(hg)
=
∫∫
dgdhκV(h)κV(g)χαβ(h−1g) =
1
n2αm
2
β
tr
[
κ̂Vαβ(κ̂Vαβ)†
]
> 0, (38)
where we used denition (33) and the fat that κV is symmetri (f. property (i) in Eq. (20))
and real. Evaluating ϕU/||ϕU ||∞ at the neutral element we see that the sum in Eq. (37) is in
fat a onvex ombination of pure produt funtions (f. the denition of a pure funtion in
Setion 2), sine:
∑
α,β
Kαβ∑
m=1
1
||ϕU ||∞
cαβU p
αβ
m ||x
α
m||
2||yβm||
2 =
ϕU(e1, e2)
||ϕU ||∞
= 1 and
1
||ϕU ||∞
cαβU p
αβ
m ||x
α
m||
2||yβm||
2 > 0.
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(39)
Thus, ϕU/||ϕU ||∞ is separable, as a uniform limit of separable funtions. Sine ϕU −−−−−−→
U→{e1,e2}
ϕ
uniformly, ϕ ∈ Sep. 
From Lemma 4.1 it follows that the problem of desribing separable funtions on G1 × G2
generates a family of separability problems in all pairs of dimensions where G1 and G2 have
irreduible representations. In other words, it plays a role of a generating funtion for this
family. Conversely, from the form of the Fourier transformation (2) and its inverse (33) it follows
that density matries on Hα⊗H˜β are in one-to-one orrespondene with those funtions ϕ from
P1(G1 ×G2), whih belong to the (nite-dimensional) linear span of π
α
ij ⊗ τ
β
kl, where πα, τβ are
xed. Moreover, sine for an arbitrary density matrix ̺ ∈ L(Hα ⊗ H˜β) its Fourier transform
ϕ̺ (f. Eq. (2)) satises:
(ϕ̺̂)γν = δαγδβν̺, (40)
Lemma 4.1 implies that (f. Ref. [20℄, Theorem 1):
Corollary 4.1 A state ̺ is separable if and only if ϕ̺ ∈ Sep .
Next we examine bounded linear maps Λ: C(G2) → C(G1). For an arbitrary funtion
f ∈ C(G2), we onsider a funtion ΛfU ∈ C(G1), where fU := f ∗ψU is the regularization of f .
Now, the regularizing funtions ψU ∈ C(G2) are the single-group funtions dened in Eq. (22),
but now on the group G2, and the sets U run through a neighborhood base of e2 ∈ G2. Note,
however, that unlike in Setion 3 here we are regularizing the argument of Λ and not its value.
Calulating Fourier transform of ΛfU from the single-group version of the denition (33) we
obtain:(
Λ̂fU
)
α
= nα
∫
G1
dg1Λ
(
f ∗ ψU
)
(g1)πα(g1)
† = nα
∫
G1
dg1
∑
β
cβU
∑
k,l
fklβ
(
Λτβkl
)
(g1)πα(g1)
†
=
∑
β
cβU
∑
k,l
fklβ nα
∫
G1
dg1
(
Λτβkl
)
(g1)πα(g1)
†, (41)
where we used the uniform onvergene of Fourier series for fU and the fat that Λ is ontinuous
in the uniform norm. The regularizing onstants cβU are dened analogously as in Eq. (32), i.e.
cβU :=
∫
G2
dg2ψU(g2)χβ(g2). (42)
We will nd it useful to dene maps Λˆβα : L(H˜β) → L(Hα) through an analog of Eq. (33):
Λˆβα :=
∑
i,...,l
Λjiβαlk|Eij〉HS〈E˜kl|, Λ
ijβ
αkl := nα
∫
G1
dg1 παij(g1)
(
Λτβkl
)
(g1) (43)
(note the hange of the order of indies), where E˜kl := |e˜k〉〈e˜l|, Eij := |ei〉〈ej | are the bases
of L(H˜β) and L(Hα) respetively, and 〈A|B〉HS = tr(A
†B). We an then rewrite Eq. (41) as
follows:(
Λ̂fU
)
α
=
∑
β
cβU Λˆ
β
αfˆβ. (44)
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Note that in the above series all operators Λˆβαfˆβ ∈ L(Hα) are nite-dimensional and hene the
onvergene an be understood in any of the equivalent norms on L(Hα).
Conversely, given an arbitrary map Φ: L(H˜β) → L(Hα) we an Fourier transform it and
assign to it a map ΛΦ : C(G2) → C(G1) through the following formula (ompare with Eq. (2)
where Fourier transform of operators was dened):
ΛΦf(g1) := tr
[(
Φfˆβ
)
πα(g1)
]
for every f ∈ C(G2). (45)
It is obvious that ΛΦf ∈ C(G1), beause we onsider only ontinuous representations. Moreover
from the denition of fˆβ we have:
||ΛΦf ||∞ = mβ sup
g1∈G1
∣∣∣∣∣
∫
G2
dg2f(g2)tr
[(
Φτ †β(g2)
)
πα(g1)
]∣∣∣∣∣
6 mβ||f ||∞ sup
g1∈G1
∫
G2
dg2
∣∣∣∣tr[(Φτ †β(g2))πα(g1)]
∣∣∣∣. (46)
The last supremum is nite, as the integrand is ontinuous and G is ompat, and independent
of f , so that ΛΦ is bounded. The transformation (45) is an inverse of the mapping Λ 7→ Λˆ
β
α
given by Eq. (43), sine by an easy diret alulation one nds that (ompare Eq. (40)):
(Λ̂Φ)
µ
ν = δναδµβΦ. (47)
By analogy with Theorem 4.1, whih haraterizes positive denite funtions in terms of
their inverse Fourier transforms, one would expet a orresponding haraterization of positive
denite (PD) maps Λ (f. Denition 3.1) in terms of their inverse Fourier transforms Λˆβα. The
next lemma provides suh a haraterization:
Lemma 4.2 A bounded linear map Λ: C(G2) → C(G1) is positive denite, i.e. ΛP(G2) ⊂
P(G1), if and only if the maps Λˆ
β
α : L(H˜β) → L(Hα) are positive for all [πα] ∈ Ĝ1, [τβ ] ∈ Ĝ2.
To prove it, let us take an arbitrary φ ∈ P(G2), whih by Theorem 4.1 is equivalent to
φˆβ > 0 for all β. We employ Eq. (44). If all maps Λˆ
β
α are positive, then c
β
U Λˆ
β
αφˆβ > 0 for
all β, sine cβU > 0 (f. Eq. (38) where we proved it for G1 × G2). Sine positive operators
form a losed one in L(Hα), the series
∑
β c
β
U Λˆ
β
αφˆβ onverges to a positive operator and hene(
Λ̂φU
)
α
> 0 for all α. Theorem 4.1 implies then that Λ(φ ∗ ψU ) ∈ P(G1). Taking the limit
U → {e2}, φ∗ψU onverges to φ uniformly. Thus, using ontinuity of Λ and uniform losedness
of P(G1) ⊂ C(G1), we obtain that Λφ ∈ P(G1) for any φ ∈ P(G2).
Conversely, assume Λ to be positive denite. Let us x [τβ ] ∈ Ĝ2 and take an arbitrary
positive operator ̺ ∈ L(H˜β). Applying Fourier transform (2) to ̺ we obtain its harateristi
funtion:
φ̺(g2) := tr
[
̺τβ(g2)
]
=
∑
k,l
̺klτβlk(g2), (48)
whih by Theorem 4.1 is positive denite, sine (φ̺̂)γ = δγβ̺ > 0. Hene, Λφ̺ is positive
denite too. Then from Eq. (44), where we an neglet the regularization and put cβU = 1
sine the Fourier series of φ̺ ontains only one term, and from Theorem 4.1 we obtain that(
Λ̂φ̺
)
α
= Λˆβα̺ > 0 for all α. Sine τβ and ̺ were arbitrary, the result follows.
Thus, from the above lemma and Eq. (47) it follows that (ompare Corollary 4.1):
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Corollary 4.2 A map Φ: L(H˜β) → L(Hα) is positive if and only if the map ΛΦ : C(G2) →
C(G1), dened in Eq. (45), is positive denite.
Next we present a haraterization of ompletely positive denite maps (f. Denition 3.1)
in terms of their Fourier transforms. We rst prove the following fat:
Lemma 4.3 A bounded linear map Λ: C(G2) → C(G1) is G2-positive denite, i.e. (id ⊗
Λ)P(G2×G2) ⊂ P(G2×G1), if and only if maps Λˆ
β
α : L(H˜β) → L(Hα) are ompletely positive
for all [πα] ∈ Ĝ1, [τβ] ∈ Ĝ2.
Let ϕ ∈ P(G2 × G2), so by Theorem 4.1 ϕˆβγ > 0 for all [τβ], [τγ ] ∈ Ĝ2. Then the obvious
generalization of Eq. (44) to G2 ×G2, implies that:[
̂(id⊗ Λ)ϕU
]
βα
=
∑
δ,γ
cδγU
(
îd⊗ Λ
)δγ
βα
ϕˆδγ =
∑
γ
cβγU (1β ⊗ Λˆ
γ
α)ϕˆβγ, (49)
where now U ⊂ G2×G2 runs through a neighborhood base of {e2, e2} ∈ G2×G2. If all maps Λˆ
γ
α
are ompletely positive, then cβγU (1β⊗ Λˆ
γ
α)ϕˆβγ > 0 as operators from L(H˜β⊗H˜α), sine c
βγ
U > 0
for all β, γ (f. Eq. (38)). From losedness of the one of positive operators in L(H˜β ⊗ H˜α),
the series in Eq. (49) onverges to a positive operator as well. Hene
[
̂(id⊗ Λ)ϕU
]
βα
> 0 for
all α, β and from Theorem 4.1 it follows that (id⊗ Λ)(ϕ ∗ ψU) ∈ P(G2 ×G1). We remove the
regularization by letting U → {e2, e2} so that ϕ ∗ψU → ϕ uniformly. Then from the ontinuity
of id⊗Λ and uniform losedness of P(G2×G1) it follows that (id⊗Λ)ϕ ∈ P(G2×G1) for any
ϕ ∈ P(G2 ×G2).
For the proof in the other diretion, we proeed along the same lines as in the proof of the
previous lemmafor arbitrary [τβ ], [τγ] ∈ Ĝ2 and arbitrary 0 6 ̺ ∈ L(H˜β ⊗ H˜γ), we onsider
the Fourier transform of ̺, ϕ̺, dened in Eq. (2). Then positive deniteness of id⊗Λ, Theorem
4.1, and Eq.(44) generalized to G2 ×G2 (with c
µν
U = 1 as the Fourier series (31) of ϕ̺ ontains
only one term) imply that
[
̂(id⊗ Λ)ϕ̺
]
βα
= (1β ⊗ Λˆ
γ
α)̺ > 0 for all γ. Sine [τβ], [τγ], and ̺
are arbitrary, G2-positive deniteness of Λ implies that every map Λˆ
γ
α is (dimτ)-positive for all
possible [τ ] ∈ Ĝ2. Thus, in partiular, every Λˆ
γ
α is mγ-positive, mγ = dimH˜γ. But then by the
Choi Theorem (f. Ref. [18℄, Theorem 2) this is equivalent to Λˆγα being ompletely positive.
As a by-produt we obtain an analog of the Choi Theorem (f. Ref. [18℄, Theorem 2) for
PD maps:
Corollary 4.3 A map Λ: C(G2) → C(G1) is ompletely positive denite if and only if it is
G2-positive denite.
The proof in one diretion follows immediately from Denition 3.1. For the opposite im-
pliation, let us assume that Λ is G2-PD. Let H be an arbitrary ompat group and let Latin
indies a, b, . . . enumerate irreps of H . From the omplete positivity of Fourier transforms Λˆβα,
guaranteed by Lemma 4.3, Theorem 4.1, Eq. (38) applied to H × G2, and losedness of the
one of positive operators, we obtain that:[
̂(id⊗ Λ)ϕU
]
bα
=
∑
β
cbβU (1b ⊗ Λˆ
β
α)ϕˆbβ > 0, (50)
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for every b and α and every ϕ ∈ P(H×G2). Thus from Theorem 4.1, (id⊗Λ)ϕU ∈ P(H×G1).
Letting U → {eH , e2} ∈ H ×G2, so that ϕU onverges to ϕ uniformly, and using ontinuity of
id⊗ Λ and uniform losedness of P(H ×G1), we obtain that (id⊗Λ)ϕ ∈ P(H ×G1) for every
ompat H and every ϕ ∈ P(H ×G2). 
From Lemma 4.3 and Corollary 4.3 we nally obtain:
Lemma 4.4 A bounded linear map Λ: C(G2) → C(G1) is ompletely positive denite if and
only if the maps Λˆβα : L(H˜β) → L(Hα) are ompletely positive for all [πα] ∈ Ĝ1, [τβ] ∈ Ĝ2.
Comparison of Theorem 3.2 with the Horodeki Theorem 1.2 shows that positive denite
mappings of ontinuous funtions on ompat groups play an analogous role to that of positive
mappings of density matries in the standard theory of entanglement [14℄. The harmoni-
analytial formalism desribed above makes this observation, as well as the generating funtion
analogy, formal. Namely, Lemma 4.2 implies that every PD map Λ generates a family of
positive maps Λˆβα, ating between algebras of operators on representation spaes of G1 and G2.
Conversely, Fourier transform (45), together with property (47) and Lemma 4.2 allows one to
assign a unique PD map to every suitable (f. denition (45)) positive map. Analogously,
Lemma 4.4 shows that eah CPD map gives rise to a family of ompletely positive maps, and
by Fourier transform (45) every (suitable) ompletely positive map denes a CPD map. Thus,
PD and CPD maps between groups play a role of generating funtions of families of positive
and ompletely positive maps respetively.
In order to ompare Theorem 3.2 with the Horodeki Theorem 1.2, we rst hoose G1 and
G2 so that they possess irreps in dimensions dimHA and dimHB, so that we may identify
HA ∼= Hα and HB ∼= H˜β for some [πα] ∈ Ĝ1 and [τβ ] ∈ Ĝ2 [20℄. Apart from that there are no
further restritions on G1, G2. Finding suh a group for a given nite-dimensional HA ,HB is
always possiblefor example we an take G1 = G2 = SU(2), whih possesses irreps in all nite
dimensions. Having made the above identiation, we obtain from Theorem 3.2 that:
Theorem 4.2 A density matrix ̺ ∈ L(Hα ⊗ H˜β) is separable if and only if for all [πγ ] ∈ Ĝ1
and all positive maps Φγ : L(H˜β) → L(Hγ), (1α ⊗ Φγ)̺ > 0 as an operator on Hα ⊗Hγ.
To prove it, we rst Fourier transform ̺, passing to its harateristi funtion ϕ̺ = tr(̺πα⊗
τβ) ∈ P1(G1 ×G2). From Lemma 4.1 ̺ is separable if and only if ϕ ∈ Sep. Applying Theorem
3.2 to ϕ̺ we obtain that ̺ is separable if and only if for all positive denite maps Λ: C(G2) →
C(G1), (id ⊗ Λ)ϕ̺ ∈ P(G1 × G1). From the generalization of Eq. (44) to G1 × G2 with all
cδγU = 1 (no regularization of ϕ̺ is needed beause the Fourier series of ϕ̺ ontains only one
non-zero term; f. Eq. (40)) we obtain that:[
̂(id⊗ Λ)ϕ̺
]
αγ
= (1α ⊗ Λˆ
β
γ)̺. (51)
Then from Theorem 4.1 and Lemma 4.2 it follows that (id⊗Λ)ϕ̺ is a positive denite funtion
if and only if (1α ⊗ Λˆ
β
γ)̺ > 0 for every γ, where every map Λˆ
β
γ : L(H˜β) → L(Hγ) is positive.
Thus, when applied to nite dimension, Theorem 3.2 turns out to be weaker then Theorem
1.2, sine generially one has to hek positive maps operating between the xed spae L(H˜β)
and the whole family of spaes L(Hγ), [πγ ] ∈ Ĝ1, and not only between L(H˜β) and L(Hα) as
in Theorem 1.2. Note, however, that the number of spaes Hγ to hek need not be innite,
sine it may be possible to nd disrete G1 [20℄. This is partiularly easy for low-dimensional
initial spaes HA , HB.
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5 Examples of positive denite maps for G1 = G2
From the point of view of lassiation of separable funtions using Theorem 3.2 only those
positive denite maps whih are not ompletely positive denite (f. Denition 3.1) are inter-
esting: if Λ is a CPD map then all the funtions (id ⊗ Λ)ϕ, ϕ ∈ P1(G1 × G2), are positive
denite, whether ϕ is separable or not. Hene we enounter a similar problem as in the nite-
dimensional linear algebra [19℄: lassify all positive denite but not ompletely positive denite
maps from C(G2) to C(G1). In this Setion we give some examples of PD and CPD maps for
the ase G1 = G2 ≡ G.
The rst example of PD but not CPD map was already enountered in Theorem 3.1the
inversion map θ:
θf(g) := f(g−1). (52)
To show that θ is not CPD (positive deniteness will be proven below in a more general setting),
observe that θ orresponds through the Fourier transform to the transposition map T , T̺ := ̺T ,
ating on eah representation spae Hα of G:
f(g−1) =
∑
α
∑
i,j
f ijα π
α
ij(g
−1) =
∑
α
∑
i,j
f jiα π
α
ij(g), and hene
(
θ̂f
)
α¯
= T fˆα = fˆ
T
α . (53)
Here index α¯ denotes the omplex onjugate πα of representation πα: πα(g) := πα(g). Eq.
(53) establishes the onnetion between the PPT riterion (Theorem 1.1) and Theorem 3.1 (see
Ref. [20℄ for more details). Now, let ̺ ∈ L(Hα ⊗ Hβ) be any positive operator suh that its
partial transpose (1α ⊗ T )̺ is not positive. Then, by Theorem 4.1, the Fourier transform ϕ̺
of ̺ is positive denite, but (id⊗ θ)ϕ̺ is not. We propose to use the same terminology as in
quantum information theory and all entangled funtions ϕ not deteted by θ (see the remark
after Theorem 3.2) bound entangled.
Let us onsider more general substitutions of the argument in the tested funtion. Let α
be an arbitrary automorphism of G and β an arbitrary anti-automorphism of G, i.e.:
α(gh) = α(g)α(h), (54)
β(gh) = β(h)β(g). (55)
We dene the orresponding maps from C(G) to C(G):
Λαf(g) := f(α(g)), Λβf(g) := f(β(g)). (56)
Both Λα and Λβ are positive denite, whih follows most diretly from the GNS onstrution
(f. Theorem 2.1):∫∫
dgdhf(g)
(
Λαφ
)
(g−1h)f(h) =
〈∫
dgf(g)πφ
(
α(g)
)
vφ
∣∣∣ ∫ dhf(h)πφ(α(h))vφ〉 > 0,∫∫
dgdhf(g)
(
Λβφ
)
(g−1h)f(h) =
〈∫
dhf(h)πφ
(
β(h)
)†
vφ
∣∣∣ ∫ dgf(g)πφ(β(h))†vφ〉 > 0,
where φ ∈ P(G) and we used the fat that α(g−1) = α(g)−1 and β(g−1) = β(g)−1. Moreover,
maps arising from automorphisms are ompletely positive denite. Indeed, from Corollary 4.3
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it is enough to hek the extension of Λ to C(G × G). But then we obtain that (with the
boldfae haraters denoting elements of G×G):∫∫
dgdhf(g)
(
id⊗ Λαϕ
)
(g−1h)f(h) =〈∫∫
dg1dg2f(g1, g2)πϕ
(
g1,α(g2)
)
vϕ
∣∣∣ ∫∫ dh1dh2f(h1, h2)πϕ(h1,α(h2))vϕ〉 > 0, (57)
for an arbitrary f ∈ C(G× G). The maps arising from anti-automorphisms are not neessar-
ily CPDthe above alulation leading to the inequality (57) annot be repeated. However,
sine every anti-automorphism an be written in the form β(g) =
[
α(g)
]−1
, where α is an
automorphism, every map Λβ arising from an anti-automorphism is of the form:
Λβ = Λ
CPD ◦ θ, (58)
where ΛCPD is some CPD map. Hene, the use of a general anti-homomorphism β in Theorem
3.1 gives no improvement, sine the funtion (id⊗ Λβ)ϕ is positive denite if (id⊗ θ)ϕ is. In
other words, PD maps of the type (58) annot detet bound entangled funtions. This is in
lose analogy to what one enounters in the study of standard separability problems. Indeed,
from Lemma 4.3, Corollary 4.3, and Eq. (53) PD maps of the form (58) generate positive maps
of the type ΦCP ◦ T , where ΦCP is a ompletely positive map. Clearly, by Theorem 1.2, suh
maps annot detet bound entangled states ̺, for whih (1⊗ T )̺ > 0.
We an give a more general example of a CPD map, motivated by the Kraus deomposition
of a ompletely positive map (f. Ref. [32℄ and Ref. [18℄, Theorem 1). For an arbitrary measure
µ from M(G) we dene a map:
Λµf(g) :=
(
µ∗ ∗ f ∗ µ
)
(g) =
∫∫
G G
dµ(a)dµ(b)f(agb−1), (59)
where the adjoint µ∗ is dened as µ∗(Ω) := µ(Ω−1) for any Borel set Ω ⊂ G (f. the orrespond-
ing denition for funtions after Eq. (13)) and the onvolution is dened through Eq. (15).
Obviously, Λµ maps C(G) to C(G) and is a generalization of the regularization formula (23).
The map Λµ is bounded on C(G), sine supg∈G sup||f ||∞=1
∣∣ ∫∫ dµ(a)dµ(b)f(agb−1)∣∣ = |µ|2(G).
It is also ompletely positive denite, whih an be easily proven using the GNS Theorem 2.1:
(id⊗ Λµ)ϕ(g1, g2) =
∫∫
dµ(a)dµ(b)
〈
vϕ
∣∣πϕ(g1, ag2b−1)vϕ〉
=
∫∫
dµ(a)dµ(b)
〈
πϕ(e, a)
†vϕ
∣∣πϕ(g1, g2)πϕ(e, b)†vϕ〉
=
〈
πϕ(e, µ)
†vϕ
∣∣πϕ(g1, g2)πϕ(e, µ)†vϕ〉, (60)
where πϕ(e, µ) :=
∫
dµ(g)πϕ(e, g). Thus, (id⊗ Λµ)ϕ is positive denite.
Map (59) an be further generalized:
ΛMf(g) :=
∫
M(G)
dM(µ)
(
µ∗ ∗ f ∗ µ
)
(g), (61)
where M is a positive measure on M(G) with a nite total variation, i.e. M ∈M
(
M(G)
)
. We
onjeture that any CPD map from C(G) to C(G) is of this form for some measure M, so that
Eq. (61) is an analog of the Kraus deomposition of a ompletely positive map.
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6 Conlusions
The main onlusions are twofold. On one hand, this paper is direted to the audiene of math-
ematiians working in the area of harmoni analysis. We have formulated here the separability
problem in purely abstrat terms of positive denite funtions on ompat groups. To our
knowledge this is a new problem in harmoni analysis. One may hope that some well estab-
lished methods of harmoni analysis will help to get more insight into the problem, solving it,
at least partially. Several generalizations all for immediate attention: appliations to quantum
groups being perhaps one of the most fasinating ones. We hope that studies of entanglement
within the harmoni analysis framework will open new avenues here.
One the other hand, we expet that the harmoni analysis methods will help to study the
physis of separability and entanglement. We expet to nd new entanglement riteria, and get
a better understanding of the whole problem, by looking at onrete examples and appliations
of our theoretial results. In partiular, nite groups (whih have nitely many irreduible
representations) of various types (nilpotent, solvable) seem a rih soure of interesting examples.
As seen above, passing from linear-algebrai entanglement riteria for quantum states to
the theory of positive-denite funtions on ompat groups is somewhat inovolved and requires
tehnial work. We expet, on the other hand, that, going in the opposite diretion, the above
general results, when speialized to onrete groups (e.g. nite groups or SU(2)) will diretly
yield physially interesting results.
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