Abstract-In this paper, we present a novel algorithm for the application of support vector machine (SVM) learning to image compression. The algorithm combines SVMs with the discrete cosine transform (DCT). Unlike a classic radial basis function networks or multilayer perceptrons that require the topology of the network to be defined before training, an SVM selects the minimum number of training points, called support vectors, that ensure modeling of the data within the given level of accuracy (a.k.a. insensitivity zone ). It is this property that is exploited as the basis for an image compression algorithm. Here, the SVMs learning algorithm performs the compression in a spectral domain of DCT coefficients, i.e., the SVM approximates the DCT coefficients. The parameters of the SVM are stored in order to recover the image. Results demonstrate that even though there is an extra lossy step compared with the baseline JPEG algorithm, the new algorithm dramatically increases compression for a given image quality; conversely it increases image quality for a given compression ratio. The approach presented can be readily applied for other modeling schemes that are in a form of a sum of weighted basis functions.
the frequency domain. Compression rate and image quality are much improved as the results will demonstrate. This paper is organized as follows: Section II gives an overview of SVM learning. As the DCT is the part of the algorithm proposed, Section III discusses the basics of a DCT. Section IV states the problem and introduces the novel compression algorithm. Section V presents the results with comparison to JPEG compression with details on speed of compression. Finally, concluding remarks are given in Section VI.
II. SVM LEARNING
SVMs have become very popular tools for learning from experimental data and solving various classification, regression and density estimation problems. These novel soft models are dubbed kernel machines too. One way of looking at them may also be as the new learning method for a radial basis function (RBF) neural network. Initially developed for solving classification problems, support vector (SV) techniques can be successfully applied in regression, i.e., for functional approximation problems ( [4] , [5] ). It is this application we will exploit here. Unlike pattern recognition problems, where the desired outputs are discrete values, e.g., Boolean, here we deal with realvalued functions. Now, the general regression learning problem is set as follows: the learning machine is given training data from which it attempts to learn the input-output relationship (dependency, mapping, or function)
. A training data set , consists of pairs , where the inputs are -dimensional vectors and system responses , are continuous values. The SVM considers approximating functions of the form (1) where the functions are called basis functions. Equation (1) is an SVM model where is the number of SVs. In the case of SVM regression, one uses Vapnik's linear loss function with -insensitivity zone as a measure of the error of approximation if otherwise.
(2) Thus, the loss is equal to zero if the difference between the predicted and the measured value is less than . Vapnik's -insensitivity loss function (2) defines an tube. outside the tube, the loss equals the magnitude of the difference between the predicted value and the radius of the tube. Note that for , Vapnik's loss function equals a least modulus (a.k.a. Huber's robust loss) function.
In solving regression problems, the SVM performs linear regression in -dimensional feature space using -insensitivity loss function. At the same time, it tries to reduce model capacity by minimizing , in order to ensure better generalization. All these are achieved by minimizing the following functional:
where and are slack variables shown in Fig. 1 for measurements "above" and "below" an -tube, respectively. Both slack variables are positive values and they measure the deviation of the data from the prescribed -tube. Their magnitude can be controlled by penalty parameter . This optimization problem is typically transformed into the dual problem, and its solution is given by (5) where and are the Lagrange multipliers corresponding to and , is the number of SVs and is the kernel function. Gaussian kernels are used in the compression algorithm detailed in this paper. The constant influences a tradeoff between an approximation error and the weight vector norm and it is a design parameter that is typically chosen by the user through cross validation. Here, we worked with and all the "softening" of the SVM performance was done by choosing proper value of the -insensitivity zone. An increase in penalizes larger errors (large and ) and in this way leads to an approximation error decrease. However, this can be achieved only by increasing the weight vector norm . At the same time, an increase in does not guarantee a small generalization performance of a model. Another design parameter which is chosen by the user is the required precision embodied in an value that defines the size of an -tube (a.k.a -insensitivity zone).
The expansion (5) can also be rewritten in a shape more familiar to the neural network community as , where the matrix is known as the design (or kernel) matrix and the weight vector (of the kernel expansion) is . There are a few learning parameters in constructing SV machines for regression. The two most relevant are the insensitivity zone and the penalty parameter that determines the tradeoff between the training error and Vapnik-Chervonenkis (VC) dimension of the model. Both parameters should be chosen by the user. Increase in means a reduction in requirements on the accuracy of approximation. It decreases the number of SVs leading to data compression too. This will be exploited here in approximating the coefficients of a DCT in a frequency domain. For a detailed mathematical description of SVMs the interested reader is referred to [6] - [8] .
III. DCT
The DCT is the fundamental process of the JPEG image compression algorithm [9] , [10] . The DCT is a transform that maps a block of pixel color values in the spatial domain to values in the frequency domain. The DCT can operate mathematically in any dimension, however an image is a two-dimensional (2-D) surface so the 2-D DCT transform is used. The 2-D DCT is given by (6) where The DCT is more efficient on smaller images. When the DCT is applied to large images, the rounding effects when floating point numbers are stored in a computer system result in the DCT coefficients being stored with insufficient accuracy resulting in deteriorated image quality. As the size of the image is increased, the number of computations increases disproportionately. For these reasons an image is subdivided into 8 8 blocks. Where an image is not an integral number of 8 8 blocks, the image can be padded with white pixels (i.e., extra pixels are added so that the image can be divided into an integral number of 8 8 blocks). The 2-D DCT is applied to each block so that an 8 8 matrix of DCT coefficients is produced for each block. This is termed the DCT matrix. The top left component of the DCT matrix is termed the discrete cosine (DC) coefficient and can be interpreted as the component responsible for the average background color of the block (analogous to a steady DC current in electrical engineering). The remaining 63 components of the DCT matrix are termed the "AC" components as they are frequency components analogous to an electrical ac signal. The DC coefficient is often much higher in magnitude than the AC components in the DCT matrix.
The DCT is illustrated in Fig. 2 . Each component in the DCT matrix represents a frequency in the image (the DC component representing a frequency of 0). The further an AC component from the DC component the higher the frequency represented. The magnitude of higher frequency components tends to diminish the higher the frequency represented. Higher frequency components are less visible to the human eye, and it is this property which is exploited in JPEG and in our algorithm as these higher frequency components can be attenuated or removed with little noticeable effect on the quality of the image. Thus the smoothness properties of the SVM can be used to model the DCT coefficients. The trend in the magnitude of the DCT coefficient is visible in Fig. 2 The original image block is recovered from the DCT coefficients by applying the inverse DCT (IDCT), given by (7) where
A. Transformation of the DCT Matrix to 1-D
The elements of the matrix in (6) are mapped using the zig-zag sequence shown in Fig. 3 to produce a single row of numbers. That is a single row of numbers is collected as we follow the zig-zag trail in the DCT matrix. This will produce a row of 64 numbers, where the magnitude tends to decrease as we travel down the row of numbers. Coefficients placed next to each other via the zig-zag mapping tend to be of similar magnitude, thus making the row of coefficients more suitable for generalization by a SVM.
IV. COMBINING SVM WITH DCT
Here we detail a new algorithm for compressing the AC DCT coefficients after the discrete cosine transform has been applied to an image. The algorithm which we call the RKi-1 algorithm, also includes a preparation step to improve the compression efficiency. Fig. 4(a) shows the 1-D plot of the AC coefficients for the matrix shown in Fig. 2 after the zig-zag mapping. This is a plot of a single row of DCT coefficients after the zig-zag mapping has been applied to the block in Fig. 2 . The DC component has been removed as it is treated separately leaving the 63 AC coefficients. The 1-D row of DCT coefficients is used as the training data for an SVM. In the discussion of SVMs in Section II attention was drawn to the fact that an SVM will produce the minimum number of SVs required to generalize the training data within a predefined error (the -insensitivity tube). Thus, we expect that when the row of DCT coefficients are used as training data for the SVM, a lower number of SVs will be required in order to recover the DCT coefficients within the predefined error. This is illustrated in Fig. 5 (a) where the DCT coefficients in Fig. 2 are used as input training data to an SVM. Fig. 5(b) shows the error when the output is compared with the original.
A. Statement of the Problem
In Fig. 5 , there are 63 input training points. With the error ( -insensitivity) set to 0.1, 34 training points were chosen by the SVM as SVs. This can be loosely interpreted as compression of 63:34 or approximately 1.85:1. Although this is not the actual compression ratio of the compressed image, this ratio illustrates the reduction in the number of training points.
Examination of the input data (ie the DCT coefficients) reveals that the magnitudes of the coefficients are generally decreasing as we travel down the row of input data, however the sign (positive or negative) appears to be random. This has the consequence that two coefficients next to each other can be of similar magnitude but opposite sign causing a large swing in the input data. Fig. 6(a) shows the result when the absolute magnitude of the DCT coefficients is used as input to the SVM. That is, the negative signs are ignored and all inputs are treated as positive. It can be seen that this input data is more suitable for generalization by the SVM as less training points are chosen to be SVs. In this example, the SVM has chosen ten SVs representing a compression of 63:10 or 6.3:1. This is an increase in compression of around 3.5 times over the preceding example when the real values of the DCT coefficients were used as training data. We note also that when the real values were used as training data, the total accumulated error was 452, and when the magnitudes were used the total accumulated error reduced to 271. In this example, by ignoring the sign of the DCT coefficient when used as training data to the SVM, the number of SVs has reduced by 70 and the accumulated error has reduced by 40 . We conclude that by simply using the magnitude of the input values and ignoring the sign, that the compression is substantially increased and the output is a closer match to the desired output (i.e., the error in the output is reduced). A comparison plot of the input data when both the real values and the absolute magnitudes is shown in Fig. 4 .
If we ignore the sign of each DCT coefficient when used as input data to the SVM, we are left with the problem of how to reassign the signs when the DCT coefficients have been recovered. In order to recover the sign, we introduce the inversion bit.
B. Inversion Bit
The inversion bit indicates which of the recovered points on Fig. 4 (b) should be inverted (i.e., multiplied by 1) so that they are negative. The inversion bit is a single "0" or "1." It is the sign of the corresponding input datum. Each input datum has an inversion bit, so for the block shown in Fig. 2 there are 63 inversion bits. These bits together form what we term the inversion number. The inversion number for the matrix of DCT coefficients in Fig. 2 is 110 001 101 001 101 011 101 000 010 010 110 100 011 110 011 000 100 101 011 001 000 After a block has been processed by the SVM, some the recovered DCT coefficients may have a magnitude lower than the maximum error defined for the SVM. If these components had an inversion bit of "1" we can set this to "0" as the sign of coefficients with small magnitude has little effect on the final recovered image. Put another way, inversion bits for very small magnitude DCT coefficients do not contain significant information required for the recovery of the image. For example if we define the -insensitivity as 0.1, the desired value of a particular DCT coefficient is , and the recovered value 0.04 then we can set the inversion bit to "0" for this coefficient (rather than "1") because a recovered value of 0.04 is within 0.1 of the original desired value. The importance of this property will be detailed in the implementation section.
V. IMPLEMENTATION
The image is first subdivided into 8 8 blocks. The 2-D DCT is applied to each block to produce a matrix of DCT coefficients. The zig-zag mapping is applied to each matrix of DCT coefficients to obtain a single row of numbers for each original block of pixels. The first term of each row (the DC component) is separated so that only the AC terms are left. Not all the terms in the row of AC coefficients are required since the higher order terms do not contribute significantly to the image. The higher order terms represent higher frequency components of the image and the higher the frequency the less noticeable the frequency component is to the human eye. Because of this we can choose to take only the first values (typically the first 8-16 values). Exactly how many values are taken is a degree of freedom in the algorithm. SVM learning is applied to the absolute values of each row of AC terms as described above and the inversion number for each block is generated. Since we have used Gaussian kernels in the SVM, for each original block the parameters needed to be stored/transmitted are the Gaussian centers (i.e., the SVs), the weights and the inversion number to be able to recover the block. There are no bias terms due to the fact that positive definite Gaussian kernels have been used which do not require bias.
Original Data: Table I gives a numeric example for the image block in Fig. 2 . The table shows the first 16 coefficients of the block used as training data to the SVM. Also shown is the corresponding inversion number, the coefficients identified as SVs, the approximated (recovered) coefficients, and the error between each approximated coefficient and the input training coefficient. In this example, the SVM -insensitivity has been set to 10. Note that the weights have been rounded to one decimal place.
A surface plot of the original 8 8 surface is shown along side the recovered surface in Fig. 7 . In this figure, the smoothing effect of the SVM on the recovered block is visible and has the effect of applying a high-frequency filter on the block. In the actual implementation we normalize the pixels in the image between 0 and 1. When the input was not normalized the weights tended to be very large (in the order of ) and a small variation in the weight caused by rounding would significantly deteriorate the image. When the input is normalized, the weights were generally in the range 0-1 and taking the first one or two significant digits of the weight did not adversely affect the quality of the image. A similar approach was suggested in [11] . Normal-izing the image produces weights that are lower in magnitude (compared with an unnormalized image) and similar in value. This is an important consideration when encoding the data for storage/transmission described in the following section.
A. Encoding Data for Storage
For each block, we need to store weights and SVs. The SVs are the Gaussian centers. In our RKi-1 algorithm we combine the weights with the SVs so that each block has the same number of weights as DCT coefficients. For example, if we chose to retain only the first 16 DCT coefficients (discarding the remaining 47 DCT coefficients), then we have 16 weights for each block. Where a weight has no corresponding SV, we set the value of the weight equal to zero. That is, the only nonzero weights are weights for which a training point has been chosen to be an SV by the SV machine.
The next step is to quantize the weights. By quantizing we mean that we reassign the value of the weight to one of limited number of values. To quantize the weights we find the maximum and minimum weight values (for the whole image) and predefine how many quantization levels to use. The number of quantization levels to use is a degree of freedom in the algorithm. to compute new values for the weights. For example if the minimum weight is 0 and the maximum is 0.9 and we define five quantization levels then the weights can only take the values 0.09, 0.27, 0.45, 0.63, 0.81. Each weight in the image is reassigned to be the closest value of these quantized values.
The inversion bits are combined with the weights in the following way. An arbitrary number is added to all weights (usually "1" added to the absolute value of the smallest weight) so that all weights are positive and nonzero. This arbitrary number must be stored to be able to recover the weights. Each individual weight has an associated inversion bit. The inversion bit is combined with its corresponding weight by making the value of the weight negative if the inversion bit is "1," positive otherwise. Where the weight is not an SV the inversion data is discarded. This introduces a small error when the image is decompressed, but significantly increases compression (see the results section).
The above steps introduce many zero values into the weight data. By setting inversion bits from "1" to "0" when the associated DCT is less than the error, , we have introduced many more zeros. A combination of Huffman coding and run length encoding (RLE) is used to create a binary image file. The quantized weights and the numbers of zeros between nonzero weight values are Huffman encoded to produce the final binary file.
VI. RESULTS

A. Speed of Compression and Decompression
In RKi-1, compression takes longer than decompression. It was observed that the higher the compression ratio the quicker the algorithm was to compress. The opposite is true for the JPEG algorithm. From a practical user perspective there was little difference in decompression speed between JPEG and our RKi-1 algorithm.
Compression ratios are computed by the following formula: where file_size is for a binary file containing all parameters and data required to reconstruct the image.
B. Performance
To objectively measure image quality, the signal-to-noise ratio (SNR) is used. The SNR is calculated using SNR width height Original Image
Original Image Recovered Image (9) Results using the benchmark 512 512 Lena image are shown in Fig. 8 in comparison with the baseline JPEG algorithm. The JPEG algorithm performs better than the RKi-1 algorithm for compression ratios up to 22:1 (on this particular image). For compression ratios beyond this, the RKi-1 algorithm produces higher quality images for the same compression ratio. While similar results were obtained for other images, the results for the Lena image are detailed as it is the de facto standard for comparing image compression algorithms. The baseline JPEG algorithm could not compress the 512 512 Lena image grater than 64:1. The RKi-1 algorithm achieved a compression ratio of 192:1 and still achieved better image quality than the image compressed using JPEG at 64:1. This is a much better compression ratio than that obtained in [3] where SVM was used to directly model the color surface. When an SVM is used to directly model the surface, compression over 20:1 is not possible without severe deterioration of the quality of the image [3] . Thus, by approximating DCT coefficients of an image rather than directly approximating the color surface, the compression is greatly improved. Fig. 10 shows results for a subjective comparison on the 400 400 Claudia image. The difference in quality between RKi-1 and JPEG is clearly visible at higher compression ratios.
The decompressed images are shown in Fig. 9 for subjective comparison of the RKi-1 algorithm compared with the baseline JPEG algorithm.
VII. CONCLUDING REMARKS
We have presented a novel image compression algorithm which takes advantage of SVM learning. The algorithm exploits the trend of the DCT coefficients after the image has been transformed from the spacial domain to the frequency domain via the DCT. SVM learning is used to estimate the DCT coefficients within a predefined error . The SVM is trained on the absolute magnitude of the DCT coefficients as these values require less SVs to estimate the underlying function. The net result of the SVM learning is to compress the DCT coefficients much further than other methods such as JPEG. The algorithm also defines how the original values are recovered by the introduction of the inversion number. The inversion number allows us to recover the original sign (i.e., positive or negative) of each DCT coefficient so that combined with the magnitude of the coefficient as estimated by the SVM, a close approximation to the original value of the DCT coefficient is obtained in order to reconstruct the image.
We have presented results showing that the new method produces better image quality than the JPEG compression algorithm for compression ratios greater than around 20:1. We have also shown that large compression ratios (192:1) are possible with the new method while still retaining reasonable image quality.
Further work could include applying 2-D SVM learning to the DCT coefficient matrix. This would bypass the need for the zig-zag transformation to produce a 1-D set of DCT coefficients. Further work is also required to explore the results of applying a varying -tube to the DCT coefficients. In this paper a fixed error ( -insensitivity) has been used. A varying -insensitivity could be used which reduces in value as a set of DCT coefficients is traveled along.
