The convex dimension of a graph G = (V , E) is the smallest dimension d for which G admits an injective map f : V − → R d of its vertices into d-space, such that the barycenters of the images of the edges of G are in convex position. The strong convex dimension of G is the smallest d for which G admits a map as above such that the images of the vertices of G are also in convex position. In this paper we study the convex and strong convex dimensions of graphs.
Introduction
In this paper we study the convex and strong convex dimensions and the extremal number of edges of graphs with given convex dimension. The following theorems (established in forthcoming sections) give upper bounds for the convex and strong convex dimensions of arbitrary graphs, planar graphs, and bipartite graphs.
Theorem 1.1. The convex and strong convex dimension of any graph G satisfy d(G) d (G)
4.
Theorem 1.2. The dimensions of any planar graph G satisfy d(G) d (G)
3.
Theorem 1.3. The dimensions of any bipartite graph G satisfy d(G) d (G) 3.
Moreover, for complete graphs, complete bipartite graphs, cycles and trees we can determine the convex and strong convex dimension exactly, as follows. Theorem 1.4. The convex and strong convex dimension of the complete graph K n , the complete bipartite graph K m,n , the cycle C n , and any tree T n on n vertices, are given by the following table:
Graph
Convex dimension Strong convex dimension 1 1 2 K 3 , K 2,2 , and K n,1 , T n+1 , C n for all n 3 2 2 K 4 2 3 K m,n for all m, n such that m, n 2 and m + n 5 3 3 K 5 3 4 K n for all n 6 4 4
Note that the table of Theorem 1.4 implies that the upper bounds in Theorems 1.1-1.3 are best possible: by Theorem 1.4, there is a graph, e.g., K 6 , of convex dimension d(K 6 ) = 4; and there is a planar bipartite graph, namely K 3,2 , of convex dimension d(K 3,2 ) = 3. Also, the converse of Theorem 1.2 is false: there is a nonplanar graph, e.g.,
An intriguing problem concerns the computational complexity of the convex and strong convex dimension invariants. Beyond the intrinsic interest in the convex and strong convex dimension invariants, they arise naturally in connection with a special class of convex combinatorial optimization problems (CCO), introduced recently in [3] . The input for a CCO problem consists of the ground set N, an (oracle presented) family F ⊆ 2 N , a weight function w :
The problem is to find F ∈ F maximizing the objective function c( i∈F w(i)). This is a useful and broad framework which captures many discrete optimization problems, see [3] and the references therein. A useful approach in studying this problem is to consider the polytope
The number of vertices of this polytope is closely related to the complexity of the CCO problem.
When each set in F has exactly two elements, then F = E is the set of edges in a graph G on N. Taking the injective map f := 2w of G in R d , and defining conv(E) := conv(f (E)), the convex hull of all barycenters of edges under the map f, we get P F w = conv(E). Thus, the number of vertices of conv(E) controls the complexity of the corresponding CCO problem. In particular, if f (determined by w) is a convex embedding of G, then conv(E) has the maximum possible number |E| = |F| of vertices, providing the worst case complexity. In this setup, the convex dimension of a graph G has the following interpretation: it is the smallest dimension d of a weight function under which P F w = conv(E) can have the maximum number of vertices.
Organization of the paper
In the next section we prove Theorems 1.1 and 1.2. We characterize the convex dimensions of bipartite graphs, cycles and trees in Section 3, and of complete graphs in Section 4, and thus prove Theorems 1.3 and 1.4. In Section 5 we provide a linear upper bound on the maximal number of edges of strongly 2-embeddable graphs. Concluding remarks and open problems close the paper.
Upper bounds on general graphs and planar graphs
We start with a lemma which will be useful to prove some of our results. Given a polytope P, recall that the graph (1-skeleton) of P is the graph whose nodes are the vertices of P, and whose edges are the one-dimensional faces of P. Recall that conv(E) := conv(f (E)). We will also define conv(N ) := conv(f (N )). 
over which w is maximized. It follows that w(
is the unique maximizer of w over f (E) and therefore a vertex of conv(E) = conv(f (E)). Since the same argument applies to every edge ij ∈ E, it follows that f (E) is in convex position. So f is a strongly convex embedding of G.
Recall that a polytope is called 2-neighborly if each pair of its vertices is connected by a 1-face, that is, its graph is a complete graph.
Proof of Theorem 1.1. Consider the injective map of G into the moment curve in R 4 ,
Then conv(N ) (the cyclic polytope on n vertices in R 4 ), is well known to be 2-neighborly (cf. [5, p. 16] ), that is, its graph is the complete n-graph K n . Thus, G is a subgraph of the graph of conv(N ) and hence, by Lemma 2.1, the above map f of G is a strongly convex embedding.
Proof of Theorem 1.2. Let G = (N, E) be a planar graph. The assertion obviously holds if |N | 3. If |N | 4, then by suitably adding edges if necessary (and resulting in no decrease of the strong convex dimension), we may assume that G is 3-connected. Then, by Steinitz' well-known theorem (cf. [4] ) G is the graph of some 3-polytope, that is, G is the graph of conv(N ) for some injective map f : N − → R 3 . By Lemma 2.1 such an f is a strongly convex embedding of G.
Cycles, trees and bipartite graphs
We start with some simple observations and propositions which will be useful in the sequel. First, note that the convex and strong convex dimension do not increase under deleting edges, and consequently under taking subgraphs. Second, we record for later the following trivial fact. 
; in this case, the vertices of A are in one-to-one correspondence with the vertices of B under the map y → x + ty. We use the following easy geometric observation. Throughout this paper we identify a graph G = (V , E) with its edge set, e.g., f (G) = f (E) for any injective map f of G. A first observation concerns paths and cycles (P n is a path on n vertices). We now compute the convex dimension of complete bipartite graphs.
) > 1 and all the graphs mentioned in this proposition other than K 1,1 and K 2,1 have convex dimension greater than one. K 2,2 = C 4 , so due to Proposition 3.
Next, consider the star graph K n,1 with n 3 and injective map of its nodes to the vertices of any convex (n + 1)-gon in the plane. As the barycenters of the images of the edges are then the vertices of a convex n-gon, the map is a strongly convex embedding.
We next show that d (K n,m ) 3 for n + m 5 and min{n, m} > 1. It suffices to give a strongly convex embedding for K n,n where n is an arbitrary large odd integer. So, let n be such an integer, N 1 = {1, . . . , n}, N 2 = {n + 1, . . . , 2n} and consider the bipartite graph G corresponding to N 1 and N 2 . Set
and
Evidently, conv(N 1 ) is a polygon in the plane Z = 0 and conv(N 2 ) is a polygon in the plane Y = 0; in particular, f (N 1 ) and f (N 2 ) are in convex position. We next observe that f is a convex embedding of G in R 3 (due to Observation 3.2), for every i ∈ N 2 , the barycenters of the edges between f (i) to the points in f (N 1 ) form a homothet of conv(N 1 ) scaled by half, lying in the plane Z = 1 2 (i − (3n + 1)/2). Since f (N 1 ∪ N 2 ) is in convex position, f is also a strongly convex embedding of G in R 3 . It remains to show that d(K n,m ) > 2 for n + m 5 and min{n, m} > 1. Since K 3,2 is a subgraph of any of these graphs, it suffices to show that K 3,2 is not convexly embedded in the plane. Let N = {1, 2, 3} and N = {4, 5} be the two parts of the node-set of K 3,2 . Suppose by negation that there exists a convex embedding f of K 3,2 in the plane. Let l be the line containing the points f (4) and f (5) . Using a standard linear transformation, we can assume that the line l is parallel to the Y -axis. It then follows that for i = 1, 2, 3; conv{ (5))} are three equal length sections that are parallel to l. Consider the three parallel lines containing these sections. Two lines are extremal (i.e., the leftmost and rightmost ones), and the remaining line lies in between them. The convex hull of the two sections contained in the extremal lines is a parallelogram. Since f (K 3,2 ) is in convex position, the third section does not intersect the parallelogram. If it lies above the parallelogram, then it is easy to see that its lower point lies in the triangle consisting of the higher points of the three sections-a contradiction to f (K 3,2 ) being in convex position. The second case where the third section lies below the parallelogram is treated similarly.
Thus, the convex and strong convex dimension of any complete bipartite graph K m,n are at most 3. Since any bipartite graph is a subgraph of some K m,n , this establishes Theorem 1.3.
Next, let T n be a connected tree with n 4 vertices. The above proposition implies that 2 d(T n ), d (T n ) 3. A tight bound on these characteristics is given in the next proposition.
Proposition 3.5. For every tree with
Proof. It suffices to give a strongly convex embedding f of T n in the plane. Consider the function f that maps nodes of the tree into points on the unit circle in the following way. We map the nodes of the tree while scanning the tree in a BFS order (breadth first search). We map the root v 1 of the tree on the lowest point of the unit circle. Suppose v 1,1 , . . . , v 1,n 1 are the n 1 siblings (i.e., direct descendants) of the root v 1 . Let f (v 1,1 ) be on the unit circle slightly counterclockwise to v 1 , and f (v 1,2 ) slightly further counterclockwise to v 1,1 . Let e 1,1 , . . . , e 1,n be the midpoints of
, respectively. We map v 1,3 slightly further counterclockwise to f (v 1,2 ) such that e 1,3 lies to the left of the edge going from e 1,1 to e 1,2 . We map the remaining siblings of the root on the unit circle one after the other, always very close to each other and in counterclockwise direction (i.e., for 3 < m n 1 , f (v 1,m ) lies slightly counterclockwise to f (v 1,m−1 ) such that e 1,m is to the left of the edge coming from e 1,m−2 to e 1,m−1 ). In this way e 1,1 , . . . , e 1,n are in convex position. We now proceed with the n 2 siblings v 2,1 , . . . , v 2,n 2 of v 1,1 . We map v 2,1 slightly counterclockwise to f (v 1,n 1 ) such that e 2,1 , the midpoint of the section [f (v 1,1 ), f (v 2,1 )] lies to the left of the edge coming from e 1,n 1 −1 to e 1,n 1 . We continue mapping the remaining nodes of the tree similarly, such that f (T n ) lies in a small fraction of the circle (e.g., a quarter). Since n is finite this is possible by injectively mapping the nodes very close to each other. By the construction both f (N) and f (E) are in convex position.
Complete graphs
Since K 3 is a cycle, Proposition 3.
Proof. Let N ={1, 2, 3, 4}. Consider the injective map f of K 4 in the plane, where three of its vertices form an equilateral triangle, and the fourth point is the center of its bounding circle. In this case f (K 4 ) is the set of vertices of a perfect hexagon and therefore f is a convex embedding of K 4 (see Fig. 1(a) Fig. 1(b) ). By using a standard affine transformation we can assume that f fig. 1(b) ). Indeed, for In view of this, a natural question is whether there exists any graph of convex dimension strictly greater than 3? In order to answer this question we first need to prove a useful proposition. Let G be a graph. We say that a vertex in G is dominating if it is connected to all other vertices in the graph. For example, K n has n dominating vertices. 
Proof. Let n 6. As 
On the extremal number of edges
Proposition 3.1 asserts that graphs of strong convex dimension at most 1 admit a constant number of edges. Theorem 1.4 shows that graphs of strong convex dimension 3 may have a number of edges which is quadratic in the number of their vertices. In the forthcoming theorem we bound the number of edges of graphs of strong convex dimension 2 by a linear function of the number of their vertices. Let L * be the set of edges uv in L with both u and v in VL. Our first goal is to bound |L * | by 2|V L| − 4. By renumbering the elements V, we may assume that V L = {1, . . . , |V L|} and f (1) 1 · · · f (|V L|) 1 . Denote the slope of a line segment connecting two distinct points x and y in R 2 by slope(x, y). It follows from the facts that f is a strongly convex embedding and conv(N ) and conv(E) have no perpendicular edges that f (1) 1 < · · · < f (|V L|) 1 and
Suppose uv ∈ L and uw ∈ L where u < v < w and u, v, w ∈ V L. We next prove that in this case, tw / ∈ L for any t ∈ V L satisfying u < t < w. To establish a contradiction assume that tw ∈ L and u < t < w. We next demonstrate that no vertex from V appears in three edges of L that connect it to vertices from VU. Indeed, suppose that for u ∈ V and v, w, t ∈ V U, {uv, uw, ut} ⊆ L. Without loss of generality assume that v 1 < w 1 < t 1 which assures that slope(v, w) > slope(w, t).
contradicting the assumption that a, b and c are points, in order, on the lower envelope of the polygon conv(E).
Applying the conclusion of the above paragraph to vertices u in VU, shows that there are at most |V U| edges in L with both vertices in VU (a simple accounting will consider each edge twice-hence the disappearance of the factor 2). On the other hand, the application of the conclusion of the above paragraph to vertices in u in V L\V U, shows that there at most 2(|V L\V U|) = 2(|V L| − 2) edges in L with one vertex in V L\V U and the other in VU. We conclude that |L| (2|V L| − 4) + |V U| + 2(|V L| − 2). A symmetric argument shows that |U | (2|V U| − 4) + |V L| + 2(|V U| − 2). As |V L| + |V U| = n + 2, we conclude that |E| = |L| + |U | − |L ∩ U | [5(|V L| + |V U|) − 16] − 2 = 5n − 8.
The bound in Theorem 5.1 is lower than the number of edges of the K n if and only if n 10; for smaller values of n the bound is irrelevant (and obviously not tight). We speculate that the bound is not tight for all values of n. But, the bound on the number of nonzero elements of matrices M of the type that appear in the proof of Theorem 5.1 is tight as is demonstrated by the matrix M whose nonzero elements are
In the case where there is a strongly convex embedding of G into the plane whose image is included in the graph of a convex (respectively, concave) function h : R → R (meaning that {f (i) : i ∈ V } is a subset of {(x, h(x)) : x ∈ R}), then V = V L, |V U| = 2 (resp., V = V U, |V L| = 2) and the bound of Theorem 5.1 can be sharpened to 3n − 6.
Concluding remarks and open problems
The notions of convex and strongly convex embeddings and dimensions can be extended from graphs to k-uniform hypergraphs for any k, as follows. Let G = (N, E) 
We have the following generalization of Theorem 1.1.
Theorem 6.1. The convex and strong convex dimension of any k-uniform hypergraph G satisfy d(G) d (G) 2k.
Proof. Consider the injective map of G into the moment curve in R 2k ,
It suffices to prove the theorem for G being the complete k-uniform hypergraph. The polytope conv(N ) is the cyclic polytope on n vertices in R 2k , which is well known to be k-neighborly (see e.g. [5] ), that is, every k-subset of conv(N ) forms a (simplicial) face. Thus, the barycenter of each such face is a vertex of the convex hull conv(E) of all such ( n k ) barycenters.
In view of Theorem 1.2 for planar graphs, it is natural to ask whether the classes of d-embeddable and strongly d -embeddable graphs are closed under taking minors. But, the following proposition shows that this is not the case, indicating the intricacy of these graph invariants. Recall that the contraction of graph G = (N, E) by an edge {v 1 , v 2 } is the graph obtained by replacing the vertices v 1 and v 2 by a single vertex v and replacing all the edges that contain either v 1 or v 2 by {{v, i}|{v 1 , i} ∈ E} ∪ {{v, i}|{v 2 , i} ∈ E}. A special case of edge contraction is series reduction: the series reduction of a graph G = (V , E) by vertex v of degree 2 is the contraction of G by any one of the two edges that contain v. The next proposition shows that these operations can both increase and decrease the convex dimension and the strong convex dimension. Fig. 2(b) ). The black points in Fig. 2(b) represent the points in f (E). Clearly both f (V ) and f (E) are in convex position so f is a strongly convex embedding of G in the plane. Contracting the edge e 1a in G yields the bipartite graph K 3,2 with parts {a, b, c} and { , }, which is of convex and of strong convex dimension 3 (Proposition 3. 4) To see that series reduction can reduce both the convex dimension and the strong convex dimension consider P 3 , the path on three vertices, and its series reduction P 2 , the path on two vertices. By Theorem 1.
Since planar graphs are drawable in the plane by definition, and moreover, all the graphs in the table of Theorem 1.4 of dimension at most 2 are planar, one may wonder whether any graph which is convexly embeddable in the plane, namely has convex dimension at most 2, is planar. Somewhat surprisingly, the answer is negative as the following proposition shows. Proof. The idea is to construct a graph G = (V , E ) with convex dimension 2 from which K 3,3 is obtainable through a sequence of series reductions. We construct the graph G such that it contains the graph G = (V , E) as defined in the proof of Proposition 6.2 as a subgraph (see Fig. 2 (6, 4) ; e 4 = (7.9, 7.5)} and that f (E ) is in convex position, so f is a convex embedding of G in the plane (the points of f (E ) are written in the order they appear on their convex hull).
The convex embedding f in the proof of Proposition 6.3 is not strongly convex. We conjecture that this is not a coincidence and every graph of strong convex dimension 2 is planar. If this is indeed the case, due to Euler's formula we can get the following stronger version of Theorem 5.1:
Conjecture. Graphs on n 3 vertices of strong convex dimension 2 have at most 3(n − 2) edges.
Another interesting open problem is to bound the number of edges of graphs of (not strong) convex dimension 2. Is it also linear in n? Alternatively, is there an example with a quadratic number of edges?
Finally, we mention again the intriguing problems posed in the Introduction regarding the computational complexity of the convex and strong convex dimension invariants. What is the complexity of deciding for a given graph G if d(G) 2 and of deciding if d(G) 3? The following algebraic characterization of the convex dimension might be useful. We omit the proof. 
