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Résumé – Nous considérons la classe des algorithmes proximaux implicites-explicites inertiels (iFB) pour minimiser la somme deux fonctions
propres, semi-continues inférieurement et convexes, dont l’une est à gradient Lipschitz et l’autre est partiellement régulière relativement à une
variété active M. Cette classe inclut comme cas particuliers populaires les algorithmes FB et FISTA pour un choix approprié du paramètre
inertiel dans ce dernier. Nous proposons une analyse unifiée et montrons que les itérées du schéma iFB, (i) identifient la variété activeM en
temps fini, et ensuite (ii) entrent dans un régime de convergence linéaire locale dont nous caractérisons le taux de façon précise. Ces résultats
donnent une justification théorique aux comportements typiques qui ont été observés numériquement pour plusieurs problèmes inclus dans notre
cadre, comme par exemple le Lasso, le group-Lasso, la minimisation de la variation totale, ou celle de la norme nucléaire. Ces résultats peuvent
avoir plusieurs applications en traitement du signal et des images ou en apprentissage statistique.
Abstract – We consider the class of inertial Forward–Backward (iFB) proximal splitting algorithms, to minimize the sum of two proper lower
semi-continuous convex functions, one of which having a Lipschitz continuous gradient and the other being partly smooth relative to an active
manifoldM. Special cases of this class include the FB and, for an appropriate choice of the inertial parameter, FISTA-like schemes. We propose
a unified analysis, under which we show that iFB-type splitting, (i) correctly identifies the active manifoldM in a finite number of iterations, and
then (ii) enters a local (linear) convergence regime, which is characterised precisely. This gives a grounded justification to the typical behaviour
that has been observed numerically for many problems encompassed in our framework, including the Lasso, the group Lasso, total variation
minimization and the nuclear norm regularization to name a few. These results may have numerous applications including in signal/image
processing processing and machine learning.
1 Introduction
1.1 Formulation du problème
L’optimisation convexe est devenue omniprésente dans bon
nombre de champs scientifiques. Notre objectif ici est la mini-
misation du problème composite structuré suivant
min
x∈Rn
{
Φ(x) = F (x) + J(x)
}
, (P)
sous les hypothèses :
(H.1) J ∈ Γ0(Rn), la classe des fonctions propres, semi-continues
inférieurement et convexes sur Rn ;
(H.2) F est convexe etC1,1(Rn) dont le gradient est β–Lipschitz
continu ;
(H.3) Argmin Φ 6= ∅.
Le problème (P) couvre plusieurs cas particuliers populaires
que l’on rencontre en traitement du signal et des images ou
encore en apprentissage statistique. Par exemple, en prenant
F = 12λ ||y − A · ||2, pour A : Rn → Rm un opérateur li-
néaire et λ > 0, on retrouve le Lasso lorsque J = || · ||1, le
Lasso par blocs pour J = || · ||1,2, la régularisation par la va-
riation totale lorsque J = ||D∗DIF · ||1 où DDIF est un opérateur
de différences finies, l’anti-parcimonie quand J = || · ||∞, et la
régularisation par la norme nucléaire pour J = || · ||∗.
Dans cet article, nous considérons une forme généralisée
inertielle de l’algorithme FB (iFB). L’iFB implémente la ré-
cursion suivante,
yka = x
k + ak(xk − xk−1),
ykb = x
k + bk(xk − xk−1)
xk+1 = proxγkJ
(
yka − γk∇F (ykb )
)
;
(1.1)
où les paramètres inertiels (ak, bk) ∈ [0, a¯] × [0, b¯], a¯ et b¯ ∈
[0, 1] et la suite des pas de descente est telle que 0 < γ ≤ γk ≤
γ < 2/β. On rappelle l’opérateur proximal de J , pour γ > 0,
proxγJ(x) = argminz∈Rn
1
2γ
||z − x||2 + J(z).
Le schéma iFB (1.1) couvre plusieurs cas particuliers dans la
littérature, dépendamment du choix de ak et bk : pour ak =
bk ≡ 0, (1.1) n’est autre que FB (non-relaxé) dont la conver-
gence est connue depuis [13] ; ak ∈ [0, a¯], a¯ < 1, bk = 0
correspond à la méthode étudiée dans [15] ; ak ∈ [0, a¯], a¯ <
1, bk = ak est celle dans [14]. Si dans ce dernier en plus,
ak → 1 et γk ∈ [γ, 1/β], alors (1.1) devient la méthode FISTA
[1]. Toutefois, dans cette version originale de FISTA, seule la
convergence de l’objective au taux O(1/k2) est garantie. Ceci
est resté un problème ouvert jusqu’au travail récent de [3] où la
convergence des itérées est montrée mais pour le choix modifié
tk = k+p−1p , ak = bk =
tk−1−1
tk
,∀p > 2 . (1.2)
1.2 Contributions
Dans ce travail, nous établissons tout d’abord des conditions
suffisantes garantissant la convergence globale de (1.1). En-
suite, lorsque J est aussi partiellement régulière relativement
à une variétéM (voir Définition 3.1), nous prouvons que l’iFB
permet d’identifier en temps fini M, c.à.d. pour un nombre
d’itérations K suffisamment grand, les itérées xk ∈ M, ∀k ≥
K. En exploitant cette propriété, nous montrons que xk converge
localement linéairement. Nous analysons précisément ce ré-
gime linéaire local et le taux associé notamment en fonction
de la nature de la variété activeM. En général, la convergence
locale est Q-linéaire, et elle devient R-linéaire dès lors queM
est affine (ou linéaire). Plusieurs résultats expérimentaux sur
des problèmes populaires en traitement du signal et des images
viennent conforter ces résultats. Toutes les preuves des résultats
pourront être trouvées dans la version longue [12].
1.3 Relation à l’état de l’art
L’identification du support la convergence R-linéaire locale
de FB a été établie dans [2, 5] pour le Lasso. [16] a montré la
convergenceQ-linéaire locale de FB pour résoudre (P) lorsque
F vérifie une condition de régularité et de forte convexité res-
treinte, et J est une norme dite décomposable. Dans [7, 8, 6],
les auteurs ont montré l’identification en temps fini de la variété
active associée à des fonctions partiellement régulières pour
certains algorithmes, comme la descente de (sous-)gradient pro-
jetée, Newton, ou l’algorithme du point proximal. La question
du régime de convergence locale y est restée un problème ou-
vert. Les auteurs de [11] ont été les premiers à montrer l’iden-
tification en temps fini et la convergence linéaire locale du FB
pour résoudre (P) dans le cadre très général ou J est partielle-
ment régulière. En finalisant cet article, nous avons pris connais-
sance des travaux très récents et indépendants de [17, 9], qui
ont respectivement étudié les propriétés de convergence locale
de FISTA et iFB 1 (avec ak = bk et a¯ < 1) pour résoudre le
Lasso. Nos contributions ici vont bien plus loin que le simple
Lasso, et étendent les résultats de [11] au cas inertiel.
1.4 Notations
Pour un convexe non vide C ⊂ Rn, par(C) est le sous-espace
qui lui est parallèle, et ri(C) son intérieur relatif. PC est le pro-
jecteur orthogonal sur C. Pour V un sous-espace de Rn et une
matrice A ∈ Rm×n, AV = APV .
Soit M ⊂ Rn une variété C2 autour de x ∈ Rn, on dé-
note TM(x) l’espace tangent deM en x. On appellera le mo-
dèle tangent en x Tx = par
(
∂J(x)
)⊥
, où ∂J(x) est la sous-
différentielle de J en x. Il est clair que PTx
(
∂J(x)
)
est un sin-
gleton. Par analogie avec la norme `1, on définit alors le vecteur
"signe" généralisé ex = PTx
(
∂J(x)
)
.
2 Convergence Globale de l’iFB
Notre résultat de convergence globale est le suivant.
1. Strictement parlant, la dénomination FISTA utilisée dans [9] n’est pas
appropriée.
Théorème 2.1. Supposons que (H.1)-(H.3) sont vérifiées, que
0 < γ ≤ γk ≤ γ < 2/β, a¯ < 1 et∑
k∈N
max
{
ak, bk
}(||xk+1 − xk||2 + ||xk − xk−1||2) < +∞.
(2.1)
Alors le schéma iFB (1.1) converge vers un minimiseur de (P).
Soit τ > 0 tel que l’une des deux conditions suivantes soient
vraies,
(i) ak ∈]0, a¯], bk ∈]0, b¯], pour bk ≤ ak ou γkβ2 bk ≤ ak <
bk,
(1− 3ak)− γk2β (1− bk)2 > τ ;
(ii) ak ∈ [0, a¯], bk ∈]0, b¯], et ak < γkβ2 bk,
(1 + ak)− γk2β (1 + bk)2 > τ.
Alors (2.1) est vraie.
Remarque 2.2. Le Théorème 2.1 reste vrai dans tout espace
de Hilbert réel. Par ailleurs, si γk ∈ [γ, 1/β] et ak = bk est
choisi selon la règle FISTA modifiée (1.2), [3] ont prouvé que
la condition (2.1), est remplie. Il s’ensuit que les itérées de (1.1)
convergent dans ce cas. Observons tout de même que ceci im-
pose une borne supérieure sur γk deux fois plus petite.
3 Régularité Partielle
En plus de (H.1), notre hypothèse centrale dans la suite est
que J est partiellement régulière. La régularité partielle des
fonctions a été originellement définie dans [10]. Notre défini-
tion ci-après la spécialise pour les fonctions dans Γ0(Rn).
Définition 3.1. Soit J ∈ Γ0(Rn), et x ∈ Rn tel que ∂J(x) 6=
∅. J est partiellement régulière en x relativement à l’ensemble
M contenant x si
(1) (Régularité)M est une variété C2 autour de x et la res-
triction de J àM est C2 autour de x.
(2) (Caractère piqué) L’espace tangent TM(x) est Tx.
(3) (Continuité) La sous-différentielle ∂J est continue en x
relativement àM.
On notera PSx(M) la classe des fonctions partiellement régu-
lières en x relativement àM.
On peut montrer que la variété activeM est définie sans am-
biguité. De plus, sous hypothèses assez faibles de transversa-
lité, l’ensemble des fonctions partiellement régulières est stable
par addition et pré-composition par un opérateur linéaire [10].
Par ailleurs, les fonctions convexes, invariantes par permuta-
tion des valeurs singulières et partiellement régulières, c.à.d.
fonctions spectrales, sont des fonctions convexes et partielle-
ment régulières des matrices [4]. La classe des fonctions loca-
lement polyhédrales est aussi partiellement régulière relative-
ment à une variété affine (ou linéaire), pour laquelle le vecteur
"signe" généralisé ex est aussi localement constant [18]. On dé-
duit de ces résultats que tous les exemples cités précédemment,
comme les normes `1, `1,2, `∞, nucléaire, ou encore la semi-
norme TV sont partiellement régulières.
4 Identification et Convergence Linéaire
Locale
Dans cette section, nous énonçons notre principal résultat sur
l’identification en temps fini et la convergence linéaire locale de
l’iFB. Dans le reste de l’article, et pour des raisons de simplicité
de l’exposé, nous nous concentrerons sur le cas ak = bk, bien
que le cas général puisse être traité au prix d’arguments tech-
niques supplémentaires. Nous posons dk+1 =
(
xk+1 − x?
xk − x?
)
.
Théorème 4.1. Soit le schéma iFB (1.1) utilisé sous les hypo-
thèses du Théorème 2.1 ou la Remarque 2.2, dont l’itérée xk
converge vers x? ∈ Argmin Φ, tel que J ∈ PSx?(Mx?), F est
C2 autour de x? et
−∇F (x?) ∈ ri (∂J(x?)). (4.1)
Alors les assertions suivantes sont vraies.
(1) L’iFB (1.1) exhibe la propriété d’identification finie, i.e. ∃K ≥
0, tel que ∀k ≥ K, xk ∈ Mx? . De plus, siMx? est affine
(ou linéaire), alors on a aussi yka ∈Mx? pour k ≥ K.
(2) Supposons par ailleurs ∃α ≥ 0 tel que
PT∇2F (x?)PT  αId, (4.2)
où T := Tx? . Alors, ∀k suffisamment grand,
(i) ConvergenceQ-linéaire : si 0 < γ ≤ γk ≤ γ¯ < min(2αβ−2,
2β−1), les itérées satisfont
||xk+1 − x?||2 ≤ ||dk+1||2 ≤ ρ||dk||2,
pour tout ρ tel que 1 > ρ > ρ˜k, où
ρ˜k =
{
(1+ak)η+
√
(1+ak)
2η2−4akη
2
η ∈ [ 4ak
(1+ak)
2 , 1[,√
akη η ∈ [0, 4ak(1+ak)2 ],
η = max
{
q(γ), q(γ¯)
} ∈ [0, 1[, et q(γ) = 1−2αγ+β2γ2.
(ii)Convergence R-linéaire : siMx? est affine (ou linéaire),
||xk+1 − x?||2 ≤ ||dk+1||2 ≤ ρk||dk||2,
où ρk ∈ [0, 1[ et
ρk =
{
|(1+ak)ηk|+
√
(1+ak)
2η2
k
−4akηk
2
, ηk ∈]− 1, 0] ∪ [ 4ak(1+ak)2 , 1[,√
akηk, ηk ∈ [0, 4ak(1+ak)2 ],
avec ηk ∈]−1, 1[ une valeur propre de Id−γkPT
R 1
0
∇2F (x?
+ t(yka − x?))dtPT . Si γk ∈ [γ, 1/β], alors ηk ∈ [0, 1[ est
la plus grande valeur propre de cette matrice.
Remarque 4.2.(i) Le Théorème 4.1(i) garantit que xk arrive
sur la variété active en temps fini. Ainsi, le problème (P) est
localement équivalent à sa version contrainte surMx? , qui
par régularité partielle, devient un problème complètement
lisse (C2). Ceci ouvre la voie à des méthodes d’accéléra-
tion en utilisant l’information du second ordre. Par exemple,
on peut se tourner vers des méthodes d’optimisation géomé-
trique le long de la variété Mx? (e.g. Newton ou gradient
conjugué non-linéaire), où une convergence bien plus rapide
peut être garantie. Ces détails sont discutés dans la version
longue [12].
(ii) Pour ak ≡ 0, on retrouve les résultats [11] pour FB. En par-
ticulier, on a ρ˜k = η dans Théorème 4.1(2)(i), et ρk = ηk
dans (ii).
(iii)Bien que l’iFB puisse être plus globalement rapide que FB,
le constat peut changer localement (voir Fig. 1). En effet,
lorsque la variété est affine (ou linéaire), et avec le choix de
ak selon (1.2) et γk ∈ [γ, 1/β], on a ρk ∈]ηk,√ηk] dès lors
que ak > ηk. Ainsi, FISTA avec le pas (1.2) finira toujours
par être plus lent que FB localement.
Lorsque J est localement polyhédrale, on peut s’affranchir
de l’hypothèse de forte convexité restreinte (4.2), mais au prix
d’une estimation moins fine du taux de convergence linéaire.
Théorème 4.3. Soit le schéma iFB (1.1) utilisé sous les hy-
pothèses du Théorème 2.1 ou la Remarque 2.2, dont l’itérée
xk converge vers x? ∈ Argmin Φ, tel que J est localement
polyhédrale autour de x?, (4.1) est vérifiée, et qu’il existe un
sous-espace V tel que Ker
(
PT∇2F (x)PT
)
= V pour tout x
autour de x?. Alors il existe une constante ρ ∈ [0, 1[ telle que
pour tout k suffisamment grand
||xk − x?|| = O (ρk) .
Un exemple typique de F où ce résultat s’applique est F =
G◦A, oùG est localement fortement convexe, auquel cas V =
Ker(AT ).
5 Résultats expérimentaux
A titre d’illustration, on considère le problème suivant
min
x∈Rn
1
2 ||y −Ax||2 + λJ(x) (5.1)
où y ∈ Rm, A : Rn → Rm, et λ est la paramètre de régulari-
sation, et J est soit la norme `1, `∞, `1,2, la semi-norme TV ou
la norme nucléaire.
Exemple 5.1 (`1). La norme `1 est partiellement régulière en x
relativement àMx = Tx =
{
u ∈ Rn : supp(u) ⊆ supp(x)},
où supp(x) =
{
i : xi 6= 0
}
. Son opérateur proximal est le
seuillage doux.
Exemple 5.2 (`1,2). La norme `1,2 n’est pas polyhédrale, mais
sa variété active en x est tout de même linéaireMx = Tx ={
u ∈ Rn : suppB(u) ⊆ suppB(x)
}
, où suppB(x) =
⋃{b :
xb 6= 0}, et
⋃
b∈B b = {1, . . . , n}. Son opérateur proximal est
un seuillage doux par bloc.
Exemple 5.3 (TV anisotrope). La semi-norme TV ||x||TV =
||D∗DIFx||1 est partiellement régulièrement relativement àMx =
Tx =
{
u ∈ Rn : supp(D∗DIFu) ⊆ supp(D∗DIFx)
}
. L’opéra-
teur proximal de TV 1D peut être obtenu en utilisant l’algo-
rithme de la corde tendue, et celui de TV 2D anisotrope par
coupure de graphe.
Exemple 5.4 (Norme nucléaire). La norme nucléaire est par-
tiellement régulière relativement à la variété Mx =
{
u ∈
Rn1×n2 : rang(u) = rang(x)
}
. Son opérateur proximal cor-
respond au seuillage doux des valeurs singulières.
Restauration à partir de mesures aléatoires Dans ces exe-
mples, le modèle d’observation est
y = Ax0 + ε, ε ∼ N (0, δ2), (5.2)
oùA ∈ Rm×n est une matrice Gaussienne dont les entrées sont
i.i.d. N (0, 1). Le protocole expérimental est le suivant :
• `1 : (m,n) = (48, 128), x0 est 8-parcimonieux ;
• TV : (m,n) = 48, 128, (DDIFx0) est 8-parcimonieux ;
• `∞ : (m,n) = (123, 128), x0 a 10 entrées qui saturent ;
• `1,2 : (m,n) = (48, 128), x0 a 2 blocs non-nuls de taille 4 ;
• Norme nucléaire : (m,n) = (1425, 2500), x0 ∈ R50×50, rang(x0) =
5.
Le nombre de mesures est choisi suffisamment grand, δ suf-
fisamment petit et λ de l’ordre de δ tels que [19, Theorem 1]
s’applique, ce qui implique que le minimiseur de (5.1) est unique
et vérifie les conditions de non-dégénérescence et de forte conv-
exité restreinte (4.1)-(4.2). Pour FB, iFB et FISTA, nous avons
fixé γk ≡ 1/β. Pour iFB, nous avons utilisé ak = bk =√
5 − 2.01 de façon a ce que Théorème 2.1(i) soit vrai. Pour
FISTA, nous avons utilisé la suite ak de (1.2) avec p = 2.001.
Les profils de convergence de ||xk−x?|| sont portés en Fig. 1(a)-
(e). Pour `1, TV et `∞, les profils locaux prédits par Théo-
rème 4.1(2)(ii) coïncident avec ceux observés. La raison est
que les régulariseurs en question sont polyhédraux et que l’at-
tache aux données est quadratique, rendant l’estimation du taux
optimale. Pour la norme `1,2, bien que la variété active soit
encore un sous-espace, le vecteur "signe" généralisé n’est pas
localement constant, et ainsi le taux prédit est légèrement sur-
estimé, même si ça reste difficilement visible sur les figures.
Enfin, pour la norme nucléaire, la variété n’étant plus linéaire,
Théorème 4.1(2)(i) s’applique, mais comme attendu, l’estima-
tion du taux est moins fine.
Déconvolution TV 2D Dans cet exemple 2D, y est une image
générée selon (5.1), avec A un opérateur de convolution circu-
laire par un noyau Gaussien. La régularisation TV anisotrope
est utilisée, qui est polyhédrale. Les profils de convergence sont
montrés en Fig. 1(f). Les conditions (4.1)-(4.2) ont été vérifiées
a posteriori. Les taux théoriques sont encore une fois finement
estimés.
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