We prove that the theory of the p-adics Q p , together with a set of explicitly given sorts, admits elimination of imaginaries. Using p-adic integration, we deduce the rationality of certain formal zeta functions arising from definable equivalence relations. As an application, we prove rationality results for zeta functions obtained by counting isomorphism classes of irreducible representations of finitely generated nilpotent groups; these are analogous to similar results of Grunewald, Segal and Smith for subgroup growth zeta functions of finitely generated nilpotent groups.
Introduction
[Warning: This is a preliminary version. There are inconsistencies of notation, missing references and citations, and probably some minor mathematical mistakes and gaps.]
This paper concerns the model theory of the p-adic numbers Q p and applications to certain counting problems arising in group theory. Recall that a theory (in the model-theoretic sense of the word) is said to have elimination of imaginaries (EI) if the following holds: for every model M of the theory, for every definable subset D of some M n and for every definable equivalence relation R on D, there exists a definable function f : D → M m for some m such that the fibres of f over f (D) are precisely the equivalence classes of R. The theory of Q p (in the language of valued rings) does not admit EI: for example, no such f exists for the definable equivalence relation R on Q p given by xRy if |x − y| ≤ 1, because Q p /R is countably infinite but any definable subset of Q m p is either finite or uncountable. We show that the theory of Q p plus some extra sorts admits EI. In fact, we prove a more general result (Proposition 2.4): given two theories T ,T satisfying certain hypotheses, T has EI ifT does. In our application,T is the theory ACV F 0,p of algebraically closed fields of characteristic zero with residue field of characteristic p and T is the theory of Q p , with appropriate extra sorts in both cases.
The notion of an invariant extension of a type plays a key part in our proof. If T is a theory, M |= T , A ⊆ M and p is a type over A then an invariant extension of p is a type q over M such that q| A = p and q is Aut(M/A)-invariant. The theory ACV F 0,p is not stable; in [5] , [6] , Haskell, the first author and Macpherson used invariant extensions of types to study the stability properties of ACV F 0,p and to define notions of forking and independence. They proved that ACV F 0,p plus some extra sorts admits EI. We use not only this result but also other properties of types given in [5] , [6] in our proof of p-adic elimination of imaginaries.
Our main application of p-adic EI is to rationality results for certain zeta functions associated to finitely generated nilpotent groups. Grunewald, Segal and Smith [4] showed that subgroups of p-power index of such a group Γ can be parametrised p-adically. More precisely, these subgroups can be coded: that is, placed in bijective correspondence with the set of equivalence classes of some definable equivalence relation on a definable subset D of some Q N p . Let a n < ∞ denote the number of subgroups of Γ of index n. Using p-adic integration over D and results of [Igusa, Denef, etc.] , Grunewald, Segal and Smith showed that the p-local subgroup growth zeta function ∞ n=0 a p n t n is a rational function of t. Du Sautoy and his collaborators have calculated subgroup growth functions explicitly in many cases, and studied uniformity questions (the behaviour of the p-local subgroup growth function as the prime p varies).
A crucial step in using p-adic integration to prove rationality is to show that there exists a definable function f : D → Q p such that the Haar measure of each equivalence class [x] R ∈ D/R of the form µ([x] R ) = |f (x)|; (1) in practice, f is usually given explicitly (cf. [formulas from [4] ]). This is straightforward for the case of p-power index subgroups of Γ coded in the usual way. For more complicated equivalence relations, however, it is not clear that such an f can be found, even in principle.
A consequence of elimination of imaginaries is that one can reduce an arbitrary definable equivalence relation to a definable equivalence relation of a particular kind -namely, the equivalence relation on GL N (Q p ) for some N whose equivalence classes are the left GL N (Z p )-cosets. We give a formula (Eqn. 2) of the form (1) for the Haar measure of the equivalence classes. Using results on p-adic integration due to Denef, we prove Theorem 6.2, which says that zeta functions that arise from counting the number of equivalence classes of certain definable equivalence relations are rational.
We expect Theorem 6.2 will be a useful tool for proving rationality results. We give some applications to situations in which it is not clear how to apply the definable p-adic integral formalism. The main one, and the original motivation for our results, is in the area of representation growth. This is analogous to subgroup growth: one counts not the number b p n of index p n subgroups of a group Γ, but the number a p n of irreducible p n -dimensional complex characters of Γ (modulo tensoring by one-dimensional characters if Γ is nilpotent). Representation growth of finitely generated pro-p groups was studied by Jaikin [refs] ; Lubotzky and the second author gave a partial criterion for an arithmetic group to have the congruence subgroup property in terms of its representation growth [9, Theorem 1.2] . We prove that the p-local representation growth zeta function ζ Γ,p (t) = ∞ n=0 a p n t n of a finitely generated nilpotent group Γ is rational (Theorem 8.4). We hope that Theorem 8.4 will stimulate further investigation of representation growth, as the paper [4] did for subgroup growth.
Jaikin [ref] has proved, under mild technical restrictions, that the p-local representation growth functions of semisimple compact p-adic analytic groups are rational; we are grateful to him for explaining his work. His parametrisation of irreducible characters uses the coadjoint orbit formalism of Howe; rationality follows from the usual methods of p-adic integration. [More explicit: e.g. SL 2 ?] We believe that his methods could be adapted to prove rationality in the case of finitely generated nilpotent groups as well. This paper falls naturally into two parts. The first part is model-theoretic: we establish our main results Proposition 2.4 and Theorem 2.2 on elimination of imaginaries, and establish the general rationality result Theorem 6.2. In the second part, we apply Theorem 6.2 to prove rationality of some grouptheoretic zeta functions, including the representation growth zeta functions for finitely generated nilpotent groups (Theorem 8.4). The main tools are results from profinite groups; no ideas from model theory are used in a significant way beyond the notion of definability.
The authors wish to thank Thomas Rohwer, Deirdre Haskell and Dugald Macpherson for their comments on earlier drafts of this work. We are grateful to Alex Lubotzky for suggesting studying representation growth; several of the ideas in Section 8 are due to him. The second author was supported by a Golda Meir Postdoctoral Fellowship at the Hebrew University of Jerusalem.
Elimination of Imaginaries

Model-Theoretic Preliminaries
Let E be a definable relation, that is, a definable subset of M n for some n. Given a formula R(x, y), where x is an n-tuple of variables, and given a tuple b, we denote by R(x, b) the set {x ∈ M n : M |= R(x, b)}. A definable relation E is coded if it can be written as R(x, b), where b is a tuple of elements of the sorts of the theory, and where b = b ′ implies that R(x, b) does not coincide with R(x, b ′ ). In this situation b is called a code for E; dcl(b) depends only on E, and is denoted <E>. T is said to eliminate imaginaries (EI) if every definable relation in every model of T is coded. ACVF has EI for the sorts S n , T n plus the dominant field sort K ([HHM] ).
In general, we use the notation <E> to refer to the code of E with respect to T eq .
Many-Sorted Structures
We will consider many-sorted theories with a distinguished collection S of sorts, referred to as the dominant sorts; we assume that for any sort S, there exists a 0-definable partial function from a finite product of dominant sorts onto S (and this function is viewed as part of the presentation of the theory.) The set of elements of dominant sorts in a model M is denoted dom(M). Proof It suffices to show that every definable function f on M n (n ∈ N) is coded. Pulling back by the given 0-definable functions, it suffices to show that every definable function on a product M 1 × . . . × M n of dominant sorts is coded. For n = 1, this is our assumption. For larger n, we use induction, regarding a definable function from M 1 ×. . .×M n to M as a definable function from M n into the set of definable functions from M 1 × . . . × M n−1 to M, or rather, into the set of codes for these functions.
Valued fields
Let K be a valued field, with valuation ring O, residue field k, value group Γ, maximal ideal M.
We take a single dominant sort, for K itself. The additional sorts S n , T n for n ∈ N are given by
the set of lattices in K n , and
Here a lattice is a free O-submodule of K n of rank n, B n is the group of upper triangular matrices, GL n,m (O) is the group of matrices in GL n (O) whose mth column reduces mod M to the column vector (1, 0, 0, . . . , 0) of k, and B n,m (O) := B n (O) ∩ GL n,m (O). There is a canonical map from T n (K) to S n (K) taking f = e/Me to the lattice M.
It is easy to see using elementary matrices that GL n (K) = B n (K)GL n (O), justifying the equality of the first two definitions of S n . Equivalently, it is shown in [5, Lemma 2.4.8] that every lattice has a basis in triangular form.
Note that k can be identified with the fiber of T 1 → S 1 above 0, while the value group Γ can be identified with S 1 . More generally, if B ⊆ K then let B(B) = {{x : |x − a| ≤ |b|} : a, b ∈ B}. Then B embeds into S 2 ∪ K. (The balls of 0-radius are identified with K. The group G of affine transformations of the line acts on B transitively on the balls of nonzero radius; the stabilizer
The theory of a structure is determined by the theory of the dominant sorts; so we can speak e.g. of T h(Q p ) in these sorts. We take the language to include the ring structure on K, and the natural maps
Theorem 2.2
The theory of Q p in the field sort together with the sorts S n eliminates imaginaries.
We give a proof of this using the theory of algebraically closed valued fields, and invariant types. Let us say that a theory T has the invariant extension property IE (respectively has property IE for a sort S) if whenever A = acl(A) ⊆ M |= T , and c ∈ M (respectively c ∈ S), tp(c/A) extends to an Aut(M/A)-invariant type over M. This holds trivially for any finite field, and by inspection, for T h(Z, +, <). We will show that it holds for the p-adics too.
Real elimination of imaginaries
To illustrate the idea, consider this way of deducing EI for RCF (the theory of real closed fields) from EI for ACF (the theory of algebraically closed fields). Later we will see how to replace ACF by any stable theory: indeed any theory with enough invariant types of the right kind. (ii) (Rigidity of finite sets) No automorphism of a model of T can have a finite cycle of size > 1. Equivalently, for each n, T h(F ) has symmetric 0-definable functions r i,n (x 1 , ..., x n ), such that (denoting r i,n (S) = r i,n (x 1 , ..., x n ) when S = {x 1 , . . . , x n }), S = {r 1,n (S), . . . , r n,n (S)};
(iii) (Unary EI) Every definable subset of F is coded.
Then F eliminates imaginaries (in the single sort of field elements.)
Proof Let f be a definable function on F . By Lemma 2.1, it suffices to prove that f is coded. Let H be the Zariski closure of the graph of f . Since the theory is algebraically bounded, the set H(x) := {y : (x, y) ∈ H} is finite for any x, of size bounded by some n. Let U n,i be the set of x such that f (x) = r i,n (H(x)). Then H (being an F -Zariski closed set) and each U i (being unary) is canonically coded; these codes together give a code for f . 
(ii) (Weak rigidity). ACL(Ac) ⊆ DCL(Ac). Proof Let M be a rather saturated and homogeneous model of T . By Lemma 2.1, it suffices to show that M-definable functions on dom(M) are coded. Let f be such a function. Let A = ACL(<f >) ∩ M and let A ′ = DCL(A, <f >) (allow A ′ to include imaginary elements.) Claim 2.5 There exists a binary relation R,L-definable over M, such that for any c, R(c) := {a :M |= R(c, a)} is a finite set, and for c ∈ dom(M), f (c) ∈ R(c).
Proof By relative algebraic boundedness (i), and compactness.
Claim 2.6 For any complete type p = tp(c/A) (c ∈ dom(M)), f agrees with some A-definable function on p.
Proof Letp be a type as in (v), with the "strong germ" property ( * ), ( * * ). Note that e i ∈ dcl(M), so it makes sense to talk of Aut(M) acting on the e i . Let e i ′ be as in (iv). By Neumann's Lemma, all but finitely many e i must be Aut(M/A ′ )-invariant. Then all but finitely many e i ′ must be in ACL(A ′ ). (If an infinite set e i ′ , i ∈ J lies outside ACL(A ′ ), some automorphism τ ∈ Aut(M/ACL(A ′ )) would have τ (e j ) = e j for j ∈ J, but this contradicts that τ fixes the germ.) But e i ′ are real elements, so e i ′ ∈ A. Let A * = {e ∈ dcl(M) : Aut(M/A)e = e}. Then e i ∈ A * for each such i, so Aut(M/A * ) fixes each e i , and by (v) ( * ), thẽ p-germ of r is invariant under Aut(M /A * ). By ( * * ), there exists an A * -definable function r ′ with the samep-germ as r. Let R ′ (x) be the finite set coded by r
Using unary EI (iii), E has a code e; clearly e is defined almost over <f >, so e ∈ A, and thus E is A-definable. As f (c) = g(c) when c |= p, we have E ∈ p. The claim follows.
Claim 2.7
The function f is A-definable.
Proof By Claim 2.6 and compactness, there exist A-definable sets D 1 , . . . , D m whose union covers dom(f ), and A-definable functions F i on D i agreeing with f |D i ; so f = ∪ i F i is A-definable. Now to prove the proposition, let a be a tuple from A, such that f is a-definable. Let e be the (finite) set of conjugates of a over <f >. Then DCL(<f >) = DCL(e). Now by EI forT , the finite set e is coded by a tuple e ′ , though e ′ may consist of elements in dcl(M) but outside M. However by (iv), there exists a tuple e ′′ of elements of M such that an automorphism of dcl(M) leaving M invariant fixes e ′′ iff it fixes e ′ . Thus an automorphism of M fixes <f > iff it fixes e ′′ ; as M is finitely homogeneous, DCL(<f >) = DCL(e ′′ ), so f is coded.
Porism 2.8
The assumption ( * * ) in (v) is a little too strong for the intended application. However, it is only used for the function r of Claim 2.6; we will show that it holds for some such r.
Lemma 2.9
Assume that for any a ∈ M, there exists a tuple c from dom(M) with a ∈ DCL(c) and such that T P (c/ACL(a)) extends to an Aut(M/ACL(a))-invariant type over M. Then (ii) follows from:
Proof Let A = {a i : i < κ}. For each i, pick a tuple c i of elements of dom(M) with a i ∈ DCL(c i ), and extend T P (c i /A) to an Aut(M /A) -invariant type p i . Let A 0 = A, and recursively let A i+1 = A i ∪ {a i } , where a i |= p|A i ∪ {c}, and A λ = ∪ i<λ A i for limit λ.
Proof By induction on i. The limit case is trivial. To move from i to i + 1, just note that as tp(a i /ACL(A i c)) does not split over A i , any permutation of ACL(Ac) that is elementary over A i must remain elementary over (ii) We use Lemma 2.9: the hypothesis of Lemma 2.9 is proved in Corollary 4.7, while the assumption (ii ′ ) of Lemma 2.9 is in van den Dries's thesis: cf. [11] .
(iii) (P. Scowcroft has proved a weak version of this, where the sets are classes of equivalence relations in two variables. Raf Cluckers has suggested that a strong version may be true, where the codes are themselves in B. )
Here is a proof using the present ideas. Let e be an imaginary code for a subset Thus some 1-types over A imply D, and all the others imply ¬D, so that by compactness D is definable over A. Hence e ∈ A. The proof is concluded as was Proposition 2.4: there is a tuple a from B with a ∈ ACL(e) and e ∈ DCL(a); so DCL(e) = DCL(F ), where F is the finite set of conjugates of a over e. We already know that finite sets are coded (e.g., by Proposition 2.4 (iv) and EI in ACVF.) (iv) Any element e of S n (M) has a basis in some finite extension
(Here we use the fact that the Galois group of the p-adics is finitely generated; for more general fields, we would require canonical data for finite Galois extensions; but L is 0-interpretable and requires no code.) Moreover as Q p ∩Q is an elementary submodel of K, one can find a generator a of L over K, whose characteristic polynomial is over
O L is a free O-module of rank m.) f a further induces an isomorphism of the lattice e ∩ L n with a lattice e ′ of K mn ; e ′ = f a (e). As e ′ , e are defined over L and are Aut(L/K)-invariant (e ′ is actually defined over K), we see that if a ′ is Aut(L/K)-conjugate to a, then e ′ = f a ′ (e) as well. Thus e ′ = f (e) for any of the (finitely many) conjugates of f a , so DCL(e) = DCL(e ′ ) in the sense required in (iv). Similarly for T n (alternatively, for finite extensions K ′ of K, as the value group has a least element, elements of T n (K ′ ) can be coded by elements of S n (K ′ ); cf. the proof of Theorem 2.2 below.) (v) If a ball e is in acl(A), and c ∈ e, let γ be the least radius in Γ(M) with γ ≥ rad(c); let e 1 be the ball around e of radius γ. Then c ∈ e 1 , and rad(e 1 ) ∈ M, so e 1 ∈ M. Also e 1 ∈ ACL(A) so e 1 ∈ A. Every subball of e 1 whose radius is finitely many notches less than γ must also be in A (since there are only finitely many such sub-balls.) In particular, some ball containing c of radius less than γ is defined over A. We conclude that tp(e/acl(A)) is the generic type of a strictly infinite intersection P of balls; and that P is already the intersection of a sequence of M-balls, i.e., balls with a point in M and radius in M. We know that the generic type of P extends to an Aut(M /A)-invariant type, α P . Now let A, r, f be as in Claims 2.5, 2.6 of the proof of Proposition 2.4:
r is a function definable overM , with r(t) an n-element set, and f (t) ∈ r(t), for all t ∈ P outside some proper sub-ball E r . We minimized n, and saw that the P -germ of r is Aut(M /A)-invariant.
We have r(t) = ∪ l i=1 r i (t), where r i is irreducible on the generic type of P (cf. Definition 5.1 for irreducibility, and for βP .) r i can be be taken to be defined over M alg ; by taking the intersection of conjugates over M, we can assume it is defined, inM , with parameters from M.
We have f (t) ∈ r i (t) for t ∈ X i ; where the X i are M-definable sets, and
We may assume that no X i is contained in a proper sub-ball of P . (Else delete it and increase E r .)
For b ∈ βP |A, r i |b has a germ, coded say by
is stably embedded in M, and the induced structure is that of Presburger arithmetic) Y i contains an arithmetic progression restricted to rad(P |A ′′ ); thus for some finite m, any interval in rad(P |A ′′ ) of length at least m must include a point of Y i . Let us call an interval of Γ short if it is contained in one of the form [sλ n 0 , s] for some n ∈ N.
we have to show that r ′ , r ′′ have the same germ on α b . Otherwise, one of them, say ∂ b r ′ , differs from ∂ b r. So for for all t ∈ b, except perhaps for a some finite union of proper sub-balls, r i (t) ⊆ r ′ (t). As r i is irreducible on P , by Lemma 5.3, r i |b is irreducible on α b . So r i (t)∩r ′ (t) = ∅ for t ∈ b, away from a finite union e of proper sub-balls. But there exists t ∈ X i with |t − d| = rad(b). By completeness of α P |A ′′ , and β P |A ′′ , t ∈ b, and t / ∈ e. However f (t) ∈ r ′ (t), and also f (t) ∈ r i (t). This contradiction proves the claim. 
is a finite union of intervals; they must each be short, by the remark regarding Y i . By compactness, some
. Since such γ 0 , b 0 , exist, one can take γ 0 over A. If P has an A-definable sub-ball, one can take b 0 to be that sub-ball. If not, then all sub-balls of P of a given radius have the same type over A ′ ; since some b 0 has the stated property, they all do; but any sufficiently large ball b contains a ball b 0 of the prescribed size; so in that case b 0 is irrelevant, and can be taken to be . Finally, use compactness to replace P by P 1 .
Proof Let 
Claim 3.5 There exists an
Proof Follows from Claim 3.4 and compactness.
Claim 3.6 There existM -definable functions d,r, with d defined over A, such that for b ∈ β P |A,
Proof ( * ) holds forr = r and d 1 , for b ∈ Q, by Claim 3.5; moreover we may write
Further, we can take Q to contain all elements of β P |A with radius outsidē γ. As Γ is Skolemized over A ′ , we can findγ ′ from Γ(A ′ ) such that for somẽ r, ( * ) holds true for all b ∈ β P |A with radius outside γ ′ . But the radii of all balls in b ∈ β P |A are anyhow outsideγ ′ . This shows that we can find d defined over A ′ . But d is coded, and the code is in A ′ , thus it is automatically A, proving the claim.
Finally, since germs on closed balls are strong ([HHM]), one can find a function g b on b with germ d(b). All the hypotheses of Lemma 5.4 are satisfied, so there exists an A-definable function g with the same P -germ as r. This finishes the proof of (v).
Proof of Theorem 2.2 By Proposition 2.4 (and Porism 2.8), we have EI to the sorts Q p , Γ, S n (Q p ), T n (Q p ). But the sorts T n are not actually needed; if e is a lattice, then pe is itself an R ′ -lattice, and a coset h of pe -a typical element of T n (Q p ) -can be coded by the R ′ -lattice in K n+1 generated by h and by (0 K n , 1).
We finish the section with some supplementary remarks. (a 1 , . . . , a n ), where a i ∈ dom(M), and f is 0-definable. It suffices to extend tp(a 1 , . . . , a n /A) to an Aut ( Remark 3.8 Rigidity of finite sets fails for the theory of the p-adics (in the sorts S n , or just in the ball sorts.)
Proof As the value group is stably embedded, one can find a non-identity automorphism σ fixing the value group. So |σ(x)| = |x|, and also x, σ(x) have the same angular coefficient. Take a with val(a) > 0, with σ(a) = a.
) has "absolute value ≤ γ and γth coefficient pα," i.e. it has absolute value δ < γ. Thus in the ring O/δ, the image of a is not a fixed point, but has an orbit of size p under σ. This set of size p is not rigid.
Extendible 1-types in non-principal balls
Let K be a valued field, with maximal ideal M. We assume given also a system S of homomorphisms r : K * → K r , such that each r ∈ S vanishes on 1 + M ν for some ν = ν(r) ∈ N. We assume that (K, +, ·, −1 , r : K → K r , . . .) r∈S admits elimination of quantifiers; the . . . refer to additional relations on the sorts K r , and possibly additional sorts. Assume Γ is embedded and stably embedded. Let
For definiteness, we assume that the value group has a convex subgroup isomorphic to Z. Let λ 0 denote an element of maximal absolute value < 1. Write |x| << |y| if |x| < |yλ m 0 | for all m = 1, 2, . . .. If neither |x| << |y| nor |y| << |x|, write x ∼ y.
We further assume that every definable subset of Q R is coded, and moreover that germs of subsets of Q R are strong, i.e: let U ⊆ Q R . Let γ 1 > γ 2 > . . . be in Γ(A). Let P Γ = {δ ∈ Γ : (∀n) δ < γ n }. Assume that for every conjugate U ′ of U over A, for some n, and some δ ∈ P Γ (A), δ < x < γ n ⇒ (x ∈ U ≡ x ∈ U ′ ). Then there exists U ′′ defined over A, δ ∈ P Γ (A), n such that δ < x < γ n ⇒ (x ∈ U ≡ x ∈ U ′′ ). For the p-adics, this holds, according to Macintyre, if we take the valuation map together with the maps K * /K * m into appropriate finite groups K r . In these finite groups, every element is named, so Q R is just a disjoint union of copies of Γ. (This description is over-elaborate for the p-adics, and is given with a view to their ultraproducts.)
Observe that |x − y| << |x − z| implies r(x − z) = r(y − z) (r ∈ S).
∈ w, the absolute value |x − y| takes the same value for all y ∈ w. We denote it |x − w|. By rad(w) we denote the supremum of |a − b|, a, b ∈ w.
If moreover r ∈ S, |x−w||λ 0 | b > rad(w), b > ν(r), then r(x−y) = r(x−y ′ ) for y, y ′ ∈ w. We write r(x − w) = r(x − y) in this case. 
Remark 4.3 p(x)
is complete over A relatively to f iff for every formula φ(x) over A, there exists a formula θ(u) over A, such that p ⇒ (φ(x) ≡ θ(f (x))).
For the rest of the section [check!] we consider the generic type of an ∞-definable ball. Letb = {b n : n = 1, 2 . . .} be a strictly descending sequence of balls in B(K). Let P = P b = ∩ n=1,2,... b n . Let P Γ = {γ ∈ Γ : (∀n ∈ N)γ < rad(b n )}. For any A with b n ∈ DCL(A), let qb|A be the conjunction of P b (x) with:
. Fix a ∈ B(A) with a ⊂ b n for each n. Then qb|A is complete relative to |x − a| and to r(x − a) (r ∈ S).
Proof Taking into account quantifier elimination, we must show the following: let N be an elementary extension of M, let c, c ′ ∈ N be two realizations of q = qb|A, such that (|c − a|, r(c − a), r ′ (c − a), . . .) has the same type over
c).)
Let γ = |a − c|, γ ′ = |a − c ′ |. Then γ, γ ′ realize the same type in the value group over A; so we may assume γ = γ ′ . Similarly we may assume r(a − c) = r(a − c ′ ) for each r ∈ S (the corresponding * -types agree.)
and it follows that r(c − b) = r(c ′ − b) for r ∈ S. If b ∈ b n for each n, then |a − b| << rad(b n ) for each n. Note that m|a − b| = |e| for some e ∈ A, so |a − b| ∈ DCL(A). Thus |a − c| >> |a − b|. 
. .).) By the strong coding property assumed for Q R , θ can be taken to be defined over A.
Now a finite union of proper sub-balls of P is contained in a single proper sub-ball. So there exists a proper sub-ball e of P such that x / ∈ e ⇒ (φ(x) ≡ θ(|x − a|, r(x − a), . . .)). Let e ′ be the ball containing e and finitely many sizes bigger; but big enough that for each r ∈ S mentioned in θ, if y / ∈ e ′ then r(y, e) is well-defined. Then:
Let α = rad(e). So rad(e ′ ) = α|λ 0 | −l for some integer l; we fix l, so that e ′ is a function of e. If qb|A ⇒ ¬φ or qb|A ⇒ φ, we are done. Otherwise, there are a 0 , a 1 |= qb|A with φ(a 1 ), ¬φ(a 0 ). Let f be the smallest ball containing a 0 , a 1 . Let f ′ be the ball containing f of radius l notches more than that of f . Then there cannot be (e, e ′ ) satisfying (#) with f ′ , e ′ disjoint. Otherwise, |a 0 − e| = |a 1 − e| and r(a 0 − e) = r(a 1 − e) for any r mentioned in θ; so θ(|a 0 − e|, r(a 1 − e), . . .)) holds iff θ(|a 1 − e|, r(a 1 − e), . . .), and thus φ(a 0 ) iff φ(a 1 ), a contradiction.
But any conjugate of (e, e ′ ) over A has (#). Thus, no two conjugates of e ′ are disjoint. Hence they form a linearly ordered chain; an element of such a chain is determined by its radius. So we can write e ′ = e ′ (β); e ′ (β) is a ball of radius β, and e ′ is an A-definable function of β. Let e ′′ (β) be l notches bigger; then (#) holds of (e ′ (β), e ′′ (β)). The domain of these functions can be taken to be an A-definable interval in Γ; such that for each β ′ in this interval, (#) holds of e ′ (β ′ ), e ′′ (β ′ ). Take the least β 0 in the interval (here we use the embeddedness and stable embeddedness of Γ; nonempty definable subsets of Γ have least elements. We could say instead: some model of the theory has well-ordered positive Γ.) Now e ′ (β 0 ) ⊂ e ′ (β) ⊂ P , so e ′ (β 0 ) ⊂ P , and thus e ′′ (β 0 ) ⊂ P . As β 0 is defined over A, we have found the two balls as required. Lemma 4.6 Assume Γ is definably well ordered (every nonempty definable subset has a least element). Let A ⊆ M,b ∈ DCL(A) a properly decreasing sequence of balls. Let q r be a complete type over A extending Q R . Assume q r implies u < rad(b n ) for each n, and γ < u for any γ ∈ DCL(A), γ < rad(b n ) (each n.) Then
is consistent.
Proof We may assume M has an element a ′ with a ′ ∈ b n for each n. Let G = {γ ∈ M, (∀n)(γ < rad(b n ))}. Note that q r is consistent with {γ < u : γ ∈ G} .
(For any γ ∈ G, if q r |= u ≤ γ, then some ψ ∈ q r is bounded below γ; but then the least upper bound γ ′ of {u : ψ < u} is in DCL(A), so q r |= γ
Thus |d − a| = |d − a ′ | and so, as observed before, r(a
. Thus d realizes the type in question.
Corollary 4.7 Let M |= T h(Q p ), A ⊆ M, ACL(A) ∩ B ⊆ A. Let c ∈ dom(M). Then tp(c/A) extends to an Aut(M/A)-invariant type.
Proof Let W (c; A) = {w ∈ B(A) : c ∈ w}, P (c; A) = ∩W (c; A). As the residue field of M is finite, P (c; A) cannot reduce to a single ball (that ball would be the union of finitely many proper sub-balls, each in ACL(A) ∩ B, hence in A.) Thus Lemma 4.5 applies to P = P (c; A). Let q P be the relatively complete type described there, for P . Let q r be any Aut(M/A)-invariant type, extending Q R and u < radius(b) (b ∈ W (c; A)), α < u (u ∈ P Γ ). By Lemma 4.6, q * = q P (x) ∪ ∪ a∈P q r ((|x − a|, r(x, a), . . .)) is consistent. Clearly q * is Aut(M/A)-invariant. The facts that it is complete, and that it extends tp(c/A), both follow from Lemma 4.5.
Let N n be the group of matrices of the form I n + b, where I n is the identity matrix in GL n , and b is matrix in B n (O) with all entries having absolute value << 1.
. This can be viewed as the identity component of B n (Z p ). Let p be the type of upper-triangular matrices obtained by iterating q n(n + 1)/2 times, using the lexicographic order on the matrix entries, and adding 1 on the diagonal: thus if (a) ∈ M n , then I n + (a) |= p|A iff a 11 |= q|A, a 12 |= q|DCL (A, a 11 ) , . . . a 22 |= q|DCL (A, a 11 , . . . , a 1,n ) , . . . , a n,n |= q|DCL(A, a 11 , . . . , a n,n−1 ), while a ij = 0 for i > j.
The fact that p is an Aut(M)-invariant type of elements of N n is clear. As for the right translation invariance, let I n + (b) ∈ N n ;we have to show that (I n + (a))(I n + (b)) = I n + (a) + (b) + (a)(b) |= p. Let 
Corollary 4.9 Let R be a (left or right) coset of N n in B n (K). Then there exists an Aut(M/R)-invariant type of elements of R.
Proof Say R is a right coset. Pick g ∈ R, let p be the right-N n -invariant type of Lemma 4.8, and let g p = tp(gc/A), where c |= p|DCL(Ag). Then g p = gh p for h ∈ N n , since p is N n -invariant. Thus any automorphism fixing R must fix g p. 
Algebraically Closed Valued Fields
Here we recall some facts about algebraically closed valued fields, essentially from [HHM] .
Let K be a (sufficiently saturated) algebraically closed valued field, A = acl(A) ⊂ K. Let P be a ball, or an infinite intersection of balls, defined over A. If P = ∩P n , then the cut in Γ below {rad(P n ) : n} is referred to as rad(P )
There is an associated Aut(K/A)-invariant 1-type α P of elements of P : c ∈ α P |B if c ∈ P , and there is no B-definable proper sub-ball b of P with c ∈ B. We say that c is generic in P over B if c ∈ α P |B.
When P is open or strictly ∞-definable, there is also an associated Aut(K/A)-invariant type of "large, centered" closed balls in P ; we denote it β P , and refer to a generic closed ball of P . Namely, for A ⊆ B = acl(B), b ∈ β P |B if b is a closed ball containing any B-definable proper sub-ball of P , and of radius bigger than any γ ∈ Γ(B) with γ < rad(P ).
It follows that b is contained in no proper B-definable sub-ball of P ; so a B-generic a ∈ b is also B-generic as an element of P .
Thus tp(b/B) can also be described as follows: first pick a generic c ∈ P ; then pick a generic α < rad(P ), and let b be the closed ball around c of radius |α|.
If P has an A-definable proper sub-ball b 0 , then there is no need for c: b is the ball around b 0 with radius |α|. In this case dcl(b, B) = dcl(α, B). 
(For sequentially generic types, this is the Stationarity Lemma of HHM-2.)
Proof Let r be a function defined over A ′ = acl(A ′ ) ⊇ A, and assume that for c ∈ α P |A, Aut(K/A ′ c) acts transitively on r(c). We will show the same is true for any B ⊇ A ′ . If P has a proper sub-ball defined over A ′ , then β P |A ′ is definably equivalent to the type of a generic α < rad(P ), so [the Stationarity Lemma of HHM-2] applies directly. If P has no sub-ball, then Γ( 
, hence certainly under Aut(K/Bb ′ ). As b ′ ∈ β P |B, this proves the lemma.
Lemma 5.3 Let r be irreducible on P . Then for a generic closed ball C ⊂ P , r|C is irreducible on C.
Proof Let B be a base set with A ⊆ B = acl(B), r defined over B, and such that P has a point b 0 ∈ B. Let C ∈ β P |B. Then b 0 ∈ C, and C is the ball around b 0 of some radius α; C is defined over B, α. Let c ∈ C be a generic point (over B, α). Then c is a generic point of P over B. Lemma 5.4 Assume that for C ∈ β P |A, there is given a function g C on C, with g C defined over A, <C>. Assume moreover that there exists a Kdefinable function r such that for C ∈ β P (A), r|C, g C have the same C-germ.
Then there exists an A-definable function g on P , such that for a generic closed ball C of P , g|C, g C |C have the same C-germ. (Moreover, r, g have the same P -germ.)
Proof First suppose P has a proper sub-ball c 0 defined over A. In this case the generic closed balls C have the form C(α), where α is generic in an appropriate cut in Γ, and C(α) is the closed ball around c 0 of radius α. Let C ′ (α) be the open ball around c 0 of radius α, and let A(α) = C(α) \ C ′ (α). Then the sets A(α) are disjoint, and we can form a function g with g(t) = g C (t) whenever t ∈ A(α), C = C(α) (gluing on annuli.) It is then clear that g|C, g C |C have the same C-germ.
The function r was not needed so far; but if it is given, then r, g can at worst differ on a proper-sub-ball of P (otherwise they agree on at most a proper sub-ball; for a generic closed C containing that sub-ball properly, r|C, g|C will not have the same C-germ, contradiction.)
If on the other hand P has no A-definable proper sub-balls, P forms a complete type over A; and the type over A of a nested tuple of sub-balls of P , is determined by the type of their radii.
Let C 0 ∈ β P (A), C ∈ β P (A, <C 0 >). r must agree with g C away from some finite union F of proper sub-balls of C. Find
′ has no proper balls defined over acl(A, <C ′ >, <C>) (since there are infinitely many other sub-balls with the same radii, and by the remark on types of nested balls [label?]. ) Thus g C ′ , g C |C ′ agree with no exceptions. Now
Thus g = ∪ C∈β P (A) g C is a function, satisfying the requirements.
Finally we repeat verbatim a lemma and proof from [HHM-2].
Lemma 5.5 Let (P, Q; R) be a structure; R ⊆ P 2 × Q. Assume:
(ii) For any a = b ∈ P , R(a, b) = {c ∈ Q : R(a, b, c)} is a finite subset of Q, of bounded size. Assume for simplicity R(a, b) = R(b, a).
Proof We may assume the structure is ℵ 0 -homogeneous. Pick a, b ∈ P with R(a, b) of maximal size n. Let F = R(a, b) .
Proof For b ′ = a, this is clear (unless n = 0 and we are done.
Now F ∩ acl(b) = ∅. By Neumann's Lemma, there exist disjoint conjugates F 1 , . . . , F n+1 of F over b. So Claim 5.6 as stated applies to any
′ ) has at least n + 1 points, a contradiction.
Rationality
We will need the following consequence of EI: for any 0-definable set D and any 0-definable equivalence relation E on D, there is a 0-definable map f from D to a product of sorts M 1 × · · · × M n for some n such that for every x, y ∈ D, we have xEy if and only if f (x) = f (y) (see [HHM] , Section 1). It is not hard to show that if a theory admits EI then it still does so after adding some constants to the language, so we may replace all of the occurrences of "0-definable" by "definable" in the previous sentence.
Lemma 6.1 Let N ∈ N and let µ be the additive Haar measure on
Proof Since Z
has Haar measure zero (it is the vanishing set of a nontrivial polynomial), we may replace GL N (Z p ) with Z D) . Now fix k ∈ 1, . . . , N and let A 2 be the matrix obtained from A by multiplying the kth column of A by some nonzero λ ∈ Q p . Then det A 2 = λ det A. Suppose that |λ| ≥ 1. Let D k (λ) be the free Z p -module generated by the E ij for 1 ≤ i, j ≤ N and i = k, together with the λE kj for
The same formula holds by a similar argument if |λ| < 1. Since any element of GL N (Q p ) can be obtained from the identity matrix by elementary column operations, Eqn. (2) follows.
By a definable family
r , and we write R l for the fibre above l of the projection from R to Z r . By a definable family E = (E l ) l∈Z r of equivalence relations on R we mean a definable equivalence relation E on R such that for every x, y ∈ R, if xEy then there exists l ∈ Z r such that x, y ∈ R l . We then have a definable equivalence relation E l on R l for every l, and by a slight abuse of notation we can regard (E l ) l∈Z r as a definable family of subsets of Q , etc. Now we come to the main result of this section. We extend the definition of Q-rationality to power series in several variables in the obvious way. 
is Q-rational.
Proof By EI, there exists m ∈ N, M 1 , . . . , M s ∈ N for some s ∈ N, and a definable function
Since the g i take only nonnegative values, it now follows from [2] , Theorem 1.5 and Theorem 1.6.1 that the power series
is Q-rational, as required.
The function l → a l is built from piecewise linear functions by multiplication, exponentiation and Q-linear combinations (see [2] , Sections 1.5 and 1.6). This implies the following growth estimate on a l : there exist K > 0 and c 1 , . . . , c r ≥ 0 such that for every l = (n 1 , . . . , n r ) ∈ (Z ≥0 ) r , we have
Below we consider definable families that arise in the following way. Let D ⊂ Q N p be definable and let E be a definable equivalence relation on D. Suppose that f 1 , . . . , f r : D → Q p −{0} are definable functions such that for every l ∈ Z r , the subset {x ∈ D | f i (x) = p −l i } is a union of equivalence classes. Then we can regard D as a definable family (D l ) l∈Z r of subsets of Q N p , identifying D with the set {(x, l) ∈ D × Z r | |f i (x)| = l i for all i}, and we can regard E as a definable family of equivalence relations on D.
Subgroup Growth
We write G p for the pro-p completion of a group G.
We give some examples of rational zeta functions from the theory of subgroup growth. If G is a finitely generated group then for any n ∈ N, the number a n of index n subgroups of G is finite. We use Theorem 6.2 to give alternative proofs of results of [4] and [dS] concerning rationality of power series constructed using the subgroup growth function when G is nilpotent. First we need to recall some facts about nilpotent pro-p groups, including the notion of a good basis for a subgroup of a torsion-free nilpotent group [4] , Section 2; we will need these ideas in Section 8 as well.
Let Γ be a finitely generated nilpotent group and let j: Γ → Γ p be the canonical map. Then Γ p is finitely generated as a pro-p group, so every [Emphasise that Γ is nilpotent.] Let ∆ be a finitely generated torsion-free nilpotent group. A Mal'cev basis is a tuple a 1 , . . . , a R of elements of ∆ such that any element of ∆ can be written uniquely in the form a
where the λ i ∈ Z. We call the λ i Mal'cev co-ordinates. Moreover, group multiplication and inversion in ∆ are given by polynomials in the λ i with coefficients in Q, as is the map ∆ × Z → ∆, (g, λ) → g λ . We may regard the a i as elements of the pro-p completion ∆ p , and analogous statements hold, except that λ and the Mal'cev co-ordinates λ i now belong to Z p . In particular, the map j: ∆ → ∆ p is injective and we may identify ∆ p with Z R p . Now let H be a finite index subgroup of ∆ p , of index p n , say. A good basis for H is an R-tuple h 1 , . . . , h R ∈ H such that every element of H can be written uniquely in the form h
, and satisfying an extra property which does not concern us here. We say that h 1 , . . . , h R ∈ ∆ p is a good basis if it is a good basis for some finite index subgroup H of ∆ p . For each i, we can write
and we recover ∆ p : H from the formula
Often we will identify a good basis h 1 , . . . , h R with the R 2 -tuple of coordinates (λ ij ). Proof Consider case (a). Let D be as in Proposition 7.
Define an equivalence relation E on D as follows: two R-tuples (λ ij ), (µ ij ), representing good bases h 1 , . . . , h R and k 1 , . . . , k R for subgroups H, K respectively, are equivalent if and only if H = K. Using Eqn. (6), we see that for each n ∈ Z, the subset {(λ ij ) ∈ D | |f (λ ij )| = p −n } is the union of precisely b n equivalence classes. Now E is definable: it is the subset of D × D given by the conjunction for 1 ≤ i, j ≤ R of the formulae (∃σ
R , and these become polynomial equations in the λ ij , the µ ij , the σ i and the τ j when we write the h i and k j in terms of their Mal'cev co-ordinates (Eqn. (5)). We deduce from Theorem 6.2 that 
which is polynomial in the ν i , the λ ij and the Mal'cev co-ordinates of g and h. In case (d), the equivalence relation is the subset of D × D given by the formula: there exists g ∈ ∆ p , there exists σ
This is polynomial in the Mal'cev co-ordinates of g and of the h i and the k i .
The proof for case (d) is not given explicitly in [4] , but the appropriate definable integral can be constructed using the methods in the proof of [dS, Conj. classes], Theorem 1.2; what makes this work is that the equivalence classes are the orbits of a group action. (Note, however, that our method is not directly applicable to [dS, ibid] because the language used there contains symbols for analytic functions.) Case (e) is new; here the equivalence relation does not arise from any obvious group action, and Theorem 6.2 gives a genuinely new way of proving rationality.
Here is another application, to the problem of counting finite p-groups. The result will follow as in Proposition 7.2 if we can show that E is definable. We claim that E ⊂ D ¢ × D ¢ is given by conjunction of the formulae
[There is a problem here. E.g., the a i aren't defined/quantified over.] To prove this, suppose that ∆ p : H = ∆ p : K . If Eqn. (7) holds then the
since H, K are closed and the group operations are continuous, ( * ) holds with Z replaced by Z p . This proves the claim. The formulae above involve only the definable function f , the p-adic valuation, and polynomials in the Mal'cev co-ordinates and the ν i , so E is definable, as required. Du Sautoy's proof [ref:zeta fns and counting finite gps, Thm 2.2] uses the fact that an isomorphism ∆ p /H → ∆ p /K lifts to an automorphism of ∆ p , which implies that the equivalence relation E arises from the action of the group Aut ∆ p , a compact p-adic analytic group. This allows one to express the power series ∞ n=0 c n t n as a definable p-adic cone integral. Our proof is simpler; on the other hand, it does not yield the information about uniformity in p that follows from the cone integral formulation ([dS, ibid. Thm 3.2]).
Twist Isoclasses of Characters of Nilpotent Groups
By a representation of a group G we shall mean a finite-dimensional complex representation, and by a character of G we shall mean the character of such a representation. A character is said to be linear if its degree is one. We write , G for the usual inner product of characters of G. If χ is linear then we have
for all characters σ 1 and σ 2 . If G ′ ≤ G has finite index then we write Ind G G ′ · and Res G G ′ · for the induced character and restriction of a character respectively. For background on representation theory, see [1] . Below when we apply results from the representation theory of finite groups to representations of an infinite group, the representations concerned always factor through finite quotients.
We denote the set of irreducible n-dimensional characters of G by R n (G). If N ¢ G then we say the character χ of a representation ρ factors through G/N if ρ factors through G/N (this depends only on χ, not on ρ). Given σ 1 , σ 2 ∈ R n (G), we follow [8] and say that σ 1 and σ 2 are twistequivalent if σ 1 = χσ 2 for some linear character χ of G. Clearly this defines an equivalence relation on R n (G); we call the equivalence classes twist isoclasses.
[Notation: Do we want to say "irreducible twist isoclasses" or just "twist isoclasses"?] Observation 8.2 Let σ 1 , σ 2 be two irreducible degree n characters of G that are twist-equivalent: say σ 2 = χσ 1 . If N ¢ G such that σ 1 , σ 2 both factor through G/N, then χ also factors through G/N. Thus the number of degree n irreducible twist isoclasses is a finite number a n .
If
Theorem 8.4
The zeta function ζ Γ,p (t) = ∞ n=0 a p n t n is rational.
We prove Theorem 8.4 by showing how to parametrise irreducible twist isoclasses in a definable way. The equivalence relation in the parametrisation is not simply the relation of twist-equivalence, which arises from the action of a group -the group of linear characters of Γ -but a more complicated equivalence relation.
The correspondence between index p n subgroups of Γ and index p n subgroups of Γ p gives a canonical bijection between R (p) p n (Γ) and R (p) p n ( Γ p ), and it is clear that this respects twisting by p-admissible characters.
Lemma 8.5 For every nonnegative integer n, the sets R p n (Γ)/(twisting) and R Proof It suffices to show that given any σ ∈ R p n (Γ), some twist of σ factors through a finite p-group quotient of Γ. By Theorem 8.3, we can assume that σ factors through some finite quotient F of Γ. Then F , being a finite nilpotent group, is the direct product of its Sylow l-subgroups F l , where l ranges over all the primes dividing |F | ([ref: Hall], Theorem 2.7). Moreover ( [1] , (10.33) Theorem), σ is a product of irreducible characters σ l , where each σ l is a character of F l . Since the degree of an irreducible character of a finite group divides the order of the group ([1], (9.3.2) Proposition), all of the σ l for l = p are linear. We may therefore twist σ by a linear character of F to obtain a character that kills F l for l = p. The new character factors through F p , and we are done.
Lemma 8.7
The groups µ p ∞ and Q p /Z p are isomorphic.
Proof Let p −∞ Z ≤ Q be the group of rational numbers of the form np −r for n ∈ Z and r a nonnegative integer. Then p −∞ Z ∩ Z p = Z and Z p p −∞ Z = Q p , so Q p /Z p ≃ p −∞ Z/Z, by one of the standard group isomorphism theorems. The map q → e 2πiq gives an isomorphism from p −∞ Z/Z to µ p ∞ .
for K. Then H/K, being a finite subgroup of Q p /Z p , is cyclic, so choose h ∈ H that generates H/K and choose y ∈ Q p such that χ(h) = y mod Z p . We can choose r 1 , . . . , r R ∈ Z such that h i = h r i for each i, and it is easily checked that (iv) holds.
Conversely, suppose there exists a tuple (µ ij ) satisfying (i)-(iv). The map Z p → H, λ → h λ is continuous because it is polynomial with respect to the Mal'cev co-ordinates, so there exists an open neighbourhood U of 0 in Z p such that h λ ∈ K for all λ ∈ U. Since Z is dense in Z p , we may therefore find n 1 , . . . , n R ∈ Z such that h i = h n i for each i.
We have a monomorphism β: H/K → Q p /Z p given by β(h n ) = ny mod Z p . 
Eqn. 10 can be expressed in terms of polynomials in the λ ij , the µ ij , the ν k , the σ k and the τ k (note that the θ k are fixed elements of ∆ p ). Similar arguments show that (ii) and (iv) are also definable conditions. In (iv), note that the conditions h r i = h i imply by the argument above that h is a generator for H/K, so the condition |y| = |H/K| can be expressed as (h y ∈ K) ∧ h p −1 y ∈ K . By Lemma 8.6 (b), irreducibility of the induced character can be written as:
(∀g ∈ ∆ p −H)(∃h ∈ H) ghg −1 ∈ H and χ(ghg −1 ) = χ(h).
Writing this in terms of the Mal'cev co-ordinates, we see that (c) is a definable condition. By Lemma 8.6 (a), any p-admissible irreducible character σ of Γ p is of the form Ind For each nonnegative integer n, let D n = {(λ ij , y k ) ∈ D | f (λ ij , y k ) = p −n }. It follows from Lemma 8.8 and the definition of E that D n is the union of precisely a p n E-equivalence classes (note that if one representation of Γ p is the twist of another by some linear character ψ of ∆ p then ψ is automatically a character of Γ p , by Observation 8.2). We may regard E as a family (E n ) n∈Z of equivalence relations on the definable family of sets (D n ) n∈Z . To complete the proof of Theorem 8.4, it suffices by Theorem 6.2 to prove the following result.
Proposition 8.10 The equivalence relation E is definable.
Proof Let D ′ ⊂ Q R p be the set of R-tuples (z 1 , . . . , z R ) such that the prescription a i → z i mod Z p gives a well-defined p-admissible linear character of ∆ p that kills ker π p . We denote this character by Ξ(z 1 , . . . , z R ) (or just Ξ(z k )). Similar arguments to those in the proof of Lemma 8. Writing this in terms of the Mal'cev co-ordinates, we obtain an equation involving D ′ and p-adic norms of polynomials in the λ ij , the y k , the λ ′ ij , the y ′ k , the z k , and the Mal'cev co-ordinates of g and h. We deduce that E is definable, as required.
Remark 8.11
It is not hard to see that the sets D, E are actually 0-definable, for all the polynomials that arise have coefficients in Z. For example, since each θ i belongs to Θ, its Mal'cev co-ordinates with respect to the a i are integers. The formula for the sum of a geometric progression gives ζ Γ,p (t) = 1 − t 1 − pt .
