The goal of this paper is to provide computational tools able to find a solution of a system of polynomial inequalities. The set of inequalities is reformulated as a system of polynomial equations. Three different methods, two of which taken from the literature, are proposed to compute solutions of such a system. An example of how such procedures can be used to solve the static output feedback stabilization problem for a linear parametrically-varying system is reported.
Introduction
In several control problems, it is needed to guarantee the existence of real solutions, and, possibly, to compute one of them, for a system of polynomial equalities or inequalities [1] [2] [3] . For instance, a solution of a set of polynomial equalities and inequalities has to be found to solve the static output feedback stabilization problem [4] , to compute the equilibrium points of a nonlinear system [5] , to establish if a polynomial can be written as sum of squares [6] , to study the stability of linear systems, with structured uncertainty [7] .
In this paper, three algorithms, which use the tools of algebraic geometry, are used to compute solutions of a system of polynomial equations. Algebraic geometry tools have been already used for control problems (see, for instance, [8] [9] [10] [11] ). The first algorithm is based on the computation of a quotient-ring basis [12, 13] and of the eigenvalues of some matrices characterizing such a basis. The second algorithm is based on the Rational Univariate Representation [14] of a given ideal. The third algorithm is based on the computation of a Groebner basis [12] of an 'extended' ideal. The first two algorithms are taken from the literature, whereas the last one is new, to the best authors' knowledge.
Even if these techniques are able to solve only systems of equalities, by using the procedure given in [15] , it is possible to reformulate a set of inequalities into a set of equalities; whence, the three mentioned algorithms can be also used to find a solution of a set of inequalities. Moreover, thanks to the recent advantages in Computer Algebra Systems, able to carry out complex algebraic geometry computations (as, e.g., Macaulay2 [16] ), by using the algorithm based on the computation of a Groebner basis of an 'extended' ideal, which is the new main result, a solution to a set of polynomial inequalities can be obtained also when some coefficients of the polynomials are unknown parameters. Hence, when the values of such parameters can be assumed to be known in real time, as for Linear ParametricallyVarying (briefly, LPV) system, the new method proposed here allows to compute off-line most of the solution in parametric form, leaving only small portion of the computations to be executed in real time, for the actual values of the parameters. In Section 5, this method is applied to compute a parameter dependent Static Output Feedback (briefly, SOF), which makes a LPV system asymptotically stable.
Notation and preliminaries
In this section, some notions of algebraic geometry are recalled, following the exposition in [12, 13] .
Let x = [ x 1 · · · x n ] . A monomial in x is a product of the form x α1 1 · · · x αn n , where α i , for i = 1, . . . , n, are non-negative integers (i.e., α ∈ Z n ≥0 ); a polynomial in x is a finite R-linear combination of monomials in x. Let R[x] denote the ring of all the polynomials.
Given a set of polynomials {p 1 , . . . , p s } ⊂ R[x], the affine variety defined by p 1 , . . . , p s (see, e.g., [17, 18] ) is V (p 1 , . . . , p s ) = {x ∈ R n : p i (x) = 0, i = 1, . . . , s}, whereas, the semi-algebraic set defined by p 1 , . . . , p s is
is the set of all the polynomials q ∈ R[x], which can be expressed as a finite linear combination of p 1 , . . . , p s , with polynomial coefficients
. Affine varieties and ideals are notions linked by the concept of affine variety of an ideal. Let I be an ideal in R[x], the affine variety of the ideal I, denoted by V (I), is the set
A notation needed to analyze polynomials is the monomial ordering on R[x], denoted as >, which is a relation on the set of monomials x α , α ∈ Z n ≥0 , satisfying the following properties: 1) if α > β and γ ∈ Z n ≥0 , then α + γ > β + γ; 2) every nonempty subset of monomials has a smallest element under >. The lex ordering is a monomial ordering, denoted by > l and defined as: let α and β ∈ Z n ≥0 be given, then, α > l β if, in the vector difference α − β ∈ Z n , the first nonzero entry is positive. The leading term of a polynomial f (x), denoted by LT(f (x)), is, for a fixed a monomial ordering, the largest monomial appearing in f (x). For a fixed a monomial ordering, a finite subset G = {g 1 , . . . , g l } of an ideal I is said to be a Groebner basis of I if LT(g 1 ), . . . , LT(g l ) = LT(I) , where the leading term of the ideal I is LT(I) := {cx α : ∃ f ∈ I, with LT(f (x)) = cx α }. The remainder of the division of a polynomial function f for the elements of a Groebner basis G of I, denoted by f G , is unique and is a finite R-linear combination of monomials x α / ∈ LT(I) (for more details see, e.g., [12, 19] ). Moreover, it can be easily checked that, given f, g ∈ R[x], one has that f G + g G = f + g G and that
Let I be a given ideal in R[x 1 , . . . , x n ]. The j-th elimination ideal of I is I j := I ∩ R[x j+1 , . . . , x n ]. Let G be a Groebner basis of I, with respect to the lex ordering, with x 1 > l x 2 > l · · · > l x n . Then, by the Elimination Theorem, for every 0 ≤ j ≤ n, the set G j = G ∩ R[x j+1 , . . . , x n ] is a Groebner basis of the j-th elimination ideal I j .
3 Algebraic geometry algorithms for solving systems of polynomial equations
In this section, three methods to solve a system of polynomial equations, having a finite number of solutions, are presented. The first algorithm is based on the computation of a quotient-ring basis and of the eigenvalues of some matrices characterizing this basis [12, 13] . The second one is based on the computation of a Rational Univariate Representation of the solutions of the system of polynomial equations [14] . The third one is based on the computation of a Groebner basis of an 'extended' ideal. The first two methods are taken from the literature, whereas, the last one is new, to the best authors knowledge. Such methods are used in Section 4 to find a solution to a system of polynomial inequalities.
Solution of a system of polynomial equations by using finite-dimensional quotient rings
In this section, the basic notions of quotient rings are recalled and an algorithm, taken form [13] and [20] , to solve systems of polynomial equations is given. Let I ⊂ R[x] be an ideal, and let f, g ∈ R[x]. The polynomials f and g are congruent modulo I, denoted by f = g mod I, if f − g ∈ I. The equivalence class of f modulo I, denoted by
is the set of all the equivalence classes modulo I, 
The following theorem gives conditions on I, for the algebra A = R[x]/I to be finite-dimensional. = LT(g), for some g ∈ G.
If an ideal I in R[x] is such that one of the conditions of Theorem 1 hold, then I is called zero dimensional. An immediate consequence of Theorem 1 is that, if the ideal I is zero dimensional, then any basis B of R[x]/I has a finite number of elements, which can be chosen to be all monomials. With such a choice (assumed in the following), given a polynomial f ∈ R[x], one can use multiplication to define a linear map m 
Since the algebra A is finitely generated over R, then the map m Compute the matrix M A xi , representing the map .
5:
Compute the set E i of the real eigenvalues of M A xi . 6: end for
Let d be equal to the signature of the matrix T . 9: Let S be the set of the n-tuple
Remark 1. Let m be the dimension of the basis B. The dimension of the matrices M A xi is m × m, for all i ∈ {1, . . . , n}. Therefore, the sets E i , defined at Step 5, for i = 1, . . . , n, are composed at most by m elements. Thus, Step 9 of Algorithm 1 can be carried out by evaluating the polynomials p 1 , . . . , p s at most in m n iterations.
The Rational Univariate Representation
In this section, the Rational Univariate Representation (briefly, RUR), which is able to solve a system of polynomial equations is reported, following the exposition in [14] . Let C be the field of complex number (which is the algebraic closure of R). 
the f -representation of I is the polynomial (n + 2)-tuple
where χ f ∈ R[t], and, if f separates V C (I), the f -representation of I is called the Rational Univariate Representation of I associated to f . If one is able to compute the RUR of I associated to f , then, the set V C (I) can be obtained by computing the complex solutions to
Letting T be the set of all the complex solutions to (1) in t, one has that, by Theorem 3.1 of [14] ,
Thus, by construction, the affine variety V (I) ⊂ R n can be computed as: [14] , an alternative method to compute V (I) is given. Let T R be the set of the real solutions to (1), i.e. T R = T ∩ R. One has that
A test to compute the number of real roots, with their multiplicity, of an univariate polynomial on R is given in [21] . Alternatively, the Sturm's Test [22] can be used.
In [14] an algorithm is given to compute a RUR of a given zero dimensional ideal. Such algorithm is not reported here for space reasons. An implementation of this algorithms in the CAS Maple is available through the command RationalUnivariateRepresentation [23, 24] .
Thus, the set of real solutions of a system of polynomial system of equations can be computed by using Algorithm 2.
Algorithm 2 Solution of polynomial equations through RUR.
Remark 2. Note that, before using Algorithm 2, one has to verify that the ideal I is zero dimensional. In [13] an efficient method to check this property of the ideal I is given.
The real Polynomial Univariate Representation
In this section, an alternative method, with respect to the ones presented in Section 3.1 and in Section 3.2, is presented. Such a method is based on the definition of an 'extended' ideal
, where h is a polynomial in x and t, and on the computation of the Groebner basis of I t , according to the lex ordering.
For a given ideal J , let J ∈ R[x, t] and let
and let the symbol
The projection map is defined as the map π t :
The following theorem characterizes the projection map and can be proved by a little modification of the proof of the Closure Theorem given in [12] .
Consider the following assumption. Assumption 1. Let I ⊂ R[x] be zero dimensional and let s ∈ R[x] be a polynomial separating with respect to V C (I) ⊂ C n . Let h be the following polynomial in R[x, t]:
where t is an auxiliary variable.
The following two lemmas characterize the ideal I t = I∪ h and the elimination ideal I 
Proof. Consider the ideal I t . By [12] , one has that
and since s is separating with respect to V C (I), one has that V t C (I t ) is a finite set. Thus, by Theorem 1, I t is zero dimensional.
Lemma 2. Let Assumption 1 hold. Let G t be a Groebner basis of the ideal I t = I ∪ h , with respect to any lex ordering, with x i > l t, for i = 1, . . . , n. There exists a polynomial η ∈ G t ∩ R[t] different from the zero polynomial, and the roots in t of the polynomial η are in
Proof. By Lemma 1, the ideal I t is zero dimensional. Hence, by Theorem 1, one has that there exists a polynomial η different from the zero polynomial, such that η ∈ G t ∩ R[t], and, by the Elimination Theorem [12] , one has that η is a Groebner basis of I n t := I t ∩ R[t]. Thus, by considering that
Let the lex ordering, with x 1 > l x 2 > l · · · > l x n > l t, be fixed. A real Polynomial Univariate Representation (briefly, PUR) of the ideal I is a (n + 1)-tuple {η(t), g n (x n , t), g n−1 (x n−1 , t), . . . , g 2 (x 2 , t), g 1 (x 1 , t)}, which is such that η ∈ R[t], g i ∈ R[x i , t], LT(g i ) = x i , for i = 1, . . . , n, and, letting T R be the set of all the real solutions to η(t) = 0 in t,
The following theorem gives a constructive method to compute the real PUR of a given ideal I.
Theorem 3. Let Assumption 1 hold. Let the lex ordering, with
The Groebner basis G t of the ideal I t = I ∪ h is a real PUR of I.
Proof. By Lemma 2, one has that there exists an η ∈ G t ∩ R[t] different from the zero polynomial, whose root are in the set T = {t ∈ C : t = f (x), ∀x ∈ V C (I)}. Let T R = T ∩ R be the set of the real roots of η. Let π R xi denote the projection map, π R xi : R n × R → R, which maps each couple (x,t) inx i , for i = 1, . . . , n. By the Lagrange Interpolation Formula [25] , there exists a polynomial i (t) ∈ R[t], which is such that π R xi ((x,t)) = i (t), for all the couples (x,t) ∈ V t (I t ), for i = 1, . . . , n. Hence, in the ideal I t there exists polynomials w i = x i − i (t), for i = 1, . . . , n, and, by the definition of a Groebner basis, one has that a Groebner basis of I t is {η, w n , w n−1 , . . . , w 1 } and, by construction, this is a real PUR of the ideal I. Output: The points in V (I) ⊂ R n . 1: Define a random polynomial s(x) ∈ R[x] and the polynomial h(x, t) = t − s(x). 2: Letting {c 1 , . . . , c } be a set of generators of the ideal I, define the ideal I t = c 1 , . . . , c , h . 3: Compute a Groebner basis G t of the ideal I t , according to lex ordering, with
Verify that G t is a real PUR, otherwise return to step 1. 5: Let G t = {η(t), g n (x n , t), . . . , g 1 (x 1 , t)}, where g i = x i − i (t), with i ∈ R[t], for i = 1, . . . , n. 6: Find the number d of real solutions of η(t) = 0. 7: Compute the set T R of the d real solutions of η(t) = 0.
By Theorem 3, Algorithm 3 is able to compute the real solutions to a system of equations.
Remark 3. It can be easily proved that, if one define a random polynomial s(x), there is a probability of 1 that it is separating (i.e., there exist isolated monomial coefficients which makes the polynomial s be not separating). Hence, the iterations required by Algorithm 3 are finite.
Remark 4. By [26] , one has that the numerical computation of roots of the polynomial η, obtained by using Algorithm 3 is, generally, numerically more complex than the computation of the roots of the polynomial χ f , obtained by using Algorithm 2. However, since the representation of V (I) obtained by using Algorithm 3 is polynomial, it can be preferred to the rational one obtained by using Algorithm 2.
Remark 5. Note that the computations required by Algorithm 1 and Algorithm 3 can be carried out also when some (or, possibly, all the) coefficients of the polynomials p 1 , . . . , p s are functions of some parameters. However, even if the computation of the matrices M A xi is generally faster then the computation of the Groebner basis G t , since the computations which have to be carried out at Step 9 of Algorithm 1 can be very computationally expensive, in many cases of practical interest, Algorithm 3 may be preferred, because the computations needed to solve Step 7 of Algorithm 3 can be carried out, generally, in a faster way.
Solution of systems of polynomial inequalities
In this section, a procedure to compute, if any, a solution of a system of polynomial inequalities is given. This method, based on penalizing variables and reported, e.g., in [15] , is connected to the solution of a set of polynomial equations, which can be computed with the algorithms of Section 3.
Consider the following problem.
. Let the set of polynomials P = {p 1 , . . . , p s } ⊂ R[x] be given.
(a) Find, if any, a pointx ∈ W (p 1 , . . . , p s ).
(b) Let {p 1 , . . . , p } ⊆ P. Find, if any, a pointx ∈ W (p 1 , . . . , p s ),x / ∈ V (p 1 , . . . , p ).
Note that a solutionx to Problem 1 (a) is a solution of the system of polynomial inequalities p i (x) ≥ 0, for i = 1, . . . , s, whereas, a solutionx to Problem 1 (b) is a solution of the system of polynomial inequalities p i (x) > 0, for i = 1, . . . , , and p i (x) ≥ 0, for i = + 1, . . . , s.
Let
s be auxiliary variables. By [15] , Problem 1 (a) can be solved with the following procedure:
1. Let α i , β i , for i = 1, . . . , n, and γ k , δ k , for k = 1, . . . , s, be fixed random real numbers.
Define the polynomial function
3. Define the polynomial function H ∈ R[x, v, w]
4. Solve the following polynomial system of equations
∂H(x, v, w) ∂v = 0, (3b)
5. Let π x : R n+2s → R n be the map which maps each vector [ x v w ] ∈ R n+2s in x ∈ R n and let S be the set of the solutions to (3) . A solution to Problem 1 (a) is given by
On the other hand, always by [15] , a solution to Problem 1 (b) can be obtained by using the same procedure used to solve Problem 1 (a), by changing only step 3):
Remark 6. By [15] , one has that there exists a solution to (3) if and only if there exists a solution to Problem 1.
Remark 7. Note that the solution to Problem 1 (a) (respectively, Problem 1 (b)) obtained by using the procedure given in [15] corresponds to computing the stationary points of the function J in (2), subject to the constraints p i (x) = w By [15] one has that the ideal
is, for almost any choice of α i , β i , γ k , δ k , zero dimensional, Hence, step 4) of this procedure can be actually carried out by using one of the three procedures given in Algorithm 1, Algorithm 2 or Algorithm 3 in Section 3.
Remark 8. Note that, as it is pointed out in Remark 5, Algorithm 1 and Algorithm 3 can be used also when the coefficients of the polynomials depend on some parameters. Hence, Problem 1 can be solved also with parametric coefficients of the polynomials p 1 , . . . , p s . Algorithm 3 may be preferred to Algorithm 1, because the computations needed to carry out Step 7 of the first one may be faster then the ones needed to carry out Step 9 of the latter one.
The goal is to compute a point x ∈ W (p 1 , p 2 ) ⊂ R 2 , By using the procedure given in Section 4 one has to solve the following set of polynomial equations:
where Solutions obtained by using Algorithm 1. The three algorithms given in Section 3 have been used to solve such a problem, with the same random choices of the coefficients α 1 , α 2 , β 1 , β 2 , γ 1 , γ 2 , δ 1 and δ 2 . Figure 1 shows the results obtained by using these algorithms, for 100 different choices of the random parameters α 1 , α 2 , β 1 , β 2 , γ 1 , γ 2 , δ 1 and δ 2 . As such a figure shows, these procedures are able to solve a set of inequalities.
Application to a LPV SOF stabilization problem
In this section, the techniques given in this paper are used to solve the Static Output Feedback problem [27] for a Linear Parametrically-Varying system [28] .
Consider the following missile model [29, 30] 
where α is the angle of attack, q is the pitch rate, M is the Mach number of the missile, κ α , κ q , a n , b n , c n , d n , a m , b m , c m , d m are known aerodynamic coefficients and δ is the tail fin deflection, which is considered as the control input. It is assumed that the only available measure is the angle α. System (5) can be rewritten as the following LPV system:
where (6) can be written aṡ
Problem 2. Let system (7) be given and let δ = K(θ)α, where K(θ), is a scalar gain, dependent on the vector θ. Find a K(θ) and L ⊂ R 2 , such that the closed loop systeṁ
is exponentially stable, with attraction domain containing L.
Remark 9. Consider that, by construction, the parameters θ 1 and θ 2 are dependent only on the state α. Hence, if Problem 2 can be solved, system (7) can be stabilized by measuring α.
Consider the closed loop dynamic matrix
Let pÃ be the characteristic polynomial of the matrixÃ(θ),
where
One has that, for each fixed θ ∈ Θ, the eigenvalues of A(θ) are complex conjugate if
and the real parts of such eigenvalues are lower than −λ if
where λ is a fixed real value greater than zero. By considering that (9) are polynomial inequalities, parametrized in the unknown vector θ, one has that they can be actually solved by using the procedure given in Section 4 to transform such a set of inequalities into a set of equalities, and Algorithm 3 to compute a solution K, depending on θ, of the set of equalities. By using such a method one obtains the following two polynomials:
For each fixed valueθ, one can obtain the correspondent gain K(θ), which is such that (9) holds, by computing a solutiont of the equation η(θ, t) = 0 and setting K = K (θ,t). Note that, by Remark 6, if one is not able to find a solution to η(θ, t) = 0, then there exists no solution to (9) for such a value ofθ and for such a λ.
In the rest of this section, Assumption 2 is made.
Consider now system (5), with δ = K(θ)α. One has thaṫ
Hence, by the definition of the parameters θ 1 and θ 2 and of their time derivatives, one has that there exist polynomial functions φ 1 , φ 2 , ψ 1 and
, which are such that
Assumption 3. Let system (8) be given, let D be a subset of the state space of system (8), with 0 ∈ D, and let
1. The matrixÃ(θ) is Lipschitz in θ in E, i.e. ∃L A :
2. There exist constants m ≥ 1 and λ > 0 such that, for each fixedθ ∈ E, any solution of (8) is such that
3. Let L A be the Lipschitz constant of item 1) and let m and λ be the constants of item 2). One has that θ < λ 2 4L A m log(m) , for allθ ∈ F.
The following three propositions show that for system (8) Proof. The proof of this proposition follows directly by the definition of the matrix A(θ) and of the matrix K(θ). As a matter of fact, the matrix A(θ) is trivially Lipschitz, whereas, the matrix K(θ) is obtained by computing the roots of a polynomial whose coefficients are polynomially dependent on the parameters vector θ and using the polynomial K . On the other hand K(θ) is differentiable for all the values of θ for which the following equalities in t η(t, θ) = 0,
have not real solution. As detailed in Remark 10 below, one has that the system of equalities (12) ∂t , θ 1 − φ 1 (x), θ 2 − φ 2 (x) and by computing any Groebner basis G, with respect to the lex order, with t > l θ 1 > l θ 2 > l q > l α, of such an ideal. Hence, letting g 1 , . . . , g l be the polynomials in
, all the points in the set N can be obtained as the solution to the following equalities
which can be solved with the algorithms of Section 3. By applying Algorithm 3, it has be proved that N is empty.
The following proposition can be easily proved by considering that, by using the techniques given in [21] , there exist a domain D 2 ∈ R 2 , with 0 ∈ D 2 , such that η(θ, t) = 0 has a solution in t for θ = [ φ 1 (x) φ 2 (x) ] , ∀x ∈ D 2 and that, by Assumption 2, one has that (9) holds for all x ∈ D 2 . Proposition 4. Let Assumption 2 hold. There exists a domain D 2 ⊂ R n , with 0 ∈ D 2 , such that, letting E 2 be defined as in (11a), with D replaced by D 2 , there exists constant m ≥ 1 and λ > 0, such that, any solution of (8) is such that
Proposition 5. Let Assumption 2 hold. Let L A be the Lipschitz constant chosen in the proof of Proposition 3 and let m and λ be the constants chosen in the proof of Proposition 4. There exists
where F is defined as in (11b), with D replaced by D 3 .
Proof. By (10),θ is a linear function ofα, andθ [28] Let system (8) be given. Let Θ be the set of all the admissible parameters θ. Let A(·) be Lipschitz continuous, with a Lipschitz constant L A , for each θ ∈ Θ. Assume that, for any fixedθ ∈ Θ, any solution to the LTI systemẋ(t) =Ã(θ)x(t) is such that there exist constants m ≥ 1 and λ > 0 such that a x(t) ≤ me −λt x(0) . If θ (t) < Proof. By Assumption 2, one has that (9) holds. Hence, by [31] , there exists a positive definite matrix P (θ), such that − I =Ã(θ)P (θ) +Ã(θ) P (θ), (15a)
where I is the 2-dimensional identity matrix, for all θ ∈ E. By the proof of Proposition 3, one has that the matrixÃ(θ) is differentiable. Hence, by [32] , one has that ∂θi e uÃ(θ) du, for i = 1, 2. Therefore, by item 1) and item 2) of Assumption 3, one has that there exists constants C i > 0 and λ i > 0 such that
C i τ e −2λiτ dτ < ∞, i = 1, 2. Hence, there exists a constant L P , such that P (θ) − P (θ ) < L P θ − θ , for each θ, θ ∈ E. Hence, due to (15a), the function V = x P (θ)x is such thatV ≤ x (L P θ − 1)x, forθ = [ ψ 1 (x) ψ 2 (x) ] , ∀x ∈ D. Hence, by the continuity of the functions ψ 1 (x) and ψ 2 (x) and since ψ 1 (0) = ψ 2 (0) = 0, there exists a domain H = {x ∈ D : [ ψ 1 (x) ψ 2 (x) ] < L −1 P } such that 0 ∈ H. Thus, let c > 0 be the largest constant such that W(θ) = {x ∈ R 2 : x P (θ)x < c} is a subset of H, for all θ ∈ E. Define the set L = ∩ θ∈E W(θ). Since V is a Lyapunov function, with respect to system (8) , one has that, if x(0) ∈ L, then x(t) ∈ H ⊂ D, for all times t ≥ 0.
Theorem 5. Let the assumptions of Lemma 3 hold. Then 0 is exponentially stable for system (8) , with L being a conservative estimate of the attraction domain.
Proof. By Lemma 3, if x(0) ∈ L, then x(t) ∈ D, for all times t ≥ 0. Hence, since, if x(t) ∈ D, for all times t ≥ 0, all the assumptions of Theorem 4 hold, then 0 is exponentially stable, with respect to system (8) .
By Theorem 5, K(θ) and L are a solution to Problem 2. A gain K, dependent on the parameters θ has been computed by solving (9) , with λ = 15, by using the procedure given in Section 4 and Algorithm 3 to compute the polynomials η(θ, t) and K (θ, t). One has that the domain D = {x = [ α q ] ∈ R 2 : |α| ≤ 100, |q| ≤ 100} is such that all the conditions of Assumption 3 hold, with L A = 50, λ = 14.5 and m = 1.0026. A simulation has been carried out, with K(θ) = K (θ,t), wheret is a solution to η(θ, t) = 0, from initial conditions starting inside the domain Q = {x ∈ D : α ≥ 0, q ≥ −5, q ≤ 100} ∪ {x ∈ D : α ≤ 0, q ≥ −100, q ≤ 5}. Figure 2 shows the trajectories of the system (8) with x(0) ∈ Q. 
Conclusions
Three algorithmic procedures for solving systems of polynomial inequalities are described. The first step, common to the three, is the classical [15] reduction to a system of equalities. To solve this last system two available methods have been adapted and a new one has been derived. The latter one has been used to solve the Static Output Feedback stabilization problem for a LPV system.
