Abstract. We consider the ideal magnetohydrodynamics (MHD) subjected to a strong magnetic field along x 1 direction in three-dimensional thin domains Ω δ = R 2 ×(−δ, δ) with slip boundary conditions. It is well-known that in this situation the system will generate Alfvén waves. Our results are summarized as follows:
Introduction
The purpose of this article is to study the global well-posdness and asymptotics of incompressible ideal magnetohydrodynamics(MHD) in three-dimensional(3D) thin domains Ω δ def = R 2 ×(−δ, δ) with strong background magnetic fields. We remark that parameter δ > 0 is sufficiently small. Thin domains are widely considered in the study of many problems in science, such as in solid mechanics (thin rod, plates and shells), in fluid dynamics (lubrication, meteorology problems, ocean dynamics), and in magnetohydrodynamics (wave heating in the solar and stellar atmosphere, solar tachocline, shallow-water MHD). Most of the above problems are described by partial differential equations(PDE) in thin domains. We refer to [5, 12, 13] for more details on physics background.
In the present article, we consider the incompressible ideal MHD equations in the thin plate Ω δ . The ideal MHD equations in thin plate (or strip) read as The first term ∇(− 1 2 |b| 2 ) is called the magnetic pressure force since it is in the gradient form just as the fluid pressure does. The second term b · ∇b = ∇ · (b ⊗ b) is the magnetic tension force, which is the only restoring source to generate Alfvén waves. Therefore, we can use p again in the place of p + We study the most interesting situation when a strong background magnetic field B 0 presents (to generate Alfvén waves). Let B 0 = |B 0 | e 1 be a uniform constant (non-vanishing) background magnetic field. The vector e 1 is the unit vector parallel to x 1 -axis. In this case, the small initial perturbation will generate a stable Alfvén waves which propagate along the background magnetic field B 0 . We shall study the global existence of the Alfvén waves in the thin plate and also the asymptotics of the system as the width of the strip goes to zero. We remark that j + and j − are divergence free. The explicit expressions of the nonlinear terms on the righthand side (r.h.s) are
Here we use the Einstein's convection: if an index appears once up and once down, it is understood to be summing over {1, 2, 3}.
1.1. Short review of the problem. We first give a short review on the PDEs in thin domains as well as the incompressible MHD system with strong background magnetic fields. For the incompressible Navier-Stokes(NS) system, we refer to [14] on the global strong solutions and attractors of NS system for large initial data and force term in Ω ε = Q 2 × (0, ε) with periodic boundary conditions in the horizontal direction, where Q 2 is the rectangle in R 2 . In [8] , the authors considered the NS system in a non-flat thin domain Ω ε = {x ∈ R 3 : x 1 , x 2 ∈ (0, 1), x 3 ∈ (0, εg(x 1 , x 2 ))} with periodic boundary condition in the horizontal direction and Navier boundary conditions on the top and bottom. They proved the existence of global solutions to NS system for the initial data whose H 1 (Ω ε ) norm is smaller than Cε − 1 2 . They also verified that solutions to 3D NS converge to the 2D Navier-Stokes-like system(for g = 1, it is exactly 2D NS), provided that the initial data converge to the 2D vector fields as ε goes to zero. For the Euler equations in Q ε = Ω × (0, ε) where Ω is a rectangle in R 2 , the authors in [11] considered the periodic condition in the horizontal direction and the slip boundary condition on the vertical direction. By assuming that the initial data is uniformly bounded in ε in space W 2,q (Q ε ) (q > 3), they obtained the classic solution in the interval (0, T (ε)), where T (ǫ) → ∞ as ε → 0. We remark that the mean value operator in the thin direction plays an important role.
For incompressible MHD with strong background magnetic fields, Bardos, Sulem and Sulem [2] first obtained the global solutions for the ideal MHD in the Hölder space (not in the energy space). The work in [2] treated MHD system as 1D waves system and it relied on the convolution of the fundamental solutions. For MHD with only strong fluid viscosity, in [9, 15] the authors proved the global existence of the small (w.r.t viscosity) solution with some admissible condition for the initial data. The work in [15] (also [9] ) regarded MHD system as an anisotropic damped wave equation in the Lagrangian coordinates, that is, ∂ 3 Y ∼ 0 which shows the ideal MHD system is 1D waves system. Actually, in 1942, Alfvén [1] first discovered such 1D waves (the so-called Alfvén waves) by linear analysis, in the incompressible ideal MHD with strong background magnetic fields. Recently, the authors in [6] provided a rigorous mathematical proof for the existence, propagation and stability of the (ideal/viscous) Alfvén waves in the nonlinear setting. The approach is inspired by the stability of Minkowski spacetime [4] . We also refer to [3] and [16] for alternative proofs on the same subject.
Finally we give some comments on this short review: (i). In [8, 11, 14] , the estimate of the pressure p can be neglected due to the Leray projection and the divergence free condition. While for the incompressible ideal MHD, to catch the propagation of the Alfvén waves, the spacetime weight is introduced and thus the estimates for the pressure is compulsory.
(ii). In [8, 11, 14] , the authors addressed the problem in the bounded domains and regarded the asymptotic of the equations from 3D to 2D as a perturbation of the equations in 2D.
Different from the previous work, in this paper, we will consider the effect of the shape of the thin domain Ω δ with δ > 0 on the Alfvén waves. Our main goals can be concluded as follows:
(i). We want to show that (1.4) with boundary conditions (1.5) is global well-posed in any thin domain Ω δ with δ > 0. In addition, some kind of the uniform energy estimates with respect to δ can be obtained.
(ii). We want to investigate the asymptotics of the MHD equations from the thin domain Ω δ to the plane R 2 . More precisely, we want to prove that the 3D Alfvén waves in Ω δ will converge to the Alfvén waves in R 2 in the limit that δ goes to zero. It shows that when the width of the strip is very small Alfvén waves propagating along the horizontal direction of the (3D) strip are stable and can be approximated by the (2D) Alfvén waves. Moreover, the control of the (2D) Alfvén waves can be obtained from the control of (3D) Alfvén waves in the thin domain Ω δ via the uniform bounds.
1.2. Difficulties, key observations and the strategies. The main difficulty of the problem results from the shape of the thin domain Ω δ . For instance, in the thin domain Ω δ , the constant in the Sobolev imbedding inequality is related to the parameter δ(see Lemma 2.6). Thus to make clear the dependence z +(δ) | t=0 = z +(δ),0 (x), z −(δ) | t=0 = z +(δ),0 (x), (1.9) where ∇ δ = (∂ 1 , ∂ 2 , δ −2 ∂ 3 ) T . Now it is clear that the system (1.9) is anisotropic and moreover the pressure p (δ) satisfies the singular Laplace equation
(1.10)
We remark that these two properties induce the difficulties of the solvability of the well-poedness for the original system (1.4). Now let us talk about the key observations which are crucial to overcome the difficulties. Thanks to the anisotropic property of the equations, by calculation, we see that
, which give the hints on the construction of the energy functional. In fact, we will introduce
in the total energy(see Theorem 1.1) which is compatible with the anisotropic property of the system. To prove the propagation of Alfvén waves, we will use two kinds of the null structures inside the system. Similar to [6] , in a fixed strip, we still have the separation property of Alfvén waves, since the background magnetic filed B 0 = |B 0 |e 1 parallels to the strip. To implement the idea, the estimate of the pressure is compulsory since the spacetime weight x 1 ∓ t is involved in the energy functional. Recalling that in (1.9), the pressure p (δ) verifies (1.10). Thus the first challenge is to give an explicit expression for the pressure in the thin domain Ω δ . By construction of the Green function, we successfully obtain the explicit formula for the pressure and moreover get the upper bounds for the Green function(see Lemma 2.1 and Corollary 2.3). It is not surprise that the upper bounds for the Green function contains the singular factor δ −1 because of (1.10). But it will bring the trouble to close the energy estimates if the total energy functional only contains the norms in (1.11). To overcome the difficulty, we introduce another energy
to absorb the additional singular factor δ −1 coming from the pressure. Then all the difficulties are reduced to prove the propagation of this new energy. Our key observation lies in the second type of the null structure of the system that there is no linear combination of terms
in the system. Thus the propagation of the energy can be proved and then we complete the energy estimates.
Based on the above observations, our strategy can be concluded as:
(1) We first prove the global existence of the solutions (Alfvén waves) to the MHD system in 3D thin plates and derive some kind of the uniform energy estimates with respective to the width parameter δ. (2) With these uniform energy estimates in hand, we consider the asymptotics of the equations from Ω δ to R 2 . We split the proof into two steps. In the first step, we show that the horizontal component of the Alfvén waves in Ω δ can be approximated by their mean average in height. Then in the second step, we prove that the mean average of the Alfvén waves in horizontal converges to the 2D Alfvén waves as δ goes to zero if the initial Alfvén waves converge to the 2D Alfvén waves.
1.3. Statement of the main results. In this subsection, we will state three results on the MHD system in the thin domain Ω δ .
1.3.1. Global well-posedness. Before stating the existence result, we introduce the linear characteristic hypersurfaces
where x = (x h , x 3 ) and x h = (x 1 , x 2 ). C − u− and C − u−,h can be defined in a similar way. Here u ± = u ± (t, x 1 ) = x 1 ∓ t. We remark that the hypersurfaces C ± u± and C ± u±,h are regarded as the level sets of functions u ± (t,
(z ± ) are defined as follows:
We can also give the definitions to E
, in a similar way. For simplicity, we introduce the total energy and flux as follows:
We remark that E (k,l)
(j ± ), etc., can be defined in a similar way. Now we are in a position to state our main results. The first result is on the global well-posedness and uniform energy estimates (with respect to δ) of (1.4) in the domain Ω δ for any δ ∈ (0, 1].
T be a given background magnetic field and N * = 2N , N ∈ Z ≥5 , δ ∈ (0, 1] and σ ∈ (0,
the MHD system (1.4) with boundary conditions (1.5) admits a unique and global smooth solution. Moreover, there holds
≤ CE(0).
(1.13)
In particular, the constant ε 0 and C are independent of the parameter δ.
, which means that as δ → 0, the limit of z h ±(δ),0 (if there exists) is independent of the vertical variable x 3 . By similar argument, Theorem 1.1 implies that for any time t, the limit of solution z h ±(δ) (if there exists) will be also independent of the vertical variable x 3 . Thanks to div z ±(δ) = 0, the limit of z 3 ±(δ) will be also independent of x 3 . It looks promising that the solutions to the 3D MHD in thin domains will converge to the solutions to the 2D MHD as δ goes to 0,.
Approximation theory.
The second result is on the approximation of the solutions to MHD in thin domains. We first introduce the projection M δ from L 2 (Ω δ ) to L 2 (R 2 ) as follows:
(1.14)
Then there hold
(1.15)
Assume that (z + (t, x), z − (t, x)) is a smooth solution to (1.4) with boundary conditions (1.5) and initial data z ± (0, x) = z ±,0 (x). We set
where
Then by (1.15), (1.16) and (1.17), we have
Now we want to derive the equations forz h ± and w h ± . To do that, we observe that
Using (1.18) and div z ± = 0, we have
(1.19) Due to (1.15) , div z ± = 0 and z
(1.20)
Thanks to (1.19) and (1.20), we deduce from (1.4) that
(1.21) and
To investigate the difference between the original system and the mean average system, we introduce the energy E
involving the quantities on R 2 as follows:
Then the total energy and flux are defined by
±,h (w ± (·, x 3 )), etc., can also be defined in a similar way. Theorem 1.2. Let (z + , z − ) be a solution obtained in Theorem 1.1 with N * = 2N , N ∈ Z ≥5 . Suppose that w ± is defined by (1.17). Then there exists a constant
(1.23) Remark 1.2. Roughly speaking, the theorem implies that if z h ± is close to the mean average M δ z h ± in height at the initial time, then z h ± will keep close to the mean average M δ z h ± in height for all time. In other words, the horizontal part of the solutions to MHD in 3D thin domains can be approximated by the mean average in height while the vertical part of the solution is close to zero.
1.3.3.
Asymptotics from 3D MHD to 2D MHD. Based on the first two results, we are in a position to investigate the asymptotics from the 3D MHD system in thin domains Ω δ to the 2D MHD in R 2 as δ goes to zero. We recall that the system in thin domain Ω δ can be rewritten by the following system in Ω 1 :
and with the help of (1.21) and (1.8), we see that (z
Before stating the result, we introduce the energy E (k,l)
× Ω 1 which are defined in a similar way as those on domain (0, t * ) × Ω δ . For simplicity, we also use the notations:
), e.t.c. can be defined in a similar way. Before stating the main result, let us give a remark on the energies defined for the original system (1.4) and those for the rescaled system (1.9).
Similarly, we also have
(1.27) Then thanks to (1.26) and (1.27), using div z ± = 0 and (1.25), we obtain
(1.28) Definition 1.4. We call that the sequence {z
Similarly, the sequence {z
The convergence of the sequence {z
can be defined in a similar way. 
(1.31)
Assume that
) is a solution to MHD (1.9) with the initial data
(1.34)
Moreover the error estimate for the asymptotics can be concluded as follows:
( 
We remark that this property will be kept for all time thanks to the uniform bound for E δ (t).
, without confusion of the domain, the norms
respectively. Similarly, we shall always use the notations
The estimate for the pressure, technical lemmas and the characteristic geometry
In this section, we will give the proof to some lemmas which will be used throughout the paper. Due to div z ± = 0, the source term ∇ · (z + · ∇z − ) can be also written in the forms
In the next context, we shall solve p from (2.1).
Lemma 2.1. Given smooth vectors (z + , z − ), we have
3)
It is easy to check that
for any α h = (α 1 , α 2 ) ∈ (Z ≥0 ) 2 and |α h | ≥ 1.
Proof. Firstly, we set
For continuous function f ∈ C(Ω δ ), we extend f from Ω δ to the whole space R 3 in the following way
It is easy to check that f ∈ C(R 3 ). Then we solve p (up to a constant) from the Laplacian equation
Taking p = p| Ω δ , we shall verify that p solves (2.1). By virtue of (2.6) and (2.7), we have
We only need to check that ∂ 3 p| x3=±δ = 0. To do so, we transform the integration over R 3 in (2.7) to that over Ω δ . Due to (2.6) and (2.7), we have
.
For I k (t, x), setting y 3 = (−1) k (y 3 − 2kδ), we have
and
Then we have
We remark that the r.h.s of (2.10) is summable (see the following Lemma 2.3). Setting
we have
We remark that x +,k is the reflection point of the point x +,k−1 in the plane Γ (−) k−1 and x −,k is the reflection point of the point x −,k−1 in the plane Γ (−) k (here (−) m equals " + " if m is even while equals " − " if m is odd, and x +,0 = x −,0 def = x). Denoting by
Since y 3 ∈ (−δ, δ), we have
Due to (2.11), we obtain
which along with (2.9) implies
Thus, p(t, x) obtained in the proof satisfies (2.1). Moreover, there holds (2.2). The lemma is proved.
Proof. By the definition (2.3), we have
Since x 3 , y 3 ∈ (−δ, δ), we have
Then (2.12) holds for k = 1. Similarly, we could prove that (2.12) holds for all k ∈ N.
Technical lemmas.
We first state the following div-curl lemma.
where C is a universal constant independent of δ.
Proof. Since div v = 0, we have
Multiplying the above identity by λv, and integrating over Ω δ , we have
By integration by parts, we have
where n is the unit outward normal to ∂Ω δ and dS is the surface measure of ∂Ω δ . Then we obtain
(2.14)
The direct calculation yields
where n = (n 1 , n 2 , n 3 ) T . Using Hölder inequality, we deduce from (2.14) and (2.15) that
Noticing that n| x3=±δ = (0, 0, ±1) T and dS = dx 1 dx 2 , we obtain the desired inequality (2.13). The Lemma is proved.
As a consequence of Lemma 2.4, we have the following corollary. 
with the following properties
Proof. We prove (2.17) by the induction method. For k = 1, using (2.13), we have √ λ∇v
Due to the boundary condition v 3 | x3=±δ = 0 and |∇λ| ≤ Cλ, we get √ λ∇v
, where ∂ h is the horizontal derivative with respect to x h . Since ∇ h v 3 | x3=±δ = 0, using (2.19), we have
Using (2.18), we have
On the other hand, since
Then using (2.20), we have
Thanks to (2.20) and (2.21), we obtain the desired result.
Proof. For any function f defined on Ω δ , we set
Then the general Sobolev inequality shows that
The lemma is proved.
2.3. The characteristic geometry. We study the spacetime [0,
where Σ t is the constant time slice (Σ 0 is the initial time slice where the initial data are given). Due to the linear characteristic hypersurface, there exist another foliations as
with C + u+ and C − u− being the level sets {u + = constant} and {u − = constant} respectively. We denote by
Therefore, for time t, there exist two foliations of Σ t as follows
In order to specify the region where the energy estimates take place, for given t, u
, we denote the following hypersurfaces/regions:
We shall also study the spacetime [0, t * ] × R 2 associated to the solution of MHD in the horizontal direction of the thin domain (or that of 2D MHD). There also exists a natural foliation of [0,
where Σ t,h is the constant time slice of the horizontal direction. We also define the two-dimensional linear characteristic hypersurface as follows:
where C + u+,h and C − u−,h being the level sets {u + = constant} and
respectively. Then there exist another two foliations of [0,
We can also give the definitions to S
in a similar way.
Proof of Theorem 1.1
In this section, we will give a complete proof to Theorem 1.1.
3.1.
The priori estimates of the linearized system. We consider the following linearized system
Here div z ± = 0 and z
We first have the following proposition.
In particular, we have
Proof. We start with the estimates for f + which is corresponding to the left-traveling (along the negative direction of x 1 -axis) Alfvén wave. Multiplying u − 2(1+σ) f + to the first equation of (3.1), and then integrating over W t = ∪ τ ∈(0,t) Σ τ , we have
Since u − = x 1 + t, the left hand side(l.h.s) of the above equality equals
We denote the vector field in the spacetime [0, t * ] × Ω δ (also the operator) by
and denote by div the divergence of R 4 with standard Euclidean metric. We have
Since div z − = 0, we have div L − = 0. Then using the Stokes formula and z
Noticing that L − , T = 1, we have
To control the second term in the l.h.s of (3.3), we have to derive the local energy estimates. Multiplying u − 2(1+σ) f + to the first equation of (3.1), and then integrating over W , similarly to the derivation of (3.5), we obtain 1 2
Using Stokes formula and the facts that div L − = 0 and z
where ν + is the unit outward normal to C + u+ and
Then using the fact L − , T = 1 and the assumption (3.2), we have
(3.6) Multiplying 1 u+ 1+σ to both sides of (3.6), and integrating the resulting inequality over R, we have
By the definition of C + u+ , we have dσ + = √ 2dτ dx 2 dx 3 . Then we have
We define the variables transformation Φ from W t to W t such that
with u + = x 1 − τ . We have det(dΦ) = 1. Then we have
Combining (3.5) and (3.9), and using the fact that
Similar estimate holds for f − . Then we arrive at (3.3). Since R 1 u± 1+σ du ± < ∞, we get (3.4). The proposition is proved.
3.2.
The a priori estimates for the solutions to the MHD system (1.4). In this subsection, we shall use Proposition 3.1 to derive the a priori estimates for the solutions of (1.4). We shall derive the uniform estimates with respect to δ. In order to do that, thanks to (1.8), we introduce the following energy functional
However, to control the above norms, we need other energy in the l.h.s of (1.13).
The uniform estimates of
The estimates for ∇ k h z ± is stated in the following proposition. Proposition 3.2. Assume that (z + , z − ) are the smooth solutions to (1.4) . Let N * = 2N , N ∈ Z ≥5 , and
Proof. We shall divide the proof into several steps.
Step 1. Linearized system. We shall denote
h to both sides of (1.4), we have
where ρ
We only give the estimates for z (α h ,0) + . Applying Proposition 3.1 to the first equation of (3.12), we obtain that
(3.14)
Step 2. Estimates of the nonlinear terms. In this step, we estimate the nonlinear terms in the r.h.s of (3.14) term by term.
Step 2.1. Estimate of
Then we obtain that
Step 2.2. Estimate of term
Firstly, we deal with the case |α h | ≥ 1. Since div z + = 0, z 3 + | x3=±δ = 0, using the integration by parts, we have
Then we only need to control the term
Thanks to (2.2), using the facts that div z ± = 0 and z
, and integrating by parts, we obtain by (2.5) that
We choose a smooth cut-off function θ(r) so that
Then we split ∂ α h h p into two parts
According to the decomposition, we have
(i) Estimate of A 1 . Firstly, we have
If |β h | ≤ N , using the facts that div z + = 0 and z 3 + | x3=±δ = 0, and integrating by parts, we have
, using Corollary 2.3, we have
Before going further, we need the following auxiliary lemma concerning the weights.
Then we obtain
Thanks to (3.17) and (3.18), we have
Using Young inequality for the horizontal variables x h and using also Hölder inequality, we have
can be applied and then we have
Thanks to (3.19) and (3.20), for |β h | ≤ N , we have
2 on the r.h.s of (3.21) comes from the second term on the r.h.s of (3.19). Indeed, for |α h | = N * = 2N, |β h | = 0, we have no idea to give the upper bound for the term δ
Similarly, for |β h | > N , using the facts that div z − = 0 and z 3 − | x3=±δ = 0, and integrating by parts, we have
Then for |β h | > N , we have
Thanks to (3.21) and (3.22), notice that N ≥ 5, we have
(ii) Estimate of A 2 . For A 2 , integrating by parts, for γ h ≤ α h and |γ h | = 1, we have
For A 1 2 , using Corollary 2.3, we have
(3.25)
To estimate A 1 2 , we need the following lemma. Lemma 3.5. For |x h − y h | ≥ 1, we have
Then we have for |x h − y h | ≥ 1
Thanks to (3.25) and (3.26), we have
Using Young inequality and Hölder inequality, we have
LI XU
On one hand, since σ ∈ (0,
On the other hand, there holds
Due to (3.24) and (3.27), we have
Thanks to (3.23) and (3.28), we obtain that δ
is bounded by the r.h.s of (3.28). Then due to (3.16), for |α h | ≥ 1, we have
Actually, (3.29) holds also for |α h | = 0. Indeed, for case |α h | = 0, we have
(3.30)
By similar derivation as that for δ
, we could bound δ
by the r.h.s of (3.28). Then δ −1 | t 0 Στ ∇p · u − 2(1+σ) z + dxdτ | is bounded by the r.h.s of (3.29).
Step 2.3. Estimate of term R
Using the facts that div z + = 0 and z 3 + | x3=±δ = 0, and integrating by parts, for |α h | ≥ 1, we have
Thanks to the facts dσ + = √ 2dx 2 dx 3 dτ and (3.8), we have
Thus for |α h | ≥ 1, we have
And for |α h | = 0, we have
Therefore, the nonlinear term δ
dxdτ du + has the same estimates as δ
dxdτ which is bounded by the r.h.s of (3.29).
Step 2.4. Estimate of term
Firstly, using Hölder inequality, we have
We only need to bound the term
The expression of ρ
For I 1 , if |β h | < N , by Hölder inequality, we have
Thanks to the Sobolev inequality (see (2.23)), we have
Then for |β h | < N , we obtain that
Similarly, for |β h | < N , we have
, by the similar argument as that for (3.32), it holds that
and then
(3.35)
Thanks to (3.32), (3.33), (3.34) and (3.35), for |α h | ≤ 2N , we obtain that
Due to (3.31) and (3.36), we obtain that
(3.37)
Step 2.5. Estimate of R 
Then it is has the same estimate as that for
Step 3. The a priori estimate for ∇ k h z + for k ≤ 2N . Combining (3.14) and the results from Step 2.1 to Step 2.5, we finally arrive at
This is exactly the inequality (3.11) for z + . Similar estimate holds for z − . Then the proposition is proved.
The uniform estimates of
. In this subsection, we derive the uniform estimates concerning ∇ Proposition 3.6. Assume that (z + , z − ) are the smooth solutions to (1.4). Let N * = 2N , N ∈ Z ≥5 and (3.2) hold. We have Proof. We only prove (3.38) for z + . We shall divide the proof into several steps.
Step 1. Reduction of the uniform estimates. For any α h ∈ (Z ≥0 ) 2 , since div ∂ 
Therefore we only need to give the uniform estimate of the term
where j + = curl z + satisfies the first equation of (1.6), that is
with ∇z − ∧ ∇z + = −∇z
to both sides of (3.40), we have
LI XU where j
Thanks to Proposition 3.1, we have
(3.42)
Step 2. Estimates of the nonlinear terms in the r.h.s of (3.42).
Step 2.1. Estimate of term
It is bounded by
(3.43)
Step 2.2. Estimate of term t 0 Στ |ρ
|dxdτ . By Hölder inequality, we have
Now, we want to give the upper bound of
. By the definition of ∇z − ∧ ∇z + , and by using the fact that div z − = 0, we have
By virtue of Lemma 2.6 (ii), we have
Following the similar derivation as that for (3.46), we have
Then we obtain that for 
Thanks to (3.45) and inequalities (3.46) to (3.51), noticing that |α h | + l ≤ 2N − 1 and N ∈ Z ≥5 , we have
Then due to (3.44) and the inequality
(3.53)
Step 2.3. Estimate of term
+,2 , we have
, by similar derivation, we have
Then for
(3.57)
Thanks to (3.56), (3.57) and the fact N ∈ Z ≥5 , we get
While for
Since div z − = 0, we have
Then for N ∈ Z ≥5 , we obtain that
(3.59)
Thanks to (3.54), (3.58) and (3.59), using (3.52), we have
(3.60)
Step 3. The a priori estimate of ∇ k h ∂ l 3 z + for k + l ≤ 2N and l ≥ 1. Combining (3.42), (3.43), (3.53), (3.60) together with (3.52), for k + l ≤ 2N − 1, we obtain that
(3.61)
Thanks to (3.61), (3.39), (3.11) and (3.52), we obtain the desired inequality (3.38) for z + . Similar estimate holds for z − . Then it ends the proof of the proposition.
In this subsection, we want to derive the uniform estimates concerning ∇ Proposition 3.7. Assume that (z + , z − ) are the smooth solutions to (1.4) . Let N * = 2N , N ∈ Z ≥5 , and (3.2) hold. We have Proof. To prove the proposition, we only need to modify the proof of Proposition 3.6.
Step 1. Estimates of nonlinear terms in the r.h.s of (3.42) for |α h | + l ≤ N + 2.
Step 1.1. Estimate of nonlinear term
. By virtue of (3.43), we have
(3.63)
Step 1.2. Estimate of term
|dxdτ . Thanks to (3.44), we only need to derive the bound of
by similar derivation of (3.47), we have 
, by similar derivation of (3.46), we have 
. Then using (3.44) and inequality (3.52), for |α h | + l ≤ N + 2 and N ∈ Z ≥5 , we get
(3.67)
Step 1.3. Estimate of term
|dxdτ . By virtue of (3.54), we only need .55), by similar derivation as that for (3.56), we have
(3.69) Thanks to (3.68) and (3.69), we obtain the estimates of δ
. Since |α h | + l ≤ N + 2, |β h | + l 1 ≤ |α h | + l − 1 and N ∈ Z ≥5 , by using (3.54) and (3.52), we obtain that
Step 2. The a priori estimate of
Combining (3.42), (3.63), (3.67), (3.70) together with (3.52), we obtain that for k + l ≤ N + 2, it holds Thanks to (3.71) and (3.39), by using (3.11) and (3.52), we obtain the desired inequality (3.62) for z + . Similar estimate holds for z − . Then it ends the proof of the proposition.
3.3.
Proof of main uniform a priori estimates and Theorem 1.1. The existence part of Theorem 1.1 follows the standard method of continuity. We shall only prove the uniform energy estimate (1.13).
Step 1. Ansatz and closure of the continuity argument. To use the method of continuity, we first need the following ansatz. We assume that
where C 1 would be determined by the energy estimates.
To close the continuity argument, we need to prove that there exists a small enough ε 0 such that for all ε ≤ ε 0 the constant 2 in (3.73) can be improved to be 1, i.e.,
For ε ≤ ε 0 , we also improve the ansatz (3.72) to z
. Actually, by Sobolev inequality, we have
Then by taking ε 0 small enough, we could prove that z
Step 2. The uniform a priori estimate under the ansatz (3.72) and (3.73). Since div z ± = 0 and z
Then by Hölder inequality, for any k ∈ Z ≥0 , we obtain that
Thanks to (3.74), (3.11) of Proposition 3.2, (3.38) of Proposition 3.6 and (3.62) of Proposition 3.7, we obtain that
Using (3.73), we could obtain that
, we obtain for any ε ≤ ε 0 , t
where we choose C 1 ≥ 2C 3 . Then Theorem 1.1 is proved.
Proof of Theorem 1.2
In this section, we give the proof to Theorem 1.2. To do that, we first consider the following linearized system 
Then for any smooth solutions (f + , f − ) to (3.1), we have Proof of Theorem 1.2. We shall divide the proof into several steps.
Step 1. Linearized system of w
Applying ∂ α h h to both sides of equations for w h ± in (1.22), we have
We shall only give the estimates for w
. Applying Proposition 4.1 to the first equation of (4.5), for any x 3 ∈ (−δ, δ), we have
Step 2. Estimates of the nonlinear terms in the r.h.s of (4.6).
Step 2.1. Estimate of the second terms on the r.h.s of (4.6). Using Hölder and Sobolev inequalities, we have
Step 2.2. Estimate of the last terms on the r.h.s of (4.6). By Hölder inequality, we first have
(4.8)
We only need to control u +
Step 2.2.1.
(4.10)
Thanks to (2.2), for any α h ∈ (Z ≥0 ) 2 , we have
Let θ(r) be the smooth cut-off function defining in Step 2.1 of the proof to Proposition 3.2. Using (2.5) and integrating by parts, we have
Firstly, by virtue of (2.12) and (3.18), we have
Using Young inequality for the horizontal variables x h and then Sobolev inequality for the vertical variable x 3 , we have
Thanks to Hölder inequality and the condition div z ± = 0, we have
LI XU
By Sobolev inequality (2.23), we have
Then for |α h | ≤ 2N − 4, using div z − = 0, we have
Similarly, for |α h | ≤ 2N − 4, we have the same estimate for the term
With the help of (4.11) and (4.12), for |α h | ≤ 2N − 4, we have
− | x3=±δ = 0 and (2.5), and integrating by parts, we have
Due to (2.12), we have
Similarly to (4.13), for |α h | ≤ 2N − 4, we have
(4.14)
Using (3.26), we have
Thanks to Young inequality and the fact σ ∈ (0 ,   1 3 ), we have
Then for |α h | ≤ 2N − 4, we obtain that
Thanks to (4.14) and (4.15), for |α h | ≤ 2N − 4, we have
Due to (4.13) and (4.16), for |α h | ≤ 2N − 4, we obtain that
Then by virtue of (4.17) and (4.10), for |α h | ≤ 2N − 5, we have
Step 2.2.2.
. By the definition of ρ h(α h ) +,2 , we have
Similarly as (4.12), for |α h | ≤ N ( ≤ 2N − 4) and N ∈ Z ≥5 , we have
(4.19)
Step 2.2.3.
. By the definition of ρ
and w 3 − = z 3 − as well as the facts (4.9) and div z − = 0, we have
Following similar argument as that for (4.12), we have
Therefore for |α h | ≤ N, N ∈ Z ≥5 , we obtain that
(4.20)
Step 2.2.4.
. By the definition of ρ h(α h ) +,4 , we have
Then for |α h | ≤ N, N ∈ Z ≥5 , we obtain that 
(4.23)
Step 3. The a priori estimate for w h ± . Thanks to (1.13), (4.6), (4.7), (4.21) and (4.23), for |α h | ≤ N, N ∈ Z ≥5 , we obtain that
Similar estimate holds for w h − . Then using Hölder inequality, we have
Taking ε 1 ≤ ε 0 small enough, for E(0) ≤ ε 2 1 , we have
(4.24)
Since div w ± = 0, w 3 + | x3=±δ = 0 and w
which togehter with (4.24) implies that
(4.25)
Thanks to (4.24) and (4.25), we arrive at (1.23). Then it ends the proof of Theorem 1.2.
Proof of Theorem 1.3
In this section, we shall use Theorem 1.1 and Theorem 1.2 to prove Theorem 1.3.
, the investigation of the asymptotics from 3D MHD to 2D MHD can be reduced to prove
and lim
We split the proof into several steps.
Step 1. Uniform estimate of w ±(δ) and the proof of (5.1). Thanks to (1.13) and (1.28), for any δ ∈ (0, 1], we obtain that
Thanks to (1.23), (1.8) and (5.4), for δ ∈ (0, 1], we obtain that
using (1.32) and (5.5), we arrive at (5.1).
Step 2. Uniform estimate ofz
we deduce from (1.31) and (5.3) that
Step 3. Convergence of the sequence {z h ±(δ) } 0<δ≤1 .
Step 3.1. Estimate of the differencez
we deduce from (1.24) that z
We only give the estimate ofz
. Firstly, we derive the expression of pressure p (δ,δ ′ ) . To do that, taking ∇ h to the first equation of (1.24), we have
Moreover, it is easy to check that
where we used the Einstein's convection and α, β go through {1, 2}.
Using the Green function on R 2 , we have (up to a constant)
2 , applying ∂ α h h to both sides of the first equation in (5.7), we have
Since div hz h −(δ) = ∇ h ·z h −(δ) = 0, applying Proposition 4.1 to (5.10), we have
Step 3.2. Estimates of the nonlinear terms on the r.h.s of (5.11). (i) For the second term on the r.h.s of (5.11), we have
(5.12)
(ii) For the third term involving p (δ,δ ′ ) on the r.h.s of (5.11), we only consider the case |α h | ≥ 1. In fact, notice that for |α h | = 0
Then the estimate in the case of |α h | = 0 can be reduced to that in the case of |α h | ≥ 1.
Integrating by parts and using the condition div hz h(δ,δ ′ ) + = 0, we obtain that
We only need to bound u +
By the expression of p . Let θ(r) be the cut-off function defined in Step 2 of the proof to Proposition 3.2. Using div hz h +(δ) = 0, integrating by parts, we have
For I 1 (τ, x h ), using (3.18), we have
(5.14)
For I 2 (τ, x h ), using the condition div hz h(δ,δ ′ ) − = 0 and integrating by parts, we have
where γ h ≤ α h and |γ h | = 1. For I 22 (τ, x h ), we have
By the similarly derivation as that for I 1 , we have
(5.15)
For I 21 (τ, x h ), using (3.26), we have
(5.16)
Thanks to (5.14), (5.15) and (5.16), we have
(5.17)
Similarly, we have Following the similar argument applied to (5.17) and using Sobolev inequality, we have By virtue of (1.32), (5.4) and (5.31), we obtain that {z h ±(δ) (t, x h )} 0<δ≤1 is a Cauchy sequence in H N (R 2 ) for t > 0.
Step 4. Limit of the sequence {z By virtue of (1.32) and (5.33) and by using Sobolev inequality, we arrive at (5.2).
Step 5. Derivation of the limit system. For system (1.24) involvingz h ±(δ) , we shall take δ → 0 and derive the limit system. From (1.24), we first have .6), we obtain that {∇ h (M 1 p (δ) )} 0<δ≤1 is a Cauchy sequence in H N −1 (R 2 ).
Then we have
{∂ tz h ±(δ) } 0<δ≤1 is a Cauchy sequence in H N −1 (R 2 ).
Moreover, by virtue of (5.6), we have (5.38)
By virtue of (1.32), (5.38) and Sobolev inequality, we get (1.33). Then Theorem 1.3 is eventually proved.
