Abstract-Wireless sensor networks (WSNs) consist of a large number of small, low data rate and inexpensive nodes that communicate in order to sense or control a physical phenomenon. The major difference between the WSN and the traditional wireless network is that sensors are very sensitive to energy consumption. Moreover, the performance of the sensor network applications highly depends on the lifetime of the network and we expect the lifetime of several months to several years. Thus, energy saving is crucial in designing long-lived wireless sensor networks. Many researchers have focused on developing energy efficient cluster based protocols for WSNs, but there has not been much research on event driven WSNs and, their focus is on continuous driven networks. In this paper, we propose a modified algorithm of Low Energy Adaptive Clustering Hierarchy (LEACH) protocol which is a well known energy efficient clustering algorithm for WSNs. Our modified protocol called "Adaptive and Energy Efficient Clustering Algorithm for Event-Driven Application in Wireless Sensor Networks (AEEC)" is aimed at prolonging the lifetime of a sensor network by balancing energy usage of the nodes. AEEC makes the nodes with more residual energy have more chances to be selected as cluster head. Also, we use elector nodes which take the responsibility of collecting energy information of the nearest sensor nodes and selecting the cluster head. We compared the performance of our AEEC algorithm with the LEACH protocol using simulations.
I. INTRODUCTION
Wireless Sensor Networks (WSN) have been attracting growing interests for developing a new generation of large-scale embedded computing systems with a great potential for wide range of applications such as surveillance, environment monitoring, emergency medical response or building automation [1] . However, the communication paradigms in wireless sensor networks differ from the ones associated with traditional wireless networks, triggering the need for new communication protocols. The large-scale and the node's scarce resources (energy, memory, communication bandwidth and radio coverage e.g.) are key aspects that turn WSNs into a challenging research field. Among all these constraint factors, the most crucial one is the energy consumption. Therefore the necessitate energy-awareness at all layers of the networking protocol stack in WSNs.
To model energy consumption, three basic states of a node can be identified: sensing, data processing and data communication. Experimental measurements have shown that data transmission is very expensive in terms of energy consumption, while data processing consumes significantly less [2] . Minimizing the number of communications by eliminating or aggregating redundant sensed data saves much amount of energy [3] . In recent years, clustering based algorithms are believed to be the most efficient routing algorithm for the WSNs, because clustering allows for scalability, data aggregation, and energy efficiency. In cluster based routing model, a node will be selected as cluster head to aggregate and route data sensed by other sensor nodes residing in the same cluster. In a homogeneous network, cluster head uses more energy than non cluster head nodes. As a result, network performance decreases since the cluster head nodes go down before other nodes do. Thus dynamic, adaptive and energy efficient cluster head selection algorithm is very important issue in clustered WSNs.
Generally, there are three basic data delivery models, i.e., event-driven, query-driven, and continuous delivery models [4] . In continuous delivery model, the sink is interested in the conditions of the environment at all times and every node periodically sends data to the sink. In event-driven delivery model, the sink is only interested in hearing from the network when certain events occur. For example, if the application is temperature monitoring, it could be possible just to report data when the temperature of the area being monitored goes above or below certain thresholds.
Normally, when the temperature is low, the sensors sense the temperature, but they do not transmit this information. Query-driven data delivery model is similar to the eventdriven model except that the data is pulled by the sink while the data is pushed to the sink in the event driven model. In this research, we mentioned for event-driven model.
Configuring the network as event-driven is an attractive option for a large class of applications since it typically sends far fewer messages [5] . This is translated into significant energy saving, since message transmissions are much more energy intensive when compared to sensing and (CPU) processing. Also some existing energy-saving solutions take that into consideration and switch some nodes off, leading the nodes to an inactive state, these are waken up only when interest matches the events "sensed" [6] . Therefore, event driven protocols are used to conserve the energy of the sensor nodes.
The aforementioned research mainly focused on distributing energy consumption among cluster nodes, but the events-driven aspects issues were not much considered. Most research so far assumed that all nodes collect and send data at the same rate and network's energy consumption is uniform, so that they regulate the run-time of each round. However, in event-driven sensor network applications, events occur randomly and transiently, and accompanied by the bursts of large numbers of data, therefore, network energy consumption is uneven. Cluster based routing protocols are used in the event-driven model, considerable energy can be saved. Energy-efficient Event Driven Clustering (EDC) [7] algorithm can decide which nodes will become cluster head nodes according to the maximum remainder energy of nodes, which are sensing an event occurred and are firstly switched to the active state if their several components are in the sleeping state. Reference [8] ensures that the node with maximum energy available and nearest the event is selected as the cluster head.
In this paper, we focus on the energy efficient clustering algorithm for event-driven wireless sensor network. We propose a modified algorithm of LEACH called "Adaptive and Energy Efficient Clustering Algorithm for Event-Driven Application in Wireless Sensor Networks (AEEC)". Our modified protocol makes the nodes with more residual energy have more chances to be selected as cluster head by balancing energy consumption of the nodes. In order to extend the lifetime of the whole sensor network, energy load must be evenly distributed among all sensor nodes so that the energy at a single sensor node or a small set of sensor nodes will not be drained out very soon.
The remainder of this paper is organized as follows: Section II presents related works for our protocol and Section III describes a sensor network model that we consider. In Section IV, we present detailed operation of the proposed algorithm and simulation results are shown in Section V. Finally, we give concluding remarks in Section VI.
II. RELATED WORKS
There are many clustering algorithms used in wireless sensor networks, and new ideas for clustering are announced in recent years. Thorough survey of energy efficient clustering algorithms for WSNs is presented in [9] . In this section, we review some of the most effective algorithms.
Low Energy Adaptive Clustering Hierarchy (LEACH) is a well known energy efficient clustering algorithm for WSNs [10] . LEACH randomly selects a few nodes as cluster heads and rotates this role to balance the energy dissipation of the sensor nodes in the networks. The cluster head nodes fuse and aggregate data arriving from nodes that belong to the respective cluster. And cluster heads send an aggregated data to the sink in order to reduce the amount of data and transmission of the duplicated data. The operation of LEACH is generally separated into two phases, the set-up phase and the steady-state phase. In the set-up phase, cluster heads are selected and clusters are organized. In the steady-state phase, the actual data collection is centralized to the sink and performed periodically. Once the clusters are constructed, the cluster heads broadcast TDMA schedules providing the order of transmission for members in the cluster. Each node transmits data to the cluster head within its exclusive time slot. When the last node in the schedule has transmitted its data, the cluster head will be randomly elected in the next round.
In PEGASIS (Power-Efficient Gathering in Sensor Information Systems), author tried to foster the past technique [11] . This new mechanism is a chain-based power efficient protocol based on LEACH. It assumes that each node must know location information about all other nodes at first. PEGASIS starts with the farthest node from the base station. The chain can be constructed easily by using a greedy algorithm. The chain leader aggregates data and forwards it to the base station. In order to balance the overhead involved in communication between the chain leader and the base station, each node in the chain takes turn to be the leader.
In HEED, author introduces a variable known as cluster radius which defines the transmission power to be used for intra-cluster broadcast [12] . The initial probability for each node to become a tentative cluster head depends on its residual energy, and final heads are selected according to the intra-cluster communication cost. HEED terminates within a constant number of iterations, and achieves fairly uniform distribution of cluster heads across the network. All these methods require re-clustering after a period of time because of cluster heads' higher workload.
The Base-Station Controlled Dynamic Clustering Protocol (BCDCP) by Muruganathan et al. [13] proposes a centralized clustering. The task of dividing the network into equally sized clusters. BS makes all the high energy consumption decisions like cluster head selection and route calculation etc, which is assumed to have enough computational power and resources. During the set up phase each node sends the value of its current remaining energy to the base station. The base station will determine the nodes that have more than average remaining energy.
Out of these nodes a specified number of nodes become CHs. The high burden of being CH is distributed by repeating this process.
Among the previous literatures, LEACH is the most popular distributed cluster-based routing protocol in WSN. Many energy efficient cluster based routing protocols have been proposed based on cluster head selection algorithm of LEACH. LEACH guarantees that the energy load is well distributed by dynamically created clusters, by electing cluster heads dynamically according to predetermined optimal probability variable. The rotation is performed by getting each node to choose a random number between 0 and 1. A node becomes a CH for the current rotation round if the number is less than the following threshold:
where p is desired percentage of cluster head nodes in the sensor network, r the is current round number, and G is the set of nodes that have not been cluster heads in the last 1/p rounds. As long as optimal energy consumption is concerned, it is not desirable to select a cluster head node randomly and construct clusters. However, repeating round can improve total energy dissipation and performance in the sensor network. LEACH has some shortcomings: Firstly, remaining energy of sensor nodes is not considered to construct clusters. The choice of probability for becoming a cluster head is based on the assumption that all nodes start with an equal amount of energy, and that all nodes have data to send during each frame. However, in real environment, usually non-uniform energy drainage exists due to different distances between sensor and sinks, and different transmission rate. If nodes begin with different amounts of energy or an event driven model is used, whereby nodes only send data when some event occurs in the environment, the nodes with more energy should be cluster heads more often than the nodes with less energy, in order to ensure that all nodes die at approximately at the same time. This can be achieved by setting the probability of becoming a cluster head as a function of a node's energy level relative to the aggregate energy remaining in the network, rather than purely as a function of the number of times the node has been cluster head. Our protocol uses dynamic CH selection algorithm based on higher residual energy.
Secondly, LEACH does not guarantee the number of cluster head nodes and their distribution because the cluster head nodes are selected stochastically by the value of probability. However, the different cluster numbers in WSNs will make the node numbers in every cluster different and uneven cluster numbers dissipate uneven energy in each round [14] . Therefore, we use fixed number of cluster based on total active nodes in a network. 
III. SENSOR NETWORKS MODEL

A. Network Model
In this paper we assume a sensor network model with following properties:
The sink locates at the center of sensor nodes and has enough memory and computing capability. Sink node is assumed to know all the node locations. All sensor nodes are immobile and have a limited energy. All nodes are equipped with power control capabilities to vary their transmitting power. Also we assume event-driven protocol architecture.
B. Radio Model
For the purpose of this study, we use the same condition in LEACH with the simple model for the radio hardware energy dissipation, as a shown Fig.1 . L is the number of bits per packet transmission and d is distance between the sender and the receiver. Electronics energy consumption is same for transmitting and receiving the data, is given by,
E elec is the energy dissipated per bit to run the transmitter or the receiver circuit. Transmission cost to transmit L-bit message between any two nodes over distance d is given by the following equation: 
Thus, to transmit L-bit message within d distance, a node expends:
To receive L-bit message within d distance, a node expends:
C. Optimal Fixed Number of Cluster
Suppose that there are N sensor nodes randomly deployed into an M x M region. In the k clusters WSN, the squared distance from the nodes to the cluster head is given by [10] :
If assumed that M=100 and the base station locates centre of sensing area, then maximum distance of any nodes from the base station is approximately 70m. Thus, from (4), every time d toBS and d toCH are less than d o . Hence, the energy consumption for each cluster head, E CH , and energy consumption for non cluster head, E nonCH , using (5) and (6) can be obtained by:
respectively, and E DA represents the processing (data aggregation) cost of a bit per signal and L is length of data message. Also we assumed that clusters are equally sized, thus there are average N/k nodes per clusters and (N/k) -1 non cluster head nodes. The energy dissipated in a cluster per round, E cluster , is expressed by:
Therefore, the total energy dissipated in the network per round, E rnd , is expressed by:
By (7) and (11), we can find the optimal cluster number k given by [14] :
IV. PROTOCOL ARCHITECTURE AEEC involves three main steps; the initial phase, the clustering phase and the data transmission phase. The initial phase is performed only once at the beginning of network operation. Similar with LEACH, the operation of AEEC is divided into round, where each round consists of the clustering phase and the data transmission phase. Each round begins with clustering phase when the clusters are organized, followed by a data transmission phase when data are transferred from the nodes to cluster head and on to the base station (BS). In the following sub-sections we discuss each of these phases in details.
A. Initial Phase
The sink selects most separated k optimal number of elector nodes using (12) , then the sink broadcasts an elector advertisement message (ELEC_ADV) in initial phase, as shown in Fig.2 .
B. Clustering Phase
The clustering phase is similar with LEACH protocol, involves cluster head selection part and cluster construction part. But the difference with our proposed scheme is that the elector node decides cluster head nodes based on the amount of remaining energy of each sensor node within their area.
B.1 Cluster Head Selection
In this part, elector nodes take responsibility for collecting nearest sensors' energy information and selecting cluster head. When normal node knows that it has become elector node, it broadcasts energy request message (ENER_REQ) with its own energy level information to its surrounding nodes, as shown in Fig.2 . The normal node first compares its own energy level with received energy level of elector nodes. If normal node's energy level is greater than elector node, it sends energy reply (ENER_REP) message; otherwise it waits for cluster head advertisement (CH_ADV) message, as shown in Fig.3 . Elector node selects cluster head with maximum residual energy and next elector node with second maximum residual energy. Elector node becomes available to become cluster head if its energy is greater than others.
B.2 Cluster Construction
After cluster head is selected by elector node, the cluster head node broadcasts a cluster head advertisement message (CH_ADV) containing cluster head ID. Non-cluster head sensor nodes then select the most relevant cluster head node according to the signal strength of the advertisement message from the cluster head nodes. Each member node transmits a join request message (JOIN_REQ), as shown in Fig.4 .
Our protocol has some overhead of control message exchanges. To ensure minimizing energy consumption of broadcast messages, we use optimal transmission radius, minimum message length and minimum number of control messages. Elector nodes take responsibility of collecting nearest sensors' energy information, so that transmission range is minimized. Also control message size is small containing a header that distinguishes this message type. Some nodes which have energy greater than energy level of elector node ensure minimization of ENER_REP message transmission. Control messages use a non persistent CSMA MAC protocol to avoid collision. Control message format as shown in Table I . 
C. Data Ttransmission Phase
In data transmission phase, the cluster head nodes act as local control centers to coordinate data transmission in their cluster, as shown in Fig.4 .
Once the selected cluster head node receives the JOIN_REQ message from member nodes, the cluster head set up a TDMA schedule according to their active member nodes. Active sensor nodes exchange their matching data without collision. Inactive nodes go to sleep mode until next round. When cluster heads have aggregated data from their active nodes, they send it to BS directly, because we assume all the nodes are equipped with power control capabilities to vary their transmitting power.
Once the data transmission phase ends, network reforms the cluster head selection procedure in a new round, as shown in Fig.5 . For distributed energy dissipation next elector nodes will become elector nodes since the elector nodes dissipate little more energy than normal nodes. Here, we assumed no emergency information occurs in this application. 
V. PERFORMANCE ANALYSIS
A. Energy Comsumption and Simulation Parameters
In this simulation, energy is decreased whenever a node transmits or receives data and whenever it performs data aggregation. We don't decrease energy during carriersense operations. For simplicity, we assume that the maximum distance of any node to the cluster head is From (9), we calculated energy dissipation in active normal node during a round is given by the following formula:
According to (5) and (8), the energy used in each cluster head node is equal to:
where N active is the number of active member nodes in the cluster, E DA is the processing (data aggregation) cost of a bit per signal and L data is length of data message. We do not assume any static energy dissipation, but we calculated energy dissipation of some control messages containing energy level. The energy consumed in each elector node is equal to:
where L broad is constant and small size of control message and N res is the number of response nodes whose energy level is greater than energy level of elector node. Table II shows simulation parameters.
B. Simulation Result and Analysis
In the simulation, we have considered both continuous delivery model and event-driven model. First, we compared the performance of our AEEC algorithm and with LEACH protocol in under the continuous delivery model in the environment that all nodes have data to the sink (P inact =0%). Second, we compared the performance of event-AEEC algorithm with event-LEACH protocol under the event-driven network when some of the nodes are in inactive state in each round, which means all the nodes do not always have data to the sink (P inact =30% and P inact =50%). By sending event packets only when they match a criterion, it reduces the amount of network traffic, causing less waste of energy and extending the life time of sensors network. We simulated both cases for the equal initial energy (0.2J) and the different initial energy (0.1-0.3J) in each node. In each case, the size area was considered with small (100x100) and large (500x500) situation. Our performance criteria are total residual energy per round in the network and total network lifetime. Network lifetime is the number of round from the start of operation until the death of the last alive node. Sensor network lifetime depends on the number of living nodes and connectivity of the network, so energy must be used efficiently in order to maximize the network lifetime. The network connectivity which depends on the time of the first node failure is a meaningful measurement in the sense that a single node failure can make the network partitioned and further services be interrupted. When a sensor node is depleted of energy, it will die and be disconnected from the network which may impact the performance of the application significantly.
In continuous delivery model, when the nodes start with different initial energy and the total number of nodes in a network is 300 and 100, the number of living nodes per round is shown in Fig.6 and Fig.7 respectively. Fig.6 shows that the total network lifetime of our algorithm is longer than that of LEACH. During most of the network lifetime, our algorithm AEEC runs with much more living nodes than LEACH. Fig.7 is the case for the number of nodes in a network of 300. The result is similar with Fig.6 . In case of our algorithm, even there are few nodes at the final stage of network lifetime, it shows longer connectivity. In case of LEACH protocol, the round first dead node appears is very fast and linearly decreases until last round. A problem with LEACH is that loss of connectivity of nodes in the path between source and destination may lead to a partitioning of the network. AEEC shows the round of first dead node and network lifetime is almost same regardless with the increase of network size. Fig.8 shows the number of nodes alive per round in case of initial energy being same and total numbers of nodes are 100 in continuous delivery network. Figure  shows if initial energy is same in all sensors, performance of AEEC and LEACH are similar, because LEACH protocol purposed for sensor nodes usage same in the network. However round of first dead node is longer than LEACH. Simulation shows our algorithm can balance the energy consumption of the entire network compared to LEACH protocol. Also it shows network lifetime longer when initial energy different in all sensors than network lifetime when initial energy same in all sensors.
In Fig.9 , we see the number of data packets received from cluster heads at the BS during the lifetime of the continuous delivery network. From Fig 9, our purposed algorithm has better performance of data transmission. Fig.10 shows the number of nodes alive per round starting with different initial energy. The total number of nodes is 100 and the model is event-driven network. We compared the performance of event-AEEC with event-LEACH in the case of P inact =30% and P inact =50%. The result shows that our protocol, event-AEEC has superiorly better performance than event-LEACH in terms of network lifetime and energy balancing. Fig.11 shows the total residual energy per round in the same condition. The scheme with a low energy consumption value is better balanced and has a longer network lifetime. Figure 7 Number of living nodes in each round with different initial energy is used in a small area network Figure 8 Number of living nodes in each round with same initial energy is used in a small area network Figure 9 Number of packet received at the BS when different initial energy is used and total number of nodes is 100
Finally, we simulated the performance changes of two algorithms as the size of sensing field increases. Fig.12 shows the total number of living nodes per round with 300 sensor nodes uniformly dispersed in a 500x500 square area. Simulations are done under the continuous delivery model and event driven model. The simulation result shows, that the network lifetime decrease rapidly and the period that the first dead node appears is earlier than those of previous cases. The phenomenon is caused by the fact that the cluster heads waste the considerable amount of energy for transmitting their data to the far away base station. 
CONCLUSION
WSNs are increasingly being used for event-driven communications ranging from health care, transportation, manufacturing, and much more. In these kinds of applications, the energy usage is different on all sensors. In this paper, we proposed an "Adaptive and Energy Efficient Clustering Algorithm for Event-Driven Application in Wireless Sensor Networks" (AEEC), to extend the lifetime of a sensor network by balancing energy usage of the nodes.
Our algorithm ensures that if nodes have different amounts of energy, then the nodes with more energy should be cluster heads more often than the nodes with less energy. We showed that in many cases our algorithm is more energy efficient than LEACH. The results show that the proposed algorithms can maintain a balanced energy consumption distribution among nodes in a sensor network and thus prolong the network lifetime. However, the proposed algorithm was evaluated only in a small area networks. In the future, work we will study how the AEEC protocol can be implemented in the large area network using multihop transmission.
