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ABSTRACT
Electrical impedance tomography (EIT) has been success-
fully applied to several important application domains such
as medicine, geophysics and industrial imaging. EIT offers a
high temporal resolution, which allows to track the location of
a moving target on a conductive surface accurately. Existing
EIT methods are geared towards high image quality instead
of smooth target trajectories, which makes them suboptimal
for target tracking. We combine EIT methods with hidden
Markov models for tracking moving targets on a conductive
surface. Numerical experiments indicate that the proposed
method outperforms existing EIT methods in target tracking
accuracy.
Index Terms— Electrical impedance tomography, hidden
Markov models, sensing surface
1. INTRODUCTION
Electrical impedance tomography (EIT) is a non-intrusive
method for 2- or 3-dimensional imaging of a conductive
body. Electrodes that are connected to the body are used to
inject electrical currents and measure the resulting voltages.
This procedure is repeated for a set of specified current pat-
terns. The resulting set of voltage measurements is used to
create an image of the conductivity distribution of the body
by solving the corresponding inverse problem.
EIT has been used in medical, industrial and geophysical
applications for bodies that are static or only slowly varying.
EIT’s high temporal resolution makes it potential for sensing
surface applications [1], [2]. In this paper, we apply EIT to
tracking the location of a moving target on a 2-dimensional
conductive surface. The requirements of target tracking differ
from those of static imaging applications that aim at preser-
vation of details, edges and shapes in the image. When track-
ing a target on a surface, the location of the target and accu-
rate tracking of its movement are important. Therefore, tra-
ditional EIT algorithms are suboptimal for this application as
indicated by our simulation results in Section 4.
Detection of the location of a single small-sized target in
EIT has been studied in [3]. However, there the targets are
static and temporal information is not utilized. Temporal EIT
methods have been compared in [4]. Reconstructing the im-
age for each time instance independently tends to result non-
smooth trajectories for moving targets. Improved temporal
EIT image reconstruction methods have been proposed: [5]
proposes the use of Kalman filters, [6] uses extended Kalman
filters, and [4] uses the measurement data from several time
instances to reconstruct the image for one instance of time.
All these methods operate with EIT voltage measurements,
where utilization of detailed target movement information is
difficult.
Our approach combines the EIT inverse problem with a
model of the target movement (trajectory). The trajectory
of a moving target is smooth and the speed is limited (the
precise limit depending on the application). The proposed
method models the moving target with hidden Markov model
(HMM) and finds the most likely trajectory with Viterbi al-
gorithm. Kalman filter methods ([6], [5]) are also based on
HMMs, but there HMM is used to model the conductivity,
and the location of the target is found with postprocessing. In
our method, the state of HMM is an index of the mesh di-
rectly indicating the location of the target. We compare the
performance of our algorithm with state-of-the-art EIT tem-
poral image reconstruction algorithms on synthetic data. Our
method outperforms traditional EIT reconstruction methods
in target tracking accuracy.
The remaining part of this paper is organized as follows.
In Section 2, we describe EIT measurement setup. In Section
3, we formulate the temporal EIT image reconstruction prob-
lem and the compared methods. The numerical experiments
are discussed in Section 4. Section 5 presents a conclusion
and discusses follow-up research directions.
Notation: Boldface lowercase (uppercase) letters denote
vectors (matrices). The transpose of a matrix X is denoted
by XT . Gradient is denoted by ∇. We denote the probability
of event x by P (x) and the probability density function of
random variable X by pX . For a vector x ∈ Rn, x+ =
[max(x1, 0) . . .max(xn, 0)]
T . We also need the diagonal of
a matrix:
diag : Rn×n → Rn×n,diag(X) =
X1,1 . . .
Xn,n
 .
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2. EIT SETUP
Fig. 1: EIT principle: electrical current patterns are applied to
electrodes attached to the boundary ∂Ω and voltages are mea-
sured using the same electrodes. Voltages are obtained as po-
tential differences between two electrodes. Currents and volt-
ages allow to deduce changes to the conductivity, σ, caused
by the target moving on the conducting surface Ω.
A conductive surface Ω with inhomogeneous and time-
varying conductivity σ is probed with L electrodes at posi-
tions e1 . . . eL. Electrical currents, I(l), are imposed to the
electrodes and the resulting voltages, U (l), are measured us-
ing the same electrodes as illustrated in Fig. 1. Potential
distribution in Ω is denoted as u. Voltages and currents are
coupled as [7],
∇ · (σ∇u) = 0, x ∈ Ω (1)
u+ zlσ
∂u
∂ν
= U (l), x ∈ el, l = 1, 2, ..., L (2)∫
el
σ
∂u
∂ν
dS = I(l), x ∈ el, l = 1, 2, ..., L (3)
Here, (1) indicates that there are no current sources or
sinks inside of Ω. (2) tells that the measured voltage on the
electrode is a sum of two terms: voltage on the boundary of
the surface and voltage due to the contact impedance between
lth electrode and the surface, zl; here ν is outward unit nor-
mal on the boundary. (3) defines the dependency between
the currents on the electrodes and the current density on the
boundary of the surface.
We consider an EIT system with L electrodes on the
boundary of a 2D unit circle. Using the electrodes, L drive
current patterns are applied. Voltage differences between
adjacent electrodes are measured excluding the electrodes
where currents are applied, and nV = L − 4. The voltage
measurements from L patterns are collected into a vector
v ∈ RnM , where nM = nV L. We consider difference EIT
where voltages and conductivities are treated as differences
against those measured with an empty sensing surface. Data
points are then y = v − v0, where the reference voltage
measurements, v0, are measured from an empty sensing sur-
face with conductivity σ0. We assume that v0 is noise free
as it can be averaged from multiple measurements when the
surface is known to be empty. We denote the difference data
collected at time t with y(t).
Fig. 2: Finite element meshes used in forward and inverse
problems.
The EIT inverse problem is
arg min
σ
‖v − u(e1, . . . , eL,σ)‖22 (4)
where u(e1, . . . , eL,σ) ∈ RnM is the concatenation of
solutions to the governing partial differential equation (PDE)
at the electrode locations for each current pattern. The prob-
lem is typically made tractable by modeling the surface as a
finite element mesh with nN triangular elements. Conductiv-
ity distribution is expected to be constant within each element;
these values are the elements of vector σ ∈ RnN . Fig. 2 illus-
trates possible meshes for the finite element method (FEM).
The PDE can then be linearized at an estimated reference con-
ductivity σ0:
u(e1, . . . , enV ,σ) = u0 + J(σ − σ0). (5)
Here J is the Jacobian where Jij = ∂ui∂σj .
We denote the differential conductivityσ−σ0 at time t by
x(t), where each element xi(t) corresponds to conductivity
difference value at one triangular element of the inverse mesh.
Inserting (5) into (4),
arg min
x
‖y − Jx‖22. (6)
This system is typically underdetermined (nN > nM )
and regularization is required. A standard choice is L2 regu-
larization:
arg min
x
‖y − Jx‖22 + λ‖Rx‖22 (7)
where λ is a hyperparameter and R is a regularization ma-
trix containing some prior information about x. If all the el-
ements of x are assumed to be independent and have equal
expected value, R is the identity matrix I. In EIT, such solu-
tions tend to push reconstructed noise to the boundary as the
measured data are much more sensitive to boundary elements
[4]. R can be scaled with the sensitivity of each element, so
that R = (diag(JTJ))p for some exponent p ∈ [0, 1]. For
p = 1, this is the NOSER prior [8]. As in [4], in this paper
we use p = 0.5 as a heuristic compromise between pushing
noise to the boundary p = 0 and center p = 1.
The problem now reads
xˆ = arg min
x
‖y − Jx‖22 + λ‖diag(JTJ))0.5x‖22 (8)
and the solution can be obtained as
xˆ = (JTJ + λ diag(JTJ)0.5)−1JTy (9)
= Hy. (10)
3. METHODS
In this paper we compare three target tracking methods:
• Nontemporal method solving EIT image reconstruction
problem independently for each time using (10)
• The method based on Kalman filter [5]
• Our novel method based on HMM of the moving target
For simplicity, we only consider targets that have a higher
conductivity than the surface itself.
3.1. Kalman filter
Applying (5) to Kalman filter [9], we get
x(t+ 1) = Ax(t) + nx(t) (11)
y(t) = Jx(t) + ny(t) (12)
where A ∈ Rn×n is the state transition matrix. nx(t) ∼
N (0,Σx) and ny(t) ∼ N (0,Σy) are noise in the state tran-
sition and observation models, respectively. We can assume
that Σx = I without loss of generality [10]. In addition, we
can assume that the measurement noise is uncorrelated, so
Σyis diagonal. For simplicity, we assume Σy = I.
The choice of A is typically the identity matrix. However,
this choice may not be suited for tracking moving targets as
it assumes that the targets are stationary in time. To make the
model more suitable for tracking movement, let S ∈ Rn×n be
the adjacency matrix of the mesh elements such that Si,j = 1
if elements i, j share an edge or a node and 0 otherwise. Let
D ∈ Rn×n be the diagonal degree matrix such that Di,i =
Σnk=1Sk,i. Then the transition matrix is given by
P = (D + I)−1(S + I). (13)
Informally, this transition matrix assumes that the state
spreads out over time, since the probabilities of the target
staying in the same location and moving to one of its neigh-
bors are the same. We assume that the movement of the target
is slow in comparison to the EIT sampling rate, justifying the
use of this transition matrix.
3.2. Hidden Markov model for EIT
Let M denote the number of elements in the inverse solution
mesh. The HMM consists of two random variables Q(t) ∈
[M ] (state), Z(t) ∈ RL2−4L (observation). In our context,
Q(t) corresponds to the location of the target at time t and
Z(t) is the voltage measurement at time t, y(t). We can solve
the most likely sequence of states with the Viterbi algorithm
[11]. For T measurements, the parameters of the HMM re-
quired for the Viterbi algorithm consist of a transition matrix
P ∈ RM×M and emission matrix E ∈ RM×T with Pi,j =
P (Q(t+ 1) = i|Q(t) = j) and Ei,j = P (Z(j)|Q(j) = i).
The transition matrix is same as used for the Kalman filter
and given by (13). For the emission probabilities, we need to
compute P (z|q) for all states q and voltage measurements z.
Using Bayes’ theorem:
P (z|q) = P (q|z)P (z)
P (q)
. (14)
Here, P (q)is the probability of state q in the stationary
distribution of P. For P (q|z), we argue that the solution to
the inverse problem can be interpreted as a probability distri-
bution for the position of the target knowing that the target
spans a single element in the mesh. To complete the interpre-
tation, the solution needs to be normalized:
x˜ = xˆ+/‖xˆ+‖1 (15)
where xˆ is the solution of equation (10).
The quantity P (z) is the probability of voltage measure-
ment z and it cannot be computed as the voltage measure-
ments come from a continuous distribution. However, the
value of the probability density function (PDF) of the distri-
bution at z gives a relative measure of probability. We mod-
elled the PDF as a Gaussian mixture model learned from the
data. Let pZ denote the estimated PDF of Z, pi the stationary
distribution of P, and x˜ as in (15). Then
P (z|q) = x˜qpZ(z)
piq
(16)
and
Ei,j =
((Hy(j))+)ipZ(vj)
‖(Hy(j))+‖1pii . (17)
With the above formulations, we can compute the most
likely sequence of states with the Viterbi algorithm. The prior
state probability distribution used is the stationary distribution
if no prior information is available. When applying the algo-
rithm for real-time tracking, the prior state can be obtained
from the last state of the previous sequence.
4. NUMERICAL EXPERIMENTS
We compared the performance of the three methods for track-
ing a single small target. The simulations were conducted
using pyEIT [12]. The forward and inverse meshes consisted
of 287 and 152 triangular elements respectively, shown in Fig.
2. 16 electrodes were placed equispaced on the boundary of
the surface. We used opposite current pattern with a total of
16 independent current patterns of 12 voltage measurements
each. The target was modelled as spanning a single mesh el-
ement and randomly moving to an adjacent element at each
time step. The baseline conductivity was set at 1 S/m and the
conductivity of the target at 1000 S/m.
The position of the target was initialized randomly and
randomly moved to an adjacent element of the previous lo-
cation at each time step. The forward problem was solved
independently for each frame. The number of frames used
was 500, as it was a sufficient number for the information
about the initial position of the target to mostly disappear
(|λ2|500 ≤ 0.01, where λ2 is the eigenvalue of P with the sec-
ond largest absolute value). Zero-mean Gaussian noise was
added to the forward voltage measurements. Five different
signal-to-noise ratios were used: 100 dB, 80 dB, 60 dB, 40
dB, and 20 dB. A reference voltage (result of forward com-
putation with no target) was subtracted from the noisy mea-
surement voltages (note that the actual signal-to-noise ratio
is therefore lower) to obtain the difference voltage measure-
ments which were used in the reconstructions. The experi-
ment was repeated 100 times for each noise level.
The performance of each algorithm was evaluated mea-
suring the mean absolute error between the true target center
and the predicted target center for each setup, averaged over
both time and samples. This metric is also used in [13]. For
the hidden Markov model, the predicted center at time t is
the center of the element where the target is at time t in the
Viterbi path. For the nontemporal and Kalman filter methods,
the target was assumed to be located in the element with the
highest predicted conductivity for each frame.
The results of the experiment are shown in Fig. 3. It can
be seen that our method (HMM) outperforms a simple recon-
struction (JAC) and a Kalman filter approach (KF) at all noise
levels. In addition, the relative performance of the HMM is
consistent across all noise levels. In contrast, simple recon-
struction fails at high noise levels and the Kalman filter per-
forms poorly at low noise levels as shown in Fig. 4.
(a) SNR 100 dB (b) SNR 80 dB
(c) SNR 60 dB (d) SNR 40 dB
(e) SNR 20 dB
Fig. 3: Absolute errors of predicted target centers for different
algorithms and noise levels. Note the different y-axes on the
graphs.
Fig. 4: Noise level versus mean absolute error.
5. CONCLUSION
In this paper, we developed a method for tracking a mov-
ing target from electrical impedance tomography data. Our
method outperforms existing methods for temporal EIT.
Future research includes tracking of multiple targets, anal-
ysis of the lower limit of the EIT sampling rate that preserves
the efficiency of the method, and possible extensions to cases
where the assumption about a relatively high sampling rate is
violated.
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