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Cohomogeneity-one G2-Laplacian flow on 7-torus
Hongnian Huang, Yuanqi Wang, Chengjian Yao
Abstract
We prove the hypersymplectic flow of simple type on standard torus T4 exists for all time and
converges to the standard hyperKa¨hler structure module diffeomorphisms. This result in par-
ticular gives the first example of cohomogeneity-one G2-Laplacian flow on compact 7-manifold
which exists for all time and converges to a torsion-free G2 structure module diffeomorphisms.
Contents
1 Introduction 1
2 Hypersymplectic flow of simple type on 4-torus 3
2.1 Evolution equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Short time existence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3 Long time existence and convergence 12
3.1 A priori estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.1.1 geometries all quasi-isometric . . . . . . . . . . . . . . . . . . . . . . . . 12
3.1.2 scalar curvature increasing . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2 Long time existence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3 Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1 Introduction
Let ω = (ω1, ω2, ω3) be a triple of 2-forms on a differential 4-manifold X
4, it is called a definite
triple if there exists a nowhere vanishing 4-form µ on X such that the matrix (
ωi∧ωj
2µ
) is positive
definite everywhere on M . If moreover ω is closed, it is called a hypersymplectic structure.
Donaldson raised an open question in [D1]: does X4 admit a hyperKa¨hler structure if there
is a hypersymplectic structure on X? The speculated answer for compact X is “YES”, and
Donaldson described a general constraint PDE of elliptic type to attack it. In [FY], a geometric
flow is introduced to deform each symplectic forms in its cohomology class simultaneously and
the stationary solution of the flow is a hyperKa¨hler triple. A significant fact is that this flow is
the “gradient flow” of some “volume functional”, which is bounded from above by topological
data and whose critical point is exactly the hyperKa¨hler structure in the same cohomology
class (see [FY]). Let us recall the definition of this flow.
Each hypersymplectic structure ω on X canonically determines a conformal structure Cω
on it, where
Λ+
Cω
= Span{ω1, ω2, ω3}
1
There is a corresponding Riemannian metric g ∈ Cω which is determined by the following
formula:
g(u, v)dvolg =
1
6
ǫijkιuωi ∧ ιvωj ∧ ωk, ∀u, v ∈ TX (1.1)
Let µ = dvolg be the volume form for this corresponding metric g. Write
Q =
(
Qij
)
=
(ωi ∧ ωj
2µ
)
=
(1
2
〈ωi, ωj〉
)
(1.2)
for the matrix of inner products of ωi’s, then it follows easily that detQ = 1.
If Q is a constant matrix on some open set, then g is hyperKa¨hler on this open set, and ω
is the corresponding triple of 2-forms of this corresponding hyperKa¨hler structure. We define
three endomorphisms of Λ1 by the formula:
Ei : Λ
1 → Λ1
α 7→ − ∗ (α ∧ ωi)
and then define three torsion 1-forms
τi = −
3∑
j=1
Ej(dQQ
−1)ij , i = 1, 2, 3 (1.3)
The hypersymplectic flow is the following system of PDE:
∂tωi = dτi, i = 1, 2, 3 (1.4)
This flow is intimately linked with G2-Laplacian flow , which was introduced by Bryant [B]
and Hitchin [H] to study the existence of Riemannian metrics with holonomy group contained
in G2 on 7-manifold. On M
7 = X4 × T3 whose angular coordinates on T3 are denoted by
t1, t2, t3 ∈ [0, 2π), the 3-form
φ = dt1 ∧ dt2 ∧ dt3 − dt1 ∧ ω1 − dt2 ∧ ω2 − dt3 ∧ ω3 (1.5)
defines a closed G2 structure if and only if ω is a hypersymplectic structure. The 2-form
τ =
3∑
i=1
dti ∧ τi (1.6)
is the intrinsic torsion form of φ. Since ∆φφ = dτ , the solution to the hypersymplectic flow on
X gives a solution to
∂tφ = ∆φφ (1.7)
i.e. the G2-Laplacian flow on M . There are several important progresses regarding the G2-
Laplacian flow: the short time existence was proved by [BX], a Shi-type estimate and compact-
ness result werer proved by [LW1], the dynamical stability was proved in [LW2]. The problem
of long time existence sees lots of advancement: the case of left-invariant closed G2 structure
on nilpotent Lie groups was obtained by [FFM]; the case of homogeneous G2-Laplacian flow on
solvable Lie groups with a codimension-one Abelian normal subgroup was obtained by [L1], and
there are lots of studies on the corresponding homogeneous Laplacian solitons in [FFM, L2, N].
In general, assuming |∆φφ|φ uniformly bounded, the long time existence of G2-Laplacian flow
was obtained by [LW1]. For hypersymplectic flow on compact 4-manifold, the long time exis-
tence assuming bounded torsion was obtained in [FY]. There is also an interesting reduction of
2
warped G2-Laplacian flow on Y
6×S1 to a coupled flow of the SU(3)-structure and the warped
function on Y 6 in [FR].
The main result of this short article is long time existence (Theorem 3.5) and convergence
(Theorem 3.6) result for hypersymplectic flow for hypersymplectic structures of simple type
(defined in next section) on 4-torus T4. The local boundary value problem for general hy-
persymplectic structures and torsion free hypersymplectic structures with S1 symmetry was
recently investigated in Donaldson [D2] by a generalized Gibbons-Hawking construction. Dif-
ferent from the homogeneous situations in [FFM] and [L1, L2, N], the structures considered
in this paper are of cohomogeneity-one. To the best of our knowledge, this result provides
the first source of cohomogeneity-one G2-Laplacian flow on compact 7-manifold which exists
globally and converges under no assumption. It will be interesting to study the G2-Laplacian
flow with more general symmetries, hoping to obtain long time existence and convergence !
The outline of the article is as the following. In section 2, we introduce the hypersymplectic
structure of simple type on T4 and write out its evolution equation as a system of three scalar
functions assuming all the structures during the flow keep the simple type. However, since
it is not a priori clear if the flow keeps the simple type, we have to prove the short time
existence of such flow instead of alluding to the existing one in [BX]. Unfortunately, the
system is degenerated parabolic and there is no general theory about the existence of solution.
Instead of solving this, we transform it to an equivalent system (2.17). By integrating the third
equation and implementing to the first two, we get a differential-integral parabolic system of
two functions, for which we could use kind of standard techniques in PDE to prove the short
time existence of the solution in section 2.2. In section 3.1.1, by using maximum principle
we show the C0 bound of the solution, which geometrically means that all the metrics along
the flow are quasi-isometric to the standard flat one. In section 3.1.2, we derive an important
evolution inequality about the scalar curvature, which gives us the decaying behavior of the
scalar curvature. Then, by a blow up argument, we show the long time existence (the argument
here is independent of the general one in [FY] and is much simpler) in section 3.2. In section
3.3, we use all the bounds obtained in the previous sections to show that the pulling back of
the hypesymplectic flow by a family of diffeomorphisms (determined by the flow) converges to
the standard hyperKa¨hler structure.
2 Hypersymplectic flow of simple type on 4-torus
Let x0, x1, x2, x3 be the standard coordinates on the standard T
4 = S1 × T3, let ω0 =
(ω01, ω
0
2 , ω
0
3) where
ω01 = dx0 ∧ dx1 + dx2 ∧ dx3
ω02 = dx0 ∧ dx2 + dx3 ∧ dx1
ω03 = dx0 ∧ dx3 + dx1 ∧ dx2
(2.1)
are the triple of symplectic forms inducing the standard hyperKa¨hler structure on it. The
corresponding complex structures are written as I1, I2, I3.
Let T3 act on the factor T3 ⊂ T4 canonically, then every T3-invariant two form on T4 could
be written as
Ω = A1dx0 ∧ dx1 + A2dx0 ∧ dx2 + A3dx0 ∧ dx3 +B1dx2 ∧ dx3 +B2dx3 ∧ dx1 +B3dx1 ∧ dx2
3
for some smooth functions A1, A2, A3, B1, B2, B3 only depending on S
1 factor of T4. If we
assume dΩ = 0, then the components B1, B2 and B3 must be constant functions.
One simple case of the hypersymplectic structures arises when we assume
ωi = ω
0
i − dIidφi
for three real valued functions φ1, φ2, φ3. If further we assume each φi only depends on the
variable x0, ω is called hypersymplectic structures of simple type. This type has nice formula:
ω1 = (1 + φ
′′
1 )dx0 ∧ dx1 + dx2 ∧ dx3
ω2 = (1 + φ
′′
2 )dx0 ∧ dx2 + dx3 ∧ dx1
ω3 = (1 + φ
′′
3 )dx0 ∧ dx3 + dx1 ∧ dx2
(2.2)
The condition of definiteness for the hypersymplectic structure is that 1 + φ′′i > 0, i = 1, 2, 3.
Write for i = 1, 2, 3,
Ai = 1 + φ
′′
i , V = (A1A2A3)
1
3 , fi =
Ai
V
(2.3)
then the corresponding metric g of this hypersymplectic (the one defined by Equation (1.1)) is
given as:
g = V 2dx20 + f1dx
2
1 + f2dx
2
2 + f3dx
2
3 (2.4)
and the volume form is
µ = (A1A2A3)
1
3 dx0123 (2.5)
It is a multiply warped product. The matrix of inner-product Q = (Qij) is given as
(Qij) =
1
(A1A2A3)
1
3

 A1 0 00 A2 0
0 0 A3

 =

 f1 0 00 f2 0
0 0 f3


The crucial identity
f1f2f3 ≡ 1 (2.6)
will be used frequently in later context.
By calculating the Hodge star operator of g, we can get the three torsion 1-forms from
Equation (1.3):
τi = (log
Ai
V
)′
Ai
V 2
dxi (2.7)
for i = 1, 2, 3, where “ ′ ” denotes the derivative with respect to x0. Let
ωi(0) = ω
0
i − dIidφi(0)
be a smooth hypersymplectic structure of simple type on T4. The hypersymplectic flow (Equa-
tion (1.4)) with initial data ω(0) = (ω1(0), ω2(0), ω3(0)) ,
{
∂tωi = dτi, i = 1, 2, 3
ω|t=0 = ω(0). (2.8)
is then reduced to a system of PDE:
∂tAi =
(
(log
Ai
V
)′
Ai
V 2
)′
, i = 1, 2, 3 (2.9)
about the three unknown functions Ai : S
1×R+ → R+, i = 1, 2, 3, whose intitial data satisfies
the normalization condition
∫
S1
Ai(θ, 0)dθ = 2π, where S
1 = R/2πZ.
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Remark 2.1. We would like to fit our discussion with Donaldson’s formulation of S1-invariant
hypersymplectic structures [D2]. If (T4, ω) has a S1 symmetry, generated by the vector field
∂t, i.e. L∂tω1 = L∂tω2 = L∂tω3 = 0, then
ωi = α ∧ dyi + 1
2
σijǫjkldy
k ∧ dyl
where yi is the (local-) Hamiltonian function with respect to ωi, (σ
ij) is a symmetric matrix
of the functions y1, y2, y3 such that
σij ,ij =
3∑
i,j=1
∂2σij
∂yi∂yj
= 0
and α = dt + a1dy
1 + a2dy
2 + a3dy
3 is a connection 1-form of the principal S1 bundle S1 →֒
T
4 −→ T3 whose curvature is
F = dα = σil ,lǫljkdy
j ∧ dyk.
The Riemannian metric corresponding to ω is
g = (detσ)−
1
3α2 + (detσ)
2
3 σijdy
i ⊗ dyj
and the volume form
µ = (detσ)
1
3 α ∧ dy123
In our situation (2.2), we take ∂t = ∂1 to be the S
1 action on the first circle factor of
T
3 ⊂ T4 = S1 × T3, then
ι∂tω1 = −A1(x0)dx0 = dy1; ι∂tω2 = −dx3 = dy2; ι∂tω3 = dx2 = dy3
It is not difficult to figure out α = dx1, and the corresponding matrix (σ
ij) is
 1 A2
A1
A3
A1


Writing V = (A1A2A3)
1
3 and fi =
Ai
V
, then the metric is
g =(detσ)−
1
3α2 + (detσ)
2
3 σijdy
i ⊗ dyj = V 2dx20 + f1dx21 + f2dx22 + f3dx23
with volume form
µ =(detσ)
1
3α ∧ dy123 = (A2A3
A21
)
1
3 dx0 ∧ (−A1dx0) ∧ (−dx3) ∧ dx2 = (A1A2A3) 13 dx0123
2.1 Evolution equations
The PDEs (2.9) for Ai’s could be expanded as
∂tAi =
V A′′i − V ′′Ai
V 3
− 3A
′
iV
′
V 3
+
3AiV
′2
V 4
=
1
3(A1A2A3)
2
3
(
2A′′i −
∑
j 6=i
Ai
Aj
A′′j
)
+
1
3(A1A2A3)
2
3
(
Ai
3∑
j=1
A′2j
A2j
+
( 3∑
j=1
A′j
Aj
)2 − 2A′i 3∑
j=1
A′j
Aj
)
(2.10)
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for i = 1, 2, 3. The principal symbol of the differential operator of the above PDE system is
1
3(A1A2A3)
2
3

 2 −
A1
A2
−A1
A3
−A2
A1
2 −A2
A3
−A3
A1
−A3
A2
2

 (2.11)
Therefore, the system is quasi-linear parabolic equations of degenerate type. This could easily
be seen by the fact that the evolution for
∑3
i=1
1
Ai
∂tAi = ∂t log V does not involve second
derivatives in the spatial direction (see equation (2.13)).
An important quantity1 is
T = Tr
(
Q−1〈τ, τ 〉
)
= V −2
3∑
i=1
(
(log fi)
′
)2
(2.12)
The evolution equation for V is rather simple:
Lemma 2.2.
∂tV =
1
3
T V (2.13)
Proof. Since V = (A1A2A3)
1
3 , we have
3∑
i=1
A′i
Ai
= 3
V ′
V
,
3∑
i=1
A′′i
Ai
= 3(
V ′
V
)′ +
3∑
i=1
A′2i
A2i
and therefore,
3∂t log V =
3∑
i=1
∂t logAi =
3∑
i=1
1
Ai
(
(
A′i
Ai
− V
′
V
)
Ai
V 2
)′
=
3∑
i=1
( 1
V 2
A′′i
Ai
− 3 V
′
V 3
A′i
Ai
− ( V
′
V 3
)′
)
=
3
V 2
(
V ′
V
)′ +
1
V 2
3∑
i=1
A′2i
A2i
− 9V
′2
V 4
− 3( V
′
V 3
)′
=
1
V 2
3∑
i=1
A′2i
A2i
− 3V
′2
V 4
=
1
V 2
3∑
i=1
(
(log fi)
′
)2
(2.14)
where in the last line we use the equality
2∑
i=1
(
(log fi)
′
)2
=
3∑
i=1
(A′i
Ai
− V
′
V
)2
=
3∑
i=1
A′2i
A2i
− 3 V
′
V 2
Calculating from equations (2.9) and (2.13) we get the evolution equations for f1, f2, f3.
1This equals to twice the quantity |T|2 in [FY].
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Lemma 2.3.
∂tfi =
1
V
(
f ′′i
V
− f
′
iV
′
V 2
)− 1
3
fiT , i = 1, 2, 3 (2.15)
Proof. Since Ai = fiV , we have
A′i = f
′
iV + fiV
′ , A′′i = f
′′
i + 2f
′
iV
′ + fiV
′′
and therefore
∂tfi =
∂tAi
V
− Ai
V 2
∂tV
=
1
V
(A′′i
V 2
− 3 V
′
V 3
A′i − ( V
′
V 3
)′Ai
)
− 1
3
fiT
=
1
V
(f ′′i + 2f ′iV ′ + fiV ′′
V 2
− 3 V
′
V 3
(f ′iV + fiV
′)− (V
′′
V 3
− 3V
′2
V 4
)fiV
)
− 1
3
fiT
=
1
V
(
f ′′i
V
− f
′
iV
′
V 2
)− 1
3
fiT
(2.16)
Because of the identity f1f2f3 ≡ 1, the three equations in Lemma 2.3 are not totally
independent of each other. We replace the equation about f3 by the equation of V to get the
following system: 

∂tf1 =
1
V
(
f ′′1
V
− f ′1V ′
V 2
)
− 1
3
f1T
∂tf2 =
1
V
(
f ′′2
V
− f ′2V ′
V 2
)
− 1
3
f2T
∂tV =
1
3
T V
(2.17)
where T = V −2
{∑2
i=1
(
(log fi)
′
)2
+
(
(log f1 + log f2)
′
)2}
.
Lemma 2.4. Let f1, f2, V ∈ C2(S1 × [0, t0);R+) be three functions satisfying the PDE system
(2.17), then the functions A1 = f1V, A2 = f2V,A3 = f
−1
1 f
−1
2 V satisfy the PDE system (2.9).
Proof. From the data f1, f2, V satisfying the equations (2.17), denote f3 = f
−1
1 f
−1
2 , then direct
calculation shows that
1
V
(f ′′3
V
− f
′
3V
′
V 2
)
− 1
3
f3T
= V −2(−f−21 f−12 f ′′1 − f−11 f−22 f ′′2 + 2f−31 f−12 f ′21 + 2f−11 f−32 f ′22 + 2f−21 f−22 f ′1f ′2)
+ V −3V ′(f−21 f
−1
2 f
′
1 + f
−1
1 f
−2
2 f
′
2)− 13f3T
= −f−21 f−12 V −1(V −1f ′′1 − V −2V ′f ′1)− f−11 f−22 V −1(V −1f ′′2 − V −2V ′f ′2) +
2
3
f−11 f
−1
2 T
= ∂tf3
(2.18)
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Then for i = 1, 2, 3, we verify that
∂tAi = V ∂tfi + fi∂tV =
f ′′i
V
− f
′
iV
′
V 2
=
1
V
(
A′i
V
− AiV
′
V 2
)′ − V
′
V 2
(
A′i
V
− AiV
′
V 2
)
=
(A′′i
V 2
− 3 V
′
V 3
A′i − ( V
′
V 3
)′Ai
)
=
(
(log
Ai
V
)′
Ai
V 2
)′
(2.19)
Though (2.17) is not parabolic, the next proposition shows that the system (2.17) has short
time solution for any smooth positive initial functions f1, f2 and V on S
1.
2.2 Short time existence
We use C1,α(S1), C2,α(S1) etc. to denote the Banach space with the usual Schauder norm,
and Cα,
α
2 (S1×[0, t0]), C1+α, 1+α2 (S1×[0, t0]), C2+α,1+ α2 (S1×[0, t0]) etc. to denote the Banach
space with the parabolic Schauder norm defined in [LSU, Section 1 in Chapter 1].
Proposition 2.5 (short time existence). For any 0 < α′ < α < 1, and positive initial functions
fi(·, 0) ∈ C2,α(S1), i = 1, 2, V (·, 0) ∈ C1,α(S1), there exists an ǫ > 0 and c0 depending on
• |fi(·, 0)|C2,α(S1), i = 1, 2, |V (·, 0)|C1,α(S1);
• the positive lower bounds of the above functions;
• α′, α,
such that (2.17) initiated from the functions admits a unique solution in C2+α
′,1+α
′
2 (S1× [0, ǫ])
with norm ≤ c0.
To prove Prop. 2.5, we divide the first 2 equations in (2.17) by fi respectively to find
∂ log fi
∂t
=
1
V 2
{
(log fi)
′′ +
(
(log fi)
′
)2
− 1
2
(log fi)
′(log V 2)′
}
− 1
3
T (2.20)
Remark 2.6. The crucial observation is that the 3rd equation in (2.17) can be integrated with
respect to t, i.e. it yields
V 2(x0, t) =
2
3
∫ t
0
Kds+V 2(x0, 0), whereK = T V 2 =
{ 2∑
i=1
(
(log fi)
′
)2
+
(
(log f1+log f2)
′
)2}
.
(2.21)
Let wi(x0, t) = log fi(x0, 0) (∀t), then ui , log fi −wi = 0 when t = 0. Let
K0(u
′) , 2(u′1)
2 + 2(u′2)
2 + 4u′1w
′
1 + 4u
′
2w
′
2 + 2u
′
1w
′
2 + 2u
′
2w
′
1 + 2u
′
1u
′
2 (2.22)
ŵ , 2
(
w′1w
′
2 + (w
′
1)
2 + (w′2)
2
)
, (2.23)
F =
2
3
∫ t
0
ŵds+ V 2(x0, 0) =
2
3
tŵ + V 2(x0, 0) is the value of V
2 when u = 0, (2.24)
wi , w
′′
i + (w
′
i)
2 − ŵ
3
− (logF )
′
2
, i = 1, 2. (2.25)
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The first 2 equations in (2.17) are equivalent to
P(ui) , V
2(u)
∂ui
∂t
−
{
u′′i + (u
′
i)
2 + 2u′iw
′
i − 1
2
u′i(log V
2(u))′ − 1
2
w′i(log
V 2(u)
F
)′
}
+
K0(u
′)
3
= wi, i = 1, 2.
(2.26)
Moreover, K = K0(u
′) + ŵ.
Definition 2.7. We use the usual (manifold version of the) parabolic Schauder norm Cµ,
µ
2 (S1×
[0, t0]) defined in [LSU, Section 1 in Chapter 1]. We further define the weaker norm
|u|
Ĉ
2+α,
1+α
2 (S1×[0,t0])
, |u|
C
α, α
2 (S1×[0,t0])
+ |u′|
C
α, α
2 (S1×[0,t0])
+ |u′′|
C
α, α
2 (S1×[0,t0])
.
Hence (2.26) becomes an autonomous differential-integral equation, it suffices to solve it in
C
2+α,1+α
2
0 (subspace of C
2+α,1+α
2 consists of those whose initial values are 0). Another crucial
observation is that, in the linearization, the integral terms are small (see Lemma 2.15).
Equipped with the above two crucial observations, Prop 2.5 follows from standard argu-
ment (which should be well-known). We formulate it as a slightly more general statement in
Proposition 2.13.
Definition 2.8. We say that Q is an α−admissible differential-integral operator on vector-
valued functions u ∈ C∞(S1 × [0, t0],Rn) if
Q(u) =
1
k1 +
∫ t
0
K1(u′, u)ds
∂u
∂t
− u′′ + b1(u′, u) + b2(u′, u)
{
log
(
k0 +
∫ t
0
K0(u
′, u)ds
)}′
+ b0(u
′, u)
{
log
(
1 +
∫ t
0
K2(u
′, u)ds
k2
)}′
for some
• R
n-valued polynomials b0(x, y), b1(x, y), b2(x, y), and scalar valued polynomials K0(x, y),
K1(x, y),K2(x, y), whose coefficients are functions in C
α,α
2 (S1×[0, t0]), such that b1(0, 0) =
b2(0, 0) = 0 and K2(0, 0) = 0;
• positive functions k0, k1, k2 ∈ Cα,α2 (S1 × [0, t0]).
Remark 2.9. The difference between the last 2 terms in the formula of the above definition
is that the polynomial with no zeroth-order term in b2(u
′, u)
{
log
(
k0 +
∫ t
0
K0(u
′, u)ds
)}′
is
outside the integral, while the one in the other term is inside.
Let Lu be the linearization of Q at u. Because the polynomials above only depend on the
spatial derivatives of u, it’s routine to verify for any α, t1 ∈ (0, 1) that
|Q(u)− L0u|
C
α, α
2 (S1×[0,t1])
≤ C|u|
Ĉ
2+α,1+ α
2 (S1×[0,t1])
|u|
C
2+α,1+ α
2 (S1×[0,t1])
. (2.27)
Remark 2.10. From now on, none of the constants “C” depends on ǫ or t0.
Proof of Proposition 2.5: First we note that, by (2.23)–(2.25), for i = 1, 2 and α ∈ (0, 1), the
right hand side of (2.26) satisfies
|wi|Cα, α2 (S1×[0,t0]) ≤ a contant depending on |w1|C2,α(S1), |w2|C2,α(S1), and | log V
2(x0, 0)|C1,α(S1).
On the other hand, the P in (2.26) is α−admissible, so Proposition 2.13 yields the solvability
of (2.26). The proof of Proposition 2.5 is complete.
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Because ∂u
∂t
is not included in the Ĉ−norm, it’s a routine exercise to obtain
Lemma 2.11. When t1 ≤ ǫ and 0 < α′ < α < 1, we have for any h that
|h|
Ĉ
2+α′ ,1+α′
2
0
(S1×[0,t1])
≤ Cǫα−α
′
2 |h|
C
2+α,1+ α
2
0
(S1×[0,t1])
.
Remark 2.12. The above Lemma is the only reason why we have to decrease the Ho¨lder
exponent α a little bit.
Proposition 2.13. For any 0 < α′ < α < 1, any α−admissible operator Q, and any f ∈
Cα,
α
2 (S1 × [0, t0]) (t0 > 0), there exists
• an ǫ > 0 depending on t0, |f |
C
α, α
2 (S1×[0,t0])
, Q, α′, α,
• and a c0 depending on all the above data except t0,
such that the system
Q(u) = f, u(x0, 0) = 0 (2.28)
admits a solution in C2+α
′,1+α
′
2 (S1 × [0, ǫ]) with norm ≤ c0. Moreover, this solution is unique
in C2+α
′,1+α
′
2 (S1 × [0, t1]) for any t1 ≤ ǫ.
Remark 2.14. Except that ǫ ≤ t0, none of the bounds (constants) in the above statement
depends on t0. It is just the width (in time) of the domain of f .
Proof of Proposition 2.13: For any u, routine computations and α−admissibility show that
Lu of Q satisfies the conditions in Lemma 2.15, which will be frequently implemented in the
following (in (2.32) for example).
We first solve the linear equation L0u = f by Lemma 2.15. The crucial observation is that,
by (2.27) and Lemma 2.11, when ǫ is small, u is almost a solution to (2.28). Then we only
need to perturb u to obtain a genuine solution. For the reader’s convenience, we still include
the following standard argument which is a quantitative version of [GT, Theorem 17.6].
Let σ , Q(u)− L0u and thus Q(u) = σ + f , we then need to solve the equation.
Q˜(v, σ) , Q(u+ v)−Q(u) + σ = 0 (which can be trivially solved by v = σ = 0). (2.29)
We define the “quadratic part” of Q(u+ v) in v as the following:
Eu(v) , Q(u+ v)−
(
Q(u) + Lu(v)
)
(just subtract it by the linearization).
For any t1 ≤ ǫ, it’s routine to verify via Definition 2.8 that
|Eu(v)|
C
α′, α′
2 (S1×[0,t1])
≤ C|v|2
C
2+α′ ,1+α′
2
0
(S1×[0,t1])
. (2.30)
Then solving (2.29) is equivalent to finding a fixed point of the map
T : C
2+α′,1+α
′
2
0 (S
1 × [0, t1]) −→ C2+α
′,1+α
′
2
0 (S
1 × [0, t1])
v 7→ v − L−1u Q˜(v, σ) = −L−1u σ − L−1u Eu(v)
(2.31)
Hence, combining (2.27), Lemma 2.11, and 2.15, by the proof of [GT, Theorem 17.6], there
exists a δ depending quantitatively on the data in Proposition 2.13 such that T is contracting
when |v|
C
2+α′,1+α′
2
0
(S1×[0,t1])
≤ δ. Moreover, (2.27), Lemma 2.11, and the bound on L−1u in
Lemma 2.15 imply that
|L−1u σ|
C
2+α′,1+α′
2
0
(S1×[0,t1])
≤ Cu,f ǫ
α−α′
2 |f |2
C
2+α,1+ α
2
0
(S1×[0,t1])
(2.32)
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for t1 ≤ ǫ (Note that |f |
C
2+α,1+ α
2
0
(S1×[0,t1])
is not assumed to be small). Though the constant
Cu,f above might depend on u and f , it does not depend on ǫ.
Thus when ǫ is small enough with respect to δ, the first iteration T (0) (= −L−1u σ) stays in
this δ−neighborhood of 0. Then [GT, Theorem 17.6] (when “B1”= C2+α
′,1+α
′
2
0 (S
1 × [0, t1]),
“B2”=“X”=C
α′,α
′
2 (S1× [0, t1]) yields the unique solution to (2.29) (for σ = Q(u)−L0u).
Lemma 2.15. For any α ∈ (0, 1) and t0 > 0, suppose L is a linear differential-integral operator
of a Rn(vector)-valued function h with the following formula,
L(h) = U0
∂h
∂t
− h′′ + A0(h′, h) +
m∑
k=1
Bk ·
∫ t
0
Ak(h
′′, h′, h)ds,
where
• U0 is an arbitrary scalar positive function in C
α,α
2 (S1 × [0, t0]),
• the Bk’s (1 ≤ k ≤ m) are arbitrary Rn−valued functions in Cα,α2 (S1 × [0, t0]),
• the Ak’s (0 ≤ k ≤ m) are arbitrary Rn−valued linear polynomials (in the entries of the
vector variables) with Cα,
α
2 (S1 × [0, t0]) coefficients,
• the “·” (in the last term) means the usual inner product of Rn.
Then there exists
• an ǫ depending on t0, the positive lower bound of U0 over S
1 × [0, t0], the Cα,α2 (S1 ×
[0, t0])−norms of U0, the Bk’s, the coefficients of the polynomials Ak (0 ≤ k ≤ m),
• and a C depending on all the above data except t0,
such that for any t1 ≤ ǫ,
1. L admits a bounded inverse L−1 from Cα,
α
2 (S1 × [0, t1]) to C2+α,1+
α
2
0 (S
1 × [0, t1]);
2. the norm of L−1 is ≤ C.
Please see Remark (2.14) for the dependence of ǫ on t0.
Proof. Without loss of generality, we assume m = 1 and A1(h
′′, h′, h) = h′′. The crucial
observation is that the integral term is small when ǫ is small i.e.
|
∫ t
0
h′′ds|
C
α, α
2 (S1×[0,t1])
≤ 2ǫ1−α2 |h|
C
2+α,1+ α
2
0
(S1×[0,t1])
. (2.33)
Assuming the above inequality, the proof is complete by the invertibility of the linear
parabolic differential operator U0
∂h
∂t
− h′′ + A0(h′, h), and Theorem 17.6 in [GT].
To prove (2.33), let dS1 be the intrinsic distance of S
1, it suffices to observe that for any
t, t3, t2 ≤ t1,
| ∫ t3
0
h′′(x0, s)ds−
∫ t2
0
h′′(x0, s)ds|
|t3 − t2|α2
≤ |t3 − t2|1−α2 |h′′|C0(S1×[0,t1]) ≤ ǫ1−
α
2 |h|
C
2+α,1+ α
2
0
(S1×[0,t1])
(2.34)
| ∫ t
0
h′′(x0,1, s)ds−
∫ t
0
h′′(x0,2, s)ds|
dα
S1
(x0,1, x0,2)
≤ t|h|
C
2+α,1+ α
2
0
(S1×[0,t1])
≤ ǫ|h|
C
2+α,1+ α
2
0
(S1×[0,t1])
.
(2.35)
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Though absolutely standard, for the reader’s convenience, we still say something about the
invertibility of the linear parabolic differential operator U0
∂h
∂t
− h′′ +A0(h′, h). Using the path
Lλ , [(1− λ)U0 + λ]∂h∂t − h′′ + (1− λ)A0(h′, h) (λ ∈ [0, 1]) connecting it to the standard heat
operator ∂h
∂t
− h′′, its invertibility follows from the a priori estimate in [Sch, Theorem 3], the
invertibility of the heat operator, and the continuity method in [GT, Theorem 5.2].
This proposition shows that Ai’s defined in Lemma 2.4 satisfies the equation (2.9). More-
over, the normalization condition
∫
S1
Ai(θ, t)dθ = 2π is preserved by the evolution equations
(2.9). Therefore, starting from a hypersymplectic structure of type (2.2), the hypersymplectic
flow (2.8) exists for a short time and keeps the structures of this simple type.
3 Long time existence and convergence
3.1 A priori estimates
3.1.1 geometries all quasi-isometric
The maximum principle applied to functions f1, f2 and f3 in equations (2.15), we can derive
that the maximal value of fi (i = 1, 2, 3) are all non-increasing. Thus, fi’s are uniformly
bounded from above. On the other hand, since f1f2f3 ≡ 1, we could deduce that they are also
uniformly bounded below away from 0, i.e.
1
C
≤ fi ≤ C, i = 1, 2, 3. (3.1)
for some C depending only on the initial value of supS1 f1, supS1 f2, supS1 f3.
Curvature of the corresponding metrics
The only non-vanishing component of the various quantities are:
• Christoffel symbols:
Γ 000 =
V ′
V
, Γ 0ii = − f
′
i
2V 2
, Γ ii0 =
f ′i
2fi
; i = 1, 2, 3 (3.2)
• Riemannian curvature:
R i0i0 =
f ′′i
2fi
− f
′2
i
4f2i
− V
′f ′i
2V fi
; i = 1, 2, 3 (3.3)
• Ricci curvature:
R00 = −1
4
3∑
i=1
f ′2i
f2i
, Rii = − f
′′
i
2V 2
+
V ′
2V 3
f ′i +
f ′2i
4V 2fi
; i = 1, 2, 3 (3.4)
• Scalar curvature:
R = − 1
2V 2
3∑
i=1
f ′2i
f2i
= −1
2
T (3.5)
Each meridian circle, i.e. the factor S1x¯ = {xi = x¯i, i = 1, 2, 3} for fixed x¯, is always a closed
geodesic. This could be seen by either direct verification of geodesic equations (with arc length
parametrization in the S1 factor) using the above formulas for Christoffel symbols, or by the
general fact from warped Riemannian geometry. Or else, let p, q be two points on the meridian
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S1x¯ and let γ : [0, 1] → T4 be any smooth curve connecting p, q , and let γ˜ be its projection to
the meridian, then
l(γ) =
∫ 1
0
√√√√V 2(x0(t))x′0(t)2 + 3∑
i=1
fi(x0(t))x′i(t)2dt ≥
∫ 1
0
V (x0(t))|x′0(t)|dt = l(γ˜).
This shows that any geodesic in T4 connecting p, q must have image contained in S1x¯ and
therefore must be one of the two meridian arcs (with arc length parametrization) aiming at q
in two opposite directions. It follows that
d(p, q) =
1
2
∫
S1x¯
V (x0)dx0
if the two meridian arcs connecting p, q have the same length.
The next proposition shows that the meridian circles always have uniformly bounded length,
i.e.
Proposition 3.1 (total volume estimate). Let l¯ = 1
6(2pi)3
(
[ω1]
2 + [ω2]
2 + [ω3]
2
)
[T4], and
l =
∫
S1
V (x0, 0)dx0. Suppose the hypersymplectic flow exists on [0, t0), the it holds that
leng(t)(S
1
x¯) =
∫
S1
V (x0, t)dx0 lies between l and l¯ for all t ∈ [0, t0). Meanwhile, the total
volume is always bounded below by Volg(0)(T
4, g(0)) and above by 1
6
(
[ω1]
2 + [ω2]
2 + [ω3]
2
)
[T4].
Proof. It is a general fact that the volume of the corresponding Riemannian metrics along the
hypersymplectic flow is uniformly bounded by topological data. The reasoning is the following
simple inequality.
1
2
3∑
i=1
∫
T4
ωi ∧ ωi =
∫
T4
TrQ µ ≥ 3
∫
T4
detQ µ = 3Volg(t)
(
T
4, g(t)
)
= 3(2π)3
∫
S1
V (x0, t)dx0
The lower bound is because the flow always increases the volume. We further get the length
bound of the geodesic meridians by the discussion before this proposition.
This is enough to prove the following non-collapsing result.
Proposition 3.2 (injectivity radius estimate, volume ratio estimate). Suppose the hypersym-
plectic flow exists on [0, t0) with t0 ≤ ∞. For the family of the corresponding Riemannian
metrics (T4, g(t)), t ∈ [0, t0) above, if we rescale the metrics such that |Rm | is bounded above
by 1, then the injectivity radius of g(t) is uniformly bounded from below. (In other words,
inj(T4, g(t)) ≥ i0
sup
T4
|Rm |
1
2+1
for some i0 depending only on the initial data.) Moreover, g(t)
has a uniform lower bound on the volume ratio on all scales smaller than a fixed scale r0.
2
Proof. For any fixed t ∈ [0, t0), using a new intrinsic coordinate {y, x1, x2, x3} where dydx0 =
V (x0, t), the Riemannian manifold
(
T
4, g(t)
)
is written as the multiply warped product S1×f˜1
S1 ×f˜2 S
1 ×f˜3 S
1, i.e.
g(t) = V 2(x0, t)dx
2
0 +
3∑
i=1
fi(x0, t)dx
2
i = dy
2 +
3∑
i=1
f˜i(y, t)dx
2
i (3.6)
2This is local κ-noncollapsing property in Perelman’s sense. Fortunately, it holds even as t → ∞ in our case.
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for f˜i(y, t) = fi(x0(y), t). Let p ∈ T4 have coordinate (y¯, x¯1, x¯2, x¯3), and for any r ≤ min{ 12 l, π}
define the domain
Ωr = {(y, x1, x2, x3)||y − y¯| ≤ r, |xi − x¯i| ≤ r, i = 1, 2, 3}.
It is clearly that
Ωr ⊂ Bg(t)(p, 2
√
Cr)
injectively since f˜i ≤ C. As a consequence, ∀ r ≤ r0 = 1
2
√
C
min{ 1
2
l, π},
Volg(t)Bg(t)(p, r)
r4
≥
Volg(t)Ω r
2
√
C
r4
=
1
r4
∫
Ω r
2
√
C
f˜1f˜2f˜3dydx1dx2dx3
=
1
C2
(3.7)
If the family g(t) has uniform bounded |Rm|, then we could normalize it to be bounded
by 1. For this normalized family, the volume ratio is also uniformly bounded from below.
By Cheeger-Gromov-Taylor’s estimate, the family has uniform lower bound on the injectivity
radius. If the family does not have a uniform bound on |Rm|, we blow up the family (rescaling
g˜(t) = (sup
T4
|Rmg(t)|)g(t)) and keep the uniform lower bound on the volume ratio (on all
scales smaller than a fixed scale by Equation (3.7)). The same reason as the previous case
show us the rescaled family has uniform lower bound on injectivity radius.
This subsection shows that the Riemannian metrics along the flow are all quasi-isometric
to the standard Euclidean metric on T4 module diffeomorphisms.
3.1.2 scalar curvature increasing
From Equations (2.12), (2.13) and (2.20) we can derive the evolution equation of T as the
following:
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∂tT = −2
3
T 2 + 2
V 2
3∑
i=1
(log fi)
′(
∂
∂t
log fi)
′
= −2
3
T 2 + 2
V 2
3∑
i=1
(log fi)
′
{ 1
V 2
(log fi)
′′ +
1
V 2
(
(log fi)
′
)2
− V
′
V 3
(log fi)
′ − 1
3
T
}′
= −2
3
T 2 + 2
V 2
3∑
i=1
(log fi)
′
{ 1
V 2
(
(log fi)
′′′ + 2(log fi)
′(log fi)
′′
)
− 2V
′
V 3
(
(log fi)
′′ +
(
(log fi)
′)2)
− ( V
′
V 3
)′(log fi)
′ − V
′
V 3
(log fi)
′′ − 1
3
(T )′
}
= −2
3
T 2 + 2
V 4
3∑
i=1
{
(log fi)
′(log fi)
′′′ + 2
(
(log fi)
′
)2
(log fi)
′′ − 3V
′
V
(log fi)
′(log fi)
′′
− 2V
′
V
(
(log fi)
′
)3}
− (V
′
V
)′
2T
V 2
+ 4(
V ′
V
)2
T
V 2
= −2
3
T 2 + 2
V 4
{ 3∑
i=1
(log fi)
′(log fi)
′′′ − (V
′
V
)′T V 2
}
+
4
V 4
3∑
i=1
(
(log fi)
′
)2
(log fi)
′′
− 6V
′
V 5
3∑
i=1
(log fi)
′(log fi)
′′ − 4V
′
V 5
3∑
i=1
(
(log fi)
′
)3
+ 4(
V ′
V
)2
T
V 2
(3.8)
Observe that there is a big negative term − 2
3
T 2 in the evolution of T , which is good for
our control on T . However, this is followed by a complicated terms whose sign is not clear.
Fortunately, we are able to show that at the maximum point of T , the complicated term is not
bigger than 1
3
T 2.
Denote T (t) = maxx∈S1 T (x, t). The next Lemma is a differential inequality about T ,
which in particular implies it is decreasing.
Lemma 3.3.
d
dt
T ≤ −1
3
T 2 (3.9)
Proof. By the defining formula (2.12), the first and second derivatives of T are:
T ′ = 2
V 2
3∑
i=1
(log fi)
′(log fi)
′′ − 2V
′
V
T
T ′′ = 2
V 2
3∑
i=1
(log fi)
′(log fi)
′′′ +
2
V 2
3∑
i=1
(
(log fi)
′′
)2
− 4V
′
V 3
3∑
i=1
(log fi)
′(log fi)
′′
− 2(V
′
V
)′T − 2V
′
V
T ′
(3.10)
At the maximum point (p, t) ∈ S1 × [0, t0) of T (restricted to S1 × {t}) we have
T ′ = 0 , T ′′ ≤ 0
and thus
V ′
V
=
1
T V 2
3∑
i=1
(log fi)
′(log fi)
′′ (3.11)
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3∑
i=1
(log fi)
′(log fi)
′′′ − (V
′
V
)′T V 2 ≤ −
3∑
i=1
(
(log fi)
′′
)2
+
2V ′
V
3∑
i=1
(log fi)
′(log fi)
′′
= −
3∑
i=1
(
(log fi)
′′
)2
+
2
T V 2
{ 3∑
i=1
(log fi)
′(log fi)
′′
}2 (3.12)
And therefore by Equation (3.8) we get the differential inequality for T as:
d
dt
T ≤ − 2
3
T 2 − 2
V 4
3∑
i=1
(
(log fi)
′′
)2
+
2
T V 6
{ 3∑
i=1
(log fi)
′(log fi)
′′
}2
+
4
V 4
3∑
i=1
(
(log fi)
′
)2
(log fi)
′′ − 4T V 6
3∑
i=1
(
(log fi)
′
)3 3∑
j=1
(log fj)
′(log fj)
′′
=− 2
3
T 2 − 2T V 6
{
T V 2
3∑
i=1
(
(log fi)
′′
)2
−
( 3∑
i=1
(log fi)
′(log fi)
′′
)2
− 2T V 2
3∑
i=1
(
(log fi)
′
)2
(log fi)
′′ + 2
3∑
i=1
(
(log fi)
′
)3 3∑
j=1
(log fj)
′(log fj)
′′
}
(3.13)
To simplify the notation, denote the values at p of the various functions:
(log f1)
′ = a, (log f2)
′ = b, (log f3)
′ = c = −(a+ b)
(log f1)
′′ = A, (log f2)
′′ = B, (log f3)
′′ = C = −(A+B)
Then the term in
{
,
}
of the RHS in the above inequality (3.13) is
(a2 + b2 + c2)(A2 +B2 + C2)− (aA+ bB + cC)2
− 2(a2 + b2 + c2)(a2A+ b2B + c2C) + 2(a3 + b3 + c3)(aA+ bB + cC)
= 3(bA− aB)2 − 2(a− b)(2a+ b)(a+ 2b)(bA− aB)
= 3
{
(bA− aB)− 1
3
(a− b)(2a+ b)(a+ 2b)
}2
− 1
3
(a− b)2(2a+ b)2(a+ 2b)2
(3.14)
Inserting it into the inequality (3.13) gives
d
dt
T ≤ −2
3
T 2 − 6T V 6
{
(bA− aB)− 1
3
(a− b)(2a+ b)(a+ 2b)
}2
+
2
3T V 6 (a− b)
2(2a+ b)2(a+ 2b)2
≤ − 2
3T V 6
{
(a2 + b2 + c2)3 − (a− b)2(2a+ b)2(a+ 2b)2
}
= −2
3
8(a2 + b2 + ab)3 − (a− b)2(2a+ b)2(a+ 2b)2
8(a2 + ab+ b2)3
T 2
=x=a
b
−2
3
{1
2
+
27
8(x2 + x+ 1)
(1− 1
x2 + x+ 1
)2
}
T 2
≤ −1
3
T 2
(3.15)
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The Lemma 3.3 implies the following a priori estimate about torsion tensor (or equivalently,
the scalar curvature by Formula (3.5)):
Proposition 3.4 (torsion-scalar curvature estimate). Suppose the hypersymplectic flow of sim-
ple type on T4 exists on [0, t0), then the torsion tensor is uniformly bounded on [0, t0). More
precisely, let T0 = maxp∈T4 T (p, 0), then the following decaying estimate holds:
max
p∈T4
T (p, t) ≤ T0
1 + 1
3
T0t , ∀t ∈ [0, t0).
The minimum of the scalar curvature is increasing, and the maximum of the scalar curvature
is always non-positive.
It is interesting to note that Lauret obtained similar bound for homogeneous G2-Laplacian
flow solution [L1, Prop. 5.21].
3.2 Long time existence
Theorem 3.5 (long time existence). Initiated from any smooth hypersymplectic structure of
simple type on T4, the hypersymplectic flow exists on [0,∞).
Proof. First, we show that if the flow (2.8) exists on [0, t0) with t0 < ∞ and T is uniformly
bounded, then the flow could be extended across t0.
Prop. 3.2 shows that the family of metrics g(t) is uniform noncollapsing on any scale smaller
than the fixed scale r0. Suppose the flow is not extendible across t0, we get that the uniform
uppper bound of Λφ = supT4×T3(|Rm|2 + |∇T |2)
1
2 for gφ(t) = g(t) ⊕ gQ = g(t) ⊕ Qijdtidtj
on T7 = T4 × T3 does not exist for t ∈ [0, t0) by [LW1, Thm. 5.1] (where the anti-symmetric
2-tensor T is −2 mutiple of the intrinsic torsion 2-form τ in Equation (1.6)). Then there exists
a sequence gi = g(ti) with ti → t0 such that
Λi = Λφ(ti) = sup
T4×T3
(|Rm|2 + |∇T |2) 12 (·, ti)→∞
and suppose this upper bound is attained at pi. Let g˜
i = Λigi and ω˜i = Λiωi and similarly
φ˜i = Λiφ(ti), then g˜
i has uniform lower bound on the injectivity radius by Prop. 3.2 and
uniform lower bound on the volume ratio on all scales, and moreover Λφ˜i is uniformly bounded.
The same argument as in the proof of [FY, Thm. 5.1] shows that we can take a Cheeger-Gromov
limit
(T4, g˜i, ω˜i) −→ (X∞, g˜∞, ω˜∞)
where ω˜∞ and g˜∞ defines a complete hyperKa¨hler structure on X∞. Let γi be the meridian
geodesic segment connecting qi and q
′
i whose length is half of the length of the meridian circle
they lie on such that pi is the distance midpoint of γi. We know from Proposition 3.1 that
γi is a minimizing geodesic for g
i, and its length is bounded from below. Under the rescaled
metric g˜i, this gives a sequence of minimizing geodesic γ˜i whose length tends to infinity. The
limit γ˜∞ will become a geodesic line on (X∞, g˜∞).
By the Cheeger-Gromoll splitting theorem, we know that (X∞, g˜∞) must be flat. By the
smooth convergence, we have
|Rmg∞ |(p∞) = 1,
a contradiction.
By Proposition 3.4, we know T is uniformly bounded at any finite time, thus the theorem
is proved.
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3.3 Convergence
Theorem 3.6 (convergence). Initiated from any smooth hypersymplectic structure of simple
type on T4, the hypersymplectic flow existing on [0,∞) converges smoothly to the standard
hyperKa¨hler structure ω0 = (ω01 , ω
0
2 , ω
0
3) on T
4 module diffeomorphisms. More precisely, there
exists a family of orientation preserving diffeomorphisms Ft of T
4, all fixing the T3 factor of
T
4 = S1 × T3 pointwisely , such that
F ∗t ω(t)
C∞−−→t→∞ ω0
Proof. We use the fact that T is uniformly bounded on [0,∞). Because Prop. 3.2 hold
independently of the maximal existing time t0, exactly the same proof as the above long time
existence shows that for the closed G2-structure φ(t) = dt123−dt1∧ω1(t)−dt2∧ω2(t)−dt3∧ω3(t)
on T7,
sup
T4×[0,∞)
(
|Rm|2 + |∇T |2
)
≤ C0
for some uniform constant C0 > 0. Thus Prop. 3.2 gives us a uniform lower bound on the
injectivity radius. By Shi-type estimate [LW1], there exists Ck > 0 independent of t ∈ [0,∞)
for all k ∈ N such that
|∇kRm|2 + |∇k+1T |2 ≤ Ck
for any k ≥ 1.
These obtained bounds do not contain information of higher derivatives of fi and V sepa-
ratedly, and thus it is hard to conclude the convergence of these functions. We are going to use
diffeomorphisms to pull back the hypersymplectic structures such that V becomes 1 and the
derivatives bound of Riemannian curvatures become the derivatives bound of the new warped
functions.
Let vt =
∫
S1
V (θ, t)dθ, then vt is increasing according to t since the total volume is increas-
ing, moreover it is bounded from above by Prop. 3.1. Denote the limit constant by v∞. Viewing
V (·, t) as a periodic function (with period 2π) naturally, we could define a diffeomorphism
Gt : R −→ R
x0 7→ 2π
vt
∫ x0
0
V (x′, t)dx′
This descends to a diffeomorphism, still denoted by
Gt : S
1 = R/2πZ −→ S1 = R/2πZ
x0 (mod 2π) 7→ Gt(x0) (mod 2π)
And this extends to a diffeomorphism, still denoted by
Gt : T
4 −→ T4
(θ, x1, x2, x3) 7→ (Gt(θ), x1, x2, x3)
(3.16)
We write the new function
fˆi : S
1 × [0, t0) −→ R+
(θ, t) 7→ fi(G−1t (θ), t)
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Because ωi(t) = fi(x0, t)V (x0, t)dx0 ∧ dxi + 12 ǫijkdxj ∧ dxk, we have the push-forward hyper-
symplectic structure
ω̂i(t) := (G
−1
t )
∗ωi(t)
= fi(G
−1
t (y), t)
vt
2π
dy ∧ dxi + 1
2
ǫijkdxj ∧ dxk
=
vt
2π
fˆi(y, t)dy ∧ dxi + 1
2
ǫijkdxj ∧ dxk
(3.17)
The corresponding Riemannian metric is
(
T
4, ĝ(t) = (G−1t )
∗g(t)
)
= S1 ×fˆ1 S1 ×fˆ2 S1 ×fˆ3 S1.
The previous bounds we obtained are in nicer forms in the y-coordinate, under which we are
going to show that the flow converges. Concretely, we have
1
C
≤ fˆi ≤ C
T̂ =
3∑
i=1
1
fˆ2i
(
∂fˆi
∂y
)2
C0−−→t→∞ 0
|∇̂kR̂m|2 ≤ Ck, ∀ k = 0, 1, 2, · · ·
(3.18)
According to the formulas (see section 3.1.1) of Riemannian curvature for the metric ĝ(t),
|R̂m|2 =
3∑
i=1
| 1
2fˆi
∂2fˆi
∂y2
− 1
4fˆ2i
(
∂fˆi
∂y
)2|2
and |∇̂kR̂m|2 is a linear combination of leading term |∂k+2fˆi
∂yk+2
|2 and terms of lower order deriva-
tives of fˆi, by induction we know that the k-th (k ≥ 1) derivative of fˆi with respect to y is
uniformly bounded independent of t. Since moreover fˆi is uniformly bounded and the first
derivative of fˆi with respect to y tends to 0 as t→∞. The Arzela`-Ascoli theorem implies that
given any fixed k ∈ N, for any sequence tα → ∞, there exists a subsequence tαm and three
constants c1, c2, c3 > 0 such that
ω̂i(tαm)
Ck−−→m→∞ v∞
2π
cidy ∧ dxi + 1
2
ǫijkdxj ∧ dxk , i = 1, 2, 3. (3.19)
On the other hand, since for each i,∫
T4
ω̂i(tαm) ∧ ω̂i(tαm) =
∫
T4
ωi(tαm) ∧ ωi(tαm) = [ωi(0)]2[T4]
=
∫
T4
(v∞
2π
cidy ∧ dxi + 1
2
ǫijkdxj ∧ dxk
)2
=
v∞
2π
ci[ωi(0)]
2[T4]
(3.20)
We conclude that v∞
2pi
ci = 1 for i = 1, 2, 3. The limit symplectic 2-form is thus ω
0
i and
independent of the particular sequence tα. Because of the existence and uniqueness of all
possible subsequential limits of the family {ω̂(t)}t∈[0,∞), it actually holds that
ω̂(t) = (G−1t )
∗ω(t)
C∞−−→t→∞ ω0 (3.21)
where “C∞” means “Ck” for any k ∈ N. The convergence statement in this theorem is proved
by setting Ft = G
−1
t .
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The family of closed G2-structures (T
7, φ(t))t∈[0,∞) where
φ(t) = dt1 ∧ dt2 ∧ dt3 − dt1 ∧ ω1(t)− dt2 ∧ ω2(t)− dt3 ∧ ω3(t)
is a family of cohomogeneity-one closed G2-structures satisfying the G2-Laplacian flow, and
F ∗t φ(t) converges smoothly to the standard torsion free G2-structure, where each Ft : T
7 =
S1 × T6 −→ T7 = S1 × T6 is a diffeomorphism only reparameterizing the S1 factor.
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