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EXPONENTIAL LOCALIZATION OF HYDROGEN-LIKE
ATOMS IN RELATIVISTIC QUANTUM ELECTRODYNAMICS
OLIVER MATTE AND EDGARDO STOCKMEYER
Abstract. We consider two different models of a hydrogenic atom in a
quantized electromagnetic field that treat the electron relativistically. The
first one is a no-pair model in the free picture, the second one is given by
the semi-relativistic Pauli-Fierz Hamiltonian. We prove that the no-pair op-
erator is semi-bounded below and that its spectral subspaces corresponding
to energies below the ionization threshold are exponentially localized. Both
results hold true, for arbitrary values of the fine-structure constant, e2, and
the ultra-violet cut-off, Λ, and for all nuclear charges less than the critical
charge without radiation field, Zc = e
−22/(2/pi + pi/2). We obtain similar
results for the semi-relativistic Pauli-Fierz operator, again for all values of
e2 and Λ and for nuclear charges less than e−22/pi.
1. Introduction
The existence of ground states of atoms and molecules described in the frame-
work of non-relativistic quantum electrodynamics (QED) has been intensively
studied in the past ten years. The first existence proofs have been given in [6, 8]
for small values of the involved physical parameters, namely the fine-structure
constant, e2, and the ultra-violet cut-off, Λ. In [17] the existence of ground
states for the Pauli-Fierz Hamiltonian has been established for arbitrary values
of e2 and Λ assuming a certain binding condition which has been verified later
on in [10] for helium-like atoms and in [26] for an arbitrary number of electrons.
Moreover, infra-red finite algorithms and renormalization group methods have
been applied to various models of non-relativistic QED to study their ground
state energies and projections [7, 6, 8, 4, 5, 9, 15]. A question which arises nat-
urally in this context is whether these results still hold true when the electrons
are described by a relativistic operator. The aim of the present paper is to take
one step forward in this direction. We study two different models that seem
to be natural candidates for a mathematical analysis: The first one is given by
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the following no-pair operator,
(1.1) P+
A
(
DA − γ|x| + Hf
)
P+
A
.
Here DA is the free Dirac operator minimally coupled to the quantized, ultra-
violet cut-off vector potential, A. (The symbol A includes the fine-structure
constant e2.) γ > 0 is a coupling constant, Hf is the radiation field energy,
and P+
A
the spectral projection onto the positive spectral subspace of DA. The
latter choice of projection is referred to as the free picture. The no-pair operator
is thus acting on a projected Hilbert space where the electron and photon
degrees of freedom are always linked together. The mathematical analysis of
the analogue of this operator for molecules has been initiated in [25] where the
stability of the second kind is shown under certain restrictions on e2, Λ, and the
nuclear charges. Moreover, in [24] the (positive) binding energy is estimated
from above. There are numerous mathematical contributions on no-pair models
where magnetic fields are not taken into account or treated classically; see, e.g.,
[30] for a list of references and also for a different choice of the projections. We
remark that it is essential that the vector potential is included in the projection
determining the no-pair model. For if P+
A
is replaced by P+
0
then the analogue
of (1.1) describing N interacting electrons becomes unstable as soon as N > 2
[18, 25, 28]. Moreover, the operator in (1.1) is formally gauge invariant and this
would not hold true anymore with P+
0
in place of P+
A
. Gauge invariance plays,
however, an important role in the proof of the existence of ground states as it
permits to derive bounds on the number of soft photons. In fact, employing
a mild infra-red regularization it is possible to prove the existence of ground
states for the operator in (1.1) with P+
A
replaced by P+
0
[29, 22]. It seems,
however, unlikely that the infra-red regularization can be dropped in this case
[22].
The second operator studied in this article, the semi-relativistic Pauli-Fierz
operator, is given as
(1.2)
√
(σ · (−i∇ +A))2 + 1 − γ|x| + Hf ,
where σ is a vector containing the Pauli spin matrices. For γ = 0 the fiber
decomposition with respect to different values of the total momentum of this
operator has been studied recently in [32]. Furthermore, it is remarked in [32]
that for γ > 0, all eigenvalues of the operator in (1.2) are at least doubly
degenerate since it anti-commutes with the time-reversal operator.
Typically, proving the existence of ground states in QED requires some infor-
mation on the localization of low-lying spectral subspaces or at least of certain
approximate ground state eigenfunctions. Here localization is understood with
respect to the electronic degrees of freedom. In this paper we establish this
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prerequisite for both models mentioned above by proving that spectral projec-
tors corresponding to energies below the ionization thresholds are still bounded
when multiplied with suitable exponential weight functions acting on the elec-
tron coordinates. These results hold true for all values of the fine-structure
constant e2 and the ultra-violet cut-off Λ, and for all coupling constants γ below
the critical values without quantized fields. That is, for γ ∈ (0, 2/(2/π+ π/2))
in the case of the no-pair operator [14], and for γ ∈ (0, 2/π) in the case of the
semi-relativistic Pauli-Fierz operator. The ionization thresholds are defined as
the infima of the spectra of the operators with γ = 0. Of course, our localization
estimates are non-trivial only if the infima of the spectra for γ > 0 lie strictly
below the ionization thresholds. In the present paper we verify this binding
condition for sufficiently small values of e2 and/or Λ. In fact, this perturbative
result is a straightforward consequence of some of our technical lemmata. We
remark that up to now it has actually not been known that the quadratic forms
of both operators treated here are semi-bounded below when γ varies in the
parameter ranges given above and e2 and Λ are arbitrary. The proof of this
is our first main result. For the semi-relativistic Pauli-Fierz operator we prove
the semi-boundedness also in the critical case γ = 2/π. Moreover, the relation
which determines the exponential decay rates, a > 0, of the semi-relativistic
Pauli-Fierz operator in terms of the ionization threshold does not depend on
e2 and Λ either. We have, however, to content ourselves with suboptimal esti-
mates on a because of technical reasons. In the case of the no-pair operator we
find a relation between a and the ionization threshold which does depend on
e2 and Λ and it seems to be difficult to avoid this. In fact, what complicates
the analysis of both models is the non-locality of the corresponding Hamilto-
nians. In this respect the no-pair operator is harder to analyze since also the
potential and radiation field energy become non-local. In order to deal with
this we derive various estimates on commutators involving the spectral pro-
jection P+
A
, exponential weights, and cut-off functions. We already obtained
similar bounds for spectral projections of Dirac operators in classical magnetic
fields in [31, 30]. However, since we are now dealing with quantized fields we
additionally have to study commutators involving the quantized field energy.
We remark that the ionization threshold is expected to coincide with the
energy value separating exponentially localized spectral subspaces from non-
localized ones which requires also an upper bound on the energy of localized
states. In non-relativistic QED this picture has been established in [16] again
for arbitrary values of e2 and Λ.
We further remark that the existence of ground states in a relativistic model
describing both the photons and the electrons and positrons by quantized fields
has been studied in [11, 12]. To this end infra-red and ultra-violet cut-offs for
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the momenta of all involved particles are imposed in the interaction part of the
Hamiltonian considered in [11, 12].
Finally, we would like to announce that this work will be continued by
M. Ko¨nenberg and the present authors in [23] where the existence of ground
states is established for both models treated in the present article.
This article is organized as follows. In the subsequent section we introduce the
no-pair and semi-relativistic Pauli-Fierz operators and state our main results
precisely. Section 3 provides various technical ingredients, for instance com-
mutator estimates that describe the non-local properties of P+
A
. In Section 4
we prove the semi-boundedness for both models and, finally, in Section 5 we
prove the exponential localization. The main text is followed by an appendix
where we derive simple perturbative estimates on the ionization thresholds and
ground state energies for small e2 and/or Λ.
2. Definition of the models and main results
In order to introduce the models treated in this article more precisely we first fix
our notation and recall some standard facts. The state space of the quantized
photon field is the bosonic Fock space,
Fb[K ] :=
∞⊕
n=0
F
(n)
b [K ] ∋ ψ = (ψ(0), ψ(1), ψ(2), . . . ) .
It is modeled over the one photon Hilbert space
K := L2(A× Z2, dk) ,
∫
dk :=
∑
λ∈Z2
∫
A
d3k .
We assume that A is R3 or R3 with a ball about the origin removed since these
are the examples we encounter in [23]. k = (k, λ) denotes a tupel consisting
of a photon wave vector, k ∈ A, and a polarization label, λ ∈ Z2. Moreover,
F
(0)
b [K ] := C and F
(n)
b [K ] := L
2
s
(
(A× Z2)n
)
is the subspace of all complex-
valued, square integrable functions on (A × Z2)n that remain invariant under
permutations of the n ∈ N wave vector/polarization tupels. As usual we denote
the vacuum vector by Ω := (1, 0, 0, . . . ) ∈ Fb[K ]. Many calculations will be
performed on the following dense subspace of Fb[K ],
C0 := C⊕
⊕
n∈N
C0((A× Z2)n) ∩ L2s((A× Z2)n) . (Algebraic direct sum.)
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The free field energy of the photons is the self-adjoint operator given by
D(Hf) :=
{
(ψ(n))∞n=0 ∈ Fb[K ] :
∞∑
n=1
∫ ∣∣∣ n∑
j=1
ω(kj)ψ
(n)(k1, . . . , kn)
∣∣∣2 dk1 . . . dkn < ∞} ,
and, for ψ ∈ D(Hf),
(Hf ψ)
(0) = 0 , (Hf ψ)
(n)(k1, . . . , kn) =
n∑
j=1
ω(kj)ψ
(n)(k1, . . . , kn) , n ∈ N .
Here the dispersion relation A×Z2 ∋ k 7→ ω(k), depends only on k and not on
λ ∈ Z2. Its precise form is not important in this paper. It could be any positive,
polynomially bounded, measurable function. For definiteness we assume that
0 6 ω(k) 6 |k|, k ∈ A× Z2, since this is sufficient to apply our results in [23].
By symmetry and Fubini’s theorem
(2.1)
〈
H
1/2
f φ
∣∣H1/2f ψ 〉 =
∫
ω(k) 〈 a(k)φ | a(k)ψ 〉 dk , φ, ψ ∈ D(H1/2f ) ,
where a(k) annihilates a photon with wave vector/polarization k,
(a(k)ψ)(n)(k1, . . . , kn) = (n+ 1)
1/2 ψ(n+1)(k, k1, . . . , kn) , n ∈ N0 ,
almost everywhere, and a(k) Ω = 0. We further recall that the creation and
the annihilation operators of a photon state f ∈ K are given by
(a†(f)ψ)(n)(k1, . . . , kn) = n
−1/2
n∑
j=1
f(kj)ψ
(n−1)(. . . , kj−1, kj+1, . . .) , n ∈ N ,
(a(f)ψ)(n)(k1, . . . , kn) = (n + 1)
1/2
∫
f(k)ψ(n+1)(k, k1, . . . , kn) dk , n ∈ N0 ,
and (a†(f)ψ)(0) = 0, a(f) Ω = 0. We define a†(f) and a(f) on their maximal
domains. The following canonical commutation relations hold true on C0,
[a(f) , a(g)] = [a†(f) , a†(g)] = 0 , [a(f) , a†(g)] = 〈 f | g 〉1 ,
where f, g ∈ K . Moreover, we have 〈 a(f)φ |ψ 〉 = 〈 φ | a†(f)ψ 〉, φ, ψ ∈ C0,
and, by definition, a(f)φ =
∫
f(k) a(k)φ dk, φ ∈ C0.
Next, we describe the interaction between four-spinors and the photon field.
The full Hilbert space containing all electron/positron and photon degrees of
freedom is
H := L2(R3
x
,C4)⊗Fb[K ] .
It contains the dense subspace,
D0 := C
∞
0 (R
3
x
,C4)⊗ C0 . (Algebraic tensor product.)
We consider general form factors fulfilling the following condition:
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Hypothesis 1. For every k ∈ (A \ {0}) × Z2 and j ∈ {1, 2, 3}, G(j)(k) is a
bounded continuously differentiable function, R3
x
∋ x 7→ G(j)x (k), such that
(2.2) 2
∫
ω(k)ℓ ‖G(k)‖2∞ dk 6 d2ℓ , ℓ ∈ {−1, 0, 1, 2} ,
and
(2.3) 2
∫
ω(k)−1 ‖∇x ∧G(k)‖2∞ dk 6 d21 ,
for some d−1, . . . , d2 ∈ (0,∞). Here Gx(k) =
(
G
(1)
x (k), G
(2)
x (k), G
(3)
x (k)
)
and
‖G(k)‖∞ := supx |Gx(k)|.
Although we are interested in the specific physical situation described in the
following example we work with the more general hypothesis above since in our
future applications we shall encounter truncated and discretized versions of the
vector potential and the field energy. It will then be necessary to know that the
results of the present article hold uniformly in the truncation and discretization
and Hypothesis 1 is a convenient way to handle this.
Example. In the physical models we are interested in we have
(2.4) Ge
2,Λ
x
(k) := e2
1{|k|6Λ}
π
√
2|k| e
−ik·x
ε(k),
for (x, k) ∈ R3 × (R3 × Z2) with k 6= 0. Here energies are measured in units
of mc2, m denoting the rest mass of an electron and c the speed of light.
Length, i.e. x, are measured in units of ℏ/(mc), which is the Compton wave
length devided by 2π. ℏ is Planck’s constant divided by 2π. The photon wave
vectors k are measured in units of 2π times the inverse Compton wavelength,
mc/ℏ. The parameter Λ > 0 is an ultraviolet cut-off and e2 ≈ 1/137 denotes
Sommerfeld’s fine-structure constant which equals the square of the elementary
charge in our units. One could equally well impose a smooth ultra-violet cut-
off. The polarization vectors, ε(k, λ), λ ∈ Z2, are homogeneous of degree zero
in k such that {k˚, ε(˚k, 0), ε(˚k, 1)} is an orthonormal basis of R3, for every
k˚ ∈ S2. This corresponds to the Coulomb gauge. (In particular, the vector
fields S2 ∋ k˚ 7→ ε(˚k, λ) cannot be continuous; see [27] for more information on
the choice of ε). ⋄
Finally, we introduce the self-adjoint Dirac matrices α1, α2, α3, and β that act
on the four spinor components of an element from H . They are given by
αj :=
(
0 σj
σj 0
)
, j ∈ {1, 2, 3} , β := α0 :=
(
1 0
0 −1
)
,
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where σ1, σ2, σ3 denote the standard Pauli matrices, and fulfill the Clifford
algebra relations
(2.5) αi αj + αj αi = 2 δij 1 , i, j ∈ {0, 1, 2, 3} .
The interaction between the electron/positron and photon degrees of freedom
is now given as
α ·A ≡ α ·A(G) := α · a†(G) +α · a(G) , α · a♯(G) :=
3∑
j=1
αj a
♯(G(j)
x
) ,
where a♯ is a or a†. The following relative bounds are well-known and show
that α ·A is a symmetric operator on D(H1/2f ). (Henceforth we identify H1/2f ≡
1⊗H1/2f etc.) For every ψ ∈ D(H1/2f ),
‖α · a(G)ψ‖2 6 d2−1 ‖H1/2f ψ‖2,(2.6)
‖α · a†(G)ψ‖2 6 d2−1 ‖H1/2f ψ‖2 + d20 ‖ψ‖2.(2.7)
(Notice that the C∗-equality and (2.5) imply ‖α · u‖ = |u|, for every u ∈ R3,
whence ‖α · z‖2 6 2|z|2, for every z ∈ C3. This is why the factor 2 appears on
the left sides of (2.2) and (2.3).)
In order to define the no-pair and semi-relativistic Pauli-Fierz operators we
recall that the free Dirac operator minimally coupled to A is given as
(2.8) DA := α · (−i∇+A)+ β :=
3∑
j=1
αj
(− i∂xj + a†(G(j)x ) + a(G(j)x )) + β .
A straightforward application of Nelson’s commutator theorem shows that DA
is essentially self-adjoint on D0 [2, 25, 32]. We denote its closure starting from
D0 again by the same symbol. Supersymmetry arguments [33] show that its
spectrum is contained in the union of two half-lines,
σ(DA) ⊂ (−∞,−1] ∪ [1,∞) .
The no-pair operator acts in the projected Hilbert space
H
+
A
:= P+
A
H ,
where
(2.9) P+
A
:= 1[0,∞)(DA) =
1
2
1 +
1
2
sgn(DA) , P
−
A
:= 1− P+
A
.
A`-priori it is defined by
(2.10) Hnpγ ϕ
+ ≡ Hnpγ,A ϕ+ := P+A
(
DA − γ|x| +Hf
)
ϕ+ , ϕ+ ∈ P+
A
D0 .
We remark that Hnpγ is actually well-defined since P
+
A
maps D0 into D(|x|−1)∩
D(Hf) by Lemmata 3.4 and 3.5(ii) below. Our first main result shows that the
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quadratic form of Hnpγ is always semi-bounded below, provided γ is less than
the critical coupling constant for the (electronic) Brown-Ravenhall operator,
Belγ = P
+
0
(D0 − γ|x|)P+0 ,
which is defined as a Friedrichs extension starting from P+
0
C∞0 (R
3,C4). The
critical coupling constant for Belγ has been determined in [14] and its value is
(2.11) γnpc := 2/(2/π + π/2) .
In [34] it is shown that the Brown-Ravenhall operator is strictly positive,
(2.12) Belγ > (1− γ)P+0 , γ ∈ [0, γnpc ] .
Theorem 2.1. Assume that G fulfills Hypothesis 1. Then there is a constant,
c ∈ (0,∞), such that, for all γ ∈ [0, γnpc ), δ > 0, ρ ∈ (0, 1 − γ/γnpc ), and
ϕ+ ∈ P+
A
D0, ‖ϕ+‖ = 1,
〈ϕ+ | (DA − γ|x| + δ Hf)ϕ+ 〉 >
1
1 + ρ
〈ϕ+ |Bel(1+ρ)γ ϕ+ 〉 + 〈ϕ+ |P−0 |D0|ϕ+ 〉
− c (δ + δ−2) (d21 + d20 + d2−1 + (d20 + d2−1)2/ρ3) .(2.13)
In particular, by the KLMN-theorem Hnpγ has a distinguished self-adjoint exten-
sion – henceforth denoted by the same symbol – such that Q(Hnpγ ) = Q(Hnp0 ).
Moreover, P+
A
D0 is a form core for H
np
γ .
Proof. This theorem is proved in Subsection 4.1. 
On account of Tix’ inequality (2.12) and Theorem 2.1 we know that, for all
γ ∈ (0, γnpc ) and δ ∈ (0, 1), we find constants c(γ), C(γ, δ, d−1, d0, d1) ∈ (0,∞)
such that
(2.14) P+
A
(DA − γ|x| + δ Hf)P+A > c(γ) |D0| − C(γ, δ, d−1, d0, d1) ,
in the sense of quadratic forms on Q(Hnpγ ). We shall employ this bound in [23].
In the sequel we denote the ionization threshold of Hnpγ by
(2.15) Σnp ≡ Σnp(G) := inf
{ 〈ϕ+ |Hnp0 ϕ+ 〉 : ϕ+ ∈ P+A D0 , ‖ϕ+‖ = 1 } .
We denote the length of an interval I ⊂ R by |I|.
Theorem 2.2. There exist constants, k1, k2, k3, k4 ∈ (0,∞) and, for all G
fulfilling Hypothesis 1 and all γ ∈ (0, γnpc ), we find some E ∈ (0,∞), E ≡
E(γ, d−1, d0, d1) → 0, di → 0, i ∈ {−1, 0, 1}, such that the following holds
true: Let I ⊂ (−∞,Σnp) be some compact interval and let a > 0 satisfy a 6
k1(γ
np
c − γ)/(γnpc + γ) and ε := 1 − max I/(Σnp + E) − k2 a2 > 0. Then
Ran(1I(H
np
γ )) ⊂ D(ea|x|) and
(2.16)
∥∥ ea|x| 1I(Hnpγ ) ∥∥L (H +
A
,H )
6 (k3/ε
2) (1 + |I|) ek4 a (Σnp+E)/ε .
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Proof. This theorem is proved at the end of Subsection 5.2. 
Notice that the exponential decay rates a in Theorem 2.2 depend on the num-
bers di and Σnp but not on the particular shape of the form factor G. This
information on a is sufficient in order to prove the existence of ground states.
We remark that in [30] the present authors prove that an eigenfunction for an
eigenvalue λ < 1 of a one-particle no-pair operator in a classical magnetic field
decays with an exponential rate a <
√
1− λ2, for λ ∈ [0, 1), and a < 1, for
λ < 0. This is the behaviour known from the square-root, or, Chandrasekhar
operator. The idea used there to provide better decay rates does, however, not
apply when the quantized field energy is present.
The simple perturbative estimates of the following remark ensure that the
statement of Theorem 2.2 is non-trivial, i.e. that inf σ(Hnpγ ) < Σnp, at least for
small values of d−1, d0, d1. (Recall from [14] that inf σ(B
el
γ ) < 1, for γ ∈ (0, γnpc ].)
Remark 2.3. There is a constant, Cγ ∈ (0,∞), depending only on γ ∈ (0, γnpc ),
such that, for all G fulfilling Hypothesis 1 with d−1, d0, d1 6 1,
(2.17) 0 6 Σnp − 1 6 Cγ (d−1 + d0 + d1)
and
(2.18)
∣∣ inf σ(Hnpγ )− inf σ(Belγ ) ∣∣ 6 Cγ (d−1 + d0 + d1) .
These bounds are derived in Appendix A. ⋄
Next, we define the second operator studied in this article, the semi-relativistic
Pauli-Fierz operator. It acts in the whole space H and is a`-priori given as
(2.19) HPFγ ϕ ≡ HPFγ,A ϕ :=
(|DA| − γ|x| +Hf)ϕ , ϕ ∈ D0 .
In fact, the operator defined in (2.19) is a two-fold copy of the one given in
(1.2) since
|DA| =
(TA 0
0 TA
)
, TA :=
√
(σ · (−i∇ +A))2 + 1 .
We prefer, however, to consider the operator defined by (2.19) in order to have
a unified notation. The critical constant for the semi-relativistic Pauli-Fierz
operator is given by Kato’s constant,
(2.20) γPFc := 2/π .
Theorem 2.4. There is some k ∈ (0,∞) such that, for all δ > 0 and G
fulfilling Hypothesis 1,
(2.21)
1
4
∥∥ |x|−1 ϕ ∥∥2 6 ∥∥ (|DA|+ δ Hf + (δ−1 + δ k2) d21)ϕ ∥∥2 ,
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for all ϕ ∈ D0, and
(2.22)
2
π
1
|x| 6 |DA|+ δ Hf + (δ
−1 + δ k2) d21 ,
in the sense of quadratic forms on D0. In particular, for all γ ∈ [0, γPFc ], HPFγ
has a self-adjoint Friedrichs extension – henceforth again denoted by the same
symbol. For γ ∈ [0, γPFc ), we know that Q(HPFγ ) = Q(HPF0 ) and D0 is a form
core for HPFγ .
Proof. This theorem is proved in Subsection 4.2. 
Due to [32, Proposition 1.2] we know that |DA|+Hf is essentially self-adjoint
on D0, provided d−1, d0, and d1 are sufficiently small. Together with (2.21) and
the Kato-Rellich theorem this shows that HPFγ is essentially self-adjoint on D0
as long as γ ∈ [0, 1/2) and d−1, d0, and d1 are small. In [23] we shall extend
this result to all values of d−1, d0, and d1.
We denote the ionization threshold of Hnpγ by
(2.23) ΣPF ≡ ΣPF(G) := inf
{ 〈ϕ |HPF0 ϕ 〉 : ϕ ∈ D0 , ‖ϕ‖ = 1 } .
Theorem 2.5. There are constants, k1, k2 ∈ (0,∞), such that, for all G fulfill-
ing Hypothesis 1 and γ ∈ (0, γPFc ), the following holds true: Let I ⊂ (−∞,ΣPF)
be some compact interval and assume that a ∈ (0, 1) satisfies ε := ΣPF−max I−
9a2/(1− a2)2 > 0. Then Ran(1I(HPFγ )) ⊂ D(ea|x|) and
(2.24)
∥∥ ea|x| 1I(HPFγ ) ∥∥ 6 (k1/ε2) (1 + |I|) (ΣPF + k2 d21) ec(γ) a (ΣPF+k2d21)/ε .
Here c(γ) ∈ (0,∞) depends only on γ.
Proof. This theorem is proved at the end of Subsection 5.3. 
The following remark again ensures that inf σ(HPFγ ) < ΣPF, at least for small
values of d−1, d0, and d1.
Remark 2.6. There is a constant, Cγ ∈ (0,∞), depending only on γ ∈ (0, γnpc ),
such that, for all G fulfilling Hypothesis 1 with d−1, d0, d1 6 1,
(2.25) 0 6 ΣPF − 1 6 Cγ (d−1 + d0 + d1)
and
(2.26)
∣∣ inf σ(HPFγ )− inf σ(|D0| − γ|x|) ∣∣ 6 Cγ (d−1 + d0 + d1) .
These bounds are also derived in Appendix A. ⋄
10
3. Commutator estimates
In order to study the non-local no-pair and semi-relativistic Pauli-Fierz op-
erators we need some control on various commutators and error terms that
typically appear in their analysis. They involve resolvents and spectral projec-
tions of DA, and multiplication operators, in particular, exponential weights
or cut-off functions. Since we are dealing with quantized fields we also have to
study commutators of the resolvents and spectral projections with the radia-
tion field energy. The aim of this section is to provide appropriate bounds on
the corresponding operator norms. Our estimates on the error terms involving
the field energy are based on the next lemma. The following quantity appears
in its statement and in various estimates below,
(3.1) δ2ν ≡ δν(E)2 := 8
∫
wν(k, E)
2
ω(k)
‖G(k)‖2∞ dk , E, ν > 0 ,
where
wν(k, E) := E
1/2−ν
(
(E + ω(k))ν+1/2 − Eν (E + ω(k))1/2) .
We observe that w1/2(k, E) 6 ω(k) and, hence,
(3.2) δ1/2(E) 6 2 d1 , E > 0 .
Moreover,
δν(E) 6 δν(1) , E > 1 .
Lemma 3.1. Let ν, E > 0, and set
(3.3) H˜f := Hf + E .
Then
(3.4)
∥∥ [α ·A , H˜−νf ] H˜νf ∥∥ 6 δν(E)/E1/2 .
Proof. We pick φ, ψ ∈ D0 and write〈
φ
∣∣ [α ·A , H˜−νf ] H˜νf ψ 〉
=
〈
φ
∣∣ [α · a(G) , H˜−νf ] H˜νf ψ 〉 − 〈 [α · a(G) , H˜−νf ]φ ∣∣ H˜νf ψ 〉 .(3.5)
By definition of a(k) and Hf we have the pull-through formula a(k) θ(Hf)ψ =
θ(Hf +ω(k)) a(k)ψ, for almost every k and every Borel function θ on R, which
leads to[
a(k) , H˜−νf
]
H˜νf ψ
=
{(
(H˜f + ω(k))
−ν − H˜−νf
)
(H˜f + ω(k))
ν+1/2
}
a(k) H˜
−1/2
f ψ .
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We denote the operator {· · · } by F (k). Then F (k) is bounded and
‖F (k)‖ 6
∫ 1
0
sup
t>0
∣∣∣ d
ds
(t+ E + ω(k))ν+1/2
(t+ E + s ω(k))ν
∣∣∣ ds
= −
∫ 1
0
d
ds
(E + ω(k))ν+1/2
(E + s ω(k))ν
ds = wν(k, E)/E
1/2 .
Using these remarks together with the Cauchy-Schwarz inequality and (2.1),
we obtain∣∣〈φ ∣∣ [α · a(G) , H˜−νf ] H˜νf ψ 〉∣∣
6
∫
‖φ‖ ‖α ·G(k)‖ ‖F (k)‖ ∥∥a(k) H˜−1/2f ψ ∥∥ dk
6 ‖φ‖
(
2
∫ ‖F (k)‖2
ω(k)
‖G(k)‖2∞ dk
)1/2(∫
ω(k)
∥∥ a(k) H˜−1/2f ψ ∥∥2 dk)1/2
6
δν(E)
2E1/2
‖φ‖ ∥∥H1/2f H˜−1/2f ψ ∥∥ .
A similar argument applied to the second term in (3.5) yields
∣∣〈 [α · a(G) , H˜−νf ]φ ∣∣ H˜νf ψ 〉∣∣ 6 δ˜ν(E)2E1/2 ∥∥H1/2f H˜−1/2f φ ∥∥ ‖ψ‖ ,
where δ˜ν(E) is defined by (3.1) with wν(k, E) replaced by
w˜ν(k, E) := E
1/2−ν
(
Eν (E + ω(k))1/2 − E2ν (E + ω)1/2−ν) .
Evidently, w˜ν 6 wν , thus δ˜ν 6 δν , which concludes the proof. 
It is a trivial but very useful observation that, by choosing E large enough,
we can make to norm appearing in (3.4) as small as we please. For instance,
this is exploited to ensure that certain Neumann series converge in the proof
of the next corollary, where various commutation relations are established that
are used many times in the sequel. In the whole paper it turns out to be
convenient to replace Hf by H˜f = Hf + E in order to deal with commutators
involving the radiation field energy. Thanks to Lemma 3.1 commutators with
inverse powers of H˜f = Hf + E can always be treated as small error terms.
Corollary 3.2. Let z ∈ C and L ∈ L (L2(R3
x
,C4)) be such that z ∈ ̺(DA) ∩
̺(DA + L) (where L ≡ L⊗ 1) and set
(3.6) RA,L(z) := (DA + L− z)−1 , RA(z) := RA,0(z) .
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Assume that ν, E > 0 satisfy δν/E
1/2 < 1/‖RA,L(z)‖, and introduce the follow-
ing operators (recall (3.3)&(3.4)),
Tν := [H˜
−ν
f , α ·A] H˜νf ,
Ξν,L(z) :=
∞∑
j=0
{−RA,L(z) Tν}j , Υν,L(z) :=
∞∑
j=0
{−T ∗ν RA,L(z)}j .(3.7)
Then
(3.8) ‖Tν‖ 6 δν/E1/2, ‖Ξν,L(z)‖ , ‖Υν,L(z)‖ 6
(
1− δν ‖RA,L(z)‖/E1/2
)−1
,
and [
RA,L(z) , H˜
−ν
f
]
= RA,L(z) [H˜
−ν
f , α ·A]RA,L(z)(3.9)
= RA,L(z) Tν H˜
−ν
f RA,L(z) ,(3.10)
H˜−νf RA,L(z) = Ξν,L(z)RA,L(z) H˜
−ν
f ,(3.11)
RA,L(z) H˜
−ν
f = H˜
−ν
f RA,L(z) Υν,L(z) ,(3.12) [
RA,L(z) , H˜
−ν
f
]
H˜νf = RA,L(z) Tν Ξν,L(z)RA,L(z) .(3.13)
In particular, RA,L(z) maps D(1⊗Hνf ) into itself.
Proof. First, we remark that since (DA − z)D0 is dense in H and since z ∈
̺(DA+L) we also know that (DA+L− z)D0 is dense. Next, we observe that,
for every ψ ∈ D0, we have H˜−νf ψ ∈ D(H1/2f ) ⊂ D(α ·A), whence[
RA,L(z) , H˜
−ν
f
]
(DA + L− z)ψ = RA,L(z)
[
H˜−νf , DA
]
ψ
= RA,L(z)
[
H˜−νf , α ·A
]
RA,L(z) (DA + L− z)ψ
= RA,L(z) Tν H˜
−ν
f RA,L(z) (DA + L− z)ψ .
Since (DA+L− z)D0 is dense and since Tν and [H˜−νf , α ·A] are bounded due
to Lemma 3.1 this implies (3.9) and (3.10). Then (3.11) follows from (3.10)
and some elementary manipulations and (3.13) follows from (3.10) and (3.11).
Finally, the last assertion follows from (3.12) (which is just the adjoint of (3.11)
with z and L replaced by z and L∗ since Υµ,L(z) = Ξν,L∗(z)
∗). 
We continue by stating some simple facts which are used in the proofs of the
lemmata below: First, we have the following representation of the sign function
of DA [21, Lemma VI.5.6],
(3.14) sgn(DA)ϕ = lim
τ→∞
∫ τ
−τ
RA(iy)ϕ
dy
π
, ϕ ∈ H .
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Furthermore, since (−1, 1) ⊂ ̺(DA) the spectral calculus yields, for all y ∈ R
and κ ∈ [0, 1),
(3.15)
∥∥ |DA|κRA(iy) ∥∥ 6 1|y|<b(κ)√
1 + y2
+
c(κ)1|y|>b(κ)
|y|1−κ =: ζκ(y) ,
where b(κ) := κ−1/2(1− κ)1/2 (1/0 :=∞), c(κ) := κκ/2(1− κ)(1−κ)/2, and
(3.16) K(κ) :=
∫
R
ζκ(y)√
1 + y2
dy
2π
< ∞ , K(0) = 1
2
.
Finally, to study their non-local properties we shall conjugate or commute
various operators with exponential weight functions, eF ≡ eF ⊗ 1, acting on
the electron coordinates, where
(3.17)
F ∈ C∞(R3
x
,R) ∩ L∞(R3
x
,R) , F (0) = 0 , F > 0 or F 6 0 , |∇F | 6 a ,
for some a ∈ [0, 1). The next lemma shows that the resolvent of DA stays
bounded after conjugation with eF . Its statement is actually well-known for
classical magnetic fields; see, e.g. [13]. The proof presented in [30, Lemma 3.1]
applies, however, also to quantized fields without any change and we refrain
from repeating it here.
Lemma 3.3. Let y ∈ R, a ∈ [0, 1), and let F ∈ C∞(R3
x
,R) have a fixed sign
and satisfy |∇F | 6 a. Then iy ∈ ̺(DA + iα · ∇F ),
(3.18) eF RA(iy) e
−F = (DA + iα · ∇F + iy)−1↾D(e−F ) ,
and
(3.19)
∥∥ eF RA(iy) e−F ∥∥ 6
√
6√
1 + y2
· 1
1− a2 .
We define J : [0, 1)→ R by
J(0) := 1 , J(a) :=
√
6/(1− a2) , a ∈ (0, 1) .
Lemma 3.4. Let a, κ ∈ [0, 1) and let F satisfy (3.17). For all ν, E > 0 with
δν J(a)/E
1/2 < 1, we define
SFν := e
F
[
sgn(DA) , H˜
−ν
f
]
H˜νf e
−F
on D(Hνf ). Then
(3.20)
∥∥ |DA|κ SFν ∥∥ 6 (1 + a J(a)) K(κ) δν J(a)/E1/21− δν J(a)/E1/2 .
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In particular, sgn(DA) maps D(1⊗Hνf ) into itself and, if E1/2 > δν, then the
following identities hold true on D(1⊗Hνf ),
H˜νf sgn(DA) = sgn(DA) H˜
ν
f + Sν H˜
ν
f ,(3.21)
sgn(DA) H˜
ν
f = H˜
ν
f sgn(DA) + H˜
ν
f S
∗
ν ,(3.22)
where Sν := (S
0
ν)
∗ ∈ L (H ).
Proof. We set L := iα · ∇F so that eF RA(iy) e−F = RA,L(iy), y ∈ R, and
‖L‖ 6 a. Combining (3.13) with (3.14) we obtain, for all φ ∈ D(|DA|κ) and
ψ ∈ D(Hνf ),
∣∣〈 |DA|κ φ ∣∣SFν ψ 〉∣∣ 6
∫
R
∣∣〈 |DA|κ φ ∣∣RA,L(iy) Tν Ξν,L(iy)RA,L(iy)ψ 〉∣∣ dy
π
6 ‖Tν‖
∫
R
∥∥ |DA|κRA,L(iy)φ ∥∥‖Ξν,L(iy)‖ ‖RA,L(iy)‖ dy
π
‖φ‖ ‖ψ‖ .
Here we estimate ‖Tν‖ by means of (3.4) and we write |DA|κRA,L(iy) =
|DA|κRA(iy) (1 − LRA,L(iy)) in order to apply (3.15). Moreover, (3.8) and
Lemma 3.3 show that ‖Ξν,L(iy)‖ 6 (1 − δνJ(a)/E1/2)−1, for all y ∈ R. Alto-
gether these remarks yield the asserted estimate. Now, the following identity
in L (H ),
sgn(DA) H˜
−ν
f = H˜
−ν
f sgn(DA) − H˜−νf (S0ν)∗ ,
shows that sgn(DA) maps the domain of H
ν
f into itself and that (3.21) is valid.
Taking the adjoint of (3.21) and using [H˜νf sgn(DA)]
∗ = sgn(DA) H˜
ν
f (which is
true since H˜νf sgn(DA) is densely defined and sgn(DA) = sgn(DA)
−1 ∈ L (H ))
we also obtain (3.22). 
Lemma 3.5. (i) For all E > 0, ν > 0, with δν+1/2/E
1/2 < 1, and χ ∈
C∞(R3
x
, [0, 1]), the following resolvent formulas are valid,(
R0(iy)χ− χRA(iy)
)
H˜
−ν−1/2
f =
R0(iy) H˜
−ν
f
{
α · (i∇χ+ χA) + T ∗ν χ
}
H˜
−1/2
f RA(iy) Ξν+1/2,0(−iy)∗,(3.23)
and
(3.24) H˜
−1/2
f
(
R0(iy)χ− χRA(iy)
)
= R0(iy) H˜
−1/2
f α · (Aχ− i∇χ)RA(iy) .
(ii) If δν(1) < ∞, for some ν > 1, then P+A maps the subspace D(D0 ⊗ Hνf )
into itself.
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Proof. (i): A short computation using (3.11) yields, for every ϕ ∈ D0,
H˜
−ν−1/2
f
(
RA(−iy)χ− χR0(−iy)
)
(D0 + iy)ϕ
= −Ξν+1/2,0(−iy)RA(−iy) H˜−ν−1/2f α · (χA+ i∇χ)ϕ
= −Ξν+1/2,0(−iy)RA(−iy) H˜−1/2f
{
α · (χA+ i∇χ) + χTν
} ×
× H˜−νf R0(−iy) (D0 + iy)ϕ .
Now, (D0 − iy)D0 is dense in H and H˜−1/2f α · A is bounded due to (2.6)
and (2.7). Therefore, the previous computation implies an operator identity in
L (H ) whose adjoint is (3.23), and (3.24) is derived in a similar fashion.
(ii): For ν > 1, (3.23) shows that the range of RA(iy) H˜
1/2−ν
f is contained
in Ran(R0(iy) ⊗ H˜−ν+1f ) ⊂ D(D0 ⊗ Hν−1f ), for every y ∈ R. Moreover, we
know from (2.9) and Lemma 3.4 that H˜
ν−1/2
f P
+
A
H˜
1/2−ν
f ∈ L (H ). Now, let
ϕ ∈ D(D0 ⊗Hνf ). Then DA ϕ ∈ D(H˜ν−1/2f ) and it follows that
P+
A
ϕ = RA(0) H˜
1/2−ν
f (H˜
ν−1/2
f P
+
A
H˜
1/2−ν
f ) H˜
ν−1/2
f DA ϕ ∈ D(D0 ⊗Hν−1f ) .
Furthermore, we know that P+
A
ϕ ∈ D(1⊗Hνf ) by Lemma 3.4. 
In our study of the exponential localization we shall often encounter error terms
involving the operator
(3.25) Kχ,F := [P+A , χ eF ] e−F ,
where χ ∈ C∞(R3
x
, [0, 1]) and F : R3
x
→ R are functions of the electron coordi-
nates and F satisfies (3.17). The operator norm bounds derived in Lemma 3.6
below provide the necessary control on Kχ,F .
Lemma 3.6. Let a, κ ∈ [0, 1) and let F satisfy (3.17). Then we have, for all
ν, E > 0 with E1/2 > δν J(a), and χ ∈ C∞(R3, [0, 1]),∥∥ |DA|κKχ,F ∥∥ 6 K(κ) J(a) (a+ ‖∇χ‖∞) ,(3.26) ∥∥ |DA|κ H˜∓νf Kχ,F H˜±νf ∥∥ 6 K(κ) J(a) a + ‖∇χ‖∞(1− δν J(a)/E1/2)2 .(3.27)
In particular,
(3.28)
∥∥ eF P+
A
e−F
∥∥ 6 1 + a J(a)/2 .
Let k be the universal constant appearing in Theorem 2.4. There is another
universal constant, C ∈ (0,∞), such that, for all E > max{4J(a)2, (1+k2)} d21,∥∥ |x|−1/2Kχ,F H˜−1/2f ∥∥ 6 C J(a) a+ ‖∇χ‖∞(1− 2 d1 J(a)/E1/2)2 .(3.29)
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Proof. Using the notation introduced in (3.6) and Lemma 3.3, we have
(3.30)
[
RA(iy) , χ e
F
]
e−F = RA(iy)M RA,L(iy) ,
where
(3.31) M := iα · (∇χ+ χ∇F ) and L := iα · ∇F .
By means of (2.5) we find ‖M‖ 6 (a + ‖∇χ‖∞). Moreover, ‖RA,L(iy)‖ 6
J(a) (1+y2)−1/2 by Lemma 3.3, and the operator Ξν,L(iy) given by (3.7) satisfies
‖Ξν,L(iy)‖ 6 (1−δν J(a)/E1/2)−1. We further set Ξ˜ν(iy) :=
∑∞
ℓ=0{−Tν RA(iy)}ℓ
so that Ξν,0(iy)RA(iy) = RA(iy) Ξ˜ν(iy) and ‖Ξ˜ν(iy)‖ 6 (1 − δν/E1/2)−1. On
account of (3.14) we now obtain, for all φ, ψ ∈ D0,∣∣〈 |DA|κ φ ∣∣ H˜−νf Kχ,F H˜νf ψ 〉∣∣
6
∫
R
∣∣∣〈 |DA|κ φ ∣∣∣ H˜−νf RA(iy)M RA,L(iy) H˜νf ψ 〉∣∣∣ dy2π
=
∫
R
∣∣∣〈RA(iy) |DA|κ φ ∣∣∣ Ξ˜ν(iy)M Ξν,L(iy)RA,L(iy)ψ 〉∣∣∣ dy
2π
.(3.32)
In the second step we used (3.11) twice and [H˜−νf ,M ] = 0. Applying the various
norm bounds mentioned above together with (3.15) we see that (3.27) holds
true for the first choice of the signs ±. To obtain (3.27) with the second choice
of signs we proceed analogously applying (3.12) instead of (3.11). (Notice that,
by Lemma 3.5, Kχ,F maps D0 into D(Hνf ).) Also (3.26) is proved in the same
way. (Just ignore H˜f .) (3.29) follows from (3.27) and the inequality (2.22)
from Theorem 2.4 which is proved independently. We also use (3.2) to derive
(3.29). 
Lemma 3.7. Let a ∈ [0, 1) and let F satisfy (3.17). Let ν, E > 0 such that
δν J(a)/E
1/2 6 1/2. Then∥∥ |DA| [χ1 eF , [P+A , χ2 e−F ] ] ∥∥ 6 J(a) ∏
i=1,2
(a + ‖∇χi‖∞) ,(3.33)
∥∥ H˜νf [χ1 eF , [P+A , χ2 e−F ] ] H˜−νf ∥∥ 6 8 J(a) ∏
i=1,2
(a+ ‖∇χi‖∞) ,(3.34)
∥∥ 1
|x|
[
χ1 e
F , [P+
A
, χ2 e
−F ]
]
H˜
−1/2
f
∥∥ 6 83/2J(a) ∏
i=1,2
(a + ‖∇χi‖∞) .(3.35)
In (3.35) we assume that E > (4d1 J(a))
2.
Proof. Let φ, ψ ∈ D0, ‖φ‖ = ‖ψ‖ = 1. First, we derive a bound on
Iφ,ψ :=
∫
R
∣∣∣〈 |DA| φ ∣∣∣ H˜νf [χ1 eF , [RA(iy) , χ2 e−F ] ] H˜−νf ψ 〉∣∣∣ dy2π .
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Expanding the double commutator we get[
χ1 e
F , [RA(iy) , χ2 e
−F ]
]
= η(χ1, χ2, F ; y) + η(χ2, χ1,−F ; y) ,
where
η(χ1, χ2, F ; y)
:= RA(iy)α · (∇χ1 + χ1∇F ) eF RA(iy) e−F α · (∇χ2 − χ2∇F )RA(iy) .
Writing L := iα · ∇F , we obtain∫
R
∣∣∣〈 |DA| φ ∣∣∣ H˜νf η(χ1, χ2, F ; y) H˜−νf ψ 〉∣∣∣ dy2π
6
∫
R
∣∣∣〈φ ∣∣∣ |DA|RA(iy) Υν,0(iy)α · (∇χ1 + χ1∇F ) ×
×RA,L(iy) Υν,L(iy)α · (∇χ2 − χ2∇F )RA(iy) Υν,0(iy)ψ
〉∣∣∣ dy
2π
6
(a+ ‖∇χ1‖)(a+ ‖∇χ2‖)
(1− δν/E1/2)2 ·
J(a)
1− δν J(a)/E1/2
∫
R
dy
2π(1 + y2)
.(3.36)
A bound analogous to (3.36) holds true when the roles of χ1 and χ2 are inter-
changed and F is replaced by −F . Consequently, Iφ,ψ is bounded by two times
the right hand side of (3.36). Altogether this shows that (3.33) and (3.34) hold
true. (Just ignore |DA| or H˜f , respectively, in the above argument.) (3.35)
follows from (3.33) and (3.34) and the inequality∥∥ |x|−1 ϕ ∥∥2 6 4 ∥∥ |DA|ϕ ∥∥2 + 4 ∥∥ H˜1/2f ϕ ∥∥2 , ϕ ∈ D0 ,
which is true for E > d21 and derived independently in the proof of Theorem 2.4
given below; see (4.7). 
In what follows we set, for every F satisfying (3.17),
(3.37) P F
A
:= eF P+
A
e−F ,
so that
(3.38) χP F
A
= P+
A
χ−Kχ,F , P FA χ = χP+A −K∗χ,−F .
Corollary 3.8. Let O be DA, 1|x| , H˜f , or any element of L (H ) with ‖O‖ 6
1. Then there exists some universal constant K ∈ (0,∞) such that, for all
E > (4d1 J(a))
2, a ∈ [0, 1), F satisfying (3.17), χ ∈ C∞(R3, [0, 1]), ε > 0, and
ϕ ∈ D0 ∪ P+A D0,∣∣∣〈ϕ ∣∣P FA χO χP FA ϕ 〉 − 〈ϕ ∣∣χP+A O P+A χϕ 〉∣∣∣
6 ε
〈
ϕ
∣∣χP+
A
|O|P+
A
χϕ
〉
+ (1 + ε−1)K (a+ ‖∇χ‖∞)2 J(a)2
∥∥ H˜1/2f ϕ ∥∥2.
(3.39)
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Moreover, if O is self-adjoint, then∣∣∣Re [ 〈ϕ ∣∣P FA OP FA ϕ 〉 − 〈ϕ ∣∣P+A OP+A ϕ 〉 ] ∣∣∣
6 K a2 J(a)2
( ∥∥ H˜1/2f ϕ ∥∥2 + ∥∥ H˜1/2f P+A ϕ ∥∥2 ) .(3.40)
If O = DA or O ∈ L (H ) then we can replace the norms ‖ H˜1/2f ϕ ‖2 and
‖H˜1/2f ϕ‖2 + ‖H˜1/2f P+A ϕ‖2 on the right sides of (3.39) and (3.40) by ‖ϕ‖2 and
2‖ϕ‖2, respectively.
Proof. In view of (3.38) and Lemma 3.5(ii) we have the following operator
identity on D0 ∪ P+A D0,
P F
A
χO χP F
A
− χP+
A
OP+
A
χ
= −K∗χ,−F O P+A χ − χP+A OKχ,F − K∗χ,−F OKχ,F .(3.41)
Consequently, the term on the left side of (3.39) is less than or equal to
∥∥ |O|1/2 P+
A
χϕ
∥∥{∑
♯=±
∥∥ |O|1/2Kχ,♯F ϕ ∥∥} + ∏
♯=±
∥∥ |O|1/2Kχ,♯F ϕ ∥∥ .
Therefore, (3.39) follows from Lemma 3.6.
In order to derive (3.40) we write KF := K1,F and infer from (3.41) that
Re
[ 〈
ϕ
∣∣P F
A
O P F
A
ϕ
〉 − 〈ϕ ∣∣P+
A
OP+
A
ϕ
〉 ]
= −Re [〈ϕ ∣∣P+
A
O (KF +K−F )ϕ
〉 ] − Re [ 〈ϕ ∣∣K∗χ,−F OKχ,F ϕ 〉 ] ,(3.42)
where
KF +K−F =
[
[P+
A
, eF ] , e−F
]
.
Therefore, (3.40) follows from Lemma 3.7 applied to the first term in (3.42)
and Lemma 3.6 applied to the second term in (3.42). (In the case O = H˜f we
apply (3.34) with ν = 1/2.) 
Lemma 3.9. For all κ ∈ [0, 1), E > (2d1)2, and χ ∈ C∞(R3, [0, 1]),
∥∥ |D0|κ(P+0 χ− χP+A)H˜−1/2f ∥∥ 6 K(κ) ‖∇χ‖∞ + (d20 + 2d2−1)1/21− 2d1/E1/2 ,(3.43)∥∥ |DA|κ(P+Aχ− χP+0 )H˜−1/2f ∥∥ 6 K(κ)(‖∇χ‖∞ + (d20 + 2d2−1)1/2).(3.44)
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Proof. Combining (3.23) with (3.14) we find, for φ, ψ ∈ D0,∣∣〈 |D0|κ φ ∣∣ (P+0 χ− χP+A) H˜−1/2f ψ 〉∣∣
=
∫
R
∣∣∣〈 |D0|κ φ ∣∣∣R0(iy)α · (i∇χ− χA) H˜−1/2f RA(iy) Υ1/2,0(iy)ψ 〉∣∣∣ dη2π
6
∫
R
∥∥ |D0|κR0(iy) ∥∥ ‖φ‖ (‖∇χ‖∞ + ‖α ·A H˜−1/2f ‖) ·
· ‖RA(iy)‖ ‖Υ1/2,0(iy)‖ ‖ψ‖ dy
2π
.
On account of (3.15) and ‖Υ1/2,0(iy)‖ 6 (1 − 2d1/E1/2)−1 this implies (3.43).
The bound (3.44) is proved analogously by interchanging the roles of D0 and
DA and using the adjoint of (3.24). 
Corollary 3.10. For all ε > 0, χ ∈ C∞0 (R3, [0, 1]), and ϕ+ ∈ P+A D0,
(3.45)
∥∥ |D0|1/2 P−0 χϕ+ ∥∥2 6 ε ∥∥ H˜1/2f χϕ+ ∥∥2 + c44ε2 ∥∥P−0 χϕ+ ∥∥2 ,
where c denotes the right hand side of (3.43) with κ = 3/4. Moreover, we have,
for ε, τ > 0,∣∣〈P+
0
χϕ+
∣∣ 1
|x|
P−
0
χϕ+
〉∣∣
6 τ
∥∥ |D0|1/2 P+0 χϕ+ ∥∥2 + ε ∥∥ H˜1/2f ϕ+ ∥∥2 + c4π6211ε2τ 3 ∥∥P−0 χϕ+ ∥∥2 .(3.46)
Proof. Using (3.43) (which is certainly valid also with P+
A
replaced by P−
A
), we
first observe that
P−
0
χϕ+ = (P−
0
χ− χP−
A
)ϕ+ ∈ D(|D0|3/4) .
This permits to get∥∥ |D0|1/2 P−0 χϕ+ ∥∥2
6
∥∥ |D0|1/4 P−0 χϕ+ ∥∥ ∥∥ |D0|3/4 (P−0 χ− χP+A)ϕ+ ∥∥
6
∥∥ |D0|1/4 P−0 χϕ+ ∥∥ c ∥∥ H˜1/2f ϕ+ ∥∥
6
c2
2ε
〈
P−
0
χϕ+
∣∣ |D0|1/2 P−0 χϕ+ 〉 + ε2 ∥∥ H˜1/2f ϕ+ ∥∥2
6
1
2
∥∥ |D0|1/2 P−0 χϕ+ ∥∥2 + c48ε2 ∥∥P−0 χϕ+ ∥∥2 + ε2 ∥∥ H˜1/2f ϕ+ ∥∥2 ,
which implies (3.45). The bound (3.46) follows from (3.45) and Kato’s inequal-
ity, |x|−1 6 (π/2)|D0|. 
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4. Semi-boundedness
In the following two subsections we prove Theorems 2.1 and 2.4 which state that
the no-pair and relativistic Pauli-Fierz operators are semi-bounded provided
the coupling constant in front of the Coulomb potential stays below the critical
values γnpc = 2/(2/π + π/2) and γ
PF
c = 2/π, respectively.
4.1. The no-pair operator: Semi-boundedness.
Proof of Theorem 2.1. We pick some ρ ∈ (0, 1− γ/γnpc ) and set γρ := (1+ ρ) γ.
By virtue of Lemma 3.5(ii) we have P+
0
ϕ+ ∈ D(D0 ⊗H1/2f ), whence
〈
ϕ+
∣∣ (DA − γ|x|)ϕ+ 〉 = γγρ
〈
ϕ+
∣∣P+
0
(D0 − γρ|x|)P+0 ϕ+
〉
+ (1− γ/γρ)
〈
ϕ+
∣∣P+
0
D0 ϕ
+
〉
(4.1)
+
〈
ϕ+
∣∣
α ·Aϕ+ 〉
+
〈
ϕ+
∣∣P−
0
(
D0 − γ|x|
)
P−
0
ϕ+
〉
(4.2)
− 2γRe 〈ϕ+ ∣∣P+
0
1
|x|
P−
0
ϕ+
〉
(4.3)
+
〈
ϕ+
∣∣P−
0
|D0|ϕ+
〉 − ∥∥ |D0|1/2 P−0 ϕ+ ∥∥2 .(4.4)
We employ (3.45) with ε = δ/4 to estimate the second term in (4.4) from
below by −(δ/4)〈ϕ+ | H˜f ϕ+ 〉 − (4c4/δ2) ‖ϕ+‖2. Here H˜f = Hf + E and we
choose E = 16 d21. Then c
4 is proportional to (d20 + 2d
2
−1)
2. The term in (4.3)
can be estimated from below by means of (3.46), where we choose E = 16 d21,
ε = δ/(8γ), and τ = (1 − γ/γρ)/(2γ) = ρ/(2γ[1 + ρ]). With this choice of
τ the portion of the kinetic energy in (4.1) compensates for the contribution
coming from the first term on the right side in (3.46). By Kato’s inequality the
term in (4.2) is bounded from below by −(1 + πγ/2) ‖ |D0|1/2 P−0 ϕ+‖2, which
we estimate further by means of (3.45) with E = 16 d21 and ε = δ/(4 + 2πγ).
Combining these remarks with α ·A > −(δ/4)Hf − 4d2−1/δ (due to (2.6)), we
arrive at (2.13). 
4.2. The semi-relativistic Pauli-Fierz operator: Semi-boundedness.
Lemma 4.1. There is a constant k ∈ (0,∞) such that, for all E > k2 d21 and
all φ ∈ D0,
(4.5) Re
〈 |DA|φ ∣∣ H˜f φ 〉 > (1− k d1E−1/2) ∥∥ |DA|1/2 H˜1/2f φ ∥∥2 .
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Proof. Let φ ∈ D0 and set ψ := H˜1/2f φ. Using (3.7) and (3.21), we have
Re
〈
DA H˜
−1/2
f ψ
∣∣ sgn(DA) H˜1/2f ψ 〉
= Re
〈
(DA − T ∗1/2)ψ
∣∣ H˜−1/2f sgn(DA) H˜1/2f ψ 〉
= Re
〈
(DA − T ∗1/2)ψ
∣∣ (sgn(DA)− S1/2)ψ 〉
> 〈 |DA|ψ |ψ 〉 −
∥∥ |DA|1/2 ψ ∥∥ ∥∥ |DA|1/2 S1/2 ψ ∥∥
−‖T1/2‖ (1 + ‖S1/2‖) ‖ψ‖2.
Together with (3.2), (3.8), and (3.20) this gives the asserted estimate. 
Proof of Theorem 2.4. We pick some δ > 0 and choose E = (δ−2+k2) d21, where
k is the constant appearing in Lemma 4.1. To start with we recall that
(4.6) D2
A
φ =
(− i∇+A)2 φ + S ·B φ + φ , φ ∈ D0 ,
where the entries of the formal vector S are Sj = σj⊗12 and B is the magnetic
field, i.e.
S ·B = S · a†(∇x ∧G) + S · a(∇x ∧G) .
A standard estimate using Hypothesis 1 shows that, for every ϕ ∈ D0,∣∣〈ϕ ∣∣S ·Bϕ 〉∣∣ 6 2 d1 ‖ϕ‖ ∥∥H1/2f ϕ ∥∥ 6 δ 〈ϕ |Hf ϕ 〉 + d21 δ−1 ‖ϕ‖2 .
Using E > k2 d21 in the third step, we thus obtain, for all φ ∈ D0,
1
4
〈
φ
∣∣ |x|−2 φ 〉 6 〈φ ∣∣ (− i∇ +A)2 φ 〉
6
〈
DA φ
∣∣DA φ 〉 + δ 〈φ ∣∣ (Hf + δ−2 d21)φ 〉 − ‖φ‖2(4.7)
=
〈
DA φ
∣∣DA φ 〉 + δ 〈φ ∣∣ H˜f φ 〉 − (δ k2 d21 + 1) ‖φ‖2
6
〈
DA φ
∣∣DA φ 〉 + 〈φ ∣∣ δ2 H˜2f φ 〉+ 2Re 〈 |DA| φ ∣∣ δ H˜f φ 〉
− (δ k2 d21 + 3/4) ‖φ‖2
=
∥∥ (|DA| + δ H˜f )φ ∥∥2 − (δ k2 d21 + 3/4) ‖φ‖2 .
Here we also used a diamagnetic inequality in the first step. The diamagnetic
inequalities used here and in the first step of (4.8) below are well-known at
least for classical magnetic fields. They hold true, however, also for quantized
fields due to an argument by J. Fro¨hlich which is presented in [3] and [24]; see
also [19, 20]. (The basic underlying observation is that all components Ai(x)
and Aj(y), i, j ∈ {1, 2, 3}, x,y ∈ R3, of the vector potential commute and can
hence be diagonalized simultanously. In this way the problem is reduced to the
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classical situation.) Since the square root is operator monotone it follows that,
for all φ ∈ D0,
(4.8)
2
π
〈
φ
∣∣ |x|−1 φ 〉 6 〈φ ∣∣ | − i∇ +A| φ 〉 6 〈φ ∣∣ (|DA|+ δ H˜f )φ 〉 .

5. Exponential localization
5.1. Outline of the proof. Our next aim is to prove the main Theorems 2.2
and 2.5 which assert that low-lying spectral subspaces of the no-pair and semi-
relativistic Pauli-Fierz operators are exponentially localized. We recall the
general strategy of the proofs in this subsection and apply the results to the
no-pair and semi-relativistic Pauli-Fierz operators in Subsections 5.2 and 5.3,
respectively. The basic idea underlying the proofs is essentially due to [6] and
described briefly in Lemma 5.1. The technical Lemma 5.2 summarizes (and
simplifies) a part of a proof from [31]. Occasionally, we will also benefit from
some observations made in [16].
The spectra of both the no-pair and the semi-relativistic Pauli-Fierz opera-
tors will certainly be continuous up to their minima, at least for the physically
interesting choice of the form factor. In particular, we cannot employ eigen-
value equations to derive exponential decay estimates. (Of course, this would
be possible if were only interested in the exponential localization of ground
state eigenfunctions.) According to [6] a possibility to handle this is to smooth
out the spectral projection and to apply a suitable integral representation of
the smoothed projection. We shall employ the following formula due to Amrein
et al. [1, Theorem 6.1.4(b)] which holds for every f ∈ C∞0 (R), ν ∈ N, and every
self-adjoint operator, X , in some Hilbert space,
f(X) =
ν−1∑
κ=0
1
π κ!
∫
R
f (κ)(λ) Im
[
iκ (X − λ− i)−1] dλ
+
∫ 1
0
tν−1
π(ν − 1)!
∫
R
f (ν)(λ) Im
[
iν (X − λ− it)−1] dλ dt .(5.1)
The following lemma is essentially due to [6].
Lemma 5.1. Let X and Y be self-adjoint operators in H with a common
domain. Let a > 0 and I ⊂ R be a compact interval such that I ⊂ ̺(Y ).
Assume that there exist C,C ′ ∈ (0,∞) and another compact interval J ⊂ ̺(Y )
such that J˚ ⊃ I and that, for all F satisfying (3.17),
(5.2)
∥∥ eF (X − Y ) ∥∥ 6 C , sup
(λ,t)∈J×(0,1]
∥∥ eF (Y − λ± it)−1 e−F ∥∥ 6 C ′ .
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Then Ran(1I(X)) ⊂ D(ea|x|) and∥∥ ea|x| 1I(X) ∥∥ 6 c(I, J)C C ′ ,
where
(5.3) c(I, J) = k
(
1 + |J |+ dist(I, Jc)−1) ,
for some universal constant k ∈ (0,∞).
Proof. We find some f ∈ C∞0 (R, [0, 1]) such that f ≡ 1 on I and supp(f) ⊂ J .
Then eF 1I(X) = e
F (f(X)−f(Y ))1I(X), since J ⊂ ̺(Y ). Here we can rewrite
f(X)− f(Y ) by means of (5.1). On account of (5.2) and the second resolvent
identity we have, for every λ ∈ J and t ∈ (0, 1],
(5.4)
∥∥ eF { (X − λ± it)−1 − (Y − λ± it)−1 }∥∥ 6 C C ′/t .
Now, we observe that the factor tν−1 in (5.1) compensates for the 1/t singularity
in (5.4) if we choose ν = 2. Using these remarks we readily find some c(I, J) ∈
(0,∞) such that, for all F satisfying (3.17), we have ‖eF 1I(X)‖ 6 c(I, J)C C ′.
By an appropriate choice of f we can ensure that c(I, J) has the form given in
(5.3). But then ‖ea|x| 1I(X)‖ 6 c(I, J)C C ′ holds true also as a consequence
of the monotone convergence theorem applied to a suitable increasing sequence
of weights F1, F2, . . . , where each Fj satisfies (3.17). 
To verify the second condition in (5.2) the following lemma is helpful.
Lemma 5.2. Let Y be a positive operator in H which admits D0 as a form
core. Set b := inf σ(Y ) and let J ⊂ (−∞, b) be some compact interval. Let a ∈
(0, 1) and assume that, for all F satisfying (3.17), we have e±F Q(Y ) ⊂ Q(Y ).
(Notice that e±F maps D0 into itself.) Assume further that there exist constants
c(a), f(a), g(a), h(a) ∈ [0,∞) such that c(a) < 1/2 and b g(a)+h(a) < b−max J
and, for all F satisfying (3.17) and ϕ ∈ D0,∣∣〈ϕ ∣∣ (eF Y e−F − Y )ϕ 〉∣∣ 6 c(a) 〈ϕ | Y ϕ 〉 + f(a) ‖ϕ‖2 ,(5.5)
Re
〈
ϕ
∣∣ eF Y e−F ϕ 〉 > (1− g(a)) 〈ϕ ∣∣Y ϕ 〉 − h(a) ‖ϕ‖2 .(5.6)
Then we have, for all F satisfying (3.17),
(5.7) sup
(λ,t)∈J×(0,1]
∥∥ eF (Y − λ± it)−1 e−F ∥∥ 6 (b−max J − h(a)− b g(a))−1 .
Proof. Since eF is an isomorphism onH the densely defined operators eF Y e−F
and Y have the same resolvent set and
(5.8) RF (z) := e
F (Y − z)−1 e−F = (eF Y e−F − z)−1, z ∈ ̺(Y ) .
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In particular, eF Y e−F is closed because its resolvent set is not empty. Since
e−F is a self-adjoint isomorphism we further know that
(eF Y e−F )∗ = e−F (eF Y )∗ = e−F Y eF .(5.9)
By assumption we have
D(e±F Y e∓F ) = e±FD(Y ) ⊂ e±FQ(Y ) ⊂ Q(Y ) .(5.10)
Condition (5.5) and c(a) < 1/2 imply that
(
eF Y e−F
)
↾D0 has a distinguished
closed and sectorial extension which we denote by YF . This extension is the
only closed extension having the properties D(YF ) ⊂ Q(Y ), D(Y ∗F ) ⊂ Q(Y ),
and it ∈ ̺(YF ), for all t ∈ R such that |t| is larger than some positive constant;
see [21]. Thanks to (5.8), (5.9), and (5.10), we know that eF Y e−F is a closed
extension enjoying all these properties, whence YF = e
F Y e−F . By virtue of
(5.6) we have, with δ := b − max J − b g(a) − h(a) > 0 and for all λ ∈ J ,
t ∈ (0, 1], ϕ ∈ D0,
(5.11) Re
〈
ϕ
∣∣ (YF − λ± it)ϕ 〉 > {(1− g(a)) b− λ− h(a)} ‖ϕ‖2 > δ ‖ϕ‖2 .
Therefore, the numerical range of YF − λ ± it is contained in the half space
{ζ ∈ C : Re ζ > δ} [21, Theorem VI.1.18 and Corollary VI.2.3]. Moreover, by
(5.8) the deficiency of YF −λ± it is zero, and we may hence estimate the norm
of (YF −λ± it)−1 by the inverse distance of λ± it to the numerical range of YF
[21, Theorem V.3.2]. We thus obtain the estimate ‖ (YF − λ ± it)−1 ‖ 6 δ−1,
for all λ ∈ J and t ∈ (0, 1], which together with (5.8) proves the lemma. 
5.2. The no-pair operator: Localization. To begin with we introduce a
scaled partition of unity. Namely, we pick some µ˜ ∈ C∞0 (R3, [0, 1]) such that
µ˜ ≡ 1 on {|x| 6 1} and µ˜ ≡ 0 on {|x| > 2} and observe that θ := µ˜2+(1−µ˜)2 >
1/2. Then we set, for R > 1 and x ∈ R3, µ1,R(x) := µ˜(x/R)/θ1/2(x/R), and
µ2,R(x) := (1− µ˜(x/R))/θ1/2(x/R), so that µ21,R + µ22,R = 1. We define
(5.12) e(γ) := inf σ(Hnpγ + E P
+
A
) , γ ∈ [0, γnpc ) ,
where Hnpγ is considered as an operator acting in H
+
A
. The parameter E > 0
is chosen sufficiently large later on. We shall apply Lemmata 5.1 and 5.2 with
Xnpγ = H
np
γ + E P
+
A
+ P−
A
Hf P
−
A
+ e(0)P−
A
,(5.13)
Y npγ = X
np
γ + (e(0)− e(γR))P+A µ21,R P+A ,(5.14)
where Hnpγ is now considered as an operator acting in H and
(5.15) γR := (1 + 1/R) γ/(1− c/R) , R > c .
Here c > 1 is the constant appearing in Lemma 5.3. Xnpγ and Y
np
γ are self-
adjoint on the same domain D(Xnpγ ) = D(Y npγ ) = D(Hnpγ ) ∩D(P−A Hf P−A) and
both operators admit D0 as a form core.
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The idea to define the comparison operator Y npγ by essentially adding only
a cut-off function located in a ball about the origin to Xnpγ is borrowed from
[16]. An obvious consequence of this choice (and the bound (3.28)) is that the
first condition in (5.2) is fulfilled.
Lemma 5.3. Let γ ∈ [0, γnpc ) and E > max{1 , (2d1)2}. Then there exist uni-
versal constants c, c′ ∈ [1,∞) such that, for all R > max{ c , (γ+ c γnpc )/(γnpc −
γ) } and all ϕ ∈ D0, ϕ+ := P+A ϕ,〈
ϕ
∣∣Y npγ ϕ 〉 > e(0) ‖ϕ‖2 − (c′/R) (e(0) + |e(γR)|) ‖ϕ+‖2 .
Proof. Let ϕ ∈ D0 and set ϕ+ := P+A ϕ. Since ∇ =
∑
i=1,2 µi,R∇µi,R we have
〈ϕ | (Hnpγ + E P+A )ϕ 〉 =
∑
i=1,2
〈
ϕ+
∣∣P+
A
µi,R (DA − γ/|x|+ H˜f)µi,R P+A ϕ+
〉
,
where H˜f = Hf +E. On account of Corollary 3.8 with ε = 1/R we thus have,
for all R > 1,
〈ϕ | (Hnpγ + E P+A )ϕ 〉
> (1− 1/R)
∑
i=1,2
〈
ϕ+
∣∣µi,R P+A (DA + H˜f)P+A µi,R ϕ+ 〉
−(1 + 1/R) 〈ϕ+ ∣∣µ1,R P+A γ|x| P+A µ1,R ϕ+ 〉 − ∥∥µ22,R γ/|x| ∥∥∞ ‖ϕ+‖2
−
∑
i=1,2
3K(1 +R) ‖∇µi,1‖2
R2
∥∥ H˜1/2f ϕ+ ∥∥2 .(5.16)
(K is the constant appearing in Corollary 3.8.) We set Cµ :=
∑
i=1,2 ‖µi,1‖2∞
and apply Corollary 3.8 once more to obtain
∥∥ H˜1/2f ϕ+ ∥∥2 = ∑
i=1,2
∥∥ H˜1/2f µi,R P+A ϕ+ ∥∥2
6 2
∑
i=1,2
〈
ϕ+
∣∣µi,R P+A H˜f P+A µi,R ϕ+ 〉 + 2K CµR ∥∥ H˜1/2f ϕ+ ∥∥2 .
Here we also estimated 1 + 1/R 6 2. This implies, for R > 4K Cµ,
∥∥ H˜1/2f ϕ+ ∥∥2 6 4∑
i=1,2
〈
ϕ+
∣∣µi,R P+A H˜f P+A µi,R ϕ+ 〉 .
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Combining the previous estimate with (5.16) and setting c := 1 + 24K Cµ we
arrive at
〈ϕ | (Hnpγ + E P+A )ϕ 〉
> (1− c/R) 〈µ1,R ϕ+ ∣∣ (HnpγR + E P+A)µ1,R ϕ+ 〉
= + (1− c/R) 〈µ2,R ϕ+ ∣∣ (Hnp0 + E P+A)µ2,R 〉 − (γ/R) ‖ϕ+‖2
> (1− c/R){e(γR) ∥∥P+A µ1,R ϕ+ ‖2 + e(0) ∥∥P+A µ2,R ϕ+ ∥∥2}− (γ/R) ‖ϕ+‖2
> e(γR) ‖µ1,R ϕ+‖2 + e(0) ‖µ2,R ϕ+‖2 − (c′/R)(e(0) + |e(γR)|) ‖ϕ+‖2 ,
where γR is given by (5.15) and c
′ ∈ (0,∞) is some universal constant. In
the last step we used ‖ [P+
A
, µ2,R] ‖ 6 ‖∇µ2,1‖∞/(2R). We also assumed that
R > (γ + c γnpc )/(γ
np
c − γ), which is equivalent to γR < γnpc . 
Next, we show that the conditions (5.5) and (5.6) required in Lemma 5.2 are
satisfied. We abbreviate
∆(γR) := e(0) − e(γR) = Σnp − inf σ(HnpγR) .
Lemma 5.4. There is some constant k1 ∈ (0,∞) such that, for all γ ∈ (0, γnpc ),
G fulfilling Hypothesis 1, a ∈ (0, 1/2], all F satisfying (3.17), all sufficiently
large E > 0 (depending only on d−1, d0, d1, and γ), and all ϕ ∈ D0,
(5.17)∣∣Re [〈ϕ ∣∣ ( eF Y npγ e−F − Y npγ )ϕ 〉] ∣∣ 6 k1 a2 〈ϕ ∣∣ (Y npγ +∆(γR) + Σnp)ϕ 〉 ,
and
(5.18)∣∣ 〈ϕ ∣∣ ( eF Y npγ e−F − Y npγ )ϕ 〉 ∣∣ 6 k1 a 〈ϕ ∣∣ (c(γ) Y npγ +∆(γR) + Σnp)ϕ 〉 ,
where c(γ) = (γnpc + γ)/(γ
np
c − γ).
Proof. Let ϕ ∈ D0 and let Y np,Fγ denote the operator obtained by replacing the
projections P+
A
and P−
A
in Y npγ by P
F
A
and P−,F
A
:= eF P−
A
e−F , respectively, i.e.
Y np,Fγ := P
F
A
(
DA − γ|x| + H˜f +∆(γR)µ21,R
)
P F
A
+ P−,F
A
H˜f P
−,F
A
+ Σnp P
−,F
A
,
where ∆(γR) = e(0)− e(γR). Then e−F DA eF = DA − iα · ∇F implies〈
ϕ
∣∣ eF Y npγ e−F ϕ 〉 − 〈ϕ ∣∣Y np,Fγ ϕ 〉 = i〈ϕ ∣∣P FA α · ∇F P FA ϕ 〉
= i
〈
ϕ
∣∣P+
A
α · ∇F P+
A
ϕ
〉
+ i
〈
ϕ
∣∣KF α · ∇F KF ϕ 〉
− i〈ϕ ∣∣KF α · ∇F P+A ϕ 〉 − i〈ϕ ∣∣P+A α · ∇F KF ϕ 〉 .
Since ‖α · ∇F‖ 6 a and ‖KF‖ 6 a J(a)/2 we thus obtain
(5.19)∣∣〈ϕ ∣∣ eF Y npγ e−F ϕ 〉 − 〈ϕ ∣∣Y np,Fγ ϕ 〉∣∣ 6 a (1 + a J(a) + a2 J(a)2/4) ‖ϕ‖2 .
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Since Re [i〈ϕ |P+
A
α · ∇F P+
A
ϕ 〉] = 0 we further have
(5.20)∣∣Re [ 〈ϕ ∣∣ eF Y npγ e−F ϕ 〉 − 〈ϕ ∣∣Y np,Fγ ϕ 〉 ] ∣∣ 6 a2 (J(a) + a J(a)2/4) ‖ϕ‖2 .
Assuming E > (4d1 J(a))
2 we next apply Corollary 3.8 (Estimate (3.40) and its
obvious analogue for P−
A
) to each of the six terms in Re [Y np,Fγ −Y npγ ] (involving
the operators DA,
γ
|x|
, P±
A
H˜fP
±
A
, ∆(γR)µ
2
1,R, and Σnp, respectively). As a result
we find some universal constant, k2 ∈ (0,∞), such that, for all ϕ ∈ D0,∣∣Re [ 〈ϕ | Y np,Fγ ϕ 〉 − 〈ϕ | Y npγ ϕ 〉 ] ∣∣
6 k2 (a J(a))
2
(〈ϕ | H˜f ϕ 〉+ 〈ϕ |P+A H˜f P+A ϕ 〉+ 〈ϕ |P−A H˜f P−A ϕ 〉)
+ k2 (a J(a))
2 (∆(γR) + Σnp) ‖ϕ‖2 .
Here the off-diagonal terms in 〈ϕ | H˜f ϕ 〉 can be estimated as
(5.21) 2Re 〈ϕ |P+
A
H˜f P
−
A
ϕ 〉 6 ‖H˜1/2f P+A ϕ‖2 + ‖H˜1/2f P−A ϕ‖2 .
Therefore, we arrive at∣∣Re [ 〈ϕ | Y np,Fγ ϕ 〉 − 〈ϕ | Y npγ ϕ 〉 ] ∣∣
6 6k2 (a J(a))
2
( 1
2
〈ϕ |P+
A
H˜f P
+
A
ϕ 〉 + 〈ϕ |P−
A
H˜f P
−
A
ϕ 〉
)
(5.22)
+ k2 (a J(a))
2 (∆(γR) + Σnp) ‖ϕ‖2 .
Now, we assume that E is so large that H˜ := P+
A
(DA− γ|x|+(1/2)Hf+E)P+A >
0. In fact, this is possible according to Theorem 2.1 with δ = 1/2. Then we can
add 6k2 (a J(a))
2 〈ϕ | {H˜ + ∆(γR)P+A µ21,R P+A + Σnp P−A}ϕ 〉 to the right hand
side of (5.22) and combine the resulting estimate with (5.20) to obtain (5.17).
In order to derive (5.18) we apply Corollary 3.6 (Estimate (3.39) with ε = a
and its obvious analogue for P−
A
) to each of the six terms in Y np,Fγ − Y npγ .
Proceeding in this way we find some universal constant, k3 ∈ (0,∞), such that,
for every ϕ ∈ D0,∣∣〈ϕ ∣∣ (Y np,Fγ − Y npγ )ϕ 〉∣∣ 6 k3 a 〈ϕ ∣∣ (Y np0 + H˜f + P+A γ|x| P+A )ϕ 〉
+ k3 a (∆(γR) + Σnp) ‖ϕ‖2 .
As above we argue that Y np0 + H˜f 6 k4 Y
np
0 = k4(Y
np
γ + P
+
A
γ
|x|
P+
A
) and it
follows from Theorem 2.1 that P+
A
γ
|x|
P+
A
6 2γ(γnpc − γ)−1 Y npγ , provided E > 0
is sufficiently large depending on d−1, d0, d1, and γ. Combining these remarks
with (5.19) we arrive at (5.18). 
In the following lemma we verify another assumption made in Lemma 5.2.
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Lemma 5.5. There exist constants c1, c2 ∈ (0,∞) such that, for all F : R3 → R
satisfying (3.17) and all ϕ ∈ D0,
(5.23)
〈
eF ϕ
∣∣Y np0 eF ϕ 〉 6 c1 ‖eF‖2 〈ϕ | Y np0 ϕ 〉+ c2 ‖eF‖2 ‖ϕ‖2 .
In particular, eFQ(Y npγ ) ⊂ Q(Y npγ ), for every γ ∈ [0, γnpc ).
Proof. It is clear that we only have to comment on the unbounded terms in
Y np0 . In [31, Equation (4.24) and the succeding paragraphs] we proved that
(5.24)〈
ϕ
∣∣ eF P±
A
(±DA) eF ϕ
〉
6 c3 ‖eF‖2 〈ϕ |P±A (±DA)ϕ 〉 + c4 ‖eF‖2 ‖ϕ‖2 ,
for every ϕ ∈ D0. We derived this bound in [31] for classical vector potentials.
The proof works, however, also for the quantized vector potential without any
change. Moreover, we only treated the choice of the plus sign in (5.24). But
again an obvious modification of the proof in [31] shows that (5.24) is still
valid when we choose the minus sign. (This will actually be necessary only
in the next subsection where we treat the semi-relativistic Pauli-Fierz oper-
ator.) On account of (5.21) it thus remains to show that ‖H˜1/2f P±A eF ϕ ‖ 6
c5 ‖eF‖ ‖H˜1/2f ϕ‖. This follows, however, immediately from (3.21) which im-
plies ‖H˜1/2f P±A eF ϕ ‖ 6 (1 + ‖S1/2‖/2) ‖eF H˜1/2f ϕ‖. From these remarks we
readily derive the asserted estimate which shows that eFQ(Y np0 ) ⊂ Q(Y np0 )
holds true. But from Theorem 2.1 we know that Q(Y npγ ) = Q(Y np0 ), for every
γ ∈ [0, γnpc ). 
Proof of Theorem 2.2. Assume that γ < γnpc and let I ⊂ R be a compact
interval with max I < Σnp. We fix some E ∈ [1,∞) and set IE := I + E.
In the following we assume that E is so large that Lemmata 5.3 and 5.4 are
applicable. (Then E depends on d−1, d0, d1, and γ.) Let k1 be the constant
appearing in the statement of Lemma 5.4, λ := max IE, and e(0) = Σnp + E.
We assume that a ∈ (0, 1/2] is so small that k1 a (γnpc +γ)(γnpc −γ)−1 < 1/2 and
ε := {1− (λ/e(0))−5k1 a2}/4 > 0. On account of Lemma 5.3 we may fix some
R > 1 such that b := inf σ(Y npγ ) > e(0)−ε, which implies 1/b < (1/e(0))(1+2ε).
(We can choose R = c1 e(0)/ε, for some universal constant c1.) By virtue
of Lemmata 5.4 and 5.5 we can then apply Lemma 5.2 with g(a) := k1 a
2,
h(a) = k1 a
2 (∆(γR) + Σnp), and J := IE + [−b ε, b ε]. In view of Theorem 2.1
we can further assume that ∆(γR) 6 Σnp + E = e(0). From these remarks we
infer that b−max J−b g(a)−h(a) > b ε. This ensures that the second condition
in (5.2) is fulfilled with C ′ 6 1/(b ε). The first bound in (5.2) is also valid since
Xnpγ − Y npγ = ∆(γR)P+A µ21,R P+A and ‖eF P+A µ21,R P+A‖ 6 ‖P FA‖ ‖eF µ21,R‖ 6
const · e2aR. Then Lemma 5.1 with dist(I, Jc) = bε and |J | = |I|+ 2bε implies
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that∥∥ ea|x| 1IE(Xnpγ )P+A ∥∥ 6 const · { 1 + (1 + |I|)/(bε) + 1/(bε)2 } e(0) e2aR .
Since 1/b 6 2/e(0) 6 2 and P+
A
Xnpγ = X
np
γ P
+
A
= (Hnpγ +E P
+
A
)⊕ 0 this proves
Theorem 2.2. (Keeping track of all conditions imposed on E = E(γ, d−1, d0, d1)
we see that we can choose −E proportional to the term in the second line in
(2.13), whence E → 0, di → 0, i ∈ {−1, 0, 1}.) 
5.3. The semi-relativistic Pauli-Fierz operator: Localization. Again we
employ the partition of unity µ21,R+µ
2
2,R = 1 constructed in the first paragraph
of Subsection 5.2. We set
ǫ(γ) ≡ ǫ(γ,G) := inf σ(HPFγ ) , γ ∈ [0, γPFc ] ,
so that ǫ(0) = ΣPF, and apply Lemma 5.1 with
XPFγ = H
PF
γ ,
Y PFγ = H
PF
γ + (ǫ(0)− ǫ(γR))µ21,R ,
where
γR := γ/(1− 1/R) , R > 1 .
Of course, XPFγ and Y
PF
γ are self-adjoint on the same domain and both admit
D0 as a form core. The remaining conditions of Lemma 5.1 are easier to verify
than in the previous subsection since only the kinetic energy term in the semi-
relativistic Pauli-Fierz operator is non-local.
Lemma 5.6. There is some C ∈ (0,∞) such that, for all γ ∈ (0, γPFc ), R >
γPFc /(γ
PF
c − γ), G fulfilling Hypothesis 1, and ϕ ∈ D0,
(5.25)
〈ϕ |HPFγ ϕ 〉 > ǫ(γR) ‖µ1,R ϕ‖2 + ǫ(0) ‖µ2,R ϕ‖2 −
ǫ(0) + ǫ(γR) + C
R
‖ϕ‖2 .
Proof. Let ϕ ∈ D0. We write |DA| = P+A DA P+A − P−A DA P−A and obtain by
means of Corollary 3.8 (and its obvious analogue for P−
A
)
〈ϕ | |DA|ϕ 〉 =
∑
♯=±
∑
i=1,2
〈
ϕ
∣∣P ♯
A
µi (♯1)DA µi P
♯
A
ϕ
〉
> (1− 1/R)
∑
i=1,2
〈
ϕ
∣∣µi |DA|µi ϕ 〉 − 2CµK(1 +R)
R2
‖ϕ‖2 ,
where Cµ = ‖∇µ1,1‖∞+ ‖∇µ2,1‖∞. The remaining term, −γ/|x|+ H˜f , in HPFγ
commutes with µ1 and µ2, so the assertion becomes evident. 
In the next lemma we verify the conditions (5.5) and (5.6) of Lemma 5.2. In
contrast to the previous subsection we can now choose g = 0 in (5.6). This
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will result in an estimate on the exponential decay rate for the semi-relativistic
Pauli-Fierz operator that does not depend on the values of d−1, . . . , d2.
Lemma 5.7. For all a ∈ (0, 1), F satisfying (3.17), γ ∈ (0, γPFc ), G fulfilling
Hypothesis 1, and ϕ ∈ D0,
(5.26)
∣∣Re [〈ϕ ∣∣ (eF HPFγ e−F −HPFγ )ϕ 〉] ∣∣ 6 (3/2) a2 J(a)2 ‖ϕ‖2 .
Moreover, for every ε > 0, there is some constant, C(a, γ, ε) ∈ (0,∞), such
that
(5.27)
∣∣〈ϕ ∣∣ (eF HPFγ e−F −HPFγ )ϕ 〉∣∣ 6 ε 〈ϕ ∣∣HPFγ ϕ 〉 + C(a, γ, ε) ‖ϕ‖2 .
Proof. On D0 the operator Re
[
eF HPFγ e
−F − HPFγ
]
appearing on the left side
of (5.26) equals
Re
[
eF |DA| e−F − |DA|
]
=
1
2
[
e−F , [ |DA| , eF ]
]
=
1
2
[
e−F , DA [sgn(DA) , e
F ] − iα · (∇F ) eF sgn(DA)
]
=
1
2
DA
[
e−F , [sgn(DA) , e
F ]
] − iα · ∇F (K0,−F +K0,F ) ,
where we use the notation (3.25). On account of Lemmata 3.6 and 3.7 this
implies (5.26). Moreover, since
eF |DA| e−F − |DA| = −2DAKF + iα · (∇F ) eF sgn(DA) e−F
holds true on D0, the left hand side of (5.27) is less than or equal to
ε1
〈
ϕ
∣∣ |DA|ϕ 〉 + ε−11 ∥∥ |DA|1/2KF ∥∥2 ‖ϕ‖2 + a ∥∥ eF sgn(DA) e−F ∥∥2 ‖ϕ‖2
6 ε1 const(γ)
〈
ϕ
∣∣HPFγ ϕ 〉 + const(a, ε1) ‖ϕ‖2 ,
for every ε1 > 0. This proves (5.27). 
Lemma 5.8. There exist constants, c1, c2 ∈ (0,∞), such that, for all a ∈ (0, 1)
and F satisfying (3.17),〈
eF ϕ
∣∣Y PF0 eF ϕ 〉 6 c1 ‖eF‖2 〈ϕ ∣∣Y PF0 ϕ 〉 + c2 ‖eF‖2 ‖ϕ‖2 , ϕ ∈ D0 .
In particular, eF Q(Y PFγ ) ⊂ Q(Y PFγ ), for every γ ∈ (0, γPFc ).
Proof. Of course, ‖µ1,R eF ϕ‖2 6 ‖eF‖2 ‖µ1,R ϕ‖2 and, since Hf and eF com-
mute, ‖H1/2f eF ϕ‖2 6 ‖eF‖2 ‖H1/2f ϕ‖2. To conclude we write |DA| = P+A DA−
P−
A
DA and again employ the bound (5.24) derived in [31]. 
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Proof of Theorem 2.5. Let γ ∈ (0, γPFc ), let I ⊂ (−∞,ΣPF) be some compact
interval, and let a ∈ (0, 1) satisfy ε := (ΣPF − max I − (3/2) a2 J(a)2)/3 > 0.
By virtue of Lemma 5.6 we may choose R > γPFc /(γ
PF
c − γ) so large that
Y PFγ > ǫ(0)− ε. On account of Lemmata 5.7 and 5.8 we may apply Lemma 5.2
with J = I + [−ε, ε] and h(a) = (3/2) a2 J(a)2, g(a) = 0, and c(a) = 1/4. It
ensures that the second condition in (5.2) is fulfilled with C ′ = 1/ε. Moreover,
‖eF (XPFγ − Y PFγ )‖ = (ǫ(0)− ǫ(γR)) ‖eF µ21,R‖ and ‖eF µ21,R‖ 6 e2aR, so the first
condition in (5.2) is fulfilled also, with C = (ǫ(0) − ǫ(γR) )e2aR. Therefore,
Theorem 2.5 is a consequence of Lemma 5.1 and (2.22), which implies that
|ǫ(γR)| 6 ΣPF + const · d21. 
Appendix A. The ground state energy and ionization threshold
for small field strength
In this appendix we prove the perturbative estimates on the ground state en-
ergies and ionization thresholds of the no-pair and semi-relativistic Pauli-Fierz
operators asserted in Remarks 2.3 and 2.6, respectively. In the whole appendix
we always assume that
0 < d1 6 1 , 0 < d
2
∗ := d
2
0 + 2d
2
−1 6 1 .
Moreover, we fix some value of E such that
(A.1) 2d1/E
1/2 6 1/2 .
We start with the semi-relativistic Pauli-Fierz operator.
Proof of Remark 2.6. For every γ ∈ (0, γPFc ), we let ECel(γ) denote the (positive)
ground state energy of Chandrasekhar’s operator, |D0| − γ/|x|, and φCel(γ) a
corresponding ground state eigenfunction. For ε > 0, we set γε :=
1
1+ε
γ.
Using the minimax principle and Kato’s inequality, which can be written as
1/|x| 6 (γPFc − γ)−1
(|D0| − γ/|x|), it is easy to see that
0 6 ECel(γε)− ECel(γ) 6
ε
1 + ε
c(γ)ECel(γ) , c(γ) :=
γ
γPFc − γ
.
Next, let ϕ ∈ H1/2(R3
x
)⊗ C0. On account of Lemma 3.9 we have∣∣ 〈ϕ ∣∣P±
A
(±D0)P±A ϕ
〉 − 〈ϕ ∣∣P±
0
(±D0)P±0 ϕ
〉 ∣∣
6 ε
〈
ϕ
∣∣P±
0
(±D0)P±0 ϕ
〉
+
(1 + 1
ε
)O(d2∗)
(1− 2d1/E1/2)2
∥∥ H˜1/2f ϕ ∥∥2 .(A.2)
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Moreover, by virtue of Lemma 3.4 we find, for every δ > 0,∣∣〈ϕ ∣∣P±
A
α ·AP±
A
ϕ
〉∣∣
6 ‖ϕ‖ ∥∥α ·A H˜−1/2f P±A ∥∥(1 + 12 · d1/E
1/2
1− 2d1/E1/2
)∥∥ H˜1/2f ϕ ∥∥
6 C d∗
(
δ 〈ϕ | H˜f ϕ 〉+ δ−1 ‖ϕ‖2
)
,(A.3)
where C ∈ (0,∞) is some universal constant. Here we used (2.6), (2.7), d2∗ :=
d20 + 2d
2
−1, and (A.1). Since |DA| = P+A DA P+A − P−A DA P−A and H˜f Ω = E Ω
the above estimates with ϕ = φCel(γε)⊗ Ω and δ = 1 show that〈
φCel(γε)⊗ Ω
∣∣ (|DA| − γ|x| + H˜f)φCel(γε)⊗ Ω 〉
6 (1 + ε)
〈
φCel(γε)
∣∣ (|D0| − γε/|x|)φCel(γε) 〉 + E
+ (1 + 1
ε
)O(d2∗) (1 + E) + O(d∗) (1 + E)(A.4)
6 (1 + ε)(1 + c(γ))ECel(γ) + E +
(
1
ε
O(d2∗) +O(d∗)
)
(1 + E) ,
provided (A.1) holds true. If we choose ε = d∗, then we find some C
′
γ ∈ (0,∞)
such that
inf σ(HPFγ ) 6 E
C
el(γ) + C
′
γ (d1 + d∗) .
If we set γ = 0 in (A.4) and replace φCel(γε) by some normalized χ ∈ C∞0 (R3x,C4)
satisfying 〈χ | |D0|χ 〉 6 1 + ε, then we obtain〈
χ⊗ Ω ∣∣ (HPF0 + E)χ⊗ Ω 〉 6 (1 + ε)2 + E + (1ε O(d2∗) +O(d∗)) (1 + E) .
Choosing ε = d∗ as above we we find some C
′
0 ∈ (0,∞) such that
1 6 ΣPF 6 1 + C
′
0 (d1 + d∗) .
It remains to derive the lower bound on inf σ(HPFγ ). To this end we set γ˜ε :=
γ/(1−ε), for some ε > 0 such that γ˜ε < γPFc . Moreover, we choose δ = 1/(2Cd∗)
in (A.3). Then (A.2) and (A.3) permit to get, for every ϕ ∈ D0,〈
ϕ
∣∣ (HPFγ +E)ϕ 〉 > (1− ε) 〈ϕ ∣∣ (|D0| − γ˜ε/|x|)ϕ 〉
− (1− (1 + 1/ε)O(d2∗)− 1/2) 〈ϕ | (Hf + E)ϕ 〉 − 2C2 d2∗ ‖ϕ‖2 .
Here we again made use of (A.1). So, choosing ε = d∗ and using〈
ϕ
∣∣ (|D0| − γ˜ε/|x|)ϕ 〉 > ECel(γ˜ε) > (1 − ε1− ε · γγPFc − γ
)
ECel (γ) ,
which is a straightforward consequence of the minimax principle, we find some
C ′′γ ∈ (0,∞) such that〈
ϕ
∣∣HPFγ ϕ 〉 > (1− C ′′γ d∗)ECel(γ) − O(d2∗) ‖ϕ‖2 ,
for all sufficiently small values of d∗. 
33
Proof of Remark 2.3. For γ ∈ (0, γnpc ), we let EBel(γ) and φBel(γ) denote the
ground state energy and a normalized ground state eigenfunction of the Brown-
Ravenhall operator, that is,
P+
0
(D0 − γ|x|)P+0 φBel(γ) = EBel(γ)φBel(γ) .
It is known that EBel(γ) ∈ [1− γε, 1) [34]. We set
γε := (1− ε)γ/(1 + ε) , ε ∈ (0, 1] .
Then a standard argument based on the inequality [14]
γnpc 〈 φ | |x|−1 φ 〉 6 〈P+0 φ |D0 P+0 φ 〉 , φ ∈ H1/2(R3,C4) ,
and the minimax principle shows that
(A.5) 0 6 EBel(γε)− EBel(γ) 6
ε
1 + ε
· γ
γnpc − γ E
B
el(γ) .
Using (A.1), (A.2), (A.3) with δ = 1, and
P+
0
φBel(γε) = φ
B
el(γε) , ‖φBel(γε)⊗Ω‖ = 1 , H˜f φBel(γε)⊗Ω = E φBel(γε)⊗Ω ,
we deduce that 〈
φBel(γε)⊗ Ω
∣∣P+
A
DA P
+
A
φBel(γε)⊗ Ω
〉
6 (1 + ε)
〈
φBel(γε)⊗ Ω
∣∣D0 φBel(γε)⊗ Ω 〉
+ (1 + 1/ε)O(d2∗)E + C d∗ (E + 1) .(A.6)
Moreover, since P+
A
= (1/2)1+ (1/2) sgn(DA), Lemma 3.4 yields〈
φBel(γε)⊗ Ω
∣∣P+
A
H˜f P
+
A
φBel(γε)⊗ Ω
〉
6 (1 + ε′)
∥∥P+
A
H˜
1/2
f φ
B
el(γε)⊗ Ω
∥∥2
+ (1 + 1
ε′
)
∥∥S1/2 H˜1/2f φBel(γε)⊗ Ω∥∥2
6 E
∥∥P+
A
φBel(γε)⊗ Ω
∥∥2 + (ε′E + (1 + 1/ε′)O(d21)) ‖φBel(γε)⊗ Ω‖2 .
Using Lemma 3.9, Kato’s inequality, ‖|x|−1/2 ϕ‖2 6 (π/2)‖ |D0|−1/2 ϕ‖2, and
(A.1), we find for the potential energy
−〈 φBel(γε)⊗ Ω ∣∣ γ/|x| φBel(γε)⊗ Ω 〉
6 −(1− ε) γ ∥∥ |x|−1/2 φBel(γε)⊗ Ω∥∥2
− (1− 1
ε
) γ
∥∥ |x|−1/2 (P+
A
− P+
0
)φBel(γε)⊗ Ω
∥∥2
6 −(1 + ε) 〈φBel(γε)⊗ Ω ∣∣ γε/|x| φBel(γε)⊗ Ω 〉+ 1ε O(d2∗)E ‖φBel(γε)⊗ Ω ‖2.
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Putting the estimates above together we arrive at〈
φBel(γε)⊗ Ω
∣∣P+
A
(DA − γ/|x|+Hf + E)P+AφBel(γε)⊗ Ω
〉
6 (1 + ε)
〈
φBel(γε)⊗ Ω
∣∣P+
0
(D0 − γε/|x|)P+0 φBel(γε)⊗ Ω
〉
+E
∥∥P+
A
φBel(γε)⊗ Ω
∥∥2
+
{
ε′E + (1 + 1/ε′)O(d21) + (1 + 1/ε)EO(d2∗)
+C d∗ (1 + E)
} ‖φBel(γε)⊗ Ω ‖2 .(A.7)
On the other hand,
‖φBel(γε)⊗ Ω‖2 =
∥∥P+
0
φBel(γε)⊗ Ω
∥∥2
6 (1 + ε)
∥∥P+
A
φBel(γε)⊗ Ω
∥∥2 + (1 + 1
ε
)
∥∥ (P+
A
− P+
0
)φBel(γε)⊗ Ω
∥∥2
6 (1 + ε)
∥∥P+
A
φBel(γε)⊗ Ω
∥∥2 + (1 + 1
ε
)O(d2∗)E ‖φBel(γε)⊗ Ω‖2 .(A.8)
We may assume that
〈
φBel(γε)⊗Ω
∣∣Hnpγ φBel(γε)⊗Ω 〉 is positive. (For otherwise
the upper bound on inf σ(Hnpγ ) holds true trivially.) Choosing ε = d∗, ε
′ = d1,
and using (A.5), (A.7), and (A.8), we find some Cγ ∈ (0,∞) such that〈
φBel(γε)⊗ Ω
∣∣P+
A
(DA − γ/|x|+Hf)P+AφBel(γε)⊗ Ω
〉
∥∥P+
A
φBel(γε)⊗ Ω
∥∥2
6
(1 + ε)Eel(γε) + O(d1 + d∗)
(1−O(d∗))/(1 + ε) 6 Eel(γ) + Cγ (d1 + d∗) ,
for all sufficiently small values of d∗. Repeating the same argument with
γ = 0 and with φBel(γε) replaced by some normalized χ ∈ C∞0 (R3,C4) with
〈χ |P+
0
D0 P
+
0
χ 〉 6 1 + ε, we obtain the estimate
1 6 Σnp 6 1 +O(d1 + d∗) .
Since the lower bound on inf σ(Hnpγ ) follows from Theorem 2.1 with ρ = d∗ this
concludes the proof. 
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