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Summary
In clinical investigations designed to demonstrate the efficacy of a diagnostic procedure, the
procedure is usually evaluated by multiple independent raters. Although results from multiple
raters are able to treat as a single result from a single rater by considering consensus evalua-
tions, this method is not recommended for a primary evaluation. Consensus evaluations may be
highly biased by non-independent evaluations. Therefore, this dissertation proposes the meth-
ods of statistical inference for the efficacy of diagnostic procedure from multiple raters. For each
subject, when two diagnostic procedures are applied and multiple units are measured for each
subject, the differences in the proportions of matched-pair data are correlated between the two
diagnostic procedures and within the subject. Firstly, the dissertation proposes a non-inferiority
test to infer the difference in proportions for clustered matched-pair data collected from multiple
raters. Moreover, the dissertation proposes a method for summarizing sensitivities and speci-
ficities evaluated from multiple independent raters based on a bivariate random effects model
to account between-rater variance and correlation between sensitivity and specificity. The pro-
posed methods were indicated good performance rather than conventional methods in a Monte
Carlo simulation study. In addition, the proposed methods are illustrated using actual data from
clinical investigations.
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Chapter 1
Introduction
1.1 Diagnostic accuracy
Diagnostic medicine is the process of identifying the disease, or condition, that a patient has,
and ruling out conditions that the patient does not, have, through assessment of the patients
signs, symptoms, and results of various diagnostic procedures. Clinical investigations of diag-
nostic procedures are research investigations which examine the ability of diagnostic procedures
to discriminate between patients with and without disease or condition. Consider a clinical in-
vestigation designed to evaluate a diagnostic procedure for diseased (D) and non-diseased (D¯)
subjects. Results of a diagnostic procedure indicating the disease is present are called posi-
tive (+); those indicating the disease is absent are called negative (−). Two basic and crucial
measures of diagnostic accuracy for evaluating the performance of a diagnostic procedure are
sensitivity and specificity. Sensitivity is generally defined as the probability of obtaining a pos-
itive result from a diagnostic procedure for a diseased subject. Specificity is the probability of
obtaining a negative result from a diagnostic procedure for a non-diseased subject. We define
the sensitivity (Se) and specificity (Sp) as follows:
Se = P (+|D), (1.1)
Sp = P (−|D¯). (1.2)
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1.2 Limitation of evaluation by one-rater
Study design and analysis are critical parts of a clinical investigation. The diagnostic accuracy
of any diagnostic procedure under clinical investigation is affected from not only the diagnostic
procedure but also the rater evaluating the procedure. Since every rater has a different cognitive,
visual, and perceptual skill set, and brings to the investigation a unique combination of back-
ground, training, specialization, and level of experience. Single-rater investigations are unable
to account for the effects of differences among raters. Instead, a single-rater is erroneously as-
sumed to be representative of all raters in the rater population of interest. Therefore, in clinical
investigations designed to evaluate the efficacy of a diagnostic procedure, results from the di-
agnostic procedure are often evaluated by multiple independent raters (Obuchowski and Lieber,
2008; Lehr and Kashanian, 2009).
1.3 Consensus evaluation
Although consensus evaluations can treat multiple results from multiple raters as single result
from a single rater, this method is not recommended for a primary evaluation (FDA, 2004;
Obuchowski and Lieber, 2008; CHMP, 2009). Consensus evaluations may be highly biased
by non-independent evaluations. For example, senior or persuasive raters may affect the eval-
uations of junior or passive raters. Moreover, in the case of consensus evaluations, data from
multiple raters is needlessly lost, as a single consensus replaces the assessments of individual
raters. Then, all results from multiple independent raters should be used in the analysis.
1.4 Logic of non-inferiority study
A non-inferiority study can be planned under the following conditions: if the efficacy of a new
diagnostic procedure is not unacceptably worse than that of a standard procedure, if the new
procedure is less invasive or non-invasive, less toxic or non-toxic, and inexpensive or easier to
operate than the standard procedure. A non-inferiority study of two diagnostic procedures is
designed to show that the accuracy (sensitivity or specificity) of the new diagnostic procedure
9
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(N) is no more than 100 ∆ percent inferior to the accuracy of the standard procedure (S), where
∆ (> 0) is a pre-specified acceptable difference between the two procedures.
Generally, the null and alternative hypotheses for superiority are formulated,
H0 : T − S ≤ 0,
H1 : T − S > 0.
In a superiority study, an efficacy is indicated statistically by showing that the lower bound of
the two-sided 95% confidence interval for the difference between two procedures, N − S, is
more than zero (Figure 1.1). On the other hand, the null and alternative hypotheses for non-
inferiority are formulated as follows:
H0 : T − S + ∆ ≤ 0,
H1 : T − S + ∆ > 0.
Therefore, an efficacy in a non-inferiority study is indicated by showing that the lower bound
of the two-sided 95% confidence interval for the difference between two procedures, N − S, is
more than −∆ (Figure 1.1).
Figure 1.1: Image of a superiority and non-inferiority study.
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1.5 Previous research: Non-inferiority test and confidence
interval for the difference in correlated proportions in di-
agnostic procedures based on multiple raters
1.5.1 Introduction
In this section, we introduce our previous research reported by Saeki and Tango (2011). A
non-inferiority study of two diagnostic procedures is designed to indicate that the accuracy
(sensitivity or specificity) of the new diagnostic procedure is no more than 100∆ percent in-
ferior compared with the accuracy of the standard procedure, where ∆(> 0) is a pre-specified
acceptable difference between the two accuracies. Nam (1997) and Tango (1998) derived the
same non-inferiority test for the difference in proportions for matched-pair categorical data
based on the efficient score in which the pairs were independent. Tango (1998) also derived
the confidence interval based on the efficient score. Durkalski et al. (2003), Nam and Kwon
(2009) and Jin and Lu (2009), on the other hand, proposed non-inferiority tests for clustered
matched-pair categorical data where pairs in a cluster were correlated. However, these methods
are only applicable to the case where the results of the two diagnostic procedures are evaluated
by a single rater. The diagnoses obtained from these diagnostic procedures are often evaluated
by multiple independent raters (for example, see Lehr and Kashanian, 2009). Although we can
apply the above methods by considering a consensus or a majority vote to handle multiple re-
sults from multiple raters as if there were a single rater, these methods are not recommended for
the primary evaluation (FDA, 2004; Obuchowski and Lieber, 2008; CHMP, 2009). A consensus
may produce a bias caused by non-independent evaluation. Moreover, a majority vote can not
take into account the variability in results of multiple raters. Therefore, all results from multi-
ple independent raters should be used in the analysis. To compare the probabilities of a positive
judgment by multiple raters, Schouten (1993) proposed a Wald-type generalized McNemar test,
which was additionally considered to estimate the kappa coefficient from binocular data. How-
ever, Schouten’s Wald-type test is a so-called test for superiority and cannot be used as a test
for non-inferiority. Hence, Saeki and Tango (2011) proposed a score-based full menu, i.e., a
11
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non-inferiority test, confidence interval and sample size formula, for inference of the difference
in correlated proportions between two diagnostic procedures based on the results from multiple
independent raters.
1.5.2 Data structure and a model
Consider the situation where a new diagnostic procedure (or treatment) and a standard diagnos-
tic procedure (or treatment) that are independently performed on the same subject (or matched
pairs of subjects) and independently evaluated byR raters, are compared. Each rater’s judgment
is assumed to take on one of two values: 1 represents that the subject is diagnosed as ”positive”,
and 0 indicates that the subject is diagnosed as ”negative”. Suppose we have n subjects.
For ease of explanation, let us consider the case of R = 2 first. The resulting types of
matched observations and probabilities are naturally classified as a 4 × 4 contingency table
shown in Table 1.1, where the +(1) or −(0) denotes a positive or negative judgment on a
procedure, respectively.
12
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Table 1.1: A 4 × 4 contingency table for matched-pair categorical data, given two raters. The
numbers in each cell are observed frequencies, whose corresponding probabilities are given in
parentheses.
Standard procedure (S)
Judgment of
(Rater 1, Rater 2) (+,+) (+,−) (−,+) (−,−) Total
New (+,+) y1111 y1110 y1101 y1100 y11..
procedure (u1111) (u1110) (u1101) (u1100) (u11..)
(N) (+, −) y1011 y1010 y1001 y1000 y10..
(u1011) (u1010) (u1001) (u1000) (u10..)
(−, +) y0111 y0110 y0101 y0100 y01..
(u0111) (u0110) (u0101) (u0100) (u01..)
(−, −) y0011 y0010 y0001 y0000 y00..
(u0011) (u0010j) (u0001) (u0000) (u00..)
Total y..11 y..10 y..01 y..00 n
(u..11) (u..10) (u..01) (u..00) (1)
For example, y1101 denotes the observed number of matched type { + on the new procedure
by rater 1, + on the new procedure by rater 2, − on the standard procedure by rater 1, + on
the standard procedure by rater 2 } and u1101 indicates its probability. Let pi(r)N (pi(r)S ) denote the
probability that rater r makes a positive judgment on a new (standard) diagnostic procedure of
a randomly selected subject. Then, it will be naturally calculated as
pi
(1)
N = u11·· + u10··, (1.3)
pi
(2)
N = u11·· + u01··, (1.4)
and pi(1)S and pi
(2)
S are defined in a similar manner. Let piN and piS denote the probability of a
positive judgment on the new and standard diagnostic procedures, respectively. Then, these
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probabilities can be defined as follows:
piN =
pi
(1)
N + pi
(2)
N
2
= u11·· +
u10·· + u01··
2
, (1.5)
piS =
pi
(1)
S + pi
(2)
S
2
= u··11 +
u··10 + u··01
2
. (1.6)
Based on the form of the expressions of equations (1.5) and (1.6), the 4×4 contingency table is
found to be reduced to the 3×3 contingency table shown in Table 1.2, where pkk′ (xkk′) denotes
the probability (observed number of observations) that k raters make a positive judgment on the
new procedure and k′ raters make a positive judgment on the standard procedure.
Table 1.2: A 3 × 3 contingency table for matched-pair categorical data, given two raters. The
numbers in each cell are observed frequencies, whose corresponding probabilities are given in
parentheses.
Standard procedure (S)
Judgment of
Rater 1 and 2 2+ 1+, 1− 2− Total
New 2+ x22 x21 x20 x2.
procedure (p22) (p21) (p20) (p2.)
(N) 1+, 1− x12 x11 x10 x1.
(p12) (p11) (p10) (p1.)
2− x02 x01 x00 x0.
(p02) (p01) (p00) (p0.)
Total x.2 x.1 x.0 n
(p.2) (p.1) (p.0) (1)
Then, we have
piN = p2· +
1
2
p1·
= p20 + (p21 +
1
2
p10) + (p22 +
1
2
p11) +
1
2
p12, (1.7)
piS = p·2 +
1
2
p·1
= p02 + (p12 +
1
2
p01) + (p22 +
1
2
p11) +
1
2
p21. (1.8)
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Let λ denote the difference in positive probabilities, i.e.,
λ = piN − piS
= p20 +
1
2
(p21 + p10)− p02 − 1
2
(p12 + p01), (1.9)
and its natural estimate will be
λ˜ =
1
n
{
x20 +
1
2
(x21 + x10)− x02 − 1
2
(x12 + x01)
}
, (1.10)
which clearly shows that the inference on λ can be made by the observed vector x = (x20,
x21 +x10, x02, x12 +x01, x22 +x11 +x00) following a multinomial distribution with parameters
n and p = (p20, p21 + p10, p02, p12 + p01, p22 + p11 + p00).
It should be noted that x20 is the frequency such that the number of raters making a positive
judgment on the new procedure is larger than the number of raters making a positive judgment
on the standard procedure by 2 and (x21 + x10) is the frequency such that the number of raters
making a positive judgment on the new procedure is larger than the number of raters making
a positive judgment on the standard procedure by 1. Similarly, x02 is the frequency such that
the number of raters making a positive judgment on the standard procedure is larger than the
number of raters making a positive judgment on the new procedure by 2 and (x12 + x01) is the
frequency such that the number of raters making a positive judgment on the standard procedure
is larger than the number of raters making a positive judgment on the new procedure by 1. These
observations lead to a generalization to R raters. The resulting types of matched observations
and probabilities are classified as a (R + 1) × (R + 1) contingency table similar to Table 1.2.
However, the method is reduced to the following. Let nNr denote the frequency such that the
number of raters who make a positive judgment on the new procedure is larger than the number
of raters who make a positive judgment on the standard procedure by r and let qNr indicate such
probability. Namely, we have
nNr =
∑
k−k′=r
xkk′ ,
qNr =
∑
k−k′=r
pkk′ .
15
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Similarly, let nSr denote the frequency such that the number of raters who make a positive
judgment on the standard procedure is larger than the number of raters who make a positive
judgment on the new procedure by r and let qSr indicate such probability. Then, we have
nSr =
∑
k−k′=−r
xkk′ ,
qSr =
∑
k−k′=−r
pkk′ ,
and qN0 = qS0 and nN0 = nS0. Namely, for R raters, the inference on λ can be made by
the vector of random variables n = (nN0, nN1,..., nNR, nS1,..., nSR) following a multinomial
distribution with parameters n and q = (qN0, qN1,..., qNR, qS1,..., qSR). Then, we have
piN =
1
R
R∑
r=1
pi
(r)
N , piS =
1
R
R∑
r=1
pi
(r)
S , (1.11)
and the difference in positive probabilities (1.9) is generalized to
λ = piN − piS = ( 1
R
R∑
r=1
rpr·)− ( 1
R
R∑
r=1
rp·r)
=
1
R
R∑
r=1
r(qNr − qSr). (1.12)
Then, the estimate λ˜ given in (1.10) is generalized to
λ˜ =
1
nR
R∑
r=1
r(nNr − nSr). (1.13)
It should be noted that piN and piS cannot be expressed solely by qNr and qSr.
1.5.3 Non-inferiority Test
The non-inferiority hypothesis will be formulated as
H0 : piN ≤ piS −∆,
H1 : piN > piS −∆,
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where ∆(> 0) is a prespecified acceptable difference in two probabilities. Let
δ = piN − (piS −∆). (1.14)
Then, we can consider a test based on the natural estimate T for the difference δ
T = λ˜+ ∆ =
1
nR
R∑
r=1
r(nNr − nSr) + ∆. (1.15)
The variance of T evaluated at the null hypothesis δ = 0 is
VarH0(T ) =
1
n
[
1
R2
R∑
r=1
r2(qNr + qSr)−∆2
]
.
Therefore, the normal deviate test for testing H0 : δ = 0 against H1 : δ > 0 is expressed as
ZND =
1
nR
∑R
r=1 k(nNr − nSr) + ∆√
1
n
[
1
R2
∑R
r=1 r
2(qˆNr + qˆSr)−∆2
] ∼H0 N(0, 1), (1.16)
where qˆNr and qˆSr are the maximum likelihood estimators for given
L = L(θ) = nN0 log(qN0) + nNR log(qNR) +
R−1∑
r=1
nNr log(qNr) +
R∑
r=1
nSr log(qSr)
= nN0 log(1− δ + ∆− A−B − C) + nNR log(δ −∆ + A)
+
R−1∑
r=1
nNr log(qNr) +
R∑
r=1
nSr log(qSr),
where θ, A, B and C are given respectively as follows:
θ = (δ, qN1, · · · , qN(R−1), qS1, · · · , qSR)T ,
A =
1
R
(
R∑
r=1
rqSr −
R−1∑
r=1
rqNr), B =
R−1∑
r=1
qNr, C =
R∑
r=1
qSr.
Differentiating L with respect to qNr and qSr and equating to zero, we have
∂L
∂qNr
|δ=0 = 0, (r = 1, · · · , R− 1), (1.17)
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∂L
∂qSr
|δ=0 = 0, (r = 1, · · · , R). (1.18)
Solving these equations will yield qˆNr and qˆSr. It can be shown that when R = 1 the normal
deviate test statistic ZND is equivalent to the score test statistic proposed by Nam (1997) and
Tango (1998). When ∆ = 0 and R = 1, ZND is identical to the McNemar test (1947).
1.5.4 Confidence Interval
Testing non-inferiority with an acceptable difference ∆ at a one-sided significance level α/2 is
equivalent to judging whether the lower limit of the 1 − α level confidence interval is greater
than −∆. The score-based approximate confidence limits for the difference in two proportions,
λ, are the two solutions to the equation
1
nR
∑R
r=1 r(nNr − nSr)− λ√
1
n
[
1
R2
∑R
r=1 r
2(qˆNr + qˆSr)− λ2
] = ±Zα/2, (1.19)
where the plus and minus signs indicate the lower limit λlow and the upper limit λup, respec-
tively, and Zα/2 is the upper α/2 percentile of the standard normal distribution. These two limits
can be found by the secant method (see, for example, Tango, 1998).
1.5.5 Sample Size
To calculate the sample size required for testing the null hypothesis H0 : δ = 0 against the
alternative hypothesis H1 : δ > 0, we only have to consider the following properties of the
statistic T :
EH0(T ) = 0,
EH1(T ) = λ+ ∆,
VS = lim
n→∞
nVarH1(T ) =
[
1
R2
R∑
r=1
r2(qNr + qSr)− λ2
]
.
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On the other hand, we have
VR = lim
n→∞
nVarH0(T ) =
[
1
R2
R∑
r=1
r2(q¯Nr + q¯Sr)−∆2
]
,
where (q¯Nr, q¯Sr), r = 0,..., R, are the asymptotic values of the maximum likelihood estimators
(qˆNr, qˆSr), r = 0,..., R. These asymptotic values are solutions of (1.17) and (1.18). From the
above equations, the approximate sample size n required for 100(1 − β) power of a one-sided
score test at α/2 level is given by
n =
(
Zα/2
√
VR + Zβ
√
VS
λ+ ∆
)2
. (1.20)
When R = 1, the derived formula for determining the sample size agrees with that proposed by
Nam (1997).
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Chapter 2
Statistical inference for non-inferiority of
difference in proportions of clustered
matched-pair data from multiple raters
2.1 Introduction
For each subject, when two diagnostic procedures are applied and multiple units are measured
for each subject, the differences in the proportions of matched-pair data are correlated between
the two diagnostic procedures and within the subject. Therefore, we should adopt clustered
data methods, i.e., treating the subject as a cluster. Several non-inferiority tests for clustered
matched-pair data have been proposed (Durkalski et al., 2003; Nam and Kwon, 2009; Jin and
Lu, 2009; Yang and Sun, 2010; Yang, Sun and Hardin, 2012). However, these methods are
only applicable when a single rater evaluates the results of both diagnostic procedures. In prac-
tice, procedural diagnoses are often evaluated by multiple independent raters (e.g., Lehr and
Kashanian, 2009). In this case, the differences in the proportions for matched-pair data are also
correlated among the raters. The aforementioned methods are suitable for consensus evalua-
tions or majority votes that treat multiple results from multiple raters as single results from a
single rater, but are not recommended for primary evaluation (FDA, 2004; Obuchowski and
Lieber, 2008; CHMP, 2009). Consensus evaluations may become biased by non-independent
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evaluations. For example, senior or persuasive raters may affect the evaluations of junior or
passive raters. Moreover, majority votes cannot account for the variability among the results
of multiple raters. Then, all results from multiple independent raters should be included in
the analysis. Therefore, Schwenke and Busse (2007) proposed statistical tests and confidence
intervals on the basis of the differences in proportions for clustered matched-pair data from
multiple raters. However, Schwenke and Busse’s tests are designed for superiority testing, and
they are unsuitable as non-inferiority tests. Herein, we propose a non-inferiority test to infer the
difference in proportions for clustered matched-pair data collected from multiple raters based
on the extension of the method proposed by Saeki and Tango (2011) that does not account for
clustered data.
The rest of the chapter is structured as follows. In Section 2.2, we describe the data struc-
ture and the proposed model. Section 2.3 provides the details of our proposed non-inferiority
test. In Section 2.4, the sizes and powers of our proposed non-inferiority test are numerically
investigated in Monte Carlo simulations. In Section 2.5, we apply the proposed non-inferiority
test to data of aneurysm diagnostic procedures for patients with acute subarachnoid hemorrhage
(Ja¨ger et al., 2000). The chapter is based on Saeki, Tango and Wang (2017).
2.2 Data Structure and the Model
Consider a clinical investigation design involving one new and one standard diagnostic proce-
dure (or treatment). Both procedures are independently performed on each of randomly selected
m subjects (or matched pairs of subjects). For subject j (j = 1, ...,m), nj units of each pro-
cedure are independently evaluated by R raters. Each rater assigns a value of 1 or 0 to each
unit, where 1 evaluates the unit as “positive” (+), and 0 evaluates the unit as “negative” (−).
We consider a case of many subjects, each with a small number of units. Here, a subject is
considered as one cluster. Let the number of raters R = 2. The resulting types of matched
observations and their corresponding probabilities are naturally classified into a 4 × 4 contin-
gency table (Table 2.1), where +(1) or −(0) stands for a positive or negative judgment of a
procedure, respectively. For example, u1101 denotes the probability of the matched type “+ on
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the new procedure by rater 1, + on the new procedure by rater 2, − on the standard procedure
by rater 1, and + on the standard procedure by rater 2” and y1101j is the corresponding observed
frequency in cluster j.
Let pi(r)N (pi
(r)
S ) denote the probability that rater r positively judges the new (standard) diag-
nostic procedure in a randomly selected cluster. Given the marginal proportions in Table 2.1,
the following relationships of the observed proportions hold:
pˆi
(1)
N =
1
N
m∑
j=1
(y11..j + y10..j) , pˆi
(2)
N =
1
N
m∑
j=1
(y11..j + y01..j) , (2.1)
where N =
∑m
j=1 nj and the dots denote sums over corresponding subscripts, e.g., y11..j =
y1111j + y1110j + y1101j + y1100j .
Table 2.1: A 4×4 contingency table for matched-pair categorical data, given two raters in cluster
j. The numbers in each cell are observed frequencies, whose corresponding probabilities are
given in parentheses.
Standard procedure (S)
Judgment of
(Rater 1, Rater 2) (+,+) (+,−) (−,+) (−,−) Total
New (+,+) y1111j y1110j y1101j y1100j y11..j
procedure (u1111) (u1110) (u1101) (u1100) (u11..)
(N) (+, −) y1011j y1010j y1001j y1000j y10..
(u1011) (u1010) (u1001) (u1000) (u10..)
(−, +) y0111j y0110j y0101j y0100j y01..j
(u0111) (u0110) (u0101) (u0100) (u01..)
(−, −) y0011j y0010j y0001j y0000j y00..j
(u0011) (u0010j) (u0001) (u0000) (u00..)
Total y..11j y..10j y..01j y..00j nj
(u..11) (u..10) (u..01) (u..00) (1)
The proportions pˆi(1)S and pˆi
(2)
S can be decomposed similarly. Let piN and piS denote the
probabilities of a positive judgment on the new and standard diagnostic procedures, respectively.
The two types of proportions are defined as follows:
pˆiN =
pˆi
(1)
N + pˆi
(2)
N
2
=
1
N
m∑
j=1
(
y11..j +
y10..j + y01..j
2
)
, (2.2)
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pˆiS =
pˆi
(1)
S + pˆi
(2)
S
2
=
1
N
m∑
j=1
(
y..11j +
y..10j + y..01j
2
)
. (2.3)
Using expressions (2.2) and (2.3), Table 2.1 reduces to the 3 × 3 contingency table shown in
Table 2.2. For example, p21 denotes the probability that both raters positively judge the new pro-
cedure while one rater positively judges the standard procedure, and x21j is the corresponding
observed frequency in cluster j. In terms of these new proportions, the “positive proportions”
of both procedures are given by
pˆiN =
1
N
m∑
j=1
(
x2.j +
1
2
x1.j
)
, (2.4)
pˆiS =
1
N
m∑
j=1
(
x.2j +
1
2
x.1j
)
. (2.5)
Then, the difference in the positive probabilities and the corresponding estimator are given by
λ = piN − piS, (2.6)
and
λˆ = pˆiN − pˆiS
=
1
N
m∑
j=1
{
(x2.j − x.2j) + 1
2
(x1.j − x.1j)
}
=
1
N
m∑
j=1
{
x20j +
1
2
(x21j + x10j)− x02j − 1
2
(x12j + x01j)
}
. (2.7)
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Table 2.2: A 3×3 contingency table for matched-pair categorical data, given two raters in cluster
j. The numbers in each cell are observed frequencies, whose corresponding probabilities are
given in parentheses.
Standard procedure (S)
Judgment of
Rater 1 and 2 2+ 1+, 1− 2− Total
New 2+ x22j x21j x20j x2.j
procedure (p22) (p21) (p20) (p2.)
(N) 1+, 1− x12j x11j x10j x1.j
(p12) (p11) (p10) (p1.)
2− x02j x01j x00j x0.j
(p02) (p01) (p00) (p0.)
Total x.2j x.1j x.0j nj
(p.2) (p.1) (p.0) (1)
These arguments can be generalized to R (≥ 2) raters. The resulting types of matched
observations and probabilities are classified as a (R+ 1)× (R+ 1) contingency table similar to
Table 2.2. If the number of raters is R = 3, for example, it is expressed by a 4× 4 contingency
table (Table 2.3).
Table 2.3: A 4 × 4 contingency table for matched-pair categorical data, given three raters in
cluster j. The numbers in each cell are observed frequencies, whose corresponding probabilities
are given in parentheses.
Standard procedure (S)
Judgment of
Rater 1, 2 and 3 3+ 2+, 1− 1+, 2− 3− Total
New 3+ x33j x32j x31j x30j x3.j
procedure (p33) (p32) (p31) (p30) (p3.)
(N) 2+, 1− x23j x22j x21j x20j x2.j
(p23) (p22) (p21) (p20) (p2.)
1+, 2− x13j x12j x11j x10j x1.j
(p13) (p12) (p11) (p10) (p1.)
3− x03j x02j x01j x00j x0.j
(p03) (p02) (p01) (p00) (p0.)
Total x.3j x.2j x.1j x.0j nj
(p.3) (p.2) (p.1) (p.0) (1)
The generalized estimators for the marginal probabilities in the (R+1)×(R+1) contingency
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table and the generalized positive proportions of both procedures are given as follows:
pˆk. =
R∑
k′=0
pˆkk′ =
1
N
m∑
j=1
R∑
k′=0
xkk′j =
1
N
m∑
j=1
xk.j,
pˆ.k =
R∑
k′=0
pˆk′k =
1
N
m∑
j=1
R∑
k′=0
xk′kj =
1
N
m∑
j=1
x.kj,
pˆiN =
1
R
R∑
k=1
kpˆk. =
1
NR
m∑
j=1
R∑
k=1
kxk.j,
pˆiS =
1
R
R∑
k=1
kpˆ.k =
1
NR
m∑
j=1
R∑
k=1
kx.kj, (2.8)
where k and k′ are suffixes corresponding to the numbers of each cell in Table 2.2 and Table
2.3. Therefore, the generalized difference in the positive proportions (2.7) is given by:
λˆ =
1
R
R∑
k=1
k(pˆk. − pˆ.k) = 1
NR
m∑
j=1
R∑
k=1
k (xk.j − x.kj)
=
1
NR
m∑
j=1
R∑
r=1
r (nNrj − nSrj) , (2.9)
where nNrj is the observed frequency that the number of raters who positively judge the new
procedure is r larger than those who positively judge the standard procedure in cluster j. Simi-
larly, nSrj is the observed frequency that the number of raters who positively judge the standard
procedure is r larger than those who positively judge the new procedure in cluster j. Then we
have
nNrj =
∑
k−k′=r
xkk′ , nSrj =
∑
k−k′=−r
xkk′ .
2.3 Non-inferiority Test
We formulate the null hypothesis for non-inferiority as
H0 : piN − piS + ∆ ≤ 0, (2.10)
25
Estimating the Diagnostic Accuracy from Multiple Raters
with the alternative hypothesis
H1 : piN − piS + ∆ > 0, (2.11)
where ∆(> 0) is a pre-specified acceptable difference between two probabilities. Let the dif-
ference δ be
δ = piN − piS + ∆ = λ+ ∆. (2.12)
The variance of δˆ = λˆ + ∆ can be derived using the estimators (2.8) , where λˆ is defined in
(2.9) (for details, see Appendix 1). The variance of δˆ is given as follows:
Var(δˆ) =
m
(m− 1)N2
m∑
j=1
[
1
R
R∑
k=1
k {(xk.j − x.kj)− nj (pk. − p.k)}
]2
,
=
m
(m− 1)N2
m∑
j=1
{
1
R
R∑
r=1
r (nNrj − nSrj)− njλ
}2
. (2.13)
Under the null hypothesis (2.10), i.e., λ+ ∆ = 0 holds, we can write (2.13) as follows:
Var(δˆ)|λ=−∆ = m
(m− 1)N2
m∑
j=1
{
1
R
R∑
r=1
r (nNrj − nSrj) + nj∆
}2
. (2.14)
Therefore, using (2.9) and (2.14), we propose the following statistic for testing (2.10):
ZO =
1
R
∑m
j=1
∑R
r=1 r (nNrj − nSrj) +N∆√
m
(m−1)
∑m
j=1
{
1
R
∑R
r=1 r (nNrj − nSrj) + nj∆
}2 . (2.15)
Under the null hypothesis (2.10) and mild regularity conditions, ZO will have an approximate
standard normal distribution as the number of clusters m → ∞. Note that when R = 1, ZO
is identical to the Obchowski type non-inferiority test (Nam and Kwon, 2009; Yang and Sun,
2010; Yang, Sun and Hardin, 2012). Moreover, when ∆ is zero, the square of ZO is identical to
the superiority test derived by Schwenke and Busse (2007), but has a simplified expression (for
details, see Appendix 2).
We assume an asymptotic normal distribution for λˆ. Using the derived estimated variance
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of λˆ, we propose the following confidence interval of λ based on Obuchowski (1998):
CI = λˆ± zα/2
√√√√ m
(m− 1)N2
m∑
j=1
{
1
R
R∑
r=1
r (nNrj − nSrj)− njλˆ
}2
, (2.16)
where zα/2 denotes the upper 100(α/2)th percentile of N(0, 1). The confidence interval CI
is equivalent to the confidence interval proposed by Schwenke and Busse (2007), but has a
simplified expression (for details, see Appendix 2).
2.4 Simulation Studies
The performances of the test ZO (2.15) were assessed in Monte Carlo simulation studies. Al-
though non-inferiority testing methods do not exist for the clustered matched-pair data from
multiple raters, the performances of ZO were compared to that of a test for non-inferiority,
namely ZND of formula (1.16) proposed by Saeki and Tango (2011), that did not account for
the intracluster correlation structures in clustered data. Both statistics are expected to test the
non-inferiority of a new procedure relative to the standard one (in terms of size and power) for
clustered matched-pair data collected from multiple raters. Pre-specified parameters were the
number of raters (R = 2, 3), the number of clusters (m = 25, 50, 100), the number of units
in the jth cluster (nj = 2, 5), the probabilities of a positive response to the new and standard
procedures (piN = 0.2, 0.5, 0.8, where piN−piS = −0.1 for the size assessment and piN−piS = 0
for the power assessment), and the non-inferiority margin (∆ = 0.1) .
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Figure 2.1: Illustration of different correlation structures considered in the Monte Carlo sim-
ulation study. Cluster j has two units labeled A, B. Both procedures were applied to all units
within the cluster, and all units of each procedure were independently evaluated by two raters.
Herein, Figure 2.1 describes the correlation structures considered, these structures are ex-
pansions of the correlation structures applied by Obuchowski (1998) to data from multiple
raters. In these correlation structures, the intracluster correlation ρ1 for the same rater and
the same procedure was set at 0.0, 0.4, and 0.6. The correlation between raters for the same unit
and the same procedure was set at 0.4 (ρ2 = 0.4), the correlation between procedures for the
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same unit and the same rater was also set at 0.4 (ρ3 = 0.4), the correlation between procedures
for the same unit and different raters was set at 0.3 (ρ4 = 0.3), and the correlation between pro-
cedures or between the raters for different units within a cluster was set at 1/4 the intracluster
correlation (ρ5 = ρ6 = ρ7 = 1/4ρ1).
We generated a random vector from a (nj × R × 2)-variate normal distribution with zero
mean using the R function “mvrnorm” in the package “MASS.” For ease of explanation, let us
consider the case of R = 2. The first and second sets of nj variates represented the outcomes of
nj units within a cluster when the new procedure was rated by raters 1 and 2, respectively; the
third and fourth sets of nj variates represented the outcomes of nj units within a cluster when
the standard procedure was rated by raters 1 and 2, respectively. If the simulated value for a unit
within a cluster exceeded z(1−piN ), the outcome of that unit was set to one; otherwise, it was set
to zero. Here, z(1−piN ) is the piN percentile of the standard normal distribution. In our simulation
study, 10,000 data sets were generated for each configuration.
Tables 2.4 and 2.5 present the empirical sizes and powers for R = 2 and 3, respectively.
When the intracluster correlation coefficient ρ1 was zero, the empirical sizes of both tests were
satisfactorily close to the nominal level of 2.5%. However, the empirical sizes of ZND were
inflated when the intracluster correlation coefficient increased to 0.4 and 0.6, especially when
the cluster contained many units. On the other hand, the proposed test ZO generally remained
around the nominal level even for large intracluster correlation coefficients.
The empirical power of the proposed test ZO decreased as the intracluster correlation co-
efficient increased. However, the ZND test yielded higher powers than the proposed test ZO
for all intracluster correlation coefficients. The power is related to the size of the test. If the
ZND test underestimates the variance by not accounting for specific correlation structures, it
will inevitably yield higher power than the ZO test that accounts for these structures.
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Table 2.4: Empirical sizes and powers at α/2 = 2.5% for R = 2, ρ2 = ρ3 = 0.4, ρ4 = 0.3,
ρ5 = ρ6 = ρ7 = 1/4ρ1, ∆ = 0.1 based on 10, 000 replicates. The simulation studies for size
and power were set piN − piS = −0.1 and piN − piS = 0, respectively.
Size (%) Power (%)
nj = 2 nj = 5 nj = 2 nj = 5
piN m ρ1 ZND ZO ZND ZO ZND ZO ZND ZO
0.8 100 0.0 2.4 2.8 2.4 2.6 96.9 96.7 100 100
0.4 3.4 2.7 6.8 2.6 95.1 93.0 99.9 99.3
0.6 4.4 3.0 10.3 2.8 94.7 90.8 99.6 97.4
50 0.0 2.1 2.6 2.6 2.7 75.4 75.3 98.9 98.5
0.4 3.1 2.8 7.0 3.0 73.1 67.2 95.2 87.0
0.6 3.9 2.8 10.1 2.9 73.0 62.8 93.4 77.5
25 0.0 1.7 2.6 2.3 2.4 44.2 44.6 83.8 80.7
0.4 2.3 2.9 7.0 2.7 44.6 38.0 77.9 56.7
0.6 3.5 3.0 9.3 2.8 43.7 34.2 75.2 45.5
0.5 100 0.0 2.4 2.2 2.4 2.3 88.0 87.3 99.9 99.8
0.4 3.8 2.4 8.5 2.8 85.5 80.0 98.3 93.4
0.6 4.7 2.3 11.1 2.4 84.1 74.8 97.4 87.3
50 0.0 2.6 2.5 2.3 2.1 60.2 58.0 94.3 93.1
0.4 3.8 2.2 8.2 2.3 58.8 48.8 87.2 68.7
0.6 4.9 2.4 10.6 2.2 58.6 44.5 83.6 56.2
25 0.0 2.5 2.2 2.4 2.1 34.1 30.8 70.3 64.4
0.4 4.1 2.4 8.1 2.1 35.4 24.9 64.0 36.7
0.6 5.2 2.3 11.2 2.0 36.7 22.9 62.5 30.2
0.2 100 0.0 2.2 2.5 2.5 2.5 96.7 96.8 100 100
0.4 3.7 2.4 7.6 2.7 95.4 93.3 99.9 99.4
0.6 5.0 2.8 10.1 2.4 94.6 90.9 99.6 97.1
50 0.0 2.3 2.4 2.5 2.5 75.6 75.4 98.8 98.6
0.4 3.5 2.2 7.2 2.3 74.2 67.8 96.1 87.1
0.6 4.8 2.5 10.4 2.5 73.0 63.0 93.5 77.2
25 0.0 2.2 2.3 2.6 2.2 44.0 44.4 85.4 81.8
0.4 3.8 2.4 7.9 2.3 43.9 37.4 78.3 56.3
0.6 4.4 2.3 10.1 2.3 45.3 35.2 75.0 45.1
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Table 2.5: Empirical sizes and powers at α/2 = 2.5% for R = 3, ρ2 = ρ3 = 0.4, ρ4 = 0.3,
ρ5 = ρ6 = ρ7 = 1/4ρ1, ∆ = 0.1 based on 10, 000 replicates. The simulation studies for size
and power were set piN − piS = −0.1 and piN − piS = 0, respectively.
Size (%) Power (%)
nj = 2 nj = 5 nj = 2 nj = 5
piN m ρ1 ZND ZO ZND ZO ZND ZO ZND ZO
0.8 100 0.0 2.2 2.6 2.5 2.6 99.5 99.5 100 100
0.4 3.3 2.8 6.7 2.9 98.9 98.4 100 100
0.6 4.2 2.7 9.8 2.8 98.4 97.3 100 99.6
50 0.0 2.1 2.6 2.3 2.7 88.2 88.5 99.8 99.8
0.4 3.3 2.9 7.1 3.0 86.1 81.6 99.2 96.1
0.6 3.8 2.8 9.3 2.9 85.3 78.3 98.0 90.1
25 0.0 2.2 2.7 2.3 2.6 58.5 57.1 94.4 92.8
0.4 3.4 3.1 6.4 2.8 57.7 49.6 88.3 71.8
0.6 3.9 3.1 9.2 3.0 58.5 46.5 85.3 60.3
0.5 100 0.0 2.5 2.5 2.3 2.3 96.0 95.8 100 100
0.4 3.9 2.4 7.9 2.4 93.8 90.9 99.7 98.7
0.6 4.4 2.2 10.6 2.1 93.2 98.1 99.4 95.8
50 0.0 2.6 2.5 2.5 2.5 74.0 72.2 98.6 98.2
0.4 4.1 2.3 7.9 2.5 71.5 62.6 94.2 82.4
0.6 4.5 2.4 10.9 2.5 70.7 58.6 91.7 73.5
25 0.0 2.7 2.5 2.6 2.3 44.7 40.5 82.8 77.8
0.4 3.5 1.8 8.1 2.1 44.9 33.3 75.6 51.2
0.6 4.5 2.1 10.4 2.2 44.7 30.1 73.0 41.3
0.2 100 0.0 2.5 2.6 2.4 2.4 99.4 99.4 100 100
0.4 3.8 2.8 7.3 2.6 99.0 98.4 100 100
0.6 4.1 2.3 10.5 2.7 98.7 97.2 100 99.7
50 0.0 2.3 2.4 2.7 2.7 87.6 87.7 99.9 99.9
0.4 3.6 2.5 7.2 2.6 86.0 81.6 98.9 95.7
0.6 4.4 2.6 10.2 2.6 84.9 77.7 97.9 90.4
25 0.0 2.8 2.6 2.5 2.3 58.7 57.2 94.3 92.7
0.4 3.8 2.5 7.0 2.3 59.1 50.6 93.1 89.2
0.6 4.3 2.2 10.1 2.4 58.1 46.3 85.0 60.6
2.5 An example
Ja¨ger et al. (2000) performed a blinded multiple raters study by comparing the magnetic res-
onance angiography (MRA) and digital subtraction angiography (DSA) results of 34 prospec-
tively enrolled patients presenting with acute subarachnoid hemorrhage (SAH). Two raters in-
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dependently evaluated the MRA and DSA images. The presence of an aneurysm was evaluated
on a four-point ordinal scale (1, absent; 2, probably absent; 3, probably present; and 4, definitely
present). Because Ja¨ger et al. intended to study the inter-rater and -procedural agreement, no a
priori gold standard method was assumed. Fortunately, the authors published their evaluations
of the MRA and DSA images by both raters, along with clinical follow-up details of all pa-
tients. Then, the proportion of positive results from each diagnostic procedure in patients with
aneurysms, that is sensitivity, could be calculated.
Herein, we compared the sensitivities between the MRA and DSA data of the 27 patients
with aneurysms (among the 34 SAH patients). We adopted a binary coding, grouping scores 3
and 4 into “true positive ” (1), and scores 1 and 2 into “false negative” (0). Table 2.6 summarizes
the MRA and DSA assessment data of the two neuroradiologists. The DSA technique digitizes
radiographic images of blood vessels filled with a contrast agent. The digitized images are
subtracted from images obtained before administration of the contrast agent, to increase the
contrast between the vessels and the background. However, because a catheter, which is a long,
thin, and flexible tube, is inserted into an artery, DSA is regarded as an invasive procedure. In
contrast, MRA images blood vessels by MRI, which is a noninvasive approach. Therefore, we
are interested in the non-inferiority of MRA relative to DSA. The non-inferiority margin was
set as ∆ = 0.1.
From the data of both raters in Table 2.6, we estimated the sensitivities of MRA and DSA as
pˆiMRA = 0.779 and pˆiDSA = 0.853, respectively. The difference in sensitivities between MRA
and DSA based on the two raters is λˆ = −0.074.
The proposed non-inferiority test statistic for the sensitivity difference between MRA and
DSA is ZO = 0.457 (one-sided p-value = 0.324). The confidence interval at the 95% nominal
level is (−0.188, 0.041). These results suggest that the non-inferiority of MRA to DSA cannot
be claimed at the 2.5% one-sided significance level. The non-inferiority test proposed by Saeki
and Tango (2011), on the other hand, is ZND = 0.422 with one-sided p-value = 0.336. In this
application, the results of ZND and ZO are close to each other, and may be reliable because the
corresponding empirical sizes for piN = 0.8, m = 25, ρ1 = 0.0 and nj = 2 in Table 2.4 were
shown to be 1.7% and 2.6%, respectively.
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Table 2.6: MRA and DSA assessment data of two neuroradiologists (Jager et al. (2000)). The
numbers in brackets correspond to the test result for each aneurysm, where 1 and 0 denote true
positive and false negative for aneurysm detection, respectively.
Number of MRA DSA
Case units Rater 1 Rater 2 Rater 1 Rater 2
1 2 [1,0] [0,0] [1,0] [1,1]
2 1 [1] [1] [1] [1]
3 1 [1] [1] [1] [1]
4 2 [1,0] [1,0] [0,1] [1,1]
5 2 [1,1] [1,1] [1,1] [1,1]
6 1 [1] [1] [1] [1]
7 1 [1] [0] [1] [1]
8 1 [1] [1] [1] [1]
9 1 [1] [1] [1] [1]
10 2 [1,1] [1,1] [1,1] [1,1]
11 1 [1] [1] [0] [0]
12 1 [0] [0] [1] [0]
13 1 [1] [1] [1] [1]
14 2 [1,1] [0,1] [1,1] [1,1]
15 2 [0,1] [1,1] [1,1] [1,1]
16 1 [0] [1] [0] [0]
17 1 [1] [1] [1] [1]
18 1 [1] [1] [1] [1]
19 1 [1] [1] [1] [1]
20 1 [1] [1] [1] [1]
21 1 [0] [1] [1] [1]
22 1 [1] [1] [1] [1]
23 1 [0] [1] [0] [0]
24 2 [1,1] [1,1] [1,1] [1,1]
25 1 [1] [1] [1] [1]
26 1 [0] [0] [1] [0]
27 1 [1] [1] [1] [1]
2.6 Discussion
Clinical diagnostic procedures are generally evaluated from the results of multiple independent
raters who are independent of the study centers. However, multiple results from multiple raters
may not be accurately evaluated by consensus evaluations or majority votes because of bias or
loss of information (FDA, 2004; Obuchowski and Lieber, 2008; CHMP, 2009). Therefore, all
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results from multiple raters must be appropriately included in the statistical analysis. Moreover,
if two diagnostic procedures are performed on each subject and some units of each subject
are evaluated on each procedure, the clustered data may introduce additional correlations. If
the correlations between repeated measurements per cluster are ignored, the variance of the
estimates may be underestimated, thereby inflating the type I error rate.
The proposed non-inferiority test in this chapter is based on Obuchowski (1998), Nam and
Kwon (2009), Yang and Sun (2010), Yang, Sun and Hardin (2012), and adopts the framework
of Saeki and Tango (2011). The test infers the differences in the correlated proportions of
clustered matched-pair data between two diagnostic procedures evaluated by multiple raters.
In Monte Carlo simulation studies, the proposed non-inferiority test ZO was compared with the
non-inferiority test ZND (Saeki and Tango, 2011) developed for independent matched-pair data.
When the intracluster correlation coefficient was zero, the empirical sizes of both tests were
closer to the nominal significance level and the empirical powers of the test ZND tends to be
higher than those of the proposed test ZO. These results were as expected. When the intraclus-
ter correlation coefficient increased, on the other hand, the test ZND became anticonservative,
whereas the proposed test ZO remained satisfactorily close to the nominal level. Therefore, the
results that the empirical powers of the test ZND were higher than those of the proposed test
ZO for all non-zero intracluster correlation coefficients are thought to be due to the inflation of
sizes of the test ZND. The test ZND is applicable when all units are randomly selected from
the same population. If matched-pair data are positively correlated in a cluster, computing ZND
from the pooled data (ignoring the positive correlation) will inflate the statistic and distort the
p-value downward. However, in general, clustered data occur when the units being evaluated
for the condition are not all independent of each other (Zhou, Obuchowski and McClish, 2011).
Therefore, we may recommend the proposed test ZO for testing non-inferiority in clustered
matched-pair data from multiple raters.
Because these simulation studies were based on some number of sets of parameters and
sample sizes, the conclusions derived here may not be representative. However, we expect that
drastically different conclusions would not be derived for the parameter values not examined
here, although further simulation studies for more detailed situations are needed. When plan-
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ning a clinical investigation to compare the efficacies between two diagnostic procedures, the
study design is critical. The proposed non-inferiority test is applicable when diagnostic proce-
dures are applied to each cluster and all raters evaluate all clusters; that is, a paired-patient and
paired-rater design. A detailed discussion of study designs for diagnostic procedures is provided
in Zhou, Obuchowski and McClish (2011). If the results from multiple raters are incomplete in
some clusters (i.e., data are missing), we require an imputation method; this topic is left for fu-
ture research. Furthermore, if a qualitative interaction exists between two diagnostic procedures
and multiple raters (e.g., pˆi(1)N = pˆi
(2)
S , pˆi
(2)
N = pˆi
(1)
S and pˆi
(1)
N 6= pˆi(2)N , pˆi(1)S 6= pˆi(2)S ), the proposed
methods are invalidated. This problem could probably be solved by a non-statistical study; for
example, by training all raters under the same judgment criteria for diagnostic procedures.
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Chapter 3
Estimating the diagnostic accuracy from
multiple raters based on a bivariate
random effects model
3.1 Introduction
Sensitivity and specificity are crucial measures for evaluating the performance of a diagnostic
procedure. Sensitivity is generally defined as the probability of obtaining a positive result from
a diagnostic procedure for a diseased subject. Specificity is the probability of obtaining a neg-
ative result from a diagnostic procedure for a non-diseased subject. In clinical investigations
designed to evaluate the efficacy of a diagnostic procedure, results from the diagnostic proce-
dure are often evaluated by multiple independent raters (Lehr and Kashanian, 2009). Although
the sensitivity and specificity may be estimated by considering consensus evaluations that treat
multiple results from multiple raters as a single result from a single rater, this method is not
recommended for a primary evaluation (FDA, 2004; Obuchowski and Lieber, 2008; CHMP,
2009). Consensus evaluations may be highly biased by non-independent evaluations. For ex-
ample, senior or persuasive raters may affect the evaluations of junior or passive raters. In
recent years, results from multiple raters have been summarized using an average of raters (the
average rater method) or a majority of raters (the majority rater method) to estimate sensitivity
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and specificity. These methods have been used to evaluate the efficacy of diagnostic procedures
for regulatory purposes (FDA, 2011; FDA, 2012). Kunz (2015) investigated the performance
of these methods based on confidence intervals using simulation studies. However, there are
few adequate methods for summarizing sensitivities and specificities that take into account the
covariance between raters and the correlation between sensitivity and specificity.
Several statistical methods for meta-analysis of data from diagnostic studies have been pro-
posed and recommended to generate a summary receiver operating characteristic (SROC) curve
to represent the performance of a diagnostic procedure. The hierarchical summary receiver op-
erating characteristic (HSROC) model is a method for meta-analysis of diagnostic studies. This
model can account for variability between studies based on thresholds and accuracies (Rutter
and Gatsonis, 2001). A bivariate random effects model (BVRM) is an alternative method for
meta-analysis of diagnostic studies, which accounts not only for the between-study variability
but also for the negative correlation between sensitivity and specificity because of the trade-off
between the two measures as the test threshold varies (Reitsma et al., 2005). Harbord et al.
(2007) showed that these two models are closely related and, in common situations, identical.
Moreover, Jackson, White and Thompson (2010) proposed a method for estimating the variance
of random effects in multivariate meta-analysis by extending the non-iterative method of mo-
ments suggested by DerSimonian and Laird (1986). These methods for meta-analysis of diag-
nostic studies can be used to estimate SROC curce, sensitivity, and specificity from independent
diagnostic studies. However, multiple raters independently evaluate the results arising from the
same subjects to whom a diagnostic procedure is applied; therefore, attention must be paid to
correlations of sensitivities or specificities between raters and within subjects. Therefore, the
methods for meta-analysis of diagnostic studies cannot be directly applied to the summarization
of the sensitivities and specificities of a diagnostic procedure from multiple raters.
This chapter proposes methods for summarizing the diagnostic accuracies evaluated from
multiple independent raters based on the BVRM by generalizing the methods for meta-analysis
of diagnostic studies. The rest of the chapter is structured as follows. Section 3.2 describes the
data structure and the proposed BVRM. Section 3.3 presents the details of the methods to sum-
marize sensitivities and specificities, to construct the joint confidence regions, and to generate
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the SROC curve evaluated from multiple raters based on the BVRM. In Section 3.4, biases and
mean square errors (MSEs) of summarized sensitivities and specificities based on the BVRM
are compared with those based on the average rater method and the majority rater method us-
ing Monte Carlo simulations. The coverage probabilities of confidence regions based on the
BVRM, the average rater method, and the majority rater method are also compared. In Section
3.5, the methods are applied to data from florbetapir F 18 positron emission tomographic (PET)
imaging study to predict the presence of β-amyloid in the brains of subjects with Alzheimer’s
disease (AD) (Clark et al., 2011; FDA, 2012). The chapter is based on Saeki, Tango and Wang
(2016).
3.2 Data Structure and Models
3.2.1 Data structure
Consider a clinical investigation designed to evaluate a diagnostic procedure for diseased (D)
and non-diseased (D¯) subjects. The diagnostic procedure is performed on each diseased subject
(i = 1, · · · , n) and each non-diseased subject (j = 1, · · · , m) and independently evaluated by
each rater r (r = 1, · · · , R). Each rater assigns a value of 1 or 0 to each subject, where 1
evaluates the subject as “positive” (+) and 0 evaluates the subject as “negative” (−). Let the
number of raters be R = 3. The observed probabilities and their corresponding observations are
classified in a 2×8 contingency table using the framework of Saeki and Tango (2011) (Table
3.1). For example, Pa(++−) denotes the observed probability that raters 1 and 2 positively score
a diseased subject, while rater 3 negatively scores the diseased subject, and xa(++−) is the
corresponding observed frequency. Similarly, Pb(−−+) denotes the observed probability that
raters 1 and 2 negatively score a non-diseased subject, while rater 3 positively scores the non-
diseased subject, and xb(−−+) is the corresponding observed frequency. We define the sensitivity
(par) and specificity (pbr) for rater r = 1 as follows:
pa1 = P (+|D, r = 1) = Pa(+++) + Pa(++−) + Pa(+−+) + Pa(+−−), (3.1)
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pb1 = P (−|D¯, r = 1) = Pb(−−−) + Pb(−−+) + Pb(−+−) + Pb(−++). (3.2)
The plugin estimators for the sensitivity and specificity for rater 1 are given by
pˆa1 =
(
xa(+++) + xa(++−) + xa(+−+) + xa(+−−)
)
/n = xa1/n, (3.3)
pˆb1 =
(
xb(−−−) + xb(−−+) + xb(−+−) + xb(−++)
)
/m = xb1/m, (3.4)
where xa1 is the number of positive scores for the diseased subjects and xb1 is the number
of negative scores for the non-diseased subjects given by rater 1. These definitions can be
generalized to R (≥ 3) raters in a straightforward manner. The resulting observed probabilities
and their corresponding observations can be classified as a 2× 2R contingency table similar to
Table 3.1.
Table 3.1: A 2×8 contingency table for categorical data from three raters. The numbers in each
cell are the observed probabilities with corresponding frequencies given in parentheses.
Judgment of (Rater1, Rater2, Rater3)
(+ + +) (+ +−) (+−+) (−+ +) (+−−) (−+−) (−−+) (−−−) Total
D Pa(+++) Pa(++−) Pa(+−+) Pa(−++) Pa(+−−) Pa(−++) Pa(−−+) Pa(−−−) 1
(xa(+++)) (xa(++−)) (xa(+−+)) (xa(−++)) (xa(+−−)) (xa(−++)) (xa(−−+)) (xa(−−−)) (n)
D¯ Pb(+++) Pb(++−) Pb(+−+) Pb(−++) Pb(+−−) Pb(−++) Pb(−−+) Pb(−−−) 1
(xb(+++)) (xb(++−)) (xb(+−+)) (xb(−++)) (xb(+−−)) (xb(−++)) (xb(−−+)) (xb(−−−)) (m)
3.2.2 A bivariate random effects model
We propose a bivariate random effects model (BVRM) for summarizing the R sensitivities par
and the R specificities pbr based on results from R independent raters.
We shall use an idea employed by Reitsma et al. (2005): let us define µar = log{par/(1 −
par)} as the logit-transformed sensitivity of rater r and µbr = log{pbr/(1 − pbr)} as the logit-
transformed specificity of rater r. The logit transformation is used to transform the unit interval
(0, 1) to continuous values in the range (−∞,∞). We shall assume that the logit sensitivities
µar of the multiple raters are normally distributed around some common mean value, θa, with a
between-rater variance of τ 2a . A similar random effect assumption is adopted for the specificities
of the raters, where θb is used to denote the mean value of logit specificity and τ 2b is the variance
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in logit specificity between raters. In addition, we incorporate the possibility of correlation
between (logit) sensitivity and specificity within a rater. Combining the two normal models
leads to the following bivariate normal model: µar
µbr
 ∼ N

 θa
θb
 ,
 τ 2a κτaτb
κτaτb τ
2
b

 , (3.5)
where κ is the correlation coefficient between µar and µbr.
Furthermore, we extend this bivariate model by incorporating the precisions and correlations
with which sensitivities and specificities have been measured by multiple raters. Here, we
have to pay attention to correlations between raters working with identical subjects because
multiple raters evaluate all the same subjects. If we treat the variances of estimates for the logit
sensitivities µˆars by multiple raters as fixed quantities, we can obtain the following:
µˆa1
...
µˆar
...
µˆaR

∼ N


µa1
...
µar
...
µaR

,

σ2a1 · · · ρa1rσa1σar · · · ρa1Rσa1σaR
. . . . . . ...
σ2ar ρarRσarσaR
. . . ...
σ2aR


,(3.6)
where σ2ar is the variance of µˆar and ρarr′ is a correlation coefficient between µˆar and µˆar′
(r 6= r′). Moreover, the variances of estimates for the logit specificities µˆbrs are modeled
similarly. Here, we indicate that ya = (µˆa1, · · · , µˆaR)t, yb = (µˆb1, · · · , µˆbR)t, and θaR, θbR are
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vectors of θas and θbs in R dimensions, respectively, and
A =

σ2a1 + τ
2
a · · · ρa1rσa1σar · · · ρa1Rσa1σaR
. . . . . . ...
σ2ar + τ
2
a ρarRσarσaR
. . . ...
σ2aR + τ
2
a

,
B =

σ2b1 + τ
2
b · · · ρb1rσb1σbr · · · ρb1Rσb1σbR
. . . . . . ...
σ2br + τ
2
b ρbrRσbrσbR
. . . ...
σ2bR + τ
2
b

,
T =

κτaτb · · · 0 · · · 0
. . . . . . ...
κτaτb 0
. . . ...
κτaτb

.
Then, taking all raters into account, the final model based on formulas (3.5) and (3.6) becomes
as follows: ya
yb
 ∼ N

 θaR
θbR
 ,
 A T
T B

 . (3.7)
3.3 Estimation of the diagnostic accuracy
3.3.1 Summarizing sensitivity and specificity based on the BVRM
This section proposes an overall method for estimating sensitivities and specificities based on
results from multiple raters using the BVRM described in Section 3.2.
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The plugin estimates of the sensitivity pˆar and the specificity pˆbr for rater r are given by
pˆar = xar/n, pˆbr = xbr/m, (3.8)
where xar and xbr are the numbers of positive and negative judgments in diseased and non-
diseased subjects for rater r, respectively [formulas (3.3) and (3.4)].
The estimators of the variances σ2ar and σ
2
br are denoted by sˆ
2
ar and sˆ
2
br, respectively. These
estimators are based on estimates of the logit sensitivity µˆar and logit specificity µˆbr for rater r
and are defined as
sˆ2ar = 1/ {npˆar(1− pˆar)} , sˆ2br = 1/ {mpˆbr(1− pˆbr)} . (3.9)
Furthermore, we derive the estimators of the covariances sˆarr′ and sˆbrr′ for ρarr′σarσar′ and
ρbrr′σbrσbr′ (r 6= r′), respectively, using the multivariate delta method (for details, see Appendix
3). These estimators are given by
sˆarr′ =
qˆa(++)qˆa(−−) − qˆa(+−)qˆa(−+)
npˆarpˆar′ (1− pˆar) (1− pˆar′) , sˆbrr
′ =
qˆb(++)qˆb(−−) − qˆb(+−)qˆb(−+)
mpˆbrpˆbr′ (1− pˆbr) (1− pˆbr′) (r 6= r
′),(3.10)
where qˆa(++) is the proportion of times that raters r and r′ positively judge diseased subjects;
qˆa(−−) is the proportion of times that raters r and r′ negatively judge diseased subjects; qˆa(+−)
is the proportion of times that only rater r positively judges diseased subjects; and qˆa(−+) is the
proportion of times that only rater r′ positively judges diseased subjects. On the other hand,
qˆb(++) is the proportion of times that raters r and r′ positively judge non-diseased subjects;
qˆb(−−) is the proportion of times that raters r and r′ negatively judge non-diseased subjects;
qˆb(+−) is the proportion of times that only rater r′ negatively judges non-diseased subjects; and
qˆb(−+) is the proportion of times that only rater r negatively judges non-diseased subjects. Using
these estimators, we can summarize the logit sensitivity and logit specificity for θ = (θa, θb)t
based on the BVRM as follows:
θˆ =
(
X tV̂ −1X
)−1
X tV̂ −1Y =
 θˆa
θˆb
 , (3.11)
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where
X =
 1R 0R
0R 1R
 , V̂ =
 Ŝa Ŝt
Ŝt Ŝb
 , Y =
 ya
yb
 ,
Ŝa =

sˆ2a1 + τˆ
2
a · · · sˆa1r · · · sˆa1R
. . . . . . ...
sˆ2ar + τˆ
2
a sˆarR
. . . ...
sˆ2aR + τˆ
2
a

,
Ŝb =

sˆ2b1 + τˆ
2
b · · · sˆb1r · · · sˆb1R
. . . . . . ...
sˆ2br + τˆ
2
b sˆbrR
. . . ...
sˆ2bR + τˆ
2
b

,
and 1R and 0R are vectors of ones and zeros in R dimensions, respectively, and Ŝt is an R×R
diagonal matrix with diagonal elements τˆab, which estimates κτaτb. Moreover, the covariance
matrix of θˆ is estimated as follows (for details, see Appendix 4):
V̂ar (θˆ) =
(
X tV̂ −1X
)−1
. (3.12)
Now, we must estimate the variances and covariance of the random effects, namely τ 2a , τ
2
b ,
and κτaτb. These estimators can be constructed using the method of moments as proposed by
Jackson, White and Thompson (2010) (for details, see Appendix 5). Based on these estimators,
the variance-covariance matrix ΣDL, which expresses the variability between raters, and the
correlation between a logit sensitivity and logit specificity can be written as follows:
ΣDL =
 τˆ 2a τˆab
τˆab τˆ
2
b
 . (3.13)
However, ΣDL may not be positive semi-definite. In such cases, we can use ΣDL+ based on the
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spectrum decomposition, namely
ΣDL+ = max (0, λ1)e1e1
t + max (0, λ2)e2e2
t, (3.14)
where λ1 and λ2 are the eigenvalues of ΣDL, and e1 and e2 are the corresponding normalized
eigenvectors, respectively. Finally, the summarized sensitivity pˆa and specificity pˆb are calcu-
lated using the inverse-logit transformation as follows:
pˆa = exp(θˆa)/
{
1 + exp(θˆa)
}
, pˆb = exp(θˆb)/
{
1 + exp(θˆb)
}
. (3.15)
3.3.2 Construction of a confidence region
As sensitivity and specificity may be highly correlated, separate confidence intervals for the
summarized sensitivity (pa) and specificity (pb) may not be adequate. Hence, we suggest con-
structing a joint confidence region for the parameter vector based on the BVRM. Bantis, Nakas
and Reiser (2014) showed a confidence rectangle and an egg-shaped confidence region based
on a confidence ellipse as joint confidence regions.
The 100(1 − α)% confidence rectangle is depicted on the basis of a 100(1 − α/2)% joint
confidence interval for sensitivity and 1−specificity in ROC space, that is (1− plowb , 1− pupb )×
(plowa , p
up
a ). The 100(1− α/2)% joint confidence interval for the sensitivity is given by
plowa =
exp
[
θˆa − z(1−α/4)
√{
V̂ar(θˆ)
}
11
]
1 + exp
[
θˆa − z(1−α/4)
√{
V̂ar(θˆ)
}
11
] ,
pupa =
exp
[
θˆa + z(1−α/4)
√{
V̂ar(θˆ)
}
11
]
1 + exp
[
θˆa + z(1−α/4)
√{
V̂ar(θˆ)
}
11
] , (3.16)
where z(1−α/4) is the upper (α/4)th percentile of the standard normal distribution and
{
V̂ar(θˆ)
}
11
denotes the (1, 1) element of the covariance matrix V̂ar(θˆ). The 100(1−α/2)% joint confidence
interval for 1−specificity is similarly calculated using a formula paralleling that of (3.16).
To account for the correlation between sensitivity and specificity, a 100(1−α)% confidence
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ellipse can be created in the logit ROC space as follows:
(
θˆ − θ
)t {
V̂ar(θˆ)
}−1 (
θˆ − θ
)
= χ21−α(2), (3.17)
where θˆ is defined by formula (3.11), V̂ar(θˆ) is defined by formula (3.12), and χ21−α(2) is the
upper 100(1 − α)% point of the χ2 distribution with two degrees of freedom. The confidence
ellipse depicted in logit ROC space can be back-transformed to conventional ROC space to give
an egg-shaped confidence region for pa and pb.
3.3.3 SROC curve
Harbord et al. (2007) showed that BVRM proposed by Reitsma et al, (2005) and hierarchical
summary receiver operating characteristic (HSROC) model (Rutter and Gatsonis, 2001) for
meta-analysis of diagnostic accuracy studies are very closely related and are in fact identical
in common situations, particularly in the absence of study-level covariates; they are different
parameterizations of the same model. We can reparametrize the BVRM to construct a logit
SROC curve using the HSROC model by defining
θa = Λ exp(−β/2)− exp(−β)θb, (3.18)
where β = log (τˆb/τˆa), and Λ = (τˆb/τˆa)
1/2 θˆa + (τˆa/τˆb)
1/2 θˆb. An SROC curve is derived by the
back-transforming formula (3.18) to obtain
pa =
exp(Λ/γ) {(1− pb)/pb}γ
−2
1 + exp(Λ/γ) {(1− pb)/pb}γ−2
, (3.19)
where γ = exp(β/2).
3.4 Simulation studies
The performances of the summarized sensitivity, specificity and joint confidence regions based
on the BVRM were assessed using Monte Carlo simulation studies. Comparisons were made
with the performances based on the average rater method and the majority rater method intro-
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duced by Kunz (2015) (Appendix 6). The pre-specified parameters were the number of raters
(R = 3, 5, 7), number of subjects (n = m = 25, 50, 100), true sensitivity (pa = 0.8, 0.9),
true specificity (pb = 0.8, 0.9), correlation coefficients between sensitivity and specificity in the
BVRM (κ = 0,−0.3) and correlation coefficients between raters (ρarr′ = ρbrr′ = 0, 0.3, 0.6).
We generated an (n+m)× 2R random matrix from a multivariate normal distribution with zero
mean vector and the correlation matrix from κ, ρarr′ and ρbrr′ using the R function “mvrnor”
in the package MASS. The upper-left n×R sub-matrix between the elements (1, 1) and (n,R)
of the random matrix contained the simulation data for the sensitivities from R raters, and the
lower-right m × R sub-matrix between the elements (n + 1, R + 1) and (n + m, 2R) of the
random matrix contained the simulation data for the specificities from R raters. If each element
of the matrix for the sensitivities exceeded z(1−pa), the outcome of the element was set to one;
otherwise, it was set to zero. Similarly, if each element of the matrix for the specificities ex-
ceeded z(1−pb), the outcome of the element was set to one; otherwise, it was set to zero. Here,
z(1−p) is the 100p percentile of the standard normal distribution. In our simulation study, 10,000
data sets were generated for each configuration. In addition, there were many singular matrices
as V̂ is affected by high correlations between raters within subjects, especially when the sample
sizes n and m are small and the number of raters is 5 or 7. For this reason, we set the sample
sizes 50 and 100 for 5 raters, and the sample size 100 for 7 raters in the simulation studies.
3.4.1 Bias and MSE
The biases and MSEs of the summarized sensitivities and specificities, as estimated by the
average rater method, majority rater method, and BVRM, were evaluated using Monte Carlo
simulations. Tables 3.2 and 3.3 present the biases and MSEs for pa = pb = 0.8 and pa = pb = 0.9,
respectively. The biases of the average rater method were close to zero in all scenarios. The
biases of the BVRM were larger than those of the average rater method; however, this difference
decreased when the sample size increased to 50 and 100. On the other hand, the biases of the
majority rater method were far from zero in all scenarios. MSEs of the average rater method and
BVRM were also close to zero in contrast to those of the majority rater method in all scenarios.
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Table 3.2: Biases and MSEs of the summarized sensitivities and specificities based on the
average rater method (A), majority rater method (M), and BVRM (B) with pa = pb = 0.8 based
on 10,000 replicates.
Bias MSE
R n = m κ ρarr′ = ρbrr′ A M B A M B
3 25 0 0 Se -0.0003 0.0959 -0.0035 0.0021 0.0130 0.0021
Sp -0.0010 0.0947 -0.0042 0.0021 0.0127 0.0021
0.3 Se -0.0004 0.0580 -0.0067 0.0028 0.0083 0.0028
Sp -0.0001 0.0589 -0.0061 0.0029 0.0084 0.0028
0.6 Se -0.0034 0.0249 -0.0138 0.0039 0.0067 0.0040
Sp -0.0038 0.0242 -0.0136 0.0038 0.0066 0.0040
-0.3 0 Se 0.0005 0.0963 -0.0029 0.0021 0.0129 0.0021
Sp -0.0002 0.0959 -0.0032 0.0021 0.0129 0.0021
0.3 Se -0.0008 0.0584 -0.0067 0.0028 0.0083 0.0029
Sp -0.0011 0.0579 -0.0071 0.0029 0.0084 0.0029
0.6 Se -0.0028 0.0258 -0.0126 0.0038 0.0066 0.0039
Sp -0.0035 0.0253 -0.0135 0.0039 0.0068 0.0039
50 0 0 Se -0.0002 0.0959 -0.0010 0.0011 0.0110 0.0011
Sp 0.0002 0.0964 -0.0005 0.0011 0.0112 0.0011
0.3 Se -0.0002 0.0587 -0.0029 0.0014 0.0058 0.0014
Sp -0.0002 0.0587 -0.0028 0.0014 0.0058 0.0014
0.6 Se -0.0012 0.0288 -0.0068 0.0018 0.0036 0.0018
Sp -0.0004 0.0290 -0.0059 0.0019 0.0037 0.0018
-0.3 0 Se 0.0003 0.0960 -0.0005 0.0011 0.0111 0.0011
Sp -0.0004 0.0956 -0.0012 0.0011 0.0110 0.0011
0.3 Se -0.0001 0.0583 -0.0027 0.0014 0.0058 0.0014
Sp -0.0001 0.0586 -0.0028 0.0014 0.0059 0.0014
0.6 Se -0.0009 0.0286 -0.0063 0.0018 0.0036 0.0018
Sp -0.0005 0.0290 -0.0059 0.0018 0.0037 0.0018
100 0 0 Se 0.0003 0.0964 -0.0001 0.0005 0.0102 0.0005
Sp -0.0005 0.0953 -0.0008 0.0005 0.0100 0.0005
0.3 Se 0.0001 0.0590 -0.0011 0.0007 0.0047 0.0007
Sp 0.0001 0.0587 -0.0010 0.0007 0.0047 0.0007
0.6 Se -0.0001 0.0300 -0.0026 0.0009 0.0023 0.0009
Sp -0.0008 0.0289 -0.0034 0.0010 0.0023 0.0009
-0.3 0 Se 0.0001 0.0961 -0.0002 0.0005 0.0101 0.0005
Sp -0.0004 0.0953 -0.0006 0.0005 0.0100 0.0005
0.3 Se -0.0002 0.0585 -0.0013 0.0007 0.0046 0.0007
Sp 0.0001 0.0588 -0.0012 0.0007 0.0047 0.0007
0.6 Se -0.0001 0.0298 -0.0027 0.0009 0.0023 0.0009
Sp -0.0002 0.0298 -0.0029 0.0009 0.0023 0.0009
Se: Sensitivity; Sp: Specificity.
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Table 3.2: (continued) Biases and MSEs of the summarized sensitivities and specificities based
on the average rater method (A), majority rater method (M), and BVRM (B) with pa = pb = 0.8
based on 10,000 replicates.
Bias MSE
R n = m κ ρarr′ = ρbrr′ A M B A M B
5 50 0 0 Se -0.0001 0.1425 -0.0020 0.0006 0.0214 0.0006
Sp -0.0001 0.1422 -0.0021 0.0007 0.0213 0.0006
0.3 Se -0.0003 0.0835 -0.0051 0.0010 0.0091 0.0011
Sp -0.0007 0.0836 -0.0056 0.0011 0.0091 0.0011
0.6 Se -0.0025 0.0389 -0.0097 0.0016 0.0043 0.0017
Sp -0.0026 0.0380 -0.0099 0.0016 0.0043 0.0017
-0.3 0 Se -0.0004 0.1424 -0.0024 0.0006 0.0214 0.0007
Sp 0.0003 0.1421 -0.0018 0.0006 0.0213 0.0007
0.3 Se -0.0002 0.0838 -0.0050 0.0010 0.0091 0.0011
Sp -0.0002 0.0833 -0.0050 0.0011 0.0090 0.0011
0.6 Se -0.0026 0.0398 -0.0098 0.0015 0.0043 0.0017
Sp -0.0027 0.0384 -0.0099 0.0016 0.0043 0.0017
100 0 0 Se 0.0002 0.1422 -0.0007 0.0003 0.0208 0.0003
Sp -0.0002 0.1419 -0.0011 0.0003 0.0207 0.0003
0.3 Se -0.0001 0.0829 -0.0027 0.0005 0.0079 0.0005
Sp -0.0002 0.0827 -0.0028 0.0005 0.0079 0.0005
0.6 Se -0.0004 0.0399 -0.0050 0.0008 0.0029 0.0008
Sp -0.0007 0.0397 -0.0054 0.0008 0.0029 0.0008
-0.3 0 Se 0.0006 0.1422 -0.0003 0.0003 0.0208 0.0003
Sp -0.0002 0.1417 -0.0011 0.0003 0.0206 0.0003
0.3 Se -0.0002 0.0826 -0.0029 0.0005 0.0078 0.0005
Sp -0.0001 0.0827 -0.0028 0.0005 0.0079 0.0005
0.6 Se 0.0003 0.0409 -0.0044 0.0008 0.0031 0.0008
Sp -0.0005 0.0397 -0.0052 0.0008 0.0030 0.0008
7 100 0 0 Se 0.0001 0.1667 -0.0012 0.0002 0.0281 0.0002
Sp -0.0001 0.1665 -0.0013 0.0002 0.0281 0.0002
0.3 Se -0.0001 0.0963 -0.0034 0.0004 0.0102 0.0005
Sp -0.0003 0.0962 -0.0035 0.0004 0.0102 0.0005
0.6 Se -0.0016 0.0451 -0.0065 0.0008 0.0034 0.0008
Sp -0.0003 0.0462 -0.0053 0.0007 0.0035 0.0008
-0.3 0 Se 0.0001 0.1666 -0.0012 0.0002 0.0281 0.0002
Sp -0.0003 0.1662 -0.0015 0.0002 0.0279 0.0002
0.3 Se 0.0001 0.0962 -0.0033 0.0005 0.0102 0.0005
Sp -0.0005 0.0960 -0.0038 0.0005 0.0102 0.0005
0.6 Se -0.0016 0.0441 -0.0066 0.0007 0.0033 0.0008
Sp -0.0009 0.0454 -0.0058 0.0007 0.0034 0.0008
Se: Sensitivity; Sp: Specificity.
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Table 3.3: Biases and MSEs of the summarized sensitivities and specificities based on the
average rater method (A), majority rater method (M), and BVRM (B) with pa = pb = 0.9 based
on 10,000 replicates.
Bias MSE
R n = m κ ρarr′ = ρbrr′ A M B A M B
3 25 0 0 Se 0.0006 0.0725 -0.0139 0.0012 0.0063 0.0013
Sp -0.0002 0.0717 -0.0147 0.0012 0.0062 0.0013
0.3 Se 0.0013 0.0511 -0.0154 0.0015 0.0045 0.0016
Sp 0.0015 0.0512 -0.0152 0.0016 0.0045 0.0016
0.6 Se 0.0038 0.0308 -0.0166 0.0021 0.0039 0.0022
Sp 0.0031 0.0294 -0.0170 0.0022 0.0039 0.0022
-0.3 0 Se -0.0002 0.0718 -0.0147 0.0012 0.0063 0.0013
Sp 0.0001 0.0725 -0.0146 0.0012 0.0063 0.0013
0.3 Se 0.0014 0.0513 -0.0153 0.0015 0.0045 0.0016
Sp 0.0011 0.0511 -0.0153 0.0015 0.0046 0.0016
0.6 Se 0.0044 0.0316 -0.0159 0.0021 0.0039 0.0022
Sp 0.0038 0.0307 -0.0164 0.0021 0.0039 0.0022
50 0 0 Se 0.0001 0.0723 -0.0022 0.0006 0.0058 0.0006
Sp -0.0001 0.0720 -0.0023 0.0006 0.0057 0.0006
0.3 Se -0.0007 0.0488 -0.0045 0.0008 0.0034 0.0008
Sp -0.0001 0.0491 -0.0039 0.0007 0.0034 0.0008
0.6 Se -0.0012 0.0259 -0.0076 0.0010 0.0021 0.0011
Sp -0.0005 0.0267 -0.0068 0.0010 0.0022 0.0011
-0.3 0 Se -0.0002 0.0717 -0.0024 0.0006 0.0057 0.0006
Sp -0.0006 0.0720 -0.0028 0.0006 0.0057 0.0006
0.3 Se -0.0004 0.0489 -0.0043 0.0008 0.0034 0.0008
Sp -0.0005 0.0491 -0.0044 0.0008 0.0034 0.0008
0.6 Se -0.0013 0.0259 -0.0075 0.0010 0.0021 0.0011
Sp -0.0010 0.0261 -0.0071 0.0010 0.0021 0.0011
100 0 0 Se 0.0001 0.0721 -0.0003 0.0003 0.0055 0.0003
Sp -0.0005 0.0718 -0.0009 0.0003 0.0054 0.0003
0.3 Se 0.0001 0.0489 -0.0014 0.0004 0.0029 0.0004
Sp -0.0001 0.0489 -0.0016 0.0004 0.0029 0.0004
0.6 Se -0.0001 0.0268 -0.0033 0.0005 0.0014 0.0005
Sp -0.0006 0.0261 -0.0038 0.0005 0.0014 0.0005
-0.3 0 Se 0.0002 0.0723 -0.0003 0.0003 0.0055 0.0003
Sp -0.0002 0.0716 -0.0007 0.0003 0.0054 0.0003
0.3 Se -0.0002 0.0484 -0.0017 0.0004 0.0028 0.0004
Sp -0.0001 0.0492 -0.0016 0.0004 0.0029 0.0004
0.6 Se -0.0006 0.0260 -0.0038 0.0005 0.0014 0.0005
Sp -0.0004 0.0266 -0.0037 0.0005 0.0014 0.0005
Se: Sensitivity; Sp: Specificity.
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Table 3.3: (continued) Biases and MSEs of the summarized sensitivities and specificities based
on the average rater method (A), majority rater method (M), and BVRM (B) with pa = pb = 0.9
based on 10,000 replicates.
Bias MSE
R n = m κ ρarr′ = ρbrr′ A M B A M B
5 50 0 0 Se -0.0005 0.0917 -0.0039 0.0003 0.0086 0.0004
Sp -0.0006 0.0919 -0.0039 0.0004 0.0086 0.0004
0.3 Se -0.0010 0.0667 -0.0062 0.0005 0.0051 0.0006
Sp -0.0012 0.0663 -0.0064 0.0005 0.0051 0.0006
0.6 Se -0.0024 0.0374 -0.0096 0.0008 0.0027 0.0010
Sp -0.0020 0.0376 -0.0096 0.0009 0.0028 0.0010
-0.3 0 Se -0.0007 0.0918 -0.0039 0.0003 0.0086 0.0004
Sp -0.0008 0.0917 -0.0040 0.0004 0.0086 0.0004
0.3 Se -0.0011 0.0666 -0.0063 0.0005 0.0051 0.0006
Sp -0.0010 0.0669 -0.0060 0.0005 0.0051 0.0006
0.6 Se -0.0015 0.0383 -0.0086 0.0008 0.0028 0.0010
Sp -0.0027 0.0369 -0.0097 0.0009 0.0027 0.0010
100 0 0 Se 0.0001 0.0915 -0.0013 0.0002 0.0085 0.0002
Sp -0.0003 0.0915 -0.0016 0.0002 0.0084 0.0002
0.3 Se -0.0001 0.0651 -0.0031 0.0003 0.0046 0.0003
Sp -0.0002 0.0649 -0.0033 0.0003 0.0046 0.0003
0.6 Se -0.0011 0.0351 -0.0059 0.0004 0.0019 0.0005
Sp -0.0012 0.0347 -0.0059 0.0004 0.0018 0.0005
-0.3 0 Se 0.0002 0.0915 -0.0012 0.0002 0.0084 0.0002
Sp -0.0002 0.0914 -0.0016 0.0002 0.0084 0.0002
0.3 Se -0.0003 0.0647 -0.0033 0.0003 0.0045 0.0003
Sp -0.0003 0.0650 -0.0033 0.0003 0.0046 0.0003
0.6 Se -0.0005 0.0355 -0.0053 0.0004 0.0019 0.0005
Sp -0.0010 0.0352 -0.0058 0.0004 0.0019 0.0005
7 100 0 0 Se 0.0001 0.0973 -0.0018 0.0001 0.0095 0.0001
Sp -0.0001 0.0973 -0.0018 0.0001 0.0095 0.0001
0.3 Se -0.0003 0.0730 -0.0039 0.0002 0.0056 0.0003
Sp -0.0005 0.0734 -0.0041 0.0002 0.0056 0.0003
0.6 Se -0.0008 0.0416 -0.0055 0.0004 0.0023 0.0005
Sp -0.0008 0.0413 -0.0055 0.0004 0.0023 0.0005
-0.3 0 Se 0.0001 0.0973 -0.0018 0.0001 0.0095 0.0001
Sp -0.0002 0.0973 -0.0020 0.0001 0.0095 0.0001
0.3 Se -0.0004 0.0733 -0.0039 0.0002 0.0056 0.0003
Sp -0.0002 0.0734 -0.0037 0.0002 0.0057 0.0003
0.6 Se -0.0014 0.0410 -0.0062 0.0004 0.0023 0.0005
Sp -0.0007 0.0413 -0.0055 0.0004 0.0023 0.0005
Se: Sensitivity; Sp: Specificity.
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3.4.2 Coverage probability
We evaluated the coverage probability of the joint confidence regions based on the BVRM in
comparison with that of the confidence regions based on the average rater and majority rater
methods. Table 3.4 and 3.5 show the empirical coverage probabilities of the confidence rectan-
gles based on the average rater method, majority rater method and BVRM, and the confidence
ellipse based on the BVRM. Both the confidence rectangle and the confidence ellipse based on
the BVRM performed generally well, when the number of raters was three. However, the cov-
erage probabilities of the confidence regions based on the BVRM decreased, when the number
of raters was 5 or 7 and the correlations between raters within subjects were high. The coverage
probabilities of the confidence rectangles based on the average rater method were close to the
nominal level, when the sample sizes were large. However, the coverage probabilities of the
confidence rectangles based on the average method were low, when the correlations between
raters within subjects were high, the results being similar to those of the BVRM. On the other
hand, the coverage probabilities of the confidence rectangles based on the majority rater method
were significantly under the nominal level in almost all cases.
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Table 3.4: Coverage probabilities of the 95% joint confidence regions based on the average rater
method (A), majority rater method (M), and BVRM (B) with pa = pb = 0.8 based on 10,000
replicates.
Coverage Prob. (%)
Rectangle Ellipse
R n = m κ ρarr′ = ρbrr′ A M B B
3 25 0 0 92.12 56.51 96.94 96.46
0.3 90.91 78.02 96.14 95.37
0.6 89.35 87.93 94.58 94.24
-0.3 0 92.25 56.66 97.00 96.69
0.3 90.76 77.93 95.98 95.41
0.6 89.47 87.67 94.74 94.24
50 0 0 93.28 17.87 96.92 96.39
0.3 93.76 52.76 96.25 96.08
0.6 92.50 76.67 94.85 94.74
-0.3 0 93.52 17.69 96.71 96.73
0.3 93.39 53.27 96.21 96.12
0.6 93.11 76.56 95.14 95.25
100 0 0 94.25 5.57 96.62 96.39
0.3 93.63 43.86 95.95 95.75
0.6 93.25 79.59 95.07 94.94
-0.3 0 94.69 5.86 97.39 96.92
0.3 93.96 44.64 96.23 96.03
0.6 93.80 78.55 95.51 95.35
5 50 0 0 93.62 0.39 95.97 95.87
0.3 93.20 28.28 93.92 93.47
0.6 92.82 70.23 92.80 92.35
-0.3 0 94.02 0.47 96.40 95.93
0.3 92.86 28.42 94.51 94.28
0.6 93.11 68.81 93.35 93.50
100 0 0 94.36 0.02 96.30 96.11
0.3 93.79 15.01 94.93 94.88
0.6 93.60 69.02 94.18 94.02
-0.3 0 94.27 0.00 96.79 96.55
0.3 94.10 15.50 94.76 94.79
0.6 93.05 67.62 94.01 94.02
7 100 0 0 94.60 0.00 96.12 96.07
0.3 94.18 5.49 93.96 93.68
0.6 93.99 61.64 93.27 93.18
-0.3 0 94.62 0.00 96.18 95.81
0.3 94.49 5.38 93.91 93.63
0.6 93.81 62.04 93.48 93.29
Rectangle: confidence rectangle; Ellipse: confidence ellipse
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Table 3.5: Coverage probabilities of the 95% joint confidence regions based on the average rater
method (A), majority rater method (M), and BVRM (B) with pa = pb = 0.9 based on 10,000
replicates.
Coverage Prob. (%)
Rectangle Ellipse
R n = m κ ρarr′ = ρbrr′ A M B B
3 25 0 0 89.77 25.56 95.64 95.97
0.3 85.77 50.10 95.21 95.40
0.6 79.96 65.92 93.80 94.05
-0.3 0 90.14 25.92 95.76 95.77
0.3 85.99 49.63 95.42 95.44
0.6 78.85 64.84 93.90 94.14
50 0 0 93.27 16.93 97.15 96.85
0.3 90.89 53.65 96.26 95.99
0.6 87.66 77.63 94.35 93.81
-0.3 0 92.97 16.90 97.12 96.53
0.3 90.91 52.80 96.11 95.81
0.6 88.00 77.99 94.34 93.92
100 0 0 93.53 0.45 97.10 96.81
0.3 93.09 16.19 96.30 96.07
0.6 91.67 56.51 94.75 94.42
-0.3 0 94.14 0.32 97.27 97.17
0.3 93.06 17.10 96.24 95.71
0.6 92.12 56.77 94.43 94.23
5 50 0 0 93.54 0.49 95.87 95.84
0.3 91.65 25.29 92.90 92.62
0.6 88.70 65.31 91.39 90.81
-0.3 0 93.32 0.45 95.78 95.66
0.3 91.59 24.58 93.32 92.94
0.6 88.53 65.80 90.96 90.13
100 0 0 94.36 0.00 96.59 96.32
0.3 92.53 1.72 93.86 93.98
0.6 92.15 40.87 92.09 91.79
-0.3 0 93.82 0.00 96.45 96.26
0.3 93.78 1.92 94.53 94.41
0.6 91.02 38.44 92.47 92.07
7 100 0 0 94.03 0.00 95.69 95.57
0.3 93.22 0.27 92.47 92.47
0.6 90.19 28.99 90.34 90.14
-0.3 0 94.21 0.00 95.85 96.02
0.3 93.08 0.32 92.56 92.09
0.6 91.24 29.27 91.74 91.39
Rectangle: confidence rectangle; Ellipse: confidence ellipse
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3.5 An example
Clark et al. (2011) reported a clinical investigation to determine if florbetapir F 18 positron
emission tomographic (PET) imaging performed antemortem accurately predicts the presence
of β-amyloid in the brain at autopsy. In this study, 152 subjects [age, mean (range), years: 78.1
(38− 103)] were enrolled, and 35 of those subjects [age, mean (range), years: 79.3 (47− 103)]
were approaching the end of life. The 35 subjects who received PET imaging 12 months or less
prior to death underwent postmortem evaluations (brain autopsies). Three nuclear medicine
physicians independently evaluated the PET images. Florbetapir-PET images were visually as-
sessed using a semi-quantitative score ranging from 0 (no amyloid) to 4 (high levels of cortical
amyloid) and compared with the immunohistochemistry (IHC) measure of brain β-amyloid as
the gold standard. Fortunately, we can use the results of the semi-quantitative score from the
three raters in this study because florbetapir F 18 injection has been approved by the U.S. Food
and Drug Administration (FDA) as a radioactive diagnostic agent for PET imaging of the brain
to estimate β-amyloid neuritic plaque density in adult patients with cognitive impairment who
are being evaluated for Alzheimer’s disease (AD) and other causes of cognitive decline. In-
formation about the agent has been disclosed on the FDA website (2012). Here, we calculate
the summarized sensitivity and specificity of the florbetapir-PET data from the 35 subjects sus-
pected of having AD. We dichotomize the results using the definitions of FDA (2012), grouping
scores from 2 to 4 as “positive” and scores from 0 to 1 as “negative.” Moreover, diagnosis based
on results from the IHC measure is used as the gold standard test; when IHC is equal to or more
than 1%, the presence of a β-amyloid burden is concluded; when IHC is less than 1%, the ab-
sence of a β-amyloid burden is concluded. We generated a 2×8 contingency table from the
individual data to show the relationship between the florbetapir-PET and the gold standard (Ta-
ble 3.6). The estimated sensitivities and specificities by the three raters are [0.900 (18/20), 1
(15/15)], [0.550 (11/20), 1 (15/15)] and [0.850 (17/20), 0.800 (12/15)], respectively. Correlation
coefficients between the raters within subjects with β-amyloid are ρˆa12 = 0.37, ρˆa13 = 0.79,
and ρˆa23 = 0.46, respectively. On the other hand, correlation coefficients between the raters
within subjects without β-amyloid are not be able to estimate because results from the rater1
and 2 are all negative.
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Table 3.6: Diagnostic results by three nuclear medicine physicians for detection of β-amyloid
in the brain using florbetapir F 18 PET imaging (Clark et al., 2011; FDA, 2012).
β-amyloid Judgment of (Rater1, Rater2, Rater3)
burden (+ + +) (+ +−) (+−+) (−+ +) (+−−) (−+−) (−−+) (−−−) Total
Presence 11 0 6 0 1 0 0 2 20
Absence 0 0 0 0 0 0 3 12 15
As the empirical specificities from the raters 1 and 2 are 1, we add 1/8 to each cell in Table
3.6 to compute the values based on the BVRM. Observed logit sensitivities and logit specificities
are µˆa1 = 2.001, µˆa2 = 0.191, µˆa3 = 1.609 (Shapiro-Wilk test: p = 0.396), and µˆb1 = 3.434,
µˆb2 = 3.434, µˆb3 = 1.273 (Shapiro-Wilk test: p < 0.001), respectively. The correlation coeffi-
cient between logit sensitivities and logit specificities is κˆ = −0.311. Although the normality of
the distribution of the logit specificities are not supported by Shapiro-Wilk test, we compute the
summarized sensitivities, specificities, and joint confidence regions based on the BVRM, aver-
age rater, and majority rater methods to be [0.749 (0.411, 0.927), 0.857 (0.568, 0.965)], [0.767
(0.625, 0.909), 0.933 (0.874, 0.993)], and [0.850 (0.666, 1), 1 (1, 1)], respectively. In addition,
the SROC curves (a straight line in logit ROC space), 95% confidence rectangles, confidence
ellipse, and egg-shaped confidence region based on the BVRM are shown in Figure 3.1.
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Figure 3.1: Summarized points, lines, and regions in logit ROC space (left) and conventional
ROC space (right) for florbetapir F 18 PET imaging (Clark et al., 2011; FDA, 2012). Filled
circles: summarized points; open circles: each rater’s points. Solid lines: SROC curve. Dotted
lines: 95% joint confidence ellipse (left) and 95% egg-shaped joint confidence region (right).
Dashed lines: 95% joint confidence rectangles.
3.6 Discussion
When we attempt to summarize sensitivities and specificities evaluated from multiple raters, we
must pay attention not only to negative correlation between sensitivity and specificity but also
to correlations between the raters within subjects when multiple raters independently evaluate
the same results. However, a statistical method for meta-analysis of diagnostic studies based
on BVRM proposed by Reitsma et al. (2005) cannot account for correlations between raters
within subjects. Hence, we have extended the method for meta-analysis based on BVRM by
incorporating such correlations. In addition, Harbord et al. (2007) showed that methods for
meta-analysis based on BVRM proposed by Reitsma et al. (2005) and the HSROC model
proposed by Rutter and Gatsonis (2001) are closely related and, in common situations, identical.
The SROC curve is the most common approach for representing the performance of a diagnostic
procedure. We generated the SROC curve using estimators calculated by our proposed method
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based on the BVRM. Moreover, as sensitivity and specificity may be highly correlated, separate
confidence intervals for estimates of sensitivity and specificity may not be adequate. Therefore,
we proposed a method for constructing a joint confidence region for sensitivity and specificity
based on the BVRM.
In Section 3.4, we evaluated the performance of the summarized sensitivities, specificities,
and joint confidence regions based on the BVRM, average rater, and majority rater methods
in Monte Carlo simulation studies. The summarized sensitivity and specificity based on the
average rater method were shown to have biases closer to zero compared with those based on
the BVRM or majority rater method in all scenarios. However, when the sample size was large
(n = m = 50, 100), the biases of the summarized sensitivity and specificity based on the BVRM
were very small. MSEs of the summarized sensitivity and specificity based on the average rater
method and BVRM were close to each other. On the other hand, the biases and MSEs of
estimators based on the majority rater method were larger than those based on the average rater
method or the BVRM. The coverage probabilities of the joint confidence regions based on the
BVRM were close to the nominal level, representing an improvement over those based on the
average rater or majority rater methods, when the number of raters was three. This is due to the
fact that the BVRM properly takes into consideration of the relevant variances and covariances.
Especially, the BVRM indicated good performances even if the correlation between sensitivity
and specificity κ, and those between raters within subjects ρarr′ and ρbrr′ were equal to zero.
However, the confidence regions based on the BVRM may be affected by multicollinearity
when the number of raters is large and the correlations between raters within subjects are high.
Therefore, we recommend the summarized sensitivity and specificity based on the BVRM for
estimating the diagnostic accuracy from multiple raters when there are adequate numbers of
raters and subjects. In addition, the use of the summarized sensitivity and specificity based on
the majority rater method is not recommended on the basis of the results from the simulation
studies.
In Section 3.5, a real example showed that the summarized sensitivity and specificity based
on the BVRM were lower than those based on the average rater method. On the other hand, the
summarized sensitivity and specificity based on the majority rater method were considerably
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different from those based on other methods. These results suggest that the data from multiple
raters in clinical investigations designed to demonstrate the efficacy of a diagnostic procedure
should adequately deal with the structure of the data from multiple raters. Furthermore, de-
pictions of SROC curve and the joint confidence region may expedite understanding by and
communication with clinicians rather than the traditional approach of describing the sensitivity
and specificity of each rater individually.
Our proposed method based on the BVRM requires the addition of 1/2R to each cell if the
plugin estimators pˆar or pˆbr are zero or one. This will not affect the results too strongly if the
sample size is sufficiently large. Finally, although the focus of the paper is on methodologies
for summarizing the information from multiple raters, direct modeling of individual subject
data from multiple raters may also sometimes merit consideration. In addition, we note that
for a situation without a gold standard, our proposed method is not adequate to summarize
sensitivities and specificities of a diagnostic procedure. These topics are left for future research.
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Appendix 1
The variance of δˆ = λˆ + ∆ can be derived using the estimators (2.8) based on Obuchowski
(1998), where λˆ is defined in (2.9). The variance of δˆ is given as follows:
Var(δˆ) = Var(pˆiN) + Var(pˆiS)− 2Cov(pˆiN , pˆiS)
=
1
R2
R∑
k=1
k2 {Var(pˆk.) + Var(pˆ.k)}
+2
1
R2
∑
k,k′∈R,k>k′
kk′Cov(pˆk., pˆk′.)
+2
1
R2
∑
k,k′∈R,k>k′
kk′Cov(pˆ.k, pˆ.k′)
−2 1
R2
∑
k,k′∈R
kk′Cov(pˆk., pˆ.k′) (A.1)
where
Var(pˆk.) =
m
(m− 1)N2
m∑
j=1
(xk.j − njpk.)2 ,
Var(pˆ.k) =
m
(m− 1)N2
m∑
j=1
(x.kj − njp.k)2 ,
Cov(pˆk., pˆk′.) =
m
(m− 1)N2
m∑
j=1
(xk.j − njpk.) (xk′.j − njpk′.) ,
Cov(pˆ.k, pˆ.k′) =
m
(m− 1)N2
m∑
j=1
(x.kj − njp.k) (x.k′j − njp.k′) ,
Cov(pˆk., pˆ.k′) =
m
(m− 1)N2
m∑
j=1
(xk.j − njpk.) (x.k′j − njp.k′) .
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Formula (A.1 ) can be simplified as follows (Yang and Sun, 2010; Yang, Sun and Hardin, 2010;
2012):
Var(δˆ) =
m
(m− 1)N2
m∑
j=1
[
1
R
R∑
k=1
k {(xk.j − x.kj)− nj (pk. − p.k)}
]2
,
=
m
(m− 1)N2
m∑
j=1
{
1
R
R∑
r=1
r (nNrj − nSrj)− njλ
}2
. (A.2)
Appendix 2
To infer the difference in proportions of clustered matched-pair data collected from multiple
raters, Schwenke and Busse (2007) proposed Chi-square tests for superiority and confidence
intervals. Here, we introduce one of their methods to clarify its relationship with our proposed
method.
Define the proportions that rater r positively judges the new and standard diagnostic proce-
dures respectively as
pˆi
(r)
N =
1
N
m∑
j=1
aNrj, pˆi
(r)
S =
1
N
m∑
j=1
aSrj, (A.3)
where N =
∑m
j=1 nj , nj is the number of units in cluster j, and aNrj and aSrj are the numbers
of positive units in cluster j (j = 1, · · · ,m) evaluated by rater r (r = 1, · · · , R) for the new
and standard procedures, respectively. The variances of the estimators (A.3 ) for large m are
approximated by
V̂ar(pˆi(r)N ) =
m
(m− 1)N2
{
m∑
j=1
(aNrj − njpˆiN)
}
,
V̂ar(pˆi(r)S ) =
m
(m− 1)N2
{
m∑
j=1
(aSrj − njpˆiS)
}
. (A.4)
The difference in the positive proportions between the new and standard diagnostic proce-
dures rated by rater r is expressed as follows:
λˆr = pˆi
(r)
N − pˆi(r)=S
1
N
m∑
j=1
(aNrj − aSrj). (A.5)
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The variance of λˆr is estimated as
V̂ar(λˆr) = V̂ar(pˆi
(r)
N ) + V̂ar(pˆi
(r)
S )− 2Ĉov(pˆi(r)N , pˆi(r)S ), (A.6)
where
Ĉov(pˆi(r)N , pˆi
(r)
S ) =
m
(m− 1)N2
{
m∑
j=1
(aNrj − njpˆiN) (aSrj − njpˆiS)
}
.
The R estimates of λˆr can be averaged across raters as
λˆ =
1
R
R∑
r=1
λˆr =
1
NR
R∑
r=1
m∑
j=1
(aNrj − aSrj), (A.7)
and an overall estimate of the variance (large m) for λˆ can be derived as follows:
V̂ar(λˆ) =
1
R2
{
R∑
r=1
V̂ar(λˆr) + 2
∑
r,r′∈R,r<r′
Ĉov(λˆr, λˆr′)
}
(A.8)
where
Ĉov(λˆr, λˆr′) = Ĉov(pˆi
(r)
N , pˆi
(r′)
N )− Ĉov(pˆi(r)N , pˆi(r
′)
S )
− Ĉov(pˆi(r)S , pˆi(r
′)
N ) + Ĉov(pˆi
(r)
S , pˆi
(r′)
S ).
Therefore the test statistic for homogeneity under the null hypothesis: H0 : piN = piS is derived
from (A.7 ) and (A.8 ) as follows:
X2 =
λˆ2
Var(λˆ)|pˆiN=p¯i, pˆiS=p¯i
, (A.9)
where p¯i =
∑R
r=1(pˆi
(r)
N + pˆi
(r)
S )/2R. Furthermore, using (A.7 ) and (A.8 ), the 100(1 − α)%
confidence interval for λ is given by
CI = λˆ± zα/2
√
V̂ar(λˆ). (A.10)
Based on Yang and Sun (2010) and Yang, Sun and Hardin (2010; 2012), Formula (A.8 ) can
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be simplified as follows:
V̂ar(λˆ) =
m
(m− 1)N2R2
m∑
j=1
[
R∑
r=1
{(aNrj − aSrj)− nj (pˆiN − pˆiS)}
]2
=
m
(m− 1)N2
m∑
j=1
{
1
R
R∑
r=1
(aNrj − aSrj)− njλˆ
}2
. (A.11)
Moreover, from Formula (2.9) we have
∑R
r=1(aNrj−aSrj) =
∑R
r=1 r(xr.j−x.rj) =
∑R
r=1 r(nNrj−
nSrj), and Formula (A.11 ) can be written as follows:
V̂ar(λˆ) =
m
(m− 1)N2
m∑
j=1
{
1
R
R∑
r=1
r (nNrj − nSrj)− njλˆ
}2
. (A.12)
In terms of (A.12 ), Formulae (A.9 ) and (A.10 ) can be respectively expressed as
X2 =
λˆ2
Var(λˆ)|pˆiN=p¯i, pˆiS=p¯i
=
{
1
R
∑m
j=1
∑R
r=1 r (nNrj − nSrj)
}2
m
(m−1)
∑m
j=1
{
1
R
∑R
r=1 r (nNrj − nSrj)
}2 , (A.13)
and
CI = λˆ± zα/2
√√√√ m
(m− 1)N2
m∑
j=1
{
1
R
R∑
r=1
r (nNrj − nSrj)− njλˆ
}2
. (A.14)
Appendix 3
The estimators of the variances and covariance components, sˆ2ar, sˆ
2
br, sˆarr′ and sˆbrr′ (r 6= r′),
in Section 3.3 are constructed from the covariance matrix of the logit-transformed proportions
using the following multivariate delta method. For ease of explanation, we consider probability
p when r = 1 and r′ = 2, based on Table 3.1. The binomial variances of pˆ1 and pˆ2 are given by
Var (pˆ1) =
p1 (1− p1)
n
, Var (pˆ2) =
p2 (1− p2)
n
.
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Moreover, we derive the covariance of pˆ1 and pˆ2 as follows:
Cov (pˆ1, pˆ2) = E [(pˆ1 − p1) (pˆ2 − p2)]
= E
[{(
qˆ(++) + qˆ(+−)
)− (q(++) + q(+−))} {(qˆ(++) + qˆ(−+))− (q(++) + q(−+))}]
= Var(qˆ(++)) + Cov(qˆ(++), qˆ(+−)) + Cov(qˆ(++), qˆ(−+)) + Cov(qˆ(+−), qˆ(−+))
=
1
n
(
q(++)q(−−) − q(+−)q(−+)
)
,
where, q(++) = P(+++) + P(++−), q(+−) = P(+−+) + P(+−−), q(−+) = P(−++) + P(−+−) and
q(−−) = 1 − q(++) − q(+−) − q(−+). Therefore, we derive the covariance matrix of the logit-
transformed proportion using the multivariate delta method as follows:
Var (h (pˆ)) ≈ ∇h (p)t · Cov (pˆ) · ∇h (p)
=
 1/{np1(1− p1)} (q(++)q(−−) − q(+−)q(−+)) / {np1p2(1− p1)(1− p2)}
1/{np2(1− p2)}
 ,
where pˆ = (pˆ1, pˆ2)t, p = (p1, p2)t, h (·) = logit (·), and
∇h (p) =
 1/{p1(1− p1)} 0
1/{p2(1− p2)}
 ,
Cov (pˆ) =
 Var (pˆ1) Cov (pˆ1, pˆ2)
Var(pˆ2)

=
 p1(1− p1)/n (q(++)q(−−) − q(+−)q(−+)) /n
p2(1− p2)/n
 .
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Appendix 4
The covariance matrix of the estimated mean logit sensitivity and logit specificity based on the
BVRM in Section 3.3 is calculated as follows:
V̂ar(θˆ) = Var
{(
X tV̂ −1X
)−1 (
X tV̂ −1Y
)}
= C−1Var
(
X tV̂ −1Y
) (
C−1
)t
= C−1
(
X tV̂ −1
)
Var (Y )
(
X tV̂ −1
)t (
C−1
)t
= C−1
(
X tV̂ −1
)
V̂
(
X tV̂ −1
)t (
C−1
)t
= C−1
(
X t
(
V̂ −1
)t
X
)(
C−1
)t
= C−1Ct
(
C−1
)t
=
(
X tV̂ −1X
)−1
,
where C = X tV̂ −1X .
Appendix 5
The estimators of the variances and covariance of the random effects, τ 2a , τ
2
b , and κτaτb, can be
calculated using the method of moments proposed by Jackson, White and Thompson (2010).
These estimators take the following forms,
τˆ 2a =
Qa − (R− 1)∑R
r=1 war −
∑R
r=1 w2ar/
∑R
r=1 war
,
τˆ 2b =
Qb − (R− 1)∑R
r=1 wbr −
∑R
r=1 w
2
br/
∑R
r=1 wbr
,
τˆab =
Qab∑R
r=1
√
warwbr −
∑R
r=1 warwbr/
∑R
r=1
√
warwbr
,
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where the matrix W and other quantities are given by
W = X tK−1, W(1,r) = war, W(2,(R+r)) = wbr,
K =
 S∗a OR
OR S
∗
b
 ,
S∗a =

sˆ2a1 · · · sˆa1r · · · sˆa1R
. . . . . . ...
sˆ2ar sˆarR
. . . ...
sˆ2aR

, S∗b =

sˆ2b1 · · · sˆb1r · · · sˆb1R
. . . . . . ...
sˆ2br sˆbrR
. . . ...
sˆ2bR

,
θˆa(F ) =
∑R
r=1 warµˆar∑R
r=1 war
, θˆb(F ) =
∑R
r=1 wbrµˆbr∑R
r=1 wbr
,
θˆa(C) =
∑R
r=1
√
warwbrµˆar∑R
r=1
√
warwbr
, θˆb(C) =
∑R
r=1
√
warwbrµˆbr∑R
r=1
√
warwbr
,
Qa =
R∑
r=1
war
(
µˆar − θˆa(F )
)2
, Qb =
R∑
r=1
wbr
(
µˆbr − θˆb(F )
)2
,
Qab =
R∑
r=1
√
warwbr
(
µˆar − θˆa(C)
)(
µˆbr − θˆb(C)
)
.
Appendix 6
Kunz (2015) investigated methods of summarization, namely the average rater and majority
rater methods for proportions from multiple raters. Because there is no distinction between
sensitivity and specificity, we shall use notations of sensitivity here. Each rater assigns subjects
as either “positive” or “negative.” The random variable uir gives the assessment of subject i (i
= 1, · · · , n) for rater r (r = 1, · · · , R), which is defined as follows:
uir =

1 the assessment of rater r for subject i is “positive”
0 otherwise.
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The estimator, variance, and covariance based on the average rater method can be calculated
using the method proposed by Schwenke and Busse (2007) as follows:
Aˆr =
∑n
i=1 uir
n
,
AˆR =
∑R
r=1 Aˆr
R
,
Var(AˆR) =
1
R2
{
R∑
r=1
Var(Aˆr) + 2
R∑
r=1,r<r′
Cov(Aˆr, Aˆr′)
}
,
where,
Var(Aˆr) =
1
n(n− 1)
n∑
i=1
(uir − Aˆr)2,
Cov(Aˆr, Aˆr′) =
1
n(n− 1)
n∑
i=1
(uir − Aˆr)(uir′ − Aˆr′).
The estimator and variance based on the majority rater method can be calculated as follows:
MˆiR = median(ui1, · · · , uiR),
MˆR =
1
n
n∑
i=1
MiR,
Var(MˆR) =
1
n(n− 1)
n∑
i=1
(MˆiR − MˆR)2.
The confidence interval is obtained using a simple normal approximation:
alow = aˆ− z(1−α/4)
√
Var(aˆ),
aup = aˆ+ z(1−α/4)
√
Var(aˆ). (A.15)
Plugging into formula (A.15 ), e.g., for aˆ, the average rater method AˆR yields the lower and
upper bounds of an asymptotic two-sided 100(α/2)% confidence interval for AˆR. In a similar
manner, the two-sided confidence interval can be obtained for MˆR.
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