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Abstract
A theoretical calculation for the superconducting transition temperature of the hole doped
cuprate is performed based on supercurrent generation by the spin-twisting itinerant motion of elec-
trons. The superconducting transition temperature, Tc, is determined by a numerical simulation
as the stabilization temperature of the coherence-length-sized loop currents, \spin-vortex-induced
loop currents (SVILCs)", generated by the spin-twisting itinerant motion of electrons.
The simulation indicates that the stabilization of the SVILCs occurs in two steps; when temper-
ature is decreased from room temperature, rst, the phase where the sum of the winding numbers
of the SVILCs is zero appears; with further decrease of the temperature, the phase where the
winding numbers of the SVILCs are xed appears. We identify the latter to the superconducting
phase, and the former to the temperature below which the Kerr rotation is observed.
The calculated Tc value is close to the experimental value around the optimal doping. It scales
as t
2
U in a similar manner to the antiferromagnetic spin-uctuation, where t is the nearest neighbor
transfer integral and U is the on-site Coulomb repulsion parameter. The calculated Tc disagrees in
the underdoped and overdoped regions. These disagreements are explained as due to the reduction
of Tc by the quantum criticality arising from the two quantum critical points at the lowest and
highest ends of the hole density x of the superconducting phase, where the former corresponds to the








Accumulating experimental results indicate that the BCS theory is not capable of ex-
plaining the superconductivity in the cuprates. For example, a theoretical estimate revealed
that the superconducting transition temperature Tc is not determined by the energy gap
formation as in the BCS superconductor [1], but corresponds to the stabilization temper-
ature of the coherence-length-sized persistent loop currents [2]. The STM experiment has
observed that the superconducting transition temperature is determined by the percolation
of nano-sized superconducting regions [3].
Since the single-particle dispersion of the energy band structure is observed by the ARPES
experiment, it is tempting to consider that the Cooper pair formation of the band electrons
is the origin of the superconductivity [4]. However, since the ARPES results reect largely
the electronic state in the surface region, the bulk electronic state may be dierent from
the one derived throughly by the ARPES experiment. Indeed, other experimental meth-
ods indicate the intimate relation between the superconductivity and the inhomogeneity of
the bulk electronic state, which is dicult to be observed by the ARPES experiment. The
inhomogeneity in the electronic state is vividly observed in the STM experiment [5]; the
inelastic neutron scattering experiment reveals the existence of the charge and spin inho-
mogeneity [6]; and the EXAFS indicates the relation between the superconductivity and
inhomogeneous Cu-O bond length uctuations [7, 8]. Further, the enhanced Nernst signals
and the magnetic Kerr eect measurement indicate that the existence of loop currents in
the pseudogap phase above the superconducting transition temperature Tc [9, 10].
A new theory of superconductivity based on spin-twisting itinerant motion of electrons
was put forward by the present authors [11{16]. This theory explains the relation between
the superconductivity and inhomogeneous electronic states, including the appearance of the
Cu-O bond length uctuations and stable loop currents. In this theory, the appearance of
the superconducting state is explained due to the network formation and stabilization of
the coherence-length-sized persistent loop currents produced by the spin-twisting itinerant
motion of electrons. The loop current generated by the spin-twisting itinerant motion of
electrons is called the `spin-vortex-induced loop-current (SVILC)', and the stabilization of
the spin-vortices is required. The doped holes become the stabilizing centers of the spin-
vortices by providing their cores and the superexchange interaction between electrons across
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hole occupied sites.
Although the occurrence of the superconductivity in the new mechanism is not related to
the Cooper pair formation, it explains the ux quantum hc=2e and the Josephson frequency
2eV=h [11, 14, 15]. It is also noteworthy that this theory is applicable to the BCS super-
conductors if the Rashba spin-orbit interaction is added to the BCS Hamiltonian; in this
case, the Cooper pair is composed of time-reversal partners of the spin-twisting itinerant
electrons [15, 16]. This extension suggests that the appearance of the spin-twisting itinerant
motion of electrons is more fundamental to the supercurrent generation than the Cooper
pair formation.
In the new theory [11{16], the ultimate origin of the supercurrent generation is attributed
to the single-valued requirement of the wave function, which gives rise to the forced whole
system motion. It is eective even in the Mott insulator, and explains the current generation
in the cuprates. The superconducting wave function in this theory is given in the following
form




where r() is the coordinate of the th electron and N is the total number of electrons.
	0 is a currentless multi-valued wave function, where the multi-valuedness arises from the





()) is crucial to fulll
the single-valued requirement of the total wave function, where  is an angular variable of





()) gives rise to the current which cannot
be obtained by the perturbation theory.





()) in the wave function, the vector potential of
electromagnetic eld Aem always appear in the following combination,
Ae = Aem   ch
2e
r: (2)
It is gauge invariant due to the fact that r is optimized; i.e., if a dierent gauge is adopted
for the vector potential, Aem ! Aem +rf , the optimized r becomes r! r+ 2e
ch
rf ;
thus, Ae is invariant by the change of the gauge.
The time-component partner of Ae is given by







it is also gauge invariant, where 'em is the scalar potential of electromagnetic eld. The above
two eective gauge potentials explain the ux quantum hc=2e and the Josephson frequency
2eV=h without Cooper pairs [11, 13{15]. It is also noteworthy that the re-derivation of
the Josephson eects using the new theory suggest that the currently-accepted supercurrent
generation mechanism that attributes the supercurrent to the ow of the Cooper pairs that
couple to the vector potential pairwise may be incorrect [15].
For the BCS superconductors, Tc is determined as the energy gap formation temperature
by the Cooper pair formation. In the present work, we show that it is given as the stabi-
lization temperature of the SVILCs in the cuprates. The calculated transition temperature
Tc is shown to give a reasonable value around the optimal doping.
The organization of the present work is as follows: in the next section, the mechanism
of the supercurrent generation by the spin-twisting itinerant motion of electrons is briey
summarized, and the order parameter for the superconducting state is given. In Section III,
the way to obtain the energy functional E[r] is explained; this functional is utilized to
obtain  in the wave function. In Section IV, the Monte Carlo simulation for the SVILC
stabilization is described; the result yields a reasonable Tc value around the optimal doping,
however, it disagrees in the underdoped and overdoped regions. In Section V, we argue
that the disagreement of Tc values in the underdoped and overdosed regions are due to the
reduction of Tc by the quantum criticality arising from the quantum critical points at the
lowest and highest ends of the hole density x for the superconducting phase. In Section VI,
we conclude the present work.
II. SUPERCURRENT GENERATION BY THE SPIN-TWISTING ITINERANT
MOTION OF ELECTRONS, AND SUPERCONDUCTING STATE ORDER PA-
RAMETER
In the new theory, the superconducting wave function is given in Eq. (1); the angular
variable  in it is determined by the optimization of the following functional






r  dr  2 w`

(4)
where E[r] is the energy functional of r given by
E[r] = h	jH[Aem]j	i = h	0jH[Aem   ch
2e




H[Aem] is the Hamiltonian with the electromagnetic vector potentialAem; ` is the Lagrange
multiplier to impose the constraintI
C`
r  dr = 2 w`; (6)
Nloop is the minimal number of loops with which any loops in the system can be constructed,
and w` is integer specied by the boundary condition and the single-valued requirement of
the wave function [13, 14]. The meaning of the above constraint is explained in the next
section.




















The stationary condition of F [r], F [r]










r  dr: (8)










r  dr: (9)
This is the supercurrent density in the new theory. It is a sum of loop currents called,
the `spin-vortex-induced loop-currents (SVILCs)'. The current density is obtained either by
evaluating `'s or calculating the expectation value of the current density operator with the
wave function in Eq. (1) [14].
The current in Eq. (9) is nonzero if some of w` (` = 1;    ; Nloop) are not zero, and the
following condition is satised,
E[r]
r 6= 0: (10)
This current can ow even in the band insulator or Mott insulator if the above mentioned
conditions are satised unlike the conventional one obtained by the linear response theory.
The order parameter of the superconducting state is identied if we consider the supercur-
rent generation with the current feeding boundary condition. The current feeding boundary
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condition is realized by adding external loops, where the external loops the loops that con-
tain paths connecting the ow-in and ow-out sites of the feeding currents. Including the
external loops, the functional to be optimized is given by














r  dr (11)
where ext` is an externally supplied parameter that depends on the feeding currents, and
Cext` is an external loop; actually, 
ext











r  dr; (12)
in analogous to Eq. (9).
For a given state with the wave function of the from in Eq. (1), the constraint in Eq. (11)














rr  dS; (13)
where Sext` is the surface with C
ext
` as perimeter. From Eq. (13), we may identify rr
as the order parameter, and fext` g as its conjugate eld. The points of r  r 6= 0 are
singularities of . They are detected by calculating the winding number of  around loop






r  dr: (14)
We identify in the following that the superconducting phase is the one with
hw`[]iT 6= 0 (15)
without feeding current (ext` = 0) or external magnetic eld (A
em = 0), where hO^iT indicates
the thermal average of O^.
7
III. CALCULATION OF E[r]
In order to obtain the wave function of the superconducting state, the energy functional
E[r] is needed. For that purpose, we use a model Hamiltonian for electrons in the CuO2
plane of the cuprate.














S^i  S^j +Hh h (16)
where i and j are sites in the two-dimensional square lattice in the CuO2 plane where copper
atoms reside. We assume that in the bulk of the cuprate, doped holes become small lattice
polarons, and their mobility becomes very small. We take the extreme limit where the
doped holes become immobile small polarons, and exclude sites occupied by the holes in
the sums in Eq. (16). The sum of hi; ji1 in the rst term indicates that the sum is taken
over the nearest neighbor pairs. The sum of hi; jih in the third term indicates that the sum
is taken over the pairs across the hole occupied sites. Oxygens that exist between nearest
neighbor coppers are not explicitly taken into account. cyj and cj are the creation and
annihilation operators of electrons at the jth site with the z-axis projection of electron spin







 is the vector of Pauli matrices. The last term Hh h describes the Coulomb repulsion
between holes which prohibits the appearance of next neighbor hole pairs.
Although the term with J 0 in Eq (16) is important in the stabilization of the spin-vortices
we omit it in the following since we construct an ensemble by keeping the spin-conguration
and only by changing the winding number for . The eect of the last term in Eq (16) is
taken into account by placing the holes so that the nearest neighbor holes do not appear.















































hcyj"cj"   cyj#cj#i = Sj cos j (20)
where  and  are expressed by the azimuth and polar angle angles, respectively; hO^i denotes
the expectation value of the operator O^. Since the numerical calculations revealed the
stability of  = =2 for all sites, we use this value in the present work. By this choice, the
spins are lying in the CuO2 plane [13, 14].
The self-consistent results obtained must be supplemented by the single-valued require-
ment of the wave function. In the following, we describe the way we impose the single-valued
requirement of the wave function. Let us introduce an angular variable  to describe the
spin-vortices in the antiferromagnetic background. The background antiferromagnetic spin
is given by j = (jx + jy), where (jx; jy) is the x-y coordinates of the jth site taking the
lattice constant a = 1. We dene j as
j = j   (jx + jy) (21)
and separate the background antiferromagnetic contribution. The dierence of  between
nearest neighbor sites is taken in the range,
   `   k < : (22)






(C`(i+1)   C`(i)) (23)
where C` is a loop in the x-y plane. N` is the total number of sites on the loop C`, and
C`(i) is the ith site on it with the periodic condition C`(N` + 1) = C`(1). The presence of
spin-vortices is characterized by the non-zero value for some of w`[]'s.
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From the above self-consistent calculation, we obtain the phase dierences of , such as






(C`(i+1)   C`(i)) (24)
If the loop C` encircles a spin-vortex with the winding number w`[],  has a jump of value
by 2w`[]. This jump of value may cause the multi-valuedness problem of wave functions.
To see the multi-valuedness problem of the wave function arising from the spin vortices,
we introduce the new creation operators ayj and b
y
j that have spin-quantization axis in the



































































The phase factor e i
j
2 is added to impose the single-valued requirement of the wave function;





iw`[] after the excursion along loop C`, the sign
change of the wave function occurs if w`[] is odd. By imposing the following constraint
w`[] + w`[] = even number for any loop C` (26)
the phase factor e 
i
2
 compensates this sign change, making the basis in Eq. (25) single-
valued.
In oder to obtain  that satises the above condition, we do the following: rst, we

































~dyj# ~dj#   (Sxj   iSyj )eij ~dyj" ~dj#





























The phase factors ei
j
2 are separated, and single-valued coecients Dj's are obtained.
By adding the phase factor introducing e i


















The energy functional E[r] is obtained as the total energy using the single Slater
determinant composed of ji.
IV. MONTE CARLO SIMULATIONS OF SPIN-VORTEX-INDUCED LOOP CUR-
RENTS
In the new mechanism, there are three requirements for the appearance of superconduct-
ing state;
1. Generation of spin-vortices with doped holes as their cores (spin-vortex formation
problem)
2. Creation of a network of spin-vortices (percolation problem)
3. Stabilization of the loop currents created around spin-vortices (loop-current stabiliza-
tion problem)
In the following, we assume that the rst and second requirements are already satised,
and estimate Tc as a temperature where the third requirement (loop-current stabilization
problem) is fullled. We perform Mote Carlo simulations using the Metropolis algorithm to
deal with the uctuation of the winding numbers of the SVILCs.















FIG. 1: The spin-vortex-quartet (SVQ). \M" and \A" denote the centers of the spin vortex with
the winding number +1 and  1, respectively.
1. Arrange initial spin-vortices by specifying the centers of them and initial j values.
2. Solve the self-consistent eld equations. Obtain the parameters for single-particle wave
functions, Dj's and j's.
As a stable unit of spin-vortices, we used the spin-vortex-quartet (SVQ) shown in Fig. 1.
It is stable since the deviation from the antiferromagnetic order is conned in a small region.
The absence of the next neighbor hole pairs in the SVQ satises the requirement from Hh h
in Eq. (16).
In Fig. 2, four spin-vortex patterns we will employ for the simulation are depicted. The
spin-vortex-quartets, 4a  4a units of four spin-vortices (two with \M" and two with \A")
are tiled in cross-stripe fashion, where a is the lattice constant.
Next, the Metropolis algorithm is performed in the following steps to deal with the
uctuation of the current patterns:
1. The ground state is obtained by setting the winding numbers of  equal to those of
 ( w`=w`[] in Eq. (4)), and performing the constrained minimization of the energy
using the functional F [r] to obtain  (see Fig. 3).
2. A trial state is constructed by the following two ways:
 pick one w`, change sign ( w` !   w`), and obtain the optimized  for F [r] in
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FIG. 2: Four spin-vortex patterns employed for the Monte Carlos simulation. \M" and \A" denote
the centers of the spin vortex with the winding number +1 and  1, respectively. The spin-vortex-
quartets (SVQs) are tiled in crossed-stripe forms in the 33 33 square lattice. a) 64 SVQ system
(x = 0:25); b) 39 SVQ system (x = 0:152); c) 30 SVQ system (x = 0:117); d) 15 SVQ system
(x = 0:0586), where x is given by x = 4 (The number of SVQs)=(32 32).
determinant composed of the new single particle wave functions in Eq. (30) and
the Hamiltonian in Eq. (18).
 pick two w` and wk, exchange them ( w` ! wk, wk ! w`), and obtain the op-
timized  F [r] in Eq. (4). Using the new , the total electronic energy is
calculated with the Slater determinant composed of the new single particle wave
functions in Eq. (30) and the Hamiltonian in Eq. (18).
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FIG. 3: Current patterns for the ground states. \m" and \a" denote the centers of the SVILCs
with the winding number +1 and  1, respectively. Their spin congurations are depicted in Fig. 2.
the previous state and that of the trial state.




 hE2iT   hEi2T  ; (31)
where E is the total energy.
In order to detect the stability of the loop currents, we calculate the ensemble average of




(wj[]  wj[])2iT ; (32)
where Nhole is the number of holes, wj[] and wj[] are the winding numbers of  and
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FIG. 4: Temperature, T, dependences of the heat capacity C (left), the average of the sum of
the deviations of the winding numbers of  from the ground state values, Wdev (middle), and the
average of the sum of the winding numbers of , Wsum (right). The units of the temperature
and energy are t. U = 8t. a) x = 0:25; b) x = 0:152; c) x = 0:117; d) x = 0:0586. T1 is the
temperature where Wdev starts non-zero, T2 as the temperature where Wsum starts non-zero, and























FIG. 5: The hole concentration x dependence of T1, T2, and T3. a) U = 8t results. b) U = 6t
results (dotted lines ) and U = 8t results multiplied by 86 (sold lines).
calculation), respectively. Since for the ground state, we chose the one with wj[] = wj[],
thus, Wdev is the measure of the deviation from the ground state values. Note that the
ensembles at dierent temperatures are obtained successively by raising the temperature.





The results are displayed in Fig. 4. Three temperatures are dened: T1 is dened as the
temperature where Wdev starts nonzero, T2 as the temperature where Wsum starts nonzero,
and T3 as the peak position of the heat capacity. They satisfy T1  T2 < T3. Fig. 4 shows
that T1 also corresponds to the temperature where the heat capacity starts to rise. Below T1
the current pattern is xed. We identify T1 as the superconducting transition temperature
Tc. Below T2 the sum of the winding numbers the loop currents is zero; at this temperature,
the winding numbers of the loop currents do not change except by the exchange of the
winding numbers of two loop currents. We regard T2 corresponds to the temperature TK
bellow which the Kerr rotation is observed [10]. Above T3, the winding numbers of the loop
currents are random, indicating that loop currents are no more detectable.
The hole concentration dependence of T1, T2, and T3 are depicted in Fig. 5. In real




The present simulation is a very simple one that only takes into account the stabilization
of the loop currents. However, it clearly indicates that there two steps for the occurrence of
the superconducting phase. First, the phase where the total number of the winding numbers
for the loop currents becomes zero appears; next, the phase where the winding number of
the loop currents are xed appears, which we identied as the superconducting phase. The
latter phase transition is similar to the one observed in the Berezinskii-Kosterlitz-Thouless
transition [17, 18] of the XY model, in which pairs of bound vortices unbind at a critical
temperature TBKT. In the present case, pairs of bound vortices correspond to pairs of loop
currents with winding numbers +1 and  1. In the cuprate, the experimental heat capacity
is shown to t very well to the predictions of the three dimensional XY model [19]; thus,
the present theory is in accordance with it. Note, however, we only used the optimized  for
Eq. (4) for each combinations of winding numbers w` and omit the uctuations of  from
the optimized value; thus, the calculated heat capacity does not show the behavior of the
XY model.
The existence of the two steps for the occurrence of the superconducting phase agreed with
the fact that there is a pseudogap phase above the superconducting phase. The present work
suggests that in the pseudogap phase, the SVILCs are responsible for the electric current
generation, and give rise to the anomalous metallic behavior.
The simulation yields a weak x dependence of Tc with Tc  0:05t for the U = 8t results in
Fig. 5a; a slightly higher value is obtained for the U = 6t results (Fig. 5b). If we substitute
t = 130 meV, Tc  0:05t yields Tc  75 K. This is a reasonable value for the optimal doping.
It is interesting to note that the temperatures scale as t
2
U
as is shown in Fig. 5b. Since
4t2
U
is the exchange parameter for the Heisenberg model derived from the Hubbard model,
it is tempting to consider that Tc is related to the spin uctuation; however, in the present
case, it is associated with the uctuation of the loop currents.
In the cuprates, the superconducting state appear only in the hole doping range,
xmin  x  xmax, where xmin  0:05 and xmax  0:25. On the other hand present re-
sults show nonzero Tc even at x = 0:05 and x = 0:25. This disagreement between the
present result and experiment will be attributed to the neglect of the temperature and hole
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FIG. 6: Destruction of the spin-vortices by adding an extra hole to the state lled with the SVQs.
a) a hole is added at (17,17) and the spin-vortex around it is destroyed by the energy minimization.
b) a hole is moved from (17,17) to (19,17), which is accompanied by the destruction of spin-vortices
behind; a hole movement is also considered as an electron pair (indicated by the surrounding loop)
movement. c) a hole is moved to (21,17). d) a hole is moved to (31,17).
tum critical point of the insulator-superconductor phase transition, and xmax is that of the
superconductor-metal phase transition. Thus, the criticality from these quantum critical
points will reduce Tc.
Let us consider the quantum critical point at xmax. The resistivity measurement of
La1:6 xSrxNd0:4CuO4 indicates that xmax is a quantum critical point and the ending point of
the pseudogap temperature T  [20]. In the present theory, the CuO2 plane is fully covered
by SVQs at x = 0:25 as seen in Fig. 2a. When an extra hole is added to it, the spin-vortices
will be destroyed as seen in Fig. 6; if we prohibit the hole arrangement with adjacent hole
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pairs due to the Coulomb repulsion between the holes, there is one kind of positions where
the extra hole can be added (Fig. 6a); when the spin-conguration is optimized after the
hole addition, the four spin-vortices around the added hole are destroyed. Now consider the
movement of the added hole; the added hole is moved as shown in Fig. 6b (to the position
where adjacent hole pair does not arise), spin-vortices are further destroyed; when it is
moved again (Fig. 6 c), it creates behind a ferromagnetic domain (Fig. 6d); the electrons in
that domain will be a Fermi liquid. By the continuos movement of the adde holes, all the
spin-vortices are destroyed.
Although whether the destruction of the spin-vortices are energetically favorable or not
cannot be assessed by the present model, the above argument suggests that when holes are
added beyond x = 0:25, the spin-vortices are destroyed completely at some value of x in the
cuprates; if this happens, it becomes the quantum critical point of the spin-vortex formation.
We may identify this point to xmax  0:25 where the superconductor-metal transition also
occurs. This superconductor-metal transition is explained as due to the change of the electric
current generation mechanism; in x > xmax it is the normal one described by the Fermi liquid
theory, while in x < xmax it is the new one by the spin-vortex-induced loop currents. The
current generated by the spin-vortex-induced loop currents explains the anomalous metallic
behavior in the pseudogap phase.
Next, let us consider the lowest end point x = xmin. Many experiments indicate the rela-
tion between the percolation of nano-sized superconducting regions is relevant in the cuprate
superconductivity [21]. Especially, the STM experiment has observed that the superconduct-
ing transition temperature is determined by the percolation of nano-sized superconducting
regions [3]. We expect that the SVQ is a stable unit of the spin-vortices, thus, the per-
colation problem is that of the SVQs. We may estimate this percolation threshold in the
following manner: we assume the site percolation of SVQs in the BCC lattice; the threshold
value of the site percolation for the bcc lattice is 0:2456; the hole concentration in one SVQ
is 0:25; then, the percolation threshold is given by x = 0:25  0:2456 = 0:0614, which is a
close to the value xmin = 0:05 observed in the experiment.
Taking into the quantum critical points at x = xmin = 0:05 and x = xmax = 0:025, the
phase diagram schematically becomes the one in Fig. 7; T1 in Fig. 5 becomes Tc by including
the reduction due to the critical points at x = xmin and x = xmax. On the other hand, TK is
obtained from T2 by taking into account the reduction due to the critical points at x = xmax
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FIG. 7: Schematic picture of the doping dependence of Tc and TK. T1 becomes Tc due to the
criticality arising from the quantum critical points at x = xmin and x = xmax. T2 becomes TK due
to the criticality arising from the quantum critical points at x = xmax.
by assuming that the stability of the spin-vortices are not aected by the formation of the
network of themselves.
VI. CONCLUSION
In the present work, we estimate Tc of the hole doped cuprate based on the supercurrent
generation mechanism due to the spin-twisting itinerant motion of electrons. The Tc value
obtained around the optimum doping agrees reasonably with the experimental value. It
scales as t2=U . The stabilization of the loop currents occurs in two steps when the tem-
perature is decreased; rst, the phase where the sum of the winding numbers of the loop
currents is zero appears at T2, second, the phase with the xed winding numbers for the
loop currents appears at T1. We identify the former to TK and the latter to Tc. The calcu-
lated temperatures disagree with the experimental ones in the underdoped and overdoped
regions. These disagreements are due to the neglect of the criticality arising from the quan-
tum critical points at xmin and xmax, where the former is associated with the percolation of
the spin-vortices, and the latter with the formation of the spin-vortices.
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