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closed unit balls in X, Y respectively. The unit ball may be written B when the context is clear.
We write t 0 to mean t -> 0, t > 0. By o(t) (as t I 0) we mean a (vector) function of the scalar t such that o(t)/t -0 in norm as t 0. Likewise, by O(t) (as t I 0) we mean 0(t)/t is bounded as t I0. When d E X, o(d) denotes a function of d such that o(d)/lldll
--0 as d -* 0, d / 0. The function f is Lipschitz (of modulus / > 0) on a subset XO of X if I f(x) -f(x')\l is bounded above by a constant multiple (1) of lix -x'll, for any points x, x' in X0. We say f is locally Lipschitz if it is Lipschitz near each x E X. A function g from a subset XO of X to Y is said to be continuously invertible, or Lipschitzianly invertible (of modulus I > 0), if it is bijective and its inverse mapping is continuous, or Lipschitz (of modulus 1), respectively. Such a function g is continuously invertible, or Lipschitzianly invertible (of modulus 1) near a point x E XO if, for some neighborhoods U of x in X and V of g(x) in Y, the restricted mapping glunx0: U n X0 -> V: x -> g(x) is continuously invertible, or Lipschitzianly invertible (of modulus 1). In defining this restricted mapping it is tacitly assumed that g(U n Xo) c V.
We are interested in approximating f when it is not necessarily differentiable. v is a uniform first-order approximation near x"? XO if, for some A(t) as above, (1) holds for x, x' near x. The idea of a path will be needed to define the path search damping of Newton's method. DEFINITION 
A path (in X) is a continuous function p: [0, T] -> X where T E [0, 1]. The domain of p is [0, T], denoted dom(p).
We note a path lifting result. The tangent cone to C at z, denoted Tc(z), is {x E RN I (X, y) < 0, Vy E Nc(z)} if z E C, and the empty set otherwise. Next we present the normal mappings of Robinson (1992) . These will be our source of applications (?5). Our applications will concern finding a zero of a normal mapping such as Fc above, where C is usually polyhedral convex. If F is smooth, its derivative mapping is denoted VF. DEFINITION 5. Let F and C be as in Definition 4. F is continuously differentiable (on C) if the restriction of F to the relative interior of C, ri C, is continuously differentiable and, for each relative boundary point c of C, the limit exists. If F, as above, is continuously differentiable (on C) then it is locally Lipschitz, just as in the classical case when C is a linear subspace; hence Fc is locally Lipschitz.
PROOF. Let U, E and T be as above, and observe that p: [0, T] --X: t -> -'((1 -t)dp(x)) is a well-defined mapping. Suppose q: [0, T] -X is a path such that q(0) = x and, for t E [0, T], ((q(t)) = (1 -t)P(x). Clearly q(t) = p(t) if and
We relate the normal mapping Fc to the set mapping F + Nc. The algorithm is also called local Newton's method because the KantorovichNewton theorem (Ortega and Rheinboldt 1970, Theorem 12.6.2)-probably the best known convergence result for the Newton's method-shows convergence of the Newton iterates to a solution in a ball of radius 8 > 0 about the starting point x?. Assumptions include that Vf(x?) is boundedly invertible; then 8 is constructed small enough to ensure, by continuity of Vf and the Banach perturbation lemma, that Vf(x) is boundedly invertible at each x E x? + 5Bx. Further conditions guarantee 8 can also be chosen large enough such that the sequence of iterates remains in the 5-ball of x0, and convergence follows. It is well known (Burdakov 1980) , however, that the domain of convergence of the algorithm can be substantially enlarged using line search damping, reviewed below, which preserves the asymptotic convergence properties of the local method.
GLOBAL CONVERGENCE OF DAMPED NEWTON'S METHOD thus c = rrc( + c) if and only if 4 E Nc(c). It follows that (2) -= F(x), c = c(x) E (F + N)(c), x = + (I-F)(c).

So for U c RN, (F + Nc)(U) equals Fc(rc 1(U)) and, for s E [RN
Choose line search parameters , i,r? (0, 1). As we saw in the introduction, the Newton path pk(t) =defxk + t(^k+l -k) is such that f(pk(t)) = (1 -t) More recently, in the context of unconstrained optimization, Grippo, Lampariello and Lucidi (1986) have developed a line search using a Nonmonotone Descent condition that often yields better computational results than monotone damping. Let M E J, the memory length of the procedure, and relax the progress criterion (MD) to It is easy to see that the above nonmonotone Armijo line search produces a step length that fulfills (NmLs). The parameter T need not be explicitly used in damped Newton's algorithm, however, so other line search procedures in which r is not specified may be valid; only the existence of r, independent of k, is needed to prove convergence. The formal algorithm is now given. Line search damped Newton's method. Given x? E X, the sequence (xk) is inductively defined for k = 0, 1,... as follows. of f at x? is assumed to be Lipschitzianly invertible near x? and then, for small enough 8, the continuity properties of '( ) are used in Lemma 7 to show that /(x) is Lipschitzianly invertible near each x E x? + 58x. Further assumptions guarantee that RobinsonNewton's method generates a sequence lying in this 5-ball of x?, and convergence follows. We propose to enlarge the domain of convergence using a path search. Now Ak is a first-order approximation of f at xk, and o(pk(t) -xk) = o(t) assuming pk(t) -xk = (t). With (4) we find that
i.e., f moves toward zero rapidly on the path pk as t increases from 0, at least initially.
In the spirit of ?3, we fix (r, r E (0, 1). As before, assuming f(xk) / 0, we have for all sufficiently small positive t, f(pk(t))ll|| < (1 -_ t)||f( k)||.
So the nonmonotone descent condition below, formally identical to that given in ?3, is valid given any memory size M E N and all small positive t: 
T) --X is such that p(O) = x and, for each t E [0, T), s(x)(p(t)) = (1 -t)f(x) and A/(x) is continuously invertible near p(t), then there exists p(T) = def limt T p(t) with d(x)(p(T)) = (1 -T)f(x).
Then for any x? E X(, path search damped Newton's method is well defined such that the sequence (x k) converges to a zero x* off.
The residuals converge to zero at least at an R-linear rate: for some constant p E (0,1) and all k > 0, fIf(xk)l < pmax{l f(xk-j)ll j = 1,...,min{M, k}}
The rate of convergence of (xk) to x* is Q-superlinear; indeed, if for c > 0 and all points x near x* we have lll(x)(x*) -f(x*)ll < cIx -x*112, then the rate of convergence is Q-quadratic:
IIxk+ -x* II < cLIIxk -X*112
for sufficiently large k. To show these we need several other facts, the first of which is given by Lemma 3 when q = defAk and U =defUk: we have
by ( 
) -X be such that, for each t E [0, T), x(x)(p(t)) = (1 -t)f(x) and sf(x) is continuously invertible near p(t). We only need show p is Lipschitz on (0, T), say of modulus 1, in which case, first, (p(t)lt e (0, T)} is bounded, hence p(t) has an accumulation point y as t T T; secondly, for t e (0, T), ||p(t) -y |< limsup |p(t) -p(s) |< lit -T, sTT so lim,t p(t) = y; and finally, S/(x)(y) = (1 -T)f(x) by continuity of M(x). Let t, t' e(0, T); without loss of generality assume t' > t. Let Ix > 0 be the Lipschitz constant given by Hypothesis (3), and choose a neighborhood U of p(t) such that X(x)-n U is Lipschitz of modulus lx near (1 -t)f(x). So there is y > 0 such that (t -y, t + y) is contained in (0, T), and p(s) = S/(x)-[(1 -s)f(x)] n U for s E (t-y, t + y). Then p is Lipschitz of modulus/ I deflxlf(x)ll on (t -, t + y). As [t, t'] is compact
maps points to nonempty sets, this bound implies (F + Nc)-1 is actually a function on RN that is Lipschitz (of modulus A-1). So Co =def(F + Nc)-(aoB) is compact and it follows, by continuity of F, that F(Co) is compact too. Recall that from Lemma 6, equation (2), y = Fc(x) if and only if x = y -F(c) + c for some c E (F + N)-1(y). This yields X = y -F(c) + c y E aolB, c E (F + Nc)-(y) caB -F(CO) + C(, which shows that XO is bounded. It also follows from strong monotonicity of F that for any x E [R' and c defrrc(x), VF(c) is strongly monotone, hence, as above, (VF(c) + Nc)-1 is a Lipschitz mapping. Since VF(c) is also Lipschitz on RN we see that, as in Lemma 6, the normal mapping VF(c)c is Lipschitzianly invertible; hence X/(x) is Lipschitzianly invertible. As as(x)
is also continuous, Hypotheses (2) and (3) of Proposition 10 are satisfied.
(2) Under the assumptions of this proposition, we have seen that, by virtue of Robinson (1992), Hypothesis (2) of Proposition 10 holds. We are also given that X( is bounded, so it only left to show that Hypothesis (3) of Proposition 10 is valid. 
Since C is polyhedral convex, a/(x)(.) is piecewise linear for each x E [RN, that is ,X(x) is
If S/(x) is invertible near some x' E [RN, then it has a local inverse P: V --U where V is a neighborhood of W(x)(x'
) and U is a neighborhood of x. We assume without loss of generality that V is convex, and take any y, y' E V. Now the interval joining P(y) and P(y') is covered by finitely many subintervals {Ij} on each of which a/(x) is represented by some invertible mapping Miz + b'. Hence the interval joining y and y' is covered by the subintervals ({W(x)(Ij)}, on each of which P is Lipschitz of modulus lx. It follows that IIP(y) -P(y')11 < lxlly -y'11.
Fukushima ( 
Ak(x) df(k)(X) dfF(ck) + VF(ck)(c( -k) + -tc(X).
As Ak is piecewise linear, pk is also piecewise linear. We construct pk, piece by affine piece, using a pivotal method. Starting from t = 0 (pk() = xk), ignoring degeneracy, each pivot increases t to the next breakpoint in the derivative of pk while maintaining the equation
Ak(pk(t)) = (1 -t)f(xk),
thereby extending the domain of pk. We continue to pivot so long as pivoting is possible and our latest breakpoint t satisfies the nonmonotone descent condition (NmD). If, after a pivot, (NmD) fails, then we line search on the interval [pk(told), pk(t)] to find xk+ , where told is the value of t at the previous breakpoint.
The line search makes sense here because pk is affine between successive breakpoints, hence affine on [ If path search damped Newton's method for solving F+(z, y) = 0 is defined using the first-order approximation (14), where x -df(z, y), then for any (z0, y?) E XQ, the damped Newton iterates (zk, yk) converge to a zero (z*, y*) of F such that z is a local minimizer of (NLP). The residuals F+(zk, yk) and the iterates (zk, yk) converge at Q-superlinear rates to zero and (z*, y*), respectively; indeed these rates are Qquadratic if V20 and V2g are Lipschitz near z.
PROOF. This is essentially a corollary of Proposition 12. Most of the proof is devoted to showing that the (LI) and (SSOS) conditions at a given point (z0, yO) E R" X R" are sufficient for VF(z?, y? .) to be Lipschitzianly invertible near that point. Below, I denotes the n times n identity matrix; and the fact that In this case U and V are neighborhoods of (z?, y) an (o ) and respectively, so Lemma 6 (and equation (2) such that t is basic. This defines the current point on pk: pk(t) =defU -w. As there are exactly N basic variables, there is some i for which both vi and wi are nonbasic. One of these nonbasics is identified as the entering variable. The modified algorithm iterates likes Lemke's algorithm, in the following way. Increase the entering variable-altering the basic variables as needed to maintain the equation w = Mkv + qk + (t -1)rk-until (at least) one of the basic variables is forced to a bound. We choose one of these basic variables to be the leaving variable, that is the variable to be replaced in the basis by the entering variable. This transformation of the entering and basic variables is called a pivot operation, and corresponds to moving along an affine piece of the path pk from the value of the parameter t before the pivot, told, to the current parameter value. After a pivot, (v, w, t) is still an almost complementary BFS for (18); the leaving variable is now nonbasic, and, assuming it is not t, its complement is nonbasic too. The next entering variable is defined as the complement of the leaving variable. This completes an iteration of the modified algorithm, and we are ready to begin the next iteration.
The modified algorithm is initialized at (v, w, t) = (vk, wk, 0) with t as the nonbasic entering variable (so pk(0) = Uk -wk as needed). Now the algorithm cannot continue if either t becomes the leaving variable (because no entering variable is defined) or no leaving variable can be found (because increasing the entering variable causes no decrease in any basic variable). In the latter case we have detected a ray. Other stopping criteria are needed to reflect the 383 DANIEL RALPH aim of the exercise, namely to path search. We stop iterating if t = 1 (the entire path has been traversed), or t, with pk(t) = def -w, does not satisfy the descent condition (NmD), or t strictly decreases as a result of the last pivot-satisfaction of (NmD) after each pivot is the basic requirement of a forward path search. In practice, an upper bound on the number of pivots is also enforced.
It is a subtle point that, when solving ( The computer programs were written in C and the computation carried out on a Sun 4 (Sparcstation). Most problems are taken from Ferris (1990) , with starting variables z? close to solutions2 and initial multipliers y0 set to zero. We note that these problems all have small dimension: no more than 15 variables and 10 nonlinear constraints. Results include performance of global Newton's method using both the forward and backward path search procedures. Other problems, showing convergence of the damped method in spite of the cycling (nonconvergence) that occurs without damping, are also tested.
For comparison we have also tested local (Robinson-or Josephy-)Newton's method on the same problems, using Lemke's algorithm to find the Newton iterate at each iteration. This method was found to be somewhat fragile with respect to starting points: quite often the method failed because a ray was detected by Lemke's algorithm, i.e., the Newton iterate xk+? could not be determined. To make the method more robust we altered it, allowing it continue after Lemke's algorithm detects a ray by setting xk+ = v -w, where (r, w, L0() is the last almost complementary BFS produced by Lemke's algorithm. The altered method was usually successful in solving test problems.
Our limited computational results, below, bear out what intuition suggests. First, the global method is more robust than the local method especially in avoiding cycling, discussed below. Second, the global method requires more stringent conditions on the current approximation Ak than does the local method, and enforcing these heuristically can degrade convergence. Third, the computational cost of carrying out a path search is seen in the increase the number of evaluations of F. For these problems, the backward path search was more efficient than the forward procedure because, at each iteration, the Newton iterate pk(l) E Ak (0) usually existed and satisfied the descent criterion (NmD), so that xk+l =defpk(l).
In higher dimensions we expect the value of path searching to be even greater, a view partly supported by the following observations. One peculiarity of Newton's method is the possibility of cycling, depending on the starting point, as in the smooth case. This is seen for the altered Newton's algorithm when testing the Colville 2 problem with a feasible starting point (Table 1) . It is easy to find a real function of one variable, which, when minimized over [0, oo) by Newton's method, demonstrates cycling of (unaltered) Newton's method (Example 15 below). It turns out that for any problem (NLP), the new problem formed by adding such a function in an (n + l)th variable to the objective function 0 cannot be solved by Newton's method for some starting points (Example 16): at best it will converge in the first n variables and cycle in the (n + l)th variable. So it can be argued that the likelihood of cycling in Newton's method increases as the dimension of the problem increases. Global Newton's method converges for otherwise well behaved problems. Table 1 385 TABLE 1 
