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a b s t r a c t
Empirical likelihood for general estimating equations is a method for testing hypothesis or
constructing confidence regions on parameters of interest. If the number of parameters of
interest is smaller than that of estimating equations, a profile empirical likelihood has to
be employed. In case of dependent data, a profile blockwise empirical likelihood method
can be used. However, if too many nuisance parameters are involved, a computational
difficulty in optimizing the profile empirical likelihood arises. Recently, Li et al. (2011)
[9] proposed a jackknife empirical likelihood method to reduce the computation in the
profile empirical likelihood methods for independent data. In this paper, we propose a
jackknife–blockwise empirical likelihood method to overcome the computational burden
in the profile blockwise empirical likelihood method for weakly dependent data.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Since Owen [12,13] introduced the empirical likelihoodmethod for constructing a confidence interval/region for amean,
empirical likelihood methods have been extended to various fields such as censored regression models, partial linear
models, errors-in-covariables models, additive risk models, two-sample problems, time series models, longitudinal data
and single-index models, heavy tailed models, copulas and tail copulas. Most of those are developed after the seminal book
by Owen [14]. An excellent review on empirical likelihood methods for regression models is given in [2].
When nonlinear functionals are involved, an application of the empirical likelihood method will be computationally
difficult and the Wilks theorem does not hold in general, i.e., the asymptotic distribution of the empirical likelihood ratio
is not a chi-squared distribution. A useful technique is to first linearize the nonlinear functionals by introducing some link
variables, and then apply a profile empirical likelihood method. Obviously, those link variables are nuisance parameters in
the profile empirical likelihood. Therefore, the calculation for optimizing the profile empirical likelihood becomes heavier
when a large number of nuisance parameters are involved. Let us illustrate this issue by considering the following profile
empirical likelihood method based on estimating equations in [16].
Assume that X1, X2, . . . , Xn are independent random vectors with common distribution F(x, θ), where θ = (γ T , βT )T
is an unknown q-dimensional parameter and G(x, θ) = (g1(x, θ), . . . , gs(x, θ))T , s ≥ q are s functionally independent
functions with EG(X1, θ) = 0, and the expectation is taken under F(x, θ). In order to construct confidence regions for the
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q1-dimensional parameter γ , Qin and Lawless [16] defined the empirical likelihood function for θ as
sup

n∏
i=1
(npi) : p1 ≥ 0, . . . , pn ≥ 0,
n−
i=1
pi = 1,
n−
i=1
piG(Xi, θ) = 0

,
which results in the following profile empirical likelihood ratio statistic
l(γ ) = 2lE((γ T ,βT2 (γ ))T )− 2lE(θ), (1.1)
where lE(θ) =∑ni=1 log(1+ λT (θ)G(Xi, θ)), and λ = λ(θ) is the Lagrange multiplier satisfying
1
n
n−
i=1
G(Xi, θ)
1+ λT (θ)G(Xi, θ) = 0, (1.2)
andθ minimizes lE(θ) with respect to θ andβ2(γ )minimizes lE((γ T , βT )) with respect to β for each fixed γ . Under some
regularity conditions, it was shown that for the true value of γ , say γ0, l(γ0) has aχ2q1 limiting distribution. Apparently, when
the dimension of the nuisance parameter β is large, the computation burden of the above profile empirical likelihood for γ
is really heavy. Recently, Li et al. [9] applied the jackknife empirical likelihood method in [7] to reduce the computation in
the above setup.
In practice, the assumption of independence on data may be invalid in many situations. A large number of empirical
studies indicate that data arising from finance and econometrics, such as stock and exchange rate, are dependent. For
example, the well-known weakly dependent data models, ARCH and GARCH models, are usually used to model volatilities
of inflation, and asset return and exchange rates; see [5,10,18]. Extending empirical likelihood methods to dependent
data has been studied in the literature. For example, Kitamura [8] proposed a blockwise empirical likelihood to deal
with weakly dependent processes; Chuang and Chan [4] applied the empirical likelihood method for nearly integrated AR
models; Chan and Ling [1] applied the empirical likelihood method to GARCH models; Nordman and Lahiri [11] proposed
a frequency domain empirical likelihood method to tackle dependent data; Chen and Wong [3] proposed a smoothed
blockwise empirical likelihood method for quantiles with applications in risk management.
In this paper, we investigate the possibility of reducing computation in the profile blockwise empirical likelihoodmethod
proposed by Kitamura [8]when the number of nuisance parameters is large.More specifically, we seek away to combine the
jackknife empirical likelihoodmethod and the blockwise empirical likelihoodmethod for dependent data. We organize this
paper as follows. Section 2 provides the proposedmethodology and themain result. A simulation study is given in Section 3.
Proofs are put in Section 4.
2. Jackknife–blockwise empirical likelihood
Throughout, let {Xi, 1 ≤ i ≤ n} be an Rd-valued stationary stochastic process with strong mixing coefficient
αX (k) = sup
A∈F 0−∞, B∈F∞k
|P(AB)− P(A)P(B)| → 0 as k →∞, (2.1)
whereF ba = σ(Xi, a ≤ i ≤ b), the σ field generated by random variables Xi, a ≤ i ≤ b. The exact convergence rate for αX (k)
will be specified later.
Let G(x, θ) be the vector-valued function as defined in Section 1 and θ = (γ T , βT )T , where γ and β are q1-dimensional
and q2-dimensional parameters, respectively, and q1 + q2 = q ≤ s. For convenience, we also write G(x, θ) as G(x, γ , β) :=
(g1(x, γ , β), . . . , gs(x, γ , β))T , a vector of s functionally independent functions with EG(X1, γ , β) = 0.
When dealing with dependent data, the blocking method is useful. For example, Politis and Romano [15] used it for
general bootstrapping and Kitamura [8] employed it to define the blockwise empirical likelihood. We will briefly introduce
some concepts which can be found in the two aforementioned papers before presenting our jackknife–blockwise empirical
likelihood method.
Let M and L be integers depending on n, M → ∞, M = o(n1/2), and L = O(M) as n → ∞. Set Q = [(n − M)/L] + 1,
where [x] is the integer part of x. The Q blocks ofM consecutive observations Bi := (X(i−1)L+1, . . . , X(i−1)L+M), i = 1, . . . ,Q
will be employed in the estimation. Note thatM is the ‘windowwidth’ and L is the separation between block starting points.
In order to catch the dependence among X ′i s, Kitamura [8] proposed to employ the profile empirical likelihood method
to the blockwise sample {∑Mj=1 G(X(i−1)L+j, γ , β)}Qi=1 instead of {G(Xi, θ)}ni=1 in (1.1). More specifically, Kitamura [8] defined
the blockwise empirical likelihood function for θ as
sup

Q∏
i=1
(Qpi) : p1 ≥ 0, . . . , pQ ≥ 0,
Q−
i=1
pi = 1,
Q−
i=1
pi
M−
j=1
G(X(i−1)L+j, γ , β) = 0

, (2.2)
which results in the profile blockwise empirical likelihood ratio statistic
lB(γ ) = 2lBE((γ T ,βT (γ ))T )− 2lBE(θ), (2.3)
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where lBE(θ) =
∑Q
i=1 log(1+ λT (θ)
∑M
j=1 G(X(i−1)L+j, γ , β)), and λ = λ(θ) is the Lagrange multiplier satisfying
1
Q
Q−
i=1
M∑
j=1
G(X(i−1)L+j, γ , β)
1+ λT (θ)
M∑
j=1
G(X(i−1)L+j, γ , β)
= 0, (2.4)
andθ minimizes lBE(θ) with respect to θ andβ(γ ) minimizes lBE((γ T , βT )) with respect to β for each fixed γ . Under some
regularity conditions, it was shown that (QM/n)−1lB(γ0) has a χ2q1 limiting distribution.
Motivated by (2.2), we can estimate θ by solving the following s estimating equations based on the Q blocks
{∑Mj=1 G(X(i−1)L+j, γ , β)}Qi=1:
1
MQ
Q−
i=1
M−
j=1
G(X(i−1)L+j, γ , β) = 0. (2.5)
Since our interest is to infer the parameter γ , as in [9] for independent data, we propose to estimate β by some q2 blockwise
estimating equations in (2.5) for each fixed γ , say, the last q2 equations. Let us rewrite (2.5) as
1
MQ
Q−
i=1
M−
j=1
Ga(X(i−1)L+j, γ , β) = 0 (2.6)
and
1
MQ
Q−
i=1
M−
j=1
Gb(X(i−1)L+j, γ , β) = 0, (2.7)
where
Gb(x, γ , β) = (gs−q2+1(x, γ , β), . . . , gs(x, γ , β))T
and
Ga(x, γ , β) = (g1(x, γ , β), . . . , gs−q2(x, γ , β))T .
Letβ(γ ) be the solution of (2.7) for each γ , that is,
1
MQ
Q−
i=1
M−
j=1
Gb(X(i−1)L+j, γ ,β(γ )) = 0. (2.8)
Put
Tn(γ ) = 1MQ
Q−
i=1
M−
j=1
Ga(X(i−1)L+j, γ ,β(γ )). (2.9)
Next we want to apply an empirical likelihood method to the estimating equations Tn(γ ) = 0 so as to construct a
confidence region for γ . It is known that a direct application of the empirical likelihood method cannot catch the variance
introduced by βˆ(γ ) and hence the Wilks theorem does not hold. Here we propose to employ the jackknife empirical
likelihood method in [7]. A key step is to construct the jackknife sample.
For each i ∈ {1, . . . ,Q }, we delete the ith block Bi in (2.7) and solve the rest of the equations for β for each fixed γ . Letβ(γ ,−i) denote the solution of
1
M(Q − 1)
Q−
k=1,k≠i
M−
j=1
Gb(X(k−1)L+j, γ , β) = 0. (2.10)
Accordingly, by deleting the ith block Bi in (2.9) and replacing βˆ(γ ) byβ(γ ,−i), we obtain
Tn,−i(γ ) = 1M(Q − 1)
Q−
k=1,k≠i
M−
j=1
Ga(X(k−1)L+j, γ ,β(γ ,−i)).
Next we define a general jackknife–blockwise pseudo-sample as
Yi(γ ) = (Yi,1(γ ), . . . , Yi,s−q2(γ ))T = QTn(γ )− (Q − 1)Tn,−i(γ ), i = 1, . . . ,Q ,
and formulate the jackknife–blockwise empirical likelihood function for γ by
LJ(γ ) = sup

Q∏
i=1
(Qpi) :
Q−
i=1
pi = 1,
Q−
i=1
piYi(γ ) = 0, pi ≥ 0, i = 1, . . . ,Q

.
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It follows from the Lagrange multiplier technique that LJ(γ ) is maximized at pi = Q−1{1+ λT (γ )Yi(γ )}−1 and the negative
log empirical likelihood ratio lJ(γ ) = − log LJ(γ ) is given by
lJ(γ ) =
Q−
i=1
log{1+ λT (γ )Yi(γ )},
where λ(γ ) is the solution of
1
Q
Q−
i=1
Yi(γ )
1+ λT (γ )Yi(γ ) = 0.
Let γ0 and β0 be the true values of γ and β , respectively. Letγ be the minimizer of lJ(γ ) and define
L(γ ) = 2a−1n (lJ(γ )− lJ(γ ))
to be the jackknife–blockwise empirical likelihood ratio, where an = QM/n.
Before we derive the asymptotic distribution ofL(γ ), we list some notation and regularity conditions as follow.
Denote
∂y
∂xT
=

∂yT
∂x
T
=

∂yi
∂xj

1≤i≤m,1≤j≤n
for y = (y1, . . . , ym)T and x = (x1, . . . , xn)T ,
∂ f
∂x
=

∂ f
∂xT
T
,
∂2f
∂y∂xT
= ∂
∂xT

∂ f
∂y

=

∂2f
∂yi∂xj

1≤i≤m, 1≤j≤n
.
Define
Σ1 = E

∂
∂βT
Gb(X1; γ0, β0)

, Σ2 = E

∂
∂γ T
Gb(X1; γ0, β0)

,
Σ3 = E

∂
∂γ T
Ga(X1; γ0, β0)

− E

∂
∂βT
Ga(X1; γ0, β0)

Σ−11 Σ2
and
Γr = E(∂2gs−q2+r(X1, γ0, β0)/∂βT∂β) for 1 ≤ r ≤ q2.
For thematrix S defined in the following condition A6, define vectors Za = (Za,1, . . . , Za,s−q2)T and Zb = (Zb,1, . . . , Zb,q2)T
such that
(ZTa , Z
T
b )
T ∼ N(0, S)
and set
Σ∗ = E{ZaZTa } − E

∂
∂βT
Ga(X1; γ0, β0)

Σ−11 E{ZbZTa } − E{ZaZTb }Σ−11 E

∂
∂β
Ga(X1; γ0, β0)

+ E

∂
∂βT
Ga(X1; γ0, β0)

(Σ−11 )
TE{ZbZTb }Σ−11 E

∂
∂β
Ga(X1; γ0, β0)T

.
Some regularity conditions are as follows:
(A1) There is a neighborhood of γ0 andβ0, sayΩγ0×Ωβ0 , such thatGb(x; γ , β) are continuous functions of γ ∈ Ωγ0 and
β ∈ Ωβ0 for all x, and supγ∈Ωγ0 ,β∈Ωβ0 ‖Gb(x; γ , β)‖ ≤ H(x) for some function H satisfying that E(H(X1))2δ < ∞
for some δ > 1.
(A2) For each γ ∈ Ωγ0 , there is a function β(γ ) ∈ Ωβ0 such that EGb(X1; γ , β(γ )) = 0.
(A3) ‖ ∂
∂βT
Gb(x; γ , β)‖, ‖ ∂2∂β∂βT gl(x; γ , β)‖ and | ∂
3
∂βi∂βj∂βm
gl(x; γ , β)| for l = s − q2 + 1, . . . , s, i, j,m = 1, . . . , q2 are
bounded by H(x) uniformly in γ ∈ Ωγ0 and β ∈ Ωβ0 .
(A4) β(γ ) defined in (A2) has continuous first derivatives.
(A5) ‖ ∂
∂γ T
Gb(x; γ , β)‖3 and | ∂3∂γi∂βj∂βm gl(x; γ , β)| for l = s− q2 + 1, . . . , s, i = 1, . . . , q1, j,m = 1, . . . , q2 are bounded
by H(x) uniformly in γ ∈ Ωγ0 and β ∈ Ωβ0 .
(A6) There exists some positive definite matrix S such that
Var

1√
n
n−
i=1
G(Xi, γ0, β0)

→ S
and assume thatΣ1 is invertible,Σ∗ is positive definite andΣ3 has rank q1.
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(A7) ‖ ∂
∂βT
Ga(x; γ , β)‖, ‖Ga(x; γ , β)‖3, | ∂3∂γk∂βj∂βm gl(x; γ , β)| and | ∂
3
∂βi∂βj∂βm
gl(x; γ , β)| for i, j,m = 1, . . . , q2, k =
1, . . . , q1 and l = 1, . . . , s− q2 are bounded by H(x) uniformly in γ ∈ Ωγ0 and β ∈ Ωβ0 .
(A8) M → ∞, M = O(nδ0) for some δ0 ∈ (0, 1/2), limn→∞ L/M ∈ (0,∞), and the mixing coefficient αX (k) satisfies∑∞
k=0(k+ 1)δ∗−1{αX (k)}1−δ∗/δ <∞ for some δ∗ ∈ (1, δ), where δ is the constant given in (A1).
The following two propositions show the existence and some properties ofβ(γ ),β(γ0,−i) andγ .
Proposition 1. (i) Under conditions (A1), (A2) and (A8), with probability tending to one, there exist solutionsβ(γ ) ∈ Ωβ0
andβ(γ ,−i) ∈ Ωβ0 to (2.7) and (2.10), respectively, such that
‖β(γ )− β(γ )‖ = op(1) and max
1≤i≤n
‖β(γ ,−i)− β(γ )‖ = op(1) (2.11)
for each γ ∈ Ωγ0 .
(ii) Under conditions (A1)–(A8), we have
‖β(γ0)− β0 +Σ−11 Bn‖ = Op(n−1), (2.12)
max
1≤i≤Q
‖β(γ0,−i)− β0 +Σ−11 Bn,i‖ = Op(n−1), (2.13)
max
1≤i≤n
‖β(γ0)−β(γ0,−i)+ (B(b)n )−1τn(i)‖ = op(n−3/2), (2.14)
where
τn(i) = Bn,i − B(b)n,iΣ−11 Bn,i +
1
2
(BTn,i(Σ
−1
1 )
TΓ1Σ
−1
1 Bn,i, . . . , B
T
n,i(Σ
−1
1 )
TΓq2Σ
−1
1 Bn,i)
T ,
where Bn, Bn,i, B
(b)
n,i andB(b)n are defined in Section 4.
(iii) Under conditions (A1)–(A8), we have
max
1≤i≤Q
 ∂∂γ Tβ(γ0,−i)+Σ−11 Σ2
 = Op(n−1/2), ∂∂γ Tβ(γ0)+Σ−11 Σ2
 = Op(n−1/2), (2.15)
and
max
1≤i≤Q
 ∂∂γ Tβ(γ0)− ∂∂γ Tβ(γ0,−i)+Σ−11 ηn(i)
 = op(n−1), (2.16)
where ηn(i) = (ηn,1(i), . . . , ηn,q2(i))T with
ηn,r(i) = E

∂2gs−q2+r(X1, γ0, β0)
∂γ T∂β

Σ−11 Bn,i −
1
MQ
M−
j=1
∂gs−q2+r(X(i−1)L+j, γ0, β0)
∂γ
−ΣT2 (Σ−11 )TΓrΣ−11 Bn,i.
Proposition 2. Under (A1)–(A8), with probability tending to one, ℓJ(γ ) attains itsminimumvalue at some point γˆ in the interior
of the ball ‖γ − γ0‖ ≤ n−p, and γˆ and λˆ = λ(γˆ ) satisfy
Q1n(γˆ , λˆ) = 0 and Q2n(γˆ , λˆ) = 0,
where 1/2−min{(1− δ0)(δ∗ − 1)/(2δ), 1/6, 1/2− δ0} < p < 1/2, δ0, δ∗ and δ are given in (A8),
Q1n(γ , λ) = 1Q
Q−
i=1
Yi(γ )
1+ λTYi(γ )
and
Q2n(γ , λ) = 1Q
Q−
i=1
1
1+ λTYi(γ )

∂
∂γ
Yi(γ )
T
λ.
Based on the above propositions, we have the following Wilks theorem.
Theorem 1. Under conditions (A1)–(A8), we have
L(γ0)
d→ χ2q1 as n →∞.
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Table 1
Empirical coverage probabilities are reported for the confidence intervals with levels 0.9 and 0.95 based on the proposed jackknife–blockwise empirical
likelihood method (JBELM) and the profile blockwise empirical likelihood method in [8] (BPELM), whereM = kn2/5 , and the sample size n = 1000.
(ϵi, k, a) JBELM BPELM JBELM BPELM
Level 0.9 Level 0.9 Level 0.95 Level 0.95
(N(0, 1), 1, 0.2) 0.8922 0.8922 0.9383 0.9393
(N(0, 1), 1, 0.5) 0.8854 0.8835 0.9410 0.9389
(N(0, 1), 1, 0.8) 0.8658 0.8665 0.9221 0.9137
(N(0, 1), 2, 0.2) 0.8806 0.8736 0.9328 0.9210
(N(0, 1), 2, 0.5) 0.8749 0.8536 0.9307 0.8994
(N(0, 1), 2, 0.8) 0.8655 0.7812 0.9204 0.8116
(N(0, 1), 3, 0.2) 0.8735 0.8212 0.9297 0.8607
(N(0, 1), 3, 0.5) 0.8714 0.7756 0.9244 0.8076
(N(0, 1), 3, 0.8) 0.8593 0.6515 0.9136 0.6715
(t(5), 1, 0.2) 0.8920 0.8917 0.9430 0.9436
(t(5), 1, 0.5) 0.8851 0.8838 0.9391 0.9373
(t(5), 1, 0.8) 0.8710 0.8801 0.9281 0.9390
(t(5), 2, 0.2) 0.8827 0.8736 0.9385 0.9261
(t(5), 2, 0.5) 0.8807 0.8664 0.9329 0.9124
(t(5), 2, 0.8) 0.8684 0.8314 0.9253 0.8672
(t(5), 3, 0.2) 0.8757 0.8219 0.9282 0.8603
(t(5), 3, 0.5) 0.8720 0.8012 0.9277 0.8347
(t(5), 3, 0.8) 0.8602 0.7235 0.9163 0.7481
Corollary 1. Under conditions of Theorem 1, the confidence region of γ with asymptotic accurate level l0, 0 < l0 < 1 is
Il0 = {γ : L(γ ) ≤ χ2q1(l0)},
where χ2q1(l0) is the l0 quantile of a chi-square distribution with q1 degrees of freedom.
Next we apply the proposed method to construct an interval for the correlation coefficient.
Example. Let X1 = (X (1)1 , X (2)1 )T , . . . , Xn = (X (1)n , X (2)n ) be a stationary bivariate time series. The question is to construct a
confidence interval for the correlation coefficient
ρ = cov(X (1)1 , X (2)1 )/

var(X (1)1 )var(X
(2)
1 ).
Hence, θ = (ρ, µ1, µ2, σ 21 , σ 22 )T , γ = ρ, β = (µ1, µ2, σ 21 , σ 22 )T , µ1 = EX (1)1 , µ2 = EX (2)1 , σ 21 = var(X (1)1 ), σ 22 = var(X (2)1 ),
q1 = 1, q = 5, s = q, g1(x, θ) = (x(1) − µ1)(x(2) − µ2) − ρσ1σ2, g2(x, θ) = x(1) − µ1, g3(x, θ) = x(2) − µ2, g4(x, θ)
= (x(1))2 − µ21 − σ 21 , g5(x, θ) = (x(2))2 − µ22 − σ 22 for x = (x(1), x(2))T . Under this setup, it is easy to check that regularity
conditions (A1)–(A5) and (A7) hold when
E(X (1)1 )
4δ + E(X (2)1 )4δ <∞ for some δ > 1. (2.17)
In particular, when Z1, . . . , Zn+1 follow from either a strictly stationary ARMA model or a strictly stationary GARCH model,
X (1)i = Zi and X (2)i = Zi+1 for i = 1, . . . , n, regularity conditions (A1)–(A8) hold under condition (2.17). In Section 3 below,
we investigate the finite sample behavior of the proposed method and compare it with the profile blockwise empirical
likelihood method in [8] in terms of coverage probability by drawing Z ′i s from an AR(1) model.
3. Simulation study
We draw 10,000 samples with size 1001 from the following AR(1) model Zi = aZi−1 + ϵi with a = 0.2, 0.5, 0.8 and
ϵ′i s being independent random variables with either N(0, 1) or t(5). Then the observations are {Xi = (Zi, Zi+1)T }ni=1 with
n = 1000 and the aim is to construct a confidence interval for the correlation coefficient
ρ = cov(Zi, Zi+1)/

var(Zi)var(Zi+1) = a.
For calculating the coverage probabilities based on the proposed jackknife–blockwise empirical likelihood method and the
profile blockwise empirical likelihood method in [8], the parameters θ and functions G(x, θ) are given in the example of
Section 2, and we employ M = kn2/5 and L = M with k = 1, 2, 3. In Table 1, we report the coverage probabilities with
levels 0.9 and 0.95, which shows that the proposed jackknife–blockwise empirical likelihood method is much less sensitive
to the choice of the length of blocks and performs better in most all of considered cases than the profile blockwise empirical
likelihood method.
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4. Proofs
For convenience, we introduce some notation first. Set
An = 1QM
Q−
i=1
M−
j=1
Ga(X(i−1)L+j, γ0, β0),
Bn = 1QM
Q−
i=1
M−
j=1
Gb(X(i−1)L+j, γ0, β0),
An,i = 1QM
M−
j=1
Ga(X(i−1)L+j, γ0, β0), i = 1, . . . ,Q ,
Bn,i = 1QM
M−
j=1
Gb(X(i−1)L+j, γ0, β0), i = 1, . . . ,Q ,
Bn,−i = 1M(Q − 1)
Q−
k=1,k≠i
M−
j=1
Gb(X(k−1)L+j, γ0, β0),
A(b)n =
1
QM
Q−
i=1
M−
j=1
∂Ga(X(i−1)L+j, γ0, β0)
∂βT
,
A(b)n = 1QM
Q−
i=1
M−
j=1
∂Ga(X(i−1)L+j, γ0,β(γ0))
∂βT
,
A(b)n,i =
1
QM
M−
j=1
∂Ga(X(i−1)L+j, γ0, β0)
∂βT
, i = 1, . . . ,Q ,
B(a)n =
1
QM
Q−
i=1
M−
j=1
∂Gb(X(i−1)L+j, γ0, β0)
∂γ T
,
B(b)n =
1
QM
Q−
i=1
M−
j=1
∂Gb(X(i−1)L+j, γ0, β0)
∂βT
,
B(b)n = 1QM
Q−
i=1
M−
j=1
∂Gb(X(i−1)L+j, γ0,β(γ0))
∂βT
,
B(b)n,i =
1
QM
M−
j=1
∂Gb(X(i−1)L+j, γ0, β0)
∂βT
, i = 1, . . . ,Q ,
B(b)n,−i =
1
M(Q − 1)
Q−
k=1,k≠i
M−
j=1
∂Gb(X(k−1)L+j, γ0, β0)
∂βT
, i = 1, . . . ,Q ,
Vn = 1QM
Q−
i=1
M−
j=1
H(X(i−1)L+j),
Vn,i = 1QM
M−
j=1
H(X(i−1)L+j), i = 1, . . . ,Q .
Under conditions (A1)–(A8), it follows from the law of large numbers and the central limit theorem (see, e.g., Theorems
17.1.1 and 18.4.1 of [6]) that
B(b)n −Σ1 = O(n−1/2), B(a)n −Σ2 = Op(n−1/2), Vn p→ E(H(X1)), (4.1)
√
n
MQ
Q−
i=1
M−
j=1
G(X(i−1)L+j, γ0, β0)
d→ N(0, S), (4.2)
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1
MQ
Q−
k=1
M−
j=1
∂2gs−q2+r(X(k−1)L+j, γ0, β0)
∂γ ∂βT
− E

∂2gs−q2+r(X1, γ0, β0)
∂γ ∂βT

= Op(n−1/2), (4.3)
1
MQ
Q−
k=1
M−
j=1
∂2gs−q2+r(X(k−1)L+j, γ0, β0)
∂β∂βT
− E

∂2gs−q2+r(X1, γ0, β0)
∂β∂βT

= Op(n−1/2), (4.4)
for 1 ≤ r ≤ q2,
1
QM
Q−
k=1
M−
j=1
∂2gs−q2+r(X(k−1)L+j, γ0, β0)
∂βT∂βT
− Γr = Op(n−1/2) (4.5)
and
1
QM
Q−
i=1

M−
j=1
G(X(i−1)L+j, γ0, β0)

M−
j=1
G(X(i−1)L+j, γ0, β0)
T
p→ S. (4.6)
In particular, we have
√
nBn
d→ N(0, S2), (4.7)
where S2 = limn→∞ 1nVar(
∑n
i=1 Gb(Xi, γ0, β0)).
By Theorem 1 of [19], we have
E
 1√M
M−
i=1
{H(Xi)− EH(X1)}

2δ∗
= O(1),
and thus
E
 1
Q
max
1≤j≤Q
 1√M
M−
i=1
{H(X(i−1)L+j)− EH(X1)}

2δ∗ ≤ E  1√M
M−
i=1
{H(Xi)− EH(X1)}

2δ∗
= O(1)
which implies
1
Q
max
1≤j≤Q
 1√M
M−
i=1
{H(X(i−1)L+j)− EH(X1)}

2δ∗
= Op(1) (4.8)
or equivalently
max
1≤j≤Q
 1√M
M−
i=1
{H(X(i−1)L+j)− EH(X1)}
 = Op(Q 1/(2δ∗)).
Since
max
1≤i≤Q
1
MQ
 M−
j=1
H(X(i−1)L+j)
 ≤ max1≤i≤Q
 1MQ
M−
j=1
{H(X(i−1)L+j)− EH(X1)}
+ 1Q EH(X1),
we have
max
1≤i≤Q
 1MQ
M−
j=1
H(X(i−1)L+j)
 = Op(Q−1+1/(2δ∗)M−1/2 + Q−1)
= Op(Q−1+1/(2δ∗)M−1/2 + Q−1)
= Op

(n/M)−1+1/(2δ
∗)M−1/2 + M
n

= Op

n−1/2(n/M)−1/2+1/(2δ
∗) + n−1/2 M√
n

= op(n−1/2),
i.e.,
max
1≤i≤Q
Vn,i = Op(Q−1+1/(2δ∗)M−1/2 + Q−1) = op(n−1/2). (4.9)
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Similarly, we can show that
max
1≤i≤Q
‖Bn,i‖ = Op(Q−1+1/(2δ∗)M−1/2 + Q−1) = op(n−1/2) (4.10)
and
max
1≤i≤Q
‖B(b)n,i‖ = Op(Q−1+1/(2δ
∗)M−1/2 + Q−1) = op(n−1/2). (4.11)
Note that Bn,−i = QQ−1 (Bn − Bn,i). From Eqs. (4.1), (4.7) and (4.10), we have
max
1≤i≤Q
‖Bn − Bn,−i‖ = Op(Q−1+1/(2δ∗)M−1/2 + Q−1) = op(n−1/2). (4.12)
We can also show that
Q−
i=1
‖An,i‖ = Op(M−1/2),
Q−
i=1
‖Bn,i‖ = Op(M−1/2) (4.13)
and for every q2 by q2 matrixΣ
Q−
i=1
A(b)n,iΣBn,i =
Q−
i=1
(A(b)n,i − E(A(b)n,i ))ΣBn,i + Q−1E

∂
∂βT
Ga(X1; γ0, β0)

ΣBn = Op((MQ )−1). (4.14)
In the following proofs, any terms op(an) (orOp(an)), if dependent on i, should be interpreted as terms that are dominated
uniformly by some term op(an) (or Op(an)) free of i. If terms op(an) (or Op(an)) appear as remainders of vectors or matrices,
they are supposed to apply to all components of the vectors or matrices.
Proof of Proposition 1. Part (i). By Theorem 1 of [19] we have
E
 1QM
Q−
i=1
M−
j=1
{gl(X(i−1)L+j, γ , β)− Egl(X1, γ , β)}
 ≤ 1QM
Q−
i=1
E
 M−
j=1
{gl(X(i−1)L+j, γ , β)− Egl(X1, γ , β)}

≤ 1
M
E
 M−
j=1
{gl(Xj, γ , β)− Egl(X1, γ , β)}

≤ 1
M
E  M−
j=1
{gl(Xj, γ , β)− Egl(X1, γ , β)}

2
1/2
= O(M−1/2)
for l = s− q2 + 1, . . . , s, i.e.,
1
QM
Q−
i=1
M−
j=1
gl(X(i−1)L+j, γ , β)
p→ Egl(X1, γ , β)
for each γ ∈ Ωγ0 , β ∈ Ωβ0 and l = s− q2 + 1, . . . , s.
Like the proof of (4.9), we can show that
1
M(Q − 1) max1≤i≤Q
 M−
j=1
gl(X(i−1)L+j, γ , β)
 = op(1)
for each γ ∈ Ωγ0 , β ∈ Ωβ0 and l = s− q2 + 1, . . . , s. By writing
1
M(Q − 1)
Q−
i=1,i≠k
M−
j=1
Gb(X(i−1)L+j, γ , β)
= 1
M(Q − 1)
Q−
i=1
M−
j=1
Gb(X(i−1)L+j, γ , β)− 1M(Q − 1)
M−
j=1
Gb(X(k−1)L+j, γ , β)
for k = 1, . . . ,Q , we have
1
M(Q − 1)
Q−
i=1,i≠k
M−
j=1
Gb(X(i−1)L+j, γ , β)
p→ EGb(X1, γ , β)
uniformly in k = 1, . . . ,Q for each γ ∈ Ωγ0 and β ∈ Ωβ0 . Hence, Part (i) follows from Theorem B in Section 7.2.1 of [17].
R. Zhang et al. / Journal of Multivariate Analysis 104 (2012) 56–72 65
Part (ii). Let O ⊂ Rm be an open set and f : O → Rd continuously differentiable. If x = (x1, . . . , xm)T ∈ O and
h = (h1, . . . , hm)T ∈ Rm are vectors such that the whole line segment x + th, 0 ≤ t ≤ 1 remains in O, then it can be
verified that
f (x+ h)− f (x) =
∫ 1
0
∂ f (x+ th)
∂xT
dt

h, (4.15)
where the integral of the Jacobian matrix is to be understood componentwise. Furthermore, if all the components of ∂ f (x)
∂xT
are continuously differentiable, we can repeatedly apply formula (4.15) to all the row vectors ∂ fi(x)
∂xT
of the matrix ∂ f (x)
∂xT
and
get the following equations
∂ fi(x+ th)
∂xT
− ∂ fi(x)
∂xT
= hT
∫ 1
0
∂2fi(x+ sth)
∂x∂xT
tds

for i = 1, . . . ,m, which together with (4.15) yield
f (x+ h)− f (x) = ∂ f (x)
∂xT
h+ (D1(f , x, h), . . . ,Dd(f , x, h))T , (4.16)
where
Dr(f , x, h) = hT
∫ 1
0
∫ 1
0
t
∂2fr(x+ sth)
∂x∂xT
dsdt

h, r = 1, . . . , d.
By combining (2.8) and (4.16) withm = d = q2, we have
0 = 1
QM
Q−
i=1
M−
j=1
Gb(X(i−1)L+j, γ0,β(γ0))
= 1
QM
Q−
i=1
M−
j=1
Gb(X(i−1)L+j, γ0, β0)+ 1QM
Q−
i=1
M−
j=1
∂Gb(X(i−1)L+j, γ0, β0)
∂βT
(β(γ0)− β0)
+ (D1(f , β0,β(γ0)− β0), . . . ,Dq2(f , β0,β(γ0)− β0))T
with f (β) = 1QM
∑Q
i=1
∑M
j=1 Gb(X(i−1)L+j, γ0, β). From the given conditions, the rth component of the last vector is
dominated by
C
QM
Q−
i=1
M−
j=1
sup
‖β−β0‖≤‖β(γ0)−β0‖
∂2gs−q2+r(X(i−1)L+j, γ0, β0)∂β∂βT
× ‖β(γ0)− β0‖2
≤ C
QM
Q−
i=1
M−
j=1
H(X(i−1)L+j)‖β(γ0)− β0‖2
= CVn‖β(γ0)− β0‖2
if ‖β(γ0) − β0‖ ≤ δ1 for some δ1 small enough, where C denotes a generic positive constant which may differ in each
appearance. Therefore, we have that with probability tending to one,
(B(b)n + Op(Vn)‖β(γ0)− β0‖)(β(γ0)− β0) = −Bn. (4.17)
Then (2.12) follows from (4.17), (4.1) and (4.7). Eq. (2.13) can be proved in a similar way.
To show (2.14), we observe from (4.12), (2.12) and (2.13) that
max
1≤i≤Q
‖β(γ0)−β(γ0,−i)‖ = op(n−1/2), max
1≤i≤Q
‖β(γ0,−i)− β0‖ = Op(n−1/2). (4.18)
By using (4.16) withm = d = q2, we have for each 1 ≤ i ≤ Q
1
QM
Q−
k=1
M−
j=1
Gb(X(k−1)L+j, γ0,β(γ0,−i))− 1QM
Q−
k=1
M−
j=1
Gb(X(k−1)L+j, γ0,β(γ0))
= Bˆ(b)n (β(γ0,−i)−β(γ0))+ (D1(f ,β(γ0),β(γ0,−i)−β(γ0)), . . . ,Dq2(f ,β(γ0),β(γ0,−i)−β(γ0)))T
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with f (β) = 1QM
∑Q
i=1
∑M
j=1 Gb(X(i−1)L+j, γ0, β), and
1
QM
M−
j=1
Gb(X(i−1)L+j, γ0,β(γ0,−i))− 1QM
M−
j=1
Gb(X(i−1)L+j, γ0, β0)
= B(b)n,i (β(γ0,−i)− β0)+ (D1(f(1), β0,β(γ0,−i)− β0), . . . ,Dq2(f(q2), β0,β(γ0,−i)− β0))T
with f(r)(β) = 1QM
∑M
j=1 Gb(X(i−1)L+j, γ0, β). Note that themaximum of the norm of the second term over i on the right-hand
side is dominated by C max1≤i≤Q Vn,i‖β(γ0,−i)− β0‖2 = op(n−3/2). In view of Eqs. (2.8) and (2.10), we have uniformly for
1 ≤ i ≤ QUn(β(γ0,−i)−β(γ0))− Bn,i = −(D1(f ,β(γ0),β(γ0,−i)−β(γ0)), . . . ,Dq2(f ,β(γ0),β(γ0,−i)−β(γ0)))T
+ B(b)n,i (β(γ0,−i)− β0)+ op(n−3/2). (4.19)
Note that B(b)n −B(b)n = Op(n−1/2). The norm of the first term in the right-hand side of (4.19) is dominated by CVn
‖β(γ0,−i) − β(γ0)‖2 = op(n−1) from (4.18), and the second term is also of order op(n−1). Thus, we have the following
estimate
max
1≤i≤Q
‖β(γ0,−i)−β(γ0)−Σ−11 Bn,i‖ = op(n−1). (4.20)
Next we need to use (4.20) and Eqs. (4.10) and (4.9) to estimate the first term in the right-hand side of (4.19) and complete
the proof of (2.14). Put f = (f1, . . . , fq2)T . Then it follows from the mean-value theorem that∂2fr(β(γ0)+ st(β(γ0,−i)−β(γ0)))∂β∂βT − ∂2fr(β0)∂β∂βT
 ≤ CVn(‖β(γ0,−i)−β(γ0)‖ + ‖β(γ0,−i)− β0‖)
for 1 ≤ r ≤ q2 with a probability tending to one. By (4.20), (4.5) and (4.18), we have
Dr(f ,β(γ0),β(γ0,−i)−β(γ0))
= 1
2QM
(β(γ0,−i)−β(γ0))T Q−
k=1
M−
j=1
∂2gs−q2+r(X(k−1)L+j, γ0, β0)
∂β∂βT
(β(γ0,−i)−β(γ0))
= 1
2
BTn,i(Σ
−1
1 )
TΓrΣ
−1
1 Bn,i + op(n−3/2).
Using (4.11) and (2.13), we obtain that
B(b)n,i (β(γ0,−i)− β0) = B(b)n,iΣ−11 Bn,−i + op(n−3/2).
Hence, (2.14) follows from (4.19).
Part (iii). It follows from condition (A3) and (4.9) that
max
1≤i≤Q
1
MQ
 M−
j=1
∂
∂γ T
Gb(X(i−1)L+j, γ0,β(γ0,−i))
 ≤ C max1≤i≤Q Vn,i = op(n−1/2).
By (4.15) and (4.18), we have
1
MQ
Q−
k=1
M−
j=1
∂
∂γ T
Gb(X(k−1)L+j, γ0,β(γ0,−i))− 1MQ
Q−
k=1
M−
j=1
∂
∂γ T
Gb(X(k−1)L+j, γ0, β0) = Op(n−1/2).
Therefore, it follows from (4.1) that
max
1≤i≤Q
 1MQ
Q−
k=1,k≠i
M−
j=1
∂
∂γ T
Gb(X(k−1)L+j, γ0,β(γ0,−i))−Σ2
 = Op(n−1/2).
Similarly, we can show that
max
1≤i≤Q
 1MQ
Q−
k=1,k≠i
M−
j=1
∂
∂βT
Gb(X(k−1)L+j, γ0,β(γ0,−i))−Σ1
 = Op(n−1/2).
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By differentiating Eq. (2.10) with respect to γ we have
0 = 1
MQ
Q−
k=1,k≠i
M−
j=1
∂
∂γ T
Gb(X(k−1)L+j, γ0,β(γ0,−i))+ 1MQ
Q−
k=1,k≠i
M−
j=1
∂
∂βT
Gb(X(k−1)L+j, γ0,β(γ0,−i)) ∂β(γ0,−i)
∂γ T
= Σ2 + Op(n−1/2)+ (Σ1 + Op(n−1/2)) ∂
β(γ0,−i)
∂γ T
,
which implies the first equation in (2.15). The second equation in (2.15) can be shown in a similar manner.
Using (4.16), (4.18), (4.20), and conditions (A3) and (A5), we can show that
1
MQ
Q−
k=1
M−
j=1

∂gs−q2+r(X(k−1)L+j, γ0,β(γ0))
∂γ
− ∂gs−q2+r(X(k−1)L+j, γ0,β(γ0,−i))
∂γ

= 1
MQ
Q−
k=1
M−
j=1
∂2gs−q2+r(X(k−1)L+j, γ0,β(γ0))
∂γ ∂βT
(β(γ0)−β(γ0,−i))+ op(n−1)
= 1
MQ
Q−
k=1
M−
j=1
∂2gs−q2+r(X(k−1)L+j, γ0, β0)
∂γ ∂βT
(β(γ0)−β(γ0,−i))+ op(n−1)
= −E

∂2gs−q2+r(X1, γ0, β0)
∂γ ∂βT

Σ−11 Bn,i + op(n−1)
and
1
MQ
Q−
k=1
M−
j=1

∂gs−q2+r(X(k−1)L+j, γ0,β(γ0))
∂β
− ∂gs−q2+r(X(k−1)L+j, γ0,β(γ0,−i))
∂β

= −E

∂2gs−q2+r(X1, γ0, β0)
∂β∂βT

Σ−11 Bn,i + op(n−1)
uniformly in i ∈ {1, . . . ,Q } for r = 1, . . . , q2.
Differentiating (2.8) and (2.10) with respect to γ and combining them, we have
0 = 1
MQ
Q−
k=1
M−
j=1
∂gs−q2+r(X(k−1)L+j, γ0,β(γ0))
∂γ T
− 1
MQ
Q−
k=1,k≠i
M−
j=1
∂gs−q2+r(X(k−1)L+j, γ0,β(γ0,−i))
∂γ T
+ 1
MQ
Q−
k=1
M−
j=1
∂gs−q2+r(X(k−1)L+j, γ0,β(γ0))
∂βT
∂β(γ0)
∂γ T
− 1
MQ
Q−
k=1,k≠i
M−
j=1
∂gs−q2+r(X(k−1)L+j, γ0,β(γ0,−i))
∂βT
∂β(γ0,−i)
∂γ T
= 1
MQ
Q−
k=1
M−
j=1

∂gs−q2+r(X(k−1)L+j, γ0,β(γ0))
∂γ T
− ∂gs−q2+r(X(k−1)L+j, γ0,β(γ0,−i))
∂γ T

+ 1
MQ
M−
j=1
∂gs−q2+r(X(i−1)L+j, γ0,β(γ0,−i))
∂γ T
+ 1
MQ
Q−
k=1
M−
j=1

∂gs−q2+r(X(k−1)L+j, γ0,β(γ0))
∂βT
− ∂gs−q2+r(X(k−1)L+j, γ0,β(γ0,−i))
∂βT

∂β(γ0)
∂γ T
+ 1
MQ
Q−
k=1
M−
j=1
∂gs−q2+r(X(k−1)L+j, γ0,β(γ0,−i))
∂βT

∂β(γ0)
∂γ T
− ∂β(γ0,−i)
∂γ T

+ 1
MQ
M−
j=1
∂gs−q2+r(X(i−1)L+j, γ0,β(γ0,−i))
∂βT
∂β(γ0,−i)
∂γ T
= −

E

∂2gs−q2+r(X1, γ0, β0)
∂γ ∂βT

Σ−11 Bn,i
T
+ 1
MQ
M−
j=1
∂gs−q2+r(X(i−1)L+j, γ0, β0)
∂γ T
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+ BTn,i(Σ−11 )TE

∂2gs−q2+r(X1, γ0, β0)
∂β∂βT

Σ−11 Σ2
+

E

∂gs−q2+r(X1, γ0, β0)
∂βT

+ op(1)

∂β(γ0)
∂γ T
− ∂β(γ0,−i)
∂γ T

+ op(n−1)
= −(ηn,r(i))T +

E

∂gs−q2+r(X1, γ0, β0)
∂βT

+ op(1)

∂β(γ0)
∂γ T
− ∂β(γ0,−i)
∂γ T

+ op(n−1)
for 1 ≤ r ≤ q2, that is,
(Σ1 + op(1))

∂β(γ0)
∂γ T
− ∂β(γ0,−i)
∂γ T

= ηn(i)+ op(n−1),
which implies (2.16). 
Proof of Proposition 2. By Part (i) of Proposition 1, (A1)–(A4), and (4.16), we have that
0 = 1
MQ
Q−
k=1,k≠i
M−
j=1
Gb(X(i−1)L+j, γ , βˆ(γ ,−i))
= 1
MQ
Q−
k=1,k≠i
M−
j=1
Gb(X(k−1)L+j, γ , β0)
+

1
MQ
Q−
k=1
M−
j=1
∂Gb(X(k−1)L+j, γ0, β0)
∂βT
+ Op(n−p)+ op(n−1/2)

(β(γ ,−i)− β0)
+Op(‖β(γ ,−i)− β0‖2) (4.21)
holds uniformly for ‖γ − γ0‖ ≤ n−p. Write
1
MQ
Q−
k=1,k≠i
M−
j=1
Gb(X(k−1)L+j, γ , β0) = 1MQ
Q−
k=1,k≠i
M−
j=1
{Gb(X(k−1)L+j, γ , β0)− Gb(X(k−1)L+j, γ0, β0)}
+ 1
MQ
Q−
k=1,k≠i
M−
j=1
Gb(X(k−1)L+j, γ0, β0),
we can show that
1
MQ
Q−
k=1,k≠i
M−
j=1
Gb(X(k−1)L+j, γ , β0) = Op(n−p)
holds uniformly for ‖γ − γ0‖ ≤ n−p and i = 1, . . . ,Q . Hence it follows from (4.21) that
max
1≤i≤Q
‖βˆ(γ ,−i)− β0‖ = Op(n−p) (4.22)
holds uniformly for ‖γ − γ0‖ ≤ n−p. Using (4.21) and (4.22), we can further show that
max
1≤i≤Q
βˆ(γ ,−i)− β0 −Σ−11 1MQ −k≠i
M−
j=1
Gb(X(k−1)L+j, γ , β0)
 = Op(n−2p) (4.23)
holds uniformly for ‖γ − γ0‖ ≤ n−p. Similarly,βˆ(γ )− β0 −Σ−11 1MQ
Q−
k=1
M−
j=1
Gb(X(k−1)L+j, γ , β0)
 = Op(n−2p) (4.24)
holds uniformly for ‖γ − γ0‖ ≤ n−p. Therefore, (4.23), (4.24) and (4.9) imply that
max
1≤i≤Q
‖βˆ(γ ,−i)− βˆ(γ )‖ = Op(n−2p + Q−1 + Q−1+1/(2δ∗)M−1/2) (4.25)
holds uniformly for ‖γ − γ0‖ ≤ n−p.
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Put II1(i, l) = 1M
∑Q
k=1
∑M
j=1{gl(X(k−1)L+j, γ , βˆ(γ )) − gl(X(k−1)L+j, γ , βˆ(γ ,−i))}, l = 1, 2, . . . , s − q2. It follows from
(4.15), (A3) and (4.25) that
max
1≤i≤Q
|II1(i, l)| ≤ CQVn max
1≤i≤Q
‖βˆ(γ ,−i)−β(γ )‖
= Op(1+ Q 1/(2δ∗)M−1/2 + Qn−2p)
holds uniformly for ‖γ − γ0‖ ≤ n−p. Thus,
max
1≤i≤Q
|Yi,l(γ )| ≤ max
1≤i≤Q

|II1(i, l)| + 1M
 M−
i=1
gl(X(i−1)L+j, γ , β(γ ,−i))


= Op(1+ Q 1/(2δ∗)M−1/2 + Qn−2p) (4.26)
holds uniformly for ‖γ − γ0‖ ≤ n−p and l = 1, 2, . . . , s− q2.
Using similar arguments in proofs of Lemmas 1 and 2 below, we can show that
M
Q
Q−
i=1
Yi(γ ) = Op(Mn−p)
M
Q
Q−
i=1
Yi(γ )Y Ti (γ ) = Op(1)
(4.27)
hold uniformly for ‖γ − γ0‖ ≤ n−p. It follows from (4.26) and the conditions on p that
Mn−p max
1≤i≤Q
‖Yi(γ )‖ = op(1) (4.28)
uniformly for ‖γ − γ0‖ ≤ n−p.
Using (4.27), (4.28) and the similar arguments of [13], we have that λ = Op(Mn−p) and
λ =

1
Q
Q−
i=1
Yi(γ )Y Ti (γ )
−1 
1
Q
Q−
i=1
Yi(γ )

+ Op(Mn−p)
holds uniformly in ‖γ − γ0‖ ≤ n−p. The rest is the same as the proof of Lemma 1 of [16]. 
Lemma 1. Under the conditions of Theorem 1,
√
n
Q
Q−
i=1
Yi(γ0)
d→ W = Za − E

∂
∂βT
Ga(X1, γ0, β0)

Σ−11 Zb.
Proof. Note that
MYi(γ0) =
Q−
k=1
M−
j=1
Ga(X(k−1)L+j, γ0,β(γ0))− Ga(X(k−1)L+j, γ0,β(γ0,−i))+ M−
j=1
Ga(X(i−1)L+j, γ0,β(γ0,−i))
=: I1(i)+ I2(i). (4.29)
It is easy to show that
max
1≤i≤Q
|τn(i)| = op(n1/2),
Q−
i=1
τn(i) = op(n−1/2), (4.30)
Q−
i=1
|τn(i)| = Op(M−1/2), MQ
Q−
i=1
τn(i)τn(i)T
p→ S2, (4.31)
where τn(i) is defined in Proposition 1.
It follows from Eq. (4.16) and Proposition 1 that
I1(i) = MQA(b)n (β(γ0)−β(γ0,−i))+ Op(MQVn)|β(γ0)−β(γ0,−i)|2
= −MQA(b)n (B(b)n )−1τn(i)+ Op(MQ )|τn(i)|2 + op(MQn−3/2),
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and thus we get by using (4.30) and (4.31) that
√
n
MQ
Q−
i=1
I1(i) = −A(b)n (B(b)n )−1
√
n
Q−
i=1
τn(i)

+ op(1) = op(1).
Using (4.15), (2.13) and (4.12), we have
I2(i) = MQAn,i +MQA(b)n,i (β(γ0,−i)− β0)+ op(n−3/2)
= MQAn,i −MQA(b)n,iΣ−11 Bn,−i + op(MQn−3/2)
= MQAn,i − MQ
2
Q − 1A
(b)
n,iΣ
−1
1 Bn +
MQ 2
Q − 1A
(b)
n,iΣ
−1
1 Bn,i + op(MQn−3/2).
By (4.14) and (4.2), we have
√
n
MQ
Q−
i=1
I2(i) =
√
nAn − QQ − 1A
(b)
n Σ
−1
1 (
√
nBn)+ op(1)
= √nAn − E

∂
∂β
Ga(X1, γ0, β0)

Σ−11 (
√
nBn)+ op(1)
d→ W .
Hence the lemma follows from (4.29). This completes the proof. 
Lemma 2. Under the condition of Theorem 1, we have
M
Q
Q−
i=1
Yi(γ0)Yi(γ0)T
p→ E(WW T ),
where {W } is defined in Lemma 1.
Proof. Let I1(i) and I2(i) be defined as in (4.29). Then
M
Q
Q−
i=1
Yi(γ0)Yi(γ0)T = 1MQ
Q−
i=1
{I1(i)I1(i)T + I1(i)I2(i)T + I2(i)I1(i)T + I2(i)I2(i)T }
= ∆n,1 +∆n,2 +∆n,3 +∆n,4. (4.32)
From proof of Lemma 1, we have
I1(i) = −MQA(b)n (B(b)n )−1τn(i)+ Op(MQ )|τn(i)|2 + op(MQn−3/2).
Therefore, it follows from (4.31) that
∆n,1 = A(b)n (B(b)n )−1

MQ
Q−
i=1
τn(i)τn(i)T

((B(b)n )−1)T (A(b)n )T + op(1)
p→ E

∂Ga(X1, γ0, β0)
∂βT

Σ−11 S2(Σ
−1
1 )
TE

∂Ga(X1, γ0, β0)
∂βT
T
= E

∂Ga(X1, γ0, β0)
∂βT

Σ−11 E(ZbZ
T
b )(Σ
−1
1 )
TE

∂Ga(X1, γ0, β0)
∂βT
T
.
Since
I2(i) = MQAn,i − MQ
2
Q − 1A
(b)
n,iΣ
−1
1 Bn +
MQ 2
Q − 1A
(b)
n,iΣ
−1
1 Bn,i + op(MQn−3/2),
we can verify that
∆n,4 = MQ
Q−
i=1
An,iATn,i + op(1) p→ E(ZaZTa ),
∆n,2
p→ E

∂Ga(X1, γ0, β0)
∂βT

Σ−11 E(ZbZ
T
a )
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and
∆n,3 = ∆Tn,2 p→ E(ZaZTb )(Σ−11 )TE

∂Ga(X1, γ0, β0)
∂βT
T
.
Thus the lemma follows from (4.32). 
Proof of Theorem 1. Similar to the proof of (4.26), we can show that
max
1≤i≤Q
‖Yi(γ0)‖ = Op(1+ Q 1/(2δ)M−1/2 + Qn−1) = Op(1+ Q 1/(2δ)M−1/2) = op(n1/2M−1). (4.33)
Note that
1
MQ
Q−
i=1
∂
∂γ T
Yi(γ0) = 1MQ
Q−
i=1
Q−
k=1
M−
j=1
∂Ga(X(k−1)L+j, γ0,β(γ0))
∂γ T
− 1
MQ
Q−
i=1
Q−
k=1,k≠i
M−
j=1
∂Ga(X(k−1)L+j, γ0,β(γ0,−i))
∂γ T
+ 1
MQ
Q−
i=1
Q−
k=1
M−
j=1
∂Ga(X(k−1)L+j, γ0,β(γ0))
∂βT
∂β(γ0)
∂γ T
− 1
MQ
Q−
i=1
Q−
k=1,k≠i
M−
j=1
∂Ga(X(k−1)L+j, γ0,β(γ0,−i))
∂βT
∂β(γ0,−i)
∂γ T
= 1
MQ
Q−
i=1
Q−
k=1
M−
j=1

∂Ga(X(k−1)L+j, γ0,β(γ0))
∂γ T
− ∂Ga(X(k−1)L+j, γ0,β(γ0,−i))
∂γ T

+ 1
MQ
Q−
i=1
M−
j=1
∂Ga(X(i−1)L+j, γ0,β(γ0,−i))
∂γ T
+ 1
MQ
Q−
i=1
Q−
k=1
M−
j=1

∂Ga(X(k−1)L+j, γ0,β(γ0))
∂βT
− ∂Ga(X(k−1)L+j, γ0,β(γ0,−i))
∂βT

∂β(γ0)
∂γ T
+ 1
MQ
Q−
i=1
Q−
k=1
M−
j=1
∂Ga(X(k−1)L+j, γ0,β(γ0,−i))
∂βT

∂β(γ0)
∂γ T
− ∂β(γ0,−i)
∂γ T

+ 1
MQ
Q−
i=1
M−
j=1
∂Ga(X(i−1)L+j, γ0,β(γ0,−i))
∂βT
∂β(γ0,−i)
∂γ T
.
For each 1 ≤ r ≤ s− q2, by using (4.16), (4.30) and Proposition 1, the transpose of the rth row vector of the first sum is
1
MQ
Q−
i=1
Q−
k=1
M−
j=1

∂gr(X(k−1)L+j, γ0,β(γ0))
∂γ
− ∂gr(X(k−1)L+j, γ0,β(γ0,−i))
∂γ

= 1
MQ
Q−
i=1
Q−
k=1
M−
j=1
∂2gr(X(k−1)L+j, γ0,β(γ0))
∂γ ∂βT
(β(γ0)−β(γ0,−i))+ Op(1) Q−
i=1
|β(γ0)−β(γ0,−i)|2
= 1
MQ
Q−
k=1
M−
j=1
∂2gr(X(k−1)L+j, γ0,β(γ0))
∂γ ∂βT
(B(b)n )−1 Q−
i=1
τn(i)+ op(1)
= op(1).
Therefore, the first sum is op(1). Similarly, we can show that both the third and the fourth sums are op(1). Hence we get
1
MQ
Q−
i=1
∂
∂γ T
Yi(γ0) = 1MQ
Q−
i=1
M−
j=1
∂Ga(X(i−1)L+j, γ0,β(γ0,−i))
∂γ T
+ 1
MQ
Q−
i=1
M−
j=1
∂Ga(X(i−1)L+j, γ0,β(γ0,−i))
∂βT
∂β(γ0,−i)
∂γ T
+ op(1)
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p→ E

∂Ga(X1, γ0, β0)
∂γ T

− ∂Ga(X1, γ0, β0)
∂βT
Σ−11 Σ2
= Σ3.
Then the rest is the same as the proof of Theorem 2 of [16]. 
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