An important task in the big data era is building statistical models efficiently under constrained resources, computational or otherwise. Suppose we are using a generalized linear model (GLM) to predict a scalar outcome Y given a covariate vector X. We consider two related problems and propose a methodology suitable for both. In the first problem, every data point has both Y and X known, but the size of the dataset is so large that we wish to use only a subset of the data to limit computational costs. In the second problem, sometimes call "measurement constraints,"
Introduction
We are in the big data era because many types of measurements can be made automatically, rapidly, and cheaply, but not all measurements are like that. Datasets can occur where only a small portion of the data points have known a outcome, Y , but the covariates, X, are available for all data points. We will call this type of dataset "many X, few Y ."
Datasets of this type can happen when the outcome is more expensive or time-consuming to collect than covariates. For example, in the statistical analysis of electronic medical records (EMR), the covariates (also called features) are clinical measurements that can be automatically extracted from a database, but collecting the outcome (also called a response) may require review by a physician (Cheng et al. 2018) . Thus, the outcomes are only available for a small subset of the whole data pool. Apart from EMR analysis, we present two more motivating examples in the following. For more real-world examples, we refer readers to semi-supervised learning literature (e.g., Zhu 2005; Chapelle et al. 2010; Chakrabortty et al. 2018 ).
Example 1. (Critical Temperature of Superconductors)
Critical temperature, which is sensitive to chemical composition, is one of the most important properties of superconducting materials. Since no scientific model to predict critical temperature is available (Hamidieh 2018) , a data-driven prediction model is desirable to guide researchers synthesizing superconducting materials with higher critical temperature. Due to the cost in both money and time for material synthesis, only a small portion of the thousands of potential chemical compounds can be manually tested. So selecting representative compositions to build a statistical model with maximum efficiency is important.
Example 2. (Galaxy Classification) Galaxy classification is an important task in astronomy (Banerji et al. 2010) . Visual classification is time-consuming and expensive and is becoming infeasible because the size of astronomical datasets is growing rapidly as more advanced telescopes enter operation. The size of modern galaxy datasets is often of millions or even billions (Reiman and Göhre 2019) . It is important to select a representative subsample of galaxies which can be classified accurately by humans, so that an effective classification model can be built.
In addition to the problem that Y may be available only on a limited subset of the data, another characteristic of the datasets in these examples is extreme size. Massive datasets bring both the possibility of promising new scientific discoveries and big challenges. A key challenge is that conventional statistical methods can be computationally prohibitive when applied to extremely large datasets. In addition, huge storage requirements and expensive data communication costs for massive dataset raise concerns.
Sampling is a popular approach to super-large datasets. A small portion of the dataset is sampled randomly and used as a surrogate of the entire dataset. Using a downsized dataset achieves huge benefits on the costs for computation, data storage, and communication. However, the benefits come at the cost of lost information, and the challenge is to minimize this loss. Uniform sampling is popular but may perform very poorly in some situations, since structural features of the dataset are not employed in the sampling design. As pointed out by Ma et al. (2015) , one may construct "worst-case" examples to see the failure of uniform sampling approach. Therefore, a data-dependent sampling scheme should be preferred to reduce the loss of information due to sampling.
The many X, few Y setting prevents us from using sampling schemes that rely heavily on responses and a nearly response-independent sampling method is needed. This makes most of existing sampling schemes inappropriate in the many X, few Y situation.
The problem addressed in the paper is fitting a generalized linear model (GLM) efficiently with massive datasets where Y is expensive to measure and known only for a small subsample. We address this problem with an optimal data-dependent sampling scheme that does not require knowledge of Y , except for a small subsample used for a pilot estimate of the coefficient vector β of the GLM. Specfically, the probability that the ith data point is selected depends only on X i and a pilot estimateβ.
As a unified statistical modeling framework, generalized linear models (GLMs) encompass many discrete and continuous statistical models such as linear, logistic, and Poisson regression. In this paper, we will introduce an optimal nearly response-independent sampling scheme for GLMs under measurement constraint (OSUMC).
A large literature provide numerous variants of subsampling algorithms for linear regression models. Drineas et al. (2006) proposed a nonuniform sampling algorithm for the least-squares estimator based on the matrix product approximation. Drineas et al. (2011) proposed both a randomized Hadamard transform and uniform sampling to approximate the ordinary least square (OLS) estimator. Recently, Ma et al. (2015) proposed a combination of leveraged and uniform sampling to reduce the variance of the subsample OLS estimator. These papers fall in a paradigm termed algorithmic leveraging. Algorithmic leveraging is fundamental to developing fast randomized algorithms for large-scale matrix-based problems, and we refer readers to Ma et al. (2015) and Drineas et al. (2012) for more references. The algorithmic leveraging literature deals largely with linear models and few of the papers provide theoretical results from a statistical perspective. Wang et al. (2018) developed an optimal sampling procedure for logistic regression by minimizing the asymptotic mean squared error. Though an optimality criterion is employed similar to that in our method, our results are different from theirs in two ways. First, our results can deal with the many X, few Y setting, while the sampling procedure in Wang et al. (2018) requires complete set of responses. In Wang et al. (2018) , only logistic regression is treated, which is a special case of GLMs we considered. Second, all the theoretical results in Wang et al. (2018) are conditional on both the design X and the response Y . In contrast, we obtained our results by only conditioning on the design X, which is a traditional assumption for theoretical analysis of GLMs. Our unconditional results may be of more theoretical as well as practical interest for statistical inference, e.g., hypothesis testing and confidence intervals.
Ting and Brochu (2018) studied optimality of sampling for asymptotic linear estimators.
Their conclusions will reduce to exactly the same results in Wang et al. (2018) , and hence cannot deal with the many X, few Y setting neither.
One new research area which also deals with the many X, few Y setting is semisupervised learning (SSL). Differing from traditional supervised learning methods which ignore the X-only data, SSL uses the unlabeled X to improve the performance of statistical methods. Mainstream SSL research in the past several decades has focused mainly on algorithmic aspects of classification and prediction (Zhu 2005; Chapelle et al. 2010 ).
Semi-supervised estimation problems, especially from a statistical perspective, are less well studied and only few recent papers focus on this topic (Zhang et al. 2016; Cai and Guo 2018; Chakrabortty et al. 2018) . Chakrabortty et al. (2018) is one of them aimed at estimating parameters in the semi-supervised setting. These authors estimate linear regression coefficients by regressing imputations of unobserved responses on corresponding covariates.
Since Chakrabortty et al. construct imputations of missing responses, a moderate number of labeled data points must be available initially. In contrast, the sampling procedure introduced in this article can automatically provide guidance about which data points should have Y measured. Moreover, Chakrabortty et al. do not consider massive datasets, and the nonparametric construction of the imputations is computationally prohibitive for extremely large datasets.
Another closely related area is optimal experiment design to determine settings of the covariates that yield estimators with optimal properties, such as minimum variance (Khuri et al. 2006 ). The design is determined freely in classical experiment design (Pukelsheim 2006) . In contrast, in this paper the design points must be selected from an existing design pool, the original dataset. Also, the solutions of the traditional optimal design problem are often combinatorial, which are computationally infeasible for even moderate size datasets.
A recent paper by Wang et al. (2017) proposed computationally tractable randomized algorithms for restrictive experiment selection in linear regression models. In Wang et al. (2017) , sampling procedures are developed using the solution of the convex relaxation of the combinatorial optimization problem in traditional optimal design. They further generalize their results to GLMs based on classical asymptotic results for the maximum likelihood estimator (MLE). However, their work is intrinsically different from this paper. First, their theoretical framework is very different. The theoretical arguments in Wang et al. (2017) are non-asymptotic and conditional on the selected experiment. In contrast, the theory in this paper also considers the randomness introduced by experiment selection, and an asymptotic framework is adopted. Independence assumptions for with-replacement sampling are made in Wang et al. (2017) to simplify the theoretical analysis, but they can not be justified in many real situations, for instance, the two motivating examples. Such assumptions are avoided in this paper and martingale techniques are used to deal with the correlation. Second, compared with the method in Wang et al. (2017) , our method offers simple closed forms of the optimal sampling weights and is much easier to implement. Since the procedure in Wang et al. (2017) involves solving a semi-definite programming (SDP) problem, the computational cost can be heavy for large datasets.
The remainder of the paper is organized as follows. In Section 2, we give a brief overview of GLMs. In Section 3, we formulate a general sampling scheme and define our sampling estimator. In Section 4, we derive the asymptotic normality of our sampling estimator and obtain the optimal sampling weights, but these depend on an unknown parameter. Therefore, a two-step algorithm is proposed to approximate the optimal sampling procedure.
Section 5 compares our sampling scheme with several others on both synthetic and real data, with linear and logistic regression models mainly discussed. We summarize the paper in Section 6. Proofs are in the Supplementary Materials.
2 Background and Setup
We begin with background on GLMs. Assume n independent and identically distributed data couples, (X 1 , Y 1 ), . . . , (X n , Y n ) ∼ (X, Y ), where X ∈ R p is a covariate vector and Y ∈ R is the response, and that Y given X satisfies a GLM with the canonical link:
where b(·) is a known function and σ is the dispersion parameter, which is assumed known.
β 0 ∈ R p is the unknown parameter of interest and is in a compact set B ⊆ R p . Without loss of generality, we take c(σ) = 1. The standard estimator of β 0 is the MLÊ
Equivalently, we could solve the score equation to obtain the MLE
Iterative methods such as Newton's method are usually adopted to solve such problems numerically. Hence, if the dataset n is very large, then the computational cost for just one iteration will be huge. Therefore, a sampling approach can be used to reduce the computational cost and make the classical statistical estimation methods feasible.
In addition, we assume a many X, few Y setting where only a small portion of responses are available. As mentioned in the introduction, this setting is common in practice. However, few existing sampling procedures can be applied in this setting since most require knowledge of responses. The main purpose of this paper is to develop a novel sampling procedure tailored for the many X, few Y setting under the GLM framework.
General Sampling Scheme
In this section, we will first present a general sampling scheme for GLMs in Algorithm 1.
Algorithm 1 Outcom-free sampling procedure for GLMs 1. Sample with replacement from original n data points r times with probabilities π =
, where we require that π i only depends on (X 1 , . . . , X n ) and a pilot estimate of β, but not (
, where we let (X * i , Y * i ) denote the data sampled out in the ith step.
2. Define the reweighted score function as
where π * i corresponds to the sampling probability of (
3. Solve the reweighted score equation Ψ * n (β) = 0 to get the estimatorβ n .
In the last step of Algorithm 1, we can apply Newton's method. Since computational time and storage space scale in r, which is much smaller than n, they can be dramatically reduced by Algorithm 1. More concretely, if n = 1, 000, 000 and p = 20, then computational time for the full sample MLE is O(np 2 ) = O(4 × 10 8 ) for just one iteration of Newton's method. In addition, if each data point occupies 1MB of storage space, then the original dataset would occupy around 1TB space. In contrast, for Algorithm 1 with r = 1, 000, the computational time for each iteration is O(4 × 10 5 ) and the storage space is less than 1 GB, which substantially lower the computational and storage cost.
As mentioned, in the many X, few Y situations, extra response measurements usually require expensive and time-consuming manual work, so that collecting responses for all the samples can be prohibitive. Different from existing sampling procedures which depend on full responses (Ting and Brochu 2018; Wang et al. 2018) , the proposed outcome-free sampling procedure is tailored for this setting, as the sampling weight π i only depends on (X 1 , . . . , X n ) but not (Y 1 , . . . , Y n ) which may not be completely observable in the many X few Y setting. Once the subsample of size r is selected, one measures only those r responses.
The subsample produced by our sampling scheme provides a random experimental design, where the more informative design points have higher sampling probabilities.
The performance of the proposed Algorithm 1 depends crucially on the choice of the sampling weight π i and the subsample size r. The efficiency of estimatorβ n increases as the subsample size r grows, but this leads to larger computational, data collection, and storage costs. Once r is fixed, the choice of π i should balancs statistical efficiency with computational convenience.
Optimal Sampling Procedure and Asymptotic Theory
In this section, we assume the classical asymptotic setting in which n → ∞ and p is fixed.
We first show the asymptotic normality of the estimator from the random subsample, and then find the sampling distribution minimizing the asymptotic mean squared error.
Notation
The jth entry of the covariate vector X i is denoted by x ij . For X ∈ R p , ||X|| is the Euclidean norm of X. We also define tuple notations: 
Consistency ofβ n
To show the consistency ofβ n , we will need the following lemma.
We now provide the following theorem which shows statistical consistency ofβ n .
Theorem 1 (Consistency ofβ n ). Under the conditions of Lemma 1 and following condi-
inf
any sequence of estimatorsβ n satisfying Φ * n (β n ) p −→ 0 converges in probability to β 0 .
Asymptotic Normality ofβ n
In this section, we establish the asymptotic normality ofβ n . We start with some auxiliary lemmas.
exists and is non-singular. Assume for
Then, we haveΨ *
The consistency of the derivative of the score function enables an asymptotic linear representation of the sampling estimator.
Lemma 3 (Asymptotic Linearity). Assume the conditions in Lemma 2 hold and also the following conditions:
is three-times continuously differentiable for every x within its domain.
2. Every second-order partial derivative of ψ β (x) w.r.t β is dominated by an integrable functionψ(x) independent of β in a neighborhood of β 0 .
If Ψ * n (β n ) = 0 for all large n and ifβ n is consistent for β 0 , then
Lemma 3 is similar to asymptotic linearity for M-estimators, e.g., Theorem 5.41 in Van der Vaart (2000) and is important for the establishment of asymptotic normality.
We will use the multivariate martingale central limit theorem, Lemma 5 proved in the supplementary materials, to show the asymptotic normality of our estimator. First, we introduce the martingales. To do that, we introduce some notation. We define
We now define a filtration {F n,i } r(n) i=1 in a natural way adaptive to our sampling procedure:
· · · , where σ( * i ) is the σ-algebra generated by ith sampling step, which can be interpreted as the smallest σ-algebra that contains all the information in ith step. In the following, we always assume subsample size r is increasing with n.
is a martingale difference sequence relative to the filtration
.
Now we are able to state a main theorem of the paper.
Theorem 2 (Asymptotic normality ofβ n ). Under the conditions in Lemma 3 and the following conditions
we have
Optimal Sampling Weights under Measurement Constraints
In this section, we will derive the optimal sampling distribution for our general sampling procedure under the many X, few Y setting.
can be well approximated by N {0, Φ −1 V (T )Φ −1 }. If β 0 is univariate, we can optimize the sampling probability by minimizing the asymptotic variance Φ −1 V (T )Φ −1 . For multidimensional β 0 , we will appeal to some criterion from optimal design of experiments (Kiefer 1959 ) and derive the corresponding optimal sampling probability. This approach has been considered in Wang et al. (2018) , but our unconditional asymptotic analysis yields different optimal sampling weights which will be suitable for measurement-constrained situations.
To be specific, we adopt the A-optimality criterion in experiment design (Kiefer 1959) which aims to minimize the trace of the covariance matrix. In our asymptotic setting, minimization of the trace of
, is equivalent to minimization of the asymptotic mean squared error. The following theorem specifies Aoptimal sampling probability.
Theorem 3. If the sampling probability is set to be
then tr(V ) will attain its minimum.
From Theorem 3, the optimal weights cannot be calculated directly in practice since they depend on population level quantities Φ −1 and β 0 . Therefore, to implement the sampling procedure, we need to estimate Φ and β 0 by some pilot estimators. The detail is shown in Algorithm 2.
1. Uniformly sample r 0 ( r) data points with index i 1 , . . . , i r 0 and collect those points:
j=1 from data pool. Calculateβ n , pilot estimator of β 0 , and
, the pilot estimator of Φ, based on the r 0 data points.
2. Calculate the approximate optimal sampling weight for each data point: • (Computational complexity) Recall that we use Newton's method to compute the root of score equations in previous algorithms. The conventional Newton's method to solve for the MLE of a GLM with size n × p requires O(ζnp 2 ) computational time, where ζ is the number of iterations needed for the algorithm to converge. For the two-step algorithm above, in the first step, it requires O(ζ 1 r 0 p 2 ) computation time where ζ 1 is the number of iterations taken to computeβ n . In the second step, O(np 2 + ζ 2 rp 2 ) computation time is required. Hence, the two-step algorithm needs
In the case where n is extremely large such that p, r 0 , r, ζ 1 and ζ 2 are all much smaller than n, the computation complexity of the algorithm is O(np 2 ).
5 Numerical Examples
Simulation Results
In this section, we evaluate the performance of the optimal two-step algorithm on synthetic datasets. We will mainly show the numerical results for logistics and linear regression.
Logistic Regression
We generate datasets of size n = 100, 000 from the following logistic regression model,
where β 0 is a 20 dimensional vector with all entries 1. We consider four different scenarios to generate X as in Wang et al. (2018) .
• mzNormal. X follows the multivariate normal distribution N (0, Σ) with Σ ij = 0.5 I(i =j) . In this case, we have a balanced dataset, i.e. the number of 1's and the number of 0's in the responses are almost equal.
• nzNormal. X follows the multivariate normal distribution N (0.5, Σ). In this case,
we have an imbalanced dataset where about 75% of the responses are 1's.
• unNormal. X follows the multivariate normal distribution with mean zero but different variances. To be more specific, X follows the multivariate normal distribution N (0, Σ 1 ) with Σ 1 = U 1 ΣU 1 , where U 1 = diag(1, 1/2, . . . , 1/20).
• mixNormal X ∼ 0.5N (0.5, Σ) + 0.5N (−0.5, Σ).
In each case, we compare our optimal sampling procedure (OSUMC) with mMSE method in Wang et al. (2018) (OSMAC), uniform sampling (Unif), and the benchmark full data MLE under different subsample sizes. In our procedure, r 0 , the subsample size in the first step uniform sampling, equals 500. For uniform sampling, we directly subsample r points and calculate the subsample MLE.
We repeat the simulation S = 500 times, and calculate the empirical MSE as S
n is the estimate from the sth repetition. The comparisons of empirical MSE is presented in Figure 1 . Figure 1 : MSE of the proposed optimal sampling procedure (OSUMC), the method in Wang et al. (2018) (OSMAC), the uniform sampling (Unif), and the full sample MLE (MLE) for different subsample size r under four scenarios in logistic regression.
From Figure 1 , both OSUMC method and the OSMAC method in Wang et al. (2018) uniformly dominate the uniform sampling method in all four scenarios, which agrees with Theorem 3. In most of the simulation settings (except for unNormal), our sampling procedure performs similarly to the OSMAC in Wang et al. (2018) . This is because both methods adopt the A-optimality criterion in respective framework to derive the sampling weights.
However, we note that OSMAC requires to access the responses of each data point, which
is infeasible under measurement constraints, while our method can be implemented as long as a moderate number of responses are available for the pilot estimators.
We also compare the average computational time for each method under all scenarios and the computational time plot can be found in Section A4.1 in the supplementary materials. Our simulation reveals that the computation time is not very sensitive to the subsample size for all the four methods. In most cases, OSUMC and OSMAC perform similarly and require significantly less computational time compared with full-sample MLE.
To see whether the asymptotic normality in our theory holds under the previous four different design generation settings, we plot the chi-square Q-Q plot of the resultant estimatorβ n for each considered setting and the results are presented in the supplementary materials, Section A4.2. Q-Q plots in that section reveal that the resultant sampling estimatorβ n is approximately normal with sufficiently large sample size n and subsample size r in the four considered design generation settings.
Linear Regression
We generate datasets of size n = 100, 000 and dimension p = 30 from the following linear We note that in linear regression model, our two-step algorithm is equivalent to the following algorithm 3. Algorithm 3 is similar to the general least squares sampling metaalgorithm in Ma et al. (2015) , which is adopted in Drineas et al. (2006 Drineas et al. ( , 2011 Drineas et al. ( , 2012 .
Algorithm 3 Optimal Sampling for Linear Regression 1. Uniformly sample r 0 ( r) data points:
, the pilot estimator of Φ.
2. Calculate the approximate optimal sampling weight for each data point:
3. Repeat sampling r times according to probability in step 2 and rescale each sampled data point (
4. Calculate the ordinary least squares estimator of the rescaled subsample and output it as the final estimator.
In the simulation study, we consider the following design generation settings from Ma et al. (2015) . Similar settings are also investigated in Wang et al. (2017) .
1. GA. The n × p design matrix X is generated from multivariate normal N (1 p , Σ 2 ) with Σ 2 = U 2 ΣU 2 , where U 2 = diag(5, 5/2, . . . , 5/30).
2. T 3 . Design matrix X is generated from multivariate t-distribution with 3 degrees of freedom and covariance Σ 2 as GA.
3. T 1 . Design matrix X is generated from multivariate t-distribution with 1 degrees of freedom and covariance Σ 2 as GA.
We compare our method (OSUMC) with uniform sampling (Unif), leverage sampling rameter α is set to be 0.9 as in Ma et al. (2015) . Again, we repeat the simulation 500 times and report the empirical MSE and computational time in Figures 2 and A3 , respectively.
For all three design generation settings, our method always results in smaller MSE than the other three methods which again is consistent with our theoretical results. The advantage of our method becomes more obvious when the design generation distribution is more heavy-tailed. It is interesting to see our method outperforms the other methods even in the T 1 design setting where the assumptions imposed in Section 4 are violated.
The performance of both leverage sampling and shrinkage leverage sampling improves with heavier-tailed design generation distributions. This has been well understood in the literature on leverage sampling and outlier diagnosis (Rousseeuw and Van Zomeren 1990; Huber 2004; Rousseeuw and Hubert 2011; Ma et al. 2015) . As expected, the other sampling methods yield smaller MSEs than uniform sampling.
The average computational times of the four methods are reported in Figure A3 in the supplementary materials. Again, the results show the insensitivity of the computational time to increasing subsample sizes. Our method requires the second smallest computing time, being inferior only to the uniform sampling. Both leverage related methods take more than double the computational time of our method due to the intensive computation of leveraging score of each data point.
Again, we generate Q-Q plots of the resultant estimatorβ n for each considered design setting and the results can be found in Section A4.4 in the supplementary materials.
Superconductivty Data Set
In this section, we analyze the superconductivty data set (Hamidieh 2018) , which is available from the Machine Learning Repository at: https://archive.ics.uci.edu/ml/ datasets/Superconductivty+Data#. The purpose of Hamidieh (2018) We compare our sampling method (OSUMC) with the three other sampling methods in the simulation studies for linear models. Besides the estimation accuracy which is the main focus before, prediction performance of the sampling algorithm will also be evaluated in this section. We consider the following performance examination setting. We first randomly select 19,000 data points as the training set and use the rest as the test set for prediction purpose. Then we implement the sampling method on the training dataset and obtain the coefficient estimatorβ. We now measure the estimation and prediction performance using the following criterion. The relative mean squared error: ||β − β 0 || 2 /||β 0 || 2 is used to measure the estimation performance of sampling methods. For prediction performance quantification, we adopt a similar criterion, the prediction relative squared error: ||Xβ − Y || 2 /||Xβ 0 − Y || 2 which is calculated over test dataset. We repeat the process 500 times and the median values of the two criteria above are recorded. Different subsample sizes are considered and the results are presented in Figure 3 . We also report the median running times of the four sampling methods over different subsample sizes in Figure A5 . Figure 3 shows that our method consistently achieves the best performance on both estimation and prediction. In addition, our sampling procedure outperforms both leveragebased methods in computational time. Though SLEV method can achieve similar prediction accuracy as our method, it takes more than twice the computational time. Therefore, the proposed sampling procedure maintains a good balance between statistical efficiency and computational cost.
Conclusion
In this paper, we propose a novel sampling procedure OSUMC under the many X, few Y setting. We show consistency and asymptotic normality of the estimator, and we derive the optimal sampling distribution. For practical applications, a two-step algorithm is proposed to implement the optimal sampling scheme. Additionally, we conduct extensive numerical studies to evaluate the finite sample performance of our method. The results of empirical study provide strong support of our theoretical results and demonstrate that OSUMC obtains a good balance between estimation accuracy and computational cost.
A number of interesting extensions and open areas remain. A sampling scheme with replacement is adopted in the OSUMC algorithm, so repeated data points may appear in the subsample, causing a loss of estimation efficiency. An optimal sampling algorithm using sampling without replacement is an interesting topic worthy of further study. We have restricted ourselves to the GLM framework. One natural attempt is to extend our method to other statistical models, such as quantile regression. Third, it is unclear what would be the optimal sampling algorithm under model misspecification.
Supplementary Materials
Appendices A supplementary PDF file with proofs of all the theoretical results in Section 4 and additional plots for Section 5.
R code Code for the simulations and real data analysis in Section 5.
Dataset The Superconductivity data set used for real data analysis. Observe that
We will use Chebyshev's inequality to show convergence in probability. For the j-th element in the vector (Ψ * n ),
and we denote the j-th coordinate of ζ as ζ j .
By using Chebyshev's inequality, it suffices to show E[(Ψ *
, where
For this expectation
where the first equality is based on the fact that after conditioning on the n data points, the r repeating sampling steps should be independent and distributionally identical in each step. And we use E * to denote expectation with respect to sampling randomness. Hence,
The second equality is due to the assumption.
A1.2 Proof of Theorem 1
We will verify the conditions in Theorem 5.9 in Van der Vaart (2000) and apply the theorem to prove the consistency ofβ n .
First of all, for any β 1 and β 2 in parameter space B,
The first step is due to mean value theorem withβ 1 andβ 2 lying on the segment between β 1 and β 2 .
We now show L n = O p (1). By assumption 1, it suffices to show
This is true because we have
Now we apply Theorem 21.10 in Davidson (1994) to conclude Φ * n (β) − ζ(β) is stochastic equicontinuous. Again, by Theorem 21.9 in Davidson (1994) , Lemma 1 and stochastic equicontinuity imply
This uniform convergence condition together with condition 3 in the theorem yield the desired conclusion by applying Theorem 5.9 in Van der Vaart (2000) .
A2 Proof of Theorem 2
In this section, we will establish the asymptotic normality ofβ n . Let us start will some auxiliary lemmas.
First we note
To show the convergence in probability, we use Chebyshev's inequality. Consider each element in the matrix
By using Chebyshev's inequality, it suffices to show E (Ψ *
For this expectation
where the first equality is based on the fact that after conditioning on the n data points, the r repeating sampling steps should be independent and distributionally identical in each step, and we use E * to denote expectation with respect to sampling randomness. Hence,
A2.2 Proof of Lemma 3
By Taylor's Theorem:
whereβ n is on the line segment between β 0 andβ n .Ψ * n is a k-vector of (k × k) matrices.
We now show that Ψ * n (β n ) = O p (1). By the dominating assumption
The last equality is because of the fact
and uses Markov's inequality.
This implies the conclusion
A2.3 Multivariate martingale CLT
Now, we prove a multivariate extension of the martingale central limit theorem stated in Ohlsson (1989) Theorem A.1, which will be appropriate for our with replacement sampling setting.
Lemma 5 (Multivariate version of martingale CLT). For k = 1, 2, 3, . . . , let {ξ ki ; i = 1, 2, . . . , N k } be a martingale difference sequence in R p relative to the filtration
ξ ki . Assume the following conditions.
= 0 for some sequence of positive definite ma-
e. the largest eigenvalue is uniformly bounded.
3. For some probability distribution L 0 , * denotes convolution and L(·) denotes the law of random variables:
Then we have
Proof :
We use Cramer-Wold device to deduce it from the univariate case. For any a ∈ R p , by
Cramer-Wold device, it suffices to show
The inequality is due to Cauchy-Schwarz inequality.
2.
Here we use φ * (t)to denote the characteristic function. Hence
From above verification, we use Theorem A.1 in Ohlsson (1989) to obtain
And by Cramer-Wold device, this finishes the proof.
A2.4 Proof of Lemma 4
The F n,i -measurability follows from the definition of M i and the definition of the filtration
. And we also have
Combine these two results, we finish the proof.
A2.5 More Auxiliary Results
With Lemma 4, we could easily get the following result.
Proof. Since B n is symmetric, it suffices to show for any n, I − B n is positive definite.
Therefore, I − B n is congruent to matrix V (Q) which is positive definite. Hence I − B n is also positive definite and this finishes the proof.
Lemma 7 (Asymptotic normality of Ψ * n (β 0 )). Assume the following conditions
Then we will have
Proof. We verify the conditions in Lemma 5 with
By Lemma 4 and conditions 1 and 2, we can easily see the first two conditions of Lemma 5 are satisfied. It suffices to show the third condition in Lemma 5 holds. For any
The first equality si due to Lemma 8 in the following. Therefore, we verify the third condition in Lemma 5. And by that lemma we have
Now we state the following lemma that has been used in the proof of previous lemma.
Lemma 8. Under conditions in Lemma 7 For any
Proof. By the convolution condition in Lemma 7, for any ξ ∈ R p , E e for any fixed t. Also we note that
Hence, it is enough to show λ max V (Q) Now we are able to prove our theorem 2 which shows the asymptotic normality of the sampling estimatorβ n .
A2.6 Proof of Theorem 2
Proof. By Lemma 3
Now we normalize both sides with V (T )
By Lemma 7
A3 Proof of Theorem 3
First of all, we condition on X n 1 (or consider X n 1 is fixed). We now find out V (T |X
Here E Y means we take expectation w.r.t randomness of Y after we conditioning on X.
After some simple calculation, we could get
Hence, we have
We now minimize tr(
where in the last step we use Cauchy-Schwarz inequality and the equality holds iff π j ∝ b (X T j β 0 ) Φ −1 X j .
Now we consider V (T ) under random design.
However, we could verify that in GLM E(T |X 
A4.2 Q-Q Plots for Logistic Regression
To see whether the asymptotic normality in our theory implies approximate finite-sample normality under the previous four different design generations in logistic regression model, we plot the chi-square Q-Q plot of the resultant estimatorβ n for each considered setting.
Here, we replace the approximated optimal sampling weight in Algorithm 2 with the oracle optimal weights to calculate the estimatorβ n , i.e., the true β 0 is used in the calculation of optimal sampling weights. Experiments are repeated 1000 times under each setting and corresponding Q-Q plots are presented in the Figure A2 . Nearly all the points lie on the straight line in each plot, which is consistent withβ n being approximately normally distributed in the four considered design generation settings. 
A4.4 Q-Q Plots for Linear Regression
To explore further how sensitive the approximate finite-sample normality is to the moment condition of the design distribution in linear regression setting, we show chi-square Q-Q plots for several design generation distributions with different orders of moment. To be more specific, GA, T 9 , T 3 and T 1 distributions are considered. Experiments are repeated 1000 times under each setting and results are presented in the following. As shown in Figure A4 , the resultant sampling estimatorβ n is approximately normal in GA, T 9 and T 3 settings where we should note that the multivariate t-distribution with 3 degrees of freedom doesn't even have a third moment. This indicates that the normality ofβ n in linear models holds under very weak moment conditions for the design-generation
