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Re´sume´ – Ce papier rassemble quelques re´sultats sur une nouvelle classe tre`s ge´ne´rale de codes LDPC, nomme´s codes LDPC
hybrides. Les symboles d’un mot de code LDPC hybride appartiennent a` des ensembles ﬁnis d’ordres diﬀe´rents. On peut ainsi
controˆler conjointement le couple (densite´ de branche, taille des symboles). Le condition de stabilite´ expose´e dans ce papier permet
d’identiﬁer un avantage des codes LDPC hybrides sur les codes LDPC classique binaires et non-binaires. Une analyse de l’e´volution
de l’information mutuelle est mene´e, sous approximation gaussienne, en vue de concevoir de bons codes LDPC hybrides. Graˆce
au fait que l’on peut inclure des contraintes de taille ﬁnie dans l’optimisation, les simulations a` tailles ﬁnies montrent que nos
codes repre´sentent un compromis inte´ressant entre bonnes performances en convergence et en plancher d’erreur. En particulier,
pour un rendement de 1/6, le code LDPC hybride optimise´ bat les meilleurs codes connus.
Abstract – In this paper, some results on a very general class of LDPC codes are gathered. The hybrid LDPC codeword
symbols belong to diﬀerent order ﬁnite sets. That is why we can jointly control the couple (edge density,symbol size). Thanks to
the stability condition given in this paper, we identify an advantage of hybrid LDPC codes over classical binary and non-binary
LDPC codes. Information content evolution is analysed using a Gaussian approximation, in order to eﬃciently design hybrid
LDPC codes. Some ﬁnite length constraints can be included in the asymptotic optimization, leading to good trade-oﬀ between
convergence and error ﬂoor. In particular, for code rate 1/6, the optimized hybrid LDPC code is better than the best known
codes.
1 Introduction
Comme les Turbo Codes, les codes LDPC sont des codes
pseudo-ale´atoires approchant la capacite´ du canal. Les
codes LDPC binaires ont e´te´ rede´couverts par MacKay, et
la forme non-binaire ensuite e´tudie´e par Davey [1]. L’in-
te´reˆt des codes LDPC non-binaires, par rapport aux bi-
naires, apparaˆıt pour des trames courtes ou des modu-
lations d’ordre e´leve´ [2, 3, 4]. Cependant, les bons codes
LDPC non-binaires a` taille ﬁnie sont ”ultra-creux”, et ont
donc des seuils de convergence de´grade´s par rapport aux
codes LDPC binaires. L’inte´reˆt des codes LDPC hybrides
repose sur la combinaison des avantages des familles de
codes LDPC binaires et non-binaires. Ce compromis est
re´alise´ par le me´lange de symboles de diﬀe´rents ordres au
sein d’un meˆme mot de code. D’ou` l’appelation de codes
hybrides. Ce papier rassemble les re´sultats obtenus jus-
qu’ici, concernant notamment l’e´tude asymptotique.
La premie`re partie souligne la ge´ne´ralite´ de la structure de
ces nouveaux codes. Dans la deuxie`me section, le contexte
de l’e´tude est pre´sente´, et les proprie´te´s importantes de sy-
me´trie et invariance par application line´aire sont expose´es.
La troisie`me section concerne la condition de stabilite´ et
une illustration, et la quatrie`me l’analyse de type EXIT
chart des codes hybrides en vue de leur optimisation, ainsi
que les re´sultats montrant l’inte´reˆt des cette nouvelle fa-
mille tre`s ge´ne´rale de codes LDPC.
2 Classe des Codes LDPCHybrides
Un code LDPC hybride est un code LDPC dont les
noeuds de variable appartiennent a` des ensembles ﬁnis
d’ordres diﬀe´rents. Un tel code n’est pas de´ﬁni sur un
corps, mais sur le groupe produit des diﬀe´rents groupes
auxquels appartiennent les noeuds de donne´e G(qmin) ×
· · · × G(qmax). On ne conside`re que des groupes dont le
cardinal qk est une puissance de 2, c’est-a`-dire des groupes
du type G(qk) =
(
Z
2Z
)pk
avec pk = log2(qk). Les codes de´-
ﬁnis dans un groupe produit ont la particularite´ d’eˆtre
line´aires dans Z2Z , mais peuvent eˆtre non-line´aires dans
G(qmin)× · · ·×G(qmax). Pour des raisons d’encodage, on
limite l’e´tude aux codes LDPC hybrides qui sont line´aires
dans leur groupe produit, on ne conside`re que des matrices
de parite´ triangulaires supe´rieures, et un arrangement spe´-
ciﬁque des ordres des symboles du mot de code (ﬁgure 1).
Il est possible de ge´ne´raliser le de´codeur par propagation
de croyance aux codes hybrides, et d’en de´river une ver-
sion rapide utilisant des FFT [5]. Un e´le´ment hij non-nul
de la matrice de parite´ d’un code hybride est une applica-
tion liant une ligne dans G(ql) a` une colonne dans G(qk).
Dans ce travail, on ne conside`re que les codes LDPC hy-
brides dont les e´le´ments non-nuls de la matrice de parite´
sont des applications line´aires de rang plein.
3 De´finitions et Proprie´te´s
De´ﬁnissons l’utilisation des applications line´aires consti-
tuant la matrice de parite´. Soient deux groupes G(q1)
et G(q2). On a respectivement G(q1) = {α0, . . . , αq1−1}
et G(q2) = {α
′
0, . . . , α
′
q2−1}. L’image de l’application li-
ne´aire A de G(q1) vers G(q2) est note´e Im(A) et de´ﬁnie
par Im(A) = {α′j ∈ G(q2)|∃i ∈ [0, q1 − 1] : A(αi) = α
′
j}.
Deﬁnition 1 L’extension du vecteur de probabilite´ x par
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Fig. 1 – Figure du haut : Mot de code et matrice de
ve´riﬁcation de parite´ hybrides. Figure du bas : Noeud de
parite´ d’un code LDPC hybride.
l’application line´aire A est note´e y = x×A et de´finie, ∀j ∈
[0, q2 − 1], par :
si α′j /∈ Im(A), yj = 0
si α′j ∈ Im(A), yj = xi avec i tel que A(αi) = α
′
j
Deﬁnition 2 Le tronque´ du vecteur de probabilite´ y par
A est note´ x = y×A
−1
et de´fini, ∀i ∈ [0, q1 − 1],par :
xi = yj avec j tel que α
′
j = A(αi)
Soit un vecteur x de probabilite´s de taille q, les compo-
santes du vecteur w, rapport logarithmique de densite´s
(LDR) qui lui est associe´, sont de´ﬁnies par wi = log
(
x0
xi
)
,
∀i ∈ [0, q−1]. En sortie du canal, les messages LDR sont en
fait des rapports logarithmiques de vraisemblances (LLR).
Une famille de codes LDPC hybrides est parame´tre´e par
π(i, j, k, l) qui est la proportion de branches liant un noeud
de donne´e de degre´ i dans G(qk) a` un noeud de parite´ de
degre´ j dans G(ql). Les codes LDPC hybrides ont donc
une parame´trisation tre`s riche puisque l’espace des para-
me`tres a quatre dimensions.
Le canal de transmission est suppose´ eˆtre sans me´moire,
syme´trique et a` entre´e binaire. On appelle v un symbole
d’un mot de code transmis.
Deﬁnition 3 Un message LDR est syme´trique si et seule-
ment si
∀a ∈ G(q), P (W = w|v = a) = e−waP (W = w|v = 0)
De la meˆme fac¸on, un canal est syme´trique si et seulement
si les LLR observe´s en sortie sont syme´triques. La condi-
tion de syme´trie est essentielle a` l’e´tude asymptotique des
familles de codes hybrides puisqu’elle assure que la proba-
bilite´ d’erreur est inde´pendante du mot de code e´mis :
Lemma 1 La probabilite´s d’erreur d’un code d’une fa-
mille hybride, sur un canal syme´trique, est inde´pendante
du mot de code e´mis.
On montre que
Lemma 2 Si W est un vecteur ale´atoire LDR syme´trique,
alors son extension W×A, par n’importe quelle application
line´aire A de rang plein, est aussi syme´trique. Le tronque´
W×A
−1
est e´galement syme´trique.
Par manque de place, les de´monstrations n’apparaˆıtront
que dans une prochaine publication. Comme la spe´ciﬁ-
cite´ des codes LDPC hybrides re´side dans les noeuds de
fonctions sur les branches du graphe factoriel (ﬁgure 1)
et qu’ils sont de´code´s avec l’algorithme de propagation
de croyance (BP) habituel, les passages par les noeuds de
donne´es et de parite´s sont inchange´s par rapport aux codes
LDPC classiques. Ces e´tapes de de´codage conservant la
syme´trie [6], le lemme 2 assure alors que le de´codeur BP
hybride conserve la syme´trie des messages circulant sur les
branches au cours du de´codage.
Nous introduisons maintenant une proprie´te´ spe´ciﬁque
aux familles de codes hybrides : l’invariance par applica-
tion line´aire (ou LA-invariance), qui permet notamment,
allie´e a` la syme´trie, de caracte´riser la densite´ d’un vecteur
message par un scalaire. Soit E l’ensemble des applications
line´aires injectives d’un groupe donne´ vers un autre.
Deﬁnition 4 Le vecteur ale´atoire de probabilite´s Y est
LA-invariant si et seulement si pour tout (A,B) ∈ E×E,
les vecteurs ale´atoires de probabilite´s Y×A
−1
et Y×B
−1
sont identiquement distribue´s.
Le lemme qui suit permet la projection sur un scalaire des
densite´s des messages du de´codeur.
Lemma 3 Si un vecteur ale´atoire de probabilite´s Y de
taille q2 est LA-invariant, alors pour tout (i, j) ∈ G(q2)×
G(q2), les variables ale´atoires Yi and Yj sont identique-
ment distribue´s.
Voyons maintenant les hypothe`ses a` faire pour conside´rer
les messages du de´codeur LA-invariants.
Deﬁnition 5 Soit X un vecteur ale´atoire de probabilite´s
de taille q1, on de´finit l’extension ale´atoire de taille q2 de
X, note´e X˜, par le vecteur ale´atoire de probabilite´s X×A,
ou` A est uniforme´ment choisi dans E et inde´pendant de
X.
On a alors le re´sultat cle´ :
Lemma 4 Un vecteur ale´atoire de probabilite´s Y est LA-
invariant si et seulement si il existe un vecteur ale´atoire
de probabilite´s X tel que Y = X˜.
On e´tudie donc des familles de codes LDPC hybrides dont
les applications line´aires on e´te´ choisies suivant une loi uni-
forme, et ainsi on peut conside´rer LA-invariants certains
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des messages circulant sur le graphe au cours du de´codage.
Ainsi, pour pouvoir obtenir une condition de stabilite´ du
de´codeur et projeter les densite´s des messages sur un sca-
laire, on choisit d’e´tudier des familles hybrides de´ﬁnies par
π(i, j, k, l) et constitue´es des codes tels que les e´le´ments
non-nuls de la matrice de parite´ soient choisis uniforme´-
ment dans E.
4 Condition de Stabilite´
Introduite dans [6], la condition de stabilite´ est une
condition ne´cessaire et suﬃsante pour que la probabilite´
d’erreur ne soit pas borne´e par une constante strictement
positive lorsque le nombre d’ite´rations tend vers l’inﬁni,
sachant qu’elle a de´ja` de´cru sous une certaine valeur a`
une ite´ration donne´e.
Soit une famille de codes LDPC hybrides de´ﬁnie par π(i, j, k, l).
On de´ﬁnit un parame`tre Ω, propre a` la famille, de la fac¸on
suivante :
Ω =
∑
j,k,l
π(i = 2, k, j, l)
qk − 1
ql − 1
(j − 1)
Soit un canal syme´trique sans me´moire, de probabilite´s de
transition p(y|x). On de´ﬁnit le parame`tre suivant, propre
au canal et a` la famille :
∆ =
∑
k,l
π(k, l)
1
ql − 1
qk−1∑
i=1
∫ √
p(y|δ(i))p(y|δ(0))dy
Graˆce aux proprie´te´s de syme´trie et de LA-invariance, on
peut montrer le the´ore`me suivant.
Theorem 1 La probabilite´ d’erreur des codes de la fa-
mille de´finie par π(i, j, k, l), converge vers ze´ro si et seule-
ment si Ω∆ < 1.
Ce the´ore`me de´montre que s’il existe un point ﬁxe du de´-
codage d’une famille de codes LDPC hybrides, alors ce
point peut eˆtre stable sous certaines conditions. Les codes
LDPC hybrides ont donc un comportement a` seuil. La pre-
mie`re remarque est que pour un code LDPC non-binaire
classique sur GF (q) sur canal gaussien a` entre´ binaire (BI-
AWGN) avec une variance de bruit de σ2, la condition de
stabilite´ hybride revient a` la condition de stabilite´ non-
binaire pre´sente´e dans [4] :
Ωnb = ρ
′(1)λ′(0)
∆nb =
1
q − 1
q−1∑
i=1
exp(−
1
2σ2
ni) (1)
ou` ni est le nombre de 1 dans le repre´sentation binaire de
αi ∈ GF (q). On montre facilement que ∆ tend vers ze´ro
quand q tend vers l’inﬁni. Ceci signiﬁe que sur canal BI-
AWGN, n’importe quel point ﬁxe de l’e´volution de densite´
est stable quand q tend vers l’inﬁni.
La deuxie`me remarque concerne la comparaison entre condi-
tions de stabilite´ hybride et non-hybride. Sur la ﬁgure 2,
on conside`re deux codes de rendements un demi. Le pre-
mier est un code LDPC de connectivite´ (dv = 2, dc = 4)
sur GF (q), le deuxie`me est un code LDPC hybride sur
G(q) − G(2) avec dv = 2, q variant entre 2 et 256. On
conside`re un canal BI-AWGN avec une variance de 1. En
notant Ωhyb et ∆hyb les parame`tres de la famille hybride
pour les distinguer de ceux de la famille classique, on ob-
serve sur la ﬁgure 2 que Ωhyb < Ωnb et ∆hyb < ∆nb. Ceci
signiﬁe qu’avec un tel canal et de tels codes, un point ﬁxe
de l’e´volution de densite´ peut eˆtre stable a` plus faible rap-
port signal a` bruit pour un code LDPC hybride que pour
les codes LDPC classiques, ce qui est un avantage pour les
codes LDPC hybrides.
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Fig. 2 – Parame`tres ∆ et Ω pour un code hybride et un
code non-hybride en fonction de l’ordre maximum q des
symboles.
5 Optimisation et Re´sultats
La projection des densite´s des messages circulant sur le
graphe lors du de´codage, sur un parame`tre scalaire, se fait
graˆce aux proprie´te´s pre´ce´dentes. On suit ainsi l’e´volution
de l’information mutuelle par l’e´quation (2), pour le ca-
nal BI-AWGN [7]. x
(t+1)
vc repre´sente l’information mutuelle
moyenne d’un message sortant d’un noeud de variable a`
l’ite´ration t + 1, tandis que x
(j,l′)
cv,k
(t)
repre´sente l’informa-
tion mutuelle d’un message sortant d’un noeud de parite´
de degre´ j dans G(ql′) et tronque´ dans G(qk). L’optimi-
sation par EXIT chart [8] sous diﬀe´rentes contraintes, no-
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tamment celle de stabilite´, se fait par programmation li-
ne´aire. Un gros avantage des codes LDPC hybrides, graˆce
a` la parame´trisation par π(i, j, k, l), est de pouvoir controˆ-
ler les densite´s locales de la matrice de parite´ et la taille
des symboles dans chaque zone. Ceci, contrairement aux
codes LDPC habituels, permet d’inclure directement des
contraintes de taille ﬁnie dans l’optimisation sur crite`res
asymptotiques. Ainsi, alors qu’habituellement on optimise
une famille sur crite`res asymptotiques pour ensuite al-
ler choisir a` l’inte´rieur un code de taille ﬁnie ayant de
bonnes proprie´te´s, ici on peut, en un sens, choisir une fa-
mille avec de bonnes proprie´te´s asymptotiques a` l’inte´rieur
d’une plus grande famille avec de bonne proprie´te´s, pre´-
de´ﬁnies, a` taille ﬁnie.
Dans le premier exemple, on optimise le proﬁl de connec-
tion d’un code LDPC hybride sur G(8) − G(2). Les bits
d’information sont tous rassemble´s dans des symboles sur
G(2), tandis que ceux de redondance sont regroupe´s dans
des symboles sur G(8). Pour abaisser le plancher d’erreur,
on introduit des contraintes de taille ﬁnie dans l’optimisa-
tion : les degre´s 2 sont interdits sur les noeuds dans G(2)
pour e´viter l’apparition de trapping sets catastrophiques
durant la construction du code de taille ﬁnie. Pour avoir
le graphe le plus creux possible dans la partie sur G(8),
on y ﬁxe la connectivite´ a` 2. Les re´sultats de la ﬁgure 3
montrent que pour un rendement 1/2, le code hybride cor-
respond au compromis attendu entre bon seuil de conver-
gence, habituellement associe´ aux codes irre´guliers, et bon
plancher d’erreur, habituellement associe´ aux codes plus
creux.
Dans le deuxie`me exemple est optimise´, pour un rende-
ment de 1/6, le proﬁl d’ordre de groupe d’un code LDPC
hybride dont le proﬁl de connection est ﬁxe´ a` (dv = 2, dc =
3). La ﬁgure 3 montre que le code hybride obtenu a les
meilleures performances, battant le meilleur code de ren-
dement 1/6 pre´sente´ dans la litte´rature [9].
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