ABSTRACT In this paper, we propose an efficient 2-D direction-of-arrival (DOA) estimation method for co-prime parallel arrays. By using the second-order statistics of the received signals with different time lags, a conjugate augmented spatial-temporal virtual array is constructed to extend the array aperture and enhance the degrees-of-freedom (DOFs). Vectorizing the cross covariance matrix of the virtual array, the 2-D DOA estimation can be cast as a 1-D sparsity-based recovery problem. A dictionary learning technique is then proposed to compensate the off-grid bias caused by discretization. Simulation results show the effectiveness of the proposed method as compared with the state-of-the-art methods.
I. INTRODUCTION
Two-dimensional (2-D) direction-of-arrival (DOA) (i.e., elevation angle and azimuth angle) estimation is an important and basic topic in array signal processing, such as radar, sonar, and wireless communications [1] . Various uniform array geometries have been developed to estimate 2-D DOAs, e.g., L-shaped array [2] , [3] , circular array [4] , parallel uniform linear array (ULA) [5] , and rectangle array [6] . Traditionally, uniform arrays suffer from limited degrees-of-freedom (DOFs), and non-uniform arrays for onedimension (1-D) [7] - [10] and 2-D [11] - [14] DOA estimation have received considerable interest in recent years. By utilizing the second-order statistics of the received signal, non-uniform arrays can form a virtual difference co-array with larger aperture and can improve the DOFs. Specifically, the co-prime linear arrays [7] and co-prime parallel arrays [12] Various challenges have arisen when estimating 2-D DOAs, such as pair match [15] , [16] and high computational complexity caused by 2-D spectral search [17] or 2-D dictionary construction [18] . To this end, parallel linear arrays have been widely used to estimate 2-D DOAs due to their advantages in automatic pair match and reduced complexity [5] , [19] , [20] . Yin et al. [5] constructed a DOA matrix from the autocovariance matrices, and the eigenvalues and corresponding eigenvectors are related to the 2-D DOAs, which can be used to estimate DOAs without spectral search. Xia et al. [19] proposed a polynomial root-finding-based method and decoupled the 2-D DOA estimation problem into two successive 1-D DOA estimation problems according to the special structure of parallel arrays. In [20] , an efficient propagator method (PM) is proposed to achieve automatically paired 2-D DOA estimation. However, these mentioned methods are mainly based on subspace and the estimation performance is limited.
Recently, the concept of co-prime parallel array is proposed in [12] , [13] , and [21] . The co-prime parallel array consists of two parallel placed co-prime subarrays with their distance being half wavelength. By vectorizing the cross covariance matrix, a virtual array with larger aperture is formed, whose virtual sensors are located at the difference lags of the two subarrays. The sparsity-based methods are then suggested to exploit the enhanced DOFs [12] , [13] , [21] , and the 2-D DOA estimation problem is cast as a 1-D problem, which substantially reduces the complexity. It is notable that the above methods only take the spatial information into account to construct the difference co-array. Thus, if the sum co-array can be utilized, the DOFs will be further improved. Meanwhile, the sparsity-based methods often suffer from the problem of grid mismatch [22] , [23] , i.e., the true DOAs are not exactly on the prespecified grid, which will deteriorate the estimation performance.
To improve DOFs, the authors in [24] proposed a conjugate augmented approach by utilizing spatial-temporal information to form the mirror virtual sensors for linear arrays, which was then extended to L-shaped array with nested subarrays in [11] . Both [11] and [24] can achieve higher DOFs and can estimate underdetermined DOAs. To address the grid mismatch issue, Yang et al. [25] proposed a sparse Bayesian inference approach. Fang et al. [26] proposed an iterative reweighted algorithm for joint parameter learning and sparse signal recovery. An iterative approach was proposed in [27] to estimate grid offset vector via majorization minimization. Tan and Nehorai [28] explored the underlying structure between sparse signal and gird mismatch, and proposed two types of sparse reconstruction methods, i.e., the greedy method and the convex relaxation method.
In this paper, we present an efficient dictionary learningbased 2-D DOA estimation for co-prime parallel arrays. We first construct a conjugate augmented spatial-temporal virtual array by utilizing the conjugate symmetry property of the signal auto-correlation function with different time lags, which can enlarge the number of virtual sensors and extend the array aperture. Then, by vectorizing the cross covariance matrix, we transform the 2-D DOA estimation problem into a 1-D one, where both the difference co-array and sum co-array are involved and much higher DOFs are achieved. Finally, we formulate a 1-D dictionary learning-based sparse signal recovery problem to solve the grid mismatch problem. In addition, the proposed method can achieve automatically paired 2-D DOA estimation. Simulation results show the effectiveness of the proposed method as compared to stateof-the-art methods in terms of detectable ability, estimation accuracy, and resolution ability.
For clarity, we summarize the main contributions of this paper as follows.
• The proposed method can utilize both the spatial and temporal information and form a conjugated augmented spatial-temporal virtual array, which consists of both the difference co-array and sum co-array. Meanwhile, the spatial virtual array only involves the difference co-array. Therefore, the proposed method can extend the array aperture efficiently and provide much higher DOFs.
• The proposed method can reduce the 2-D estimation problem into a 1-D one and formulate a 1-D dictionary learning-based sparse signal recovery problem, which is implemented in an steepest descent-based iterative approach. Thus, the proposed method can solve the estimation degradation problem caused by grid mismatch and can substantially reduce the complexity.
• The proposed method can achieve automatically paired 2-D DOA estimation, which is quite attractive for decoupled 2-D DOA estimation. The rest of this paper is organized as follows. Section II introduces the system model of co-prime parallel arrays. In Section III, the conjugate augmented spatial-temporal virtual array is developed to enhance the DOFs. Then, an efficient 1-D dictionary learning based method is proposed to solve the grid mismatch problem in Section IV. Simulation results are provided in Section V and Section VI concludes this paper.
Notations: Throughout the paper, we use the lowercase (uppercase) boldface symbols to represent vectors (matrices). (·) * , (·) T , and (·) H denote conjugate, transpose, and conjugate transpose, respectively. A 1 and A 2 denote the l 1 and l 2 norm of A, respectively. Re (·) denotes the real part. The symbols , ⊗, and • denote Khatri-Rao product, Kronecker product, and Hadamard product, respectively. E (·), vec (·), and angle (·) denote statistical expectation, vectorization, and phase angle operator, respectively. The notation diag (a) stands for constructing a diagonal matrix with the elements a on its diagonal. 
II. SYSTEM MODEL
As shown in Fig. 1 , we consider a co-prime parallel array consisting of two parallel-arranged sparse uniform linear arrays in the x − y plane, with a half-wavelength (λ 2) distance between them. The first subarray with M 1 elements is along the y-axis and the inter-element spacing is M 2 λ 2. The second subarray has M 2 elements with inter-element spacing M 1 λ 2 and is arranged half-wavelength away from the first subarray. M 1 and M 2 are co-prime integers. Therefore, The array sensors are located at
Assume that K far-field narrowband signals incidence on the array from directions (
where α k denotes the angle between the incident direction and y-axis, and β k is the angle between the incident direction and x-axis. Without loss of generality, we define α
The received signals of the two subarrays at the tth snapshot (t = 1, 2, · · · , T ) are respectively represented as
where
denote the manifold matrices for the two subarrays, and
are the steering vectors of the kth source for the two subarrays, respectively.
T is the signal vector with s k (t) = A k e jω k t being the signal of the kth source. z 1 (t) and z 2 (t) are the additive white Gaussian noise (AWGN) vectors with zero mean and variance σ 2 n , and are assumed to be uncorrelated with the incident signals s (t).
III. CONJUGATE AUGMENTED SPATIAL-TEMPORAL PROCESSING
In this section, we construct the conjugate augmented spatialtemporal virtual array to extend the array aperture and improve DOFs.
Let (a m , b m ) and (a n , b n ) denote the locations of two different sensors in the array, i.e., (a m , b m ) ∈ L and (a n , b n ) ∈ L. The corresponding received signals are denoted as x m (t) and x n (t), respectively. The cross correlation function between them with time lag τ (> 0) is represented as
and R z m z n is given as
Then Eq. (4) can be converted as
A. CONJUGATE AUGMENTED WITH SENSOR AT LOCATION (0, 0)
Let (a n , b n ) = (0, 0), then Eq. (7) can be simplified as
Let
for the first and second subarray, respectively, we have
Since
respectively, thus
B. CONJUGATE AUGMENTED WITH SENSOR AT LOCATION
Let (a n , b n ) = λ 2 , 0 , then Eq. (7) can be simplified as
Let R (1 ) 
Since R s (τ ) = R * s (−τ ) holds, thus we have
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and let A − 2 and R (2 −) (τ ) denote the last M 2 − 1 rows of A * 2 and R (2 ) (−τ ) * respectively,
C. SPATIAL-TEMPORAL VIRTUAL ARRAY By integrating Eqs. (9)(10)(12)(14), we have
and
As compared to Eqs. (2) and (3), the effect of noise can be eliminated by cross correlation, especially for large number of samples. It is notable that R 1 (τ ) and R 2 (τ ) in Eqs. (15) and (16) can be regarded as the received signals of a virtual array. As the virtual array is obtained by cross correlation with different time lag and spatial location, the virtual array is referred as spatial-temporal virtual array, as shown in Fig. 2 . It can be seen that as compared to the original co-prime parallel array, the virtual array contains more sensor elements and larger aperture, which can be utilized to enhance the DOFs. Following the approach in [24] , we can form the pseudodata matrix of R 1 (τ ) and R 2 (τ ) as (17) and
with
, T s is the pseudo sampling period, and N P is the number of pseudo snapshots.
Thus we can utilize the cross covariance matrix of the two outputs,
The cross covariance matrix can be expressed as
H is an diagonal matrix with the kth entry of the diagonal being A 4 k . The matrix R eqv is also diagonal.
Vectorizing the cross covariance matrix, we can obtain
where A = A eqv 1 * A eqv 2 and the vector u contains the diagonal elements of the diagonal matrix ( R eqv ). As R eqv are real-valued diagonal matrix and the diagonal elements in reveals the angle β, the elements in u correspond to the true angle , implying that once u is obtained, the angle β can be computed immediately.
IV. THE PROPOSED APPROACH
In this section, we employ the sparsity-based technique to recover the signal u. Specifically, we introduce a 1-D dictionary learning-based technique to estimate 2-D DOAs.
To cast the problem (21) as a sparse one, we need to construct an overcomplete representation from all possible directions to replace A. By discretisating the angle domain, we can obtain a sampling grid {θ 1 , θ 2 , . . . , θ D } (D K ), where the true DOAs are located right on or nearby some grids. Then the fat dictionary matrix is constructed from all the potential directions {θ 1 , θ 2 , . . . , θ D } as A. We can formulate a sparse optimization problem as
T corresponds to u in terms of all the potential directions. The DOAs can be estimated by finding the nonzero elements in ρ. Specifically, the positions of non-zero elements in ρ correspond to the estimates of α, and the non-zero elements themselves indicate the angles β. We also notice that the problem (22) only requires 1-D dictionary to recover the sparse signals ρ. Therefore, the complexity is greatly reduced. Moreover, the two angles α and β are automatically paired.
The above problem can be formulated as an unconstrained optimization problem,
where η is a regularisation parameter to balance the sparsity of ρ and the representation error of r, which is normally chosen by cross validation [28] . As the prespecified grid is divided statically, the true DOAs are usually located off the grid, no matter how fine the grid is. Therefore, the grid mismatch problem will degrade the estimation performance. Notice that the problem (23) corresponds to and ρ, which is difficult to solve directly. We suggest to use an iterative dictionary learning approach to solve the grid mismatch problem, which includes two steps at each iteration. For the ith iteration, we have
• At the first step, with (i−1) fixed, problem (23) becomes
which is a l 1 norm minimization problem and only related to ρ. This problem can be solved by cvx package [29] and obtain the sparse signal ρ (i) = CVX r, (i−1) .
• At the second step, with ρ (i) , the vector (α) can be updated by the following problem,
The cost function is defined as
. Using the steepest descent, the derivative of F is denoted as ∇ α F, which is derived in the appendix A. The steepest-descent iteration of α (i) is:
where µ α is the step length, which can be determined by [30] . Within limited iterations, we can obtain the estimate of the sparse signalsρ and the updated dictionaryˆ . The positions of non-zero elements inρ correspond to the estimate of angles α fromˆ . The non-zero elements themselves give the estimate of u, the phases of which reveals the estimate of β, i.e., (27) where β k is the kth non-zero element inρ. Note that the angles α k and β k have been paired automatically in the process of sparse recovery step.
For clarity, we summarize the proposed algorithm in Algorithm 1 as follows.
V. PERFORMANCE ANALYSIS A. COMPLEXITY ANALYSIS
The proposed method reduce the 2-D DOA estimation into a 1-D one and then a two-step iterative dictionary learning approach is designed to address the grid mismatch issue. The complexities for the optimization problem (23) and the update process (26) are given as O (MD min (M , D) ) [31] and 4 × O (MD), respectively, where
1 holds, the complexity is mainly caused by
Algorithm 1 Proposed Algorithm
Input : Array output x 1 (t) and x 2 (t) Output: DOA estimation α and β 1 Initialization: (17) and (18) 8 Sparse recovery: ρ ← ρ (Iter max ) ; 9 The positions of non-zero elements in ρ corresponds to α: α ← α (Iter max ) ; 10 The non-zero elements in ρ corresponds to β:
solving the optimization problem (23) . Therefore, given the maximum iteration times Iter max , the total complexity can be roughly given as Therefore, the proposed method can substantially reduce the complexity as compared to its 2-D version.
B. ADVANTAGES
The proposed method has the following advantages:
• By jointly utilizing the spatial-temporal information, the proposed method can provide
DOFs. Meanwhile the methods in [12] and [13] only exploits the spatial information and provide O (M 1 M 2 ) DOFs. The methods in [23] and [24] can provide O (M 1 + M 2 ) DOFs. Therefore, the proposed method can provide much higher DOFs.
• The complexity of the proposed method is much lower than that of its 2-D version, since the proposed method can reduce the 2-D problem into a 1-D one and automatically paired 2-D DOA estimation is achieved.
• The proposed method can provide a reasonable estimation performance as the iterative dictionary learning step can efficiently solve the grid mismatch [24] .
VI. SIMULATION RESULTS
In this section, we verify the performance of the proposed 2-D DOA estimation method via simulations. We consider a co-prime parallel array with M 1 = 4 and M 2 = 3. The signals are assumed to be mutually independent and are of the form A i e jω i t . We compare the proposed method with other state-of-the-art methods, such as the polynomial root finding (PRF) method in [19] and the sparsity-based method in [12] . The Camér-Rao lower bound (CRLB) [32] is also provided as a benchmark. The root mean square error (RMSE) of the estimates defined as
is used as the performance metric. Here S denotes the times of Monte-Carlo simulations and α s k , β s k is the estimate of the kth DOA (α k , β k ) for the sth trial, s = 1, 2, . . . , S. The number of pseudo snapshots is set as N P = T 2 for all simulations.
A. DETECTION PERFORMANCE
For the first experiment, we illustrate the detection performance of the proposed method. We consider K = 16 narrowband uncorrelated sources that are uniformly distributed between (20 • , 20 • ) and (160 • , 160 • ). The number of snapshots is T = 500 and the signal-to-noise ratio (SNR) is set as 5 dB. Fig. 3 shows the estimation results. As can be seen, the proposed method can detect more sources than M 1 × M 2 = 12, which exceeds the limitation of the spatial virtual array in [12] , [13] , and [21] . When both spatial and temporal information are taken into account, the constructed spatial-temporal virtual array can provide higher DOFs, which can be exploited to improve the detection performance in the underdetermined estimation case.
B. RESOLUTION PERFORMANCE
To compare the resolution performance of the proposed method with that of other methods, we consider K = 7 2-D sources in this simulation. In Fig. 4 , we first consider the K = 7 sources are well-separated and are uniformly distributed between (40 • , 45 • ) and (135 • , 140 • ). We can see that both the proposed method and the method in [12] can detect all the sources, while the PRF method can hardly estimate all the sources. Further in Fig. 5 , we consider the sources are much closer, which are uniformly distributed between (70 • , 75 • ) and (107 • , 112 • ). The resolution performance is decreased for all the methods. Specifically, the PRF method will miss more sources than that in Fig. 4 . Both the proposed method and the method in [12] still resolve all sources, but with deteriorated resolution performance. The proposed method provides more accurate estimation than the method in [12] , especially for closely-located sources. Therefore, the resolution ability of the proposed method is superior to that of other methods.
C. RMSE PERFORMANCE
In the third experiment, we first compare the RMSE performance of the proposed method with that of other methods with respect to SNR and snapshot number, respectively. We then study the effect of different iteration times. For each VOLUME 6, 2018 
1) RMSE COMPARSION WITH OTHER METHODS
Here we examine the RMSE performance of the proposed method with the variation of SNR and snapshot number, respectively, and compare it with that of the PRF method in [19] and the method in [12] . We consider K = 5 sources with the 2-D DOAs as ( Fig. 6 depicts the RMSE performance against SNR with T = 500, and Fig. 7 depicts the RMSE performance against snapshot number with SNR= 10 dB. As is shown, the estimation performance is improved with the increase of SNR or snapshot number for all the methods. When no dictionary learning is considered,the proposed method is slightly superior to the method in [12] and outperforms PRF greatly. Then when dictionary learning is adopted, the performance of the proposed method is further improved, which verifies the effectiveness of the proposed method.
2) THE EFFECT OF ITERATION TIMES
The proposed method involves an iterative dictionary learning process to solve the grid mismatch problem. Here we investigate the effect of iteration times. Fig. 8 and Fig. 9 show the RMSE of the proposed methods with different iteration times versus SNR and the number of snapshots, respectively. We consider K = 16 narrowband uncorrelated sources that are uniformly distributed between (20 • , 20 • ) and (160 • , 160 • ). The number of snapshots is T = 500 for Fig. 8 , and SNR is set as 5 dB for Fig. 9 .
It is observed that the estimation accuracy is improved with the increase of SNR or the snapshot number. When Iter max = 1, no dictionary learning is performed, which is referred as the no-DL case. With the increase of iteration times, the estimation performance is improved gradually. We can also observe that the improvement becomes less obvious when the iteration number becomes large enough, which implies that the proposed method can achieve considerable estimation performance within a few iterations. Therefore, it is not necessary to perform large numbers of iterations, since it will result in higher complexity, while the improvement becomes less obvious.
VII. CONCLUSION
In this paper, we have proposed an efficient dictionary learning-based 2-D DOA estimation method for co-prime parallel arrays. By taking both spatial and temporal information into account, we construct a virtual array with more sensors to enhance DOFs. We cast the 2-D DOA estimation problem as a 1-D one to reduce the complexity. We use a 1-D dictionary learning technique to solve the grid mismatch problem. Simulation results show that the proposed method can improve the DOFs and estimation accuracy. 
