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a b s t r a c t
The value of a contingent claim under a jump-diffusion process satisfies a partial integro-
differential equation (PIDE). We localize and discretize this PIDE in space by the central
difference formula and in time by the second order backward differentiation formula.
The resulting system Tnx = b in general is a nonsymmetric Toeplitz system. We then
solve this system by the normalized preconditioned conjugate gradient method. A tri-
diagonal preconditioner Ln is considered. We prove that under certain conditions all
the eigenvalues of the normalized preconditioned matrix (L−1n Tn)∗(L−1n Tn) are clustered
around one, which implies a superlinear convergence rate. Numerical results exemplify
our theoretical analysis.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Based on the model in [1] and certain equilibrium assumptions on the market, Black and Scholes [2] proposed in 1973
a formula for pricing European call options in pure-diffusion models. Since then, a number of extended models have been
proposed in the financial literature, such as stochastic volatility models [3], Lévy models [4] and jump-diffusion models
[5,6] amongst others. In the jump-diffusion model presented in [6], the price of the European call option follows a standard
Wiener process driven by a compound Poisson process with normally distributed jumps.
Under certain assumptions, pricing options in jump-diffusion models lead to a partial integro-differential equation
(PIDE) [7]. This type of equation contains differential operators and a non-local integral operator. There are many papers
[8–12] dealing with numerical solutions of the PIDE. Recently Almendral and Oosterlee [8] localize and discretize this
equation in space by finite differences or finite elements, and in time by the second order backward differentiation formula
(BDF2). Meanwhile they apply iterative methods based on regular splittings of the matrix to solve the resulting system.
Later, Sachs and Strauss [11] eliminate the convection term in the PIDE and discretize the transformed equation implicitly
using finite differences. The resulting linear system is a dense Toeplitz system Tnx = b. They solve this system by using the
preconditioned conjugate gradient (PCG) methodwith circulant preconditioners. The (classical) definition of the generating
function of a Toeplitz matrix is used to analyze the convergence rate of the PCG method. It is well known that the classical
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definition of the generating function g(x) of a Toeplitz matrix Tn(g) is given as follows: let the diagonals {tk}n−1k=−n+1 of Tn(g)
be the Fourier coefficients of g(x), i.e.,
tk = 12π
 π
−π
g(x)e−ikxdx, i ≡ √−1, k = 0,±1,±2, . . . ,±(n− 1).
Then g(x) is called the generating function of Tn(g). Obviously, g(x) is independent of the matrix size n. However, in [11],
the generating function g(x) of the coefficient matrix Tn(g) explicitly changes with thematrix size n. Hence, it is not suitable
to analyze the convergence rate of the PCG method by using the classical definition of the generating function. To tackle
this, Zhang [12] introduces a family of generating functions (FGF) and gives a rigorous theoretical analysis for such a kind of
problem.
As we know, in Merton’s model, the jump magnitude distribution is normal with mean µJ and standard deviation σJ .
When µJ = 0, discretizing the PIDE without the convection term yields a symmetric Toeplitz system [11,12]. While for
µJ ≠ 0, the resulting system Tnx = b is a nonsymmetric Toeplitz system. In [11,12], only the case of µJ = 0 is studied. In
this paper, we discuss a more general case of µJ ≠ 0. The conjugate gradient (CG) method is employed. To speed up the
numerical process, preconditioning techniques are used. We consider applying the CG method to the following normalized
preconditioned system
(L−1n Tn)
∗(L−1n Tn)x =(L−1n Tn)∗L−1n b,
where the preconditioner Ln is a tri-diagonal Toeplitz matrix. Note that this preconditioner belongs to band Toeplitz
preconditioners which have been investigated inmany papers, such as [13,14]. By using the definition of the FGF introduced
in [12], we show that all eigenvalues of the normalized preconditioned matrix (L−1n Tn)∗(L−1n Tn) are clustered around one.
Thus the convergence rate of the CGmethod when applied for solving the normalized preconditioned system is superlinear.
We consider the analytical solution of the Merton’s model for European call options as the benchmark. Numerical results
in Section 4.1 illustrate our theoretical analysis. Moreover, a two dimensional option pricing problem is also considered
numerically in Section 4.2.
The rest of the paper is organized as follows. Section 2 deals with the discretization of the PIDE in Merton’s model.
In Section 3, we analyze the convergence rate of the CG method when applied for solving the normalized preconditioned
systemwith a tri-diagonal preconditioner. Numerical experiments are presented in Section 4. At last we give the concluding
remarks in Section 5.
2. Discretization of PIDE
First, we briefly introduce how to price a European call option for a single underlying asset in Merton’s jump-diffusion
model [6]. It is well known that the price of a European call option is determined by the following expected value [8,11]
v(t, x) ≡ e−r(T¯−t)EQ[(ex+LT¯−t − K)+]. (2.1)
Here t is the time, x is the logarithmic price,Q is a risk-neutral measure, r is a risk-free interest rate, T¯ is the maturity time,
K is the strike price, and LT¯−t is a Lévy process. As an alternative, the option value v(t, x) can also be obtained by solving a
PIDE [7]. For Merton’s model, the corresponding PIDE is of the following form by introducing u(τ , x) ≡ v(T¯ − τ , x) [8,11]:uτ − σ
2
2
uxx −

r − σ
2
2
− λη

ux + (r + λ)u− λ
 ∞
−∞
u(τ , z)φ(z − x)dz = 0,
u(0, x) = H(x), ∀x ∈ R,
where u ∈ C1,2((0, T¯ ] × R) ∩ C0([0, T¯ ] × R), φ(x) = e−(x−µJ )
2/2σ2J√
2πσJ
is the probability density function of the Gaussian
distribution, the parameters σ , r , λ, µJ , σJ , η = eµJ+σ 2J /2 − 1 are constants, and H(x) = K(ex − 1)+ is the payoff function
with x+ ≡ max{x, 0}. By further setting w(τ, ξ) ≡ u(τ , x) where ξ ≡ x + ζ τ with ζ = r − σ 2/2 − λη, one arrives at the
following PIDE without convection term [11]:wτ − σ
2
2
wξξ + (r + λ)w − λ
 ∞
−∞
w(τ, z)φ(z − ξ)dz = 0,
w(0, ξ) = H(ξ), ∀ξ ∈ R,
(2.2)
where w ∈ C1,2((0, T¯ ] × R) ∩ C0([0, T¯ ] × R) and the parameters σ , r, λ are the same as above. Thus, the option value
v(t, x) in Merton’s model can be determined by solvingw(τ, ξ) in (2.2).
To solve (2.2) numerically, one uses a domain truncation and a finite-difference discretization in space, and BDF2 in time.
The domain for ξ in (2.2) is usually chosen to beΩ ≡ (ξ−, ξ+). As shown in [9], the truncation error decreases exponentially
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with the size of the domain if we use the discounted payoff function as a boundary condition for ξ → ∞. For a European
call option, the boundary conditions of (2.2) are [11]
w(τ, ξ)→ 0, ξ →−∞,
w(τ , ξ) ∼ Keξ−ζ τ − Ke−rτ , ξ →+∞.
This motivates the introduction of the function
R(τ , ξ , ξ+) =
 +∞
ξ+
(Kez−ζ τ − Ke−rτ )φ(z − ξ)dz.
For Merton’s model with µJ ≠ 0, we obtain after some computations,
R(τ , ξ , ξ+) = Keξ−ζ τ+µJ+σ 2J /2Φ

ξ − ξ+ + µJ + σ 2J
σJ

− Ke−rτΦ

ξ − ξ+ + µJ
σJ

, (2.3)
whereΦ(y) is the cumulative normal distribution:
Φ(y) ≡ 1√
2π
 y
−∞
e−
x2
2 dx. (2.4)
The expression (2.3) is used in the discretization of the integral term of (2.2).
Similar to [8,11], we consider a uniform mesh in space and in time, i.e.,
ξi = ξ− + (i− 1)h with h = (ξ+ − ξ−)/(n+ 1) = 2xˆ/(n+ 1), i = 1, 2, . . . , n+ 2,
τm = mk with k = T¯/q, m = 0, 1, . . . , q.
Let wmi ≈ w(τm, ξi) and φi,j ≡ φ(ξj − ξi). The integral term in (2.2) is approximated by the composite trapezoidal rule on
Ω and the estimate R(τ , ξ , ξ+) on R \Ω for i = 1, 2, . . . , n+ 2: ∞
−∞
w(τm, z)φ(z − ξi)dz ≈ h2

wm1 φi,1 + 2
n+1
j=2
wmj φi,j + wmn+2φi,n+2

+ R(τm, ξi, ξ+).
For the time variable and space variable, we use the following approximations:
wτ (τm, ξi) ≈


3
2
wmi − 2wm−1i +
1
2
wm−2i

/k, m ≥ 2,
(wmi − wm−1i )/k, m = 1,
wξξ (τm, ξi) ≈ (wmi+1 − 2wmi + wmi−1)/h2.
The initial solution vector is w0 = (w01, . . . , w0n+2)T = (H(ξ1), . . . ,H(ξn+2))T . With the known values wm1 and wmn+2 from
boundary conditions, the finite difference discretization of (2.2) can bewritten as an n×n systemwith the coefficientmatrix
Tn which is Toeplitz.
More precisely, the diagonals of Tn in terms of n and q are given by
t(n)0 =
σ 2T¯ (n+ 1)2
4xˆ2q
+ (r + λ)T¯
q
+ 3
2
− 2xˆλT¯√
2πσJq(n+ 1)
e
− µ
2
J
2σ2J ,
t(n)±1 = −
σ 2T¯ (n+ 1)2
8xˆ2q
− 2xˆλT¯√
2πσJq(n+ 1)
e
− (∓
2xˆ
n+1−µJ )2
2σ2J ,
t(n)±j = −
2xˆλT¯√
2πσJq(n+ 1)
e
− (∓
j
n+1 2xˆ−µJ )2
2σ2J , 2 ≤ j ≤ n− 1.
(2.5)
From (2.5), we see that the diagonals of coefficient matrix Tn depend on n. With the variety of the grid number n, we obtain
a family of Toeplitz systems. Thus we write the resulting systems as
T (n)n w
m = bm, m = 1, . . . , q, (2.6)
wherewm = (wm2 , . . . , wmn+1)T ∈ Rn. The vector bm = (bm2 , . . . , bmn+1)T ∈ Rn in (2.6) is a known vector, where
bmi = kλR(τm, ξi, ξ+)+ β1wm−1i + β2wm−2i , for i = 2, . . . , n+ 1,
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with
β1 =

1, m = 1,
2, m ≥ 2, β2 =

0, m = 1,
−1
2
, m ≥ 2.
Obviously, the coefficient matrix T (n)n is a nonsymmetric Toeplitz matrix when µJ ≠ 0.
A closer investigation of (2.5) reveals that when n tends to infinity, all the diagonals of T (n)n tend to zero except for the
three central diagonals. This inspires us to employ a tri-diagonal matrix as our preconditioner.
3. Using a tri-diagonal preconditioner
In this section, we consider solving (2.6) by applying the CGmethod to the following normalized preconditioned system
[(L(n)n )−1T (n)n ]∗[(L(n)n )−1T (n)n ]wm = [(L(n)n )−1T (n)n ]∗(L(n)n )−1bm, (3.1)
where L(n)n is a tri-diagonal preconditioner. We show that under certain conditions the tri-diagonal preconditioner leads to
a superlinear convergence rate. We begin by introducing some tools.
3.1. FGF and its properties
Let
T (n)n = [t(n)k ]n−1k=−n+1 =

t(n)0 t
(n)
−1 t
(n)
−2 · · · t(n)−(n−1)
t(n)1 t
(n)
0 t
(n)
−1
. . .
...
t(n)2 t
(n)
1 t
(n)
0
. . . t(n)−2
...
. . .
. . .
. . . t(n)−1
t(n)n−1 · · · t(n)2 t(n)1 t(n)0

be a Toeplitz matrix with diagonals t(n)k depending on n. Let the generating function of T
(n)
n be g(n) (x), i.e.,
t(n)k =
1
2π
 π
−π
g(n)(x)e−ikxdx, k = 0,±1,±2, . . . ,±(n− 1).
Note that g(n)(x) generates an infinite Toeplitz matrix T (n) whose n-by-n leading principal submatrix is just T (n)n . Let T be a
set of matrices given by
T ≡{T (n)n }∞n=1 (3.2)
and G be a set of functions given by
G ≡{g(n)(x)}∞n=1 (3.3)
with g(n)(x) being the generating function of T (n)n . It is easy to verify that when G is real valued and integrable, then each
matrix in T is Hermitian. In this case, we say that T is Hermitian. Based on these symbols, we introduce the following
definition [12] (here we do a little modification).
Definition 3.1. Let T and G be defined as in (3.2) and (3.3), respectively. Then G is said to be a family of generating
functions (FGF) of T . Moreover, G is said to be uniformly positive if there exist δ > 0 and N > 0 such that for all n > N ,
mg(n) ≥ δ > 0,
wheremg(n) denotes the essential minimum of g
(n) on [−π, π], i.e., the infimum of g(n) up to zero-measure sets on [−π, π].
When G ={g(n)(x)}∞n=1 is uniformly positive, we have the following lemma.
Lemma 3.1. Let G ={g(n)(x)}∞n=1 be a real-valued FGF of T ={T (n)n }∞n=1. If G is uniformly positive with a uniformly lower bound
δ > 0 for all n > N, then we have for all n > N,
∥(T (n)n )−1∥2 ≤
1
δ
.
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Proof. Since g(n)(x) is a real-valued integrable function for n ≥ 1, the matrix T (n)n is Hermitian. Let λmin(T (n)n ) and λmax(T (n)n )
denote the minimum and maximum eigenvalues of T (n)n , respectively. By Grenander–Szegö’s theorem [15,16], we have
mg(n) ≤ λmin(T (n)n ) ≤ λmax(T (n)n ) ≤ Mg(n) ,
where mg(n) and Mg(n) denote the essential minimum and the essential maximum of g
(n)(x), i.e., the infimum and the
supremum of g(n)(x) up to zero-measure sets on [−π, π], respectively. Furthermore, when mg(n) < Mg(n) , the spectrum
of T (n)n is contained in the open set (mg(n) ,Mg(n)) and the equality symbol in the above inequalities can be removed. If G is
uniformly positive with a uniformly lower bound δ > 0 for all n > N , then we have for all n > N,
0 < δ ≤ mg(n) ≤ λmin(T (n)n ),
which implies that
∥(T (n)n )−1∥2 =
1
λmin(T
(n)
n )
≤ 1
δ
. 
3.2. Convergence analysis
LetL ≡{L(n)n }∞n=1 = {[l(n)j ]n−1j=−n+1}∞n=1 be a set of tri-diagonal Toeplitz preconditioners with diagonals of L(n)n given by
l(n)0 = t(n)0 =
σ 2T¯ (n+ 1)2
4xˆ2q
+ (r + λ)T¯
q
+ 3
2
− 2xˆλT¯√
2πσJq(n+ 1)
e
− µ
2
J
2σ2J ,
l(n)1 = l(n)−1 = −
σ 2T¯ (n+ 1)2
8xˆ2q
,
l(n)j = l(n)−j = 0, 2 ≤ j ≤ n− 1.
(3.4)
LetD ≡{D(n)n }∞n=1 = {[d(n)j ]n−1j=−n+1}∞n=1 be a set of Toeplitz matrices with diagonals of D(n)n given by
d(n)0 = 0,
d(n)±j = −
2xˆλT¯√
2πσJq(n+ 1)
e
− (∓
j
n+1 2xˆ−µJ )2
2σ2J , 1 ≤ j ≤ n− 1.
(3.5)
Obviously, T (n)n = L(n)n + D(n)n for every n ≥ 1. From L(n)n , we associate a function
ϕ(n)(x) =
n−1
k=−n+1
l(n)k e
ikx = l(n)0 + 2l(n)1 cos x. (3.6)
Then ϕ(n)(x) is real valued and continuous for each n ≥ 1. LetH ≡{ϕ(n)(x)}∞n=1 be the FGF of L. In the following, we show
that all the eigenvalues of the coefficient matrix of (3.1) are clustered around one. Thus the convergence rate of the CG
method when applied for solving (3.1) is superlinear. To achieve this result, we need the following three lemmas.
Lemma 3.2. Let ϕ(n)(x) be the function given by (3.6),µJ be a real constant and xˆ, λ, σJ , T¯ , r , σ be positive constants independent
of n. Then for any small 0 < ε < 1/2, there exists an N(ε) > 0 such that for all n > N,
ϕ(n)(x) ≥ 3
2
− ε > 1.
Proof. By (3.4) and (3.6), we have
ϕ(n)(x) = σ
2T¯ (n+ 1)2
4xˆ2q
+ (r + λ)T¯
q
+ 3
2
− 2xˆλT¯√
2πσJq(n+ 1)
e
− µ
2
J
2σ2J − σ
2T¯ (n+ 1)2
4xˆ2q
cos x
= σ
2T¯ (n+ 1)2
4xˆ2q
(1− cos x)+ (r + λ)T¯
q
+ 3
2
− 2xˆλT¯√
2πσJq(n+ 1)
e
− µ
2
J
2σ2J
≥ 3
2
− 2xˆλT¯√
2πσJq(n+ 1)
e
− µ
2
J
2σ2J −→ 3
2
as n −→∞.
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Therefore, for any small 0 < ε < 1/2, there exists an N(ε) > 0 such that for all n > N ,
ϕ(n)(x) ≥ 3
2
− ε > 1. 
Note that H={ϕ(n)(x)}∞n=1 is the FGF of L ={L(n)n }∞n=1. Combining Lemmas 3.1 and 3.2, we immediately obtain the
following lemma.
Lemma 3.3. Let L ={L(n)n }∞n=1 with diagonals given by (3.4), andH={ϕ(n)(x)}∞n=1 with ϕ(n)(x) given by (3.6). Then for any small
0 < ε < 1/2, there exists an N(ε) > 0 such that for all n > N,
∥(L(n)n )−1∥2 ≤ 1.
Lemma 3.4. Let D = {D(n)n }∞n=1 with diagonals given by (3.5), q = O((n+ 1)α) with α > 0, µJ be a real constant and xˆ, λ, σJ ,
T¯ , r , σ be positive constants independent of n. Then for any small ε > 0, there exists an N(ε) > 0 such that for all n > N,
∥D(n)n ∥2 < ε.
Proof. Consider the sum
n−1
j=1
(|d(n)j | + |d(n)−j |) =
2xˆλT¯√
2πσJq(n+ 1)
n−1
j=1
e− (−
j
n+1 2xˆ−µJ )2
2σ2J + e
− (
j
n+1 2xˆ−µJ )2
2σ2J

≤ 4xˆλT¯ (n− 1)√
2πσJq(n+ 1)
≤ 4xˆλT¯√
2πσJq
.
Assume that q = θα(n+ 1)α with θα > 0 and α > 0. Then the above inequality changes to
n−1
j=1
(|d(n)j | + |d(n)−j |) ≤
4xˆλT¯√
2πσJθα
1
(n+ 1)α −→ 0 as n −→∞.
Thus for any small ε > 0, there exists an N(ε) > 0 such that for all n > N ,
n−1
j=1
(|d(n)j | + |d(n)−j |) < ε.
Since D(n)n is a Toeplitz matrix, it is easy to see that
∥D(n)n ∥1 ≤
n−1
j=1
(|d(n)j | + |d(n)−j |) and ∥D(n)n ∥∞ ≤
n−1
j=1
(|d(n)j | + |d(n)−j |).
Hence,
∥D(n)n ∥2 ≤ (∥D(n)n ∥1 · ∥D(n)n ∥∞)
1
2 < ε. 
The following theorem shows that all the eigenvalues of the coefficient matrix of (3.1) are clustered around one.
Theorem 3.1. Let T (n)n and L
(n)
n be given by (2.5) and (3.4), respectively. Let q = O((n+ 1)α)with α > 0, µJ be a real constant
and xˆ, λ, σJ , T¯ , r , σ be positive constants independent of n. Then for any small 0 < ε < 1/2, there exists an N(ε) > 0 such that
for all n > N, all the eigenvalues of [(L(n)n )−1T (n)n ]∗[(L(n)n )−1T (n)n ] are inside the interval [1− δ, 1+ δ] with δ = 2ε + ε2.
Proof. Since T (n)n = L(n)n + D(n)n , for every n ≥ 1, we have
(L(n)n )
−1T (n)n = (L(n)n )−1(L(n)n + D(n)n ) = In + (L(n)n )−1D(n)n .
By Lemmas 3.3 and 3.4, for any small 0 < ε < 1/2, there exists an N > 0 such that for all n > N ,
∥(L(n)n )−1∥2 ≤ 1 and ∥D(n)n ∥2 < ε.
LetW (n)n = (L(n)n )−1D(n)n . Then
∥W (n)n ∥2 ≤ ∥(L(n)n )−1∥2 · ∥D(n)n ∥2 < ε. (3.7)
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By (3.7), Weyl’s theorem (Theorem 4.3.1 in [17]), and the fact
[(L(n)n )−1T (n)n ]∗[(L(n)n )−1T (n)n ] = (In +W (n)n )∗(In +W (n)n )
= In + (W (n)n )∗ +W (n)n + (W (n)n )∗W (n)n ,
we know that all the eigenvalues of [(L(n)n )−1T (n)n ]∗[(L(n)n )−1T (n)n ] are inside the interval [1− δ, 1+ δ]with δ = 2ε+ ε2. 
By Corollary 1.11 in [15] and Theorem 3.1, we have the following immediate theorem.
Theorem 3.2. Let T ={T (n)n }∞n=1 with diagonals given by (2.5), q = O((n + 1)α) with α > 0, µJ be a real constant and xˆ,
λ, σJ , T¯ , r , σ be positive constants independent of n. Then the convergence rate of the CG method when applied for solving the
normalized preconditioned system (3.1) is superlinear.
4. Numerical results
In this section numerical experiments are given to demonstrate the correctness of our theoretical analysis. In addition,
we also consider an option pricing problem in the stochastic volatility jump diffusion model with correlated and
contemporaneous jumps in both the return and the variance processes (SVCJ) [18], to further investigate the effectiveness of
the tri-diagonal preconditioner. All computations are carried out in MATLAB version 2008a on a Dell Inspiron 530 computer
with Intel
R⃝
CoreTM2 Quad CPU Q6600 @2.40 GHz and 2.00 GB of RAM.
4.1. Merton’s model
The analytical expression of the European call option in (2.1) has been found for Merton’s model [6]:
v(t, x) = w˜(t, ex) = w˜(t, s) =
∞
m=0
e−λ(1+η)τ [λ(1+ η)τ ]m
m! VBS(τ , s, K , rm, σm), (4.1)
where τ = T¯ − t , σ 2m = σ 2 + mσ 2J /τ , η = eµJ+σ
2
J /2 − 1, rm = r − λη + m · log(1 + η)/τ and VBS(τ , s, K , r, σ ) =
sΦ(d1)− Ke−rτΦ(d2)with d1 = log(s/K)+(r+σ 2/2)τσ√τ , d2 = d1 − σ
√
τ , andΦ given by (2.4). We remark that the parameters λ,
r , σ , µJ , σJ are constants. We truncate the series (4.1) to 50 terms which is adequate for the required accuracy.
In this experiment, we compare our tri-diagonal preconditioner with several useful circulant preconditioners: Strang’s,
T. Chan’s, Tyrtyshnikov’s, and R. Chan’s circulant preconditioners. About the definitions of these circulant preconditioners,
we refer to [15,19–24]. In the experiment, the parameters of Merton’s model are chosen to be
xˆ = 4, λ = 0.1, µJ = 0.5, σJ = 0.5, T¯ = 1, r = 0, σ = 0.2, K = 1,
xK = ln(K).
The stopping criterion of the CG method is given by
∥r(k)∥2
∥r(0)∥2 < 10
−7, (4.2)
where r(k) is the residual vector after kth iteration. The initial guess for the normalized preconditioned system is chosen to
be the solution from the previous time step.
Table 1 shows the l∞ error and the number of iterations required for convergence. By ‘‘l∞ error’’ we mean the infinity
norm of the difference between the numerical solution vector and the analytical solution evaluated at the grid points at the
final time τ = T¯ . The numerical results in this column clearly show the second order accuracy of finite differences method.
The column labeled ‘‘None’’ means applying the CGmethod to the normalized equationwithout any preconditioner. ‘‘Strang,
T. Chan, Tyrtyshnikov, R. Chan’’, and ‘‘Tri-diagonal’’ represent applying the CG method to the normalized preconditioned
equations with corresponding preconditioners. In Table 1, the number of iterations is obtained from solving the last system
(i.e., the qth system in (2.6)). A careful investigation reveals that it is almost equal to the average numbers of iterations
obtained from solving all the systems in (2.6). From Table 1, we see that when the CGmethod is used to solve the normalized
preconditioned systems, all the iteration numbers are very small and independent of thematrix size n. This fact indicates that
all the preconditioners tested in our experiments lead to a fast convergence rate. Moreover, the tri-diagonal preconditioner
proposed by us is the most efficient one.
We summarize here the computational cost of the algorithm. As we all know, for a circulant matrix Cn, the products Cny
and C−1n y for any vector y can be computed by FFTs in O(n log n) operations [15]. The Toeplitz matrix-vector product Tny
can also be computed by FFTs in O(2n log(2n)) operations by first embedding the Toeplitz matrix into a 2n-by-2n circulant
matrix. The tri-diagonal solver requires O(n) operations. Moreover, by Theorem 3.2, the PCG method with the tri-diagonal
preconditioner converges within O(1). Thus in each time step just O(n log n) operations are needed for the normalized
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Table 1
l∞ error and number of iterations for different preconditioners with q = O(n+ 1).
n q l∞ error None Strang T. Chan Tyrtyshnikov R. Chan Tri-diagonal
129 10 4.69e−3 19 5 5 5 5 3
257 20 1.18e−3 31 6 6 6 6 3
513 40 2.95e−4 54 6 6 6 6 3
1025 80 7.37e−5 97 6 6 7 6 3
2049 160 1.85e−5 178 6 7 8 6 2
Table 2
Total CPU times (in seconds) for different solvers with q = O(n+ 1).
n q Strang T. Chan Tyrtyshnikov R. Chan Tri-diagonal ‘‘\’’
129 10 0.0154 0.0155 0.0198 0.0155 0.0099 0.0117
257 20 0.0545 0.0545 0.0681 0.0540 0.0259 0.0822
513 40 0.1455 0.1464 0.2169 0.1452 0.0769 0.7707
1025 80 0.7095 0.7075 1.0774 0.6874 0.3073 7.4555
2049 160 4.6041 5.3257 9.2962 4.5016 1.3407 84.3092
preconditioned CG method with tri-diagonal preconditioner. While, if MATLAB’s backslash operator (‘‘\’’) is used to solve
the resulting system directly, the cost in each time stepwill beO(n3) due to the dense coefficient matrix. Table 2 reports the
total CPU times (in seconds) of computing q systems (2.6) by using different solvers. Comparing the run times in Table 2, we
see that the preconditioned iterationmethods are faster thanMATLAB’s backslash operator (‘‘\’’), especially the tri-diagonal
preconditioner proposed by us.
4.2. SVCJ model
To further look at the effectiveness of the tri-diagonal preconditioner for other option pricing problems, we consider the
SVCJ model which is a two dimensional model. The option value function u(τ , x, y) solves the following PIDE [18]:
uτ −Au−Bu = 0, τ ∈ (0, T¯ ], (x, y) ∈ Ω, (4.3)
with an initial condition u(0, x, y) = H(x, y), (x, y) ∈ Ω and a Dirichlet condition u(τ , x, y) = R¯(x, y), (x, y) ∈ Ωc, τ ∈
[0, T¯ ], where
Au = 1
2
θ(y+ 1)uxx + ρDζ (y+ 1)uxy + ζ
2
2θ
(y+ 1)uyy +

µ− 1
2
θ(y+ 1)

ux − κyuy − (r + λ)u,
Bu = λ
 ∞
−∞
 ∞
0
u(τ , x+ zx, y+ zy)p(zx, zy)dzydzx
with the joint probability density
p(zx, zy) = θ
ν

2πs21
exp

−θz
y
ν
− (z
x − µJ − ρJθzy)2
2s21

, zx ∈ R, zy ≥ 0.
We consider pricing a European style knock-out double-barrier put (DBP) option with a lower barrier L¯ and an upper barrier
U¯ . In this case, the payoff function H(x, y) = K(1 − ex)+ and the domain Ω = (x, x¯) × (−1,∞) with x = ln(L¯/K) and
x¯ = ln(U¯/K). To numerically solve (4.3), we localize the domainΩ = (x, x¯)× (y, y¯), where y = −1 and y¯ <∞ is selected
large enough. The Dirichlet condition R¯(x, y) in the complementΩc is taken to be R¯(x, y) = 0 for our case.
In the numerical experiments, the model parameters values are taken to be the same as in [18]
λ = 4, ν = 0.02, µJ = −0.04, s1 = 0.06, ρD = −0.5, ρJ = −0.5,
ζ = 0.1, κ = 4, θ = 0.04, r = 0.05, q1 = 0.02, K = 100, T¯ = 0.5,
L¯ = 80, U¯ = 120, µ = r − q1 + λ[1− (1− νρJ)−1 exp(µJ + s21/2)].
Similarly, we discretize (4.3) in a computational domainΩ = (x, x¯)× (y, y¯) = (ln(0.8), ln(1.2))× (−1, 7) in space by the
central difference formula and in time by BDF2. With the variety of grid numbers, we obtain a family of resulting systems
T (mn)mn u
l = bl, l = 1, . . . , q, (4.4)
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with the coefficient matrix T (mn)mn = 32 I − A(mn)mn − B(mn)mn . Here I is the identity matrix and the coefficient 32 comes from BDF2.
The matrix A(mn)mn arises from the discretization of the differential termAu in (4.3) and is a block tri-diagonal Toeplitz matrix
A(mn)mn =

A0 A1 0
A−1 A0
. . .
. . .
. . . A1
0 A−1 A0
 ∈ C(m−1)(n−1)×(m−1)(n−1)
with A−1, A0, A1 ∈ C(n−1)×(n−1) being tri-diagonal blocks (but not Toeplitz). The matrix B(mn)mn corresponds to the integral
termBu in (4.3) and is a block Toeplitz matrix with Toeplitz blocks given by
B(mn)mn =

B0 B1 · · · Bm−2
B−1 B0
. . .
...
...
. . .
. . . B1
B−(m−2) · · · B−1 B0
 ∈ C(m−1)(n−1)×(m−1)(n−1),
each block Bk, for k = 0,±1, . . . ,±(m− 2), is given by
Bk =

bk0 b
k
1 · · · bkn−2
0 bk0
. . .
...
...
. . .
. . . bk1
0 · · · 0 bk0
 ∈ C(n−1)×(n−1).
In the practical implementation, we take the grid numbers m = [10, 20, 40, 80] and n = [64, 128, 256, 524] in (x, x¯) and
(y, y¯) respectively.
The resulting systems (4.4) are also solved by applying the CG method to the corresponding normalized preconditioned
systems. According to the block Toeplitz structure of T (mn)mn , we consider the following preconditioners: Strang type
block circulant preconditioner, T. Chan type block circulant preconditioner, the tri-diagonal preconditioner, and the
block tri-diagonal preconditioner with tri-diagonal blocks. The constructions of Strang and T. Chan type block circulant
preconditioners are referred to [15,19,21,22]. The tri-diagonal preconditioner is just taken from the three central diagonal
part of T (mn)mn . The block tri-diagonal preconditioner with tri-diagonal blocks is a block tri-diagonal matrix with form
3
2 I − A(mn)mn − B˜(mn)mn , where
B˜(mn)mn =

B˜0 B˜1 0
B˜−1 B˜0
. . .
. . .
. . . B˜1
0 B˜−1 B˜0
 ∈ C(m−1)(n−1)×(m−1)(n−1)
with B˜−1, B˜0, B˜1 ∈ C(n−1)×(n−1) being the three central diagonal parts of B−1, B0, B1 respectively. We stop the CG method
by the criterion given in (4.2). The initial guess for the normalized preconditioned system is also chosen to be the solution
from the previous time step.
Table 3 displays the average iteration numbers and total CPU times (in seconds) of solving q systems (4.4) by using
different preconditioners. The column labeled ‘‘Matrix size’’ refers to (m − 1)(n − 1). The column labeled ‘‘l∞ error’’ is
the maximum norm pricing error in the approximation domain G = (xG, x¯G) × (yG, y¯G) = (ln(0.8), ln(1.2)) × (0, 3)
(we are interested in option prices for (x, y) pairs that are in the approximation domain). For the DBP option, since no
analytical solution is available, we use the benchmark prices computed with a fine enough grid (m = 160, n = 1024, and
q = 160). The labels ‘‘Strang, T. Chan, Tri-diagonal, Block-tri’’ stand for Strang type block circulant preconditioner, T. Chan
type block circulant preconditioner, tri-diagonal preconditioner, and block tri-diagonal preconditioner with tri-diagonal
blocks, respectively. ‘‘Iter’’ represents the average iteration number and ‘‘CPU’’ refers to the total CPU time.
Numerical results in Table 3 show that the iteration numbers of Strang and T. Chan type block circulant preconditioners
as well as the tri-diagonal preconditioner are all increasing with the growth of the matrix size. Among them, the elapsed
CPU time by the tri-diagonal preconditioner is less than that by Strang and T. Chan type block circulant preconditioners
when the matrix size is large, though the iteration number of the tri-diagonal preconditioner is larger. When the block tri-
diagonal preconditioner with tri-diagonal blocks is used, we see that the iteration number is independent of thematrix size.
Moreover, the elapsed CPU time by the block tri-diagonal preconditioner with tri-diagonal blocks is much less than those by
the other three preconditioners. Herewe solve the block tri-diagonal preconditioner simply byMATLAB’s backslash operator
(‘‘\’’). One can also use the multigrid method or other fast solvers to further improve the computational speed. The above
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Table 3
Average iteration numbers and total CPU times (in seconds) for pricing the DBP option in the SVCJ model by different preconditioners.
Matrix size q l∞ error Strang T. Chan Tri-diagonal Block-tri
Iter CPU Iter CPU Iter CPU Iter CPU
567 10 3.14e−2 20.6 0.36 18.9 0.36 48.30 0.51 5.40 0.36
2413 20 4.72e−3 31.95 5.85 29.05 5.21 112.55 8.13 5.00 3.57
9945 40 1.01e−3 53.70 224.96 47.33 201.99 244.47 133.91 4.00 28.76
40369 80 1.85e−4 94.14 8593.81 81.00 7366.95 489.65 2313.71 3.99 283.17
observations illustrate that for the two dimensional option pricing problems, the block tri-diagonal preconditioner with
tri-diagonal blocks can lead to a fast convergence rate in general and should be used instead.
5. Concluding remarks
For the European call option under Merton’s jump-diffusion model, the jump magnitude distribution is normal with
mean µJ and standard deviation σJ . When µJ = 0, discretizing the PIDE without the convection term yields a symmetric
Toeplitz system [11,12]. While for µJ ≠ 0, the resulting system Tnx = b is a nonsymmetric Toeplitz system. In [11,12],
only the case of µJ = 0 is studied. In this paper, we discuss a more general case of µJ ≠ 0. The PCG method with a tri-
diagonal preconditioner is employed to solve the nonsymmetric Toeplitz system. Both theoretical analysis and numerical
experiments in this paper favour the tri-diagonal preconditioner. Moreover, we also numerically consider an option pricing
problem in the SVCJmodel which is two dimensional. Numerical results show that for the SVCJmodel, the block tri-diagonal
preconditioner with tri-diagonal blocks is more efficient in general.
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