A global atmospheric general circulation model, with the horizontal grid size of about 20 km, has been developed, making use of the Earth Simulator, the fastest computer available at present for meteorological applications. We examine the model's performance of simulating the present-day climate from small scale through global scale by time integrations of over 10 years, using a climatological sea surface temperature.
Introduction
To evaluate the possible affect of global warming upon the meteorological phenomena of small scales in time and space is important, not only from the scientific, but also from the socio-economic viewpoints. As concentrations of greenhouse gases increase in the atmosphere, the Intergovernmental Panel on Climate Change (IPCC) report (IPCC 2001) projected increase of surface air temperature, more hot days, and fewer cold days and frost days over nearly all land areas. Diurnal temperature range is projected to decrease. Heavy precipitation possibly increases, due to water vapor increase in the atmosphere. While possible changes of extreme events induced by the global warming was described in the IPCC report, the description remained qualitative, partly due to the limited resolution of the existing climate models. Even the directions of the projected changes were almost uncertain for some kinds of the extreme events. By the recent advances in the computational environment, however, we have become able to run a climate model, with resolution high enough to investigate global characteristics of small-scale phenomena, and extreme events in detail.
We have developed a 20-km-mesh super high-resolution global atmospheric general circulation model on the Earth Simulator (ES). The ES is a parallel-vector supercomputer system, consisting of 5120 processors (Habata et al. 2004) , which was ranked as the fastest computer in the world when our calculations were carried out. Our goal is to obtain scientific insights into the possible affects of global warming on small-scale phenomena, such as tropical cyclones and Baiu fronts in the East Asian summer monsoon, with this high resolution global atmospheric climate model. The model is developed to enable us to simulate a realistic climate with high accuracy, through the improvements for calculation schemes and physical processes.
So far, no existing global climate models, that stand long time integration, conserve mass, and simulate realistic global climate, have used resolution as fine as 20-km mesh. The 10-kmmesh model, the highest resolution of global atmospheric models, has succeeded in simulating tropical cyclones, extratropical cyclones with fronts as the initial value problem (Ohfuchi et al. 2004 ), but its integration period was limited to a couple of weeks. Short-term integrations of global models with even higher resolution are tried by several groups. As long-term climate simulations, Duffy et al. (2003) performed an 11-year simulation with T239L18 (50-km mesh), using National Center for Atmospheric Research (NCAR) CCM3 model. Ohfuchi et al. (2004) also conducted a 12-year simulation with T319L24 (40-km mesh). With the increase of horizontal resolution up to 20-km mesh, the model becomes able to represent interactions among the phenomena of meso-beta scale and synoptic or planetary scale more explicitly than other existing models. The phenomena in which the multi-scales disturbances play important roles, such as developments of tropical cyclones or Baiu fronts, become possible to see in detail in the climate simulation. Taking constraints of computational resources into consideration, we chose the resolution in order that we can perform long-term integrations within a reasonable calculation time. As for technical aspects, we expect that we can apply the same parameterizations as the coarser-resolution models to the 20-km-mesh global model without substantial modification, since similar parameterizations have already been used in a 20-kmmesh regional model.
Regional climate models have been conventionally used for climate simulations with high horizontal resolutions up to 20-km mesh, where lateral boundary conditions are nested from either global atmospheric models or atmosphere-ocean coupled models. Compared with these regional models, the high-resolution global model has advantages that it can avoid problems with the lateral boundary condition, and that it can incorporate interactions between global scale and regional scale explicitly. Moreover, as a matter of course, the global model gives information on regions that regional models have not covered.
A present-day climate simulation was performed over 10 years, using the 20-km-mesh model with the ES, by prescribing an observed climatological sea surface temperature (SST) as a lower boundary condition. In this paper, we describe the model's performance of simulating the present-day climate.
As we use a higher resolution model than be- Descriptions of the model, and the developments for the 20-km-mesh model are in the next section. The design of the experiments is in Section 3. The model's performance of representing present-day climate state is discussed in Section 4, and concluding remarks are presented in Section 5.
Model developments

Model outline
The model used in this study is a prototype of the next generation of global atmospheric model of the Japan Meteorological Agency (JMA). Meteorological Research Institute (MRI), and JMA are in collaboration to develop the model for the use of both climate simulations and weather predictions. The model is based on the global numerical weather prediction (NWP) model of JMA (JMA-GSM0103), upon which modifications and improvements have been implemented.
Since detailed description of the JMA-GSM0103 model is available in JMA (2002), we give only an outline here. The dynamical framework is a full primitive equation system, originally designed by Kanamitsu et al. (1983) . It uses a spectral transform method of spherical harmonics, and a sigma-pressure hybrid coordinate as the vertical coordinate. The cumulus convection scheme proposed by Arakawa and Schubert (1974) is implemented. The vertical profile of the upward mass flux is assumed to be a linear function of height, as proposed by Moorthi and Suarez (1992) . The mass flux at the cloud base is determined by solving a prognostic equation (Randall and Pan 1993; Pan and Randall 1998) . Clouds are prognostically determined in a similar fashion to that of Smith (1990) , in which the cloud amount and the cloud water content are estimated by a simple statistical approach proposed by Sommeria and Deardorff (1977) . The phase of cloud is assumed liquid above 0 C and ice below À15 C, and the fraction of each changes linearly with temperature between À15 C and 0 C. The parameterization of the conversion rate from cloud water to precipitation follows the scheme proposed by Sundqvist (1978) . The level 2 turbulence closure scheme by Mellor and Yamada (1974) is used to represent the vertical diffusion of momentum, heat and moisture. The orographic gravity wave drag scheme developed by Iwasaki et al. (1989) is used, in which gravity waves are partitioned into long waves (wavelength > 100 km) and short waves (wavelength @ 10 km). The long waves propagate upward and deposit momentum in the middle atmosphere, while the short waves are trapped in the troposphere and exert drag there.
Developments implemented on the model
Modifications described below have been implemented on JMA-GSM0103 to build the model in this study.
First, a new quasi-conservative semiLagrangian scheme (Yoshimura and Matsumura 2003) has been developed and introduced for stable and efficient time integrations. Horizontal and vertical advections are calculated separately in this scheme. The vertical flux is determined with rigorous conservation in a conservative semi-Lagrangian scheme. The horizontal advection is calculated in a standard semi-Lagrangian scheme, but mass, water vapor, and cloud water are conserved using a correction method similar to Priestley (1993) and Gravel and Staniforth (1994) . Prognostic variables have been changed from vorticity and divergence, to zonal and meridional wind components with the introduction of the semiLagrangian scheme (Ritchie et al. 1995) . Since time steps are not constrained by the CFL criterion when the semi-Lagrangian scheme is used, we can use much longer time steps in the scheme than in a conventional Eulerian scheme. Furthermore, a two-time-level semiLagrangian scheme has been introduced instead of a three-time-level scheme, which provides a doubling of efficiency in principle (Temperton et al. 2001; Hortal 2002; Yoshimura and Matsumura 2005) . These improvements of efficiency enable us to perform highresolution, long-term integrations.
Second, some physical process schemes have been improved. A cumulus parameterization scheme has been improved to include the entrainment and detrainment effects between the cloud top and cloud base in convective downdraft instead of reevapolation of convective precipitation (Nakagawa and Shimpo 2004) . This reduces cooling bias in the tropical lower troposphere of the model, as cooling by the reevapolation is reduced. The cloud ice fall scheme, based on an analytically integrated solution by Rotstayn (1997) , has been introduced (Kawai 2003) , instead of a rather simple parameterization in which cloud ice falls only into the next layer, or to the ground. The prognostic cloud scheme has been modified to reduce the dependence of precipitation on the integration time step. In order to represent subtropical marine stratocumulus off the west coasts of the continents, a new stratocumulus parameterization scheme has been introduced, following a simple and classical one proposed by Slingo (1987) , with some modifications (Kawai 2004) . Cloud is formed in the model when there is inversion at the top of boundary layer, and mixing layer is formed near the sea surface.
Schemes and settings for a climate model
The radiation scheme and the land surface scheme, developed for a climate model MRI/ JMA98 GCM (Shibata et al. 1999) , has been introduced to the model with some modifications. We use these detailed schemes, instead of the simplified but fast original schemes developed for the use of NWP.
A multi-parameter random model, based on Shibata and Aoki (1989) , is used for terrestrial radiation. Absorption due to CH 4 and N 2 O is treated in the present version, in addition to H 2 O, CO 2 , and O 3 . The model calculates solar radiation formulated by Shibata and Uchiyama (1992) , with delta-two-stream approximation. An explicit treatment of the direct effect of sulfate aerosols is considered in the present scheme.
The treatment of land surface has been improved from the Simple Biosphere model (Sellers et al. 1986 ), mainly in the soil and snow schemes. In the soil scheme, the 3 layers for the soil water equation are shared with the heat budget equation, and the phase changes of water are included, so that the water and energy can be conserved in the soil layers. It also has the 4th layer as a heat buffer. In the snow scheme, the number of snow layers varies up to 3, depending on the snow amount, and the heat and water fluxes are calculated. Snow albedo depends on the snow age (Aoki et al. 2003) .
The simulations were performed at a triangular truncation 959, with the linear Gaussian grid (TL959) in the horizontal, in which the transform grid uses 1920 Â 960 grid cells, corresponding to the grid size of about 20 km. The linear Gaussian grid has a smaller number of grid points than the ordinary 'quadratic' Gaussian grid, for the same spectral resolution. We can use the linear grid, because quadratic Eulerian advection terms which bring about aliasing do not appear in the semi-Lagrangian scheme. Details about the linear Gaussian grid can be found in Hortal (2002) and the references therein. The model uses 60 levels in the vertical, with the model top at 0.1 hPa. If we use an Eulerian scheme of the same horizontal resolution, we need a time step less than about 1 minute to satisfy the CFL criterion. But the time step we use in this study is 6 minutes, since it is not constrained by the criterion when we use a semi-Lagrangian scheme. The time step of 6 minutes is chosen in consideration of computational instabilities unrelated to the CFL criterion.
Physical parameterizations
Originally, all the settings in the physical parameterizations were 'tuned' at the resolutions of 300 to 60 km. When the settings were applied to the 20-km-mesh resolution without any modification, many problems arose from characteristics depending on resolution. For instance, 1) the amount of global average precipitation increased, 2) the temperature at tropical upper troposphere became higher, and 3) cloud amount decreased as the horizontal resolution got higher. In addition to these resolution de-pendences, resolution independent characteristics of the model, which did not need to be considered at lower resolutions, became conspicuous; convection was obviously less organized in meso-beta scale than observation, and frequency of tropical cyclones generation was less than observation. Therefore, some parameterizations of sub-grid scale physical processes were adjusted in order to reduce these biases. We tried several sets of the adjustments described below, but we could not do systematic parameter sweep experiments, due to constraint of computation resources and the time schedule.
Inhomogeneity of field variables (e.g., temperature, wind speed, etc.) of the model in a certain large (say, 300 km) fixed domain would increase with higher resolution, even though the area-mean values do not change. Evaporation therefore increases, since it is a function of the square of wind speed. So we make 10% less estimation of evaporation in the TL959 model than in the other resolution models. The amount of precipitation, however, is not changed so much, since negative feedback works against the modification.
On the other hand, a deviation from the gridmean value, which cannot be resolved by the model would become smaller as the resolution becomes finer. Therefore, assumed sub-grid variance of water vapor is set to be 10% smaller in the cloud scheme of the TL959 model. This modification decreases the over-estimated condensation, and prevents instability from dissolving too fast, resulting in promoting organization of convection. This is effective also in decreasing the resolution dependence of global average precipitation.
We decreased the amount of detrainment of cloud water at the top of the cumulus convection, as well as transformation speed from cloud water to precipitation in the cloud scheme. These are implemented in order that cumulus and layer cloud increase, and resolution dependence decreases. These are also effective in decreasing the amount of global average precipitation. Values of parameters are selected so that the radiation balance is consistent with observations. Among a number of modifications implemented in the physical processes of the TL959 model, the most effective one for improving the representation of tropical cyclones is to decrease the vertical transport of horizontal momentum in the convection scheme. The ensemble effect of the convective momentum transport is generally downgradient, and acts to reduce the vertical wind shear of tropical cyclones. When a convective-scale pressure gradient force (Wu and Yanai 1993; Gregory et al. 1999) is not included in the convection scheme, the downgradient momentum transport is overestimated, which weakens tropical cyclones excessively. Therefore, as a simple approximation of the effect of the pressure gradient force, we reduce the estimation of the effect of the momentum transport by 60%, resulting in more realistic organization of tropical cyclones.
We set the surface roughness length over the ocean to be larger, in order to enhance thermal interaction between sea surface and boundary layer. This also improves the representation of tropical cyclones. We set gravity wave drag coefficient for short waves, to be increased in order to control excessive developments of extratropical cyclones. As for the time step, because of the introduction of a semi-Lagrangian scheme, the time step used in the TL959 is not shorter than the one used in a coarser-resolution version with a Eulerian scheme. Therefore, effects by the time step on the physical parameterizations are not so crucial in the TL959.
Computational environments
The model development and calculations have been carried out on the ES. The ES is a distributed memory parallel computer system, which consists of 640 processor nodes. Each processor node is a shared memory system, which contains 8 vector processors. We have optimized the model codes for the ES. The Message Passing Interface (MPI) library is used for inter-node parallelization, and microtasking, which is shared memory parallel programming, is used for intra-node parallelization. The computing efficiency is better than 30% of the peak performance. It takes about 4 hours to execute one-month integration of the TL959L60 model using 30 nodes (240 CPUs) of the ES.
Experimental design
Time integration over 10 years was carried out with the resolution of TL959L60 as a pres-ent-day climate simulation of the global atmospheric model. Its performance of representing climate is examined by the result. As boundary conditions, we used the monthly mean climatological sea surface temperature (SST), and sea ice concentration by Reynolds and Smith (1994) , averaged from November 1981 to December 1993. The SST is updated daily using linear interpolation from the monthly climatology. Concentrations of the greenhouse gases are set constant at 348 ppmv for CO 2 , 1.650 ppmv for CH 4 , and 0.306 ppmv for N 2 O. Climatological monthly mean three-dimensional distributions of sulfate aerosols, calculated on the global chemical transport model by MRI (Tanaka et al. 2003) , are incorporated into the model.
The initial condition is provided by a global objective analysis of the JMA at July 9, 2002. After a spin-up with slight parameter change for 5 and a half years, the integration for 10 years was conducted. Although no interannual variation of the external forcing (i.e., SST, greenhouse gases, etc.) is imposed in the experiment, there exists interannual variability, caused by internal variability of the atmosphere. We discuss here the time mean climate state averaged over the 10 years. We use SST without interannual variability as a boundary condition, because this calculation is used as a control run against a time-slice experiment of future climate, in which SST difference, between present-day and warmed climate atmosphere-ocean coupled GCM, is added to the SST given here.
To examine resolution dependence of the results, we also performed simulations with three lower spatial resolutions, using the same model frame-work. The resolutions are TL63L40 (128 Â 64 grid cells and 40 vertical levels up to 0.4 hPa, about 270 km grid size), TL95L40 (192 Â 96, 180 km) and TL159L40 (320 Â 160, 110 km). In these additional simulations, the parameter adjustments described in Section 2 were not included, except for the modification on vertical transport of horizontal momentum. The time steps are 30 minutes in all three resolutions.
Results
This section demonstrates fundamental model performance of reproducing global-scale climatologies of precipitation, global-mean energy budgets, zonal-mean temperature and wind, geopotential height, surface air temperature, and storm track activity. Subsequently, simulated regional-scale climate phenomena will be shown for typical concerns, Asian summer monsoon, wintertime precipitation distribution in Japan, and snow cover in Europe. A more complete set of large-scale climatologies, and their comparisons with observational estimates will be available on our website (http://www. mri-jma.go.jp/Project/RR2002/k4-1-en.html).
Precipitation
Geographical distributions of precipitation of the 10-year mean integration during boreal winter (December, January, and February), and summer (June, July, August) are shown in Figs. 1a and 2a, respectively. Their zonal means are shown on the right side (Figs. 1b and 2b), compared with data sets from observation (CMAP: Xie and Arkin 1997; and GPCP: Huffman et al. 1997) . Geographical distributions of CMAP (Figs. 1c and 2c) , and differences between the model and CMAP (Figs. 1d and  2d) , are also presented. The results agree well with the observations in terms of spatial patterns, such as ITCZ, SPCZ, Asian summer monsoon, and storm tracks in the north Pacific and the north Atlantic in winter. Quantitatively, around the tropics of JJA, the amount is under-estimated in the western Pacific region, and over-estimated around the Bay of Bengal, the eastern Pacific and the Atlantic.
We can see precipitation patterns associated with topography. Contrast in the amount of precipitation between both sides of mountains is well simulated in New Zealand, Tasmania, south of the Andes of JJA, and in the west coast of North America and Scandinavia in DJF, which are located at the end of storm tracks. A more detailed pattern in Asian summer is also simulated, and will be presented later.
Zonal mean in both seasons (Figs. 1b and 2b ) in the midlatitudes is close to that of GPCP, while that in lower latitudes is close to that of CMAP. The amount of precipitation in the tropics are over-estimated, both in winter and summer, resulting in overestimation of the global amount. The annual mean global amount of precipitation (3.06 mm/day) is about 15% larger than the estimations from GPCP (2.62 mm/day) and CMAP (2.68 mm/day). Figure 3 shows dependence of annual mean precipitation on the model resolutions, global average, average over tropics, and average in middle and high latitudes. Comparing the result of TL959L60 with TL63L40 (about 270-km mesh) and TL159L40 (about 110-km mesh) models, the global average of precipitation increases with the resolution. As the resolution increases, the amount of convective precipitation decreases and that of grid-scale precipitation increases. Note that parameter adjustments are added in the TL959 model, resulting in reduction of the increase of precipitation. Comparing the models of TL63, TL95 and TL159, in which the same parameter sets are used, a systematic tendency is found that the average in the tropics increases with resolution, while any remarkable dependence on the horizontal resolution is not seen in the extratropics.
As the resolution increases, vertical velocity is much more resolved horizontally, and amplitude of vertical velocity becomes larger, since the size of each grid cell becomes smaller. Spatial structure of humidity is also resolved more clearly, and water vapor become easily saturated in a small grid cell than in a large one. Therefore precipitation due to grid-scale condensation increases. Precipitation due to convective parameterization scheme is expected to decrease, and the amount of decrease is expected to be equal to the amount of increase of grid-scale precipitation. In our results, the increase of grid-scale precipitation is slightly greater than the decrease of convective precipitation. Consequently, the total amount increases with higher resolution. The resolution dependence that the precipitation amount due to grid-scale condensation increases with more-resolved vertical velocity is consistent with those of many resolution dependence studies with atmospheric general circulation models (Williamson et al. 1995; Stratton 1999; Brankovic and Gregory 2001; Duffy et al. 2003; Kobayashi and Sugi 2004) . Figure 4 shows seasonal averages of zonalmean cloud cover in DJF simulated in the models of TL959, TL159 and TL63 resolutions. As the resolution increases, cloud cover generally decreases. Note that some increase is seen in the tropics of middle-upper troposphere in the TL959 model (Fig. 4d) , since many adjustments for the high-resolution model is included. The pattern of the difference between the TL159 model and the TL63 model (Fig. 4e) is a typical one of the resolution dependence in this model, and it was emphasized in the TL959 model without any adjustment (not shown). Decreases in the upper troposphere and lower troposphere are larger than in the other regions. Cloud cover in the extratropics from 50 N to 60 N, and from 50 S to 60 S in the middle troposphere also decreases. Kiehl and Williamson (1991) examined the dependence of the cloud fraction on horizontal resolution, using their atmospheric climate model, and found a systematic decrease of cloud amount when the resolution increases from R15 (@ 4.5 Â 7.5 ) to T106 (@ 1.1 Â 1.1 ). Decreases in the lower troposphere in the tropics and in the lower and upper troposphere in the extratropics are apparent in their results. They argue that the decrease of cloud in the lower atmosphere is due to increased advective drying by stronger subsidence, which results from stronger upward motion in the convective region. Decrease in the lower level (@ 800 hPa) in Figs. 4d and 4e is consistent with that examination, and as on increase of precipitation, a similar tendency is reported in other studies on resolution dependence (Phillips et al. 1995; Williamson et al. 1995; Pope and Stratton 2002) . The dependence of cloud cover in the upper level and the extratropics seems to depend on the physics embedded in the model. It was attributed to a correction factor to eliminate negative moisture in Kiehl and Williamson (1991) , and to a tuning parameter for radiative balance in Pope and Stratton (2002) . In our model, it is reported that the amount of cloud ice fall become excessive as the time step becomes smaller (Kawai 2005) . The change of cloud ice fall causes a large part of the dependence of cloud cover in the upper level and the extratropics in our model, as shown in Fig. 4d. Table 1 shows global annual-mean quantities related to the energy budget for three resolutions of the model. The observed values listed on the table are taken from Kiehl and Trenberth (1997) . Zonal-mean outgoing longwave and shortwave radiations at the top of atmosphere in January and July in the TL959 model and the TL63 model are shown in Fig. 5 , which are compared with the plots from satellite measurements, between 1985 and 1988 by ERBE (Harrison et al. 1990) . Note that the global-mean longwave radiation in the TL959 model has been reduced to agree with the observation through the parameter adjustment described in Section 2. As a result of the adjustment, outgoing longwave radiation agree with the observation also in the zonal-mean distribution (Figs. 5a and 5b) . The global mean of outgoing shortwave at the top of the atmosphere is slightly larger than the observation (Table 1) . Overestimation of the shortwave flux is found in the low latitudes (Figs. 5c and 5d) , associated with overestimation of clouds around the western Pacific and the Indian Ocean. On the other hand, the global mean of clear-sky outgoing shortwave is smaller than the observation for any horizontal resolutions. It is attributed to a contribution from the ocean, especially in the summer hemisphere. Settings of the ocean surface albedo, and underestimation of scattering by aerosols, may have caused the difference.
Cloud cover
Energy budget
As for the resolution dependence, Figs. 5a, 5b and Table 1 indicate that outgoing longwave radiation at the top of the atmosphere increases as resolution increases. This is consistent with the decrease of cloud cover in the upper troposphere, as the decrease of upper cloud makes the lower atmosphere exposed more Table 1 . Global annual mean quantities related to the energy budget for 10 years of the models compared with observations or best estimates by Kiehl and Trenberth (1997 to the space. Latent heat flux also increases, associated with the increase of precipitation resulting from an enhanced hydrological cycle.
Zonal-mean wind and temperature
Seasonal averages of zonal-mean zonal wind velocities of the model are shown in Figs. 6a and 6d. Compared with ERA40 (Simmons and Gibson 2000) reanalysis data (Figs. 6b and 6e) , differences of zonal winds are within 2 m/s in most region of the troposphere, and 95% significant difference is seen only in the polar region in the southern hemisphere, and the stratosphere. Figures 6c and 6f are the difference between the results for the TL63 model and the reanalysis data. We can see difference from ERA40 is obviously decreased as resolution increases. Note that the differences with barotropic structure seen in Figs. 6c and 6f are not significant, due to large interannual variability, and can be reduced to some extent by changing the gravity wave drag coefficient (not shown).
Figures 7a and 7d show seasonal averages of zonal-mean temperatures. Although differences from ERA40 (Figs. 7b and 7e) are within 2 K in large part of the troposphere, temperature in the lower troposphere below 700 hPa is lower, and that above 700 hPa is higher than the reanalysis data in both seasons. The difference is large and significant in the tropics of the upper troposphere. Compared with the difference between the TL63 model and the reanalysis data (Figs. 7c and 7f ) , temperature in the middle and upper troposphere gets higher as resolution increases. This results from enhanced condensation heating associated with enhanced Table 1 .
Temperature in the lower and middle stratosphere is lower than the ERA40 climate. Since the stratosphere involves large interannual variabilities, it is necessary to perform many years of integration for comparing with the observational climatology. For that reason, the stratosphere were left ''untuned'' in the present version of the model. Resolution dependence of the stratospheric temperature is smaller than the difference from the analysis. Figure 8 shows seasonal average of geopotential height at 500 hPa, for the TL959 and the TL63 models, in the northern and southern hemisphere, in DJF and JJA. The areas where the difference from ERA40 reanalysis data is 95% significant are shaded. It seems that distinct improvement with increasing resolution does not exist for the results in this aspect. Difference from the reanalysis data decreases around the North Atlantic, Greenland and Antarctic in DJF, and south of Australia in JJA. On the other hand, difference increases near the equator, associated with the temperature bias in Fig. 7 .
Z500
Surface air temperature
Surface air temperature in the model is defined as air temperature 2 m above the surface, which is extrapolated from the vertical temperature profile of the lowest layers. Figure 9 shows the mean surface air temperature of the simulation in January, April, July, and October, respectively. Improvements on aged snow albedo, implemented into the model following Aoki et al. (2003) , reduced difference from the reanalysis data around Siberia and Canada in spring (Fig. 9d) . But the temperature rising around the North Pole in spring is still earlier.
Temperature is slightly lower in North America, and higher in Sahara throughout all seasons. Since the topography of the model is not strictly identical to that of the reanalysis model, it is inevitable that the simulated sur- face temperatures differ from the reanalysis data associated with the difference of elevation, especially in mountain regions.
Storm tracks
Standard deviation of 2.5-6 days band-pass filtered geopotential height at 300 hPa is used as an index of the storm tracks. Figure 10 shows the result of the northern hemisphere in DJF for ERA40, the TL959 model and the TL63 model. We used the geopotential height data of the TL959 model averaged on every 1-degree grid due to the limitation of total data amount. The result is not dependent of the data resolution. The TL959 model well simulates the strength and peak positions of the storm tracks on the Pacific and the Atlantic. Extension to the downstream is slightly stronger in the eastern Pacific, and weaker in eastern Europe. Precipitations on the storm tracks are also well simulated, both on the Pacific and the Atlantic as long as the seasonal mean is concerned (Fig.  1 ). The TL63 model can also simulate storm tracks reasonably well, but the strength is larger, and the position of the Atlantic storm tracks is slightly more on the equatorial side, compared with the reanalysis data.
Asian summer monsoon
Hereafter, the model's performance of representing regional-scale phenomena is assessed. Figure 11 displays distributions of precipitation over Asia during summer (JJA), showing observational estimates by the Tropical Rainfall Measuring Mission (TRMM) 3B43 products, the results of the TL63, TL159 and TL959 models. Details of the TRMM and the instruments can be found in Kummerow et al. (2000) . Regions of heavy precipitation on the west coast of India, east part of the Bay of Bengal, around the Philippines, southern part of Indochina, from middle China to Japan, are roughly simulated, even in the TL63 model. As the resolution increases up to TL959, the geographical distribution is improved, especially in the northern part of India, Taiwan and the south coast of Japan. Precipitation patterns following the mountains with the scale of about 100 km become resolved. In addition, representation of the locations of heavy precipitation over mountainous regions are much improved. It is clearly seen especially around 30 N 100 E, which is consistent with Kobayashi and Sugi (2004) in that the false precipitation around the area gradually decreases with increasing resolution. Some differences from the observation, however, still remain, even in the TL959 model. The rainfall amount on the west coast of India is over-estimated, and that around the south coast of China is under-estimated.
Japan area
Introduction of smaller-scale topography in the high-resolution simulation makes it possible to simulate realistic precipitation patterns, with the scale of less than 100 km, and to compare them with in-situ observations. Figure 12 shows monthly mean precipitation around the Japan area in January. Figure 12a is an estimation of the radar-AMeDAS precipitation analysis averaged for 10 years. The radarAMeDAS precipitation analysis is a dataset covering the Japan Islands and its coastal regions. It is estimated from observations of radars calibrated using densely distributed (about 17-km mesh) rain gauges. The calibration algorithm is described in Makihara (1996) . The spatial resolution is approximately 5 km. In winter, a large amount of snow is observed on the northwest coast of Japan, due to steady winter monsoon northwesterlies from the Eurasian continent blocked by the topography of the Japan Islands. The results of the TL959 model presented in Fig. 12b show the model can simulate such detailed distributions of precipitation on the northwest coast of Japan.
Snow cover in Europe
Snow cover around Europe in January is compared with the observational data in Fig.  13 . The snow-cover dataset is provided by the NOAA-CIRES Climate Diagnostics Center, Boulder, Colorado, USA, from their website at http://www.cdc.noaa.gov/. Spatial pattern, with a scale of several hundreds of kilometers, is well simulated in the model, such as 100% snow cover over Russia east of Moscow, and the northern half of Scandinavia, and more than 30% snow cover from east Europe to Turkey and the Aral Sea. Fine structure of snow cover over mountainous regions in the Alps, Pyrenees, and Kavkaz are also represented in the model. More detailed discussion is found in Hosaka et al. (2005) .
Concluding remarks
We have developed a 20-km-mesh global atmospheric climate model. This model improves the representation of regional-scale climate by increasing horizontal resolution, due to better representation of topographical effects. At the same time, the quality of simulating climate in the global scale is kept in a large number of aspects, and moreover, some improvements in simulating climate are seen in horizontal distributions of seasonal precipitation (Figs. 1 and  2 ), zonal-mean zonal wind (Fig. 6) , and wintertime storm tracks (Fig. 10) . In order to achieve this at the unprecedentedly high resolution, some adjustments of physical parameterization were needed since the original model has been tuned carefully at coarse resolutions.
The most remarkable characteristic dependent on resolution is the increase of precipitation, especially that by grid-scale condensation (Fig. 3) . This is consistent with the enhanced latent heat transport (Table 1 ) and warm bias in the tropical upper troposphere (Fig. 7) . At the same time cloud amount in the lower and upper troposphere decreases (Fig. 4) . These are basically seen also in other climate model stud- ies (e.g., Kiehl and Williamson 1991) , although sub-grid scale parameterizations are different with each other. The model's performance of simulating the Indian and East Asian summer monsoons improves with finer resolution, consistent with previous studies (Tibaldi et al. 1990; Sperber et al. 1994; Stephenson et al. 1998; Kobayashi and Sugi 2004) . Improvement is found not only in the locations of precipitation, but also in quantitative aspect. Details about this issue are not presented here but can be found in Kusunoki et al. (2005) . This paper is intended to demonstrate a capability of simulating large-scale, seasonalmean climate state, even in such a highresolution model. The model thus enables us to study global characteristics of small-scale phenomena and extreme events. It is also possible to focus on regions where regional climate models could not cover. A number of analyses on the small-scale issues have been, or are planned to be, reported in separate publications, including tropical cyclones (Oouchi et al. 2005) , Baiu fronts , indices of extreme events Mizuta et al. 2005) , and diurnal cycles of precipitation (Arakawa et al. 2005) . These phenomena have been found to be simulated well in this model. Note that the treatment of sea ice has room for improvement, since a more sophisticated scheme used in the previous climate model of MRI has not been implemented in the present model. Therefore, care must be taken when one interprets the simulated results relevant to sea ice.
We have already performed four sets of climate simulations of over 10 years, using the 20-km-mesh model: 1) a present-day climate simulation using the observed climatological sea surface temperature (SST) as boundary conditions (10 years), 2) a global warming simulation forced by climatological SST plus anomalies around the year 2090 obtained from atmosphere-ocean coupled model simulations (10 years), 3) a present-day climate simulation (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) forced by the SST from a coupled model simulation (20 years), and 4) a global warming simulation (2080) (2081) (2082) (2083) (2084) (2085) (2086) (2087) (2088) (2089) (2090) (2091) (2092) (2093) (2094) (2095) (2096) (2097) (2098) (2099) forced by the SST from a coupled model simulation (20 years). In this paper, only the results about the mean climate states of 1) were presented to examine fundamental performance of simulating the present-day climate. The results comparing these experiments for projection of global warming are also reported in the publications mentioned above. At the same time, simulations with a nonhydrostatic regional climate model have been performed (Yoshizaki et al. 2005; Yasunaga et al. 2005) , of which lateral boundary conditions are provided by the calculations of this paper. They focus on East Asian summer monsoon, with horizontal grid size of 5 km.
The resolution used in the present model is almost the highest limit at which the parameterizations including cumulus convective schemes work in expected manner as in the coarser-resolution models. Based on a theoretical inference, hydrostatic approximation seems to be valid in this horizontal resolution, but may be violated in the higher-resolution model. At that stage, nonhydrostatic cloud-resolving global model will be necessary.
