Abstract-A new perspective on cognitive radio is presented for the case where the primary transmission is in uncoded analog form. The basic idea is to exploit signal-to-noise ratio margins in primary receivers, and to optimize cognitive signals by appropriately shaping their spectrum. It is shown that coexistence of primary and cognitive users is possible even without message-sharing, and furthermore, the cognitive user is no longer interference-limited, but can always transmit at its full available power thus achieving logarithmic growth of its information rate as its average power constraint grows large.
I. INTRODUCTION
Cognitive radio is envisioned as a means of improving utilization of ever scarce spectral resources (see e.g. [1] , [2] , [3] and references therein). In such systems, unlicensed users potentially "sense" the spectrum utilization and transmit in such a manner as to cause no (or minimal) interference for primary users licensed to use the spectrum. Much research in cognitive radio can be divided into two broad approaches. In the first, cognitive users detect the presence of primary users and if there are none, they transmit. The research focus has been on primary user detection which can be challenging in the low-power regime; see, e.g., [3] . Despite its conceptual simplicity and technologically feasibility, such an approach usually limits cognitive users within "the middle of nowhere", and achieves limited throughput in spectrally "dense" (e.g. urban) areas.
On the other hand, information-theoretic studies (e.g., [4] , [5] ) often assume that cognitive users have access to primary user messages and accurate channel state information and thus cognitive users can intelligently adapt their signals so as not to create excess interference to the primary transmission. As such, a distributed implementation of "dirty paper coding" [6] has been instrumental in the development of such results. Such schemes lead to improved information rates for cognitive users while "peacefully" coexisting with primary users. Disregarding the attendant complexity in implementing such schemes in practice (see, e.g., [7] ), there remains the more pressing concerns such as privacy and security -thus at present, primary user message access is unlikely feasible due to technological and political constraints.
In this work, we consider an alternative approach. We focus on primary users which subscribe to certain broadcasting type of legacy services; thus there usually exist non-zero signal-tonoise ratio (SNR) margins beyond the minimum required SNR for successful reception. By imposing a maximum acceptable distortion on primary users, we can optimally shape signals' spectrum, namely their power spectral density functions, for the simultaneous coexistence of cognitive users in a shared spectrum. So in this approach, it is not the absence of, but rather the existence of, primary transmission that a cognitive user desires to exploit.
The SNR margin thus is a resource for cognitive users to fill in. To motivate our approach, we first consider an "interference temperature" [2] approach -this philosophy maintains that above an interference threshold, cognitive users should stop increase their transmission power. We examine a variation on this wherein we employ one-shot/memoryless minimum mean-squared estimation for the primary user who seeks to receive uncoded analog legacy signals, and establish that this method leads to an interference-limited cognitive information rate, even if the cognitive transmitter has more power to expend thus leading to no growth in information rate as a function of cognitive user power. In this paper, however, our main finding is that, through appropriately shaping the cognitive signal spectrum coupled with optimal filtering at primary receivers, cognitive transmission can actually break the barrier of interference-limitation and always transmit at its full available power, thus yielding logarithmic growth in rate with power -it is only the prelog coefficient that is affected by the presence of primary transmission.
The rest of this paper is organized as follows. Section II introduces our system model. The idea of spectrum-shaping applies to both uncoded and coded primary transmissions; however, in this paper, we only consider the uncoded case, leaving the coded case in a subsequent longer version of paper. Section III studies the performance of primary receivers built upon the "interference temperature" perspective. Section IV formulates the cognitive rate maximization problem for optimal primary receivers, establishes conditions and algorithms for solving the problem, and derives an achievable lower bound to the prelog coefficient for the cognitive rate.
II. SYSTEM MODEL Throughout this paper, we assume that the cognitive and legacy primary receiver are collocated, and thus the received signal is
where the subscript n denotes sampled discrete times. The primary signal S n is from a typically remote transmitter of some legacy service, for example, TV or radio broadcasting, and is in uncoded analog form. The deterministic channel gain A is the attenuation factor for the legacy service's signal at the receiver -it is assumed known at the receiver. The noise process N n is comprised of thermal noise, unmodeled external random disturbance, and interference from other devices not considered in the system model. The cognitive transmitter sends digitally coded signals, with the resultant received signal, X n . We assume that A has large dynamic range (tens of dBs), leading to the large SNR margins that will be exploited by the cognitive user. We normalize the cognitive user's attenuation to unity, for simplicity and without loss of generality.
The model (1) describes the received signal at both a legacy receiver and a cognitive receiver. 1 The two receivers have distinct goals. The legacy receiver simply wishes to reconstruct its legacy signal and has no knowledge of the cognitive user save its statistics (assumed to be passively identified via channel outputs). The cognitive receiver wishes to decode its messages possibly exploiting statistical knowledge of the primary user. Herein, we do not allow the cognitive transmitter to obtain the message of the legacy service provider, and deem such message-sharing as technologically and politically infeasible.
We further model S n as a time-correlated stochastic process, taking continuous values on the complex plane. Specifically, we assume that S n is a wide-sense stationary (WSS) zeromean circular-symmetric complex (ZMCSC) Gaussian process with power spectral density (PSD) φ S (ω), for −π ≤ ω ≤ π, which is known at both the legacy receiver and the cognitive receiver. The noise N n is also modeled as a WSS ZMCSC Gaussian process with PSD φ N (ω).
The legacy receiver does not possess any knowledge of the codebook of the cognitive signal X n , except its statistics like PSD, and thus can only estimate S n by treating (X n + N n ) as some form of noise. Furthermore, the legacy system requires that the estimate of S n satisfies a prescribed distortion constraint. We take the distortion measure as the mean-squared error (MSE). Meanwhile, the cognitive receiver seeks to reliably decode its signal X n with a vanishing error probability for asymptotically large coding block length. Since the legacy signal S n is uncoded, the best the cognitive receiver can do is to treat it as a time-correlated Gaussian noise, in addition to the actual system noise N n . Figure 1 illustrates the channel model.
Ignoring the legacy service's performance, the optimal input X n for maximizing the cognitive transmission rate is a WSS ZMCSC Gaussian process, with its PSD φ X (ω) chosen to solve a water-filling problem for (1) . Given the legacy service and its distortion constraint, this solution may no longer be optimal. Furthermore, if the legacy receiver takes into account 1 The general case of separate receivers can be analogously studied following the ideas herein; however this results in limited intuition due to the increased analytical complexity. the full statistics of X n in estimating S n , then the optimal distribution of X n may even not be Gaussian. In this paper, for tractability and practicality, we restrict the legacy receiver to perform linear estimation and the cognitive transmitter to transmit WSS signals. Thus, estimation MSE depends only on the PSD of S n , X n , and N n (see, e.g., [8] ). Consequently, there is no loss in optimality to take X n to be a WSS ZMCSC Gaussian process, and the problem reduces to designing its PSD φ X (ω).
III. AN INTERFERENCE-TEMPERATURE PERSPECTIVE: MEMORYLESS ESTIMATION
In this section, we consider a suboptimal estimation procedure, in which the legacy receiver performs a symbolby-symbol minimum mean-squared error (MMSE) estimation of S n , without taking into account the temporal correlation structure of signals. Let us denote the variances of S n , X n and N n be
respectively. If the legacy receiver poses an MSE distortion constraint D upon its estimation of S n , we have that the cognitive signal PSD should satisfy
In the presence of an additional average power constraint P for X n , (5) is simply another average power constraint. Therefore the cognitive rate maximization problem is reduced into the following standard form,
s.t. 1 2π
It readily follows that water-filling solves the problem, and the optimal solution is
where [·] + denotes max{·, 0}, and λ > 0 is chosen such that
φ X,0 (ω)dω = P 0 is satisfied. For memoryless MMSE, we emphasize that the achievable rate of the cognitive transmission is ultimately limited by the primary transmission channel gain coefficient A. For cognitive radio applications, the typically short-range channel for X n makes the average power constraint P usually large. Due to the upper limit imposed by A, however, the maximum power of the cognitive transmission is severely regulated, and thus the cognitive rate R c behaves like O(1) as P → ∞, instead of O(log P ) without the legacy MSE distortion constraint.
IV. OPTIMAL LEGACY RECEIVER PROCESSING: NON-CAUSAL WIENER-KOLMOGOROV FILTERING
Given a sufficiently long block of channel outputs, the MMSE for estimating the legacy signal is achieved by the non-causal Wiener-Kolmogorov filter. Therefore as the observation interval grows long, the achievable MSE asymptotically approaches [8] MSE∞ = 1 2π
Thus for a prescribed MSE distortion constraint D, we can pose the cognitive rate maximization problem as follows.
That is, we maximize the information rate of the cognitive transmission, under the constraints that the estimation MSE of the legacy signal does not exceed a prescribed distortion D, and that the average power of the cognitive signal does not exceed a maximally allowed value P .
A. The Average Power Constraint is (Almost) Always Active
It is interesting to note that, if there is no average power constraint P < ∞ and the problem (10) is strictly feasible, then the maximization problem (10) along with the MSE constraint (11) leads to a divergent maximum value of achievable rate. This can be argued as follows; see also Figure 2 . If we let φ X (ω) → ∞ over a pair of narrow intervals of frequencies 0 ≤ ω l < |ω| < ω u < π and φ X (ω) = 0 elsewhere, then the achieved cognitive rate (10) diverges. On the other hand, the constraint (11) can be rewritten as
which can be satisfied by choosing the interval volume of [ω l , ω u ] sufficiently small but positive as long as we have
In fact, D is exactly the MMSE achieved by non-causal Wiener-Kolmogorov filtering with φ X (ω) = 0, −π ≤ ω ≤ π. So (13) always holds true for a strictly feasible cognitive rate maximization problem. If D = D, then the only feasible solution is φ X (ω) = 0 for all −π ≤ ω ≤ π except a subset of measure zero, and the achievable rate of cognitive transmission is zero. Fig. 2 . Illustration of φ X (ω) that leads to unbounded cognitive rates.
The observation that φ X (ω) can lead to divergent cognitive rates while still satisfying the MSE distortion constraint immediately leads to two useful conclusions. First, the average power constraint (12) always holds with equality and thus is active, for arbitrarily large P . Second, the cognitive rate maximization problem is generally non-convex, in the presence of the MSE distortion constraint.
B. Necessary Condition for Optimal Cognitive PSD
Depending upon whether the MSE distortion constraint is active, the cognitive rate maximization problem can be categorized into two. The first case corresponds to small values of P , such that the water-filling solution of φ X (ω) with respect to (12) satisfies the MSE distortion constraint (11). In this case, the water-filling solution is the optimal PSD for the cognitive transmission. This case arises if
When the inequality (14) does not hold, both (11) and (12) constraints become active, corresponding to the second case which is a non-convex optimization problem, since the feasibility set of φ X (ω) satisfying (11) is a non-convex set, as suggested by the previous subsection. We can find the following necessary condition for optimality in this case.
For a PSD φ X (ω) to be the optimal solution to (10), it is necessary that for every ω ∈ [−π, π], either one of the following two conditions holds true:
Boundary point: φ X (ω) = 0;
(15) Locally maximum point: φ X (ω)
for some μ < 0 and λ such that φ X (ω) as given by (16) is positive.
Due to the lack of convexity in the optimization problem, in general, little can be said beyond the result above. The solution of the cognitive rate maximization problem in the second case thus can in principle be obtained through an infinitedimensional search procedure, outlined as follows. Consider a fixed measurable subset I ⊆ [0, π]. Let φ X (ω) = 0 for every |ω| / ∈ I. Determine Lagrange multipliers μ < 0 and λ to generate φ X (ω) according to (16), for every |ω| ∈ I, such that both the MSE distortion constraint (11) and the average power constraint (12) are satisfied with equality. Denote the resulting achievable rate (10) by R(I), then the maximum cognitive rate is sup R(I) with the supremum over all measurable subsets of [0, π].
C. Linear Programming Formulation for Piecewise Constant PSD
The procedure of optimizing φ X (ω) outlined in the previous subsection is obviously infeasible for implementation, because it is impossible to exhaustively search over the infinite-dimensional space of all measurable subsets of [0, π]. Under certain additional conditions, however, it is possible to convert the infinite-dimensional search procedure into finitedimensional, as illustrated in this and the next subsections.
In this subsection, we assume that both φ S (ω) and φ N (ω) are piecewise constant with a finite number of segments. For concreteness, denote the segments by
Denote segment k by V k := (ω k , ω k+1 ), and its volume by
The piecewise constant condition is that, for every ω ∈ [−π, π] with |ω| ∈ V k , φ S (ω) = s k and φ N (ω) = n k . Consider a particular segment, say V k . Due to symmetry, the locations of ω ∈ V k that correspond to locally maximum points (16) are irrelevant, and the resulting φ X (ω) is identical. Therefore, we only need to specify the volume of the subset of locally maximum points in V k , denoted by
For any given μ < 0 and λ, the value of φ X (ω) corresponding to locally maximum points in V k is
given that the following two conditions hold:
If either of (18) or (19) does not hold, all ω ∈ V k are boundary points with p k = 0. Now the cognitive rate maximization problem can be rewritten as the following linear program,
s.t.
As 2 k
Compared with the infinite-dimensional search procedure for general PSD outlined in the previous subsection, the procedure for piecewise constant PSD is considerably simplified. The computationally intensive part is simply a two-dimensional search with respect to (μ < 0, λ), which may usually be satisfactorily approximated by a fine-grid discretization. For each pair of (μ < 0, λ), a corresponding linear program (20)- (22) is solved, and this can be efficiently accomplished by standard methods like the simplex algorithm or interior point methods.
D. Flat Noise PSD
Besides the linear programming formulation for the piecewise constant PSD described in the previous subsection, another simplification occurs if the noise PSD φ N (ω) is "flat",
Under such a condition, the cognitive transmission PSD φ X (ω) satisfies the following property:
If φ S (ω 1 ) < φ S (ω 2 ) and the optimal PSD satisfies φ X (ω 2 ) = 0, then it also satisfies φ X (ω 1 ) = 0.
In other words, the optimal cognitive transmission strategy should first "fill" the spectrum bands in which the legacy signal is weak.
We can prove the above property using contradiction. Assume that the property does not hold for a certain cognitive radio system. Therefore it is possible to find two disjoint spectrum bands, W 1 , W 2 ⊂ [0, π], with |W 1 | = |W 2 | and sup |ω|∈W1 φ S (ω) < inf |ω|∈W2 φ S (ω), but the optimal φ X (ω) satisfies φ X (ω) = 0 if |ω| ∈ W 1 , and φ X (ω) > 0 if |ω| ∈ W 2 . Now let us exchange the values of φ X (ω) between W 1 and W 2 , such that φ X (ω) > 0 if |ω| ∈ W 1 and φ X (ω) = 0 if |ω| ∈ W 2 . We can verify that, after this exchange, both the two constraints (11) and (12) are still fulfilled, whereas the objective cognitive rate (10) is then increased. Therefore the original φ X (ω) cannot be optimal, and by such a contradiction, we have proved the desired property of φ X (ω).
Utilizing the property for optimal φ X (ω), we can solve the cognitive rate maximization problem with a level search as follows. Consider the level sets
parametrized by inf φ S (ω) ≤ γ ≤ sup φ S (ω). For each γ, we compute the achievable rate R(L γ ) following Section IV-B, then the supremum among all the computed rates is the maximum achievable cognitive rate. Note that here we only need search over the structured subsets L γ , rather than all possible measurable subsets of [0, π]. So the computational complexity is considerably reduced, and it is usually possible to approximate the continuum search by a fine-grid discretization.
E. A Suboptimal Solution: On-Off Cognitive PSD
The fact that the average power constraint (12) is always active implies that the cognitive transmitter can always transmit at its full power, without introducing excess interference to the legacy service, by appropriately tailoring its signal PSD. As the average power P → ∞, the cognitive rate R c behaves like O(log P ), which is in fundamental contrast to the O(1) behavior in the memoryless estimation case as shown in Section III.
A lower bound to the prelog coefficient for large P can be obtained by considering a specific class of cognitive PSD, namely the on-off PSD for which φ X (ω) equals either 0 or φ 0 > 0. After manipulations, we can find that the onoff cognitive PSD that maximizes the prelog coefficient is obtained by choosing an appropriate level of γ > 0, such that
where
− γ denotes min{·, γ}. The prelog-optimal on-off cognitive PSD is then
where sgn{·} denotes the sign of its operand, the on-level φ 0 is chosen to satisfy the average power constraint (12), and the optimal prelog coefficient is the volume of the supporting set
The equation (24) implies that, the prelog-optimal on-off PSD φ X (ω) should "fill" the spectrum bands in which the "pre-emphasized" PSD
is small, until the area (normalized by 2π) under that PSD equals (D − D), the gap between the prescribed MSE and the MMSE without cognitive transmission. This is also illustrated in Figure 3 . 
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