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ABSTRACT 
Background: Autism spectrum disorder (ASD) is a neurodevelopmental disorder 
(NDD) with a prevalence of 1–2%. In low resource environments, in particular, 
early identification and diagnosis is a significant challenge. There is a great demand 
for ‘language-free, culturally fair’ low-cost screening tools for ASD risk that do not 
require highly-trained professionals. There has been growing interest in 
electroencephalography (EEG) as an investigational tool for biomarker 
development in ASD and NDDs. One of the key challenges lies in the identification 
of appropriate multivariate, next-generation analytical methodologies that can 
characterise the complex, nonlinear dynamics of neural networks in the brain. 
Objectives: The primary objective was to develop a biomarker to differentiate ASD 
from typically developing (TD) individuals. The secondary objectives included 
evaluating the ability of the biomarker to discriminate between ASD and non-ASD 
within Tuberous Sclerosis Complex (TSC), a genetic disorder, and to distinguish 
non-syndromal and syndromal ASD. 
Method: Recurrence quantification analysis (RQA) of rsEEG was explored as a 
potential biomarker for ASD. The final methodology comprised the analysis of 
continuous five second segments of rsEEG with independent component analysis 
ocular artefact correction, multivariate time series embedding, principal 
component analysis dimensionality reduction, RQA feature extraction, and 
classification of statistically significant features using linear discriminant analysis 
(LDA), multilayer perceptron (MLP) neural network and support vector machine 
(SVM) classifiers. A clinical scenario of diagnosing an unseen subject was simulated 
using a leave-one-subject-out classification approach.  
Results: In a sample of 7 ASD and 5 TD subjects, aged 8 – 17 years, with analysis 
of 12 best segments, the proof-of-principle study showed 83.3% accuracy, 85.7% 
sensitivity and 80.0% specificity with a LDA classifier. A replication study (study 1) 
was performed in an age-matched sample of 7 ASD and 7 TD subjects, aged  
2 – 6 years, comprising a total of 666 segments. Classification with a nonlinear 
SVM classifier showed 92.9% accuracy, 100.0% sensitivity and 85.7% specificity. 
The biomarker was explored further in an age and intellectual ability matched  
sample of 5 TSC+ASD and 5 TSC-ASD subjects, aged 0 – 12 years, comprising 
1 202 segments (study 2). The nonlinear MLP classifier achieved 90.0% accuracy, 
80.0% sensitivity and 100.0% specificity. The ability of the biomarker to distinguish 
non-syndromal and syndromal ASD was evaluated in an age and intellectual ability 
matched sample of 6 ASD and 6 TSC+ASD subjects, aged 2 – 6 years, with analysis 
of 832 segments (study 3). Using the MLP and SVM classifiers, 100% accuracy, 
sensitivity and specificity was achieved.  
Stellenbosch University  https://scholar.sun.ac.za
  
iii 
 
Conclusions: RQA of rsEEG was an accurate classifier of ASD under a range of 
clinical conditions, suggesting potential of this approach for global screening in 
ASD. Validation of this biomarker in a large and well-matched sample is required. 
Age, gender, intellectual ability, socio-economic status, comorbidity, medication 
use, eyes-open versus eyes-closed condition, the number and location of 
electrodes, and test-retest reliability are all important factors to consider in the 
evaluation and development of biomarkers for ASD and related 
neurodevelopmental disabilities. 
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OPSOMMING 
Agtergrond: Die outisme spektrum (ASD) is ‘n neurologiese ontwikkelingsafwyking 
(NDD) met ‘n voorkoms van 1–2%.  Die vroeë identifikasie en diagnose van ASD is 
‘n beduidende uitdaging veral in omgewings met hulpbron-tekort. Daar is ‘n groot 
behoefte aan lae-koste siftingsinstrumente vir ASD-risiko wat nie deur taal en 
kultuur  gekortwiek word en hoogs opgeleide professionele persone benodig 
nie.  Daar is toenemende belangstelling om elektro-enkefalografie (EEG) as ‘n 
ondersoekinstrument te gebruik vir biomerker-ontwikkeling in ASD  en NDD. Een 
van die hoofuitdagings is die identifikasie van geskikte multiveranderlike, nuwe-
generasie analitiese metodologieë wat die komplekse, nie-liniêre dinamika van die 
brein se senuweenetwerk kan karakteriseer. 
Doelwitte: Die primêre doelwit was om ‘n biomerker te ontwikkel om ASD en 
normaal-ontwikkelende (TD) individue van mekaar te onderskei. Die sekondêre 
doelwitte was die evaluering van die biomerker se vermoë om ASD en nie-ASD 
binne tubereuse sklerose kompleks (TSC) – ‘n genetiese toestand – te identifiseer, 
en om te onderskei tussen nie-sindroomverwante ASD en sindroomverwante ASD. 
Metode: Herhalingskwantifiseringsanalise (RQA) van rustende toestand EEG 
(rsEEG) is ondersoek as ‘n potensiële biomerker vir ASD. Die finale metodologie 
behels die analise van aaneenlopende vyf-sekonde rsEEG-segmente met 
onafhanklike komponent-analise, oogartefak-regstelling, multiveranderlike 
tydreeks-vaslegging, hoofkomponent-analise dimensionele vermindering, RQA 
kenmerk-ekstraksie, en klassifikasie van statisties betekenisvolle kenmerke 
deur  liniêre diskriminantanalise (LDA), multivlak perseptron (MLP) neurale 
netwerk en ondersteuningsvektormasjien (SVM) klassifiseerders.  ‘n Kliniese 
scenario van die diagnose van ‘n ongesiene deelnemer is gesimuleer deur die los-
een-deelnemer-uit  klassifikasiebenadering. 
Resultate:  In ‘n steekproef van 7 ASD en 5 TD deelnemers, 8 – 17 jaar oud, met 
analise van die 12 beste segmente, het die bewys-van-beginsel studie 83.3% 
akkuraatheid, 85.7% sensitiwiteit en 80.0% spesifisiteit met ‘n LDA-klassifiseerder 
getoon. ‘n Repliseringstudie (studie 1) is gedoen in ‘n ouderdom-gekontroleerde 
steekproef van 7 ASD en 7 TD deelnemers, 2 – 6 jaar oud, met ‘n totaal van 
666 segmente.  Klassifikasie met ‘n nie-liniêre SVM-klassifiseerder het 92.9% 
akkuraatheid, 100.0% sensitiwiteit en 85.7% spesifisiteit getoon.  Die biomerker is 
verder ondersoek in ‘n ouderdom- en intellektuele vermoëns-gekontroleerde 
groep van 5 TSC+ASD  en 5 TSC-ASD deelnemers, 0 – 12 jaar oud, met 
1 202 segmente (studie 2). Die nie-liniêre MLP-klassifiseerder het 90.0% 
akkuraatheid, 80.0%  sensitiwiteit en 100.0% spesifisiteit behaal.  Die vermoë van 
die biomerker om te onderskei tussen nie-sindroomverwante ASD en 
sindroomverwante ASD is geëvalueer in ‘n ouderdom- en intellektuele  
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vermoëns-gekontroleerde steekproef van 6 ASD en 6 TSC+ASD deelnemers,  
2 – 6 jaar oud, met die analise van 832 segmente (studie 3). Deur gebruik te maak 
van die MLP en SVM klassifiseerders is 100% akkuraatheid, sensitiwiteit en 
spesfisiteit behaal. 
Gevolgtrekkings: RQA van rsEEG was ‘n akkurate klassifiseerder van ASD onder ‘n 
reeks kliniese toestande, wat die potensiaal van hierdie benadering vir globale ASD 
sifting aandui.  Validasie van hierdie biomerker in ‘n groot en gekontroleerde 
steekproef moet vasgestel word.  Ouderdom, geslag, intellektuele vermoë, sosio-
ekonomiese status, komorbiditeit, medikasiegebruik, oop-oë teenoor toe-oë 
toestand, die hoeveelheid en posisie van elektrodes en toets-hertoets 
betroubaarheid is alles belangrike faktore in die evaluering en ontwikkeling van 
biomerkers vir ASD en verwante neurologiese ontwikkelingsafwykings. 
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1.  INTRODUCTION 
1.1.  Introduction 
Mental health disorders affect approximately 20% of children and adolescents 
worldwide (Belfer, 2008; de Vries et al., 2013). Autism spectrum disorder (ASD) is 
one of the most common neurodevelopmental disorders (NDD), with a global 
prevalence estimate of 1 to 2% in children (Baird et al., 2006; Kim et al., 2011; 
Elsabbagh et al., 2012; American Psychiatric Association, 2013; CDC, 2014). 90% of 
people with ASD live in low- and middle-income countries (LMICs) where there is 
a significant demand for screening tools that do not require highly trained 
professionals (Tomlinson and Swartz, 2003). There has been growing interest in 
electroencephalography (EEG) as an investigational tool for biomarker 
development in NDD. However, one of the key challenges lies in the identification 
of appropriate multivariate, next-generation analytical methodologies that can 
characterise the complex, nonlinear dynamics of neural networks in the brain 
(Natarajan et al., 2004; Acharya et al., 2011; Bosl et al., 2011; Jeste et al., 2015).   
The ultimate goal of this research is to develop a robust and reliable early marker 
of ASD risk that can be implemented as a simple laboratory-type test by 
community healthcare workers in low-resource environments where expert 
knowledge and skilled staff are often not accessible. In this dissertation the 
application of recurrence quantification analysis (RQA) to resting state EEG (rsEEG) 
is investigated as a potentially robust and reliable biomarker for ASD risk.  
This chapter provides an overview of ASD, focussing on the burden of disease in 
ASD, the lack of expertise and resources, the need for early identification, the 
heterogeneous nature of ASD, and the promise of objective technology-based 
screening measures that do not require implementation by experts. The merit of 
EEG as a noninvasive tool for ASD risk detection as opposed to other noninvasive 
technologies will be discussed, along with the benefits of rsEEG versus event-
related potentials (ERPs). An overview of the current existing rsEEG biomarkers in 
ASD is discussed. Next a motivation for the application of RQA to rsEEG as a novel 
biomarker for ASD risk is provided. The objectives and scope for this work are 
outlined, followed by the proposed hypotheses and a description of the thesis 
layout. 
1.2. Autism spectrum disorders 
ASD is characterised by qualitative impairments of varying severity in two core 
domains – reciprocal social interaction and communication, accompanied by 
restricted, repetitive and inflexible behaviour (American Psychiatric Association, 
2013). ASD is considered a life-long disability, of potentially varied aetiology, with 
heterogeneous behavioural manifestations in developmental trajectories, 
Stellenbosch University  https://scholar.sun.ac.za
  
2 
 
cognitive ability, language level, adaptive behaviours, and sensory and motor 
impairments (Kim and Lord, 2013). The presence of co-occurring medical, 
neurodevelopmental, psychiatric and neurological conditions significantly 
complicates the diagnostic picture of ASD with symptoms that may mask or 
obscure core behavioural manifestations of ASD, often leading to delayed 
diagnosis (Levy et al., 2010). Early identification is an essential first step to prevent 
unnecessary delays in access to early intervention strategies, parent education 
and planning for longer-term support (Crane and Winsler, 2008; Duffy and Als, 
2012; van Tongerloo et al., 2012; Voos et al., 2013).  
The diagnosis of ASD and other neurodevelopmental disorders is particularly 
challenging in resource poor environments, as is exemplified by the majority of 
LMICs. Access to government hospitals/clinics and specialists or clinical experts 
who are able to identify ASD at an early age is very limited. The cost of obtaining 
a reliable diagnosis from a specialist or clinical expert is also very high and the 
majority of families cannot afford it. A recent informal survey in South Africa, a 
middle-income country, indicated that, even in tertiary hospitals, children with 
possible autism present late, typically only when concerns are severe. Before the 
age of six, almost no children have access to any ASD or neurodevelopmental 
screening that could identify those at risk and in need of a next step evaluation 
and potential intervention. It is therefore clear that, particularly in low resource 
environments, there is a significant demand for low-cost screening tools that do 
not require highly expert and trained professionals.  
There has been positive progress regarding development, validation and 
implementation of screening questionnaires, such as the Modified Checklist for 
Autism in Toddlers (M-CHAT), as early screening tools for ASD (Robins et al., 2001; 
Johnson and Myers, 2007; Kleinman et al., 2008). However, the cultural 
appropriateness of rating scale measures, the language and literacy demands, and 
the fact that rating scales only identify difficulties when development or behaviour 
already has noticeable, albeit subtle, changes, makes global implementation of 
such tools problematic. The development of ‘language free, culturally fair’ 
screening tools that may use contemporary technology therefore holds great 
promise for global screening in ASD.  
Interdisciplinary research is starting to show promise in the use of resting state 
electroencephalography (rsEEG) biomarkers for the early detection of ASD risk 
(Bosl et al., 2011; Duffy and Als, 2012; Pistorius et al., 2013). rsEEG signals may 
contain sufficient information to enable the identification of abnormal neural 
development before behavioural manifestations appear (Bosl et al., 2011). The 
overarching significance of this research would be to develop a simple laboratory-
type measure, in the form of a rsEEG-based screening computer tool, that can be 
implemented in resource poor environments by primary care healthcare teams to 
identify children at risk for ASD at an early age. 
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Given the heterogeneous nature of ASD, it will be important to show not only 
differentiation between ASD and typical development (TD), but also 
differentiation of ASD from non-ASD within a neurodevelopmental disorder, and 
syndromal from non-syndromal ASD. To date, all ASD biomarker studies compared 
data of individuals with non-syndromal ASD to TD individuals. To the author’s 
knowledge, no studies have investigated whether rsEEG can be used to perform 
categorical classification of ASD in individuals with syndromal ASD. This is an 
important consideration given that a clinically useful biomarker should be able to 
do more than just differentiate between ‘typical’ and ‘atypical’. 
1.3. Tuberous sclerosis complex  
A genetic aetiology of ASD can be identified in approximately 10 – 20% of cases 
(Geschwind, 2011), with Tuberous Sclerosis Complex (TSC) being the genetic 
condition most strongly associated with ASD (de Vries, 2010). Reported rates of 
ASD in TSC range from 24 – 60% (Moss and Howlin, 2009). Within TSC, the 
likelihood of a comorbid ASD diagnosis is strongly associated with increased 
degree of intellectual disability (Moss and Howlin, 2009; de Vries, 2010). TSC is a 
multisystem genetic disorder that is caused by mutations in the TSC1 or TSC2 
genes (Curatolo et al., 2015; de Vries et al., 2015a). Physical manifestations of the 
syndrome include benign growths is multiple organs, such as the brain, heart, 
kidneys, lungs and eyes (Northrup and Krueger, 2013; Curatolo et al., 2015).  
TSC-Associated Neuropsychiatric Disorders (TAND) including behavioural, 
psychiatric, intellectual, academic, neuropsychological, and psychosocial 
difficulties are seen in the majority of individuals with TSC, yet are highly under-
identified and under-treated (de Vries et al., 2015a). Where disorders such as ASD 
are identified, this tends to happen late. For instance, in the worldwide TOSCA 
natural history study of TSC (n=2093), the mean age of diagnosis of ASD in TSC was 
7 years and 6 months (Kingswood et al., 2014; de Vries et al., 2015b). A biomarker 
that could differentiate ASD and non-ASD, not only in an ASD and TD sample, but 
within a genetic syndrome will show great promise for clinical application.  
1.4. Non-syndromal and syndromal ASD 
A key distinguishing characteristic in the diagnosis of ASD is the genetic basis 
thereof, whether it is syndromal ASD or non-syndromal (idiopathic) ASD. TSC, 
Fragile X syndrome and Rett syndrome are examples of syndromes where a higher 
than expected prevalence of ASD is observed (Abrahams and Geschwind, 2008). 
McFadden et al. (2011) reported that syndromal ASD is associated with an 
increased likelihood of dysmorphic features (that include anatomical brain 
abnormalities), intellectual disability and seizures. In syndromal ASD relatively 
equal gender distribution is observed, while a male predominance of 
approximately 4:1 is found in non-syndromal ASD (McFadden et al. 2011). A 
biomarker that can distinguish non-syndromal and syndromal ASD will contribute 
significant clinical value, and may start to point towards the potential usefulness 
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of biomarkers (other than molecular biological ones) in the aetiological subtyping 
of ASD. 
1.5. Electroencephalography 
1.5.1. Background 
Electroencephalography is a noninvasive technique that captures time dependent 
electrical changes in the brain, at the scalp surface. EEG signals are measurements 
of pooled postsynaptic excitatory and inhibitory potentials generated by vertically 
oriented pyramidal neurons in the cerebral cortex (Fisch, 1999; Sanei and 
Chambers, 2007). The first EEG recordings were made by Hans Berger in the 1920s 
(Sanei and Chambers, 2007). Traditionally, EEG was used only by neurologists and 
neurophysiologists as a clinical diagnostic tool to identify seizures through means 
of visual inspection of the EEG record and the application of qualitative rules 
(developed through collective clinical experience over many years) for 
interpretation. Over the last two decades, advances in signal processing have led 
to the development of quantitative analytical methods, and  EEG signal monitoring 
has branched to a range of clinical applications including the study of infant brain 
development and monitoring of treatment/intervention outcome (see Figure 1.1; 
Lantz et al., 2003; Nunez and Srinivasan, 2006; de Boer et al., 2007; Sanei and 
Chambers, 2007; Pineda et al., 2008; Coben and Myers, 2010; Krauss et al., 2011; 
Blinowska and  Żygierewicz, 2012; Dawson et al., 2012; Chavakula et al., 2013).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.1: EEG applications in recent decades  
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Quantitative EEG (qEEG) analysis, EEG connectivity and EEG complexity measures 
have been suggested for early diagnosis of neurological and neurodevelopmental 
disorders, such as ASD (Chan et al., 2007; Bosl et al., 2011; Duffy and Als, 2012; 
Coben et al., 2013; Duffy et al., 2013; Pistorius et al., 2013), schizophrenia (Sabeti 
et al., 2007), Alzheimer’s (Lehmann et al., 2007) and attention deficit disorder 
(Chabot and Serfontein, 1996).  
In an EEG recording, the potential (voltage difference) for each EEG channel 
(electrode pair combination) is displayed as a function of time; recorded 
amplitudes typically range from 10–100 μV (Sanei and Chambers, 2007) with a 
temporal resolution in milliseconds (Maximo et al., 2014). EEG signals exhibit 
oscillatory and repetitive behaviour, termed rhythms, which are associated with 
various physiological and mental processes. These rhythms are generally 
categorised into five frequency bands, as indicated and described in Figure 1.2 
(Sörnmo and Laguna, 2005; Bucci et al., 2011). The division between the frequency 
bands is rather arbitrary, as various sources indicate slightly different ranges.  
 
In a mathematical sense, an EEG signal 
represents a summation of various 
frequency components and artefacts. 
Blinowska and Żygierewicz (2012) define 
an artefact as any potential difference 
which occurs due to an extracerebral 
source. Artefacts can be distinguished 
based on physiological or technical origin. 
Physiological artefacts arise due to 
movements, bioelectric potentials or 
changes in skin resistance, whereas 
technical (or non-physiological) artefacts 
arise due to external electrical 
interference from power sources or 
internal electrical malfunctioning of 
recording equipment (Fisch, 1999). 
Physiological artefacts may include eye 
movements, eye blinks, muscle activity 
and cardiac activity (Sörnmo and Laguna, 
2005); technical artefacts include 50/60 
Hz power supply interference, electrode 
impedance fluctuations or imbalances, electrode movement, cable defects and 
electrical noises from electronic components (Sanei and Chambers, 2007). 
 
Anatomical structure, such as size, shape, or density of the cortex (Nickl-Jockschat 
et al., 2012), and the electrical conductivities of the brain, cerebrospinal fluid, skull 
Figure 1.2: Typical EEG rhythms 
present in adults 
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and scalp are also factors that will influence volume conduction (i.e. propagation 
of the electrical signal from the neural source to the measurement electrode at 
the scalp surface). These factors may account for topology and morphology 
differences observed in EEG recordings (Webb et al., 2015). 
1.5.2. Advantages of EEG 
Table 1.1 provides a summary of the advantages and disadvantages of EEG in 
comparison with other noninvasive imaging modalities such as functional 
magnetic resonance imaging (fMRI). EEG provides a direct measurement of neural 
activity, whereas fMRI is only able to identify activity that has a significant effect 
on blood oxygenation levels (Sanei and Chambers, 2007).  
fMRI and resting state fMRI has become widely used in investigations that attempt 
to establish the underlying neural basis or cause of neurodevelopmental disorders 
including autism. These enable investigation of the functional connectivity of the 
brain, i.e. how different structures in the brain interact in real time (Deen and 
Pelphrey, 2012). Disrupted functional brain connectivity has been widely accepted 
as a potential neural signature of autism (Maximo et al., 2014). The presence of 
head movement artefact during an fMRI scan and the non-existent or 
unprecedented handling methods thereof have raised questions regarding the 
validity of the hypothesis that autism is associated with aberrant functional brain 
connectivity. Deen and Pelphrey (2012) drew attention to the discovery that head 
motion during an fMRI scan was sufficient to result in a  
finding of reduced long range connections and increased short range  
connections – findings that resemble those found in fMRI investigations studying 
children with autism.  
Attempting to obtain movement-artefact free scans of children with autism and 
other neurodevelopmental disorders may be particularly challenging, as they have 
a higher tendency to move around than typically developing children. In general, 
the younger and more impaired the participants, the more artefacts are expected 
to be present (Webb et al., 2015). Modern EEG technology comes equipped with 
a triaxial accelerometer that enables one to identify and reject segments 
containing movement-artefact; most recording devices are also equipped with 
online or post-processing software that can be used to reject or correct segments 
containing other types of artefacts, such as eye blinks, eye movement, muscle 
activity and 50/60 Hz powerline interference, as well as software to monitor 
electrode impedance fluctuations and imbalances.  
Recent advances in EEG technology have led to the development of lower-cost, 
light-weight, portable, wireless, battery powered, high-density, wet or dry 
electrode systems, and EEG caps (for infants to adults) with predetermined 
electrode positions. These advances help to ensure the quick and easy 
administration of an EEG recording; with the added advantages that recordings 
Stellenbosch University  https://scholar.sun.ac.za
  
7 
 
can be administered outside a specialised medical facility, and that equipment is 
becoming increasingly more child-friendly. Wireless devices are particularly useful 
when working with young children as no strict head movement constraints are 
imposed. Dry electrodes and EEG caps help to significantly reduce the electrode 
preparation and application time from approximately 20 – 30 minutes (depending 
on the skill of the technician and the number of electrodes to prepare) to 
approximately five minutes or less.  The signal quality of dry electrodes has been 
noted to be poorer, research efforts are, however, attempting to improve this 
(Nathan and Jafari, 2014). 
 
Table 1.1: Advantages and disadvantages of EEG (adapted from Coben, 2009; 
Peters et al., 2013; Wang et al., 2013; McLoughlin et al., 2014) 
EEG advantages EEG disadvantages 
Provides a direct measurement of 
neural activity 
Poor spatial resolution 
Superior temporal resolution, 
enabling the characterisation of high 
frequency neural activity that may be 
of key interest  
Subject to volume conduction 
Higher signal-to-noise ratio Subject to artefact contamination 
Suitable for routine clinical 
application in infants to adults with 
varying developmental levels 
Data collection may be challenging in 
individuals with neurodevelopmental 
disorders 
Quick and easy to administer 
Individuals administering the EEG 
require some level of training and 
expertise 
Can be administered outside of a 
specialised medical facility 
Equipment availability is particularly 
limited in low resource environments 
Wireless, battery powered, portable 
devices available; equipment 
becoming increasingly child-friendly 
The majority of families in low resource 
environments cannot afford the cost of 
an EEG 
Repeated measurements can be 
taken without posing harm to the 
individual 
 
Cheaper cost making it more 
accessible to clinics and research 
laboratories 
 
Sedation is not required  
Suitable for individuals with metal 
implants  
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1.5.3. Resting state EEG versus event-related potentials 
rsEEG signals are recordings of spontaneous, ongoing, background electrical 
activity of the brain. The background EEG is rich in information that describes the 
resting state of the brain (characterised by EEG rhythms), synchrony between 
regions of the brain (defined as coherence), and the brain’s response to a cognitive 
event (termed event-related synchronisation/desynchronisation) (de Boer et al., 
2007). Event-related potentials (ERPs) are task-related recordings of the brain’s 
electrical response that are time-locked to the presentation of a discrete stimulus, 
such as a flashing light, an auditory tone, or finger pressure (Nunez and Srinivasan, 
2006). ERP components reflect certain aspects of sensory and cognitive processes 
associated with the presented stimuli (de Boer et al., 2007).  
The predominant electrophysiological focus in ASD research to date has been on 
ERPs. The strengths and weaknesses of ERP studies are listed in Table 1.2 (Cohen, 
2014). 
 
Table 1.2: Strengths and weaknesses of ERP studies (adapted from Cohen, 2014) 
ERP strengths ERP weaknesses 
Fast and easy to compute, requiring 
few analytical assumptions 
Typically 20-30 minutes of data 
recording are required to collect a 
sufficient number of trials 
Useful to do visual inspection and 
compare single-subject data 
Task-related information is often lost 
during ERP averaging, leading to 
interpretational difficulties especially 
in the case of null results 
High temporal precision and accuracy 
Limitations with linking ERPs to 
physiological mechanisms – 
neurophysiological mechanisms that 
produce EEG rhythms/oscillations are 
better understood 
Extensive literature available for 
interpretation of ERP results 
 
 
In comparison to ERP, rsEEG data collection is easier and quicker, no tasks need to 
be administered and monitored, and only a few minutes of data may be sufficient. 
rsEEG data collection is more practical – infants not yet able to comprehend 
instructions or perform a specific task are able to participate, also individuals with 
impaired sensory modalities or poor attention span; the risk of participant non-
compliance is reduced; data collection is more convenient for the participant; and 
various complex task designs (incurring substantial research and development 
costs) are not required.  
Stellenbosch University  https://scholar.sun.ac.za
  
9 
 
In general, collection of a sufficient amount of data is challenging, particularly in 
young children, regardless of their affected status. Webb et al. (2015) reports that 
data loss in autism investigations is typically in the order of 50-70% in the case of 
infants and toddlers in study paradigms that require visual attention to static 
stimuli. In the case of dynamic stimuli or resting state paradigms the amount of 
data loss is likely to be less. Approximately 80% of typically developing participants 
aged 4 – 5 years can be expected to comply with a simple 10 minute protocol and 
provide usable data (Webb et al., 2015). High-functioning children and adults with 
ASD are likely to provide similar rates of data loss compared to that of control 
groups; data collection from low-functioning individuals of any age remains a 
challenge (Webb et al., 2015). 
1.6. rsEEG biomarkers for ASD 
1.6.1. Background 
EEG biomarkers extract measures such as spectral power, coherence and 
complexity of the EEG signal, which may be helpful to identify individuals at risk 
for neurodevelopmental disorders, to stratify clinically meaningful subgroups, and 
to track the response of targeted intervention strategies. Two primary 
methodological approaches to rsEEG biomarker development for early detection 
of ASD risk have been described to date: modified multiscale entropy (MME) by 
Bosl et al. (2011) and coherence analysis (CA) by Duffy and Als (2012). The 
methodologies implemented will be briefly discussed below; a detailed 
comparison with respect to methodological and clinical challenges follows in 
sections 4.3 and 4.4. 
1.6.2. Modified multiscale entropy biomarker 
The method of multiscale entropy analysis was developed by Costa et al. (2005). 
Bosl et al. (2011) introduced the application thereof in rsEEG in a sample 
population of infants with a genetic predisposition for ASD and TD infants. 
Multiscale entropy analysis entails the construction of consecutive coarse-grained 
time series over multiple scales from a one-dimensional discrete time series. 
Sample entropy (a measure of randomness) is then calculated for each coarse-
grained time series scale, and multiscale entropy curves are generated by plotting 
sample entropy (y-axis) versus scale (x-axis). The relative complexity of different 
time series are then compared using these curves.   
An overview of the sample population and biomarker methodology from the Bosl 
et al. (2011) study is provided. The sample comprised 46 infants at high risk for 
ASD (HRA), defined as having an older sibling with ASD, and 33 typically developing 
(TD) infants, 6 – 24 months of age. Data were gathered from infants at 6, 9, 12, 18 
and 24 months of age. A total of 143 EEG recording sessions from 79 different 
subjects was collected, some recordings were from the same subjects at more 
than one age. With data analysis, data from each recording session was treated as 
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an independent data set. Two minutes of rsEEG data were collected from each 
infant, using 64 EEG channels. No mention was made of any artefact handling 
method. It appears that a single 20 second segment was extracted per recording 
session. A univariate feature extraction technique was implemented. For each of 
the 64 channels, coarse-grained time series up to scale 20 were computed and 
three MME values (low, high and mean) were extracted as features, totalling 
192 features per scale time series (for 20 scales). For classification, the mean MME 
values were classified, comprising a total of 1 280 features per subject 
(
1 𝑓𝑒𝑎𝑡𝑢𝑟𝑒
𝑠𝑐𝑎𝑙𝑒
×
20 𝑠𝑐𝑎𝑙𝑒𝑠
𝑐ℎ𝑎𝑛𝑛𝑒𝑙
×
64 𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠
𝑠𝑢𝑏𝑗𝑒𝑐𝑡
).  
Supervised classification with 10-fold cross-validation was performed on these 
features. Classification performance was assessed within all age subsamples, for 
gender groups combined and separately. Permutation testing was used to 
evaluate the significance of the accuracy results achieved, considering that the 
number of features greatly exceeded the number of training samples. The 
significant findings are described. With analysis of the 9 month old subsample, 
comprising 16 HRA (1:1 male to female ratio) and 12 TD (1:2 male to female ratio) 
subjects, a k-nearest neighbours classifier (kNN) achieved 90% accuracy. With 
analysis of the 9 month old male subsample, comprising 8 HRA and 4 TD subjects, 
a support vector machine (SVM) classifier showed 100% accuracy. With analysis of 
the 6 month old female subsample, comprising 8 HRA and 10 TD subjects, 80% 
accuracy was achieved using a SVM classifier. With analysis of the 6 month old 
male subsample, comprising 6 HRA and 6 TD subjects, 80% accuracy was also 
achieved using the SVM classifier. Accuracy declined from 12 to 24 months of age, 
likely reflecting that subjects in the high risk group went on to develop more 
typical brain function. 
In this study Bosl et al. (2011) confirmed the nonlinearity of EEG signals by 
investigating a time irreversibility index. This suggests that nonlinear feature 
extraction techniques may be able to extract more informative features than 
linear techniques, such as power spectral analysis.  
Interestingly, in this study, head circumference was included as an additional 
feature to the MME feature vector and no improvement in classification 
performance was noted. Courchesne and Pierce (2005) suggested that early brain 
overgrowth (calculated as the change in head circumference within the first year 
of life) has promising predictive value as a screening measure. Findings of early 
brain overgrowth in autism associated with an increase in cortical surface area 
before the age of two years have been replicated by Hazlett et al. (2011).    
The findings by Bosl et al. (2011) were criticised after publication, primarily given 
the knowledge that only a proportion of infants at HRA will go on to develop ASD. 
Critics therefore argued that, until the HRA group had been confirmed to have or 
not to have ASD at, for instance the age of 3, no firm conclusions about the MME 
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rsEEG biomarker should be drawn (Griffin and Westbury, 2011). According to 
Zwaigenbaum et al. (2007), 5 – 8% of infants at high risk for ASD will be diagnosed 
with ASD, 10 – 20% will be diagnosed with milder developmental impairments 
such as language delay, and 70% will continue to develop typically. Ozonoff et al. 
(2011) reports an increased rate in recurrence risk of 18.7% (2011). Thus, only a 
portion of the infants in the HRA group will go on to develop an ASD diagnosis. 
Without a follow-up investigation incorporating the diagnoses of all subjects, it is 
not possible to draw a conclusion regarding the ability of MME features to 
distinguish ASD and TD subjects.  
With regards to the method itself, multiscale entropy analysis is reliant upon a 
sufficient length of data, and is sensitive to the presence of nonstationarities and 
artifacts within the data (Costa et al., 2005). Costa et al. (2005) recommend in the 
order of 2 × 104 data points for analyses extending up to scale 20, which would 
result in 1 × 103 data points available in the shortest coarse-grained time series. 
A reliable number of data points is required to provide reliable entropy estimates 
for each scale. Further, the calculation of the entropy measure depends on a fixed 
parameter value which is influenced by the standard deviation of the time series, 
hence the presence of nonstationarities and artefacts within the data may 
influence entropy estimates (Costa et al., 2005). In the study by Bosl et al. (2011) 
20 second segments were used for analyses, according to Blinowska and 
Żygierewicz (2012) only segments of 10 seconds or less can be considered quasi-
stationary if recorded under constant behaviour conditions. No mention of any 
artefact handling strategy was made.  
A further limitation of this study is the small sample size, for instance, in the male 
9 month old subsample where 100% accuracy was achieved, only 12 subjects were 
investigated, with analysis of one segment per subject.   
1.6.3. Coherence biomarker 
Duffy and Als (2012) proposed spectral coherence analysis as a biomarker for ASD. 
Coherence analysis provides a linear measure of synchronisation between two 
EEG signals based on phase consistency (Duffy and Als, 2012). The authors 
mentioned that various other studies have investigated coherence analysis in ASD 
and TD subject groups before, but only to show group-based differences. The 
study by Duffy and Als (2012) takes advantage of a large sample population, with 
comparable age and gender distribution, and follows a data driven approach to 
identify coherence factors that are able to discriminate ASD and TD subjects 
successfully with individual subject classification.  
Here we provide a brief outline of the methodology used by Duffy and Als (2012). 
The sample population comprised 430 children with a confirmed diagnosis of ASD 
and 554 TD children, 2 – 12 years of age. Approximately 8 – 20 minutes of rsEEG 
data were gathered from each subject, using 24 EEG channels. Raw data was 
Stellenbosch University  https://scholar.sun.ac.za
  
12 
 
preprocessed to compute scalp Laplacian or current source density estimates for 
surface EEG studies. Artefact management was handled with manual rejection of 
artefact ridden epochs, and automated correction using the source component 
technique of the BESA software package.  
A Nicolet software package was used to compute spectral coherence features 
from all available two second segments. A univariate feature extraction technique 
was implemented, extracting coherence features from 16 two-Hz-wide spectral 
bands, in the range of 1 – 32 Hz, from each of the 24 EEG channels, generating a 
total of 4 416 unique coherence features per subject. Principal component 
analysis (PCA) was used to reduce the number of coherence features, leading to 
the identification of coherence factors (termed coherence loadings) that 
accounted for approximately 50.87% of the total variance. 
Feature classification was performed using linear discriminant function analysis. 
In generating training and test data sets, ten randomly generated split-half 
replications were used in the 2 – 12 year age group and jack-knifing (also known 
as the leave-one-out approach) was used in the individual 2 – 4, 4 – 6 and 
6 – 12 year age group analyses. An average classification success of 86.0% for the 
ASD group and 88.5% for the TD group was achieved using the split-half replication 
approach in the 2 – 12 year age group, with 984 subjects. Improved performance 
was noted for the more restricted age subsamples; 2 – 4 years, 301 subjects, 
ASD = 98.1% and TD = 90.6%; 4 – 6 years, 137 subjects, ASD = 99.1% and 
TD = 90.9%; 6 – 12 years, 546 subjects, ASD = 93.9% and TD = 98.7%. 
An interesting observation from this study was that 70% of the coherence factors 
were associated with decreased coherence for ASD subjects. Duffy and Als (2012) 
hypothesised that decreased coherence in one of the predominant coherence 
factors may be associated with decreased connectivity along the left hemisphere’s 
Arcuate Fasciculus, an anatomical tract important in language. Overall, the ASD 
group demonstrated reduced short-distance and both reduced and increased 
long-distance coherences when compared to the TD group. Duffy and Als (2012) 
suggest that the reduced short-distance coherences may represent poor local 
network function, and that the increased long-distance coherences may represent 
compensatory processes or reduced neural pruning.  
This study showed supporting evidence for spectral coherence as a biomarker to 
distinguish ASD and TD subjects. Before such a biomarker can be translated into 
clinical practice, it will be important to show not only differentiation between ASD 
and TD, but also differentiation of ASD from other neurodevelopmental disorders, 
and syndromal from non-syndromal ASD. 
In spite of potential advances, the Duffy and Als (2012) study has some limitations. 
Traditional quantitative EEG analysis methods, such as coherence analysis, are 
linear and rely on Fourier analysis to transform the data into the frequency domain 
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and separate data into their constituent frequency bands. These traditional 
methods are based on the assumption that EEG signals are inherently stochastic 
and stationary (Blinowska and Żygierewicz, 2012). According to Blinowska and 
Żygierewicz (2012), segments 10 seconds or less in duration, captured under 
constant conditions, can be assumed quasi-stationary for the purpose of the 
investigation. Duffy and Als (2012) analysed two second long segments. This 
segment length may justify the assumption of stationarity. However, long EEG 
segments, typically minutes in length are required to obtain reliable coherence 
estimates (Duffy and Als, 2013), which was not the case with the analysis of two 
second segments.  
Based on evidence presented by Bosl et al. (2011) showing that EEG signals are 
nonlinear, linear feature extraction techniques, such as coherence analysis, may 
therefore fail to detect nonlinear relationships, in which case nonlinear time series 
analysis measures may prove useful (Stam, 2005). The implementation of a 
multivariate coherence estimation technique may also be useful, instead of only 
pairwise analysis of bivariate signals, which may account for the complete 
covariance structure present in multichannel EEG recordings (Pereda et al., 2005; 
Blinowska and Żygierewicz, 2012).  
1.6.4. Concluding remarks on the current state of rsEEG biomarkers in ASD 
Both the MME and CA biomarker studies suggest the presence of abnormal 
functional brain connectivity in individuals with ASD when compared to TD 
individuals. These findings are in agreement with previous literature reviewed by 
Wang et al. (2013) and Boutros et al. (2015). The MME biomarker study by Bosl et 
al. (2011) provides evidence of the nonlinearity of EEG signals, suggesting that the 
implementation of nonlinear feature extraction techniques may be more useful 
than linear techniques. Further, the MME method is reported to be sensitive to 
nonstationary data and short segment length. The CA biomarker study by Duffy 
and Als (2012) provides evidence that spectral coherence may be useful in the 
binary categorical classification of ASD versus typical development. Coherence 
measures are also sensitive to nonstationary data and short segment length. 
Further, both methods implement a univariate feature extraction technique. 
The Duffy and Als (2012) CA biomarker method appears to be useful in the binary 
categorical classification of ASD versus typical development, but many analytical 
and clinical questions regarding biomarker development remain unanswered. It is 
not yet known what types of features best represent the underlying physiological 
phenomena associated with ASD or which clinical factors, such as age, gender or 
comorbidity, may influence biomarkers and to what extent.  
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1.7. Recurrence quantification analysis of rsEEG as novel biomarker of ASD 
risk 
In this thesis recurrence quantification analysis (RQA) of rsEEG is proposed as a 
novel biomarker of ASD risk. RQA is an emerging nonlinear data analysis technique 
in the field of EEG applications. The technique rests upon the fundamental 
property of recurrence – inherent to complex systems such as the brain (Schinkel 
et al., 2008). RQA is deemed a promising approach for quantifying EEG dynamics 
as it is capable of univariate or multivariate (i.e. single or multichannel EEG) time 
series analysis, it can reliably analyse short segments, and can be applied to linear 
or nonlinear data without having to make prior assumptions regarding its linearity 
or stationarity (Marwan et al., 2007; Acharya et al., 2011; Blinowska and 
Żygierewicz, 2012). The inherent ability of RQA to perform multivariate analysis 
enables the extraction of valuable features that relate to the system as a whole, 
and may enable the extraction of more informative features that would enable 
better characterisation of the neural dynamics of each individual. This attribute of 
RQA may hold a significant advantage above that of the univariate feature 
extraction techniques used in the MME and CA biomarker methodologies.  
RQA of EEG signals has been successfully applied to discriminate between sleep 
stages and to characterise different behaviours of sleep EEG recordings in patients 
with sleep apnea syndrome (Song et al., 2004); to assess the depth of anaesthesia 
(Becker et al., 2010); to identify memory components in single-trial EEGs (Talebi 
and Nasrabadi, 2010); and in the automated identification of epileptic EEG signals 
(Acharya et al., 2011).  
The application of RQA to rsEEG to develop an ASD risk biomarker is novel. Further 
novelty is introduced with exploration of this biomarker in the context of a genetic 
syndrome, such as TSC, and investigation into the effect of factors such as age, 
gender, and comorbidity on biomarker performance.  
1.8. Objectives and scope 
The primary aim of this research is to develop a rsEEG RQA biomarker that is able 
to detect ASD in a sample population of ASD and TD individuals. A series of 
evaluations of the proposed RQA biomarker within a genetic disorder, specifically 
TSC, is undertaken. Biomarker performance in a sample of non-syndromal and 
syndromal ASD will also be explored. The robustness of the biomarker in the 
context of clinical variables that may be covariates or confounders, such as age, 
gender and comorbidity, will also be established. This investigation will comprise 
a secondary analysis of existing data.  
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Specific objectives are listed below:   
1. Conducting a critical literature review of ASD, EEG, EEG signal processing, 
and rsEEG biomarkers. 
2. Sourcing a suitable rsEEG data set.  
3. Developing an RQA biomarker methodology, which entails preprocessing 
the data, extracting features, classifying the significant features, and 
conducting a sensitivity analysis to determine the effect of chosen 
parameter values on the generalisation performance of the classifier.  
4. Evaluating the biomarker in a small proof-of-principle study of ASD and TD 
subjects. 
5. Evaluating the biomarker in a larger replication study of ASD and TD 
subjects. 
6. Evaluating the biomarker in a sample of ASD and non-ASD within a genetic 
syndrome.  
7. Evaluating the biomarker in a sample of non-syndromal and syndromal 
ASD. 
8. Formulating a list of considerations for new data collection and further 
validation of the RQA biomarker. 
1.9. Hypotheses 
The primary hypothesis of this research is: 
RQA of rsEEG provides a sensitive and specific differentiation of ASD and TD. 
The secondary hypotheses are:  
RQA of rsEEG provides a sensitive and specific differentiation of ASD and non-
ASD within a genetic syndrome. 
AND 
RQA of rsEEG provides a sensitive and specific differentiation of non-syndromal 
and syndromal ASD. 
The primary hypothesis is investigated in the proof-of-principle study and study 1. 
The secondary hypotheses are investigated in study 2 and study 3. The structure 
of cohort analyses is outlined in Figure 1.3. 
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Figure 1.3: Structure of cohort analyses  
 
1.10. Thesis layout 
Chapter 2 provides an overview of EEG signal processing techniques with respect 
to data acquisition, preprocessing, feature extraction and classification. For each 
of these signal processing stages, a motivation is provided for the chosen 
technique to be implemented in the proposed RQA biomarker methodology. 
Chapter 3 discusses method implementation in MATLAB and STATISTICA and 
shows the results for the proof-of-principle study. Chapter 4 provides a targeted 
review on methodological and clinical considerations to address in biomarker 
development. In Chapters 5, 6, and 7, method implementation is discussed further 
along with the results for studies 1 – 3, respectively. Chapter 8 provides a 
discussion on the significance of the work presented in this dissertation. 
Conclusions and future work are presented in Chapter 9. References are listed in 
Chapter 10. Appendix A comprises a list of the author’s peer-reviewed journal 
publications, peer-reviewed conference proceedings and peer-reviewed abstracts 
for presentations at conferences and symposia. 
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2. EEG SIGNAL PROCESSING  
2.1. Introduction 
The primary objective of this thesis was to develop a rsEEG RQA biomarker that is 
able to distinguish ASD and TD individuals. This chapter discusses the relevant 
signal processing literature pertaining to the development of the proposed RQA 
biomarker in accordance with the four primary EEG signal processing steps, 
namely, (1) data acquisition, (2) preprocessing, (3) feature extraction and 
(4) classification. The focus in these sections is to provide an intuitive 
understanding of the basic principles, advantages and limitations associated with 
each technique. For a comprehensive overview of the mathematical concepts 
underlying each technique, the reader is referred to suitable references. At the 
end of each topic, a motivation is provided for the selected technique to be 
implemented, and the underlying mathematical concepts requisite to the 
understanding and implementation thereof are reviewed.  
2.2. Data acquisition 
2.2.1. Background 
The EEG data acquisition process comprises five fundamental steps: (1) electrode 
recording, (2) amplification, (3) analogue filtering, (4) analogue-to-digital 
conversion, and (5) data storage, as illustrated in Figure 2.1.  
 
 
Figure 2.1: Block diagram of EEG data acquisition process 
 
The 10-20 system for electrode placement was developed by the International 
Federation of Societies for Electroencephalography and Clinical Neurophysiology 
(Sanei and Chambers, 2007) in order to ensure reproducibility of recordings and 
enable results from various laboratories to be compared. See Fisch (1999) for 
further information on the different recording montages available. Electrodes are 
used to capture brain activity by measuring the resulting variation in surface 
potential across the cortex. EEG recordings of these potentials are made using two 
electrodes, an active electrode (inserted into input 1 of the amplifier) and a 
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reference electrode (inserted into input 2 of the amplifier). These voltage 
potentials are then conducted as microvolt signals to the amplifiers, where 
differential amplification of the activity measured from both electrodes allows the 
difference between these inputs to be magnified (i.e. enabling the elimination of 
common activity or artefacts affecting both electrodes). Analogue high-pass, low-
pass and notch filtering are then applied to filter out undesired frequency 
components that complicate the process of EEG interpretation. The amplified and 
filtered data are then digitised by means of analogue-to-digital conversion and 
stored for further signal preprocessing.  
2.2.2. Amplification 
The primary goal in EEG data acquisition is to optimise the signal-to-noise ratio 
(Tong and Thakor, 2009). This is achieved by applying suitable amplification and 
filtering strategies to the data. Differential amplification is implemented in order 
to assist in the removal of electrical noise from the recorded signal (Fisch, 1999). 
This electrical noise would typically include background cerebral activity and 
artefact sources (such as powerline interference) common to both electrodes.  
Figure 2.2 provides a schematic illustration of a differential amplifier. In this figure 
the active electrode is represented by input voltage 1 (V1), the reference electrode 
by input voltage 2 (V2), and the amplified signal by the output voltage (Vout); the 
ground electrode attached to the patient is also illustrated. Differential 
amplification necessitates that (Kropotov, 2009):  
𝑉𝑜𝑢𝑡 = 𝐾 × (𝑉1 − 𝑉2)             [𝑉]      [Equation 2.1] 
In this equation, K represents the gain of the amplifier (also known as the 
coefficient of amplification). In order to convert the microvolt (μV) EEG signal to 
millivolt (mV) or volt (V), the respective gains would typically have values of 1 000, 
or 1 000 000. Taking into consideration the goal of the EEG recording at hand, the 
value of the gain should be set as high as possible, without exceeding the 
saturation limit of the amplifier, so 
that small differences in the signal 
can be detected within the specified 
resolution of the analogue-to-digital 
converter (Tong and Thakor, 2009). A 
low gain value will effectively result 
in a reduced signal-to-noise ratio 
(Tong and Thakor, 2009).   
Differential amplification does, 
however, have downfalls in cases 
where electrode impedances are 
imbalanced or when there is an 
ineffective ground connection to the 
Figure 2.2: Schematic diagram of a 
differential amplifier  
(adapted from Kropotov, 2009) 
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patient (Fisch, 1999). The problem associated with electrodes with unequal 
impedances is that potentials of equal amplitude on the scalp are recorded as 
having different amplitudes, and this difference is then amplified, yielding an 
incorrect output signal (Fisch, 1999). Electrode detachment, as a result of partial 
or complete loss of contact to the scalp, is the most common cause of significant 
impedance imbalances in EEG recordings. In this case the potential recorded 
would relate to the voltage difference between the remaining attached electrode 
and the ground electrode connected to the patient, and the benefit of common 
mode rejection would not be attained (Fisch, 1999). An absent or ineffective 
ground connection to the patient results in a floating reference level at which 
input 1 and input 2 are evaluated (Fisch, 1999); this yields spurious EEG recordings 
which fail to meet the standards required for reproducibility.  
2.2.3. Analogue filtering 
Analogue filters are used to remove electrical noise, retain activity only in 
frequency bands of cerebral significance, and to condition the signal for analogue-
to-digital conversion (Semmlow, 2009). The latter function relates to the Nyquist 
criterion which requires that the signal contains no frequency components that 
exceed half the sampling frequency in order to ensure that accurate analogue-to-
digital conversion takes place (the Nyquist criterion is discussed further in  
section 2.2.4) (Semmlow, 2009; Krauss et al., 2011).  
High-pass, low-pass, band-pass, and notch filters are commonly used. The names 
of the first three mentioned filters indicate the range of frequencies that the filters 
do not suppress, i.e. high-pass filters pass high frequencies, but attenuate low 
frequencies, and vice versa for low-pass filters (Semmlow, 2009). Band-pass filters 
allow frequencies within a specified range to pass, and frequencies outside this 
range are attenuated (Semmlow, 2009). Notch filters are used to filter out a 
specific narrow frequency range. Filters are selected according to various 
properties, such as filter type, bandwidth (frequency ranges passed by a filter), 
and attenuation characteristics. Further detail regarding these properties can be 
obtained in reference Semmlow (2009). 
The passband of the analogue filters used in EEG recordings is typically set at 0.1 
to 70 – 100 Hz (Krauss et al., 2011). Notch filters are used to eliminate 50 or 60 Hz 
powerline interference (Fisch, 1999). The arbitrary use of notch filters during EEG 
data acquisition, without first inspecting the signals for the powerline interference 
artefact, is not advised, as the presence of this artefact serves as a warning sign 
of, for instance, poor electrode contact (Fisch, 1999). This warning sign should be 
carefully considered and suitable measures should be taken in order to eliminate 
or reduce the cause of interference in the first place. 
It is important to note that filters are not absolute – they cannot perfectly remove 
certain frequencies, or perfectly preserve a certain range of frequencies without 
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also attenuating the amplitude of neighbouring frequency components to some 
extent (Fisch, 1999). Care must consequently be taken when selecting suitable 
frequency limits, as filters can distort non-cerebral potentials so that they appear 
to be cerebral in origin. Fisch (1999) highlights an example where muscle activity 
was distorted by a 35 Hz low-pass frequency filter to resemble beta cerebral 
activity, the amplitude of the muscle activity was reduced and the waveforms 
appeared to have a longer duration.  
Phase shift or phase distortion is another common problem associated with 
filtering that significantly affects the resulting EEG record, and needs to be taken 
into consideration during EEG interpretation. This occurs when the phase of 
waveforms with frequencies near that of the specified cut-off frequency of the 
filter is advanced or delayed in time (Fisch, 1999). The consequence of using high-
pass frequency filters is that the peak of a slow waveform is shifted backwards in 
time, i.e. is delayed (Fisch, 1999). When using low-pass filters the peak of a faster 
waveform moves forward in time, i.e. is advanced (Fisch, 1999).  
2.2.4. Analogue-to-digital conversion 
Analogue-to-digital conversion (ADC) entails converting an analogue voltage to an 
equivalent digital number: an analogue (continuous) waveform, 𝑥(𝑡), is converted 
to a discrete waveform, 𝑥(𝑛), which is a function of real numbers that are defined 
only at discrete integers, 𝑛 (Semmlow, 2009). A continuous waveform is converted 
to digital format by slicing the signal on the horizontal and vertical axes, 
representing, respectively, the sampling time increments and amplitude levels 
(Semmlow, 2009). The sampling rate (i.e. the number of samples per second), 
amplitude precision (i.e. the number of amplitude levels), and the input voltage 
range of the amplified signal are the three main features that determine how 
accurately an analogue signal can be digitised (Fisch, 1999). 
Shannon’s sampling theorem specifies that, in order to be able to accurately 
reconstruct an analogue signal in the digital domain, the sampling frequency, 𝑓𝑠, 
must be at least twice that of the maximum frequency, 𝑓𝑚𝑎𝑥, present in the 
analogue waveform (also known as the Nyquist frequency) – refer to Equation 2.2 
(Semmlow, 2009; Blinowska and Żygierewicz, 2012). For instance, if the maximum 
frequency in an EEG signal is 100 Hz, then the minimum sampling rate would be 
200 Hz. Should one, however, require a more accurate representation of true 
waveform morphology (i.e. not a triangular representation of a sinusoidal wave), 
then oversampling of the frequency of interest is recommended (Fisch, 1999). 
𝑓𝑠 ≥ 2𝑓𝑚𝑎𝑥          [𝐻𝑧]                              [Equation 2.2]   
Undersampling of a signal leads to aliasing and the misrepresentation of sharp or 
irregular waveforms (Fisch, 1999; Krauss et al., 2011). Aliasing is a phenomenon 
that occurs when an analogue signal is sampled at a rate less than twice the 
Nyquist frequency (Fisch, 1999). This phenomenon results in a distorted 
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representation of the signal, whereby different frequency components of the 
signal become indistinguishable (i.e. are aliased) and additional low frequency 
components, not present in the original signal, are generated in the sample signal 
(Blinowska and Żygierewicz, 2012).  
Examples of signal aliasing are illustrated in Figure 2.3 where 11 Hz alpha activity 
sampled at 200 Hz (i.e. 200 samples per second) is compared to that sampled at 
11 Hz and 12 Hz, respectively. According to Shannon’s sampling theorem, the 
sampling rate for a signal containing a Nyquist frequency of 11 Hz should be at 
least 22 Hz. A sampling rate of 200 Hz is thus more than adequate for accurate 
representation of the original signal. The 11 Hz and 12 Hz sampling frequencies, 
on the contrary are insufficient. The alpha activity sampled at 11 Hz yields a flat 
line (i.e. a 0 Hz signal), and that sampled at 12 Hz yields a sine wave of  1 Hz (i.e. 
one cycle per second). The distortion of sampled signals as a result of under-
sampling can be avoided by choosing an appropriate sampling frequency that 
meets or exceeds the criteria of Shannon’s sample theorem. 
 
 
Figure 2.3: Aliasing of 11 Hz alpha activity (adapted from Krauss et al., 2011) 
 
Amplitude precision (characterised by the number of bits, 𝑁) and input voltage 
range (μV) determine the resolution (μV) of the ADC, according to Equation 2.3 
(Blinowska and Żygierewicz, 2012). Consider, for instance, a ± 200 μV EEG signal 
that is sampled with a 12 bit ADC: the input range equals 400 μV and the amplitude 
precision equals 212 = 4096 levels; the resolution thus equals approximately  
400
4096⁄ = 0.01 𝜇𝑉. A higher resolution can be achieved by utilising an ADC with 
a higher bit number. Modern EEG recording systems typically use 16 bit ADC (Sanei 
and Chambers, 2007). A slight difference may be found between the true analogue 
value and the digitised value due to the fact that ADC cannot detect values that 
are smaller than the specified resolution; this is termed a quantisation error and 
further detail regarding this can be found in references Semmlow (2009) and 
Blinowska and Żygierewicz (2012). 
   𝑅𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 =
𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑟𝑎𝑛𝑔𝑒 
2𝑁
       [𝜇𝑉]              [Equation 2.3] 
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2.2.5. Data storage 
Once the EEG signals have been digitised, the EEG data can be stored on a 
computer or external hard-drive for later use. EEG recordings usually require 
significant storage space, particularly when multiple electrodes are recorded at a 
high sampling rate. Consider, for instance, a 128-electrode recording with a 
sampling rate of 500 Hz, the effective storage space required for one hour’s 
recording is approximately 0.45 gigabytes (128 𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠 × 1ℎ ×
500 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
𝑠 .  𝑐ℎ𝑎𝑛𝑛𝑒𝑙
×
3600 𝑠
ℎ
×
16 𝑏𝑖𝑡𝑠
𝑠𝑎𝑚𝑝𝑙𝑒
×
𝑏𝑦𝑡𝑒
8 𝑏𝑖𝑡𝑠
) (Sanei and Chambers, 2007). If oversampling is not 
required in order to get a better representation of true waveform morphology, 
data can be sampled at a lower rate that still meets Shannon’s sampling theorem 
or the data can be resampled later during the signal preprocessing stage – this will 
save storage space. Many commercial EEG recording systems record data in 
proprietary file formats which require dedicated reader systems. These formats 
are, however, often readable by most signal processing software packages, such 
as MATLAB, or can be converted to different formats using free downloadable EEG 
reader programs (Krauss et al., 2011).  
2.2.6. Digital montage reformatting 
Digital EEG recording systems, in comparison with older analogue ones, allow one 
the flexibility to reconstruct (or reformat) various montage displays when the 
original recording is made using a common electrode reference referential 
montage. This saves considerable time during the data acquisition phase  
(i.e. different recordings using different montages do not need to be made) and 
allows the interpreter the freedom to explore the EEG data using any of the 
montage options available, thus enabling better source localisation analysis.  
Reformatting is performed by merely subtracting the newly proposed reference 
channel as necessary. Consider, for instance, an EEG recording of four channels 
with a common electrode reference Fz: Fp1-Fz, F3-Fz, C3-Fz, and P3-Fz. This 
recording can be reformatted into three bipolar channels by subtracting the 
common electrode reference Fz as follows: (Fp1-Fz) – (F3-Fz) = Fp1-F3;  
(F3-Fz) – (C3-Fz) = F3-C3; and (C3-Fz) – (P3-Fz) = C3-P3 (Krauss et al., 2011).  
2.3. Preprocessing 
2.3.1. Artefacts 
Blinowska and Żygierewicz (2012) define an artefact as any potential difference 
which occurs due to an extra-cerebral source. Artefacts can be distinguished based 
on physiological or technical origin. Physiological artefacts arise due to 
movements, bioelectric potentials or skin resistance changes, whereas technical 
(or non-physiological) artefacts arise due to external electrical interference from 
power sources or internal electrical malfunctioning of recording equipment (Fisch, 
1999). Physiological artefacts include eye movements, eye blinks, muscle activity 
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and cardiac activity (Sörnmo and Laguna, 2005); technical artefacts include 
50/60 Hz power supply interference, electrode impedance fluctuations or 
imbalances, electrode movement, cable defects and electrical noises from 
electronic components (Sanei and Chambers, 2007).  
Electrical activity arising from eye movement and eye blinks can be captured by 
an electro-oculogram (EOG). The eye movement artefact – occurring not only in a 
waking state, but also during Rapid Eye Movement (REM) sleep – is known to 
interfere with low frequency EEG activity, typically delta and theta rhythms; the 
eye blink (eyelid movement) artefact, on the other hand, is known to contain more 
high-frequency components (Sörnmo and Laguna, 2005). EOG activity is strong 
enough to be visible in an EEG, has a wide frequency range – being maximal at 
frequencies below 4 Hz, and occurs predominantly in the anterior head regions 
(Fatourechi et. al., 2007). The degree of EOG interference in the EEG depends on 
two factors, namely the proximity of the electrode to the eye and the direction in 
which eye movement occurs (Sörnmo and Laguna, 2005).  
Eye movement and blinking generates electrical activity which, when movement 
or blinking occurs, reflects a potential difference between the cornea and retina 
of the eye (Sörnmo and Laguna, 2005). The retina of the eye is negative, relative 
to the cornea which is positive (Fisch, 1999; Tatum et al., 2008; Krauss et al., 2011). 
Eye blinks (vertical eye movement) and horizontal (lateral) eye movement are 
predominantly detected by the frontopolar electrodes (Fp1 and Fp2), and the 
frontal electrodes (F7 and F8), respectively (Fisch, 1999). Eye activity may be 
detected in successive electrodes from the anterior to posterior head region, with 
decreasing amplitude (Fisch, 1999).  
During an eye blink the eye looks upward (as a result of the Bell phenomenon), 
which means that the positive cornea is directed towards the frontopolar 
electrodes and the negative retina is directed away from these electrodes – this 
produces a downward deflection on the EEG channel recording (refer to the 
established electrode convention summarised in Table 3.3), and vice versa (Krauss 
et al., 2011). Similarly, with horizontal eye movement, a positive potential results 
at the one frontal electrode and a negative potential at the other, depending on 
the direction of gaze (i.e. position of the cornea relative to the retina) (Krauss et 
al., 2011). Repetitive eye flutter movements have been noted to resemble 10 Hz 
brain activity; the type of activity (cerebral or artefactual) can, however, be 
distinguished based on the localisation of the generator – alpha activity is localised 
to the posterior regions of the brain (predominantly the occipital lobes), whereas 
eye activity is localised to the frontopolar head regions (Fisch, 1999).  
Muscular contraction (occurring during swallowing, grimacing, chewing, talking, 
sucking, hiccupping, body and head movement) also generates electrical activity 
(Sörnmo and Laguna, 2005). Electrical activity of contracting muscles is measured 
on the surface of the body using an electromyograph (EMG). This activity 
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contaminates the EEG signal in the middle and higher frequency ranges with its 
much higher amplitude than that of the various EEG rhythms (Vaughan et al., 
1996). The spectral properties of EMG activity are much less favourable than that 
of the eye movement, eye blink and cardiac artefacts, as it overlaps with beta 
activity in the 13 – 30 Hz frequency band of the EEG signal (Sörnmo and Laguna, 
2005). This artefact is significantly reduced during a state of relaxation or sleep, 
but may become significant in an active state of mind where difficult tasks may 
increase EMG activity related to movement of facial muscles (Fatourechi et. al., 
2007).  
The heart generates rhythmic electrical activity with a heartbeat; this cardiac 
activity can be captured using an electrocardiogram (ECG) (Fatourechi et. al., 
2007). The interference of cardiac activity on the measured EEG signal is virtually 
negligible in cases where referential montages with suitable references have been 
used (e.g. the linked-ears or neck-chest reference) (Fisch, 1999). Other than choice 
of reference, there are also factors such as the placement of electrodes and 
varying body shapes (e.g. short, stout individuals with short and thick necks) that 
can significantly influence the degree of interference (Sörnmo and Laguna, 2005).  
Further sources of physiological artefacts include respiration and 
electrodermographic activity (EDG).  A respiration artefact is introduced by 
rhythmic activity synchronized with the body’s respiratory movements 
(Fatourechi et. al., 2007). It has been noted that during respiration, the position of 
the heart with respect to the head may change slightly, which in turn may affect 
the amplitude and distribution of the ECG artefact (Fisch, 1999). EDG activity 
includes skin responses such as the secretion of sweat which may alter the 
impedance of electrode contacts (Blinowska and Żygierewicz, 2012). This 
perspiration artefact produces slow waveforms (usually longer than 2 s in 
duration) with fairly large amplitude and a frequency in the range of 0.1 – 0.5 Hz 
on an EEG record (Tong and Thaker, 2009). It can be reduced by cooling the 
individual or drying the scalp with a fan or alcohol (Fisch, 1999). 
Powerline interference is a dominant technical artefact of 50/60 Hz (depending on 
the country of origin) which influences EEG recordings almost all of the time 
(Sörnmo and Laguna, 2005). It arises as a result of utilising alternating current and 
is introduced through electrostatic effects (e.g. insufficiently shielded electrode 
wires) or electromagnetic effects (e.g. due to strong currents flowing through 
cables, transformers, etc.) (Fisch, 1999). These sources of powerline interference 
can be reduced or eliminated by: properly shielding cables, conducting EEG 
recordings in an acoustically and electrically shielded room with a common ground 
connection, properly wiring cables, keeping wires as short as possible and binding 
them together in a bundle so that they cannot act as antennas for powerline 
interference (Fisch, 1999; Nunez and Srinivasan, 2006; Tong and Thakor, 2009). 
Other sources of interference that affect EEG recordings include: cardiac 
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pacemakers, respirator movement, ringing telephones, television stations, 
movement of a charged body in the recording room and drops falling in an 
intravenous drip, amongst various others (Fisch, 1999).  
Electrode impedance fluctuations and imbalances may produce spurious artefacts 
in an EEG recording. It occurs when the electrical or mechanical integrity of an 
electrode-scalp attachment is compromised, either by: electrode detachment 
(relating to the so-called electrode-pop artefact), dried up conductive jelly or 
paste, a broken lead wire, or a faulty electrode (Fisch, 1999; Sörnmo and Laguna, 
2005). It is imperative that satisfactory electrical and mechanical continuity be 
maintained throughout the duration of an EEG recording. If any imbalance or 
significant change in impedance occurs, the electrode can either be reattached, 
the conductive jelly or paste reapplied or any faulty wires or electrodes replaced. 
Spike potentials associated with a single electrode derivation are often indicative 
of an electrode-pop artefact (Tatum et al., 2008). 
Other equipment-related artefacts, which contaminate the EEG signal, include 
internal amplifier noise and amplitude clipping which originates from an analogue-
to-digital converter with a limited dynamic range (Sörnmo and Laguna, 2005).  
2.3.2. Introduction to artefact handling methods 
Artefacts are undesirable potentials, of physiological or non-physiological origin, 
that contaminate EEG signals. In order to be able to use EEG signals for diagnostic 
or brain-computer-interface (BCI) control purposes it is essential that all artefacts 
be identified and eliminated using suitable artefact handling methods. The 
presence of artefacts in recorded data can significantly distort true cerebral 
waveforms and result in incorrect deductions being made in EEG-based studies. 
Croft and Barry (2000) report that in EEG-based studies conducted on 
schizophrenic and control subjects, the presence of eye-movements in the data 
led to an increase in the power of low frequency bands of schizophrenic patients 
and a decrease in the overall ability to distinguish between schizophrenic and 
control subjects.  
Various artefact handling methods have been proposed in literature, each of 
which falls within one of three groups: artefact avoidance, artefact rejection or 
artefact correction methods. These methods will be discussed in further detail in 
the following sections. Ultimately, one strives to design diagnostic methods or 
brain-computer interface systems that are robust (i.e. their performance is not 
affected by the presence of artefacts), but if this is not possible the ideal artefact 
handling method would be one that is automatic and can be implemented in 
online studies. An automatic method is one that requires no visual inspection and 
manual implementation by an expert, and thus eliminates potential subjectivity. 
An online method is one where artefact correction is performed in real-time along 
with data acquisition.  
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The principal focus will be on ocular artefact handling methods, as eye blinks and 
eye movement are the most dominant physiological artefacts that contaminate 
EEG recordings made for diagnostic purposes. These recordings usually require a 
patient to sit or lie still during a recording session, thus limiting muscle movement 
artefacts. The handling of non-physiological artefacts is primarily dealt with during 
the data acquisition phase with differential amplification and analogue filtering 
(sections 2.2.2 and 2.2.3). The principal objective of the signal preprocessing stage 
is to enhance the signal-to-noise ratio of the EEG signals before feature extraction 
is performed (Bashashati et al., 2007). 
2.3.3. Artefact avoidance 
Artefact avoidance entails requesting the subject to refrain from blinking, eye 
movement and movement of various muscles (Fatourechi et al., 2007). The 
advantage of this approach is that it assumes that minimal or no artefacts are 
present, and thus significantly simplifies the signal preprocessing stage by being 
less computationally intensive (Fatourechi et al., 2007). There are, however, 
several disadvantages to this method (Croft and Barry, 2000; Fatourechi et al., 
2007): involuntary artefacts such as heart beats and to some extent eye blinks are 
unavoidable within a certain period of time. Individuals suffering from a 
neurological disorder or disability may be incapable or reluctant to follow 
instructions. By having the subject focus on artefact avoidance, an additional 
cognitive task may be introduced which may affect certain brain activity 
responses, such as reducing the amplitude of certain evoked potentials. 
EEG recordings made under the eyes closed condition are also conducted with the 
hope of avoiding eye blinks. This method is useful in reducing the number of fast 
eye blinks, but does not remove the possibility of eye movement artefacts. Eye 
movement may even increase on the basis of a lack of visual reference (Croft and 
Barry, 2000). It should also be kept in mind that alpha activity increases under the 
closed eyes condition (Sanei and Chambers, 2007).  
Artefact avoidance is generally not recommended, and has been found inferior to 
artefact correction methods (Croft and Barry, 2000). 
2.3.4. Artefact rejection 
Artefact rejection entails manual or automatic rejection of data segments 
containing artefacts (Fatourechi et al., 2007). The advantages of this approach 
above that of artefact avoidance are that individuals with neurological disorders 
or disabilities are able to participate in EEG experiments without any additional 
effort or hassle associated with having to follow specific instructions, and the 
potential introduction of an additional cognitive task (when a person concentrates 
on trying not to generate specific artefacts) is also eliminated (Fatourechi et al., 
2007).  
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Manual artefact rejection requires an expert to visually inspect and reject EEG 
epochs (or segments) that are contaminated with artefacts. The advantage of 
manual artefact rejection is that it is less computationally demanding (Fatourechi 
et al., 2007). The disadvantages, however, include (Fatourechi et al., 2007): 
intensive human labour, especially when a high volume of data of several subjects 
needs to be analysed; it is time consuming; it is very expensive to train and employ 
an expert in EEG artefact detection; subjectivity is introduced when a person has 
to manually identify and reject artefact contaminated epochs; and a substantial 
loss of data might arise – artefact rejection is done offline, which means that a 
sufficient amount of data required for further processing may not be retained 
after artefact rejection has been completed. 
Automatic artefact rejection is performed during offline analysis using a suitable 
software program that bases rejection decisions on specific characteristic features 
of either the EEG or EOG signal, depending on whether the EOG signal is available 
or not (Fatourechi et al., 2007). If such a feature, for instance amplitude, of either 
the EEG or EOG signal exceeds a predetermined threshold, then the epoch is 
considered to be artefact contaminated and is automatically discarded (Fatourechi 
et al., 2007). Croft and Barry (2000) report that a rejection criterion of an 
amplitude deflection of more than 50 μV (from baseline) in the vertical electro-
oculogram (VEOG) signal is typically used for rejecting artefact contaminated 
epochs. Moretti et al. (2003) emphasise that the amplitude threshold is often 
modified according to the features of the types of subjects being investigated: an 
amplitude threshold of ± 100 μV is used in studies with dementia subjects, and 
more than ± 100 μV in studies involving subjects with epilepsy or metabolic 
encephalopathy.   
The advantages of automatic artefact rejection, above that of manual artefact 
rejection, are that it is less labour intensive and subjectivity in the decision making 
process is excluded. Automatic artefact rejection, is however, also susceptible to 
loss of valuable data, and the retained “clean” data might also still contain small 
artefacts which may pass below the predetermined threshold level (Croft and 
Barry, 2000; Fatourechi et al., 2007). When utilising the VEOG channel in the 
rejection criterion, it is also not feasible to decrease the threshold level low 
enough to exclude all ocular artefacts, as very few “artefact-free” epochs would 
then be retained. It is also possible that additional epochs might be rejected due 
to the forward propagation of EEG activity detected in the VEOG channel (Croft 
and Barry, 2000). The implementation of artefact rejection is not advised in cases 
where different amplitude thresholds are set for different types of subject 
populations (e.g. dementia versus control subjects) as a bias may be introduced 
(Croft and Barry, 2000). A between-groups bias may also be introduced when 
different types of subject populations exhibit significantly different blinking rates 
(Croft and Barry, 1998). 
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Ocular artefact detection is performed by inspecting various features of EEG 
activity, such as frequency range, amplitude, brain region and symmetry. 
Nakamura et al. (1996) characterised blink artefacts to comprise the following 
features: 
 Blinks occur within the delta frequency band (0.5 – 4 Hz); 
 Blinks present with maximum amplitude and symmetric positive peaks in 
the frontopolar electrodes (Fp1 and Fp2); and 
 The detected amplitude of blinks rapidly declines from anterior to 
posterior electrodes (as the ocular activity propagates). 
Moretti et al. (2003) describe the electrical activity associated with eye blinks as 
having a typical bell-like shape, and that of horizontal and vertical eye movements 
as having a typical ramp-like shape. Eye movement artefacts have lower 
frequencies than that of blinks, and are evident with maximal amplitude in the 
frontal electrodes F7 and F8. In general, ocular activity is most prominent in the 
frontopolar and frontal electrodes Fp1, Fp2 and F7, F8, and to a lesser extent in 
frontal electrodes F3 and F4.  
Croft and Barry (2000) do not recommend artefact rejection as a suitable artefact 
handling method for ocular artefacts, and deem it inferior to artefact correction 
methods. 
2.3.5. Artefact correction 
2.3.5.1. Introduction to artefact correction 
Artefact correction entails the identification and removal of artefacts that 
contaminate EEG signals, whilst retaining all relevant neurological phenomena 
(Fatourechi et al., 2007). There are three main types of artefact correction 
methods: filtering-based methods, regression-based methods and component-
based methods.  
Fatourechi et al. (2007) conducted a literature survey to determine which EMG 
and EOG artefact handling methods have been employed in the design and 
operation of brain-computer interface (BCI) systems. Over 250 refereed journal 
and conference papers were reviewed and the findings relating to EOG artefacts 
revealed that 53.7% of the studies did not mention the use of any artefact handling 
methods, 10.0% stated that no EOG artefact handling methods were 
implemented, 10.4% stated that manual EOG artefact rejection was implemented, 
13.5% made use of automatic EOG artefact rejection and only 12.4% made use of 
automatic EOG artefact correction methods. With respect to the latter mentioned 
statistic, approximately 69.7% of the studies implemented a regression-based 
method for EOG artefact correction, 9.1% made use of blind source separation 
(BSS) techniques, 6.1% used principal component analysis (PCA), 3.0% used linear 
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filtering methods and the remaining percentage used other EOG artefact 
correction techniques or did not specify the specific method implemented 
(Fatourechi et al., 2007).  
Romero et al. (2006) state that regression-based methods have been considered 
the ‘golden standard’ method for EOG artefact correction for many years. This 
view is supported by the survey conducted by Fatourechi et al. (2007). The 
application of component-based methods, such as PCA and independent 
component analysis (ICA), is fairly new in the field of artefact correction. These 
methods, which are based on second order statistics (SOS) and higher order 
statistics (HOS), respectively, are also noted to be significantly more complex to 
implement than regression-based methods (Hoffman and Falkenstein, 2008; 
Semmlow, 2009). A brief overview of the basic principles, the various advantages 
and disadvantages of filtering-based, regression-based and component-based 
methods is provided in the following sections.  
2.3.5.2. Filtering-based methods 
Digital filtering enables the removal of artefacts present in specific frequency 
ranges that do not overlap with significant cerebral activity of interest. High-pass 
filtering can be used to remove EOG artefacts (above ± 4 Hz) and sweat artefacts 
(above ± 1 Hz) (Nakamura et al., 1996; Krauss et al., 2011). Low-pass filtering can 
be used to remove EMG artefacts (below ± 30 Hz) (Krauss et al., 2011). Notch filters 
can be used to remove 50 or 60 Hz powerline interference. Restrictive band-pass 
filters can be used to retain specific cerebral activity occurring within certain 
ranges. 
There are two advantages related to the use of digital filtering for artefact 
removal: the implementation of it is relatively simple, and an EOG channel 
recording is not required for ocular artefact detection (Fatourechi et al., 2007). 
The disadvantages to this approach may, however, be significant (Fisch, 1999; 
Fatourechi et al., 2007; Krauss et al., 2011): cerebral activity of interest occurring 
in similar frequency ranges as the removed artefacts will be lost, and waveforms, 
such as muscle activity and epileptiform spikes, may be attenuated depending on 
the properties of the filter used. These disadvantages can lead to spurious results 
and significantly impact conclusions made in EEG studies. This method may, 
however, be useful when only a certain range of activity that does not overlap with 
artefacts is to be extracted for feature extraction purposes.  
There are three types of digital filters that are commonly implemented, namely 
finite impulse response (FIR), infinite impulse response (IIR) and frequency domain 
filtering using the fast Fourier transform (FFT) (Fisch, 1999). Further detail 
regarding the characteristic features, phase distortion, design and implementation 
of these filters can be found in references Fisch (1999) and Semmlow (2009). 
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Krauss et al. (2011) reports that FIR filters are the preferred type of filter for EEG 
applications as it does not produce any phase distortion. 
2.3.5.3. Regression-based method 
With respect to EOG artefact correction: the method of ‘linear combination and 
regression’ entails the estimation of the proportion of EOG activity that 
contaminates each EEG channel in a recording through backward propagation, 
and the subsequent subtraction of this artefact contribution from each respective 
EEG channel (Croft and Barry, 2002; Fatourechi et al., 2007). This method assumes 
that for each EEG channel recorded, the true EEG (𝑇𝐸𝐸𝐺) at any specific time, 𝑖, 
equals the measured EEG (𝑀𝐸𝐸𝐺) minus a fraction of the measured electro-
oculogram (𝑀𝐸𝑂𝐺) activity, as indicated in Equation 2.4:  
𝑇𝐸𝐸𝐺𝑖 = 𝑀𝐸𝐸𝐺𝑖 − 𝛽 ∙ 𝑀𝐸𝑂𝐺𝑖  [Equation 2.4] 
In Equation 2.4, parameter 𝛽 represents the artefact correction coefficient, also 
known as the propagation factor. The advantages and disadvantages of this 
approach are primarily associated with the estimation of this factor and the 
problem of bidirectional contamination. The propagation factor is estimated using 
linear regression and the method of least squares, assuming that the EEG data are 
linearly dependent upon the EOG data, and that these data are normally 
distributed – assumptions that may not be accurate (Hoffmann and Falkenstein, 
2008).  
The problem of bidirectional contamination (Romero et al., 2008) relates to the 
fact that the EOG contaminates the EEG through backward propagation, and in a 
similar manner the EEG contaminates the EOG through forward propagation (the 
backward and forward directions relate to the EOG electrodes being situated at 
the front of the head, and the EEG electrodes being situated behind the EOG 
electrodes, extending to the back of the head). These two problems may lead to 
𝛽-inflation as a result of detecting an increased correlation between the EEG and 
EOG channels due to the presence of forward propagated neural potentials in the 
EOG recording (Croft and Barry, 1998). This may lead to overcorrection of the EEG 
channels, thus resulting in loss of significant cerebral activity (Croft and Barry, 
1998). Another disadvantage of this regression-based correction method is that it 
is dependent on a reference channel for artefact correction, such as an EOG 
channel for ocular artefact correction. This can be problematic in the case of EMG 
artefact correction, for instance, as multiple reference channels would be required 
in order to monitor the various muscle groups (Fatourechi et al., 2007). 
The advantages of this approach are that it is relatively easy to implement; and 
the error introduced when using this approach is considered to be less significant 
than that introduced with artefact avoidance (when a subject fails to adhere to 
instructions to avoid ocular activity) and artefact rejection approaches (when 
artefact containing segments are not rejected). Croft and Barry (2002) recommend 
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artefact correction methods to be superior to that of artefact avoidance and 
artefact rejection approaches. 
2.3.5.4. Component-based methods 
Component-based methods entail: (1) the decomposition of EEG signals into their 
constituent components, followed by (2) the identification of artefact and neural 
components, and (3) the reconstruction of the EEG signals excluding the artefact 
components (Hoffmann and Falkstein, 2008). According to literature presented by 
Wallstrom et al. (2004), Fatourechi et al. (2007), Romero et al. (2008), and 
Hoffmann and Falkenstein (2008), amongst various other references, there are 
two primary component-based methods that have been implemented for artefact 
correction over the past years, namely principal component analysis (PCA) and 
independent component analysis (ICA). Both these methods are multivariate data 
analysis techniques that are based on the assumption that EEG signals are linear 
mixtures of the original sources (Delorme and Makeig, 2004; Semmlow, 2009). 
PCA is primarily a dimensionality reduction technique that strives to linearly 
decompose signals into uncorrelated and orthogonal components, which are not 
necessarily statistically independent, using second order statistics (Wallstrom et 
al., 2004; Semmlow, 2009). In forming the constituent components, each 
successive component accounts for the maximum remaining variance in the data 
(Semmlow, 2009). These components, termed principal components, are not per 
se meaningful variables, but are mixtures of the underlying sources (Semmlow, 
2009). The application of PCA for EEG source decomposition has been proposed, 
but there is no basis to support the ideas that: (1) neural sources are spatially 
orthogonal, as neural sources are nearly always overlapping and non-orthogonal 
(Delorme and Makeig, 2004); or that (2) each source contributes a different 
amount of variance to the data – each source could, for argument’s sake, 
contribute an equal variance to the captured EEG recording (Wallstrom et al., 
2004). PCA has, however, shown significant merit as a component-based ocular 
artefact correction method; Wallstrom et al. (2004) reports that PCA can easily 
isolate high amplitude ocular activity within the first principal component.  
ICA is a technique that attempts to solve the blind source separation (BSS) problem 
by using higher order statistics. Assuming that the data are non-Gaussian (a 
reasonable assumption for real signals), ICA strives to linearly decompose EEG 
signals into components that are uncorrelated and independent (Wallstrom et al., 
2004; Semmlow, 2009). ICA components, contrary to principal components, are 
considered to be meaningful variables that may represent individual neural 
sources (Semmlow, 2009). In general, ICA assumes that the number of recorded 
signals equals the number of neural sources (Semmlow, 2009); if it is anticipated 
that the number of sources may be less than the number of recorded signals, then 
PCA (as a dimensionality reduction technique) should first be applied in order to 
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remove any redundant information and determine the true dimensionality of the 
data (Semmlow, 2009).  
The implementation of ICA requires expert knowledge, not only for algorithm 
implementation but also the identification of artefact components. For reliable 
execution of this method, a specific minimum amount of data are required; 
Delorme and Makeig (2004) recommend that the number of data samples exceed 
at least a few times the square of the number of EEG channels used. Hoffmann 
and Falkenstein (2008) have reported ICA to yield superior artefact correction 
results to that of any of the previously mentioned artefact handling methods.  
Automated artefact component identification is preferred above that of manual 
identification as it helps to eliminate any bias that may be introduced by the 
subjectivity of an EEG interpreter (Romero et al., 2008), as well as to avoid the 
possibility that incorrect decisions made by novice EEG interpreters negatively 
impact the outcome of studies. One of the various proposed automated 
techniques entails correlating the observed EOG channel(s) with the PCA and ICA 
components; the components that exceed a predefined limit for the squared 
multiple correlation coefficient (𝑅2) are then classified as artefact components 
(Wallstrom et al., 2004). This method is noted to work well with PCA component 
identification, with a correlation coefficient limit of 0.95, as PCA rarely 
decomposes ocular activity into more than two principal components (Wallstrom 
et al., 2004). ICA, on the other hand, may decompose ocular activity into several 
components (or sources), which makes it more difficult to achieve high correlation 
coefficients with the EOG channel(s). The correlation coefficient limit, in the case 
of ICA applications, would thus need to be lowered, which in turn increases the 
risk for mistaking cerebral activity as an artefact component (Wallstrom et al., 
2004). The problem with this automated identification technique is similar to that 
experienced by regression-based methods – artefact component identification is 
dependent on one or more reference channels, and obtaining reference channels 
for artefacts other than ocular activity may prove very difficult. 
The main advantage of ICA is that ‘cleaner’ (artefact-free) signals can be obtained 
by removing various different types of artefact sources – this can, however, only 
be achieved through thorough visual inspection of the components by an expert.  
References Hyvärinen and Oja (2000), Delorme and Makeig (2004), Hoffmann and 
Falkenstein (2008), Choi et al. (2005), and Semmlow (2009) can be consulted for 
an in depth overview of the fundamental assumptions, various BSS algorithms 
available, and mathematical implementation of these component-based methods. 
The computational complexity involved in utilising these methods may prove 
tricky for novice researchers, in which case assistance may be obtained by utilising 
various MATLAB compatible toolboxes, such as EEGLAB (Delorme and Makeig, 
2004) and ICALAB.  
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2.3.6. Motivation of choice of artefact handling method 
The method of ‘linear combination and regression’ has been considered the 
‘golden standard’ for EOG artefact correction for several years, as reported by 
Romero et al. (2006). This method was chosen to be implemented in this study, 
due to its ease of application and the limited expert knowledge required. The 
implementation and related sources of error associated with this method are 
discussed below.  
2.3.7. Linear combination and regression 
2.3.7.1. Basic principles and assumptions 
An EOG enables the recording of eye blinks and eye movement through potentials 
measured by electrodes positioned around the eyes, as illustrated in Figure 2.4 
(Croft and Barry, 2000). There are three orthogonal EOG derivations that can be 
set up, namely the vertical EOG (VEOG), the horizontal EOG (HEOG) and the radial 
EOG (REOG). The VEOG is primarily used for blink detection and records the 
potential between the top and bottom of the eye (i.e. the VEOG of the left eye is 
recorded by electrodes 𝐸1 –  𝐸3, as depicted in Figure 2.4) (Croft and Barry, 2000). 
The HEOG is primarily used for eye movement detection and records the potential 
between the outer canthi of the left and right eyes (i.e. 𝐸5 –  𝐸6, as indicated in 
Figure 2.4) (Croft and Barry, 2000). The REOG typically records the potential 
between the average voltage at the eyes relative to the common reference used 
in the EEG recording (i.e. based on the left eye, [(𝐸1 +  𝐸3)/
2) –  𝐸𝐸𝐺 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒]) (Croft and Barry, 2000).  
 
 
Figure 2.4: EOG electrode placement (adapted from Croft and Barry, 2000) 
 
The subtraction process (brought about through differential amplification) used in 
the VEOG and HEOG potential calculations enables the cancellation of cerebral 
activity common to both electrodes. The recorded potential thus primarily 
comprises ocular activity and limited or no forward propagated EEG activity (Croft 
and Barry, 2000).  Croft and Barry (2000) suggest that a combination of the VEOG, 
HEOG and REOG recordings will enable the best ocular artefact correction. It 
should, however, be noted that various laboratories may make use of different 
derivation configurations for setting up the EOGs.  
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There are two main problems that accompany the ‘linear combination and 
regression’ EOG correction procedure, namely the calculation-phase error and the 
subtraction-phase error (Croft and Barry, 2002). The calculation-phase error 
relates to the estimation of the propagation factor, 𝛽. (Keep in mind that a 
propagation factor is computed for each scalp site.) As previously mentioned, 
𝛽-inflation may occur as a result of an increased correlation detected between the 
EEG and EOG channels due to the presence of forward propagated neural 
potentials in the EOG recording. This occurrence is noted to be more significant 
when the amplitude of the ocular activity is small in relation to that of the forward 
propagated EEG activity (Croft and Barry, 1998). The error introduced by 
𝛽-inflation is overcorrection of the EEG channels – not only ocular activity is 
removed, but also forward propagated neural potentials of interest.   
The subtraction-phase error relates to the subtraction of the portion of the 
measured EOG (i.e. 𝛽 ∙ 𝑀𝐸𝑂𝐺) that contaminates each respective EEG channel. 
Consider the following set of equations (Croft and Barry, 2002), which are assumed 
valid at any specific time, 𝑖, for a specific scalp site: 
𝑀𝐸𝑂𝐺𝑖 = 𝑇𝐸𝑂𝐺𝑖 +𝑀𝐸𝐸𝐺𝐹𝑃,𝑖  [Equation 2.5] 
𝑇𝐸𝐸𝐺𝑖 = 𝑀𝐸𝐸𝐺𝑖 − 𝛽 ∙ 𝑇𝐸𝑂𝐺𝑖  [Equation 2.6] 
           𝑒𝑠𝑡𝑇𝐸𝐸𝐺𝑖 = 𝑀𝐸𝐸𝐺𝑖 − 𝛽 ∙ 𝑀𝐸𝑂𝐺𝑖   [Equation 2.7] 
𝑒𝑠𝑡𝑇𝐸𝐸𝐺𝑖 = 𝑀𝐸𝐸𝐺𝑖 − 𝛽 ∙ 𝑇𝐸𝑂𝐺𝑖 − 𝛽 ∙ 𝑀𝐸𝐸𝐺𝐹𝑃,𝑖 [Equation 2.8] 
 
A problem arises due to the fact that the measured EOG (𝑀𝐸𝑂𝐺) does not only 
comprise true EOG (𝑇𝐸𝑂𝐺) activity, that relates purely to eye blinks and eye 
movement artefacts, but also contains forward propagated neural potentials 
(𝑀𝐸𝐸𝐺𝐹𝑃) – this is expressed in Equation 2.5. The true EEG (𝑇𝐸𝐸𝐺) of a specific 
channel can be computed by subtracting the ocular artefact contribution  
(𝛽 ∙ 𝑇𝐸𝑂𝐺) from the measured EEG of that channel, as indicated in Equation 2.6. 
A recording of the true EOG activity, however, cannot be obtained. An estimate of 
the true EEG activity (estTEEG) can be computed based on the measured EOG 
recording, as indicated in Equation 2.7. A subtraction error is then introduced 
when computing the estimated true EEG activity, as not only the true EOG 
contribution to the EEG channel (as a result of backward propagation) is 
subtracted, but also a portion of the EEG activity (which contaminates the EOG 
recording through forward propagation) – refer to Equation 2.8, this equation is 
obtained by substituting Equation 2.5 into Equation 2.7. The subtraction-phase 
error thus relates to the difference between the true and the estimated true EEG, 
which is equal to 𝛽 ∙ 𝑀𝐸𝐸𝐺𝐹𝑃  (Croft and Barry, 2002).  
In the case where more than one EOG channel (i.e. VEOG, HEOG or REOG) is used 
in the correction process, for each scalp site an additional propagation factor is 
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computed for each additional EOG channel and the contribution of each EOG 
channel is also subtracted from the measured EEG (Croft et al., 2005), as in 
Equation 2.6; Equations 2.5, 2.7 and 2.8 are then also adapted in order to account 
for the additional EOG channel(s). 
The extent of this subtraction-phase error differs depending on the type of EOG 
that is incorporated for artefact correction: the VEOG is minimally affected by this 
error as the calculation of the VEOG (i.e. E1 – E3, as indicated in Figure 2.4) allows 
mutual neural potentials to be cancelled out. Croft and Barry (2002) state that this 
may occur due to the likelihood that the eye orbit serves as the path of least 
resistance between the brain and the eye, and the VEOG electrodes are positioned 
equidistant from the eye orbit, above and below the eye. The HEOG and the REOG 
are considered to be more prone to subtraction-phase error as they are computed 
differently (Croft and Barry, 2002).  
Croft and Barry (2002), in an investigation designed to determine the extent of the 
subtraction-phase error introduced when utilising the different types of EOGs and 
detecting an N1P2 complex, found that the subtraction-phase error introduced 
when utilising the VEOG and HEOG was approximately 2% and 3% of the EEG, 
respectively, whereas the error introduced when utilising the REOG ranged from 
0 to 22% of the EEG. EEG sources that are located more posteriorly than the N1P2 
complex (which is detected over the primary auditory cortex) are expected to be 
less affected by the subtraction-phase error, as opposed to sources that are 
located more anteriorly (Croft and Barry 2002). In a study conducted by Moretti 
et al. (2003), it was observed that EOG correction performance is better when only 
one EOG channel, either the vertical or horizontal, is used in the correction 
process, so as to avoid increasing the level of noise in the EEG data.  
Romero et al. (2008) recommend first low-pass filtering the EOG channel(s) at 
approximately 7.5 Hz before computing the propagation factors by means of linear 
regression – this approach has been noted in some cases to successfully reduce 
the cancellation of neural potentials of interest. There have, however, been 
reports that indicate that ocular activity may extend into the alpha and beta 
frequency ranges as well, which then renders this low-pass filtering approach 
inadequate (Romero et al., 2008). Additional difficulties are encountered when 
attempting artefact correction in young children where, for instance, peak alpha 
activity occurs in the region of 7 Hz (Wallstrom et al., 2004). To overcome this low-
pass filtering problem, Wallstrom et al. (2004) proposed the implementation of 
adaptive filtering where a nonlinear filter is applied to the EOG channel(s) (before 
propagation factors are computed) to either filter out high-frequency activity 
when small amplitude fluctuations are detected, or to retain high-frequency 
activity when large amplitude fluctuations are detected.  
A fundamental assumption, upon which this ‘linear combination and regression’ 
artefact correction method is based, is that different types of ocular activity 
Stellenbosch University  https://scholar.sun.ac.za
  
36 
 
propagate at similar rates (Croft and Barry, 2000). The propagation of ocular 
activity potentials across the scalp occurs from anterior to posterior head regions 
with decreasing effect – a fraction of approximately 0.20 of vertical ocular activity 
reaches electrode Fz and 0.05 reaches occipital electrodes (Croft and Barry, 2000). 
The anterior to posterior propagation effect of horizontal ocular activity is similar 
to that just mentioned of vertical ocular activity, but it also exhibits a lateral effect, 
which is noted to cancel at the midline electrodes (Croft and Barry, 2000). Within-
subject propagation rates tend to be similar, but between-subject propagation 
rates may differ depending on the head size, exact electrode positions and 
attenuating properties of the subject’s skull, scalp and neuronal tissues (Croft and 
Barry, 2000). 
Various questions regarding this artefact correction procedure have been raised, 
such as (Croft and Barry, 2000): 
1. Should separate propagation factors be calculated for different types of 
ocular artefacts? 
2. Should separate propagation factors be calculated for different 
frequencies of ocular artefacts? 
3. Is there a need to account for phase differences between the EEG and 
EOG?  
4. Should non-significant propagation factors be used in the correction 
process? 
With respect to the first two questions, Fatourechi et al. (2007) report that similar 
results have been obtained when estimating artefact correction coefficients for 
different types and different frequencies of ocular artefacts using the method of 
standard linear regression. Croft and Barry (2000) report, with respect to question 
two, that the advantages of frequency domain correction methods above those of 
the time domain have yet to be proven. With regards to question three, Croft and 
Barry (2000) state that is has been demonstrated numerous times that there is no 
significant phase delay between the EEG and EOG, and therefore no measures are 
required in order to take this into account. With regards to question four, Croft 
and Barry (2000) report that there are various views regarding whether or not to 
omit non-significant propagation factors, these views include: it is statistically 
argued that small  𝛽’s are merely due to chance; on the other hand, it is argued 
that small 𝛽’s are associated with a small amount of ocular artefact 
contamination; it is also argued that the impact of performing artefact correction 
including the small 𝛽’s should not influence the results significantly. The answer 
to this final question remains to be determined. 
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2.3.7.2. Regression modelling 
Regression modelling enables one to characterise the (often unknown) 
relationship between a dependent (response) variable 𝑦 and 𝑘 independent 
(regressor) variables  𝑥1, 𝑥2, … , 𝑥𝑘. Regression models fitted to a set of sample 
data are typically represented by a low-order polynomial function. Equation 4.9 
represents a general multiple linear regression model where the 𝑖𝑡ℎ observation 
of the response variable, denoted 𝑦𝑖 (with 𝑦1, 𝑦2, … , 𝑦𝑛, for 𝑛 > 𝑘 observations), 
is dependent upon the 𝑖𝑡ℎ observation of dependent variables, denoted 𝑥𝑖𝑗 
(for 𝑗 = 0,1, … , 𝑘), and the 𝑖𝑡ℎ observation of the error 𝜖, denoted 
𝜖𝑖 (Montgomery, 2013). The errors in this model are assumed to be random, 
uncorrelated, and distributed with zero mean (𝜇) and constant (but unknown) 
variance (𝜎2). This model describes a hyperplane in a 𝑘-dimensional space, where 
parameter 𝛽0 represents the intercept of the plane. Parameters 𝛽𝑗 , 𝑗 = 0,1, … , 𝑘, 
are termed the regression coefficients of the model; coefficient 𝛽𝑗 represents the 
expected change in the response 𝑦 per unit change in independent variable 𝑥𝑗  in 
the case where all the remaining independent variables, 𝑥𝑖 (𝑖 ≠ 𝑗), are held 
constant (Montgomery, 2013). 
   𝑦𝑖 = 𝛽0 + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 +⋯+ 𝛽𝑘𝑥𝑖𝑘 + 𝜖𝑖 
                                       = 𝛽0 + ∑ 𝛽𝑗𝑥𝑖𝑗 + 𝜖𝑖       𝑖 = 1,2, … , 𝑛
𝑘
𝑗=1    [Equation 2.9] 
The regression coefficients 𝛽0, 𝛽1, … , 𝛽𝑘 are estimated using the method of least 
squares, which strives to minimise the sum of the squares of the errors,  𝜖𝑖. The 
least squares function (𝐿𝑆𝐹) is presented in Equation 2.10. In order to solve this 
equation, the least squares estimators, denoted as ?̂?0, ?̂?1, … , ?̂?𝑘, need to satisfy 
Equations 2.11 and 2.12 (known as the least squares normal equations) 
(Montgomery, 2013). 
    𝐿𝑆𝐹 =  ∑ 𝜖𝑖
2𝑛
𝑖=1 = ∑ (𝑦𝑖 − 𝛽0 − ∑ 𝛽𝑗𝑥𝑖𝑗
𝑘
𝑗=1 )
2𝑛
𝑖=1                 [Equation 2.10] 
   
𝛿𝐿𝑆𝐹
𝛿𝛽0
|
?̂?0,?̂?1,… ,?̂?𝑘
= −2∑ (𝑦𝑖 − ?̂?0 − ∑ ?̂?𝑗𝑥𝑖𝑗
𝑘
𝑗=1 ) = 0
𝑛
𝑖=1        [Equation 2.11] 
𝛿𝐿𝑆𝐹
𝛿𝛽𝑗
|
?̂?0,?̂?1,… ,?̂?𝑘
= −2∑ (𝑦𝑖 − ?̂?0 − ∑ ?̂?𝑗𝑥𝑖𝑗
𝑘
𝑗=1 )𝑥𝑖𝑗 = 0
𝑛
𝑖=1      𝑗 = 1,2, … , 𝑘       
[Equation 2.12] 
The fitted regression model is represented by Equation 2.13. The difference 
between the actual response observation, 𝑦𝑖, and the estimated response 
observation, ?̂?𝑖, is termed the residual, 𝑒𝑖, and can be estimated according to 
Equation 2.14. 
                                      ?̂?𝑖 = ?̂?0 + ∑ ?̂?𝑗𝑥𝑖𝑗       𝑖 = 1,2, … , 𝑛
𝑘
𝑗=1           [Equation 2.13] 
𝑒𝑖 = 𝑦𝑖 − ?̂?𝑖        [Equation 2.14] 
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2.3.8. Validation of artefact correction methods 
A major problem associated with any artefact correction technique is the 
validation of the success thereof – there is no means available to record 
uncontaminated EEG activity, and hence no standard against which to evaluate 
the success of the results obtained (Croft and Barry, 2000). The only means of 
validation currently implemented in all artefact correction studies is that of visual 
inspection (Fatourechi et al., 2007). This method is flawed by the subjective and 
inexperienced nature of judgement made by novice versus ‘expert’ EEG 
interpreters.  
Current measures implemented to quantify the extent of artefact correction 
achieved include: the correlation between the EEG and the EOG, before and after 
artefact correction, and a signal-to-artefact ratio (𝑆𝐴𝑅), computed according to 
Equation 2.15, which quantifies the difference between the corrected 
(𝐸𝐸𝐺𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑) and the non-corrected (𝐸𝐸𝐺𝑚𝑖𝑥𝑒𝑑) EEG data (Zhao and Qiu, 2011). 
A decrease in correlation between the EOG and EEG data after artefact correction, 
and an improvement in the 𝑆𝐴𝑅 are considered positive measures of artefact 
correction success. Both these measures are, however, prone to the error related 
with bidirectional contamination.    
 
𝑆𝐴𝑅 = 10 ∙ 𝑙𝑜𝑔
𝑚𝑒𝑎𝑛(𝐸𝐸𝐺𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑)
2
𝑚𝑒𝑎𝑛(𝐸𝐸𝐺𝑚𝑖𝑥𝑒𝑑− 𝐸𝐸𝐺𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑)
2         [Equation 2.15] 
 
2.4. Feature extraction 
2.4.1. Introduction 
Feature extraction is the most complicated and most critical step. It entails the 
extraction of specific information (termed features) from a signal. These features 
quantify specific properties of the data and are used as characteristic descriptors 
of specific groups in a classification problem. The selection of a suitable EEG 
feature extraction method depends on the nature of the data – be it stochastic or 
deterministic, linear or nonlinear, stationary or nonstationary – and whether one 
wishes to implement a univariate or multivariate approach. A further essential 
step is to identify the optimal feature set. This can be achieved by implementing 
techniques to reduce the dimensionality of the feature space and to select the 
optimal subset of features that contain the most discriminatory information for 
the classification task at hand. These concepts and techniques are discussed 
below.  
2.4.2. Dynamical systems 
Neural networks of the brain are considered to be nonlinear, dissipative, 
dynamical systems (Stam, 2005). A dynamical system is described by a state and a 
set of equations representing the system dynamics. A state is defined by the values 
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of all 𝑚 variables describing the system at a specific point in time, and the 
equations describe the time evolution of the state of the system (Stam, 2005). 
Each state of the system can be represented by a point in an 𝑚-dimensional space 
– this is termed the state space representation (Stam, 2005). The time evolution 
of a system is represented by consecutive points in the state space, and the line 
connecting these points is termed the trajectory of the system (Stam, 2005).  
Dynamical systems can be described as linear or nonlinear, conservative or 
dissipative, and deterministic or stochastic (Stam, 2005): 
 Linear systems exhibit linear cause-effect relationships (i.e. small causes 
result in small effects, and vice versa); nonlinear systems, on the other 
hand, exhibit varying cause-effect relationships (i.e. small causes may 
result in large effects, and vice versa) (Stam, 2005).  
 Conservative and dissipative systems are distinguished in terms of a 
volume within the state space that encompasses a set of initial states – if 
this volume remains constant when observed over time, the system is 
considered conservative, and if the volume contracts it is considered 
dissipative (Stam, 2006). Conservative systems are associated with closed 
systems that preserve important quantities (such as energy or heat) over 
time, whereas dissipative systems are associated with open systems that 
exchange important quantities with its environment, and thus do not 
conserve them (Stam, 2005, 2006). According to Stam (2006), biological 
systems are representative of dissipative systems.  
 In deterministic systems, when the dynamics of the system are known, 
given an initial state, the future state can be predicted (Stam, 2006). In the 
case of stochastic systems, there is no systematic relationship known to 
exist between successive states in the system (Stam, 2006). Deterministic 
systems, contrary to stochastic systems, will always yield the same output 
for a given initial state as they contain no noise terms in their equations of 
motion (Stam, 2005). 
2.4.3. State space representation 
When the set of equations describing the dynamics of a system are known, the 
state space representation of the system can be constructed by plotting the states 
in an 𝑚-dimensional space. An example of a dynamical system with a defined set 
of equations is the Lorenz system – this system represents a simplified model for 
weather forecasting that characterises the interrelations of temperature 
variations and convector motion (Faure and Korn, 2001). The system is described 
by three differential equations, presented below, where variables 𝑥, 𝑦, and 𝑧 
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represent the amplitude of convective currents, the temperature difference 
between rising and falling currents, and the deviation of temperature from the 
normal temperature, respectively. Parameters 𝜎 (Prandtl’s number),  𝑟 (Rayleigh 
number), and 𝑏 characterise the fluid properties, and thermal and geometric 
configuration of the system, and have positive values (Faure and Korn, 2001). 
{
 
 
 
 
  
𝑑𝑥
𝑑𝑡
= 𝜎(𝑦 − 𝑥)      
𝑑𝑦
𝑑𝑡
= 𝑟𝑥 − 𝑦 − 𝑥𝑧
𝑑𝑧
𝑑𝑡
= 𝑥𝑦 − 𝑏𝑧        
   [Equation 2.16] 
These differential equations can be solved, given a set of initial conditions, to yield 
a series of consecutive states of the system. The representation of this series of 
consecutive vectors in a three dimensional space represents the trajectory of the 
system. For this system, two-dimensional and three-dimensional state space 
representations can be constructed by plotting either two or three of the 
variables, as illustrated in Figure 2.5 (A) and (B), respectively. In Figure 2.5 (A) the 
states are labelled so as to enable one to better visualise the trajectory of the 
system and to observe recurrences (a recurrence event is defined as a point on 
the phase space trajectory that revisits roughly the same area in the phase space 
after a certain period of time). The trajectory seems to orbit within a subspace of 
the state space, and the trajectory lines are noted to never intersect. These 
phenomena are discussed in the following section. 
 
  
Figure 2.5: State space representation of the Lorenz system in  
(A) two-dimensions and (B) three-dimensions 
 
2.4.4. Attractors 
Dissipative, deterministic, nonlinear, dynamical systems are of particular interest 
as the representation of their various states in the state space converges over time 
to a subspace of the total state space (Stam, 2005; Bravi et al., 2011). The 
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geometrical object formed by the subspace is referred to as the attractor of the 
system; it provides one with an image of the system’s dynamics. The butterfly-
wing shape presented in Figure 2.5 represents the attractor of the Lorenz system. 
Attractors form an integral part in characterising the dynamics of a system, as they 
represent the solution to the differential equations of the system. An attractor 
thus describes a limited set in a state space which is represented by steady state 
behaviour (Stam, 2006). By determining the complexity of a system’s attractor, 
the complexity of the system’s dynamics can be estimated (Stam, 2005). Further 
details on the various measures that can be computed to characterise attractors 
are provided in the following section.  
Various types of attractors are associated with different dynamical systems. Figure 
2.6 provides an illustration of three predictable attractors in a state space (Faure 
and Korn, 2001) – (A) illustrates a dynamical system with three interconnected 
variables, (B) represents the trajectory of the system, and (C1), (C2) and (C3) 
represent three types of attractors in a two-dimensional state space (in the latter 
mentioned group of figures the dashed lines represent initial transients of the 
system that die out when the system is observed over time). The simplest attractor 
– a point attractor, illustrated in Figure 2.6 (C1) – is typical of linear, dissipative, 
deterministic systems; consider, for instance, a swaying pendulum that is 
subjected to friction, after a period of time, once the system reaches steady state, 
the pendulum always comes to rest in the same position (Faure and Korn, 2001).  
 
 
Figure 2.6: An illustration of predictable attractors in a state space  
(adapted from Faure and Korn, 2001) 
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Nonlinear, deterministic, dissipative systems typically exhibit limit cycle, torus and 
chaotic or strange attractors (Stam, 2005). A limit cycle attractor, represented by 
a closed loop in the state space as illustrated in Figure 2.6 (C2), is associated with 
a system with periodic dynamics (Stam, 2005); for instance a system that upon 
reaching steady state oscillates in a stable manner, irrespective of the initial 
starting conditions (Faure and Korn, 2001). A torus attractor, represented by 
Figure 2.6 (C3), is associated with a system with quasi-periodic dynamics (Stam, 
2005); such behaviour is typical of two systems that oscillate at two different 
frequencies (Faure and Korn, 2001). The last type of attractor, termed a chaotic or 
strange attractor, is associated with systems with inherent deterministic, chaotic 
dynamics (Stam, 2005). The Lorenz system attractor, illustrated in Figure 2.5, is an 
example of a strange attractor. In this figure it was noted that the trajectory lines 
never intersect – this is a unique property of chaotic systems. No single state is 
ever repeated, even though the system is confined within the state space of the 
attractor. Prediction of chaotic dynamics is only possible for short periods of time, 
as such systems are very sensitive to initial conditions (Stam, 2005). 
The general definition of chaos is described in accordance with three essential 
properties (Faure and Korn, 2001) – chaotic systems are (1) extremely sensitive to 
initial conditions, (2) display highly disordered behaviour, and (3) are deterministic 
(i.e. these systems obey a set of equations or laws that completely describes the 
system’s dynamics). 
2.4.5. Characterisation of attractors 
The complexity of a system’s underlying dynamics can be determined by 
characterising the attractor through various measures, such as attractor 
dimension, Lyapunov exponents and entropy measures, among others (Stam, 
2005). This section serves only to provide one with an intuitive understanding of 
the measures mentioned. For a more comprehensive review on the theory, 
limitations and means of estimating these measures, please refer to:  
Aldrich (2002), Natarajan et al. (2004), Stam (2005), Sabeti et al. (2009), Tong and 
Thakor (2009), Blinowska and Żygierewicz (2012), and Small (2012). 
2.4.5.1. Dimension 
The attractor dimension is a static (invariant, i.e. does not depend on time) 
measure of spatial extensiveness of the attractor (Stam, 2005). A point attractor 
has a dimension of zero, a limit cycle a dimension of one, a torus an integer 
dimension and a chaotic or strange attractor a fractal dimension (noninteger) 
(Stam, 2005). The attractor dimension can be determined by calculating the 
correlation dimension, using the correlation integral that calculates the likelihood 
that the distance between any two random points on the attractor will be less than 
a specified distance (Aldrich, 2002; Stam, 2005; Small, 2012). In order to obtain 
reliable estimates of correlation dimensions, long segments are required; a 
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suitable segment length is, however, also subject to the condition of stationarity, 
as previously discussed (Tong and Thakor, 2009).  
2.4.5.2. Lyapunov exponents 
Lyapunov exponents, contrary to the static dimension measure, are dynamic 
measures of attractor complexity that account for the evolution of the trajectory 
of the system over time (Stam, 2005). These exponents characterise the 
convergence or divergence properties of an attractor (Aldrich, 2002) and are 
computed by calculating the exponential increase or decrease in inter-vector 
distances over time. Positive exponents are indicative of exponential divergent 
trajectories and negative exponents of exponential convergent trajectories in an 
attractor (Stam, 2005).  
2.4.5.3. Entropy 
Entropy is also a dynamic measure of attractor complexity. It is defined as the rate 
of information loss over time and can be calculated by taking the sum of all positive 
Lyapunov exponents (Stam, 2005). The review paper by Bravi et al. (2011) can be 
consulted for an overview comparison of the various entropy measures available. 
2.4.5.4. Significance of Lyapunov exponents and entropy measures 
A basic understanding of Lyapunov exponents and entropy further enables one to 
quantitatively distinguish between conservative, dissipative and chaotic systems, 
as proposed by Stam (2005) – conservative systems have zero entropy (i.e. zero 
rate of information loss over time) and have no attractor; dissipative systems have 
a negative entropy (i.e. negative sum of all the Lyapunov exponents) and do have 
an attractor; chaotic systems are defined as having at least one positive Lyapunov 
exponent (or a positive largest Lyapunov exponent), or a positive entropy, and also 
have an attractor. It is thus evident that positive Lyapunov exponents and entropy 
provide one with an indication of the unpredictability of a system. It should also 
be noted that a chaotic attractor is always a strange attractor, but the opposite 
does not necessarily hold true, i.e. a strange attractor is not always also a chaotic 
attractor (Tong and Thakor, 2009).   
2.4.6. EEG dynamics and the application of state space measures  
The recent focus in EEG analysis has been on the detection, characterisation and 
modelling of nonlinear dynamics and the development of new nonlinear methods 
that are capable of dealing with noisy, nonstationary and high-dimensional data 
(Stam, 2005). Stam (2005) has published a very informative review article on 
nonlinear dynamical analysis techniques applied to EEG data. Stam (2005) reports 
that EEG signals, in general, are not low-dimensionally chaotic, but various studies,  
such as the one conducted by Bosl et al. (2011), have confirmed that spontaneous 
rsEEG data do reflect weak but significant nonlinear structure. It is important to 
note that the usefulness of nonlinear dynamical analysis techniques in the study 
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of EEG signals is not subject to the demonstration of chaotic dynamics. The use of 
state space measures, such as correlation dimension, Lyapunov exponents and 
entropy, are advocated due to their superior ability, above that of linear analysis 
techniques, to detect and account for nonlinear structure present in data (Pereda 
et al., 2005).  
The application of state space measures to EEG data is hindered by the fact that 
the dynamics of EEG signals, i.e. the equations that represent the state space of 
the system, are unknown. This fact, however, does not prevent the application of 
these measures to EEG data, as a set of observed variables, i.e. measured EEG 
channels, can be used to reconstruct a phase space, which provides a good 
estimate of the state space of the dynamical system. The procedure of 
reconstructing a state space from observed (discrete) time series data is termed 
embedding, and is described in the following section. Construction of a system’s 
attractor is a crucial step in the application of nonlinear time series analysis. 
2.4.7. Embedding: reconstruction of dynamics from observations 
2.4.7.1. Mathematical derivation 
According to Aldrich (2002), time series data of a single process variable captured 
from a dynamic system may contain essential information that relates to all of the 
key interacting variables, which together describe the evolution of the system. 
This idea seems reasonable, provided that sufficient correlation exists between 
the single process variable under consideration and the other key variables of the 
system. This concept can be mathematically justified by assuming that the 
continuous variables of the system, 𝑥1, 𝑥2, … , 𝑥𝑝, satisfy 𝑝 1
st order differential 
equations, as presented in Equation 2.17 (Aldrich, 2002). This set of differential 
equations can be further reduced to a single 𝑝𝑡ℎ order differential equation by 
means of successive differentiation of any one of the 1st order differential 
equations, as presented in Equation 2.18 (Aldrich, 2002). There is no information 
loss noted between the two different system descriptions, i.e. whether the system 
is described by a set of  𝑝 1st order differential equations, or by a 𝑝𝑡ℎ order 
differential equation of a single variable (Aldrich, 2002). 
{
 
 
 
 
 
 
𝑑𝑥1
𝑑𝑡
= 𝑓1(𝑥1, 𝑥2, … , 𝑥𝑝)
 
𝑑𝑥2
𝑑𝑡
= 𝑓2(𝑥1, 𝑥2, … , 𝑥𝑝)
 
⋮
 
𝑑𝑥𝑝
𝑑𝑡
= 𝑓3(𝑥1, 𝑥2, … , 𝑥𝑝)
   [Equation 2.17] 
             
𝑑𝑥1
𝑝
𝑑𝑡𝑝
= 𝑓 (𝑥1,
𝑑𝑥1
𝑑𝑡
,
𝑑2𝑥1
𝑑𝑡2
, … ,
𝑑𝑝−1𝑥1
𝑑𝑡𝑝−1
)             [Equation 2.18] 
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The practical implementation of this is, however, problematic as the 
measured/observed process variable is not a continuous differentiable entity. 
Ruelle (1980) suggested that an alternative way to represent system dynamics, 
other than by successive differentiation of a continuous variable, is through a 
discrete (i.e. sampled) time series that is successively shifted by a lag parameter, 𝜏. 
This lagging effectively corresponds to 1st order differencing of a time series, which 
is analogous to differentiation (Aldrich, 2002). These lagged copies of the time 
series data are perceived as additional system variables, and this procedure is 
referred to as time delay embedding (Aldrich, 2002).  
Embedding can be performed on univariate or multivariate time series data. In 
each respective case a series or sequence of delay vectors is created in a 
𝑑𝐸-dimensional embedding space (Stam, 2005). For a univariate time series 𝑥𝑖, 
where 𝑥 =  [𝑥1, 𝑥2, … , 𝑥𝑛], the delay vector, 𝑢𝑖⃗⃗  ⃗, can be constructed using Takens’ 
time delay embedding method with embedding lag 𝜏 and embedding dimension 
𝑑𝐸, as presented in Equation 2.19 (Aldrich, 2002). A reconstructed attractor is 
obtained by plotting the delay vectors (or lagged variables) in a multidimensional 
space, this is termed the phase space representation and is noted to provide a 
good estimation of the state space of a dynamical system, provided two 
conditions. These conditions are: (1) that the system from which the observed 
time series data is captured has an attractor and (2) that the embedding dimension 
chosen is sufficiently high, such that 𝑑𝐸 > 2𝑑𝐴, where 𝑑𝐴 represents the 
topological or fractal dimension of the attractor (Takens, 1981).  
𝑢𝑖⃗⃗  ⃗ = (𝑥𝑖, 𝑥𝑖+𝜏, … , 𝑥𝑖+(𝑑𝐸 −1)𝜏)   [Equation 2.19] 
 
2.4.7.2. Embedding parameter selection 
The choice of embedding parameters is a crucial decision in reconstructing an 
attractor in a phase space. A recommended heuristic for choosing the value of 𝜏 is 
not provided in Takens’ theorem, as the theorem is based on the assumption that 
unlimited noise-free data is used (Aldrich, 2002).  Small and Tse (2004) proposed 
that the embedding window (the product of the embedding lag and dimension) is 
the only factor of significance when attempting to reconstruct the underlying 
dynamic evolution of a system. According to Stam (2005) the selected value of 𝜏 
should be sufficient such that the smallest changes in the time series data can be 
observed, and that of 𝑑𝐸 such that the embedding window can capture the largest 
changes present in the signal. It is important to note that the embedding lag and 
embedding dimension are interdependent; typically, the embedding lag is 
estimated before estimating the embedding dimension. 
In estimating the embedding lag various approaches have been followed, for 
instance: to choose an arbitrary value of one; to set the lag equal to the time 
interval after which the autocorrelation function has fallen below 1/𝑒 (with 𝑒 
representing the base of the natural logarithm) of its initial value (a linear 
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estimation method), or to set the lag equal to the time where the mutual 
information (between the time series and a delayed copy of itself) becomes zero 
(a nonlinear method) (Small and Tse, 2004; Stam, 2006).  
The embedding dimension is often estimated by determining the ‘saturation 
point’ of a dynamic invariant measure, which entails computing a measure, such 
as the correlation dimension, for increasing values of embedding dimension, and 
setting the value of it equal to the point where the dynamic invariant measure no 
longer changes (Small and Tse, 2004; Stam, 2006). This method is noted to be time 
consuming and may yield unreliable results when applied to short, noisy, 
nonstationary data (Stam, 2006). A popular technique for estimating the 
embedding dimension is the method of False Nearest Neighbours (FNN). True 
nearest neighbours will remain nearest neighbours as the embedding dimension 
increases, as the attractor unfolds (Small, 2012). Points that are nearest 
neighbours in an 𝑚-dimensional phase space, but not in an (𝑚 + 1)-dimensional 
phase space are known to be FNNs (Stam, 2006). FNNs arise due to insufficient 
unfolding of an attractor. This approach is similar to the ‘saturation point’ 
estimator method in that it computes a measure, the number of FNNs, for 
increasing values of the embedding dimension. The optimal parameter value is 
identified as the point where the number of identified FNNs reaches a minimum. 
2.4.7.3. Lorenz system example 
The Lorenz system example is used once again, this time to aid in illustrating the 
resemblance between a reconstructed attractor in a phase space and a true 
attractor in a state space. It is important to note that the reconstructed attractor 
is created by embedding a single process variable, whilst the true attractor is 
constructed from a set of three equations that completely define the state space. 
The time series data of variable 𝑥 is illustrated in Figure 2.7 (A); this variable is 
embedded, using time delay embedding, with a lag of 15 and dimension of 3, to 
yield a reconstructed attractor in a three-dimensional phase space, as illustrated 
in Figure 2.7 (B). When comparing the reconstructed attractor (in the phase space) 
to that of the true attractor (in the state space), presented in Figure 2.7 (C), by 
means of visual inspection, it appears as though the reconstructed attractor is able 
to capture a reasonable amount of the underlying system dynamics represented 
by the true attractor.  
2.4.8. Visualisation and quantification of embedded dynamics 
2.4.8.1. Visualisation using phase space portraits 
Two-dimensional and three-dimensional phase space portraits are frequently 
used to enable the visualisation of embedded dynamics of low-dimensional 
attractors. Figure 2.7 (B) provides an illustration of a three-dimensional phase 
space portrait of a reconstructed attractor of the Lorenz system.  
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Figure 2.7: Illustration of the Lorenz system: (A) time series data of variable x,  
(B) reconstructed attractor from variable x (𝜏 = 15,  𝑑𝐸 = 3), and  
(C) true attractor from variables x, y and z 
 
2.4.8.2. Visualisation using Poincaré sections 
Visualisation of embedded dynamics in higher-dimensions is made possible 
through Poincaré sections or recurrence plots (Stam, 2006). A Poincaré section, as 
illustrated in Figure 2.8, is a two-dimensional representation of a section through 
an 𝑚-dimensional phase space; a black point represents a point where the 
trajectory of the attractor crosses the plane (Stam, 2006). 
 
 
Figure 2.8: An illustration of a Poincaré section  
(adapted from Faure and Korn, 2001) 
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2.4.8.3. Visualisation using recurrence plots 
Recurrence plots provide one with a two-dimensional representation of 
recurrence events that occur in an 𝑚-dimensional phase space trajectory; both 
axes correspond to time (Blinowska and Żygierewicz, 2012). A recurrence event 
occurs when a point on the phase space trajectory revisits roughly the same area 
in the phase space (i.e. neighbourhood) after a certain period of time. A recurrence 
plot comprises a two-dimensional plot of black and white dots – a recurrence 
event is illustrated by a single black dot and a non-event by a single white dot. The 
visual appearance of a recurrence plot is used to characterise the underlying 
dynamics of a system. Recurrence is a fundamental property of deterministic 
dynamical systems, and is often exhibited by nonlinear or chaotic systems 
(Blinowska and Żygierewicz, 2012).  
Figure 2.5 (A) provides a two-dimensional depiction of the state space of the 
Lorenz system (variable 𝑥 versus variable 𝑧) – in this figure the states are labelled 
so as to enable one to better visualise the trajectory of the system and the 
occurrence of recurrence events. As previously mentioned, a recurrence event is 
defined as a point on the trajectory within a state or phase space that revisits the 
same neighbourhood in space after a certain period of time. With reference to the 
states labelled 20, 220 and 300, appearing in the upper left corner of Figure 2.5 (A), 
it is evident that states 220 and 300 can be declared recurrence events, depending 
on the defined neighbourhood size under investigation.  
Figure 2.9 provides an illustration of the Lorenz system for (A) the time series 
variable 𝑥, and (B) its corresponding recurrence plot – variable 𝑥 is embedded with 
a lag of 5 and a dimension of 5, to reconstruct the system attractor that is then 
characterised using recurrence analysis. This recurrence plot can be interpreted as 
follows (Marwan et al., 2007): 
 The plot appears to be homogeneous – indicative of a stationary process. 
 It contains many short diagonal lines – these lines represent epochs 
(segments) where the phase space trajectory runs parallel to another part 
of the trajectory occurring earlier or later in time; this is indicative of similar 
states and dynamics at certain points in time; and is thus a measure of 
determinism of the system.  
 The distances between the diagonal lines represent the different periods 
of the cycles.  
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Figure 2.9: Lorenz system: an illustration of the (A) underlying time series of 
variable x, and (B) its associated recurrence plot (embedding parameters 
 𝜏 = 5, 𝑑𝐸 = 5; neighbourhood size, 𝜀 = 0.05, maxnorm) 
 
2.4.8.4. Quantification using recurrence quantification analysis 
The application of recurrence quantification analysis (RQA) to recurrence plots can 
be used as an objective means of quantifying system dynamics. The 
implementation of RQA is associated with three major benefits: (1) it aids in 
avoiding any confusion that may arise from interpretations of RPs (i.e. system 
dynamics) being made by novices or experts in the field; (2) it enables the 
detection and quantification of subtle phenomena present in the structure of RPs 
that are not evident to the human eye upon brief visual inspection; and (3) it 
enables automated identification of RPs, which in turn enables recurrence analysis 
to be applied to any diagnostic problem of any magnitude. RQA entails the 
extraction of several geometric features (equations presented in section 2.4.11) 
which provide one with information regarding the system dynamics as described 
in Table 2.1 (Marwan et al., 2007; Schinkel et al., 2008; Acharya et al., 2011).  
2.4.9. Motivation of choice of feature extraction technique 
The chosen feature extraction technique for implementation in this study is RQA. 
The application of RQA of resting state EEG signals to distinguish ASD and TD 
subjects has not yet been investigated – it is anticipated that this approach will 
contribute significantly to expanding the limited knowledge currently available on 
developing an EEG-based ASD screening tool. RQA is deemed a promising 
approach for quantifying EEG dynamics as it is capable of univariate or multivariate 
(i.e. single or multichannel EEG) time series analysis, it can reliably analyse short 
segments, and can be applied to linear or nonlinear data without one having to 
make prior assumptions regarding its linearity or stationarity (Romano et al., 2004; 
Marwan et al., 2007; Acharya et al., 2011; Blinowska and Żygierewicz, 2012). The 
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inherent ability of RQA to perform multivariate analysis enables the extraction of 
valuable features that relate to the system as a whole. This attribute of RQA may 
hold a significant advantage above that of the univariate feature extraction 
techniques implemented by Bosl et al. (2011) and Duffy and Als (2012).   
 
Table 2.1: RQA feature description  
(Marwan et al., 2007; Schinkel et al., 2008, Acharya et al., 2011) 
Symbol Feature Description 
RR Recurrence rate Recurrence point density – the probability 
that any state will recur.  
DET Determinism Ratio of recurrence points forming diagonal 
structures to all recurrence points – 
indicating the predictability of the system. 
RPs of deterministic processes contain more 
and longer diagonal line structures than that 
of stochastic processes. 
<L> Mean diagonal line 
length 
Average time that segments of the 
trajectory remain close with evolving time – 
indicating the mean prediction time.  
Lmax Longest diagonal 
line 
Maximum time that segments of the 
trajectory remain close with time.  
ENTR Entropy Complexity of the recurrence structure. 
LAM Laminarity Ratio of recurrence points forming vertical 
structures to all recurrence points – 
indicating the occurrence of laminar states 
(the probability that a state will not change 
for the next time step). 
TT Trapping time Average length of vertical structures – 
indicative of the mean time that the system 
will abide (be trapped) at a specific state.  
Vmax Longest vertical 
line 
Maximum time that the system will abide at 
a specific state. 
T(1) 1st Recurrence 
time  
Recurrence time of the 1st Poincare 
recurrence. 
T(2) 2nd Recurrence 
time  
Recurrence time of the 2nd Poincare 
recurrence. 
 
2.4.10. Recurrence plots 
A recurrence plot (RP) enables one to visualise recurrences that occur in an 
𝑚-dimensional phase space trajectory (representing the attractor) of a system. A 
recurrence event is calculated, according to Equation 2.20, for each sample 
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combination 𝑖 and  𝑗 of time series 𝑥 and a specified threshold distance 𝜀 
(neighbourhood size), and is stored in an N x N matrix which is used to construct a 
recurrence plot (Marwan et al., 2007). In a RP at coordinates (𝑖, 𝑗), black dots are 
plotted when recurrence events (𝑅𝑖,𝑗 ≡ 1) occur, and white dots in the case of 
nonevents (𝑅𝑖,𝑗 ≡ 0). Both axes represent time, with the convention being time 
on the horizontal axis showing towards the right, and on the vertical axis showing 
upwards. By definition 𝑅𝑖,𝑖 ≡ 1|𝑖=1
𝑁 , each RP thus contains a black diagonal line 
termed the line of identity (LOI); and from 𝑅𝑖,𝑗 ≡ 𝑅𝑗,𝑖 it is evident that each RP will 
be symmetric with respect to the LOI (Marwan et al., 2007). 
 
𝑅𝑖,𝑗 = {
1:       ‖𝑥𝑖 − 𝑥𝑗‖  ≤  𝜀
0:       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒         
       𝑖, 𝑗 = 1,… ,𝑁     [Equation 2.20] 
 
The detection of a recurrence event – when a point on the phase space trajectory 
revisits roughly the same area in the phase space after a certain period of time – 
is dependent upon the type of norm selected and the chosen threshold 𝜀 
(neighbourhood size or radius). There are three types of norms that are generally 
used, the L1-norm, the L2-norm (also known as the Euclidean norm) and the  
L∞-norm (also known as the maximum norm), depicted in Figure 2.10, each 
representing a different neighbourhood shape (Marwan et al., 2007). When 
considering a fixed neighbourhood size, 𝜀, the L1-norm detects the least, the  
L2-norm an intermediate number, and the L∞-norm the most neighbours. Marwan 
et al. (2007) report that the L∞-norm is a popular choice, as its computational 
performance is higher than that of the other mentioned norm types.   
 
 
Figure 2.10: Three commonly used norms for neighbourhood shape:  
(A) L1-norm, (B) L2-norm, and (C) L∞-norm 
 
Various heuristics (“rules of thumb”) have been reported for selecting an 
appropriate threshold, 𝜀, for the neighbourhood size. It is crucial that an optimal 
value be chosen for this parameter. If it is chosen too small, there may be almost 
no recurrences detected, however, if it is chosen too large, almost every point is 
regarded to be a neighbour of every other point (often consecutive points in the 
trajectory are then also included). Both cases lead to spurious results, especially 
concerning the interpretation of RQA features. A summary of a few of the 
suggested heuristics reported in literature (Schinkel et al., 2008; Marwan and 
Webber, 2015) follows:  
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 A few percent of the maximum phase space diameter. 
 A value that does not exceed 10% of the mean or maximum phase space 
diameter. 
 A value that ensures an estimated recurrence point density of 1%. 
 A value equal to at least five times the standard deviation of the 
observational noise. 
Schinkel et al. (2008) conducted an investigation on two processes with different 
dynamics (a quasiperiodic logistic map and ERP data) in an attempt to find an 
appropriate manner in which to select an optimal threshold for the 
neighbourhood size – their findings suggest that a threshold of approximately 5% 
of the maximum phase space diameter would be optimal for applications with a 
goal of signal classification. 
Table 2.2 provides a summary description of the typical patterns that can be 
observed in recurrence plots and their associated meaning/interpretation 
(Marwan et al., 2007). 
2.4.11. Recurrence quantification analysis 
In this section mathematical expressions and explanations are provided for the 
calculation of RQA features. These measures enable one to objectively 
characterise RPs, and hence the dynamics of a system. References Marwan et al. 
(2007), Schinkel et al. (2008) and Acharya et al. (2011) were consulted for 
information relating to this section.  
Recurrence rate (RR) quantifies the density of recurrence points (or fraction of 
recurrence events) that occur for a given number of observations (𝑁 samples) of 
a times series. It can be interpreted as the probability that any state will recur, and 
is calculated as follows: 
𝑅𝑅 =  
1
𝑁2
∑ 𝑅𝑖,𝑗
𝑁
𝑖,𝑗=1    [Equation 2.21] 
Determinism (𝐷𝐸𝑇) represents the fraction of recurrence points that form 
diagonal lines of at least length 𝑙𝑚𝑖𝑛. A diagonal line of length 𝑙 is indicative of the 
number of time steps for which an epoch of the trajectory remains close with 
evolving time to that of the trajectory at another point in time. 𝐷𝐸𝑇 thus provides 
one with a measure of the determinism or predictability of a system’s dynamics. 
𝐷𝐸𝑇 can be computed according to Equation 2.22, where 𝑙𝑚𝑖𝑛 represents the 
length of the shortest diagonal line to be considered, 𝑃(𝑙) the frequency 
distribution (histogram) of the lengths  𝑙 of diagonal lines, and 𝑁𝑙 the absolute 
number of diagonal lines. RPs of deterministic processes are noted to contain 
more and longer diagonal line structures with fewer isolated recurrence points 
than that of stochastic processes. 
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Table 2.2: Summary of meaning of typical patterns observed in recurrence plots  
(Marwan et al., 2007) 
Pattern Meaning 
Homogeneity  Stationary process 
Fading to upper 
left and lower right 
corners 
 Nonstationary data 
 Process contains a trend or shift 
Disruptions (white 
bands) 
 Nonstationary data 
 Some states are rare or far from the normal 
 Transitions may have occurred 
Periodic/quasi-
periodic patterns 
 Cyclicities in the process 
 The time distance between periodic patterns (e.g. 
lines) corresponds to the period 
 Different distances between long diagonal lines 
are indicative of quasi-periodic processes. 
Single isolated 
points 
 Strong fluctuation in the process 
 The presence of only single isolated points is 
indicative of an uncorrelated random or even 
anti-correlated process 
Diagonal lines 
(parallel to the LOI) 
 Evolution of states is similar at different epochs 
 Potentially deterministic process 
 If diagonal lines occur beside single isolated 
points, the process could be chaotic (if these 
diagonal lines are periodic, unstable periodic 
orbits can be observed) 
Diagonal lines 
(orthogonal to the 
LOI) 
 Evolution of states is similar at different times, 
but with reverse times 
 Sometimes indicative of insufficient embedding 
Vertical and 
horizontal 
lines/clusters 
 Some states do not change, or change slowly 
with time 
 Laminar states 
Long bowed line 
structure 
 Evolution of states similar at different epochs, 
but with different velocity 
 System dynamics could be changing 
 
 
𝐷𝐸𝑇 =
∑ 𝑙 𝑃(𝑙)𝑁𝑙=𝑙𝑚𝑖𝑛
∑ 𝑅𝑅𝑖𝑗
𝑁
𝑖,𝑗
  𝑤ℎ𝑒𝑟𝑒 𝑃(𝑙) =  {𝑙𝑖: 𝑖 = 1,… ,𝑁𝑙}   [Equation 2.22] 
Mean diagonal line length (〈𝐿〉), refer to Equation 2.23, represents the average 
time that two segments of the trajectory remain close to each other; it is indicative 
of the mean prediction time.   
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〈𝐿〉 =
∑ 𝑙 𝑃(𝑙)𝑁𝑙=𝑙𝑚𝑖𝑛
∑ 𝑃(𝑙)𝑁𝑙=𝑙𝑚𝑖𝑛
          [Equation 2.23] 
The longest diagonal line (𝐿𝑚𝑎𝑥), refer to Equation 2.24, is indicative of the longest 
period (number of time steps) for which an epoch of the trajectory remains close 
with evolving time to that of the trajectory at another point in time; i.e. the longest 
period for which the system is deterministic. The inverse of 𝐿𝑚𝑎𝑥  is also indicative 
of the exponential divergence (𝐷𝐼𝑉) of the trajectory of the system; the shorter 
the diagonal lines, the higher the divergence measure, i.e. the faster the trajectory 
segments diverge.  
𝐿𝑚𝑎𝑥 = 𝑚𝑎𝑥({𝑙𝑖 = 1,… , 𝑁𝑙})    𝑎𝑛𝑑    𝐷𝐼𝑉 =
1
𝐿𝑚𝑎𝑥
   [Equation 2.24] 
Entropy (𝐸𝑁𝑇𝑅) refers to Shannon’s entropy measure – it is indicative of the 
complexity of a recurrence plot with respect to the diagonal lines; uncorrelated 
noise, for instance, will yield a low value for (𝐸𝑁𝑇𝑅) and is thus indicative of low 
complexity. It is computed by determining the probability 𝑝(𝑙) that a diagonal line 
of exactly length 𝑙 can be found, refer to Equation 2.25. 
         𝐸𝑁𝑇𝑅 = −∑ 𝑝(𝑙) ln 𝑝(𝑙)𝑁𝑙=𝑙𝑚𝑖𝑛    𝑤𝑖𝑡ℎ    𝑝(𝑙) =  
𝑃(𝑙)
∑ 𝑃(𝑙)𝑁𝑙=𝑙𝑚𝑖𝑛
     [Equation 2.25] 
Laminarity (𝐿𝐴𝑀) is computed by determining the fraction of recurrence points 
that form vertical lines – this is indicative of the probability that a state will not 
change for the next time step. This measure thus accounts for the occurrence of 
laminar states. In Equation 2.26  𝑣𝑚𝑖𝑛 represents the length of the minimal vertical 
line to be considered and 𝑃(𝑣) the frequency distribution of the lengths 𝑙 of 
vertical lines.  
𝐿𝐴𝑀 =
∑ 𝑣 𝑃(𝑣)𝑁𝑣=𝑣𝑚𝑖𝑛
∑ 𝑣 𝑃(𝑣)𝑁𝑣=1
    𝑤ℎ𝑒𝑟𝑒 𝑃(𝑣) =  {𝑣𝑖: 𝑖 = 1,… ,𝑁𝑣}   [Equation 2.26] 
Trapping time (𝑇𝑇) measures the average length of vertical lines; it is indicative of 
the mean time that the system will abide at a specific state, or change very slowly. 
𝑇𝑇 =
∑ 𝑣 𝑃(𝑣)𝑁𝑣=𝑣𝑚𝑖𝑛
∑  𝑃(𝑣)𝑁𝑣=𝑣𝑚𝑖𝑛
   [Equation 2.27] 
The longest vertical line (𝑉𝑚𝑎𝑥) determines the longest time (number of time 
steps) that a system will abide at a certain state, or change very slowly. 
𝑉𝑚𝑎𝑥 = 𝑚𝑎𝑥({𝑣𝑖: 𝑖 = 1,… ,𝑁𝑣})             [Equation 2.28] 
Recurrence times of the 1st and 2nd Poincaré recurrences are determined 
according to the following equations:  
{𝑇𝑘
(1)
= 𝑗𝑘+1 − 𝑗𝑘}
𝑘∈ℕ
  [Equation 2.29] 
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{𝑇𝑘
(2)
= 𝑗𝑘+1
′ − 𝑗𝑘
′ }
𝑘∈ℕ
  [Equation 2.30] 
 
2.4.12. Feature space dimensionality reduction 
Dimensionality reduction of a feature space entails the transformation of a high-
dimensional feature space to a lower-dimensional feature space that meaningfully 
represents the intrinsic dimensionality of the data (Van der Maaten et al., 2009). 
The number of variables required to identify the essential structure within the 
data determines the intrinsic dimensionality of the data (Van der Maaten et al., 
2009). The intrinsic dimension of a straight line, for instance, will always be equal 
to one, in how ever many dimensions. Dimensionality reduction facilitates not only 
the classification and compression of high-dimensional data, but also allows for 
better visualisation and subsequent comprehension of the data (Van der Maaten 
et al., 2009).  
PCA is a popular dimensionality reduction technique that is widely implemented 
(Bashashati et al., 2007; Van der Maaten et al., 2009). It was also used in the study 
by Duffy and Als (2012) to reduce the number of coherence variables. PCA linearly 
transforms the data to a new set of orthogonal axes for which each subsequent 
component attempts to account for the maximum remaining variance in the data. 
PCA retains the characteristics of the data that contribute the most to its variance 
within the first few principal components. PCA is not optimised for class 
separability and is noted to perform better in the case where the individual 
components have Gaussian distributions (Bashashati et al., 2007). When PCA is 
applied to reduce the dimensionality of a feature space, it essentially weights the 
input features to form new variables that are referred to as principal components 
(see section 2.4.15 for further detail).  
2.4.13. Feature selection techniques 
Analysis of variance (ANOVA) has frequently been used as a feature selection 
technique in EEG-based studies to identify optimal feature subsets (Natarajan et 
al., 2004; Acharya et al., 2005;  Kannathal et al., 2005; Chan and Sze, 2007; Sheikani 
et al., 2009; Acharya et al., 2011). There are three main types of feature selection 
algorithms (Sabeti et al., 2007): (1) an embedded algorithm where the feature 
selection is predefined, (2) a filter algorithm where features are extracted and 
significant features are selected prior to passing them to the classifier, and (3) a 
wrapper algorithm where the best feature subset is determined by continuously 
evaluating the generalisation performance of the classifier using various 
combinations of features. The latter is often considered an optimisation algorithm 
(Sabeti et al., 2007). Wrapper feature selection techniques are ideal for 
applications where limited domain knowledge is available (Bashashati et al., 
2007). The implementation of these methods, however, often carries a large 
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computational burden as several iterations need to be executed before a suitable 
feature set solution can be identified.  
ANOVA is an example of a filter algorithm. In the context of feature selection, it is 
a statistical method that is used to identify the significance of a single feature by 
simultaneously comparing two or more means of the feature vectors belonging to 
different classes. This is achieved through hypothesis testing. For a dichotomy  
(2-class problem), assuming that the data are normally distributed, the null 
hypothesis corresponds with the statement that the means of a single feature in 
both classes are equal, whilst the alternative hypothesis corresponds with the 
statement that the means of a single feature in both classes are different 
(Montgomery, 2013). If the between class variance exceeds the within class 
variance for a given feature, it is likely that there is a statistically significant 
difference between the groups. A feature is deemed significant if the null 
hypothesis is rejected (i.e. the means of the feature vector for both classes differ 
significantly) in accordance with a specified significance threshold, denoted as the 
𝛼-value. When the null hypothesis is rejected, by default the alternative 
hypothesis is accepted. In order to quantify the degree of significance with which 
the null hypothesis is rejected, the p-value approach is used – the p-value, as 
described by Montgomery (2013), provides one with an indication of the smallest 
level of significance at which the null hypothesis would be rejected.  
ANOVA is frequently used to identify significant (informative) features on a one-
by-one basis. If a feature is deemed insignificant it is discarded from the final 
feature subset. ANOVA is an example of a parametric test, and is dependent upon 
assumptions that the data (observations from different sample populations) are 
normally distributed, of equal variance (i.e. homoscedastic) and independent.  
Non-parametric tests, in comparison, are ‘distribution-free’. The two-sample 
Kolmogorov-Smirnoff test and the Wilcoxon rank-sum test (also known as the 
Mann-Whitney U-test) are two examples of non-parametric tests that have also 
been applied in EEG applications to evaluate group differences in features (Jalili et 
al., 2007; Orekhova et al., 2014). The two-sample Kolmogorov-Smirnoff test 
evaluates the difference between the cumulative distribution functions of the 
data, at a specified significance level. The null hypothesis is that the data from two 
groups are from the same continuous distribution; the alternative hypothesis is 
that the data are from different continuous distributions (Gibbons and 
Chakraborti, 2003). The Wilcoxon rank-sum test evaluates the null hypothesis that 
two samples are from continuous distributions with equal medians, against the 
alternative that they are not (Gibbons and Chakraborti, 2003).  
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2.4.14. Motivation of feature space dimensionality reduction and feature 
selection techniques 
An attractive attribute of RQA is that it can be used to capture system dynamics 
using a multivariate approach. Consider the simultaneous embedding of 20 EEG 
channels with an embedding lag of one and dimension of 10: the resulting lagged 
trajectory matrix would comprise 𝑁 observations and 200 lagged variables. The 
reconstructed attractor would thus span a 200-dimensional phase space. The 
application of PCA, as dimensionality reduction technique, would be ideally suited 
to reduce the high dimensionality of the lagged trajectory matrix before 
reconstructing the attractor in the phase space. This would help to minimise any 
potential correlation present between the variables of the lagged trajectory 
matrix; to reduce noise present in the system; and to decrease the computational 
burden associated with RQA feature extraction.  
The identification of a subset of features that contains the most discriminatory 
information for the classification task at hand may be a necessary step preceding 
classifier training. All three proposed tests ANOVA (parametric), the two sample 
Kolmogorov-Smirnoff (non-parametric) and the Wilcoxon rank-sum test (non-
parametric) will prove useful in identifying significant features based on the 
training data, depending on the applicability of the assumptions. The feature set 
is small, comprising 10 RQA features in total, the computational burden associated 
with this analysis will thus be minimal.  
2.4.15. Principal component analysis 
PCA is a multivariate dimensionality reduction technique that linearly decomposes 
signals into uncorrelated and orthogonal components, termed principal 
components (PCs), by performing eigenvalue decomposition of the 
𝑠𝑎𝑚𝑝𝑙𝑒 𝑐𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑚𝑎𝑡𝑟𝑖𝑥 (𝐶) of the data, as presented in Equation 2.31, where 
𝜆𝑗 represents the eigenvalues, and 𝑝𝑗 the eigenvectors, for 𝑗 = 1,… ,𝑚 (Aldrich, 
2002). 
     𝜆𝑗𝑝𝑗 = 𝐶𝑝𝑗                 [Equation 2.31] 
For data matrix 𝑋 (comprising 𝑁 samples and 𝑚 variables) with elements  
𝑥𝑖𝑗  (𝑖 = 1,…𝑁  and 𝑗 = 1, … ,𝑚), the mean of variable 𝑗 can be computed 
according to Equation 2.32; the 𝑠𝑎𝑚𝑝𝑙𝑒 𝑚𝑒𝑎𝑛 𝑣𝑒𝑐𝑡𝑜𝑟 is then represented by  
𝑥𝑎𝑣𝑔
𝑇 = (𝑥𝑎𝑣𝑔,1, 𝑥𝑎𝑣𝑔,2, … , 𝑥𝑎𝑣𝑔,𝑚) and can be used to   compute the covariance 
between  the  𝑗𝑡ℎ and  𝑘𝑡ℎ  variables (where 𝑘 equals the smallest dimension of 
the matrix) according to Equation 2.33. Equation 2.34 provides the matrix notation 
for the 𝑠𝑎𝑚𝑝𝑙𝑒 𝑐𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑚𝑎𝑡𝑟𝑖𝑥, and is an 𝑚 by 𝑚 matrix. (Aldrich, 2002). 
?̅?𝑎𝑣𝑔,𝑗 =
1
𝑁
∑ 𝑥𝑖𝑗
𝑁
𝑖=1    [Equation 2.32] 
       𝐶 =
1
𝑁−1
∑ (𝑥𝑖 − 𝑥𝑎𝑣𝑔)(𝑥𝑖 − 𝑥𝑎𝑣𝑔)
𝑇
  𝑁𝑖=1   [Equation 2.33] 
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    𝐶 =  
1
𝑁−1
𝑋𝑇𝑋     [Equation 2.34] 
PCA decomposes matrix 𝑋 into the sum of the outer products of vectors 𝑡𝑗  (termed 
the scores) and 𝑝𝑗  (also termed the loadings), according to Equation 2.35 (Aldrich, 
2002). In this equation 𝐸 represents the residual matrix once the data has been 
projected onto the PC subspace.  The scores represent the original data that are 
transformed to the PC subspace, and the loadings represent the principal 
directions. The importance of each PC (i.e. which one accounts for the most 
variance within the data) corresponds to its associated eigenvalue – the PC 
accounting for the most variance within the data has the highest eigenvalue. The 
sum of the eigenvalues corresponds to the total variance within the system.  
𝑋 = 𝑇𝑃𝑇 + 𝐸 = 𝑡1𝑝1
𝑇 + 𝑡2𝑝2
𝑇 +⋯+ 𝑡𝑘𝑝𝑘
𝑇 +⋯+ 𝐸    [Equation 2.35] 
It is often common practice to standardise the variables within the data (by 
subtracting the mean ?̅? and dividing by the standard deviation 𝑆; refer to 
Equations 2.36 and 2.37), so as to ensure that the magnitude of variance 
represented by each variable and the units of measurement are comparable 
(Aldrich, 2002). If this is not done, the first PC direction will correspond to the axis 
direction of the variable with the largest variance (or dispersion along its axis), 
which is problematic as this variable may not necessarily contain the most relevant 
information relating to the variance within the system.  
𝑆 = √
1
𝑁−1
∑ (𝑥𝑖 − ?̅?)2
𝑁
𝑖=1   [Equation 2.36] 
?̂?𝑖 =
𝑥𝑖−?̅?
𝑆
   [Equation 2.37] 
Figure 2.11 demonstrates the basic principle of PCA: (A) illustrates the data 
samples within the observed space, (B) illustrates the first PC direction which 
captures the majority of the variance within the data, and (C) illustrates the plane 
that is defined by the first two PCs.  
 
 
Figure 2.11: Geometric representation of the steps in PCA  
(adapted from Aldrich, 2002) 
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The number of PCs to retain when reducing the dimensionality of data should 
ideally correspond to the intrinsic dimensionality of the data – in most cases, 
however, this is unknown. The decision is often then based on a chosen 
‘percentage of variance accounted for’ or a scree test. The former criterion entails 
retaining the first number of PCs for which the cumulative variance accounted for 
equals a specified minimum percentage; typically ± 90% is recommended for 
model building applications and ± 60% if the goal is mere visualisation of the 
feature space (Aldrich, 2002). The latter mentioned criterion entails generating a 
plot of all eigenvalues versus their order number, and by means of visual 
inspection determining where a break in the plot is evident between PCs with 
larger and smaller eigenvalues – the PCs located to the left of the break are 
considered significant and retained in the reduced data set.  
It is, however, important to note that when PCA is applied to data with inherent 
nonlinear structure, the higher order PCs (contributing very little variance) may 
contain information essential to the representation of nonlinearities present in the 
data (Dong and McAvoy, 1996).   
2.5. Classification 
2.5.1. Introduction 
A classifier can be seen as an input-output device, as illustrated in Figure 2.12, 
which attempts to associate input features with specific classes present in the data 
through pattern recognition of training data examples. Inputs to a classifier are 
typically feature vectors, for which the features can take on any value (discrete or 
continuous). Each classifier is trained on a set of training data which is used to 
adjust the free parameters that define its decision boundary. The output of a 
classifier is typically a discrete variable containing predicted class label values – 
the output labels associated with a two-class problem are generally 0 and 1, or -1 
and +1 (Semmlow, 2009).  
 
 
Figure 2.12: Block diagram of a typical classification problem  
(adapted from Semmlow, 2009) 
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Two basic strategies for classification exist: supervised and unsupervised learning. 
Supervised learning entails training a classifier with training data that contains 
class labels; in the case of unsupervised learning, information regarding the class 
labels and the number of classes present in the training data is not known to the 
classifier, it thus merely attempts to find patterns present in the data itself 
(Semmlow, 2009). Various linear and nonlinear classification algorithms exist and 
can be investigated; medical diagnostic applications, however, tend to only 
implement discriminative classifiers, as opposed to generative classifiers. 
Discriminative classifiers implement logistic regression analysis and produce 
discrete output variables; for instance a class label of ASD or TD in the case of this 
study. Generative classifiers, on the other hand, implement Bayesian analysis and 
produce continuous output variables; they are noted to perform well, but require 
that the probability distributions of classes be known beforehand – this is, 
however, not always a realistic expectation when dealing with real-world 
applications (Semmlow, 2009).   
A common problem encountered is the curse-of-dimensionality. It is important to 
note that as the dimensionality of the feature vector (or feature space) increases, 
the number of training samples required to adequately represent the respective 
classes within the data also increases significantly (Lotte et al., 2007). Lotte et al. 
(2007) recommend the use of at least five to ten times as many training samples 
per class as the intrinsic dimensionality of the feature vector.  
Linear discriminant analysis (LDA), support vector machine (SVM), multilayer 
perceptron (MLP) neural network, and k-nearest neighbour (kNN) classifiers are 
popular classifiers successfully implemented in EEG-based studies that aim to 
distinguish groups with differing neurological phenomena (Lehmann et al., 2007; 
Sabeti et al., 2007; Acharya et al., 2011; Bosl et al., 2011; Duffy and Als, 2012). The 
basic mathematical principles, strengths and limitations of these classifiers will be 
briefly discussed in the following sections. 
2.5.2. Linear discriminant analysis 
LDA is a supervised learning, dimensionality reduction technique that strives to 
maximise linear class separability in a low-dimensional representation of the data 
(Van der Maaten et al., 2009). This is achieved by optimising a linear mapping 𝑤 
that maximises the Fisher criterion, presented in Equation 2.38 (Lotte et al., 2007). 
This criterion strives to maximise the ‘between class separation’ (that is the 
separation of projected class means), whilst simultaneously minimising the ‘within 
class scatter’ (thus minimising class overlap) – these criteria are illustrated in 
Figure 2.13. Consider for instance a two-class problem where 𝑐𝑙𝑎𝑠𝑠 𝑟 = 1,2: in 
Equation 2.38 𝑆𝐵 and 𝑆𝑤 represent the ‘between class scatter’ and the ‘within class 
scatter’, respectively, which are computed according to Equations 2.39 and 2.40. 
By solving the mapping 𝑤, the class label of each new test sample 𝑥𝑖  (for 𝑖 =
1, … , 𝑁) can be determined according to the sign of 𝑦𝑖, refer to Equation 2.41.  
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𝐽(𝑤) =  
𝑤𝑇𝑆𝐵𝑤
𝑤𝑇𝑆𝑤𝑤
   [Equation 2.38] 
   𝑆𝐵 = (𝜇1 − 𝜇2)(𝜇1 − 𝜇2)
𝑇   [Equation 2.39] 
                              𝑆𝑤 = ∑ (𝑥 − 𝜇𝑟)(𝑥 − 𝜇𝑟)
𝑇2
𝑟=1      [Equation 2.40] 
     𝑦 = 𝑤𝑇𝑥    [Equation 2.41] 
 
 
Figure 2.13: Illustration of optimisation criteria implemented in LDA 
 
Figure 2.14 provides an illustration of the difference between the criteria of PCA 
and LDA. PCA chooses the direction of the first PC such that it captures the most 
variance within the data, whereas LDA is optimised for class separability in a low-
dimensional representation of the data.  
 
 
Figure 2.14: LDA vs. PCA as dimensionality reduction technique 
 
LDA is based on the assumptions that each class within the data follows a 
(multivariate) normal distribution and that the covariance matrices for each class 
are equal (Lotte et al., 2007). It is considered a stable classifier of low complexity 
and low computational requirement that is easy to use, and is reported to typically 
achieve good generalisation performance (Lotte et al., 2007; Semmlow, 2009) – 
these aspects make it ideal for an online “quick diagnosis” application. The 
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attribute of stable classifiers is that their generalisation performance is not 
significantly affected by small variations in training data sets (Lotte et al., 2007). 
The complexity of a classifier relates to the decision boundary and the number of 
free parameters that require tuning (Semmlow, 2009). If the complexity of a 
classifier does not match that of the data, overfitting of the decision boundary will 
result, which will lead to good performance of the classifier on the training data 
set, but poor generalisation performance on the test data set (unseen data) 
(Semmlow, 2009). LDA is less prone to overfitting in comparison with some 
nonlinear classifiers that contain several free parameters (Lotte et al., 2007). 
Figure 2.15 illustrates the concept of overfitting during training of a classifier with 
a nonlinear decision boundary. Reference Van der Maaten et al. (2009) can be 
consulted for further information relating to LDA. 
 
 
Figure 2.15: Illustration of generalisation versus overfitting during training of a 
classifier with a nonlinear decision boundary (adapted from Aldrich, 2002) 
 
2.5.3. Support vector machine 
A linear support vector machine (LSVM) uses linear discriminant hyperplanes to 
distinguish features of different classes (Lotte et al., 2007). The difference 
between a LSVM and LDA relates to the manner in which the optimal decision 
boundary is determined. SVMs only take into account critical points (i.e. points 
that are located closest to those of the other class), whereas LDA considers all 
points, when tuning the free parameters (Semmlow, 2009). These critical points 
are termed support vectors and are illustrated in Figure 2.16. The optimal decision 
boundary is estimated by maximising the distance, termed the margin 𝑀, between 
the support vectors, as illustrated in Figure 2.16; this leads to improved 
generalisation performance of the classifier (Semmlow, 2009).  
The goal is to find the optimal separating hyperplane, i.e. the one that maximises 
the margin between the support vectors, assuming that the features used for 
training the classifier appear on the correct sides of the margin. Equation 2.42 
provides the equation for the decision boundary at 𝑦 = 0, 𝑤 represents the 
weight vector and 𝑏 the offset or bias (Semmlow, 2009). SVM uses class labels 𝑦 
of +1 and -1; the equations for the lines that pass through the support vectors are 
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thus presented by Equations 2.43 and 2.44. The margin is defined as the distance 
between the two lines and can be computed according to Equation 2.45, where 
‖𝑤‖ represents the norm of 𝑤 and can be computed according to Equation 2.46. 
 
𝑦 = ∑ 𝑤𝑖𝑥𝑖 + 𝑏 = 𝑥𝑖𝑤
𝑁
𝑖=1 + 𝑏 = 0  [Equation 2.42] 
                                  𝑥𝑖𝑤 + 𝑏 ≥ 1   𝑤ℎ𝑒𝑛 𝑦 = +1     [Equation 2.43] 
                               𝑥𝑖𝑤 + 𝑏 < 1   𝑤ℎ𝑒𝑛 𝑦 = −1  [Equation 2.44] 
                                   𝑀 =
(1−𝑏)
‖𝑤‖
− 
−(1−𝑏)
‖𝑤‖
=
2
‖𝑤‖
    [Equation 2.45] 
    ‖𝑤‖ = √𝑤1
2 + 𝑤2
2 +⋯+𝑤𝑁
2   [Equation 2.46] 
 
 
Figure 2.16: Optimal hyperplane decision boundary of a LSVM  
(adapted from Lotte et al., 2007) 
 
A nonlinear SVM simply creates a nonlinear decision boundary using the ‘kernel 
trick’. This entails mapping the input data into a high dimensional feature space, 
which can be infinite dimensional, using a kernel function, 𝐾(𝑥, 𝑦), and 
constructing a linear separating hyperplane in this high dimensional feature space 
(Suykens et al., 2002). The Gaussian or radial basis function (RBF) kernel is often 
used, shown in Equation 2.47, where 𝜎 represents the RBF width (Lotte et al., 
2007). 
           𝐾(𝑥, 𝑦) = 𝑒𝑥𝑝 (
−‖𝑥−𝑦‖2
2𝜎2
)             [Equation 2.47] 
SVMs can also contain a regularisation parameter that contributes to improved 
generalisation performance by accommodating outliers present in the training 
data set and allowing for prediction errors to occur when training the classifier 
(Lotte et al., 2007). A regularisation parameter in a classifier is beneficial as it helps 
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to control the complexity of the classifier which in turn prevents overfitting of the 
decision boundary from occurring (Lotte et al., 2007). Due to margin maximization 
and the regularisation term, SVMs are reported to have good generalisation 
properties, and to be insensitive to overtraining and the curse-of-dimensionality 
(Lotte et al., 2007). 
2.5.4. Multilayer perceptron neural network 
An artificial neural network is a computational model inspired by the complexity 
of the human brain. The multilayer perceptron (MLP) is the most popular and 
simplistic neural network (Aldrich, 2002). It comprises several layers of extensively 
interconnected nodes: an input layer, one or more hidden layers, and an output 
layer, as illustrated in Figure 2.17 (A). Each node in the hidden layers and output 
layer functions as a simple processing unit, or neuron. Figure 2.17 (B) shows a 
model of a single neuron, with input vector 𝒙, weight vector 𝒘 and output 𝑧. 
 
𝒙 =  [𝑥1, 𝑥2, … , 𝑥𝑚]
𝑇              [Equation 2.48] 
            𝒘 = [𝑤1, 𝑤2, … , 𝑤𝑚]
𝑇             [Equation 2.49] 
𝑧 = 𝑓(∑ 𝑤𝑖𝑥𝑖
𝑚
𝑖=1 ),  𝑜𝑟 𝑧 = 𝑓(𝒘
𝑇𝒙)                  [Equation 2.50] 
 
The function 𝑓(𝒘𝑇𝒙) is referred to as the activation function of the node. A MLP 
can be used to solve non-linearly separable problems. A nonlinear activation 
function, such as a sigmoidal or hyperbolic tangent function, see Figure 2.17 (C), is 
typically used in the nodes of the hidden layers, and a linear activation function in 
the nodes of the output layer (Aldrich, 2002). The operation of the activation 
function is analogous to that of biological neurons, which generate membrane 
potentials once the sum of the input signals exceeds a certain threshold value 
(Suykens et al., 2002). The output of each neuron, 𝑧, is thus a weighted sum of 
each input processed by a suitable transfer function. 
A MLP typically undergoes supervised training using a backpropagation algorithm 
to optimise the connection weights (Aldrich, 2002). This algorithm strives to 
minimise a cost function (E) by modifying the weights of the inputs based on an 
instantaneous estimate of the gradient (𝜕𝐸 𝜕𝑤𝑖⁄ ); the cost function generally 
measures the discrepancies between the outputs of the neural network and the 
target output values (Aldrich, 2002). Various optimisation algorithms exist, such 
as conjugate gradients, Newton and Levenberg-Marquardt 2nd order gradient 
descent methods; see reference Aldrich (2002) for further detail.  
Neural networks are universal approximators (Lotte et al., 2007); this refers to 
their ability to approximate any continuous function, provided sufficient structure, 
i.e. number of neurons and layers. Lotte et al. (2007) reports that this attribute of 
neural networks makes them sensitive to overtraining, especially in the case of 
noisy and non-stationary EEG data. Training of a neural network requires data to 
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be split into three sets: a training set, a validation set and a test set; generally split 
into 70%, 15% and 15%, respectively. During the training process, the validation 
set is used to stop the training of the network after a certain number of iterations, 
in order to obtain good generalisation performance (Suykens et al., 2002). The test 
set remains untouched during the training process and is only used at the end to 
determine the performance of the trained model on new/unseen data (Suykens 
et al., 2002). These concepts are illustrated in Figure 2.18 (A) and (B).  
 
 
Figure 2.17: Typical structure of a multilayer perceptron neural network with 
nonlinear hidden nodes and a linear output node (adapted from Aldrich, 2002) 
 
 
Figure 2.18: Training a neural network (adapted from Suykens et al., 2002) 
 
2.5.5. k-nearest neighbours 
The kNN classifier is a simple nonlinear technique that predicts the class label of a 
test (new) data point by evaluating the class label of the 𝑘-number of training 
points located closest to this point, and assigning to it the majority class label 
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(Acharya, 2011). This is illustrated in Figure 2.19 – if 𝑘 equals 1, 3, 𝑜𝑟 5 in this case, 
the new data point will be assigned the ‘circles’ class label. The Euclidean distance 
is commonly computed to identify the points located closest to the point of 
interest (Semmlow, 2009); the distance, 𝑑𝑥,𝑦, between two 𝑚-dimensional vectors 
𝑥 and 𝑦 can be calculated according to Equation 2.51.  
 
𝑑𝑥,𝑦 = √∑ (𝑥𝑚 − 𝑦𝑚)2
𝑚
𝑚=1        [Equation 2.51] 
 
 
Figure 2.19: Classification of a new data point using a kNN classifier 
 
The choice of 𝑘 is dependent upon the number of samples present in the training 
data set, and should not be a multiple of the number of classes being investigated 
(i.e. for a dichotomous problem 𝑘 should be an odd number). Choosing 𝑘 too large 
may result in misclassification due to the detection of boundary points (from the 
border of a different class), and choosing 𝑘 too small may result in misclassification 
due to outliers present in the data (Semmlow, 2009). The sensitivity of the 
generalisation performance of the classifier can be investigated by performing a 
sensitivity analysis using various values of 𝑘. This classifier has the downfall of 
being very sensitive to the curse-of-dimensionality, as the high-dimensional 
feature space becomes very sparse when the size of the training data set is limited. 
A kNN classifier may, however, prove efficient when used to classify low-
dimensional feature vectors (Lotte et al., 2007). Reference Semmlow (2009) can 
be consulted for further information regarding the kNN classifier. 
2.5.6. Performance measures 
2.5.6.1. 𝐾-fold cross-validation 
The implementation of 𝐾-fold cross-validation is typically used to determine the 
generalisation performance of a classifier, and can also be used for the purpose of 
hyper-parameter optimisation. The generalisation performance of a classifier, 
using 𝐾-fold cross-validation, is estimated according to the following steps 
(Tanaka et al., 2006): 
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1. All available training data are randomly divided into 𝐾 subsets.   
2. A single subset of data is retained as test data.  
3. The classifier is trained on the training data (all remaining 𝐾 − 1 subsets of 
the data, termed the per-fold training data set).  
4. The classifier is applied to the test data and the accuracy achieved (i.e. 
percentage of correct class label predictions) is calculated. 
5. Steps 2 to 4 are repeated 𝐾 − 1 times, each time a different subset of data 
is chosen as the test data (there are 𝐾 different options in which one 
subset can be selected as test data). 
6. The generalisation performance is computed as the average of the 
accuracy achieved in all 𝐾 cases. 
A 𝐾-value in the range of five to ten is recommended by Bashashati et al. (2007) 
when estimating the generalisation performance. In the case where 𝐾 equals the 
number of samples available in the data, this validation method is referred to as 
the ‘leave-one-out’ approach (also known as jack-knifing) (Tanaka et al., 2006; 
Duffy and Als, 2012). The ‘leave-one-out’ validation method is frequently 
implemented in investigations with a limited sample size, as it attempts to extract 
as much valuable information from the data with as much accuracy as possible. 
This method is also popular in investigations with large sample sizes, as it yields a 
reliable approximation of the generalisation performance; the performance of a 
classifier generally improves when trained on as large a training data set as 
possible. The drawback of training with large data sets is the cost of a high 
computational burden – this burden increases with an increase in sample size 
(Tanaka et al., 2006).  
2.5.6.2. Accuracy, sensitivity and specificity 
The basic classifier performance measures are accuracy, sensitivity and specificity. 
In a medical diagnostic context, a true abnormal diagnosis is typically associated 
with a positive case (i.e. true positive, 𝑇𝑃) and a true normal condition (or lack of 
abnormal diagnosis) with a negative case (i.e. true negative, 𝑇𝑁). A false positive 
(𝐹𝑃) diagnosis results when a normal condition is misclassified as an abnormal 
condition, and a false negative (𝐹𝑁) diagnosis results when an abnormal condition 
is misclassified as a normal condition. Accuracy thus relates to the percentage of 
correct diagnoses with respect to the entire sample size, sensitivity to the 
percentage of true positives with respect to the sample size of the abnormal 
condition, and specificity to the percentage of true negatives with respect to the 
sample size of the normal condition (or lack of abnormal condition) – as indicated 
in Equations 2.52, 2.53 and 2.54 (Semmlow, 2009). 
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   𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100    [%]             [Equation 2.52] 
      𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃
𝑇𝑃+𝐹𝑁
× 100    [%]             [Equation 2.53] 
     𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁
𝑇𝑁+𝐹𝑃
× 100    [%]              [Equation 2.54] 
 
Both sensitivity and specificity factors are equally important – an ideal diagnostic 
test would be 100% sensitive and 100% specific. This is, however, seldom 
achievable in real-world applications as a tradeoff exists between these two 
factors – an increase in sensitivity is associated with a decrease in specificity and 
vice versa (Semmlow, 2009). In medical diagnostic applications, tests with a high 
sensitivity, at the expense of specificity, are typically used as screening tests for an 
abnormal condition (Semmlow, 2009). A receiver operator curve (ROC), a plot of 
sensitivity versus specificity, is very useful in investigating the optimal threshold 
for a parameter used to determine the decision boundary of a classifier – more 
information regarding the implementation of ROCs can be found in reference 
Semmlow (2009).  
2.5.7. Motivation of choice of classifier 
The complementary use of linear and nonlinear classification techniques is advised 
so as to ensure that one gains a comprehensive overview of the data. Each of the 
above mentioned classifiers will be tested in order to identify which classifier is 
better suited to this application, i.e. classification of a rsEEG RQA feature vector.   
2.6. Chapter summary 
This chapter provided an overview of the development of the proposed rsEEG RQA 
biomarker methodology, in terms of data acquisition, preprocessing, feature 
extraction and classification steps. The primary focus was to provide one with an 
intuitive understanding of the basic principles, advantages and limitations 
associated with each technique. At the end of each main step, a motivation for the 
choice of technique(s) to be implemented in this investigation was provided, and 
mathematical concepts relating to the chosen technique(s) were discussed in 
depth. The implementation thereof in MATLAB and STATISTICA is discussed in the 
results chapters for the proof-of-principle study (Chapter 3), and studies 1 to 3 
(Chapters 5 to 7).   
The techniques implemented in this study are: ocular artefact correction using 
linear combination and regression; feature extraction using multivariate time 
series embedding, PCA dimensionality reduction, RQA feature extraction, and 
feature inspection using either ANOVA, Kolmogorov-Smirnoff, or Wilcoxon rank-
sum statistical tests; and classification with LDA, SVM, MLP, and kNN classifiers. 
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3.  PROOF-OF-PRINCIPLE STUDY: CAN RECURRENCE QUANTIFICATION 
ANALYSIS DISTINGUISH INDIVIDUALS WITH AUTISM SPECTRUM 
DISORDER FROM TYPICALLY DEVELOPING INDIVIDUALS? 
3.1. Introduction 
The objective of the proof-of-principle study was to test the proposed biomarker 
methodology in a small sample of ASD and TD subjects. In this chapter the method 
implementation in MATLAB and STATISTICA is presented in terms of data 
acquisition, preprocessing, feature extraction, classification, and a sensitivity 
analysis. The results and discussion follow. In this study, ANOVA feature 
inspection, a simple linear, LDA, and nonlinear, kNN, classifier were selected. An 
overview of the proof-of-principle methodology is presented in Figure 3.1.  
 
 
Figure 3.1: Proof-of-principle methodology 
 
3.2. Method implementation 
3.2.1. Data acquisition 
The proof-of-principle study was performed as a secondary analysis of data from 
a larger study titled, “Improving Synchronization and Functional Connectivity in 
Autism Spectrum Disorders through Plasticity-Induced Rehabilitation Training”. 
This study was conducted at the Cognitive Science Laboratory at the University of 
California, San Diego (UCSD), and approved by the UCSD Institutional Review 
Board (ref # 100195S).  
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Participants aged 6 – 17 years with an IQ greater than 80 were included in this 
study. ASD participants were recruited through Autism Speaks, the Centre for 
Autism Research, Evaluation and Service, the San Diego Regional Centre for the 
Developmentally Disabled, the Autism Research Institute, and Valerie’s List. TD 
participants were recruited through the UCSD Centre for Human Development 
subject pool and the local community. Participants meeting the Diagnostic and 
Statistical Manual of Mental Disorders–IV criteria for a diagnosis of Autistic 
Disorder, Asperger’s Disorder, or pervasive developmental disorder not otherwise 
specified (PDD-NOS) were included in the ASD group. The diagnosis of all ASD 
participants was confirmed by a clinical psychologist using the ADOS and ADI. The 
Kaufman Assessment Battery for Children and the Wechsler Abbreviated Scale of 
Intelligence were used to assess intellectual ability. All recruited participants were 
considered high-functioning, and had appropriate verbal comprehension and 
production abilities. Participants were matched for IQ, gender, handedness and 
age. The necessary consent was obtained from each participant and his/her family.  
rsEEG data from 12 subjects (7 ASD, mean age 12.43 years, male to female ratio 
6:1; 5 TD, mean age 11.80 years, male to female ratio 3:2) were obtained. 
Details regarding the EEG time series data:  
 Data acquisition was achieved using the Neuroscan Synamp 1 system with 
a sampling rate of 500 Hz, a band pass range of 0.1 – 100 Hz and a 60 Hz 
notch filter to remove any powerline interference.  
 Approximately 9 – 10 minutes (i.e. 550 – 600 seconds) of spontaneous, 
resting state eyes closed (EC) and eyes open (EO) EEG data were recorded 
from each subject (with a few exceptions of shorter duration).   
 20 EEG channels (F3, Fz, F4, F7, F8, C3, Cz, C4, P3, Pz, P4, T5, T6, O1, O2,  
T3, T4, Fp1, Fp2, and VEOG of the left eye) were recorded using the 
international 10-20 system for electrode placement; the linked mastoids 
was used as reference channel. 
 Eyes closed and eyes open rsEEG data recording was performed in an 
acoustic chamber, where participants were instructed to sit quietly. 
3.2.2. Preprocessing 
3.2.2.1. Resample 
The first step was to resample the data from 500 Hz to 250 Hz in order to reduce 
the size of the data (limited storage space was available) and the computational 
burden associated with post-processing of the data. A sampling rate of 250 Hz 
meets the criteria of Shannon’s sampling theorem (section 2.2.4). This theorem 
states that the minimum sampling rate must be at least twice that of the Nyquist 
frequency (the highest frequency captured in the data) in order to prevent aliasing 
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from occurring. During the data acquisition process, the Neuroscan system applied 
a bandpass filter of 0.1 – 100 Hz; the Nyquist frequency is thus 100 Hz, and the 
minimum sampling rate required 200 Hz. The consequences of aliasing, and a 
representative example thereof, can be reviewed in section 2.2.4. It is important 
to note that the representation of waveform morphology becomes less accurate 
when down-sampling the data. 
Resampling of the data was performed using EEGLAB, an open-source MATLAB 
toolbox developed by researchers at UCSD (Delorme and Makeig, 2004). For this 
purpose, EEGLAB implements the resample() function in MATLAB’s signal 
processing toolbox.  
3.2.2.2. Filter 
The resampled data were then filtered with a low-pass filter at 40 Hz in order to 
retain brain activity relating to the defined brain rhythms (Sörnmo and Laguna, 
2005): delta (0.5 – 4 Hz), theta (4 – 8 Hz), alpha (8 – 13 Hz), beta (13 – 30 Hz), and 
gamma (30 – 40 Hz). The filtering of the data was also performed using EEGLAB; it 
implements a linear finite impulse response (FIR) filter using the filtfilt() routine in 
MATLAB’s signal processing toolbox. This filter is applied in a forward direction 
and then backward direction, in order to ensure that no phase delays are 
introduced by the filter.  
3.2.2.3. Remove inactive electrode channels 
An automated best segment selection search was designed in MATLAB to identify 
all possible segments of length 𝐿 (s) for which each channel meets the criteria of 
being 𝑎𝑐𝑡𝑖𝑣𝑒 (an arbitrary gradient based measure termed ‘trend’ was used, active 
channels had a 𝑡𝑟𝑒𝑛𝑑 > 1) and having a 𝑟𝑎𝑛𝑔𝑒 < 200 𝜇𝑉. The channels of 
interest exclude channels Fp1, Fp2  and VEOG, as these contain ocular artefact 
information; they are used in the artefact correction process and thereafter 
excluded from further analysis. The identification of inactive electrodes in specific 
subjects is a vital preprocessing step – these channels need to be excluded from 
all subjects under investigation in order to ensure a degree of uniformity in the 
data being used for further processing. Inactive electrodes may result from 
electrode detachment, a broken lead wire, or a faulty electrode, amongst other 
possibilities.  
A range (i.e. maximum – minimum amplitude) limit of 200 𝜇𝑉 is implemented in 
order to discard segments containing high amplitude contaminants relating to, for 
instance, an electrode pop artefact or excessive movement by the subject. The 
choice of this range limit is justified with literature evidence: Sanei and Chambers 
(2007) state that typical amplitudes measured from scalp recordings fall within the 
range of 10 − 100 𝜇𝑉; these measured potentials can then be either positive or 
negative. If one were to consider the respective brain rhythms on an individual 
basis, in recordings of subjects in the eyes closed condition, one would typically 
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expect to find a significant amount of alpha activity, of which the amplitude does 
not typically exceed 50 𝜇𝑉 (Sanei and Chambers, 2007). In the eyes closed or open 
condition low amplitude beta or gamma activity (associated with active 
concentration, and information processing) may be observed, but is not expected 
to be significant considering that rsEEG signals were recorded. Theta activity is 
primarily indicative of drowsiness and lighter sleep, and delta activity of a state of 
deep sleep – both these activities are generally associated with higher amplitudes 
(especially delta activity, approximately 75 − 200 𝜇𝑉), but the chances of 
observing a significant amount of these activities in awake subjects is not 
probable. There are, however, various exceptions, such as delta activity being 
prominent in awake individuals who are not young or elderly, who suffer from 
cerebral damage or brain disease (Sörnmo and Laguna, 2005; Tatum et al., 2008; 
Kraus et al., 2011). In general, subjects are screened for such conditions before 
being allowed to participate in a study.  
The majority of the activity expected to be detected in rsEEG recordings is thus 
alpha activity, with amplitudes that are not likely to exceed a 𝑟𝑎𝑛𝑔𝑒 of 100 𝜇𝑉. It 
is important to emphasise that alpha rhythms diminish or are eliminated when a 
person’s eyes are open, a person’s attention is focussed (with mental effort), an 
unfamiliar sound is heard, or when a person experiences anxiety. This information 
is vital in enabling one to interpret the findings obtained in data associated with 
the eyes closed and eyes open conditions.  
A flow diagram of the decision process that was implemented in the automated 
best segment selection search is presented in Figure 3.2. The input data is the time 
series EEG data matrix that comprises 𝑁 samples and  𝑚 channels (variables); an 
illustration of the data matrix used in this study, along with the respective channel 
names, is presented in Figure 3.3 (A). Once the data were  imported, the next step 
was to identify the maximum number of segments with length 𝐿 (𝑠) that were 
available in the matrix by implementing a 1 𝑠𝑒𝑐𝑜𝑛𝑑 moving search window, as 
illustrated in Figure 3.3 (B). The 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 and 𝑟𝑎𝑛𝑔𝑒 criteria were then evaluated 
for each segment of each channel. The search then loops through all possible 
segments to determine for which segments all channels meet the above 
mentioned criteria – ideally all 𝑚 channels should meet the criteria, but if this is 
not possible, the channel specification criteria is relaxed to 𝑚− 1. The search 
loops through all possible segments again to determine the number of segments 
for which the relaxed channel criteria is met – this process is repeated iteratively 
(each time relaxing the channel specification) until at least two segments that 
meet the strictest possible channel specification are identified.  
An output report was then generated which indicated the number of channels and 
segments that met the above mentioned strictest criteria possible. In cases where 
the channel criteria were relaxed, a detailed breakdown of which segments failed 
to meet which criteria was provided. This report was then used to determine 
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whether or not there were any inactive electrodes that needed to be excluded 
from the data of all subjects in further analysis. This automated best segment 
selection search strategy was implemented on the eyes closed and eyes open data 
for each subject, separately. 
EEG signals are represented by continuous time series data. The number of 
samples (𝑁) that are required in order to represent a segment of length 𝐿 (s) can 
be determined using Equation 3.1, where 𝑓 represents the sampling 
frequency (Hz). A segment of, for instance, 5 seconds that is captured at a 
sampling rate of 250 Hz, as in the case of this study, will thus comprise 
1250 samples. 
        𝑁 = 𝐿(𝑠)  ×  𝑓 (𝐻𝑧) =  𝐿 (𝑠)  ×  𝑓 ( 
1
𝑠
 )      [𝑠𝑎𝑚𝑝𝑙𝑒𝑠]    [Equation 3.1] 
 
 
Figure 3.2: Automated best segment selection search strategy 
 
 
 
 
Figure 3.3: (A) EEG time series data matrix, (B) Identification of all possible 
segments of length 𝑳 using a moving search window 
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3.2.2.4. Artefact handling methods 
Artefacts – electrical sources of physiological or non-physiological origin that 
contaminate cerebral activity of interest – present in the EEG data were dealt with 
through the implementation of several artefact handling methods/procedures: 
 Powerline interference of 60 Hz (note that data were captured in the USA) 
was removed using a notch filter, incorporated in the Neuroscan Synamp 1 
EEG recording system.  
 Other high frequency contaminants above 40 Hz were removed when 
filtering the data with a low-pass filter at 40 Hz. Muscle activity could be a 
source of this, however, it is mostly found to overlap with beta activity in 
the frequency range of 13 – 30 Hz. 
 High amplitude contaminants relating to excessive head movement or 
electrode pop artefact, amongst other possibilities, were handled by 
means of “rejection” through the designed automated best segment 
selection strategy that searches for segments for which the amplitude 
range does not exceed 200 𝜇𝑉. 
 Inactive electrodes, resulting from compromised electrical or mechanical 
integrity of the electrode-scalp attachment, for instance, were also 
detected through the implemented segment selection search strategy. 
Once identified, these channels were excluded from the data of all subjects 
used in further analysis.  
 Ocular artefacts, due to eye blinks and eye movement, were corrected 
using the method of ‘linear combination and regression’. 
 
The method of ‘linear combination and regression’ has been considered the 
‘golden standard’ for EOG artefact correction for several years, as reported by 
Romero et al. (2006). This method was chosen to be implemented in this study, 
due to its ease of application and limited expert knowledge required. There are, 
however, various assumptions and limitations associated with its use, such as the 
problem of bidirectional contamination – these are discussed in detail in section 
2.3.7.1, Equations 2.5 to 2.8. Regression modelling is implemented in this 
approach; section 2.3.7.2 and Equations 2.9 to 2.14 can be consulted for a detailed 
mathematical background of this concept.  
This method assumes that for observation 𝑖, the true EEG (𝑇𝐸𝐸𝐺) can be 
estimated by subtracting the estimated linear effect of the 𝑉𝐸𝑂𝐺 on the 𝑀𝐸𝐸𝐺 
from the measured EEG (𝑀𝐸𝐸𝐺), according to Equation 3.2; parameter 𝛽 
represents the artefact correction coefficient (also commonly referred to as the 
propagation factor). 
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𝑇𝐸𝐸𝐺𝑖 = 𝑀𝐸𝐸𝐺𝑖 − 𝛽 ∙ 𝑉𝐸𝑂𝐺𝑖            [Equation 3.2] 
By applying linear regression analysis to the 𝑀𝐸𝐸𝐺 and 𝑉𝐸𝑂𝐺 channels, according 
to Equation 3.3, the artefact correction coefficient, 𝛽, can be estimated. This 
model attempts to determine how much of the 𝑀𝐸𝐸𝐺 can be described by the 
𝑉𝐸𝑂𝐺 channel.  
        𝑦𝑀𝐸𝐸𝐺,𝑖 = 𝛽 ∙ 𝑥𝑉𝐸𝑂𝐺,𝑖 + 𝜖𝑖       [Equation 3.3] 
The estimated artefact correction coefficients (?̂?′𝑠) for each channel were 
computed using MATLAB’s backslash operator “ \ ” (or mldivide() function) to solve 
a system of linear equations using matrix left division, according to Equation 3.4. 
This analysis was performed on a per channel basis, i.e. for 
𝑚 channels there will be 𝑚 artefact correction coefficients computed 
(?̂?1, ?̂?2, … , ?̂?𝑚). The regression coefficients were estimated using the method of 
least squares, which strives to minimise the sum of the squares of the errors, 𝜖𝑖, 
as presented in Equations 2.10 to 2.12. 
            ?̂? =  𝑥𝑉𝐸𝑂𝐺,𝑖  \  𝑦𝑀𝐸𝐸𝐺,𝑖                           [Equation 3.4] 
The general linear regression model fitted between each of the 𝑚 𝑀𝐸𝐸𝐺 channels 
and the 𝑉𝐸𝑂𝐺 channel, respectively, is represented in Equation 3.5, where 𝑦𝑖 
represents the response observation and ?̂?𝑖 the estimated response observation; 
the residuals, 𝑒𝑖, for each model can be computed according to Equation 3.6.  
               ?̂?𝑀𝐸𝐸𝐺,𝑖 = ?̂? ∙ 𝑥𝑉𝐸𝑂𝐺,𝑖                    [Equation 3.5] 
        𝑒𝑀𝐸𝐸𝐺,𝑖 = 𝑦𝑀𝐸𝐸𝐺,𝑖 − ?̂?𝑀𝐸𝐸𝐺,𝑖   [Equation 3.6] 
Once the values for all of the artefact correction coefficients had been determined, 
the 𝑇𝐸𝐸𝐺 was estimated (𝑦𝑒𝑠𝑡𝑇𝐸𝐸𝐺,𝑖) through linear combination according to 
Equation 3.7, on a channel-by-channel basis. 
               ?̂?𝑒𝑠𝑡𝑇𝐸𝐸𝐺,𝑖 = 𝑥𝑀𝐸𝐸𝐺,𝑖 − ?̂? ∙ 𝑥𝑉𝐸𝑂𝐺,𝑖               [Equation 3.7] 
This ocular artefact correction method of ‘linear combination and regression’ was 
implemented as part of the best segment selection search strategy, on each of the 
identified segments which met the strictest channel criteria, for EC and EO data of 
each subject. ‘Original’ and ‘artefact corrected’ versions of these segments were 
stored for further analysis. 
3.2.2.5. Best segment selection 
The next step incorporated in the best segment selection search was to quantify 
the extent of artefact correction achieved per segment – this was done by 
computing a signal-to-artefact ratio (𝑆𝐴𝑅) for each channel in a segment, and then 
computing the average over all channels to yield a 𝑆𝐴𝑅 representative of a 
segment of multivariate EEG data. The equation used to compute the 𝑆𝐴𝑅 is 
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presented as Equation 2.15 in section 2.3.8. This SAR quantifies the difference 
between the corrected (𝐸𝐸𝐺𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑) and the non-corrected (𝐸𝐸𝐺𝑚𝑖𝑥𝑒𝑑) EEG 
data. An increase is SAR is considered a positive measure of artefact correction 
success – this measure is, however, also prone to the error related to bidirectional 
contamination (section 2.3.7.1). The segment with the highest SAR was identified 
as the best. ‘Original’ and ‘artefact corrected’ versions of the best segment, for EC 
and EO data, per subject, were then stored for further analysis. A total of 48 
different data groups were investigated in this study, as summarised in Figure 3.4. 
 
 
Figure 3.4: Data groups investigated 
 
3.2.3. Feature extraction 
3.2.3.1. Multivariate time series embedding 
Before the time series data could be embedded, in order to reconstruct the system 
attractor, the data needed to be separated into training and test data sets, and 
standardised (mean of zero, standard deviation of one) accordingly. A ‘leave-one-
out’ approach was implemented in this investigation due to the limited sample 
size of only 12 subjects; this approach enabled one to extract as much valuable 
information from the data with as much accuracy as possible. In each case one 
subject was withheld as test data, and the remaining 11 subjects were used as 
training data. A total of 12 training and test data set pairs were thus created, each 
time using a different subject as test data. In each leave-one-out iteration, the 
training data were standardised using the MATLAB function zscore(), and the 
mean and standard deviation values for each channel were then used to scale 
those of the test data, using Equation 2.37. The test data were scaled in this 
manner so that it remained ‘unseen’ and could not influence the training process.  
For each of the 48 data groups (comprising the respective training and test 
subjects), all 𝑚 EEG channels (excluding Fp1, Fp2, VEOG and the inactive 
channels) were embedded simultaneously by employing Takens’ method of  
time-delay embedding (discussed in section 2.4.7.1). A total of 48 multi-channel 
lagged trajectory matrices (of size (𝑁 − 𝑑𝐸) + 1 samples and 𝑚 × 𝑑𝐸  variables) 
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were created by constructing a lagged trajectory matrix for each channel, and then 
horizontally concatenating these matrices to form one multi-channel lagged 
trajectory matrix per data group, as illustrated in Figure 3.5.  
 
 
 
Figure 3.5: Illustration of multi-channel lagged trajectory matrix 
 
A trivial lag of 𝜏 = 1 was chosen for each channel, and the corresponding optimal 
embedding dimension 𝑑𝐸 for each channel was computed using the 𝐹𝑁𝑁 method 
of the Quick-Ident MATLAB compatible toolbox (developed in-house by Barnard 
and Aldrich, 2002). In order to facilitate the embedding procedure, the maximum 
computed embedding dimension for each channel from all data groups was used 
when creating the multi-channel lagged trajectory matrix for each data group.  
3.2.3.2. Dimensionality reduction with principal component analysis 
The next step implemented entailed reducing the dimensionality of the multi-
channel lagged trajectory matrices. Assuming that there were no inactive 
electrodes and excluding electrodes Fp1, Fp2  and VEOG from further analysis, 
embedding of 17 EEG channels using 𝜏 = 1 and  𝑑𝐸 = 10, for instance, would yield 
a reconstructed attractor that spans a phase space of 170 dimensions. Not all of 
these lagged variables are, however, useful in representing the system dynamics 
as these variables may be correlated for various reasons. For example, no single 
electrode channel records an independent source, each channel records some 
mixture of electrical activity from potentials that are propagated across the scalp. 
Each recorded electrode is thus correlated with another electrode to some degree. 
Correlation between variables may also arise when an embedding is created using 
non-optimal embedding parameters. However, the implementation of PCA 
handles this correlation problem by projecting the data to a principal component 
(PC) subspace where each successive component is uncorrelated and orthogonal 
to the preceding component, and accounts for the maximum variance remaining 
within the data. 
Dimensionality reduction was achieved by applying PCA, using MATLAB’s 
princomp() function, to the  training data set (comprising 11 subjects, in each 
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leave-one-out iteration). Note that the data were already standardised to ensure 
that the magnitude of the variance represented by each variable and the units of 
measurement were comparable. The principal directions were retained in the 
𝑙𝑜𝑎𝑑𝑖𝑛𝑔𝑠 output of the princomp() function and then used to project the test data 
to the PC subspace of the training data. The number of PCs that accounted for a 
minimum of 95% of the variance within the training data were noted and used to 
determine the number of scores to retain in each multi-channel lagged trajectory 
matrix (the scores represent the original data that are transformed to the PC 
subspace). The threshold of minimum 95% variance was chosen such that the 
retained data would provide a good representation of the system dynamics, and 
include any potential nonlinearities that may be present in the PCs accounting for 
negligible variance (as suggested by  Dong and McAvoy, 1996; section 2.4.15). By 
discarding PCs that account for very little of the variance within the system, PCA 
also helps to reduce the noise present in the system. 
For each of the 48 data groups, the PC score vectors were retained as the 
dimensionality reduced representation of the multi-channel lagged trajectory 
matrix. 
3.2.3.3. Recurrence quantification analysis feature extraction 
The Cross Recurrence Plot (CRP) toolbox for MATLAB (developed by Norbert 
Marwan from the Potsdam Institute for Climate Impact Research, Marwan et al., 
2007) was used in this investigation. RPs were created using the crp2() function of 
this toolbox. Each PC score vector was used to reconstruct the attractor in a 
multidimensional phase space. A RP for each of the 48 data groups was created, 
which was then used to extract RQA features. Sections 2.4.10 and 2.4.11 provide 
an in depth overview of the mathematical concepts underlying the calculation of 
recurrences, the plotting of RP’s and the extraction of RQA features.   
The following parameter choices were made when using the CRP toolbox:  
 A ‘maxnorm’ (i.e. L∞-norm) neighbourhood shape was chosen.  
 A neighbourhood size, 𝜀, of approximately 5% of the maximum phase 
space size was chosen, as recommended by Schinkel et al. (2008).  
 The default value of 2 was chosen for the minimum length of diagonal and 
vertical lines to be detected.  
 The embedding lag and dimension were set to a value of 1, as the multi-
channel lagged trajectory matrix had already been constructed prior to the 
implementation of this toolbox. 
The phase space size was computed using the Euclidean distance metric, provided 
in Equation 2.51. The maximum phase space size for each data group was 
computed, and then the average maximum phase space size for the ‘original EC’, 
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‘artefact corrected EC’, ‘original EO’ and ‘artefact corrected EO’ groups were 
computed. The neighbourhood size implemented was thus 5% of the average 
maximum phase space size, which differed for each of the four main groups 
mentioned.  
Ten RQA features (see Equations 2.20 to 2.30 in sections 2.4.10 and 2.4.11) were 
extracted using the crqa() function of the CRP toolbox, namely recurrence rate, 
determinism, mean diagonal line length, longest diagonal line, entropy, laminarity, 
trapping time, longest vertical line, recurrence time of the 1st Poincaré recurrence 
and recurrence time of the 2nd Poincaré recurrence. 
3.2.3.4. Analysis of variance feature inspection 
A two-way ANOVA test was conducted on the RQA features extracted from the 
training data, using MATLAB’s anovan() function, to determine the significance of 
each of the extracted features with respect to ASD/TD class (factor one) and 
training group (factor two). In the case where the between class variance 
exceeded the within class variance for a certain factor, the applicable feature 
(having a low 𝑝-value) was deemed statistically significant. A significance 
threshold of 95% was implemented in this investigation. A feature was thus 
deemed significant if the 𝑝-value achieved for factor one was lower than 0.05, and 
that achieved for factor two was higher than 0.05 – this means that the features 
are able to successfully differentiate between ASD/TD classes and that the specific 
training group used is irrelevant.  
3.2.4. Classification 
3.2.4.1. Feature sets used for classification 
Two feature sets were used to classify the groups, the first feature set comprised 
all 10 RQA features (irrespective of whether each feature was significant or not) 
and the second feature set comprised only the significant features. Classification 
was performed on both feature sets in order to enable one to compare the 
classifier performance in both cases. 
3.2.4.2. Linear discriminant analysis 
LDA classification was performed using the classify() function of MATLAB.  
3.2.4.3. k-Nearest neighbours 
Classification using a 𝑘-nearest neighbour classifier was performed using 
MATLAB’s ClassificationKNN.fit() and predict() functions. The number of possible 
𝑘-nearest neighbours that could be chosen was limited as the TD class contained 
only 5 subjects; also, as this was a dichotomous classification problem, selecting 
an even number of neighbours would not make sense. The possible values for 𝑘 
were thus 1, 3 𝑜𝑟 5. A sensitivity analysis was conducted on this parameter in 
order to determine the classifier’s sensitivity to the choice of the parameter.  
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3.2.4.4. Performance measures 
The generalisation performance of each classifier was estimated – in terms of 
accuracy, sensitivity and specificity – using the ‘leave-one-out’ method. These 
measures were calculated for the four main groups of data, i.e. ‘original EC’, 
‘artefact corrected EC’, ‘original EO’ and ‘artefact corrected EO’, for the full feature 
set comprising 10 RQA features, and for the reduced feature set comprising only 
the significant features. See Equations 2.52, 2.53 and 2.54.   
3.2.5. Sensitivity analysis 
A sensitivity analysis was conducted on three parameters (for which the levels had 
to be chosen by the user), namely (1) the segment length 𝐿 (s), (2) the percentage 
maximum phase space size (percmaxpss), and (3) the number of nearest 
neighbours (𝑘), in an attempt to determine the sensitivity of the generalisation 
performance achieved (in terms of accuracy, sensitivity, and specificity) to 
different parameter levels (i.e. values).  This was determined by performing 
ANOVA on a 33 full factorial design (i.e. three factors at three levels); these factors 
with their corresponding levels are summarised in Table 3.1. The chosen level 
values with respect to factor 1 were arbitrary choices, with respect to factor 2 they 
vary slightly from the recommended value of 5% of the maximum phase space 
size, and with respect to factor 3, 𝑘 can only equal 1, 3 𝑜𝑟 5  as motivated in 
section 3.2.4.3.  
 
Table 3.1: Summary of the factors and levels investigated in the  
33 full factorial design 
Factor 
no. 
Description 
Low  
level 
Medium 
level 
High 
level 
1 Segment length in seconds (𝐿) 3 5 7 
2 
Percentage maximum phase space 
size (percmaxpss) 
3.5 4.0 4.5 
3 Number of 𝑘-nearest neighbours (𝑘) 1 3 5 
 
3.3. Results  
3.3.1. Overview  
Results are presented in subsections titled preprocessing, feature extraction, 
classification, and sensitivity analysis. In the preprocessing section the 
identification of artefact indicators is discussed in order to discriminate between 
‘good’ and ‘bad’ EEG signal segments; the ability of the proposed best segment 
selection search strategy to identify ‘good’ EEG segments is investigated; and the 
implementation and success of the proposed ‘linear combination and regression’ 
method for ocular artefact correction is discussed. The feature extraction section 
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illustrates the reconstructed attractors that represent the neural dynamics of ASD 
and TD subjects in two-dimensional phase space portraits, as well as the 
recurrence plots (RPs) created from these attractors. The RQA features, extracted 
from the RPs, are presented and their significance assessed using ANOVA in order 
to identify a reduced significant feature set. Visualisation plots of the feature 
space are shown. The generalisation performance of the LDA and kNN classifiers 
implemented is assessed in terms of accuracy, sensitivity, and specificity, for all 
data types, using the full feature set and the derived significant feature set. Finally, 
the results from the sensitivity analysis performed are presented and an optimal 
set of levels for the investigated factors (segment length, percentage maximum 
phase space size, and number of 𝑘-nearest neighbours) is proposed. A discussion 
of the significance of the results follows.   
3.3.2. Preprocessing 
3.3.2.1. Indicators for artefact contamination 
Before a suitable artefact handling strategy can be developed, it is necessary to 
identify the various types of artefacts that may be found, and how they visually 
present in EEG signals. Figure 3.6 serves as an example of a so-called ‘bad segment’ 
– the notion of ‘bad’ is qualified by artefact indicators, such as ‘high frequency’, 
‘inactive electrode’, ‘amplitude shift’, ‘high amplitude’ and ‘peaks’.   
 
 
Figure 3.6: Artefact contamination indicators for EEG signals 
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There are various potential explanations for these indicators, only a few 
possibilities are listed below: 
 High frequency – potentially due to muscle activity or powerline 
interference. 
 Inactive electrode – may be related to electrode detachment, or faulty                                             
electrode or wire. 
 Amplitude shift – typically associated with motion of reference 
electrode(s) which affects all channels, occurring with head movement. 
 High amplitude – mostly related to electrode-pop artefact, when                                             
the contact impedance at the electrode-scalp interface is too high. 
 Peaks – high amplitude peaks occurring at the 𝐹𝑝1, 𝐹𝑝2 and 𝑉𝐸𝑂𝐺 
electrodes and then dissipating towards the posterior head regions are 
indicative of ocular activity, if peaks occur simultaneously with similar 
amplitude throughout the scalp it may be indicative of seizure activity. 
3.3.2.2. Best segment selection strategy 
Once an intuitive understanding of artefact contamination had been established, 
an artefact handling strategy was identified (refer to section 2.3.2). Figure 3.7 
illustrates an identified best segment (i.e. ‘good segment’), as opposed to a ‘bad 
segment’ depicted in Figure 3.6, for the same subject. From this figure it is evident 
that channels 𝐹3 and 𝐹𝑝2 are inactive electrodes (note that the segment selection 
strategy did not evaluate the proposed criteria for channels 𝐹𝑝1, 𝐹𝑝2 and 𝑉𝐸𝑂𝐺, 
which were excluded from further analysis). In this case, the 𝑡𝑟𝑒𝑛𝑑 and 𝑟𝑎𝑛𝑔𝑒 
criteria used to identify the best segment had to be relaxed by one channel.  
 
 
Figure 3.7: Example of a ‘good segment’ 
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The overall results of the automated segment selection search showed that 
channels 𝐹3, 𝐹8 and 𝑇4 were inactive electrodes for certain subjects. These 
channels thus had to be excluded from the data of all subjects in further analysis. 
A total of 14 EEG channels were used in further analysis, namely 𝐹𝑧, 𝐹4, 𝐹7, 𝐶3, 𝐶𝑧,
𝐶4, 𝑃3, 𝑃𝑧, 𝑃4, 𝑇5, 𝑇6, 𝑂1, 𝑂2, and 𝑇3. Channels 𝐹𝑝1,   𝐹𝑝2, and 𝑉𝐸𝑂𝐺 were 
excluded from further analysis as they primarily contained ocular artefact activity. 
There were instances where the maximum channel criteria had to be relaxed in 
order to find at least two segments that fulfilled 𝑡𝑟𝑒𝑛𝑑 and 𝑟𝑎𝑛𝑔𝑒  criteria.  
An arbitrary segment length of five seconds was chosen for all further analyses, 
the size of each best segment matrix identified per data group was 1250 samples 
and 14 variables.  
3.3.2.3. Regression-based ocular artefact correction 
This method of ocular artefact correction entailed estimating the linear effect of 
the 𝑉𝐸𝑂𝐺 on the 𝑀𝐸𝐸𝐺 and removing this in order to approximate the  𝑇𝐸𝐸𝐺. 
Figure 3.8 provides an illustration of an original (not yet ocular artefact corrected) 
best segment of a subject. In this figure a blink occurs at a time of approximately 
1.29 × 105 ms, this blink is circled in the VEOG channel and the frontal channels  
𝐹7, 𝐹8, 𝐹𝑧 and 𝐹4 (near in proximity to the eyes). Through visual inspection of 
the correlation between the amplitude peaks present in the 𝑉𝐸𝑂𝐺 and that of the 
rest of the channels, it was evident that the effect of backward propagation of 
ocular artefacts diminished from anterior to posterior located electrodes. 
Figure 3.9 provides an illustration of the blink artefact occurring in channel 𝐹7 
before and after artefact correction using the method of ‘linear combination and 
regression’.  
Figure 3.9 clearly depicts the effect that the peak of the waveform in the 𝑉𝐸𝑂𝐺, 
associated with an eye blink, had on the 𝑀𝐸𝐸𝐺, and how the blink artefact was 
partially removed after ocular artefact correction; the abbreviation ‘orig’ 
represents the original signal, and ‘ac’ the artefact corrected signal. This method 
suffers from the problem of bidirectional contamination, where ocular activity 
propagates backwards contaminating posteriorly located channels, and cerebral 
activity propagates forwards contaminating the 𝑉𝐸𝑂𝐺 channel. The consequence 
of this is that a certain amount of cerebral activity of interest may be lost when 
implementing this correction procedure. The extent of correction that can be 
achieved using this method also depends upon the length of the segment that is 
being analysed – it is noted to be less effective when applied to longer segments. 
Correlation between the 𝑉𝐸𝑂𝐺 and the 𝑀𝐸𝐸𝐺 becomes difficult due to the 
presence of noise, and the occurrence where positive and negative peaks present 
in the waveforms tend to balance each other out.  
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Figure 3.8: Ocular artefact present in original EO data 
 
 
 
Figure 3.9: Correction of blink artefact present in channel F7 
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3.3.3. Feature extraction 
3.3.3.1. Reconstructed system dynamics 
Based on an embedding lag parameter of 𝜏 = 1, the corresponding optimal 
embedding dimension (𝑑𝐸) computed for each channel using the 𝐹𝑁𝑁 method 
was 10. Time delay embedding was performed on all 14 active electrodes 
simultaneously, creating a single multi-channel lagged trajectory matrix for each 
of the 48 data groups (comprising 12 subjects and 4 data types). The size of each 
matrix per subject and data type was 1241 samples and 140 lagged variables. PCA 
dimensionality reduction was conducted per data type (i.e. ‘original EC’, ‘original 
EO’, ‘artefact corrected EC’ and ‘artefact corrected EO’) on a single concatenated 
matrix of all training subjects. 20 PCs were retained, accounting for the specified 
minimum of 95% variance. Data corresponding to each subject was then extracted 
from each dimensionality reduced matrix. The size of each dimensionality reduced 
matrix per subject per data type was 1241 samples and 20 PC score vectors. 
A two-dimensional (2D) phase space portrait of the reconstructed attractor for the 
original EC data is illustrated in Figure 3.10 (A), along with a plot of the variance 
contributions of each PC in (B). Throughout this section, figures relate to the 
‘leave-one-out’ run where subject ASD 1 was selected as the test subject, and 
subjects ASD 2 to ASD 7 and TD 1 to TD 5 formed part of the training data set. In 
Figure 3.10 (A) the ASD training data are coloured blue, the TD training data red, 
and the test data green. The PC subspace was determined based on the training 
data, and the test data were then projected to this space. A 2D representation of 
the attractor accounted for ± 54.6% of the variance within the system. 
Figure 3.10 (B) revealed that the majority of the variance, ± 87.5%, was captured 
within the first 10 PCs, and ± 96.5% within the first 20 PCs. Overall, the attractor 
of the TD data appeared to fill a slightly smaller subspace that that of the ASD data, 
whilst the ASD test case was projected to an even smaller subspace within the 
circular shaped attractor. Class separation within the 2D PC subspace was not 
evident, further investigation into the system dynamics using RQA may be useful. 
Figure 3.11 (A) provides a 2D phase space portrait of the reconstructed attractor 
for the original EO data, and (B) provides a plot of the variance contributions of 
each PC. A 2D representation of the attractor accounted for a slightly increased 
amount, ± 57.1%, of the variance within the system, contrary to that of the EC 
data. 10 PCs accounted for approximately ± 86.9% and 20 PCs for ± 95.6%. A 
similar distribution of circular shaped attractors was observed in this case, with no 
clear class separation evident. The phase space portraits for the artefact corrected 
EC and EO data are not illustrated as the visual presentation is very similar to that 
of the original EC and EO data already shown. 
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Figure 3.10: Two-dimensional phase space portrait of reconstructed attractor of 
original EC data 
 
 
Figure 3.11: Two-dimensional phase space portrait of reconstructed attractor of 
original EO data 
 
3.3.3.2. Recurrence plots 
A single RP was created per subject, per data type – original EC (origEC), original EO 
(origEO), artefact corrected EC (acEC), and artefact corrected EO (acEO) – using 
each PC score vector as a component in the phase space reconstruction of the 
system attractor, i.e. a total of 48 RPs were created. A neighbourhood size of 4.5% 
of the maximum phase space size (maxpss) was used. The maxpss was calculated 
for each subject and data group using the Euclidean distance metric and the data 
for the first leave-one-out run. The average maxpss’s for the origEC, origEO, acEC, 
and acEO groups were 44.3705, 42.6741, 44.7362 and 42.5640, respectively. Thus, 
4.5% of the maxpss yielded a neighbourhood size of ± 2 in each case.  
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Figure 3.12 illustrates the various RPs constructed for each subject for the first 
leave-one-out run of the origEC data. The RPs of the ASD training subjects are 
highlighted in blue, the TD training subjects in red, and the test subject in green. 
The prominent white bands observed in the RPs of subjects ASD 2 and ASD 7, for 
instance, are indicative of the nonstationarity of the data as a result of transitions 
occurring between different states. This result indicates that a 5 second segment 
of EC rsEEG data cannot be assumed to be stationary. The ASD RPs seem to 
comprise more clusters of recurrence points, clearly evident from the RPs of 
subjects ASD 2 and ASD 7, for instance. It is very difficult to distinguish the subject 
groups based on mere visual inspection of the RPs with the human eye. RQA 
features would provide an objective quantitative measure of comparing the two 
subject groups. 
3.3.3.3. Recurrence quantification analysis features and their significance 
One RP was created and 10 RQA features extracted, per subject, per data type, per 
leave-one-out run. A two-way ANOVA was performed on all RQA features 
extracted from the training data (upon completion of all leave-one-out runs) in 
order to determine the significance of each of the extracted features with respect 
to the ASD/TD class (factor one) and training group (factor two). This analysis was 
performed on a total of 132 features for each of the 10 feature types. Consider for 
instance the 𝑅𝑅 feature: for 11 training subjects in each of the 12 leave-one-out 
runs (also referred to as training groups), a single 𝑅𝑅 feature was computed per 
subject, thus the total number of 𝑅𝑅 features = 11 𝑥 12 = 132. At a significance 
level of 95%, a feature was deemed significant if the 𝑝-value achieved for factor 
one was lower than 0.05, and that achieved for factor two was higher than 0.05. 
This implied that the feature was able to successfully discriminate between ASD 
and TD classes and that the specific training group used was irrelevant.  
Table 3.2 summarises the 𝑝-values obtained for each factor, and the mean and 
standard deviation values of each feature for each class and data type. The 
𝑝-values highlighted in red were deemed insignificant. With respect to factor one, 
the 𝑉𝑚𝑎𝑥 feature was considered insignificant (𝑝-value > 0.05) for origEO and acEO 
data; it was thus not able to successfully discriminate between ASD and TD 
subjects for these data types. With respect to factor two, the 𝐿𝑚𝑎𝑥  feature was 
considered insignificant (𝑝-value < 0.05) for origEC and acEC data, and feature 𝑇2 
was considered insignificant for all data types; the significance of these features 
thus depended on the training group being implemented. In summary, there were  
8 significant features identified for both origEC and acEC data, namely 𝑅𝑅, 𝐷𝐸𝑇, 
〈𝐿〉, 𝐸𝑁𝑇𝑅, 𝐿𝐴𝑀, 𝑇𝑇, 𝑉𝑚𝑎𝑥, and 𝑇1; and 8 significant features identified for both 
origEO and acEO data, namely 𝑅𝑅, 𝐷𝐸𝑇, 〈𝐿〉, 𝐿𝑚𝑎𝑥, 𝐸𝑁𝑇𝑅, 𝐿𝐴𝑀, 𝑇𝑇, and 𝑇1. 
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Figure 3.12: Recurrence plots for original EC data with subject ASD 1 as test subject  
(blue = ASD training subjects; red = TD training subjects; green = test subject) 
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Table 3.2: Summary of ANOVA of RQA features at a 95% significance level 
Feature 
Type  
of data 
𝟏𝒔𝒕 
𝒑_value 
𝟐𝒏𝒅 
𝒑_value 
Mean 
(ASD 
features) 
Mean 
(TD 
features) 
Std (ASD 
features) 
Std (TD 
features) 
𝑹𝑹 
origEC 0.0000 0.3380 0.0927 0.0600 0.0333 0.0105 
origEO 0.0000 0.1627 0.0905 0.0739 0.0244 0.0153 
acEC 0.0000 0.1152 0.0913 0.0617 0.0287 0.0104 
acEO 0.0000 0.2033 0.0907 0.0742 0.0240 0.0154 
𝑫𝑬𝑻 
origEC 0.0000 0.9992 0.8868 0.8342 0.0418 0.0214 
origEO 0.0089 0.9956 0.8812 0.8601 0.0509 0.0303 
acEC 0.0000 0.9989 0.8845 0.8314 0.0406 0.0202 
acEO 0.0074 0.9752 0.8766 0.8547 0.0523 0.0300 
〈𝑳〉 
origEC 0.0000 0.9897 4.9145 4.0635 0.6798 0.1841 
origEO 0.0021 0.9910 4.9096 4.4915 0.8744 0.4436 
acEC 0.0000 0.9936 4.8510 4.0162 0.6192 0.1400 
acEO 0.0011 0.9616 4.7856 4.3497 0.8703 0.4420 
𝑳𝒎𝒂𝒙 
origEC 0.0102 0.0010 948.3506 836.5455 273.0048 242.7429 
origEO 0.0000 0.4493 925.2987 548.8000 256.6037 204.9548 
acEC 0.0015 0.0480 906.9740 769.1455 267.1946 235.8547 
acEO 0.0000 0.8465 891.8961 531.2000 266.3043 195.1971 
𝑬𝑵𝑻𝑹 
origEC 0.0000 0.9887 2.1256 1.8473 0.2303 0.0804 
origEO 0.0140 0.9900 2.1188 2.0112 0.2798 0.1538 
acEC 0.0000 0.9891 2.1115 1.8337 0.2116 0.0632 
acEO 0.0077 0.9593 2.0818 1.9637 0.2872 0.1583 
𝑳𝑨𝑴 
origEC 0.0000 0.9990 0.9244 0.8810 0.0365 0.0220 
origEO 0.0134 0.9941 0.9213 0.9055 0.0404 0.0244 
acEC 0.0000 0.9987 0.9231 0.8783 0.0357 0.0213 
acEO 0.0111 0.9711 0.9174 0.9008 0.0421 0.0239 
𝑻𝑻 
origEC 0.0000 0.9941 5.0845 3.9288 0.9017 0.2954 
origEO 0.0011 0.9953 5.1146 4.5478 1.0821 0.6364 
acEC 0.0000 0.9949 5.0098 3.8683 0.8231 0.2594 
acEO 0.0011 0.9859 5.0034 4.4534 1.0771 0.6049 
𝑽𝒎𝒂𝒙 
origEC 0.0000 0.9372 61.5974 39.2727 26.6849 14.1519 
origEO 0.5947 0.9110 55.4675 53.6000 22.5246 16.3951 
acEC 0.0000 0.9989 60.5844 36.0727 29.2171 12.6869 
acEO 0.2741 0.8269 54.0130 50.8727 19.2166 11.8150 
𝑻𝟏 
origEC 0.0000 0.1182 12.0379 17.1631 3.7169 2.9002 
origEO 0.0003 0.4342 11.9625 14.1114 3.5576 2.8763 
acEC 0.0000 0.0640 11.9701 16.6555 3.4474 2.6251 
acEO 0.0003 0.4129 11.9295 14.0062 3.5422 2.5575 
𝑻𝟐 
origEC 0.0001 0.0023 45.4434 49.7105 7.6555 5.5874 
origEO 0.0000 0.0000 44.8600 47.4127 3.8327 4.4710 
acEC 0.0061 0.0004 44.8406 47.4961 7.1210 4.6574 
acEO 0.0000 0.0000 43.6071 45.8935 3.8197 3.7097 
 
 
Stellenbosch University  https://scholar.sun.ac.za
  
90 
 
Based on the ASD and TD sample data acquired for this proof-of-principle study, 
the combined significant RQA features from all data types revealed the following 
information about the recurrence analysis characteristics for ASD vs. TD subjects:  
 𝑅𝑅  – a higher recurrence point density (or probability that any  
                  state would recur) was observed in ASD subjects. 
 𝐷𝐸𝑇 – the determinism (or predictability) of the system dynamics was  
                  higher for ASD subjects.   
 〈𝐿〉  –  the mean prediction time (i.e. average time that segments of the  
                 trajectory remained close with evolving time) was higher for ASD  
                 subjects. 
 𝐸𝑁𝑇𝑅 – a more complex recurrence structure was found for ASD subjects. 
 𝐿𝐴𝑀  – more laminar states occurred in ASD subjects.  
 𝑇𝑇  – the mean time that a system abided at a specific state was longer  
                 for ASD subjects.     
 𝑇1  –  the 1st Poincaré recurrence time was shorter for ASD subjects.     
3.3.3.4. Feature space visualisation 
The RQA feature vector extracted per data type comprised 10 RQA features which 
represents a point (or state) in a 10-dimensional feature space. PCA was 
implemented in order to enable one to visualise this multi-dimensional feature 
space by projecting the data to a 2D PC subspace, as indicated in Figure 3.13 for 
the first leave-one-out run (note that the PC directions were determined based on 
the features of the training data).  
 
Figure 3.13: Visualisation of RQA feature space in a 2D PC subspace 
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If one were to use a kNN classifier on this projection of the feature space, it would 
be evident that the test subject (indicated in green), in either of the data types, 
would be classified as ASD for 𝑘 (the number of nearest neighbours) equal to 
1, 3 or 5. It is important to remember that PCA is not optimised for class separation 
in a low-dimensional representation of the data, instead it linearly transforms the 
data to a new set of orthogonal axes for which each subsequent component 
attempts to account for the maximum remaining variance in the data. 
3.3.4. Classification 
A leave-one-out approach was used, each time selecting a different test subject’s 
data as test data, and using the remaining 11 subjects’ data as training data; 
12 sets in total were created and analysed. A single continuous 5 second (best) 
segment was analysed per subject. This segment (1250 samples and 14 variables) 
underwent embedding (1241 samples and 140 lagged variables), dimensionality 
reduction (1241 samples and 20 PC score vectors), and RQA feature extraction 
(1 sample and 10 features). This RQA feature vector was classified using LDA and 
kNN (with 𝑘 = 5 nearest neighbours) on both full (denoted as LDA or kNN) and 
significant feature sets (denoted LDA_sig or kNN_sig). The generalisation 
performance achieved in distinguishing ASD and TD classes with this RQA feature 
vector is summarised in Figures 3.14, 3.15 and 3.16 in terms of accuracy, sensitivity 
and specificity. Given the small sample size, i.e. a total of 12 segments (7 ASD and 
5 TD), interpretation of these results are made with care.  
Accuracy relates to the percentage of correct classifications with respect to the 
entire sample size, a misclassification of 1 subject = ±
1
12
= ± 8.3%. Sensitivity 
relates to the percentage of true positive classifications (i.e. a true ASD condition) 
with respect to the sample size of the ASD condition, a misclassification of 
1 subject = ±
1
7
= ± 14.3%. Specificity relates to the percentage of true negative 
classifications (i.e. a true normal condition) with respect to the sample size of the 
normal condition, a misclassification of 1 subject = ±
1
5
= ± 20%. It is important 
to keep in mind that both sensitivity and specificity measures are equally 
important – an ideal diagnostic test would be 100% sensitive and 100% specific.  
The full feature set comprised all 10 RQA features. The significant feature set of 
the origEC and acEC data comprised 8 features, with features 𝐿𝑚𝑎𝑥  and 𝑇2 being 
insignificant. The significant feature set of the origEO and acEO data also 
comprised 8 features, but features  𝑉𝑚𝑎𝑥 and 𝑇2 were insignificant. 
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Figure 3.14: Accuracy achieved using a leave-one-out analysis 
 
 
Figure 3.15: Sensitivity achieved using a leave-one-out analysis 
 
 
Figure 3.16: Specificity achieved using a leave-one-out analysis 
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The LDA classifier achieved the best generalisation performance, applied to the EC 
data: 83.3% accuracy (10/12 subjects correctly classified), 85.7% sensitivity 
(6/7 ASD subjects correctly classified) and 80.0% specificity (4/5 TD subjects 
correctly classified). LDA showed equivalent performance for the origEC and acEC 
data, for both full and significant feature sets. It is possible that there were no 
ocular artefacts present in the origEC data, which could explain the equal 
performance achieved on the origEC and acEC data. In terms of the origEO data, 
LDA accuracy and specificity increased with use of the significant feature set, with 
the correct classification of one additional subject, yielding an accuracy of 66.7% 
(8/12 subjects correctly identified). There was no improvement noted when 
comparing use of the significant feature set on the origEO data to either the full 
or significant feature set on the acEO data. The fact that artefact correction did 
not contribute to improved classification could suggest that the artefact handling 
technique was insufficient, or, as raised above, that artefacts were relatively rare 
in the data set. Overall, LDA appeared to yield robust findings based on the origEC 
data. 
The kNN classifier showed improved classification accuracy and sensitivity when 
using the significant feature set on the origEC and acEC data, however, LDA 
showed superior performance on the EC data. The kNN classifier outperformed 
the LDA classifier on the acEO data. The accuracy achieved showed an 
improvement from 58.3% (7/12 subjects correctly identified) to 75.0% 
(9/12 subjects correctly identified) with artefact correction of the EO data, 
irrespective of use of the full or significant feature set.  
3.3.5. Sensitivity analysis 
3.3.5.1. Full factorial design 
There were factors that may have influenced the relative performance of the 
classifiers. These factors, with their chosen levels indicated in brackets, were 
segment length (3, 5 or 7 seconds), percentage maximum phase space size, 
percmaxpss, (3.5, 4.0 or 4.5%) and the number of 𝑘 nearest neighbours (1, 3 or 5). 
An ANOVA analysis of a 33 factorial design was used to investigate the effect that 
the choice of level of each of these factors had on the generalisation performance 
measures (accuracy, sensitivity and specificity) for an LDA and kNN classifier. This 
analysis was performed on the original EC data (for which the best classification 
performance was obtained) for the LDA and kNN classifiers, on the full and 
significant feature sets. The developed code was run 27 times in MATLAB, each 
time incorporating different levels of different factors in order to generate the 
results required to perform ANOVA of the proposed 33 factorial design. The 
ANOVA was performed using STATISTICA.  
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3.3.5.2. Factors influencing the generalisation performance of the LDA 
classifier 
At a significance level of 95%, segment length and percmaxpss factors were found 
to have a significant effect on the performance of the LDA classifier. It was 
expected that the 𝑘 number of neighbours factor would not have a significant 
effect. The Figures 3.17, 3.18 and 3.19 illustrate the means plots associated with 
the accuracy, sensitivity and specificity, respectively, of the LDA classifier on both 
full and significant feature sets, showing different levels for the segment length 
and percmaxpss factors). Based on the reported classification results in section 
3.3.4, LDA showed equivalent performance for both full and significant feature 
sets for the original EC data. It would thus be useful to interpret both feature set 
findings in the means plots. 
From Figure 3.17 (A), for the full feature set, it was evident that the accuracy 
increased (from a range of 58.3 – 66.7% to 83.3%, depending on the level of the 
percmaxpss factor) as the segment length increased from 3 to 5 seconds, where 
after it remains constant for a further increase in segment length, from 5 to 
7 seconds. This suggested that a segment length of 5 seconds could be optimal in 
the case where LDA was performed on the full feature set. The choice of level of 
factor percmaxpss played a role when analysing segments of 3 seconds in length 
– the highest accuracy (66.7%) was achieved at a level of 4.0% for this factor. The 
chosen level was irrelevant when a segment length of 5 or 7 seconds was 
implemented. In the case of the significant feature set, shown in Figure 3.17 (B), 
the highest accuracy achieved (83.3%) was noted for a segment length of 5 or 
7 seconds. The 4.0% level of factor percmaxpss appeared to be robust when 
analysing a segment length of 5 or 7 seconds as the highest accuracy achieved 
remained constant. This was not the case for a level of 4.5%, where the highest 
accuracy was only achieved when analysing a 5 second segment.  
 
 
Figure 3.17: Means plot of factors affecting LDA accuracy,  
(A) full feature set, (B) significant feature set 
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Figure 3.18: Means plot of factors affecting LDA sensitivity,  
(A) full feature set, (B) significant feature set 
 
 
Figure 3.19: Means plot of factors affecting LDA specificity,  
(A) full feature set, (B) significant feature set 
 
Considering the difficulties associated with data collection from uncooperative 
and/or affected populations, the unavoidable artefacts, and problems associated 
with ocular artefact correction, the shortest segment length possible would be 
ideal. The chances of finding a ‘cleaner’ shorter segment are higher and the 
number of blink artefacts likely to occur in shorter segments is less. The optimal 
factor levels, in terms of LDA accuracy, using either feature set, is a 5 second 
segment and a 4.0% percmaxpss. 
From Figure 3.18 the main observation was that a segment length of 3 seconds 
yielded a poorer sensitivity (71.4%) than that achieved with a segment length of 
5 or 7 seconds (85.7%). The choice of level of factor percmaxpss was noted to have 
no effect on the sensitivity achieved. From Figure 3.19 it was evident that a 
segment length of 5 seconds and a 4.0% percmaxpss yielded the maximum 
specificity that could be achieved (80%). Hence, for the LDA classifier, the optimal 
factor levels were a 5 second segment and a 4.0% percmaxpss. 
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3.3.5.3. Factors influencing the generalisation performance of the kNN 
classifier 
At a significance level of 95%, segment length and percmaxpss factors were found 
to have a significant effect on the performance of the kNN classifier. Interestingly, 
the 𝑘 number of neighbours factor was found not to be significant. Figures 3.20, 
3.21 and 3.22 illustrate the means plots associated with the accuracy, sensitivity 
and specificity, respectively, of the kNN classifier on both full and significant 
feature sets, showing different levels for the segment length and percmaxpss 
factors. It is important to keep in mind that the kNN classifier showed improved 
classification accuracy and sensitivity when using the significant feature set on the 
original EC data, as reported in section 3.3.4. More conclusive findings may be 
drawn with interpretation of the significant feature set in the means plots. 
 
 
Figure 3.20: Means plot of factors affecting kNN accuracy,  
(A) full feature set, (B) significant feature set 
 
 
Figure 3.21: Means plot of factors affecting kNN sensitivity,  
(A) full feature set, (B) significant feature set 
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Figure 3.22: Means plot of factors affecting kNN specificity,  
(A) full feature set, (B) significant feature set 
 
In the case of accuracy and sensitivity, for the significant feature sets shown in 
Figures 3.20 (B) and 3.21 (B), a general increase was observed with increase in 
segment length. From Figure 3.22 (B) the trade-off between sensitivity and 
specificity became evident for all levels of the percmaxpss factor. The optimal 
factor levels appeared to be a 5 second segment and 4.0% percmaxpss. 
3.4. Discussion 
The results of this proof-of-principle study suggested that a rsEEG RQA biomarker 
used on EC data may be useful to distinguish ASD and TD subjects (83.3% accuracy, 
85.7% sensitivity and 80.0% specificity). The sample population investigated 
included individuals aged 8 – 17 years. The goal of this biomarker is to be able to 
use it for the early identification of ASD risk. The next step was to validate the 
proposed biomarker in a larger sample population of infants and young children 
with ASD or typically developing.  
Based on the preprocessing results presented, the developed automated best 
segment selection strategy was able to identify relatively ‘good’ segments that 
were free of high amplitude contaminants, but nothing could be done to eliminate 
the problem of inactive electrodes present in the data. This problem occurred 
during the data acquisition process and could not be corrected, other than 
eliminating the relevant electrode(s) from further analysis, as was applied in this 
methodology. A limitation associated with the best segment selection search 
strategy was that it determined the best segment based on the highest SAR 
achieved – this by default implied that the identified segment contained ocular 
artefacts to begin with. Limitations concerning the ‘linear combination and 
regression’ artefact corrected method implemented included the problem of 
bidirectional contamination where cerebral activity of interest may have been 
removed. Furthermore, the extent of correction that could be achieved using this 
method depended upon the length of the segment that was being analysed – it 
was noted to be less effective when applied to longer segments. 
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A potential solution to overcome these problems (the loss of cerebral activity of 
interest, and the problem associated with correcting longer segments) could be to 
implement a blink or eye movement detection mechanism that pinpoints the 
precise locations of these artefacts, and then corrects only these very short 
segments, one-by-one. Another alternative would be to implement a blind source 
separation technique, such as independent component analysis, provided that 
long segments of EEG data are available. This technique, however, requires expert 
knowledge in determining which extracted components are associated with 
artefact sources.  
The RQA features extracted appeared to be useful in distinguishing ASD and TD 
subjects. The classification results suggested that classification of the significant 
feature set (determined based on the training data) may yield improved results 
above that of the full feature set. LDA appeared to be a stable and robust classifier 
when applied to EC rsEEG data. The likely downfall of the kNN classifier was that 
it is sensitive to the curse-of-dimensionality, the high-dimensional feature space 
becomes very sparse when the size of the training data set is limited. The number 
of training samples required to adequately represent the respective classes within 
the data increases exponentially with an increase in dimensionality of the feature 
space. It would be important to investigate the use of other classifiers as well. For 
instance, support vector machines are able to deal reliably with high dimensional 
feature vectors. 
In this proof-of-principle study only a single best segment was identified and 
analysed per subject. It would be important also to classify multiple randomly 
selected segments per subject to evaluate the robustness of the biomarker. 
It would also be useful to conduct a sensitivity analysis on the percentage variance 
to retain (PVR) parameter with PCA dimensionality reduction. Another method 
that may be useful in identifying an optimal level of certain parameters, such as 
neighbourhood size, would be to construct a receiver operator curve (ROC). A ROC 
is a plot of sensitivity versus specificity, which can be used to identify an optimal 
threshold level for any chosen factor. This could be implemented provided that 
one has a large enough sample size to divide the data into suitably sized training, 
validation and test data sets – the limited sample size in this investigation, i.e. 
12 segments (one per subject), did not permit the implementation of an ROC 
analysis.    
Given the heterogeneity of ASD, it is important to evaluate this biomarker in a 
sample population that includes the presence of comorbidities, such as 
intellectual disability, genetic disorders like TSC and Fragile X, epilepsy, and 
language impairments, often encountered in children with ASD. It would also be 
important to identify what other clinical factors may influence the biomarker, such 
as age, gender, and intellectual level. 
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3.5. Chapter summary 
The proof-of-principle study results suggested that recurrence analysis may 
potentially be a reliable approach to the binary classification of ASD and TD. There 
are, however, various methodological and clinical questions that remain 
unanswered. Given the heterogeneous nature of ASD, it will be important to show 
not only differentiation between ASD and TD, but also differentiation of ASD from 
other neurodevelopmental disorders, and potentially syndromal from non-
syndromal ASD. It is vital to conduct a literature review on rsEEG and rsEEG 
biomarkers in ASD in order to identify potential methodological considerations 
and clinical confounders that may influence biomarker development. These 
factors then need to be rigorously evaluated in the proposed biomarker. 
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4.  TOWARDS NEXT-GENERATION RESTING STATE EEG BIOMARKERS FOR  
AUTISM SPECTRUM DISORDER 
4.1. Introduction 
EEG has been used for almost a century to identify electrophysiological changes at 
the scalp in humans (Sanei and Chambers, 2007). Clinical ‘reading’ of multi-
channel EEGs is typically done by expert clinicians and neurophysiologists. Some 
attempts have been made to quantify and computerise EEG signals, typically 
through graphic representation of single-channel recordings, showing frequency 
analysis, hemispheric patterns and so on (Sanei and Chambers, 2007). These 
‘traditional’ methods have not always been welcomed in clinical settings, and have 
many methodological limitations.  
Event-related potentials (ERPs) have been used in research settings for a few 
decades now, but with no clear translation into clinical settings. In recent years 
there has been a resurgence of interest in resting state EEG (rsEEG) signals as 
‘data’ for biomarker development to guide diagnosis, predict developmental 
outcomes and monitor treatment response in neurodevelopmental disorders such 
as ASD (Jeste et al., 2015). However, EEG data are nonlinear, dynamic and 
complex, comprise multiple channels, and have high dimensionality. The move 
towards ‘next-generation whole-brain’ EEG analysis therefore requires complex 
signal processing and mathematical modelling in the context of many clinical 
variables. 
In a recent review, Jeste et al. (2015) highlighted the heterogeneity of 
neurodevelopmental disorders such as attention deficit hyperactivity disorder and 
ASD, but suggested that continuous EEG measures, for instance, spectral power, 
coherence and complexity analysis, may be able to identify those at risk of 
neurodevelopmental disorders, help to diagnose disorders, capture clinically-
meaningful subgroups within the broad diagnostic boundaries of such disorders, 
and combine with other variables to act as biomarkers for treatment response 
(Jeste et al., 2015). 
In spite of the potential for EEG to produce meaningful biomarkers, there are 
many limitations to existing ‘traditional’ EEG biomarker analysis and numerous 
clinical confounders that may influence identification of methodologically robust, 
and clinically meaningful ‘next-generation’ biomarkers. Here we provide a review 
of the current state of resting state EEG (rsEEG) biomarkers in ASD to draw 
attention to methodological and clinical considerations for biomarker 
development. 
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4.2. From traditional to next-generation EEG analysis methods 
To date, no clear distinction has been made between commonly used quantitative 
EEG (qEEG) measures and more contemporary biomarker methodologies. 
Differences between the two main groups are outlined below and shown in 
Figure 4.1.   
 
 
Figure 4.1: Distinction between traditional qEEG measures and  
next-generation EEG biomarkers 
Traditional EEG analysis methods are linear and rely on Fourier analysis to 
transform the data into the frequency domain and decompose the data into their 
constituent frequency bands (delta, theta, alpha, beta and gamma). Absolute 
power, relative power and coherence measures are then used to quantify the EEG 
(Blinowska and Żygierewicz, 2012). Absolute power reflects the amount of EEG 
activity in a specific frequency band, whereas relative power reflects the amount 
of EEG activity in a specific frequency band divided by the amount of activity in all 
frequency bands (Wang et al., 2013). Coherence provides a measure of the degree 
of synchronisation between two EEG signals, on a frequency basis. Fundamental 
to these traditional analysis methods are the assumptions that EEG signals are 
inherently stochastic and stationary (Blinowska and Żygierewicz, 2012). 
Wang et al. (Wang et al., 2013) conducted a review of rsEEG abnormalities in ASD, 
with the primary focus on Fourier analysis. The authors identified a U-shaped 
profile of EEG abnormalities, indicating excessive power at the delta and theta 
(lower) frequency bands, reduced power in the alpha (middle) frequency band, 
and excessive power in the beta and gamma (higher) frequency bands in those 
with ASD. Secondly, the review identified enhanced power in the left hemisphere 
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of the brain in ASD subjects, compared with the right hemisphere, noted across all 
EEG frequency bands. Thirdly, overall local overconnectivity and long-range 
underconnectivity was observed, with the conclusion of abnormal functional 
connectivity. The review by Wang et al. (Wang et al., 2013) offers further detail.  
EEG signals are rich in information relating to the structure of neural networks in 
the brain, due to their nonlinear, dynamic and complex nature (Natarajan et al., 
2004; Acharya et al., 2011; Bosl et al., 2011). Apart from the traditional qEEG 
methods, EEG biomarkers include methods in time series analysis that are able to 
account for the nonstationary, nonlinear and complex nature of EEG signals, and 
incorporate machine learning and data-driven strategies. The resulting features of 
these ‘next-generation’ methods are often difficult to visualise and interpret, but 
may be more dynamic and flexible to predict diagnostic outcomes, define 
subgroups, and track treatment responses more accurately than traditional qEEG 
measures. Three primary methodological approaches to rsEEG biomarker 
development for early detection of ASD risk have been described to date: modified 
multiscale entropy (MME) (Bosl et al., 2011), coherence analysis (CA) (Duffy and 
Als, 2012), and recurrence quantification analysis (RQA) (Pistorius et al., 2013).  
Automated EEG signal processing takes place across four steps as shown in 
Figure 4.2. Data acquisition entails the recording and storage of EEG signals from 
subject groups. Preprocessing entails the removal of artefacts or contaminants 
(i.e. undesirable potentials of physiological or non-physiological origin) from the 
EEG signals. Feature extraction entails the extraction of characteristic information 
(termed ‘features’) from the signals to be used as predictor variables. In the final 
step (classification), pattern recognition is used to predict the class/group 
outcome of the input features. Below we will summarise the three rsEEG 
biomarker methods across the signal processing pipeline, before comparing their 
strengths and weaknesses.  
 
Figure 4.2: A typical signal processing pipeline 
 
4.3. Comparison of three next-generation rsEEG methods 
4.3.1. Background 
Bosl et al. (2011) investigated EEG complexity through a measure of entropy, 
reflecting the irregularity or unpredictability of a system, and found decreased EEG 
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complexity in infants at high risk for ASD (HRA) – defined as having an older sibling 
with ASD – versus typically developing (TD) infants. Duffy and Als (2012) 
investigated functional connectivity and found reduced short-distance and both 
reduced and increased long-distance coherences in the ASD group when 
compared to the TD group. The methodology followed by Pistorius et al. (2013) 
implemented recurrence analysis, which accounts for the complex, nonlinear, and 
dynamical nature of the brain (Schinkel et al., 2008; Frilot et al., 2015). The RQA 
features yielded information relating to the complexity and determinism 
associated with the neural dynamics of each individual across all EEG electrodes, 
enabling ASD or TD group membership prediction.  
The three different biomarker methodologies are outlined in Figure 4.3 
(abbreviations: DFA = discriminant function analysis; EC = eyes-closed; EO = eyes-
open; F = female; kNN = k-nearest neighbours; LDA = linear discriminant analysis; 
M = male; PCA = principal component analysis; SVM = support vector machine).   
 
 
Figure 4.3: A methodological comparison of the three next-generation  
rsEEG biomarkers 
 
4.3.2. Data acquisition 
Two important considerations stand out in this stage: subject diagnosis and 
sample size. The study by Bosl et al. (2011) investigated infants at high risk of 
autism, rather than infants with a confirmed diagnosis of ASD. In contrast, the data 
acquired by the other two studies used participants with confirmed clinical 
diagnoses. The Bosl et al. (2011) biomarker thus needs to be evaluated in a follow-
up investigation that incorporates the formal diagnoses of subjects. The three 
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studies had very different sample sizes. Even though the RQA biomarker showed 
good sensitivity/specificity, the small sample size clearly suggests the need for 
larger-scale replication.  
4.3.3. Data preprocessing 
The principal objective of the signal preprocessing stage is to enhance the signal-
to-noise ratio of the signals before feature extraction is performed. Artefact 
handling is an essential step in EEG data preprocessing. This can be done by 
applying artefact avoidance, artefact rejection, or artefact correction strategies 
(see Croft and Barry 2000; 2002; Fatourechi et al. 2007; for further detail on each 
strategy). Bosl et al. (2011) and Duffy and Als (2012) appear to have selected 
artefact-free segments by rejecting artefact contaminated segments, whilst 
Pistorius et al. (2013) implemented a method of ‘linear combination and 
regression’. This entailed the estimation of the proportion of electro-oculographic 
(EOG) activity that contaminated each EEG channel through backward 
propagation, and the subsequent subtraction of this artefact contribution from 
each respective EEG channel (Croft and Barry 2002; Fatourechi et al. 2007).  This 
method is associated with the potential loss of significant EEG data, but allows a 
fast and automated method for selection of artefact-corrected segments.  
Independent component analysis (ICA), a blind source separation technique, may 
be more suitable for artefact correction, however, the implementation thereof 
requires expert knowledge for the identification of the relevant artefactual 
components. For reliable execution of this method, a specific minimum amount of 
data is required. Delorme and Makeig (2004) recommended that the number of 
data samples exceed at least a few times the square of the number of EEG 
channels utilised.  
4.3.4. Feature extraction 
All four steps in the signal processing pipeline indicated in Figure 4.2 are 
important, but in many respects feature extraction is the most complicated, and 
therefore most critical step. One of the reasons for this is the fact that we do not 
know what types of features would best represent the underlying physiological 
phenomena, i.e. we do not know how the brain activity of individuals with ASD 
and TD may differ. The selection of a suitable EEG feature extraction method 
depends on the nature of the data – be it stochastic or deterministic, linear or 
nonlinear, stationary or nonstationary – and whether one wishes to implement a 
univariate or multivariate approach. 
Duffy and Als (2012) employed a linear, univariate qEEG measure (coherence 
analysis) which is based on the assumption that the EEG data remain stationary 
(Tong and Thakor, 2009). Stationarity necessitates that measured properties of 
the data do not change over time (Nunez and Srinivasan, 2006). A concession to 
the requirement of stationarity has been made in that segments of EEG data, 
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10 seconds or less in duration, captured under constant conditions, are assumed 
quasi-stationary for the purposes of an investigation (Blinowska and Żygierewicz, 
2012). This assumption is, however, difficult to confirm experimentally as the state 
of an individual’s brain is constantly changing between different stages of sleep, 
eyes closed resting, eyes open resting, actively alert, a state of complex mental 
computing or concentration, for instance (Nunez and Srinivasan, 2006). Time-
frequency analysis, such as the short-time Fourier transform, has been developed 
to overcome this stationarity limitation (Bravi et al., 2011), but is associated with 
a time-frequency resolution trade-off (Semmlow, 2009). Long EEG segments, 
typically minutes in length, are required in order to obtain reliable coherence 
estimates (Duffy et al., 2013). A trade-off thus exists between segment length and 
stationarity – the segment must be sufficiently long to yield good frequency 
resolution, but also sufficiently short to satisfy the assumption of stationarity 
(Pereda et al., 2005).  
Coherence values provide an estimate of the amount of variance in one channel 
that may be explained by a linear transformation of the other channel (Nunez and 
Srinivasan, 2006). These values do not imply that a linear relationship exists in the 
underlying EEG dynamics; they only suggest that the underlying dynamics may be 
accounted for by a linear method (Nunez and Srinivasan, 2006). Blinowska and 
Żygierewicz (2012) emphasised that many systems with underlying nonlinear 
dynamics may exhibit an overall linear type of behaviour. Linear techniques may, 
however, fail in detecting nonlinear interdependencies, in which case nonlinear 
techniques such as mutual information, nonlinear correlation coefficients, 
nonlinear Granger causality and state space measures may prove useful (Pereda 
et al., 2005; Stam, 2005; Tong and Thakor, 2009). Bosl et al. (2011) showed that 
20 second epochs of spontaneous resting state EEG are nonlinear, utilising the 
time irreversibility index. Nonlinear techniques, in comparison with their linear 
counterparts, generally exhibit the advantage of being less reliant upon the 
condition of stationarity, but also have the downfall of being less robust against 
noise (Pereda et al., 2005).  
The implementation of multivariate coherence estimation techniques, instead of 
only pairwise analysis of bivariate signals, has also been recommended in order to 
account for the complete covariance structure present in multichannel EEG 
recordings (Pereda et al., 2005; Blinowska and Żygierewicz, 2012).  
Bosl et al. (2011) and Pistorius et al. (2013) investigated the application of 
nonlinear time series analysis techniques. The MME feature vector (the proposed 
biomarker by Bosl et al.) was extracted using a univariate technique, i.e. these 
features were computed for each EEG channel on an individual basis. It is 
anticipated that features extracted using a multivariate feature extraction 
technique, i.e. from all EEG channels combined, will provide information relating 
to the system as a whole and will enable the extraction of more informative 
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features that would enable better group discrimination. RQA is considered a 
robust technique for quantifying EEG dynamics as it is capable of univariate or 
multivariate (i.e. single or multichannel EEG) time series analysis, can reliably 
analyse short and non-stationary segments, and can be applied to linear or 
nonlinear data (Marwan et al., 2007; Acharya et al., 2011; Blinowska and 
Żygierewicz, 2012; Frilot et al., 2015). The inherent ability of RQA to perform 
multivariate analysis enables a global approach to be taken that may allow one to 
detect underlying complex patterns within the data that may go undetected when 
employing univariate techniques, as in the cases of MME (Bosl et al., 2011) and CA 
feature extraction (Duffy and Als, 2012; Duffy et al., 2013).  
4.3.5. Classification 
The identification of a classification model is fairly straightforward. In this context 
a state-of-the-art supervised learning approach can be used, such as support 
vector machines (SVMs) or random forests (RFs) that can reliably deal with sparse 
data (high dimensional input vectors). The classification performance achieved will 
depend on the discriminative nature of the features, the selection of the optimal 
feature set, the choice of classifier implemented and the optimal selection of 
classifier parameters. Another important factor to consider is the curse-of-
dimensionality. As the dimensionality of the feature vector (or feature space) 
increases, the number of training samples required to adequately represent the 
respective classes within the data also increases significantly (Lotte et al., 2007). 
Lotte et al. (2007) recommended the use of at least five to ten times as many 
training samples per class as the intrinsic dimensionality of the feature vector. Bosl 
et al. (2011) generated a total of 192 features per time scale, i.e. 192 features x 20 
time scales = 3 840 features per subject; Duffy and Als (2012) generated 4 416 
features per subject, the dimensionality of the feature space is then reduced using 
PCA; Pistorius et al. (2013) extracted 10 features per subject and then employed 
ANOVA feature inspection to reduce the feature set to retain only significant 
features that are able to distinguish ASD and TD classes irrespective of the training 
data set implemented. The identification of a subset of features that contains the 
most discriminatory information for the classification task at hand is an essential 
step preceding classifier training. The smaller the feature set to be classified, the 
lower the complexity of the computational burden, which in turn may lead to 
improved classification performance (Tanaka et al., 2006).  
As outlined above, the three next-generation biomarker studies described to date 
in ASD have mixed strengths and weaknesses across the signal processing pipeline, 
from data acquisition, preprocessing and feature extraction to classification. To 
date, no head-to-head comparison of these methods has been performed, and a 
definite conclusion about preference of one method over another is therefore not 
possible, but all three provide an advance from traditional qEEG methods. 
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4.4. Clinical challenges in development of rsEEG biomarkers for ASD 
4.4.1. Background 
Scrutiny of the three potential biomarker methods reported to date suggests that 
binary categorical classification of individuals at high risk for ASD (screening), and 
differentiation between ASD and typically developing individuals (diagnostic 
classification) as proposed by Jeste et al. (2015) may be possible. However, many 
signal processing and analytical methods remain to be explored. These methods 
may also be refined by incorporating multivariate variables that may lead to 
identification of clinically-meaningful subgroups or novel next-generation 
biomarkers to monitor treatment. 
Apart from the not insignificant computational challenges to rsEEG in ASD as 
outlined above, there is also a range of clinical considerations relating to 
biomarker development that have remained largely unexplored in the context of 
ASD. To date, all ASD biomarker studies compared data of individuals with non-
syndromal ASD to typically developing individuals, and no studies have examined 
biomarkers for ASD in relation to other neurodevelopmental disorders, for 
instance whether ASD can be differentiated from language disorders or from 
intellectual disability without ASD. To our knowledge, no studies have investigated 
whether rsEEG can be used to perform categorical classification of ASD in 
individuals with syndromal ASD, such as Fragile X or Tuberous Sclerosis Complex 
(TSC) where all individuals will have neurodevelopmental aberrations, but only 
some will have features of ASD. This is an important consideration given that a 
clinically useful biomarker should be able to do more than just differentiate 
between ‘typical’ and ‘atypical’. 
Peters et al. (2013) conducted a graph theoretical study of EEG connectivity 
measures in idiopathic (i.e. non-syndromal) ASD and TSC with and without a 
concurrent diagnosis of ASD, and demonstrated decreased functional connectivity 
in both instances. A summary data-cloud plot of graph features, increased 
resilience for ASD versus altered network topology for TSC, revealed partial 
overlap between ASD, TSC, TSC+ASD and control groups, but they did not proceed 
to a classification step. That is, while the study was able to identify group-based 
differences, the study did not attempt to classify individual cases as ‘ASD’, ‘TSC’, 
‘TSC+ASD’ or ‘control’. This classification step would be the key clinically 
meaningful contribution of a potential biomarker.  
There is clear literature that has shown traditional qEEG methods to be sensitive 
to a range of sociodemographic, technical and other clinical factors, including age, 
gender, socio-economic status (SES), comorbidity, the use of medication, eyes-
open versus eyes-closed condition, the number and location of electrodes, and 
test-retest reliability. Supporting evidence for the effects of these factors on EEG 
arise predominantly from the study of healthy subjects. No investigations of these 
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factors in ASD subjects have been reported in the literature to date, except for the 
analysis of eyes-open versus eyes-closed in adults with ASD (Mathewson et al., 
2012). Below we briefly discuss the evidence for these clinical and demographic 
confounders described to date (see Figure 4.4; abbreviations: EC = eyes-closed; 
EO = eyes-open; SES = socio-economic status; δ = delta activity; θ = theta activity; 
α = alpha activity; β = beta activity; ↑ = increase; ↓ = decrease). Empirical studies 
are required to determine whether next-generation rsEEG biomarkers will be 
sensitive to a similar range of factors. 
 
 
Figure 4.4: Factors that may influence rsEEG biomarkers 
 
4.4.2. Age 
The standard observation in healthy individuals is age-related decreases in delta 
and theta power, and increases in alpha and beta power (Benninger et al., 1984; 
Gasser et al., 1988; Harmony et al., 1990; Clarke et al., 2001; de Haan, 2007; Cragg 
et al., 2011). The amplitude and latency of the EEG response may be influenced by 
changes in synaptic density, myelination, skull thickness and other physical 
maturational processes (de Boer et al., 2007). The alpha rhythm is often utilised 
as an indicator for maturation. A TD child develops an 8 Hz alpha rhythm around 
the age of three years (Marshall et al., 2002; Tatum et al., 2008; Bucci et al., 2011; 
Krauss et al., 2011). The mean dominant frequency of the alpha rhythm gradually 
increases to approximately 10 Hz, from the age of 10 years through adulthood 
(Katada et al., 1981; Marcuse et al., 2008; Bucci et al., 2011; Cragg et al., 2011). In 
healthy elderly subjects, alpha activity may decrease up to one Hz every 10 years 
after the age of 50 years, but always remains above 8 Hz, even beyond the age of 
100 years (Matousek et al., 1967; Bucci et al., 2011).  
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4.4.3. Gender 
Various studies in TD populations report gender differences in structural brain 
development (McCarthy et al., 2012; Koolschijn and Crone, 2013). Differences are 
also evident in EEG – the most common finding is earlier EEG maturation in males, 
which is commonly reflected by increased alpha and reduced delta or theta power 
in males during childhood (Matthis et al., 1980; Benninger et al., 1984; Harmony 
et al., 1990; Clarke et al., 2001; Cragg et al., 2011). EEG maturation of females 
occurs at a higher rate during adolescence, bridging the age-related 
developmental gap between males and females at a later stage (Benninger et al., 
1984). A high male-to-female ratio in ASD prevalence is consistently noted 
throughout literature, typically in the range of 3:1 to 4:1 (Tuchman and Rapin, 
2002; Fingelkurts et al., 2006; Hughes, 2009; Ozonoff et al., 2011; Elsabbagh et al., 
2012; Woolfenden et al., 2012; CDC 2014). Variations in reports of this ratio may 
be due to differences in the level of functioning of the sample populations and the 
sampling characteristics (Webb et al., 2015), but nevertheless remains an 
important potential covariate or confounder in rsEEG studies.  
4.4.4. Socio-economic status 
Children from families with low SES (i.e. having a very low income, low educational 
level and/or unemployment) revealed a maturational lag in comparison with 
children from families with a high SES – this is suggested by the increased absolute 
power and a higher percentage of delta and lower percentage of alpha in the EEG 
response of children from a low SES (Harmony et al., 1990).  
4.4.5. Genetic and neurodevelopmental comorbidity 
No rsEEG studies to date have investigated ASD in relation to the presence of co-
occurring developmental, psychiatric, medical and neurological disorders. It 
remains to be determined whether rsEEG may be useful in, for instance, 
distinguishing ASD from language disorders or from intellectual disability without 
ASD.  
4.4.6. Medication 
No data about the effect of medication on rsEEG signals in ASD have been 
identified in the literature to date. Most studies to date have enforced strict 
criteria in their study protocols to exclude potential participants who were taking 
medication at the time of the study; some studies, however, only prohibited the 
use of medication a few hours in advance of an EEG recording. The general 
expectation is that anticonvulsant and psychotropic medications which affect 
cognitive functioning may affect the EEG response. For further detail on the likely 
effects of central nervous system drugs on EEG, see Centorrino et al. (2002),  Mucci 
et al. (2006), Bauer and Bauer (2011), and Bucci et al. (2011). Interestingly, Landolt 
et al. (2004) found that even caffeine (relative to placebo) altered traditional EEG 
parameters, including reduced sleepiness and theta activity during a wakeful 
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state, significant reduction in the EEG power in the 0.75 – 2.0 Hz band, and 
enhanced power in the 11.25 – 20.0 Hz range. 
4.4.7. Eyes-open versus eyes-closed recording 
Resting state EEG spectral measures computed during eyes-open (EO) versus eyes-
closed (EC) conditions result in different powers and topographies (Barry et al., 
2007). A decrease of global alpha activity with visual stimulation, when reverting 
to the EO condition, has been found in healthy children and adults (Barry et al., 
2007; 2009). Mathewson et al. (2012) investigated regional EEG alpha power and 
coherence in adults with ASD during EO and EC resting state conditions and 
discovered that during the EC condition, the ASD and control groups showed no 
difference in alpha power or coherence, but during the EO condition the ASD 
group revealed less occipital alpha suppression. There are no studies that 
investigated EEG differences between EO and EC conditions in children with ASD 
(Wang et al., 2013). 
4.4.8. Number and location of electrodes 
Standard clinical low-density EEG systems comprise 19 channels, with electrode 
placement according to the international 10-20 system (Sörnmo and Laguna, 
2005). Dense array EEG systems (comprising 64, 128 or 256 channels) were 
developed to enhance the spatial resolution, thereby enabling source localisation 
of, for instance, epileptiform discharges (Lantz et al., 2003; Holmes, 2008; Hassan 
et al., 2014). Dense array systems are ideal for researchers attempting to solve the 
‘inverse-problem’, i.e. to construct an accurate three-dimensional brain network 
representation of the origin of EEG signals from two-dimensional information 
obtained through scalp recordings. If source localisation is not the primary goal of 
an investigation, the standard 19 channel configuration, or perhaps even fewer 
channels, may be sufficient. A practical consideration when attempting to develop 
a low-cost EEG screening tool would be to keep the number of electrodes required 
to a minimum – the fewer the number of electrodes, the cheaper the equipment 
cost and associated processing power requirements. Further benefits may include 
reduction in preparation time, easier application with infants and individuals with 
tactile sensitivity on their heads, less technician time required, higher patient 
throughput in the clinic, and reduced costs of consumables, replacement 
electrodes and maintenance.  
4.4.9. Test-retest reliability 
Variability in EEG recordings can be controlled to some extent by ensuring that the 
experimental conditions, level of vigilance, use or non-use of medication, amongst 
other factors, remain the same. A large body of literature on test-retest reliability 
of rsEEG and ERP data is available (Benninger et al., 1984; Gasser et al., 1985; 1987; 
Oken and Chiappa, 1988; Pollock et al., 1991; Salinsky et al., 1991; Burgess and 
Gruzelier, 1993; Kondacs and Szabó, 1999; McEvoy et al., 2000; Maltez et al., 2004; 
Williams et al., 2005; Chan and Leung, 2006; Fingelkurts et al., 2006; Corsi-Cabrera 
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et al., 2007; Gudmundsson et al., 2007; Näpflin et al., 2007). McEvoy et al. (2000) 
demonstrated, in a sample of healthy adults, that certain components of the EEG 
are sensitive to task difficulty and changes in an individual’s cognitive state. 
Reliability estimates in this study were based solely on theta and alpha measures 
captured from midline channels Fz and Pz. A higher reliability (using the Pearson 
correlation coefficient, r) was obtained during task-related recordings of r > 0.9 
during a working memory task and r > 0.8 during a psychomotor vigilance task, as 
opposed to r > 0.7 during the resting state condition. Task-compliance is 
considered to impose a more uniform level of alertness and mentation on the 
individual, imposing a more stabilising effect on the EEG (McEvoy et al., 2000). To 
put a test-retest reliability value of 0.7 for rsEEG into perspective – the reliability 
of neuropsychological measures implemented in practice and considered to be 
relatively reliable range from 0.7 – 0.9 (Dikmen et al., 1999; Williams et al., 2005; 
Sbordone et al., 2007; Calamia et al., 2013). 
4.5. Conclusions 
The brain is a complex dynamic system that provides a snapshot of its functioning 
through its EEG signature. Ongoing advances in experimental design, equipment 
specifications, and data processing techniques may enable us to extract important 
physiological information from this signature that can be used to develop next-
generation biomarkers and computer-based screening tools to identify infants, 
children and adults at risk of a range of neurodevelopmental disorders, such as 
ASD. Theoretically, these tools may have a clinical application as ‘screening’ tools 
for those at risk, as ‘monitoring’ tools for progress during interventions, or to 
identify ‘subtypes’ of individuals. 
We propose that the advances in EEG analysis may be akin to the developments 
seen in neuroimaging, where we moved from visual inspection of a brain scan, to 
region-of-interest computational analysis, and now whole-brain computational 
analysis. In spite of the progress towards development of potential biomarkers for 
ASD, this review highlighted a number of analytical and clinical methodological 
factors that require significant further exploration before any of these theoretical 
approaches can be translated into a clinical setting. Future directions for 
electrophysiological biomarker research will require that factors such as age, 
gender, SES, comorbidity, the use of medication, eyes-open versus eyes-closed 
condition, the number and location of electrodes, and test-retest reliability be 
investigated in both normative, at-risk and affected populations. The sensitivity 
and specificity of proposed biomarkers need to be established before considering 
their implementation in clinical practice for evaluation of risk at an individual level.  
It may also be important and helpful to do a head-to-head comparison of the three 
existing next-generation methods to generate empirical evidence for their 
respective strengths and weaknesses. Such careful signal processing approaches 
may lead to improved, more robust biomarkers for ASD.
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5.  STUDY 1: CAN RECURRENCE QUANTIFICATION ANALYSIS DISTINGUISH         
INDIVIDUALS WITH AUTISM SPECTRUM DISORDER FROM TYPICALLY 
DEVELOPING INDIVIDUALS? 
5.1. Introduction 
As outlined in section 1.9, the primary hypothesis of this research is that RQA of 
rsEEG provides a sensitive and specific differentiation of ASD and TD. The findings 
from the proof-of-principle study demonstrated acceptable sensitivity and 
specificity for the RQA biomarker. However, the small sample size clearly 
suggested the need for larger-scale replication. The review in Chapter 4 addressed 
further methodological and clinical considerations: the need to investigate the use 
of ICA as a better artefact handling strategy, the use of state-of-the-art classifiers 
such as SVMs, and the need to investigate potential clinical and socio-
demographic confounders or covariates, such as age, gender and intellectual 
disability. This replication study set out to address these considerations. The 
chapter will start out with method implementation, followed by results, discussion 
and conclusions. An overview of the signal processing pipeline for the replication 
methodology is presented in Figure 5.1. 
 
 
Figure 5.1: Replication methodology 
5.2. Method implementation 
5.2.1. Data acquisition 
5.2.1.1. Subjects 
De-identified rsEEG data were obtained from Boston Children’s Hospital, Harvard 
Medical School, Boston, USA. These data were a clinical collection of EEG’s for a 
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protocol titled, “Risk factors for poor outcome in tuberous sclerosis”. IRB/ethics 
approval at the host institute included a ‘waiver of consent’ to allow sharing of 
data with collaborators without seeking further consent from participants. 
Participants therefore consented to ‘de-identified’ data being used. Data 
collection and analysis for this study had already been completed, and results 
were published by Peters et al. (2013). Ethics approval for the secondary analysis 
of this data was obtained from both Tygerberg Health Research Ethics Committee 
(reference # S14/06/128) and the University of Cape Town Human Research Ethics 
Committee (reference # 865/2014).  
The data set comprised de-identified rsEEG from the following participant groups: 
16 non-syndromal ASD (denoted ASD in this study), aged 2 – 6 years, 46 TD, aged 
0 – 18 years, 14 TSC with a concurrent diagnosis of ASD (denoted TSC+ASD in this 
study), aged 0 – 26 years, and 29 TSC without ASD (denoted TSC-ASD in this study), 
aged 0 – 24 years. Age and gender information was available for all subjects, and 
intellectual level for some subjects. Almost all TSC with or without ASD subjects 
had a history of epilepsy.   
ASD (i.e. non-syndromal ASD) subjects were recruited from the Early Childhood 
Partial Hospitalization Program (ECPHP) via the Center for Autism Research and 
Treatment, Semel Institute, University of California, Los Angeles (UCLA), USA 
(Peters et al., 2013). The ECPHP provides an intensive, multidisciplinary, and highly 
specialised intervention program for children, aged two to five years old. ASD 
diagnoses were made by board-certified paediatric neurologists using the 
Diagnostic and Statistical Manual (DSM-IV-TR), and in most cases included an 
Autism Diagnostic Observation Schedule (ADOS), which was performed by clinical 
or research ADOS certified specialists (Peters et al., 2013).  
TD subjects were selected from the general neurology clinic at Boston Children’s 
Hospital. Subjects who had been referred for a single clinical event of moderate-
to-low suspicion for epilepsy (for instance, syncope, tics, behavioural outbursts, 
headache, and prominent startle), but who showed normal neurological 
development for age, had a normal physical examination, had a normal EEG during 
wakefulness and sleep, and had a clinical follow-up of at least one month to 
confirm the trivial nature of the EEG referral, were included as control subjects 
(Peters et al., 2013).  
TSC subjects were identified from the Boston Children’s Hospital Multidisciplinary 
Tuberous Sclerosis Program (Peters et al., 2013). These subjects were diagnosed 
using clinical criteria from the Tuberous Sclerosis Consensus Conference (Roach et 
al., 1998; Northrup and Krueger, 2013). Genetic tests were also performed at 
Athena Diagnostics (Worcester, MA, USA) or Boston University School of Medicine 
Center for Human Genomics (Boston, MA, USA) to confirm diagnoses; these tests 
included TSC1 and TSC2 gene sequencing and micro-deletion analysis (Peters et 
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al., 2013). ASD diagnoses in participants with TSC was confirmed as described for 
non-syndromal ASD participants.  
All available clinical, research and neuro-psychological data were reviewed on a 
case by case basis by a paediatric neurologist to identify those with moderate to 
severe intellectual disability. The level of intellectual disability was categorised as 
none, mild, severe, or unknown. 
5.2.1.2. EEG data description  
Study 1 comprised 16 ASD and 46 TD subjects, with a total of 62 subjects. This 
group is referred to throughout the thesis as the ‘full sample’. EEG records were 
collected retrospectively from either routine clinical EEG recordings or long-term 
EEG monitoring with video. Different systems were used to record the EEGs. Data 
from Boston Children’s Hospital were recorded using either a Biologic recording 
system, 256 – 512 Hz sampling rate, 0.1 – 100 Hz band pass range, or a Natus 
Neuroworks system, 200 Hz sampling rate, 0.1 – 100 Hz band pass range. Data 
from UCLA were collected using a 128 Hydrocel Geodesic Sensor Net System (EGI, 
Inc.), and NetAmps Amplifiers and NetStation software, 250 Hz sampling rate, and 
digitised with a National Instruments Board (12 bit). All EEG systems used the 10-
20 system for electrode placement.  
5.2.2. Preprocessing 
All raw EEG data were pruned, notch filtered at 60 Hz, resampled to 200 Hz and 
spatially down-sampled to the standard clinical 19 electrodes, (Fp1, F7, T7, P7,
O1, F3, C3, P3, Fz, Cz, Pz, F4, C4, P4, Fp2, F8, T8, P8, O2), where relevant. Note 
that channels Fp1 and Fp2 were excluded from further analysis as they primarily 
contain ocular artefact information, a total of 17 EEG channels were thus used in 
this multivariate analysis. An average reference was created using the BESA 
Research 3.5 software package. EEGLAB (Delorme and Makeig, 2004) was used to 
filter the data, using an FIR filter, 1 – 70 Hz. A paediatric neurologist inspected the 
data, manually rejected artefact-ridden epochs, and selected awake task-free 
data, of minimum two minutes in length (Peters et al., 2013). Muscle 
contaminated epochs were rejected where possible. Ocular artefact correction, to 
remove eye blinks and lateral eye movements, had been performed by the 
paediatric neurologist using ICA and EEGLAB (Peters et al., 2013). The next step 
was to extract all available continuous 5 second segments per subject.  
5.2.3. Feature extraction 
5.2.3.1. Overview of method changes from proof-of-principle study 
A slightly different approach was followed in studies 1, 2 and 3, as opposed to the 
proof-of-principle study methodology. A 10-fold cross-validation approach was 
used in order to enable the optimisation of the embedding lag, percentage 
variance to retain (PVR) and neighbourhood size parameters, where after the 
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‘leave-one-subject-out’ approach was followed to validate the cross-validation 
classification performance results and to simulate the expected outcome when 
diagnosing a new and completely unseen subject. For the cross-validation 
approach a total of 10 training and 10 test data sets were created. Each training 
and test data set comprised a random selection of 70% training data and 30% test 
data from each subject. Training and test data were then standardised as required.    
Cross-validation of the 
full sample, then 
subsample and then 
matched sample was 
done, as illustrated in 
Figure 5.2. The full 
sample comprised a 
total of 62 subjects: 
16 ASD subjects aged 
2 – 6 years and 46 TD 
subjects aged 0 – 18 
years. In the subsample 
the age range was 
restricted to all subjects 
younger than 6 years, 
comprising a total of 35 
subjects: 16 ASD 
subjects aged 2 – 6 years 
and 19 TD subjects aged 
0 – 6 years. In the 
matched sample all 
subjects were matched 
for age, gender and 
intellectual ability where 
possible. This sample 
comprised a total of 
14 subjects: 7 ASD and 7 TD. A leave-one-subject-out approach was then followed 
on the matched sample (creating 14 training and 14 test data sets) and on the full 
sample (creating 62 training and 62 test data sets) with the identified optimal 
parameters and optimal feature set, completing the progress loop in Figure 5.2. 
The reasons for this progress from full to matched to full sample again, also listed 
in Figure 5.2, will be made clear in the results section of this chapter. 
5.2.3.2. Optimal parameter identification 
Multivariate embedding was implemented using the 17 EEG channels, using the 
same procedure described in section 3.2.3.1 for the proof-of-principle study. A 
Figure 5.2: Progress loop of sample population 
analysis 
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multi-channel lagged trajectory matrix was created per segment per subject. All 
available continuous 5 second segments per subject were used. For each segment, 
each column was embedded separately with the same lag and dimension and then 
all columns were horizontally concatenated to form the multi-channel lagged 
trajectory matrix. All of these matrices for the training data were then vertically 
concatenated into one overall embedded training data matrix; the same was done 
for the test data. 
The optimal embedding lag was heuristically determined per channel as the first 
minimum of the average mutual information index, using the Quick-Ident MATLAB 
toolbox (Barnard and Aldrich, 2002). Lag values ranging from 15 to 25 were 
obtained per channel. The corresponding optimal embedding dimension for each 
channel was computed using the 𝐹𝑁𝑁 method incorporated in the Quick-Ident 
MATLAB toolbox (Barnard and Aldrich, 2002). Given the good performance 
achieved in the proof-of-principle study using a lag of 1 and dimension of 10, a 
decision was made to evaluate the biomarker for a range of possible lag values: 
1, 5, 10, 15, 20 and 25. 
PCA was then performed on the overall embedded training and test matrices, as 
described in section 3.2.3.2. In order to test the sensitivity of the PVR parameter, 
a decision was made to evaluate a range of possible PVR values: 10%, 20%, 30%, 
40%, 50%, 60%, 70%, 75%, 80%, 85%, 90%, 95%, and 100%.  
RQA features were extracted as described in section 3.2.3.3. The initial estimate 
of the neighbourhood size was 3.0, taking into account literature guidelines 
(section 2.4.10) and visual inspection of the recurrence plots. Different feature set 
options were investigated: feature set 1 comprising all statistically significant RQA 
features, and feature set 2 comprising all statistically significant RQA and 
demographic features (including age, gender and intellectual ability where 
relevant). Statistical significance of features was determined using the 
Kolmogorov-Smirnoff and Wilcoxon rank sum tests (for distribution and shape) on 
the training data features. 
Both feature sets were computed and classified for all possible combinations of 
embedding lag and PVR parameters, using an embedding dimension of 10 and 
neighbourhood size of 3.0. The combination of lag and PVR parameters that 
yielded the best classification performance on feature set 1 was used as the 
optimal set. The next step was to determine the optimal neighbourhood size. 
Using the optimal lag and PVR, feature set 1 was computed and classified for all 
possible neighbourhood size values: 2.0 to 4.0 in intervals of 0.1. The 
neighbourhood size which yielded the best classification performance was 
regarded as optimal. A type of wrapper algorithm approach was thus implemented 
to evaluate the sensitivity of the lag, PVR and neighbourhood size parameters by 
monitoring the classification performance achieved. This was used to identify the 
optimal parameter set. This approach is illustrated in Figure 5.1. The data 
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randomly assigned to cross-validation run 1 was used to identify the optimal 
parameter and feature sets.  
5.2.3.3. Optimal feature set identification  
Once the optimal lag, PVR and neighbourhood size parameter set had been 
established, the classification results for a specific run were carefully inspected to 
determine the effect of adding the demographic features one by one, or in 
combination. Only age and gender could be evaluated in Study 1, as intellectual 
disability (ID) labels were unavailable for certain ASD subjects; excluding these 
subjects from further analysis would have decreased the sample size. Studies 2 
and 3 investigated age, gender and intellectual ability. The cross-validation 
performance across all 10 runs was then compared for feature sets 1 and 2, in 
order to identify an optimal feature set to use in further analysis. 
Feature shuffle analysis was performed by shuffling the test labels of each feature 
one-by-one, and classifying the full feature set (including the relevant feature with 
the shuffled labels) in each case. All feature test labels were also shuffled at once 
and the full feature set classified. The classification performance achieved with the 
shuffled feature sets was compared to that achieved with the unshuffled full 
feature set in order to establish which features were important and to confirm 
that the features were contributing useful discriminatory information to the 
classifiers for class membership prediction. Furthermore, in an attempt to identify 
the optimal feature set, each feature was classified one-by-one and ranked in 
order of feature importance. The optimal feature set was then determined by 
adding one feature at a time to the set in order of decreasing importance, and 
then monitoring the classification performance achieved with each additional 
feature. Figure 5.1 summarises this approach for optimal feature set identification.   
5.2.4. Classification 
In both cross-validation and leave-one-subject-out classification validation 
analyses, three classifiers, one linear and two nonlinear, were implemented in 
MATLAB: LDA, MLP and SVM. LDA classification was performed using the classify() 
function. A MLP neural network with 9 nodes in one hidden layer and the scaled 
conjugate gradient backpropagation training algorithm was implemented using 
the patternnet(), train(), net(), and confusion() functions. STATISTICA was used to 
test automatically 200 different MLP network configurations – a network with 9 
hidden nodes was found to be optimal. For instance, 6 significant RQA features as 
inputs, 9 nodes in one hidden layer, and 2 output classes, the MLP network 
structure would be denoted a 6-9-2 MLP neural network. SVM with a radial basis 
function kernel was implemented in MATLAB using svmtrain() and svmclassify() 
functions.  
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5.3. Results 
5.3.1. Overview 
The results are presented in sections according to the progress loop in Figure 5.2: 
full sample, subsample, matched sample using the cross-validation approach, 
matched sample using the leave-one-subject-out approach, and full sample using 
the leave-one-subject-out approach. The former two sections focussing on the full 
sample and subsample will present the results for the data distribution, optimal 
parameter set and generalisation performance (accuracy, sensitivity and 
specificity), along with a discussion which will include the motivation for 
progressing to the matched sample. The matched sample analysis using the cross-
validation approach will further include results for the cross-validation 
performance, feature importance analysis, feature space visualisation, 
repeatability analysis and summary of the optimal parameter and feature sets. In 
the leave-one-subject-out approach used for the matched and full samples 
recurrence plots, generalisation performance, repeatability analysis and a 
summary of the optimal parameter and feature sets are discussed. Each of the 
listed five overhead sections end with a discussion of the significance of the 
results. At the end of this chapter an overview discussion and chapter summary is 
presented.  
5.3.2. Full sample 
5.3.2.1. Data distribution 
Figure 5.3 shows (A) age, (B) gender and (C) intellectual disability histograms for 
the full sample of 62 subjects, which comprised 16 ASD and 46 TD subjects. The 
age histogram revealed that the majority of ASD subjects were young, mean age 
4.06 years, and the TD subjects were older, mean age 7.94 years. The gender 
histogram shows a 3:1 male to female ratio in ASD subjects and a ratio of 1:1.4 in 
TD subjects. From the intellectual disability (ID) histogram it is evident that ID may 
be a potential confounder. Differences detected between groups may not 
necessarily be attributed to ASD alone, but could also be due to ID. It was not 
possible to investigate this potential confounder due to the restricted data set – 
subjects could not be matched for level of ID – but this is an important next step 
for future research. 
For each cross-validation run a total of 3388 segments were allocated to training 
data, comprising 220 ASD segments and 3168 TD segments, and a total of 
1414 segments were allocated to test data, comprising 86 ASD segments and 
1328 TD segments. The proportion of ASD and TD segments in the test data 
amounted to 6.1% and 93.9%, respectively. Considering the uneven ratio of ASD 
and TD test segments, confusion may arise with interpretation of the classification 
results.  
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Figure 5.3: (A) Age, (B) gender and (C) intellectual disability prevalence in the  
full sample 
 
5.3.2.2. Optimal parameter set 
Various feature sets (which included all statistically significant RQA features) were 
generated and classified using all possible combinations of embedding lag and PVR 
parameters as described in section 5.2.3.2. The parameter set which yielded the 
highest classification accuracy was a lag of 25 and 22.12 PVR (equivalent to 6 PCs). 
The PVR scale is defined in terms of minimum PVR in order to allow easier 
comparisons to be made between different studies, i.e. in this case 22.12 PVR is 
equivalent to minimum 20 PVR.  
Figure 5.4 (A) illustrates the percentage accuracy versus embedding lag for a 
20 PVR. From this figure, the MLP classifier appears to be robust (independent) 
with respect to the different lag options. LDA and SVM classifiers show an initial 
decrease, followed by an increase and stabilisation in accuracy achieved for lag 
choices of 10, 15, 20, or 25. A lag of 25 yielded the highest accuracies for all 
classifiers: MLP achieved 96.04%, followed by LDA 92.57%, and SVM 88.83%.  
Figure 5.4 (B) illustrates the percentage accuracy versus PVR for a lag of 25. This 
figure reveals a stable pattern for MLP with increasing PVR, whilst the accuracy 
achieved using both LDA and SVM classifiers decreases with increasing PVR up to 
85 PVR. At 90 PVR and 95 PVR an interesting phenomenon is observed: the SVM 
accuracy increases whilst that of LDA continues to decrease. Dong and McAvoy 
(1996) suggest that when PCA is applied to data with inherent nonlinear structure, 
the higher order PCs (which in effect contribute very little variance) may contain 
information essential to the representation of nonlinearities in the data. Given 
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that the SVM (with a RBF kernel) is a nonlinear classifier, and LDA linear, a possible 
explanation of this phenomenon is that the nonlinear SVM classifier is able to 
process the nonlinear information provided in these higher order PCs, whereas 
LDA is not.  
 
 
Figure 5.4: Optimal (A) embedding lag & (B) PVR parameters for full sample 
cross-validation run 1 
 
5.3.2.3. Generalisation performance 
A summary of the classification accuracy is shown in Figure 5.5, for LDA, MLP and 
SVM classifiers. All statistically significant RQA features are denoted as the ‘RQA’ 
feature set. For the first cross-validation run, features RR, Lmax and T1 were found 
to be insignificant (the 𝑝-values of either or both the Kolmogorov-Smirnoff and 
Wilcoxon rank sum tests were larger than 0.05) and excluded from further 
analysis. The effect of age and gender on the biomarker was investigated by 
adding age and gender individually and in combination as additional features to 
the RQA feature vector and performing classification. Age and gender were also 
classified individually and in combination without the RQA features in order to 
determine if they showed any predictive value as features. Clearly, age and gender 
per se are not predictive of ASD or TD, but given the evident sample bias shown in 
the age and gender sample prevalence histograms in Figure 5.3, it is important to 
confirm that the classifier is not merely classifying individuals as ASD or TD based 
on the bias in the data (for instance, that all subjects between the ages of 2 and 6 
years are likely ASD, and all subjects younger than 2 or older than 6 years are likely 
TD).  
Figure 5.5 reveals the accuracy achieved for the different feature combinations. 
Overall MLP appears to outperform both LDA and SVM classifiers. An accuracy of 
96.18% was achieved with the MLP classifier on the RQA feature vector 
(comprising 7 significant features: DET, <L>, ENTR, LAM, TT, Vmax, and T2), 92.57% 
with LDA and 88.83% with the SVM. Looking at the MLP classifier: adding age 
improved the accuracy to 99.01%, adding gender yielded no significant change in 
accuracy at 96.04%, adding age and gender increased the accuracy to 99.08%, 
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similar to that achieved when adding only age. It thus appears that age contributes 
significant predictive value to the MLP classifier. Similar observations were noted 
for the SVM classifier, on the contrary, the LDA classifier appeared to be robust 
and no significant improvements were noted when including age or gender.  
 
 
Figure 5.5: Accuracy for different feature sets for full sample  
cross-validation run 1 
 
When considering age alone, MLP could predict class membership with 98.30% 
accuracy, on gender alone 93.92%, and on age and gender combined 98.66%. It 
would appear that the nonlinear classifiers, MLP and SVM, might be more 
influenced by sample age biases than the LDA classifier, which only achieved an 
accuracy of 67.47% on age, 65.06% on gender, and 74.12% on age and gender 
combined. A combination effect was also evident in the LDA classifier, 
classification of age and gender features together led to significantly improved 
predictive accuracy, as opposed to age or gender alone.  
The hypothesis of this thesis was that RQA of rsEEG would provide a sensitive and 
specific differentiation between ASD and TD. Figure 5.6 provides a summary of the 
generalisation performance for feature set 1 (‘RQA’) and feature set 2 
(‘RQA+age+gender’), showing accuracy, sensitivity and specificity. Given the 
uncertainties highlighted regarding the diagnostic reliability of including age and 
gender as features, only feature set 1 is discussed here, feature set 2 is 
investigated further in the following sections of this chapter. MLP achieved 96.18% 
accuracy, 44.19% sensitivity and 99.55% specificity; LDA achieved 92.57% 
accuracy, 81.40% sensitivity and 93.30% specificity; SVM achieved 88.83% 
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accuracy, 91.86% sensitivity and 88.63% specificity. Based on the accuracy findings 
alone, the MLP classifier appeared to be most suited to the current application. 
However, LDA and SVM were more promising in terms of sensitivity. Both 
sensitivity and specificity measures are important – an ideal diagnostic test would 
be 100% sensitive and 100% specific, whereas a good screening tool may be more 
sensitive than specific. The LDA classifier was more specific (with respect to the 
correct identification of TD subjects) and the SVM classifier was more sensitive 
(with respective to the correct identification of ASD subjects).  
 
 
Figure 5.6: Generalisation performance for full sample cross-validation run 1 
 
5.3.2.4. Discussion 
In this replication study using the full sample, the LDA and SVM classifiers 
appeared to yield promising results with the ‘RQA’ feature set, achieving 92.57% 
and 88.83% accuracy, respectively. However, considering the uneven occurrence 
of ASD and TD test segments (6.1% ASD and 93.9% TD), confusion may arise with 
interpretation of the classification results. If the classifier were to predict that all 
test segments were TD, then 93.9% of the time the prediction would be correct. A 
decision was made to use an equal number of ASD and TD test segments in further 
analyses, such that there was a 50/50 chance for the classifier to guess group 
membership correctly.   
Sensitivity and specificity measures are also very important when evaluating 
classifier performance. A trade-off exists between these measures – an increase 
in sensitivity is associated with a decrease in specificity and vice versa (Semmlow, 
2009). When considering the clinical implementation of a screening test, provided 
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two classifier options, the classifier with the higher sensitivity would be chosen. 
The argument being that it is safer to refer a ‘TD’ person for a second step to 
confirm a diagnosis, rather than to send away an ‘ASD’ person who will then fail 
to receive any intervention because he/she is considered ‘TD’.  
Given the uneven age range and the fact that classification of age alone could 
predict group membership with significant accuracy, it was considered important 
to restrict the sample to all subjects younger than 6 years of age in further 
analyses. ID was identified as a potential confounder in this study, it would be 
important to investigate this as part of a next step with new data collection. This 
could be done by matching subjects for ID level, and ideally also having an ID 
control group.  
5.3.3. Subsample 
5.3.3.1. Data distribution 
Age, gender and ID histograms are shown in Figure 5.7 for the subsample of 
35 subjects, which comprised 16 ASD and 19 TD subjects. The age histogram 
revealed that half the TD subjects were in the age range 0 – 6 years and the other 
half in the age range 2 – 6 years, whilst all ASD subjects were in the range 
of 2 – 6 years. The mean age for the ASD subjects was 4.06 years, and for the TD 
subjects 1.98 years. The gender histogram showed a 3:1 male to female ratio in 
ASD subjects, and 1:1.4 in TD subjects. The ID histogram revealed that even in the 
subsample ID remained a potential confounder and challenge that could not be 
addressed in this sample.  
 
 
Figure 5.7: (A) Age, (B) gender and (C) intellectual disability prevalence  
in the subsample  
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Each cross-validation run comprised 1328 training data segments (220 ASD and 
1108 TD), and 546 test data segments (86 ASD and 460 TD). The proportion of test 
segments was matched at 50% each – 86 ASD and a random selection of 86 TD 
segments (representative of all TD subjects) were extracted for further analysis.  
5.3.3.2. Optimal parameter set 
Once again, various feature sets were generated and classified using all possible 
combinations of embedding lag and PVR parameters. The parameter set which 
yielded the highest classification accuracy was a lag of 25 and 12.60 PVR 
(equivalent to 3 PCs). In this case 12.60 PVR is equivalent to minimum 10 PVR, 
based on the manner in which the PVR scale is defined. Figure 5.8 (A) illustrates 
the percentage accuracy versus embedding lag for a 10 PVR. From this figure a 
gradual increase in accuracy was noted with increase in embedding lag for all 
classifiers beyond an embedding lag of 5. A lag of 25 yielded the highest accuracies 
for all classifiers: SVM achieved 86.63%, LDA 83.72%, and MLP 81.98%. 
Figure 5.8 (B) shows the percentage accuracy as a function PVR for a lag of 25. A 
gradual decrease in accuracy was noted for increasing PVR. 10 PVR appeared 
optimal. 
 
 
Figure 5.8: Optimal (A) embedding lag & (B) PVR parameters for subsample 
cross-validation run 1 
5.3.3.3. Generalisation performance 
The accuracy results are shown in Figure 5.9, for all feature set options. In the 
subsample, the SVM appeared to outperform the MLP and LDA classifiers, 
achieving 86.63% on the RQA feature vector (comprising 8 significant features, 
DET, <L>, ENTR, LAM, TT, Vmax, T1, and T2), 83.72% with LDA and 81.98% with the 
MLP. A significant increase in accuracy was noted for the SVM and MLP classifiers 
with the ‘RQA+age’ feature set, achieving 94.77% in both cases, the LDA classifier 
also improved slightly to 85.47%. With the ‘RQA+gender’ feature set 85.47% 
accuracy was achieved with the SVM, 83.14% with LDA, and 80.23% with the MLP; 
no improvement in performance was noted in comparison to the ‘RQA’ feature 
set. With the ‘RQA+age+gender’ feature set, MLP achieved the highest accuracy, 
97.09%, followed by 96.51% with the SVM and 87.79% with LDA.  
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Figure 5.9: Accuracy for different feature sets for subsample  
cross-validation run 1 
 
Very high accuracies were obtained when classifying age alone, yielding 94.77% 
with the MLP, 83.72% with the SVM, and 79.07% with the LDA. All classifiers 
achieved 66.28% accuracy when classifying gender alone. When classifying age 
and gender together the MLP achieved 97.67%, the SVM 88.37% and LDA 69.19%. 
Based on these results it appeared that one could classify ASD and TD group 
membership with highest accuracy using the MLP classifier and age and gender 
features, achieving 97.67%. These results were spurious. An expected result would 
be closer to 50% achieved by any classifier on age or gender features alone, or on 
age and gender features combined, indicative of a classifier making a random 
guess as to class membership. Given that age and gender would not in a random 
sample predict ASD, the observations suggested that there remained 
biases/confounding that had still not been controlled for, which may explain the 
spurious findings. 
Figure 5.10 provides a summary of the generalisation performance achieved for 
feature set 1 (all significant RQA features) and feature set 2 (all significant RQA 
and demographic features). Considering the spurious results achieved with 
feature set 2, only feature set 1 is discussed here, feature set 2 is investigated 
further in the following sections of this chapter. Based on the accuracy findings, 
the SVM (86.63%) outperformed the LDA (83.72%) and MLP (81.98%) classifiers. 
Sensitivity and specificity results showed the SVM classifier to be more sensitive 
(to the correct identification of ASD subjects), achieving 89.54% sensitivity, and 
both LDA and the MLP to be more specific (to the correct identification of TD 
subjects), achieving 88.37% specificity. 
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Figure 5.10: Generalisation performance for subsample cross-validation run 1 
 
5.3.3.4. Discussion 
Possible misinterpretation of the classification performance was resolved by 
analysing an equal number of test segments for each of the ASD and TD groups. In 
a sample of 172 test segments (86 ASD and 86 TD), the utility of the RQA biomarker 
became evident, achieving the highest accuracy of 86.63% with the SVM classifier.  
The aim of this study was to investigate the validity of the RQA feature vector, and 
age and gender as possible covariates. The value of investigating the combinatorial 
feature sets (comprising RQA and demographic features) was not yet clear. It 
appeared that given the distribution of age and gender in the sample, these 
demographic features were sufficient to classify ASD and TD subjects with good 
accuracy. Consider the MLP classifier for instance, an accuracy of 94.77% was 
achieved on the ‘age’ feature set and 97.67% on ‘age+gender’, as opposed to 
81.98% on the ‘RQA’ feature set and 97.09% on ‘RQA+age+gender’. It was clear 
that classification accuracy is highly sensitive to age alone, and age and gender in 
combination, especially the MLP classifier.  
The next steps were to match the sample for age, also gender where possible, and 
to round down the ages to prevent the classifiers from potentially predicting class 
membership based on exact ages (captured in years and months, e.g. 5.25) 
present in the training data samples. We predicted that if the sample population 
were better matched, these problems may not have been encountered.  
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5.3.4. Matched sample: cross-validation approach 
5.3.4.1. Data distribution 
The age, gender and ID histograms shown in Figure 5.11 reveal the data 
distribution of the ‘matched sample’. This sample was matched for age, with mean 
age of 3.96 years for ASD subjects, and mean age of 3.93 years for TD subjects. 
A 2.5:1 male to female ratio was present in the ASD sample, and 1:1.3 in the TD 
sample. ID remained a potential confounder in this sample. Table 5.1 provides a 
summary of the pair-wise matching characteristics of the sample. 
 
 
Figure 5.11: (A) Age, (B) gender and (C) intellectual disability prevalence  
in the matched sample 
 
Table 5.1: Pair-wise matching characteristics of the sample  
Pair 
no. 
ASD TD 
Age [rounded] 
(years) 
Gender ID 
Age [rounded] 
(years) 
Gender  ID 
1 2.22 [2] M 3 2.17 [2] F 1 
2 2.93 [2] F 99 2.5 [2] M 1 
3 2.98 [2] M 3 2.83 [2] M 1 
4 3.39 [3] M 2 3.75 [3] M 1 
5 5.25 [5] M 3 5.42 [5] F 1 
6 5.41 [5] M 99 5.42 [5] F 1 
7 5.53 [5] F 2 5.42 [5] F 1 
ID: 1 = none, 2 = moderate, 3 = severe; 99 = unknown; Gender: M = male, F = female 
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Each cross-validation run comprised 471 training data segments (83 ASD and 
388 TD), and 195 test data segments (33 ASD and 162 TD). The proportion of test 
segments was matched at 50% each – 33 ASD and a random selection of 33 TD 
segments (representative of all TD subjects) were extracted for further analysis.  
5.3.4.2. Optimal parameter set 
A lag of 25 and 30.09 PVR (equivalent to 10 PCs) was identified as optimal, based 
on an initial neighbourhood size estimate of 3.0. Figure 5.12 (A) shows accuracy as 
a function of embedding lag for 30 PVR. The highest accuracies were obtained for 
all classifiers at a lag of 25, 92.42% with LDA and the SVM, and 89.39% with the 
MLP. Figure 5.12 (B) shows accuracy as a function of PVR for a lag of 25. The 
optimal parameter value was 30 PVR, where the highest average classification 
accuracy was achieved by all classifiers. Figures 5.12 (A), (B) and (C) are all based 
on feature set 1, the significant RQA feature set. Once the optimal embedding lag 
and PVR parameters had been defined, feature set 1 was computed and classified 
for different neighbourhood size values. The optimal neighbourhood size 
identified was 2.9, shown in Figure 5.12 (C) as the size where the highest average 
classification accuracy for all classifiers was achieved: 93.94% with the SVM, and 
90.91% for the MLP and LDA classifiers.  
 
 
Figure 5.12: Optimal (A) embedding lag, (B) PVR and (C) neighbourhood size 
parameters for matched sample cross-validation run 1 
5.3.4.3. Generalisation performance 
The significant RQA feature set comprised 6 RQA features: RR, DET, ENTR, LAM, 
T1 and T2. With respect to the demographic features only gender was found to be 
statistically significant. Age was finally statistically insignificant; this sample was 
age matched, and ages were rounded down to integers. Classification of the ‘RQA’ 
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feature set yielded 93.94% with the SVM, 90.91% with LDA, and 87.88% with the 
MLP. Classification of the ‘RQA+gender’ feature set yielded 95.46% with the SVM, 
92.42% with LDA, and 87.88% with the MLP. Similar accuracy was achieved on 
both ‘RQA’ and ‘RQA+age’ feature sets. The poorest performance was achieved 
with classification of the ‘RQA+age+gender’ feature set, 90.91% with the SVM, 
89.39% with LDA, and 87.88% with the MLP.  
Classification of age alone yielded 56.06% with the MLP, 53.03% with the SVM, 
and 46.97% with LDA. Classification of gender alone yielded a 63.64% accuracy for 
all classifiers. Classification of age and gender together yielded an accuracy of 
68.18% with the MLP, and 63.64% for both the SVM and LDA classifiers. These 
results better resemble an expected random (± 50%) prediction for ASD or TD 
class membership, given that an ASD or TD diagnosis is not made based on only 
age and/or gender information.  
 
 
Figure 5.13: Accuracy for different feature sets for matched sample  
cross-validation run 1 
 
Figure 5.14 provides a summary of the generalisation performance achieved, with 
respect to feature set 1 (significant RQA features) and feature set 2 (all significant 
features, RQA and demographic). In this case, feature set 1 comprised 6 RQA 
features, and feature set 2 comprised 6 RQA features plus gender. With addition 
of gender the SVM accuracy increased from 93.94% to 95.46%, sensitivity 
increased from 90.91% to 93.94%, and specificity remained constant at 96.97%. In 
the case of the LDA classifier, the accuracy increased from 90.91% to 92.42%, 
sensitivity remained constant at 90.91%, and specificity increased from 90.91% to 
93.94%. The MLP classifier showed no improvement with addition of the gender 
feature, 87.88% accuracy, 78.79% sensitivity, and 96.97% specificity was achieved. 
SVM yielded the best performance, followed by LDA and then the MLP classifier. 
When considering the SVM and LDA classifiers, based on feature set 1, the SVM 
classifier showed equal sensitivity and improved specificity; with respect to 
feature set 2, the SVM classifier showed both improved sensitivity and specificity. 
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Figure 5.14: Generalisation performance for matched sample  
cross-validation run 1 
 
5.3.4.4. Cross-validation performance 
The 10-fold cross-validation performance is shown in Figure 5.15. The accuracy 
was averaged over all 10 runs to compute the mean accuracy for a given feature 
set and classifier. The LDA classifier achieved a mean accuracy of 87.27% on 
feature set 1 (significant RQA features) and 85.45% on feature set 2 (significant 
RQA and demographic features). The MLP classifier achieved a mean accuracy of 
86.67% on feature set 1 and 86.52% on feature set 2; and the SVM classifier a 
mean accuracy of 85.00% and 82.73%, for the respective feature sets. Overall, 
accuracy achieved was higher for feature set 1. Before drawing a conclusion 
regarding the optimal classifier for this application, further analysis was necessary 
in order to determine the optimal subset of features.  
 
 
Figure 5.15: Cross-validation performance for the (A) LDA, (B) MLP and (C) SVM 
classifiers 
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5.3.4.5. Feature importance analysis 
The first step in determining the optimal feature subset, utilising feature set 1 in 
this case, was to shuffle the test labels of each RQA feature individually and all 6 
RQA features at once, and to classify the full feature set in each case. These results 
are shown in Figure 5.16, the accuracy achieved in each case was compared to 
that of the unshuffled full feature set, shown by the dotted lines for the different 
classifiers.  
It is evident that LAM was the most important feature to all three classifiers, as 
can be seen by the prominent drop in classification accuracy. Each of the 
6 significant RQA features was important to the SVM classifier, evident from the 
drop in classification accuracy for each case. Each feature, except for RR, was 
important to the LDA classifier. It appeared that LAM was the only important 
feature to the MLP classifier. Furthermore, upon shuffling the test labels of all 
6 RQA features at once, an accuracy of approximately 50% was achieved. This 
confirmed that all features were contributing significant discriminatory 
information to the classifiers. In order to quantify the importance of each feature 
to each classifier, each feature was classified individually, and then assigned a rank 
of importance. 
 
 
Figure 5.16: Feature shuffle analysis of feature set 1 for matched sample  
cross-validation run 1 
 
For the LDA classifier, in order of decreasing importance, with accuracy shown in 
brackets, the features were ranked as follows: LAM (83.33%), DET (81.82%), T2 
(63.64%), ENTR (60.61%), T1 (57.58%), and RR (54.55%). For the MLP classifier: 
LAM (80.30%), DET (77.27%), RR (59.09%), T1 (54.55%), ENTR (51.52%), and 
T2 (51.52%). For the SVM classifier: LAM (78.79%), DET (79.79%), ENTR (69.70%), 
T2 (65.15%), RR (62.12%), and T1 (59.09%). 
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In order to identify the 
optimal feature subset, 
various feature set 
options were created and 
classified by starting off 
with the most important 
feature for a given 
classifier, and then 
adding further important 
features one by one in 
order of decreasing 
importance. For instance, 
for the SVM classifier, 
feature set option 1 
comprised LAM; feature 
set option 2 comprised 
LAM + DET; feature set 
option 3 comprised LAM 
+ DET + ENTR; and feature 
set option 6 comprised 
LAM + DET + ENTR + T2 + 
RR + T1. The feature set 
options were different for 
each classifier. The 
accuracy achieved on 
each of the 6 different 
feature sets for the 
different classifiers is 
illustrated in Figure 5.18. 
For the LDA classifier a 90.91% accuracy was achieved with a feature set 
comprising 5 of the significant RQA features; RR was the 6th feature and no 
improvement in accuracy was noted with addition of this feature. For the MLP and 
SVM classifiers the full feature set (all 6 significant RQA features in the case of 
cross-validation run 1) yielded the best accuracy, achieving 89.39% and 93.94% 
respectively. In further analyses the full feature set was used as optimal for all 
classifiers. 
When comparing Figures 5.14 and 5.18, respective accuracies of 87.88% and 
89.39% were reported for the MLP classifier on the same feature set. It is 
important to keep in mind that results achieved using the MLP classifier may differ 
slightly with each run as a different random starting seed is used each time, 
resulting in a random selection of initial weights for each node, which are further 
altered during the training process. 
Figure 5.17: Feature importance analysis for the 
(A) LDA, (B) MLP and (C) SVM classifiers for 
matched sample cross-validation run 1 
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Figure 5.18: Optimal feature subset identification for matched sample  
cross-validation run 1 
 
5.3.4.6. Feature space visualisation 
The optimal RQA feature subset comprised 6 RQA features, representing a point 
(or state) in a 6-dimensional feature space. PCA was used to enable visualisation 
of this multi-dimensional feature space by projecting the data to a 2D and 3D PC 
subspace. It is important to keep in mind that PCA is not optimised for class 
separation in a low-dimensional representation of the data, instead it linearly 
transforms the data to a new set of orthogonal axes for which each subsequent 
component attempts to account for the maximum remaining variance in the data. 
Figures 5.19 and 5.20 provide 2D and 3D representations of the data for cross-
validation run 1 in the PC subspace, accounting for approximately 94% and 99% of 
the variance in the data, respectively. PC directions were determined based on the 
training data features; test data features were then projected to this PC subspace. 
In the 2D representation of the feature space, it is difficult to visually distinguish 
the ASD and TD groups, but in the 3D representation the separation becomes 
clearer. There appears to be some overlap present in samples from both groups.  
5.3.4.7. Repeatability analysis 
In contrast to the proof-of-principle study that analysed a single best segment per 
subject, the replication study analysed multiple segments per subject. To obtain 
further insight into the number of test segments used per subject, and the 
percentage thereof classified correctly, i.e. test-retest reliability, a repeatability 
analysis was conducted, see Figure 5.21. A threshold of 50% was used to identify 
correct classification per segment. Then if, for instance, three out of four segments 
were identified as correct for a given subject, the reported repeatability accuracy 
for that subject would be 75%. The LDA classifier identified 5 out of 7 ASD and 5 
out of 7 TD subjects with 100% accuracy (correctly identifying all segments per 
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subject). The MLP classifier identified 1 out of 7 ASD and 6 out of 7 TD subjects, 
and the SVM classifier 4 out of 7 ASD and 6 out of 7 TD subjects with 100% 
accuracy. Both LDA and SVM classifiers yielded similar overall repeatability 
performance with the correct identification of all segments from 10 out of 14 
subjects. Consistent repeatability is important.   
 
 
Figure 5.19: Visualisation of the feature space in a 2D PC subspace, (A) training 
features and (B) test features for matched sample cross-validation run 1 
 
 
Figure 5.20: Visualisation of the feature space in a 3D PC subspace, (A) training 
features and (B) test features for matched sample cross-validation run 1 
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Figure 5.21: Repeatability analysis for the (A) LDA, (B) MLP and (C) SVM classifiers 
for matched sample cross validation run 1 
5.3.4.8. Summary of optimal parameter and feature sets 
The optimal parameter set, estimated using matched sample cross-validation 
run 1, was an embedding lag of 25, 30 PVR, and a neighbourhood size of 2.9. This 
neighbourhood size amounted to approximately 6.7% of the average maximum 
phase space size (of 43.13) achieved for all cross-validation runs.  The full feature 
set 1 (that is, all statistically significant RQA features) was identified as the optimal 
feature set. It is important to keep in mind that with each cross-validation run, a 
different random 70/30 split of training and test data was made, and possibly a 
different statistically significant feature set was identified. This identification 
process was automated, and made use of the training data features and labels 
along with the Kolmogorov-Smirnoff and Wilcoxon rank sum tests to identify the 
statistically significant feature set for each run. A summary of the mean and 
standard deviations values, along with the 𝑝-values of the statistical tests 
conducted, for the optimal feature set for cross-validation run 1 is provided in 
Table 5.2.  
Table 5.2: Summary of feature set 1 for matched sample cross-validation run 1 
Feature 
ASD  
(mean ± standard 
deviation) 
TD  
(mean ± standard 
deviation) 
KS test 
(𝒑-value) 
WR test 
(𝒑-value) 
RR 0.683 ± 0.0134 0.6756 ± 0.0109 𝑝 < 0.0001 𝑝 < 0.0001 
DET 0.98 ± 0.0052 0.9858 ± 0.0043 𝑝 < 0.0001 𝑝 < 0.0001 
ENTR 3.0956 ± 0.1553 3.1785 ± 0.1544 𝑝 < 0.0001 𝑝 = 0.0001 
LAM 0.9861 ± 0.0038 0.9911 ± 0.0031 𝑝 < 0.0001 𝑝 < 0.0001 
T1 1.4548 ± 0.0285 1.4725 ± 0.0245 𝑝 < 0.0001 𝑝 < 0.0001 
T2 17.78 ± 2.738 19.57 ± 3.4224 𝑝 < 0.0001 𝑝 < 0.0001 
Stellenbosch University  https://scholar.sun.ac.za
  
136 
 
5.3.4.9. Discussion 
Here we investigated the ability of the rsEEG RQA biomarker to distinguish ASD 
and TD subjects in a matched sample. In the matched sample ages were rounded 
down and subjects were matched for age, and also gender where possible. From 
Figure 5.13 it was clear that ASD or TD class membership could no longer be 
predicted from age and gender alone or in combination, therefore this matched 
sample could be used to assess the possible improvement in classification 
performance with inclusion of the demographic features.   
Based on the classification accuracy results for cross-validation run 1, shown in 
Figure 5.13, classification of the ‘RQA+gender’ feature set led to improved LDA 
accuracy from 90.91% to 92.42% and SVM accuracy from 93.95% to 95.46%. The 
contribution to classification performance when adding age to the RQA feature set 
was negligible, whilst the contribution of age and gender to the RQA feature set 
led to slightly poorer accuracy than that achieved with only the RQA feature 
vector.  
The results from the 10-fold cross-validation analysis revealed that the average 
classification accuracy achieved was highest on the significant RQA feature vector 
alone (without gender), achieving 87.27% with LDA, 86.67% with the MLP and 
85.00% with the SVM. Feature set 1 along with the LDA classifier were identified 
as optimal.  
The feature importance analysis revealed ‘laminarity’ (LAM) to be the most 
important feature to all classifiers. In a recurrence plot, this feature quantifies the 
ratio of recurrence points forming vertical structures to all recurrence points. It is 
indicative of the occurrence of laminar states, i.e. the probability that a state will 
not change for the next time step. When attempting to distinguish ASD and TD 
subjects using LAM alone, an accuracy of 83.33% was achieved with LDA, 80.30% 
with the MLP and 78.79% with the SVM classifier, based on the data from cross-
validation run 1. Utilisation of all features in feature set 1 was found to be optimal, 
yielding the highest classification accuracy – 90.91% with LDA, 89.34% with the 
MLP and 93.94% with the SVM, based on cross-validation run 1.  
The random 70/30 training and test data split implemented in this study allowed 
for the identification of optimal parameter values, using a single run; whilst the 
10-fold cross-validation approach allowed for validation of the classification 
results achieved and identification of an optimal feature set. The next step was to 
simulate the classification of an unseen subject, utilising the identified optimal 
parameter values and feature set.   
Analysis of a single run may take a few hours to complete, depending on the 
number of subjects, the number of segments per subject, the embedding lag, the 
PVR retained, the neighbourhood size to evaluate, and the processing and 
memory capabilities of the computer, amongst others. Using the random 70/30 
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training and test data split approach, a single run with a lag of 25 and 10 PVR would 
take approximately 1.4 h to complete, whilst a run with a lag of 1 and 100 PVR 
would take 6.5 h to complete. The time required per run increased with a decrease 
in lag and an increase in PVR. An optimal parameter set could be identified in 
approximately 13 days based on a 4 h average run time and testing 78 different 
parameter set options (6 different embedding lags for 13 different PVR options), 
(78 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑠𝑒𝑡𝑠 ×
1 𝑟𝑢𝑛
𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑠𝑒𝑡
× 
4 ℎ
𝑟𝑢𝑛
×
1 𝑑𝑎𝑦
24 ℎ
) using a computer with 
16 cores, 1.2 GHz processing speed, and 256 GB RAM.  
For the full sample in this study, comprising 62 subjects and a total of 
4 802 segments, using the optimal parameter set, a single leave-one-subject-out 
run took approximately 3.2 hours on average to complete. Approximately 8.3 days 
was required to generate and analyse all 62 runs for a given parameter set. If the 
leave-one-subject-out approach had been followed for parameter optimisation as 
well, it would have taken ± 1.8 years to complete the analysis 
(78 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑠𝑒𝑡𝑠 ×
62 𝑟𝑢𝑛𝑠
𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑠𝑒𝑡
× 
3.2 ℎ
𝑟𝑢𝑛
×
1 𝑑𝑎𝑦
24 ℎ
×
1 𝑚𝑜𝑛𝑡ℎ
30 𝑑𝑎𝑦𝑠
×
1 𝑦𝑒𝑎𝑟
12 𝑚𝑜𝑛𝑡ℎ𝑠
). This 
estimate is conservative, and is based on 17 EEG channels, 62 subjects, a total of 
4 802 segments, an embedding lag of 25, 30 PVR, a neighbourhood size of 2.9, and 
a computer with 16 cores, 1.2 GHz processing speed, and 256 GB RAM.  
 
5.3.5. Matched sample: leave-one-subject-out approach 
5.3.5.1. Recurrence plots 
A recurrence plot (RP) provides a two-dimensional representation of the 
recurrences present in the 𝑚-dimensional phase space trajectory of a system. A 
recurring state is a state that revisits the same region (or neighbourhood) of the 
phase space after some time. The recurrence of states is a fundamental property 
of deterministic dynamic systems, and is typical for nonlinear or chaotic systems 
(Marwan and Webber, 2015). Examples of the RPs generated in this study are 
shown in Figure 5.22 (A) for an ASD subject and (B) for a TD subject. A black dot 
represents a recurrence event, and a white dot a non-event. Time is on both axes 
of the RP, and the plot is symmetric along the main diagonal ‘line of identity’ (LOI). 
The criteria used to identify the optimal neighbourhood size was the size where 
the highest classification accuracy was achieved.   
Marwan and Webber (2015) describe the small scale structures (the texture) that 
can be found in RPs: isolated dots represent chance recurrences; dots forming 
diagonal lines are indicative of deterministic structures; and dots forming vertical 
or horizontal lines or clusters in rectangular regions are indicative of laminar 
states. The guidelines by Marwan and Webber (2015) were used to interpret the 
RPs shown in Figure 5.22. Visual inspection of these RPs revealed a high recurrence 
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point density. The ASD RP showed prominent white bands which may be indicative 
of abrupt changes in dynamics, a transition between states, and non-stationarity 
of the data. Long black diagonal lines indicated that the process was deterministic 
in a periodic sense, whilst short diagonal lines were indicative of a deterministic 
process in a chaotic sense. Vertical and horizontal black lines, forming rectangles, 
were indicative of laminar states, i.e. states that do not change or that change very 
slowly with time. The TD RP revealed a more uniform distribution of recurrence 
events, possibly indicative of a more stationary process. The great advantage of 
recurrence analysis is that the small scale structures present in the RPs can be 
quantified. This enables an objective comparison to be made between various RPs, 
independent of the expertise of the person visually inspecting the RPs for 
differences. 
 
 
Figure 5.22: Example recurrence plots for an (A) ASD and a (B) TD subject for the 
matched sample 
 
 
5.3.5.2. Generalisation performance 
The generalisation performance achieved for the matched sample (comprising 
7 ASD and 7 TD subjects) using the leave-one-subject-out approach is illustrated 
in Figure 5.23, for all three classifiers, on both feature set 1 (all significant RQA 
features) and feature set 2 (all significant RQA and demographic features). The 
MLP and SVM classifiers showed comparable performance on feature set 1, both 
achieved 92.86% accuracy; the MLP classifier having 85.71% sensitivity and 
100.00% specificity, and the SVM classifier vice versa. The LDA classifier showed 
the weakest performance, achieving 85.71% for accuracy, sensitivity and 
specificity, on either feature set. Both the LDA and MLP classifiers showed no 
improvement in classification with the addition of gender (the statistically 
significant demographic feature) in feature set 2. The SVM classifier, on the 
contrary, showed a significant drop in classification performance with addition of 
gender as a feature. When recalling the 10-fold cross-validation findings shown in 
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Figure 5.15, the conclusion was that all classifiers performed better using feature 
set 1. The findings for the SVM classifier, shown in Figure 5.23, were in support of 
this conclusion, but the LDA and MLP classifiers showed similar performance for 
both feature sets.   
For the leave-one-subject-out approach, a 50% threshold for correct prediction of 
all segments per subject was used. In the case of the SVM, for instance, the 92.86% 
accuracy related to the correct identification of 13/14 subjects; the 100.00% 
sensitivity related to correct identification of 7/7 ASD subjects and the 85.71% 
specificity related to the correct identification of 6/7 TD subjects. For clarification 
see the repeatability analysis plots in Figure 5.24. 
 
 
Figure 5.23: Generalisation performance for matched sample  
leave-one-subject-out analysis 
 
5.3.5.3. Repeatability analysis 
The repeatability analysis plots show the number of segments available per 
subject on the x-axis and the percentage thereof that were classified correctly with 
a given classifier on the y-axis, see Figure 5.24. In classification analyses the 
‘majority vote’ is often used to identify the predicted label of a test case. In the 
programming code this was quantified with a 50% threshold. In the case where 
50% or more was achieved in repeatability accuracy for all segments correctly 
classified per subject, the subject was considered to be correctly identified. Take 
for example the SVM classifier shown in Figure 5.24 (C), it is evident that 7/7 ASD 
and 6/7 TD subjects met or exceeded the 50% threshold. What this means is  
that 50% or more of the segments per test subject were classified correctly.  
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Consider ASD subject number 7: 
24 segments were available and 
analysed, 12 segments were 
classified correctly as ASD and 
12 segments were classified 
incorrectly as TD; given the 
specified threshold of 50% the 
overall result was a correct 
classification of ASD. 
5.3.5.4. Summary of 
optimal parameter and feature 
sets 
An embedding lag of 25, 30 PVR, 
neighbourhood size of 2.9 and 
the full statistically significant 
feature set was used, as 
determined for the matched 
sample and described in section 
5.3.4.8. The neighbourhood size 
was approximately 6.7% of the 
average maximum phase space 
size (of 43.44) across all leave-
one-out runs, equivalent to that 
determined using the cross-
validation approach. 
5.3.5.5. Discussion 
The leave-one-subject-out 
approach applied to the 
matched sample revealed good 
generalisation performance, of similar or improved accuracy in comparison with 
the 10-fold cross-validation analysis. Utilisation of feature set 1 (comprising all 
significant RQA features) was found to show best performance for all classifiers 
again. Considering this feature set, LDA showed a slight decrease in accuracy from 
87.27% to 85.71%, both the MLP and SVM classifiers showed improved accuracy 
from 86.67% to 92.86%, and 85.00% to 92.86%. The MLP classifier showed higher 
specificity (100.00%) and the SVM classifier higher sensitivity (100.00%).  
The 10-fold cross-validation results and the leave-one-subject-out analysis on the 
matched sample both revealed that the RQA feature vector alone was able to 
predict class membership with greater accuracy than the combinatorial feature 
set (containing statistically significant RQA and demographic features).   
Figure 5.24: Repeatability analysis for the 
(A) LDA, (B) MLP and (C) SVM classifiers for 
matched sample leave-one-subject-out 
analysis 
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With regards to the repeatability analysis, the possibility remains that the 
segments classified incorrectly still contained artefacts; this requires further 
investigation. The next step was to confirm the utility of the proposed RQA 
biomarker using the leave-one-subject-out approach on the full sample, 
comprising all 4 802 segments, as opposed to the 666 segments used in the 
matched sample. 
5.3.6. Full sample: leave-one-subject-out approach 
5.3.6.1. Generalisation performance 
The generalisation performance achieved using both feature sets is illustrated in 
Figure 5.25. The SVM classifier appeared to yield the most robust performance, 
achieving 93.55% accuracy, 100.00% sensitivity, and 91.30% specificity, 
irrespective of feature set. Even though the MLP classifier showed a significant 
increase in accuracy from 85.48% to 96.77%, and sensitivity from 43.75% to 
87.50%, the utility of feature set 2 was not considered reliable. Reasons for this 
include: the evidence of the biased sample distribution with respect to age, the 
sensitivity of the MLP classifier, in particular, to age as a predictor for class 
membership, and the findings from the 10-fold cross-validation analysis that 
revealed that feature set 1 outperformed that of feature set 2. The LDA classifier 
yielded 88.71% accuracy, 68.75% sensitivity and 95.65% specificity on feature 
set 1. 
 
Figure 5.25: Generalisation performance for full sample  
leave-one-subject-out analysis 
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When comparing these results with that achieved using the full sample at the start 
of this investigation (section 5.3.2.3), accuracy decreased for LDA, from 92.57% to 
88.71%, and MLP, from 96.18% to 85.48%, but increased for the SVM classifier, 
from 88.83% to 93.55%. The changes in methodology included the following: the 
initial analysis comprised a single run with a 70/30 split of training and test data, 
whereas a comprehensive leave-one-subject-out analysis was used here; ages 
were rounded down; and during the optimisation process for the matched sample, 
the neighbourhood size was optimised at 2.9 and 30 PVR, these parameters were 
used in this full sample analysis, whereas the initial full sample analysis used a 
neighbourhood size of 3.0 and 20 PVR.  
The SVM classifier is considered most reliable and best suited for this application. 
A 50% threshold for correct prediction of all segments per subject was used. For 
the SVM classifier, the 93.55% accuracy related to the correct identification of 
58/62 subjects; the 100.00% sensitivity related to correct identification of 
16/16 ASD subjects and the 91.30% specificity related to the correct identification 
of 42/46 TD subjects.  
5.3.6.2. Repeatability analysis 
The repeatability analysis plots shown for the SVM classifier in Figure 5.26 showed 
that repeatability, with respect to the correct identification of all segments per 
subject, remained a challenge. The average repeatability accuracy was 85.90% for 
ASD and 83.09% for TD subjects.   
 
Figure 5.26: Repeatability analysis, using the SVM classifier, for (A) ASD and  
(B) TD subjects for the full sample leave-out-subject-out analysis 
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5.3.6.3. Optimal parameter and feature set summary 
An embedding lag of 25, 30 PVR, neighbourhood size of 2.9 and the full statistically 
significant feature set, as determined optimal for the matched sample, was used. 
For the full sample the average maximum phase space was larger, 61.86, in 
comparison with that of the matched sample, 43.44. The subsequent 
neighbourhood size investigated thus amounted to 4.7% of the average maximum 
phase space size, as opposed to 6.7% in the case of the matched sample. The 
optimal neighbourhood size estimated in the proof-of-principle study was 4.0% of 
the average maximum phase space size. All three of these estimates were well 
within the ‘rule of thumb’ guidelines by Marwan and Webber (2015) of a few 
percent, but not more than 10%, of the maximum phase space diameter. 
5.3.6.4. Discussion 
This comprehensive full sample leave-one-subject-out analysis, using the optimal 
parameter and feature set determined for the matched sample, showed very good 
classification performance using a SVM classifier with RBF kernel, on the 
significant RQA feature set, achieving 93.55% accuracy, 100.00% sensitivity, and 
91.30% specificity. The SVM classifier was robust towards the contribution of age 
and gender as additional features, yielding the same classification performance 
regardless of feature set.  
A single leave-one-subject-out run, based on this sample size, parameter and 
feature set, took on average 3.2 hours to complete, using a computer with 
16 cores, 1.2 GHz processing speed, and 256 GB RAM. If this biomarker were to be 
implemented as a screening or diagnostic test in clinical practice, all subjects in 
the data base would be used as training data, and the unseen subject would be 
used as test data. A prediction/diagnosis would take approximately 3.2 hours to 
run from scratch, using MATLAB. The embedding of the training data is the most 
time consuming step, but given that in a clinical application the training data 
sample from the data base would always remain constant, the embedded matrix 
for the training data would not need to be generated from scratch each time, but 
could merely be stored and recalled from memory with each application. This 
would allow for a significant reduction in the run time. Improved computer 
specifications (processing speed, memory, and multiple core use) would also allow 
for a quicker running time. 
5.4. Overview discussion 
The replication study was conducted to verify the ability of the rsEEG biomarker 
to distinguish ASD and TD subjects successfully in a larger sample. The initial 
analysis on the full sample, which comprised 4 802 segments from 62 subjects, 
entailed randomly splitting the data into a single training and test data set 
according to a 70/30 ratio. The MLP classification results for this data set showed 
96.18% accuracy with the ‘RQA’ feature set, and 99.08% accuracy with the 
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combinatorial feature set ‘RQA+age+gender’. It seemed that age and gender were 
useful covariates in combination with the RQA feature set, contributing to 
increased classification accuracy. However, classification of the individual 
demographic and combined demographic features revealed 98.30% accuracy with 
‘age’, 93.92% with ‘gender’ and 98.66% with ‘age+gender’. Given that age and 
gender in a random sample would not predict ASD or TD group membership, these 
spurious results were suggestive of a sample bias resulting in classifications 
attributable to confounding effects of the demographic variables.  
In order to address this sample artefact and to control for these potential 
confounding effects, a subsample of all subjects younger than age 6 was selected 
for further analysis. An additional observation was that, in the full sample, test 
data segments in the ASD and TD groups had very different occurrence rates, with 
6.1% ASD and 93.9% TD. In order to avoid misinterpretation of the classification 
results, in the subsample an equal number of test segments per group were used 
for analysis such that there was a 50/50 chance for the classifier to guess group 
membership correctly. 
Initial analysis of the subsample, which comprised 1 874 segments and 35 subjects 
showed that the MLP classifier achieved 81.98% on the ‘RQA’ feature set, 97.09% 
on ‘RQA+age+gender’, 94.77% on ‘age’, 66.28% on ‘gender’, and 97.57% on 
‘age+gender’. Given the distribution of age and gender within the subsample, the 
demographic features were still sufficient to classify ASD and TD subjects with 
higher accuracy than that achieved with the ‘RQA’ feature set. Sample bias 
remained a problem. To address this, the next step was to analyse a matched 
sample. Also, ages were rounded down to prevent the classifiers from predicting 
group membership based on exact age values encountered in the training data, 
e.g. 5.25 years and 5.41 years were both rounded down to 5 years. 
Initial analysis of the matched sample, which comprised 666 segments from 
14 subjects, showed that the MLP classifier achieved 87.88% accuracy with the 
‘RQA’ and the ‘RQA+age+gender’ feature sets, 56.06% with ‘age’, 63.64% with 
‘gender’ and 68.18% with ‘age+gender’ with the data from the first cross validation 
run. The use of an age matched sample with rounded down ages contributed 
significantly to minimising the spurious results which suggested that age and 
gender might be predictive of ASD or TD.  
10-fold cross validation showed that classification of feature set 1 (all statistically 
significant RQA features) outperformed that of feature set 2 (all statistically 
significant RQA and demographic features). A mean classification accuracy of 
87.27% was achieved with LDA, 86.67% with the MLP, and 85.00% with the SVM, 
with feature set 1.  
Given that the ultimate aim of the biomarker development process is to have a 
clinical application, it was important to simulate a clinical scenario using a leave-
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one-subject-out analysis. The MLP and SVM classifiers achieved 92.86% accuracy 
(13/14 subjects correctly identified) with full feature set 1. The SVM classifier was 
more sensitive (100.00% sensitivity; 7/7 ASD subjects correctly identified, and 
85.71% specificity; 6/7 TD subjects correctly identified), and the MLP classifier was 
more specific (85.71% sensitivity; 6/7 ASD subjects correctly identified, and 
100.00% specificity; 7/7 TD subjects correctly identified). Sensitivity and specificity 
measures are both important, but considering the implementation of a screening 
test, provided two classifier options, the classifier with the higher sensitivity would 
be chosen, given that it is clinically more appropriate to refer a ‘TD’ person for a 
second step to confirm a diagnosis (false positive), rather than to send away an 
‘ASD’ person who will then fail to receive any intervention because he/she is 
considered ‘TD’ (false negative). The SVM classifier was therefore most 
appropriate for this application. 
5.5. Chapter summary 
The RQA biomarker showed promise in distinguishing ASD and TD subjects. The 
SVM classifier showed robust performance on the significant RQA feature set. Age, 
gender and intellectual ability were identified as possible confounders. Consistent 
repeatability, i.e. the correct identification of all segments per subject, was found 
to be a challenge. Given the heterogeneous nature of ASD, it will be important to 
show not only differentiation between ASD and TD, but also differentiation of ASD 
from other neurodevelopmental disorders, and potentially non-syndromal from 
syndromal ASD. 
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6.  STUDY 2: CAN RECURRENCE QUANTIFICATION ANALYSIS DISTINGUISH 
AUTISM SPECTRUM DISORDER FROM NON AUTISM SPECTRUM 
DISORDER WITHIN TUBEROUS SCLEROSIS COMPLEX? 
6.1.  Introduction 
Results from the proof-of-principle study and the replication study suggest that 
the proposed rsEEG RQA biomarker can differentiate ASD and TD subjects with 
acceptable sensitivity and specificity once confounding variables have been 
controlled for. To our knowledge, no studies have investigated whether rsEEG can 
be used to perform categorical classification of ASD in individuals with syndromal 
ASD, such as Tuberous Sclerosis Complex (TSC), where all individuals will have 
neurodevelopmental aberrations, but only some will have ASD. This is an 
important consideration given that a clinically useful biomarker should be able to 
do more than just differentiate between ‘typical’ and ‘atypical’. This study serves 
as an expansion to determine the capability of the biomarker to differentiate 
TSC+ASD and TSC-ASD subjects. Age, gender and intellectual disability are 
investigated as potential confounders or covariates. This chapter describes 
method implementation, followed by results, discussion and a chapter summary.   
6.2.  Method implementation 
A description of the TSC sample population, with and without concurrent 
diagnoses of ASD, can be found in section 5.2.1.1. An important limitation with 
respect to this sample is that all TSC subjects had epilepsy and were on anti-
epileptic medication. Based on the findings in study 1, here a matched sample was 
analysed, an equal number of test segments were used in the cross-validation 
analyses, and all age values were rounded down. The same methodology, as 
summarised in Figures 5.1, 5.2 and section 5.2, was implemented with the 
exceptions of proceeding directly to a matched sample analysis and only doing the 
leave-one-subject-out analysis for the matched sample.  
6.3.  Results  
6.3.1. Overview 
The results for this matched sample analysis are presented in two sections: the 
cross-validation approach and the leave-one-subject-out approach. The first 
section discusses the data distribution, optimal parameter set, generalisation 
performance, cross-validation performance, feature importance analysis, feature 
space visualisation, repeatability analysis, and the summary of optimal parameter 
and feature sets. The second section presents recurrence plots, generalisation 
performance, repeatability analysis and a summary of the optimal parameter and 
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feature sets. Both sections follow with a discussion, ending with a chapter 
summary. 
6.3.2.  Matched sample: cross-validation approach 
6.3.2.1. Data distribution 
In order to reliably assess biomarker performance, a matched sample had to be 
analysed. Figure 6.1 shows the data distribution of the pair-wise matched sample; 
matched for age and ID. The sample comprised 5 TSC+ASD (mean age 5.92 years) 
and 5 TSC-ASD (mean age 5.99 years) subjects, 0 – 12 years. All TSC+ASD subjects 
were male; there was a 1.5:1 male to female ratio present in the TSC-ASD sample. 
Each cross-validation run comprised 861 training data segments (355 TSC+ASD 
and 461 TSC-ASD), and 341 test data segments (148 TSC+ASD and 193 TSC-ASD). 
An equal number of test segments was used in further analyses – 148 TSC+ASD 
and a random selection of 148 TSC-ASD segments (representative of all TSC-ASD 
subjects). Table 6.1 provides a summary of the pair-wise matching characteristics 
of the sample.  
Table 6.1: Pair-wise matching characteristics of the sample  
Pair 
no. 
TSC+ASD TSC-ASD 
Age [rounded] 
(years) 
Gender ID 
Age [rounded] 
(years) 
Gender  ID 
1 0.96 [0] M 3 0.97 [0] M 3 
2 2.91 [2] M 1 2.50 [2] F 1 
3 6.14 [6] M 3 6.34 [6] M 3 
4 8.58 [8] M 1 8.60 [8] F 2 
5 11.02 [11] M 2 11.55 [11] M 1 
ID: 1 = none, 2 = moderate, 3 = severe; Gender: M = male, F = female 
 
6.3.2.2. Optimal parameter set 
A lag of 25 and 95.02 PVR (equivalent to 116 PCs) was identified as optimal, based 
on an initial neighbourhood size estimate of 3.0. Figure 6.2 (A) shows accuracy as 
a function of embedding lag for 95 PVR. A gradual increase in accuracy was 
observed with an increase in embedding lag for LDA and MLP classifiers. For the 
SVM classifier, accuracy increased until a lag of 15, after which it began to 
fluctuate. The highest average accuracy for all classifiers was obtained when using 
a lag of 25, LDA achieving 69.26%, the SVM 73.65% and the MLP 76.69%. 
Figure 6.2 (B) shows accuracy as a function of PVR for a lag of 25. The optimal 
parameter value was 95 PVR, where the highest average classification accuracy 
was achieved for all classifiers. Using the optimal lag and PVR parameters, the 
significant RQA feature set was computed for different neighbourhood size values, 
and a plot was generated showing accuracy as a function of neighbourhood size, 
see Figure 6.2 (C). A neighbourhood size of 2.9 was identified as optimal, yielding 
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the highest average classification accuracy for all classifiers, LDA achieving 70.61%, 
the SVM 75.34%, and the MLP 78.72%. Optimal parameter identification was 
determined using the data assigned to cross-validation run 1. 
 
 
Figure 6.1: (A) Age, (B) gender and (C) intellectual disability prevalence in the 
matched sample 
 
Figure 6.2: Optimal (A) embedding lag, (B) PVR and (C) neighbourhood size 
parameters for matched sample cross-validation run 1 
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6.3.2.3.  Generalisation performance 
Except for RQA features T1 and T2, all RQA and demographic features (age, gender 
and level of ID) were found to be statistically significant. Note that level of ID is 
labelled as intellectual ability (IA) in all figures. The MLP classifier achieved the 
highest classification performance on all feature set options, see Figure 6.3, for 
cross-validation run 4. Using the ‘RQA’ feature set alone, LDA achieved 74.66% 
accuracy, and both the MLP and the SVM 81.08%. Interestingly, keeping in mind 
that this sample was matched on age and ID, no improvement in accuracy was 
noted with addition of age, IA, or age and IA features to the RQA feature vector 
with the (linear) LDA classifier, but was found with the (nonlinear) MLP and SVM 
classifiers. Furthermore, all classifiers and other feature set combinations showed 
an improvement in accuracy with addition of one or more demographic features 
to the ‘RQA’ feature set. The highest accuracies were achieved with the MLP 
classifier: 86.82% with ‘RQA+age’, 89.19% with ‘RQA+gender’, 87.84% with 
‘RQA+IA’, 95.27% with ‘RQA+age+gender’, 93.58% with ‘RQA+age+IA’, 94.60% 
with ‘RQA+gender+IA’, and 97.64% with ‘RQA+age+gender+IA’, see Figure 6.3 (A). 
 
Prior to recommending an optimal feature set as a potential biomarker for ASD 
detection, the reliability of the combinatorial feature sets (i.e. comprising both 
RQA and demographic features) were investigated. This was done by evaluating 
the classification performance achieved using only the demographic features. The 
MLP classifier achieved an accuracy of 60.81% with ‘age’, 66.89% with ‘gender’, 
and 54.39% with ‘IA’, see Figure 6.3 (B). Classification of combinations of the 
demographic features led to a further increase in accuracies: with the MLP 
classifier, 74.32% accuracy was achieved on the ‘age+gender’ feature set, 75.68% 
on ‘age+IA’, 71.28% on ‘gender+IA’, and 82.77% on ‘age+gender+IA’. Given that 
age, gender and ID in a random sample would not predict ASD, these observations 
suggest that there remained sample biases/confounders that had still not been 
controlled for. 
The MLP classifier is able to correctly predict group membership using the unique 
combination of the demographic features. A random 70/30 split of training and 
test data per subject was used in the matched sample cross-validation analysis. 
Consider, for instance, a test sample aged 2, male and with ID level of 1. The 
classifier compared this information with that acquired from the training data and 
then made a prediction accordingly. From Table 6.1, there were two relevant 
subject examples used in the training of the classifier: a 2 year old male TSC+ASD 
subject with ID level of 1, and a 2 year old female TSC-ASD subject with ID level 
of 1. If the classifier considered age or ID alone, or age and ID together, it would 
make a random selection for either TSC+ASD or TSC-ASD group membership. 
However, given gender in combination with age, or with age and ID, the classifier 
would correctly predict TSC-ASD group membership. This phenomenon can be 
resolved when studying a well-matched and larger sample.  
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Figure 6.3: Accuracies with different feature sets for matched sample  
cross-validation run 4 
 
 
Figure 6.4: Generalisation performance of matched sample cross-validation run 4 
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The generalisation performance for all classifiers, for feature sets 1 and 2, is shown 
in Figure 6.4. It is evident in all cases that improved accuracy, sensitivity, and 
specificity is obtained when using feature set 2 (all significant RQA and 
demographic features). The MLP and SVM classifiers show the best accuracy using 
feature set 1, 81.08%, with the MLP being more specific (with respect to the 
correct identification of TSC-ASD subjects) and the SVM being more sensitive (with 
respect to the correct identification of TSC+ASD subjects). Based on feature set 2, 
the MLP classifier yields the best performance with 97.64% accuracy, 97.30% 
sensitivity, and 97.97% specificity. Given the small sample size and the unmatched 
gender distribution within the sample, it is not realistic to draw a firm conclusion 
regarding the improvement in classification performance when demographic 
features were added to the RQA feature set. 
6.3.2.4. Cross-validation performance 
The 10-fold cross-validation results are shown in Figure 6.5. The accuracy was 
averaged over all 10 runs to compute the mean accuracy for a given feature set 
and classifier. Classification performance was highest for all three classifiers on 
feature set 2. The MLP classifier achieved the highest mean accuracy for both 
feature sets, 76.99% with feature set 1 and 96.69% with feature set 2. The SVM 
classifier also achieved good cross-validation performance, achieving a mean 
accuracy of 76.59% using feature set 1 and 94.32% using feature set 2. Feature 
set 2 appeared to be ideal, but results obtained using this feature set were 
interpreted with caution given the small sample size and unmatched gender 
distribution within the sample.     
 
Figure 6.5: Cross-validation performance for the (A) LDA, (B) MLP and (C) SVM 
classifiers 
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6.3.2.5. Feature importance analysis 
Feature set 2 was used in the feature shuffle analysis to determine which features 
were important to the classifiers. Features showing a significant drop in 
classification accuracy when test labels were shuffled were deemed important. In 
each case the accuracy was compared to that of the unshuffled full feature set, 
shown by the dotted lines for the different classifiers, see Figure 6.6. Considering 
the significant RQA features, all classifiers appeared to be most sensitive to LAM 
and least sensitive to RR and Vmax. With regards to the demographic features, all 
classifiers were sensitive to gender and IA. The MLP and the SVM classifiers were 
sensitive to age, but not the LDA classifier. Furthermore, upon shuffling all 8 
significant RQA features, and all 11 significant RQA and demographic features, 
± 50% accuracy was achieved which indicated that all features were contributing 
significant discriminatory information to the classifiers. 
 
 
Figure 6.6: Feature shuffle analysis for matched sample cross-validation run 4 
 
 
Figure 6.7: Feature importance analysis for the (A) LDA, (B) MLP and (C) SVM 
classifiers for matched sample cross-validation run 4 
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The next step in determining the optimal feature subset was to classify each 
feature individually using all three classifiers. These results are presented in 
Figure 6.7. The accuracies achieved on the individual features ranged from below 
50% to approximately 68%. It was evident that no single feature could provide 
good group discrimination, a group of features would thus be required in the 
optimal feature subset.  
In order to determine the number of features required, various feature set options 
were created and classified by starting off with the most important feature for a 
given classifier, and then adding further features one by one in order of decreasing 
importance. In the case of the MLP classifier, for instance, feature set option 1 
comprised ENTR, option 2 comprised ENTR + TT, and option 3 comprised ENTR + 
TT + <L>, etc.  A total of 11 feature set options were created. For each classifier, 
from full feature set 1 to full feature set 2, a significant increase in accuracy was 
noted: 74.66% to 83.45% for LDA, 82.10% to 97.30% for the MLP, and 81.08% to 
93.58% for the SVM, shown in Figure 6.8. In each case, the best classification 
performance was achieved by including all features in the optimal feature set.  
 
 
Figure 6.8: Optimal feature subset identification for matched sample  
cross-validation run 4 
 
 6.3.2.6. Feature space visualisation 
PCA was used to visualise the multi-dimensional feature space by projecting the 
data to a 2D and 3D PC subspace. Figures 6.9 and 6.10 show the 2D and 3D 
representations, accounting for approximately 68% and 80%, respectively, of the 
variance within the feature set data. Figures 6.9 (A) and 6.10 (A) show train 
features; test features are shown in Figures 6.9 (B) and 6.10 (B). Class separation 
can be seen more clearly in the 3D plots. PCA is not optimised for class separation 
in a low-dimensional representation of the data. These plots provide an estimate 
of the feature space for visualisation purposes, using feature set 2. 
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Figure 6.9: Visualisation of the feature space in a 2D PC subspace, (A) training 
features and (B) test features for matched sample cross-validation run 4 
 
 
Figure 6.10: Visualisation of the feature space in a 3D PC subspace, (A) training 
features and (B) test features for matched sample cross-validation run 4 
 
 
Stellenbosch University  https://scholar.sun.ac.za
  
155 
 
6.3.2.7.  Repeatability analysis 
Repeatability plots that show the test-retest reliability for each subject, using 
feature set 2, are shown in Figure 6.11. The MLP and SVM classifiers show the best 
average test-retest accuracy. They both achieved a repeatability accuracy of 
higher than 80% on all subjects, with the exception of one. It is important that a 
biomarker have excellent repeatability. The reason for poorer repeatability 
achieved for subject 1 with the MLP and the SVM classifiers requires further 
investigation.   
 
 
Figure 6.11: Repeatability analysis for the (A) LDA, (B) MLP and (C) SVM classifiers 
for matched sample cross-validation run 4 
 
6.3.2.8. Summary of optimal parameter and feature sets 
The optimal parameter set, estimated using matched sample cross-validation 
run 1, was an embedding lag of 25, 95 PVR, and a neighbourhood size of 2.9. The 
neighbourhood size amounted to approximately 4.0% of the average maximum 
phase space size (72.99) across all cross-validation runs. The full feature sets were 
deemed optimal based on the highest classification results achieved. Feature set 2 
yielded superior classification performance. A summary of the mean and standard 
deviation values, along with the 𝑝-values of the statistical tests, for the significant 
RQA feature set for cross-validation run 4 is provided in Table 6.2.   
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Table 6.2: Summary of feature set 1 for matched sample cross-validation run 4 
Feature 
TSC+ASD  
(mean ± standard 
deviation) 
TSC-ASD  
(mean ± standard 
deviation) 
KS test 
(𝒑-value) 
WR test 
(𝒑-value) 
RR 0.0435 ± 0.0283 0.0414 ± 0.0189 p = 0.0056 p = 0.0239 
DET 0.6137 ± 0.1364 0.6413 ± 0.1273 p = 0.006 p = 0.0019 
<L> 4.0413 ± 0.5854 4.2959 ± 0.6757 p < 0.0001 p < 0.0001 
Lmax 583.18 ± 247.26 694.28 ± 141.21 p < 0.0001 p < 0.0001 
ENTR 1.4298 ± 0.2014 1.4349 ± 0.2713 p < 0.0001 p = 0.0008 
LAM 0.7043 ± 0.1381 0.7346 ± 0.1162 p = 0.0284 p = 0.0038 
TT 3.4541 ± 0.668 3.6546 ± 0.7003 p < 0.0001 p < 0.0001 
Vmax 18.285 ± 15.584 17.774 ± 8.5155 p = 0.0002 p = 0.0022 
 
6.3.2.9. Discussion 
Here we examined the ability of the RQA biomarker to differentiate between ASD 
and non-ASD within a genetic syndrome (TSC). During determination of the 
optimal parameter set, 95 PVR was found to yield the best classification results 
with feature set 1 (all statistically significant RQA features). This PVR is much 
higher than the 30 PVR required in the ASD and TD replication study. Dong and 
McAvoy (1996) suggest that there may be nonlinearities present in the higher 
order PCs; these may contain essential information needed to help distinguish the 
groups. 
The 10-fold cross-validation results showed a mean accuracy of 76.99% for the 
MLP, 76.59% for the SVM, and 71.89% with LDA, for full feature set 1.  The RQA 
feature vector was able to discriminate ASD subjects within the TSC population, 
but with weak generalisation performance as opposed to that achieved with the 
combinatorial feature set, ‘RQA+age+gender+IA’. A significant improvement in 
generalisation performance was noted with inclusion of age, gender and 
intellectual ability as features to the RQA feature set, yielding a mean accuracy of 
96.69% with the MLP, 94.32% with the SVM, and 78.92% with LDA. It may be 
possible that the proposed biomarker needs to include age, gender and level of 
intellectual ability of a subject as well in order for a classifier to make a reliable 
diagnosis, but this requires evaluation in a larger and fully matched sample.  
 
6.3.3. Matched sample: leave-one-subject-out approach 
6.3.3.1. Recurrence plots 
Example recurrence plots (RPs) are shown in Figure 6.12. The criteria used to 
identify the optimal neighbourhood size was the size where the highest 
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classification accuracy was achieved. In these RPs very few deterministic 
structures, i.e. dots forming diagonal lines, were noted. Instead, more isolated 
dots were observed, that may represent chance recurrences. A lower recurrence 
point density was noted for the RPs of the subjects in this TSC ± ASD sample, as 
opposed to the RPs for the subjects in the ASD and TD sample, shown in 
Figure 5.22. The average maximum phase space size in this sample, 72.99, was 
much larger than that for the ASD and TD sample, 43.13. The optimal 
neighbourhood size of 2.9 in both cases, thus amounted to approximately 4.0% of 
average maximum phase space size for the TSC ± ASD sample, as opposed to 6.7% 
for the ASD and TD sample. White bands, as in Figure 6.12 (B), are indicative of 
changes in the dynamics and non-stationarity. It would be very difficult to predict 
group membership with visual inspection of numerous such RPs. The use of RQA 
allowed the quantification of these structures through the extraction of various 
textural features. These features were then used to train a classifier to predict 
group membership. 
 
 
Figure 6.12: Example RPs for a (A) TSC+ASD subject and a (B) TSC-ASD subject 
 
6.3.3.2. Generalisation performance 
With the significant RQA feature set, the MLP classifier achieved 90.00% accuracy 
(9/10 subjects correctly identified), 80.00% sensitivity (4/5 TSC+ASD subjects 
correctly identified) and 100.00% specificity (5/5 TSC-ASD subjects correctly 
identified), shown in Figure 6.13. Classification of the combinatorial feature set 
(significant RQA and demographic features) showed no improvement in 
generalisation performance for any of the classifiers. The LDA and SVM classifiers 
achieved very poor generalisation performance.  
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Figure 6.13: Generalisation performance for matched sample  
leave-one-subject-out analysis 
 
6.3.3.3. Repeatability analysis 
The test-retest reliability for each 
subject is shown in Figure 6.14, using 
the MLP classifier and the significant 
RQA feature set. In classification 
analyses the ‘majority vote’ is often 
used to identify the predicted label 
of a test case. In the programming 
code this was quantified with a 50% 
threshold. In the case where 50% or 
more was achieved in repeatability 
accuracy for all segments correctly 
classified per subject, the subject 
was considered to be correctly identified.  
6.3.3.4. Optimal parameter set and feature set summary 
An embedding lag of 25, 95 PVR, neighbourhood size of 2.9 and the full statistically 
significant RQA feature set were considered optimal. The neighbourhood size was 
approximately 3.8% of the average maximum phase space size (of 76.16) across 
all leave-one-out runs, similar to the 4.0% determined using the cross-validation 
approach.  
6.3.3.5. Discussion 
The acceptable generalisation performance achieved using the leave-one-subject-
out approach suggested that the use of a combinatorial feature set was not 
Figure 6.14: Repeatability analysis 
using the MLP classifier for matched 
sample leave-one-subject-out analysis 
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required. The statistically significant RQA feature vector alone was sufficient to 
distinguish the TSC+ASD and TSC-ASD subjects in this matched sample with 
90.00% accuracy. As per the literature evidence presented in Chapter 4, 
differences in rsEEG were found with age, gender and intellectual disability. Given 
that the RQA biomarker extracts features from rsEEG signals, it is important to 
investigate whether or not the biomarker performance is influenced by sample 
bias or not. This sample was matched for age and level of intellectual ability, but 
not gender. These findings require confirmation in a larger well-matched sample. 
It is important to keep in mind that the intellectual ability measurements in this 
data were rather crude, and were not established using formal neuropsychological 
tests in all cases. All TSC subjects had epilepsy and were on anti-epilepsy 
medication. The combined effects of ID, epilepsy and medication require further 
investigation. Another factor to consider is that it is common for TSC subjects to 
have benign tumours in the brain. Structural lesions, as a result of a tumour for 
instance, produce no electrical activity, but the surrounding tissues generate 
abnormal EEG activity (Fisch, 1999). The presence of cortical tubers may influence 
the recording of EEG activity at applicable channel recording cites. This might 
motivate the use of a ‘whole-brain’ approach, with a multivariate approach to 
analyse all EEG channels at once, rather than to use a reduced channel set (that is, 
assuming this is identified as useful in future work).   
An important next step is to establish a reliable repeatability accuracy threshold 
when evaluating several segments per subject to make a prediction of ‘at risk for 
ASD’ or not. Furthermore, to investigate the possible causes of poor test-retest 
reliability, such as artefact contamination.   
6.4. Chapter summary 
The ability of the RQA biomarker to detect ASD within TSC, a genetic disorder 
commonly associated with ASD, was investigated. With biomarker development 
in a matched sample an optimal parameter and feature set were determined: an 
embedding lag of 25, 95 PVR, neighbourhood size of 2.9 (approximately 4% of the 
average maximum phase space size) and the full statistically significant RQA 
feature set. 10-fold cross-validation findings revealed that classification of the 
combinatorial feature set ‘RQA+age+gender+IA’ using the MLP classifier yielded 
an average accuracy of 96.69% across all cross-validation runs, as opposed to 
76.99% achieved with the significant RQA feature set. The leave-one-subject-out 
analysis showed 90.00% accuracy with the significant RQA feature set and the MLP 
classifier, and poorer performance with the combinatorial feature set.  Potential 
confounding and/or interaction between age, gender, ID, epilepsy, and 
medication require further investigation in a large and well-matched sample. The 
biomarker performance achieved with the new sample should allow one to assess 
confidently whether or not including demographic features in the RQA feature set 
leads to a reliable increase in classification performance. 
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7.  STUDY 3: CAN RECURRENCE QUANTIFICATION ANALYSIS DISTINGUISH 
NON-SYNDROMAL FROM SYNDROMAL AUTISM SPECTRUM DISORDER?  
7.1.  Introduction 
Results from chapters 3 and 5 showed that the proposed rsEEG RQA biomarker 
was able to differentiate ASD and TD subjects with acceptable sensitivity and 
specificity. Chapter 6 showed that this biomarker was also able to detect ASD 
within TSC, i.e. differentiate TSC+ASD and TSC-ASD subjects, with sufficient 
sensitivity and specificity. This chapter explores whether or not subjects with non-
syndromal and syndromal ASD can be distinguished. Age, gender and intellectual 
disability are investigated as covariates. This chapter will present method 
implementation, followed by results, discussion and a chapter summary. 
7.2.  Method implementation 
The sample population under investigation has been described in section 5.2.1.1. 
An important limitation with respect to this sample is that all TSC subjects had 
epilepsy and were on anti-epilepsy medication. The same methodology, as 
summarised in Figures 5.1, 5.2 and section 5.2, was implemented, with the 
exceptions of proceeding directly to the matched sample analysis and only doing 
the leave-one-subject-out analysis for the matched sample, similar to the 
approach taken in section 6.2.  
7.3.  Results  
7.3.1. Overview 
10-fold cross-validation and leave-one-subject-out analyses were conducted on 
the matched sample and are discussed in two sections. In section one, the data 
distribution, optimal parameter set, generalisation performance, cross-validation 
performance, feature importance analysis, feature space visualisation, 
repeatability analysis, and summary of the optimal parameter and feature sets is 
discussed for the cross-validation analysis. In section two, recurrence plots, 
generalisation performance, repeatability analysis and a summary of the optimal 
parameter and feature sets is discussed for the leave-one-subject-out analysis.  
Both sections follow with a discussion, ending with a chapter summary. 
7.3.2.  Matched sample: cross-validation approach 
7.3.2.1. Data distribution 
Figure 7.1 shows the data distribution of the pair-wise matched sample; matched 
for age and ID, and for gender where possible. The sample comprised 
12 participants aged 2 – 6 years, with 6 ASD subjects (mean age 3.90 years) and 
6 TSC+ASD subjects (mean age 3.89 years). The sample remained poorly matched 
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with respect to gender, with all ASD subjects being male, and a 2:1 male to female 
ratio in the TSC+ASD sample. The majority of subjects from both groups showed 
severe ID. Each cross-validation run comprised 587 training data segments 
(67 ASD and 520 TSC+ASD), and 245 test data segments (24 ASD and 221 
TSC+ASD). An equal number of test segments was used in further analyses – 24 
ASD and a random selection of 24 TSC+ASD segments (representative of all 
TSC+ASD subjects). Table 7.1 provides a summary of the pair-wise matching 
characteristics of the sample.  
 
Table 7.1: Pair-wise matching characteristics of the sample  
Pair 
no. 
ASD TSC+ASD 
Age [rounded] 
(years) 
Gender ID 
Age [rounded] 
(years) 
Gender  ID 
1 2.22 [2] M 3 2.20 [2] M 3 
2 2.98 [2] M 3 2.91 [2] M 1 
3 4.28 [4] M 3 4.10 [4] F 3 
4 4.38 [4] M 1 4.30 [4] F 3 
5 4.41 [4] M 3 4.77 [4] M 3 
6 5.13 [5] M 3 5.06 [5] M 3 
ID: 1 = none, 2 = moderate, 3 = severe; Gender: M = male, F = female 
 
7.3.2.2. Optimal parameter set 
A lag of 25 and 60.29 PVR (equivalent to 28 PCs) was identified as optimal, based 
on an initial neighbourhood size estimate of 3.0. Figure 7.2 (A) shows accuracy as 
a function of embedding lag for 60 PVR. A gradual increase in accuracy was 
observed with an increase in embedding lag. The highest average classification 
accuracy for all classifiers was achieved at a lag of 25, achieving 93.75% accuracy 
with LDA, and 97.92% with both the MLP and the SVM classifiers. Hence, a lag of 
25 was chosen as optimal. In Figure 7.2 (B), accuracy is shown as a function of PVR 
for a lag of 25. 60 PVR was considered optimal, for this PVR the highest average 
classification accuracy was achieved for all classifiers. Once the optimal lag and 
PVR parameters had been determined, the optimal neighbourhood size was 
estimated. A value of 2.9 was observed to yield the highest average classification 
accuracy for all classifiers, showing 95.83% with the SVM, 97.92% with the MLP, 
and 100.00% with LDA, see Figure 7.2 (C). Feature set 1 (all significant RQA 
features) and the data assigned to cross-validation run 1 was used for all 
computations required to determine the optimal parameter set. 
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Figure 7.1: (A) Age, (B) gender and (C) intellectual disability prevalence in the 
matched sample 
 
 
Figure 7.2: Optimal (A) embedding lag, (B) PVR and (C) neighbourhood size 
parameters for matched sample cross-validation run 1 
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7.3.2.3.  Generalisation performance 
With the exception of Lmax and age, all RQA and demographic features were 
statistically significant. Figure 7.3 (A) shows the accuracies achieved with the ‘RQA’ 
and different combinatorial feature sets. A combinatorial feature set contained all 
statistically significant RQA features, and one or more demographic features. With 
the ‘RQA’ feature set, 100.00% accuracy was achieved using the LDA classifier, 
97.92% using the MLP and 95.83% using the SVM. For all of the combinatorial 
features sets investigated, 100.00% accuracy was achieved with all classifiers, 
except with the ‘RQA+IA’ feature set where the SVM classifier achieved 95.83%.  
Figure 7.3 (B) shows the accuracies achieved on the demographic features either 
alone or in combination. The LDA classifier, which achieved the maximum accuracy 
on the ‘RQA’ feature set, achieved 45.83% with ‘age’, 66.67% with ‘gender’, 
56.25% with ‘IA’, 66.67% with ‘age+gender’, 56.25% with ‘age+IA’, 66.67% with 
‘gender+IA’, and 62.50% with ‘age+gender+IA’. With the SVM classifier 75.00% 
accuracy was achieved using the ‘age+gender+IA’ feature set. This suggests that 
biases/confounding had still not been controlled for, that is, given that age, gender 
and ID in a random sample would not predict non-syndromal or syndromal group 
membership.  
The generalisation performance achieved for all classifiers, using feature set 1 
and 2, is shown in Figure 7.4. With feature set 1, LDA achieved 100.00% accuracy, 
sensitivity and specificity; the MLP classifier achieved 97.92% accuracy, 95.83% 
sensitivity, and 100.00% specificity; and the SVM classifier achieved 95.83% 
accuracy, 100.00% sensitivity, and 91.67% specificity. With feature set 2, all 
classifiers achieved 100.00% accuracy, sensitivity, and specificity. However, in 
view of the small sample size and the unmatched gender distribution within the 
sample, a firm conclusion could not be drawn regarding the potential 
improvement in classification performance when demographic features were 
added to the RQA feature set. 
7.3.2.4. Cross-validation performance 
The 10-fold cross-validation results are shown in Figure 7.5. The accuracy was 
averaged over all 10 runs to compute the mean accuracy for a given classifier and 
feature set. Classification performance for all three classifiers was highest with use 
of feature set 2. The LDA classifier achieved 92.92% on feature set 1 and 95.83% 
on feature set 2; the MLP classifier achieved 92.29% and 97.08%, respectively; and 
the SVM classifier achieved 92.29% and 95.62%, respectively. Given the small 
sample size and the unmatched gender distribution within the sample, the results 
achieved using feature set 1 are considered more reliable, for which LDA showed 
the best cross-validation performance. 
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Figure 7.3: Accuracies with different feature sets for matched sample  
cross-validation run 1 
 
 
Figure 7.4: Generalisation performance of matched sample cross-validation run 1 
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Figure 7.5: Cross-validation performance for the (A) LDA, (B) MLP and (C) SVM 
classifiers 
 
7.3.2.5. Feature importance analysis 
Feature shuffle analysis of feature set 2 was performed to identify the importance 
of individual features to the classifiers, and to confirm that all features were 
contributing significant discriminatory information (see Figure 7.6). The dotted 
line at 100.00% shows the accuracy achieved using feature set 2 when the test 
labels from all features remained unshuffled. The SVM in particular showed 
sensitivity to all features, especially LAM and DET. The LDA classifier showed 
sensitivity to all features except RR, ENTR, Vmax, and IA; it was most sensitive to 
LAM and TT. The MLP classifier only showed sensitivity to LAM and gender 
features. With shuffling of the test labels of LAM, DET and TT features, the greatest 
drop in classification accuracy was observed. Upon shuffling all 9 significant RQA 
features, and all 11 significant RQA and demographic features, 50% accuracy or 
less was achieved with all classifiers, which indicated that all features were 
contributing significant discriminatory information to the classifiers. 
The next step was to determine the optimal feature subset for each classifier. Each 
feature was classified alone, and the features were then ranked in order of 
decreasing importance according to the accuracy achieved. These results are 
shown in Figure 7.7. The LDA classifier was able to distinguish ASD and TSC+ASD 
subjects with 100.00% accuracy using only the LAM feature. The MLP classifier 
achieved 100.00% accuracy on the DET and the LAM features alone. The highest 
accuracy achieved with the SVM on a single feature was 93.75% with the DET, 
ENTR and LAM features alone.  
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Figure 7.6: Feature shuffle analysis for matched sample cross-validation run 1 
 
 
Figure 7.7: Feature importance analysis for the (A) LDA, (B) MLP and (C) SVM 
classifiers for matched sample cross-validation run 1 
 
 
Figure 7.8: Optimal feature subset identification for matched sample  
cross-validation run 1 
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The number of features required to achieve optimal performance was determined 
by evaluating the classification accuracy achieved with different feature set 
options. The first option comprised the most important feature for a given 
classifier, further features were added in order of decreasing importance. For the 
LDA classifier, for instance, feature set option 1 comprised LAM, option 2, 
LAM+DET, and option 3 LAM+DET+ENTR, etc. A total of 11 feature set options 
were created and classified. These results are summarised in Figure 7.8.  
With the LDA classifier, the accuracy achieved using feature set option 1 (i.e. LAM), 
all statistically significant RQA, or all statistically significant RQA and demographic 
features appeared quite robust. 100% accuracy was achieved regardless of the 
number of features retained, except for feature set option 2.  With the MLP 
classifier 100.00% accuracy was achieved with feature set options 1, 2, 3, 5, 7, 10 
and 11. Classification with the MLP classifier using the full RQA feature set yielded 
97.92% accuracy. With the SVM classifier, feature set options 1 to 4 all yielded 
93.75% accuracy, which improved to 95.83% with feature set options 5 to 9; upon 
including the demographic features accuracy improved to 100.00%. For the 
purpose of comparison to the other sample populations in study 1 and study 2, a 
decision was made to retain the full feature set as the RQA biomarker.   
7.3.2.6.  Feature space visualisation 
PCA was used to visualise the feature space of feature set 2. 2D and 3D 
representations of the PC subspace are shown in Figures 7.9 and 7.10, 
respectively, accounting for approximately 63% and 81% of the variance within 
the data. Part (A) of each figure shows the training data, and part (B) shows the 
test data. Class separation within the test data features is clearly visible.  
7.3.2.7.  Repeatability analysis 
100% test-retest reliability was achieved for each subject for all three classifiers, 
shown in Figure 7.11. This is ideal for biomarker performance. 
7.3.2.8. Summary of optimal parameter and feature sets  
The optimal parameter set, estimated using matched sample cross-validation 
run 1, was an embedding lag of 25, 60 PVR, and a neighbourhood size of 2.9. The 
neighbourhood size was approximately 3.8% of the average maximum phase 
space size (75.67) across all cross-validation runs. The full RQA feature set was 
retained as optimal. A summary of the mean and standard deviation values, along 
with the 𝑝-values of the statistical tests, for the significant RQA feature set for  
cross-validation run 1 is provided in Table 7.2.   
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Figure 7.9: Visualisation of the feature space in a 2D PC subspace, (A) training 
features and (B) test features for matched sample cross-validation run 1 
 
 
Figure 7.10: Visualisation of the feature space in a 3D PC subspace, (A) training 
features and (B) test features for matched sample cross-validation run 1 
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Figure 7.11: Repeatability analysis for the (A) LDA, (B) MLP and (C) SVM classifiers 
for matched sample cross-validation run 1 
 
Table 7.2: Summary of feature set 1 for matched sample cross-validation run 1 
Feature 
ASD  
(mean ± standard 
deviation) 
TSC+ASD  
(mean ± standard 
deviation) 
KS test 
(𝒑-value) 
WR test 
(𝒑-value) 
RR 0.3449 ± 0.0157 0.3592 ± 0.0254 p < 0.0001 p < 0.0001 
DET 0.8447 ± 0.0379 0.9312 ± 0.0272 p < 0.0001 p < 0.0001 
<L> 4.0092 ± 0.5385 5.631 ± 1.2103 p < 0.0001 p < 0.0001 
ENTR 1.8244 ± 0.1939 2.3098 ± 0.2411 p < 0.0001 p < 0.0001 
LAM 0.8985 ± 0.0262 0.9583 ± 0.0175 p < 0.0001 p < 0.0001 
TT 4.9512 ± 0.7297 7.143 ± 1.6179 p < 0.0001 p < 0.0001 
Vmax 62.179 ± 20.475 95.202 ± 45.713 p < 0.0001 p < 0.0001 
T1 2.8545 ± 0.1294 2.7281 ± 0.1974 p < 0.0001 p < 0.0001 
T2 10.29 ± 1.6062 15.88 ± 3.279 p < 0.0001 p < 0.0001 
 
7.3.2.9. Discussion 
The 10-fold cross-validation results for classification of feature set 1 (all significant 
RQA features) showed an accuracy of 92.92% using LDA, and 92.29% using the 
MLP or the SVM classifiers. Classification of feature set 2 (the combinatorial 
feature set, ‘RQA+age+gender+IA’) led to an accuracy of 95.83% using LDA, 97.08% 
using MLP, and 95.62% with the SVM. An increase in biomarker performance was 
noted with addition of the demographic features to the RQA feature set. Gender 
remained unmatched in this sample. Further investigation of the feature set 
choice in a well-matched and larger sample is required prior to proposing the 
combinatorial feature set as an optimal biomarker. 
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The feature importance analysis, conducted on cross-validation run 1 data, 
revealed that LDA was able to classify non-syndromal and syndromal ASD with 
100% accuracy using only the laminarity (LAM) feature, and that the MLP classifier 
using only the LAM or the DET (determinism) features also reached 100% 
accuracy. In a recurrence plot, LAM represents the ratio of recurrence points 
forming vertical structures to all recurrence points – indicating the occurrence of 
laminar states (the probability that a state will not change for the next time step). 
DET represents the ratio of recurrence points forming diagonal structures to all 
recurrence points – indicating the predictability of the system. These results 
appear very promising. However, it would be important to replicate these findings 
in subsequent analyses to confirm their validity.  
 
7.3.3. Matched sample: leave-one-subject-out approach 
7.3.3.1. Recurrence plots 
Example RPs are shown in Figure 7.12. The neighbourhood size amounted to 3.9% 
of the average maximum phase space size across all leave-one-subject-out runs 
(74.42), which is similar to that calculated with the cross-validation runs. 
Deterministic structures as well as white bands are evident in the RPs.  
 
 
Figure 7.12: Example RPs for an (A) ASD subject and a (B) TSC+ASD subject 
 
7.3.3.2. Generalisation performance 
The generalisation performance results achieved using the leave-one-subject-out 
analysis are summarised in Figure 7.13. The MLP and SVM classifiers both achieved 
100.00% accuracy, sensitivity, and specificity using both feature sets. The LDA 
classifier achieved 91.67% accuracy (11/12 subjects correctly identified), 83.33% 
sensitivity (5/6 ASD subjects correctly identified) and 100.00% specificity  
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(6/6 TSC+ASD subjects correctly identified). Classification of feature set 2 with the 
LDA classifier led to 100.00% accuracy, sensitivity and specificity. 
 
 
 
Figure 7.13: Generalisation performance for matched sample  
leave-one-subject-out analysis 
 
7.3.3.3. Repeatability analysis 
The test-retest reliability results for the leave-one-subject-out analysis are shown 
in Figure 7.14. A 50% threshold for overall correct identification of a subject was 
used. Repeatability remains a challenge with some subjects. 
 
 
Figure 7.14: Repeatability analysis for the (A) LDA, (B) MLP and (C) SVM classifiers 
for matched sample leave-one-subject-out analysis 
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7.3.3.4. Optimal parameter set and feature set summary 
An embedding lag of 25, 60 PVR, neighbourhood size of 2.9 (equivalent to 3.9% of 
the average maximum phase space size of 74.42 across all leave-one-out runs) and 
the full statistically significant RQA feature set were considered optimal.  
7.3.3.5. Discussion 
100% generalisation performance was achieved with the significant RQA feature 
set using the MLP and the SVM classifiers in the leave-one-subject-out analysis. 
No studies have yet investigated whether rsEEG can be used to perform 
categorical classification of non-syndromal and syndromal ASD. These results 
showed that in this sample the RQA biomarker was able to classify non-syndromal 
versus syndromal ASD with high accuracy. A next step would be to replicate these 
findings in a large and well-matched sample.  
7.4. Chapter summary 
The ability of the RQA biomarker to distinguish non-syndromal and syndromal 
ASD, within the TSC syndrome, was investigated in this chapter. With biomarker 
development, the optimal parameter and feature set identified was: an 
embedding lag of 25, 60 PVR, neighbourhood size of 2.9 (approximately 3.9% of 
the average maximum phase space size) and the full statistically significant RQA 
feature set. 10-fold cross-validation findings using all three classifiers revealed 
that classification of the combinatorial feature set ‘RQA+age+gender+IA’ was 
superior – 97.08% was the highest mean cross-validation accuracy, achieved using 
the MLP classifier. With the significant RQA feature set the LDA classifier achieved 
the highest mean cross-validation accuracy of 92.92%. The leave-one-subject-out 
analysis showed 100.00% accuracy with the MLP and the SVM classifiers on both 
the significant RQA and the combinatorial feature sets. The ability of the 
biomarker to distinguish successfully between non-syndromal and syndromal ASD 
subjects is promising, however two potential confounding variables, epilepsy and 
medication, have not been investigated given that data were not available.  It is 
important that these variables, along with age, gender and intellectual ability, be 
investigated rigorously in a large and well-matched sample. 
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8.  FINAL DISCUSSION 
Early identification and diagnosis of ASD is a challenge around the globe but 
particularly so in low resource environments. There is a great global demand for 
‘language free and culturally fair’ screening tools that do not require highly trained 
professionals. RQA of rsEEG is proposed as a novel biomarker for ASD risk as it is 
capable of multivariate analysis of short, nonlinear and nonstationary segments of 
rsEEG. This chapter provides an overview of the results presented in the four rsEEG 
RQA biomarker studies included in this thesis. The significance of the findings of 
this biomarker are placed into perspective and discussed in relation to the current 
existing MME (Bosl et al., 2011) and CA (Duffy and Als, 2012) biomarkers. 
The primary hypothesis of this research was: 
RQA of rsEEG provides a sensitive and specific differentiation of ASD and TD. 
This hypothesis was investigated in the proof-of-principle study (Chapter 3) and 
study 1 (Chapter 5). In a small proof-of-principle study, comprising 7 ASD and 5 TD 
subjects, 8 – 17 years, 12 segments from 14 EEG channels were analysed and the 
LDA classifier showed 83.3% accuracy, 85.7% sensitivity and 80.0% specificity with 
classification of the significant RQA feature set (Pistorius et al., 2013). A targeted 
review (see Chapter 4, Heunis et al., under revision) revealed that age, gender, 
intellectual ability, socio-economic status, comorbidity, the use of medication, 
eyes-open versus eyes-closed condition, the number and location of electrodes, 
and test-retest reliability, may all be factors that need to be evaluated during 
biomarker development. Where possible, within the limitations of the available 
data, age, gender, intellectual ability, and test-retest reliability was investigated in 
studies 1, 2 and 3. Study 1 served as a replication study for the primary hypothesis. 
In an age matched sample of 7 ASD and 7 TD subjects, age 2 – 6 years, 
666 segments from 17 EEG channels were analysed. The SVM classifier showed 
92.9% accuracy, 100.0% sensitivity and 85.7% specificity using the optimal RQA 
feature set. RQA was able to distinguish ASD and TD subjects with acceptable 
sensitivity and specificity, thus proving the primary hypothesis. Importantly, age 
and gender were shown to be important confounding variables in the full dataset, 
highlighting the importance of age and gender as potential covariates in biomarker 
studies. Data also showed that simply the number of available segments between 
ASD and TD groups were a significant factor that needs to be controlled for in 
studies.  
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Two secondary hypotheses were made. The first was: 
RQA of rsEEG provides a sensitive and specific differentiation of ASD and non-
ASD within a genetic syndrome. 
Given the confirmation of the primary hypothesis in study 1, we argued that a 
robust ASD biomarker should be able to differentiate not only ‘typical’ from 
‘atypical’, but be able to differentiate ASD from non-ASD in the context of 
neurodevelopmental aberration. To test out this hypothesis, Tuberous Sclerosis 
Complex (TSC) was used as model disorder, given that about 50% of individuals 
with TSC develop ASD. In study 2, 1 202 segments from 17 EEG channels  
were analysed in an age and intellectual ability matched sample of 5 TSC+ASD and 
5 TSC-ASD subjects, aged 0 – 12 years. The MLP classifier showed 90.0% accuracy, 
80.0% sensitivity and 100.0% specificity with classification of the significant RQA 
feature set. RQA was therefore able to distinguish ASD and non-ASD subjects 
within a genetic disorder (TSC) with acceptable sensitivity and specificity, thus 
proving the first secondary hypothesis.   
The second secondary hypothesis was:  
RQA of rsEEG provides a sensitive and specific differentiation of non-syndromal 
and syndromal ASD. 
In an extension of the conceptual challenge for a robust and clinically-useful 
biomarker, as set out above, we wanted to explore whether the RQA biomarker 
could differentiate between two distinct aetiological ASD groups, one with a 
known syndrome (TSC in this case), and non-syndromal ASD. To date, no clinically 
distinguishing characteristics have been identified between non-syndromal ASD 
and TSC-associated ASD. In study 3, 832 segments from 17 EEG channels in an  
age and intellectual ability matched sample of 6 non-syndromal ASD and 
6 TSC+ASD subjects, aged 2 – 6 years, were analysed. Remarkably, the MLP and 
SVM classifiers showed 100.0% accuracy, 100.0% sensitivity and 100.0% specificity 
with classification of the significant RQA feature set. The RQA biomarker was 
therefore able to distinguish non-syndromal and syndromal ASD subjects with 
perfect sensitivity and specificity, thus also confirming the second secondary 
hypothesis.   
This is the first time, to our knowledge, that any biomarker has been shown to 
differentiate ASD from TD, from non-ASD within a syndrome, and non-syndromal 
from syndromal ASD. The number of subjects in each sample population was 
small, however, a large number of segments was analysed per sample population. 
In studies 1 – 3, 666, 1 202, and 832 segments, respectively, were analysed. 
Classification performance was evaluated using a leave-one-subject-out analysis, 
simulating a clinical scenario where an unseen subject was ‘diagnosed’.  
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With identification of the RQA biomarker as a viable rsEEG biomarker, there are 
now at least three next-generation biomarkers for ASD detection. It is therefore 
of interest to consider the relative strengths and weaknesses of these three. A 
head-to-head comparison of the three biomarker methods on a common data set 
would generate empirical evidence for a direct comparison to be made on 
biomarker performance. In order to replicate the exact methodologies reported 
in literature (Bosl et al., 2011; Duffy and Als, 2012) it is important that clear 
guidelines on technique selection, parameter choice, and method implementation 
be published alongside the results in a paper. It is also necessary to include detail 
on the inclusion, exclusion and matching criteria implemented, the demographic 
distribution within the sample, and statistical testing for possible confounding 
factors.  
Results presented in this dissertation highlighted various obstacles to be 
considered when performing classification analyses. It is important to report not 
only accuracy, but also sensitivity, specificity, sample size and sample composition 
(the proportion of samples within each group) within the test data. These 
measures together will allow for an accurate assessment of classification 
performance to be made. In study 1 (Chapter 5), 93.9% of the test data in the full 
sample came from TD subjects. With classification of this sample, a classifier would 
have been able to predict group membership 93.9% of the time by merely guessing 
that all segments belonged to the TD group. Consideration of the accuracy alone 
would yield apparent good performance, but sensitivity (with respect to the 
correction identification of ASD subjects) would have been zero. For this reason it 
is important to evaluate the abovementioned factors in conjunction with accuracy. 
Statistical significance testing of the features, showing mean ± standard deviation 
values and 𝑝-values, would provide further support to confirm classification 
results.  
Results from study 1 further showed that investigation of age as a covariate, using 
exact age values (e.g. 5.25) in a small subject sample led to the finding that age 
was a good predictor in distinguishing ASD and TD subjects. Needless to say, in a 
population-based random sample, age would not be a predictor of ASD or TD. By 
rounding down the ages, this confounding effect was eliminated. In studies 1 – 3, 
results from the investigation of age, gender and intellectual ability as covariates 
within a poorly matched sample showed evidence of confounding. It is vital that 
biomarker performance is assessed in well matched samples where possible 
confounding factors are carefully controlled for. 
Taking into consideration the insights gained from the RQA biomarker 
development and assessment, a closer inspection of the MME and CA biomarker 
methods was performed. Three main aspects were scrutinised: whether or not 
sufficient methodological detail was provided in order to allow replication of the 
biomarker methodology, whether or not sufficient information was reported to 
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evaluate classification performance reliably, and whether or not possible 
confounding factors had been investigated.   
With the proposed MME biomarker for infants at high risk for autism (HRA), by 
Bosl et al. (2011), the authors showed that at 9 months of age the groups could be 
distinguished with over 80% accuracy. It is important to replicate this 
methodology within a suitable sample population to assess the value of MME 
features in distinguishing ASD (with a confirmed diagnosis) and TD subjects.  
In general, a study can only be replicated if sufficient clinical characterisation of 
the sample population and methodological detail is reported. In terms of clinical 
characterisation in the Bosl et al. (2011) study, inclusion, exclusion and possible 
matching criteria had not been mentioned, for instance, it is not clear if infants 
were screened for epilepsy or other neurological disorders, or if infants on 
medication had been included as study participants. These may be potential 
confounding factors. A lack in methodological detail was evident. It was not clear 
whether a single continuous 20 second segment or multiple 20 second segments 
were extracted from each rsEEG recording. No mention of an ocular artefact 
handling strategy was made. 10-fold cross-validation was implemented, but no 
mention was made of the distribution of training and test data and whether or not 
a new random selection of samples was allocated with each cross-validation run. 
Parameter choices used to compute the MME features had not been specified, nor 
detail regarding the classifiers, for instance, what type of kernel was used in the 
SVM classifier, and what number of nearest neighbours was evaluated when using 
the k-nearest neighbour classifier. 
With regards to the assessment of classification results, no sensitivity or specificity 
measures were mentioned, and the segment distribution within the test data of 
the subsamples was not reported. Bosl et al. (2011) reported that classification of 
the mean MME features from all 64 channels yielded 90% accuracy using a kNN 
classifier in the mixed gender 9 month-old subsample, yet statistical significance 
testing of the mean MME features over the whole head showed no significant 
differences between groups within this subsample. These results suggest that a 
classifier would not have been able to predict group membership accurately. 
Furthermore, 100% accuracy was reported using a SVM classifier in the male 
9 month-old subsample, yet no statistical significance testing for demographic or 
feature significance was performed in this gender-specific subsample. Bosl et al. 
(2011) reported that differences in mean MME were significant over the entire 
scalp, especially in the left frontal region, at most ages except at 9 months of age. 
According to the results presented in Table 1 in the paper by Bosl et al. (2011) the 
first part of the statement appears to be incorrect. This table showed that mean 
MME values over the whole head were only significant at 18 months of age, and 
that left frontal mean MME was significant at 6, 12, 18 and 24 months, but not at 
9 months. This is perplexing as the best classification results of the study were 
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reported for the mean MME features across the whole head for the mixed gender 
and male specific subsamples at 9 months of age, yet statistical significance testing 
showed no differences between the groups for the feature set used. 
With regards to the assessment of potential confounding factors, it appears that 
age, height and head circumference were evaluated as possible confounding 
factors within the mixed gender subsamples, but not the gender specific 
subsamples for which classification results were also reported. Gender was not 
investigated as a potential confounding factor. 
We suggest a few further methodological improvements that might allow for more 
robust assessment of the MME biomarker performance. No ocular artefact 
handling strategy was implemented, but Costa et al. (2005) reported that MME is 
sensitive to the presence of nonstationarities and artefacts. Assessment of 
biomarker performance with and without ocular artefact correction would allow 
for assessment of how robust the methodology is in the context of artefacts. It 
would have been useful to see the results of a leave-one-subject-out classification 
analysis, simulating the diagnosis of an unseen subject. This classification estimate 
would have been more reliable than that of a cross-validation approach, also given 
the limited sample size (for instance, 12 segments in the 9 month old male 
subsample, assuming one segment per subject was extracted). Typically, with 
cross-validation analysis, assuming there are multiple rsEEG segments extracted 
from each subject, all data available per subject are usually allocated to a training 
and test data set according to a certain ratio. This would mean that a classifier is 
trained on a segment from a specific subject, and then tested on another segment 
from the same subject, which is not the same as classifying a test segment from 
an unseen subject (as is the case when implementing a leave-one-subject-out 
analysis). If multiple segments per subject were extracted, it would also have been 
useful to see the results of a test-retest reliability analysis.  
With the proposed CA biomarker by Duffy and Als (2012), the authors showed 
accuracies greater than 86% within the respective age subsamples investigated, 
using a leave-one-subject-out classification approach. This biomarker showed 
evidence of successful discrimination of ASD (with a confirmed diagnosis) and TD 
subjects. Closer inspection of this paper showed that sufficient methodological 
detail had been reported to allow replication of this study, also sufficient 
information to allow interpretation of the classification results, which included 
significance testing of the feature set. However, the potential confounding effect 
of age and gender within the respective full and subsamples was not investigated. 
Test-retest reliability was also not investigated even though multiple segments per 
subject were analysed.  
Duffy and Als (2012) commented that before general clinical applicability could be 
considered, the CA biomarker needed to be evaluated in a sample that extended 
beyond the ASD and TD dichotomy, for instance by including subjects with 
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intellectual disability and genetic disorders such as TSC and Fragile X syndrome. 
However, they did not perform any of these analyses in their study. 
The RQA biomarker was developed to address the limitations associated with the 
analysis of nonlinear and nonstationary rsEEG data with univariate and linear 
feature extraction techniques that rely upon the assumption of stationarity and 
that require long segments of data in order to generate reliable feature estimates. 
In this thesis, a further contribution to biomarker development was made, not 
only with development of a novel RQA biomarker, but by showing that the 
biomarker could distinguish ASD from TD, from non-ASD within a syndrome, and 
non-syndromal from syndromal ASD. This will contribute significant clinical value, 
and may start to point towards the potential usefulness of biomarkers (other than 
molecular biological ones) not only for the screening of individuals at risk of ASD, 
but also in the aetiological subtyping of ASD. 
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9.  CONCLUSIONS AND FUTURE WORK 
9.1.  Overview of the problem statement 
ASD is an increasingly recognised neurodevelopmental disorder, with a growing 
evidence-base for early interventions. Yet, most people are identified late. In low 
resource environments, in particular, there are insufficient skills to detect those at 
risk early, for further evaluation, diagnosis and treatment. There is a significant 
demand for low-cost screening tools that do not require highly expert and trained 
professionals. The development of ‘language free, culturally fair’ screening tools 
that may use contemporary technology therefore holds great promise for global 
screening in ASD.  
EEG has emerged as a possible noninvasive tool that might aid in this search for 
early biomarkers of ASD risk. The recording of rsEEG, in particular, is convenient in 
applications with infants to adults with varying developmental levels. EEG has 
been used for almost a century to identify seizure-related disorders in humans, 
typically through expert interpretation of multi-channel recordings. Attempts 
have been made to quantify EEG through frequency analyses and graphic 
representations. These ‘traditional’ qEEG analysis methods were limited in their 
ability to analyse complex and multivariate data and have not been generally 
accepted in clinical settings. One of the key challenges lies in the identification of 
appropriate multivariate, next-generation analytical methodologies that can 
characterise the complex, nonlinear dynamics of neural networks in the brain. 
9.2. Overview of the contributions of this work 
RQA of rsEEG was proposed as a novel biomarker of ASD risk. Recurrence is a 
fundamental property inherent to complex systems such as the brain. RQA is 
considered a robust technique for quantifying EEG dynamics as it is capable of 
univariate or multivariate (i.e. single or multichannel EEG) time series analysis, it 
can reliably analyse short and non-stationary segments, and can be applied to 
linear or nonlinear data. The RQA biomarker methodology used in this thesis 
employed various existing techniques: ICA was used in the preprocessing stage, 
multivariate embedding, PCA, RQA and statistical significance testing of features 
using the Kolmogorov-Smirnoff and Wilcoxon rank sum tests were used in the 
feature extraction stage, and LDA, MLP and SVM classifiers were employed in the 
final classification stage. 
An overview of the structure and contributions of this work and the main results 
is presented in Figure 9.1. The new biomarker methodology was developed and 
the application of RQA to rsEEG for ASD risk detection was novel. The validity of 
the biomarker was tested in two samples of ASD and TD individuals, validating an 
existing application. New insights for biomarker development were identified, 
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suggesting that biomarkers may be sensitive to a range of sociodemographic, 
technical and other clinical factors, and most of these had not been evaluated in 
the other EEG biomarker studies to date. The validation of the biomarker was also 
tested in two new applications to distinguish ASD and non-ASD subjects within 
TSC, and also non-syndromal ASD from syndromal ASD (within TSC).  
This thesis represented the first study to date to examine the ability of an ASD 
biomarker to differentiate ASD from groups other than TD, and represents a 
significant methodological and clinical advance. Peters et al. (2013) conducted a 
graph theoretical study of EEG connectivity measures in a sample of non-
syndromal ASD, TSC with and without a concurrent diagnosis of ASD, and TD. In 
his study, he was able to differentiate the ASD, TD, TSC+ASD and TSC-ASD groups, 
but his study did not investigate whether the methodology used could classify 
individual participants such as used in the leave-one-subject-out approach in this 
thesis.  
9.3. Conclusions on objectives 
Here, conclusions are drawn with respect to the objectives specified in the 
introductory chapter (Chapter 1).  
“Objective 1: Conducting a critical literature review of ASD, EEG, EEG signal 
processing and rsEEG biomarkers.”  
Chapter 1 focussed on identification of the burden of disease of ASD, the lack of 
expertise and resources, the great need for early identification to lead to early 
intervention, EEG as an emerging noninvasive tool and potential technology-based 
solution for ASD risk detection, the advantages and disadvantages of EEG, the 
strengths and weakness of rsEEG as opposed to ERPs, and general background 
information on rsEEG recording, artefacts and interpretation. A summary of 
literature on EEG signal processing techniques was provided in Chapter 2 in terms 
of data acquisition, preprocessing, feature extraction and classification stages in 
EEG data analysis. In Chapter 4 a targeted literature review was performed on 
rsEEG biomarkers in ASD, providing new insights into methodological and clinical 
considerations in biomarker development. Chapter 4 was submitted as a review 
paper to a peer-reviewed journal and is currently in revision (Heunis et al., 
Pediatric Neurology, under revision). 
“Objective 2: Sourcing a suitable rsEEG data set.”  
Two rsEEG data sets were sourced: a small sample with 7 ASD and 5 TD subjects 
from the Cognitive Science Laboratory at the University of California San Diego, 
and a larger sample with 16 non-syndromal ASD, 14 TSC+ASD, 29 TSC-ASD and 
46 TD from Boston Children’s Hospital, Harvard Medical School.  
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Figure 9.1:  Overview of the structure and contributions of this work
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Ethics approval was obtained from Tygerberg Health Research Ethics Committee 
(ref # S14/06/128) and the University of Cape Town Human Research Ethics 
Committee (ref # 865/2014) to perform secondary data analyses on these data. 
 “Objective 3: Developing an RQA biomarker methodology, which entails 
preprocessing the data, extracting features, classifying the significant features, 
and conducting a sensitivity analysis to determine the effect of chosen 
parameter values on the generalisation performance of the classifier.”  
In the preprocessing step of the proof of principle study, the method of ‘linear 
combination and regression’ was used for ocular artefact correction and an 
automated best segment selection search strategy was developed and 
implemented. With the replication and expansion studies manual rejection of 
artefact-ridden segments was done by an expert neurologist and ICA was 
implemented as artefact correction technique. It would have been valuable to 
compare the ICA and ‘linear combination and regression’ techniques, but the 
VEOG channel was not available in the second data set. All available segments 
were analysed in the replication and expansion studies in order to assess test-
retest reliability. The feature extraction step entailed multivariate time series 
embedding, PCA dimensionality reduction, RP generation and RQA feature 
extraction. Statistical significance of the RQA features was determined using the 
Kolmogorov-Smirnoff and Wilcoxon rank sum tests on the training data features. 
For the classification step, a leave-one-subject-out approach was followed. LDA 
and kNN classifiers were used in the proof of principle study, and LDA, MLP and 
SVM classifiers in the replication and expansion studies.  
In addition to the preprocessing, feature extraction and classification steps, a 
sensitivity analysis was performed on parameter choice. In the proof of principle 
study, the optimal segment length, neighbourhood size (defined by the 
percentage maximum phase space size), and the number of k-nearest neighbours 
to evaluate, was investigated. In the replication and expansion studies the 
sensitivity analysis focussed on determining the optimal embedding lag, PVR and 
neighbourhood size parameters, and also the optimal feature subset, denoted the 
RQA biomarker. 
“Objective 4: Evaluating the biomarker in a small proof of principle study of ASD 
and TD subjects.” 
In a sample of 7 ASD and 5 TD subjects, 8 – 17 years, 12 segments from 14 EEG 
channels were analysed and the LDA classifier showed 83.3% accuracy, 85.7% 
sensitivity and 80.0% specificity with classification of the significant RQA feature 
set. This study was published as a peer-reviewed conference proceeding (see 
Pistorius et al., 2013). 
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“Objective 5: Evaluating the biomarker in a larger replication study of ASD and 
TD subjects.” 
In an age matched sample of 7 ASD and 7 TD subjects, 2 – 6 years, 666 segments 
from 17 EEG channels were analysed and the SVM classifier showed 92.9% 
accuracy, 100.0% sensitivity and 85.7% specificity with classification of the 
significant RQA feature set. 
“Objective 6: Evaluating the biomarker in a sample of ASD and non-ASD within 
a genetic syndrome.” 
In an age and intellectual ability matched sample of 5 TSC+ASD and 5 TSC-ASD 
subjects, 0 – 12 years, 1 202 segments from 17 EEG channels were analysed and 
the MLP classifier showed 90.0% accuracy, 80.0% sensitivity and 100.0% specificity 
with classification of the significant RQA feature set. 
“Objective 7: Evaluating the biomarker in a sample of non-syndromal and 
syndromal ASD.” 
In an age and intellectual ability sample of 6 ASD and 6 TSC+ASD subjects, 
2 – 6 years, 832 segments from 17 EEG channels were analysed and the MLP and 
SVM classifiers showed 100.0% accuracy, sensitivity and specificity with 
classification of the significant RQA feature set. 
“Objective 8: Formulating a list of considerations for new data collection and 
further validation of the RQA biomarker.” 
Guidelines for new data collection and further validation of the RQA biomarker 
are proposed below in section 9.5. 
9.4. General conclusion  
The goal of this research was to develop a global screening tool for ASD that can 
be used in low-resource settings where neurodevelopmental expertise may not 
be available. The rsEEG RQA biomarker is not intended as a diagnostic tool. Clinical 
evaluation is still key in the diagnosis and assessment of individuals with ASD and 
other neurodevelopmental disorders, and is essential to enable a clinician to 
devise a targeted intervention strategy.  
The proposed rsEEG RQA biomarker yielded high sensitivity and specificity in 
distinguishing ASD and TD individuals, ASD and non-ASD individuals within TSC, 
and non-syndromal ASD and syndromal ASD (within TSC). With investigation of 
age, gender and ID as possible covariates in the sample populations, spurious 
results were obtained. These were controlled for as best as possible in this project, 
and findings highlighted the importance of age, gender and intellectual ability as 
covariates (and potential confounding variables) in biomarker studies. The RQA 
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biomarker may be a robust and reliable ‘language free, culturally fair’ technology-
based solution for global screening in ASD, however, a number of challenges 
remain to be explored. It will be important to validate this biomarker in a well 
matched larger sample population of infants and children, preferably from a LMIC 
sample. 
Even with identification of a rsEEG screening tool for ASD, further challenges will 
be faced with the implementation of such a tool in low resource settings. Low cost, 
battery powered and wireless EEG recording devices and equipment with offline 
analysis and storage capacity, as well as easily available ‘read-outs’ will be 
required. Just as important, even if the above implementation challenges are 
resolved, infants/children identified to be at-risk will then need to be directed to 
appropriate clinical diagnostic and intervention services. We know that these 
could be difficult to access in LMIC and other low resource environments. 
9.5. Recommendations for future work 
There is significant heterogeneity within ASD which ranges from the core domains 
of social affect, and repetitive/stereotyped behaviours, to varying intellectual 
ability and expressive language levels, as well as aetiological heterogeneity. The 
recent rsEEG biomarker studies to date have not explored the biomarker in the 
context of the heterogeneity of ASD, but focused on relatively simple categorical 
classification. In this thesis, we increased the scope to a broader investigation of 
the biomarker, to incorporate syndromal and non-syndromal ASD, and varying 
degrees of ID. Even after rigorous methodological scrutiny our findings remained 
promising. However, further validation is still required. Apart from larger samples, 
younger ages and addition of other syndromes associated with ASD, such as 
Fragile X or Rett, it will also be important to validate the biomarker in a local, LMIC 
sample. The sample will need to be large enough to allow for careful matching of 
age, gender, level of ID and socio-economic status across all groups. Particular care 
will need to be given to participants with epilepsy and other comorbidities, and 
those on medication in order to control for possible confounding effects.  
A few minutes of eyes-open rsEEG, and eyes-closed where possible, should be 
collected from each subject. It will be useful to compare biomarker performance 
using both eyes-open and eyes-closed rsEEG segments, even if only within a 
subsample. Analysis of multiple segments of eyes-open and eyes-closed segments 
from each subject will allow test-retest reliability to be evaluated, and will further 
allow one to investigate whether or not the presence of artefacts or the use of 
ocular artefact correction strategies influence test-retest reliability results. It will 
also be useful to investigate if a reduced subset of electrodes may be sufficient to 
classify individuals with acceptable sensitivity and specificity, as opposed to the 
clinical standard of 19 electrodes. 
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One of the key challenges to implement screening measures in low resource 
environments is to evaluate the feasibility of such tools in those environments. It 
will be important to determine whether or not biomarker evaluation on data 
collected by non-experts in low resource environments will yield comparable 
results to that achieved with data collected in expert laboratories in high income 
countries. It will also be important to determine whether or not healthcare 
professionals with no previous EEG experience, who will be given a short training 
session on rsEEG data collection, are able to collect data of sufficient quality for 
analysis using the RQA biomarker. 
Theoretically, biomarkers may have a clinical application as ‘screening’ tools for 
those at risk, to identify ‘subtypes’ of individuals, or as ‘monitoring’ tools for 
progress during interventions. In this thesis, the screening application of the RQA 
biomarker was investigated, and to a certain extent also ‘subtyping’ of ASD with 
respect to non-syndromal ASD and syndromal ASD (within TSC). Future work may 
include evaluation of the rsEEG RQA biomarker in all three roles: ‘screening’, 
‘subtyping’ and ‘monitoring’. 
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