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In this paper we contribute with one main result to the interesting problem initiated
by Hong (1998, J. Symb. Comput. 25, 643{663) on the behaviour of Gro¨bner bases
under composition of polynomials. Polynomial composition is the operation of replacing
the variables of a polynomial with other polynomials. The main question of this paper
is: When does composition commute with reduced Gro¨bner bases computation under the
same term ordering? We give a complete answer for this question: let  be a polynomial
map, then for every reduced Gro¨bner basis G, G   is a reduced Gro¨bner basis if and
only if the composition by  is compatible with the term ordering and  is a list of
permuted univariate and monic polynomials. Besides, we also include other minor results
concerned with this problem; in particular, we provide a sucient condition to determine
when composition commutes with reduced Gro¨bner bases computation (possibly) under
dierent term ordering.
c© 1998 Academic Press
1. Introduction
In two recent papers Hoon Hong addressed the problem of the behaviour of Gro¨bner
bases under composition of polynomials (see Hong (1996, 1998)). This problem can be
stated as follows:
Let G be a Gro¨bner basis{under some term ordering{ of the ideal generated by F ,
where F is a nite set of polynomials in the variables x1; : : : ; xn; let  be a polynomial
map, that is,  = (1; : : : ; n) is a list of n polynomials in the variables x1; : : : ; xn. Now,
we consider two new polynomial sets: F  and G, obtained from F and G, respectively,
by replacing xi with i. A natural question that arises is:Is G a Gro¨bner basis of the ideal
generated by F  under the same term ordering? This is not always true, one can easily
nd a counter-example (for instance, try to permute variables with the lexicographic
order). Then, the next question is: Under which circumstances G is a Gro¨bner basis of
F ? In other words, when does Gro¨bner bases computation commute with composition
under the same term ordering? Hong (1998) gave a complete answer: this happens if and
only if the composition is \compatible" with the term ordering and the indivisibility (see
Section 2).
The main question of this paper is: When does reduced Gro¨bner bases computation
commute with composition under the same term ordering?
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In this paper, we give a complete answer. We show that reduced Gro¨bner bases compu-
tation commutes with composition under the same ordering if and only if the composition
by  is \compatible" with the term ordering and  is a list of permuted univariate and
monic polynomials. This question appears in Hong (1998) as an open problem, the au-
thor makes the following comment about this: ‘An answer to this question will shed a
new light on the notion of ‘reduced’. At this point, we must comment that this question
(see Theorem 3.1) is inherently dierent to the rst one (see Theorem 2.2).
Another related and, in a sense, more general problem is: When does Gro¨bner bases
computation commute with composition under some term ordering (possibly dierent
term ordering)? Hong (1996) gave a sucient condition for this last question: this hap-
pens if the leading terms of the composition polynomials form a \permuted powering", see
Theorem 5.1. We also provide a sucient condition to determine when composition com-
mutes with reduced Gro¨bner bases computation (possibly) under dierent term ordering.
Finally, we would like to remark that polynomial composition is an important and inter-
esting operation with a large number of applications in physics and mathematics. In fact,
we often work with a list of polynomials where the variables are dened in terms of other
variables. The paper has two natural applications. One of them is in the computation of
reduced Gro¨bner bases of the ideal generated by composed polynomials: so, in order to
compute a reduced Gro¨bner basis of F , we rst compute a reduced Gro¨bner basis G of
F and carry out the composition on G, obtaining a reduced Gro¨bner basis of F . This
seems more ecient than computing a reduced Gro¨bner basis of F  directly. On the other
hand, the opposite application is decomposing the input polynomial and then applying
the method described above. Ecient methods for univariate polynomial decomposition
can be seen in Barton and Zippel (1985), Kozen and Landau (1989), Gutierrez et al.
(1989) and Binder (1996). The algorithm in Gutierrez et al. (1989) requires, in the dense
representation of a polynomial f(x) of degree n, a total of O(n2) arithmetic operations
in the ground eld. Algorithms to decompose multivariate polynomials can be seen in
Gutierrez et al. (1991) and von zur Gathen (1990). Gathen’s method can be performed
with O(mn(n + 1)mLogn) operations, where m is the number of variables and n is the
total degree of the multivariate polynomial f(x1; : : : ; xm).
The paper is divided into six sections. In Section 2, we briefly review the terminology
of reduced Gro¨bner bases theory and some results about the behaviour of Gro¨bner bases
under polynomial composition. These results will be used throughout the subsequent
sections. In Section 3, we give a precise statement of the main theorem of this paper.
Then, Section 4 shows a proof of the main theorem. We also provide in this section a nec-
essary and sucient condition to determine when composition commutes with minimal
Gro¨bner bases. In Section 5, we provide a sucient condition for the reduced Gro¨bner
bases commutation under composition of polynomials with respect dierent term order-
ing. Finally, in Section 6, we illustrate the use of our results with several examples of
compatible compositions.
2. Gro¨bner Bases and Composition of Polynomials
2.1. review of Gro¨bner bases theory
In this subsection, we introduce some basic terminology and results of Gro¨bner bases
theory for later use. The details (and proofs) can be found in the original papers
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a; b; c an element of K.
p; q; r a term, that is, xe11   xenn for some e1; : : : ; en 2 N.
f; g a non-zero polynomial in K[x1; : : : ; xn].
degxi(f) the degree of f with respect to the variable xi.
F;G a non-empty nite set of non-zero polynomials in K[x1; : : : ; xn].
H a non-empty (possibly innite) set of (possibly zero)
polynomials in K[x1;    ; xn].
F −G the set of polynomials in F which don’t belong to G.
j the divisibility relation over terms, that is, pjq i p divides q.
- the indivisibility relation over terms, that is, p - q i p does not divide q.
> an admissible term ordering.
lc(f) the leading coecient of f under >.
lt(f) the leading term of f under >.
lm(h) the leading monomial of h under >, that is,
lm(h) = lc(h) lt(h) for h 6= 0; lm(0) = 0:
lm(H) the set flm(h)jh 2 Hg.
Ideal(H) the ideal generated by H, that is, the set
P
i h^ihijhi 2 H
}
:
lcm(p; q) the least common multiple of p and q.
(f; g) lcm(lt(f); lt(g))=lm(f).
S(f; g) the S-polynomial of f and g, that is, (f; g)f − (g; f)g.
f
F
a normal form of f with respect to the set F .
Notations/Definitions 2.2.
GB(G) the predicate stating that G is a Gro¨bner basis, that is,
 Ideal(lm(G))= Ideal(lm(Ideal(G))).
GB(G;F ) the predicate stating that G is a Gro¨bner basis of Ideal(F ), that is,
GB(G),
 Ideal(G)= Ideal(F ).
GB(G)M the predicate stating that G is a minimal Gro¨bner basis, that is,
GB(G),
 8f 2 G, lc(f) = 1,
 8f 2 G, lm(f) 62 Ideal(lm(G− ffg)).
GB(G;F )M the predicate stating that G is a minimal Gro¨bner basis of Ideal(F ), that is,
 GB(G)M ,
 Ideal(G)= Ideal(F ).
FR the predicate stating that F is a reduced set, that is,
 8f 2 F , lc(f)=1,
 8f 2 F , no term of f lies in Ideal(lm(F − ffg)).
GB(G)R the predicate stating that G is a reduced Gro¨bner basis, that is,
 GB(G),
 GR.
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GB(G;F )R the predicate stating that G is the reduced Gro¨bner basis of Ideal(F ), that is,
 GB(G)R,
 Ideal(G)= Ideal(F ).
The following theorem describes the fundamental characterization of the Gro¨bner
bases.
Theorem 2.1. (Buchberger, 1965) The following are equivalent:
(A) GB(G).
(B) 8f; g 2 G; S(f; g)G = 0:
2.2. Gro¨bner bases under polynomial composition
We will use the following notation:
Notations/Definitions 2.3.
 a list (1; : : : ; n) of n non-zero polynomials in K[x1; : : : ; xn].
lc() the list (lc(1),: : :, lc(n)).
lt() the list (lt(1),: : :, lt(n)).
lm() the list (lm(1),: : :, lm(n)).
Definition 2.4. (Composition) The composition of h by , written as h  , is the
polynomial obtained from h by replacing each xi in it with i. Likewise, H  is the set
fh jh 2 Hg.
The following proposition states some basic properties about composition and leading
monomials/terms. These will be used throughout the paper.
Proposition 2.1. (a) (fg)  = (f )  (g ):
(b) (f + g)  = f  + g :
(c) lt(p ) = p  lt().
(d) lm(p ) = p  lm().
(e) lm(ag ) = a  lm(g ).
Proof. Immediate from their denitions.
The following denitions and results appear in Hong (1998). For more details, the
reader can glance through the original paper.
Definition 2.5. (Commutativity with composition) We say that the composition
by  commutes with Gro¨bner bases computation i the following formula is true for :
8F8G[GB(G;F ) =) GB(G ; F )]:
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In a similar way, we also dene the commutativity of minimal and reduced Gro¨bner bases
with composition. On the other hand, it is very easy to check that the composition by
 commutes with Gro¨bner bases computation i the following formula is true for :
8G[GB(G) =) GB(G )]:
Definition 2.6. (Compatibility with term ordering) We say that the composi-
tion by  is compatible with a term ordering > i for all terms p and q, we have
p > q =) p  lt() > q  lt():
The following lemma, which appears in Hong (1996, 1998) papers, states that a com-
position operation commutes with a leading term extraction if it is compatible with the
term ordering. This result will be used throughout the paper.
Lemma 2.1. If the composition by  is compatible with the term ordering > then, for
every f , we have:
(a) lt(f )=lt(f)lt().
(b) lm(f )=lm(f)lm().
(c) If lc()=(1; : : : ; 1) and lc(f)=1 then lc(f ) = 1.
Proof. The proofs of (a) and (b) can be found in Hong (1998). And (c) is immediate
from (a) and (b).
Definition 2.7. (Compatibility with indivisibility) We say that the composition
by  is compatible with indivisibility i for all terms p and q, we have
p - q =) p  lt() - q  lt():
We will also use the next result about the indivisibility of term orderings.
Proposition 2.2. (Hong, 1998) The composition by  is compatible with the indivis-
ibility i the list lt() is a ‘permuted powering’, that is, lt()=(x11 ; : : : ; x
n
n), where
j = (j) for j 2 f1; : : : ; ng,  is a permutation of (1; : : : ; n), and 1; : : : ; n > 0:
The main result in Hong (1998) is:
Theorem 2.2. (Hong, 1998) The following are equivalent:
(A) The composition by  commutes with Gro¨bner bases computation.
(B) The composition by  is
(a) compatible with the term ordering > and
(b) compatible with the indivisibility.
The reader who is not familiar with this theorem is encouraged to glance through
Hong’s work in order to become so.
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3. Main Result
This short section is devoted to elaborating on the main result described in the intro-
duction.
Definition 3.1. We say that  is a list of permuted univariate and monic polynomials
if and only if  = (f1(x1); : : : ; fn(xn)) where lm(fi)=x
i
i with j = (j) for j 2f1; : : : ; ng,  a permutation of (1; : : : ; n), and 1; : : : ; n > 0.
Now, the main result reads as follows:
Theorem 3.1. (Main theorem) The following are equivalent:
(A) The composition by  commutes with reduced Gro¨bner bases computation.
(B) The term ordering > and  satises
(a) the composition by  is compatible with the term ordering > and
(b)  is a list of permuted univariate and monic polynomials.
We will suppose that the number of variables is greater than one, that is, n  2. The
statement for the case n = 1 is a triviality.
4. Proof
This section is mainly dedicated to showing a proof of the theorem stated in the
previous one. The proof will be divided into several results which are interesting on their
own. At the end of the section, we also provide a necessary and sucient condition to
determine when composition commutes with minimal Gro¨bner bases computation.
4.1. reduced sets under composition
Here, we study the behaviour of reduced sets under composition of polynomials. We
dene the commutativity with composition of reduced sets as follows:
Definition 4.1. We say that the composition by  commutes with reduced sets compu-
tation i the following formula is true for :
8F [FR =) (F )R]:
Lemma 4.1. If the composition by  commutes with reduced sets, then  is compatible
with the indivisibility.
Proof. Let p and q be two terms such that p - q. We distinguish two possibilities:
(a) If q does not divide p, then F = fp; qg is a reduced set. By hypothesis, we have
F  is a reduced set, therefore p  lt() - q  lt().
(b) If q divides p, then p = rq for some term r 6= 1. By Proposition 2.1, we have
p  = (r )(q ). We claim r  6= 1:
Suppose r  = 1, then we can choose a term s such that fr; sg is a reduced set. By
hypothesis, we have fr ; s g = f1; s g is a reduced set. Contradiction.
Thus p  lt() 6= q  lt() and q  lt() divides p  lt(), therefore p  lt() - q  lt().
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The next result is one of the key tools for the proof of the main theorem:
Proposition 4.1. The following are equivalent:
(A) The composition by  commutes with reduced sets computation.
(B)  is a list of permuted univariate and monic polynomials.
Proof.
(A) =) (B): By the above Lemma 4.1 and Proposition 2.2, we know that lt() =
(x11 ; : : : ; x
n
n) where j = (j) for j 2 f1; : : : ; ng and 1; : : : ; n > 0. Let i 2 f1; : : : ; ng.
Thus, we have to prove that i is a univariate and monic polynomial in xi .
Let j 2 f1; : : : ; ng such that j 6= i. There exists j0 such that j0 = j. We consider the
set F = fxj0 ; xj0i g. F is a reduced set, as i 6= j0 (j0 = j 6= i ) i 6= j0). By hypothesis
F  = fj0 ; j0i g is a reduced set. Therefore, lt(j0) = x
j0
j does not divide any term of

j0
i . This implies that
degxj (
j0
i ) < j0 :
This is possible only when degxj (
j0
i ) = 0. Therefore, i is a univariate polynomial in
the variable xi .
Finally, F = fxig is always a reduced set. Then, F   = fig is also a reduced set,
which implies that lc(i) = 1.
(B) =) (A):
Reciprocally, suppose  is a list of permuted univariate and monic polynomials. Let
F be a reduced set. For f 2 F , let p be a term of f and let g 2 F − ffg. We claim that
lt(g ) - lt(p ):
As F is a reduced set, we have lt(g) - p. On the other hand, the composition by  is
compatible with the indivisibility so lt(g ) = lt(g)  lt() - p  lt() = lt(p ).
Next, we are going to analyse p. We write lt(g) = x11   xnn and p = x11   xnn .
Thus, p   = f1(x1)1    fn(xn)n . From Proposition 2.1, we have that lt(p  ) =
p lt() = p (x11 ; : : : ; xnn) = x111   xnnn . We know that lt(g ) - lt(p), that is,
x11   xnn - x111   xnnn . Therefore, there exists i 2 f1; : : : ; ng such that i > ii.
As lt(p  ) = x111   xnnn , any term of p   has the following form: xγ111   xγnnn
where 0  γj  j ;8j. Thus, i > ii  γii which implies x11   xnn - xγ111   xγnnn .
We have just proved that lt(g  ) does not divide any term of p  , and p is an
arbitrary term of f . Therefore, lt(g ) does not divide any term of f  and by Lemma
2.1, lc(g ) = 1. So, F  is a reduced set.
4.2. proof of sufficiency
We prove the suciency of the compatibility condition for commutativity:
Let G be a reduced Gro¨bner basis, we have to prove that G   is also a reduced
Gro¨bner basis.
On one hand, we have that G is a Gro¨bner basis and  and > satisfy the condition
(B) of the Theorem 2.2. Thus, G  is a Gro¨bner basis.
On the other hand, G is a reduced set, then by Proposition 4.1, G is also a reduced
set. That is, G  is a reduced Gro¨bner basis.
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4.3. proof of necessity
In this subsection, we prove the necessity of the compatibility condition for commuta-
tivity, that is, we prove that (A) implies (B). By Proposition 4.1, we have proved one half
of the necessity condition. Now, let us work on the other half: the commutativity with
reduced Gro¨bner bases computation implies the compatibility with the term ordering.
Lemma 4.2. If the composition by  commutes with reduced Gro¨bner bases computation
then  is compatible with the term ordering.
Proof. We will prove this result for two dierent cases.
(a) In the rst case, we take two terms p and q, such that p > q and qjp. Therefore,
there exists a term s 6= 1 such that p = sq. From Lemma 4.1 and Proposition 2.2, lt() =
(x11 ; : : : ; x
n
n) where j = (j) for j 2 f1; : : : ; ng and 1; : : : ; n > 0. Thus s  lt() 6= 1,
that is, s  lt() > 1. Thereby, q  lt() < s  lt()  q  lt() = sq  lt() = p  lt().
(b) For the second case, we take two terms p and q, such that p > q and q - p. We also
have that p - q, because > is an admissible term ordering.
We can write, p = x11   xnn and q = x11   xnn . Let I = fi 2 f1; : : : ; ng : i < ig
and J = fj 2 f1;    ; ng : j  jg. As p - q and q - p, I 6= ; and J 6= ;.
We rewrite any term xa = xa11 : : : x
an
n as follows: x









j . Then, p = y
yzz and q = yyzz .
Next, we dene r = xγ11 : : : x
γn
n = y
γyzγz where γi = i if i 2 I and γj = 2j − j if
j 2 J , that is, r = yyz2z−z .
Let G = fp+ q; rg. We claim that G is a reduced Gro¨bner basis:
GB(G):
In order to prove it, we will see that S(p+ q; r)
G
= 0 (see Theorem 2.1).
lcm(lt(p+ q); lt(r)) = lcm(p; r) = yyz2z−z due to in I; i < i and in J; j  j )
2j − j  j  j .
S(p+ q; r) =
lcm(lt(p+ q); lt(r))
lm(p+ q)















yyzz = yyz2z−zzz−z = rzz−z :
GR: On one hand, we have that q - p, then there exists j0 2 J such that j0 > j0 . So
γj0 = 2j0 − j0 > j0 > j0 . This implies that r - q and r - p.
On the other hand, p - q, then there exists i0 2 I such that i0 > i0 . So γi0 = i0 <
i0 . This implies that p - r.
We have just proved that G is a reduced Gro¨bner basis, and by hypothesis we have
that G  is a reduced Gro¨bner basis.
Finally, we will prove that lt((p+ q) ) = p .
We have that lt(p ) = p  lt() 6= lt(q ) = q  lt(). Then, lt((p+ q) ) is equal
to p  lt() or q  lt(). Suppose that lt((p+ q) ) = q  lt().
Thus, we have that G  = fp  + q ; r g is a reduced Gro¨bner basis, so
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q lt() - lt(r) = r lt(). That is, x111   xnnn - xγ111   xγnnn . Thus, there exists
k 2 f1; : : : ; ng such that kk > kγk, so k > γk. This is a contradiction, because in I
and J , γl  l.
Thereby, lt((p+ q) ) 6= q , so lt((p+ q) ) = p . In other words, q  lt() <
p  lt().
4.4. minimal Gro¨bner basis under composition
Finally, it is important to point out that Theorems 3.1 and 2.2 are intrinsically dierent.
However, for minimal Gro¨bner bases we can easily obtain (using Hong’s result) that
the minimal Gro¨bner bases computation commutes with composition if and only if the
composition is compatible with the term ordering and the indivisibility (exactly as in
Theorem 2.2) and lc() = (1; : : : ; 1):
Proposition 4.2. The following are equivalent:
(A) The composition by  commutes with Gro¨bner bases computation and lc() =
(1; : : : ; 1).
(B) The composition by  commutes with minimal Gro¨bner bases computation.
Proof.
(A) =) (B):
Let G = fg1; : : : ; gmg be a minimal Gro¨bner basis. As G is a Gro¨bner basis, G  
is a Gro¨bner basis. Thus, we only have to prove that lt(gi  ) - lt(gj  )8i 6= j and
lc(gi ) = 18i.
We know that G is a minimal Gro¨bner basis, therefore for any i; j 2 f1; : : : ;mg such
that i 6= j, lt(gi) - lt(gj). By Theorem 2.2, we have that the composition by  is compat-
ible with the indivisibility. Hence, lt(gi  ) = lt(gi)  lt() - lt(gj)  lt() = lt(gj  ),
see Lemma 2.1.
Now, we have that lc(gi)=1 and lc()=(1; : : : ; 1). Again, by Lemma 2.1, lc(gi )=1.
(B) =) (A):
Let G be a Gro¨bner basis. Removing elements of G, we can nd G0 such that GB(G0; G)
and 8g0 2 G0; lm(g0) =2 Ideal(lm(G0 − fg0g)).
We consider the set G00 = fg0= lc(g0)jg0 2 G0g.
Obviously, we have GB(G00; G)M . Thus, by (B), GB(G00 ; G )M .
Now, we note that:
Ideal(lm(G ))  Ideal(lm(G0 )) = Ideal(lm(G00 ))
= Ideal(lm(Ideal(G00 )) = Ideal(lm(Ideal(G )):
Therefore, G  is a Gro¨bner basis.
Finally, for every i 2 f1; : : : ; ng, GB(fxig)M ; so GB(fxi  = ig)M . Thus, lc(i) = 1.
5. Reduced Gro¨bner Bases under Dierent Term Ordering
This section is devoted to the behaviour of reduced Gro¨bner bases under composition
of polynomials (possibly) under dierent term orderings.
We start with the notations we will use in this section. As in Hong (1996), we dene:
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Notations/Definitions 5.1. (Composition on ordering) The composition of > by
, written as >, is the binary relation over the terms dened by
8p8q[p > q () p  lt() > q  lt()]:
We will need to refer to > numerous times. So we will use >0 instead of >.
Note that the relation >0 is not necessarily an admissible term ordering. See Lemma
5.1 under which conditions it is.
Notation 5.2.
lc>0(f) the leading coecient of f under >0.
lt>0(f) the leading term of f under >0.
lm>0(f) the leading monomial of f under >0.
GB>0(G) the predicate stating that G is a Gro¨bner basis under >0.
GB>0(G;F ) the predicate stating that G is a Gro¨bner basis of Ideal(F ) under >0.
GB>0(G)M the predicate stating that G is a minimal Gro¨bner basis under >0.
GB>0(G;F )M the predicate stating that G is a minimal Gro¨bner basis of
Ideal(F ) under >0.
GB>0(G)R the predicate stating that G is a reduced Gro¨bner basis under >0.
GB>0(G;F )R the predicate stating that G is the reduced Gro¨bner basis of
Ideal(F ) under >0.
We will use the next lemma, which states when the above relation >0 is an admissible
term ordering.
Lemma 5.1. (Hong, 1996) Let
(A) The list lt() is a permuted powering.
(B) (a) >0 is an admissible term ordering.
(b) 8p; q[lcm(p  lt(); q  lt()) = lcm(p; q)  lt()]:
(c) lm(f ) = lm>0(f)  lm().
(d) lt(f ) = lt>0(f)  lt().
Then (A) () (B).
The following Theorem, which is the main result in Hong (1996), gives a sucient
condition for the behaviour of Gro¨bner basis (not necessarily a reduced one) under com-
position with respect dierent term ordering.
Theorem 5.1. (Hong, 1996) If the list lt() is a permuted powering then we have that
8F8G[GB>0(G;F ) =) GB(G ; F )]:
Note that when  is compatible with the term ordering >, the binary relation >0 is
exactly >. Thus, this theorem is a generalization of one of the implications in Theorem
2.2.
First, we note that there is no additional condition on the compatibility of the com-
position with minimal Gro¨bner basis possibly under dierent term ordering.
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Remark 5.1. If the list lt() is a permuted powering and lc() = (1; : : : ; 1) then we
have that
8F8G[GB>0(G;F )M =) GB(G ; F )M ]:
Proof. Let F and G = fg1; : : : ; gmg be such that GB>0(G;F )M . In particular, G is a
Gro¨bner basis of Ideal(F ). By hypothesis and Theorem 5.1, we have that GB(G; F ).
On one hand, G is a minimal Gro¨bner basis under >0, therefore for any element gi
in G, we have lc>0(gi) = 1, that is, lm>0(gi) = lt>0(gi). From Lemma 5.1, lm(gi  ) =
lm>0(gi)lm() = lt>0(gi)lm() = lt>0(gi)lt() = lt(gi). Therefore, lc(gi) = 1.
On the other hand, for any i; j 2 f1; : : : ;mg such that i 6= j, lt>0(gi) - lt>0(gj). As
lt() is a permuted powering, we have that the composition by  is compatible with
the indivisibility: lt>0(gi)  lt() - lt>0(gj)  lt(). Using Lemma 5.1 again, we have
lt(gi ) - lt(gj ).
Now, we have enough tools to prove the main result of this section. We will also use
some strategies that have been shown in the previous proofs.
Theorem 5.2. If  is a list of permuted univariate and monic polynomials, we have
that
8F8G[GB>0(G;F )R =) GB(G ; F )R]:
Proof. Let F and G be such that GB>0(G;F )R. Thus, we have that GB>0(G;F )M .
And  satises the hypothesis of Remark 5.1, so we obtain that GB(G ; F )M .
Let f 2 G. Let p be a term of f and g 2 G − ffg. As G is a reduced Gro¨bner
basis under >0, we have lt>0(g) - p. Moreover,  is compatible with the indivisibility, so
lt(g ) - lt(p ) (see Lemma 5.1).
Next, we analyse p :
Let lt(g  ) = x11   xnn and p = x11   xnn . Thus lt(p  ) = x111   xnnn . As
lt(g ) = x11   xnn - lt(p ) = x111   xnnn , there exists i 2 f1; : : : ; ng such that
i > ii. As lt(p  ) = x111   xnnn , any term of p   has the following form:
xγ111   xγnnn where 0  γj  j for every j. Thus, i > ii  γii which implies :
x11   xnn - xγ111   xγnnn .
We have just proved that lt(g  ) does not divide any term of p  , and p is an
arbitrary term of f . Therefore, lt(g  ) does not divide any term of f  , that is, no
term of f  lies in Ideal(lm((G− ffg) )).
6. Examples of Compatible Compositions
In this section we show some examples of composition with  which satisfy the con-
dition of the main results of this paper.
Example 6.1. Let > be the lexicographic ordering. Then, every composition of the form
 = (f1(x1); : : : ; fn(xn)) where lm(fi) = xii and i > 0 for every i, commutes with
reduced Gro¨bner bases computation.
Example 6.2. Let > be the graded lex ordering. Then, every composition of the form
 = (f1(x1); : : : ; fn(xn)) where lm(fi) = xi for every i, and  > 0, commutes with
reduced Gro¨bner bases computation.
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Example 6.3. Let > be a term ordering and let a1; : : : ; an be positive and real numbers.
We dene a term ordering >L as follows: Let p = x11   xnn and q = x11   xnn , we
dene
p >L q ()
8<: a11 +   + ann > a11 +   + ann;or
a11 +   + ann = a11 +   + annandp > q:
If  is compatible with the term ordering >, then every composition of the form  =
(f1(x1); : : : ; fn(xn)) where lm(fi) = xi for every i, and  > 0, commutes with reduced
Gro¨bner bases computation. In fact, Example 6.2 is a particular case: taking ai = 1;8i
and > the lexicographic ordering.
Example 6.4. Let > be a term ordering (n = 2) dened as follows:
Let p = x11 x
2




2 , we dene
p > q () 1 +
p
22 > 1 +
p
22:
Then, every composition of the form  = (f1(x1); f2(x2)) where lm(fi) = xi for every i,
and  > 0, commutes with reduced Gro¨bner bases computation.
Finally, we give one more example illustrating the use of the main results. In this case,
it involves a non-trivial permutation of variables.
Example 6.5. Let > be the term ordering dened in Example 6.4. Then, every compo-
sition of the form  = (f1(x2); f2(x1)) where lm(f1) = x2 and lm(f2) = x
2
1 with  > 0,
commutes with reduced Gro¨bner bases computation.
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