Introduction
Any stock trader will attest to the influence of "news" on securities prices. In just a few months of trading, most neophyte traders will experience the impact of a market-moving news event that spooks the entire market into a downward panic, or an idiosyncratic news shock that crashes an individual stock. Frustrating as it may be, the monitoring of news releases related to stock positions is a must for any seasoned trader.
One of the most exciting times to witness reactions of stock prices to news events, occurs in the earnings seasons. Whether a company misses or beats its expected "numbers" will have a profound effect on the security prices behavior, especially when the "earnings surprise" is highly unexpected.
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For example, when a company misses earnings for the first time, after consistently beating consensus estimates quarter-after-quarter, this will have serious consequences on the price behavior, especially if they were expected to beat consensus estimates and trade higher. Panic selling occurs as fear strikes deep into the trader's heart and the "unknown-unknowns" have manifested in such a negative fashion. Thoughts of "How could we have missed this?" and "Are our views completely incorrect here?" surface from the logical part of the mind and many times emotional panic sets in: "Sell. Sell. Sell!" Such occurrences happen all the time during earnings seasons. As such, news stories become very important as traders are constantly looking to update their expectations of company's fundamentals which include expected future cash flow generating abilities.
Additionally, traders make use of news to stay informed about the future prospects of the companies that they trade. In today's world, where news is abundant and easily accessible, the trader's problem is not so much finding the news, but making sense of the blizzard of new stories generated each day.
With the advent of fast computers and powerful sentiment processing engines which enables the instantaneous transformation of text news stories into sentiment values, we have recently embarked on the "new-new" idea in finance: the birth and continuous growth of the language recognition algorithms that quickly interpret news flows. We have reached a point where machines can analyze the tone and relevance of news stories in practically real time (milliseconds to microseconds delay) and, ultimately, automatically trade news flows at the intraday frequency.
While understanding of news sentiment has only just begun, we have heard that many high-frequency trading shops have already mined this data and have made many of the easy trading strategies obsolete. In this work, we begin to examine, for mass consumption, the behavior of such sentiment data and stock prices.
We have already seen some industrial research papers that intended to propagate such products and services. However caution should be exercised as many of these papers have biased scientists frantically searching for results that would provide added attractiveness for the vendor's product. As such, we believe such biases creep into the analyses as finding such trading strategies would help the sales efforts of these vendors but unfortunately in practice such results may not come into fruition. The markets move towards efficiency very quickly and such "edges" should and do disappear very quickly in the modern marketplace. Not to mention the many data-snooping biases that, all too quickly, enter the realm of research crunching massive amounts of data with little investigational intuition to guide these works.
In this paper, we slowly and thoughtfully attempt to first understand the news sentiment data. Specific attention to detail is performed to discover empirical differences of the data's behavior from other studies. Additionally, we examine the relationship between the sentiment data and changes in security prices. In particular we are interested in applying our intuition to formulate hypotheses and test these hypotheses on the data. Some ideas worked the way we thought it would a priori, while others go counter to our intuition. In both cases we document our results accordingly.
Most seasoned quants in industry understand the limitations of stock market anomalies found in the academic literature. Once real-world frictions enter the extraction of these anomalies, profits becomes unattainable. It is well-known that many of the previous financial anomalies are driven by those stocks that are small (as defined by market capitalization) and thinly traded (as measured by volume).
Additionally, many prior studies have not properly accounted for the distinction between normal trading hours of 09:30 to 16:00 vs. after-market trading hours 16:00 to the following day 09:29:59.999. We find both the quantity and quality of news releases are very distinct during those time periods. We find also that there is a significant increase in the number of news sentiment releases in the last half hour of trading. We name this phenomenon "Jam-the-Close." We also find that these sentiment data released in this period have a highly "novel" meaning as they contain new pieces of information.
We review the academic literature and place our work in the context of prior works, as well as the growing body of news sentiment research. Next, we discuss our data and document relatively well-known behaviors seen within our data set. Afterwards, we show our main results after thorough documentation and investigations into the "Jam-the-Close" phenomenon. Finally, we conclude our paper with thoughts about future research.
Literature Review
The theoretical justification of this empirical work is best cast with the assertions of Grossman and Stiglitz [1] , and more recently updated by Stein [2] . That is, even with a large number of institutional traders or information intermediaries, this does not guarantee that markets will be efficient. We have seen many prior works identifying stock anomalies and questioning the efficient market hypothesis.
For example, Jegadeesh and Titman [3] argue that momentum is a result of under-reaction to information. Momentum has been documented to also exist in international stocks [4, 5] . Additionally, Asness, Moskowitz, and Pedersen [6] have summarized much of the existing literature on momentum across stocks, bonds, currencies, and commodities. Recently, Sinha [7] documents that the tone of news articles can predict future returns over the next 13 weeks. He concludes that the market underreacts to news releases.
Other anomalies have been documented that further question the market's ability of being efficient such as work by Banz [8] which documents the "size effect", wherein using a security's market capitalization one can cross-sectionally distinguish abnormal returns. In our work, we purposely restrain our analysis to a survivorship bias-free news sentiment dataset of the S&P500 constituents, so as to discover results that are robust to such size critics. Practitioners and academics readily understand the limitation of attempting to extract trading strategies based on fundamentals in the small-cap area [8] [9] [10] .
Other fundamental variables, such as book-to-market and price-to-earnings, have been well documented as anomalies [5, [10] [11] [12] [13] [14] . Fama and French [12, 15, 16] have even adjusted the CAPM of Sharpe [17] and Lintner [18] to include some of these factors. Moreover, Carhart [19] has extended Fama and French's 3-factor model to include momentum as defined along the lines of Asness [20] .
Building upon such strong foundational research, we have witnessed a continued growth in the literature with a focus on better understanding news sentiment data. Much of this work attempts to uncover relationships between news sentiment data and security prices, see [5] [6] [7] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] . 
The Data
In this project we employ Thomson Reuters News Analytics (TRNA) data to explore the relationship between company-related news and price dynamics. Traditionally, news items are fundamental and qualitative in nature, consequently it is nearly impossible to investigate news flow from a systematic perspective. Thomson Reuters has however developed a language recognition algorithm that quantifies news items and informs investors of how relevant and how positive or negative the content truly is about the companies of interest. The Bayesian algorithm developed analyses news provided by more than 60 reporting sources (news agencies, magazines, etc.) and browses through a dictionary of about 20,000 words which have been segregated and defined as relevant amongst corporate news ("take-over," "profit warning," "beat," "disappoint," etc.). The outcome produced by the algorithm is a set of quantitative scores based on the presence and the position of the words in the text. The scores broadly fall into the following categories:
1. Relevance: A number of measures of how relevant the news item is to the asset. It ranges from 0 to 1, with 1 being the most relevant. 2. Sentiment: Whether the news item talks about the asset in a positive, neutral or negative manner.
Every new story has three scores, the positive, neutral and negative scores. Each one is regarded as the "probability" that the nature of the story falls into the positive/negative/neutral category. The three scores of a story add up to 1. 3. Novelty: A measure of similarity of this item to previously seen news items. 4. Volume: Counts of the number of recent items mentioning the asset. 5. Headline Classification: Specific analysis of the headline.
A snapshot of the sample data is provided in Figure 1 . For example, if news is released about company X "beating the analysts' estimation on earnings this season", it is then likely that the algorithm will rate the sentiment of the news as extremely positive (>95%) and the relevance of the news as very high (>95%). If the news announcement is about the company "sponsors a new research building in a university overseas", the algorithm is likely to rate the sentiment of the news as slightly positive (let's say +12%) and the relevance of the news as fairly low (let's say 5%). Whilst many fields are available through the data, we decided to focus our attention on two fields: the news relevance and the news sentiment of S&P 500 constituent stocks. In the future, we intend to include additional fields such as novelty of the news, as well as on different asset classes (commodities, FX, etc.). Here are some basic statistics about the data from 1 January 2003 to 31 October 2012. There are 4,003,206 stories related to S&P 500 stocks during that period.
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We notice that the number of news stories on Saturday and Sunday is much less than the number on weekdays (as shown in Figure 1 ) and relatively insignificant, therefore we filtered out the stories on weekends. After the filtering, there are 3,935,936 stories left for the period. The number of stories reported outside of trading hours (defined here 09:30 EST to 16:00 EST referring to the hours of the New York Stock Exchange (NYSE) is 2,232,088, while 1,703,848 stories are reported during trading hours.
Many of the stories in the data are highly related to the entities mentioned. The mean relevance o f the stories is 0.6770. The amount of 2,146,792 stories have a relevance score of 1; whereas 2,183,603 events have a relevance of >0.75 (highly relevant). Out of all the stories, 892,655 stories are categorized ALERTs, which are single-line texts, 2,464,740 stories are ARTICLEs. ALERTS usually come out ahead of ARTICLEs which have both headlines and texts. The lags between an ALERT and the following ARTICLE range from a few minutes to a few hours. The positiveness/negativeness of an ARTICLE is possibly more accurate than an ALERT. However, the ALERTs have a very high relevancy score: of all the ALERTs, the average relevance score is 0.9765, while mean relevance score for all ARTICLEs is 0.620.
News Flows Seasonality
A fundamental principle of market efficiency is that investors react to new information as it arrives, resulting in price changes that reflect investors' expectations of risk and return. Previous literature has documented that public information arrival is non-constant [30] . The first question to be asked about our data is whether the rate of public information flow displays any seasonal and intraday patterns. We define the rate of public information flow as the number of news stories per unit of time in our data, and document the number of news over various time intervals, such as when the market is open vs. when it is closed, or during a regular month vs. an earning month. Table 1 displays our data organized by month of the year. It is apparent from the table that there is significantly more news released during the earnings announcement months (January, April, July, and October). Those four months have the most news releases among all twelve and in total account for 38% of the stories in the data, despite some irregular news bursts like the one during the September 2008 crisis which boosts the average count for September. The occurrence of news items aggregated by month has a cyclical pattern as shown in Figure 2 . After an earning-announcement, more news is released about the company, and there is a peak around that time. As time progresses less news is released. The month prior to the earning announcement usually has the least amount of news, possibly due to quiet periods.
These first-stage results on news flow seasonality suggest that a statistical test of the news counts in earning months and regular months is warranted Figure 3 . Accordingly, we form the null hypothesis as the news counts of earning announcement months and the news counts of regular months having the same mean value. In order to test this hypothesis, we divide the data into two groups, Group 1 with the news counts aggregated by weeks in regular months, Group 2 with the news story counts aggregated by weeks from earning announcement months. We run the t-test on two groups to examine if the counts have the same mean value. The result of the t-test is displayed in Table 2 . The null hypothesis that the news counts from earning announcement months and regular months have the same mean is rejected at 99% confidence level. The news counts in earning announcement months are significantly greater than the counts in regular months. 
News Intraday Patterns: "Jam-the-Close"
Various documents have found that news arrival displays distinct intraday patterns around the clock. In our data, the news flow shows a substantial increase beginning at 06:00, and continues increasing in volume until the market opens; the fact that Europe has been open prior to the opening of US markets could explain this increase. The flow is relatively stable throughout the trading hours, and 
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then it jumps again and peaks between 15:30 and 16:00, right before the market close. We suspect news agencies hold out on information and release them prior to the close (16:00). We identify this jump in frequency of news releases as "Jam-the-Close" and this effect was seen to be most significant during 2007-2010 as in Figure 4 .
After the trading hours, the flow remains high between 16:00 and 18:00 due to company news that cannot be announced during regular trading hours for regulatory reasons. Generally speaking, the total amount of news during the trading hours and the after-hours are roughly the same, however the patterns of each are distinct. After-hour news releases are more symmetrical whereas in the normal-trading day, news release exhibits very "skewed" behavior with a massive peak in news prior to the close-"Jam-the-Close." Interestingly enough, during the "Jam-the-Close" period a very distinct pattern occurs. At the time period of 15:40, 15:45, and 15:50, the proportion of market commentaries peaks significantly, which indicates that, systematically, market commentary news are released strategically, namely at 15:40, 15:45 and 15:50 please see Figure 5 . Prior to those periods, the frequency of market commentary releases appears to taper, waiting to "time" the close at exactly 20, 15, and 10 minutes prior to the close at 16:00. Are such delays in affect attempting to concentrate the news impact on the closing price? Possibly, and definitely it warrants further investigations. "Jam-the-Close" maybe due to the delayed effect of market news items strategically released at time intervals prior to the closing of normal trading hours. To better understand the nature and the content of the news stories placed between 15:30 and 16:00, we examine the distributions of associated topic codes for the stories. To better understand how the normal trading-hour news flow differs from the after-hour news, and how the market reacts to the news flow, we present a methodology to calculate a news sentiment indicator at the market level in this section. For each new story, we use (positive score − negative score) × (1 − neutral score) as the measurement for that story. The range of that measurement is [−1, 1], 1 meaning the most positive story, −1 meaning the most negative story and 0 being neutral. One company may have a few news stories on a single day. To aggregate the news flow of one company on one day, we take the arithmetic mean of the measurements from the news stories and get a sentiment score for that company on that day. The aggregation is performed at two time intervals, the regular trading hours (9:30-16:00, current day) and the after-hours (16:00-9:30, after current day to the beginning of next trading day), as well as the 24-h period.
For example, suppose stock ABC on a regular trading day (Day 1) has five news stories. After the step described above, we now have an aggregated score ranging from −1 to 1 for every ticker that gets mentioned in the news flow in a day. We count the number of the tickers that have positive or negative aggregated scores during the whole day/trading hour/after hour, across all the S&P500 stocks, and propose them as the market sentiment indicators. For each set of indicators on one time interval, we calculate the difference between the number of stocks with positive aggregated sentiment scores and the number of stocks with negative flows, and compare the results against the S&P500 index in Figure 4 . The three indicators appear to experience big drops when the index drops, and the magnitude of the indicator drop is much bigger than that of the index. Moreover, the three indicators tend to move together. The all-day and market indicators are most prominent. The all-day indicator and the market-hour indicator exhibit higher volatility and correlation, while the after-hour indicator is less volatile and barely goes below zero.
We test the null hypothesis that three indicators on different time intervals are the same. To test this hypothesis, we run the linear regression on the scatter plots of the three indicators. If two indices are roughly the same on the same day, then we expect most points lie along the diagonal. The regression test shows that the all-day indicator can be represented roughly by either the market-hour indicator or the after-hour indicator. However, the market-hour and the after-hour indicators are rather different, so the researcher may want to break the sentiment analysis into trading hours and after-hours separately.
Finally, we use the Granger causality test to examine whether the knowledge of the news sentiment indicators can improve short-term forecast of the future S&P500 index movement. We perform the test on the lagged terms on the changes in the S&P500 index ( For each test, the null hypothesis is that the lagged terms of the indicator do not provide any statistically significant information about the S&P500 index change. The outputs are displayed as in Table 4 . We find that the all-day and the market-hour indicators at Day t are both significant for predicting the S&P500 index movements between Close(t) to Open(t + 1), Close(t) to Close(t + 1), Open(t) to Open(t + 1). Based on the statistics, the null hypothesis that the indicators have no prediction power on the S&P500 index is rejected. 
