This study suggests the regression models of Lognormal, Normal and Gamma for the construction of an insurance scoring system. Comparison between Lognormal, Normal and Gamma regression models were also carried out, and the comparison were centered upon three main elements; fitting procedures, parameter estimates and structure of scores. The main advantage of utilizing a scoring system is that the system may be used by insurers to differentiate between good and bad insureds and thus allowing the profitability of insureds to be predicted.
INTRODUCTION
One of the most recent developments in the U.S. and European insurance industry today is the rapidly growing use of scoring system in pricing, underwriting and marketing of high volume and low premium insurance businesses. In the Asian markets however, the scoring system is still considered as relatively new, although several markets in the region have already started utilizing the system especially in its rating of motor insurance premium. In Singapore for instance, towards the end of 1992, the biggest private car insurer, NTUC Income, announced that it was changing from tariff system to scoring system as it was said that under the scoring system, owners of newer cars and more expensive models would probably pay lower premiums (Lawrence 1996) .
Utilization of a scoring system provides several advantages in the pricing, underwriting and marketing of insurance businesses. One of it main advantages is that the scores may be used by insurers to differentiate between "good" and "bad" insureds and thus allowing the profitability of insureds to be predicted by using a specified list of rating factors such as driver's experience, vehicle characteristics and scope of coverage. In addition to distinguishing the risks of insureds, insurers may also employ the scores to determine the amount of premium to be charged on potential new clients.
Several studies have been carried out on the methodology and construction of scoring system. For examples, Coutts (1984) proposed Orthogonal Weighted which assigns scores directly to each rating factor, and formula approach which determines scores using mathematical formulae. In their study, the methods of minimum bias and GLM were suggested for rule-based approach whereas the methods of Neural Networks (NN) and Multivariate Adaptive Regression Splines (MARS) were suggested for formula approach. Wu and Guszcza (2004) studied the relationship between credit scores and insurance losses by fitting data and producing scores using data mining methodology and several predictive modeling techniques such as NN, GLM, Classification and Regression Trees (CART) and MARS. The results of their multivariate predictive modeling indicated that credit scores showed significant relationships with loss ratio, frequency and severity of an insurance losses. Vojtek and Kocenda (2006) reviewed several methods of credit scoring employed by banks such as linear discriminant analysis (LDA), logit analysis, k-nearest neighbor classifier (k-NN) and NN to evaluate the applications of loans in Czech and Slovak Republics. Based on their study, logit analysis and LDA methods were mostly used, CART and NN methods were used only as supporting tools, and k-NN method was rarely used in the process of selecting variables and evaluating the quality of credit scoring models. Recently, Karlis and Rahmouni (2007) predicted the number of defaults in loan applications by developing finite mixture of Poisson regression model to allow for over-dispersion and to present better interpretability of the results. Their study indicates that the finite mixture of Poisson regression model is more flexible than the Negative Binomial regression model especially if the data have a long right tail.
The objective of this study is to suggest the regression models of Lognormal, Normal and Gamma for construction of an insurance scoring system. Even though several actuarial studies have been carried out on the methodology of scoring system, the detailed procedure of these methods were not provided, except for Coutts (1984) who proposed the use of Orthogonal Weighted Least Squares (OWLS) to convert premium amounts into scores. Furthermore, the Lognormal model proposed in our study differs from the OWLS method suggested by Coutts (1984) in terms of fitting procedure. The OWLS method assumed that the weights were possible to be factorized and the fitted value were calculated by using estimated weights whereas in this study, the weights were not required to be factorized and were not replaced by the estimated weights. In addition to suggesting Lognormal, Normal and Gamma regression models for constructing the scoring system, comparison between Lognormal, Normal and Gamma regression models will also be carried out in this study, and the comparison will be centered upon three main elements; fitting procedures, parameter estimates and structure of scores. The main advantage of having a scoring comparison between Lognormal, Normal and Gamma regression models is that the comparison allows an insurer to choose the best regression model that fulfills the company's objectives and requirements.
METHODOLOGY
This section provides the methodology of constructing a scoring system based on three types of regression models; Lognormal, Normal and Gamma. Response variable, independent variables and weight for the regression models are premium amounts, rating factors and exposures and the datasets required are (g i , e i )where g i and e i respectively denote the premium amounts and the exposure i th observation or rating class, i = 1,2,..., n. Table 1 shows the related rating factors, premium amounts and exposures for several rating classes which were used to construct the scoring system in this study. Premium amounts were written in Ringgit Malaysia (RM) currency and they were based on a motor insurance claims experience provided by an insurance company in Malaysia. Exposures were written in terms of number of vehicle years and the rating factors considered, which were further divided into several rating classes, consist of scope of coverage (comprehensive and non-comprehensive), vehicle make (local and foreign), use-gender (private-male, private-female and business), vehicle year (0-1, 2-3, 4-5 and 6+) and location (Central, North, East, South and East Malaysia). It should be noted that preliminary analysis such as one-way and two-way distributions across classes of each rating factors should be implemented prior to the construction of a scoring model to assure that the predictive power of the scoring model stays within a reasonable range of time.
LOGNORMAL MODEL
Let the relationship between premium amounts, g i and scores, s i , be written as,
(1) or,
In this study, b = 1.1 is chosen for Equation (1) to accommodate the conversion of premiums which range from RM30 to RM3,000 into scores which range from 0 to 100. For example, the score that corresponds to the premium amount of RM3,000 is equal to 84. Assume that the distribution of premium, G i , is Lognormal with parameters s i and e i -1 ! 2 . Therefore, the distribution of log 1.1 G i is Normal with mean s i and variance e i -1 ! 2 , where the density function is,
The relationship between scores, s i , and rating factors, x ij , may be written in a linear function, M where x i denotes the vector of explanatory variables or rating factors that take the values of either one or zero, and * * * * * the vector of regression parameters. In other words, * j = 1,2,..., p , represents the individual score of each rating factor and s i represents the total scores of all rating factors.
The first derivatives of Equation (3) may be simplified into,
The solution for * * * * * may be obtained from the maximum likelihood equation,
Since the maximum likelihood equation shown by Equation (5) is also equivalent to the Normal equation in standard weighted linear regression, * * * * * may be solved by using Normal equation.
NORMAL MODEL
Assume that the distribution of premium, G i , is Normal with meani and variance e i -1 ! 2 , where the density function is, The conversion of premium amounts into scores may be implemented by letting the relationship between scores, S i , and fitted premium,i , to be written in a log-linear function or multiplicative form. If the base value is equal to 1.1, the fitted premium is,
The first derivatives of Equation (6) is equal to,
and the solution for * * * * * may be obtained from the maximum likelihood equation,
The maximum likelihood equation shown by Equation (8) is not quite straightforward to be solved compared to the Normal equation shown by Equation (5). However, since Equation (8) is equivalent to the weighted least squares, the fitting procedure may be carried out by using an iterative method of weighted least squares (McCullagh & Nelder 1989; Mildenhall 1999; Dobson 2002; Ismail & Jemain 2005; Ismail & Jemain 2007) . In this study, the iterative weighted least squares procedure was performed by using SPLUS programming.
GAMMA MODEL
The construction of scoring system based on Gamma model is also similar to Normal model. Assume that the distribution of premium, G i , is Gamma with meani and variance v i
and v denotes the index parameter. The conversion of premium amounts into scores may also be implemented by letting the relationship between scores, S i , and fitted premium,i , to be written in a loglinear function or multiplicative form which is equal to Equation (6). Therefore, the first derivative of Equation (6) is also the same as Equation (7).
Assume that the index parameter, v, varies within classes, so that the index parameter can be written as v i = e i ! -2 and the equation for variance of response variable is equal to ! 2 -i 2 e i -1 . By using maximum likelihood method, the solution for * * * * * may be obtained through the maximum likelihood equation, 
Again, the maximum likelihood equation shown by Equation (9) is not quite straightforward to be solved compared to the Normal equation shown by Equation (5). However, since Equation (9) is also equivalent to the weighted least squares, the fitting procedure for Gamma model may be carried out by using an iterative method of weighted least squares. In this study, the iterative least squares procedure was employed by using SPLUS programming which is similar to the Normal model.
RESULTS

SCORING SYSTEM BASED ON LOGNORMAL MODEL
The best model for Lognormal regression may be determined by using standard analysis of variance. Based on the results of variance analysis, all of the rating factors were significant and 89.3% of the model's variations (R 2 = 0.893) can be explained by using the same rating factors.
Parameter estimates for the best regression model are shown in Table 2 . In order to provide significant effects for all individual regression parameters, the class for 2-3 year old vehicle was combined with 0-1 year old vehicle (intercept), and the classes for East location and South location were combined with Central location (intercept). Construction of scoring system requires the negative estimates to be converted into positive values and the conversion process can be performed by using the following procedures. First, the smallest negative estimate of each rating factor was transformed into zero by adding an appropriate positive value. Next, the same positive value was added to the rest of the estimates categorized under the same rating factor. Finally, the intercept was deducted by the total positive values which were added to all estimates. The final scores were then rounded into whole numbers in order to provide easier calculation for premium amount and nicer interpretation for degree of risks relativities. Original estimates, modified estimates and final scores are shown in Table 3 . Table 3 clearly specify and summarize the degree of relative risks associated to each rating factor. For instance, the risks for foreign vehicles are relatively higher by four points compared to local vehicles, and the risks for male and female drivers who used their cars for private purposes are relatively higher by nine and five points compared to drivers who used their cars for business purposes.
The final scores shown in
Goodness-of-fit of the scores in Table 3 may be tested by using two methods; comparing the ratio of fitted over actual premium income, and comparing the difference between fitted and actual premium income. Table 4 shows the total difference of premium income and the overall ratio of premium income for the scores.
Based on Table 4 , the total income of fitted premiums was understated by RM560, 380 or 0.2% of the total income of actual premiums. Therefore, the fitted premiums for all classes were suggested to be multiplied by a correction factor of 1.002 to match their values with the actual premiums.
Besides differentiating between good and bad insureds, scoring system may also be used by insurers to calculate the amount of premium to be charged on each potential client. The procedure for converting scores into premium amounts involves two basic steps. First, the scores for each rating factor were recorded and aggregated. Then, the aggregate scores were converted into premium amount by using a scoring conversion table, a table listing the aggregate scores with associated monetary values. Table  5 shows a scoring conversion table which was constructed by using Equation (1).
COMPARISON OF SCORING SYSTEM BASED ON LOGNORMAL, NORMAL AND GAMMA MODELS
Comparison of parameter estimates resulted from Lognormal, Normal and Gamma regression models are shown in Table 5 .
Based on Table 6 , parameter estimates for Lognormal, Normal dan Gamma models provide similar values, except for * 2 and * 5 which produced larger values in Normal and Gamma models compared to Lognormal model. Comparison of scoring system resulted from Lognormal, Normal and Gamma regression models are shown in Table 7 . Scores for Lognormal model range from 49 to 84, scores for Normal model range from 53 to 84 and scores for Gamma model range from 51 to 85. In addition, the lowest minimum score is produced by Lognormal model. Based on minimum score and range of score, if an insurer is planning to lower its premium rates for low risks classes, Lognormal model may be an appropriate model for this purpose.
In terms of risks relativities, both Lognormal and Gamma models resulted in a relatively higher score for male driver, female driver and comprehensive coverage. Therefore, if an insurer is interested to charge higher premium for male driver, female driver and comprehensive coverage, both Lognormal and Gamma models may be 51  129  69  719  52  142  70  791  53  157  71  870  54  172  72  958  55  189  73  1053  56  208  74  1159  57  229  75  1274  58  252  76  1402  59  277  77  1542  60  305  78  1696  61  336  79  1866  62  369  80  2052  63  406  81  2258  64  447  82  2484  65  491  83  2732  66 540 84 3005 
CONCLUSION
This paper discusses the methodology of constructing insurance scoring system using regression models of Lognormal, Normal and Gamma. The main advantage of utilizing scoring system is that the system may be used by insurers to differentiate between good and bad insureds and thus allowing the profitability of insureds to be predicted. In addition, scoring system has an operational advantage of reducing premium calculations and can be treated as a more sophisticated device for customers to assess their individual risks. Relationship between aggregate scores and rating factors in Lognormal model was suggested to be written in a linear function or additive form, whereas relationship between aggregate scores and rating factors in Normal and Gamma models were proposed to be written in a log-linear function or multiplicative form. Regression parameters for Lognormal model were calculated by using standard Normal equation, whereas regression parameters for Normal and Gamma models were estimated by using the iterative weighted least squares procedure. The best regression model for Lognormal model was selected by implementing standard analysis of variance. Goodness-of-fit of the scoring estimates were then tested by comparing the ratio of fitted over actual premium income and by comparing the difference between fitted and actual premium income.
Besides distinguishing the risks of insureds, another advantage of using scoring system is that the system enables the premium amount to be calculated easily. Hence, scoring system can also be used by insurers to examine the effect of various input assumptions, such as assumptions for risk and gross premium estimation, and assumptions for scoring system construction. A good example on the use of scores for examining various input assumptions was provided by Coutts (1984) , who investigated changes of assumptions in the elements of inflation rates, base periods of bodily injury claims, expenses and weights.
