Introduction
The goal of the NLPTEA 2017 shared (Goodman, 2001 ) is widely used in Chinese spelling check. The most widely-used and wellpracticed language model, by far, is the N-gram LM (Wu et al., 2015) , because of its simplicity and fair predictive power. Ensemble Learning (Xiang et al., 2015) , CRF (Wu et al., 2015) and LSTM network (Shiue et al., 2017) have also been used in recent years to diagnose Chinese error.
Our work in this paper uses an N-gram LM to detect and correct possible spelling errors. And we also do word segmentation in a pre-processing stage which can improve the system performance.
In our model, we first make word and character The N-gram model (Wu et al., 2001 ) is one of the most common mathematical models in natural language processing. It is defined as: the assump-
and then the probability of an element W i is only related to the preceding N-1 elements:
Therefore, the N-gram model can be regarded as an N-1 Markov chain. According to Markov stochastic process, the probability of symbol string S = W 1 W 2 · · · W n can be calculated by the initial probability distribution and the transfer probability as follows:
where P(W 1 ) can be considered as an initial prob-
can be regarded as a state transition probability.
It can be seen that the bigger the N is, the closer the word order is to the real word, which produces better results. However, in practical application, the growth of the N not only causes the number of parameters increases sharply, but also brings some evaluation errors. So in actual use, we only consider the situation when N=1,N=2,N=3, namely Unigram, Bigram and Trigram (Liu et al., 2011) .
A model of word continuous relation judgment
This model is used to determine whether characters or words continue to occur incorrectly, such as a sentence
Z i Z i+1 are two consecutive characters or words.
By using the probability model of two characters or words, we check the target character or word, so as to determine whether the character or word is correct. In other words, if the character or word is correct, it can only be judged by its continuous relationship with the character or word.
Take Bigram as an example, in order to check whether Z i is error, we just need to check the adjacent relations of Z i−1 and Z i , if Z i−1 to Z i transfer probability P (Z i |Z i−1 ) meets a certain threshold condition, then we consider Z i−1 and Z i are continuous, otherwise we think Z i−1 and Z i are not continuous, then we consider Z i is error.
P (Z i−1 ) is the probability of Z i−1 in training corpus, and P (Z i ) is the probability of Z i in training corpus. R(Z i−1 ) represents the number of occurrences of Z i−1 in the entire training corpus. R(Z i )
represents the number of occurrences of Z i in the entire training corpus. N represents the total number of strings in the training corpus. The corpus we use is middle and primary school texts organized by East China Normal University that has been made Chinese word segmentation.
For the Unigram model, we need to count the number of occurrences of each character and word in the corpus. For example, the number of occurrences of W i is C i , the probability of W i is
For the Bigram model, we need to count the number of continuous occurrences of two characters and words in the corpus. For example, the number of continuous occurrences of W i and
For the Trigram model, we need to count the number of continuous occurrences of three characters and words in the corpus. For example, the number of continuous occurrences of 
Examples and parameters
Take the sentence Table 2 .
We use LTP model (Wanxiang Che, 2010) to make Chinese word segmentation. Since LTP if the number of appearance is less than 3 times,
The Trigram model of words: we take the 
The Bigram model of characters: we take the text of two consecutive characters as inputs and check whether the two consecutive characters exist in the dictionary of two consecutive characters.
If the two characters do not exist, K = K +1, otherwise, if the number of appearance is less than 3 times, otherwise, K = K − 1.5.
The Trigram model of characters: we take the text of three consecutive characters as inputs and check whether the three consecutive characters exist in the dictionary of three consecutive characters. If the three characters do not exist,
After the above calculation, we get the K value, length and position of each character. The K value is used to determine whether it is wrong, and length is used to indicate the length of wrong string, and position refers to the start position of the wrong character in the sentence. If the K value is greater than 1.7, we consider the character and the word are wrong. The threshold value is determined by the combined effect of the above model. Lee et al., 2015) are two dictionaries which are used to find similar characters and words in pronunciation and shape.
Corresponding to the two dictionaries,
Similarprounciation and Similarshape, we get the candidate sets SP w and SS w of the wrong character and word h w respectively. SP w refers to the elements of the set that has the similar pronunciation of h w and SS w refers to the elements of the set that has the similar shape of h w . Then we concatenate SP w and SS w into a set called S w . For ∀s ∈ S, we replace h w by s into the original sentence, then we use 2-gram, 3-gram and 4-gram around the specific character, and we can collect 9 items for each character of specific position, including 2 items of 2-gram, 3 items of 3-gram and 4 items of 4-gram. We compare and sort the frequency of the 9 items in the word frequency dictionary W . We assume that after replacing, if some items are in dictionaries, the item which has more characters will have a higher probability to be the target choice. For example, the frequency of the item "和蔼"is 5, the frequency of the item "和蔼可亲"is 2. But if the second one appears in your candidate sets, it will have a higher probability than the first one Finally the most probable character is selected for eventual replacement.
When length is higher than 1, we should replace the character from the start position to end position. End position is the plus of position and length. Therefore, there should be multiple characters to be replaced at the same time, such as when length is equal to 3, we replace the character in the position, the second and the third character that begin with position, all these three characters need to be replaced at the same time successively. Then we compare the frequency of all items. The comparison method is as above.
Result Analysis
The system results we obtained are shown in Table 3 , Table 4 and Table 5 . We can see from the results that the detection performance is not very well. The reason may be that the parameters of the complex N-gram model are not easy to control and to adjust. The results also show that the method we proposed is good at correction of Chinese grammatical errors and achieves a high accuracy.
Conclusion and Future Work
In this paper, we present an N-gram model for automatic detection and correction of Chinese grammatical errors. As we can see from the results, the performance of correction of Chinese grammatical errors is pretty good. In the future, we plan to employ neural network to Chinese grammatical error diagnosis.
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