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Abstract—The recently proposed Control/User (C/U) plane
decoupled railway wireless network is a promising new network
architecture to meet the communication demands of both train
control systems and onboard passengers by completely sepa-
rating the C-plane and U-plane into different network nodes
operating at different frequency bands. Although the system
capacity of this network architecture can be highly increased,
the forwarding latency of X3 interfaces to link the C-plane
and U-plane becomes a serious concern, especially for hybrid
automatic repeat request (HARQ) protocols which demand
frequent interactions between the C-plane and U-plane. This
concern becomes more pronounced for latency sensitive train
control. To address this challenging problem, in this paper we
propose a low-latency collaborative HARQ scheme. Through
a newly designed collaborative transmission framework, the
possible spare resources on lower frequency bands of macro cells
by excluding those used by C-plane transmissions are utilized to
help small cells relay erroneously received data. Compared to
the conventional HARQ scheme, to reach the same transmission
reliability, the proposed scheme requires fewer retransmissions on
average, thereby mitigating the latency problem caused by HARQ
retransmissions. Correspondingly, the channel mapping is also
redesigned to conform to the proposed collaborative transmission
framework. In the theoretical analysis, the expression of the
average retransmission times related to the sum of independent
Gamma variables is developed. Finally, simulation results show
that a great decrease in the retransmission latency is gained by
the proposed scheme, but at the sacrifice of few average system
transmission rate.
Index Terms—C-plane and U-plane decoupling, collaborative
transmission, low latency, HARQ, railway communications.
I. INTRODUCTION
Recent rapid developments of railway technologies and
mobile Internet have stimulated increasingly pressing demands
on wireless access of train passengers, especially for those
business travellers. However, with low revenue return, no
mobile network operators would provide full and dependable
wireless coverage for sparsely-populated railway scenarios.
Furthermore, due to the limited signal processing ability of
mobile equipments, it is difficult to overcome the severe
L. Yan and X. Fang are with the Key Lab of Information Coding and
Transmission, Southwest Jiaotong University, Chengdu, 610031, China. (E-
mails: liyan12047001@my.swjtu.edu.cn, and xmfang@swjtu.edu.cn)
G. Min is with the College of Engineering, Mathematics and Phys-
ical Sciences, University of Exeter, Exeter, EX4 4QF, U.K. (E-mail:
g.min@exeter.ac.uk).
Y. Fang is with the Department of Electrical and Computer Engineering,
University of Florida, PO Box 116130, Gainesville, FL 32611, USA. (E-mail:
fang@ece.ufl.edu).
challenges in high-speed railway scenarios, such as large
penetration loss, high mobility and fast group handovers, in
order to maintain reliable direct connections with wayside
base stations [1]. As a result, a novel unified railway wire-
less network is urgently needed to meet the communication
demands of both train control systems and onboard passen-
gers. To this end, industrial participants have reached the
consensus that the current narrowband GSM-R (Global System
for Mobile Communication for Railway) will evolve to long
term evolution (LTE) for railway communication systems in
the near future [2], [3]. In addition, a C/U-plane decoupled
railway wireless network was proposed [4], [5]. To address
the problems caused by the direct connection between onboard
passengers and wayside base stations, an access point (AP)
is deployed inside the train to collect passengers’ services in
this network. These services are then relayed to wayside base
stations by a mobile relay (MR) deployed on the roofs outside
the train [1], [6]. More importantly, a concept of C-plane and
U-plane decoupling is applied to this network. To guarantee
the transmission reliability and coverage, the more important
C-plane is kept in the macro cells with relatively high-quality
lower frequency bands. In contrast, as the main data carrier,
the U-plane needs more transmission capacity, thereby being
moved to small cells operating at broadband higher frequency
bands. Considering more stringent requirements for transmis-
sion reliability, train control information is entirely kept at
macro cells without decoupling. As shown in Fig.1, macro
cells are connected to both the mobile management entity
(MME) and the serving gateway (SGW), while small cells
are solely connected to SGW without any control functions.
Through a newly introduced interface, namely, X3, macro
cells and small cells can interact and synchronize with each
other. From a purely technical point of view, X3 interfaces
employ the same protocols of traditional X2 interfaces in LTE
networks [7], [8].
Although decoupling C-plane and U-plane can increase the
system capacity significantly, more communication latency is
introduced to link the C-plane and U-plane that are separated
into different network nodes, especially for hybrid automatic
repeat request (HARQ) protocols due to frequent interactions
between them. Taking the 3ms signal processing latency of
eNodeBs and user equipments (UEs) in LTE networks as
an example, the minimum time interval between two adja-
cent (re)transmissions of a synchronous HARQ process in
frequency division duplex (FDD) systems is 8ms [9]. For
2the asynchronous HARQ and time division duplex (TDD)
systems, the time interval becomes much larger. In C/U-plane
decoupled railway wireless networks, the C-plane signaling,
including HARQ acknowledgments, is transmitted on relative-
ly high-quality lower frequency bands, while the U-plane data
are carried by broadband higher frequency bands. In other
words, the ACK/NACK message receiver and data transmitter
of an HARQ process are in a macro cell and a small cell,
respectively, not in the same network node. Therefore, macro
cells need to forward the received HARQ acknowledgments to
small cells via X3 to instruct small cells what to do next, and
handle retransmissions if the acknowledgement is an NACK
or send new data if it is an ACK. In practice, an X3 interface
is usually non-ideal with some forwarding latency. In C/U-
plane decoupled railway wireless networks, to calculate the
maximum latency of X3 interfaces, denoted by Td;max here,
the time interval between two adjacent (re)transmissions of an
HARQ process is (8 + dTd;maxe)ms. According to the field
test results in [10], the forwarding latency of X2 interfaces is
about 1ms on average and 6ms at maximum. As X3 interfaces
use the same protocols of X2 interfaces, the above results also
apply to X3 interfaces. Then, the time interval between two
adjacent (re)transmissions of an HARQ process in C/U-plane
decoupled railway wireless networks is 14ms, which is larger
than that of HARQ in the conventional networks, implying
the higher latency. Therefore, how to reduce the aggravated
latency of HARQ retransmissions in C/U-plane decoupled
railway wireless networks becomes a significant challenge.
In the conventional network architecture, the C-plane and
U-plane share the same frequency resources in macro cells. In
LTE networks, only the first to third OFDM symbols in a sub-
frame are used for control channels [9], and thus the available
resources for the C-plane are very limited. In contrast, in the
C/U-plane decoupled railway wireless network, the resources
of lower frequency bands in macro cells are all used for the
C-plane. Subject to this change, there may be some spare
relatively high-quality spectrum resources available in macro
cells, which could be further exploited to help small cells
handle retransmissions, aiming at reducing the retransmission
latency. As a whole, the main contributions and novelties of
this paper include:
1) The timing of the conventional HARQ scheme under
C/U-plane decoupled railway wireless networks is ana-
lyzed. How the C-plane and U-plane decoupling affects
the retransmission latency of HARQ is studied.
2) To reduce the HARQ retransmission latency in C/U-plane
decoupled railway wireless networks, a collaborative
HARQ scheme is proposed, in which the possible spare
lower frequency band resources in macro cells by exclud-
ing those used for C-plane transmissions are exploited
to help small cells handle retransmissions. Equivalently,
double copies of data are concurrently transmitted by
macro cells and small cells in a retransmission, reducing
the total required retransmissions as well as the retrans-
mission latency. Accordingly, the timing of the proposed
collaborative HARQ scheme is designed. Considering
the big signal propagation difference between lower and
higher frequency bands, the process of data combining is
discussed from the hardware point of view. Furthermore,
determining how to realize collaborative retransmissions
between two different network nodes, i.e., macro cells
and small cells is also a main contribution which will be
presented in 3).
3) A collaborative transmission framework between macro
cells and small cells is proposed to enhance the flexi-
bility of bandwidth extension for C/U-plane decoupled
railway wireless networks. In consideration of the above
aggravated latency problem, our focus in this paper is on
using the proposed collaborative transmission framework
to realize collaborative retransmissions between macro
cells and small cells. Nevertheless, the framework can
also be generalized to common U-plane data collaborative
transmissions. Correspondingly, the channel mapping is
redesigned to conform to this framework.
4) For both the conventional and proposed schemes, the
theoretical analyses of the average retransmission times
related to the sum of independent Gamma variables are
derived. Based on the theoretical results, the average
retransmission times, the average retransmission latency
and the average transmission rate of the conventional
and proposed schemes are compared through numerical
simulations.
The remainder of this paper is organized as follows. In
Section II, we describe the timing of the conventional HAR-
Q scheme applied to C/U-plane decoupled railway wireless
networks and present the aggravated retransmission latency
problem. In Section III, the collaborative HARQ scheme to
mitigate this problem is proposed. In Section IV, to enhance
the flexibility of bandwidth extension of C/U-plane decoupled
railway wireless networks, a general collaborative transmission
framework is proposed. In Section V, analytical results for the
average retransmission times related to the sum of independent
Gamma variables are derived. In Section VI, simulation results
are illustrated and analyzed in details. Finally, conclusions are
drawn in Section VII.
II. CONVENTIONAL HARQ SCHEME IN C/U-PLANE
DECOUPLED RAILWAY WIRELESS NETWORKS
We start this section by presenting the C/U-plane decoupled
railway wireless network architecture, and then extend to
discussions on the timing of the conventional HARQ scheme
working in this network architecture and the aggravated re-
transmission latency problem.
A. C/U-plane decoupled railway wireless networks
In order to increase the system capacity to meet the wireless
access demands of train passengers, a C/U-plane decoupled
railway wireless network was proposed in [4], [5]. As shown
in Fig. 1, an AP and an MR are deployed on the roofs inside
and outside trains, respectively, so as to provide a dependable
connection for train passengers. The inside AP firstly collects
the services of train passengers’ equipments, and then these
services are forwarded to wayside base stations via the MR.
In this way, the problems caused by the direct connection
3between onboard passengers and wayside base stations, such
as large penetration loss, high mobility and group handovers,
can be avoided. As the inside wireless links can be regarded
as in general indoor communication scenarios [11], they are
not repeatedly discussed here. Therefore, this paper focuses
on the study of the outdoor wireless links between MRs and
wayside base stations. To enable efficient mobility support, the
critical C-plane is kept in macro cells operating at relatively
high-quality lower frequency bands. The corresponding U-
plane, which is the main data carrier, is moved to broadband
but relatively poor-quality higher frequency bands to expand
the system capacity. More specifically, some low-rate services
with absolute demands on transmission reliability, e.g., train
control information, can be entirely distributed to macro cells
without decoupling. Since small cells are only responsible for
the U-plane without handling any control functions, they are
solely connected to the SGW, but not to the MME as shown
in Fig. 1. Via X3 interfaces, macro cells and small cells can
exchange control signaling and data as well as synchronize
with each other. In order to provide some low-rate services
that have stringent requirements for transmission reliability, in
addition to the MME, macro cells can also be connected to
the SGW.
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Fig. 1. C/U-plane decoupled railway wireless networks.
B. Timing of the conventional HARQ in C/U-plane decoupled
railway wireless networks
SaW (Stop and Wait) is a typical HARQ retransmission
mechanism where the next transmission is performed only
when the acknowledgment to the previous transmission is
received [9]. To fully utilize the resources while waiting
for acknowledgments, multiple HARQ processes are carried
out. In the conventional network architecture, the number
of synchronous HARQ processes in FDD systems is eight,
i.e., the maximum latency caused by a retransmission is
8ms. While in the C/U-plane decoupled railway wireless
networks, the number of HARQ processes is 8 + dTd;maxe,
where the extra dTd;maxems is caused by the forwarding
latency of X3 interfaces. For clarity, in this paper we take
the downlink synchronous HARQ of FDD systems as a case
study. Nevertheless, the same analysis can also be generalized
to other cases. Moreover, according to [12], [13], [14], to
achieve a compromise between the system complexity and
performance, chase combining is used here to combine the
retransmitted data and the initially transmitted data. Chase
combining, in which retransmissions contain the same set of
coded bits as the initial transmission, was first proposed in
[15]. After each retransmission, the receiver uses maximum
ratio combination (MRC) to combine each received bit with
all previous (re)transmissions of the same bit and the combined
signals are finally fed to the decoder.
Fig. 2 illustrates the timing of the conventional HARQ
scheme applied to C/U-plane decoupled railway wireless net-
works. For clarity, we focus on the timing of one HARQ
process. In downlink, the small cell transmits the initial data
(1) (denoted by D(1)) on the subframe n. After decoding
the received data, the MR generates the corresponding ac-
knowledgments. To guarantee the transmission reliability, the
HARQ acknowledgments, as a kind of C-plane signaling,
are kept at relatively high-quality lower frequency bands in
macro cells. In the situation shown in Fig. 2, the data in
the initial transmission are not correctly received. Thus, the
MR generates an NACK and sends it to the macro cell
on the subframe n + 4. Then, the macro cell forwards this
NACK to the small cell via X3. In consideration of the
forwarding latency of X3 interfaces, the subsequent retrans-
mission for these erroneously received data is performed on
the subframe n + 8 + dTd;maxe. As shown in Fig. 2, two
retransmissions are performed before the data are successfully
decoded. For D(1), the total latency caused by retransmissions
is 2  (8 + dTd;maxe) = (16 + 2 dTd;maxe)ms. Compared to
the conventional networks in which the latency caused by two
retransmissions is 16ms, 2 dTd;maxems extra latency is brought
in, aggravating the latency problem in HARQ especially for
latency-sensitive services. For clarity, the wireless transmission
delay is neglected in Fig. 2. Therefore, the subframes, on
which the same data are transmitted and received, are aligned
in the time domain.
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Fig. 2. Timing of the conventional HARQ scheme in C/U-plane decoupled
railway wireless networks.
III. PROPOSED COLLABORATIVE HARQ SCHEME
Subject to the change in C/U-plane decoupled railway
wireless networks that the whole lower frequency bands of
macro cells are used for C-plane transmissions, there may be
spare spectrum resources on these high-quality bands. Suppose
that the bandwidth of a macro cell is 10MHz corresponding
to 8400 available resource elements (REs) in 1ms, and 30
4percent of 1000 users in a train are active and scheduled
in a frame of 10ms. To make a compromise, two control
channel elements (CCEs), consisting of 72REs, are assigned
to the physical downlink control channel (PDCCH) of a
user, and every eight users share a physical HARQ indicator
channel (PHICH) as in conventional LTE networks. Then,
we can get the total consumed resources by control channels
and reference signals in 1ms as 3008REs. Correspondingly,
there are still 5392REs unused. Based on this observation,
to mitigate the above retransmission latency problem, a low-
latency collaborative HARQ scheme that exploits the possible
spare resources in macro cells to help small cells handle
retransmissions is proposed as shown in Fig. 3(a). Considering
the big signal propagation difference between discontinuous
higher and lower frequency bands, if necessary, two dedicated
antennas and receiving circuits are integrated at the MR side
to individually handle the radio frequency (RF) signals re-
ceived from macro cells and small cells. Obviously, compared
to the conventional network architecture, although the C/U-
plane decoupled network architecture can greatly increase the
system capacity, it comes at the expense of higher hardware
complexity. After converting RF signals to baseband signals,
the receiving circuits output the two parallel baseband signals
of a retransmission to the demodulators. Then, through chase
combining, the two demodulated bit streams are combined
with the initial transmission stored in the buffer memory.
Finally, the combined signals are fed to the decoder for a new
decoding attempt.
Correspondingly, the downlink timing of the proposed
collaborative HARQ scheme is depicted in Fig. 3(b). After
receiving an NACK on the subframe n + 4, which is the
HARQ acknowledgment to the initially transmitted D(1) on
the subframe n, the macro cell forwards it to the small cell
via X3, resulting in a maximum Td;max latency. If there are
spare spectrum resources in the macro cell, the small cell
will forward the retransmitted data to the macro cell via X3.
Similarly, a maximum Td;max latency is induced again. As
a case study, under the same situation as depicted in Fig. 2,
in the proposed scheme the data are correctly decoded after
one retransmission which actually includes double copies of
the retransmitted data. The latency of a retransmission with
double copies of data concurrently transmitted in the proposed
scheme is (8 + 2 dTd;maxe)ms. Compared to the conventional
scheme shown in Fig. 2, under the same situation, the total
latency is reduced by 8ms in the proposed scheme. When
D(1) is correctly decoded, the MR feeds back an ACK to the
macro cell on the subsequent subframe after 4ms. Then, with
a maximum Td;max latency, the acknowledgment is further
forwarded to the small cell. As it is an ACK, the small cell
directly performs another new data transmission on the sub-
frame n+16+3 dTd;maxe without the need to forward data to
the macro cell any more. Based on the above analysis, we can
figure out the timing between two adjacent (re)transmissions
in the proposed collaborative HARQ scheme. With respect to
a retransmission, the time interval between this retransmission
and the previous (re)transmission is (8 + 2 dTd;maxe)ms. The
time interval between a new data transmission and the previ-
ous (re)transmission is (8 + dTd;maxe)ms. According to these
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Fig. 3. (a) Principle of the proposed collaborative HARQ scheme for C/U-
plane decoupled railway wireless networks. (b) Timing of the proposed
scheme.
timing, the receiver can receive all data in sequence accurately.
IV. PROPOSED COLLABORATIVE TRANSMISSION
FRAMEWORK
Different from the conventional network architecture, the
C-plane and U-plane in the C/U-plane decoupled wireless
network architecture are completely separated into different
network nodes. Therefore, channel mappings need to be re-
designed. In this paper, we take LTE protocols as a design
benchmark. As shown in Fig. 4, in the newly redesigned
channel mapping relationship, all control channels are kept
at macro cells, and all traffic channels are moved to small
cells. In macro cells, a new MAC uplink (or downlink)
control channel (U(D)L-CCH) is defined to carry some of
up-layer RLC control channels, which is finally mapped to
a converged physical uplink (or downlink) control channel
(CPU(D)CCH). In small cells, a new MAC traffic channel,
uplink (or downlink) traffic channel (U(D)L-TCH), is defined
and finally mapped to a physical uplink (or downlink) traffic
channel (PU(D)TCH). From the physical resource point of
view, all C-plane channells are eventually mapped to lower
frequency bands, and all U-plane channels are mapped to
higher frequency bands. Therefore, the physical control format
indicator channel (PCFICH) in the conventional coupled LTE
networks, which is used to discriminate the boundary of the
5control and traffic channels sharing the same frequency bands,
is saved in the C/U-plane decoupled network architecture.
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To realize collaborative transmissions between two different
network nodes, i.e., macro cells and small cells, new peer
entities, namely, collaborative transmission entities (CTEs) are
proposed to be deployed in the MAC layers of macro cells and
small cells. Through an X3 interface, the CTEs in different
base stations can communicate with each other. Note that
in collaborative transmissions macro cells just exploit their
possible spare resources to help transmit U-plane data of small
cells. The real control of these U-plane data transmissions,
including HARQ decisions, is still in the hand of small cells.
Therefore, as shown Fig. 4, the forwarded U-plane MAC PDUs
from small cells are directly mapped to physical resources
of macro cells without going through the HARQ module
of macro cells. After receiving the data, MRs will send
corresponding HARQ acknowledgements contained in PHICH
on more dependable lower frequency bands, and then they
are forwarded by macro cells to small cells. Finally, based
on this information small cells make decisions for following
transmissions. For clarity, the whole collaborative transmission
process is divided into five steps as follows:
Step 1: In the macro cell, its MAC controller periodically
informs its CTE of the resource usage of lower frequency
bands.
Step 2: Via X3, the resource usage of the macro cell is
forwarded by its CTE to the CTE of the small cell.
Step 3: If there are spare spectrum resources in the macro
cell, the MAC controller of the small cell will transfer some
data to its own CTE.
Step 4: The CTE of the small cell forwards these data
to the CTE of the macro cell. Then, based on the current
system states, the MAC controller of the macro cell makes a
decision on the resources and transmission formats used for
collaborative transmissions.
Step 5: With the help of the macro cell, the U-plane
data can be transmitted on both lower and higher frequency
bands, enhancing the spectrum utilization of lower frequency
bands. After receiving the data, MRs will feed back HARQ
acknowledgements contained in PHICH on more dependable
lower frequency bands. Then, macro cells forward these ac-
knowledgements to small cells via X3, based on which small
cells make decisions for following transmissions.
Moreover, as shown in Fig. 4, in the macro cell, a new MAC
channel, namely, collaborative transmission channel (CTCH)
and a new PHY channel, namely, physical collaborative trans-
mission channel (PCTCH) are brought in to accommodate
collaborative transmissions. To instruct MRs to precisely re-
ceive data in the framework, the message indicating whether
a collaborative transmission is active or not and the resources
as well as the transmission formats used for transmissions
in macro cells and small cells is carried by PDCCHs. From
the physical resource point of view, the proposed framework
equivalently establishes a virtual bridge between completely
discontinuous lower and higher frequency bands, and thus
enhancing the flexibility of bandwidth extension for C/U-plane
decoupled railway wireless networks. Considering the general
applicability, the framework is described from a more general
perspective in the above. Although the system capacity can be
intuitively increased if the possible spare resources are used
to transmit general U-plane data, for broadband C/U-plane
decoupled railway wireless networks the capacity is not a key
problem temporarily. Nevertheless, as what will be shown in
Section VI, if they are used to help retransmissions, the aver-
age retransmission latency can be highly reduced. Therefore,
to mitigate the latency problem , in this paper we use this
collaborative transmission framework to support collaborative
retransmissions between macro cells and small cells. That is,
the forwarded data by small cells are retransmitted data, and
they are mapped on both higher frequency bands and lower
frequency bands in duplication. It is also notable that if there
is no spare spectrum resource in macro cells, the system will
degenerate to the conventional scheme as shown in Fig. 2.
V. ANALYTICAL MODELS
In this section, we first describe the wireless channel of
high-speed railway scenarios. Then, theoretical analyses of the
average retransmission times related to the sum of indepen-
dent Gamma variables are derived for the conventional and
proposed schemes.
A. Wireless channel modeling
When it comes to the high-speed movement scenarios,
Doppler effect is a severe hindrance to high performance
transmissions. Fortunately, according to [16], considering the
repetitive movement of trains, the channel characteristics along
the running track, including the Doppler spread, can be pre-
recorded. With the actual location and velocity information, we
can look up and deduce the corresponding Doppler effect data
according to the database and pre-/post-compensate it easily.
Moreover, there have been lots of research results focusing on
the Doppler effect estimation and compensation for high-speed
railway scenarios, such as in [17], and [18]. Based on this
observation, in this paper we assume that the Doppler effect
can be perfectly compensated and has almost no influence on
the final performance for both the conventional scheme and
the proposed scheme, which also ensures the fairness when
comparing the performance of two schemes in both theoretical
analyses and simulations.
6For high-speed railway scenarios, the most typical terrain is
viaduct, in which wireless channels can be approximated as
line of sight (LOS) following a Rician distribution [19], [20].
To study the combining performance of (re)transmissions, we
need to derive the joint probability density function (PDF)
and cumulative distribution function (CDF) of multiple Rician
variables. However, according to [21], it is almost impossible
to obtain an exact analytical joint PDF or CDF for three
Rician variables, much less for any extensions to more than
three Rician variables. Fortunately, it is widely reported that
Nakagami statistics can closely approximate Rician statistics
with a relationship between the Rician parameter K and
Nakagami parameter m as [22], [23]
m = (K + 1)2= (2K + 1) (1)
Under the Nakagami model, the received signal to noise
ratio (SNR) follows a Gamma distribution, i.e.,  
Gamma (m;m=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f ()=

m

m
m 1
 (m)
e m=  S () (2)
where S () is a unit step function and is defined as
S () =

1;  > 0
0; otherwise (3)
and  denotes the average received large-scale SNR, i.e.,  =
E [], where E [] is the expectation operator. Fig. 5 describes
the geometric sketch to calculate the average large-scale SNR
of received signals from macro cells and small cells in C/U-
plane decoupled railway wireless networks. In consideration
of the linear topology of wireless communication networks in
railway scenarios, the macro cells and small cells in Fig. 5 are
deployed on a straight line with vertical distance of dmin to
the rail. Rs, Rm and as denote the radius of a macro cell, the
radius of a small cell and the overlapping distance of small
cells, respectively. To simplify the analysis, only one macro
cell is considered in this paper, i.e., the analysis scope of d is
from as to 2Rm as. Since macro cells and small cells operate
at different frequency bands with different characteristics such
as different coverage radiuses, for clarity we use the subscript
m and s to represent the parameters of macro cells and small
cells, respectively.
              
dNP RP
dmin
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Fig. 5. Geometric sketch for the theoretical analysis.
As shown in Fig.5, suppose that the train starts from the
original point and travels through distance of d along the
abscissa-axis direction, then the signal propagation distance,
xm(d), from the macro cell to the train is
xm(d) =
q
(d Rm)2 + d2min (4)
Similarly, the signal propagation distance, xs(d), from the
current serving small cell to the train is
xs(d) =
s
d Dis 

d
Dis

 Dis=2
2
+ d2min (5)
where Dis=2Rs  as is defined to simplify the expression of
Eq. (5).
Generally, the average received large-scale SNR can be
calculated as
(x) =
Pt  PL(x)
N0
(6)
where Pt is the transmit power, PL(x) is the large-scale path
loss, and N0 is the noise power. Then, the average large-scale
SNR of received signals from the macro cell and the current
serving small cell can be separately expressed as
m(xm) =
Pm;t  PLm(xm)
N0
(7)
s(xs) =
Ps;t  PLs(xs)
N0
(8)
Based on [24], for a given modulation and coding scheme
(MCS) i, the packet error rate (PER) related to the instanta-
neous SNR can be approximated as
Fi () 

1; if  < thi
ai exp ( gi) ; if  > thi (9)
where ai, gi and thi are three parameters determined by MCS
i as listed in TABLE I [24], [25].
TABLE I
DESCRIPTIONS OF MCS MODES
Mode 1 Mode 2 Mode 3
Modulation QPSK 3/4 16QAM 3/4 64QAM 3/4
Ri(bit/sym.) 1.5 3 4.5
ai 3.8e5 2.5e5 4.4e4
gi 5.5 1.3 0.5
thi 2.3 9.2 20.7
AMCth(dB) 0.4 8.5 15.6
B. Theoretical analysis of the conventional HARQ scheme
To make a compromise between the system complexity
and performance, chase combining is adopted in this paper
to combine the (re)transmitted data. Besides, to make the
analysis more understanding, the effects of incorrect receiving
or losing of HARQ acknowledgments on the overall perfor-
mance are not considered. In practical wireless communication
systems, the maximum permissible retransmission times is
usually determined. Let N conmax denote the number of maxi-
mum permissible retransmissions for the conventional HARQ
scheme in C/U-plane decoupled railway wireless networks.
Since in the conventional HARQ scheme small cells perform
all initial transmissions and retransmissions, for MCS is where
is 2 f1; 2; 3g, the average required retransmission times of the
conventional scheme, excluding the initial transmission, can be
derived as Eq. (10) (shown at the bottom of the next page),
7where Su indicates the event that data in this transmission
are successfully decoded, and Fa denotes the otherwise case.
s;0 is the received SNR of the initial transmission in the small
cell.
Suppose that the velocity of the train is v = 360km/h
and the center frequency of small cells is fs = 5GHz.
Then, we can get the maximum Doppler Shift in small cells
as fd;s = vfs=c = 1:67kHz, where c is the light speed.
Correspondingly, the coherence time of wireless channels in
small cells is Tc;s = 0:423=fd;s = 0:25ms [26], which is
much shorter than the time interval between two adjacent
(re)transmissions of an HARQ process. Thus, it is reasonable
to assume that the (re)transmissions of an HARQ process
experience independent wireless channels. Additionally, taking
LTE networks as the analysis baseline, the value ofN conmax is six
[27], and then the time interval between the initial transmission
and the sixth retransmission is (48 + 6 dTd;maxe)ms. Based
on the field test results in [10], let Td;max = 6ms. And then
48 + 6 dTd;maxe = 84ms. During the time interval of 84ms,
the running distance of the train is 8.4m, which is relatively
much shorter than the distance between base stations and
the rail. Therefore, all (re)transmissions in an HARQ process
can be assumed to have the same average large-scale SNR.
As a result, in Eq. (10), s;j with j = 0; 1; 2::: follows an
independent and identical distribution. According to [28], we
can get s;` =
P`
j=0 s;j  Gamma ((`+ 1)ms;ms=s).
Therefore, the average retransmission times of the conven-
tional HARQ scheme in C/U-plane decoupled railway wireless
networks can be rewritten as Eq. (11) (shown at the bottom of
the page), where  low (y;m) is the lower incomplete Gamma
function, defined as  low (y;m) =
R y
0
xm 1e xdx.
With the obtained average retransmission times, the average
latency caused by retransmissions of the conventional HARQ
scheme in C/U-plane decoupled railway wireless networks can
be expressed as
Dcon=(8 + dTd;maxe)Lis;con (12)
In the conventional HARQ scheme, only a copy of the
data that are unsuccessfully decoded in the initial transmission
is carried in a retransmission. Accordingly, only a copy of
resource is consumed in a retransmission. For MCS is, after
Lis;con retransmissions, the average system transmission rate
is
Ris;con =
Ris
Lis;con + 1
(13)
C. Theoretical analysis of the proposed collaborative HARQ
scheme
In the proposed collaborative HARQ scheme, initial trans-
missions are carried by small cells, and the following re-
transmissions will be collaboratively accomplished by small
cells and macro cells if there are spare spectrum resources in
macro cells excluding those used by C-plane transmissions.
Due to the differences of signal propagation characteristics on
lower and higher frequency bands, for the train at the same
geographic location as shown in Fig. 5, the average large-
scale SNR of received signals from macro cells and small
cells may be different. Hence, the macro cell and small cell
probably choose different MCS for the two copies of data in
a retransmission based on the assumption that the adaptive
modulation and coding (AMC) technique is used. In this case,
we cannot obtain the exact analytical expression of the average
retransmission times for the proposed scheme. Nevertheless,
Lis;con = Pr (Sus;1jFas;0) + 2Pr (Sus;2jFas;0; Fas;1)+; :::;
+(N conmax   1)Pr
 
Sus;Nconmax 1jFas;0; Fas;1; :::; Fas;Nconmax 2

+N conmax Pr
 
Fas;0; Fas;1; :::; Fas;Nconmax 1

= E
hPNconmax 1
n=1 n

1  Fis
Pn
j=0 s;j
Qn 1
`=0 Fis
P`
j=0 s;j

+N conmax
QNconmax 1
`=0 Fis
P`
j=0 s;j
i
= E
hPNconmax
n=1
Qn 1
`=0 Fis
P`
j=0 s;j

+
PNconmax
n=1 (n  1)
Qn 1
`=0 Fis
P`
j=0 s;j

 PNconmax 1n=1 nQn`=0 Fis P`j=0 s;ji
= E
hPNconmax
n=1
Qn 1
`=0 Fis
P`
j=0 s;j
i
(10)
Lis;con = E
hPNconmax
n=1
Qn 1
`=0 Fis (s;`)
i
=
PNconmax
n=1
Qn 1
`=0
 
P
 
s;` < 
th
is

+ aise
 giss;`P
 
s;` > 
th
is

=
PNconmax
n=1
Qn 1
`=0
R this
0

ms
s
(`+1)ms
e
 ms s (`+1)ms 1
 ((`+1)ms)
d +ais
R +1
this

ms
s
(`+1)ms
e
 (mss +gis)(`+1)ms 1
 ((`+1)ms)
d

=
PNconmax
n=1
Qn 1
`=0
0@ lowmsthiss ;(`+1)ms
 ((`+1)ms)
+ ais

1 + gis
s
ms
 (`+1)ms 
1   low

ms
s
+gis

this ;(`+1)ms

 ((`+1)ms)
1A
(11)
Lpro = Pr (Sum;s;1jFas;0) + 2Pr (Sum;s;2jFas;0; Fam;s;1)+; :::;
+(Npromax   1)Pr
 
Sum;s;Npromax 1jFas;0; Fam;s;1; :::; Fam;s;Npromax 2

+Npromax Pr
 
Fas;0; Fam;s;1; :::; Fam;s;Npromax 1

 E
hPNpromax 1
n=2 n

1  Fx
Pn
j=0 s;j +
Pn
j=1 m;j

Fis (s;0)
Qn 1
`=1 Fx
P`
j=0 s;j +
P`
j=1 m;j

+

1  Fx
P1
j=0 s;j + m;1

Fis (s;0) +N
pro
maxFis (s;0)
QNpromax 1
`=1 Fx
P`
j=0 s;j +
P`
j=1 m;j
i
= E
h
Fis (s;0) +
PNpromax
n=2 Fis (s;0)
Qn 1
`=1 Fx
P`
j=0 s;j +
P`
j=1 m;j
i
= L
upper
pro
(14)
8based on the MCS with a higher order among the two MCSs
selected by the macro cell and small cell, the upper limit of the
average required retransmission times of the proposed scheme
can be obtained. Similarly, based on the MCS with a lower
order, the lower limit of the average required retransmission
times can be derived. Let im denote the selected MCS by the
macro cell, where im 2 f1; 2; 3g. As listed in TABLE I, the
lower the values of is and im are, the lower the order of MCSs
is. With the definition of x = max (im; is), the upper limit
of the average required retransmission times in the proposed
collaborative HARQ scheme is obtained as Eq. (14), shown at
the bottom of the previous page.
For clarity, we separately conduct the derivation for each
item in Eq. (14). Based on the above analysis, we can obtain
E [Fis (s;0)] = P
 
s;0 < 
th
is

+ aise
 giss;0P
 
s;0 > 
th
is

=
 low(msthis =s;ms)
 (ms)
+ais

1 + gis
s
ms
 ms 
1   low((ms=s+gis )
th
is
;ms)
 (ms)

(15)
Similarly, suppose that the velocity of the train and the
frequency center of macro cells are v = 360km/h and fm =
2GHz, respectively. Then, the coherence time of wireless
channels in macro cells is Tc;m = 0:423= (vfm=c) = 0:63ms
, which is much shorter than the time interval between two
adjacent (re)transmissions in the proposed scheme. Therefore,
we can assume that the wireless channels experienced by
(re)transmissions of an HARQ process in the macro cell are
independent with each other. Let Td;max = 6ms. And consid-
ering that double copies of data are concurrently transmitted
in a retransmission in the proposed scheme, the maximum
permissible retransmission times of the proposed scheme is set
to Npromax = 3. Then, the time interval between the initial trans-
mission and the third retransmission is 3(8 + 2 dTd;maxe) =
60ms. During this period, the running distance of the train
is 6m, which is relatively much smaller than the distance
between base stations and the rail. Hence, the average large-
scale SNR of all (re)transmissions in an HARQ process is
almost equivalent. As a consequence, it can be assumed that
wireless channels experienced by all (re)transmissions of an
HARQ process in the macro cell follow an independent and
identical distribution. Then,
s;` =
P`
j=0 s;j  Gamma

(`+ 1)ms;
ms
s

m;` =
P`
j=1 m;j  Gamma

`mm;
mm
m
 (16)
For clarity, we define
s;` = (`+ 1)ms;
1
s
= mss
m;` = `mm;
1
m
= mmm
(17)
As macro cells and small cells operate at completely dif-
ferent frequency bands, we can assume that transmissions in
macro cells and small cells are diverse and independent. That
is, s;` and m;` are two independent Gamma variables with
different parameters. According to [29], [30], the PDF of the
sum of the two variables, denoted by Y = s;` + m;`, can
be derived as
g (y) =

C
X1
=0
y
+ 1e y=q
  (+ )q
+

 S (y) (18)
where q, C,  and  are interim coefficients to simplify the
expression of Eq. (18), and
q = min
q2fs;mg
(s; m)
C =

q
fs;mg q
fs;mg q;`
 = s;` + m;`(
+1 =
1
+1
P+1
=1 fs;mg q;`

1  qfs;mg q

+1 
0 = 1
(19)
Then, we can obtain the expectation of the last item in Eq.
(14) as
Lpro  Lupperpro =
 low(msthis =s;ms)
 (ms)
+ ais

1 + gis
s
ms
 ms 
1   low((ms=s+gis )
th
is
;ms)
 (ms)

+
PNpromax
n=2

 low(msthis =s;ms)
 (ms)
+ ais

1 + gis
s
ms
 ms 
1   low((ms=s+gis )
th
is
;ms)
 (ms)

Qn 1`=1 CP
=0   low(thx =q;+) (+) + ax(1 + gxq) (+)1   low((1=q+gx)thx ;+) (+) 
(22)
Lpro  Llowerpro =
 low(msthis =s;ms)
 (ms)
+ ais

1 + gis
s
ms
 ms 
1   low((ms=s+gis )
th
is
;ms)
 (ms)

+
PNpromax
n=2

 low(msthis =s;ms)
 (ms)
+ ais

1 + gis
s
ms
 ms 
1   low((ms=s+gis )
th
is
;ms)
 (ms)

Qn 1`=1 CP
=0   low(thz =q;+) (+) + az(1 + gzq) (+)1   low((1=q+gz)thz ;+) (+) 
(23)
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h
Fx
P`
j=0 s;j +
P`
j=1 m;j
i
= C
P1
=0 
R thx
0
y+ 1e y=q=
 
  (+ )q
+

dy
+ax
R +1
thx
y+ 1e y(1=q+gx)=
 
  (+ )q
+

dy

= C
P1
=0 

 low(thx =q;+)
 (+)
+ax(1 + gxq)
 (+)

1   low((1=q+gx)
th
x ;+)
 (+)

(20)
For practical purposes, we use the first 
 terms of the series
in Eq. (20) as an approximation, that is,
E
h
Fx
P`
j=0 s;j +
P`
j=1 m;j
i
 CP
=0   low(thx =q;+) (+)
+ax(1 + gxq)
 (+)

1   low((1=q+gx)
th
x ;+)
 (+)

(21)
To substitute the above results into Eq. (14), the upper
limit of the average retransmission times of the proposed
collaborative HARQ scheme can be rewritten as Eq. (22).
Similarly, if we define z = min (im; is), the lower limit of the
average required retransmission times of the proposed scheme
can be obtained as Eq. (23). Both Eq. (22) and Eq. (23) are
shown at the bottom of the previous page.
With the above results, the scope of the latency caused by
retransmissions in the proposed scheme is
(8 + 2 dTd;maxe)Llowerpro  Dpro  (8 + 2 dTd;maxe)L
upper
pro
(24)
In the proposed collaborative HARQ scheme, double copies
of data are concurrently transmitted in a retransmission,
leading to the consumption of double copies of resources.
Therefore, the scope of the average system transmission rate
in the proposed scheme is
Ris
2L
upper
pro + 1
 Rpro  Ris
2L
lower
pro + 1
(25)
VI. PERFORMANCE ANALYSIS AND COMPARISON
Based on the theoretical analyses in Section V, numerical
results are provided in this section to compare the performance
of the conventional and proposed schemes. Simulation exper-
iments are performed under two conditions, i.e., under fixed
MCS and under AMC. Due to the fact that AMC can enhance
the transmission reliability in some degree, the retransmission
latency performance improvement of the proposed scheme
under AMC is less remarkable than that under fixed MCS.
A. Performance comparisons under fixed MCS
In this section, to realize fair and comprehensive perfor-
mance comparisons, simulation experiments are performed
under the condition that the same MCS is used in small cells
and macro cells and is not adaptively changed during the train
running through the whole wireless coverage. In this way,
we can investigate the pure performance improvements of the
proposed scheme without the influence of AMC techniques
on the transmission reliability. Performance comparisons of
the average retransmission times, the average retransmission
latency and the average system transmission rate are illustrated
in Fig. 6, Fig. 7 and Fig. 8, respectively. Detailed simulation
parameter settings are listed in TABLE II [4], [5]. For clarity,
here two small cells symmetrically located in the coverage
of a macro cell are taken into account. Therefore, following
simulation results are symmetrical to the position of the macro
cell. During the analysis, we take the left part results according
to the position of the macro cell as case study.
As shown in Fig. 6, overall, the proposed scheme requires
much fewer retransmissions compared to the conventional
scheme. Moreover, the higher the MCS order is, the more
remarkable the performance improvement of the proposed
scheme is. For instance, under the MCS of 64QAM, when the
train is at the edges of the macro cell which also corresponds
to the edges of small cells, such as at d=0.2km, due to the low
SNR in these regions both schemes arrive at their maximum
permissible retransmission times. As the train moves towards
the small cell, with double copies of data concurrently trans-
mitted in a retransmission, the required retransmission times
of the proposed scheme are greatly reduced. For instance, at
d=0.3km, the average retransmission times of the conventional
scheme and the proposed scheme are 2 and 1, respectively. At
the center areas of small cells in which the SNR of received
signals from small cells is high, such as in d 2(0.5, 0.7)km,
the required retransmission times of both schemes are close
to zero. When the train is at the center area of the macro cell
which corresponds to the edges of these two small cells, thanks
to the high SNR collaborative retransmissions from the macro
cell, the performance improvement of the proposed scheme in
this region is the most remarkable. At d=1km, the required
retransmission times of the proposed scheme is about 1, while
for the conventional scheme it reaches up to 6. For other
MCSs, the whole trend is the same as 64QAM. Nevertheless,
because lower order MCSs can achieve higher retransmission
reliability, as shown in Fig. 6, the lower the MCS order
is, the less remarkable the performance improvements are.
For example, at d=1km, the average retransmission times of
16QAM and QPSK are reduced by the proposed scheme from
about 5.8 to 1 and from about 1.3 to 0.9.
Based on the above results, as shown in Fig. 7, with double
copies of data concurrently transmitted in a retransmission in
the proposed scheme, to achieve the same transmission reli-
ability, the proposed scheme requires fewer retransmissions,
thereby mitigating the latency problem caused by HARQ re-
transmissions. For example, at d=1km, the average retransmis-
sion latency of 64QAM, 16QAM and QPSK is reduced by the
proposed scheme from about 84ms to 14ms, from about 80ms
to 14ms and from about 18ms to 13 ms, respectively. Also
double copies of resources are consumed by a retransmission
in the proposed scheme. As depicted in Fig. 8, when the train
is at the edges of the macro cell, the conventional scheme
outperforms the proposed scheme in terms of the average
system transmission rate. Nevertheless, with reduced average
retransmission times in the proposed scheme, the performance
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TABLE II
SIMULATION PARAMETERS
Parameters Values
Frequency of the macro cell 2GHz
Frequency of the small cell 3.5GHz
Transmit power of the macro cell 43dBm
Transmit power of the small cell 30dBm
Path loss model of the macro cell Hata
Path loss model of the small cell M.2135
Radius of the macro cell 1km
Radius of the small cell 0.6km
K factor of the macro cell 6dB
K factor of the small cell 8dB
Distance between base station and rail 0.1km
Overlapping area distance 0.2km
Td;max 6ms
Nconmax 6
Npromax 3
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Fig. 6. Performance comparisons of the average retransmission times for
different MCS modes.
gap between two schemes is very small. On the contrary, for
16QAM and 64QAM, at the center area of the macro cell,
thanks to the high SNR collaborative retransmissions from
the macro cell, much fewer retransmissions are needed in
the proposed scheme. As aforementioned, at d=1km of Fig.
6, the proposed scheme reduces the average retransmission
times from about 5.8 to 1 and from 6 to 1 for 16QAM and
64QAM, respectively. Therefore, in this region, the proposed
scheme obtains a higher average system transmission rate as
shown in Fig. 8. Correspondingly, at d=1km, the performance
improvement of the proposed scheme under 64QAM and
16QAM is about 0.9bit/symbols and 0.6bit/symbols, respec-
tively. However, as discussed above, for QPSK which has
a higher ability in enhancing the transmission reliability,
the performance improvement of the average retransmission
times is less remarkable. At d=1km of Fig. 6, the average
retransmission times is reduced from about 1.3 to 0.9 by the
proposed scheme. Therefore, in Fig. 8, even at the center
area of the macro cell, the conventional scheme still obtains
a higher average system transmission rate than the proposed
scheme.
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Fig. 7. Performance comparisons of the average retransmission latency for
different MCS modes.
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Fig. 8. Performance comparisons of the average system transmission rate for
different MCS modes.
B. Performance comparisons under AMC
In practical wireless communication systems, AMC tech-
niques are usually employed to adapt to various wireless
channels. If a wireless channel is of high quality, higher order
MCSs with higher transmission rate will be used to improve
the spectrum efficiency. Otherwise, lower order MCSs will be
implemented to enhance the transmission reliability. That is
to say, AMC can enhance the transmission reliability in some
degree. Hence, under AMC, the performance improvements
of the proposed scheme will not be very remarkable. For
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the ease of understanding, the MCS adaption results of the
macro cell and small cell during the train running through
the coverage of the macro cell are illustrated in Fig. 9. The
higher the received signal quality is, the higher the MCS order
is selected. For the center areas of the macro cell and small
cells, the selected MCS mode is 64QAM. In contrast, QPSK is
used for cell edges. And 16QAM is used for other areas with
intermediate signal quality. For simplicity, in this paper, we
only consider the three MCSs listed in TABLE I, in which the
SNR thresholds of MCS switching are given in the last row.
Nevertheless, by substituting the corresponding MCS related
parameters, the same analysis method also holds for other
MCSs.
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Fig. 9. MCS adaptation results.
Fig. 10 depicts the average retransmission times of both
schemes under AMC. Form an overall point of view, the
proposed scheme still outperforms the conventional scheme.
As shown in Fig. 9, for the left part according to d=1km, in the
regions of d 2(0.2, 0.34)km and d 2(0.72, 0.74)km, both the
macro cell and small cell adopt the same MCS. Based on the
theoretical analysis, in these regions, the obtained retransmis-
sion times of the proposed scheme in Fig. 10 are exact values,
not the upper or lower limit. For other regions, as shown in Fig.
9, the macro cell and small cell always use different MCSs.
And we can only obtain the upper limit and lower limit of the
average retransmission times in those regions for the proposed
scheme. Besides, as shown in Fig. 9, when the train is in those
regions, either the macro cell or the small cell can provide a
high SNR retransmission. Therefore, in the proposed scheme
which employs both the macro cell and small cell to handle
retransmissions, for all MCSs, the required retransmission
times are very low and the performance difference among them
is small. As a consequence, as shown in Fig. 10, the two curves
of the upper limit and lower limit of the average retransmission
times in the proposed scheme are almost overlapped. Then,
in the following analysis, we can use one of them as an
approximate curve of the real average retransmission times for
the proposed scheme. Due to the fact that AMC techniques
can enhance the transmission reliability in some degree, as
shown in Fig. 10 the total required transmission times of both
schemes are less than 1.5 and the performance improvement of
the proposed scheme is not very remarkable. For instance, at
d=1km, the required average retransmission times are reduced
by the proposed scheme from about 1.3 to 0.9.
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Fig. 10. Performance comparison of the average retransmission times under
AMC.
Fig. 11 gives the average retransmission latency and the
average system transmission rate comparisons between two
schemes under AMC. In the proposed scheme, with double
copies of data concurrently transmitted in a retransmission,
the HARQ retransmission latency is reduced. Nevertheless,
as aforementioned, due to the fact that AMC techniques can
enhance the transmission reliability in some degree, the per-
formance improvement is not very remarkable. For instance,
at d=1km, the average retransmission latency is reduced by
the proposed scheme from about 18ms to 13ms. As a kind of
sacrifice, also with double copies of resources consumed in a
retransmission, the proposed scheme has lower average sys-
tem transmission rate compared to the conventional scheme.
However, the performance gap is very small. At d=0.85km, the
obtained average system transmission rate of the conventional
scheme is about 0.4bit/symbol higher than that of the proposed
scheme. At d=1km, the difference is about 0.1bit/symbol.
In addition, thanks to the concept of C-plane and U-plane
decoupling which dramatically expands the bandwidth, the
system capacity in this network is not a critical problem. On
the contrary, it is very important and necessary to mitigate
the latency problem when linking the completely separated C-
plane and U-plane in different network nodes, which is also
the main goal of thlis paper.
Alternatively, excluding the spectrum resources used by
C-plane transmissions, if there are still spare resources in
macro cells, they can also be exploited to transmit general U-
plane data via the proposed collaborative transmission frame-
work. Based on this observation, in order to present a more
comprehensive performance study, in Fig. 12, the effective
transmission rates of spare resources of macro cells used in
two different cases, i.e., collaborative HARQ retransmissions
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Fig. 11. Performance comparisons of the average retransmission latency and
average system transmission rate under AMC.
and general transmissions, are compared. As shown in Fig.
12, for the case that spare resources are used for HARQ
retransmissions, in the regions of d 2(0.2, 0.5)km and d 2(0.7,
1)km these resources are invested to repeatedly retransmit
erroneously received packets, leading to a lower effective
transmission rate in these regions compared to the case that
these resources are used for general transmissions. For ex-
ample, at d=1km, the effective transmission rate for general
transmission case is about 2.2bit/symbol higher than that
for collaborative HARQ retransmission case. Nevertheless, as
demonstrated above, with the help of these resources to handle
retransmissions, the retransmission latency is highly reduced.
As a matter of fact, this is very common for the field of wire-
less communications where some performance is sacrificed
for the improvements of other performance. Fortunately, for
broadband C/U-plane decoupled railway wireless networks,
the capacity is not a key problem temporarily. On the contrary,
the aggravated retransmission latency problem in this network
is more pronounced. Hence, it is more beneficial here to utilize
the possible spare high-quality resources of macro cells to
handle retransmissions.
VII. CONCLUSIONS
The recently proposed C/U-plane decoupled railway wire-
less networks aim to meet dramatically growing wireless
access demands of train passengers as well as the reliable
transmission requirements of train control systems. Although
the whole system capacity is highly increased in this network
with the U-plane moved to broadband higher frequency bands,
how to mitigate the latency problem when linking the com-
pletely separated C-plane and U-plane in different physical
nodes becomes important, especially for HARQ protocols
which require frequent interactions between the C-plane and
U-plane. To address this challenge, in this paper we have
proposed a low-latency collaborative HARQ scheme, in which
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Fig. 12. Performance comparison of the effective transmission rates of spare
resources used in different situations.
if there are spare spectrum resources in macro cells excluding
those used by C-plane transmissions, they will be exploited to
help small cells handle retransmissions. To realize collabora-
tive transmissions between two different network nodes, i.e.,
macro cells and small cells, a novel collaborative transmission
framework is proposed. Although in this paper the framework
is used for HARQ retransmissions, it can also be developed for
general collaborative transmissions to enhance the flexibility of
bandwidth extension for C/U-plane decoupled railway wireless
networks. Accordingly, the channel mapping is also redesigned
to conform to this framework.
Both the theoretical analysis and simulation experiments
are conducted under two different conditions, i.e., with and
without AMC. No matter under which condition, the proposed
scheme always outperforms the conventional scheme in terms
of the average retransmission latency. Due to the fact that
AMC techniques can enhance the transmission reliability in
some degree, under the condition with AMC, the average
system transmission rate of the proposed scheme is lightly
lower than that of the conventional scheme. Nevertheless,
for C/U-plane decoupled railway wireless networks in which
broadband higher frequency bands are integrated, the sys-
tem capacity is not a key point temporarily. In contrast, in
this network, how to mitigate the aggravated latency during
HARQ retransmissions becomes important, which is exactly
the research focus of this paper. As a matter of fact, in the
field of wireless communications, sacrificing some spectrum
resources to gain the transmission reliability is a common
means. For our future work, we will consider the differences
of signal propagation characteristics on higher and lower
frequency bands, such as different Doppler shifts and frame
structures when combining the data received from macro cells
and small cells, so as to make the collaborative transmission
scheme more practical and further increase the data combining
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