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1. INTODUCTION 
The theory of observer was introduced by Luenberger (1966) [26] and has been generalized to system described by semi-
group operators governed by partial differential infinite dimensional equations in Hilbert state space (Gressang and 
Lamont 1975) [25]. In system theory, the exponential observability is related to the possibility to estimate the state from 
knowledge of the state estimator system and output function [15]. The concept of actuators and sensors are introduced 
and applied to the controllability, observability and exponential estimator of systems described by partial differential 
equations as in [16-17].  
The notion of regional analysis was extended by El Jai et al. [4, 6, 12, 21-23].The study of this notion motivated by certain 
concrete-real problem, in thermic, mechanic, environment or in isentropic superdense star as in  [9, 22, 23-24]. The 
concept of regional asymptotic and exponential analysis was introduced recently by Al-Saphory and El Jai et al. in [1-11], 
consists in studying the behaviour of the system not in the entire domain Ω but only on particular region 𝜔 inside the 
domain or on it is boundary. The aim of this paper is to extend some results related to regional exponential observability 
and strategic sensor to the general case as in ref.s [3, 7].   We consider a class of distributed system and we explore 
various results connected with the different types of measurement, domains, and boundary conditions.  
The purpose behind to develop this paper is that when we have fundamental aspects of a system knowledge, which 
developed by theoreticians from a mathematical point of view, and there is very often a wide gap between this and a 
concrete comprehension of the system [15-16]. Thus, sensors and actuators can play a fundamental role in the 
understanding of any real system [17-20].It is now time to link some of this theoretical works with concrete considerations 
of input-output problems. The main reason for discovering this concept is that it provides a means to deal with some 
physical problems concern the model of single room shown in (Figure 1) below.  
 
Fig. 1: Room observation problemΩ , workspace ω, and input-output vents 
Here the goal to design the room (locate vents, place sensors, etc. …)in order to observe exponentially the room 
temperature near workspace (for more details see [13]). The outline of this paper is organized as follows: 
Section 2 is related to define the problem statement, regional strategic sensors, definitions and characterizations. Section 
3 defines the regional exponential estimator (general case) for a distributed parameter system in terms of regional 
detectability and strategic sensors. We discuss under which condition such a regional observability exists and give a 
counter-example of an 𝜔- estimator which is not an estimator in the whole domain Ω. Section 4 is related to the 
characterization notion of 𝜔𝐸𝐺 - observable by the use of strategic sensors. Section 5, we illustrate applications with many 
situations of sensors locations in one or two dimensional systems. 
2. REGIONAL EXPONENTIAL OBSERVABILITY 
2.1 Problem Statement  
Let Ω be an open regular bounded set of 𝑅𝑛 , with smooth boundary ∂Ω and let [0,T] , T> 0 be a time measurement interval. 
Suppose that ω be a nonempty given sub-region of Ω. We denote Θ =  Ω ×  0,∞  and   Π = ∂Ω × (0,∞). The considered 
distributed parameter system is described by the following parabolic equations: 
 
𝜕𝑥
𝜕𝑡
 𝜉, 𝑡  =    𝐴𝑥 𝜉, 𝑡 + 𝐵𝑢 𝑡 Θ
𝑥 𝜉, 0   = 𝑥0 𝜉 Ω
𝑥 𝜂, 𝑡    = 0                                             Π
                                                                                                                            (1)       
augmented with the output function  
𝑧 𝜉, 𝑡 = 𝐶𝑥(𝜉, 𝑡)                                                                                                                                                              (2) 
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whereA is a second-order linear differential operator, which generates a strongly continuous semi-group (𝑆𝐴(𝑡))𝑡≥0 on the 
Hilbert space   𝑋 = 𝐿2(Ω) and is self-adjoint with compact resolvent. The spaces 𝑋, U, and 𝒪 are separable Hilbert space 
where 𝑋 is the state space, 𝑈 = 𝐿2(0, ∞,𝑅𝑝)  is the control space, and 𝒪 = 𝐿2(0, ∞,𝑅𝑞) is the observation space, where pand 
q are the numbers actuators and sensors [11], see (Figure 2) which is mathematical model more general spatial case in 
(Figure 1). 
 
Fig. 2: The domain of Ω , the subregion ω, and the sensors location 
The operators 𝐵 ∈ ℒ 𝑈,𝑋 and 𝐶 ∈ ℒ(𝑋,𝒪)  depend on the structures of actuators and sensors [9,11]. Under the given 
assumption [19], the system (1) has a unique solution:  
𝑥 𝜉, 𝑡 = 𝑆𝐴 𝑡 𝑥0 𝜉 + ∫ 𝑆𝐴 𝑡 − 𝜏 𝐵𝑢 𝜏 𝑑𝜏
𝑡
0
                                                                                                                      (3) The 
problem is that how to construct an approach which observe exponential general current state in sub-region ω. 
2.2 Regional Strategic Sensors 
This subsection consists of the concept of the sensors, which was coined by A. El Jai as in [16-17]. Thus, sensors can 
play a fundamental role in understanding of any real system. Moreover, sensors form an important link between a system 
and its environment [19-20]. The purpose of this subsection is to give the characterization for sensors in order that the 
system (1) is regionally exponentially general observable in ω. 
● Sensors are any couple (𝐷𝑖 ,𝑔𝑖)1≤𝑖≤𝑞  where𝐷𝑖denote closed subsets of Ω , which is spatial supports of sensors and 
𝑔𝑖 ∈ 𝐿
2(𝐷𝑖) define the spatial distributions of measurement on(𝐷𝑖).  
● According to the choice of the parameters 𝐷𝑖 and 𝑔𝑖 , we have various types of sensors where in the case of q sensors. 
We shall consider (𝐷𝑖  ,𝑔𝑖)1≤𝑖≤𝑞  where 𝐷𝑖  ⊂ Ω, (or 𝐷𝑖 ⊂ 𝜕Ω) and 𝑔𝑖𝜖 𝐿
2 (𝐷𝑖) with 𝐷𝑖 ∩ 𝐷𝑗 = ∅if 1 ≤ 𝑖 ≠ 𝑗 ≤ 𝑞. Then, the output 
function (2) may be written by the following form 
𝑧 . , 𝑡 = [𝑧1 . , 𝑡 , 𝑧2 . , 𝑡 ,… , 𝑧𝑞(. , 𝑡)]
𝑡𝑟  
where 
𝑧 𝜉, 𝑡 = 𝐶𝑥 𝜉, 𝑡 = ∫ 𝑥(𝜉, 𝑡)𝐷𝑖
𝑔𝑖 𝜉 𝑑𝜉                                                                                                                  (4) 
● Sensors may also be pointwise when 𝐷𝑖 = {𝑏𝑖} and 𝑔𝑖 = 𝛿𝑏𝑖 𝑥 − 𝑏𝑖 where𝛿𝑏𝑖  is Dirac mass concentrated in 𝑏𝑖 . Then, the 
output function (2) can be given by the form 
𝑧 𝜉, 𝑡 = 𝐶𝑥 𝜉, 𝑡 = ∫ 𝑥(𝜉, 𝑡)Ω  𝛿𝑏𝑖 𝜉 − 𝑏𝑖 𝑑𝜉                                                                                                   (5) 
● In the case of boundary zone sensor, we consider Ω = Γ with Γ ⊂ Ω𝜕 and 𝑔 ∈  𝐿2(Γ). Then, the output function (2) can be 
written in the form  
𝑧 𝜉, 𝑡 = 𝐶𝑥 𝜉, 𝑡 = ∫ 𝑥(𝜉, 𝑡)Γ 𝑔𝑖 𝜉 𝑑𝜉                                                                                                      (6)  ●In the case, of 
internal pointwise sensors the operator C is unbounded and some precaution must be taken in [14].  
●For the following equation 
𝑥 𝜉, 𝑡 = 𝑆𝐴 𝑡 𝑥0 𝜉 (7)  define the operators𝐾:𝑋 → 𝒪 
                               𝑥 → 𝐾 𝑥 = 𝐶𝑆𝐴 𝑡 𝑥                                                                                                                  (8)then  𝑧 𝜉, 𝑡 =
𝐾 𝑡 𝑥0(𝜉). We denote by 𝐾
∗: 𝒪 → 𝑋 the adjoint of 𝐾 by  
𝐾∗𝑧(𝜉, 𝑡) = ∫ 𝑆∗𝐴
𝑡
0
 𝑠 𝐶∗𝑧 𝜉, 𝑠 𝑑𝑠   (9)                                
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●Consider a subdomain 𝜔 of  Ω  and let 𝜒𝜔be the function defined by 
𝜒𝜔   : 𝐿
2 Ω ⟶ 𝐿2 𝜔 
                      𝑥 ⟶  𝜒𝜔  𝑥 = 𝑥 ∣ω
(10)        
where 𝑥 ∣𝜔  is the restriction of the state 𝑥 to ω. 
● Here, we recall the concept of regional observability as in [12, 21].  
Definition 2.1: A system (1) augmented with output function (2) is exactly ω- observable if: 
𝐼𝑚 𝜒𝜔𝐾
∗ = 𝐿2 𝜔  
Definition 2.2: A system (1) - (2) is approximately ω- observable if: 
𝐼𝑚 𝜒𝜔𝐾∗            = 𝐿
2 𝜔  
Definition 2.3: A suite of sensors (𝐷𝑖 ,𝑔𝑖)1≤𝑖≤𝑞  is ω-strategic if the system (1)-(2) is approximately ω-observable.  
The concept of ω- strategic has been extended to the regional boundary case for 𝑡 ∈ [0,𝑇] as in [26, 27] and to the case 
𝑡 ∈ (0,∞) as in [2, 10]. It is said that a suite of  (𝐷𝑖 ,𝑔𝑖)1≤𝑖≤𝑞   is  𝜔 - strategic if there exist at least one sensor (𝐷1 ,𝑔1) which is 
𝜔 - strategic.  
 Let us consider the orthonormal set (𝜑𝑛𝑗 ) of eigenfunctions of  𝐿
2(Ω) orthonormal in𝐿2(Ω) is associated with eigenvalues  𝜆𝑛  
of multiplicity  𝑟𝑛  and suppose that the system (1) has J unstable modes. Then, we have the following result. 
Proposition 2.4: The sequence of sensors (𝐷𝑖 ,𝑔𝑖)1≤𝑖≤𝑞  is ω-strategic if and only if  
(1) 𝑞 ≥ 𝑟, 
(2) Rank𝐺𝑛 = 𝑟𝑛 , for all 𝑛, 𝑛 = 1,… , 𝐽 with  
𝐺𝑛 = (𝐺𝑛)𝑖𝑗 =  
< 𝜑𝑛𝑗 ,𝑔𝑖 .  >𝐿2 𝐷𝑖                        in the zone case          
𝜑𝑛𝑗  𝑏𝑖 ,                                              in the pointwise case
 (11) 
where sup𝑟𝑛 = 𝑟 and 𝐽 = 1,… , 𝑟𝑛 .    
Proof: The proof of this proposition is similar to the rank condition in [12]; the main difference is that the rank condition as 
follows         
 Rank𝐺𝑛 = 𝑟𝑛 ,    ∀𝑛.                                                                                                                                                 (12)      
For proposition 2.4, we need only to hold for  
Rank𝐺𝑛 = 𝑟𝑛 , for all 𝑛, 𝑛 = 1,… , 𝐽.  ∎ 
2.3 Definitions and Characterizations  
This section presents some definitions and characterizations related to the regional exponential behaviour. 
Definition 2.5: The semi-group (𝑆𝐴(𝑡))𝑡≥0 is said to be exponentially stable if there exist two positive constants 𝑀 and 𝛼 
such that 
          ║𝑆𝐴(𝑡)║𝑋  ≤ 𝑀𝑒
−𝛼𝑡    ;   𝑡 ≥ 0                                                                                                                                         (13)    
If (𝑆𝐴(𝑡))𝑡≥0 is an exponentially stable semi-group, then for all 𝑥0(. ) ∈ 𝑋, the solution of the associated autonomous system 
satisfies 
║𝑥 . , 𝑡 ║
𝑋
= ║𝑆𝐴(𝑡)𝑥0(. )║𝑋 ≤  𝑀𝑒
−𝛼𝑡║𝑥0(. )║𝑋  
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and therefore 
lim
𝑡→∞
║𝑥 . , 𝑡 ║
𝑋
= 0 
we shall think about the next usual definition of stability. 
Definition 2.6: The system (1) is said to be stable if the operator 𝐴 generates a semi-group which is exponentially 
stable. 
Definition 2.7: A semi-group is exponentially regionally stable in 𝐿2(𝜔) (or𝜔𝐸 -stable) if, for every initial state 𝑥0(. ) ∈
 𝐿2 Ω , the solution of the autonomous system associated with (1) converges exponentially to zero when 𝑡 → ∞. 
Definition 2.8: The system (1) is said to be exponentially stable onω (or 𝜔𝐸-stable) if the operator A generates a semi-
group which is (𝜔𝐸- stable).  
It is easy to see that the system (1) is𝜔𝐸-stable if and only if, for some positive constants 𝑀𝜔and 𝛼𝜔 ,  
∥  𝜒𝜔𝑆𝐴 𝑡 ∥ℒ(𝑧 ,   𝐿2 𝜔 ) ≤ 𝑀𝜔𝑒
−𝛼𝜔 𝑡 t ≥ 0(14) 
if(𝑆𝐴(𝑡))𝑡≤0  is 𝜔𝐸 - stable, then, for all 𝑥0 .  ∈ 𝐿
2(Ω), the solution of autonomous system associated with (1) satisfies  
 𝑥 . , 𝑡  𝐿2 𝜔  ≤ 𝑀𝜔𝑒
−𝛼𝜔 𝑡ǁ𝑥0(. ) ∥𝐿2 𝜔   (15) and then 
lim𝑡→∞ ǁ𝑥 . , 𝑡 ∥𝐿2 𝜔 = 0 (16) 
Definition 2.9:The system (1)-(2) is said to be exponentially detectable on 𝜔 (or 𝜔𝐸-detectable) if there exists an 
operator 𝐻𝜔 : 𝑅
𝑞 → 𝐿2(𝜔) such that  𝐴 − 𝐻𝜔𝐶  generates a strongly continuous semi-group(𝑆𝐻𝜔 (𝑡))𝑡≤0  which is 𝜔𝐸 –stable. 
3. REGIONAL EXPONENTIAL GENERAL OBSERVABILITY  
In this section, we shall extend these results as is refer [3, 7] to the general regional case by considering ω as sub-region of 
Ω. Thus, a new exponential general approach is introduced depending on general estimator in the region  𝜔 may be called 
regional exponential general observability (𝜔𝐸𝐺 -observability). The characterization of this concept needs some assumptions 
which are related to the exponential behaviour. 
3.1 𝝎𝑬𝑮- Estimator Reconstruction Method 
Consider now the system and the output specified by 
 
 
 
 
 
𝜕𝑥
𝜕𝑡
 𝜉, 𝑡 = 𝐴𝑥 𝜉, 𝑡 + 𝐵𝑢 𝑡 Θ  
𝑥 𝜉, 0 = 𝑥0 𝜉   Ω            
 𝑥 𝜂, 𝑡 = 0                                           Π         
𝑧 𝜉, 𝑡 = 𝐶𝑥 𝜉, 𝑡 Θ
                                                                                                                  (17) 
Let 𝜔 ⊂ Ω be a given subdomain (region) of Ω and assume that for𝛵 ∈ ℒ(𝐿2 Ω ), and 𝛵𝜔 = 𝜒𝜔𝛵 (where 𝜒𝜔  is defined in (10)) 
there exists a system with state 𝑦(𝜉, 𝑡) such that  
𝑦 𝜉, 𝑡 = 𝛵𝜔𝑥(𝜉, 𝑡).                                                                                                                                                         (18) 
Thus, if we can build a system which is an exponential estimator for 𝑦(𝜉, 𝑡), then it will also be an exponential estimator for 
𝛵𝜔𝑥(𝜉, 𝑡), that is to say an exponential estimator to the restriction of  𝛵𝑥(𝜉, 𝑡) to the region 𝜔. The equations (2)-(18) give 
 
𝑧
𝑦 =  
𝐶
𝛵𝜔
 𝑥                                                                                                                                                                     (19) 
If we assume that there exist two linear bounded operators R and S, where 𝑅:𝒪 → 𝐿2(𝜔), and 𝑆 ∶ 𝐿2(𝜔) → 𝐿2(𝜔), such 
that  𝑅𝐶 + 𝑆𝑇𝜔 = 𝐼, then by deriving 𝑦(𝜉, 𝑡) in (3.18) we have  
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𝜕𝑦
𝜕𝑡
 𝜉, 𝑡 = 𝑇𝜔
𝜕𝑥
𝜕𝑡
 𝜉, 𝑡 = 𝑇𝜔𝐴𝑥 𝜉, 𝑡 + 𝑇𝜔𝐵𝑢(𝑡)
                    = 𝑇𝜔𝐴𝑆𝑦 𝜉, 𝑡 + 𝑇𝜔𝐴𝑅𝑧 𝜉, 𝑡 + 𝑇𝜔𝐵𝑢(𝑡)
 
Consider now the system (which is destined to be the regional exponential general estimator) 
 
𝜕𝑦 
𝜕𝑡
 𝜉, 𝑡 = 𝐹𝜔𝑦  𝜉, 𝑡 + 𝐺𝜔𝑢 𝜉, 𝑡 + ℋ𝜔𝑧 𝜉, 𝑡 Θ
𝑦  𝜉, 0 = 𝑦 0(𝜉)                                                                  Ω
𝑦  𝜂, 𝑡 = 0                                                                          Π
                                                                                                   (20)   
where𝐹𝜔  generates a strongly continuous semi-group (𝑆𝐹𝜔 (𝑡))𝑡≥0, which is regionally exponentially stable on 𝑋 = 𝐿
2(𝜔), i.e., 
∃𝑀𝐹𝜔 ,𝛼𝐹𝜔 > 0, suchthat║𝑆𝐹𝜔  .  ║𝐿2 𝜔 ≤ 𝑀𝐹𝜔 𝑒
−𝛼𝐹𝜔 𝑡∀𝑡 ≥ 0(21) 
and𝐺𝜔 ∈ ℒ(𝑈,𝐿
2 𝜔 ) and ℋ𝜔 ∈ ℒ(𝒪, 𝐿
2 𝜔 ). The solution of (20) is given by 
𝑦  𝜉, 𝑡 = 𝑆𝐹𝜔  𝑡 𝑦 0 𝜉 + ∫ 𝑆𝐹𝜔  𝑡 − 𝜏 [
𝑡
0
𝐺𝜔𝑢 𝑡 + ℋ𝜔𝑧(𝜉, 𝜏)] 𝑑𝜏                                                                                       (22)  
Now, we want to show that under convenient hypothesis, the state of the system (20) is a regional exponential general 
estimator of 𝑇𝜔𝑥 𝜉, 𝑡  (Figure 3). For this purpose we need to decompose the system (1) as in next subsection. 
 
 
 
 
 
 
 
 
Fig. 3: Regional exponential general observability. 
3.2 General Decomposed System 
Now, under the assumption of strongly continuous semi-group we have the system (1)-(2) is reduced as in the additional 
assumptions allow a decomposition of (1) to a form of the stabilizing operator ℋ. These assumptions are as follows. 
(1) 𝐴 has a pure point spectrum, denoted by 𝜎 𝐴 . 
(2) 𝑆𝐴(𝑡) is a compact operator for some 𝑡 > 0 
(3) For 𝛿 > 0, 𝜎 𝐴  the spectrum of 𝐴 contained in the closed half plane  𝜆:𝑅𝑒 𝜆 ≥ −𝛿 . 
(4) The subspace associated with each finite dimensional point of 𝜎 𝐴  in the half plane  𝜆:𝑅𝑒 𝜆 ≥ −𝛿 . 
(5) 𝒪is finite dimensional. 
These five assumptions are strong. The Hille-Yosida theorem implies that the set of spectral point of 𝐴 lying in the half 
plane  𝜆:𝑅𝑒 𝜆 ≥ −𝛿  forms a bounded spectral set [25]. Denote this spectral set by 𝜎 𝐴1 . Using the spectral set 𝜎 𝐴1 , a 
reduced form of (1) can be derived. Denote 𝜎 𝐴 − 𝜎 𝐴1  by 𝜎 𝐴2 . As 𝐴 is a closed operator with nonempty resolvent set, 
operational calculus can be used to completely reduce the operator 𝐴 in terms of the spectral sets 𝜎 𝐴1  and 𝜎 𝐴2  [15]. 
𝜎 𝐴1 and 𝜎 𝐴2  determine subspaces 𝑋1 and 𝑋2, 
𝑋 = 𝑋1⨁𝑋2 ,     (23) 
and projections 𝐸1:𝑋 → 𝑋1 ,𝐸2:𝑋 → 𝑋2 ,  such that 
𝐸1𝐴𝑥 = 𝐴𝐸1𝑥 
𝐸2𝐴𝑥 = 𝐴𝐸2𝑥 
𝒙  
𝒚  𝒚   
𝒙  
(Ƃ) 
𝒖 𝒙 𝜡 
System 𝑪 𝑩 
𝑨 
(𝚯𝛚)  
Regional 
estimator 
𝑹 
𝑺 
𝜢𝝎 
𝑭𝝎 
𝑮𝝎 
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Defining 𝐴1𝑥 = 𝐴𝐸1𝑥,   𝐷 𝐴1 = 𝐷(𝐴) ∩ 𝑋1 
and𝐴2𝑥 = 𝐴𝐸2𝑥,   𝐷 𝐴2 = 𝐷(𝐴) ∩ 𝑋2 
the operator 𝐴 can be represented by 
𝐴𝑥 =  
𝐴1 0
0 𝐴2
  
𝑥1
𝑥2
 and𝐵 =  
𝐵1
𝐵2
                                                                                                                              (24) 
Where 𝑥 = 𝑥1 + 𝑥2 , 
𝑥 ∈ 𝐷 𝐴 ,𝑥1 ∈ 𝐷 𝐴1 , 𝑥2 ∈ 𝐷 𝐴2 ,𝐵1 ∈ ℒ(𝑅
𝑃 ,𝑋1)and𝐵2 ∈ ℒ(𝑅
𝑃 ,𝑋2) 
as𝐷 𝐴  is dense in 𝑋,𝐷 𝐴1  is dense in 𝑋1 , and 𝐷 𝐴2  is dense in 𝑋2. 
𝐴1and𝐴2 are closed operators as 𝐴 is closed operator. If 𝐴 is the infinitesimal generator of a strongly continuous semi-
group, then the Hille-Yosida theorem shows that both 𝐴1 and 𝐴2 are infinitesimal generators. Using the decomposition of 𝑋 
and 𝐴 given by (23)-(24), and then (1)-(2) can be rewritten in the following forms [7] 
 
𝜕𝑥1
𝜕𝑡
 𝜉, 𝑡 = 𝐴1𝑥1 𝜉, 𝑡 + 𝐸1𝐵1𝑢 𝑡            Θ
𝑥1 𝜉, 0 = 𝑥10 𝜉                                           Ω
𝑥1 𝜂, 𝑡 = 0                                                    Π
                                                                                                                   (25) 
and 
 
𝜕𝑥2
𝜕𝑡
 𝜉, 𝑡 = 𝐴2𝑥2 𝜉, 𝑡 + 𝐸2𝐵2𝑢 𝑡          Θ
𝑥2 𝜉, 0 = 𝑥20 𝜉                                           Ω 
𝑥2 𝜂, 𝑡 = 0                                                    Π 
                                                                                                                  (26) 
 
Augmented with the output function 
 
𝑦 . , 𝑡 = 𝐶𝑥1 𝜉, 𝑡 (27) 
Equations (26)-(27) are called the reduced form of (1)-(2). 
Since 𝐴1 is the restriction of 𝐴 to 𝑋1 , and 𝐷 𝐴1 = 𝐷 𝐴 ∩ 𝑋1 , the spectrum of 𝐴1 is 𝜎 𝐴1  [25]. As the points of 𝜎 𝐴1  are 
isolated, each point by itself is a spectral set, and the spectral sets so formed are pairwise disjoint. Thus a projection 𝐸𝑖𝑗  
and subspace 𝑋𝑖𝑗  can be associated with each point 𝜆𝑗 ∈ 𝜎 𝐴1 , and the subspace 𝑋1 completely reduced to  
𝑋1 = 𝑋11⨁ 𝑋12 ⨁  …  ⨁ 𝑋𝑖𝑛  
where𝑛 is the number of points in 𝜎 𝐴1 . Each 𝑋𝑖𝑗  is finite dimensional by assumption, hence 𝑋1 is finite dimensional, and 
𝐴1 is a bounded operator. Then choosing bases for 𝑋1 and 𝒪, (26) can be represented as a linear constant coefficient 
ordinary differential equation, and 𝐶 restricted to 𝑋1 can be expressed as a matrix. 
In terms of the finite dimensional bases for 𝑋1 and 𝒪, the homogeneous equations corresponding to (26)-(27) are  
 
𝜕𝑥1
𝜕𝑡
 𝜉, 𝑡 = 𝐴1𝑥1 𝜉, 𝑡 
𝑥1 𝜉, 0 = 𝑥10 𝜉 
                                                                                                                                                 (28) 
 
𝜕𝑥2
𝜕𝑡
 𝜉, 𝑡 = 𝐴2𝑥2 𝜉, 𝑡 
𝑥2 𝜉, 0 = 𝑥20 𝜉 
                                                                                                                                                 (29) 
𝑦 . , 𝑡 = 𝐶𝑥1 𝜉, 𝑡                                                                                                                                                        (30) 
Where  𝛤 is the coordinate space associated with the basis for  𝑋1, and 𝐶:𝑋1 → 𝒪 in terms of the bases of 𝑋1 and 𝒪. 
An estimate will now be made of the solutions of (29). A having a pure point spectrum implies that 𝐴2 has a pure point 
spectrum, while 𝑆𝐴2 (𝑡) being a compact operator for some 𝑡 > 0 implies that 𝑆𝐴2 (𝑡) is a compact operator. As 𝑆𝐴2 (𝑡) is a 
compact operator, its spectrum consists of only point spectrum, denoted by  𝒫𝜎(𝑆𝐴2 (𝑡))   is given by 
𝑒𝒫𝜎 𝐴2 𝑡  , as 𝑅𝑒 𝜎 𝐴2 ≤ −𝛿,    𝑒
𝒫𝜎 𝐴2 𝑡 ≤ 𝑒−𝛿𝑡  
Then the spectral radius of 𝑆𝐴2 (𝑡) satisfies  
𝑟𝜎(𝑆𝐴2 𝑡 ) ≤ 𝑒
−𝛿𝑡 . 
using a lemma of Hale [16]. For any 𝛾 > 0 there exists an 𝑀(𝛾) ≥ 1 such that  
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 𝑆𝐴2 (𝑡)𝑥20 ≤ 𝑀(𝑥1)𝑒
(−𝛿+𝑥1)𝑡 𝑥20  
for all 𝑡 ≥ 0 and 𝑥20 ∈ 𝑋2. Thus, (29) is exponentially stable. 
3.3 𝝎𝑬𝑮- Observability and 𝝎𝑬𝑮- Detectability 
This subsection, explores the relation between regional exponential general observability and regional exponential general 
detectability in order to characterize the concept of regional exponential general observability. 
Here, we introduce some definitions and characterization concern to the concept of regional exponential general 
observability. 
Definition 3.1: Suppose that there exists a dynamical system with state 𝑦 𝜉, 𝑡 ∈ 𝑌 (a Hilbert space) given by  
  
𝜕𝑦
𝜕𝑡
 𝜉, 𝑡 = 𝐹𝜔𝑦 𝜉, 𝑡 + 𝐺𝜔𝑢 𝑡 + ℋ𝜔𝑧(𝜉, 𝑡)         Θ
𝑦 𝜉, 0   = 𝑦0 𝜉  Ω
𝑦 𝜂, 𝑡   = 0                                                                   Π
                                                                                                   (31) 
where𝐹𝜔  generates a strongly continuous semi-group (𝑆𝐹𝜔 (𝑡))𝑡≤0 which is stable on Hilbert space Y, 𝐺𝜔𝜖 ℒ (𝑈,𝑌) and 
ℋ𝜔  𝜖 ℒ (𝒪,𝑌).The system (31) defines an 𝜔𝐸𝐺  – estimator for  𝜒𝜔𝑇𝑥 (𝜉, 𝑡) if  
(1) lim𝑡→∞ ǁ𝜒𝜔𝑇𝑥 𝜉, 𝑡 − 𝑦 𝜉, 𝑡 ǁ𝐿2 𝜔 = 0 
(2)𝜒𝜔𝑇maps𝐷(𝐴) in  𝐷(𝐹𝜔 ) where 𝑥 𝜉, 𝑡 and 𝑦 𝜉, 𝑡  are  the solution of the system (1) and (31).   
Definition 3.2: The system (1)-(2) is regional exponential general observable in 𝜔 (𝜔𝐸𝐺 - observable) if there exists a 
dynamical system (31) (𝜔𝐸𝐺 - estimator) for the original system. 
Now, we can extend these results to the case of exponential general detectability: 
Definition 3.3: The system (1) is said to be exponential general stable on 𝜔 (or 𝜔𝐸𝐺 -stable) if the operator 𝑇𝜔𝐴 generates 
a semi-group which is(𝜔𝐸𝐺 -stable). It is easy to see that the system (1) is 𝜔𝐸𝐺 -stable if and only if, for some positive 
constants 𝑀𝜔and 𝛼𝜔 , 
 𝑆𝑇𝜔𝐴(. ) ℒ( 𝑍,   𝐿2 𝜔 ) ≤ 𝑀𝜔𝑒
−𝛼𝜔 𝑡   𝑡 ≥ 0                                                                                                     (32) 
If (𝑆𝑇𝜔𝐴 𝑡 )𝑡≥0 is 𝜔𝐸𝐺 -stable, then, for all 𝑥0(. ) ∈ 𝐿
2(Ω), the solution of autonomous system associated with (1) satisfies:  
 𝑥 𝑡  𝐿2 𝜔 =∥  𝑆𝑇𝜔𝐴 .  𝑥0 ∥𝐿2 𝜔  ≤ 𝑀𝜔𝑒
−𝛼𝜔 𝑡ǁ𝑥0 ∥𝐿2 𝜔  (33) 
and then 
lim𝑡→∞ ǁ𝑥 𝑡 ∥𝐿2 𝜔 = 0                                                                                                                                                  (34) 
Definition 3.4: The system (1)-(2) is said to be exponential general detectable on 𝜔 (or 𝜔𝐸𝐺 -detectable) if there exists an 
operator 𝑇𝜔𝐹𝜔 : 𝑅
𝑞 → 𝐿2(𝜔) such that  𝑇𝜔𝐴 −ℋ𝜔𝐶  generates a strongly continuous semi-group(𝑆𝑇𝜔𝐹𝜔(𝑡))𝑡≤0  which is 𝜔𝐸𝐺  –
stable. 
We can extend definitions 2.1, 2.2 and 2.3 to case of general observability for general decomposed systems: 
Definition 3.5: A system (1) - (2) is exactly 𝜔𝐺- observable if: 
𝐼𝑚 𝜒𝜔𝐾
∗ = 𝑋1 
Definition 3.6: A system (1)-(2) is approximately 𝜔𝐺- observable if: 
𝐼𝑚 𝜒𝜔𝐾∗            = 𝑋1 
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Definition 3.7: A suite of sensors (𝐷𝑖 ,𝑔𝑖)1≤𝑖≤𝑞  is𝜔𝐺-strategic if the system (1)-(2) is approximately 𝜔𝐺-observable.  
Now, the approach which observes exponentially the current state 𝑥(𝜉, 𝑡) in a region 𝜔 is given by the following result: 
Theorem 3.8:Suppose that there are 𝑞 sensors (𝐷𝑖 , 𝑓𝑖)1≤𝑖≤𝑞  and the spectrum of 𝑇𝜔𝐴 contains 𝐽 eigenvalues with non-
negative real parts. The system (1)-(2) is 𝜔𝐸𝐺 -detectable iff 
1. 𝑞 ≥ 𝑚 
2. Rank 𝐺𝑖 = 𝑚𝑖 , ∀𝑖, 𝑖 = 1,… , 𝐽 with 
 
𝐺 = 𝐺𝑖𝑗 =  
 𝜑𝑗  .  ,𝑔(. ) 𝐿2 𝐷𝑖 ,       for zone sensors                       
𝜑𝑗  𝑏𝑖 ,                          for pointwise sensors            
 𝜑𝑗  .  ,𝑔(. ) 𝐿2 Γ𝑖 ,       for boundary zone sensors  
  
wheresup 𝑚𝑖 = 𝑚 < ∞ and 𝑗 = 1,… ,∞. 
Proof: The proof is limited to the case of zone sensors. 
1. Under the hypothesis of the problem statement in (Section 3.1), the system (1) can be decomposed by the projections 
𝒫 and  𝐼 − 𝒫 on two parts, unstable and stable under the assumptions of (25)-(27), where 𝒫 and  𝐼 − 𝒫 play the role of 
projection as 𝐸1 ,𝐸2in section 3.2. The state vector may be given by 𝑥 𝜉, 𝑡 = [𝑥1 𝜉, 𝑡 + 𝑥2 𝜉, 𝑡 ]
𝑡𝑟  where 𝑥1 𝜉, 𝑡  is the state 
component of the unstable part of the system (1) and may be written in the form 
 
𝜕𝑥1
𝜕𝑡
 𝜉, 𝑡 = 𝑇𝜔𝐴1𝑥1 𝜉, 𝑡 + 𝒫𝐵𝑢 𝑡 Θ
𝑥1 𝜉, 0 = 𝑥01 𝜉 Ω
𝑥1 𝜂, 𝑡 = 0                                                               Π
                                                                                                              (35) 
and𝑥2 𝜉, 𝑡  is the component state of the part of the system (1) given by  
 
𝜕𝑥2
𝜕𝑡
 𝜉, 𝑡 = 𝑇𝜔𝐴2𝑥2 𝜉, 𝑡 + (𝐼 − 𝒫)𝐵𝑢 𝑡 Θ
𝑥2 𝜉, 0 = 𝑥02 𝜉 Ω
𝑥2 𝜂, 𝑡 = 0                                                                        Π
                                                                                                        (36) 
the operator 𝑇𝜔𝐴1is represented by matrix of order ( 𝑚𝑖 ,
𝐽
𝑖=1  𝑚𝑖)
𝐽
𝑖=1 given by  
𝑇𝜔𝐴1 = 𝑑𝑖𝑎𝑔  𝜆1,… , 𝜆1 , 𝜆2,… , 𝜆2,… ,𝜆𝐽 ,… , 𝜆𝐽  
𝒫𝐵 =  𝐺1
𝑡𝑟  ,𝐺2
𝑡𝑟 ,… ,𝐺𝐽
𝑡𝑟  
                                                                                                            (37) 
By using the condition (2) of this theorem, we deduce that the suite (𝐷𝑖 ,𝑔𝑖)1≤𝑖≤𝑞   of sensors is 𝜔𝐺  -strategic for the unstable 
part of the system (1). The subsystem (35) is approximately𝜔
𝐺
-observable [7], and since it is finite dimensional, then it is 
exactly𝜔
𝐺
-observable [20]. Therefore, it is 𝜔𝐸𝐺 -detectable, and hence there exists an operator ℋ𝜔
1  such that 𝑇𝜔𝐴1 −ℋ𝜔
1𝐶  
which satisfies the following: ∃𝑀𝜔
1 , 𝛼𝜔
1 > 0 
such that ǁ𝑒 𝑇𝜔𝐴1−ℋ𝜔
1𝐶 𝑡  ǁ ≤ 𝑀𝜔
1 𝑒−𝛼𝜔
1 𝑡  and, then, we have  
ǁ𝑥1(. , 𝑡)ǁ𝐿2(𝜔)  ≤ 𝑀𝜔
1 𝑒−𝛼𝜔
1 𝑡  ǁ𝑃𝑥0ǁ𝐿2(𝜔)                                                                                                                          (38) 
Since the semi-group generated by the operator𝑇𝜔𝐴2 is  𝜔𝐸𝐺 -stable, there exists 𝑀𝜔
2 ,𝛼𝜔
2 > 0 such that  
∥ 𝑥2 . , 𝑡 ∥𝐿2 𝜔  ≤ 𝑀𝜔
1 𝑒−𝛼𝜔
1 𝑡 ∥  𝐼 − 𝑃 𝑥02 .  ∥𝐿2   𝜔 
   +  ∫ 𝑀𝜔
2 𝑒−𝛼𝜔
2 𝑡𝑡
0
 ∥  𝐼 − 𝑃 𝑥02 .  ∥𝐿2   𝜔 ∥ 𝑢 𝜏 ∥ 𝑑𝜏     
                                                                                                   (39) 
and therefore ǁ𝑥1(𝜉, 𝑡)ǁ𝐿2(𝜔) → 0 when 𝑡 → ∞. Finally, the system (1)-(2) is 𝜔𝐸𝐺 -detectable. 
2. If the system (1)-(2) is 𝜔𝐸𝐺 -detectable, then 
∃ ℋ𝜔 ℒ 𝐿
2 0,∞,𝑅𝑞 , 𝐿2 𝜔  such that (𝑇𝜔𝐴 −ℋ𝜔𝐶) generates an 𝜔𝐸𝐺 -stable, strongly continuous semi-group 
       (𝑆𝑇𝜔𝐹𝜔 (𝑡))𝑡≥0 on the space 𝐿
2 𝜔  which satisfies the follwing 
∃ 𝑀𝜔 ,𝛼𝜔 > 0such that  
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 𝑆𝑇𝜔𝐹𝜔 (𝑡) 𝐿2 𝜔 ≤ 𝑀𝜔𝑒
−𝛼𝜔 (𝑡) 
Thus the unstable subsystem (35) is 𝜔𝐸𝐺 -detectable. Since this subsystem is of finite dimensional, then it is exactly 
𝜔𝐺-observable. Therefore (35) is approximately 𝜔𝐺-observable and hence it is reduced 𝜔𝐺-strategic, i.e., 
 𝒦𝜒𝜔
∗ 𝑥∗ . , 𝑡 = 0 ⟹ 𝑥∗(. , 𝑡) = 0 . For 𝑥∗ . , 𝑡 ∈ 𝐿2 𝜔  
we have  
𝒦𝜒𝜔
∗ 𝑥∗ . , 𝑡 = ( 𝑒𝜆𝑗 𝑡 𝜑𝑗 (. ), 𝑥
∗(. , 𝑡) 𝐿2 𝜔  𝜑𝑗 (. ),𝑔𝑖(. ) 𝐿2 Ω 
𝐽
𝑗=1
)1≤𝑖≤𝑞  
If the unstable system (35) is not 𝜔𝐺-strategic, ∃𝑥
∗ . , 𝑡 ∈ 𝐿2 𝜔  such that 𝒦𝜒𝜔
∗ 𝑥∗ . , 𝑡 = 0 this leads to  
  𝜑𝑗 (. ),𝑥
∗(. , 𝑡) 𝐿2 𝜔  𝜑𝑗 (. ),𝑔(. ) 𝐿2 Ω 
𝐽
𝑗=1
= 0 
the state vectors 𝑥𝑖  may be given by 
𝑥𝑖 . , 𝑡 =   𝜑1(. ), 𝑥
∗(. , 𝑡) 𝐿2 𝜔  𝜑𝑗 (. ), 𝑥
∗(. , 𝑡) 𝐿2 𝜔  
𝑡𝑟
≠ 0 
we then obtain𝐺𝑖𝑥𝑖 = 0,∀𝑖, 𝑖 = 1,… , 𝐽and therefore 𝑅𝑎𝑛𝑘 𝐺𝑖 ≠ 𝑚𝑖  .∎ 
 
Now, we present the sufficient condition of regional exponential general observability concept in the following result. 
Theorem 3.9: The system (17) is 𝜔𝐸𝐺 -observable by the dynamical system (20), If the following conditions hold: 
     (1) There exist 𝑅 ∈ ℒ(𝒪, 𝐿2 𝜔 ) and 𝑆 ∈ ℒ(𝐿2 𝜔 ) such that  
      𝑅𝐶 + 𝑆𝑇𝜔 = 𝐼                                                                                                                                                               (40)   
     (2)    
𝑇𝜔𝐴 − 𝐹𝜔𝑇𝜔 = ℋ𝜔𝐶
𝑎𝑛𝑑    𝐺𝜔 = 𝑇𝜔𝐵
                                                                                                                                                        (41)  
Proof: For 𝑦 𝜉, 𝑡 = 𝑇𝜔𝑥 𝜉, 𝑡  and 𝑦  𝜉, 𝑡  solution of (20), denote 
 𝜙 𝜉, 𝑡 = 𝑦 𝜉, 𝑡 − 𝑦  𝜉, 𝑡 . We have  
𝜕𝜙
𝜕𝑡
 𝜉, 𝑡  =
𝜕𝑦
𝜕𝑡
 𝜉, 𝑡 −
𝜕𝑦 
𝜕𝑡
 𝜉, 𝑡 
 = 𝑇𝜔𝐴𝑥 𝜉, 𝑡 + 𝑇𝜔𝐵𝑢 𝑡 
   −𝐹𝜔𝑦  𝜉, 𝑡 − 𝐺𝜔𝑢 𝑡 −ℋ𝜔𝑧 𝜉, 𝑡 
 
    = 𝐹𝜔𝜙 𝜉, 𝑡 − 𝐹𝜔𝑦 𝜉, 𝑡 + 𝑇𝜔𝐴𝑥 𝜉, 𝑡 
     −ℋ𝜔𝑧 𝜉, 𝑡 + 𝑇𝜔𝐵𝑢 𝑡 − 𝐺𝜔𝑢 𝑡 
       = 𝐹𝜔𝜙 𝜉, 𝑡 + [𝑇𝜔𝐴𝑥 𝜉, 𝑡 − 𝐹𝜔𝑇𝜔𝑥 𝜉, 𝑡 
 
                  −ℋ𝜔𝐶𝑥(𝜉, 𝑡)] + [𝑇𝜔𝐵 − 𝐺𝜔 ]𝑢(𝑡)                        
              = 𝐹𝜔𝜙 𝜉, 𝑡 +  𝑇𝜔𝐴 − 𝐹𝜔𝑇𝜔 −ℋ𝜔𝐶 𝑥 𝜉, 𝑡 
   + 𝑇𝜔𝐵 − 𝐺𝜔  𝑢 𝑡 = 𝐹𝜔𝜙 𝜉, 𝑡 
 
Consequently, 𝜙 𝜉, 𝑡 = 𝑆𝐹𝜔  𝑡 𝜙 0, 𝑡 where 𝜙0 𝑡 =  𝜙 0, 𝑡 = 𝑇𝜔𝑥0 𝜉 − 𝑦 0 𝜉 . Since the operator 𝐹𝜔𝑇𝜔generates a strongly 
continuous semi-group(𝑆𝑇𝜔𝐹𝜔(𝑡))𝑡≤0  which is 𝜔𝐸𝐺  –stable, thenby using equation (21) we obtain  
            ║𝜙 𝜉, 𝑡 ║
𝐿2(𝜔 )
≤ 𝑀𝐹 𝑒
−𝛼𝐹𝑡║𝜙0 𝑡 ║𝐿2(𝜔),  
and therefore lim𝑡→∞ 𝜙 𝜉, 𝑡 = 0. 
Consider now𝑥  𝜉, 𝑡 = 𝑅𝑧 𝜉, 𝑡 + 𝑆𝑦  𝜉, 𝑡 , we have  
𝑥  𝜉, 𝑡 = 𝑥 𝜉, 𝑡 − 𝑥  𝜉, 𝑡 
            = 𝑥 𝜉, 𝑡 − 𝑅𝑧 𝜉, 𝑡 − 𝑆𝑦  𝜉, 𝑡 
                    = 𝑥 𝜉, 𝑡 − 𝑅𝐶𝑥 𝜉, 𝑡 − 𝑆𝑇𝜔𝑥 𝜉, 𝑡 
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          +𝑆[𝑇𝜔𝑥 𝜉, 𝑡 − 𝑦  𝜉, 𝑡 ]
= 𝑆[𝑇𝜔𝑥 𝜉, 𝑡 − 𝑦  𝜉, 𝑡 
= 𝑆 𝑦 𝜉, 𝑡 − 𝑦  𝜉, 𝑡  
 = 𝑆𝜙 𝜉, 𝑡 .                       
 
Consequently we have  
lim𝑡→∞ ║ 𝑥  𝜉, 𝑡 − 𝑥 𝜉, 𝑡 ║𝐿2 𝜔 = 0.  
Thus, we have 
lim
𝑡→∞
║𝑇𝜔𝑥 𝜉, 𝑡 − 𝑦  𝜉, 𝑡 ║𝐿2 𝜔 = 0 
and the dynamical system (31) is 𝜔𝐸𝐺 -estimator. Finally  the system (17) is 𝜔𝐸𝐺 - observable. ∎ 
From the previous theorem 3.9 we can deduce that: 
● Conditions (40) and (41) in theorem 3.9 guarantee that the dynamical system (1)-(2) is 𝜔𝐸𝐺 - observable. 
● A system which isΩ𝐸𝐺   -observable, it is 𝜔𝐸𝐺 -observable 
● If a system is 𝜔𝐸𝐺 - observable in 𝜔, then it is 𝜔𝐸𝐺
1 - observable every subset𝜔1 ⊂ 𝜔, but the converse is not true.  
      This is illustrated in the following counter example. 
Counter Example 3.10: Consider the case of two dimensional distributed parameter diffusion system defined inΩ = (0, 1) ×
(0, 1) and described by the parabolic question    
 
𝜕𝑥
𝜕𝑡
 𝜉1 , 𝜉2, 𝑡 =
𝜕2𝑥
𝜕𝜉1
2
 𝜉1, 𝜉2, 𝑡 +
𝜕2𝑥
𝜕𝜉2
2
 𝜉1, 𝜉2, 𝑡 + 𝑥 𝜉1 , 𝜉2, 𝑡 Θ
𝑥 𝜉1, 𝜉2, 0 = 𝑥0 𝜉1 , 𝜉2 Ω
𝑥 𝜂1 , 𝜂2, 𝑡 = 0                                                                                     Π
                                                                                       (42)     
with the output function  
𝑧 𝑡 = ∫
𝜕𝑥
𝜕𝑣
 𝜂1 , 𝜂2, 𝑡 Γ 𝑔 𝜂1 , 𝜂2 𝑑𝜉1𝑑𝜉2                                                                                                                         (43) 
The above system represents the heat-conduction problem. The measurement is given via zone sensor Γ,𝑔  defined by 
Γ =  𝜂01 − 𝐼1 , 1] × {0} ∪ {1} × [0,𝜂02 + 𝐼2 ⊂ 𝜕Ω. The operator 𝐴 = (
𝜕2
𝜕𝜉1
2 +
𝜕2
𝜕𝜉2
2 + 1) generates a strongly continuous semi-
group (𝑆𝐴(𝑡))𝑡≥0 on the Hilbert space 𝐿
2(Ω). Consider the dynamical system     
 
 
 
 
 
𝜕𝑦
𝜕𝑡
 𝜉1, 𝜉2, 𝑡 =
𝜕2𝑦
𝜕𝜉1
2  𝜉1, 𝜉2, 𝑡 +
𝜕2𝑦
𝜕𝜉2
2  𝜉1, 𝜉2, 𝑡 + 𝑦 𝜉1 , 𝜉2, 𝑡 Θ
+ℋ 𝑧 𝑡 − 𝐶𝑦 𝜉1, 𝜉2, 𝑡  
𝑦 𝜉1, 𝜉2, 0 = 𝑦0 𝜉1, 𝜉2  Ω
𝑦 𝜂1 , 𝜂2, 𝑡 = 0                                                                                Π
                                                                                      (44)       
whereℋ ∈ ℒ (𝒪, 𝐿2(Ω)) and 𝐶: 𝐿2 Ω  → 𝒪  is a linear operator. If 𝑛(𝜂01 − 𝛼1) ∕ (𝛽1 − 𝛼1) and 𝑚 𝜂02 − 𝛼2  𝛽2 − 𝛼2  ∈ ℕfor 
𝑛,𝑚 ∈ {1,…  , 𝐽},   then the sensor (Γ,𝑔) is not strategic for unstable subsystem of (43) and therefore the system (42)-(43) 
is not detectable in Ω[19]. Then, the dynamical systems (44) is not observed for the system (42)-(43) [20]. Here, we 
consider the region 𝜔 = (𝛼1,𝛽1) × (𝛼2,𝛽2) ⊂ (0, 1) × (0, 1) (Figure 4) and the dynamic system: 
 
Fig. 4: Domain Ω, region 𝜔, and location Γ of the boundary zone sensor. 
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𝜕𝑦
𝜕𝑡
 𝜉1, 𝜉2, 𝑡 =
𝜕2𝑦
𝜕𝜉1
2
 𝜉1, 𝜉2, 𝑡 +
𝜕2𝑦
𝜕𝜉2
2
 𝜉1, 𝜉2, 𝑡 + 𝑦 𝜉1 , 𝜉2, 𝑡 Θ
+ℋ𝜔 𝑧 𝑡 − 𝐶𝑦 𝜉1, 𝜉2, 𝑡  
𝑦 𝜉1 , 𝜉2, 0 = 𝑦0 𝜉1 , 𝜉2 Ω
𝑦 𝜂1 , 𝜂2, 𝑡 = 0                                                                                        Π
                                                                                (45) 
where ℋ𝜔 ∈ ℒ(𝒪, 𝐿
2 𝜔 ) . If (𝜂01 − 𝛼1) ∕ (𝛽1 − 𝛼1) and 𝑚 𝜂02 − 𝛼2 ∕  𝛽2 − 𝛼2 ∈ ℕ for every𝑛,𝑚 = 1,…  , 𝐽, then the sensor 
(Γ,𝑔) is ω-strategic for the unstable subsystem of (42) [6] and therefore the system (42)-(43) is ω- detectable, that means 
lim𝑡→∞ 𝑥 𝜉, 𝑡 − 𝑦(𝜉, 𝑡) 𝐿2(𝜔 ) = 0 [9].  Finally, the dynamical system (45) is 𝜔- estimator for the system (42)-(43). 
4. APPLICATION TO TWO DIMENSTIONAL DIFFUSION SYSTEM 
In this section, we consider two-dimensional system defined on Ω = (0,1) × (0, 1) by the form  
 
𝜕𝑥
𝜕𝑡
 𝜉1 , 𝜉2, 𝑡 =
𝜕2𝑥
𝜕𝜉1
2
 𝜉1, 𝜉2, 𝑡 +
𝜕2𝑥
𝜕𝜉2
2
 𝜉1, 𝜉2, 𝑡 + 𝑥(𝜉1, 𝜉2, 𝑡)      Θ
𝑥 𝜂1 , 𝜂2, 𝑡 = 0                                                                                   Ω
𝑥 𝜉1 , 𝜉2, 𝑡   = 𝑥0 𝜉1 , 𝜉2 Π
                                                                                       (46) 
together with output function by (4), (5). Let 𝜔 = (𝛼1 ,𝛽1) × (𝛼2 ,𝛽2) be the considered region which is subset of (0,1) ×
(0, 1). In this case, the eigenfunctions of system (46) are given by 
𝜑𝑖𝑗  𝜉1 , 𝜉2 =
2
 (𝛽1−𝛼1)(𝛽2−𝛼2)
sin 𝑖𝜋  
𝜉1−𝛼1
𝛽1−𝛼1
 sin 𝑗𝜋  
𝜉2−𝛼2
𝛽2−𝛼2
                                                                                                (47) 
associated with eigenvalues  
𝜆𝑖𝑗 = − 
𝑖2
(𝛽1−𝛼1)
2
+
𝑗 2
(𝛽2−𝛼2)
2
 .                                                                                                                                       (48) 
The following results give information on the location of internal zone or pointwise regional strategic sensors. 
4.1 Internal Zone Sensor 
Consider the system (46) together with output function (2) where the sensor supports 𝐷𝑖 are located in Ω(or Ω𝜕 ). The output 
(2) can be written by the form 
𝑧 𝑡 =    ∫ 𝑥(𝜉1, 𝜉2, 𝑡)𝐷𝑖
𝑔 𝜉1, 𝜉2 𝑑𝜉1𝑑𝜉2                                                                                                                         (49) 
where 𝐷𝑖 ⊂ Ω is the location of zone sensor and 𝑔 ∈ 𝐿
2( 𝐷𝑖). In this case of (Figure 5), the eigenfunctions and the 
eigenvalues are given by (47)-(48). However, if we suppose that  
 
Fig. 5: Domain Ω, subregion 𝜔, and location  𝐷𝑖of internal zone sensor. 
(𝛽1−𝛼1)
2
(𝛽2−𝛼2)
2 ∉ 𝑄,                                                                                                                                                              (50) 
then𝑟 = 1 and one sensor may be sufficient to achieve 𝜔𝐸𝐺 - observability [18]. In this case, the dynamical system (28) is 
given by  
 
 
 
 
 
𝜕𝑦
𝜕𝑡
 𝜉1, 𝜉2, 𝑡 = 𝛥𝑦 𝜉1, 𝜉2, 𝑡 + 𝑦 𝜉1 , 𝜉2, 𝑡 Θ
+ℋ𝜔 < 𝑥 𝜉, 𝑡 ,𝑔𝑖 𝜉 > −𝐶𝑦 𝜉, 𝑡  
𝑦 𝜉1 , 𝜉2 , 0 = 𝑦0 𝜉1, 𝜉2 Ω
 𝑦 𝜂1 , 𝜂2 , 𝑡 = 0                                                                                   Π
                                                                                     (51) 
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the measurement support is rectangular with  
 𝐷𝑖 =  𝜉1 − 𝐼1, 𝜉1 + 𝐼1 ×  𝜉2 − 𝐼2, 𝜉2 + 𝐼2 ∈ Ω,                                                                                                            (52) 
we then have the result. 
Corollary 4.1: If 𝑔1 is symmetric about 𝜉1 = 𝜉01and 𝑔2 is symmetric about 𝜉2 = 𝜉02 , then the system (46)-(49) is 𝜔𝐸𝐺 -
observable by the dynamical system (51) if  
𝑖(𝜉01−𝛼1)
(𝛽1−𝛼1)
and 
𝑖(𝜉02−𝛼2)
(𝛽2−𝛼2)
∉ 𝑁   𝑓𝑜𝑟 𝑠𝑜𝑚𝑒  𝑖 = 1,2,… , 𝐽                                                                                                       (53) 
4.2 Internal Pointwise Sensor 
Let us consider the case of pointwise sensor located inside of Ω. The system (46) is augmented with the following output 
function: 
𝑧(𝑡) = ∫ 𝑥 𝜉1, 𝜉2, 𝑡 Ω  𝛿 𝜉1 − 𝑏1 , 𝜉2 − 𝑏2 𝑑𝜉1𝑑𝜉2                                                                                                             (54) 
where𝑏 = (𝑏1 ,  𝑏2) is the location of pointwise sensor as defined in ( Figure 6). 
 
Fig. 6: Rectangular domain Ω, region 𝜔 , and location 𝑏 of internal pointwise sensor. 
If (𝛽1 − 𝛼1) ( 𝛽2 − 𝛼2) ∉ 𝑄, then 𝑚 = 1 and one sensor  𝑏,𝛿𝑏 may be sufficient for 𝜔𝐸𝐺 -observability. Then, the dynamical 
system is given by 
 
 
 
 
 
𝜕𝑦
𝜕𝑡
 𝜉1 , 𝜉2 , 𝑡 = 𝛥𝑦 𝜉1, 𝜉2, 𝑡 + 𝑦 𝜉1, 𝜉2, 𝑡 Θ
+ℋ𝜔 𝑥 𝑏1 , 𝑏2, 𝑡 − 𝐶𝑦 𝑡  
   𝑦 𝜉1 , 𝜉2 , 0 = 𝑦0 𝜉1, 𝜉2 Ω
    𝑦 𝜂1 , 𝜂2 , 𝑡 = 0                                                                         Π
                                            (55) 
Thus, we obtain the following. 
Corollary 4.2: The system (46)-(54) is 𝜔𝐸𝐺 -observable by the dynamical system (55) if 𝑖(𝑏1 − 𝛼1) (𝛽1 − 𝛼1) and 
𝑗(𝑏2 − 𝛼2) (𝛽2 − 𝛼2) ∉ 𝑁 , for every 𝑖, 1 ≤ 𝑖 ≤ 𝐽. 
4.3 Internal Filament Sensor 
Consider the case where Ω = (0, 1) × (0, 1)and𝜔 = (𝛼1 ,𝛽1) × (𝛼2,𝛽2) ⊂ Ω. Suppose that the observation on the curve 
𝜎 = 𝐼𝑚(𝛾) with 𝛾 ∈ 𝐶1 0,1  (Figure 7), then we have the following. 
 
Fig. 7: Rectangular domainΩ, region 𝜔, and location 𝜎 of internal filament sensors. 
Corollary 4.3: If the observation recovered by filament sensor( 𝜎, 𝛿𝜎) such that it is symmetric with respect to the line 𝑏, 
then the system (46)-(54) is 𝜔𝐸𝐺 -observable  by (55) if 𝑖(𝑏1 − 𝛼1) (𝛽1 − 𝛼1) and𝑗(𝑏2 − 𝛼2) (𝛽2 − 𝛼2) ∉ 𝑁 for all 𝑖 = 1,… , 𝐽. 
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4.4 Boundary Zone Sensor 
We consider the system (46) with the Dirichlet boundary conditions and output function (6). We study this case with 
different geometrical domains.  
The domain(𝟎,𝟏) × (𝟎,𝟏) : now the output function (2) is given by  
𝑧 𝑡 = ∫
𝜕𝑥
𝜕𝑣
 𝜂1 , 𝜂2, 𝑡 Γ 𝑔 𝜂1 , 𝜂2 𝑑𝜂1𝑑𝜂2                                                                                                                          (56) 
Where Γ ⊂ 𝜕Ω is the support of the boundary sensor and  𝑔 ∈ 𝐿2(Γ). The sensor (𝐷,𝑔) may be located on the boundary in 
Γ =  𝜂01 − 𝐼,𝜂02 + 𝐼 ×  1 , (Figure 8).  
 
Fig. 8: Rectangular domain and location 𝛤of boundary zone sensor 
The dynamical system related to (46)-(56) is given by  
 
 
 
 
 
𝜕𝑦
𝜕𝑡
 𝜉1 , 𝜉2 , 𝑡 = Δ𝑦 𝜉1, 𝜉2 , 𝑡 + 𝑦 𝜉1 , 𝜉2 , 𝑡 Θ
      +ℋ𝜔( 𝑥 . , 𝑡 ,𝑔𝑖 .   𝐿2 Γ𝑖 − 𝐶𝑦 𝜉, 𝑡 )
𝑦 𝜉1, 𝜉2 , 0 = 𝑦0 𝜉1, 𝜉2  Ω
𝑦 𝜂1 , 𝜂2, 𝑡 = 0                                                                                  Π
                  (57) 
Which results into: 
Corollary 4.4: If the function 𝑔 is symmetric with respect to𝜂1 = 𝜂01 . The system (46)-(56) isnot 𝜔𝐸𝐺 -observable by the 
dynamical system (57), if 𝑖(𝜉01 − 𝛼1)  𝛽1 − 𝛼1 𝜖 𝑁  for some𝑖, 1 ≤ 𝑖 ≤ 𝐽. 
4.5 Boundary Pointwise Sensor 
Let us consider the system (46) with Dirichlet boundary condition, so, we can study the following. 
In this case the sensor (𝑏, 𝛿𝑏) is located on 𝜕Ω (Figure 9). The output function is given by    
𝑧 𝑡 = ∫
𝜕𝑥
𝜕𝑣
 𝜂1 , 𝜂2 , 𝑡 𝜕Ω 𝛿 𝜂1 − 𝑏1 , 𝜂2 − 𝑏2 𝑑𝜂1𝑑𝜂2                                                                                                    (58) 
 
Fig. 9: rectangular domain, and location b of boundary pointwise sensor. 
Then we can obtain.
 
Corollary 5.5: The system (46)-(58) is not 𝜔𝐸𝐺 -observable by the system (55) if 𝑖(𝑏1 − 𝛼1) ∕ (𝛽1 − 𝛼1)and 𝑗(𝑏2 − 𝛼2) ∕ (𝛽2 −
𝛼2) ∈ 𝑁, for every 𝑖, 𝑖 = 1,… , 𝐽. 
4.6 Application To One Dimensional Diffusion System 
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We can extend previous results to the case of one dimensional system.  Consider the following forms 
 
𝑛 = 1                                                                                  
𝜔 =  𝛼,𝛽 
 𝜑𝑖 𝑥 = (
2
𝛽−𝛼
)1 2 𝑠𝑖𝑛 𝑖𝜋  
𝑥−𝛼
𝛽−𝛼
 
                                                                                           (59) 
the associated eigenvalues is given by 
 
 
 
𝑛 = 1                            
𝜔 =  𝛼,𝛽 
𝜆𝑖 = −
𝑖2
(𝛽 − 𝛼)2
𝜋2
  
In this case system (1) is given by form 
 
𝜕𝑥
𝜕𝑡
 𝜉 , 𝑡 =
𝜕 𝑥
𝜕𝜉
 𝜉 , 𝑡 + 𝑥(𝜉 , 𝑡)                                            Θ
𝑥 𝜉 , 𝑡   = 𝑥0 𝜉  Ω
𝑥 𝜂 , 𝑡 = 0                                                                                    Π
                                                                                            (60) 
Now we discuss the cases in the following below (Figures 10, 11, 12): 
Corollary 5.1: The system (60)-(2) is 𝜔𝐸𝐺 -observable in the following cases: 
     (1) Case of internal zone sensor must be satisfy:
𝑥−𝛼
𝛽−𝛼
∉ Q. 
 
Fig. 10:one-dimensional system with internal zone sensor 
     (2) Case of internal pointwise sensor must be satisfied:  
𝑏−𝛼
𝛽−𝛼
∉ Q. 
 
Fig. 11:one-dimensional system with internal pointwise sensor 
     (3) Case of pointwise boundary sensor must be satisfied:
𝑏−𝛼
𝛽−𝛼
∉ Q. 
 
Fig. 12: one-dimensional system with boundary pointwise sensor  
Remark 5.2: These results can be extended to the following: 
     (1) Case of Neumann or mixed boundary conditions [19-20]. 
     (2) Case of disc domain Ω =  𝐷, 1  and 𝜔 =  0, 𝑟𝜔  where 𝜔 ⊂ Ω and  0 <  𝑟𝜔 < 1 [8]. 
6. CONCLUSION  
The original concept developed in this paper is related to sufficient condition of regional exponential general observability  
in connection with the strategic sensors and locations. Various interesting results concerning the choice of sensor 
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structures are given and illustrated in specific situations. Then, we have explained the regional exponential detection 
problem for a class of distributed parameter systems with regional observability and regional estimator. We have given an 
extension of exponential regional state reconstruction in the considered sub-region ω based on the structures of sensors. 
Thus, we have characterized the existence of such 𝜔𝐸𝐺 - observable (general case).The state to be exponentially 
estimated on a part of boundary of the domain is under consideration. 
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