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Abstract
The Large Hadron Collider (LHC), approved by the CERN Council in December 1994, is a 7+7 TeV
proton accelerator-collider, to be installed in the existing 27 km long LEP tunnel.  The main technological
challenges of the machine are the superconducting magnets, in total over 8'000 units immersed in
superfluid helium, and the very large cryogenic system, which maintains the entire string of cryomagnets at
its working temperature below 2 K. The paper gives an overview on the design process of the
superconducting magnets where mathematical optimization techniques are applied.  For the concept phase
genetic optimization algorithms are used, followed by deterministic methods for the coil and iron cross-
section optimization.  Inverse problem solving is finally applied to trace manufacturing errors.
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Abstract: The Large Hadron Collider (LHC), approved by the CERN Council in December 1994, is a
7+7 TeV proton accelerator-collider, to be installed in the existing 27 km long LEP tunnel.  The main
technological challenges of the machine are the superconducting magnets, in total over 8'000 units
immersed in superfluid helium, and the very large cryogenic system, which maintains the entire string of
cryomagnets at its working temperature below 2 K. The paper gives an overview on the design process of
the superconducting magnets where mathematical optimization techniques are applied.  For the concept
phase genetic optimization algorithms are used, followed by deterministic methods for the coil and iron
cross-section optimization.  Inverse problem solving is finally applied to trace manufacturing errors.
1 Introduction
The Large Hadron Collider (LHC) project is a superconducting accelerator for protons and heavy ions in
the multi-TeV energy range to be installed at CERN, the European Centre for Particle Research in Geneva,
Switzerland.  It will represent a unique research facility for particle physics, allowing proton-proton
collisions with a luminosity of 1034 cm-2 s-1 capable of providing also heavy ion (Pb-Pb) collisions with a
luminosity of 1027 cm-2 s-1 using the existing CERN heavy ion source.  Since the circumference of the
machine is given by the existing tunnel of LEP (about 27 km) a bending field of nearly 8.4 T is required to
reach the design energy.  To achieve these high fields, superconductor technology based on the well-
developed NbTi alloy, operating in a static bath of pressurised superfluid helium, will be used.  For reasons
of economy and space limitations imposed by the LEP tunnel cross-section, a compact so-called "two-in-
one" structure has been adopted for the main magnetic elements, incorporating the two beam channels in
the same yoke and cryostat.  Benefits of operating in superfluid helium are its large thermal conductivity,
heat capacity and low viscosity which allow it to permeate and cool the magnet conductors.  The
conceptual design of the LHC has been considerably refined and is described in detail in the design report
issued in end of 1995 [1].  The main parameters of the dipole magnet and the cross-section are shown in
Fig. 1.
For the optimization of the magnets, contradictory parameters such as maximum main field, minimum
content of unwanted field errors, and sufficient safety margin for the conductor must be considered.  The
ROXIE program (Routine for the optimization of magnet X-sections, inverse field calculation and coil end
design) has been developed at CERN for the design and optimization of the coil and yoke geometries for
the superconducting magnets for the LHC, and is used together with mathematical optimization techniques
and numerical field calculation as an approach towards an integrated design of superconducting magnets
[21.  The steps in the design process are as follows:
1) In the conceptual design phase genetic algorithms with the concept of niching are used in order to
find an initial coil-cross section for the magnet.  The relatively complicated geometry of the coil is
modelled using a feature concept, where the shape is defined using only a view significant input data which
can also be addressed as design variables of the optimization problem.
3Figure 1: Cross section of the dipole magnet and cryostat. 1. Cold bore, 2. Cold mass at 1.9 K, 3. Superconducting
coil, 4. Aluminium collars, 5. Iron yoke, 6. Thermal shield (55 to 75 K), 7. Vacuum vessel, Main parameters:
Operational field 8.36 T, coil aperture 56 mm, magnetic length 14.2 m, operating current 11500 A, operating
temperature 1.9 K. Coil turns per aperture: inner/outer shells 30 / 52.  Distance between aperture axes 194 mm, outer
diameter of cold mass 570 mm, overall length of cold mass 15.140 m. Overall mass of cryostat 31 t. Stored energy for
both channels 7.4 MJ.  Self-inductance for both channels 119 mH. Number of magnets in LHC: 1232
2.) Deterministic optimization algorithms are used in order to optimize the coil and iron cross-section
of the magnet.  The objectives are a good field quality in the aperture of the magnet and small iron induced
field errors. 3.) The same deterministic methods are used to optimize the 3d coil-end geometry. 4.) The
sensitivity to manufacturing tolerances is evaluated by calculating 500 models with random perturbations
on the coil-block positioning and by calculating the Jacobien-Matrix of the perturbations.  The Rank of the
Jacobien gives the actual number of degrees of freedom for tuning of the magnet, i.e. adjustment of
multipole errors without changing the principle layout. 5.) The drawings for the cross-section and the coil-
ends can be made using a DXF and IGES interfaces to CAD-CAM. 6.) The coils are wound around so-
called end-spacers made of glass-epoxy material.  Meeting the field requirements for the 3d coil-end field
and mechanical considerations concerning the deformation of the cable, the end-spacers can be designed
with the ROXIE program.  An interface allows the machining of the end-spacers using 5 axis milling
machines and the surface data created by ROXIE. 7.) Manufacturing errors or location of short circuits can
be traced, defining an inverse electromagnetic problem which is solved using the Levenberg-Marquard
optimization algorithm and a regularization method.
2 Mathematical optimization techniques
The application of mathematical optimization techniques to computational electromagnetics can already be
found in the work by Halbach 1967 [3] who introduced a method for optimizing coil arrangements and pole
shapes of magnets by means of finite element (FE) field calculation.  Armstrong, Fan, Simkin and
Trowbridge 1982 [4] combined optimization algorithms with the volume integral method for the pole
profile optimization of a H-magnet.  These attempts tended to be application-specific, however.  Only since
the late eighties have numerical field calculation packages for both 2d and 3d applications been placed in
an optimization environment.  Reasons for this delay have included constraints in computing power,
4problems with discontinuities and nondifferentiabilities in the objective function arising from FE meshes,
accuracy of the field solution and software implementation problems.  The variety of methods applied
shows that no general method exists to solve nonlinear optimization problems in computational
electromagnetics in the same way that the simplex algorithm exists to solve linear problems.  The
optimization problems associated with the superconducting magnet design requires different methods at
different stages of the design process.  A common characteristic of the optimization problems is, however,
the appearance of multiple conflicting objectives that must be mutually reconciled.  The individual
solutions for each single objective function differ and no solution exists where all the objectives reach their
individual minimum. The criterion by Pareto defines an optimal solution as a design where the
improvement of one objective causes the degradation of at least one other objective.  It is clear that this
definition of optimiality yields a set of solutions rather than one unique solution.  Applying mathematical
optimization routines requires a decision-making method that selects one compromise solution from the
Pareto-optimal solution set.  Methods for decision-making have been introduced and applied to a wide
range of problems by e.g. Marglin 1966 [5].  A comprehensive overview can be found in Cohon [61.  For
the optimization of the LHC magnets a constraints formulation is used in the concept phase.  For the coil
and yoke cross-section and end-field optimization an objective weighting function is applied and the
inverse problem for tracing manufacturing errors is defined by a distance function.  These methods can be
proved to yield a Pareto-optimal solution.  Numerous optimization algorithms to treat the transformed
scalar problems using deterministic and stochastic elements have been developed in the sixties and are
covered in the books by e.g. Himmelblau [7], and Schwefel [8].
3 Conceptual design using genetic algorithms
In the constraint formulation the optimization problem reads for the main dipoles minimize Asc subject to
Bss > 9.5T, Mss > 0 and constraints for the normal relative field components b3 < 0.2 . 10-4,
b5 < 0.05 . 10-4, b7 < 0.02 . 10-4, b9 < 0.005 . 10-4 . The bn are defined by the Fourier series expansion of the
radial component of the field at a radius r0 = 10 mm








The an are called the skew relative field components.  In the symmetric case these skew components are
zero, however, skew components result from manufacturing tolerances.  The quench-margin Mss is defined
as the related distance of the working point on the load line from the critical field - current density curve.
Asc is the surface of the superconducting material in the cross-section to be minimized.  A particularity of
the conceptual design phase is the fuzziness of the objectives and constraints.
1) Using objective weighting for the multipole components or defining constraints as in the above
mentioned Marglin-formulation with subsequent penalty transformation the weight for the objectives or the
penalty terms with their different sensitivity has to be found in an iterative procedure.  The effects of
possible payoffs have to be examined using beam tracking.
2) As the electromagnetic forces at full excitation of the magnet are enormous (about 4000 KN/m in
radial direction) the local force distribution in the coil collar structure has to be optimized.  However, the
estimation of these effects requires computation of coupled electromagnetic mechanical problems and is
therefore difficult to quantify in the concept phase.
3) Manufacturing considerations include easiness of the coil winding (in particular as the coils have a
geometrical length of 16.5 m) and collaring, i.e. geometrical constraints on the pole angle.  Defining too
many of such geometrical constraints results in ill-conditioned optimization problems.
4) Requirements concerning the protection of the superconducting coils include low inductance and a
small current density in the copper stabiliser at quench.  These requirements are partly contradictory as
with less turns the operating current increases.  The calculation of peak voltage and temperature in the coils
during a quench requires network analysis and heat propagation calculations.
5) During the manufacturing, systematic errors occur due to the applied tooling.  After the pre-series
construction of the main dipoles it is foreseen to compensate these systematic errors by repositioning of the
5coils.  As it will be difficult to change the topology of the coil after the pre-series production sufficient
flexibility for adjustments has to be guaranteed.
An optimization method is therefore required at this stage, which not only converges towards a global
optimum but provides the user with a number of promising local optima which can be further examined.
The design variables for the optimization problem are the number of turns per coil block, the positioning
and the inclination angles of the blocks, and the current in each turn.  The current has to be included as a
design variable in the optimization in order to guarantee an operation point not higher than 95% on the
load-line of the superconducting wires which depends on the local magnetic field.  The magnetization of
the iron yoke with an inner radius of 98.5 mm is taken into account by a fixed relative permeability found
by calculating the fields using a reduced vector potential FEM formulation as described below.  For the
minimization of the resulting objective function genetic algorithms are used [9].  As the problem is mixed,
continuous and integer, the different parameters are combined by linear sampling of the floating point
parameters and Gray-encoding of the resulting integers into a binary string (chromosome).  The current in
the conductors was encoded by a 5 bit string and the angles of the coil-blocks by 5 bits each.  The number
of turns of the outer and inner blocks were encoded by 4 bit strings each, thus resulting in chromosomes of
typically 50 to 60 bits.
Genetic algorithms are driven by 3 main operators, selection, crossover and mutation.  The selection
operator guarantees convergence to an optimum by keeping the better chromosomes and discarding the less
fit ones.  Using the standard operation of fairy-wheel selection or simply retaining the better half of the
chromosomes reduces diversity generation by generation thus leading to one solution.  Crossover is a
recombination of bit strings of two chromosomes by swapping the strings at a random point.  The mutation
operator avoids preliminary convergence of the entire population towards a local minimum by swapping
single bits at random locations.
However, the problem of finding a number of promising local optima for further investigation still persists.
We therefore apply the concept of niching that provides the designer with a set of solutions rather than one
solution.  After a new offspring is generated by one of the three operators, the gene with the smallest
hamming-distance HD = 6i ui  vi (least number of different bits) is
Figure 2: Coil block distributions of dipole coils found by applying genetic algorithms with niching.  The final choice
of the cross-section depended on mechanical considerations, sensitivity to manufacturing tolerances, assembly tests
and economical constraints.  Design b) was chosen for the next series of LHC prototype magnets.
located and replaced if its fitness is worse than that of the offspring.  For our practical problem of
optimizing the dipole cross-section, the crossover probability is 0.8 and the mutation rate is 0.15. This rate
is related to the chromosome, i.e. the bit mutation probability is about 0.003 for a chromosome with 50
bits.  It has shown to be more efficient to make a selection sequentially after the application of each
operator, since each new offspring can immediately participate in the genepool.  A population size of 60
genes is found to be sufficient which determines also the number of final solutions.  For our parameter sets
of about 50 bits, around 5000 (!) function evaluations were performed.  Fig. 2 shows 4 different designs
which result from the conceptual design phase.  They all have about the same field quality and the same
quench margin which is achieved however with a different number of turns.  The final choice of the cross-
section depended therefore on mechanical considerations, assembly tests and economical constraints.
Design b) was chosen for the next series of LHC prototype magnets.
64 Optimization of the magnet cross-section with deterministic methods
Besides geometrical field errors due to the conductor placement, additional field distortions are caused by
persistent currents in the superconducting filaments and saturation induced field errors from the iron-yoke.
In the outer region of a superconducting filament, subject to an applied magnetic field, so-called persistent
currents with density Jc are generated, which screen the interior of the filament.  At full penetration of the









with the filament diameter d and the critical current density Jc. Protons will be injected into the LHC at
rather low field levels, where Jc and hence M are large.  A typical value for M at B = 0.5 T and T = 1.8 K is
about 30 mT for d = 6 Pm [10].  Decreasing the filament diameter provides the only possibility to reduce M
since Jc has to be as large as possible in order to obtain a compact high-field magnet.  Since the lower limit
of d is about 5-7 Pm, important errors still remain and have to be corrected for with the coil-block
geometry.
The magnetic field in the aperture of superconducting magnets is mainly determined by the coil.  The main
effect of the iron-yoke is to shield the flux to the outside.  The iron magnetization contributes about 20 %
to the main field.  As the magnets are ramped between 0.6 T at injection energy level and about 8.4 T at
nominal operation the field errors resulting from the iron magnetization vary with the main field level.  The
aim is therefore to reduce the field errors at injection energy and to keep the variation of the errors within
1.5.10-4. The iron magnetization is estimated by means of a finite element calculation based on a reduced
vector potential formulation [11],[12].  Applying a total vector potential formulation, the current density →J
appears on the right hand side of the differential equation.  Using the finite element method for the solution
of this problem, the relatively complicated shape of the coils has to be modelled in the FE-mesh.  Thus the
goal was to replace 
→
J  a way that it does not explicitly appear in the finite-element equation system.
Therefore, the vector potential 
→








 is the reduced vector
potential due to the magnetization and. SA
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 is the impressed vector potential due to the source currents in
the air region.  The relationship between the impressed vector potential the field vector 
→
sH and the current
density sJ
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where R = |rq - ra| is the distance from the source point rq to the field point ra.  The field equations in terms
of a reduced vector potential rA
→
 then differ for the iron region :i and the air region :a where the sources
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with additional boundary conditions and a continuity conditions between iron and air, which can be omitted
here.  Applying Ritz's procedure results in a volume integral in the iron region :i and a surface integral on
the boundary between iron and air.
The aim of the optimization step is to find a coil cross-section with a part compensation of the persistent
current effects by an appropriate placement of the coil blocks.  The saturation induced field errors have to
be minimized at the same time i.e. minimizing the b2, b3, and b4 component at injection field level and
minimizing the variation of the b2and b3 components as a function of the excitation. As the number of
ampere turns are not varied in this design phase, a relatively simple objective weighting function
))b(t)b(tbtbtbtbt)001.0b(t)5.0b(tmin( 23827246225294273252231 ∆+∆+++++++− (6)
7is minimized.  Because of the very high computation time for the finite-element calculation with
approximately 28000 higher order quadrilateral elements, only very efficient deterministic optimization
methods can be used.  The algorithm EXTREM consists of one-dimensional minimizations by means of
Powell extrapolations in a main search direction and an orthogonal direction evaluated by Gram-Schmidt
orthogonalization.  After these one-dimensional searches have been carried out (end of a search step) the
main search direction is updated by a vector pointing from the initial design vector to the minimum of the
search step.  There are no user supplied parameters that could influence the convergence rate.  Typically
10-15 design variables (degrees of freedom) remain in this optimization step, e.g. inclination and
positioning angle of the outer coil blocks, position and size of holes in the yoke, ellipticity of the collar and
shape of the iron insert (.c.f. Fig. 3).  About 150-200 function evaluations have to be carried out.  The
weighting factors had to be adjusted in an iterative process to tl = 5., t2 = 90., t3 = 850., t4 = 3000., t5 = 100.,
t6 = 200. t7 = 10., t8 = 10. The optimized cross-section is shown in Fig. 3.
Figure 3: Cross-section of the dipole magnet cold-mass with design variables of the optimization problem and reduced
field Br (at nominal operation of 8.4 T central field).  Note how the heat exchanger (1) and helium holes (2) in the
central plane of the magnet are used to create local saturation effects in order to balance the flux between center part
and outer yoke (3).  Clearly visible is a grading of the field in the aperture of the magnet resulting in a quadrupole field
component.  This is characteristic of the two-in-one magnet design.
8Figure 4: Training quenches of dipole model magnet built in industry
5 Inverse field calculation for the tracing of manufacturing errors
The dimensions of the active parts of the coils axe impossible to verify under their operational conditions
after their deformation due to manufacture, warm pre-stressing, cool-down and excitation.  Fig. 4 shows the
first couple of quenches for a long dipole model built in industry [13].  It shows a typical "training"
characteristic with subsequent quenches being always slightly higher than before.  The enormous
electromagnetic forces push the conductors into a more stable position within the mechanical structure.
These movements can trigger the training quench.  In the model magnet presented, 8 quenches occurred
below the nominal design field of 8.4 T. The following quenches were above the nominal field.
Measurements of the field quality before and after the cryogenic tests [14] show that the coil was displaced
after the assembly of the magnet and the quenches pushed the conductors towards their nominal position.
This can be seen from the field components given in Table 1 where the field components measured before
and after the cryogenic test are listed together with the intrinsic values which are the calculated nominal
errors.  The field quality is actually getting better after the tests.  The inverse problem solving consists of
using optimization routines to find the distorted coil geometries which exactly produce the multipole
content measured and therefore calculate the sources of the low training quenches, i.e. the movements of
the coil blocks during excitation of the magnet.
Before After Intrinsic
n a a b a
2 0.378 -0.634 0.463 -0.229 0.2478 0.0000
3 -2.072 0.0944 -1.246 0.117 -0.9008 0.0000
4 -0.055 0.1506 -0.028 0.118 0.1105 0.0000
5 0.247 0.0348 0.1699 0.0128 0.0178 0.0000
6 0.0183 0.0062 0.0104 0.0115 -0.00183 0.0000
7 0.0316 -0.0064 0.0339 -0.0029 0.00534 0.0000
8 -0.0008 -0.0002 0.0005 0.0007 0.00002 0.0000
9 -0.0011 -0.0007 -0.0015 -0.0017 -0.00013 0.0000
10 0.0000 0.0011 -0.0002 0.0016 -0.00002 0.0000
11 0.0092 0.0000 0.0090 0.0000 0.00935 0.0000
Table 1: Magnetic field measurements before and after cryogenic test and intrinsic field errors as computed
for nominal dimensions and conductor location (in units of 10-4 at radius 10 mm)
9Figure 5: Displacement of coil blocks before (a) and after (b) the cold test with training quenches.  The comparison of
the two states indicate the movements that might have triggered the quenches.  The displacements were calculated
from inverse field calculations using field quality measurements at room temperature before and after the test.  The
radial displacement of block 5 (left) is 0.183 mm, all other displacements are to scale. The biggest movement occurred
in block 5 which was shifted outwards by 0.07 mm.













where )X(b*i , )X(a*i are the calculated and bi, ai are the measured multipoles 
→
X  is the vector of the design
variables for the inverse problem.  The pi and qi axe weighing factors that compensate for the different
numerical values of the residuals.  Because of the non-symmetric nature of the geometrical coil positioning
errors, a large number of design variables result for the inverse field problem.  It is therefore assumed that
the positioning errors hold for an entire coil block rather than for individual conductors.  The design
variables are the possible perturbations, in radial direction, of all 20 coil-blocks plus 16 azimuthal
displacements of the blocks.  It is assumed that the blocks that are connected at the mid-plane are free to
move only by the same amount.  Because of the fact that there are far more degrees of freedom than
objectives the problem is ill-posed.  Therefore a regularization term 2i361i i x.q∑ =  is added to Eq. (7) to make
sure that the coil-block displacements stay as small as possible.  As a minimization algorithm the
Levenberg-Marquard method is applied which was originally developed for nonlinear regression problems
using least-squares objective functions.  It can therefore efficiently be applied to the minimization of the
distance function.  The number of function evaluations are between 800 and 1000.  From the calculated coil
block displacements before and after the test, the relative movement of the coil block during the test can be
estimated.  The displacements are shown in Fig. 5.
6 Conclusion
Mathematical optimization techniques are applied in different steps of the design process of the
superconducting accelerator magnets for the LHC.  A genetic optimization algorithm with the concept of
niching is used for the conceptual design phase of the superconducting coil, whereas deterministic search
methods are used for the optimization of the coil and iron cross-sections of the magnet.  As the field quality
to be optimized is very sensitive to modelling errors in the coil geometry, a reduced vector potential FEM
method has been chosen for the calculation of saturation induced field errors.  The Levenberg-Marquard
algorithm and regularization techniques are used for the tracing of the causes for the low training quenches
in a dipole model magnet built in industry.
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