We propose a useful protocol for the problem of screening populations for low prevalence characteristics such as HIV or drugs. Current HIV screening of blood that has been donated for transfusion involves the testing of individual blood units with an inexpensive ELISA test and follow-up with a more accurate and more expensive Western blot test for only those units that tested positive. Our cost-effective pooling strategy would enhance current methods by making it possible to accurately estimate the sensitivity and specificity of the initial screening test, and the proportion of defective units that have passed through the system. We also provide a method of estimating the distribution of prevalences for the characteristic throughout the population or subpopulations of interest.
Introduction
We consider the problem of screening a population for a low prevalence characteristic. We assume that data are collected at various sites which may have different prevalences. For example, blood donations are collected at various locations throughout the country and it is likely that the prevalence of HIV among blood donors varies by location. We also discuss the situation when the prevalence rates are similar for sites within a region but the regional prevalences vary substantially. Thus inferences about the corresponding prevalence distributions (PD) are made.
Our focus is on an extension of the "standard screening protocol," where units are initially screened one at a time. Screened units are indicated to be (+) or (−) and may be incorrectly classified in either case. We assume the existence of a "gold standard" test. Positive units are re-tested with the gold standard to confirm their status while negative units are not. Since the negatives are not re-tested, there is no information for estimating the sensitivity of the test or the prevalence of the characteristic in a screened population .
To remedy these difficulties, Gastwirth and Johnson (1994) introduced a two-stage protocol whereby a sample of screened negatives from the standard procedure would be grouped and re-tested and Johnson and Gastwirth (2000) extended this work by allowing for pooling at both stages. Their methods rely on frequentist asymptotic results and only apply to situations where a single homogeneous region has been sampled. Johnson and Pearson (1999) developed a Bayesian approach to the work of Gastwirth and Johnson (1994) . Extensive arguments for cost-effectiveness of pooling are given in Gastwirth and Johnson (1994) and Johnson and Gastwirth (2000) , and their points noted by Hughes-Oliver and Rosenberger 1 (2000), and Tebbs and Swallow (2003) . Vansteelandt, Goetghebeur and Verstraeten (2000) also considered optimal pool size and modeled covariates corresponding to individual pool members, while Xie (2001) developed regression methods for group-tested samples.
Our goal here is to take the two-stage sampling setup introduced by Johnson and Gastwirth (2000) and develop a Bayesian procedure within a hierarchical framework that allows for sampling multiple sites with possibly varying prevalences in a given region, and further broaden the model to multiple regions. Formally we assume multiple exchangeable populations within a region with non-exchangeability between regions. The method developed does not require large samples for its validity as in Johnson and Gastwirth (2000) and Gastwirth and Johnson (1994) , since Bayesian methods do not rely on asymptotics for their validity, and allows for the incorporation of expert knowledge through the specification of the prior distribution. We also avoid the possibly tenuous assumption made in Johnson and Gastwirth (2000) and several of the references above that the sensitivity of a test is the same whether testing individual units or pools. Zenios and Wein (1998) note the dilution effect inherent in group testing for HIV can compromise the sensitivity of a test resulting in the underestimation of prevalence. One realistic simplification that we initially make is that at the second-stage we apply a gold standard test while Johnson and Gastwirth (2000) allowed for an imperfect test at that stage. The availability of a gold standard test is required for first-stage classification of initially screened positive pools and would certainly be available at the second-stage as well. However, an imperfect but inexpensive test may be available at the second-stage and this simplification is relaxed in Appendixes D and E, available online at the Biostatistics website. Gastwirth (1987 ), Brookmeyer (1999 , and Enøe, Georgiadis and Johnson (2000) presented selected surveys of the general screening literature. Related work involving pooling has been done by Gastwirth and Hammick (1989) , Chen and Swallow (1990) , Hammick and Gastwirth (1994) , Hughes-Oliver and Swallow (1994) , Litvak, Tu and Pagano (1994) , Tu, Litvak, and Pagano (1994) , Mendoza-Blanco, Tu and Iyengar (1996) , Weinberg and Umbach (1999) , and Sham et al. (2002) . Kendziorski et al. (2003) have shown that group-testing has applicability in genetic and micro-array analyses. Tu, Kowalski and Jia (1999) developed MCMC methods based on Gibbs sampling for general screening problems, including screening for HIV, using pooled single-stage samples. Our work extends theirs to a second-stage of pooled sampling for quality control, and also extends asymptotic Bayesian results for single unit testing Gastwirth, Johnson and Reneau, 1991) Approximately 6 million units were screened from June to December 2003, and at least 800 infected units were removed from the blood supply during this time. Samples from either 6 or 16 units were pooled, depending on the kit manufacturer, and tested by NAT. If a pool was positive, individual samples were tested, generally using material sampled from the corresponding unit. Similar to what we propose in this paper, the sensitivity of the pooled NAT screening protocol was estimated by having selected blood collection agencies performed retrospective testing studies in areas where prevalence was believed to be relatively high. From initially screened negative pools, individual units were pulled and retested for the virus (CDC, 2004) .
In the next section, we present background material and describe our proposed protocol. Methodology is developed in Section 3 and illustrations are presented in Section 4 with final conclusions in Section 5. Some technical details, derivations, and model extensions are given in the appendixes.
Development of the Statistical Model
The data collection procedure and model will first be described for a single region. A total of n i units are sampled at site i for i = 1, . . . , I. These units are pooled at the site into m i pools of size k; for convenience we assume that m i = n i /k is an integer. Disease presence (absence) is denoted by D (D). A screening test is used to determine if each of the m i pools is "reactive", which we denote as (+), or not, which is denoted (−). If a pool tests positive, then a "gold standard" (GS) test will be applied to the pool. If the pool is GS negative, then the units in the pool are considered to beD, while if the pool is GS positive, individual units in the pool will be tested with the GS to determine the true status of each.
As screened negative pools are not retested, they may not be truly negative. In order to estimate the prevalence among false negative units and the sensitivity of the screening test, we incorporate a quality control step in which units are randomly sampled from the collection of units that were in negative pools. Then these units are subsequently re-pooled and re-tested with the GS test. Since the prevalence of disease in the screened negative units should be quite low, the quality control stage pools can be larger than those in the first-stage, provided the sensitivity of the GS test is not compromised. As before, individual units in a positive pool will be retested.
The first-stage data observed for the ith site consist of the numbers of true positive, false While Johnson and Gastwirth (2000) assumed that data would be collected from multiple sites, they treated the data as a random sample from a single population. A more realistic scenario would allow for geographic variation and consider site specific prevalences, as considered here. Test accuracies (sensitivity and specificity) for the pooled test are assumed to remain constant from site to site. Define these quantities as
and let π i denote the prevalence at the ith site. The sensitivity can depend on the pool size k and this quantity is defined without reference to the number of D's there might be in a given pool. Johnson and Gastwirth (2000) on the other assumed the sensitivity to be the same for different pool sizes, say k = 1, 2, . . . , 10. This assumption requires scrutiny, as they point out, but is unnecessary for the model considered here. The test accuracies may well also vary from site to site with the prevalences, but it is expected that this variation will be relatively small for the types of characteristics considered.
The likelihood function for these data is complicated. However, if we had the same information for initially negative pools as we do for the positive ones, this would amount to full information and the likelihood would factor as the equivalent of independent binomial contributions for all parameters. We thus take advantage of this by constructing "latent" data that result in an augmented data likelihood of this type. Then we implement Bayesian inferences via Gibbs sampling. Details are given in the next section.
We assume that scientific uncertainty about η and θ can be represented by independent beta prior distributions as in Gastwirth et al. (1991) . Specifically, we model
Two possibilities for modeling the prevalence distribution (PD) are considered. First, we model knowledge about the prevalences parametrically as
We further place a distribution on (µ, γ) where µ is the mean of the PD and γ measures how concentrated the prevalences are about µ since the variance of the PD is µ(1 − µ)/(1 + γ).
Our second approach for modeling the PD is nonparametric and thus allows for flexibility beyond that provided by the beta distribution. We use a mixture of Dirichlet Processes (DP) prior (Ferguson, 1973; Antoniak, 1974) for the distribution that governs the π i 's. More precisely,
The precision M is often interpreted as a prior sample size given to the parametric family of beta distributions relative to the number of sites I. Escobar and West (1995) . In the sequel, we allow for the use of an informative beta prior on µ, since scientists will have prior knowledge on the average prevalence for sites in a given region, but use the above improper prior for γ in conjunction with it. When scientific information is also available for a percentile of the PD (in addition to information for µ), a more informative prior (for γ) developed in Hanson et al. (2003) can be used.
Statistical Inferences: Gibbs Sampling
In this section we develop the necessary machinery to implement a Bayesian analysis of data obtained from the sampling scheme and model described in Section 2. We refer to initial pooling of samples as "first-stage" pooling, and to the subsequent re-pooling of units selected from first-stage negative pools as "second-stage" pooling. 
Denote z as the latent data, x the observed data, and π, the collection {π i }. Then with our priors specified in the previous section, we have the following independent "full conditional" distributions for the sensitivity and specificity
We also obtain independent full conditionals for the prevalences under our parametric (independent beta) specification for the π i 's, namely
Then we obtain the full conditional for (µ, γ) as
where p(µ, γ) is one of the forms given in the previous section.
Now consider sampling the latent number of D's in each initially screened negative pool, z il , which are conditionally independent given (r il , s il ), η, θ, and π i . Let N i (r, s) denote the number of negative pools at site i having the same (r, s) value. Then define v i (r, s) ∈ R k+1 to be the k + 1 dimensional vector of counts of pools with (0, 1, . . . , k) D's respectively, out of those N i (r, s) pools. Then
where q i (r, s) is the vector of probabilities
. . .
where
The probabilities (5) are derived in Appendix B. Note that
the number of infected, initially screened negative units at site i.
For the model that replaces the beta distribution on the prevalences with a mixture of Dirichlet processes prior, the conditional distributions in (3) and (4) are replaced by those given in Hanson et al. (2003) , which are also given in Appendix A.
The distributions for sensitivity, specificity and the prevalences are readily sampled. The distribution (4) for (µ, γ) can be sampled either by Metropolis-Hastings (Tanner, 1996) or by using the full conditionals for µ|γ and for γ|µ, obtainable from (4), and utilizing the Gilks and Wild (1992) adaptive rejection algorithm.
The Gibbs sampler involves specifying initial values for the sensitivity, specificity and prevalence parameters. Then the distribution (5) is sampled to obtain the current iterate for the latent data. Then the conditionals given in (2)−(4) are successively sampled until a new iterate has been obtained, and the process is repeated. The resulting iterates are monitored until they stabilize, and after this "burn-in", the remaining iterates form a Markov Chain from the stable distribution, which is the joint posterior for the parameters and latent data. Subsequent inferences are based on these Monte Carlo samples cf. Gelman et al. (1995) and Tanner (1996) . A conservative assessment of convergence is given by inspecting both the history of sampled iterations of each parameter in the model and corresponding "running quantile plots." Robert and Casella (1999) discuss convergence diagnostics at length.
The results above are easily extended to a situation with several regions. In this instance, the prevalences from each region have their own distinct PD, which is beta(µ, γ). The parameters (µ, γ) are distinct from region to region. Similarly, in the nonparametric case, the unknown baseline distribution for the prevalences is presumed to be different from one region to the next. We assume independence between regions conditional on the relevant hyperparameters of the model.
As in Johnson and Gastwirth (2000) , a basic premise of our work is the existence of a gold standard test when applied to pooled data at the first stage. The purpose of first stage pooling is cost effectiveness. In our primary illustration of HIV testing, the western blot is regarded as a gold standard test. However, the expense associated with using it may only be 7 justifiable in the first stage. This would be especially true if the second stage is performed purely for statistical purposes. Thus, in Appendixes D and E (available at the Biostatistics website), we explore other possibilities that allow for imperfect testing at the second stage.
Two ways of accomplishing this involve taking the second stage pools already discussed and (1) applying an imperfect diagnostic test to the second stage pools, or (2) testing the individual units corresponding to the second stage pools with an imperfect diagnostic test.
While this second method would not be applied in the case of HIV testing, it would be applicable to situations where it was expected that a moderate to large number of units would escape detection at the first stage. Both generalizations allow for either second-stage accuracies to be known exactly, or for the use of prior information. There are numerous other possibilities that we do not consider here but would be straightforward to implement given our development of these two situations. For example, method (1) could be modified to allow for individual imperfect re-testing of individual units in second stage positive pools. We don't pursue this further since we believe that protocol (1) would suffice for statistical purposes based on the work of Johnson and Gastwirth (2000) .
Illustrations
In this section, we show the procedure works for data that are simulated. Currently the two stage pooling procedure is not used in practice so actual data cannot be analyzed. The utility of the method will be demonstrated on simulated data that is constructed with known results from HIV literature. While the illustrations focus on potential HIV studies, the methods apply to any low-prevalence disease/infection or disease gene for which a GS test exists.
We first consider a situation with a single region under a parametric PD assumption and where we vary the negative sampling fraction, f , to see how precision is increased with f . Then we consider a scenario where two "regions" have been sampled but where the scientists involved have unknowingly treated them as a single region. We use our method for a single population based on having a nonparametric distribution for the PD and with relatively noninformative priors for all parameters. For such an example our method should yield a posterior PD reflecting the fact that the data come from a mixture of two distinct subpopulations. This will be seen to be the case.
Our third scenario involves potential HIV testing in the US where the country is divided into three regions. In this instance, we use the parametric model for the three PD's. Data are simulated using available information about the overall HIV prevalence in blood donors, and using additional information about AIDS prevalence in the three regions and the US as a whole.
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Finally, we perform a modest simulation experiment with I = 1 site to demonstrate that the Bayesian estimators provide well-defined credible intervals and coverage rates comparable to or greater than previously published method of moments estimators.
Simulated data generation for all scenarios was random with n units sampled for each of I sites. For a fixed site with prevalence π, the number of infected units was generated as binomial(n, π). These infected units were then randomly (uniformly) allocated into one of the n/k pools of size k = 5, 10, or 20. Each pool was then "classified" as infected or not with probability η or 1 − θ depending on its true infection status. For the positive pools, all units were screened using the GS. For every negative pool, r units were randomly selected and (implicitly pooled into groups and then) given the GS so f = r/k. In the low prevalence setting if r is one, then (r, s) is nearly always (1,0), i.e. the probability that a randomly selected unit from a screened negative pool is truly positive is extremely small. In the third example we set η = 0.98 and θ = 0.99 as these are close to the actual values for pooled ELISA HIV tests. Typically, posterior equal-tailed 95% credible intervals and and posterior medians are reported.
Simulated Single Region HIV Data Analyzed as a Single Region Using the Parametric model for the PD
We set I = 500 sites with n i = 1000 units sampled at each site. The initial pool size was . Results are given in Table 2 .
Clearly, the method is able to pin down all the parameters with very high precision. Notice that larger f results in more precise estimation of η while the other parameters are already estimated accurately using the smaller f .
Simulated Two-Region HIV Data Analyzed as a Single Region Using the MDP Model for the PD
We set I = 500 sites with n i = 1000 units at each site. The initial pool-size was k = 10 and the screened negative re-pooling fraction was f = 0.1. We generated the disease prevalence π i at site i according to: Roughly, the distribution of the π i 's is a mixture of two beta densities.
We modeled the PD as a single MDP:
and used the uninformative hyperprior
We modeled the prevalence as if it were one homogeneous population to demonstrate that the MDP model is robust to misspecification of the number of regions.
We placed a gamma prior on the precision with effective support on (50, 300) : M ∼ Γ(20, 0.1). Finally, we used uniform priors on the test accuracies:
The posterior distributions for the test accuracies are both precise and accurate, see Table   3 . Figure 1 shows Gaussian kernel-smoothed density estimates of the posterior predictive PD (posterior mean of the PD) denoted as π 501 , and the actual distribution. The MDP model picks out the mode at π 501 = 0.014 admirably, although one can see this predictive density is somewhat "smoothed" towards the beta base-measure of the Dirichlet process. Output for the prevalence among the initially screened negative units at site i was monitored, namely
The posterior mean, sayπ The overall HIV infection rate in first-time blood donors has been assessed to be 15/100,000
by Glynn et al. (2001) . Moreover, AIDS rates per 100,000 per year have been assessed to be from 0.5 to 4.3 in the great-plains/midwest (GPM), between 6.5 and 12.5 in the west/southwest (WSW), and between 11.5 and 34.6 (with most over 20) in the southerneast coastal (SEC) states (CDC, 2001) . These numbers are somewhat proportional to the estimated rates for adults and adolescents living with HIV infection but not AIDS (CDC, 2002 ). Thus we constructed data from the regions GPM, WSW and SEC to have HIV infection rates that were in accord with these numbers but centered overall at 0.00015. We assumed 20 sites in region GPM, 40 in WSW and 40 in SEC and prevalences were simulated from beta distributions with parameters (µ, γ) = (22.55,104232.35), (88.63,157486.96) and (229.20,28206.46) respectively for the three regions, see Figure 2 . One thousand pools of size 10 were generated at each site so overall, 1,000,000 "units" were tested. Data were simulated for each region as described in the introduction to this section; we set f = 0.1.
We considered an analysis of these data based on an informative prior for the sensitivity and specificity of the pooled test. Specifically, η ∼ beta(58.4, 1), θ ∼ beta(98.35, 1), µ i ∼ beta(1, 548.2) : i = 1, 2, 3. These have modes of 1, 1, and 0 respectively and 5th %tiles of 0.95 and 0.97 respectively for η and θ and 95th %tile of 0.01 for the µ i 's. We used our choice of non-informative prior for γ 1 , γ 2 , and γ 3 . The MC sample size used was 100,000 and convergence was clearly established.
Estimated versus actual prevalence distributions are given in Figure 2 . The "effective" numbers of observations that are available for each region for estimating the PD are only 20, 40 and 40 respectively, so it is not surprising that the estimates are not closer to the true distributions. Moreover, the prevalences are quite small and so with only 10,000 units per site, it would only be possible obtain prevalence estimates on the order of 0.0000, 0.0001, 0.0002, etc. if one knew exactly which units were infected. Nonetheless, the model estimates the distributions reasonably well given the limited number of sites sampled. Table 4 gives posterior estimates of the sensitivity and specificity and the average prevalences by region and their differences. The test accuracy estimates are very close to their true values. Since there were only 20 sites in region 1, there is little power to detect the true difference between that region's average prevalence and the others. Credible intervals for γ 1 /γ 2 , γ 1 /γ 3 , and γ 2 /γ 3 all covered one. We also tried a slightly different prior on the sensitivity and specificity, η ∼ The predictive distributions of the numbers of missed units in each region were monitored.
The predictive probabilities of missing from 1-3 units out of 200,000, 400,000 and 400,000 for regions 1-3 respectively are 0.10, 0.27, and 0.47, while the predictive probabilities of catching all the infected units were 0.9, 0.71 and 0.44 respectively. In actuality, 3 units were missed out of 133 infected units at the first-stage from the 1 million units screened total across sites.
Potential problems with the estimators proposed in Johnson and Gastwirth (2000) and Gastwirth and Johnson (1994) are illustrated with these data. For this realistic scenario, the prevalences across the I = 100 sites are quite low and there is a good chance that a site will have no infected units to begin with. In the data generated for this example 40 sites have no infected units, and x i = 0 for these sites. Furthermore, s il = 0 for all i = 1, . . . , 100
and l = 1, . . . , x n i . For the 40 sites with x i = 0 the frequentist estimate of π i isπ i = 0; see Appendix C. This implies that the estimate for η isη i = 0/0 and is thus undefined, as are all three standard errors se(η), se(θ), and se(π i ). Additionally, for the remaining 60 sites with x i > 0,η = 1 and se(η) = 0 making any sort of reasonable meta analysis impossible. That is, using the frequentist approach, 40 sites have undefined estimates of η and an estimate of π i equalling zero; these same sites also yield undefined standard errors for all three estimators.
The remaining sites estimate η to be unity with an estimated variance of zero. We stress that this is not an atypical situation and is similar to the screening of West Nile virus described in the introduction. The prevalences are too small for the frequentist approach to be useful.
While an even greater sampler size is warranted for both approaches, the Bayesian approach lands on its feet because of having reasonable prior information.
In other examples, we compared California to New Mexico using a similar simulation based on relative AIDS and HIV rates for those states. We used uniform priors for η and θ and the estimated sensitivity was 0.968 with a credible interval of (0.837,0.999) based on sampling ten sites in New Mexico and forty in California with 1000 pools of size 10 at each site. In this instance, the estimated sensitivity is somewhat shrunk towards the prior mean of 0.5. Consequently, it is important to use a prior that has been carefully selected by the experts. Since the prevalence of HIV in the blood supply is monitored regularly, e.g. monthly and certainly yearly, one can use the posterior distributions for the previous period in order to obtain the prior for analyzing data for the current period. In general, sequential updating of the posterior will mitigate this problem as the original prior will "wash out" in time. Alternatively, selecting a larger fraction of re-tested units for the second-stage than we did, or increasing the number of units sampled per site, would overcome the problem. Johnson and Gastwirth (2000) for one site
Comparison of Bayesian approach with
To compare the relative performance of the Bayesian approach to the approach proposed in Johnson and Gastwirth (2000) (J-G) for one site, we performed a small simulation study, found in Table 5 . The estimatorη proposed in Johnson and Gastwirth (J-G) can be unity with a corresponding standard error of zero (see Appendix C) with positive probability.
This happens frequently in small sample size situations when prevalence is low and the test is highly accurate. In these situations the Bayesian approach offers valid interval estimates, whereas the frequentist interval is the singleton (1, 1) and cannot "cover" the true η unless η is unity as well. One could instead consider coverage percentages conditional onη < 1, but this would seem to give an unfair measure of performance. For HIV screening the prevalence is quite small and test accuracies are close to one. It would often be the case that the approach J-G is unusable unless very large sample sizes are considered. All simulations use uniform priors on θ and π. The prior for η is either uniform or an informative beta prior with a mean at the true value of η used in simulating data.
Overall, both approaches yield unbiased estimates of θ and π, with the MSE being about the same from the two approaches. The J-G approach is remarkably unbiased in estimating η, whereas the Bayesian approach using the posterior median typically underestimates. In low prevalence situations, there is little information for η and the posterior distribution can be markedly skewed left. We have found that using the posterior mode (found by evaluating the posterior density for η on a grid) instead of the posterior median greatly reduces this bias.
The coverage rate for the Bayesian approach is comparable to the J-G approach for π across a variety of scenarios; coverage rates for θ are overall slightly better using the Bayesian model. The Bayesian interval estimates for η are defined and contain η at much higher levels than the J-G approach using the asymptotic variances. To assess the impact of diffuse but accurate sensitivity information on inference, we ran three scenarios twice, one with a uniform prior on η, and another with an informative, but relatively vague (prior weights are worth either 100 or 20 pools) beta prior correctly centered at η. Note that in all three cases, good prior information increases the η coverage rate dramatically to 100% and modestly improves π coverage. One scenario was run with a prior centered at the true value η = 0.8 and two "incorrect" priors, centered at 0.7 and 0.9 respectively, all with a prior weight of 20 pools. For the misspecified priors, the Bayesian method still outperforms J-G.
In each simulation a Monte Carlo sample size of 1000 was generated from the model.
Each set of Bayesian estimates were based on a MCMC sample size of 1000 after a burn in of 100; with one site, model parameters mix very quickly and this was deemed adequate for the purposes of simulation. A referee has suggested exploring a bootstrap procedure to estimate se(η) rather than the asymptotic formula in Appendix C. A parametric bootstrap would proceed as follows for the case of a single site with perfect second stage sensitivity: η 2 = 1.
In 
The bootstrap procedure iterates the following sequence of steps:
Note that So the bootstrap procedure fails exactly when the original standard errors are undefined.
A referee has suggested the possibility of extending the original J-G approach to estimate prevalences in multiple regions. Since the problem of undefined estimates using the J-G approach is likely to occur in many instances, the Bayesian approach seems simpler to implement, and has the advantage of allowing for the incorporation of scientific information and for easy sequential updating of the posterior through time. 
Conclusions
We presented cost-effective means for obtaining information about the sensitivity of a pooled screening test and the prevalence of the characteristic among screened negatives. This is particularly important since the quality of the screening test used in the field ultimately determines the quality of the blood supply. It is well known that the accuracy of tests in practice is often less than in the laboratory (Gastwirth, 1987) . Our protocol makes it possible to detect a decline in the accuracy of the screening test using the predictive distribution as in Gastwirth, Johnson and Reneau (1991) . In this context, it is also very important to accurately quantify the prevalence of HIV infected blood units available for transfusion.
The method extends the use of group testing to detect heterogeneous subpopulations and offers the ability to model prevalences as exchangeable and heterogeneous within known subpopulations. The nonparametric version of the method is particularly attractive since it allows for a possibly multimodal prevalence distribution as can be seen in our second example.
The Bayesian model avoids problems with undefined parameter estimates associated standard errors encountered with the estimators proposed in Gastwirth and Johnson (1994) and Johnson and Gastwirth (2000) . These problems can occur in moderate to large sample sizes in rather typical settings involving low prevalence and very accurate tests. The advantages of using good prior information, when available, are evident from the examples.
A number of issues deserve further study. The pool size may affect the sensitivity and the specificity of a screening test. It will be important to determine an optimal pool size for which the first-stage procedure remains highly effective in screening the population and appreciably less expensive than individual testing. While retesting the pools of first-stage negative units at their original collection site may be convenient, it may be preferable to retest them at a central processing location to monitor the testing process at individual sites.
It is also worth considering the feasibility of re-testing all of the first-stage negatives in "large" pools in order to make up for any loss in sensitivity due to pooling at the firststage. Determining the size of the second-stage pool so that the sensitivity of the GS test for the pool remains at or near one will also require study.
Other scenarios beyond what is presented in Appendixes D and E for using an imperfect but less expensive second-stage test, considered by Johnson and Gastwirth (2000) , also warrants further exploration.
