Modern photogrammetry and remote sensing have found small Unmanned Aerial Vehicles (UAVs) to be a valuable source of data in various branches of science and industry (e.g., agriculture, cultural heritage). Recently, the growing role of laser scanning in the application of UAVs has also been observed. Laser scanners dedicated to UAVs consist of four basic components: a laser scanner (LiDAR), an Inertial Measurement Unit (IMU), a Global Navigation Satellite System (GNSS) receiver and an on-board computer. The producers of the system provide users with detailed descriptions of the accuracies separately for each component. However, the final measurement accuracy is not given. This paper reviews state-of-the-art of laser scanners developed specifically for use on a UAV, presenting an overview of several constructions that are available nowadays. The second part of the paper is focussed on analysing the influence of the sensor accuracies on the final measurement accuracy. Mathematical models developed for Airborne Laser Scanning (ALS) accuracy analyses are used to estimate the theoretical accuracies of different scanners with conditions typical for UAV missions. Finally, the theoretical results derived from the mathematical simulations are compared with an experimental use case.
INTRODUCTION
The market for laser scanners applicable in Unmanned Aerial Vehicles (UAVs), robotics and autonomous driving is growing rapidly. It offers a variety of solutions, creating new possibilities for research and commercial sectors. Some of these scanners are designed for use on unmanned platforms, and others typically used as Terrestrial Laser Scanner (TLS) are just compact enough to mount on a UAV and be used as a lightweight laser scanner LiDAR. A challenging task over the past few years was to build a complete LiDAR scanning system based on light UAV platforms. The main problem that had to be solved was weight reduction. The weight of a platform is crucial for several important reasons. The first is the flight time, which shortens significantly with an increase in weight. This severely affects the efficiency of the scanning platform. The second matter is legal restrictions and legislation, which differ in every part of the globe. Consequently, an unmanned platform should be light and versatile. As a result, a strong need for building light, compact and accurate laser scanning modules can be observed. This issue is strictly related to two main components of the system: a laser scanner and a navigation module (GNSS/INS). Today, a significant step forwards can be observed. More and more lightweight laser scanners and ready-to-use solutions are being offered by manufacturers all over the world. This seems to be an answer to increasing market demands. Recent papers (Petrie, 2013; Colomina & Molina, 2014; Starek & Jung, 2015) concerning the development of light UAV imaging and laser scanning systems have revealed high potential and fast growth in this market sector. As a result, new devices and ready-to-fly solutions can be observed today. Some of these seem to be gamechanging and leading the market at the moment. Still, minimising some payloads (e.g., optical, hyperspectral or thermal cameras) is challenging for producers. This trend is also noticeable considering LiDAR technology, even bathymetric LiDAR (Mandlburger et al., 2016) . Nowadays, laser scanners are also much lighter and cheaper. Such trends can be related to the development of technology, but they can (though not always) result in lower measurement accuracy. This paper focuses on the lightest scanning systems available and small UAVs flying at low altitudes.
The LiDAR and navigational modules mounted on a UAV are different from those mounted on airplanes for aerial data acquisition. For a small UAV, the weight of the payload is one of the most crucial elements that limit the usage of high-quality components, which directly influences the measurement accuracy. Navigational modules-IMU and GNSS receiversare lighter and smaller than those mounted on airplanes. In the last few years, the development of lightweight navigation sensors has also been noticed. Since 2014, companies like Trimble (with APX-15), SBG (with the Eclipse series) and NovAtel (with STIM300 and the SPAN series) have presented new solutions for the precise positioning of UAVs. In general, this new type of integrated sensor contains a double-frequency GNSS receiver and a new generation of tactical-grade MEMS IMUs, which make it possible to precisely determine the trajectory, and the weight of most of these sensors is not problematic because it is less than 100 grams.
In this article, the main factors and their influence on the final results are also presented. Understanding how they can affect the measurement accuracy plays an important role. Proper system calibration and time synchronisation between the components, as well as acquaintance with position errors, attitude errors and range measurement errors, are crucial for further UAV-sourced data processing and products' accuracy. The influence of these factors can be estimated using a mathematical model. The model is a function of the position error, orientation error, range measurement error, bore-sight orientation error, scanner error and lever-arm error between the scanner and the IMU. The influence on the x, y and z coordinates' accuracy is additionally graphically presented. Besides the aforementioned error sources, more factors can affect the measurement accuracy; nevertheless, it is not possible to estimate their influence using the mathematical model. Included in this group is, for example, the vibration of the mechanical components of the sensor (Li et al., 2015) . The temperature of the sensor may also play an important role. Specifically, the internal laser temperature stability, which was examined by Glennie et al. (2016) , correlates with range measurement errors. As a result, many LiDAR sensors contain a range correction, whose value depends on the laser operating temperature.
The following three sections present the potential of light laser scanners developed for unmanned aerial vehicles. The second section describes existing solutions for UAVs Laser Scanning (ULS), with distinction between laser scanners, GNSS and IMU units. The third section explains the source of errors that affect the final accuracy of the point cloud delivered by LiDAR systems mounted on UAVs and calculates the theoretical results using the mathematical model developed by Vosselman and Maas (2010) . In this section the influence of errors is also visualised and existing producers' solutions are examined. In the discussion, the model of errors tested is compared with the results of the authors presenting their accuracy with the described scanning systems. Final conclusions are drawn in the last chapter.
LIGHT LASER SCANNERS FOR UNMANNED AERIAL VEHICLES
The basic components of the LiDAR scanning system are the emitter and the receiver of the laser beam (scanner) and the sensors responsible for the orientation of the scanner in the space associated with the determination of the position and inclination angles. This section presents the basic issues related to these components and existing solutions on the market, as well presents the current state-of-the-art in this branch of LiDAR technology for the reader.
Laser scanners
To date, not many papers have categorised lightweight laser scanners. To put current solutions in order, Petrie (2013) proposed to distinguish between them by scanning device type. Starek and Jung (2015) attributed scanners to the type (mainly size and weight) of UAV on which they are to be mounted. According to Petrie (2013) , four main groups can be specified:
(1) simple scanners, (2) multilayer laser scanners, (3) multiple spinning laser scanners and (4) terrestrial 3D laser scanners. Table 2 in appendix shows example UAV LiDAR systems (ULS) specifications that are the most important for their comparison.
Simple scanners (1) use laser rangefinders and rotating mirrors to generate a 2D scanning plane. This type of device was primarily dedicated to robotics and automation. However, their ranging possibilities were successfully adapted to surveying. Popular representatives of this group are Hokuyo devices. These rangefinders are used in the Sabre Sky-3D S80 scanner. But they are not the only group among simple scanners. In 2014, Riegl presented its new, first-in-company-history, survey-grade, UAV -dedicated laser scanner: the VUX-UAV1. It is now considered a milestone in the UAV scanners market. Since it is Riegl's flagship UAV product, it is also offered as a complete scanning system combined with RiCOPTER, the company's multirotor platform.
The second group is multilayer scanners (2), which utilise a number of scanning planes as well as measure distances and angles simultaneously for every plane. Their development and growth are mostly due to the automotive industry since they have been used for anti-collision purposes. A popular representative is Ibeo LUX, used by the YellowScan Mapper scanner, which is the only commercial solution known to the authors using this type of scanner for measuring and mapping purposes.
Multiple spinning laser scanners (3), which are also the most popular, use dozens of individual lasers. The best-known producer is Velodyne, with its 16-and 32-laser solutions. These types of scanning devices have also been developed for the automotive industry, where their primary application is measuring the neighbourhood of self-driving cars. Nowadays, these scanners also have wide applications in mobile mapping systems. The majority of available turn-key UAV LiDAR solutions is based on multiple spinning laser scanners. The most popular devices are Velodyne's HDL-32 and VLP-16. VLP-16 was presented by the manufacturer in Q3 2014 and priced at $8000, which was considered very attractive. A significant improvement was a lightweight version of the popular VLP-16, the PUCK Lite scanner, presented in Q1 2016. The Lite version has identical performance to the prior VLP-16, but the weights are respectively 530 g and 830 g. Also, in 2015, a new company related to the automotive industry, Quanergy, released its new M8 scanner. This product might also be adapted to be a 3D mapping sensor. The M8 scanner generates only 8 laser beams, which is not very many compared with Velodyne's products. However, its range, accuracy, weight (800 g) and price make it a very competitive alternative.
The fourth group (4) of available solutions are scanning systems based on terrestrial 3D laser scanners. Both of the solutions of this type known to the authors have already been mentioned in Petrie (2013) ; both utilise small terrestrial laser scanners developed by FARO. Only one of them is a turn-key solution, which was developed by Sabre: The Skypod Sky-3D S120 can be used with any UAV capable of carrying this almost 8-kg payload.
However, because the aim of this paper is to compare parameters of turn-key solutions available on the market, this issue can be introduced in a slightly different way. If we do not take into consideration the combined but complete UAV scanning systems, then available solutions can be divided in a slightly different way: (1) lightweight and miniaturised, UAV-applicable, airborne LiDAR systems; (2) terrestrial laser scanner-based systems; and (3) lightweight, UAV-dedicated scanning systems based on multilayer and multiple spinning laser scanners. Table 1 presents light UAV scanners specifications. Obviously, solutions proposed in first two groups are much different than those in the third one. Group (1) and (2) scanners are generally based on survey-grade components and simply modified and adopted to fit the UAV platform. Their measurement accuracy as well as their price are just too high to honestly compare these systems with solutions in group (3). Hence, in the following parts of this paper, group (3) systems will be discussed. 
Positioning systems for UAV
One of the major differences between acquiring laser scanning and image data sets is the strict requirement for a precise trajectory for the LiDAR data set. Whereas for imagery data exterior orientation measurements are something additional, providing the possibility to reduce fieldwork or improve accuracy results, in the case of LiDAR these measurements are completely useless without the precise positioning described by the trajectory. Today, many lightweight GNSS/INS solutions can be found. Strictly specialised companies have been able to create light, tiny and relatively cheap integrated modules dedicated to robotics and UAVs. Moreover, their products ensure accuracy and precision high enough to make direct georeferencing of LiDAR possible. This class is called MEMS modules. The main advantage of these devices is their simple integration with any mobile platform (e.g., UAVs). These modules combine two crucial types of information: position (3D) and angle (3 axes). It is now possible to have these parameters with a module weighing less than 100 grams. One popular example is the Trimble APX-15, an integrated GNSS/INS module.
Other modern solutions are described in Table 3 in appendix to show their possibilities. All of them are part of available commercial systems and academic research platforms as well. These solutions are equipped with different GNSS types (single or dual antenna with one or two frequencies, using only Global Positioning System -GPS or with the inclusion of other GNSS systems) and various GNSS techniques (Differential Global Positioning System-DGPS, Precise Point Positioning-PPP, Real-Time Kinematic-RTK). Their angular accuracy (roll, pitch and heading) as well as gyroscope accuracy differ widely and depend mainly on the type of sensor. The last difference between these solutions shown in Table 3 in appendix is weight.
ERROR SOURCES AND THEIR INFLUENCE ON MEASUREMENT ACCURACY
At present, only a few publications are related to the accuracy of light laser scanners mounted on UAVs (Glennie et al., 2016; Mitteta et al., 2016) . Moreover, only a few articles regarding the measurement accuracy using experimental data from light laser scanners can be found (Bakuła et al., 2016; Jozkow et al., 2016) , and because of the different laser scanners used in the experiments, the results are on divergent levels. On the contrary, many publications refer to the accuracy of airborne laser scanning, but airborne scanning differs from UAV scanning; therefore, in this article the theoretical measurement accuracy of light laser scanners is analysed.
Error sources
The modules described in the previous part of this article are characterised by determined accuracy. Many publications about the error sources in airborne laser scanning systems have already been written (Wang et al., 2008; Shaer et al., 2007) . The construction of light laser scanners mounted on UAVs is similar to the airborne ones; therefore, the same error sources are analysed in this paper. On the other hand, airborne laser scanning differs from UAV laser scanning regarding both modules' weight and flying altitude; therefore, it is worth analysing the final measurement accuracy of light laser scanners mounted on UAVs.
Generally speaking, two types of errors can be distinguished: angular errors and linear errors. Angular errors are related to the orientation between the scanner components, while linear errors are connected with the measurement accuracy of linear elements (e.g., range). In this part of the article the error classification based on Vosselman and Mass (2010) is presented.
GPS/INS positioning and orientation errors ′ (∆ ∆ ∆ )
GPS/INS positioning errors are caused by various factors. The basic factor is a proper satellite configuration, which implies a number of observable satellites, baseline geometry, etc. The other accuracy elements are related to the multipath, clock biases and atmospheric conditions, such as differential troposphere effects or ionosphere delay (Wang et al., 2008) . GPS/INS orientation errors of roll, pitch and yaw ( )are determined for each axis individually. The INS accuracy does not stay constant for a long time; rather, it has a tendency to decrease with time. Therefore, the integration of GPS and INS, mostly using the Kalman filter, leads to the correction of the INS orientation parameters, and as a result, the navigational accuracy increases (Sharma et al., 2011) .
Bore-sight orientation errors ′ ( ) Bore-sight errors correlate with an imprecisely orientated IMU component and the laser scanning plane. In practice, the error value depends on the system but can reach even degrees. Boresight effects due to roll errors are visible on the cross section when there are differences in a plane that was registered twice from crossed strips flown at different heights. Errors due to pitch and yaw cannot be noticed from the profile as easily as those due to roll, which makes cross sectioning an inappropriate method to estimate the total bore-sight errors (Skaloud, Lichti, 2006) . Lever-arm errors Lever-arm errors are connected to misalignment between sensors. If the lever-arm values are small (up to one meter), their influence on the measurement is insignificant. However, the lever arm between the body frame and the GPS antenna can reach several meters for airborne laser scanners; in such cases the accuracy of the lever-arm estimation needs to be considered.
Ranging Δρ and angular errors Δθ Range accuracy depends on many factors, which complicates the estimation of the error value. For pulse systems such factors as time interval measurement and frequency instability can directly influence ranging errors (Baltsavias, 1999) . Range measurements should also be corrected regarding the atmospheric refraction. Angular error is also influenced by many elements. One of the most important is laser-beam divergence, which results in an incorrectly measured point position. A second aspect is related to the mechanism of the scanner. High accelerations can result in a mirror position change. If the angular position between the scan mirror and the encoder changes, the value is incorrectly registered by the encoder.
Misalignment between the angular encoder and the scanning plane Δη If the encoder is not installed perpendicular to the rotation angle of the mirror, a misalignment error occurs. As a result, there is an impression that the spacing between the encoder bins seems to change with the incidence angle. This error should be calibrated and also separated from the bore-sight error.
Mathematical model
The modules producers provide users with a detailed description of the accuracies for every component separately. However, the expected measurement accuracy is not determined. Therefore, it is difficult to estimate the final measurement accuracy and compare the systems with each other. In this part of the article, the influence of the modules' accuracies on the final measurement accuracy is analysed. The point coordinates from a laser scanning observation as well as the error of the observation can be calculated based on mathematical formulas. Vosselman and Maas (2010) proposed an error model in which the errors described above are included. In the analysis of ranging errors, angular errors, GNSS/INS positioning and orientation errors (are considered. Bore-sight errors and lever-arm errors are not taken into account because their values are determined during calibration. If the calibration is done properly, the influence on lever-arm errors is negligible, especially for the UAV technology, where the lever-arm values are smaller than for airborne laser scanners. s -lever-arm error Δρ-ranging error Δθ-encoder/scanner error First, the influence of the orientation errors and scanner errors on the x, y and z coordinates is presented. The assumed flight height is 40 m and the maximum incidence angle is 60 degrees because, based on Glennie and Lichti (2010) , when the incidence angle is larger than 65 degrees, the error values grow rapidly. Additionally, based on the same publication, the incidence angle accuracy (dTheta) is assumed to be equal to 0.03 degrees. The assumed roll (dRoll) and pitch (dPitch) errors are 0.02 degrees, and the yaw error (dYaw) equals 0.1 degrees. The range value changes with the incidence angle, so in the mathematical model a measurement error for the scanned flat surface is considered. The range error (dRo) is 3 cm. Figure 1 . Effect of roll, pitch, yaw, theta and range errors on the x, y and z accuracies relating to the incidence angle value
In the graph in Fig. 1 , the influences of the roll, pitch, yaw (heading), range and incidence angle errors on the x, y and z coordinates are presented. The first graph shows the x coordinate error, considering every factor separately. Incidence angle, roll and pitch do not influence the coordinate's accuracy. Only range and yaw errors affect the x accuracy. The range influence is constant and does not depend on the incidence angle value, while the yaw impact is noticeable and grows fast. The y coordinate is influenced by more factors; only the pitch influence equals 0. Incidence angle and roll have a constant impact, similar to the range influence for the x coordinate. For the y coordinate, range influence grows with the incidence angle value. Still, the biggest influence is represented by yaw (heading). For the assumed yaw error, the y error can reach up to 15 cm for an incidence angle equal to 60 degrees. Analysing the z coordinate accuracy, it is noticeable that all factors besides the yaw angle affect the coordinate's accuracy. The errors that have a source in the incidence angle accuracy and roll accuracy grow the fastest with the incidence angle value. If the incidence angle is 0 (i.e., the laser beam is perpendicular to the scanned surface), the roll and incidence angle errors do not affect the z accuracy. According to the graph, the range influence decreases with a growing incidence angle value.
Error analysis for existing ULS solutions
After presenting the factors' influences separately, the entire impact on the point position is analysed using example combinations of laser scanner, GNSS/IMU unit and GNSS technique. Such examples can show the potential of theoretical analysis to predict errors that can occur in practice. Therefore, three combinations of a LiDAR module and a GNSS/INS module are considered, and the entire influence on the vertical and horizontal positions is examined. Additionally, the total error dependence on the operating altitude is analysed. Therefore, three different altitude values have been chosen (40 m, 60 m and 80 m). The accuracy characteristics of the selected modules have already been described and presented in Tables 1, 2 (in appendix) and 3 (in appendix). Beyond the factors presented in Fig. 1 , the GNSS accuracy is also included.
According to the graphs presented in Fig. 2 , the most noticeable things are the differences in the vertical and horizontal accuracies. The total x and y error is higher than the z error for all combinations. Moreover, the differences grow slightly with the incidence angle because the horizontal accuracy (mxy) decreases faster. In addition, the GNSS error is also included in the total accuracy. In the combinations different types of GNSS positioning techniques are considered (RTK, PPP and DGPS). Depending on the measurement technique, the positioning error value varies. The DGPS accuracy is the lowest, which results in big differences between the selected module combinations, while the RTK and PPP methods are comparable.
In Fig. 3 the vertical and horizontal error distribution can be analysed. However, the influence of the individual factors cannot be seen. Therefore, accumulated graphs for three different incidence angle values-0, 30 and 60 degrees-have been created (Fig. 3) . The same combinations of LiDAR and navigational modules as in the previous graphs have been selected. Due to the high differences in GNSS positioning error for the selected navigational modules, they are excluded in this part. Thanks to this, the proportions between the individual factors can be noticed more distinctly. The assumed flight height is equal to 40 m. According to the graphs presented in Fig. 3 , the total accuracy, both horizontal and vertical, decreases with a growing incidence angle. The yaw and range influences on the horizontal error are especially distinctive. Based on the graphs, the horizontal error grows slightly faster than the vertical one. What is more, with a growing incidence angle value, the number of factors affecting the vertical accuracy also increases. For an incidence angle equal to 0, only pitch and range affect the z accuracy, but if the incidence angle is 60 degrees, other factors show an influence (i.e., roll and theta). 
Visualisation of error influence on final accuracy using experimental data
The graphs that present the results of the calculations based on the mathematical formula can only illustrate how the theoretical measurement accuracy changes concerning various factors (e.g., roll, pitch or yaw) and how these values change with the incidence angle. However, it is hard to imagine how the 3D point position can be affected by these factors. Therefore, in this part of the article, a 3D visualisation of roll, pitch, yaw, theta and range errors' influence based on the transverse cross section of a point cloud is presented. Figure 4 . Influence of roll, pitch, yaw and range errors on the point positions (white-reference point cloud, red-negative error value, green-positive error value)
In order to show how the factors influence a point cloud, a transverse cross section is used. This part of the point cloud presents an area near a river. The cross section contains an electricity pole and levees. Every factor is analysed separately in order to understand their impacts better. Additionally, the cross section is presented in two views: a top view and a front view. On every figure three cross sections are shown. The white point cloud is the reference one, green point represent a positive error value and red ones represent a negative error value. To show the impact of these errors, their sizes have been magnified for roll, pitch, yaw and range (dRoll=dPitch=2 degrees, dYaw=5 degrees, dRo=1 m).
As can be seen in Fig. 4 , the influence of the factors is noticeable. First, the roll error influence is shown. Assuming the scanner position is in the middle of the cross section, the error influence increases with the scanning angle. A positive error value causes the height of the point to be overestimated. A similar result occurs when the error value is negative; in that case, the height value is underestimated. Pitch error causes height changes with the incidence angle; however, it is not a mirror reflection, as for the roll angle, but on one side the height is underestimated while on the other it is overestimated, depending on the error value. Concerning the yaw influence, the cross section is stretched or shortened, which can be easily noticed on the levee and on the electricity pole. The height values stay constant. Including the range error causes a cross section to be shifted to the right or to the left, depending on the error value, and in addition the height changes. Moreover, analysing the levees that are visible in the cross section, the height differences on the right slope are lower than on the left slope. For flat surfaces the vertical discrepancy is constant. Comparing the top views above, it can be seen that for every factor beyond the pitch, a rotation toward the vertical axis is noticed.
DISCUSSION
In order to analyse if the mathematical model can be applied properly to estimate the ULS accuracy, the results obtained by Jozkow et al. (2016) , Bakuła et al. (2016) and Gallay et al. (2016) are discussed. It is worth highlighting that these articles were published in 2016, which shows the recently growing interest in light laser scanners. The error values of the laser scanners and IMU modules that were applied in the experiments in those publications are included in the mathematical model here.
According to Jozkow et al. (2016) , the distance between the point cloud from the Nikon images and the point cloud from Velodyne was examined. The average distance value was 0.90 m. According to the accuracy resulting from the mathematical model, after considering the components errors used by Jozkow et al., is up to 2 m. A quite big difference between the mathematical model used in this article and experimental results obtained by Bakuła et al. (2016) is noticed. In this case, according to the mathematical model, the measurement accuracy could even reach 0.20 m, contrary to the 0.09 obtained in Bakuła et al. experiment. In the last example (Gallay et al., 2016) , the most accurate modules, both laser scanner and GNSS/IMU, were used. According to the differences in the accuracies between the aforementioned experiments and the present mathematical model, the accuracies obtained in practice are better than the theoretical ones. The reason may be found in the model used in this article. The model is dedicated to airborne laser scanners, for which, for example, the IMU accuracy is higher than the IMU modules mounted on a UAV. Furthermore, the more accurate the IMU used in UAV laser scanning, the lower the difference between the mathematical model and the experimental results, as can be seen with Gallay et al.'s results. Thus, this issue may require further comparisons with experimental results. The theoretical model may require some modifications in order to be used in light laser scanning accuracy estimation.
CONCLUSION
Theoretical considerations on the basis of practical data are particularly important when planning to purchase and usage of a lightweight UAV laser scanning system. They are also important when creating scanning systems and selecting appropriate components for integration. Such an analysis can define the potential accuracy and future application of such a system. However, it should be noted that theoretical accuracy determined empirically does not always translate to the final accuracy of the data, which is also related to other conditions: weather influence, characteristics of the scanned area and, finally, the methodology for data processing.
Analysis of the mathematical model used in this paper confirms that the most important component of errors for scanning systems dedicated to UAVs is IMU units. These units do not need to be as accurate as the INS systems for airborne laser scanning systems because of the significantly lower flight altitude and, thus, a lower impact of angular measurement error on the accuracy of the final data. The high impact of the horizontal accuracy shows a yaw angle. On the basis of the calculations, it can also be seen that the influence of the pitch angle is negligible in comparison with other factors.
Analysing the solutions available on the market, it is worth noting that UAV laser scanners are mostly light, and it is easier to find ultralight laser scanners, whose weight is up to 2-3 kg. The accuracy of these sensors is lower compared to other solutions (e.g., Riegl scanners). However, properly integrated modules, especially IMU modules, may result in new ultralight UAV scanners, which could be an alternative for both airborne and low-altitude solutions. To make UAV laser scanning comparable to the theoretical ALS accuracy, the applied GNSS receivers need to have comparable accuracy. The processing method needs to be similar, and the recommended techniques are RTK and PPP. The IMU solutions used in UAVs should be light, and their measurement accuracy can be 5-10 times lower for roll and pitch angles and up to 15 times lower for yaw than the IMU accuracy used in ALS. 
