In the paper, we construct conservative Markov processes corresponding to the martingale solutions to the stochastic heat equation on R + or R with values in a general Riemannian maifold, which is only assumed to be complete and stochastic complete. This work is an extension of the previous paper [46] on finite volume case.
Introduction
This work is motivated by Tadahisa Funaki's pioneering work [28] and Martin Hairer's recent work [37] and is also a continuous work of [46] . In [37] Hairer considered the formal Langevin dynamics associated to the energy
for smooth functions u : S 1 → M, and wrote the equation in the local coordinates formally:
where Einsteins convention of summation over repeated indices is implied and Γ α βγ are the Christoffel symbols for the Levi-Civita connection of (M, g), σ i are vector fields on M. This equation may be looked as certain kind of multi-component version of the KPZ equation. By the theory of regularity structure recently developed in [36, 8, 11] , local well-posedness of (1.1) has been obtained in [37] . By Andersson-Driver's work in [6] , we know that there exists an explicit relation between the Langevin energy E(u) and Wiener (Brownian bridge) measure. In [6] , Wiener (Brownian bridge) measure µ on C([0, 1]; M) has been interpreted as the limit of a natural approximation of the measure exp(−E(u))Du, where Du denotes a 'Lebesgue' like measure on path space. By observing the above connection, one may think the solution to the stochastic heat equation (1.1) may have µ as an invariant (even symmetrizing) measure.
In [46] , starting from the Wiener measure (or Brownian bridge measure) µ on C([0, 1], M) we use the theory of Dirichlet forms to construct a natural evolution which admits µ as an invariant measure. Moreover, the relation between the evolution constructed in [46] and (1.1) has also been discussed in [46] by using the Andersson-Driver approximation. It is conjectured in [46] that the Markov processes constructed by Dirichlet form in [46] have the same law as the solution to (1.1). Since we consider the Wiener measure on C([0, 1], M) in [46] , the evolution corresponds to the stochastic heat equation on [0, 1] for different boundary conditions with values in a compact Riemannian manifold. In the paper, we extend the results in [46] from finite volume [0, 1] to the infinite volume case R + or R. Moreover, we only assume that the Riemannian maifold is complete and stochastic complete.
When M = R n it is well-known that the law of Brownian motion on C([0, ∞); R n ) is an invariant measure of the following stochastic heat equatioin ∂ t X = 1 2 ∂ 2 x X + ξ, X(t, 0) = 0, on [0, ∞) × [0, ∞). Here ξ is space-time white noise. By similar calculation as that in [30] we easily know that the distribution of a two-sided Brownian motion with a shift given by Lebesgue measure is invariant under the following stochastic heat equation Similarly as in [46] , we construct the solution to stochastic heat equation by using the following L 2 -Dirichlet form with the reference measure µ = the law of Brownian motion on M/the law of two sided Brownian motion on M:
where F C b is introduced in Sections 2, H := L 2 (R + ; R d )/L 2 (R; R d ), and DF is the L 2 -derivative defined in Section 2 with {h k } being an orthonormal basis in H. In this case, we call the associated Dirichlet form L 2 -Dirichlet form.
For the half line case: we consider the reference measure as the law of Brownian motion on C([0, ∞); M) and choose the state space as some weighted L 2 -space (see Section 2) . By using a general integration by parts formula from [14] we can construct a martingale solution to the stochastic heat equation with values in a general Riemannian manifold.
For the whole line case: we first construct the two sided Brownian motionx on M withx(0) = o by an independent copy of Brownian motion on M. By this we derive an integration by parts formula by using the stochastic horizontal lift for independent copy (see Proposition 3.2 for the reason we choose it in this way). We also emphasize that the L 2 -Dirichlet form is independent of the stochastic horizontal lift (see Remark 2.1), which can be seen as a tool to obtain the integration by parts formula and the closablity of the associated bilinear form (see Remark 3.1) . Moreover, we also integrate o with some Randon measure satisfying (3.17) , which could be the volume measure on M under some mild curvature condition (see Remark 3.6 below). When ν is given by the volume measure on M, the process corresponds to the stochastic heat equation on R without any boundary condition. Here we mainly concentrate on the case that the reference measure has infinite mass. To prove the quasi-regularity of the associated Dirichlet form we use a cut-off technique(see Theorem 4.4) .
In the second part of this paper, we use functional inequalities to study the long time behavior of the solutions to the stochastic heat equations for infinite string. In this case, the L 2 -Dirichlet form is not comparable with the O-U Dirichlet form constructed in [19] , we refer readers to [1, 3, 4, 6, 10, 13, 14, 16, 19, 20, 21, 22, 29, 33, 26, 41, 43, 47, 50, 51, 53, 54, 55, 56] and references therein for various study about O-U Dirichlet form on path and loop space.
As we explained before, this case corresponds to SPDEs on infinite volume. The ergodicity property is different from that for the finite volume case (see [46] ). For different manifolds we have ergodicity or non-ergodicity for the associated Markov processes. We establish the log-Sobolev inequality for E if Ric ≥ K for K > 0 and the Poincaré inequality for compact Riemannian manifold with some suitable curvature condition (see Thm. 4.1), which implies the L 2 -exponential ergodicity in this case. For M = R n , ergodicity still holds but the Poincaré inequality does not hold in this case (see Thm. 4.3) . This implies that the spectral gap is 0 when M = R n . When M is not a Liouville manifold, the associated Dirichlet form E is reducible, which means that the solution to the stochastic heat equation is not ergodic.
The rest of this paper is as follow: In Section 2, We will construct the stochastic heat equation for half line case on general Riemannian manifold M. The stochastic heat equation for the whole line will established in Section 3, and the ergodicity or non-ergodicity property will be established in Section 4.
The case of half line
Throughout the article, suppose that M is a complete and stochastic complete Riemannian manifold with dimension n, and ρ be the Riemannian distance on M. In this section, we will construct the stochastic heat process in half line. We first introduce some notions. Fix o ∈ M , the path space over M is defined by
Then W o R + (M) is a Polish (separable metric) space under the following uniform distance
In order to construct Dirichlet forms associated to stochastic heat equations for infinite strings on Riemannian path space, we also define the following weighted L 1distance:
Let O(M) be the orthonormal frame bundle over M, we consider the following SDE,
is a canonical orthonormal basis of horizontal vector fields O(M), u o is a fixed orthonormal basis of T o M and (W i t ) t≥0 , 1 ≤ i ≤ n is a standard R n -valued Brownian motion defined on a probability space (Ω, F , P). Note that M is stochastically complete, so U t is well defined for all t ≥ 0. Denote by π : O(M) → M be the canonical projection, then x t := π(U t ), t ≥ 0 is the Brownian motion on M with initial point o, and U · is the (stochastic) horizontal lift along
Here 
We define the (Cameron-Martin) subspace H ∞ + of H + as follows
Fix a sequence of elements {h k } ∞ k=1 ⊂ H ∞ + such that it is an orthonormal basis in H + , we define the following symmetric quadratic form as follows
In particular, by the definition (2.4) of the gradient, we have
This implies the quadratic form E o R + is independent of (U t (γ)) t∈[0,∞) .
. By using the theory of Dirichlet form (refer to [42] ), we obtain the following associated diffusion process. 
where M u is a martingale with quadratic variation process given by t 0 |Du(X s )| 2 H + ds and N t is zero quadratic variation process. In particular, for u ∈ D(L),
with u α is a local coordinate on M, then the quadratic variation process for M u is the same as that for the martingale part in (1.1).
To prove Theorem 2.2, the crucial ingredient is the local integration by parts formula in [14] . To do that, we need to introduce some notations. In the following, we first introduce another cylinder functions set, every element in which only depends on finite time:F
where C b,Lip (M m ) denotes the collection of bounded Lipschitz continuous functions on M m . For a fixed o ∈ M, since M is complete, there exists a C ∞ non-negative smooth function g : M → R with the property that 0 < |∇g(z)| ≤ 1 and
For every non-negative m, define
Lemma 2.6. [Thalmaier [48] , Thalmaier-Wang [49] , Chen-Li-Wu [14] ] For any m ∈ N + and T ∈ R + , there exists a stochastic process(vector fields) l m,T :
(2) Given any y ∈ D m , l m,T (t, γ) is F γ t := σ{γ(s); s ∈ [0, t]}-adapted and l m,T (·, γ) is absolutely continuous for
(3) For every positive integer k, p, m ∈ Z + and t ∈ R + , we have
for some positive constant C 1 (m, k, p, T ) (which may depends on m, T , p and k).
Lemma 2.7. [Chen-Li-Wu [14] ] Let l m,T be the cut-off process constructed in Lemma 2.6, then for every
, the following integration by parts formula holds
where β t denotes the anti-development of γ(·), whose distribution is a standard R nvalued Brownian motion under µ o R + . Remark 2.8. The above results in Lemma 2.7 have been proved in [14] for the reference measure given by the law µ o T of Brownian motion starting from o on C([0, T ]; M) for T ≥ 0. Since the measures µ o T and µ o R + are consistent before T , the integration by parts formula (2.9) still hold when the measure µ o T is replaced by µ o R + . According to Lemma 2.7, and using an approximation procedure, it is not difficult to obtain the following integration by parts formula for each function in F C b . Lemma 2.9. Let l m,T be mentioned in Lemma 2.7, then for every F ∈ F C b , m ∈ Z + , T ∈ R + , h ∈ H ∞ + , the following integration by parts formula holds
where β t denotes the anti-development of γ(·), which is a Brownian motion under µ o R + .
Proof. In fact, it suffices to check the result holds for F (γ) = f ( t 0 g(s, γ(s))ds) ∈ F C b with arbitrarily pre-fixed t ∈ R + , and the general case can be handled similarly. For any k ≥ 1, defining
Then we could apply (2.9) to F k to obtain
where we use the fact that in (2.9)
According to the definition of directional derivative, we have
By our assumption for f and g (especially ∇g is bounded) we know that
By using the above argument, we get (2.10) by taking k → ∞ on both sides of the equation (2.11) .
In the following we will prove Theorem 2.2 by using the above integration by parts formula.
Proof of Theorem 2.2. (a) Closablity: In general, following the line of [14] (see also [53, 54, 41, 16] 
for which there exists a limit Φ. It only suffices to prove that Φ = 0. Suppose that
is an orthonormal basis of H + . Here C 1 c ([0, ∞); R n ) denotes C 1 -functions with compact support. By Lemma 2.9, for G ∈ F C b and k, m, i ≥ 1, we
(2.13)
In particular we have applied
which is due to (2.8) and the fact h i ∈ C 1 c ([0, ∞); R n ). Note that G and DG are bounded, and F k → 0,
For a fixed h i ∈ H ∞ + , we could find a T i ∈ N + (which may depend on h i ) satisfying
(b) Quasi-Regularity: In order to prove the quasi-regularity, we need to verify condition (i)-(iii) in [42, Definition IV-3.1].
It is easy to see that each
Since the metric space (E o R + (M),d) is separable, we can choose a fixed countable dense subset {ξ m |m ∈ N + } ⊂ E o R + (M). Next, we prove the tightness of the capacity
withd defined in (2.1). By Lemma 2.10 below v m ∈ D(E o R + ). We claim that
Then for every i ∈ N + there exists a closed set F i such that Cap(F c i ) < 1 i and w k → 0 uniformly on F i as k → ∞. Here Cap denotes the associated capacity (see [ 
Consequently, for every i ≥ 1, F i is totally bounded, hence compact, Combining this with the fact lim i→∞ Cap(F c i ) = 0 we know the capacity 
where ∇ 1 denotes the gradient with respect to the first variable inρ. By the definition
where C > 0 is a constant independent of m, and in the first inequality above we have applied the property that |∇ 1 ρ| ≤ 1.
where C is independent of k.
Based on this and [42, I.2.12, III.3.5] we obtain that a subsequence of the Cesaro mean of some subsequence of w k converges to zero
For a locally Lipschitz continuous function g : M → R, it is well known that due to Radamacher's theorem, the gradient ∇g(x) exists for all
x) denotes the gradient with respect to the first variable ofρ(·, ·).
Proof.
Step (i) First we suppose that for every s ∈ [0, ∞), g(s, ·) : M → R is a Lipschitz continuous function with uniform compact support and uniform Lipschitz constant, i.e. there exist a constant L ∈ R + and a compact set X ⊂ M such that |g(s, x) − g(s, y)| ≤ Lρ(x, y), ∀x, y ∈ M and supp(g(s, ·)) ⊂ X, ∀s ∈ [0, ∞).
We have a local coordinate system {U, ϕ U } on M, i.e. for any x ∈ M, there exists a (bounded) neighborhood U of x and a C ∞ diffeomorphism ϕ U : U → V , where V is a (bounded open) subset in R n . Without loss of generality, we may assume that suppg ⊂ [0, ∞) × X. According to the unit decomposition theorem on manifold, there
Since the Lipschitz constant ofg i (s, ·) is independent of s, we also have for any p > 0, with ∇ being the gradient on M.
By (2.22) we have sup
Combining this with dominated convergence theorem yields
which implies (2.17) immediately.
Step (ii) Now let's consider the case for general g with Lipschitz constants independent of time variable. By the Greene-Wu approximation theorem in [34] , there exists a smooth function η :
. Based on the fact that sup x∈M |∇η(x)| ≤ C it is easy to verify that g R (s, ·) : M → R is Lipschitz continuous and with uniform compact support and with uniform Lipschitz constant.
From
Step
Combined this with the same arguments as in Step (i) we know F ∈ D(E o R + ) with DF given by (2.17) .
Step (iii) By similar arguments as above we can easily check that for F given as in (2.3) with g i as in (1) the results in (1) 
. By this and as the same arguments in [46] to general Riemannian manifold.
The case of whole line
Then W o R (M) is a separable metric space with respect to the distance d ∞ as follows
Similar as in Section 2, we define the following L 1 -distance:
LetW be an n-dimensional Brownian motion independent of W and letŪ be the solution to (2.2) with W replaced byW . Setx t := π(Ū ). Thenx · is a Brownian motion on M independent of x with initial point o. Definê
where y 0 =ȳ 0 = o and p t is the heat kernel corresponding to 1 2 
Similar to Section 2, in order to construct Dirichlet forms associated to stochastic heat equations in Riemannian path space, we consider the collection
Then we could decompose γ = (γ,γ), under µ o R ,γ(·) andγ(·) are Brownian motions on M, which are independent of each other. We also define 
Set
Fix a sequence of elements {h k } ⊂ H ∞ such that it is an orthonormal basis in H, we define the following symmetric quadratic form
Remark 3.1. We deduce the integration by parts formula by using the above stochastic horizontal lift U below. There are other ways to define the stochastic horizontal lift such that it is adapted to the filtration generated by γ. However, as mentioned in Section 2, the L 2 -Dirichlet form is independent of the stochastic horizontal lift, which can be seen as a tool to obtain the integration by parts formula and the closablity of the associated bilinear form.
Setβ · ,β · as the anti-development ofγ andγ respectively (whose distribution under 1] be the vector fields constructed in Lemma 2.6 and we definel m,T : Proof. By (3.5), (3.6) we have
where∂ j f (γ,γ) :=∂ j f (γ). From (2.10) we get
Combining this and (3.11), we finish the proof.
Similar to the arguments as in the proof of Theorem 2.2 and based on the above integration by parts formula (3.9), we obtain the following:
for which there exists a limit Φ. It suffices to prove that Φ = 0. Given an orthonormal basis
Since G and DG are bounded and Θ m,
, by (3.12) we could take the limit i → ∞ under the integral in (3.13) to conclude
For a fixed h k , we could find a T k ∈ N + (which may depend on h k ) satisfying
(b) Quasi-Regularity:
In order to prove the quasi-regularity, we need to verify condition (i)-(iii) in [ 
whered is defined by (3.2) . According to the same procedures as in the proof of Lemma 2.10 we have v m ∈ D(E o R ) and
x) denotes the gradient with respect to the first variable ofρ(·, ·). By such expression we arrive at
Then based on this and repeating the arguments as in the proof of Theorem 2. Moreover, Theorems 2.3 and 2.4 hold in this case. As explained in the introduction, the invariant measure for the stochastic heat equation on the whole line could be the distribution of a two-sided Brownian motion with a shift given by Lebesgue measure, which may not be finite measure nor with initial point fixed. So in our setting it is also natural to consider the reference measure given by M µ x R (dγ)ν(dx) with some Randon measure ν (which may not be finite measure). The supports of the measure are the path on M with initial point not fixed.
Let W R (M) := C(R; M) be the free path space, then (W R (M), d ∞ ) is also a separable metric space with d ∞ defined by (3.1). Letd be the L 1 -distance defined by (3.2), and let E R (M) be the closure of W R (M) underd. It is easy to see that E R (M) is a Polish space.
For any fixed Radon measure ν (not necessarily finite) on M, we could introduce a measure (not necessarily finite)
where the variable y 0 =ȳ 0 and p t is the heat kernel corresponding to 1 2 
Remark 3.4. When M is compact and ν is the normalized volume measure, then µ ν R corresponds to the distribution of stationary M-valued Brownian motion. In the case that ν is given by the volume measure, the Markov process we construct below corresponds to stochastic heat equation on R with values in M without any boundary conditions.
Here we only consider the case that ν is an infinite measure, since when ν is a finite measure, the case is simpler and it may be handled similar as in Theorem 4.1.
When ν is infinite, µ ν R is also an infinite measure on E R (M) with support contained in W R (M). Different from before, we consider the collection F C c as follows, Here F C Lip denotes the collection of functions on E R (M) that for every F ∈ F C Lip , there exist some m, k ∈ N, Proof.
Step (i) We first show F C c ⊂ L 2 (E R (M); µ ν R ). For every F ∈ F C c , without loss of generality we may assume that there exist some o ∈ M and R > 0, such that
where the third step is due to the fact when
By Nash isometric imbedding theorem, there is a smooth isometric imbedding η : M → R N with some N ∈ N + and we can extend
then it is easy to verify that G k,R ∈ F C c for all k > 0 and R large enough, and lim k,R→∞ µ ν R |G k,R −G| 2 = 0 ( (sincef ∈ C 1 c (R N m ), this could be shown by dominated convergence theoem). By now we have finished the proof. Now we give some sufficient conditions on the curvature of M for (3.17).
Lemma 3.6. Suppose that
for some C 1 > 0, α ∈ (0, 2) and o ∈ M, where Ric x denotes the Ricci curvature operator at x ∈ M. Then for every Radon measure ν(dx) = ν(x)dx (here dx denotes the volume measure on M) such that
with some C 2 , C 3 > 0 and β ∈ (0, 2), (3.17) holds.
Proof. Note that (3.18) implies that
It is easy to verify that we could find a c 1 > 0 such that
Then according to [51, Lemma 2.2] we know that for every N > 0 and T > 0, 
Then taking c 1 = 1 and using 2K 1 (t) + 2K 1 ρ(o, x) to replace K 1 (t) in (3.21), we have c 2 ≤ c 3 (1 + ρ(o, x) α ). Therefore according to (3.22) we know for all R > 0 and 
where A (r, θ) is a n × n matrix, |A | denotes the determinant of A , and A satisfying the following equation
Here Here in the second step of inequality we have applied the fact α ∈ (0, 2) and β ∈ (0, 2). Based on this estimate we could obtain (3.17) immediately. For F ∈ F C c , we still define the directional derivative D h F (γ) along h ∈ H := L 2 (R → R n ; ds) and the gradient operator DF ∈ H as in (3.6) and (3.7), respectively.
Here as explained before Lemma 2.10 we know that D h F and DF are well-defined for µ ν R -a.e. γ. Now we fix a point o ∈ M, as in Lemma 2.6 (although here the initial point will not be fixed, see e.g. [49] or [14] ) we could construct a series of relatively compact subset 
In particular, by (1) in Lemma 2.6 we have
As before, we split γ ∈ E 
By the proof of Theorem 2.9 in [14] , (3.9) holds for µ x R with every x ∈ D q with q < m, which yields immediately for every F ∈ F C c , h ∈ H ∞ , m, k, T ∈ N + with k > m (note that h(0) = 0 for every h ∈ H ∞ ),
where Θ k,T h is defined by (3.10). Fix a sequence of elements {h k } ⊂ H ∞ such that it is an orthonormal basis in H, we define the following symmetric quadratic form
In particular, by the same arguments as in the proof of Lemma 3.5, we know E ν R (F, F ) < ∞ for every F ∈ F C c . Proof. (a) Closablity: The proof is similar to that of Theorem 4.
for which there exists a limit Φ. It suffices to prove that Φ = 0.
Combining (3.28) with (3.26) and (3.27) yields that for all m, k, T ∈ N + , G ∈ F C c and the orthonormal basis
which ensures the existence of a µ ν R -null set ∆ i such that for all m, k, T ∈ N + with k > m,
For a fixed h i ∈ H ∞ , we could find T i ∈ N + (which may depend on h i ) satisfying
which implies that Φ(γ) = 0, ∀ γ / ∈ ∆ := ∪ ∞ i=0 ∆ i . So Φ = 0, a.s., and (E ν R , F C c ) is closable. By standard methods, we show easily that its closure (E ν R , D(E ν R )) is a Dirichlet form.
We first verify (i) of [42, Definition IV-3.1]: Since the metric space (E R (M);d) (d is defined by (3.2)) is separable, we can choose a fixed countable dense subset
For fixed o ∈ M and each m, R ∈ N + , we define v m,R :
Then by similar argument as in the proof of Theorem 2.2, it is easy to see that 
Combining this with (3.32) yields By using the theory of Dirichlet form (refer to [42] ), we obtain the following associated diffusion process. 
). Moreover, the results in Theorem 2.4 also hold in this case. Moreover, if condition (3.18) and (3.19) hold, then the diffusion process M = (Ω, F , M t , (X(t)) t≥0 , (P z ) z∈E R (M ) ) is conservative in the sense that T t 1 = 1 µ ν R -a.e. for all t > 0 (c.f. [32, Section 1.6 P56]).
In particular, for M = R, ν being Lebesgue measure, the diffusion process M = (Ω, F , M t , (X(t)) t≥0 , (P z ) z∈E R (M ) ) is recurrent in the sense that
The existence of a diffusion process is the same as that for Theorem 2.4 (due to quasi-regularity of (E ν R , D(E ν R ))), so we omit it here.
Step (1) We first prove that the process is conservative, the proof of which is motivated by [18] for the finite dimensional case.
Choose φ R ∈ C ∞ c (R) to be the same function as that in the proof of Theorem 4.4. For every R > 0, we define Φ R (γ) :
. Let (L, D(L)) denote the infinitesimal generator associated with (E ν R , D(E ν R )), then it holds that u t := T t F ∈ D(L) for all t > 0.
Note that 
where c 1 − c 4 are positive constants independent of R, ζ := max{1 + α 2 , β} < 2 with α, β ∈ (0, 1) being the constants in (3.18) and (3.19 ). Then we have (3.35)
where the operator D on u s is the closure of D defined in (3.7) and for some θ > 0, R > 2(N + 1) and ψ N,
Here the last step is due to the property Dϕ N,R 2 H ≤ 4θ 2 ϕ 2 N,R . Choosing λ = 1 and using Gronwall's Lemma we obtain that
Based on this and choosing λ = 2 we have
Here we used that F = 0 implies that ϕ N,R = 1.
For γ with DΦ R (γ) = 0 (i.e. R ≤ 
where c 4 , c 5 are independent of F , N and R.
We arrive at for all R > 2(N + 1)
where the last equality is due to the fact Φ N (γ) = 0 only if ϕ N,R (γ) = 1 since R > 2(N + 1). Hence letting R → ∞ we derive for every N > 0 and t > 0 (note that ζ < 2 here)
Since it always hold T t 1 ≤ 1, the above inequality implies that T t 1(γ) = 1 for all γ ∈ E R (M) satisfying 1 0 ρ γ(s), o ds ≤ N. Also note that N is arbitrary, we obtain T t 1(γ) = 1 for µ ν R -a.e. γ ∈ E R (M) immediately, therefore the process M is conservative.
Step (ii) Now we prove the recurrence property.
Now it holds |DΦ R | H ≤ 1 R and DΦ R (γ) = 0 all γ satisfying inf t∈[0,1] ρ(γ(s), o) > 2R, then still according to (3.25) we get 4 Ergodicity/ Non-ergodicity
Half line
In this section, we study the long time behavior of the Markov process X t , t ≥ 0, and L 2 -Dirichlet form (E o R + , D(E o R + )) constructed in Section 2. In fact, we establish some functional inequalities associated with (E o R + , D(E o R + )), which gives ergodicity or non-ergodicity of the corresponding Markov process X t , t ≥ 0. (1) Suppose that Ric ≥ K for K > 0, then the log-Sobolev inequality holds
where C(K) := 4 K 2 .
(2) Suppose that M is compact and there exists a ε ∈ (0, 1) such that and K(x) := inf{Ric x (X, X); X ∈ T x M, |X| = 1}, x ∈ M. Then the following Poincaré inequality holds,
where δ ε is defined by (4.2). [52] , the log-Sobolev inequality implies hypercontractivity of the associated semigroup P t and Poincaré inequality, which derives the L 2 -exponential ergodicity of the process:
(ii) Poincaré inequality also implies the irreducibility of the Dirichlet form
is recurrent. Combining these two results, by [32, Theorem 4.7.1] , for any nearly Borel non-exceptional set B,
Here σ B = inf{t > 0 : X t ∈ B}, θ is the shift operator for the Markov process X, and for the definition of any nearly Borel non-exceptional set we refer to [32] . Moreover by [32, Theorem 4.7.3] we obtain the following strong law of large numbers:
Proof of Theorem 4.1.
Step (1) By the standard method and the technique in [26] (See also [35] and [46] and references therein), it is not difficult to prove (4.1). For the reader's convenience, in the following we will give a detailed proof. By [35] we have the martingale representation theorem, that is, for F ∈ F C b with the form (4.6) Here and in the following (F t ) is the natural filtration generated by γ(·), µ o R + [·|F t ] denotes the conditional expectation under µ o R + and M t is the solution of the equation 
where · denotes the matrix norm. Then we can take the conditional expectation
Now applying Itô's formula to N s log N s , we have
(4.12)
Here and in the following we use | · | to denote the norm in R d . Note that
Using this relation in the explicit formula (4.8) for H F , we have
By Cauchy-Schwarz inequality in (4.13) and (4.10), we have
Thus the right hand side of (4.12) can be controlled by Then changing the order of integration we obtain
Combining all above estimates into (4.12), we complete the proof for (4.1).
Step (2) Some proof in this step is inspired by that of [50, Theorem 1] . Still applying Itô formula to N 2 s (where N s = µ o R + [F |F s ] and F ∈ F C b with the form (4.6) ) we arrive at 
M = R n
In this subsection we consider the case that M = R n and o = 0 ∈ R n . As mentioned in the introduction, it is easy to see that the Markov process (X t ) t≥0 associated with
is the unique solution to the following stochastic heat equations on
where ξ denotes an standard R n -valued space-time white noise on R + × R + (on some probability (Ω, F , P)). In the Euclidean space, we have the following ergodicity results. In this case, the exponential ergodicity does not hold any more, which implies that the L 2 -spectral gap is zero.
Theorem 4.4. Suppose M = R n , then the following statements hold
is the solution to (4.16) with initial value X 0 (·) = γ.
(2) The Poincaré inequality does not hold, i.e. for any C > 0, there exists F ∈
In particular, the spectral gap
, and the exponential ergodicity does not hold in this case.
Proof.
Step (1) As explained in [31, Page 315] , the solution X t to (4.16) with initial value X 0 (·) = γ has the following expression,
where p(t, x, y) is the Dirichlet heat kernel on R + with the following expression
By [31, Lemma 4.3] and the law of iterated logarithm (which implies lim y→+∞ γ(y)
Note that U 2 (t, ·) = U 1 2 (t, ·), . . . , U n 2 (t, ·) is a centered Gaussian vector on L 2 (R + ; e −rx dx), and for every x, y ∈ R + it holds
where the last calculation can be found in [17, Section 2.3], δ j i = 1 when i = j and δ j i = 0 when i = j. This implies that U 2 (t, ·) converges weakly in L 2 (R + ; e −rx dx) as t ↑ ∞ to a Gaussian random vector whose distribution is µ o R + . Combining all estimates above we know for
converges weakly on L 2 (R + ; e −rx dx) as t ↑ ∞ to a Gaussian random vector whose distribution is µ o
By this and the dominated convergence theorem we obtain (4.17) holds for F ∈ F C b immediately. By approximations we can easily check that (4.17) holds for F ∈
Step (2) We first suppose the Poincaré inequality holds, i.e. for F ∈ D 
Here we have applied the property that |DF T (γ)(s)| ≤ 1 [0,T ] (s). Combining all the estimates above and putting F T into (4.19) we arrive at T 3 6 ≤ CT . Then letting T → ∞ we get C = +∞ and there is a contradiction. So (4.19) does not hold for any C > 0. The results for spectral gap follow from [52] . 
where β s denotes the anti-development of γ(·), whose law is an R n -valued Brownian motion under µ o R + . Thus N t := u(γ(t)) − u(o) is a bounded martingale, according to the martingale convergence theorem, there is a non-constant random variable N ∞ such that lim
which implies immediately
On the other hand, set F R T : 
where C, C 1 are constants independent of R and the second inequality follows from (4.20) . This by [42, Lemma I-2.12] implies that F T ∈ D(E o R + ) and
where the second equality follows from (4.20) . Combining (4.21), (4.22) with the closbility of (
Note that if M is a Cartan-Hadamard manifold with section curvature −c 1 ρ(o, x) 2 ≤ Sec x (X 1 , X 2 ) ≤ −c 2 ρ(o, x) −2 for some c 1 , c 2 > 0 and every x ∈ M, X 1 , X 2 ∈ T x M, then M is not a Louville manifold (where Sec x denotes the sectional Curvature tensor at x ∈ M). So we have the following result immediately.
The whole line
In this section, we will study the functional inequality and ergodic property for the Dirichlet form (E ν R , D(E ν R )) constructed in Section 3, where ν(dx) = ν(x)dx is a probability measure on M which is absolutely continuous with respect to volume (Lebesgue) measure on M. The case for (E o R , D(E o R )) is similar and we omit the details here. HereM t (γ) denotes the solution to (4.9) with γ ∈ E R + (M). where∂ j f (γ) denotes the same item as that in (3.6).
Proof. For simplicity, we only prove (4.23) for F = f T 0 g(s, γ(s))ds for some f ∈ C 1 b (R) and g ∈ C 0,1 b ([0, ∞) × M). Other cases could be tackled similarly (by decomposing into γ = (γ,γ)).
For each k ∈ N + , let F k (γ) := f k i=1 T k g t i , γ(t i ) with t i = iT k , 1 ≤ i ≤ k. Then applying [33, Lemma 3.3] we obtain that
T k g t i , γ(t i ) . Based on such expression it is easy to verify that (1) Suppose that Ric ≥ K for K > 0 and the following log-Sobolev inequality holds for ν (on M)
Then the log-Sobolev inequality holds
(2) Suppose M is compact and the following Poincaré inequality holds 3) . Then the following Poincaré inequality holds, Then we have for every F ∈ F C c with form (3.3), Here in the second step we applied (4.1) to F (·,γ) (withγ fixed) withDF (γ,γ) denoting the L 2 gradient with respect to the variableγ ∈ E R + (M); in the third step we applied (4.1) to G(γ) withDG(γ) denoting L 2 gradient with respect to the variablē γ ∈ E R + (M) and the property E o R + (M ) G 2 (γ)µ x R + (dγ) = g 2 (x) ; in the last step we applied (4.24) to g(x) and the property M g 2 (x)ν(dx) = µ ν R (F 2 ). At the same time, it holds D F (γ,γ) for all s ∈ R. Finally, combining all estimates above into (4.29) yields (4.25).
Step (2) Similar as (4.29) (and apply (4.4)) we obtain
where
Still by the same arguments in
Step (1) Then combining all above estimates into (4.31) yields (4.28).
When M = R n , the Markov process constructed in Section 3 corresponds to the solutions to the stochastic heat equations. The most interesting case is that ν is given by Lebesgue measure, which is related the the stochastic heat equations without any boundary condition. In this case the reference measure has infinite mass. So we do not investigate the long time behavior here.
Following the same procedure in Theorem 4.6 we can still get the following result. So we omit the proof here.
Theorem 4.11. If M is not a Liouville manifold and ν is a probability measure, then (E ν R , D(E ν R )) is reducible. Hence µ ν R is not ergodic for the Markov process associated with (E ν R , D(E ν R )).
