Abstract-The purpose of this work was to evaluate the performance of the microPET R4 system for rodents according to the NU 4-2008 standards of the National Electrical Manufacturers Association (NEMA) for small-animal positron emission tomography (PET) systems and to compare it against its previous evaluation according the adapted clinical NEMA NU 2-2001. The performance parameters evaluated here were spatial resolution, sensitivity, scatter fraction, counting rates for rat-and mouse-sized phantoms, and image quality. Spatial resolution and sensitivity were measured with a Na point source, while scatter fraction and count rate performance were determined using a mouse and rat phantoms with an F line source. The image quality of the system was assessed using the NEMA image quality phantom. Assessment of attenuation correction was performed using -ray transmission and computed tomography (CT)-based attenuation correction methods. At the center of the field of view, a spatial resolution of 2.12 mm at full width at half maximum (FWHM) (radial), 2.66 mm FWHM (tangential), and 2.23 mm FWHM (axial) was measured. The absolute sensitivity was found to be 1.9% at the center of the scanner. Scatter fraction for mouse-sized phantoms was 8.5 %, and the peak count rate was 311 kcps at 153.5 MBq. The rat scatter fraction was 22%, and the peak count rate was 117 kcps at 123.24 MBq. Image uniformity showed better results with 2-D filtered back projection (FBP), while an overestimation of the recovery coefficients was observed when using 2-D and 3-D OSEM MAP reconstruction algorithm. All measurements were made for an energy window of 350-650 keV and a coincidence window of 6 ns. Histogramming and reconstruction parameters were used according to the manufacturer's recommendations. The microPET R4 scanner was fully characterized according to the 
I. INTRODUCTION
O VER the last two decades, positron emission tomography (PET) has been used to measure concentrations of positron emitter ligands for diagnostic purposes, to evaluate therapeutic agents, and to provide insight into disease biology. Applied to laboratory animals, this technique permits the use of experimental approaches that are impracticable for humans and constitutes a powerful tool for translational research. Small-animal PET applications range from investigations of receptor-ligand interactions, metabolism, gene expression, cell therapy, development of new drugs [1] , and cell proliferation and migration [2] . With the use of these dedicated systems, molecular biology and in vivo imaging were intersected so as to establish molecular imaging [3] . The visualization and followup of all molecular processes in living organisms has opened up huge potential in the fields of oncology and neurological and cardiovascular diseases [4] .
As new probes are being developed, technical aspects are becoming more relevant depending on the specific application. Due to the significant difference in size compared to humans, small-animal PET systems face the challenge of achieving suitable sensitivity and spatial resolution without any increased cost. PET detector technology has thus pushed the limits to detect and accurately quantify nanomolar or picomolar concentrations of molecular probes. Since the first generation of animal scanners [5] , [6] , many other systems have been developed and made commercially available [7] - [11] . This made preclinical PET systems popular for a large number of animal imaging studies thanks to cost-efficient detectors and electronics.
The last few years, many efforts have been devoted to improve system performance by enhancing organ uptake quantification and providing images with quality equivalent to those of humans. The knowledge of the physical characteristics of each system, expressed in terms of spatial resolution, sensitivity, scatter fraction and count rate performance, image quality, and accuracy of corrections, is the key point when making decisions about the most appropriate scanner to be used for particular experiments.
Scanners differ in design and characteristics, and as a consequence, a standardization of acquisition protocols and reconstruction methods is needed to compare their performances. Thus, to optimize the capabilities of small-animal PET scanners, their performance has to be evaluated according to a standardized methodology. Until recently, the clinical standards of the National Electrical Manufacturers Association (NEMA), such as NEMA NU 2-1994 [12] or NEMA NU 2-2001 [13] , were adapted for small-animal PET scanners. For example, the microPET P4 [10] and the quad-HIDAC [14] were characterized according to human clinical NEMA standards, but their performance using nonstandardized phantoms and experimental procedures may lead to variations on the results provided.
The NEMA published its NEMA NU 4-2008 standards, which provide a full protocol for the performance evaluation of small-animal PET scanners [15] . So far, not many scanners have been evaluated according to these standards apart from the Inveon preclinical tomograph [16] , the FLEX Triumph X-PET scanner [17] , the Mini PET II small-animal scanner [18] , the microPET Focus 120 scanner [19] , and the coplanar multimodality scanner for rodent imaging [20] .
The microPET R4 system (Concorde Microsystems, Inc.) is a dedicated system for imaging mice and rats. It has been one of the first commercially available small-animal PET scanners with an axial field of view (FOV), which provides whole-body scans of rodents that permit longitudinal studies. Its performance has previously been evaluated by Knoess et al. [21] according to the NEMA NU 2-2001 for clinical PET scanners.
In this paper, we report the performance evaluation of the microPET R4 scanner using the recently published NEMA NU-4 standards for small-animal PET systems. The scope of NEMA NU 4-2008 is to provide a standardized methodology for the evaluation of the performance of small-animal PET systems that did not exist up to now, and evaluations were done adopting clinical PET standards. Therefore, one of our primary goals was to assess any significant differences between the results obtained with NEMA NU 2-2001 and NEMA NU 4-2008 that would justify any possible reevaluation of small-animal PET systems.
II. MATERIALS AND METHODS

A. System Description
The microPET R4 scanner is a dedicated PET system for imaging rodents. The scanner's detectors are made of Lu2 Ce2x(SiO4)O (LSO), which has high stopping power for 511-keV photons, a high light output, and a fast decay time of 40 ns [22] , [23] . A scintillation block of 19 19 10 mm is sawed to an 8 8 crystal array with 9-mm-depth cuts, leaving a 1-mm-thick layer of LSO at the bottom to hold the block. The crystal size is 2.1 2.1 10 mm with an axial and transaxial pitch of 2.423 and 2.423 mm, respectively, and the cuts are filled with a reflective material after polishing [24] . Each block is coupled to a position-sensitive photomultiplier (PS-PMT, Hamamatsu R5900-C8) via a 10-cm fiber optic bundle. Four blocks of detector comprise one axial detector module, providing 32 detector rings in total. The scanner's diameter is 148 mm, the axial length is 78 mm, and the effective FOV is restricted to 100 mm transaxially. A coincidence timing window of 6 ns and a 350-650-keV energy window were used for all the measurements. The average energy resolution of the system is 23% [21] .
The reconstruction of the images took place using the microPET's reconstruction software; MicroPET product Release ver. The performance characteristics of the system that were evaluated here, following the NEMA NU-4 2008 standards, were the spatial resolution, sensitivity, scatter fraction, counting rates and image quality. A brief description of the experiments is provided for each parameter.
B. Spatial Resolution
The spatial resolution of the system is the ability to distinguish between two points after image reconstruction. This is typically measured by the width of the reconstructed point spread function (PSF) of a point source, and the degree of spreading (blurring) of the point object is a measure for the quality of the imaging system. For these measurements, a 1-mm Na point source of 4.48 Ci (166 kBq) was placed at various radial distances (5, 10, 15, and 25 mm) from the axial center of the FOV and at 1/4 of the axial FOV. Data were acquired for 60 s in order to collect at least 100 000 prompt counts. List-mode data of each location were histogrammed into 3-D sinograms that were rebinned into 2-D sinograms using Fourier rebinning with a span of 3 and a ring difference of 31, which is the maximum ring difference (MRD) of the microPET R4 scanner. The spatial resolution was determined by forming one-dimensional response functions through the peak of the image volume in three orthogonal directions. The image pixel size was made one fifth of the expected full width at half maximum (FWHM) in the transverse dimensions.
The volumetric resolution of the system was also calculated here by the product of the three components of the spatial resolution-i.e., radial, tangential, and axial resolution. Although NEMA standards do not include this calculation, we consider it a means to indicate the element with the smallest volume that can be resolved accurately with the device.
C. Scatter Fraction, Count Losses, and Random Coincidence Measurements
The purpose here was to measure the relative system sensitivity to scattered radiation and the effects of dead time and random events at various levels of activity. We used two cylindrical high-density polyethylene phantoms representing rodents: mice and rats. The mouse-sized phantom was mm in diameter and mm long. A cylindrical hole of 3.2 mm was drilled parallel to the center axis, at a radial distance of 10 mm. The rat-sized phantom was mm in diameter and mm long, with a cylindrical hole drilled at a radial distance of 17.5 mm. Line sources were 10 mm shorter than the cylindrical phantoms. Both phantoms were centered in the axial and transaxial direction of the scanner. The initial activity for the mouse-sized and rat-sized phantom was 8.5 mCi (314.5 MBq) and 6.5 mCi (240.5 MBq) of [ F]-FDG, respectively. Since the microPET R4 system presents intrinsic radioactivity ( Lu), a measurement of the intrinsic true count rate was also made without any activity in the test phantom line source. The duration of each frame was 1600 s with a total acquisition time of 43200 s. The total event rate, true event rate, random coincidences, scatter coincidences, and noise equivalent count (NEC) rate were calculated as a function of the phantom activity. Furthermore, the scatter fraction of the system was calculated by the last frames due to the low activity concentration in the FOV, with count-loss rates and random-event rates below 1.0% of the true event rate. No corrections of scatter, random, dead time, or attenuation were performed. Single-slice rebinning (SSRB) was performed in 3-D sinograms to obtain 2-D data sets.
D. Sensitivity
The ability of the scanner to detect positron annihilation -rays was measured as a fraction of the coincidence photon pairs emitted from the source and detected by the equipment. This is an important parameter that needs to be evaluated for each system especially when using dynamic imaging with frames of short duration or tracers that can only be injected in extremely low amounts, such as [ C]-Carfentanil [25] .
We used the same Na point source as in the case of spatial resolution. The source was placed in the center of the FOV axially and transaxially. Acquisitions were performed for 60 s at each position while the source was stepped axially to either end of the scanner's FOV so as to collect 10 000 true events. The step size was identical to the thickness of the sinogram slice: 1.21 mm. Background true event rates were also determined by acquiring a dataset with no source in the FOV for 60 s. SSRB was used to assign counts in oblique lines of responses (LORs) to the image slice where the LOR crosses the scanner axis, so that each slice is represented by one sinogram. For each row of the sinogram, the highest value was located, and all pixels greater than 1 cm from this peak value were set to zero. Sensitivity for each slice was calculated by dividing the total counts of each slice by the total activity of the source, correcting for the branching ratio of Na.
E. Image Quality
The purpose of this measurement was to produce images simulating those obtained in a total body imaging study of a small rodent with hot lesions and with uniform hot and cold areas. Three different measurements are computed to describe different quality aspects of reconstructed images: 1) uniformity, as a measure of statistical noise in both hot and cold regions; 2) the recovery coefficient, which reflects quantitative accuracy and is known to be highly influenced by spatial resolution in small objects; and 3) spillover ratio as another indication of the spatial resolution achieved for the images.
A NEMA phantom was specifically designed to perform these measurements. This consists of three main parts made of polymethylmethacrylate with internal dimensions of 50 mm in length and 30 mm in diameter. The main phantom body was composed of a fillable cylindrical chamber with 30 mm diameter and 30 mm length. The remaining 20 mm of the length of the phantom body was solid, with five fillable rods with a diameter of 1, 2, 3, 4, and 5 mm each. A lid attached to the large uniform end region of the phantom supported the two cold region chambers. One of these chambers was filled with nonradioactive water, and the other was left with air inside. Both these chambers were composed of hollow cylinders of 15 mm in length, 8 mm in internal diameter, 10 mm in outer diameter, and 1 mm wall thickness. The whole phantom was filled with 114 Ci (4.22 MBq) of F-FDG for a 20-min acquisition scan. The phantom was placed on the tomograph bed in such a way that the axis of its main cylindrical compartment was aligned with the axis of the tomography FOV.
We evaluated two methods to correct attenuation of the data: a radionuclide-based transmission scan and an X-ray computed tomography (CT)-based transmission scan. NEMA standards do not specify a radionuclide-based transmission scan, but in the case of the microPET R4, this is the method provided by the manufacturer. A Ge line source was used through a transmission scan so as to measure the attenuation along all the LORs. We also performed a reference scan, called a blank scan, before the transmission scan to ensure that the ratio of the blank counts to the transmission counts yielded a correction factor for each emission LOR. Images were reconstructed to pixel sizes of 0.84 mm (radially and transaxially) using 2-D filtered back projection (FBP) with no axial filter, with four iterations and 16 subsets, and finally 3-D OSEM with 12 subsets, two iterations, and 18 MAP iterations. All reconstruction parameters were left to their default values, which are the ones recommended by the scanner's manufacturer.
The CT scan was obtained by using the Discovery ST PET/CT (GE) system with a tube voltage of 120 kV and 100 mA. Images were reconstructed with a voxel size of 0.1875 0.1875 0.625 mm providing an image volume of 512 512 153 mm . The CT image was down-sampled to the microPET image bin size using the software provided with the microPET R4 scanner. The same software was used to convert CT Hounsfield numbers to linear attenuation coefficients at 511 keV. Different regions representing different tissues were segmented and then assigned with the appropriate -value. An attenuation sinogram was subsequently created using the attenuation wizard of the microPET R4 and a rescale of the -map image to the actual -values and segmentation by thresholding of the -values took place. The next step was to perform Fourier rebinning for the same span and ring difference as the microPET images.
The data evaluated here after the reconstruction of the image were the image uniformity, recovery coefficient values, and accuracy of corrections. Uniformity was calculated by applying a volume of interest (VOI) of 22.5 mm in diameter by 10 mm in length over the center of the uniform region of the image quality phantom. The mean value of this uniform region indicates the true isotope concentration. Recovery coefficients (RCs) were calculated on the image slices covering the central 10-mm length of the rods, which were averaged to obtain a single slice of lower noise. Circular regions of interest (ROIs) were drawn on this image around each rod with diameters twice the rods' physical diameter. The maximum values in each of these ROIs were recorded and used to create line profiles along the axial direction the rods. The isotope concentration was measured from the mean pixel value along each of the profiles in the axial direction. The standard deviation was calculated as % Attenuation correction was evaluated by defining VOIs of 4 mm in diameter and 7.5 mm in length in the water-and airfilled cylindrical inserts of the image-quality phantom. The ratio of the mean in each cold region to the mean of the hot uniform area was reported as the spillover ratio (SOR). The standard deviation was calculated in the same way as that of the RCs.
III. RESULTS
Spatial Resolution:
At the center of the FOV, the radial, tangential, and axial resolutions in terms of FWHM (mm) were 2.12, 2.66, and 2.23 mm, respectively. Fig. 1 shows the results obtained according to the NEMA NU 4-2008 standards for the spatial resolution of the microPET R4 system in terms of FWHM [ Fig. 1(a) ] and full width at tenth maximum (FWTM) [ Fig. 1(b) ]. Fig. 2 represents the volumetric resolution of the system.
Scatter Fraction, Count Losses, and Random Coincidence Measurements: Fig. 3 shows the counting rate performance of the microPET R4 scanner. The scatter fraction was 8.5% for the mouse-sized phantom, while the peak count rate was 311 kcps at 153.5 MBq [ Fig. 3(a) ]. In the case of the rat-sized phantom, the scatter fraction was 22% and the peak count rate was 117 kcps at 123.24 MBq [ Fig. 3(b) ].
Sensitivity: The absolute system sensitivity at the center of the FOV was measured to be 1.9% (16.66 cps/kBq) for sinograms encompassing the central 7 cm (mouse-sized phantom) and 15 cm (rat-sized phantom). The axial FOV of the microPET R4 is 7.8 cm, and therefore sinograms of the rat-sized phantom encompassed the same axial length as the sinogram of the mouse-sized phantom. Fig. 4 displays the axial absolute sensitivity profile along the -axis of the microPET R4 scanner.
Image Quality: The reconstruction of the NEMA image-quality phantom (Fig. 5) took place using the three reconstruction algorithms provided with the microPET R4 scanner. The pixel size was 0.84 mm (radial and axial), and in 2-D FBP no axial filter was used. Table I summarizes the uniformity results without attenuation correction and with transmission and CT attenuation correction.
The recovery coefficients in function of the rod diameters are represented in Fig. 6 .
The spillover ratios measured in the air-and water-filled cylindrical inserts of the NEMA image quality phantom are indicated in Table II for data without correction of attenuation and with transmission-based and CT attenuation correction. The ratio of the reconstructed count density to the true count density of the ROI and the standard deviation (%STD) was estimated from the water-and air-filled compartments of the image-quality phantom. The results shown represent the spillover ratio and the %STD without correction of attenuation, with 68 Ge transmission-based attenuation correction (TX-AC) and with CT attenuation correction (CT-AC).
IV. DISCUSSION
The performance evaluation of the microPET R4 scanner in function of spatial resolution, sensitivity, scatter fraction, count rate performance and image quality according to the NEMA NU 4-2008 standards for small-animal PET systems has been studied.
The system's spatial resolution in the tangential direction was constant until 10 mm radial distance, but then it deteriorates when moving away from the CFOV. This finding can be attributed to the parallax error, which causes degradation of the radial resolution at radial offsets. This well-known geometric error, also referred to as depth of interaction (DOI), derives from the determination of the exact position at which the photon hits the crystal, so crystal penetration is more likely to occur for photons with an increasing incident angle [26] . The axial resolution also deteriorated at the end of the FOV ranging from 2.55 mm FWHM at 5 mm radial distance to 3.23 mm FWHM at 25 mm radial distance. Due to the fact that the maximum ring difference of the microPET R4 scanner was used to histogram the 3-D sinograms to 2-D sinograms and then FBP reconstruction algorithm was used may explain these results [27] . The system's volumetric resolution was found to be 11.55 mm at the CFOV and 15.08 mm at 5 mm radial distance. Our results of spatial resolution do not significantly depart from those obtained by Knoess et al. [21] .
Generally, the spatial resolution of a PET system is measured with a point source placed at various distances across the whole FOV. The reproduction of the spatial details in the image is expressed through the PSF, and after reconstruction, profiles are fitted through the reconstructed image normally with a Gaussian spread function fitted to the PSF. Then, the width at half of the maximum value of the PSF and at tenth of the maximum value of the PSF is measured. It has to be highlighted that the spatial resolution depends on the shape and the material of the source, the isotope used, and the reconstruction method followed. Several reconstruction methods are available for PET ranging from simple 2-D and 3-D FBP to iterative methods such as ML-EM. Rebinning methods are also used referring either to the axial rebinning of the data (SSRB) or multislice rebinning or Fourier rebinning (FORE) [28] .
According to the NEMA NU 4-2008 standards, the proposed methodology for the evaluation of the spatial resolution should be done by 2-D or 3-D FBP reconstruction with no smoothing TABLE II  SOR AND %SDT FOR ALL RECONSTRUCTION ALGORITHMS FROM THE MICROPET R4 SCANNER WITHOUT CORRECTIONS AND WITH TRANSMISSION  AND CT ATTENUATION CORRECTION applied. In this aspect, it should be considered that one of the major limitations of FBP is the statistical noise, so a smoothing filter should be applied prior to reconstruction in order to control it. On the other hand, in case of applying a smoothing filter resolution degrades [29] . This did not take place during the processing of the spatial resolution measurements, and therefore the effect of noise in FWHM and FWTM may explain to some extent the variability in our measurements. Furthermore, NEMA NU 4-2008 standards indicate that the FWHM should span at least five pixels; some scanners are unable to fulfill this requirement and therefore cannot follow the same pattern for the performance evaluation [30] . The sensitivity of the system was measured to be 1.9% at the center of the scanner's FOV using an energy window of 350-650 keV. This was calculated using the rate of emitted prompt gamma rays, meaning the true, scatter, and random coincidences, coming from the Na point source to the detectors. The axial sensitivity profile drops linearly from the center to the edges of the FOV. The presence of the intrinsic radioactivity of LSO ( Lu) affects the system's ability to detect low activities in the FOV. In the microPET R4 scanner, the activity of Lu in the 271 cm of LSO is approximately 75 kBq [31] , but the fact that an energy window of 350-650 keV was used significantly reduced the amount of the intrinsic count rate and its contribution to the statistical noise.
Knoess et al. [21] followed a totally different methodology to evaluate the sensitivity of the microPET R4 scanner. They used a Ge line source and aluminum sleeves with different diameters and wall thicknesses to create a shielding around the source for various energy windows. Sensitivity was calculated by plotting the true count rate against the total shielding thickness and by extrapolating to the equivalent unshielded line source, with no attenuation to the true count rate. System sensitivity for an energy window of 350-650 keV was found to be 12.24 cps/kBq (1.37%). They also performed an additional measurement using a Na point source centered in the transaxial direction of the FOV. The radial direction was scanned from 0 to 50 mm offset in steps of 5 mm, yielding a sensitivity of 24.48 cps/kBq (2.7%) for an energy window of 350-650 keV [21] .
The counting rate was plotted as a function of the average activity concentration for the mouse-and rat-sized phantoms.
Its maximum corresponds to the relationship between real and noise events. After reaching its maximum, it slowly decreases as the proportion of random coincidences increases due to dead time effects. The peak NEC rate was found to be 311 kcps at 153.5 MBq for the mouse-sized phantom and 117 kcps at 123.24 MBq for the rat-sized phantom. The NECR for the mouse-sized phantom was found to be higher than the NECR for the rat-sized phantom because there is less photon attenuation forcing more photons getting out of the imaging subject. According to Knoess et al. [21] , the maximal NEC ratio for the mouse phantom was 168 kcps at 91 MBq, and for the rat phantom it was 89 kcps at 81 MBq for an energy window of 350-750 keV.
During the evaluation of the scatter fraction and count rate performance according to the NEMA NU 2-2001 [21] , bigger phantoms were used as well as different energy windows [32] . For example, according to Knoess et al. . [21] , scatter fraction values were 18% (mouse-sized phantom) and 28% (rat-sized phantom) for an energy window of 350-750 keV, whereas in this work they were reduced to 8.5% and 22%, respectively, for an energy window of 350-650 keV. Since the ratio of rays falling into the range of 650-750 keV is expected to be very low, these differences in the results can be safely attributed to the different phantom sizes used in the experiments.
The image quality results provide estimation for a standardized imaging situation in small-animal PET systems. All images were reconstructed using the three reconstruction algorithms provided by the microPET R4 scanner. Correction of attenuation was performed in order to assess the impact of corrections in the measurements, especially when cold regions are used where scatter radiation is increased. However, the impact of photon attenuation in small-animal imaging is not so much of importance since the size of the animals is much lower than in the human case.
In the case of uniformity, the %STD indicated better results when using FBP reconstruction algorithm than the two iterative methods. This may be surprising, but it concurs with Bahri et al. [33] , who found that the mean activity was within 99% of the expected value for FORE reconstruction methods.
However, an overestimation of the recovery coefficient in large rods of 5 mm in diameter was obtained with 2-D and 3-D OSEM MAP reconstruction methods. This behavior might bias image quantification. It should be noted that since the spatial resolution of the system was over 2 mm, the maximum cylinder diameter made it impossible to fully recover the total activity inside. The expected RC for a cylinder with a diameter 2.37 times the FWHM of the system is of about 0.95 [34] .
The spillover ratio decreased with the use of 2-D OSEM reconstruction algorithm. This can be attributed to an improvement in spatial resolution with iterative methods as compared to FBP. SOR values for the air compartment of the phantom were close to zero with or without attenuation correction.
When using the Ge-based transmission attenuation correction method, there was no significant change in the SOR values apart from a slight decrease in the phantom's water compartment. The CT-based attenuation correction method used in this study provided lower statistical noise and higher-resolution images in comparison to the TX-AC method. A significant decrease in the SOR values of the water compartment was observed, while in the air compartment values remained close to zero. No scatter correction method was applied in this study.
The evaluation of the image quality after reconstruction of the images was first introduced in NEMA NU 4-2008 standards from small-animal PET systems, so no previous results exist so as to be compared to the ones obtained here.
It is worth mentioning that NEMA standards try to provide a standardized methodology for evaluating the performance of small-animal PET systems and that these measurements are not absolute. They can be used for comparing different systems since the methodology provided is fairly easy to perform, although there are some ambiguities in some sections of the NEMA NU 4-2008 standards. For example, it should be made clearer when calculating the sensitivity of a system as to which counts can be used when a system provides prompts and histogrammed coincidences as in the case of the microPET R4 scanner. Also, the quality of the reconstructed image depends on the size of the object and the contrasts used. The size of the NEMA NU 4-2008 image-quality phantom is more representative of a mouse's body and a rat's head; therefore, the results obtained under these specifications must take into account the above statement.
Furthermore, NEMA NU 4-2008 standards are not so appropriate for evaluating the performance of scanners that do not employ conventional cylindrical geometry, so modifications are required in order to provide meaningful results as in the case of the PETbox scanner [35] .
V. CONCLUSION
This study evaluated the performance of the microPET R4 system according to the new NEMA NU 4-2008 standards for small-animal PET systems and compared it to its previous evaluation according to [21] . Our findings highlight the importance of using specific performance evaluation tests for small-animal imaging as some of the performance indicators calculated herein in accordance with the new standards diverge notably from published results using older ones.
To summarize our findings regarding reconstruction algorithms, FBP provided the best uniformity, at the expense of a mild underestimation of absolute activity concentration and the worst spatial resolution. 2-D OSEM yielded the best quantification accuracy and slightly worse uniformity than FBP. Finally, 3-D OSEM resulted in an important positive bias in quantitative measurements and the worst uniformity of the three evaluated methods, although it provided the best results in terms of spatial resolution. Here, when values are compared to previously results, variations can be noticed which could be attributed to the fact that different phantoms and energy windows were used.
