The problem of estimating quantile vector θ = (θ1, θ2) of two normal populations, under the assumption that the means (µis) are equal has been considered. Here θi = µ + ησi, i = 1, 2, denotes the p th quantile of the i th population, where η = Φ −1 (p), 0 < p < 1, and Φ denotes the c.d.f. of a standard normal random variable. The loss function is taken as sum of the quadratic losses. First, a general result has been proved which helps in constructing some improved estimators for the quantile vector θ . Further, classes of equivariant estimators have been proposed and sucient conditions for improving estimators in these classes are derived. In the process, two complete class results have been proved. A numerical comparison of these estimators are done and recommendations have been made for the use of these estimators. Finally, we conclude our results with some practical examples.
Introduction
Let X = (X1, X2, . . . , Xm) and Y = (Y1, Y2, . . . , Yn) be independent random samples drawn from two normal populations N (µ, σ 2 1 ) and N (µ, σ 2 2 ) respectively. Here the common mean µ, and the variances σ 2 1 , σ 2 2 are unknown. The p th quantile of the rst and second populations are θ1 = µ + ησ1 and θ2 = µ + ησ2 respectively where η = Φ −1 (p); 0 < p < 1. Here Φ(.) denotes the cumulative distribution function of a standard normal random variable. The problem is to estimate the quantile vector θ = (θ1, θ2) with respect to the sum of the quadratic losses given by,
where d = (d1, d2) is an estimator of θ = (θ1, θ2).
The problem of estimation of quantiles has attracted several researchers in the recent past due to its real life applications. For example, quantiles of exponential populations are widely used in the study of reliability, life testing, survival analysis and some related areas. We refer to Keating and Tripathi [7] and Saleh [16] for some applications of exponential quantiles.
We note that, in the literature most of the results on quantile estimation are for a single parameter, θ = µ + ησ, whereas the current work is for simultaneous estimation of a vector θ = (θ1, θ2) of two quantiles. Probably, Zidek [21] was the rst to consider the estimation of quantile of normal population with respect to a quadratic loss function. Zidek [21, 22] proved that the best ane equivariant estimator of the quantile θ = µ+ησ is inadmissible if |η| is chosen very large. Rukhin [14] derived a class of minimax estimators for quantile θ, each of which improves upon the best equivariant estimator. For some decision theoretic results on estimation of quantiles of an exponential population one may refer to Rukhin [15] and the references therein.
Some study also has been done in estimating the quantile θ1, when two or more populations are available from normal populations. Kumar and Tripathy [9] considered the estimation of θ1 = µ + ησ1 under a quadratic loss function using a decision theoretic approach. Exploiting the information available for the common mean, they could obtain improved estimators for quantiles θ1. They also derived some inadmissibility conditions for estimators belonging to equivariant classes. A similar type of results have been obtained by Sharma and Kumar [17] in the case of exponential populations while estimating the quantile θ1 of the rst population.
The problem under consideration has its importance in the sense that it uses the information available for estimating a common mean. The problem of estimating the common mean of normal populations is an age old problem and has its origin in the study of recovery of inter-block information in balance incomplete block designs. In the literature, this problem is also referred as Meta-Analysis, where samples (data) from multiple sources are combined with a common objective. One may refer to Vazquez et al. [20] for application of Meta-Analysis in clinical trials. For a detailed review on inference on common mean of two or more normal populations one may refer to Moore and Krishnamoorthy [11] , Lin and Lee [10] , Chang and Pal [5] , Tripathy and Kumar [18] and the references therein.
It should be noted that, the underlying model has been considered previously by Kumar and Tripathy [9] , and estimated the rst component θ1. We in this paper, consider the simultaneous estimation of quantiles, that is, the vector θ = (θ1, θ2), which is important from theoretical as well as application point of view. For some results on simultaneous estimation of location and scale parameters with application we refer to Bai and Durairajan [2] , Alexander and Chandrasekar [1] and Tsukuma [19] . The rest of our work is organized as follows. In Section 2, we derive a basic result which helps in constructing improved estimators for quantile vector θ . In Section 3, we derive ane and location equivariant estimators. Sucient conditions for improving estimators in the class have been obtained. In the process, two complete class results proved. An extensive simulation study has been done in order to numerically compare the relative risk performances of various proposed estimators in Section 4. We conclude with some practical examples in Section 5.
A General Result and Some Improved Estimators
In this section we discuss the model and prove a general result which will be handy in constructing some good estimators for the quantile vector θ = (θ1, θ2).
Suppose X = (X1, X2, . . . , Xm) and Y = (Y1, Y2, . . . , Yn) be independent random samples taken from two normal populations N (µ, σ are unknown. Our aim is to estimate the vector θ = (θ1, θ2), where θi = µ+ησi, (η = 0 and i = 1, 2) with respect to the loss function (1.1). Obviously, θi is the p th quantile of the i th population that is,
is the cumulative distributive function of a standard normal random variable. A minimal sucient statistic for this problem is (X,Ȳ , S
It is well known that the maximum likelihood estimator (MLE) for µ, is not obtainable in a closed form (see Pal et al. [12] ). Also the minimal sucient statistics for this problem are not complete, hence the usual approaches to nd uniformly minimum variance unbiased estimator (UMVUE) for individual quantile do not work as ancillary statistics may carry relevant information for the parameter of interest. Therefore, it is not known if a UMVUE exists or not, and it is dicult to nd even if one exists. Further, it is known that when we have only one population (say X ) the best ane equivariant estimator for estimating quantile θ1 = µ + ησ1 is minimax (see Kiefer [8] ). When we have both the populations X and Y the problem of estimating the rst component θ1 has been considered by Kumar and Tripathy [9] . Following their arguments, a natural way to construct improved estimators for θ is to combine the improved estimators for the common mean and the improved estimators for the respective standard deviations. Hence we rst propose a basic estimator for θ as,
Let us dene
2.1. Theorem. If we estimate the quantiles θ by d = (X + cS1,X + cS2) with respect to the loss function (1.1), then the value of c for which the risk is minimum is found to be cm+n.
Let us denote d X = (X + cm+nS1,X + cm+nS2). Next, we give a general result which in parallel to Theorem 2.1 of Kumar and Tripathy [9] that valid for estimating only θ1.
2.2. Theorem. Suppose d M = (dM , dM ) be an estimator for µ = (µ, µ), and d S = (dS 1 , dS 2 ) be an estimator for σ = (σ1, σ2). Consider d Q = (dQ1, dQ2) = d M + ηd S as an estimator for θ . Further, assume that given dS 1 , and dS 2 , dM is conditionally unbiased for µ, that is
then,
Proof. The proof is similar to the arguments used in proving Theorem 2.1 of Kumar and Tripathy [9] , hence omitted.
2.3. Remark. It is easy to observe that, condition (2.3) will satisfy if we choose dM to be an unbiased estimator for µ and both dS 1 and dS 2 are independent of dM . For example we may take dM =X and dS 1 = S1, dS 2 = S2.
2.4. Remark. As a consequence of Theorem 2.2, to construct a good estimator for θ , it is sucient to have a good estimator for µ and/or a good estimator for σ1 or/and a good estimator for σ2.
2.5. Remark. Let dM = d φ , where d φ = φ(S1, S2)X + (1 − φ(S1, S2))Ȳ be any unbiased estimator for µ, and dS 1 = cS1/η, dS 2 = cS2/η (η = 0), it is easy to see that, the condition of Theorem 2.2 satises and we prove the following result. We note that, the minimizing choice of c is cm+n which is symmetric in both m and n. One may construct an estimator for the quantile θ usingȲ for the common mean. Let us denote d 
Here we denoteμGM = mX+nȲ m+n
, andμGD,μKS,μBC1, µBC2,μCS,μMK , are estimators for the common mean µ, as dened in Tripathy and Kumar [18] . Although the closed form of the MLE of µ is not available, one can obtain it numerically by solving a system of three equations in three unknowns. Let us denotê µML as the MLE of the common mean. Using this estimator for the common mean we propose an estimator for the quantile vector θ as,
All these estimators belong to the class d φ (cm+n) and will be compared numerically in Section 4.
BC2 , and d CS as dened above for estimating θ . The loss function be taken as the sum of the quadratic losses (1.1). 
Here b1, b2 and bmax(m, n) are as dened in Kumar and Tripathy [9] .
Proof. The proof of (i)-(v) can be done by using Theorem 2.6 and the arguments given in the proof of Theorem 2.4 in Kumar and Tripathy [9] . [18] , also does not improve uponX uniformly. As our numerical results shows (in Section 4), these two estimators perform quite well for moderate values of σ2/σ1 > 0 and also they are good competitor of each other.
Inadmissibility Results for Equivariant Estimators
In this section, we introduce the concept of invariance to the problem of simultaneous estimation of quantiles of two normal populations and derive classes of ane and location equivariant estimators. Further sucient conditions for improving estimators in these classes have been derived. Consequently some complete class results are also proved.
Consider the group GA = {g a,b :
, and θ → aθ + be , where e = (1, 1) and θ = (θ1, θ2), θi = µ + ησi, i = 1, 2. The problem considered is invariant if we choose the loss function as the sum of ane invariant loss functions (1.1). Based on the sucient statistics (X,Ȳ , S 2 1 , S 2 2 ) the form of an ane equivariant estimator for estimating the vector θ is obtained as,
Denote M1 = min(t1, 0), and M2 = max(t1, 0). Let us dene the following functions for any ane equivariant estimator d Ψ .
Next we prove the following inadmissibility result for ane equivariant estimators. 
Proof. To prove this theorem we use a result due to Brewster and Zidek [3] . Consider the conditional risk function of d Ψ given T = (T1, T2) :
The above risk function (3.5) is a sum of two convex functions in Ψ1 and Ψ2, which is a convex function. The minimizing choices of Ψ1(t ) and Ψ2(t ), are obtained respectively as,
Using the conditional expectations derived in Kumar and Tripathy [9] , the minimizing choices for Ψ1(t ) and Ψ2(t ) are simplied and are given by
and ρ = . In order to prove the theorem, we need to nd the inmum and supremum values of Ψ1(t , ρ) and Ψ2(t , ρ) with respect to ρ > 0, for all values of η and t . After analyzing the terms Ψ1(t , ρ) and Ψ2(t , ρ), for separate values of η, we have the following cases:
(ii) When η > 0, and t1 ∈ R, we have
Utilizing the expressions (3.8)-(3.10), for η = 0, η > 0 and η < 0, respectively, for an ane equivariant estimator d Ψ = (dΨ 1 , dΨ 2 ), we can easily dene the functions Ψ 0 , Ψ 1 ,
respectively. An application of orbit-by-orbit improvement technique for improving equivariant estimators of Brewster and Zidek [3] , proves the theorem. 3 .2. Remark. The above theorem is basically a complete class result. It tells that for an equivariant estimator of the form (3.1),
Here [a, b] c stands for complement of the interval [a, b] in R.
3.3. Remark. All the estimators discussed in Section 2 (except d M L whose closed form does not exist), belong to the class (3.1). But it has been seen that for none of these estimators, the choices of Ψ1 and Ψ2 satisfy the above conditions in Remark 3.2. So the estimators considered can not be improved by using Theorem 3.1, but they form a complete class. The result we write as a theorem below. Next, we consider a smaller group of transformations and hence a larger class of estimators for estimating the vector θ . Consider the group GL = {gc : gc(x) = c+x, c ∈ R} of location transformations. Under the transformation,X →X +c,Ȳ →Ȳ +c,
The estimation problem is invariant if we take the loss function as the sum of squared error losses (1.1), and the form of a location equivariant estimator for estimating the vector θ based on the sucient statistics (X,Ȳ , S (3.11) where U = (T, S Let us denote N1 = min(t, 0) and N2 = max(t, 0). For a location equivariant estimator d ψ , dene the functions ψ 0 , ψ 1 and ψ 2 as,
Next, we prove a theorem regarding inadmissibility of location equivariant estimators.
3.5. Theorem. Let d ψ be a location equivariant estimator of the quantile θ and the loss function be the sum of quadratic losses (1.1) or the sum of squared error. Let the functions ψ 0 , ψ 1 and ψ 2 be dened as in (3.12), (3.13) and (3.14) respectively.
Proof. The proof is similar to the arguments used in proving Theorem 3.1. The details of the proof is omitted. 3.6 . Remark. Similar to Theorem 3.1 above Theorem 3.5 is also a complete class result. It tells that for an estimator of the form (3.11),
3.7. Remark. All the estimators discussed in Section 2 (except d M L whose closed form does not exist), belong to the class (3.11). But it has also been seen that for none of these estimators the choices of ψ1 and ψ2 satisfy the above conditions in Remark 3.6. So the estimators considered can not be improved by using Theorem 3.5, but they form a complete class. This we write as a theorem. (ii) The class of estimators {d ψ : ψ1 < max(T, 0) and ψ2 < max(T, 0)} is complete for η < 0.
Numerical Comparisons
In the previous sections we have derived several estimators for the quantile vector
We have also shown that these well structured estimators, except d M L , belong to the class (3.1) and (3.11). It seems quite dicult to compare the risk values of all these estimators analytically. But for practical purposes, one needs the estimator to be used. Taking the advantages of computational resources, we in this section compare numerically the simulated risk values of all these estimators which may be handy for practical purposes. For evaluating the risk function, we use the loss function (1.1). For numerical comparison purpose, we have generated 20,000 random samples X of sizes m and 20,000 random samples Y of sizes n from normal populations with equal mean and dierent variances. It can be easily checked that all the risks values are functions of τ = Figure 1 and Figure 2 . In Figure 1 the sample sizes have been taken as equal, whereas in Figure 2 , the simulated risk values have been plotted for unequal sample sizes. In Figures 1, and  2 we label X, Y , GM , GD, KS, BC1, BC2, CS, M K, T K and M L for the estimators Tables 1-3 , we have presented the simulated values of the percentage of relative risk improvement of all the estimators with respect to d X , which are dened as
The following observations can be made from the Tables 1-3 (i) Figure 1 represents the risk values of all the estimators for the equal sample sizes and η = 1.960. In Figure 1 , (a)-(c) it represents the risk values for sample sizes small to moderate that is (6,6), (8, 8) (12, 12) , (20, 20) , (40, 40)
τ ↓ P R1 P R2 P R3 P R5 P R6 P R7 P R8 P R10 We note here that, in the literature most of the results on estimation of quantiles are for a single parameter θ = µ + ησ either using one or more populations. In this article, we consider the simultaneous estimation of the quantile vector θ = (θ 1 , θ 2 ) which is important from an application point of view. The loss function is taken as the sum of the quadratic loss functions. It should be noted that, Kumar and Tripathy [9] to a quadratic loss function. We have implemented the Brewster and Zidek [3] technique to the case of estimating a vector parameter, which is interesting. Further we have proposed some new estimators such as the d
, and d M L which was not considered by them. First, we derived sucient conditions for improving equivariant estimators and in the process some complete class results obtained. We have constructed some improved estimators using one of our result obtained in Section 2. However, the analytical comparison of these estimators is not possible. We have conducted a detailed simulation study to numerically compare these estimators which can be used in practice. Our conclusions regarding the use of the estimators are completely based on the simulation study as no analytical comparison is possible among all the estimators. It will be interesting to generalize the results to the case of k ≥ 3 normal populations, where proving inadmissibility of these estimators will be challenging. Below we present some examples where our model ts well and also compute the estimates for practical purposes. In the examples below we have taken the value of η = 1.960 for convenient.
5.1. Example. We consider the example discussed in Hines et al. [6] , (p. 290). Suppose a manufacturer of video display units produces two micro circuit designs design A and design B. He wants to test whether the two design produce same current ow. The summarized data for design A are given by m = 15,x = 24.2, It is also given that both the data follow normal distributions with a common mean. The experimental conditions ensures that the variances are unequal. This is a situation where our model will be very much useful. 
