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Abst rac t - -Wi th  the integral approach of global optimization, ew optimality conditions for global 
minimization are proposed and studied. Using m-mean value condition one can design algorithms 
for finding global minimizers. With v-variance condition, one can set the stopping criterion. © 2006 
Elsevier Ltd. All rights reserved. 
1. INTRODUCTION 
Let X be a topological space and f : X -+ R a real-valued function. Consider the following 
minimization problem: 
c* = inf f(x). (1) 
In general, minimizers of (1) may not exist. We will not examine particularly the existence 
problem of global minimizers here. Assume that 
(A) f is lower semicontinuous, X is inf-compact. 
Under (A) minimizers of (1) exist. Here inf-compactness means that there is a real number b > c* 
such that the level set 
Hb = (.; e X :  f(x) < b} 
is a nonempty compact set. 
The problem of minimizing a function has been investigated since the seventeenth century with 
the concepts of derivative and Lagrangian multiplier. The gradient-based approach to optimiza- 
tion is the mainstream of that research. However, the requirement of differentiability restricts 
its application to many practical problems. Moreover, it can only be utilized to characterize 
and find a local solution of a general optimization problem. In this work we will investigate a 
minimization problem with discontinuous objective function by the integral approach. We first 
recall basic concepts of robust sets, functions, and the integral approach to global minimization 
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in Section 2. In Section 3, we introduce the concept of m-mean value and then derive the m- 
mean value condition. We introduce v-variance and study the v-variance condition in Section 4. 
With these optimal ity conditions, an integral algorithm is proposed in Section 5. In Section 6 
numerical tests are given to i l lustrate the effectiveness of the algorithm. We conclude our study 
in Section 7. 
2. ROBUST SETS,  FUNCTIONS,  AND Q-MEASURE SPACE 
In this section we will summarize several concepts and properties of the integral global mini- 
mization of robust discontinuous functions, which will be utilized in the following sections. For 
more details, see [1-3]. 
2.1. Robust  Sets and Funct ions  
Letting X be a topological space, a subset D of X is said to be robust if 
cl D -- cl int D, (2) 
where cl D denotes the closure of the set D and int D denotes the interior of D. 
A robust set consists of robust points of the set. A point x E D is said to be a robust point 
of D, if for each neighborhood N(x) of x, N(x) A int D ¢ 0. A set D is robust if and only if each 
point of D is robust one. A point x E D is a robust point of D if and only if there exists a net 
{x~} C int D such that  x~ ~ x. 
The interior of a nonempty robust set is nonempty. A union of robust sets is robust. An 
intersection of two robust sets may be nonrobust, but the intersection of an open set and a 
robust set is robust. A set D is robust if and only if OD = 0 in tD,  where OD = c lD \ in tD  
denotes the boundary of the set D. 
A function f : X ~ R is said to be upper robust if the set 
Fc = {x: f(x) < c} (3) 
is robust for each real number c. A sum or a product of two upper robust functions may be 
nonupper obust, but the sum of an upper robust function and an upper semicontinuous (u.s.c., for 
the product case nonnegativity is required) function is upper robust. A function f is upper robust 
if and only if it is upper robust at each point; f is upper robust at a point x if x E -Pc implies x is 
a robust point of Ft.  A function f is upper robust if and only if it is upper approximatable: the 
set C of continuity of f is dense and for each point x E X, there is a sequence {xx} in subset C 
such that 
f(x) -- lim sup f(xx). 
A 
2.2. Q-Measure  Spaces  and Integrat ion 
In order to investigate a minimization problem with an integral approach, a special class of 
measure spaces, which are called Q-measure spaces, should be examined. 
Let X be a topological space, f~ a a-field of subsets of X, and tt a measure on ~t. A triple 
(X, ~, #) is called a Q-measure space iff 
1. each open set in X is measurable; 
2. the measure #(G) of a nonempty open set G in X is positive: it(G) > 0; 
3. the measure #(K)  of a compact set K in X is finite. 
The n-dimensional Lebesgue measure space (R n, ~t, #) is a Q-measure space; a nondegenerate 
Gaussian measure # on a separable Hilbert space H with Borel sets as measurable sets constitutes 
an infinite dimensional Q-measure space. A specific optimization problem is related to a specific 
Q-measure space which is suitable for consideration i this approach. 
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Once a measure space is given, we can define integration in a conventional way. 
Since the interior of a nonempty open set is nonempty, the Q-measure of a measurable set 
containing a nonempty robust set is always positive. This is an essential property we need in the 
integral approach of minimization. Hence, the following assumptions are usually required: 
(A) f is lower semicontinuous (1.s.c.) and X is inf-compact. 
(M) (X, ~,/~) is a Q-measure space. 
(R) f is a measurable upper robust function. 
3. INTEGRAL OPT IMAL ITY  
CONDIT IONS- -MEAN VALUE CONDIT ION 
We now proceed to define the concepts of generalized mean value of f over its level set. This 
concept is closely related to optimality conditions and algorithms for global minimization. 
Let m : R 1 --+ R 1 be a given continuous trictly increasing function. Suppose that Assump- 
tions (A), (M), and (R) hold, and c > c* = minx f(x). Note that, if f is a measurable upper 
robust function, so is re(f) since 
{x: m(f(x))  < c} : {x: f(~) < m-l(c)} 
is measurable and robust for all real numbers c. 
DEFINITION 3.1. Suppose c > c* = minx f(x). We define 
Ml(f ,  c) = 1 /H  #(H~) m(f(x)) d~ 
a 
(4) 
to be the m-mean value of the function f over its level set Hc -- {x : f(x) <_ c}. 
The following lemma shows that Definition 3.1 is well defined. 
LEMMA 3.1. I fc > C*, then #(He) > 0. 
PROOF. Let ~ = (c-c*)/2. The set He-n~2 is a nonempty robust set. There is a nonempty open 
set G C He-n~2. Therefore 
~(Hc) > ~(Ho_,/2) >_ ~(a) > 0. 
PROPOSITION 3.1. For c > c*, we have 
M~(f, ~) <_ re(c). 
PaOOF. By definition and strictly increasing property of function m(.),,m(f(x)) <_ re(c) and for 
x C He, we have 
Ml(f,c)-- 1 /H 1 /H m(c)d#= 1.m(c).#(Hc)=m(e). tt(Hc) re(f (x)) d# < ~ ~(Hc) 
c c 
PROPOSITION 3.2. Ifc2 >_ cl > c*, then 
M~(/,c2)>__M~(/,c~). 
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PROOF. Applying the above proposition and known properties of integration, we have 
M~(f, e:) - - -  
1/. 
r (H~2) re(f (x)) d r 
e2 
r (He2) m(f(x))  JHo2\Ho, 
e 1 
> r (H¢~) m(f(*))dr + r (H~)- r(Ho~)m(c, ) - - -  
> r (Hc~--~ re(/(*))dr + r (H~:)- r(H~,) 
- o, r (Ho~)  
= - ~H-~2 ~ m(f(x))  dr 
Cl  
r(Hc,)  m(f(x))dl~ = Ml(f ,  cl). 
e l  
1/. 
r (H~,) m(f (~))  dr 
Cl 
PROPOSITION 3.3. Suppose that {ck} is a decreasing sequence whose limit is c(> c*). Then 
M1 (I, c) = lim M1 (I, ck). (5) 
Ck~C 
PROOF. According to Proposition 3.2, the sequence {Ml(f ,  Ck)} is decreasing and Ml(f ,  ck) >_ 
Ml( f ,  c) for k = 1, 2 , . . . ,  so that the above limit exists. Moreover, 
1 fH m( f (x ) )d  r - -  O< r (gc~)  o~ 
< re(f (x)) d r - - -  
c k 
+ re(f (x)) d r 
°k  
1/. 
r(Hc) m(f(x))  dr 
c 
1 / ,  m( f (x ) )d  r 
1 /g dr r (g¢ ) o m(f(x))  
(1 1)/. 1/. + 
< m(f(x))  -}- m(f (x))  . 
- r(H.) 
The latter two terms will tend to zero as ck goes to c because of the continuity of the measure r 
and the absolute continuity of the integral of a bounded measurable function re(f). 
When e = c* - rain f(x),  the measure r(Hc) may equal zero. The following definition extends 
Definition 3.1. 
DEFINITION 3.2. Let c >_ c* and let {Ck} be a decreasing sequence whose limit is c. The m-mean 
value of f over its level set is defined as 
Ml( f ,e)  = lim Mx(f, ck) = lim 1 fH m( f (x ) )dr .  (6) 
The above limit is well defined and consistent when c > c* since (Ml( f ,  ek)} is a decreasing 
bounded sequence. The limit does not depend on the choice of the decreasing sequence. With 
these concepts we characterize the global optimality as follows. 
THEOREM 3.1. Under Assumptions (A), (M), and (R), a point x* is a global minimizer of f and 
c* = f(x*) is the global minimum value if and only if 
M1 (f,c*) = re(c*). (7) 
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PROOF. 
SUFFICIENCY. Suppose c* is not the global minimum value of f but ~ is. Then c* - ~ = 2~? > 0. 
According to the lemma, #(He+r) > 0 and/~(Hc*) > 0. We have 
1 /H m(f(x)) d# Ml(f,c*) = t z (He.-----) ¢. 
_ 1 ( /H  m( f (x ) )d~+/H m(f (x) )d~) 
# (He.) ~. \He+, ~+, 
re(c*) 
_< ~ ( ,  (He.) - , (He+r) )  +m(5+~)  • #(He+r)# (He*) 
= re(c* )  - 9 ,  
where 
f~ = #(Ha+u) . (re(c*) - ra(~ + 7)) > 0, (8) 
which is a contradiction. 
NECESSITY. Suppose c* is the global minimum value of f .  Then f > c* for all x. Thus, for 
c > c*, we have 
1/H 1 / 'H  m(C*)d~=m(c* ). (9) M,(f ,  c) - #(He-----) m(f(x)) d,  > ~(He---~ 
c c 
Now take a decreasing sequence {ck} such that limk~oo ck = c*. We have, from (5) and continuity 
of  m,  
lim Ml(f,  ck) >_ m(c*), 
Ck~C*  
i.e., Ml(f,c*) ~_ c*. But we always have Ml(f,c) _~ rn(c) for c > c* so that M~(f,c*) < m(c*). 
Therefore, 
Ml(f,c*) =c*. 
EXAMPLE 3.1. Letting m = x, we have the usual mean value condition. Letting m = X 2k+l, we 
have odd higher moment conditions (see [4,5]). 
4. INTEGRAL OPT IMAL ITY  
CONDIT ION- -VARIANCE CONDIT ION 
In this section, we introduce the concept of v-variance and prove the v-variance optimality 
condition. 
DEFINITION 4.1. A function v : R 1 ~ R 1 is called a v-function if the following conditions are 
satisfied: 
1. v(y) is continuous and strictly increasing for y >_ 0; 
2. v(y) is continuous and strictly decreasing for y < O; 
3. v(y) = 0 ff and only if y = O. 
DEFINITION 4.2. Suppose that c > c* = min f(x). We define 
Yl(f, c) = #(He) v(y(x) - c) d~ (10) 
c 
to be the v-variance of the function f over its level set He. 
By Lemma 3.1, the above definition of v-variance is well defined for c > c*. The definition can 
be extended to the case c > c* by a limit process. 
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PROPOSITION 4.1. Suppose that {ck} is a decreasing sequence whose limit is c > c*. Then 
Vl( f ,c)  = lim Vl(f ,  ck). (11) 
ak,~C 
PROOF. According to Lemma 3.1, we have #(H~) > 0 and #(Hc~) > 0. We now estimate the 
integrals, 
_ 1 JHf¢ v( f (x)  - c) d/~ .~H~A /.. "(f(~)-~)d~' tz(H~) 
< v( f (x )  -- ck) d# - - -  
Ck 
1 
fH v( f (x )  -- ck) dp-  - -  + ~ ~k 
1 f 
+ ~ ___J.~ v( f (x )  - ck) d l t -  - -  
= I1+/2+I3 .  
. fH d# i I v(f(x)-ck) < # (Hck) 
1 
I1 ~ (Hck) #(He) o~ 
since Iv(f(x) - ckl is bounded, say, by B1 and #(Hck) --* #(H~). 
1 /H d# p(Hc) v( f (x)  - ck) 
Ck 
1 /H d# tz(H~) o v(f(x) - ck) 
1 
#( H~) /rio v(f ( x) -- c) d# 
1 BI# (Hck) t'(H~) --* 0, 
/2 < ~1 /Hc~\Hc v ( f (x ) -ck )d#<_ #(H~k)-lz(H~)B1/z(Hc) --~0 
because of the continuity of the measure and 
h < ~ [v(f(x) - ok) - v ( f (x )  - c)[ d# --~ 0 
c 
because of uniform continuity of v and v( f (x )  - ck) ~ v( f (x )  - c) as ck ~ c. 
PROPOSITION 4.2. I f  c* = minx f (x) ,  then the following hmit exists: 
~m 1 f .  d f (~)  - ~k) d .  = 0. 
We have 
0_<- -  
PROOF. 
(12) 
1 L (Hck) v(Y(x) - ok) d~ 
k 
i / .  e. 
_ v(/(x) - ck)d. . (H . )  v ( / (x ) -  : )  
c k e k 1L 
+ - -  v ( f (x ) - - c* )  d#=h+/2 ,  
~ (H~) o~ 
where 1/. 
I1 <_ .(H~------~ Iv( f (z) -ek)-v( I (z) -c*) l  e~o 
ek  
by uniform continuity of v and v( f (x)  - ek) ~ v( f (x )  -- c) as ck --* c. Furthermore, f (x)  <_ ek 
on H~ so that f(x) - c* _< ck - c*, we then have v(f(x) - c*) _< V(Ck -- c*) --~ 0 by continuity 
and monotonicity of v (ck - c* _> 0). Hence, 
fH 1 fH v(ck_c.)d#__~O" /2 _< ~t t (g~k) o~ v( f (x )  -- c*) d# -< # (gck----~ ok 
We now extend the definition of v-variance by a limit process. 
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DEFINITION 4.3. 
follows: 
For c >_ c* = min f(x) we define the v-variance of f over the level set H~ as 
VI(I, c) = lim 1 fH v(/(x) - c) d r.  (13) 
The limits exist and axe independent of the choice of {ck}. Prom Proposition 4.2 the extended 
concept is consistent with Definition 4.2. 
THEOREM 4.1. A real value c* is the globM minimum value of f while H~. is the set of globM 
minimizers if and only if 
V1 (f, c*) = O, (14) 
for any v-function. 
PROOF. If c* is the global minimum value of f then Vl(f, c*) = 0 by Proposition 4.2. Suppose 
Vl(f,c*) = O, but e* is not the global minimum value and ~(< c*) is. Let 2r /= $ - c*. Thus, 
r(H~*) > 0. We will show ihat Vl(f,c*) > O. 
= 1 f z  v(f(x) - c*) dr 
c* 
#(He.) o.\H.+, r (H , . )  ,+,, 
1 /tt v ( f (x ) -c* )d  r > v(8+ r / - c* ) ,  r(H,.) - r(Ha+n) 
>- r(g¢.) o.\11~+, - r(H*) 
>0.  
This is a contradiction. 
EXAMPLE 4.1. Letting v = y2, we have the usual variance condition. Letting v = y2k, we have 
the even higher moment conditions. Letting v = [y[, we have an absolute variance. The advantage 
of the absolute variance is that it has the same magnitude of convergence as the mean value. 
5. AN INTEGRAL ALGORITHM 
An integral global minimization algorithm for finding the global minimum value and the set of 
global minimizers of an upper robust function is proposed as follows. 
STEP 1'. Take co > c* and e > 0; k := 0. 
STEP 2. Ck+l := m-l(Ml( f ,  ck)); vk+l := Vl(f, ck); Hck+l := {x:  f(x) < Ck+l}. 
STEP 3. If vk+l > e then k := k + 1; go to Step 2, otherwise go to Step 4. 
STEP 4. e* ¢= Ok+l; H* .(=== Hck+l ; Stop. 
Note that the inverse function m -1 exists since m is a strictly increasing function. 
The following lemma and proposition ensure that the iterative algorithm is well defined. 
LEMMA 5.1. Under Assumptions of(A), (M), and (R), if #(H~o) > O, then #(Hcl) > O. 
PROOF. If cl = co, then r(Hcl)  = r(Hc0) > 0. Thus, we need only consider Cl < co case. 
Suppose, on the contrary, r(Hcl)  = 0, then cl is the global minimum value and f(x) > cl, for 
all x. Since r(Hc0) > 0, there exists e > 0, such that #(G~) > 0, where 
a ,  = {x:  Cl + < f(x)  < e0}. 
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We have 
m(cl) = M(f ,  co) - # (H~o--~) m(f(x))  d# 
cO 
1 
> - -  (re(c1)(. (/-/c0) - . (a . ) )  + m(cl + e).(a.))  - .  (/-/~) 
> re(c1) -[- (re(c1 -I- C) -- m(cl"~ ) U(ae) ) m(c l )  , 
- ' (Hco)  
since m is strictly increasing 
m(c 1 + E) - m(c l )  > 0 and tt(Ge----~) > O. 
We have a contradiction. 
Taking c2 to replace cl, we have/~(Hc2) > 0, and so on, we then have proved the following 
proposition. 
PROPOSITION 5.1. Under Assumptions (A), (M), and (R), ff #(H~o) > O, then #(Hck) > 0 for 
k = 1,2,. . . .  
If we take e = 0, the algorithm may stop in a finite number of iterations; and we obtain the 
global minimum value with the set of global minimizers. Or, we obtain two monotone sequences 
CO )__ C 1 )__ . . .  ) C k >__ Ck+l ~__ . . .  
and 
Let 
H~ o D Hc~ D ""  D H~ D H¢k+ I D "'" • 
oo 
c*= lim Ck and H*= N Hck. 
k-..-*oo 
k=l 
THEOREM 5.1. Under Assumptions (A), (M), and (R), c* is the global minimum wMue of f, 
and H* is the set of global minimizers. 
PROOF.. From Step 2 of the algorithm, we have 
m(Ck+l) = Ml(f ,  ck). (15)  
Taking limit, we obtain 
m(c*) = Ml(f,c*). 
Hence, c* is the global minimum value by m-mean value optimality condition. 
Note that errors at each iteration in the algorithm are not accumulated. The algorithm has 
been implemented by a properly designed Monte-Carlo method [6,7]. The numerical tests show 
that the algorithm is competitive with other algorithms. 
6. NUMERICAL  TESTS 
An important way to ascertain the performance of a global minimization algorithm is to see 
if it can pass numerical tests successfully. We tested all box-constrained problems in [7] using 
re(x) = x and v(x) = Ixl, the results are good. We now give three of them. 
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PROBLEM 1. 
SOURCE. See [8]. 
OBJECTIVE FUNCTION. 
f(x) = r sin2(rrxl) + E(x i  _ 1.0) 2 [1 + 10.0sin2(Trx~+l)] + (x~ - 1.0) 2 . 
n i=1 
SEARCH DOMAIN. 
SOLUTION. 
D = {(x i , . . . , x~)  E R~: - i0 .0  <z~ _< i0.0,  i = i , . . . ,n} .  
x* = (1 , . . . ,1 ) ,  f *=0.  
Table 1 gives the number of iterations Ni, the amount of function evaluation Nf, the function 
value f*, and the current value of v-variance vi corresponding to the cases of number of variables 
n = 5, 10, 20, 50, respectively. The stopping criterion for this problem is vi < 10 -12. 
Table 1. 
n 
N~ 
NI 
I* 
Vl 
PROBLEM 2. 
5 10 20 50 
49 90 167 367 
2612 5126 12114 47592 
6.07.10 -13 1.72. 10 -12 3.25-10 -12 8.73. 10 -12 
7.80.10-13 6.88.10 -13 6.16.10 -13 7.89.10 -13 
SOURCE. Reference [8] with modification. 
OBJECTIVE FUNCTION. 
n- -1  
9(x) = sin 2 (37rxl) + E(x i  - 1.0) 2 [1.0 + sin 2 (37rxi+l)] + (x,~ - 1.0) 2 [1.0 -t- sin2(2zrxn)], 
~=i (16) 
f(x) = g(=) + Lg x)___A 
n 
where [y] denote the integer part of y. Thus, the objective function I is discontinuous. 
SEARCH DOMAIN. 
D = {(Xl . . . .  , x~)  E R ~ : -10.0_< x~ _< 10.0, i - -  1, . . . ,n} .  
SOLUTION. 
x* = (1 .0 , . . . ,  i .0) ,  with I*  = 0. 
Table 2 gives the number of iterations Ni, the amount of function evaluation Nf, the minimum 
function value f*, and the current values of the v-variance v 1 corresponding to the cases of number 
of variables n -- 5, 10, 20, 50, respectively. The stopping criterion for this problem is vi < 10 -i2. 
N~ 
f* 
Table 2. 
5 10 20 50 
54 95 179 395 
3108 
6.15.10 -13 
6.70- 10 -13 
5696 
4.27,10 -12 
8.91.10 -13 
12143 52608 
4.13.10 -12 9.55.10 -12 
5.14.10 -13 9.11 • 10 -13 
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PROBLEM 3. 
SOURCE. See [6]. 
OBJECTIVE FUNCTION. 
/(x) = / 
SEARCH DOMAIN. 
SOLUTION. 
1.0 + ~=l---k----- + sgn 
0, 
(sin( ) 05) 17 
n Ixil 
x.~-0. 
D = {(X l , . . . ,Xn) :  --1.0 < X, <_ 1.0, i = 1 , . . . ,n} .  
x*= (0,...,0), with/*=o. 
REMARK 6.1. The function has an infinite number of discontinuous hyper surfaces. Its unique 
global minimizer is at the origin where the objective function has a discontinuity of "the second 
kind." Since the built-in function "sine" in MS-FORTRAN cannot ake variables with excessively 
n 
small values, we let the function f assume the value zero when n/~i=1 Ixil < 10-9' Thus, the 
stopping criterion is taken as vl < 10 -s.  Table 3 gives the statistics of this test problem. 
Table 3. 
n 5 
N~ 62 
Nf 4216 
f* 1.94.10 -8 
Vl 5.87.10 -9 
i0 20 
99 174 
7948 19774 
6.38.10 -8 7.42.10 -8 
7.96.10 -9 9.01.10 -9 
7. CONCLUSIONS 
50 
535 
79525 
2.01 • 10 -8 
9.20.10 -9 
In this paper the methodology of integral global optimization is applied to unconstrained mini- 
mization problems. New optimality conditions have been introduced and examined. The m-mean 
value conditions can be used to design the integral algorithms and the v-variance condition serves 
as a stopping criterion in the algorithm. These optimality conditions have been generalized to 
study constrained problems, see [9] and [10]. 
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