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1. Introduction 
In many practical occasions, an 
experimenter often faces with the situation 
of testing for homogeneity. And when the 
hypothesis of homogeneity is rejected, the 
experimenter often needs to rank priority 
of several categories or treatments under 
consideration according to his goal. This 
concerns the multiple comparison of 
ranking and selection which has been 
developed in last forty years. Readers are 
referred to Gupta and Panchaphesan 
(1979), for instance, among others. 
In this area of ranking and selection, 
most literature are concerned with one 
criterion, for example, a population is 
considered as the best if it is associated 
with some largest (or smallest) parameter 
in a finite set of populations. In many 
situations, it may not satisfy the 
experimenter’s demand. For example, in 
industrial statistics, one needs not only to 
attain its largest target, but on the other 
hands, one also needs to keep the variation 
of product under control. Under this 
circumstance, a single criterion for 
selection of potential treatments does not 
meet our requirement. Recently, Gupta, 
Liang and Rau (1994) consider selecting 
the best normal population compared with 
a control. It involves two criteria for 
selection, however, they belong to same 
character and only the location parameter 
is concerned. For this consideration, most 
recently, Huang and Lai (1998) consider 
selecting the best normal population 
compared with two controls. They 
consider two main different quantities, i.e. 
mean and variance for their main concern. 
Mean parameters are permitted to have 
some perturbation that they consider some 
structure on the means. On the other hand, 
no perturbation is permitted on the 
quantity of variance. In this paper, some 
perturbation on the variance is permitted. 
In a Bayes framework, we develop an 
empirical Bayes procedure for selecting 
the best normal population with a 
normal-gamma prior as its conjugate prior.  
In section 2, we formulate the 
problem and develop some Bayes setup. 
In section 3, we propose an empirical 
Bayes procedure. In section 4, we study 
the large sample behavior of the proposed 
empirical Bayes rule. It is shown that the 
proposed empirical Bayes selection rule is 
asymptotically optimal. 
 
 
2. Formulation of problem and a 
Bayes selection rule 
In this paper, we utilize the process 
capability index proposed by Spring (1997) 
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to evaluate the effectiveness of a 
manufacturing process. This index is 
defined as follows. 
 
Definition 2.1  Let π  be a 
manufacturing process with mean θ  and 
variance 2σ . T is the target value, and 
USL and LSL are the upper specification 
limit and lower specification limit, 
respectively. Then the process capability 
index of π  is defined as the following 
22 )(6 Tw
LSLUSLC pw −+
−= θσ , 
where w is a weight function. 
According to process capability index 
introduced as above, we define the best 
PCI-qualified manufacturing process as 
follows. 
 
Definition 2.2  Let kππ ,,1 L  be k 
manufacturing processes such that iπ  has 
mean iθ  variance 2iσ  and process 
capability index )(iC pw , ki ,,1L= . Let 
)0(pwC  be a control value (prefixed). 
Define S={ }kiCiC pwpwi ,,1),0()( L=≥π . 
A manufacturing process iπ  is called 
PCI-qualified, if ∈iπ S. A manufacturing 
process iπ  is considered as the best 
PCI-qualified, if it simultaneously satisfies 
the following conditions: 
   (i) ∈iπ S, and 
(ii) )(max)( jCiC pw
S
pw
j∈
=
π
. 
Let ),,( 1~ kθθθ L= , ),,( 1~ kσσσ L=  
and { ,0,),( >+∞<<∞−=Ω iiii σθσθ  
}ki ,,1L=  be the parameter space. Let 
),,,( 10~ kaaaa L= denote an action, when 
;1,0=ia ki ,,1,0 L= , and 10 =∑ =ki ia . If 
1=ia , for some ki ,,1L= , it means that 
manufacturing process iπ  is selected as 
the best PCI-qualified. When 10 =a , it 
means that no manufacturing process is 
considered as the best PCI-qualified, i.e. 
none in k manufacturing processes 
satisfied the restriction (i) in Definition 
2.1. Let Α={
~
a } denote the action space.  
In a decision-theoretic approach, we 
introduce the following loss function. 
  In this paper, we consider a Bayes 
approach for the problem of selecting the 
best PCI-qualified manufacturing process 
with normal distribution. 
   For each ki ,,1L= , let iMi XX ,,1 L  
be an independently random sample of 
size M from a normally distributed 
manufacturing process iπ  with mean iθ  
and variance 2iσ . The observed value is 
denoted by iMi xx ,,1 L . Let 
,/1 2ii στ = ki ,,1L= . It is assumed that 
),( ii τθ  is a realization of a random vector 
),( ii ΤΘ  with a normal-gamma prior 
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distribution. For convenience, for 
ki ,,1L= , we denote ),,( 1
~
iMii xxx L=  
and ∑=
=
M
j
ijMi xx
1
1 , 2
1
1
12 )( iij
M
j
Mi xxS −∑= =− .It 
can be shown that the conditional 
posterior distribution of iΘ  given 
~
ix  
and iτ  is a normal distribution 
]))12[(),(( iiii MxN ταϕ −+         (1) 
and the marginal posterior distribution of 
iΤ  given 
~
ix  is a gamma distribution 
),( iiG ηα′ , where 
22
M
ii +=′ αα , and 
.
)22(2
)()32(
2
)1(
2
2
++
+++
−+=
M
xM
SM
i
iii
i
ii
α
μα
βη
 
 (2) 
The random vectors ),(,),,( 11 kk ΤΘΤΘ L  
are assumed to be mutually independent. 
   Let ),,(
~~
1~ k
xxx L=  and χ  be the 
sample space generated by 
~
x . A selection 
rule ),,,( 10~ kdddd L=  is a mapping 
defined on the sample space χ  into the 
k+1 product space ]1,0[]1,0[]1,0[ ××× L  
such that 1)(
0 ~
=∑ =ki i xd , for all χ∈~x . 
For every χ∈
~
x , )(
~
xdi  denotes the 
probability of selecting manufacturing 
process iπ  as the best PCI-qualified, 
ki ,,1L= ; and )(
~0
xd  denotes the 
probability that none is selected as the best 
PCI-qualified. 
   For ease of notation, let 
,),,( 1~ kτττ L= ,),,( 1~ kμμμ L=
,),,( 1~ kααα L= ,),,( 1~ kβββ L=
),,( 1~ kΘΘ=Θ L and ).,,( 1~ kΤΤ=Τ L  Let 
),;,(
~
iiiiii xh αμτθ  and ),;(
~
iiiii xg βατ  
be the marginally conditional probability 
density function of iΘ  and iΤ , 
respectively. Under the preceding 
formulation, the Bayes risk of a selection 
rule 
~
d , denoted by )(
~
dr , is given by 
   );,()(
~~~~ ~~~
dLdr x τθθτ ΕΕΕ=       
∫∫ ∫ ∑Ω == χ τθ ),()()( ~~~0 ~ xfiCxd
k
i
pwi  
~~~~~~~~~
),;(),( τθβαττμθ ddxdgh⋅  
),(),(
~~~~~~
τμθτθχ hxf∫∫ ∫Ω−  
~~~~~~
),;( τθβατ ddxdg⋅  
21 II −= , say.     
Hence, for some constant C, 
.)()()()(
~~0 ~~~
Cxdxfxxddr
k
i
iii −= ∫ ∑
=χ
φ  
(3) 
For each χ∈
~
x , let 
}.,,1,0),()({)(
~0~~
kixMinxixQ jjkjii L=== ≤≤ φφ
(4) 
Then, define 
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 (5) 
Then, according to (2.6)~(2.8), it can be 
derived that a Bayes selection rule 
),,,( 10~
B
k
BBB dddd L=  is given by follows 
⎪⎩
⎪⎨
⎧
≠=
=
.,0)(
,1)(
*
~
~
*
ijforxd
xd
B
j
B
i
 
 (6) 
 
 
3. The empirical Bayes selection rule 
   In the problem formulated in sec.2, 
we consider that kαα ,,1 L  are known, 
and ,1>iα for any ki ,,1L= . Since 
)(
~
ii xφ  still involves the unknown 
parameters iμ , kii ,,1, L=β , hence, 
the proposed Bayes selection Bd
~
 is not 
applicable. However, based on the past 
data, these unknown parameters can be 
estimated and a decision can be made if 
one more observation is taken. For 
ki ,,1L= , let ijtX  denote a sample of 
size M from iπ  with a normal 
distribution ),( 1−ititN τθ  at time t 
( nt ,,1L= ), Mj ,,1L=  and ( itit τθ , ) 
is a realization of a random vector 
( itit ΤΘ , ) which is an independent copy 
of ( ii ΤΘ , ) with a normal-gamma 
distribution described in preceding 
section. It is assumed that ( itit ΤΘ , ), 
ki ,,1L= , nt ,,1L= , are mutually 
independent. For our convenience, we 
denote the current random sample 
1+ijnX  by ijX , for Mj ,,1L= , 
ki ,,1L= . 
   For each iπ , ki ,,1L= , we 
estimate the unknown parameters iμ  
and iβ  based on the past data ijtX , 
Mj ,,1L= , nt ,,1L= . We denote 
   For ease of notation, we define inμ  
and inβ  as estimators of iμ  and iβ , 
respectively, by the following 
    
⎩⎨
⎧
−=
=
).()1(
),(
2 nW
nX
iiin
iin
αβ
μ
 
(7) 
Also, for ki ,,1L= , we define 
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and 
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Note that )0()( 2
~
00
−= pwn Cxφ . We 
consider )(
~
iin xφ  to be an estimator of 
)(
~
ii xφ . The properties of the estimators 
proposed above will be discussed in the 
following section. 
   For each χ∈
~
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Again, define 
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Then, according to (3.3), (3.6) and (3.7), 
we have a empirical Bayes selection rule 
),,,( **1
*
0
* n
k
nnn dddd L=  as follows 
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4. Some large sample properties 
   In this section, we study the 
asymptotic optimality of the proposed 
empirical Bayes selection rule. Before 
we start to investigate the asymptotic 
property, we discuss the consistency of 
the estimators defined in (7)-(9) in the 
case 2≥M . We just prove Lemma 4.2 
here, the others can be proved 
analogously. 
 
Lemma 4.1  )(nX i  defined in (3.1), is 
a consistent estimator of iμ , 
ki ,,1L= . 
 
Lemma 4.2  )(2 nWi defined in (3.1),is 
a consistent estimator of 
1−i
i
α
β
, 
ki ,,1L= . 
Proof: (1) At time t, it is well-known 
that 1
2
.)1(
−
−
it
tiWM
τ   has a chi-square 
distribution )1(2 −Mχ . It implies 
1
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2
. −=ΤΘΕΕ=Ε i
i
itittiti WW α
β
. 
Hence, 
1
][1)]([
1
2
.
2
−=Ε=Ε ∑= i i
n
i
tii Wn
nW α
β
. 
 (2)  
],)[(][ 22.
22
. itittiti WW ΤΘΕΕ=Ε  
]
1
)1([
2
−
Τ+Ε=
−
M
M it  
)2)(1)(1(
)1( 2
−−−
+=
ii
i
M
M
αα
β
. 
Hence, 
][][][ 2.
222
.
2
. tititi WWWVar Ε−Ε=  
 6
)2()1)(1(
)12(
2
2
−−−
−+=
ii
ii
M
M
αα
βα
. 
Therefore, 
][1)]([
1
2
.2
2 ∑
=
=
n
i
tii WVarn
nWVar  
)2()1)(1(
)12(
2
2
−−−
−+=
ii
ii
Mn
M
αα
βα
. 
Hence, 
  0)]([lim 2 =+∞→ nWVar in . 
We complete the proof.   ◇ 
   From above Lemma 4.1 and Lemma 
4.2, the following lemmas are 
immediate. 
 
Lemma 4.3  inμ  and inβ  defined in 
(7) are consistent estimators of iμ  and 
iβ , respectively, ki ,,1L= . 
 
Definition 4.1  A sequence of 
empirical Bayes selection rule ∞=1~ }{ n
nd  
is said to be asymptotically optimal, if 
0)]()]([[lim
~~
=−Ε∞→
Bn
nn
drdr . 
 
Theorem 4.1 The empirical Bayes 
selection rule )(
~
*
~
xd n , defined in 
(10)-(12), is asymptotically optimal. 
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