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A state-of-the-art gas electron diffraction (GED) apparatus has been reassembled in 
the school of chemistry at the University of Edinburgh. This combines molecular-
beam and telefocus-electron-gun technologies and the alignment of the electron 
beam produced by the latter has been discussed. A new custom-made CCD detector 
has also been installed and electron diffraction patterns for a few small molecules 
have been recorded. In analogy to the rotating sector in a conventional GED 
apparatus, the new camera contains an optical filter and a procedure for its 
calibration is outlined and followed step by step to produce an estimate of the filter 
transmittance. The data have been shown to be of less than ideal quality and the 
probable root of the problem is discussed.  
GED refinements of two pairs of compounds (arachno-6,9-decaboranes, and a 
covalent sulfonate and thiosulfonate) are presented, using data collected with the 
conventional Edinburgh GED apparatus.     
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1.1. The role of Gas Electron Diffraction (GED) 
Molecular structure is of fundamental importance as its study propelled chemistry 
from being an intellectual curiosity to a rigorous science. Cl arly topology defines 
both the chemical and physical properties of molecules and it is this side of 
molecular structure determination that has contributed most to the development of 
chemistry. However, molecular geometry also provides information about more 
subtle properties such as the relative strength of chemical bonds and can provide 
clues relating to the limitations of chemical understanding, usually expressed within 
the confines of simplified models such as those of Lewis1 or Hückel.2 The gas phase 
is ideal for studying such subtle effects, as the molecules are effectively independent 
of one another and any deviations in the molecular geometry from that predicted by 
theoretical methods can be attributed to either inadequacy in the theory adopted or 
poor experimental technique, without the complication of packing or solvation 
effects that are present in the solid and liquid phases. 
Despite the fundamental importance of gas-phase structures, there are only two 
general experimental techniques available for their study, namely icrowave 
spectroscopy and GED. Microwave spectroscopy is capable of yielding highly 
accurate structures, but it has two inherent problems that greatly limit its 
applicability. First, only three rotation constants can be determined, so a maximum of 
only three independent geometric parameters can be refined. By performing isotopic 
substitutions more rotational constants can be observed, but this is far from trivial 
experimentally, and can also be prohibitively expensive. Effects of is topic 
substitution also reduce the accuracy of the technique. In contrast to micr wave 
spectroscopy, seven to ten or more pieces of information are available in a typical 
GED experiment (observable as peaks in the radial-distribution curve, a Fourier 
transform of the intensity data – see S ction 1.4.3). Therefore, the amount of 
structural information available from gas electron diffraction patterns is significantly 
greater than that obtained from a microwave spectrum. The second limitation 
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imposed on microwave spectroscopy, which does not impede GED, is that the 
molecule of interest must normally have a permanent dipole moment. A number of 
symmetric molecules that could be described by only three geometrical parameters 
are, therefore, not accessible. The combination of these two factors means that GED 
is the most powerful experimental technique for determining the gas-ph se 
geometries of molecules. 
1.2. Overview of GED 
1.2.1. Basic experiment and principles 
The basic GED experiment is shown in Figure 1.1 and consists of intersecting a 
monochromatic electron beam of a known wavelength with a gaseous sample nd 
recording the pattern of scattered electrons at a known distance using an electron-
sensitive detector. The background pressure inside the chamber must be kept low to 
avoid scattering of the electrons at points other than at the nozzle tip, so the beam of 
gas is usually trapped by a cold finger cooled with liquid nitrogen. 
 
Figure 1.1 – Schematic diagram of the electron diffraction experiment. 
The information about the molecular geometry is contained in the period and 
amplitude of the oscillations in the diffraction pattern. Theoretical intensity curves 
(Section 1.4.2) are calculated for model structures and the experimental structure is 
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obtained by minimising the difference between the theoretical and experimental 
diffraction intensities.  
1.2.2. Historical development of GED 
The first GED experiment was performed by Mark and Wierl3 shortly after Debye 
had shown that X-ray diffraction patterns could be obtained for molecules in the gas 
phase.4 The shorter exposure times required for acquisition of electron-diffract on 
patterns resulted in electrons being the preferred gas-phase diffraction probe. 
However, as the accuracy of the technique has improved over the years a second 
advantage of using electrons over X-rays has emerged. As X-rays a e scattered by 
the low-energy electrons within the molecule they reveal centres of electron density, 
which are close to, but not necessarily coincident with the nuclear positions. In 
contrast, incident high-energy electrons are scattered by the electric potential 
gradient, which is only significantly large at the edge of the nuclei, therefore probing 
the nuclear positions much more directly. 
The data for the first molecular structure refinements were obtained by the so-called 
'visual method', whereby the positions and intensities of the observed maxima and 
minima of interference fringes were estimated by eye. Theoretical scattering intensity 
curves were then calculated for a handful of model structures and the model that 
produced the closest match between the theoretical and estimated intensit es was 
presented as correct. It was quickly pointed out by Wierl that the obs rved maxima 
and minima were not in fact real but were clearly visible because our eyes 
compensate for the steeply falling background, so the theoretical intensities had to be 
altered accordingly. A more objective approach was proposed by Pauling and 
Brockway,5 who realised that the estimation of scattered intensities could be 
eliminated in favour of recording the optical density of the photographic plate using a 
photometer. Owing to the form of the electron scattering equations, a Fourier 
transformation of the optical density data obtained from the photometer would 
provide a distribution of inter-nuclear distances, known as a radial-distribution curve. 
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At that time, however, the quality of the photometer data was poor and the visual 
method remained the predominant interpretive method.  
The next stage in the development of GED occurred as a result of the introduction of 
the rotating sector and an improvement in the photometer technique. The rotating 
sector was independently suggested by Finback6 nd Debye7 and is simply a rotating 
metal disk that is shaped so that it has an opening angle of a kn wn smooth function 
of its radius, R, typically about R3 or R4 (Figure 1.2). This is placed in front of the 
photographic plate in order to compensate for the steeply falling intensities. The 
improvement in the photometer method was pioneered by Jerome and Isabella 
Karle,8 who built a device to spin photographic plates9 whilst recording the optical 
density, dramatically improving the quality of the data at the wider angles. Although 
the rotating sector was developed a number of years before the Karles' photometer 
method, problems putting the rotating sector into practice10 meant that the two 
methods were adopted more widely by gas electron diffractionists at around the same 
time. The combination of these two technologies became known as the sector-
photometer method and by the early 1950's this was the state of the art.11  
 
Figure 1.2 – The Edinburgh rotating sector. 
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In addition to these experimental improvements, the use of computers has made a big 
impact on the analysis of electron diffraction data. Initially their use was limited to 
the calculation of molecular-intensity and radial-distribution curves,12,13 but in the 
late 1950's least-squares refinement methods began to be applied to th  refinement 
process,14 eliminating the subjective step of deciding which model produced the best 
fit between theoretical and experimental intensity curves. More rec ntly, the steady 
increase in computational power has allowed more reliable electronic structure 
calculations to be performed. These were initially incorporated into electron 
diffraction refinements by the MOCED (Molecular Orbital Constrained Electron 
Diffraction) method15 in which poorly defined structural parameters were fixed to 
those predicted by theoretical methods. This allowed a much greater range of 
molecules to be studied, but had the drawbacks that any parameters that were 
correlated to those that were fixed would have underestimated uncertai ti s nd, as 
the theoretical values would not necessarily be correct, fixing these parameters could 
yield an incorrect structure. Both of these problems were resolved by the SARACEN 
(Structural Analysis Restrained by Ab initio Calculations for Electron diffractioN) 
method16 by introducing the calculated parameters as if they were additional 
experimental data. In this method the calculated parameters are tre t d as flexible 
restraints, with an uncertainty derived from the degree of convergence of the 
calculations.  
As the SARACEN method has increased the size of molecules that are investigated 
by GED, the limiting factor has become the volatility of the prosective compound. 
As long as the compound is suitably stable, this can be circumvented by heating the 
sample, and apparatus for electron diffraction almost invariably incorporates a heated 
nozzle. For compounds that decompose at elevated temperatures this is not an option 
and so longer exposure times, higher beam currents or more sensitive detection 
methods are required. 
The current standard for routine, accurate structure determination (as used for the 
determination of carborane and sulfonate structures in Chapters 6 and 7, 
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respectively) is an apparatus equipped with a rotating sector, heated nozzle and 
detection using either photographic film or electron image plates. Data extraction is 
now more conveniently performed using high-resolution scanners and an appropriate 
program to extract the data from the resulting image file, rathe  han using a 
densitometer. Refinements are performed using least-squares procedu es, often 
making use of the SARACEN method, although the MOCED method is sometimes 
still adopted.  
 
1.3. Alternative experimental setups and extensions of GED 
Since the establishment of the sector-photometer method, a number of alternative 
experimental setups have been investigated, varying the electron gun type, the gas 
delivery system, the detector or a combination of these. This was usu lly done with 
some specific goal in mind, which has generally fallen into one of three main 
categories: 
1. To test the limitations of the independent atom model (IAM) that is employed 
universally in electron scattering theory and to investigate related properties such 
as the chemical binding energy. 
2. To observe the structures of clusters in the gas phase. 
3. To perform time-resolved or ultra-fast electron diffraction (UED) in order to 
observe the progress of chemical reactions or characterise specie  that are stable 
for only a fraction of a second. 
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1.3.1. High accuracy GED 
For the first of these applications the total scattered electron intensity at small angles 
must be known very accurately, more so than for a molecular structure 
determination. An apparatus was designed and built by Fink and Bonham17 (Figure 
1.3) for this purpose, incorporating an electron-counting detection method using a 
plastic scintillator mounted on top of a photomultiplier. Measurements were taken at 
a single scattering angle at a time, with a second detector mounted at a fixed 
scattering angle to monitor variations in the count rate due to fluctuations in electron 
beam intensity and the gas flow rate.  
    
Figure 1.3 – Schematic of Fink and Bonham's apparatus and a technical drawing of 
their electron gun (Ref. 17). 
This was initially used to estimate the molecular binding energies of N2O and CO2 
by examining the differences between the experimental and theoretical (as assumed 
by the IAM) electron scattering intensities, but the uncertainties were large and a 
study of the contributory errors indicated that the largest errors were introduced 
during measurement of the scattering angle.17 Inspired by this work, Konaka built a 
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similar apparatus18 with an improved method of measuring the scattering angle and 
restricting the noise due to light from the electron gun filament by placing a thin 
layer of aluminium over the scintillator. In this case the electron beam was produced 
by a commercial electron microscope gun rather than a telefocus gun as used by Fink 
and Bonham. However, despite the lower electron beam intensities, data for H2O 
were obtained and a chemical binding energy consistent with thermoche ical data 
was estimated. 
1.3.2. GED of clusters 
The application of GED to the study of clusters in the gas phase wa begun by a 
group from Orsay in France, who built an apparatus19,20 (Figure 1.4) that utilised a 
supersonic nozzle21,22 (see also Chapter 2) in place of an ordinary effusive nozzle. 
Using this apparatus they were able to obtain argon clusters in thegas phase and 
determine their size and crystallinity.  
 
Figure 1.4 – Scale drawing of the Orsay apparatus (Ref. 20). 
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A handful of groups have since followed in their footsteps and have applied this 
technology to the study of clusters of various small molecules such as N2, H2O and 
SF6. Stein's group were the first to follow suit
23 and initially employed the same 
experimental setup as the French group, with a rotating sector and photographic 
detection, but later modified the apparatus to use an electron-counting detection 
system.24 This was similar to that of Fink, making use of a plastic scintillator 
mounted on a photomultiplier, but incorporated a more sophisticated method of 
correcting for background scattering of electrons, whereby a molecular beam 
chopper was synchronised with the counting electronics. Bartell was the next to enter 
the field in the early 1980s,25 again basing his apparatus on the Orsay design, 
although he was content to use the traditional rotating sector and photographic plate 
detection method. He chose instead to concentrate his efforts on optimising the gas 
delivery method and was the first to show that pulsed supersonic jets could be used 
in conjunction with electron diffraction,26 despite the inevitable local magnetic fields 
produced by such a source. Another group to combine a supersonic nozzle with 
electron diffraction in the pursuit of cluster structures was that led by Monot.27 In 
contrast to the other three groups, Monot's apparatus was designed to investigate 
metal clusters and was equipped with an electron gun capable of producing 100 kV 
electrons, rather than settling for the more usual 40 kV. As a detection method 
Monot incorporated a pair of linear CCD imagers that were exposed dir ctly to the 
incident electrons, enabling individual electrons to be counted, but with much 
reduced data acquisition times compared to the counting methods adopted by Fink 
and Stein. 
The main drawback of using supersonic beams to obtain structures of clusters is that 
a range of cluster sizes and shapes are produced in a supersonic xpansion. This 
range of cluster sizes can be adjusted by carefully controllig various parameters 
such as the nozzle pressure and orifice diameter. However, a more elegant solution 
was found by Parks et al.28 who, rather than intersecting the electron beam with a 
supersonic molecular beam, used a radio-frequency (RF) Paul trap29 to hold clusters 
in the electron beam (Figure 1.5). As the density of target clusters in the RF Paul 
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trap is even lower than in the supersonic beam, the background gas pressure had to 
be reduced from around 10-6 Torr to less than 10-8 Torr, presumably by baking the 
walls of the diffraction chamber. The electron detection in Park's apparatus was 
performed by mounting a microchannel plate, which acts as an electron multiplier, 
onto a phosphor screen, producing a diffraction pattern that is then imaged using an 
external CCD camera. Recently, Schooss has built a similar appaatus in Karlsruhe30 
and these two groups have characterised a number of gold and silver clustrs ranging 
in size from 11 to 79 atoms.31,32 
 
Figure 1.5 – Park's original trapped-ion electron diffraction apparatus (Ref. 28). 
 
1.3.3. Time-resolved and ultrafast electron diffraction (TRED, UED) 
The attempt to observe structural change and to measure the timescales of chemical 
reactions is probably the most ambitious application of electron diffraction. This 
endeavour grew out of attempts by Ischenko et al. to observe short-lived species by a 
stroboscopical GED method, whereby diffraction patterns were generat d using a 
pulsed electron source and the short-lived species of interest were generated by 
photolysis using a high-intensity pulsed laser. Using this method they were able to 
demonstrate changes in the diffraction pattern for the dissociation of CF3I into CF3 
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and I radicals, but were unable to extract any corresponding quantitative changes in 
structure.33 
In Ischenko's apparatus the electron pulses were created by deflecting the electron 
beam between pulses, whilst the detector employed was based on the scanning type 
of method, where the electron intensity at a given scattering angle was measured 
against a reference. Over the next few years Ewbank and Schäfer improved upon 
both the detection method34 and also the electron pulse generation,35 eventually 
allowing quantitative interpretation of pulsed GED data for the photodiss ciation of 
CS2 and chlorine-substituted ethenes in the nanosecond time domain.
36 Their novel 
detector allowed a whole intensity curve to be captured in 16 ms and w s based on a 
phosphor screen that was optically coupled to a linear photodiode array, whilst their 
improvement in the electron pulse generation was based on the use of a photocathode 
in place of beam deflection. This differs from a conventional gun (see Chapter 3) in 
the way in which electrons are released from the cathode. Rather than creating a 
continuous source of electrons by thermionic emission from a filament cathode, the 
electrons are released in a short pulse from the cathode using an even shorter light 
pulse via the photoelectric effect, after which they are accelerated towards the anode 
in the usual way. 
Ahmed Zewail is another significant contributor to this field and has tried three 
generations of experimental setup (UED-1, -2 and -3) in pursuit of improving the 
temporal resolution from the nanosecond to femtosecond domain.37-41 All three made 
use of an electron gun with a photocathode, but these varied in their operating 
voltages and focusing methods. In terms of the vacuum chamber design, in UED-1
the electron gun, the diffraction point and the detector were all housed in a single 
chamber. However, it was found that increases in the background pressure as the 
molecular beam was turned on caused the electron gun to arc. Therefore in UED-2 a 
differential pumping scheme was adopted with three chambers: one for the electron 
gun, one for the scattering zone and one to house the detector. In UED-3 (Figure 
1.6) a similar approach was adopted, but the apparatus incorporated a fourth 
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chamber, into which the molecular beam was directed, and which contained a time-
of-flight mass spectrometer. The final feature in each of these ca s is the detector 
itself. In all three the detection was performed using a 2D CCD detector. In UED-1 
this was operated by direct bombardment, but in order to increase the CCD lifetime, 
in UED-2 a dual-mode detector was used. This consisted of a cover onto which a 
small CCD was mounted to work by direct bombardment, in order to calibrate the 
zero of time. Behind the cover was a phosphor screen coupled via a fibreoptic taper 
to an image intensifier, which was then fed by a second fibre optic ta er to the CCD. 
The detector in UED-3 then followed a similar design, but included a 500 nm 
aluminium coating on the phosphor screen to exclude scattered light and a graded 
optical filter to prevent saturation of the CCD at small angles. 
 
Figure 1.6 – Zewail's UED-3 apparatus (Ref. 41). 
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1.4. Theoretical background 
1.4.1. Fundamental expressions 
As for any diffraction technique, the wavelength, 
 
, of the radiation used is of 
fundamental importance to electron diffraction. This of course comes from de 
Broglie's famous relationship (Equation 1.1) for the wavelength of a particle with a 
mass, m, moving at a speed, v. In GED, however, the scattered electrons are 
travelling close to the speed of light so the mass of the electron is not the same as its 
rest mass, me, and the momentum, mv, must be found using relativistic mechanics. 
The actual wavelength of the particle is therefore provided by Equation 1.2, where V 
is the accelerating voltage. 
mv
h =           (1.1) 
( )2ee 212 cmVeVem
h
+
=        (1.2) 
The second important quantity in GED is the scattering vector, s (magnitude, s), 
which is a measure of the momentum transfer during the scattering event and is 
defined in Figure 1.7. This is a useful quantity to define as it simplifies the scattering 
equations so that they can be written in terms of rather than 

 and the scattering 
angle,  , and therefore allows intensity data from different xperiments, in which 
different accelerating voltages may have been used, to be easily compared. 
  
 15   
 
Figure 1.7 – The definition of the scattering vector, s. k0 is the wavevector for an 
electron in the incoming electron beam and k is the wavevector for the scattered 
electron. If the electron is scattered elastically (an assumption generally applied in 
conventional GED) the magnitudes of k0 and k are equal to k (= 2  /

), so the 
magnitude of s is given by s = 4   sin( /2) /  . 
1.4.2. GED electron scattering equations 
As with the GED experiment, the theory behind GED has evolved over the years and 
was born out of Mark and Wierl's attempt to interprt the first GED photographs. 
Their approach was a simplified adaptation of the method developed by Debye42 and 
Ehrenfest43 for X-ray scattering and to some extent the scattering equations used 
today still resemble the original "Wierl equation" (Equation 1.3), which was derived 
as follows. The molecule scattering the electrons wa assumed to be static with a set 
of fixed interatomic distances, where r ij is the distance between atoms i and j and the 
total scatting intensity is given by Equation 1.4, where Fi, the scattering function for 




































=   (1.4) 
The case where i = j is the scattering from a single atom, so the total sc ttering can be 
written as sum of atomic and molecular contributions (Equation 1.5).  
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molecularatomic )()()( sIsIsI +=        (1.5) 
Wierl recognised that the observed maxima and minima on the photographic plates 
were not real, however, but just appeared so becaus the eye corrects for the steeply 
falling background caused by the atomic scattering. He therefore modified the 
theoretical molecular scattering curves by dividing them by the atomic scattering so 
that they approximately reproduced the observed scattering pattern. In addition, 
Wierl simplified the equations by assuming that theZ – f terms roughly cancel to 
give the Wierl equation, Equation 1.3. 
This treatment was generally satisfactory for the visual interpretation of diffraction 
patterns, but as the use of the sector-photometer method became widespread it was 
clear that the current theory was insufficient. First, a molecule is not static but is 
constantly vibrating. Therefore Equation 1.4 has to be modified to include the 
probability of the distance between atoms i and j being equal to r, Pij(r) (Equation 
1.6). If we assume the interatomic potential to be a harmonic oscillator, both a 
classical Boltzmann population and a quantum-mechani al ground-state 
wavefunction yield a Gaussian distribution for Pij(r). Equation 1.6 can then be 
simplified to give Equation 1.7, where uij is the root-mean-squared amplitude of 

















/2))exp(-()()( 22molecular =     (1.7) 
A second problem was encountered when atoms of very different atomic numbers 
were present in the molecule, such as in UF6, for which a structure including two 
different U–F distances was wrongly proposed. This wa  found by Schomaker and 
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Glauber44 to be due to breakdown of the first Born approximat on, which manifests 
itself in contraction of the electron wavelength as it approaches the heavier atom, 
resulting in a phase shift in the electron wavefunctio . This problem was solved by 
using complex electron scattering factors, so that Equation 1.7 is modified to give 
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This equation is sufficiently accurate to calculate th oretical intensity curves for most 
routine electron diffraction refinements, but there is still room for improvement. In 
particular, the assumption of a harmonic potential is not always good enough, 
especially for bonded distances. However, if the ground state of a Morse oscillator is 
used for Pij(r) rather than that of the harmonic oscillator, it has been shown
45 that the 
integral in Equation 1.6 can be approximated by Equation 1.9, where the 
asymmetry constant,  ij, is given by Equation 1.10. For the structure investigations 
in Chapters 6 and 7 the asymmetry coefficient, a, in Equation 1.10 was assumed to 
be 2 Å-1 for bonded distances, whilst a harmonic approximation (a = 0) was used for 
non-bonded distances.  






















au ≈          (1.10) 
1.4.3. Radial-distribution curves 
The radial-distribution curve (RDC) is a powerful visualisation tool that helps to 
interpret the molecular intensity curves in a more intuitive way. It was introduced by 
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Pauling and Brockway in 19355 as an alternative method for obtaining internuclear 
distances, whereby a maximum in this function could correspond to a specific 
distance. At that time, however, high-quality intensity data was lacking so it assumed 
the role of providing starting geometries for further refinement. As the quality of 
intensity data and the accuracy of the technique improved with introduction of the 
sector-photometer method, theoretical advances had also been made and it was clear 
that vibrational averaging resulted in a maximum in the RDC which was sufficiently 
different to the weighted average, ra for its role to remain an interpretive tool. In 
modern structure refinements the RDC is still as powerful as it shows which 
distances in the molecule are responsible for discrepancies between the theoretical 
and experimental intensities. 
In order to understand where the RDC comes from it is helpful to compare the 
molecular scattering equation (Equation 1.6) with those for a Fourier transform, f(x), 
and an inverse Fourier transform, F(
 
) (Equation 1.11). If the molecule to be studied 
contained only one type of atom, Equation 1.12 (A is a constant) would give the 
































=       (1.12) 
In practice the exact radial-distribution function cannot be found as there are usually 
a number of atom types, so the data are divided by the modulus of the scattering 
factors of the pair of atoms that contribute the most t  the scattering pattern. The 
resulting RDC is therefore weighted by the scattering power of the different atom 
types, and the phase shift, which is accounted for by using complex scattering 
factors, can give rise to splitting of the corresponding peaks. In addition, the data are 
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collected over a finite s range from smin to smax. The lack of data from zero to smin can 
result in a shift of the zero line in P(r)/r and termination of the data at smax induces a 
ripple in the RDC. Theoretical data is therefore introduced between s = 0 to smin and 
from smax to some chosen limit, in our case 36 Å
-1. This upper limit still affects the 
RDC, but can be compensated for by multiplying the data by a damping factor, exp(-
as2), where a is of the order of 10-5 Å2. Finally, the data also have a finite interval so 
the integral is replaced by a summation. 
1.4.4. Distance corrections due to vibrational motion 
As was hinted at in the previous two sections, there are various types of distances 
quoted in GED literature. The distance obtained from electron diffraction data, ra, is 
the reciprocal of averaged reciprocal distances, as expressed in Equation 13. The 











+≈=         (1.14) 
Ideally, a structural chemist would like to know the equilibrium structure, as 
obtained in ab initio calculations, and a few methods have been developed to try to 
extrapolate back from the ra distances to the equilibrium distances, re. Indeed, a new 
EXPRESS method46 has recently been developed to enable the recovery of 
equilibrium distances, but requires the calculation of the potential-energy surface so 
is computationally expensive for reasonably large molecules. However, careful 
selection and modelling of the critical anharmonic ormal modes by this method 
combined with a traditional approach for the remaining normal modes may prove to 
be a practical implementation of this method. The method used throughout this thesis 
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is the SHRINK method47 which uses a harmonic force field derived from a mini um 
in the potential-energy surface and corrects for curvilinear motion, perpendicular to 
the internuclear axis, yielding kh1 distance corrections that relate the subsequent rh1 





rr −+=         (1.15) 
1.4.5. The SARACEN method and ab initio structure calculations  
The SARACEN method16 was developed as a way to refine structures that would 
require to be defined by more parameters than there w  useful data for. Previously 
the GED model would have to have been supplemented by other experimental data, 
assumptions of local symmetry would have to have been made, or parameters fixed 
to assumed values. It works by including calculated parameters as if they were 
experimental data, by using flexible restraints with uncertainties based on the degree 
of convergence of the calculations. In order to apply a propriate restraints some level 
of understanding of molecular structure calculations is therefore required and a brief 
explanation of the Hartree-Fock (HF) and Møller-Plesset (MPx) methods, and the 
basis sets used in Chapters 6 and 7 now follows. (Numerous texts have been 
devoted to electronic structure calculations and for m re detail it is recommended to 
refer to one of these, .g. reference 48.) 
Electronic molecular structure calculations find approximations to solutions of the 
time-independent Schrödinger equation (Equation 1.16), where the Hamiltonian 
operator, Ĥ , is defined by the nuclear coordinates (Equation 1.17) and an 
equilibrium geometry is obtained when a minimum in E has been found with respect 
to the internal nuclear coordinates.  
E   H =ˆ          (1.16) 
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The HF approximation uses the exact Hamiltonian, but approximates the 
wavefunction by assuming it to be a Slater determinant composed of single-electron 
spin orbitals as shown in Equation 1.18. As indicated by Equations 1.19, the spin 
orbital for electron j is denoted by   i

(j) [or   i

(j)] and is the product of the i th 























=    (1.18) 
α=χ α ii MO   and  β=χ
β
ii MO       (1.19)  
Both the molecular orbitals and the spin functions are orthonormal so the spin 
orbitals are also orthonormal. The molecular orbitals are constructed using the Linear 
Combination of Atomic Orbitals approach as shown in Equation 1.20, where cij is 
the weighting of the j th atomic orbital in the i th molecular orbital. 
=
j
jiji AOcMO         (1.20) 
The atomic orbitals used to construct the molecular orbitals are known as basis 
functions and there are numerous ways to construct hese. All of the calculations 
reported in later chapters have used Gaussian-type orbitals, which (expressed in polar 
coordinates) have the form shown in Equation 1.21, where Yl,ml(
 
, ) is the spherical 
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harmonic function for the quantum numbers l and ml, and ai is the weighting of a 














rAO e)(),,( )22(,,,     (1.21) 
The summation in (1.21) is required as more than one Gaussian is needed to describe 
each atomic wavefunction adequately. However, a number of these are often grouped 
together with values of ai fixed relative to one another and likewise for bi, so that 
only two parameters have to be optimised, one exponent and a normalisation 
coefficient. As an example, the Pople-style basis set, 6-31G uses six Gaussians with 
fixed relative exponents to describe the core electrons and for the valence electrons 
uses three Gaussians with fixed relative exponents and one that is unconstrained. 
The general procedure by which the energy of the system, E, in (1.16) is minimised 
is therefore to vary the values of a, b and c for each MO (within certain constraints 
such as orthonormality of AOs and MOs) until a minium in E is found for the 
initial Hamiltonian. The process is then repeated for a new set of nuclear coordinates 
(and therefore a new Hamiltonian) until a minimum in the potential-energy landscape 
is found. The minimised energy obtained using the HF method typically represents 
99% of the true energy and the difference between th  HF limit (HF energy using an 
infinitely large basis set) and the true energy is called the correlation energy.  
There are various methods available to account for the correlation energy in the 
calculation, the most straightforward being to approximate the electronic 
wavefunction better by using more Slater determinants. A less computationally 
expensive method, however, is that proposed by Møller and Plesset, whereby the 
correlation energy is obtained by defining the Hamilton an as a sum of a reference, 
0Ĥ , and a perturbation, 'Ĥ , multiplied by a variable perturbation parameter,   
(Equation 1.22).  The wavefunction is then expanded in terms of   as a Taylor series 
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(Equation 1.23) and the energy calculated when this series is terminated at the xth 
term is the MPx energy. It can be shown that the MP1 energy is the same as the HF 
energy and restraints used in the SARACEN refinements in Chapters 6 and 7 were 
determined from geometry optimisations using the MP2 level of theory. 
'ˆˆˆ 0 H
 
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2.1. Introduction 
The State-Specific Electron Diffraction (SSED) apparatus, shown schematically in 
Figure 2.1, was designed to complement the existing GED apparatus in Edinburgh 
by extending the range of species that can be studied by electron diffraction. This 
was to be achieved by combining a number of state-of-the-art technologies. The 
cornerstone of the apparatus, in terms of extending the scope of GED, is the 
supersonic molecular beam (Section 2.3), which will cool the majority of molecules 
down to their ground vibrational state. Provision has been made for the inclusio  of a 
laser, which could excite molecules to higher vibrational and electroni  states. 
Hence, the name SSED comes from the vision of obtaining the molecular structure of 
a specific vibronic state, in contrast to conventional GED, where the structure is 
obtained from the ground electronic state averaged over all populated vibrational 
states.  
 
Figure 2.1 – Schematic of the Edinburgh SSED apparatus. 
The remaining components are, to some extent, included in order to facilitate the 
goal of observing specific vibronic states, although the range of potential 
applications (Section 2.5) is much broader. The inclusion of a mass spectrometer is 
crucial as it will enable the components of the molecular beam to be observed and 
tuned during the course of an experiment. The species observed in the beam may 
include dimers and other clusters, which may or may not be desirabl  depending on 
the specific experiment. The electron beam (Chapter 3) is produced using a 
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telefocus electron gun that is capable of providing electron-beam intensities of up to 
100   A, which should help to compensate for the lower molecule densities expected 
in the molecular beam. The electron detection (Section 2.3) is performed online, 
which will enable the experiment to be optimised far more easily  the apparatus 
need not be opened in order to view results. In addition, it bypasses the time-
consuming step of developing film. 
2.2. Layout of the apparatus and differential pumping scheme 
 
Figure 2.2 – Scale drawing of the SSED apparatus. 
The SSED apparatus is divided into six chambers, as can be seen in Figure 2.2. The 
electron beam passes through the electron gun chamber, the collision zone and the 
detector chamber, each of which is pumped by an oil diffusion pump with a liquid 
nitrogen baffle to prevent oil coating surfaces near the electron beam. The main 
chamber and the dump tank (containing the mass spectrometer and into which the 
molecular beam is directed) are also individually pumped by oil diffusion pumps, but 
do not require liquid nitrogen baffles as they are separated from the electron beam 
path. Finally, the nozzle chamber (which can be removed if the supersonic beam is 
not in use) is pumped by a Roots blower, backed by a large rotary pump, which can 
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provide high pumping speeds required for the large volumes of gas produced during 
the operation of the molecular beam. 
The chambers are not completely separated, but are joined by small openings at or 
near the beam tube (a selection of which are shown in Figure 2.3), as shown by the 
dotted lines in Figure 2.4. The sizes of the openings mostly depend on the beam tube 
in use and, with the exception of the skimmer aperture, range from a couple of 
square-millimetres to a few square-centimetres. 
    
Figure 2.3 – Beam tubes (left) and skimmer box (right) used in the SSED apparatus. 
The beam tubes are (from left to right) one containing two copper collars for centring 
the electron beam, one with an open collision zone and one made of mu-metal with 
an attachment used to fasten it to the skimmer box 
 
Figure 2.4 – Hypothetical boundaries (dotted lines) of the six chambers (bold text). 
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2.3. Online electron detection 
2.3.1. Previous detection systems 
So far the Achilles heel of the set-up has been the electron detection method. The 
original system was built by Integrated Sensors Limited (ISL) and was tested by 
Robert Fender.1 The detector consisted of a pair of microchannel plates that were 
stacked on top of a collector anode. The anode itself was composed of 83 concentric 
gold rings, 0.3 mm wide with a spacing of 0.1 mm, each of which was divide  into 
two semi-circles. These were mounted on an alumina ceramic wafer ith a 6 mm 
hole at its centre, through which the undiffracted beam could pass. The counting 
circuitry was mounted on the underside of the ceramic wafer. After a succession of 
problems, the main one being static damage, the device was eventually abandoned as 
it was deemed too fragile to cope with the conditions in the apparatus.  
The second detection method was more successful and was installed and tested by 
Paul Papathomas.2 This time the electron diffraction pattern was converted to a 
visible pattern using a phosphor screen, mounted on a quartz view port. The pattern 
was recorded using an external CCD camera. Two types of phosphor were used, an 
inorganic one (P22G) and an organic one (NE102A), each of which were coated with 
a layer of aluminium, 50 and 100 nm thick, respectively, in order to prevent charge 
build-up. The CCD camera was bought from Princeton Instruments and contained a 
Scientific Grade 1 CCD made by SITe, whilst the lens used was either a Nikkor 85 
mm /f1.8 or Micro-Nikkor 55 mm /f2.8 lens, depending on the distance from the 
screen. In some cases an optical filter was inserted between th  phosphor and the 
quartz window.  
Using this set-up, data were collected for CF4 and 1,2,4,5-tetrafluorobenzene and 
structure refinements were attempted. CF4 data collected without the filter were of 
reasonable quality and yielded an R factor of 12%. The addition of the filter would 
be expected to improve the quality of the data. However, the diffraction patterns 
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appeared asymmetric and despite adopting four different methods of data correction 
an improvement in the fit was not obtained. Data for tetrafluorobenzen  were 
obtained using the filter and again appeared more intense on one side than the other. 
In this case the agreement between theoretical and experimental curves was worse 
than for CF4 and the mean C–C bond length refined to about 4 pm shorter than 
expected. At this point it was realised that there was a problem with the data, 
although it was unclear whether this arose in the collection stageor in its treatment 
afterwards. Statistical analysis revealed that the signal-to-noise ratio was not a 
problem so Papathomas suggested the problem originated in the argon calibration. 
2.3.2. The new CCD camera 
The impetus for much of the work described in this thesis was provided by the 
acquisition of a new detector (Figure 2.5) from the X-ray imaging company, Rigaku, 
who used it as a prototype in the development of their Mercury 2 CCD detector.  
   
Figure 2.5 – The new detector as viewed from the front (left) and the back (right). 
As was the case for the previous detection method, the new detector works by 
imaging the diffraction pattern produced by a phosphor screen onto a CCD. The 
phosphor is terbium-doped gadolinium oxysulfide (GdOS:Tb), as is often used in X-
ray detectors, coated with a 50-70 nm layer of aluminium. Both the phosphor and a 
graded neutral-density filter were deposited directly onto a fibre optic faceplate, 
which is optically coupled to the CCD using a fibre-optic taper (3.17 : 1), rather than 
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using a lens as was the case in the previous detector. In theory, this allows all the 
light produced by the phosphor to reach the CCD, significantly increasing the 
sensitivity of the new setup. The CCD is an array of 1024×1024 pixels, 24   m wide, 
and the active region of this array is circular with a centre approximately coincident 
with the centre of the array and a diameter approximately equal to 1024 pixels. In 
contrast to the previous camera, the detector is mounted inside the apparatus, 
although only the outside of the detector is at high vacuum. The CCD is maintained 
at about –40°C by thermoelectric cooling and is therefore sealed in an evacuated 
chamber (~ 1 mbar) with the fibre optics to prevent condensation. The electronics 
that control the CCD are contained in the detector at atmospheric prssure, but are 
powered by an external power supply and operated remotely from a desktop PC 
using fibre-optic transmission. 
2.4. The supersonic molecular beam 
Supersonic molecular beams (sometimes also called nozzle beams) are used 
extensively in spectroscopy, as the low temperature and lack of inter-molecular 
collisions characteristic of such beams simplifies the analysis of the data. They have 
also been widely used in crossed-beam experiments as the high velocity of the mass 
flow and narrow distribution of velocities (to which the translational temperature 
refers) in such a beam makes it ideal for the study of molecular collisions. 
They were first proposed by Kantrowitz and Grey3 as a method of producing a 
collimated molecular beam with a much greater intensity than ws previously 
attainable. In a conventional beam the intensity was limited by the rate of effusion 
through the first slit (see Figure 2.6). This is because increasing the pressure of the 
gas supply reduces the mean free path of the gas molecules and whe  this becomes 
less than the orifice diameter, free molecular flow is lost, reducing the gas density at 
the second collimating aperture.  
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Figure 2.6 – Comparison of Kantrowitz and Grey's high-intensity molecular beam 
with a conventional type of collimated beam (Ref. 3). 
Kantrowitz and Grey's proposal was to place the first opening in the flow from a 
supersonic nozzle, which would provide some collimation of the beam before it 
reaches the second slit. In this method free molecular flow is established as the 
supersonic expansion is skimmed at the first slit, so there is no loss of intensity due 
to a cross-over of flow regimes as the gas pressure is increased. In addition, as the 
beam is partially collimated at the first slit, the loss of intensity between the first and 
second slits is much less for a nozzle beam than for a conventional molecular beam. 
This design was tested by Kantrowitz and Grey's colleagues, Kistiakowsky and 
Slichter,4 who found that the provision of enough pumping capacity was critical to its 
implementation. Within a few years Becker and Bier5 showed that a supersonic 
nozzle could successfully be used as a source of a molecular beam.  
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2.4.1. The use of supersonic molecular beams in GED 
Supersonic molecular beams of the type proposed by Kantrowitz and Grey have 
previously been combined with electron diffraction in the investigation of the 
structures of clusters, but have not yet been used to obtain molecular str ctures of 
comparable accuracy to those obtained by traditional GED.  
The first investigations of supersonic beams were performed by Raoult and Farges,6 
who found that the greatest difficulty in combining the technologies wa that the 
density of a supersonic molecular beam is two to three orders of magnitude lower 
than that conventionally used in GED. (Given the historical impetus for the invention 
of molecular beams this may seem counter-intuitive. However, in a GED experiment 
the beam density is not lowered by collimation and, as was noted by Bartell,7 the 
conventional GED nozzle source is a free expansion rather than an effusiv  source, 
although too few intermolecular collisions occur for the associated cooling to be 
noticed.) The extraneous scattering therefore had to be reduced by the same amount. 
This was done by reducing the electron scattering from the beam stop and lowering 
the background pressure to 5×10-8 Torr using cooled active charcoal surfaces and a 
liquid helium cryostat. In addition, the beam source was modified to be less bulky 
than the classical Campargue-type design8 n order to allow the scattering point to be 
as close as possible to the nozzle. 
A significant amount of optimisation of the gas delivery system for obtaining clusters 
has been performed by Bartell,7 although the nozzle type adopted was not strictly 
that proposed by Kantrowitz and Grey, as no collimating (second) slit was used. 
However, this enabled the supersonic molecular beam to be used in conju ction with 
a conventional GED apparatus, the only modifications being a lengthening of the 
beam stop from 20 to 60 mm and a faster diffusion pump. (Unfortunately, no details 
of the subsequent improvement were given.) The optimisation included testing three 
shapes of skimmer (Figure 2.7), three types of sources (thin plate, tubular and 
tapered glass nozzles), and variation of the pressure and composition of the gas.  
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Figure 2.7 – Skimmer shapes tested by Bartell (left) and the recorded current 
scattered by n-pentane in helium as a function of the lateral displacement of the 
supersonic nozzle (right). The dashed vertical line indicates the electron beam 
position and the solid vertical line is the nozzle position, which was 7, 11 and 8 mm 
from the skimmer entrance in A, B and C, respectively (Ref. 7). 
Bartell also investigated the use of pulsed, skimmed supersonic beams and modified 
the apparatus accordingly as shown in Figure 2.8.9 The main alteration is the use of a 
pulsed electron beam (achieved by electrostatic deflection), which is synchronised 
with the pulsed molecular beam. However, it also makes use of a glass Laval nozzle, 
which is one with a curved, tapered throat and has been shown to increase beam 
intensities and cluster formation rates.10 In addition, the conical shaped skimmers 
shown in Figure 2.7 were replaced by a V-shaped skimmer, in order to position the 
skimmer entrance as close as possible to the electron beam. 
A final notable achievement regarding the use of supersonic molecular beams is the 
work of Yokozeki in Gilbert Stein's laboratory, who used the nozzle in Figure 2.9 to 
obtain data for lead microclusters.11 Inspired by this work, Monot built a similar 
apparatus, the nozzle (Figure 2.10) for which was based on Yokozeki's design, and 
used it to study silver clusters.12 
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Figure 2.9 – Yokozeki's nozzle (reference 11). 
 
  
 38   
 
Figure 2.10 – Monot's molecular beam source (Ref. 12). 
 
2.4.2. Supersonic expansion theory 
The type of flow that occurs when a gas is expanded into a vacuum is determined by 
its Knudsen number, Kn. This is given by the ratio of the mean free path in the 




0=          (2.1) 
For Kn > 1 the gas flow is effusive and the constituent molecules have the sam
temperature as in the reservoir, whilst for Kn < 1 collisions between molecules after 
they exit the nozzle enables their internal energy to be converted into kinetic energy 
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in the direction of the beam, although significant cooling is not observed unless Kn 
<< 1. As the gas expands, any molecules moving with high velocity components 
perpendicular to the electron beam either leave the beam axis or are scattered back 
into the beam with a lower perpendicular velocity. At the point of skimming, the 
molecules have a high velocity component in the direction of the beam, but very low 
relative velocities, corresponding to translational temperatures approaching 1 K.  
Molecular beams are often characterised in terms of their Mach number, M, which is 




M =          (2.2) 
Clearly u increases in the expansion process, but the high Mach numbers quoted for 
supersonic beams are largely due to the reduction in c. The speed of sound can be 
related to the temperature, T, of an ideal gas by Equation 2.3, where   , the adiabatic 
ratio, is that of the heat capacity at constant pressure to constant volume, P is the 










=γ      (2.3) 
The region of the expansion where M >1 is called the zone of silence and at the edges 
of this severe temperature and pressure gradients are present. Th  boundary of the 
zone of silence in the absence of a skimmer is indicated by the dashed line in Figure 
2.11.  
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Figure 2.11 – Skimmed supersonic molecular beam (taken from reference 13). 
The end of the zone of silence is called the Mach disk and its position, xm, can be 
calculated using Equation 2.4,13 where P0 and P1 are the pressures in the nozzle and 
skimmer chamber, respectively. The ideal placement of the skimmer is not at the 
Mach disk, however, as the collision frequency drops sufficiently for the transition 
from continuum flow to free molecular flow to occur at a nozzle-to-skimmer 






Dxm =         (2.4) 
2.4.3 Thermodynamics relating to supersonic beams and SSED 
If we assume that the background pressure is zero no work is done by a supersonic 
expansion and, as it is also effectively thermally isolated from its surroundings, it can 
be considered to be adiabatic. In addition, the increase in entropy due to the increase 
in volume and energy in the direction of the beam is balanced by a drop in entropy 
due to cooling, thus the expansion is also isentropic.  
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The temperature of a molecular beam is a somewhat abstract concept as the system is 
far from thermal equilibrium. As the redistribution f energy takes place at different 
rates for each degree of freedom it makes sense to quote a separate temperature for 
the translational, rotational and vibrational motion. The translational temperature is 
defined in terms of the width of the velocity distribution in the skimmed beam whilst 
the rotational and vibrational temperatures are those that would be used in a 






























exp     (2.5) 
In a typical supersonic beam the respective temperatur s for translational, rotational 
and vibrational motion are generally around 1, 10 and 100 K. However, for SSED we 
would like to know the proportion of molecules in the ground vibrational state, v0. If 
we assume that, for a given normal mode, the vibrations are harmonic, the spacing of 
energy levels corresponding to that mode will be constant,   E. The partition 
function, q, can be simplified to that shown in Equation 2.6. The fraction of 
molecules in the ground state is therefore given by Equation 2.7 and is plotted 
against T/ν (ν = E/hc) in Figure 2.12 along with q and the populations of the first 
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Figure 2.12 – Dependence of the partition function (left) and the population of 
vibrational states (right) on the ratio of temperatu e to vibrational frequency. 
From Figure 2.12 the population of v0 drops below 95% when the temperature, T (in 
Kelvin) is greater than about half the vibrational w venumber, v (in cm-1). Therefore, 
molecules with a lowest frequency of vibration greater than 200 cm-1 are likely to be 
predominantly in their ground vibrational state.  
2.5. Potential applications and limitations of the apparatus 
The unique setup of the apparatus allows four areas to be studied that are 
inaccessible to conventional GED: 
1. Compounds with low volatility. 
2. Molecules in their ground vibrational state. 
3. Weakly associated dimers. 
4. Unstable species using laser excitation. 
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2.5.1. Low volatility compounds 
Compounds with low volatility are difficult to study due to the low signal-to-noise 
ratio and extended exposure times required. The layout of the apparatus (Section 2.2) 
results in a low background pressure along the path of the electron beam 
(approximately 10-6 mbar in the electron gun chamber and 10-7 to 10-8 mbar in the 
collision zone and detector chambers) and should therefore reduce the background 
gas scattering. However, further modifications such as an efficient cold trap and an 
electron beam skimmer immediately in front of the scattering point, as are found in 
conventional apparatuses are still required. In addition, further optimisation of the 
beam stop (Sections 3.3 and 5.2.2) is required to reduce the extraneous scattering 
from this source. 
The telefocus electron gun and the online detection system are also important for 
solving this problem. The combination of a high-inte sity electron beam and the high 
sensitivity of the camera will allow data to be collected at much shorter exposure 
times. In addition, the ability to view the data immediately after exposure will allow 
the experimental conditions to be optimised far more easily than if photographic 
detection is used. 
2.5.2. Investigation of molecules in low or ground vibrational states 
In conventional GED accounting for vibrational motion is one of the largest sources 
of uncertainty and for some molecules even prevents rea onable structures being 
obtained. Cooling molecules using a supersonic molecular beam is therefore useful 
for two reasons: it reduces the effect of vibrations on the electron diffraction data, 
which would manifest itself in a sharpening of the p aks in the radial-distribution 
curve, and reduces the size of the distance corrections applied to the GED model 
when extrapolating to a static structure. However, the smaller available data range 
and the lower molecule densities in the molecular beam may counterbalance these 
potential benefits. 
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2.5.3. Investigation of dimers and clusters 
As mentioned in Sections 1.3.2 and 2.4.1 the observation of the structures of clusters 
has been the main application of the use of supersonic molecular beams in GED. 
This field has not been exhausted, however, and the incorporation of a mass 
spectrometer in the set-up may help to fine-tune the components of the molecular 
beam. However, a related area that could be extended using a supersonic molecular 
beam and has been investigated much less widely is that of hydrogen-bonded dimers 
and other weakly bound dimers.  
Only four hydrogen-bonded dimers have been characterised by GED. The structures 
of the monomers and dimers in the series of carboxylic acids, methanoic acid,14 
ethanoic acid15 and propanoic acid16 have been studied, as has the structure of the 
dimethylphosphinic acid dimer (Me2P(=O)OH)2.
17 The data for the monomers of 
methanoic, ethanoic and propanoic acid were obtained at 175, 160 and 215°C, 
respectively, whilst those for the dimers were collected at 12, 24 and 55°C. In the 
case of propanoic acid the dimer could not be isolated nd a mixture of monomer and 
dimer was refined. For dimethylphosphinic acid the monomer was not observed in 
the GED experiment, even at the experimental temperature of 433 K.  
The effect of substituting hydrogen with deuterium in the hydrogen bond of the 
methanoic acid dimer has also been investigated using GED.18 The investigators 
found small changes in the geometry of the carboxyl group, in particular an 
elongation of the C–O bond of 0.9 pm and a reduction in the O=C–O angle of 0.7°. 
However, they were also careful to point out that tese differences were at the limits 
of the accuracy of the experiment and should be treated with caution. A more 
substantial finding was a lengthening of the O–H···O interaction of 1.9 pm, a value 
that was consistent with both the X-ray and neutron diffraction structures for   -oxalic 
acid dihydrate in the solid state.19 The deuteration of the methanoic acid hydrogen 
bond therefore appears to synergistically affect the potential-energy surface of the 
  
 45   
dimer. In contrast, the deuteration of methane, which was studied by Bartell,20 
showed only the expected reduction in amplitudes of vibration. 
In light of these successes it seems strange that this work has not been followed up. 
This could be done using conventional equipment so long as the system to be studied 
has the correct thermochemical properties, but this constraint may be too great for 
larger systems with weaker hydrogen bonds, as they will require more heating to 
enter the gas phase. The cooling afforded by a super onic expansion may therefore 
be required to provide access to such species. In addition, the presence of a mass 
spectrometer and the ability to observe diffraction patterns immediately should 
simplify the optimisation of the experiment. 
An ambitious extension of the work mentioned above is to bimolecular species 
exhibiting complementary hydrogen bonding as found in DNA base pairing. The 
gas-phase Watson-Crick structures of base pairs have not yet been experimentally 
determined, although the structure of a base-pair mimic has been determined in a 
molecular beam using rotational spectroscopy21 and numerous theoretical studies 
have been performed, including some thermodynamic analysis based on rigid-rotor, 
harmonic-oscillator and ideal-gas approximations.22 Free base pairs can be formed in 
the gas phase using a combination of laser ablation nd supersonic cooling and have 
been observed by time-of-flight mass spectrometry.23 Moreover, the guanine-
cytosine dimer has been characterised by resonance-enhanced multiphoton ionisation 
(REMPI) spectroscopy and appears to adopt a single conformation,24 making it 
suitable for study by GED. However, the guanine-guanine dimer has also been 
observed as a major constituent of the molecular bem produced in this way, which 
would complicate the analysis. In addition, purines and pyrimidines have high 
melting and boiling points, so a high temperature nozzle would be required for such 
compounds, which may mean that this study would be out of the reach of 
applications for this apparatus. A more realistic goal would therefore be an 
investigation of base-pair analogues like 2-aminopyridine·2-pyridone as studied by 
Roscioli and Pratt using rotational spectroscopy.21 
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2.5.4. The use of laser excitation 
Provision has been made in the design of the apparatus for incorporating a laser into 
the set-up. It is therefore possible to propose a number of exotic applications: 
• unstable species produced by photolysis 
• molecular ion structures using multi-photon ionisation  
• excited vibrational states 
• excited vibronic states 
However, there are a number of challenges and important general considerations that 
have to be made if structures of these types of species are to be found. For all four of 
the categories above, the magnitude of the expected structural changes should be 
considered. Of critical importance, however, will be the proportion of the excited 
species in the gas beam, as in each case this is likely to be severely limited. 
Photolysis products have been characterised and the reactions even timed using 
strobed and time-resolved electron diffraction. However, in all cases pulsed lasers 
were used, providing higher photon intensities than a continuous source. Therefore, 
in order to study photolysis products, such high-intensity pulsed lasers may be 
required and the data collection, electron beam or m lecular beam may have to be 
synchronised with the laser pulses. In multi-photon processes the cross-sections 
increase with photon intensity and species produced by this method, such as 
molecular ions, are more likely to require a pulsed laser source. The cross-sections 
for excitation to higher vibrational or electronic states are likely to be larger, but the 
stimulated emission of the absorbed radiation will create an upper limit on the 
proportion of such species in the molecular beam. In addition, the lifetimes of excited 
states ought to be considered as this will also affect their population. 
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Assuming data for these types of systems can be obtained, there exists the additional 
question of how to interpret them. Given that the reorganisation of vibrational energy 
may take place more slowly than the time between the species' generation and 
probing by the electron beam, these systems may no longer be characterised by 
Boltzmann energy distributions and the effect of vibrations in the theoretical 
treatment outlined in Sections 1.4.2 and 1.4.4 will no longer be applicable. This 
problem has been considered in depth by those pursuing time-resolved or ultrafast 
electron diffraction (TRED / UED) and helpful reviews have been published by the 
collaboration of Ewbank, Schäfer and Ischenko25 and by Zewail et al.26,27 Both 
groups predict chaotic behaviour as a probable outcome for such systems, which may 
require the data analysis for non-Boltzmann structures to proceed by fitting 
probability distributions, rather than using a molecular model as in conventional 
GED refinements. However, despite these predictions the only experimental 
evidence of such behaviour has been the excessively 'hot' structure of cyclohepta-
1,3,5-triene, which refined with root-mean-squared amplitudes of vibration three 
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3.1. The telefocus electron gun 
The Edinburgh SSED apparatus uses a telefocus electron gun (Fi re 3.1). This is in 
contrast to many other experimental setups, where the electron beam is focused using 
lenses and apertures, as is the case in an electron microscope. Telefocus guns 
produce higher beam intensities than conventional electron guns, a factor which 
should compensate for the lower density of molecules found in supersonic mole ular 
beams, another feature of the apparatus. 
   
Figure 3.1 – Edinburgh telefocus electron gun, Wehnelt cylinder, Wehnelt cap and 
filament. 
In both types of gun free electrons are generated by thermionic emission from a 
tungsten filament, which is maintained at a negative electrical potential of a few tens 
of kV. The electrons are accelerated towards an earthed plate (which acts as an 
anode) with a hole in its centre, through which the electron beam passes. The beam 
current is controlled by placing a shield containing a small hole over the filament. 
This is known as the Wehnelt cap and is at a slightly more negativ  voltage than the 
filament. The potential difference between the filament and the Wehnelt cap is 
known as the bias voltage. A typical circuit used to control such a triode system is 
shown in Figure 3.2.  
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Figure 3.2 – Typical circuit diagram for control of a triode electron-gun system. 
Note how the emission current is measured. The emission current is always greater 
than the total beam current and, if the circuit is poorly insulated, the measured 
current will be greater than the current leaving the cathode. As long as RFilament << RB 
= RC, the current in the filament is equal to that measured. 
 
The two types of electron gun differ in the way they focus and steer the electron 
beam. As in an electron microscope, a traditional gun employs a series of magnetic 
lenses and apertures to obtain a narrowly focused beam, which is then steered 
magnetically to the point of interest. In a telefocus gun both the focusing and the 
steering of the electron beam are performed electrostatically. The electric field 
between the filament and the anode is manipulated by placing a metal W hnelt 
cylinder (Figure 3.1) around the axis of the beam, in contact with the Wehnelt cap. 
The resulting electric field acts as a continuous series of lenses, as shown 
schematically in Figure 3.3, so that the beam can be focused by altering the distance 
between the filament and the anode, in a similar manner to the focusing of a 
telescope.  This setup ensures that a minimal proportion of the electrons leaving the 
filament is lost as they reach the anode, whilst the absence of narr w pertures 
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ensures that most of the electrons exiting the anode are contained in the resulting 
electron beam, and there should be no background caused by deflection of electr ns 
by the edges of apertures. The drawbacks of the telefocus gun compared to the 
electron-microscope type are a loss of ease with which the beam can be focused and 
a generally wider beam. For a more detailed description of the theory behind the 
focusing of telefocus electron guns reference 1 is recommended, whilst an overview 
of their use in GED and details specific to the Edinburgh telefocus gun are 
documented in references 2 and 3.  
 
Figure 3.3 – Schematic diagram of a telefocus electron gun showing equipotential 
lines and its optical analogue. 
 
3.2. Electron beam characteristics 
Since it is not possible to observe an electron beam directly it is useful to know as 
much as possible about how the electron beam should behave theoretically. This will 
help to interpret the measured currents used to align the beam (Section 3.4) and 
characterise its width and profile shape (S ction 3.5). 
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3.2.1. Electron mass and velocity 
In order to calculate how the electron beam ought to behave under the influence of 
electric and magnetic fields, the velocity and mass of the electrons must be known. 
To calculate these using classical mechanics the rest mass of n electron (me) is used 
and the velocity (v) is obtained by equating the potential of an electron as it leaves 
the filament (eV) with its kinetic energy in the electron beam (Equation 3.1) and 
solving for v (Equation 3.2). 
2
e2





v =          (3.2) 
Substituting a value of 40 kV for the accelerating voltage yields a velocity of 
1.326×108 m s-1, which is approaching the speed of light, and so a rel tivistic 
approach ought to be used. The electron mass, m, can be found by solving Equation 
3.3, where c is the speed of light. The relativistic velocity can then be found by 
substituting Equation 3.4 into Equation 3.3, and solving for v (Equation 3.5). 
Figure 3.4 shows the classical velocity and the relativistic mass and velocities as 
functions of the accelerating voltage. 
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Figure 3.4 – Classical and relativistic electron velocities (black and red, 
respectively) and relativistic electron mass (blue) plotted as a function of the 
accelerating voltage. 
3.2.2. Magnetic deflection 
An electron moving in a magnetic field (B) experiences a force (F) according to 
Equation 3.6, where e is the charge on an electron and v is its velocity. 
BvF ×= e          (3.6) 
The Edinburgh SSED apparatus is situated so that the beam runs approximately west 
to east. The direction of the earth's magnetic field is therefore approximately 
perpendicular to the electron beam, upwards and to the left (as the electron travels). 
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Bearing in mind the negative charge on electrons, the force would have a component 
downwards and a component right to left. If we assume that the direction of this 
force is constant (i.e. the beam curvature is small), the magnitude of the 
displacement, s, due to magnetic deflection can be calculated using mple equations 
of motion, as shown in Equation 3.7, where t is the time taken to travel a distance, l, 













1 ===        (3.7) 
The solutions of Equation 3.7 for a uniform field of 0.3 Gauss (in SI units = 3×10-6 
T), which is an approximate value for the earth's magnetic field, are shown in Figure 
3.5:  
 
Figure 3.5 – Magnetic deflection of an electron beam by a uniform field of 3×10-6 T 
at 30, 40 and 50 keV (blue, black and red, respectiv ly). 
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The intersection of the electron and molecular beams occurs at approximately 250 
mm from the anode, by which point the electron beam will have moved about 0.14 
mm. The minimum nozzle-to-camera distance is about 110 mm, over which it will be 
displaced a further 0.13 mm. At a typical 'long' nozzle-to-camera distance of 300 mm 
the total displacement will be about 0.65 mm, a displacement of about 0.5 mm from 
the nozzle position. 
3.2.3. Steering by electrostatic deflection 
The electron beam can be steered using four pairs of deflector plates (shown in 
Figure 3.1, and more closely in Figure 3.6). The first pair of deflector plates is for 
controlling the horizontal deflection and the second pair is for vertical deflection. 
Both pairs are controlled by the high-voltage electron-gun supply, which maintains 
each plate at an equal but opposite potential to its partner in the range ±200 V. A 
short spacer separates these from the two remaining pairs of plates, the first pair of 
which is again positioned for horizontal deflection a d the second pair for vertical 
deflection. These two pairs of deflector plates, positi ned further from the filament, 
are controlled by four Keithley power supplies, which provide up to ±2000 V for 
each plate.  
 
Figure 3.6 – Deflector plates positioned on top of the anode. 
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An estimate of the electron-beam deflection, selec, can be calculated using Equation 
3.8, where E is the electric field strength (assumed to be uniform), V is the potential 
difference between a pair of plates, d is the spacing of the plates, L is the distance 
travelled after deflection, l is the length of the electric field along the electron beam 









Eselec 2by  inducedvelocity ==×=     (3.8) 
The dimensions and spacing of the plates are shown in Figure 3.7 and these values 
were used to calculate the solutions to Equation 3.8, which are shown in Figure 3.8. 
The electric field was assumed to be 10% longer than e deflector plates as it does 
not immediately fall to zero outside the region between the plates.  
 
Figure 3.7 – Deflector plate dimensions used in calculations. 
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Figure 3.8 – Calculated beam displacement at a nozzle-to-camera distance of 200 
mm for 30, 40 and 50 keV electron beams (blue, black and red respectively). Solid 
lines are used for the first and second pairs of deflector plates, for which the distance 
to the nozzle was assumed to be 240 mm. The dashed line is for the third and fourth 
pairs, assumed to be 30 mm closer to the nozzle for a 40 keV beam. 
 
3.3. New beam stop and Faraday cup design 
A beam stop and phosphor screen setup (Figure 3.9) had previously been used in the 
SSED apparatus by Paul Papathomas3 and was useful for the initial alignment of the 
electron beam (Section 3.4). However, as the new camera could not accommodate 
the existing beam stop and Faraday cup a new beam stop had to be designed. 
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Figure 3.9 – Previous beam stop and aluminium-coated phosphor screen mounted on 
a re-entrant tube. 
3.3.1. Lessons from the previous design 
The previous beam stop served as a starting point fr the new design as it 
successfully performed the three main functions that were required of it, namely: 
1. it stopped the unscattered beam, which would otherwis  burn out the phosphor 
and saturate the CCD, 
2. it enabled the centre of the beam to be found, 
3. it enabled the size and shape of the beam to be estimated. 
Despite the success of the previous design in performing these tasks, there were also 
some severe problems with its design.  
The initial concern was the physical instability of the beam stop. While positioning 
the re-entrant tube inside the apparatus the beam stop would invariably receive a 
knock of some sort, moving it away from the desired alignment. At best this would 
cause a misalignment of the centres of the beam stop and filter, resulting in 
asymmetric diffraction patterns. However, it was often the case that the beam stop 
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would move so far that the electron beam could no longer be directed into the 
Faraday cup. A second more serious worry was that the beam stop could be knocked 
into the phosphor screen, damaging it irreparably. Admittedly, because the new 
camera was to be mounted on an xyz-translator, the risk of the beam stop receiving a 
knock was substantially reduced, although it was still a possibility and a factor that 
was taken into consideration in the new design.  
Another problem with the existing beam stop was the lack of an obvious heat 
dissipation route. This problem arises as the low gas pressure inside the apparatus, 
required for electron diffraction, effectively removes the main heat dissipation route 
by convection that would occur at atmospheric pressure, whilst conduction and 
radiation are limited. Although the maximum power of the electron beam is only 
about 5 W (50 kV and 100   A), the heat in the beam stop builds up over time and, 
although not proven, it appeared that this heat build up was enough to melt the solder 
connection to the previous Faraday cup, approximately 5 cm from the incident 
electron beam. 
3.3.2. The new design 
The new beam-stop design is shown schematically in Figure 3.10, and can be seen in 
both its constituent parts and in its constructed form in Figure 3.11. In addition to the 
selection of appropriate materials for heat dissipation (Section 3.3.3) a number of 
other factors were taken into consideration and are summarised below. 
The beam stop was designed in such a way that it could be almost completely 
dissembled. This is desirable so that it can be cleaned easily, any problems can be 
easily found, it allows individual parts, rather than the whole beam stop, to be 
remade if broken and, if necessary, it facilitates further modification. The use of 
solder and adhesives was avoided, in favour of mechani al fittings. For example, the 
electrical connection to the Faraday cup was made by clamping the wire with a 
screw.  
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Figure 3.10 – Schematic diagram of the final beam-stop design. 
 
    
Figure 3.11 – The component parts of the new beam stop (left) and in its constructed 
form (right). 
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The physical stability of the beam stop was addressed in two ways. First, a solid 
circular brass base was used to attach the beam stop to he camera using four of the 
eight screw holes on the face of the camera, so that a knock to the base would not 
change the beam-stop position. Secondly, an optional second arm was included to 
add extra stability. These two features were also designed with the heat dissipation 
problem in mind, as the brass base would provide a good heat sink at the end of the 
beam stop arm, whilst the second arm would provide an extra route for heat to 
escape. In addition it was hoped that the circular symmetry of the base would help to 
centre the beam stop on the camera face. 
The final important decision was the choice of size for the beam stop. The diameter 
of the beam stop limits the range of available data at small scattering angles, whilst 
its depth determines how closely the camera can be positioned to the fixed scattering 
point, limiting the widest angles at which data can be collected. The latter of these 
was addressed by adopting a low profile design, whereby the base of the beam stop 
protruded only a little more than the electronic feed-through, at the same time 
providing some protection against short circuiting the Faraday cup. The beam-stop 
diameter was chosen considering that a minimum s value of 40 nm-1 was desirable at 
the minimum nozzle-to-camera distance of about 10 cm. Assuming an electron 
wavelength of 6 pm therefore led to a maximum beam-stop diameter of 7 mm. 
3.3.3. Choice of materials for beam stop components 
For various metals the temperature difference,   T, between the point of impact of the 
electron beam with the beam stop and the beam stop base that would occur at 
equilibrium were calculated using Equation 3.9, where P is the power of the electron 
beam, L is the distance over which   T is to be calculated,   is the thermal 
conductivity of the metal and A is the cross-sectional area of the metal normal to the 
direction of heat flow.  
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  A
PL
T =∆          (3.9) 
Calculated values for   T are shown in Table 3.1 based on an area of 5 mm2, a beam-
stop length of 40 mm, a maximum beam power of 5 W (50 kV and 100   A) and a 
routine beam power of 0.8 W (40 kV and 20   A). It can be seen that copper and 
aluminium are better conductors than brass and stainless steel, so would be 
preferable on grounds of heat dissipation. The initial design therefore used copper for 
all of the metal components in the beam stop. However, it was also desirable to 
create a beam stop that would be reliably rigid andwell centred on the camera face 
and for this purpose copper and aluminium were found to be too soft. Stainless steel 
was ruled out as its thermal conductivity was too lw, but brass was a good 
compromise as it was felt that a maximum temperature increase of 400 K was 
tolerable. 
Table 3.1 – Thermal conductivities of various metals and alloys and calculated 
maximum and routine equilibrated temperature increase on bombardment with an 
electron beam. For the parameters used in calulations, see text. 
Material Thermal conductivity,   / W m-1 K-1   Tmax / K   Troutine / K 
Aluminium 240   170   25 
Brass 100   400   65 
Copper 400   100   15 
Stainless steel   20 2000 320 
In addition to dissipating heat along the beam-stop arm, there needed to be a 
mechanism for dissipating the heat generated in the Faraday cup, which was 
anticipated to account for about 50% of a well-centred and focused beam. The 
biggest problem was finding a suitable way to insulate the Faraday cup electrically 
from the earthed camera, while enabling the heat to be carried away from it. It was 
decided that a ceramic material would serve this purpose and two potential materials 
were identified. One was a readily available machinable ceramic based on the natural 
mineral pyrophyllite (AlSi2O5OH), which has a thermal conductivity of about 2 W 
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m-1 K-1. The second was a more expensive synthetic ceramic called Shapal-M®, 
based on aluminium nitride and with a much higher tmal conductivity of about 90 
W m-1 K-1. In order to decide whether the extra cost was necessary some further 
calculations were performed. Based on the design in Figure 3.10, the ceramic 
component was assumed to be cylindrical with an inner radius, Lmin, an outer radius, 
Lmax, and a height, h. As the area normal to the heat flow is now a functio  of the 


































=∆    (3.10) 
Taking a value of 1.5 mm for the inner radius, 2.5 mm for the outer radius, 4 mm for 
its height, 2.5 W for the electron-beam power reaching the Faraday cup and the 
thermal conductivity of pyrophyllite (2 W m-1 K-1), the temperature difference was 
calculated to be about 25 K. The bottle-neck may not, therefore, be the heat transfer 
through the ceramic material, but could be the effici ncy of heat transfer over the 
contact between the ceramic and copper surfaces. Pyrophyllite was therefore used as 
the electrical insulator. 
3.4. Electron beam alignment 
Aligning an electron beam presents one of the largest practical hurdles in traditional 
GED experiments. There are various contributory factors but part of the problem is 
that if the beam cannot be found immediately, it can be difficult to determine its 
position, or to discover what has caused the beam to ove (if it had previously been 
aligned).  
In general two methods can be used to find the electron beam. First, the electron 
beam can be viewed using a phosphor screen, on which a focused beam would 
appear as a small spot and the quality of focusing can be assessed by observing the 
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size and symmetry of this spot. The phosphor screen is also useful if the full beam 
cannot be seen at all, as any scattered electrons can give an indication of the electron-
beam position. Secondly, the electron-beam position ca  be inferred by using 
Faraday cups coupled to electrometers. 
 
Figure 3.12 – Beam tube with two collars inside the apparatus. 
The initial alignment was performed using the phosph r screen shown in Figure 3.9 
and a beam tube containing two copper collars (Figure 3.12), electrically insulated 
from the beam tube itself, from which current readings were taken. This setup 
successfully enabled the electron beam to be steered th ough the centre of the beam 
tube, but it struck the phosphor about five millimetres above and about two 
millimetres right of the centre of the screen. This was a concern as the diameter of 
the new camera was only a centimetre narrower than e inner diameter of the 
camera chamber. At the time it was unknown whether the origin of this misalignment 
was a sagging of the re-entrant tube, a larger magnetic deflection than expected or 
simply a geometric misalignment of the electron beam with the central axis of the 
diffraction chamber. (It was subsequently found to be a problem with the re-entrant 
tube, which became clear when the trial camera [see below] was tested.)  
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In order to prevent possible damage to the new camera and to determine the position 
of the electron beam, a trial camera was built thathad the same weight and diameter 
as the new camera, that could accommodate the new beam stop and that could be 
mounted on the xyz-translator in the same way as the new camera. The trial camera 
with the beam stop attached is shown in F gure 3.13, both resting on the bench and 
mounted on the xyz-translator. 
The trial camera and beam stop were then used to find the electron beam and record 
its position at a range of nozzle-to-camera distances, from about 110 to 320 mm 
(corresponding to readings of z = 90 mm and 300 mm, respectively, on the xyz-
translator). At distances greater than this the electron beam moved too far from the 
centre of the chamber to centre it on the beam stop. This was not a concern, however, 
as data were not likely to be required at nozzle-to-camera distances greater than 300 
mm. 
  




    
    
Figure 3.13 – Test camera and beam-stop assembly on the bench (top) and mounted 
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3.5. Beam size 
3.5.1. Previous characterisation of beam width and shape 
The size of the electron beam produced by the Edinburgh telefocus gun at 30 kV has 
previously been characterised by Robert Fender.2 The method adopted was to place a 
ceramic disk containing a 0.85 mm aperture over a Woods' horn from which a 
current was recorded. 1-D cross-sections of the beam intensity were then obtained by 
recording the beam current through this aperture at a range of horizontal 
displacements of the detector from the position of maximum intensity. In addition, a 
2-D surface composed of cross-sections at a range of d tector heights was recorded. 
1-D cross-sections were recorded for emission currents of 1.0 and 2.0   A, 600 and 
500 mm from the electron gun, respectively. The intensity profiles were 
approximately Gaussian in shape and the respective full-width, half-maximum 
(FWHM) values for the raw data for these beam currents and distances were 
estimated to be approximately 0.94 mm and 0.76 mm. A 2-D plot of the electron 
beam intensity was obtained at a beam current of 1.0   A, 600 mm from the electron 
gun. An attempt to deconvolute this data to account for he effect of using a finite 
aperture size was performed and reduced the FWHM from 0.94 to 0.6 mm and, 
curiously, yielded a double maximum in the resulting i tensity profile. As the initial 
data displayed no such double maximum, Fender attribu ed this phenomenon to 
poorly fitting data. 
3.5.2. Calculation of beam width for a Gaussian intensity profile 
An alternative approach to estimating the beam sizeis to use knowledge of the 
aperture size and assume a Gaussian beam profile (Equation 3.11). The ratio of the 
recorded current, Irec, to the total beam current, Itot, is given in Equation 3.12, where 
R is the radius of the aperture and    is the standard deviation of the electron-beam 
intensity.  
  

































































































R        (3.13) 
Equation 3.12 is rewritten in terms of   in Equation 3.13 and is plotted in Figure 
3.14, where the solid line is for a 0.5 mm aperture as used in the new beam stop and 
the dashed line is for a 0.85 mm aperture as used by Fender in the original 
characterisation. The standard deviation,  , can be related to the FWHM as shown in 



































     (3.14) 
( )  355.20.5ln 22FWHM =−=       (3.15) 
Fender recorded a current of 0.51   A for a total beam current of 1   A and for the 2 
  A beam recorded 1.25   A. Application of Equations 3.13 and 3.15 yields FWHMs 
of 0.84 and 0.71 mm for the 1 and 2   A beams, respectively, whereas Fender quoted 
respective values of approximately 0.94 and 0.76 mmbased on the 1-D cross-
sections. These values are reasonably consistent given the crude approximation of 
point detection in the cross-section method and the assumption of a Gaussian 
intensity profile implicit in Equations 3.13 and 3.15.  
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Figure 3.14 – Electron beam sizes calculated using Equation 13, where an aperture 
diameter of 0.5 or 0.85 mm (solid and dashed, respectively) has been used. 
 
3.5.3. Estimated beam sizes using the new beam stop 
After reproducible alignment of the electron beam (Section 3.4) had been achieved, 
the following method was used to estimate the size of a 40 keV beam over the range 
of nozzle-to-camera distances likely to be used in a GED experiment. The electron 
beam was centred on the beam stop, and then deflected onto the far collar of the 
double-collared beam tube (Figure 3.12). The current obtained from this collar was 
assumed to be the total beam current, Itot, and was adjusted to 0.10, 1.00 or 10.0 
  A 
by changing the bias voltage on the Wehnelt cap. The electron beam was then re-
centred on the beam stop and the current, Irec, recorded before the process was 
repeated at another camera distance. The fraction of the beam to reach the Faraday 
cup is plotted against the camera position in Figure 3.15 and the corresponding beam 
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sizes, estimated using Equations 13 and 15, are plotted against the camera position 




Figure 3.15 – Fraction of total beam current recorded at the beam stop for a 40 keV 
beam at various camera distances, z, and total beam currents:    = 0.1   A,    = 1   A 
and   = 10   A. The distance from the anode to the camera is approximately equal to 
z + 280 mm. 
  







Figure 3.16 – Estimated beam sizes for a 40 keV beam at various camera distances, 
z, and total beam currents:    = 0.10   A,    = 1.00   A and   = 10.0   A. The distance 
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Chapter 4 














    
4.1. Outline of the calibration task and possible approaches 
4.1.1. Corrections to experimental GED data 
Before an electron diffraction refinement can be performed, the data obtained from 
the diffraction image must be corrected to retrieve the intensity of the diffracted 
electrons. In a traditional type of set-up, this would involve three corre tions: a 
"blackness" correction which accounts for photographic film having a non-linear 
response to incident electron intensity, a geometric "plate flatness" correction that 




  is the angle by which the electrons 
are deflected) and, most importantly, a correction for the rotating sector. 
Data from the SSED apparatus will also require a flatness correction, but we will 
assume a linear response of the camera to electron intensity (i.e. he intensity of light 
produced by the phosphor is proportional to the incident electron intensity ad the 
charge generated on each pixel of the CCD is proportional to the number of photons 
it is exposed to). The optical filter between the phosphor and the CCD in the new 
camera is the analogue of the rotating sector in a traditional set-up and a correction 
for this is essential for calibrating the camera. The remaining problem is accounting 
for a non-uniform coating of phosphor and aluminium. If the phosphor is uneven 
some areas may be brighter than others. The effect of the aluminium, however, is 
two-fold: it slows down electrons so they have less energy to convert i to light at the 
phosphor and it acts as an electron multiplier as the high-energy electrons knock 
secondary electrons out of the aluminium. In addition, X-rays may be created as the 
electrons travel through the aluminium, so it is unclear whether a local increase in 
thickness will increase or decrease the recorded intensity at that point, but an uneven 
coating is likely to result in some areas of higher intensity than others. 
  
    
4.1.2. Approaches considered 
The optical filter and any unevenness of the phosphor and aluminium coatings ca  be 
dealt with in a single step (herein collectively termed the filt r correction) by 
irradiating the camera with electrons with a known distribution at the experimental 
energy (ca. 40 keV). Ideally, this would be done using a   -emitting radioactive 
source, which would provide an almost uniform irradiation of the camera. However, 
in addition to the problems of finding a suitable source with an appropriate half life 
and energy, and the inherent handling difficulties, there exists the question of how to 
suspend the sample in the apparatus and how to eliminate contributions form 
reflections and X-rays from the chamber walls.  
A more practical solution is to perform a scattering experiment using a compound 
with a well-known structure and (after applying the flatness corre tion) take the ratio 









functionFilter ≈=       (4.1) 
However, great care must be taken with such an approach because the compound 
used for the calibration has its own diffraction pattern, so any error in the calibration 
will introduce false data into future refinements. As can be seen in Equation 4.2, the 
incoherent background intensity is a likely source of error in such a calibration, as it 















==    (4.2) 
The background intensity is composed of contributions from inelastic scattering, 
scattering from background gas, scattering from the beam stop and other surfaces in 
  
    
the apparatus, and light from the filament. The background intensities due to light 
and scattering from the beam stop can be compensated for by subtracting a 
background of an equal exposure time to the diffraction image. The contribution 
from background gas is difficult to assess and the best approach is to m nimise this 
experimentally, but it may also be possible to estimate once a reasonably accurate 
filter function is known. As the inelastic scattering is independent of the apparatus 
used, it should be possible to estimate this from diffraction data from other 
experimental set-ups where the same accelerating voltage has been used. 
In addition to the problem with experimental background, errors in the theoreical 
intensities can also creep into the calibration as a result of err rs in the structure 
parameters (distances, distance corrections and inter-nuclear probability 
distributions) or inadequacies in the theory adopted, such as assumption of the
independent-atom model or omission of three-atom scattering terms. As for inelastic 
background scattering the contributions errors in the theoretical intensities due to 
assumption of the independent-atom model are predominantly at small scattering 
angles.  
In view of this concern of introducing false data, argon is often adopte as the 
calibrant. (This also eliminates worries about the applicability of the independent-
atom model.) However, the low boiling point of argon makes condensation difficult, 
requiring an efficient cold trap and, ideally, liquid helium cooling. 
In the calibration that follows, benzene was chosen as the scattering source as its 
structure is well characterised. Data were obtained from a number of nozzle-to-
camera distances as this would smooth out any oscillations inherited f om the 
benzene pattern. However, this did not completely remove this concern and, as the 
filter was quoted to be linear in optical density, an exponential function that was 
fitted to the intensity ratio was considered to be the best initial attempt at calibration. 
  
    
In addition to choosing an appropriate experimental procedure the correction could 
be applied to every pixel individually or to the average intensity profile, as is done 
for the rotating sector correction in a conventional set-up. The former approach is 
preferable as it does not assume that the electron beam position is de t cal on each 
occasion and is also better equipped to compensate for anomalous pixels. However, 
as an initial calibration procedure this was less suitable as errors would be less easily 
recognised and, as it required writing a program, would be substantially more time-
consuming. A Fortran program for reading .raw files created by the camera software 
and applying filter corrections to individual pixels has been written, however, and is 
included in Appendix 1. This can correct data for an assumed radial function, 
therefore allowing some misalignment of the filter centre with the centre of 
diffraction. In order to use the ratio of the experimental to theoretical intensities to 
perform the correction, an interpolation method is still required and, given the results 
in this chapter, a smooth two-dimensional function will probably have to be fitted to 
the intensity ratios. 
4.2. General procedures 
4.2.1. Planning of a suitable procedure 
Prior to analysing any GED data the following information was available: 
• The pixel size of the CCD is 24   m and the magnification due to the fibre 
optic taper is 3.17:1 with a maximum distortion of 2%, so the effective pixel 
size is 76   m. 
• The optical filter was deposited on a fibre-optic faceplate with a radius of 
39.88 mm. It was quoted as having an optical density of 2.0 (± 5%) in the 
centre, dropping off linearly with optical density to the edge. 
  
    
• The electron accelerating voltage could be set using the Start Spellman high 
voltage supply, from which a voltage reading could be obtained with a 
precision of 10 V. The voltage reading did not drift during the course of the 
experiment, but as the calibration of the high-voltage supply was perform d 
many years ago and the steering of the electron beam is performed using 
electrostatics, rather than magnetically, the uncertainty in the electron energy 
is more than 10 eV.  
• Either the electron wavelength or the camera pixel size could be calibrated 
using diffraction data, but not both. However, after one has been calibrated 
the scaling errors cancel. The electron wavelength was subsequently scaled as 
this was more convenient. 
• The nozzle-to-camera distances were only known to an accuracy of about 20 
mm, but the differences between camera positions could be determined w th 
an accuracy of ca. 0.2 mm. Therefore, these difference values could be used 
to scale either the electron wavelength or the camera pixel siz  and obtain 
accurate nozzle-to-camera distances. 
The proposed procedure for calibrating the camera pixel size and the optical filter is 
shown in the form of a flowchart in Figure 4.1. 
 
  
    
 
Figure 4.1 – Flowchart for the camera calibration procedure. In principle, the 
procedure should be followed until self-consistent. 
  
    
4.2.2. GED experimental 
Benzene vapour was introduced into the electron beam path using a needle ozzle 
with inner and outer diameters of ca. 0.25 and 0.5 mm, respectively, mounted on an 
xyz translator. The needle was positioned as follows: It was moved into the electron 
beam so that the current from the Faraday cup in the beam stop fell to z ro. The 
needle was drawn backwards until a current could again be read from the Faraday 
cup and the needle was again translated perpendicular to the electron beam and 
positioned so that a minimum in the current was observed, ensuring that the needle 
was well centred. Finally, the needle was withdrawn further in approximately 0.25 
mm steps, capturing images using the CCD camera at each step, until no electron 
scattering from the needle could be observed. 
The vapour pressure of benzene was found to be too high to use at room temperature 
as the main chamber pressure increased from ca. 1.5×10-5 to 4×10-4 mbar, although 
the pressures in the other chambers did not change significantly. The benzene sample 
was therefore cooled using liquid nitrogen, at which point a background image w s 
captured. The sample was allowed to warm in air and a series of images was 
acquired, beginning as the main chamber pressure started to rise. As the camera 
pixels at small scattering angles began to saturate, the sample was cooled once again 
and a second background image was captured.  
4.2.3. Image handling 
The image processing was performed using the Photoshop CS3 software package. 
For each camera distance, the two background images, acquired before and after the 
benzene diffraction, were averaged and subtracted from the highest quality im ges. 
In preparation for data extraction (Section 4.2.4) using the XPKG program1 the .raw 
images generated by the camera software were converted to TIFF format. For data 
extraction using the UNEX2 program the images were converted to their negative 
  
    
and the beam stop masked by setting the intensities to maximum before converting to 
the TIFF format. 
4.2.4. Data extraction  
Two data extraction programs were investigated, namely the XPKG1 and UNEX2 
programs. As these programs were developed completely independently, comparis n 
of the data obtained from the two methods can help to reveal any errors introduced 
during the data extraction stage. The data from a number of refinements were 
subsequently compared and no significant differences were observed. The main 
advantage of the UNEX program, for the extraction of data from the SSED 
apparatus, is that the shadow from the beam stop can be masked so that it does not 
affect the centring of the diffraction pattern. However, it contains  number of other 
features such as the ability to refine the misalignment of the centre of a rotating 
sector (or filter) with that of the diffraction pattern and the removal of an asymmetric 
background prior to data reduction. The results in Sections 4.3 to 4.6 were therefore 
obtained using the UNEX program to extract the data. 
4.2.5. Data correction 
The optical density (O.D.) of the filter quoted by Rigaku can be described by the 
function in Equation 4.3, where R is the radius of the faceplate (39.88 mm) and r is 
the radius on the camera face of a single data point, related to the scattering vector, s
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Equation 4.3 can be rewritten to give the incident intensity, I0, in terms of the 














II 110ln2exp0       (4.5) 
Data extracted using UNEX were corrected for this filter function (and those 
calculated experimentally) within the program. However, UNEX also multiplied the 
intensities by r3, which was corrected for when data were read into the ed@ed 
program.3 No filter correction was performed by the XPKG program, therefore, when 
this method was adopted the filter correction was performed as data was read into 
ed@ed.  
In all cases, data were corrected for plate flatness within the ed@ed program and 
reduction of the corrected data to obtain experimental molecular-scattering intensity 
curves was performed in the usual way. 
4.2.6. Generation of theoretical intensity cross-sections 
Total theoretical intensity curves (Iatomic + Imolecular) were calculated as a function of 
the scattering vector, s using the SCATTER program.4 As it was an early version of 
the program no distance corrections were used and only harmonic vibrations were 
accounted for, assuming a Gaussian probability distribution for each inter-nuclear 
distance. The resulting intensity cross-sections therefore corresponded to an rg 
structure type, so the input parameters for generation of these total intensity curves 
were taken from an rg structure refinement, as indicated in Figure 4.1. 
  
    
4.3. Calculation of camera distances and electron wavelength 
4.3.1. Initial benzene refinement 
Benzene data were obtained for five nozzle-to-camer distances (170, 195, 220, 245 
and 270 mm), for which the absolute distances were only roughly known, but the 
differences were set to 25.0(2) mm. An ra refinement was performed at each distance 
using a benzene model with a fixed ratio of the C–C and C–H bond lengths 
(139.7:108.4). The C–C distance was allowed to refine, as were all amplitudes of 
vibration except those between hydrogen atoms. The refined molecular-intensity and 
radial-distribution curves are shown in Figures 4.2 to 4.6. The data analysis 
parameters are shown in Table 4.1 and the inter-nuclear distances and corresponding 
amplitudes of vibration are shown in Table 4.2. 
From Table 4.2 it can be seen that, for almost all inter-atomic distances, the refined 
amplitudes of vibration were much larger than the calculated values. This indicates 
that the assumed filter function is overcorrecting he data at small s values. However, 
a similar effect would be observed if the scattering was not from a single point, but 
from a range of nozzle-to-camera distances close to the determined value.  
 
Figure 4.2 – Molecular-intensity and radial-distribution curves for benzene at an 
assumed nozzle-to-camera distance of 170 mm. 
  
    
  
Figure 4.3 – Molecular-intensity and radial-distribution curves for benzene at an 
assumed nozzle-to-camera distance of 195 mm. 
 
 
Figure 4.4 – Molecular-intensity and radial-distribution curves for benzene at an 
assumed nozzle-to-camera distance of 220 mm. 
 
 
Figure 4.5 – Molecular-intensity and radial-distribution curves for benzene at an 
assumed nozzle-to-camera distance of 245 mm. 
  
    
 
 
Figure 4.6 – Molecular-intensity and radial-distribution curves for benzene at an 
assumed nozzle-to-camera distance of 270 mm. 
 
 
Table 4.1 – GED data analysis parameters.a 
Camera distance 170 195 220 245 270 
RG   10.94%     3.95%     3.14%     2.53%     3.03% 
RD   10.19%     2.39%     2.53%     1.51%     1.92% 
Scale factor, k     1.454(26)     1.308(11)     1.467(11)     1.338(9)     1.349(17) 
Correlation parameter     0.499     0.426     0.498     0.433     0.401 
 
s     2     2     2     2     2 
smin   38   34   30   26   24 
sw1   58   54   50   46   44 
sw2 190 158 148 134 122 
smax 222 184 172 156 142 
Electron wavelength     6.018     6.018     6.018     6.018     6.018 
a Units of s are nm–1, nozzle-to-camera distances are in mm and electron wavelengths 
are in pm. 
 
  
    
 
 
Table 4.2 – Inter-nuclear distances and root-mean-squared amplitudes of vibration involving carbon.a 
 170 mm 195 mm 220 mm 245 mm 270 mm Calc.b 
 ra u ra u ra u ra u ra u u 
C–C 129.72(13)   9.3(3) 129.49(6)   8.7(2) 131.14(5)   9.0(2) 131.26(5) 10.4(2) 132.30(8) 10.4(3) 4.53 
C–H 100.66(10) 10.2(12) 100.48(4)   8.2(5) 101.76(4) 10.4(6) 101.85(4) 10.9(5) 102.65(6) 10.7(9) 7.56 
C···C meta 224.69(23) 10.5(4) 224.28(10)   9.3(3) 227.15(9) 10.6(2) 227.34(9) 11.5(2) 229.14(13) 11.9(4) 5.43 
C···C para 259.44(26) 13.2(6) 258.97(11) 13.6(4) 262.29(11) 14.4(3) 262.51(10) 14.6(4) 264.59(15) 15.5(6) 6.06 
C···H ortho 200.04(20) 10.1(8) 199.68(9)   6.0(6) 202.24(8)   9.1(4) 202.41(8)   9.2(4) 204.01(12)   9.4(5) 9.76 
C···H meta 315.89(32) 13.7(8) 315.32(14) 13.0(5) 319.36(13) 13.6(3) 319.63(12) 13.0(3) 322.16(19) 16.2(6) 9.37 
C···H para 360.10(36) 14.5(16) 359.45(16) 15.3(12) 364.05(15) 14.4(6) 364.36(14) 14.3(7) 367.25(21) 16.5(13) 9.31 
a All molecular dimensions in units of pm. 




    
4.3.2. Camera distances and electron wavelength 
The C–C distances obtained in Section 4.3.1 were used to scale the nozzle-to-camera 
distances, assuming the correct ra C–C distance to be 139.70 pm. These were plotted 
against the original distances (Figure 4.7) and a linear regression was fitted to the 
series of points, given by Equation 4.6, or, with axes reversed, by Equation 4.7.  
Zbenzene = 1.018(12) × Zestimated + 10.8(26)     (4.6) 
Zestimated = 0.982(11) × Zbenzene – 10.5(26)     (4.7) 
 
Figure 4.7 – Nozzle-to-camera distances calculated from benzene diffraction pattern 
(zbenzene) and initial nozzle-to-camera distances (zestimated) for which the differences 
were well known. The x-intercept is -10.5(26) mm, which is the error in the
estimated nozzle position, whilst the gradient is 1.018(12), which is the scaling 
correction to be applied to the electron wavelength. 
  
    
 
As the differences between initial nozzle-to-camera distances (Zestimated) were known 
accurately, the gradient provides the scaling factor for either the electron wavelength 
or the resolution of the camera. The x-axis intercept, –10.5(26) mm, provides the 
correction to be applied to the initial camera distances. The standard deviations in 
these values are relatively large, so further iterations are clearly required following 
an accurate determination of the experimental filter function. The uncertainties are 
smaller than the values of the corrections, however, so the corrected values should be 
an improvement over the initial parameters. 
4.4. Benzene refinement (rg) using corrected camera 
distances and electron wavelength 
4.4.1. Data extraction 
The data for the five data sets used in Section 4.3 were re-extracted using the scaled 
electron wavelength (6.125 pm) and the corrected camer  distances (180.5, 205.5, 
230.5, 255.5 and 280.5 mm) determined in Section 4.3.2. The data were taken from 
approximately the same region of the camera face for ach data set, from a minimum 
radius of 6 mm to a maximum radius of 36 mm. 
4.4.2. Refinement procedure and results 
An rg refinement of the benzene structure was performed using all five data sets. In 
contrast to the refinement in Section 4.3.1, the benzene model allowed the C–C and 
C–H bond lengths to refine independently. All amplitudes of vibration for distances 
involving carbon were allowed to refine unrestrained, whilst the H···H amplitudes, 
which contribute only a small proportion of the total scattering, were fixed to 
assumed values. The total RG and RD factors were 8.6% and 6.5%, respectively. 
  
    
The data analysis parameters are given in Table 4.3, the inter-nuclear distances and 
corresponding amplitudes of vibration are shown in Table 4.4 and the experimental 
molecular-intensity and radial-distribution curves are shown in Figures 4.8 and 4.9, 
respectively.  
Table 4.3 – Data analysis parameters for the first rg refinement. 
Camera distance 180.5 205.5 230.5 255.5 280.5 
RG   12.13 %   10.32 %     6.54 %     6.90 %     5.34 % 
RD   10.19 %     6.80 %     4.78 %     4.72 %     4.09 % 
Scale factor, k     1.341(21)     1.252(18)     1.404(20)     1.275(18)     1.123(18) 
Correlation 
parameter 
    0.498     0.493     0.496     0.494     0.497 
 
s     2     2     2     2     2 
smin   36   30   28   26   22 
sw1   56   50   48   46   42 
sw2 172 152 136 122 112 
smax 200 176 158 142 130 
Electron 
wavelength 
    6.125     6.125     6.125     6.125     6.125 
a Units of s are nm–1, nozzle-to-camera distances are in mm and electron wavelengths 
are in pm. 
 
Table 4.4 – Inter-nuclear distances and root-mean-squared amplitudes of vibration 
involving carbon.a 
 rg ra u u 
b 
C–C 139.41(6) 138.67(6) 10.18(20) 4.53 
C–H 107.66(32) 106.31(32) 12.07(70) 7.56 
C···C meta  241.01(11) 10.54(24) 5.43 
C···C para  277.95(13) 15.55(39) 6.06 
C···H ortho  214.23(28)   8.43(47) 9.76 
C···H meta  338.44(34) 13.86(37) 9.37 
C···H para  385.84(37) 15.84(80) 9.31 
a All molecular dimensions are in units of pm. 
b Reference 5. Obtained at the B3LYP/cc-pVTZ level of theory.  
  
    
 
Figure 4.8 – Experimental and difference (experimental minus theoretical) 
molecular-intensity curves for the first benzene refinement (rg) using the assumed 
filter function. 
 
Figure 4.9 – Experimental and difference (experimental minus theoretical) radial-
distribution curve, P(r)/r, for the first benzene refinement (rg) using the assumed 
filter function. Molecular intensities were multiplied by s×exp[(–0.00002s2)/(ZH – 
fH)(ZC – fC)] before Fourier transformation. 
  
    
4.4.3. Discussion 
As was found in the refinements in Section 4.3, in general, the refined amplitudes of 
vibration are significantly larger than the calculated values. The overall quality of the 
fit is also good, as can be seen by the flatness of the difference curves in Figure 4.8 
and the RG factor of 8.6 %.  
The radial-distribution curve in Figure 4.9 appears to contradict this observation, as 
there is a small but regular wave running through the difference curve. This could be 
attributed to an effect of the Fourier transformation, but increasing the damping 
factor to 3 or 4×10-5 has only a small effect on the difference curve. The period of the 
oscillation is ca. 35 pm, which indicates a problem in the average molecular-
scattering curve at ca. 180 nm-1. This is approximately at the joining point of the data 
sets, where the data set at the shortest camera dist nce becomes the only one 
contributing to the average experimental curve at this point. In addition, 180 nm-1 is 
also beyond the upper weighting point (sw2 = 172 nm
-1), therefore, the data in this 
region is weighted particularly weakly in the least-squares fitting process. The 
Fourier transformation is performed on the average int nsity curve and does not 
account for the weighting of the data points or the number of data sets averaged and 
is therefore a poorer method for assessing the goodness-of-fit to the experimental 
data.  
A similar oscillation can be observed, however, in the radial-distribution curve for 
the shortest camera distance in Section 4.3 (Figure 4.2). This indicates that there 
may be a genuine problem with the data at the wider scattering angles, as in the ra 
refinement the data up to 190 nm-1 were weighted fully in the least-squares 
procedure. A continuation of the refinement without the data set recorded at 180.5 
mm did not significantly change any of the refining parameters, but reduced the 
overall RG factor from 8.6 % to 6.8 % and improved the appearance of the radial-
distribution curve, which is shown in Figure 4.10. 
  
    
A final note should be made about the refined C–C distance [rg = 139.41(6) pm, ra =  
138.67(6) pm]. The ra value is about 1 pm shorter than the established ra distance of 
139.70 pm, which is not a large discrepancy, considering the standard deviation in 
the scaling parameter was ca. 1 % and that of the nozzle distance correction was 2-3 
mm, again ca. 1 %.  
 
Figure 4.10 – Radial-distribution function for the rg refinement, as in Figure 4.9, but 
omitting the data set recorded at a nozzle-to-camer distance of 180.5 mm. 
 
4.5. Calculation of an experimental filter function 
4.5.1. Data extraction 
The data for the five benzene data sets were again re-extracted using the scaled 
electron wavelength (6.125 pm) and the corrected camer  distances (180.5, 205.5, 
230.5, 255.5 and 280.5 mm) as determined in Section 4.3.2. The data were taken 
  
    
from the same area of the camera face for each data set, from a minimum radius of 6 
mm to a maximum radius of 36 mm. As in Sections 4.3 and 4.4, the data were 
extracted using the UNEX program, but without the subtraction of an asymmetric 
background and correction for the assumed filter. The plate flatness correction was 
included, however. 
4.5.2. Calculation of the ratios of observed to theoretical intensities  
The ratio of the recorded intensity, Iobserved, to the theoretical intensity, Icalculated, was 
calculated for each image. These are shown in Figures 4.11 to 4.15 for each nozzle-
to-camera distance, where the different coloured plots indicate data extracted from a 
separate image.  
For all camera distances the experimental filter is approximately exponential, but 
with a smaller exponent than the assumed function and with significant oscillations. 
Once normalised, the data at any given distance are almost identical. The deviations 
from a smooth curve occur at different positions for each nozzle-to-camera distance, 
so are not due to irregularities in the filter. However, the same pattern in the maxima 
and minima is evident in all five figures, only expanded for those at longer nozzle-to-
camera distances. These oscillations are therefore a consequence of either 
background scattering or the use of an inaccurate benzene structure for the 
generation of the theoretical intensities, as anticipated in Section 4.1.2.   
  
    
 
Figure 4.11 – Ratio of observed to theoretical intensities for three separate images as 
a function of the diffraction pattern radius at a nozzle-to-camera distance of 180.5 
mm. 
  
Figure 4.12 – Ratio of observed to theoretical intensities for three separate images as 
a function of the diffraction pattern radius at a nozzle-to-camera distance of 205.5 
mm. 
  
    
  
Figure 4.13 – Ratio of observed to theoretical intensities for two separate images as 
a function of the diffraction pattern radius at a nozzle-to-camera distance of 230.5 
mm. 
  
Figure 4.14 – Ratio of observed to theoretical intensities for three separate images as 
a function of the diffraction pattern radius at a nozzle-to-camera distance of 255.5 
mm. 
  
    
  
Figure 4.15 – Ratio of observed to theoretical intensities for three separate images as 
a function of the diffraction pattern radius at a nozzle-to-camera distance of 280.5 
mm. 
 
4.5.3. Calculation of an experimental approximation to the filter function 
In Figure 4.11 a large deviation from an exponential function can be observed at the 
edge of the data. This is in the same region as the data in Section 4.4 appeared to be 
poor. The data from the shortest camera distance wer  therefore not used in the 
determination of a more suitable filter.  
The intensity ratios (Iobserved divided by Icalculated) were averaged for each of the 
remaining nozzle-to-camera distances: 205.5, 230.5, 25 .5 and 280.5 mm. These are 
plotted in Figure 4.16, where the average of the four curves is also shown. An 
exponential function was fitted to the average intensity-ratio curve and is given by 
Equation 4.6. This is compared with the original function (Equation 4.5) and an r3 
function in Figure 4.17.  
  
    
 
Figure 4.16 – Average intensity ratios (red) for data recorded at nozzle-to-camera 
distances of 205.5 mm (black, solid), 230.5 mm (dashed), 255.5 mm (dot and dash) 






      (4.6) 
One method of assessing the goodness-of-fit of the new function is to normalise the 
experimental data and correct it using the new functio , where a perfect fit to a 
perfect data-set would yield a straight line at y = 1. This was done for the four 
experimental data sets in Figure 4.16 and is shown in Figure 4.18. As before, the 
oscillations are clearly visible, but the curves for the data collected at 205.5 and 
280.5 mm are approximately centred on y = 1. The data at the medium distances do 
not fit quite so well, but slope slightly downwards, perhaps indicating that the filter is 
not best described by an exponential function. 
  
    
 
Figure 4.17 – New filter function (red) compared to an r3 (black) and the assumed 
filter (blue). 
 
Figure 4.18 – Average intensity ratios corrected for the new filter function using 
data recorded at nozzle-to-camera distances of 205.5 mm (solid), 230.5 mm (dashed), 
255.5 mm (dot and dash) and 280.5 mm (dotted).  
  
    
4.6. Evaluation of the new filter function 
The effectiveness of the calibration was assessed by attempting to repeat the 
determination of the electron wavelength and camera distances using the 
experimentally determined filter function. 
4.6.1. GED procedure 
Data for all five nozzle-to-camera distances were r- xtracted using Equation 4.6 as 
the filter function, allowing a misalignment of the c ntres of the filter and diffraction 
pattern. Refinements were performed for each distance using approximately the same 
data range as in Section 4.3, except for the refinement using data collected at 180.5 
mm for which the smax value was reduced to 180 nm
-1. The GED model was the same 
as that used in Section 4.3. 
4.6.2. Results and discussion 
The refined inter-atomic distances and root-mean-squared amplitudes of vibration are 
displayed in Table 4.5 for all five nozzle-to-camera distances.  
The first point to note is that despite having reasonably small standard deviations, the 
C–C distances are less consistent with one another than in Section 4.3 (Table 4.2). 
Further calibration of the electron wavelength and nozzle-to-camera distances is 
therefore not feasible. The values obtained are scattered around the accepted value, 
however, indicating that the initial calibration of the camera distance was reasonably 
accurate.  
The refined amplitudes of vibration are also highly variable, and some of them have 
large uncertainties, indicating that there is little information in the GED data about 
  
    
 
Table 4.5 – Inter-nuclear distances (ra) and amplitudes of vibration (u) obtained using Equation 4.6 as the filter correction.
a   
 180.5 mm 205.5 mm 230.5 mm 255.5 mm 280.5 mm Calc.b 
 ra u ra u ra u ra u ra u u 
C–C 140.2(2)   2.1(17) 138.8(1)   4.5(5) 139.6(1)   2.7(8) 138.6(1)   0.3(103) 135.9(2)   4.2(5) 4.53 
C–H 108.8(2)   5.1(29) 107.7(1)   7.2(12) 108.3(1)   1.6(47) 107.5(1)   5.3(24) 105.5(1) 13.3(14) 7.56 
C···C meta 242.8(4)   4.0(13) 240.4(2)   5.6(7) 241.8(2)   5.8(49) 240.0(2)   7.7(5) 235.4(3)   8.1(7) 5.43 
C···C para 280.4(4)   8.7(12) 277.5(2) 11.5(9) 279.2(2) 11.9(6) 277.2(2) 11.2(8) 271.8(3) 13.3(10) 6.06 
C···H ortho 216.2(3)   6.8(21) 214.0(2)   1.9(37) 215.3(1)   6.7(8) 213.7(2)   7.8(8) 209.6(3) 11.9(12) 9.76 
C···H meta 341.4(5) 10.7(16) 337.9(3) 11.0(11) 339.9(2)   9.7(7) 337.5(2)   9.5(8) 330.9(4) 17.0(12) 9.37 
C···H para 389.2(6) 10.9(31) 385.2(3) 13.6(25) 387.5(2) 11.8(13) 384.7(3) 12.8(16) 377.3(5) 22.9(32) 9.31 
RG 16.6% 9.2% 6.0% 5.8% 5.5%  
a All molecular dimensions in units of pm. 




    
these values. In general, the values obtained are clos r to the calculated values than 
the refinements using data corrected with the original function. However, this should 
be expected, as the experimental filter function has a smaller contrast between the 
inner and outer regions, which will reduce the amplitudes. 
The R factors are larger with the experimental filter butthis may also be an effect of 
the data at large s values being relatively larger in magnitude rather t an a poorer fit 
to the experimental data. This is because, rather than refining on the experimental 
intensities, the refinement is performed on s4Imol. The original assumed filter was 
closer to s3 and the experimental filter closer to s2, so the contribution of 
experimental noise is roughly proportional to s for the first refinement, but roughly 
proportional to s2 after data correction using the experimental filter function. It is 
possible that this factor is also playing a role in the variability of the C–C distance 
and the amplitudes of vibration. 
4.7. Conclusions 
A procedure for calibration of the electron wavelength, nozzle-to-camera distances 
and the optical filter in the CCD camera that has been installed in the SSED 
apparatus has been proposed using benzene scattering data. Using this procedure, the 
initial nozzle-to-camera distances were ca. 10 mm too short, with an uncertainty of 
ca. 3 mm whilst the scaling parameter to be applied to the electron wavelength was 
1.018(12). An experimental filter function was also determined, but further attempts 
to improve the accuracy of the experimentally determined parameters by repeating 
the process yielded inconsistent values. At the time of writing it is not known 
whether the experimental filter correction is more accurate than that initially 
assumed.  
The main difficulty is the presence of too many unknown quantities, all of which are 
correlated to some unknown extent, to eliminate any of the potential problems with 
  
    
the filter determination systematically. The initial refined amplitudes of vibration are 
too large to correspond to the true structure, but there are three possible causes:  
1. The filter correction is too large for the data at small scattering angles. 
2. The scattering volume is too large for the assumption of a point source. 
3. The diffraction patterns are not centring correctly. 
If either of problem numbers two or three is present, the intensities used to calibrate 
the filter are incorrect and could easily account for the shallower experimental filter 
correction. The misalignment of the centres of the filt r and the diffraction pattern 
will cause an error in the centring procedure, but without knowing an accurate filter 
function, the misalignment cannot be known accurately. 
Additional, but less serious concerns, are that it is not known how symmetric the 
filter is and how large any contributions are from a less than uniform coating of the 
phosphor and aluminium. Also, the degree of stability of the high voltage supply is 
unknown. A small drift in the bias voltage used to control the beam current (see 
Chapter 3) has been noticed on occasions, which may be indicative of a larger drift 
in the high voltage supply, providing an alternative source of error in the calibration 
procedure. 
4.8. Recent work and suggestions for the future  
As an extension to the work presented in this chapter, various attempts have been 
made to improve the calibration procedure. These include using carbon tetrachloride 
in place of benzene as the greater number of oscillations in the molecular-intensity 
curve ought to provide a better handle for determining the nozzle-to-camera 
distances. This revealed an odd contraction of the data about the centre of the data set 
  
    
and is discussed in Chapter 5. Data extraction using the XPKG program has been 
compared with that using the UNEX code and small (but for the moment 
insignificant) differences in the data were observed. The XPKG program experiences 
difficulties locating a centre for the diffraction pattern, probably due to the presence 
of the beam stop and for this reason takes considerably longer to obtain a full data 
set.  
A Fortran program has been written to modify theoretical scattering curves to 
account for a finite beam width with a Gaussian profile and for an error in the 
centring procedure, albeit in an approximate manner. (This is included in Appendix 
2.) This has been investigated for CCl4 data (see Chapter 5) and the relatively large 
beam width is currently the suspected cause of the observed data contraction. 
Preliminary refinements on theoretical curves for benzene generated in this way 
show good agreement with those obtained after application of the improved filter 
function and provides a lead for further investigation. These modified theoretical 
curves would also be an improvement over the unmodified ones for the calculation of 
the theoretical intensities for the filter calibration stage, although the extent of this 
improvement has not yet been gauged. 
On the experimental side, an improvement in the focus of the electron beam is 
clearly one way to eliminate errors. Insertion of a cleanup aperture close to the 
scattering point, as is found in conventional GED apparatus, would reduce scattering 
from background gas, and should enable a more accurte filter function to be 
determined. 
Finally, once a reasonably reliable filter function has been established, it may be best 
to calculate a correction to the filter function, allowing a misalignment of the 
diffraction and filter centres, rather than attempting to calculate the absolute function. 
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5.1. Overview 
At the time of writing (December 2007) the Edinburgh SSED apparatus has been 
used to collect data for a few simple compounds (benzene, carbon tetrafluoride, 
carbon tetrachloride, 1,2,4,5-tetrafluorobenzene and CF3CO2CH2CF3) using a 
conventional needle nozzle. In contrast to earlier work,1 where data were collected at 
a single nozzle-to-camera distance, data have been collected at at le st three camera 
distances for each compound. This provides a much more stringent test of the quality 
of the data as irregularities cannot be overlooked so easily.  
Attempts to determine the minimum required vapour pressure using toluene and 
attempts to observe diffraction using the supersonic molecular beam have not yet had 
any success due to relatively high background noise. Some progress has been made 
reducing the background and this could be improved further, as detailed in S ction 
5.2.  
Currently, the most significant problem is with the measured scattering intensities. 
This was alluded to in Chapter 4 and is explained more fully in Section 5.3. A 
number of attempts have been made to determine the cause and the main contributor 
is thought to be a large beam width. However, it is possible that there are a number 
of other problems, such as diffraction pattern centring errors, background scattering 
and uncertainty of the true filter function. The clearest way to make progress is on 
the experimental side, by improving the focus of the electron beam and by reducing 
the scattering from background gas. If this does not solve the problem, it will at least 
reduce the number of possible sources of error. 
Finally, some ideas regarding the use of the molecular beam have been pres nted in 
Section 5.4. The main concerns have been highlighted and an attempt to assess their 
relative importance has been made. 
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5.2 Background scattering 
There are three sources of background that are present in the SSED data: light from 
the electron gun filament, scattering from surfaces and scattering from background 
gas. These are dealt with below, each in turn. 
5.2.1. Light from the electron gun filament 
From the literature reviewed in Chapter 1 it appears that the aluminium coating 
would need to be a factor of 10 thicker to prevent light reaching t e CCD. This can 
be compensated for by recording a background image of the same exposur  time and 
subtracting this from the sample image. However, in order to observe diffraction 
using the supersonic molecular beam, longer exposure times than have previously 
been used will be required and the background light may become a significant 
proportion of the total. Moreover, when the electron gun filament is illuminated 
without a beam tube in place, the background from light becomes significant even at 
short (< 20 s) exposure times. Insertion of an aperture ca. 2 mm in diameter along the 
electron beam path, just before the nozzle, could serve to purposes. It would remove 
the light that is not directed at the beam stop as well as reducing the electron 
scattering from any residual gas along the electron beam line. 
5.2.2. Extraneous scattering 
The background electron scattering was the first serious problem observed on 
installation of the new CCD camera. A number of possible sources were possible, 
such as scattering from the nozzle, scattering from the apertures in the beam tube, 
reflections from the beam stop and background X-rays generated by such collisions. 
Scattering from the nozzle can be ruled out as the high background persisted even 
when the nozzle was removed. The beam tube apertures were painted with collo dal 
carbon, left to dry and the background retested, but without noticeable improvement. 
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It therefore appeared that the scattering was from the beam stop, although whether it 
was due to scattered electrons or due to X-rays was unclear.  
The beam stop was originally designed to be only about 7 mm deep, as a longer trap 
would risk a collision with the gate valve that can be used to separat  the detector 
chamber from the rest of the apparatus. Early work by Brockway and Bartell2 
(Figure 5.1) seemed to indicate that this would be sufficient for a conventional 
apparatus, although their beam trap was a different shape. 
 
Figure 5.1 – Brockway and Bartell's estimation of background scattering as a 
function of the depth of a beam stop, 2 mm in diameter (reference 2). 
 
The first attempt to reduce the background was by spraying the beam stop with 
carbon particles and this reduced the background marginally. Next, two more cups 
were designed to replace the original V-shaped copper cup; they can be seen in 
Figures 5.2 and 5.3. These were made of aluminium as it was anticipated that, due to 
its lower atomic number, aluminium would create fewer X-rays. Due to the softness 
of aluminium and in the interest of time, the new traps were not created with sharp 
edges at the rims. This may be a disadvantage as it increases the surface area at the 
rim which is especially true for the larger trap. However, the trap diameters are 
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sufficiently large that the electron beam intensity should be many orders of 
magnitude smaller than at its centre. In addition, it is not clear whether sharp edges 
are beneficial or not. This is because the presence of stray diffusion or rotary pump 
oil will cause charge build up on surfaces and the resulting local electric fields will 
be stronger at sharp points and edges. 
 
   
Figure 5.2 – Removable collector cups tested. From left to right: Original V-shaped 
copper cup coated in graphite particles; 10 mm deep, flat-bottomed aluminium cup 




Figure 5.3 – Cross-sections of the three beam stops tested. Approximately to scale. 
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Both of the new cups reduced the background substantially and the longer beam stop, 
which was slightly more effective than the shorter one, reduced the scattering to 
about 10%. The background for benzene and CCl4 is therefore no longer a large 
proportion of the total, but when data acquisition for toluene was attempted as a test 
of the minimum vapour pressure required, background scattering again became a 
problem. 
It is still unknown whether the improvement in efficiency was due to the substitution 
of aluminium for copper, or the greater depth of the trap. In this respect it would be 
interesting to compare the background for two identical beam stops, one mad  of 
copper and one of aluminium. If this is shown to be important, it would be wis  to 
also make the Faraday cup out of aluminium. 
In his work with cluster beams, Bartell found that his beam stop had to be lengthened 
to 60 mm.3 Therefore, in order to observe diffraction using a supersonic beam using 
the SSED apparatus, a longer beam stop will almost certainly be required. However, 
the base of the beam stop cannot support an attachment of this size and a new base 
will be required. Currently, only 1-2 mm of thread is available to secure the 
attachment to the base, but in order to position the trap coaxially with the electron 
beam at least another 2 mm is probably required. In addition, for a much longer trap 
the base must be joined accurately to the supporting arm and this may require an 
alternative to simply welding them together.  
One way of circumventing these problems is by adopting a Woods' horn design, 
which is simply a curved metal tube that the electrons are directed into. Being 
curved, the electrons cannot be reflected out of the trap, but are directed further down 
the pipe. This is a much simpler design than that currently adopted, so it would be 
easy to make and would almost certainly reduce the background. (A simple first 
attempt could be to bend a copper pipe, 3 mm outer diameter as used for the beam 
stop arm, into an arc and widen the end that would capture the electron beam.) 
However, its drawback is the lack of an effective method of centring he electron 
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beam. This could be done by recording the voltages required to steer the beam onto 
the rim of the horn, which could be determined by observing the background 
scattering, then calculating an approximate centre, or alternatively, by minimising the 
background. This problem makes this type of beam stop unsuitable for the calibration 
of the camera filter described in Chapter 4, as the electron beam ought to be placed 
at the same position on the camera face for each nozzle-to-camera distance. 
Other improvements to the beam-stop design are also possible. Initially, the diameter 
of the base was kept to a practical minimum in order to maximise the range of data 
available. However, it has been found that the camera saturates very quickly at the 
small angles and these data are not of much use. In addition, the high intensities at 
these small angles induces readout noise in the data, which is one of th  limiting 
factors for the maximum beam current that can be used. A wider base is therefore 
recommended. 
5.2.3. Background gas scattering 
This was not initially a concern as the background scattering appeared to be strongest 
at the edge of the data and, after correction for the optical filter, was approximately 
uniform over the camera face. If the scattering was coming frombackground gas, 
however, it would be much stronger at the centre of the camera. In contrast to 
background noise from light or scattering from the beam stop, the data cannot be 
corrected for scattering by background gas by a simple subtraction of a background 
as it is likely to change as the gas inlet is opened. In addition, without having an 
accurate calibration of the filter (Chapter 4) it is difficult to determine the 
contribution to the background from this source, but conversely, the filter cannot be 
calibrated accurately if it represents a significant proportion of the signal.  
The electron-scattering intensity of a gas is approximately proportinal to 
  -4 (
 
 is the 
scattering angle), so background gas near to the electron gun is far more significant 
than that in the vicinity of the detector. Insertion of a collimating aperture 
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immediately in front of the nozzle position, as is often present in a conventional GED 
apparatus,2 would lessen this concern as well as reducing the noise due to light from 
the filament. A sophisticated method of implementing this would be to incorporate 
such an aperture into a beam tube in a similar way to the centring collars (Figure 
3.12) used to initially align the electron beam. If a current could be read from this 
aperture, the total beam current could be easily determined, as it would require only a 
small deflection of the beam. The beam size could therefore be estimated using the 
method in Section 3.5.2, without risk of damaging the camera phosphor and the 
measurement could be made during the course of an experiment. As with all 
apertures, scattering from its edges would be a concern and it should therefore have a 
diameter at least a few times wider than electron beam diameter. Care would have to 
be taken that such an aperture can be easily cleaned so that it doesnot acquire 
charge, which would distort resulting diffraction patterns. The aperture should also 
be grounded during data acquisition, rather than remain connected to an electrometer. 
Further improvement of the background pressure in the main chamber would also 
reduce the contribution from background gas. The pressure in this chamber is a out 
2×10-5 mbar and falls to about 1×10-5 mbar when a cold finger is present. Ten years 
ago, the pressure was as low as 5×10-6 mbar using the same vacuum system, so some 
improvement is possible. Some degradation of the pumps may have occurred ove  
that time, however, and perhaps just as likely, the accuracy of the ion gauge used to 
determine this pressure may have drifted. In addition to searching for leaks (this has 
been attempted using a spectroscopic leak detector, but no leaks have been found, 
probably due to the large volume of the chamber) the water-cooled baffle on the oil 
diffusion pump could be replaced with one that does not hinder the gas flow. In 
addition to helping to remove the background scattering, this may be required to 
provide the pumping capacity for optimisation of the molecular beam intensity, 
outlined in Section 5.4.2. 
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5.3 The data problem 
5.3.1. Outline of the data problem 
An initial calibration of the filter in the new camera was performed using benzene 
data and scaling of the electron wavelength was achieved using known differences 
between the camera distances. When the data were re-corrected for the new filter the 
refined C–C distances were inconsistent with one another but, on the whole, the 
amplitudes of vibration were closer to the accepted values, indicating that the new 
filter function was an improvement on that originally assumed. For all data sets, the 
uncertainties of amplitudes of vibration were extremely high, however, and the 
refined values of some amplitudes of vibration were significantly smaller than 
accepted values.  
5.3.2. Investigation of carbon tetrachloride data 
For benzene, the largest peak in the radial-distribution curve (RDC) is that 
corresponding to the C–C distance of 140 pm, so the spacing of the peaks in the 
molecular intensity curve is ca. 45 nm-1. The benzene data sets were collected for an 
s range of about 130 nm-1, meaning that only two or three peaks were visible. In 
contrast, the largest peak in the RDC for CCl4 is the non-bonded Cl···Cl distance at 
about 290 pm, so twice as many peaks in the molecular intensity curve o ght to be 
clearly visible, resulting in more precise nozzle-to-camera distances and amplitudes 
of vibration.  
Data were collected for CCl4 and corrected using the experimentally determined 
filter. For most nozzle-to-camera distances, the amplitudes of vibration were worse 
than those for benzene and in many cases could not be refined unrestraied. 
However, with the amplitudes tightly restrained to literature values the C–Cl 
distances were reasonably consistent. More interesting, however, was the odd 
appearance of the data, as can be seen in Figure 5.4, where the data seem to be 
  
 116   
contracted about the centre. The discrepancies in the amplitudes of oscillation were 
deemed to be of secondary importance. This indicates two main problems: a scaling 
error in the electron wavelength or camera pixel size and a shift of the whole data set. 
Rescaling and constraining the C–Cl distance to compensate for the scaling error 
revealed an apparent data shift of ca. 4 nm-1, which was reasonably consistent 
between data sets.  
 
Figure 5.4 – Apparent contraction of the experimental (blue) molecular-intensity 
data relative to the theoretical intensities (upper red) for carbon tetrachloride. Data 
collected at a camera distance of ca. 150 mm. Only the C–Cl distance refining, whilst 
the C–Cl and Cl···Cl amplitudes were fixed at 5.05 and 6.96 pm, respectively. 
 
Upon this discovery, data obtained for benzene and 1,2,4,5-tetrafluorobenzene were 
reanalysed without refining amplitudes of vibration, which hinted at a similar effect, 
although the magnitudes of the relative errors in the scaling and dta shift were 
difficult to assess. In addition, the data obtained for 1,2,4,5-tetrafluorobenzene by 
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Papathomas1 about 10 years ago, obtained using a different camera set-up and dat  
extraction procedure also exhibited a contraction of the data about the centre, 
although data for CF4 obtained at that time seemed to better resemble the theoretical 
intensities. 
Several reasons were postulated for the data shift, some of which could be ruled out, 
whilst the effects of others were investigated. 
• An error preparing data for reading into the ed@ed refinement program. This 
could be ruled out as the data were handled in different ways when extract d 
using XPKG2 and UNEX,3 both of which yielded similar results. 
• Misalignment of the filter and diffraction centres or an error in the estimation 
of this misalignment. This would result in incorrect amplitudes of vibration, 
but would not result in a shift of the data set. However, it would be likely to 
cause an error in the determination of the centre of the diffract on pattern (see 
below). 
• An error centring patterns. As electron scattering intensity i approximately 
proportional to s-4, pixels corresponding to a given estimated s value would 
be weighted much more heavily if the value of s was overestimated than if it 
was underestimated, resulting in a shift of the data, especially those at small 
s-values, for which the relative error would be greatest. This would not be a 
problem in conventional GED, as the recorded intensities are approximately 
uniform, due to the presence of the rotating sector. As the filter function here 
is exponential, however, only the data in the outer regions, where its gradient 
approaches r4, would be compensated for in this manner. However, the 
approximate shift of 4 nm-1 in s equates to about 0.5 to 1 mm on the camera 
face or about ten camera pixels and it was thought that the centrewas better 
determined than this. In addition, data were extracted from an image of CCl4 
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in segments of 45 degrees and although a small variability in the peak 
positions was observed, it was much smaller than those shown above. 
• Width of the electron beam. A large electron-beam width would have a 
similar effect to an error in the determination of the diffraction centre. The 
electron beam width was known to be less than ideal, with a standard 
deviation of about 0.5 mm (Chapter 3) rather than approximately 0.1 mm in 
a typical GED experiment. In contrast to the centring error, the electron-beam 
width is therefore on the same scale as the data problem. In order to gauge the 
effect of a finite beam size, a Fortran program was written to generate a 
simulated curve from a theoretical intensity curve. Although several 
assumptions were made (see Appendix 2) and this procedure can certainly be 
improved upon, this serves as a reasonable first approximation. One of th
assumptions invoked was that of a Gaussian beam profile and CCl4 data for a 
beam with a standard deviation of 0.5 mm (ca. 1.2 mm FWHM) were 
generated, and subsequently treated in a similar manner to an experimental 
data set. The refined molecular-intensity curve is shown in Figure 5.5, where 
a small contraction of the data can be seen, but on a much smaller sc e than 
the experimental data contraction. 
• The presence of local electric fields. It is possible that some part of the 
apparatus became charged by the electron beam during the course of the 
experiment. The charging of an aperture along the beam line or th  beam stop 
would cause it to act as a lens. However, data had been collected using a 
range of beam currents, from ca. 0.1 to 1   A and no correlation between the 
data quality and the beam current has been observed.  
• The presence of magnetic fields. A uniform magnetic field such as that of the 
earth could not result in the observed effect. The component of the field 
perpendicular to the electron beam would move the centre of the diffraction 
pattern without affecting its shape, whilst the component parallel to the 
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electron beam would result in spreading of the diffraction pattern, the degree 
of which would be proportional to the sine of the scattering angle. The 
calculations presented in Chapter 3, showed minimal deflection of an 
electron beam due to the earth's magnetic field at the experimental energies 
over the length of the apparatus. In addition, the velocity component 
perpendicular to the electron beam due to the scattering event is much smaller 
than the incident electron-beam velocity, and so the spreading of the 
diffraction beam due to the earth's magnetic field will be orders of magnitude 
smaller than the beam displacement. A strong local magnetic fi ld could 
cause this effect, but care was taken to eliminate magnetically susceptible 
components from the apparatus, so there does not appear to be any possible 
source of such a local field. 
 
Figure 5.5 – Simulated CCl4 molecular-scattering data (blue) for a Gaussian electron 
beam with a standard deviation of 0.5 mm. 
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• Distortion of the fibre optic taper within the camera. No calibraton of the 
optical taper has been performed and a difference in magnification strength at 
its edges compared with the centre would result in a distortion of the data. 
The data presented by Papathomas1 for 1,2,4,5-tetrafluorobenzene using a 
different detection system show a similar contraction of the data, suggesting 
that the new camera is not the source of this problem. It would be possible to 
test for a distortion of the filter by placing a metal plate containing an array of 
accurately spaced holes over the camera face and illuminating. 
• Background gas. It has been a concern that gas is accumulating in he beam 
tube during the course of an experiment. Due to the presence of apertures 
beyond the scattering point, only the inner data produced in this way would 
reach the camera, shifting the data at small s-values. This could be eliminated 
as described in Section 5.2.3. 
It was not known how accurate the electron-beam size estimate of 0.5 mm was, as it 
was possible that secondary electrons were released from the beam-stop aperture and 
the validity of a Gaussian beam shape is also questionable. Data were therefore also 
simulated for a larger electron beam, with a standard deviation of 0.75 mm. In 
contrast to data for a 0.5 mm beam, where all parameters were able to refine, only the 
C–Cl distance could be refined, as was found for the experimental data. The resulting 
molecular-intensity curve is shown in Figure 5.6 and the refined parameters for both 
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Figure 5.6 – Simulated CCl4 molecular-scattering data (blue) for a Gaussian electron 
beam with a standard deviation of 0.75 mm (approximately equivalent to 4 nm-1 at a 
nozzle-to-camera distance of 200 mm). 
 
Table 5.1 – Molecular parameters (in pm) for CCl4, determined using simulated data 
for large electron beam widths. 
Beam size a     0.50     0.75 Initial parameters 
rg C–Cl 176.04(4) 175.12(11) 176.60 
u C–Cl     2.37(63)     5.05 b     5.05 
u Cl···Cl     6.72(11)     6.96 b     6.96 
RG      7.70%   19.20%      n/a 
a Standard deviation in mm. 
b Fixed to initial parameter value. 
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The data contraction in Figure 5.6 is more evident than that in Figure 5.5 and the 
error in the C–Cl distance is greater than for a 0.5 mm beam. Unexpectedly, the 
errors in the oscillation amplitudes are reasonably similar to th se in the 
experimental data in Figure 5.4. In particular, the peak at 115 nm-1 is too large in 
both cases, but the peaks either side of this are too small. Also of interest are the 
values of the refined C–Cl distances. In both cases these refined to values less than 
the real ones, by 0.56 and 1.48 pm for a 0.5 and 0.75 mm beam, respectively. It is 
therefore likely that the nozzle-to-camera distances and scaled electron wavelength, 
determined in Chapter 4, are inaccurate and that this might also be the reason for the 
inconsistencies in the nozzle-to-camera distances after the experimental filter had 
been determined. 
In conclusion, the similarities in the molecular-scattering curves in Figures 5.4 and 
5.6, and the similar difficulties encountered when refining molecular structures for 
the simulated data sets indicate that the electron beam size is at least a significant 
problem, if not the root of the difficulties uncovered in Chapter 4. A mechanism is 
in place in the telefocus electron gun to focus the beam without breaking vacuum and 
without having to dissemble the gun. This allows the distance between th  anode and 
the Wehnelt cap, Wehnelt cylinder and filament assembly to be varied by about 1 cm 
and an improvement in the focus has been attempted using this method. Currently, 
this distance is set to the maximum and reducing it worsens the focus. This implies 
that the filament and Wehnelt cap are positioned too far forward in the Wehnelt 
cylinder, as it has been observed5,6 that the anode to filament distance is crucial to the 
beam focus whilst the position of the Wehnelt cylinder is of secondary importance.  
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5.4. Optimisation of the molecular beam for SSED 
No progress has been made in the optimisation of the molecular beam since the work 
documented by R. Fender.7 This included a mention of the observation of electron 
scattering from a molecular beam (5% CO2/He), although no structural data were 
observed. This work was carried out by P. Papathomas who reported no further 
improvements.1 Two attempts have since been made to observe diffraction using a 
molecular beam. In conjunction with the old phosphor screen and a brass beam tu  
with an entrance hole 1.6 mm in diameter and an exit hole 1.9 mm in diameter a 
molecular beam of CF4 produced an observable increase in the background, but no 
observable structural data. The increased background was attributed to a build-up of 
stagnant gas in the beam tube. Upon installation of the new CCD camera the 5% 
CO2/He mixture was retested, but using a beam tube with an open collision zone to 
reduce the build-up of gas in the beam tube. In this case, no electron scattering was 
observed, which was attributed to the low scattering intensities compared to the 
background. 
This problem of extraneous electron scattering will certainly require attention before 
any meaningful data will be obtained using the supersonic nozzle and is dealt with in 
Section 5.2. However, in addition to this problem, there are three key issues relating 
directly to the use of the molecular beam: the alignment of the molecular and 
electron beams, maximisation of the absolute gas density at the intersection, and the 
relative densities of stagnant molecules in the beam tube to those at th  scattering 
point.  
5.4.1. Maximisation of the overlap of electron and molecular beams 
A poor alignment of the electron and molecular beams was previously proposed1,7 as 
the most significant problem, preventing the effective implementatio  of the 
molecular beam in the SSED apparatus. However, the FWHM of the electron beam 
is estimated to be at least 1 mm and, based on geometric considerations, a 
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conservative estimate of the molecular beam size is ca. 0.8 mm. (As this assumes no 
inter molecular collisions, the real molecular beam will probably be larger.) Both 
beams were aligned with the centre of the beam tube so that the misalignment of the 
centres of the two beams is not likely to be more than about 1 mm. Even at this 
extreme there should, therefore, still be significant overlap of the two beams. Rather, 
the main problem is most likely the maximisation of the beam intensity. (Both 
authors have misquoted the attainable gas densities available from the olecular 
beam source as being a thousand times greater than that of a conventional nozzle, 
whereas the literature reviewed in Section 2.4 states the opposite and this may be the 
source of some confusion.) 
The optimisation of the overlap is, however, likely to be significant d it is 
instructive to observe how other groups have tackled this problem. In most cases 
collecting plates have been mounted just outside the region for data collection and 
the recorded current maximised by displacement of the gas beam as  determination 
of the maximum overlap. If the magnitude of the displacement is also known an 
estimate of the molecular beam shape can be made, as shown by Bartell,8 although 
some deconvolution of the data would be required for a reliable estimate. The setup 
of the SSED apparatus requires the molecular beam position to be fixed, but the 
electron beam could, instead, be displaced in order to maximise such a scattered 
current. However, this procedure would not be compatible with the suggestion of an 
active collimating aperture (Section 5.2.3) and one or the other would have to be 
adopted. The aperture method would ensure a centred electron beam and, as lo g as 
the molecular beam was centred, an alignment of the two. On the other hand, there is 
a chance that the ensuing loss of flexibility could be catastrophic. 
5.4.2. Optimisation of molecular beam intensity 
The skimmer that has been used so far is one built by Beam Dynamics, has an orifice 
diameter of 0.18 mm and is 25 mm in length. In contrast, Bartell opted for a skimmer 
diameter of 2 mm with an optimal length of only about 3 mm.8 Eventually, the 
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conical skimmer conventionally used in molecular beam experiments was abandoned 
altogether, and a V-shaped skimmer was adopted in order to position the skimmer 
orifice as close as possible to the electron beam.9 Investigation of shorter skimmers 
with a wider aperture may be required, in order to provide high enough tar et 
densities of molecules to satisfactorily overcome the background noise.  
5.4.3. Accumulation of molecules in the beam tube 
The scattering from background gas is a major concern as this was the first major 
obstacle encountered by those attempting to introduce a molecular beam into an 
electron diffraction apparatus.10 They found that pressures of 10-5 to 10-6 Torr were 
too high for such an experiment, although this was before the optimisation of the gas 
delivery system outlined above. The SSED apparatus is designed to overc me this 
problem by maintaining a low vacuum (10-7 Torr) along the electron beam path, but 
allowing the remaining chambers to have higher pressures, which is facil tated by the 
presence of the beam tube. This approach has not previously been tried and, given 
the sensitivity of the technique to background noise, even a small accumulation of 
molecules in the beam tube may prevent the recording of any useful information. The 
placement of an aperture in the beam tube, as suggested in Sect on 5.2.3, would 
provide an additional benefit in this respect, as it would hinder molecules entering 
the beam tube.  
5.5. Conclusions 
There are a number of challenges to be tackled before high quality d ta will be 
obtainable for cooled molecular structures in a supersonic beam using the Edinburgh 
SSED apparatus. However, the main problems and specific future obstacles have 
now been identified, and with some further reduction of background intensities, 
narrowing of the electron beam size and some optimisation of the skimmer for the 
molecular beam this goal should be obtainable. The road to the ambitious goal of 
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obtaining structures of excited states is less clear and the specific challenges 
regarding this application are likely to be more than those briefly outlined at the end 
of Chapter 2. Nonetheless, this also remains an exciting future goal which, given the 
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Chapter 6 
Molecular structures of arachno-decaborane derivatives by GED and ab initio 
calculations – the effect of isolobal substitution on the local geometry
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6.1. Introduction 
The families of nido- and arachno-decaboranes are both structurally related to 
icosahedral [closo-C12H12]
2- by removal of two adjacent vertices. They differ, 
however in the number of skeletal electron pairs, so that the neutral pa ent 
compounds for each of the two families are B10H14 and B10H16, respectively. Whilst 
nido-B10H14 has been known for a long time and was characterised by GED in 1951,
1
arachno-B10H16 has never been observed and it is thought that two of the four 
bridging hydrogen atoms it would contain are energetically highly unfavourable.2 
The arachno-B10H14
2- ion (1, Figure 6.1) can be synthesised, however, by reduction 
of nido-B10H14 and has been characterised as its tetramethylammonium salt by X-ray 
diffraction.3  
 
Figure 6.1 – Structure of [arachno-B10H14]
2–, 1, showing heavy-atom numbering. 
According to Gimarc's topological rule,4 elements more electronegative than boron 
occupy the sites of highest electron density, which (as determin d by natural 
population analysis, NPA) are at the 6 and 9 positions in B10H14
2-. A handful of 
monoheteroatomic anions isolobal with 1 have been prepared and are in agreement 
with this rule, including [6-CB9H14]
-, 5 [6-NB9H13]
- 6 and [6-SB9H12]
-.7 This chapter, 
however, concerns the structures of the neutral diheteroatomic decaboranes, although 
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the conclusions drawn from these (Section 6.5) may be useful for predicting the gas-
phase structures of monoheteroatomic species.  
Diheteroatomic decaboranes adopt either C2v or Cs symmetry depending on whether 
the heteroatoms are the same or different elements. For C2v symmetry the following 
are known: 6,9-C2B8H14,
 8 2, 6,9-N2B8H12,
 9 3, and 6,9-Se2B8H12
10 and the structures 
of 2 and 3 are shown in Figure 6.2. Two carbaboranes with Cs symmetry have been 
synthesised, namely 6,9-CNB8H13, 4, and 6,9-CSB8H12,
11 5, and are shown in Figure 
6.3. 
 
2      3 
Figure 6.2 – C2v symmetric arachno-6,9-C2B8H14, 2, and arachno-6,9-N2B8H12, 3. 
 
 
4      5 
Figure 6.3 – Cs symmetric arachno-6,9-CNB8H13, 4, and arachno-6,9-CSB8H12, 5. 
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This chapter reports the determination of the structures of 2 and 5 by GED and shows 
that these are close to those predicted by theory. The ab initio structures of 1 to 5 
have also been calculated and structural trends have been highlighted in Section 6.4. 
6.2. Computational details 
All geometry optimisations were performed using the Gaussian03 program 
package.12 The structures were first optimized at the RHF/6-31G(d) level of theory 
with appropriate symmetry constraints (C2v or Cs). Frequency calculations, carried 
out at the same level, verified that for each compound a minimum in the potential-
energy surface had been found, as they exhibited no imaginary frequencies. Data 
output by the same frequency calculations were used by the program SHRINK13 to 
calculate root-mean-squared amplitudes of vibration (uh1) and perpendicular distance 
corrections (kh1) for use in the GED refinements. Optimisation at the RMP2(fc)/6-
31G(d) level included the effects of electron correlation and in some cases the size of 
the basis set was increased sequentially from 6-31G(d) to 6-311++G(d,p).14-16 
Wiberg bond indices17 were calculated using the NBO program,18 which is 
incorporated into Gaussian03.  
The geometries optimised at the MP2/6-31G(d) level appear to be suitably accurate 
for these types of systems and exhibit the same trends on substitution as those with 
larger basis sets. Therefore, to enable easy comparison with similar published 
structures such as those of arachno-5,6,9-C3B7H13 and -C2SB7H11,
19 those at the 
MP2/6-31G(d) level are discussed in Section 6.4 alongside the GED structures. 
6.3. Gas electron diffraction 
The GED refinements were performed using the SARACEN method20 incorporating 
flexible restraints. Vibrational motion was accounted for using Cartesi n force fields 
obtained from RHF/6-31G(d) calculations, which were converted to a force field 
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described by a set of symmetry coordinates using the program SHRINK.13 From 
these, the root-mean-squared amplitudes of vibration (uh1) and perpendicular distance 
corrections (kh1) were generated, yielding rh1 structures. 
6.3.1. Experimental 
Samples of 2 and 5 were prepared by Drahomír Hynk according to the literature 
procedures in references 8 and 11, respectively. Data were collected on Kodak 
Electron Image film using the Edinburgh GED apparatus,21 with an accelerating 
voltage of ca. 40 kV (ca. 6.0 pm electron wavelength). The precise electron 
wavelengths were calibrated using benzene and the Edinburgh room temperature 
nozzle, for which the nozzle-to-film distances are known. Nozzle-to-film distances 
were calculated for each compound using benzene vapour as a standard, immediately 
after recording the diffraction pattern for 2 and similarly for 5. The electron-
scattering patterns were converted into digital form using an Epson Expression 1680 
Pro flatbed scanner with a scanning program described in reference 22. Data 
reduction and least-squares refinements were carried out using the ed@ed program,23 
employing the scattering factors of Ross et al.24 The sample and nozzle temperatures, 
nozzle-to-film distances, scale factors,  limits, weighting points, correlation 
parameters and electron wavelengths for 2 and 5 are shown in Table 6.1. The atom 
numbering scheme used for the molecular models is shown in Figure 6.4. 
6.3.2. GED model and refinement for arachno-6,9-C2B8H14 
A molecular model was written for 2, converting the refineable independent 
parameters into atomic Cartesian coordinates. This model was constructed assuming 
C2v symmetry, allowing the structure to be defined in terms of 18 indepent 
parameters (p1 to p18, Table 6.2). Three of these parameters were used to define the 
lengths of the bonds, namely B(1)–B(2), B(1)–B(3) and B(1)–B(5). (SeeFigure 6.4 
for atom numbering.) This was done by taking the average of thesere  (p1) and 
defining two differences: B(1)–B(3) minus B(1)–B(2) (p2) and B(1)–B(3) minus 
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B(1)–B(5) (p3). On the basis of geometry optimisation calculations, all C-H bonds 
were assumed to be the same length, as were the set of terminal B–H bonds and the 
remaining group of bridging B–H bonds. The bonds to hydrogen were thus defined 
in a similar way to the B–B bonds, first taking the average of the three groups (p8), 
then defining two differences, B–Hb (bridging) minus C–H (p9) and B–Hb minus B–
Ht (terminal) (p10). For the purposes of this model the x axis was defined as that axis 
lying perpendicular to the B(1)–B(3) bond in the direction of the non-bonded 
distance C(6)···C(9), the y axis forms the axis of rotation and the z axis lies along the 
B(1)–B(3) bond. The origin was defined as being the mid-point between atoms B(1) 
and B(3). The carbon atoms were placed on the xy plane and were positioned using a 
distance from the origin (p5) and an angle from the x axis (p6). 
 
2      5 
Figure 6.4 – Atom numbering used in the GED models. Where unspecified, atoms in 
5 are numbered as in 2.  
Six bond angles were also included as independent parameters, of which B(5)–B(1)–
B(3) (p7) was the only one exclusively involving heavy atoms. The remaining bo d 
angles (p11 to p15) were required to position the hydrogen atoms, as shown in Table 
6.2. Three torsional angles were used, B(4)–B(3)–B(1)–B(5) (p16 being the only one 
relating only heavy atoms. The torsions B(3)–B(1)–B(5)–H(15) and B(8)– (5)–
B(10)–H(23) (p17 and p18) were used to position the hydrogen atoms H(15) and 
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H(23), respectively. The remaining parameter (p4) was used to position atoms B(2) 
and B(4), and was defined as the angle made by B(4), the origin and the x axis. 
Table 6.1 – GED data analysis parameters for 2 and 5.a 
Compound 2 2 5 5 
Nozzle-to-film distance b   96.0 257.1 204.2 262.0 
Sample temperature 455 415 410 395 
Nozzle temperature 495 460 440 415 
RG   10.3%     4.3%     4.93%     3.01% 
RD     9.4%     2.9%     3.28%     1.38% 
Scale factor, k     0.579(12)     0.719(6)     0.743(6)     0.794(5) 
Correlation parameter     0.453     0.485     0.489     0.486 
 
s     4     2     2     1 
smin   68   20   50   25 
sw1 150   24   80   45 
sw2 225 132 180 110 
smax 320 154 206 130 
Electron wavelength / pm     6.02     6.02     6.13     6.13 
a Units of s are nm–1, nozzle-to-camera distances are in mm, electron wavelengths are 
in pm and temperatures are in Kelvin. b Determined by reference to scattering by 
benzene. 
It was therefore possible to refine all 18 independent parameters, 11 of which were 
restrained to the MP2/6-31G(d) calculated values, as shown in Table 6.2. Four 
dependent parameters (d1 to d4) were also restrained to their MP2/6-31G(d) values 
during the refinement. These were defined as the differences between he B(5)–C(6) 
and B(2)–C(6) bonds (d1), B(2)–B(5) minus B(5)–C(6) (d2), B(1)–B(2) minus B(5)–
C(6) (d3) and B(5)–B(10) minus B(2)–B(5) (d4). In addition, seven groups of 
vibrational amplitudes were refined (Table S2). Two of these groups (amplitudes 
corresponding to heavy atom distances from 160 to 200 pm and 280 to 320 pm) 
refined unrestrained, whilst the remaining five groups of amplitudes w re each 
restrained with an uncertainty of ca. 10% of its calculated (RHF/6-31G(d)) value. 
The final refinement produced an R factor (RG) of 0.057 (RD = 0.036). The refined 
molecular-scattering intensity curves and corresponding radial-distribution curve are 
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shown in Figures 6.5 and 6.6, showing good agreement between the model and 
experimental data. The least-squares correlation matrix and a full list of interatomic 
distances (ra), amplitudes of vibration (uh1) and curvilinear perpendicular distance 
corrections (kh1) are provided in Appendix 3. 
Table 6.2 – Experimental and theoretical geometric parameters for 2.a  
Independent 
parameters  
Description Value b MP2/6-31G(d) c 
p1 rB–B average   179.1(2)   178.0 
p2 rB(1)–B(3) minus B(1)–B(2)       6.9(4)       7.1(5) 
p3 rB(1)–B(3) minus B(1)–B(5)       2.0(5)       1.8(5) 
p4 ∠X–O–B(4) d     20.2(3)     20.3 
p5 rO–C
 d   268.4(6)   267.7 
p6 ∠X–O–C(9) d     54.4(2)     54.0 
p7 ∠B(5)–B(1)–B(3)   107.7(1)   107.3 
p8 rB/C–H average   121.0(4)   119.7 
p9 rB/C–H diff 1     22.7(5)     22.7(5) 
p10 rB/C–H diff 2     12.7(4)     12.5(5) 
p11 ∠B(3)–B(1)–H(11)   120.3(5)   120.3(5) 
p12 ∠B(4)–B(2)–H(12)   152.7(5)   152.7(5) 
p13 ∠B(1)–B(5)–H(15)   120.0(5)   120.0(5) 
p14 ∠B(2)–C(6)–H(16)   109.9(5)   109.8(5) 
p15 ∠B(2)–C(6)–H(21)   140.5(5)   140.4(5) 
p16 φB(5)–B(1)–B(3)–B(4)   103.1(4)   102.7 
p17 φB(3)–B(1)–B(5)–H(15)   144.4(9)   145.6(10) 
p18 φB(8)–B(10)–B(5)–H(23) –106.9(5) –106.5(5) 
Dependent parameters   
d1 rB(5)–C minus B(2)–C       8.0(4)       7.7(5) 
d2 rB(5)–B(2) minus B(5)–C       3.5(3)       3.2(5) 
d3 rB(1)–B(2) minus B(5)–C       0.1(2)       0.2(2) 
d4 rB(5)–B(10) minus B(2)–B(5)       9.5(4)       9.6(5) 
a All distances in pm, angles in ˚. b Numbers in parentheses following experimental 
values are estimated standard deviations.  c Where theoretical values are followed by 
parentheses, the corresponding parameter was restrained to this value in the GED 
refinement with an uncertainty indicated in brackets. d O is the origin and X refers to 
the positive direction of the x axis. 
 
  
 136   
 
Figure 6.5 – Experimental and weighted difference (experimental – theoretical) 
molecular scattering intensities for 2.  
 
Figure 6.6 – Experimental and difference (experimental – theoretical) radial-
distribution curves, P(r)/r, for 2.  Before Fourier inversion the data were multiplied 
by s.exp[(–0.00002s2)/(ZC – fC)(ZB – fB)]. 
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6.3.3. GED model and refinement for arachno-6,9-CSB8H12 
The molecular model for 5 was constructed assuming Cs symmetry, allowing the 
structure to be defined in terms of 30 independent parameters (p1 to p30, Table 6.3). 
The heavy-atom cage was described using the weighted average of ll the B–B, B–C 
and B–S distances (p6) and 11 differences (p7 to p17). The remaining two degrees of 
freedom in the skeleton were provided by the angle O···B(2)–C(6) (p18) and a fold 
angle defined as 180˚ minus B(2)···O···B(4) (p19). [In both cases O denotes the origin, 
defined as the mid-point of B(1) and B(3).] The average of all bonded distances to 
hydrogen was used in the model (p1). This, in combination with the difference 
between the average terminal hydrogen (Ht) and average bridging hydrogen (Hb) 
distances (p2), allowed these two distances to be defined. The difference between h  
two B–Hb distances (p3) then allowed both of these to refine. On the basis of the ab 
initio calculations only one B–Ht distance was required. This was derived using the 
difference between B–Ht and the average C–H distance (p4). The difference between 
C–H(16) and C–H(20) (p5) allowed these two bond lengths to be found. 
The positions of the hydrogen atoms lying in the plane of symmetry (numbers 12, 14, 
16 and 20) were defined using angles made with the heavy atoms (p20, p21, p22 and 
p23, respectively). Similarly, three angles (p24, p26 and p28) and three torsional angles 
(p25, p27 and p29) made with the cage were used to define the respective positions of 
the terminal hydrogen atoms, H(11), H(15) and H(19). Finally, the bridging 
hydrogen atoms were positioned using the angle B(7)···B(5)–H(21) (p30). 
It was possible to refine all 30 independent parameters, 26 of which were restrained 
to the values calculated at the MP2/6-311++G(d,p) level as shown in Table 6.3. Nine 
groups of amplitudes of vibrations were also refined, all of which were restrained to 
their RHF/6-31G(d) values. Eight of these groups of amplitudes were restrained with 
uncertainties of 10% of their values and the remaining group, corresponding to the 
heavy-atom bonded distances, with an uncertainty of 5%.  
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p1 rH average   122.3(2)  120.9 
p2 rB–Hb average minus B/C–Ht average     15.0(5)    15.3(5) 
p3 rB(5)–H(21) minus B(10)–H(21)       4.9(5)      4.9(5) 
p4 rB–Ht average minus C–H average       9.9(5)      9.7(5) 
p5 rC–H(20) minus C–H(16)       0.4(2)      0.4(2) 
p6 rB–B/C/S average   181.7(1)   181.3 
p7 rB–B average minus B–C average       9.7(2)       9.4(2) 
p8 rB–S average minus B–B average     13.6(3)     13.3(5) 
p9 rC–B(5) minus C–B(2)       8.3(4)       8.1(5) 
p10 rS–B(4) minus S–B(8)       0.2(5)       0.6(5) 
p11 rB–B difference 1
c       8.0(1)       7.9(1) 
p12 rB–B difference 2
d       2.1(2)       1.9(2) 
p13 rB–B difference 3
e       6.3(3)       6.1(3) 
p14 rB(1)–B(4) minus B(1)–B(2)       1.3(2)       1.3(2) 
p15 rB(1)–B(10) minus B(2)–B(5)       0.9(2)       0.9(2) 
p16 rB(1)–B(5) minus B(1)–B(3)       1.6(2)       1.7(2) 
p17 rB(4)–B(10) minus B(5)–B(10)       5.3(5)       5.3(5) 
p18 ∠O–B(2)–C f   116.4(3)   116.1 
p19 ∠[180° minus B(2)–O–B(4)] f     35.1(2)     35.4 
p20 ∠H(12)–B(2)–C   112.2(5)   112.2(5) 
p21 ∠H(14)–B(4)–S   116.1(5)   116.1(5) 
p22 ∠H(16)–C–B(2)   111.9(5)   111.8(5) 
p23 ∠H(20)–C–B(2)   135.9(5)   136.0(5) 
p24 ∠H(11)–B(1)–B(3)   120.5(2)   120.5(2) 
p25 φH(11)–B(1)–B(3)–B(2)   109.0(5)   109.1(5) 
p26 ∠H(15)–B(5)–B(1)   118.3(2)   118.2(2) 
p27 φH(15)–B(5)–B(1)–B(2)   107.3(8)   107.5(10) 
p28 ∠H(19)–B(10)–B(1)   120.8(5)   120.8(5) 
p29 φH(19)–B(10)–B(1)–B(4) –104.9(9) –104.7(10) 
p30 ∠B(7)···B(5)–H(21)   103.7(8)   103.5(10) 
a Distances in pm and angles in degrees. 
b Where theoretical values are followed by parentheses, the independent parameter was restrained to 
this value in the GED refinement with an uncertainty dicated in brackets.  
c {[B(1)–B(3)] + 2×[B(1)–B(5)] + 2×[B(5)–B(10)] + 2×[B(4)–B(10)]} / 7 minus  {[B(1)–B(2)] + 
[B(1)–B(4)] + [B(2)–B(5)] + [B(1)–B(10)]} / 4. 
d {[B(1)–B(2)] + [B(1)–B(4)]} / 2 minus {[B(2)–B(5)] + [B(1)–B(10)]} / 2. 
e {[B(1)–B(3)] + 2×[B(1)–B(5)]} / 3 minus {[B(5)–B(10)] + [B(4)–B(10)]} / 2. 
f O is the model origin, defined as the mid-point of B(1)–B(3). 
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The final refinement produced an R factor (RG) of 0.037 (RD = 0.019). The refined 
molecular-scattering intensity curves and corresponding radial-distribution curve are 
shown in Figures 6.7 and 6.8. The least-squares correlation matrix and a full list of 
interatomic distances (ra), amplitudes of vibration (uh1) and curvilinear perpendicular 




Figure 6.7 – Experimental and weighted difference (experimental – theoretical) 
molecular-intensity scattering curves for 5. 
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Figure 6.8 – Experimental and difference (experimental minus theoretical) radial-
distribution curve, P(r)/r, for 5. Before Fourier inversion the data were multiplied by 
s·exp[(–0.00002s2)/(ZS – fS)(ZC – fC)]. 
 
 
6.4. Results and discussion 
The interesting features of these compounds' molecular structures are the relative 
bond lengths and the geometries of the six-membered rings in theopen faces. The 
GED and calculated values for the bond lengths in 1 to 5 are shown in Table 6.4 as 
are the B–X–B and B–B···B–X angles that characterise the geometry of he open 
face. Table 6.4 shows that the bond lengths and angles calculated at the MP2/6-
31G(d) are in resonable agreement with those obtained by GED, although in both 
cases the bond lengths calculated at this level are ca. 1-2 pm too short. As GED 
structures were only obtained for 2 and 5 (and cannot be obtained for 1) the MP2/6-
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31G(d) values are used in the following discussion, where the effectof substituting 
the [BH2]
- unit with CH2, NH and S is highlighted. 
From Table 6.4, the five B–B distances connecting the four atoms in the base of the
molecule (farthest from the substitution site) are relatively unchanged by 
substitution. The B–B distance in the open face is also effectively unaffected by 
substitution with carbon, but introduction of either N or S shortens this bond length 
by ca. 3 pm per substitution. The remaining B–B distances (those between atoms
adjacent to the substitution site) are the shortest in the parent [B10H14]
2- anion and are 
most affected by substitution. When the nearby substitution is by C they increase by 
about 2 pm, but replacement by N or S increases these by 11 to 17 pm.  
The effect on the substituted bonded distance is approximately in line with that 
expected on consideration of the relative covalent radii of the substituting atom. The 
B–C bonds are about 10 to 15 pm shorter than the corresponding B–B bonds, whilst 
the B–N bonds are 20 to 35 pm shorter. Being a second-row element, sulfur has a 
covalent radius slightly larger than that of boron and the average B–S distance is 
lengthened by 9 pm.  
A closer inspection of the bond lengths to the heteroatoms reveals another 
structurally interesting feature of these heteroboranes. In 1 the longest bond is B(5)–
B(6) (189.4 pm) and its three symmetrical equivalents. In contrast, the adjacent bond, 
B(2)–B(6) is one of the shortest (174.9 pm) so that the difference between these two 
bond lengths is 14.5 pm. Replacement of B(6) with carbon results in a substantial 
reduction of the difference between these bonds to 7.8, 8.1 and 8.7 pm in  2, 4 and 5, 
respectively. This effect is even more pronounced when the heteroatom is nitrogen or 
sulfur, for which the respective values of [B(8)–X(9) minus B(4)–X(9)] are –1.6,      
–3.4 and 0.1 pm in 3, 4 and 5, respectively. 
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Table 6.4 – Selected geometrical parameters for [B10H14]
2–, 1, arachno-6,9-C2B8H13, 2, arachno-6,9-N2B8H13, 3, arachno-6,9-CNB8H13, 4, 
and arachno-6,9-CSB8H12, 5. (Distances are in pm and angles and torsions are in degrees.) 
 C2v Cs 















r B(1)–B(2) 174.3 174.4 175.5 175.7(2) 
r B(1)–B(4) 
177.2 174.0 175.2(2) 176.1 
175.6 175.7 176.7 177.0(2) 
r B(1)–B(3) 180.6 181.0 182.1(3) 180.6 180.3 179.3 180.3 180.7(2) 
r B(1)–B(5) 181.3 180.8 182.0 182.3(2) 
r B(1)–B(10) 
177.1 179.1 180.1(3) 181.6 
179.2 177.5 178.5 178.8(2) 
r B(2)–B(5) 177.3 176.4 177.6 178.0(2) 
r B(4)–B(10) 
174.6 176.8 178.5(3) 191.4 
186.1 189.2 190.2 190.7(3) 
r B(2)–X(6) 165.6 165.0 166.0 165.9(4) 
r B(4)–Y(9) 
174.9 166.0 167.0(5) 155.3 
157.8 193.5 194.4 194.8(4) 
r B(5)–X(6) 173.7 173.7 174.0 174.2(2) 
r Y(9)–B(10) 
189.4 173.8 175.1(2) 153.7 
154.4 193.6 193.8 194.6(3) 
r B(5)–B(10) 186.6 186.4 188.0(4) 180.0 183.7 183.9 184.9 185.4(3) 
∠ B(5)–X(6)–B(7) 111.4 112.9 113.4 113.2(3) 
∠ B(8)–Y(9)–B(10) 
101.5 111.9 112.8(4) 120.0 
122.8   98.7   99.2   98.9(2) 
φ X(6)–B(5)···B(7)–B(8) 132.8 129.9 129.6 130.7(6) 
φ Y(9)–B(10)···B(8)–B(7) 
131.1 131.3 129.9(7) 156.7 
144.6 136.9 136.2 136.8(3) 
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Inspection of the Wiberg bond indices16 computed by the NBO program17 (included 
in the Gaussian software) provides some insight into these effects. Selected results 
are displayed in Table 6.5. The first thing to be noted is that despite B(5)–B(6) being 
much longer than the other bonds in the parent compound, 1, the bond indices are 
remarkably similar. The origin of this difference is presumably the fewer 
neighboring atoms. As can be expected, substitution of BH2
– units significantly 
disrupts the bond indices in the vicinity of the substitution. With the excption of 
those to sulfur, all increases in bond index are accompanied by a reduction in bond 
length. The decrease in the bond length differences [B(5)–X(6) minus B(2)–X(6)] 
and [B(8)–X(9) minus B(4)–X(9)] on substitution appear to be the result of an 
increase in the electron density shared in the B(5)–X(6) and B(8)–X 9) bonds, rather 
than a decrease in B(2)–X(6) and B(4)–X(9) bond strengths. The accompanying 
decrease in B(2)–B(5) and B(4)–B(10) bond indices (and corresponding increases in 
bond lengths) suggests that these bonds are the primary source of electron density for 
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Table 6.5 – Selected Wiberg bond indices computed from the MP2/6-31G(d) electron density and corresponding bond lengths.a 
 C2v Cs 
  1, [B10H14]
2– 2, C2B8H14 3, N2B8H12 4, CNB8H13 5, CSB8H12 
 X = B, Y = B X = C, Y = C X = N, Y = N X = C, Y = N X = C, Y = S 
  Index Length Index Length Index Length Index Length Index Length 
B(2)–B(5) 0.38 177.3 0.39 176.4 
B(4)–B(10) 
0.53 174.6 0.39 176.8 0.23 191.4 
0.28 186.1 0.36 189.2 
B(2)–X(6) 0.57 165.6 0.58 165.0 
B(4)–Y(9) 
0.54 174.9 0.56 166.0 0.59 155.3 
0.56 157.8 0.65 193.5 
B(5)–X(6) 0.61 173.7 0.61 173.7 
B(10)–Y(9) 
0.54 189.4 0.62 173.8 0.68 153.7 
0.68 154.4 0.79 193.6 
a Bond lengths are in pm. 
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6.5. Conclusions 
The structures of two ten-vertex arachno carboranes, 6,9-C2B8H14 and 6,9-CSB8H12 
have been determined by GED. These were found to have structures close to those 
calculated at the MP2/6-31G(d) level of theory, indicating that this level of theory is 
sufficient for determination of accurate molecular geometries for these types of 
systems. The theoretical structures of the related compounds: [B10H14]
2-, 6,9-N2B8H14 
and 6,9-CNB8H12, were also calculated at the MP2/6-31G(d) level and the theoretical 
structures of the five compounds were compared. The effects of substitution on the 
bond lengths are summarised in Figure 6.9. This shows that, despite extensive 
delocalisation of the bonding, the affected bonds were predominantly those in the 
triangle of bonds nearest the site of substitution - between atoms B(2), B(5) and X(6) 
and those symmetrically equivalent.  
 
Figure 6.9 – Trends in the bonded distances in the heavy-atom cage for 6,9-
substituted arachno-decaboranes. The atom labels indicate the heteroatom at the 6 or 
9 position closest to the specified bond. Values are average re distances calculated at 
the MP2/6-31G(d) level, which for 2 and 5 were found to be ca. 1–2 pm shorter than 
rh1 distances obtained by GED. 
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Chapter 7 
Molecular structures of CF3SO2OCF3 and CH3SO2SCH3 by GED and ab initio 
calculations – the effect of basis set on theoretical sulfonate and thiosulfonate 
structures.
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7.1. Introduction 
A small number of compounds with the structure XSO2– Y have previously been 
studied by GED: FSO2–OCH3,
1 ClSO2–OCH3,








Perhaps the most interesting feature of these structures is the variability of the length 
of the S–O single bond. Those obtained for the compounds above are shown in 
Table 7.1 and in the cases where the authors presented calculated values, the r ult 
from the highest level calculation is also shown.  
 
Table 7.1 – S–O single bond distances obtained by GED and in some cases by 
theoretical calculations.1-8 
X Y S–O (GED) a Type S–O (calc) Method 
F CH3 155.8(7) ra    –    – 
Cl CH3 156.2(4) ra    –    – 
F F 160.6(3) ra 160.8 HF/6-31G(d) 
F Cl 158.9(3) ra 158.4 HF/6-31G(d) 
CF3 CH3 155.5(1) ra 162.2 B3LYP/6-31G(d) 
Cl CF3 160.6(2) rh1 162.8 B3LYP/6-311+(3df) 
F SF5 159.9(3) rh1 165.2 MP2/6-31G(d) 
CF3 FCO 163.2(2) ra 169.4 MP2/6-311G(d) 
CF3 ClCO 162.6(2) rg 165.8 MP2/6-311+G(2df) 
a Uncertainties for the first two compounds are estimated total uncertainties, whilst 
those for the remaining compounds are standard deviations. 
 
 
From Table 7.1 it appears that the presence of an electron-withdrawing group at the 
Y position weakens the S–O bond. Also of interest is that the correlated theoretical 
methods, B3LYP and MP2 appear to overestimate this distance whereas HF values 
are much closer to the GED ones. 
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The freedom to rotate around the S–O bond also poses the question of which 
conformers are present and the possible conformations are presented in Figure 7.1. 
None of the GED analyses of these compounds yielded much information regarding 
the preferred conformation and in most cases a single conformer was assumed 
approximately midway between the gauche and anticlinal structures. However, in 
the analysis of ClSO2–OCH3 the structure refined with 11(8)% trans form. In most of 
these studies theoretical calculations were also performed for the torsional potential 
around the S–O bond. In all cases the gauche conformer was found to be the most 
stable although some calculations predicted a second stable tr ns conformer a few kJ 
mol-1 higher in energy. 
 
 
syn-periplanar (cis)      synclinal (gauche)      anticlinal (anti)   anti-periplanar (trans) 
Figure 7.1 – Newman projections of possible conformations of covalent sulfonates 
with the structure XSO2–OY. 
 
 
This chapter presents the GED structures of the sulfonate, CF3SO2OCF3, and the 
thiosulfonate, CH3SO2SCH3, shown in Figures 7.2 and 7.3, respectively. In both 
cases the electron-diffraction investigation was supplemented by theoretical 
calculations and the difficulty in predicting the S–O bond length has been shown to 
be primarily due to insufficient polarisation of the basis set on sulfur. 
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Figure 7.2 – Molecular structure of CF3SO2OCF3 showing the atom numbering used 




Figure 7.3 – Molecular structure of CH3SO2SCH3 showing the atom numbering used 
in the GED model. 
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7.2. Theoretical calculations 
All calculations were performed using the Gaussian03 program package,9 with 
standard gradient techniques and default convergence criteria. 
7.2.1. Geometry optimisations 
Starting geometries were obtained using the RHF approximation with a 3-21G(d) 
basis set,10,11 followed by a 6-31G(d) basis set.12–14 Frequency calculations, carried 
out at the same levels, verified that minima in the potential-energy surface had been 
found, as they exhibited no imaginary frequencies. Electron correlation was then 
considered using the frozen-core MP215 approach with the 6-31G(d) basis set. For 
CF3SO2OCF3 the effect of basis set on each theoretical structure was assessed by 
increasing the basis set size to approximate the valence electrons better [6-311G(d)]16 
and include diffuse functions [6-311+G(d)]17 or to include additional polarisation 
functions [6-31G(3df)].18 In the case of CH3SO2SCH3 these were combined 6-
311G(3df) and polarisation functions were included on hydrogen as well [6-
311G(3df,3pd)].18 In order to gauge the effect of the type of theory, hybrid-DFT 
calculations were performed using Becke’s three-parameter hybrid exchange 
functional19 (B3) combined with both the Lee-Yang-Parr gradient-corrected 
correlation functional (LYP)20  and the same basis sets as for the MP2 calculations.  
7.2.2. Potential energy scans 
Potential-energy scans were performed in 5° steps. For CF3SO2OCF3 the HF and 
MP2 approximations were used with the 6-31G(d) basis set and for CH3SO2SCH3 
B3LYP functional was also used. In addition, MP2 scans were performed for both 
compounds using a mixture of basis sets, with a 6-31G(3df) basis set on the sulfur 
atoms and the 6-31G(d) basis set on the remaining atoms. 
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7.2.3. Vibrational amplitudes and distance corrections for GED 
Cartesian force fields were generated for CF3SO2OCF3 and CH3SO2SCH3 at the 
HF/6-31G(d) and MP2/6-31G(d) levels, respectively. These were converted into 
force fields described by a set of symmetry coordinates using the program 
SHRINK,21 which generated starting values for the root-mean-squared amplitudes of 
vibration (u) and perpendicular distance corrections (kh1). 
7.3. Gas electron diffraction 
The GED refinements were performed using the SARACEN method22 incorporating 
flexible restraints. As curvilinear perpendicular distance corrections (kh1) were 
applied during the refinement, the resulting structures were of the rh1 type. 
7.3.1. Experimental 
Samples of CF3SO2OCF3 and CH3SO2SCH3 were provided by Aida Ben Altabef 
from the Universidad Nacional de Tucumán in Argentina. Data were coll cted on 
Kodak Electron Image film using the Edinburgh GED apparatus,23 with an 
accelerating voltage of ca. 40 kV. Nozzle-to-film distances were calculated for each 
compound using benzene vapour as a standard, immediately after recording the 
diffraction pattern for each compound. The electron-scattering patterns were 
converted into digital form using an Epson Expression 1680 Pro flatbed scanner with 
a scanning program described in reference 22. Data reduction and least-squ res 
refinements were carried out using the ed@ed program,25 e ploying the scattering 
factors of Ross et al.26 The sample and nozzle temperatures, nozzle-to-film distances, 
scale factors, s limits, weighting points, correlation parameters and electron 
wavelengths are shown in Table 7.2. The atom numbering schemes used for the 
molecular models are shown in Figures 7.2 and 7.3. 
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Table 7.2 – GED data analysis parameters.a 
Compound CF3SO2OCF3 CH3SO2SCH3 
Dataset type short long short long 
Nozzle-to-film distance b 130.5 291.5 95.6 259.1 
Sample temperature 195 195 405 350 
Nozzle temperature 298 298 418 375 
RG     0.070     0.061     0.083     0.077 
RD     0.043     0.025     0.060     0.040 
Scale factor, k     0.691(16)     0.704(8)     0.883(12)     0.818(5) 
Correlation parameter     0.471     0.496     0.315     0.457 
 
s     2     1     2     1 
smin   90   35   86   20 
sw1 110   50 120   40 
sw2 250 110 330 130 
smax 270 120 380 148 
Electron wavelength (pm)     6.13     6.13     6.18     6.18 
a Units of s are nm–1, nozzle-to-camera distances are in mm, electron wavelengths are 
in pm and temperatures are in Kelvin. b Determined by reference to scattering by 
benzene. 
7.3.2. GED model and refinement for CF3SO2OCF3 
The molecular model for the GED refinement assumed overall C1 symmetry, as 
predicted by the calculations. The structure of CF3SO2OCF3 was defined in terms of 
25 independent parameters, comprising 11 bond lengths and differences, 10 bond 
angles and differences, one tilt angle and three torsional angles, listd in Table 2. The 
bonded distances S–O(4), O(4)–C(5) and S–C(9), were each defined individually (p7, 
p10 and p11, respectively), whilst simple averages were taken of the six C–F bond 
lengths (p1) and of the two S=O bond lengths (p8). The difference between the 
average C–F distances in the CF3 groups bonded to O(4) (group 1) and sulfur (group 
2) was defined (p2). In group 1, C–F(6) was then found by defining the difference 
between this and the average of C–F(7) and C–F(8) (p3). The difference between 
these remaining bond lengths was then defined (p5). Similarly, in group 2 the 
differences between C–F(11) and an average of the other two bonds (p4) and C–F(12) 
minus C–F(10) (p6) were defined. The difference between the two S=O double bonds 
(p9) allowed these bond lengths to be defined. 
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The geometry around sulfur was described using three angles and two differences: 
the O(4)–S–C(9) angle (p12), the average of O(2)–S–O(4) and O(3)–S–O(4) (p13) and 
their difference (p14), and the average of O(2)–S–C(9) and O(3)–S–C(9) (p15 and 
their difference (p16). 
Fluorine-atom positions in CF3 group 1 were described using the average of the three 
internal F–C–F angles (p19), with the difference between F(7)–C–F(8) and the angles 
F(6)–C–F(7) and F(6)–C–F(8) (p20), the latter two angles being assumed to be 
identical. The orientation of this CF3 group with respect to sulfur was defined using 
the angles S–O–C (p17) and O–C–F(6) (p18),  and the torsional angles C–S–O–C (p23) 
and S–O–C–F(6) (p24). 
CF3 group 2 was described using a single F–C–F angle (p22), and orientated using a 
tilt angle (p21). A positive tilt was defined as a reduction in the S–C–F(11) angle, 
with the zero point occurring when the three S–C–F angles are equal. This group was 
also allowed to rotate around the S–C bond, defined by the torsional angle O(4)–S–
C–F(11) (p25). In this case an angle of 180˚ corresponds to a staggered conformation 
and a larger angle moves F(11) closer to O(3). 
All 25 independent parameters were refined, along with two individual (S–O and S–
C) and eight groups of amplitudes of vibration, producing an RG factor of 0.067 (RD 
= 0.029). The refined parameters are displayed in Table 7.3 along with the 
corresponding values predicted by MP2/6-31G(3df) calculations. The molecular-
scattering intensity curves are shown in F gure 7.4 and the radial-distribution curve 
is shown in Figure 7.5. Restraints on geometrical parameters were derived from the 
MP2/6-31G(3df) calculated values and those applied directly to independent or 
dependent parameters are listed in Table 7.3, whilst those applied to differences 
between independent parameters are shown in Table 7.4. A full list of interatomic 
distances and corresponding amplitudes of vibration is given in Appendix 5. 
  
 156   
Table 7.3 – GED refined parameters for CF3SO2OCF3, corresponding theoretical 
values and flexible restraints used (distances in pm and angles in degrees).a 
 Description Value MP2/6-31G(3df) 
 Independent parameters   
p1  r C–F average 133.3(2) 131.9 
p2  r C–F difference 1   –0.4(1)   –0.4(1) 
p3  r C–F difference 2     0.4(1)     0.4(1) 
p4  r C–F difference 3     0.2(1)     0.2(1) 
p5  r C–F difference 4     0.2(1)     0.2(1) 
p6  r C–F difference 5     0.0(1)     0.0(1) 
p7  r S–O 161.5(4) 162.2 
p8  r S=O average 141.9(3) 141.9 
p9  r S=O difference     0.4(1)     0.4(1) 
p10  r C–O 139.3(7) 139.0 
p11  r C–S 181.3(4) 183.8 
p12  ∠ O(4)–S–C 96.9(10)   97.0(10) 
p13  ∠ O–S–O(4) average 108.0(2) 108.0 
p14  ∠ O–S–O(4) difference     3.8(4)     4.4(5) 
p15  ∠ C–S–O average 107.9(3) 107.6 
p16  ∠ C–S–O difference     1.3(2)     1.3(2) 
p17  ∠ S–O–C 121.8(4) 121.3(5) 
p18  ∠ O–C–F(6) 104.6(4) 105.8 
p19  ∠ F–C–F group 1 average  108.0(2) 109.3 
p20  ∠ F–C–F group 1 difference     0.3(2)     0.4(2) 
p21  ∠ S–C–F tilt     1.6(5)     1.6(5) 
p22  ∠ F–C–F group 2 108.6(2) 109.8 
p23  φ C–S–O–C 119.5(18) 105.6 
p24  φ S–O–C–F(6) 195.2(9) 182.6 
p25  φ O–S–C–F(11) 177.2(10) 178.5(20) 
 Dependent parameter   
d1  ∠ O(2)=S=O(3) 124.6(8) 125.1(10) 
a Where calculated values are followed by a number in parentheses, a restraint was 
applied to the corresponding parameter using the calculated value. The numbers in 
parentheses are the uncertainties of the restraints.  
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Table 7.4 – Restraints on differences between independent parameters in the GED 
refinement (distances in pm and angles in degrees).a 
Difference  GED MP2/6-31G(3df) 
p10 – p1 r [C–O] – [C–F av] 6.1(8) 7.0(10) 
p13 – p15 ∠ [O–S–O(4) av] – [C–S–O av] 0.1(2) 0.3(2) 
p22 – p19 ∠ [F–C–F gp 2] – [F–C–F gp 1 av] 0.5(2) 0.5(2) 
p19 – p18 ∠ [F–C–F gp 1 av] – [O–C–F(6)] 3.5(5) 3.5(5) 
a Where calculated values are followed by a number in parentheses, a restraint was 
applied to the corresponding parameter using the calculated value. The numbers in 




Figure 7.4 – Molecular scattering intensities for CF3SO2OCF3. 
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Figure 7.5 – Experimental and difference (experimental minus theoretical) weighted 
radial-distribution function for CF3SO2OCF3. Molecular scattering intensities were 
multiplied by s×exp[(–0.00002s2)/(ZS – fS)(ZF – fF)] prior to Fourier inversion. 
 
7.3.3. GED model and refinement for CH3SO2SCH3 
The molecular model for the GED refinement of CH3SO2SCH3 was assigned overall 
C1 symmetry as predicted by the ab initio calculations. (The atom numbering used in 
the model and calculations is shown in Figure 7.3.) The structure was defined in 
terms of 19 independent parameters, comprising six bond lengths and differences, 
eight bond angles and differences, two tilt angles and three torsional angles.   
The bonded S–S distance was defined individually (p2) and, on the basis of the ab 
initio calculations and the low scattering ability of hydrogen, the six C–H bonds were 
assumed to be of equal length (p1). The S=O bond lengths were defined in terms of 
the average (p5) and difference [S=O(7) minus S=O(6), p6], as were the two C–S 
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bonds. [parameter p3 is the average and p4 is defined as C(8)–S(12) minus          
C(1)–S(5).] 
The geometry of the sulfonyl group in relation to C(1) and S(12) was describ d using 
the S–S–C(1) angle (p7), the average of the two S–S=O angles (p8) in combination 
with their difference [S–S=O(7) minus S–S=O(6), p9] and the average of the two C–
S=O angles (p10) combined with their difference [C–S=O(6) minus C–S=O(7), p11].
Local C3 symmetry was assumed for both methyl groups. Separate internal H–C–H 
angles were used for each methyl group. These were defined in trms of the average 
H-C–H angle (p13) and the difference (p14) between the averages for the two groups 
[H–C(1)–H minus H–C(8)–H]. The methyl group containing C(1) was oriented with 
respect to the rest of the molecule using a tilt angle (p15, defined as the angle between 
the local C3 axis and the C–S bond with a reduction in the S–C–H(2) angle being 
positive) and the S–S–C–H(2) torsion (p18). The positioning of C(8) was performed 
using a second S–S–C angle (p12) and the C–S–S–C torsion (p17). Finally, hydrogen 
atoms 9 to 11 were positioned using a second tilt angle (p16, defined as above with a 
reduction of the S–C–H(10) angle being positive) and the S–S–C–H(10) angle (p19). 
As an internal H–C–H angle was used for each methyl group, these angles were 
unaffected by application of the torsion or tilt angles. 
A second GED refinement was performed using a two-conformer model. However, 
the radial-distribution functions for the two conformers are so similar that the C1 
conformer alone fitted the data as well as any mixture of conformers. Therefore, only 
the single-conformer (C1) refinement is presented. 
All 19 independent parameters were refined, along with one individual and seven 
groups of amplitudes of vibration, producing an RG factor of 0.081 (RD = 0.048). The 
refined parameters are displayed in Table 7.5 along with the corresponding values 
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predicted by MP2/6-311G(3df,3pd) calculations. The molecular-intensity and radial-
distribution curves are shown in Figures 7.6 and 7.7, respectively.   







p1  r C-H 108.86(34) 108.63 
p2  r S-S 207.47(9) 206.92 
p3  r C-S mean 180.33(10) 178.45 
p4  r C(8)–S(12) minus C(1)–S(5)     3.74(47)     3.86(50) 
p5  r SO mean 143.45(4) 143.59 
p6  r S–O(7) minus S–O(6)     0.34(19)     0.31(20) 
p7  ∠ S–S–C(1) 102.8(6) 104.1 
p8  ∠ S–S–O mean 106.8(2) 107.0 
p9  ∠ S–S–O(7) minus S–S–O(6)     5.8(3)     3.8(10) 
p10  ∠ C–S–O mean 109.0(2) 107.7 
p11  ∠ C–S–O(6) minus C–S–O(7)     0.8(5)     0.8(5) 
p12  ∠ S–S–C(8) 100.3(6)   98.9 
p13  ∠ H–C–H mean 109.1(5) 110.5(10) 
p14  ∠ H–C(1)–H minus H–C(8)–H     0.9(5)     1.1(5) 
p15  ∠ Me C(1) tilt     1.5(9)     1.6(10) 
p16  ∠ Me C(8) tilt     1.9(9)     2.5(10) 
p17  φ C–S–S–C   80.1(25)   81.2 
p18  φ S–S–C–H(2) 179.6(19) 179.7(20) 
p19  φ S–S–C–H(10) 190.3(43) 191.1(50) 
Dependent parameter   
d1 ∠ O–S–O 121.0(2) 121.9(4) 
d2 ∠ S–S–C(1) minus S–S–C(8)     2.5(11)     5.2(20) 
d3 ∠ C–S–O minus S–S–O (p10 – p8)     2.1(3)     0.7(10) 
a Where calculated values are followed by a number in parentheses, a restraint was 
applied to the corresponding parameter using the calculated value. The numbers in 
parentheses are the uncertainties of the restraints.  
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Restraints on geometrical parameters were derived from the MP2/6-311G(3df,3pd) 
calculated values. Those applied directly to independent or dependent parameters are 
listed in Table 7.5. The least-squares correlation matrix and a full list of interatomic 
distances and corresponding amplitudes of vibration is given in Appendix 6. The 
amplitude of vibration for the S–S bond was refined individually as this was the only 
distance comprising heavy atoms contributing to the corresponding peak in the 
radial-distribution curve (Figure 7.7). Seven groups of amplitudes, corresponding to 
the remaining peaks in the radial-distribution curve, were also refined. Those 
amplitudes corresponding to non-bonded distances were restrained with uncertainties 
of 10% of their calculated values, as were the amplitudes for the bonded C–S 
distances, which were tied to one another.  
 
 
Figure 7.6 – Molecular scattering intensities for CH3SO2SCH3. 
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Figure 7.7 – Experimental and difference (experimental minus theoretical) weighted 
radial-distribution function for CH3SO2SCH3. Molecular scattering intensities were 
multiplied by s×exp[(–0.00002s2)/(ZS – fS)
2] prior to Fourier inversion. 
 
7.4. Results and discussion 
7.4.1. CF3SO2OCF3 
Potential-energy scans for CF3SO2OCF3 are shown in Figure 7.8. For all three 
calculation types, only one conformer was found, with a C–S–O–C dihedral angle of 
about 110°. Therefore, only this conformer was used in the GED refinement and 
investigated further by ab initio calculations.  
The C–S–O–C torsional angle was found to be 119.5(18)˚ by GED compared to ca. 
105 to 112˚ by various theoretical methods, shown in Table 7.6. However, 
considering the flatness of the potential-energy curve this discrepancy does not 
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represent a significant energy penalty. In addition, the estimated standard deviation 
of this value does not give a good estimate of its uncertainty, as the refinement can 
be performed by fixing this angle at any arbitrary value between 100 and 150˚. 
 
Figure 7.8 – Potential-energy curve for the C–S–O–C dihedral angle in 
CF3SO2OCF3 calculated at HF/6-31G(d) (dashed), MP2/6-31G(d) (grey) and MP2 
with 6-31G(d) basis on all atoms except S, for which a 6-31G(3df) basis set was used 
(black). 
 
The average bond lengths for each type of internuclear distance in the GED 
refinement are presented in Table 7.6 alongside the corresponding values calculated 
using a variety of methods. The largest discrepancy between the bond lengths in the 
GED structure and those predicted by MP2/6-31G(3df), on which the restraints were 
based, is the S–C bond length, found to be 2.5 pm shorter experimentally. In the 
GED study of the related compound, CF3SO2OCH3,
4 the S–C bond length was found 
to be 183.8(2) pm. It was also calculated at the HF/3-21G(d) and B3LYP/6-31G(d) 
levels to be 176.9 and 187.1 pm, respectively, indicating that the S–C distance in 
  




Table 7.6 – Selected GED (rh1) and ab initio (re) geometric parameters for CF3SO2OCF3.
a 
 GED HF / MP2 /    B3LYP / 
   6-31G(d) 6-31G(d) 6-311+G(d) b 6-31G(3df) 6-31G(3df) 
r C–F average 133.3(2) 130.2 133.3 132.5 133.5 131.9 132.6 
r S–O 161.5(4) 160.3 167.7 167.1 163.0 162.2 163.6 
r S=O average 141.9(3) 140.9 144.7 143.4 143.0 141.9 142.0 
r C–O 139.3(7) 137.4 139.3 138.5 140.0 139.0 139.5 
r C–S 181.3(4) 182.1 184.5 186.3 183.0 183.8 187.4 
φ C–S–O–C 119.5(18) 111.2 108.4 110.7 104.4 105.6 105.8 
Energy c      – -1294.37965 -1296.33296 -1296.89381 -1296.40638 -1297.08949 -1299.16761 
a Distances are in pm and angles are in degrees. 
b 6-31G(3df) basis on S, 6-31G(d) basis on C, O and F. 




CF3SO2OCF3 may be highly dependent on the level of theory. However, the series of 
calculations in Table 7.6 indicate that these theoretical values were probably extreme 
examples rather typical ones.  
Surprisingly, the HF/6-31G(d) S–C distance was closest to that determined by GED. 
Inclusion of correlation energy using MP2 theory makes the agreement poorer and 
adopting the larger 6-311+G(d) basis makes it worse still. However, if the basis set size 
is increased by adding extra polarisation functions by way of a 6-31G(3df) basis set, the 
agreement improves and adoption of this basis set on only sulfur is sufficient or a good 
agreement between theory and experiment. The accurate prediction by HF/6-31G(d) 
therefore appears to be due to a cancellation of errors introduced by the lack of 
correlation energy and a basis-set deficiency on sulfur. The B3LYP/6-31G(3df) value is 
also given in Table 7.6 for comparison. This method overestimates this bond length by 
6.1 pm, with respect to the GED value, and is 3.6 pm longer than the MP2 value using 
the same basis set. 
The S–O bond length, which for similar compounds is generally poorly define  by 
theory (as highlighted in Section 7.1), follows a similar trend. In this case, however, the 
GED value is only 0.7 pm shorter than the value predicted by the MP2/6-31G(3df) 
calculation and although the HF/6-31G(d) calculation again predicts a reasonable 
distance, it underestimates it by about 1 pm. The S–O bond is even more sensitive to 
method and basis set than the S–C distance. It increases by over 7 pm when MP2 theory 
is introduced in place of HF when the 6-31G(d) basis set is used. In contrast to the S–C 
distance, the S–O bond length is changed little by introduction of the larg r 6-311+G(d) 
basis set, but as was the case for the S–C distance, additional polarisation functions on 
sulfur are essential for an accurate S–O value. Finally, the B3LYP functional predicts a 
reasonable S–O distance, but is still 1.4 pm farther from the experimental value than the 






The bonded distances obtained from the GED refinement are compared with those 
calculated by theory in Table 7.7. As was found for CF3SO2OCF3, the RHF/6-31G(d) 
values are remarkably close to the GED values and, for most bonded distances, the 
inclusion of electron correlation energy using MP2 or B3LYP methods makes the 
agreement substantially worse. The C–S(5) distance, analogous to the C–S distance in 
CF3SO2OCF3 (the distance least well predicted by theory), does not show much 
variation between methods and basis sets and is reasonably well predicted by all 
combinations.  
The S–S distance analogous to the S–O single bond in CF3SO2OCF3 does, however, 
show a similar strong dependence on the method and basis set. In combination with the 
6-31G(d) basis set, HF underestimates the S–S bond length by about 1 pm, whereas the 
MP2 and B3LYP methods overestimate it by about 2.5 and 7 pm, respectively. Again, a 
standard increase of the basis set size to 6-311G(d) has little effect, but inclusion of 
multiple polarisation functions using the 6-311G(3df,3pd) basis brings it back in line 
with the experimental geometry. As was found for CF3SO2OCF3, the whole molecule 
does not require such a large basis set and a reliable structure can b  obtained using the 
6-311G(d) basis on all the atoms other than sulfur, for which the larger polarised basis 
set is required. 
As a final note on the bond lengths in these compounds, the S=O distances are al o 
sensitive to the method and basis set, albeit to a lesser extent. They are marginally 
underestimated by HF/6-31(d), by no more than 1 pm, but inclusion of electron 
correlation energy in the calculation lengthens the theoretical S=O distances by 3 to 4 
pm, with little difference between the MP2 and B3LYP methods. In co trast to the 
single bonds to sulfur, adoption of a larger basis set brings these distance  closer to the 
experimental values and, when the 3df polarisation functions are also included on 
sulfur, reliable theoretical values can be obtained. 
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Table 7.7 – Selected GED (rh1) and ab initio (re) geometric parameters for CH3SO2SCH3 (distances in pm, angles in °).
 GED RHF B3LYP MP2     
  6-31G(d) 6-31G(d) 6-31G(d) 6-311G(d) a 6-311G(3df,3pd) 6-311G(3df,3pd)b 
r C–S(5) 178.5(3) 177.4 180.9 178.4 178.2 177.2 176.5 176.0 
r C–S(12) 182.2(3) 181.7 183.2 181.4 180.9 181.1 180.4 180.6 
r S=O(6) 143.3(1) 143.0 146.5 146.3 145.0 143.3 143.4 143.8 
r S=O(7) 143.6(1) 143.3 146.9 146.8 145.4 143.6 143.7 143.8 
r S–S 207.5(1) 206.5 214.4 210.1 211.3 207.2 206.9 208.8 
r C–H mean 108.9(3) 108.1 109.3 109.1 109.0 109.1 108.6 108.6 
φ C–S–S–C   80.1(25)   82.5   86.3   83.5   83.2   82.4   81.2 180.0 
Energy c       – –1023.88881 –1026.58761 –1024.78060 –1024.93463 –1025.09562 –1025.28636 –1025.28327 
a 6-311G(3df) basis on S, 6-311G(d) basis on C, H and O. 
b Cs conformer. 
c Units of energy are Hartrees. Not corrected for zero-point energy.
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Potential-energy scans of the C–S–S–C torsion are shown in Figure 7.9. These show 
good agreement between the MP2 and B3LYP methods, both identifying two 
minima, mirror images, with C–S(12) approximately gauche with respect to the C–
S(5) bond. The HF scan also predicted the gauche conformer to be the most stable, 
but predicted a third, barely stable conformer with Cs symmetry, approximately 6 kJ 
mol–1 higher in energy than those with C1 symmetry. A possible origin of this Cs 
local minimum is the shortening of the S–S bond length predicted by HF with respect 
to the values arising from MP2 and B3LYP, which would increase the repulsive 
eclipsing interactions when C–S–S–C = 0, 120 and 240°.  
 
Figure 7.9 – Torsional potential about the S–S bond in CH3SO2SCH3 calculated in 
5° increments using HF/6-31G(d) (dashed), B3LYP/6-31G(d) (light grey), MP2/6-
31G(d) (dark grey), and MP2 with a 6-31G(d) basis set on all atoms except sulfur, 
for which a 6-31G(3df) basis set was used (black). 
As mentioned above, the S–S bond length is better predicted by HF/6-31G(d) than by 
MP2 or B3LYP with the same basis set, which was attributed to a cancellation of 
errors introduced by the basis-set deficiency on sulfur and the omission of correlation 
energy by HF. A second MP2 scan was therefore performed using a 6-31G(3df) basis 
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set on sulfur (lowest curve in Figure 7.9) and revealed a very flat potential-energy 
curve in the C–S–S–C range 140–220°, with a shallow local minimum at 180°. The 
optimized geometry of this structure was calculated and frequency cal ulations at the 
same level revealed only real frequencies, strengthening the argument for the 
presence of a metastable Cs-symmetric conformer.  
The difference in energy between the optimized equilibrium geometries of theC1 and 
Cs conformers was calculated at this level to be 8.0 kJ mol
–1. However, the 
corresponding free energy difference at the GED experimental temperature (ca. 400 
K) was calculated to be only 1.3 kJ mol–1, corresponding to a Boltzmann population 
of ca. 25%. An attempt was made to confirm the presence of this conformer 
experimentally by adding a Cs conformer to the GED model, but because of the 
similarities of the radial-distribution functions of the two conforme s, no useful 
information was obtained. 
7.5. Conclusions 
The molecular structures of CF3SO2OCF3 and CH3SO2SCH3 were obtained by GED 
using models containing single conformers, with the C–S–O–C and C–S–S–C angles 
refining to 119.5(18)° and 80.1(25)°, respectively. As was found in the GED 
investigation of FSO2OF and FSO2OCl,
3 these structures were in good agreement 
with those obtained by HF theory using a 6-31G(d) basis set. However, improvement 
of the theoretical treatment using MP2 theory made the agreement between the 
experimental and calculated structures significantly worse and the B3LYP method 
yielded very poor geometrical parameters. Use of the larger 6-311G(d) basis set did 
not improve the agreement, but addition of additional polarisation functions on just 
the sulfur atoms using the 6-31G(3df) or 6-311G(3df) bases produced theoretical 
structures close to the GED ones. 
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Appendix 1 













! read image from file 
open(50,file='in.raw',access='DIRECT',form='UNFORMATTED',recl=recl) 
do i=1,1024 




!******** convert signed to unsigned integer ************* 
do i=1,1024 
  do j=1,1024 
    k=img(i,j) 




!*** calculate distance from diffraction centre, r2****** 
    r2=sqrt((512.5-i)**2+(512.5-j)**2) 
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!******************* Multiply by r2^3 ************* ******* 
    c=c*0.000001*(r2**3) 
 
!********* find distance from image centre ******** ******* 
    r1=sqrt((512.2-i)**2+(512.5-j)**2) 
 
!***** correct for filter ************************* *******  
    c=0.025*c*exp(2*2.3025*(1.-(r1/524.0))) 
 
!******************* Convert reals back to integers  ****** 




!******** convert back to signed integer ********** *** 
    if (k.gt.32767) k=k-65536 
    img(i,j)=k 




! write image to file 
open(50,file='out.raw',access='DIRECT',form='UNFORMATTED',recl=recl) 
do i=1,1024 
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Appendix 2 
A program for simulating data for a finite beam size 
 
Explanation 
This program uses a simplified approach for generating intensity curves for a finite 
beam size and an error in the centring procedure. The basic approach is to integrate 
over the probabilities for all possible errors in the assumed s-value (s') due to the 
width of the electron beam,   , up to a certain value. Similarly, the integration is 
performed for all the errors in the assumed s-value (s'') due to an error in the 
diffraction pattern centre. It uses the equation below, where the integrals are replaced 
by summations depending on the value of 

s in the input file (Itot.in). 
























= −  
The exponential term accounts for the beam size, whilst the trigonometric part 
accounts for a centring error. This equation assumes that the radiuson the camera 
face is proportional to the corresponding value of the scattering vector, s, which is 
approximately correct for small angles. In addition, the problem has been simplified 
to a one-dimensional problem, whereas a thorough approach would require 




real a,b,c,d,e,f,g,s,smin,sminy,pi,rbeam,sbeam,ebeam,el mbda,deltas 
real, dimension(4000) :: x 
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!---------------------------- Input parameters ---------------------------------- 
 
!**** Nozzle-to-camera dist 
b=205.5 
 
!******** Standard deviation of beam / mm ***** 
rbeam=0.1 
 
!******** Error in centre / mm ******* 
a=0.1 
 
!**** Number of i points for integration over beam **** 
n=29 
 
!**** number of data points in file 'in.dat'**** 
m=150 
 
!**** starting s value in 'in.dat' / angstroms-1 ********************* 
smin=0.2 
 
!**** delta s in 'xxxx.in' file / angstroms-1 **** 
deltas=0.2 
 





!-------------------------------- Calcluations ------------------------------------- 
 
! Calculate s value corresponding to beam size at a nozzle-to-camera distance of b 
sbeam=4.0*pi*sin(0.5*atan(rbeam/b))/elambda 
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! Calculate value of s corresponding to error in cetre  
c=4*pi*sin(0.5*atan(a/b))/elambda 
 




! Calculate s min for y 
sminy=smin+0.5*deltas*(n-1)+deltas*int(c/deltas) 
 
!------------------------------- Program Start ------------------------------------ 
 
!**** Open input intesity file  
OPEN(unit=10,file='Itot.in') 
 






first: Do i=1,(m-l-n+2) 
! s-value corresponding to i in x(i) = smin + (i-1)*detas 
  second: Do j=1,l 
! displacement of beam due to error in centre 
    f=deltas*(j-1-(l-1)*0.5) 
 
    third: Do k=1,n 
! displacement of beam due to finite width 
   ebeam=deltas*(k-1-0.5*(n-1)) 
   y(i)=y(i)+x(i+j+k-2)*exp(-ebeam**2/(2*sbeam**2))/(sin(acos(f/c))) 
 
 End do third 
  End do second 
 
  s=(i-1)*deltas+sminy 
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  y(i)=0.00003*y(i)*s**4/(l*rbeam) 
 
End do first 
 
 
!--------------------------------- Output Data ----------------------------------- 
 
! Open the output file 
OPEN(unit=20,FILE='out.dat',status='unknown',access='sequential',action='write') 
  WRITE(20,FMT='(F6.4)') sminy 
DO i=1,(m-l-n+2) 
  WRITE(20,FMT='(F19.9)') y(i) 
END DO 
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Appendix 3 
Supplementary data for the GED refinement of arachno-6,9-C2B8H14 
 
 
Table A3.1 – Least-squares correlation matrix.a 
 p2 p4 p5 p6 p7 p10 p16 u108 k2 
p1 67   84   64    –74  –86   
p2     –62     
p4     66   54 –53  –98   
p5     –81  –73   
p6        –54  
p7         64   
p8        57    
u2          51  58 
a All elements are multiplied by 100 and only off-diagonal elements with absolute 
values ≥ 50% are included. k2 is the scale factor for the short nozzle-to-camera 
distance. 
 
Table A3.2 Selected distances (ra/pm), amplitudes of vibration (uh1/pm) and 
perpendicular corrections (kh1/pm) from the GED refinement and calculations 
(RHF/6-31G*). 
 Atom pair ra uh1 (GED) kh1 uh1 (calculated) 
u33  C(9)-H(22) 109.8(6) 8.8(tied to u25) 0.3 7.4 
u25  C(6)-H(21) 109.8(6) 8.8(4) 0.3 7.4 
u32  C(9)-H(19) 109.8(6) 8.7(tied to u25) 0.4 7.3 
u24  C(6)-H(16) 109.8(6) 8.7(tied to u25) 0.4 7.3 
u15  B(3)-H(13) 119.7(3) 9.6(tied to u25) 0.4 8.1 
u6  B(1)-H(11) 119.7(3) 9.6(tied to u25) 0.4 8.1 
u26  B(7)-H(17) 119.7(3) 9.6(tied to u25) 0.4 8.1 
u34  B(10)-H(20) 119.7(3) 9.6(tied to u25) 0.4 8.1 
u29  B(8)-H(18) 119.7(3) 9.6(tied to u25) 0.4 8.1 
u21  B(5)-H(15) 119.7(3) 9.6(tied to u25) 0.4 8.1 
u11  B(2)-H(12) 119.7(3) 9.6(tied to u25) 0.4 8.1 
u19  B(4)-H(14) 119.7(3) 9.6(tied to u25) 0.4 8.1 
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u27  B(7)-H(24) 132.6(5) 12.1(tied to u25) 1.0 10.2 
u22  B(5)-H(23) 132.6(5) 12.1(tied to u25) 1.0 10.2 
u30  B(8)-H(24) 132.7(5) 12.1(tied to u25) 1.0 10.2 
u35  B(10)-H(23) 132.7(5) 12.1(tied to u25) 1.0 10.2 
u9  B(2)-C(6) 167.0(4) 6.9(2) 0.3 6.7 
u17  B(4)-C(9) 167.0(4) 6.9(tied to u9) 0.3 6.7 
u23  C(6)-B(7) 174.9(2) 8.2(tied to u9) 0.2 8.0 
u28  B(8)-C(9) 174.9(2) 8.2(tied to u9) 0.2 8.0 
u20  B(5)-C(6) 174.9(2) 8.2(tied to u9) 0.2 8.0 
u31  C(9)-B(10) 174.9(2) 8.2(tied to u9) 0.2 8.0 
u12  B(3)-B(4) 175.2(2) 6.6(tied to u9) 0.3 6.4 
u3  B(1)-B(4) 175.2(2) 6.6(tied to u9) 0.3 6.4 
u7  B(2)-B(3) 175.2(2) 6.6(tied to u9) 0.3 6.4 
u1  B(1)-B(2) 175.2(2) 6.6(tied to u9) 0.3 6.4 
u18  B(4)-B(10) 178.6(3) 7.0(tied to u9) 0.3 6.8 
u16  B(4)-B(8) 178.6(3) 7.0(tied to u9) 0.3 6.8 
u10  B(2)-B(7) 178.6(3) 7.0(tied to u9) 0.3 6.8 
u8  B(2)-B(5) 178.6(3) 7.0(tied to u9) 0.3 6.8 
u5  B(1)-B(10) 180.0(4) 7.4(tied to u9) 0.2 7.2 
u14  B(3)-B(8) 180.0(4) 7.4(tied to u9) 0.2 7.2 
u13  B(3)-B(7) 180.0(4) 7.4(tied to u9) 0.2 7.2 
u4  B(1)-B(5) 180.0(4) 7.4(tied to u9) 0.2 7.2 
u2  B(1)-B(3) 182.2(4) 7.1(tied to u9) 0.4 6.9 
u134  B(7)...B(8) 187.5(4) 8.1(tied to u9) -0.2 7.8 
u106  B(5)...B(10) 187.5(4) 8.1(tied to u9) -0.2 7.8 
u116  B(5)...H(21) 219.7(7) 11.9(tied to u170) -0.3 12.8 
u146  B(7)...H(21) 219.7(7) 11.9(tied to u170) -0.3 12.8 
u184  B(10)...H(22) 219.7(7) 11.9(tied to u170) -0.3 12.8 
u160  B(8)...H(22) 219.7(7) 11.9(tied to u170) -0.2 12.8 
u61  B(2)...H(16) 228.5(9) 10.8(tied to u170) -0.3 11.6 
u97  B(4)...H(19) 228.5(9) 10.8(tied to u170) -0.3 11.6 
u133  C(6)...H(24) 233.1(8) 12.1(tied to u170) 0.2 13.0 
u132  C(6)...H(23) 233.1(8) 12.1(tied to u170) 0.2 13.0 
u173  C(9)...H(24) 233.1(8) 12.1(tied to u170) 0.2 13.0 
u172  C(9)...H(23) 233.1(8) 12.1(tied to u170) 0.2 13.0 
u123  C(6)...H(12) 238.7(10) 10.8(tied to u170) -0.2 11.6 
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u165  C(9)...H(14) 238.7(10) 10.8(tied to u170) -0.2 11.6 
u142  B(7)...H(16) 244.4(6) 11.2(tied to u170) -0.3 12.1 
u111  B(5)...H(16) 244.4(6) 11.2(tied to u170) -0.3 12.1 
u182  B(10)...H(19) 244.4(6) 11.2(tied to u170) -0.3 12.1 
u157  B(8)...H(19) 244.4(6) 11.2(tied to u170) -0.3 12.1 
u86  B(3)...H(24) 247.4(10) 10.0(tied to u170) 0.6 10.8 
u51  B(1)...H(23) 247.4(10) 10.0(tied to u170) 0.6 10.8 
u177  B(10)...H(14) 256.8(5) 11.6(tied to u170) -0.2 12.5 
u153  B(8)...H(14) 256.8(5) 11.6(tied to u170) -0.2 12.5 
u108  B(5)...H(12) 256.8(5) 11.6(tied to u170) -0.2 12.5 
u138  B(7)...H(12) 256.8(5) 11.6(tied to u170) -0.2 12.5 
u170  C(9)...H(20) 256.9(9) 11.3(4) -0.3 12.1 
u127  C(6)...H(17) 256.9(9) 11.3(tied to u170) -0.3 12.1 
u126  C(6)...H(15) 256.9(9) 11.3(tied to u170) -0.3 12.1 
u169  C(9)...H(18) 256.9(9) 11.3(tied to u170) -0.3 12.1 
u92  B(4)...H(13) 257.9(5) 11.1(tied to u170) -0.2 12.0 
u90  B(4)...H(11) 257.9(5) 11.1(tied to u170) -0.2 12.0 
u58  B(2)...H(13) 257.9(5) 11.1(tied to u170) -0.2 12.0 
u57  B(2)...H(11) 257.9(5) 11.1(tied to u170) -0.2 12.0 
u96  B(4)...H(18) 258.9(9) 11.4(tied to u170) -0.4 12.3 
u98  B(4)...H(20) 258.9(9) 11.4(tied to u170) -0.4 12.3 
u62  B(2)...H(17) 259.0(9) 11.4(tied to u170) -0.4 12.3 
u60  B(2)...H(15) 259.0(9) 11.4(tied to u170) -0.3 12.3 
u66  B(2)...H(21) 260.3(8) 10.3(tied to u170) -0.9 11.1 
u100  B(4)...H(22) 260.3(8) 10.3(tied to u170) -0.8 11.1 
u48  B(1)...H(20) 260.7(7) 11.6(tied to u170) -0.5 12.5 
u80  B(3)...H(18) 260.7(7) 11.6(tied to u170) -0.5 12.5 
u79  B(3)...H(17) 260.7(7) 11.6(tied to u170) -0.5 12.5 
u43  B(1)...H(15) 260.7(7) 11.6(tied to u170) -0.5 12.5 
u76  B(3)...H(14) 262.7(6) 10.7(tied to u170) -0.2 11.5 
u42  B(1)...H(14) 262.7(6) 10.7(tied to u170) -0.2 11.5 
u75  B(3)...H(12) 262.7(6) 10.7(tied to u170) -0.2 11.5 
u40  B(1)...H(12) 262.7(6) 10.7(tied to u170) -0.2 11.5 
u74  B(3)...H(11) 263.3(7) 11.4(tied to u170) -0.1 12.2 
u41  B(1)...H(13) 263.3(7) 11.4(tied to u170) -0.1 12.2 
u152  B(8)...H(13) 263.6(8) 11.4(tied to u170) -0.3 12.3 
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u174  B(10)...H(11) 263.7(8) 11.4(tied to u170) -0.3 12.3 
u139  B(7)...H(13) 263.7(8) 11.4(tied to u170) -0.3 12.3 
u107  B(5)...H(11) 263.7(8) 11.4(tied to u170) -0.3 12.3 
u171  C(9)...H(21) 265.7(24) 17.9(tied to u170) 0.3 19.3 
u131  C(6)...H(22) 265.8(24) 17.9(tied to u170) 0.3 19.3 
u115  B(5)...H(20) 273.1(10) 11.7(tied to u170) -0.8 12.6 
u156  B(8)...H(17) 273.1(10) 11.7(tied to u170) -0.8 12.6 
u143  B(7)...H(18) 273.1(10) 11.7(tied to u170) -0.8 12.6 
u178  B(10)...H(15) 273.1(10) 11.7(tied to u170) -0.8 12.6 
u53  B(2)...B(4) 280.8(8) 7.4(tied to u71) 0.0 6.8 
u71  B(3)...C(6) 282.9(7) 7.9(2) 0.0 7.3 
u36  B(1)...C(6) 282.9(7) 7.9(tied to u71) 0.0 7.3 
u72  B(3)...C(9) 282.9(7) 7.9(tied to u71) 0.0 7.2 
u39  B(1)...C(9) 282.9(7) 7.9(tied to u71) 0.0 7.3 
u69  B(2)...H(24) 287.1(7) 13.5(tied to u71) 0.2 12.4 
u68  B(2)...H(23) 287.1(7) 13.5(tied to u71) 0.2 12.4 
u101  B(4)...H(23) 287.1(7) 13.5(tied to u71) 0.2 12.4 
u102  B(4)...H(24) 287.1(7) 13.5(tied to u71) 0.2 12.4 
u159  B(8)...H(21) 288.8(11) 18.3(tied to u71) -0.1 16.8 
u183  B(10)...H(21) 288.8(11) 18.3(tied to u71) -0.1 16.8 
u117  B(5)...H(22) 288.9(11) 18.3(tied to u71) -0.1 16.8 
u147  B(7)...H(22) 288.9(11) 18.3(tied to u71) -0.1 16.8 
u54  B(2)...B(8) 290.7(5) 8.2(tied to u71) -0.1 7.6 
u56  B(2)...B(10) 290.7(5) 8.2(tied to u71) -0.1 7.6 
u87  B(4)...B(5) 290.7(5) 8.2(tied to u71) -0.1 7.6 
u89  B(4)...B(7) 290.7(5) 8.2(tied to u71) -0.1 7.6 
u149  B(8)...B(10) 291.4(6) 8.2(tied to u71) 0.1 7.5 
u103  B(5)...B(7) 291.5(6) 8.2(tied to u71) 0.1 7.5 
u38  B(1)...B(8) 292.4(4) 7.9(tied to u71) 0.2 7.2 
u73  B(3)...B(10) 292.4(4) 7.9(tied to u71) 0.2 7.2 
u70  B(3)...B(5) 292.4(4) 7.9(tied to u71) 0.2 7.2 
u37  B(1)...B(7) 292.4(4) 7.9(tied to u71) 0.2 7.2 
u121  C(6)...B(10) 298.2(5) 9.5(tied to u71) -0.4 8.7 
u119  C(6)...B(8) 298.2(5) 9.5(tied to u71) -0.4 8.7 
u135  B(7)...C(9) 298.3(5) 9.5(tied to u71) -0.4 8.7 
u105  B(5)...C(9) 298.3(5) 9.5(tied to u71) -0.4 8.7 
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u120  C(6)...C(9) 311.2(18) 12.1(tied to u71) -0.6 11.2 
u83  B(3)...H(21) 334.4(13) 14.9(tied to u55) -0.7 13.8 
u49  B(1)...H(21) 334.4(13) 14.9(tied to u55) -0.7 13.8 
u84  B(3)...H(22) 334.5(13) 14.9(tied to u55) -0.6 13.8 
u50  B(1)...H(22) 334.5(13) 14.9(tied to u55) -0.6 13.8 
u55  B(2)...C(9) 339.5(9) 9.0(4) -0.4 8.4 
u88  B(4)...C(6) 339.5(9) 9.0(tied to u55) -0.4 8.4 
u161  B(8)...H(23) 343.4(8) 15.9(tied to u55) -0.1 14.7 
u185  B(10)...H(24) 343.4(8) 15.9(tied to u55) -0.1 14.7 
u148  B(7)...H(23) 343.4(8) 15.9(tied to u55) -0.1 14.7 
u118  B(5)...H(24) 343.4(8) 15.9(tied to u55) -0.1 14.7 
u136  B(7)...B(10) 346.5(6) 8.6(tied to u55) -0.2 8.0 
u104  B(5)...B(8) 346.5(6) 8.6(tied to u55) -0.2 8.0 
u99  B(4)...H(21) 347.1(15) 18.2(tied to u55) -0.5 16.9 
u67  B(2)...H(22) 347.2(15) 18.2(tied to u55) -0.4 16.9 
u85  B(3)...H(23) 351.9(9) 13.8(tied to u55) 0.2 12.8 
u52  B(1)...H(24) 352.0(9) 13.8(tied to u55) 0.2 12.8 
u78  B(3)...H(16) 369.8(8) 12.1(tied to u55) -0.8 11.2 
u44  B(1)...H(16) 369.8(8) 12.1(tied to u55) -0.8 11.2 
u81  B(3)...H(19) 369.8(8) 12.1(tied to u55) -0.8 11.2 
u47  B(1)...H(19) 369.8(8) 12.1(tied to u55) -0.8 11.2 
u124  C(6)...H(13) 387.1(8) 12.7(tied to u122) -0.8 11.4 
u122  C(6)...H(11) 387.1(8) 12.7(4) -0.8 11.4 
u162  C(9)...H(11) 387.1(8) 12.7(tied to u122) -0.8 11.4 
u164  C(9)...H(13) 387.1(8) 12.7(tied to u122) -0.8 11.4 
u91  B(4)...H(12) 390.4(9) 12.0(tied to u122) -0.8 10.7 
u59  B(2)...H(14) 390.4(9) 12.0(tied to u122) -0.8 10.7 
u158  B(8)...H(20) 394.9(8) 12.7(tied to u122) -0.9 11.4 
u181  B(10)...H(18) 394.9(8) 12.7(tied to u122) -0.9 11.4 
u112  B(5)...H(17) 395.0(8) 12.7(tied to u122) -0.9 11.4 
u141  B(7)...H(15) 395.0(8) 12.7(tied to u122) -0.9 11.4 
u82  B(3)...H(20) 395.7(6) 12.7(tied to u122) -0.8 11.4 
u46  B(1)...H(18) 395.7(6) 12.7(tied to u122) -0.8 11.4 
u45  B(1)...H(17) 395.7(6) 12.7(tied to u122) -0.8 11.4 
u77  B(3)...H(15) 395.7(6) 12.7(tied to u122) -0.8 11.4 
u65  B(2)...H(20) 396.6(6) 12.8(tied to u122) -1.1 11.5 
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u63  B(2)...H(18) 396.6(6) 12.8(tied to u122) -1.1 11.5 
u95  B(4)...H(17) 396.7(6) 12.8(tied to u122) -1.1 11.5 
u93  B(4)...H(15) 396.7(6) 12.8(tied to u122) -1.1 11.5 
u155  B(8)...H(16) 396.9(8) 13.0(tied to u122) -1.4 11.6 
u179  B(10)...H(16) 396.9(8) 13.0(tied to u122) -1.4 11.6 
u144  B(7)...H(19) 396.9(8) 13.0(tied to u122) -1.3 11.6 
u114  B(5)...H(19) 396.9(8) 13.0(tied to u122) -1.3 11.6 
u176  B(10)...H(13) 396.9(6) 12.7(tied to u122) -0.7 11.4 
u150  B(8)...H(11) 396.9(6) 12.7(tied to u122) -0.7 11.4 
u137  B(7)...H(11) 396.9(6) 12.7(tied to u122) -0.6 11.4 
u109  B(5)...H(13) 397.0(6) 12.7(tied to u122) -0.6 11.4 
u175  B(10)...H(12) 397.7(5) 12.8(tied to u122) -1.0 11.5 
u151  B(8)...H(12) 397.7(5) 12.8(tied to u122) -1.0 11.5 
u140  B(7)...H(14) 397.7(5) 12.8(tied to u122) -1.0 11.5 
u110  B(5)...H(14) 397.7(5) 12.8(tied to u122) -1.0 11.5 
u130  C(6)...H(20) 407.6(8) 13.3(tied to u122) -1.3 11.9 
u128  C(6)...H(18) 407.6(8) 13.3(tied to u122) -1.3 11.9 
u166  C(9)...H(15) 407.6(8) 13.3(tied to u122) -1.3 11.9 
u168  C(9)...H(17) 407.6(8) 13.3(tied to u122) -1.3 11.9 
u167  C(9)...H(16) 417.6(20) 15.3(tied to u122) -1.6 13.7 
u129  C(6)...H(19) 417.6(20) 15.3(tied to u122) -1.6 13.7 
u94  B(4)...H(16) 445.8(11) 11.4(tied to u125) -1.4 10.7 
u64  B(2)...H(19) 445.8(11) 11.4(tied to u125) -1.4 10.7 
u125  C(6)...H(14) 458.4(10) 12.0(9) -1.4 11.3 
u163  C(9)...H(12) 458.4(10) 12.0(tied to u125) -1.3 11.3 
u154  B(8)...H(15) 465.2(6) 11.7(tied to u125) -1.3 11.0 
u145  B(7)...H(20) 465.2(6) 11.7(tied to u125) -1.3 11.0 
u180  B(10)...H(17) 465.2(6) 11.7(tied to u125) -1.3 11.0 
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Appendix 4 
Supplementary data for the GED refinement of arachno-6,9-CSB8H12 
 
 
Table A4.1 – Least-squares correlation matrix.a 
 p18 p22 u34 u95 u143 u156 k1 k2 
p8   –77 –55     
p13 –52 –59       
u34      50     59   51 
u65        53   
u95       61    
k1          60 
 
a All elements are scaled by a factor of 100, and only off-diagonal elements with 
values ≥ 50% are included. k1 and k2 are scale factors. 
 
Table A4.2 Interatomic distances (ra) and amplitudes of vibration (uh1) (all values in 
picometres). 
 Atom pair ra uh1 (GED) uh1 (RHF/6-31G*) kh1 
u25  C(6)–H(16) 109.8(5)   7.1(3)   7.3  0.4 
u26  C(6)–H(20) 110.3(5)   7.1(tied to u25)   7.4  0.4 
u19  B(4)–H(14) 119.9(2)   7.7(tied to u25)   8.0  0.4 
u28  B(7)–H(17) 119.9(2)   7.7(tied to u25)   8.1  0.4 
u15  B(3)–H(13) 119.9(2)   7.8(tied to u25)   8.1  0.4 
u6  B(1)–H(11) 119.9(2)   7.8(tied to u25)   8.1  0.4 
u22  B(5)–H(15) 119.9(2)   7.7(tied to u25)   8.1  0.4 
u31  B(8)–H(18) 119.9(2)   7.7(tied to u25)   8.1  0.4 
u11  B(2)–H(12) 119.9(2)   7.7(tied to u25)   8.0  0.4 
u34  B(10)–H(19) 119.9(2)   7.7(tied to u25)   8.1  0.4 
u23  B(5)–H(21) 130.8(5)   9.4(tied to u25)   9.7  0.9 
u29  B(7)–H(22) 130.9(5)   9.4(tied to u25)   9.7  1.0 
u32  B(8)–H(22) 135.8(5) 10.1(tied to u25) 10.5  1.1 
u35  B(10)–H(21) 135.9(5) 10.1(tied to u25) 10.5  1.2 
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u9  B(2)–C(6) 165.9(3)   6.5(tied to u33)   6.5  0.2 
u20  B(5)–C(6) 173.9(2)   7.6(tied to u33)   7.7  0.1 
u24  C(6)–B(7) 174.0(2)   7.6(tied to u33)   7.7  0.2 
u7  B(2)–B(3) 175.7(2)   6.4(tied to u33)   6.4  0.3 
u1  B(1)–B(2) 176.0(2)   6.4(tied to u33)   6.4  0.5 
u3  B(1)–B(4) 176.9(2)   6.6(tied to u33)   6.7  0.2 
u12  B(3)–B(4) 177.1(2)   6.6(tied to u33)   6.7  0.4 
u8  B(2)–B(5) 178.1(2)   6.6(tied to u33)   6.7  0.4 
u10  B(2)–B(7) 178.1(2)   6.6(tied to u33)   6.7  0.4 
u5  B(1)–B(10) 178.5(2)   6.9(tied to u33)   6.9 –0.1 
u14  B(3)–B(8) 178.9(2)   6.9(tied to u33)   6.9  0.4 
u2  B(1)–B(3) 180.8(2)   6.7(tied to u33)   6.8  0.4 
u13  B(3)–B(7) 182.1(2)   7.2(tied to u33)   7.3  0.1 
u4  B(1)–B(5) 182.3(2)   7.2(tied to u33)   7.3  0.2 
u21  B(5)–B(10) 185.0(3)   7.6(tied to u33)   7.6 –0.1 
u27  B(7)–B(8) 185.0(3)   7.6(tied to u33)   7.6  0.0 
u16  B(4)–B(8) 190.7(3)   8.3(tied to u33)   8.4  0.3 
u18  B(4)–B(10) 190.9(3)   8.4(tied to u33)   8.4  0.6 
u33  S(9)–B(10) 194.2(3)   6.7(2)   6.8 –0.2 
u30  B(8)–S(9) 194.3(3)   6.7(tied to u33)   6.8 –0.1 
u17  B(4)–S(9) 194.5(4)   8.7(tied to u33)   6.6  0.1 
u106  B(5)...H(20) 215.2(6) 13.8(tied to u154) 12.5  0.0 
u131  B(7)...H(20) 215.3(6) 13.8(tied to u154) 12.5  0.1 
u59  B(2)...H(16) 229.7(8) 12.8(tied to u154) 11.6 –0.2 
u119  C(6)...H(21) 234.6(13) 14.3(tied to u154) 12.9  0.6 
u120  C(6)...H(22) 234.6(13) 14.3(tied to u154) 12.9  0.7 
u112  C(6)...H(12) 237.8(7) 12.8(tied to u154) 11.6 –0.2 
u102  B(5)...H(16) 243.9(5) 13.2(tied to u154) 11.9 –0.3 
u128  B(7)...H(16) 244.0(5) 13.2(tied to u154) 11.9 –0.2 
u49  B(1)...H(21) 250.3(7) 11.9(tied to u154) 10.8  0.5 
u80  B(3)...H(22) 250.4(7) 11.9(tied to u154) 10.8  0.6 
u84  B(4)...H(11) 254.8(6) 13.7(tied to u154) 12.4 –0.3 
u86  B(4)...H(13) 254.9(6) 13.6(tied to u154) 12.3 –0.2 
u63  B(2)...H(20) 256.0(7) 12.2(tied to u154) 11.0 –0.4 
u99  B(5)...H(12) 256.1(4) 13.7(tied to u154) 12.4 –0.1 
u124  B(7)...H(12) 256.2(4) 13.7(tied to u154) 12.4  0.0 
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u115  C(6)...H(15) 256.3(7) 13.3(tied to u154) 12.0 –0.5 
u58  B(2)...H(15) 256.3(8) 13.7(tied to u154) 12.4 –0.3 
u116  C(6)...H(17) 256.4(7) 13.3(tied to u154) 12.0 –0.3 
u60  B(2)...H(17) 256.4(8) 13.6(tied to u154) 12.3 –0.2 
u56  B(2)...H(13) 256.8(5) 13.3(tied to u154) 12.0 –0.3 
u55  B(2)...H(11) 257.0(5) 13.3(tied to u154) 12.0 –0.1 
u154  S(9)...H(21) 259.9(12) 14.5(3) 13.1  0.5 
u155  S(9)...H(22) 260.0(12) 14.5(tied to u154) 13.1  0.7 
u75  B(3)...H(17) 260.3(3) 13.9(tied to u154) 12.6 –0.4 
u47  B(1)...H(19) 260.3(6) 13.5(tied to u154) 12.3 –0.5 
u43  B(1)...H(15) 260.4(3) 13.9(tied to u154) 12.6 –0.3 
u76  B(3)...H(18) 260.8(6) 13.5(tied to u154) 12.2  0.0 
u42  B(1)...H(14) 261.2(6) 13.1(tied to u154) 11.9 –0.2 
u72  B(3)...H(14) 261.4(6) 13.1(tied to u154) 11.9 –0.1 
u70  B(3)...H(11) 262.0(3) 13.4(tied to u154) 12.1 –0.1 
u41  B(1)...H(13) 262.1(3) 13.3(tied to u154) 12.1 –0.1 
u71  B(3)...H(12) 262.3(5) 12.8(tied to u154) 11.6 –0.2 
u156  B(10)...H(11) 262.6(4) 13.5(tied to u154) 12.2 –0.5 
u40  B(1)...H(12) 262.6(5) 12.8(tied to u154) 11.6  0.1 
u136  B(8)...H(13) 263.0(4) 13.5(tied to u154) 12.2 –0.1 
u125  B(7)...H(13) 264.1(5) 13.7(tied to u154) 12.4 –0.4 
u98  B(5)...H(11) 264.2(5) 13.7(tied to u154) 12.4 –0.3 
u152  S(9)...H(19) 264.4(10) 13.4(tied to u154) 12.1 –0.7 
u151  S(9)...H(18) 264.5(10) 13.4(tied to u154) 12.1 –0.6 
u90  B(4)...H(18) 267.4(10) 13.7(tied to u67) 13.3 –0.2 
u91  B(4)...H(19) 267.7(10) 13.7(tied to u67) 13.3  0.1 
u147  S(9)...H(14) 269.2(7) 12.0(tied to u67) 11.6 –0.3 
u105  B(5)...H(19) 269.8(10) 12.8(tied to u67) 12.4 –0.7 
u129  B(7)...H(18) 269.9(10) 12.8(tied to u67) 12.4 –0.7 
u160  B(10)...H(15) 270.3(9) 13.0(tied to u67) 12.6 –0.7 
u140  B(8)...H(17) 270.3(9) 13.0(tied to u67) 12.5 –0.7 
u137  B(8)...H(14) 276.6(5) 14.3(tied to u67) 13.8 –0.2 
u159  B(10)...H(14) 276.8(5) 14.3(tied to u67) 13.8 0.0 
u153  S(9)...H(20) 281.4(17) 22.9(tied to u67) 22.2 1.2 
u142  B(8)...H(20) 281.9(11) 17.8(tied to u67) 17.2 0.5 
u164  B(10)...H(20) 282.0(11) 17.8(tied to u67) 17.2 0.6 
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u67  B(3)...C(6) 283.6(4)   7.4(2)   7.2 –0.1 
u36  B(1)...C(6) 283.7(4)   7.5(tied to u67)   7.2 0.0 
u65  B(2)...H(22) 287.9(8) 12.5(tied to u67) 12.1 0.5 
u64  B(2)...H(21) 287.9(8) 12.5(tied to u67) 12.1 0.5 
u54  B(2)...B(10) 288.4(3)   7.7(tied to u67)   7.4 0.0 
u52  B(2)...B(8) 288.4(3)   7.7(tied to u67)   7.4 0.0 
u51  B(2)...B(4) 289.0(4)   7.2(tied to u67)   7.0 0.3 
u95  B(5)...B(7) 290.6(6)   7.8(tied to u67)   7.6 0.0 
u38  B(1)...B(8) 292.0(2)   7.6(tied to u67)   7.4 –0.1 
u69  B(3)...B(10) 292.1(2)   7.6(tied to u67)   7.4 0.1 
u66  B(3)...B(5) 292.8(3)   7.5(tied to u67)   7.3 0.1 
u37  B(1)...B(7) 292.8(3)   7.5(tied to u67)   7.3 0.2 
u133  B(8)...B(10) 295.2(5)   8.2(tied to u67)   8.0 –0.3 
u108  C(6)...B(8) 297.0(6)   9.1(tied to u67)   8.8 –0.4 
u110  C(6)...B(10) 297.1(6)   9.1(tied to u67)   8.8 –0.3 
u83  B(4)...B(7) 302.7(3)   7.5(tied to u109)   8.2 0.1 
u81  B(4)...B(5) 302.8(3)   7.5(tied to u109)   8.2 0.2 
u39  B(1)...S(9) 306.1(3)   6.7(tied to u109)   7.3 –0.6 
u68  B(3)...S(9) 306.6(3)   6.7(tied to u109)   7.3 –0.2 
u94  B(4)...H(22) 306.9(8) 12.3(tied to u109) 13.5 0.7 
u93  B(4)...H(21) 307.1(8) 12.3(tied to u109) 13.5 0.9 
u97  B(5)...S(9) 324.4(3)   7.8(tied to u109)   8.5 –0.6 
u121  B(7)...S(9) 324.6(3)   7.8(tied to u109)   8.5 –0.4 
u48  B(1)...H(20) 329.5(10) 13.1(tied to u109) 14.3 –0.1 
u78  B(3)...H(20) 329.5(10) 13.1(tied to u109) 14.3 –0.1 
u109  C(6)...S(9) 339.6(11) 11.5(6) 12.6 –0.6 
u96  B(5)...B(8) 346.4(4)   7.4(tied to u109)   8.1 –0.4 
u122  B(7)...B(10) 346.5(4)   7.4(tied to u109)   8.1 –0.3 
u107  B(5)...H(22) 347.6(16) 13.7(tied to u109) 15.0 0.2 
u132  B(7)...H(21) 347.7(16) 13.7(tied to u109) 15.0 0.3 
u143  B(8)...H(21) 351.9(16) 14.2(tied to u109) 15.5 0.2 
u165  B(10)...H(22) 351.9(16) 14.2(tied to u109) 15.5 0.2 
u82  B(4)...C(6) 354.0(8)   9.8(tied to u53)   9.1 0.0 
u92  B(4)...H(20) 356.1(14) 19.9(tied to u53) 18.6 0.7 
u50  B(1)...H(22) 356.6(10) 13.9(tied to u53) 13.0 0.3 
u79  B(3)...H(21) 356.7(10) 13.9(tied to u53) 12.9 0.5 
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u53  B(2)...S(9) 368.0(5)   8.9(5)   8.3 –0.4 
u74  B(3)...H(16) 372.0(7) 11.8(tied to u53) 11.0 –0.9 
u44  B(1)...H(16) 372.2(7) 11.8(tied to u53) 11.0 –0.7 
u113  C(6)...H(13) 386.2(6) 12.7(tied to u144) 11.4 –1.0 
u111  C(6)...H(11) 386.3(6) 12.7(tied to u144) 11.4 –0.9 
u127  B(7)...H(15) 393.4(7) 12.8(tied to u144) 11.5 –0.9 
u103  B(5)...H(17) 393.5(7) 12.8(tied to u144) 11.5 –0.9 
u57  B(2)...H(14) 393.6(6) 12.4(tied to u144) 11.1 –0.5 
u73  B(3)...H(15) 394.0(4) 13.0(tied to u144) 11.6 –0.8 
u45  B(1)...H(17) 394.2(4) 12.9(tied to u144) 11.6 –0.7 
u62  B(2)...H(19) 394.8(6) 12.6(tied to u144) 11.4 –0.8 
u157  B(10)...H(12) 394.8(4) 12.7(tied to u144) 11.4 –0.8 
u61  B(2)...H(18) 394.8(6) 12.6(tied to u144) 11.4 –0.7 
u135  B(8)...H(12) 394.9(4) 12.7(tied to u144) 11.4 –0.7 
u139  B(8)...H(16) 395.1(8) 13.1(tied to u144) 11.7 –1.3 
u161  B(10)...H(16) 395.1(8) 13.1(tied to u144) 11.8 –1.3 
u85  B(4)...H(12) 395.7(6) 12.3(tied to u144) 11.0 –0.5 
u46  B(1)...H(18) 396.5(5) 12.7(tied to u144) 11.4 –0.8 
u77  B(3)...H(19) 396.6(5) 12.7(tied to u144) 11.4 –0.6 
u100  B(5)...H(13) 396.8(4) 12.7(tied to u144) 11.4 –0.8 
u123  B(7)...H(11) 396.9(4) 12.7(tied to u144) 11.4 –0.7 
u134  B(8)...H(11) 397.6(3) 12.6(tied to u144) 11.3 –0.9 
u158  B(10)...H(13) 397.7(3) 12.6(tied to u144) 11.3 –0.7 
u163  B(10)...H(18) 400.0(8) 12.8(tied to u144) 11.5 –1.2 
u141  B(8)...H(19) 400.1(8) 12.8(tied to u144) 11.5 –1.1 
u117  C(6)...H(18) 405.3(9) 13.1(tied to u144) 11.8 –1.4 
u118  C(6)...H(19) 405.4(9) 13.1(tied to u144) 11.8 –1.4 
u89  B(4)...H(17) 405.6(5) 13.4(tied to u144) 12.0 –0.9 
u87  B(4)...H(15) 405.7(5) 13.4(tied to u144) 12.0 –0.8 
u144  S(9)...H(11) 408.2(5) 12.7(3) 11.5 –1.4 
u146  S(9)...H(13) 408.6(5) 12.7(tied to u144) 11.5 –1.0 
u126  B(7)...H(14) 409.0(4) 13.4(tied to u144) 12.1 –0.8 
u101  B(5)...H(14) 409.1(4) 13.4(tied to u144) 12.0 –0.7 
u148  S(9)...H(15) 432.6(6)   9.3(6) 11.7 –1.7 
u150  S(9)...H(17) 432.8(6)   9.4(tied to u148) 11.7 –1.5 
u149  S(9)...H(16) 444.3(14) 12.4(tied to u148) 15.5 –1.7 
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u88  B(4)...H(16) 460.2(9) 12.4(tied to u145) 11.1 –1.1 
u138  B(8)...H(15) 464.6(4) 12.3(tied to u145) 11.0 –1.5 
u162  B(10)...H(17) 464.7(4) 12.3(tied to u145) 11.0 –1.4 
u104  B(5)...H(18) 465.1(4) 12.3(tied to u145) 11.0 –1.5 
u130 B(7)…H(19) 465.2(4) 12.3(tied to u145) 11.0 –1.4 
u114  C(6)...H(14) 472.3(8) 13.1(tied to u145) 11.7 –1.1 
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Appendix 5 
Supplementary data for the GED refinement of 
 
Table A5.1 Least-squares correlation matrix.a 
 p8 p10 p11 p12 p15 p19 p22 p23 p24 u8 u12 u25 u37 k2 
p1 –60 –78 –52   –78 –72     67 –50    
p7    –53        –53   
p8         57   –75     54  
p10        66       56    
p11    –55     68     –51   
p12        –76      63   
p13       67          
p15               
p19         50   –54     
p23         –61   –53   
u8                54 
u62                71 
a All elements are scaled by a factor of 100, and only off-diagonal elements with 
values ≥ 50% are included. k2 is the scale factor for the short nozzle-to-film distance. 
 
Table A5.2 Interatomic distances (ra), amplitudes of vibration (uh1) and corrections 
(kh1) (all values in pm). 
 Atom pair ra uh1 kh1 RHF/6-31G* 
u6  C(5)–F(6) 132.7(2)   4.5(tied to u1)   0.1   4.1 
u7  C(5)–F(7) 133.0(2)   4.5(tied to u1)   0.1   4.1 
u8  C(5)–F(8) 133.2(2)   4.5(tied to u1)   0.1   4.1 
u9  C(9)–F(10) 133.3(2)   4.5(tied to u1)   0.1   4.1 
u11  C(9)–F(12) 133.3(2)   4.5(tied to u1)   0.1   4.1 
u10  C(9)–F(11) 133.5(2)   4.5(tied to u1)   0.1   4.1 
u5  O(4)–C(5) 139.3(7)   4.9(tied to u1)   0.1   4.5 
u1  S(1)–O(2) 141.6(3)   3.6(3)   0.1   3.3 
u2  S(1)–O(3) 142.0(3)   3.6(tied to u1)   0.1   3.3 
u3  S(1)–O(4) 161.5(4)   4.4(3)   0.1   4.2 
u4  S(1)–C(9) 181.2(4)   5.2(4)   0.1   4.5 
  
 191   
u55  F(7)...F(8) 215.1(3)   4.4(2) –0.1   5.1 
u38  O(4)...F(6) 215.1(8)   4.5(tied to u55) –0.1   5.2 
u49  F(6)...F(7) 215.1(2)   4.4(tied to u55) –0.1   5.1 
u50  F(6)...F(8) 215.3(2)   4.4(tied to u55) –0.1   5.1 
u65  F(10)...F(12) 216.4(2)   4.5(tied to u55) –0.1   5.1 
u64  F(10)...F(11) 216.6(2)   4.5(tied to u55) –0.1   5.1 
u66  F(11)...F(12) 216.6(2)   4.5(tied to u55) –0.1   5.1 
u39  O(4)...F(7) 228.3(4)   4.6(tied to u55) –0.1   5.3 
u40  O(4)...F(8) 228.4(4)   4.6(tied to u55) –0.1   5.3 
u20  O(2)...O(4) 242.3(8)   8.2(tied to u17)   0.0   6.0 
u29  O(3)...O(4) 248.5(6)   8.0(tied to u17)   0.0   5.9 
u19  O(2)...O(3) 250.9(12)   6.9(tied to u17) –0.1   5.1 
u41  O(4)...C(9) 256.2(17) 10.4(tied to u17) –0.2   7.7 
u17  S(1)...F(11) 257.2(7)   8.5(3) –0.1   6.2 
u18  S(1)...F(12) 260.6(5)   8.2(tied to u17) –0.1   6.0 
u16  S(1)...F(10) 260.6(5)   8.2(tied to u17) –0.1   6.0 
u25  O(2)...C(9) 260.8(7)   9.2(tied to u17)   0.0   6.8 
u33  O(3)...F(8) 262.4(15) 22.8(tied to u17)   1.6 16.8 
u12  S(1)...C(5) 262.6(7)   7.4(tied to u17) –0.2   5.5 
u34  O(3)...C(9) 263.1(7)   9.2(tied to u17) –0.1   6.8 
u42  O(4)...F(10) 284.5(22) 19.5(tied to u17)   0.0 14.3 
u30  O(3)...C(5) 284.6(9)   9.8(tied to u15)   0.9   9.3 
u44  O(4)...F(12) 290.3(26) 20.1(tied to u17)   0.0 14.8 
u26  O(2)...F(10) 294.0(13) 12.6(tied to u15)   0.3 12.0 
u37  O(3)...F(12) 295.7(10) 12.8(tied to u15)   0.2 12.2 
u15  S(1)...F(8) 297.0(10) 10.8(6)   0.1 10.3 
u27  O(2)...F(11) 303.4(15) 13.8(tied to u15)   0.0 13.2 
u36  O(3)...F(11) 307.0(12) 13.9(tied to u15)   0.1 13.3 
u14  S(1)...F(7) 321.5(10) 11.7(tied to u15) –0.2 11.2 
u32  O(3)...F(7) 322.7(21) 17.8(tied to u15)   1.6 17.0 
u63  F(8)...F(12) 328.1(37) 30.3(tied to u15)   3.3 28.9 
u21  O(2)...C(5) 357.0(10) 11.0(tied to u13) –1.2   8.3 
u48  C(5)...F(12) 358.0(21) 19.4(tied to u15)   0.6 18.5 
u45  C(5)...C(9) 363.6(13) 14.7(tied to u13) –0.8 11.1 
u13  S(1)...F(6) 367.4(7)   7.1(4) –1.0   5.4 
u60  F(8)...C(9) 370.4(27) 28.9(tied to u13)   0.4 21.9 
u28  O(2)...F(12) 374.2(6)   8.2(tied to u13) –1.0   6.2 
u43  O(4)...F(11) 374.8(14)   9.1(tied to u13) –1.2   6.9 
u35  O(3)...F(10) 375.9(6)   8.2(tied to u13) –1.0   6.2 
u23  O(2)...F(7) 384.0(22) 24.9(tied to u13) –1.1 18.8 
u46  C(5)...F(10) 407.1(17) 24.9(tied to u13) –1.8 18.8 
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u54  F(6)...F(12) 409.0(29) 31.9(tied to u13) –0.1 24.1 
u31  O(3)...F(6) 409.5(7)   4.8(tied to u52) –0.2   8.8 
u24  O(2)...F(8) 421.2(7)   4.8(tied to u52) –1.4   8.9 
u51  F(6)...C(9) 432.0(15)   7.4(tied to u52) –1.5 13.7 
u52  F(6)...F(10) 444.7(20) 12.8(12) –2.1 23.7 
u61  F(8)...F(10) 446.0(29) 15.4(tied to u52) –1.6 28.6 
u22  O(2)...F(6) 450.8(11) 13.0(tied to u59) –2.1   9.4 
u56  F(7)...C(9) 462.5(12) 15.0(tied to u59) –1.7 10.9 
u62  F(8)...F(11) 473.3(26) 31.5(tied to u59) –0.5 22.9 
u59  F(7)...F(12) 473.5(20) 25.6(29) –1.0 18.6 
u47  C(5)...F(11) 479.9(11) 15.1(tied to u59) –1.8 11.0 
u57  F(7)...F(10) 509.9(21) 19.7(tied to u59) –3.0 14.4 
u53  F(6)...F(11) 558.9(14) 19.9(13) –3.1 12.6 
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Appendix 6 
Supplementary data for the GED refinement of CH3SO2SCH3 
 
Table A6.1 Least-squares correlation matrix.a 
 p10 p12 p17 u7 u29 u57 k2 
p4    -52    
p7 -70 -87    -52  
p8   -51  53 77  
p9  -63      
p10  59      
p12   -64     
p17      -61  
u15       82 
a All elements are scaled by a factor of 100, and only off-diagonal elements with 
values ≥ 50% are included. k2 is the scale factor for the short nozzle-to-film distance. 
 
Table A6.2 Interatomic distances (ra), amplitudes of vibration (uh1) and 
perpendicular distance corrections (kh1) (in units of pm).  
 Atom pair ra uh1 (GED) uh1 (MP2/6-31G(d) kh1 
u9  C(8)–H(10) 108.6(3)   8.5(tied to u1)   7.6     0.4 
u1  C(1)–H(2) 108.6(3)   8.4(3)   7.5     0.4 
u3  C(1)–H(4) 108.6(3)   8.4(tied to u1)   7.5     0.4 
u2  C(1)–H(3) 108.6(3)   8.4(tied to u1)   7.5     0.4 
u8  C(8)–H(9) 108.6(3)   8.5(tied to u1)   7.6     0.4 
u10  C(8)–H(11) 108.6(3)   8.4(tied to u1)   7.5     0.4 
u5  S(5)–O(6) 143.2(1)   4.3(1)   3.5     0.1 
u6  S(5)–O(7) 143.6(1)   4.3(tied to u5)   3.6     0.1 
u62  H(9)...H(11) 175.8(9) 12.1(fixed) 12.1   –0.3 
u61  H(9)...H(10) 175.8(9) 12.2(fixed) 12.2   –0.2 
u64  H(10)...H(11) 175.9(9) 12.3(fixed) 12.3   –0.1 
u20  H(2)...H(4) 177.0(9) 12.2(fixed) 12.2   –0.1 
u19  H(2)...H(3) 177.0(9) 12.2(fixed) 12.2   –0.1 
u29  H(3)...H(4) 177.0(9) 12.1(fixed) 12.1   –0.1 
u4  C(1)–S(5) 178.4(3)   5.9(1)   4.9     0.1 
u11  C(8)–S(12) 182.1(3)   6.0(tied to u4)   5.1     0.1 
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u7  S(5)–S(12) 207.4(1)   6.3(1)   5.2     0.1 
u21  H(2)...S(5) 235.1(15) 10.4(tied to u50) 11.2   –0.3 
u38  H(4)...S(5) 238.2(9) 10.2(tied to u50) 11.0   –0.3 
u30  H(3)...S(5) 238.2(9) 10.2(tied to u50) 11.0   –0.3 
u65  H(10)...S(12) 239.5(15) 10.4(tied to u50) 11.3     0.1 
u66  H(11)...S(12) 243.3(9) 10.0(tied to u50) 10.8   –0.1 
u63  H(9)...S(12) 243.4(9)   9.9(tied to u50) 10.7     0.1 
u50  O(6)...O(7) 249.5(3)   5.3(3)   5.7   –0.1 
u42  H(4)...H(9) 261.0(70) 50.3(fixed) 50.3   13.2 
u13  C(1)...O(7) 262.1(5)   6.8(tied to u50)   7.4     0.0 
u12  C(1)...O(6) 263.1(5)   6.8(tied to u50)   7.4     0.0 
u59  O(7)...H(11) 269.1(48) 30.8(fixed) 30.8   12.1 
u55  O(6)...S(12) 278.8(4)   8.0(4)   8.2     0.0 
u31  H(3)...O(6) 282.1(18) 16.7(fixed) 16.7     0.2 
u40  H(4)...O(7) 285.5(18) 16.8(fixed) 16.8     0.2 
u23  H(2)...O(7) 287.0(24) 17.4(fixed) 17.4   –0.1 
u60  O(7)...S(12) 289.2(3)   7.1(tied to u55)   7.4   –0.1 
u22  H(2)...O(6) 293.7(23) 17.6(fixed) 17.6   –0.1 
u46  S(5)...C(8) 299.1(12)   8.7(tied to u55)   9.0   –0.2 
u18  C(1)...S(12) 301.7(12)   8.6(tied to u55)   8.9   –0.2 
u49  S(5)...H(11) 305.5(46) 26.5(fixed) 26.5     3.7 
u56  O(7)...C(8) 307.2(15) 16.1(tied to u55) 16.7     1.4 
u45  H(4)...S(12) 313.9(27) 19.8(fixed) 19.8     0.0 
u37  H(3)...S(12) 314.9(27) 19.4(fixed) 19.4     0.1 
u41  H(4)...C(8) 316.1(55) 33.3(fixed) 33.3     2.0 
u47  S(5)...H(9) 320.8(49) 33.4(fixed) 33.4   –0.4 
u57  O(7)...H(9) 325.4(81) 51.0(fixed) 51.0   –1.9 
u15  C(1)...H(9) 328.5(61) 41.9(fixed) 41.9     5.5 
u44  H(4)...H(11) 338.7(117) 59.6(fixed) 59.6   –1.7 
u32  H(3)...O(7) 352.0(8) 10.2(fixed) 10.2   –1.6 
u39  H(4)...O(6) 352.2(8) 10.2(fixed) 10.2   –1.6 
u14  C(1)...C(8) 358.0(40) 23.8(18) 22.6   –0.7 
u34  H(3)...H(9) 372.3(77) 44.8(fixed) 44.8     3.9 
u17  C(1)...H(11) 382.0(91) 46.4(fixed) 46.4   –2.1 
u48  S(5)...H(10) 391.5(15) 12.8(fixed) 12.8   –5.7 
u28  H(2)...S(12) 397.7(11) 10.9(fixed) 10.9   –2.0 
u33  H(3)...C(8) 400.6(54) 30.3(fixed) 30.3   –2.5 
u58  O(7)...H(10) 400.9(23) 21.7(fixed) 21.7   –5.8 
u43  H(4)...H(10) 405.2(50) 37.1(fixed) 37.1   –6.7 
u25  H(2)...H(9) 415.7(62) 46.8(fixed) 46.8     2.3 
u51  O(6)...C(8) 416.4(8)   9.9(6)   9.0   –1.9 
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u54  O(6)...H(11) 427.6(28) 22.1(fixed) 22.1     1.8 
u36  H(3)...H(11) 446.3(86) 45.6(fixed) 45.6   –5.9 
u24  H(2)...C(8) 448.7(39) 23.6(fixed) 23.6   –2.6 
u52  O(6)...H(9) 450.5(40) 27.2(fixed) 27.2   –3.5 
u16  C(1)...H(10) 451.0(35) 24.5(fixed) 24.5   –8.1 
u27  H(2)...H(11) 457.7(95) 48.0(fixed) 48.0   –1.8 
u35  H(3)...H(10) 482.3(53) 33.2(fixed) 33.2   –8.2 
u53  O(6)...H(10) 497.6(15) 15.6(fixed) 15.6   –5.7 
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