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SOMMAIRE
Ce mémoire porte sur l ’étude de la d is tribu tion  du nombre de deux succès consécutifs 
associé à une expérience aléatoire où les variables sont de Bernoulli indépendantes, mais 
pas nécessairement identiquement réparties. D ’abord, nous revenons en détails sur un cer­
ta in  nombre de résultats dans le cas unidimensionnel dont ceux de Diaconis, M ori, Joffe 
et al., Csorgô et Wu, Holst parm i d ’autres, ainsi que les travaux de A it  Aoudia et M ar­
chand dans le cas bivarié ( l’étude de la lo i de la somme de deux distributions marginales 
du vecteur bivarié ) avec applications pour des modèles de Bernoulli échangeables dont 
celui du modèle d ’urne de Pôlya. Ensuite, on présente une extension multidimensionnelle 
de ces résultats suivie d ’une étude détaillée du cas bivarié ( l ’étude de la d is tribu tion  du 
vecteur bivarié et de sa lo i lim ite ).
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Distributions of Sn and S: bivariatecase
INTRODUCTION
La loi de Poisson a été in trodu ite  en 1838 par Siméon Denis Poisson (1781-1840), dans son 
ouvrage Recherches sur la probabilité des jugements en matière criminelle et en matière 
civile, [16]. Elle apparaît comme lo i lim ite  universelle dans de nombreuses situations et 
joue un rôle fondamental dans les domaines de la probabilité et de la statistique, dont le 
processus de Poisson. De plus, il est connu que la lo i de Poisson de moyenne A >  0 est une 
approximation de la lo i Binomiale-de paramètre (n ,pn), (qui est la somme de n  variables 
aléatoires de Bernoulli indépendantes de paramètre pn) avec la condition lim  npn — A.
n — >oo
Si on considère une suite de variables aléatoires de Bernoulli indépendantes de para­
mètre 1 , 1 /2 ,1 /3 , . . . ,  l / n , . . . ,  alors la d is tribu tion  du nombre de deux succès consécu­
tifs de ces variables se comporte comme une Poisson de paramètre 1 pour n grand. 
Plus précisément, on a la représentation suivante : S ~  Poisson(l)  avec S =  lim  Sn,
n — >oo
Sn =  5Zfc=i XkXk+ 1 et les Xk ~  Bernoull i(pk  =  | )  et comme un exemple, soient 
t / i ,  U<i, t /3 , ■.. une suite de variables aléatoires continues indépendantes et identiquement 
distribués, et Y i,Y 2 ,Y3, . . .  une suite de variables aléatoires de Bernoulli qui indiquent 
la position des valeurs records en U\, t /2 , t /3 , . . .  telle que Y, =  1 ou 0, si Uj marque un 
nouveau record (Uj >  m a x (U i , . . .  U j - 1)) ou non respectivement. Les variables aléatoires 
T i, I 2 , Y3, . . . ,  sont indépendantes et la probabilité qu’un record survient à l ’instant j  est 
égale à l / j ,  c’est-à-dire P(Y) =  1) =  4 pour tou t j .  Donc la  probabilité de deux records 
consécutifs aux instants j  et j  +  1 est de 1 / j ( j  +  1), ce qui nous permet d ’affirmer que Sn
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et S mesurent le nombre de deux records consécutifs. Par conséquent, S  ~  Po isson (l) .  
Ce résultat remarquable qui a une in terprétation combinatoire (problème de rencontres, 
de records, etc) est dû à Diaconis (1996). Son importance et ses différentes applications 
ont a ttiré  la curiosité de nombreux chercheurs à étudier le problème d ’une manière plus 
approfondie : M ori (2001), Csorgô et W u (2000), Holst (2007,2008), Joffe et al. (2004), 
Sethuraman et Sethuraman (2004) et Huffer, Sethuraman et Sethuraman (2009), parm i 
d ’autres. En 2007, Holst [6 ] a obtenu un résultat plus général et i l a montré pour les choix 
Pk =  a /(a  +  b +  k — 1), a >  1, b >  0, que la lo i de S admet la représentation de mélange 
d ’une Poisson et d ’une Bêta. Plus récemment, A it  Aoudia et Marchand (2010) ont donné 
une extension multidimensionnelle de ce problème avec l ’étude de la lo i de 5n i +  Sn>2, où 
Snj  =  J2k= 1 X k jX k + i j ,  3 =  1)2 avec X kj  ~  Bernou ll i(p )  et X kti +  ATfci2 =  1. Aussi, ils 
ont établi des applications pour le processus d ’urne de Pôlya.
Ce mémoire se pose pour ob jectif principal l ’étude de la d is tribu tion  de Sn ainsi que 
celle de S pour différentes familles de paramètres et pour différentes dimensions. Nous 
revenons en détails sur les travaux de Diaconis ; M ori [8 ] ; Joffe, Marchand, Perron et Po- 
padiuk [3] ; Csorgô et Wu [5] et Holst [6 ], [7] dans le cas unidimensionnel et on présentera 
une extension au cas multidimensionnel.
Nous citons ici quelques résultats trouvés. Premièrement, on a obtenu la d is tribu tion  
de Tn =  Y?j=i Snj où SnJ =  X kj X k+1j , j  — 1 , . . . ,  r,  tels que les vecteurs A fc ~
M u ltino m ia le (l,p fcii ,p fei2, • • • ,Pfe,r), indépendantes; 1 <  k <  n, ainsi que celle de T  =  
lim  Tn (ce qui généralise le résultat de Holst [7]). Deuxièmement , on a trouvé la d is tri-n—too
bution de (S ^ i, Sn,2 ) ainsi que celle de (Sj,  S2 ) avec St =  lim  Sn>i, * =  1,2, en se basant
n — >00 ’
sur les techniques utilisés par Joffe et al. [3], en conditionnant sur X_n+1 pour construire 
un système de récurrence entre Gn et H n il les fonctions génératrices de probabilités de 
S_n de W-n,j ~  (Sn,i, ■ ■ ■, Snj - i , W nj , . . . ,  Sn>r), i  =  l , . . . , r  respectivement et de 
le résoudre dans le cas où les paramètres sont homogènes dans les rangées, c’est-à-dire 
Pk,i =  Pk,2 =  . . .  =  Pk,r =  Pk- Notamment, on a montré que la lo i de 5  =  (Si, S2) est un
2
mélange d ’une Bêta et d ’une classe de lois discrètes bivariées c ’est-à-dire
S_\a ~  pa , a  ~  a Beta(a, b) ,
aver pa est la fonction de masse bi variée à valeurs dans {0, 1, 2 , . . . } x {0 , 1 , 2 , . . . }  donnée 
par
Pa(Sl,S2) =  ------; T T u ^ 1 +  s2 +  1 — €  (0, 1] .
(S i +  s2 +  1)!
Ce mémoire est organisé comme suit :
C h a p itre  1 : Nous nous intéressons au cas unidimensionnel et à la d is tribu tion  de Sn qui 
représente le nombre de deux succès consécutifs associé à une expérience aléatoire où les 
variables sont de Bernoulli indépendantes, mais pas nécessairement identiquement d is tr i­
buées. Nous présentons en détails les résultats de Diaconis ; M ori [8 ] ; Joffe, Marchand, 
Perron et Popadiuk [3] ; Csorgô et Wu [5] ; Holst [6 ], [7], et on présente quelques nouvelles 
approches et approximations. On établira un lien avec le problème de rencontres et les 
processus d ’urnes, dont celui de Pôlya.
C h a p itre  2 : Nous allons étudiés le cas bivarié où les d istributions marginales repré­
sentent le nombre de deux succès consécutifs associé à une suite de variables aléatoires 
de Bernoulli indépendantes étudiés au chapitre 1. Nous nous intéressons à la lo i de la 
somme de ces deux distributions pour une certaine fam ille de paramètres et nous reve­
nons en détails sur le travail de A it  Aoudia et Marchand [4].
C h a p itre  3 : C ’est le fru it d ’une collaboration avec D jila li A it  Aoudia et Éric Marchand. 
On présente une extension au cas multidimensionnel des résultats présentés au chapitre 
1. Ce chapitre se présente sous forme d ’un article en qui v ient d ’être soumis pour pub li­
cation et qui s’in titu le  « On runs, bivariate Poisson m ixtures and distributions tha t arise 





Dans ce chapitre, nous nous intéressons au cas unidimensionnel de la d is tribu tion  du 
nombre de deux succès consécutifs associés à une expérience aléatoire où les variables 
sont de Bernoulli indépendantes, mais pas identiquement distribuées. Nous revenons en 
détails sur les résultats de Diaconis; M ori ; Joffe, Marchand, Perron et Popadiuk ; Csorgô 
et Wu ; Holst ; et on présentera une nouvelle approche et une nouvelle approximation. 
On considère la suite (Xk)k> 1 de variables aléatoires de Bernoulli indépendantes de pa­
ramètres pk G (0,1), pour tou t k >  0 et on défin it la variable aléatoire Sn comme suit :
n
So =  0 et Sn =  X kX k+ i,
fc=î
où Sn à valeurs dans { 0 , 1 , . . . ,  n } ,  répresente le nombre de deux succès consécutifs asso­
ciés à la suite (A*,). À t itre  d ’exemple, si on note E  pour un échec et S  pour un succès, 
soit l ’expérience suivante pour n  =  9, (E, S, S, E , S, S, S, E , E , S). Donc, la réalisation 
correspondante de Sg est la suivante :
S g  —  X 1X 2 +  X 2X 3 +  X 3X 4 +  X 4X 5 +  X ^ X ç  +  X f t X - ?  +  X j X g  +  X g X g  +  X 9X 10
=  (0 x 1) +  (1 x 1) +  (1 x 0) +  (0 x 1) +  (1 x 1) +  (1 X 1) +  (1 x 0) +  (0 x 0) +  (0 X 1)
Maintenant, on défin it la variable aléatoire S de la manière suivante
OO
5 =  lim  Sn =  J 2 x kX k+1.
n — >00 ‘  ^k= 1
P ro b lè m e
L ’ob jectif du présent chapitre est de trouver la lo i de Sn pour des choix de p^, ainsi que 
la lo i de S quand elle existe.
Avant de présenter une condition suffisante de l ’existence de S, rappelons le lemme de 
Borel-Cantelli dont une preuve est donnée dans [15].
Lem m e 1.1 (Borel-Cantelli)
Dans un espace probabilisé ( fl,.A ,P ), considérons une suite (A n ) „ > 0 d ’éléments de A .
Si
] P p ( a „ )  <  + 0 0 ,
n>0
alors
P(lim sup A n) — 0,
n
où lim supn A n =  r in > o (U fc> n ^ ) représente la lim ite supérieure d ’une suite (A n ) n > 0 de 
parties d ’un ensemble f i.
P ro p o s it io n  1.2
OO
Si ^2pkP k + 1 <  0 0 , alors S <  00 p.s., 
k= 1
5
c ’est-à-dire P (S  <  oo) =  1.
D é m o n s tra t io n
Soit Z  une variable aléatoire discrète et non négative. D ’après le lemme de Borel-Cantelli, 
on a pour A n =  { Z  >  n } ,
E (Z ) =  £ P ( Z  >  n) <  oo =>• P (lim sup (Z  >  n )) =  0 <=>  P (Z  <  oo) =  1. (1.1)
n>0 n
On déduit alors que
E (Z ) <  oo =>• Z  <  oo p.s.
Enfin, par (1.1), on conclut qu’une condition suffisante de l ’existence de S est
OO
E ( 5 ) =  Y . PkPk+l <  OO. □  
k= 1
Pour la lo i de Sn et S, on étudiera d ’abord le cas pk =  1/k, k >  1, où Diaconis, vers 1996, 
a montré avec une méthode combinatoire que S suit une lo i de Poisson de paramètre 
1. Dans la section 1.3, on verra le cas pk =  1 / { k  +  b) avec b >  0, où comme a été 
démontrer par Joffe et a l.(2000) que la lo i de S est un mélange d ’une Poisson et d ’une 
Bêta( l ,5) .  Plus précisément on a que S^A ~  P (A) et A ~  B ê ta ( l,6 ). Le cas où les Xk  
sont identiquement distribuées (pk =  p, Vfc >  1) sera présenté dans la section 1.4. Dans 
ce cas, la lo i de Sn est dite binomiale de type I I  et d ’ordre k =  2. Cette d is tribu tion  a été 
étudiée par Ling (1988), M ori (2001) et Joffe et al. (2004). Nous présenterons pour ce cas 
deux différentes méthodes, la première à pa rtir d ’une récurrence trouvée dans la section
1.2 et la deuxième comme conséquence immédiate de la section 1.6. Dans la section 1.5, 
nous aborderons le cas pk =  A/(A +  k — 1) qui a été étudié par Csorgô et Wu. (2000). 
On prouvera, en se basant sur la récurrence trouvée à la section 1 .2 , que S suit une 
loi de Poisson de paramètre A. Dans la section 1.6, nous étudierons le cas général où 
Pk =  a /(a  +  b +  k — 1), (a >  0, b >  0, n >  1), qui est dû à Holst (2007). On démontrera
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que la d is tribu tion  de S est un mélange d ’une Poisson et d ’une Bêta(a, b), c’est-à-dire 
S\U  ~  Poisson(aU) et U  ~  Bêta(a,b). Nous terminerons par la section 1.7 dans la 
quelle on présentera le problème de rencontres et les urnes de Pôlya et on établira le lien 
de ces derniers avec les sections précédentes.
Commençons par défin ir la suite de variables aléatoires {S n} n^o comme ci-dessus, et on 
défin it aussi la suite de variables aléatoires {W n} n^0 par
Wo =  0 et WB =  5n_1 + X n. ( 1 .2 )
Maintenant, soient gn et hn les fonctions génératrices de probabilités de Sn et W n res­
pectivement. L ’ob jectif de la section suivante est de construire un système de récurrence 
entre gn et hn et de le résoudre pour quelques suites {pk ,k  > 1 } données.
1.2 Récurrence pour les fonctions génératrices de pro­
babilités de Sn et W n
En conditionnant sur X n+i,  nous obtenons ci-dessous un système d ’équations ou récur­
rence pour les fonctions génératrices de probabilités gn =  E [t5n] et hn =  E [ tWn] pour 
n >  1 .
Lem m e 1.3
Pour tout t e l ,  les fonctions génératrices de probabilités de Sn et Wn satisfont
a )  g n ( t )  = p n + l h n ( t )  +  (1  ~  P n + l ) 9 n - l { t ) ,  Tl  ^  1 ,
b) hn(t) =  (1  -  pn)gn- 2{t) +  <pn/ln_ i(f) ,  71 ^  2 .
D é m o n s tra tio n
On remarque d ’abord que Vt ^  0, go(t) =  ho(t) =  1, et en conditionnant sur X n+1 on a
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£ ( S n|Xn+1 =  l)  =  £ (W n);
£  (5n|X n+i =  0 ) =  £ (S n- i ) ,  n ^  1 .
Donc, pour l ’assertion (a), on a pour tou t n  ^  1,
0n(i) =  E [ t S n ]
=  E [E [ ts" |X n+1]]
=  P (Xn+x =  1) E +  P ( X n+l =  0) E [ts- ‘]
=  Pn+lh- r i i f f  4" ( 1  P n + l ) 9 n —\ ( t ) ,
où l ’avant dernière équation se déduit par le fa it que les variables aléatoires (X k ) sont 
indépendantes. De la même manière, On a pour n >  2 ,
£  (Wn|Xn =  1 ) =  £ (W n_ i +  1 ),
£  (Wnl-^n =  0 ) =  £ ( 5 n_2), n ^ 2 ,
et
*„(<) =  E [ t W n ]
=  E [E [tWn | X n+1]]
=  P ( Xn =  1 )  E [ it1 + w " - 1 ]  +  P ( X n =  0) E 
=  tPnhn~\{t)  +  (1  -P n)gn -2 ( t) .  □
L ’ob jectif étant de résoudre analytiquement le système au Lemme 1.3, nous obtenons 
également la proposition suivante.
P ro p o s it io n  1.4
Pour tout n  ^  1, les fonctions génératrices de probabilités gn et hn satisfont le système 
suivant
h n ( t )  =  Jn-i(f) +  ( t  -  1 ) p n h n - i ( t )  ,  .
9 n ( t )  =  g n - l { t )  +  { t -  l ) p n P n + l h n - l ( t ) .{
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D é m o n s tra t io n
D ’après le Lemme 1.3 on a
f in it)  =  tpnhn -^ t)  +  (1 -  Pn)gn- 2(t)
=  Pnhn—l( t )  -(- (1 Pn)9n—2(f) ~\~ (t \ )p nhn—\(t)
=  9n - l( t )  +  ( t -  l) p n/ l„_ i( t) .  (1.4)
En remplaçant cette dernière équation (1.4) dans l ’équation (a) du Lemme 1.3 on aura
9n(t) =  Pn+l [(t -  l ) p nh n - l( t )  +  9n - l{ t ) ]  +  (1 -  pn+ l)9n - l{ t )
=  9n—l ( t )  4" (^ l-)PnPn+\hn— l { t ) . (1-^)
Ainsi, par ces deux équations (1.4) et (1.5) on a bien
9n{t)
. hn(t)
1 (t -  l )p nPn+i 
1 (t -  1 )pn
9n - l( t )  
hn—1 (t)
n >  1 . □ (1.6)
Après avoir démontré cette récurrence entre gn et hn, une autre récurrence en termes 
de hn seulement pour une famille de pk sera donnée. Cette dernière est dùe à Joffe et 
a l.(2000). Le corollaire suivant nous donne cette récurrence.
C o ro lla ire  1.5
a)  Vn ^  1
hn+l(t) hn(t) — (t 1) {pn+lhn{t) PniX Pn+l)^n—1(^)} i
h) Si les paramètres (pn,n  ^  1) satisfont la condition : pn( 1 — pn+1) =  &Pn+i, alors 
hn+ l( t ) -  hn(t) =  { t -  l)p „+ i [hn(t)  -  a / i „ _ i ( t ) ] .
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D é m o n s tra t io n
L ’assertion (a) est une conséquence immédiate de la Proposition 1.4. Par le système (1.3), 
Vn ^  1, Vt G M, on a
hn+i(t) =  gn(t) +  ( t -  l ) p n+ lhn{t) ( 1 . 7 )
et
^n(^) =  f?n( 0  (t l)PnPn+l^n—1(^) "P (^ l)Pn^n—1(^)-
=  9 n { t )  +  ( t ~  l ) P n ( l  ~  P n + l ) h n - i ( t ) .  ( 1 . 8 )
En faisant la différence entre les deux équations (1.7) et (1.8) on déduit le résultat
(a). L ’assertion (b) est une conséquence directe de l ’assertion (a) avec la condition
P n ( l ~ P n + l )  =  a p n + l -  □
Dans la suite de ce chapitre, on étudiera le système(1.3) et on donnera des expressions 
de gn et hn pour différents choix de pk-
1.3 Cas où p k =  6 ^ 0
Dans cette partie, on présente le cas pk =  l / ( k  +  b) avec 6 ^ 0 ,  qui a été étudié par Joffe 
et al. (2004). Commençons par in troduire quelques notations qui seront utilisées dans la 
suite de ce mémoire.
N o ta t io n s
Si a est nombre réel et n  est un entier positif, on note par an et a-, les symboles 
de Pochhammer de faetorielle croissante et factorielle décroissante respectivement avec 
a6 =  a- =  1 , an =  n ”=o(a +  j )  et a -  =  [ lJ = o (a ~  j )  Pour ^  —  Aussi, nous no­
tons par iF i(a , b, t), la fonction hypergéométrique de Gauss donnée par YlkLo f j f r  ; f
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En appliquant le lemme 1.3 et avec des telles notations, il vient le théorème suivant.
T h é o rè m e  1.6
Pour pk =  1 / (k  +  b) avec b ^  0 ; on a
a)
b) La fonction génératrice de probabilités de S est donnée par
E [ ts] = l F l ( l , l  +  b , t - l ) .
c) Pour b >  0, la distribution de S admet la réprésentation de mélange,
S \ \  ~  Poisson(X) avec \ ~ B ë t a ( l , b ) .
R e m a rq u e  1.7
Pour b =  0, la fonction génératrice de probabilités de S devient iF i ( l ,  1 , t  — 1 ), ce qui 
correspond à celle d ’une loi de Poisson{ 1). Ceci donne le résultat de Diaconis.
D é m o n s tra tio n
Nous commençons par remarquer que pour Pk =  l / ( k  +  b) on a pk{ l — Pk+i) =  Pk+i ce 
qui correspond au cas a  =  1 dans la partie (b) du Corollaire 1.5. Par ce dernier on a 
alors Vn ^  1,
hn+ l(t) hn(t) =  (t 1 )Pn+l(^n(^)
=  i f  1) Pn+\Pn{hn—l i t f  h n—2( i))
=  (t -  l ) npn+iPn- ■ -p2{h i( t )  -  h0(t)).
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Puisque h0( t ) =  E [ tVVo] =  1 et h x(t) =  E [t Wl] =  E [ f * 1] =  1 +  (t — l) p i,  par l ’équation 
(1.2), ce qui implique que hx(t) — h0(t) =  (t — l) p i ,  on a donc
n+1
hn+1{t) -  hn(t) =  ( t  -  l ) n+1 ]~[pfc
k— 1
Finalement,
hn(t) =  hn- i ( t )  +  ( t -  l ) n J J  pk
k= 1
n—1 n
=  hn- 2(t) +  ( t -  l ) n _ 1  J^[ Pk +  ( t -  l ) n f j  pk
k= 1 k= 1





v l i z i i l
s ( 1  +  6 >r
Pour la fonction génératrice de probabilités de gn, on revient sur le eLmme 1.3, partie 
(b). En effet, Vn >  2 on a
9n(^) — Pn+l^nif)  d" (1 Pn+l)ffn—l( t )
=  P n + l h n ( t )  +  (1  -  P n + l ) ( P n h n - l ( t )  +  (1  “  P n ) 9 n - 2 { t ) )
=  Pn+lhn(t) "b (1 Pn+\)Pnhn—1(0 d~ (1 P n + l)( l Pn)9n—2 (^)-
Or, d ’après le Corollaire 1.5 avec a  =  1 on a ( 1  — pn+1)pn =  p „+ i, ce qui nous permet
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d ’écrire
flVi(^) — Pn+ihnit') d” Pn+lhn—\{€) d- (1 prl^_i)(l pn)<7n_2 ( t)
=  P n + l b n { t )  d- P n + l h n —l { t )  d- (1  p n_j_ i)(l p n ) P n —\ h n —2 (0  d~
(1  -  pn+l)(l -  Pn)(l -  Pr.-l)ffn-3(<) Vn ^  3.
=  P n + \ h n { t ) +  P n + l h n —l ( t )  d-  pn+i/ln_2(t) d" (1  pn_|_i)(l pn) ( l  P n - l ) 9 n —i { ^ ) -
Suivant le même raisonnement et par une récurrence immédiate on aura
9n(t) =  Pn+l(hn(t) -I- hn-.i(t) +  • ■ • d- h i( t ) )  +  (1 — pn+1)( l  — p n )  •■•(! — P2)go(t)
Y T i  [ J 2 h i ( t )  +  l  +  b
( t ~  l ) fc
n +  l  +  b \  1 = 1
n + l  +  b \ f ^ ^ k ( l  +  b ) «  J
 L - X  +  l  +  fc +  ^ T T ^ f r + l - * ) '
n +  l  +  b \  t ! ( l  +  b)kK
(^ — l ) fe ( n - Y \  — k
i + E^  (1 d- b)k \ n  +  1 +  b J
(b) On a
E \ts 1 =  l im E [ts"l
L J n — voo L J
{ i ) k{ t -  i ) fc
t i  *!(i + 6)‘-  £
— 1 d- b; t  — 1).
(c) Nous commençons par rappeler que B(a,/3) =  et a1 =  ■ avec
r(0) =  / 0+oc On a donc
k\ B ( l  +  k,b)
(1 +  6 )* ~  B ( l ,b )  ’
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La fonction génératrice de probabilités de S peut alors être écrite comme
w OS] _  V '  (t -  l ) fci? ( l  +  k, b)
^  J 2_j  JMRM h\
1 k= 0
-__  f  -  xŸ ~ l dx
1, b) J 0 [L X)B (  
—  r l  x ke~x (1  - x ) 6" 1^  r i
£ f t Iu—n J 0fc=0 kl B( l ,b)
dx
=  [  E  [ tv |A] dPx,
Ja
avec V |^À ~  Poisson(X) et A ~  B ê ta {\,b ). □
Voici une illus tra tion  pour le cas pk =  1 / ( k  +  b).
E x a m p le  1.3.1
Une urne contient in itia lem ent une boule blanche et b boules noires. On tire au hasard 
une boule de l ’urne, on la remet dans l ’urne et on y ajoute une boule blanche. On reprend 
la procédure k fois. Soit (Xk)k> i une suite de variables aléatoires tel que
{ 1 si le k-ième tiraqe donne une boule blanche,
0  si non.
Donc, pour tout k — 1, 2, 3 , . . .
=  î h -
Les variables aléatoires (Xk)k>i sont des Bernoulli indépendantes, de paramètres 1 /(6  +  
k) ; k >  1 . Ainsi, Sn =  X)fc=i X kX k+ i répresente le nombre de deux tirages successifs de 
boules blanches. La lo i de S est donnée au Théorème 1.6 et à la Proposition 1.9.
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Ayant trouvé les fonctions génératrices de probabilités, la partie suivante sera consacrée 
à donner la fonction de masse. Nous ferons intervenir aussi la fonction génératrice des 
moments factoriels qui est associée à la fonction génératrice des probabilités telle que 
présentée au prochain lemme.
Lem m e 1.8




soit le moment fac to rie l d ’ordre k de Y ;
b) p ( y  =  i)  =  5 2  e
k > i
0  si t  <  k.
D é m o n s tra t io n
Pour (a) et (b) on a
OO




P (y  =  *) =  £  a (k ) Q) et a (k) =  e ( Q . D  (1.9)
Le lemme précédent nous permet donc de déduire les fonctions de masse des Sn et Wn 
à pa rtir de la fonction génératrice de probabilités. Ceci nous amène à la proposition 
suivante.
P roposition  1.9
Pour pk =  1 / ( k  +  b), les fonctions de masse de Sn et Wn sont données respectivement par




D ém onstra tion
D ’après le Théorème 1.6 on a
Par conséquent, en appliquant le Lemme 1.8 on trouve
^  -  »  =  t  i  -  o, 1 . • • ■ ».
et de la même manière, on trouve la fonction de masse de W n. □
R em arque 1.10
Dans le cas particu lie r où b =  0 c ’est-à-dire : pk =  1 / k ,  comme conséquence directe du
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Théorème 1.6, on peut déduire que
a)





S r^ Poisson( 1).
1.3.1 Cas des som m es tronquées "527=1 X iX i+ 1
Ayant obtenu la fonction génératrice de probabilités de Sn — ^ ”= i on peut
généraliser le résultat pour celle de Snj  qui est définie par
n
s n,i — y  X jX i+ i i  ^  î.
i = l
Le prochain résultat é tab lit la fonction génératrice de probabilités gnj  qui généralise celle 
de gn dans le cas particulier où pk =  l / k .  Ceci fu t étudié par Csorgô et W u (2000).
Théorèm e 1.11
Dans le cas où pk =  l / k ,  la fonction génératrice de probabilités de Sln est donnée par
E (^ , ) = g „,,( t ) = i + E 1 ( i 7 t 1 ) t ( n ~(: ; 2i )^ )k = 1
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et
00 ( f  l 'jfc
E ( fs°°-') =  1 +  — jz—  où Sooj =  lim  Sn i-' [K n— 0^0fc= 1
D é m o n s tra t io n
On a Snfl — X iX i+ i et Sn,i =  X %X i+ i . En faisant le changement de variable 
k =  i  — l +  1 , on obtient
Sn,l =  J 2 X i X i + '
i=l
n—l+ l
=  y   ^ ZkZk+i
k = 0
avec Zfc =  X k + i- i de lo i Bernoulli de paramètre 1 / { k  +  1 — 1). Sachant qu ’on a
E ( ts„,0) =  1 +  y '  (* ~  x)fc (n +  1 ~  fc)
£ ^ ( 1  +  6 )* (n +  6 + 1 )
dans le cas où Xk  suit une lo i Bernoulli de paramètre l / ( k  +  b), on déduit que
gnj  =  E ( tSn'1) =  E ( tSn~l+1'0)
et si n  tend vers l ’in fin i, on obtient
fc=i
, , Ü - l )  ( t - f ) 2 ( t - l ) 3
l 1(1 +  1) 1(1 +  l ) ( l  +  2 )
d ’où le résultat voulu. □
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1.4 Cas où pk =  p
Maintenant, on va étudier les cas où toutes les variables aléatoires sont indépendantes 
et identiquement distribuées. En effet, ce cas a été développé par M ori (2001) ensuite par 
Joffe et al. (2004). Pour tou t 1 <  k <  n, commençons par présenter un résultat d ’algèbre 
linéaire qui nous perm ettra de calculer la  puissance d ’une matrice 2 x 2  (inversible), dont 
une preuve est donnée dans [1].
Lem m e 1.12
Si A  est une matrice carrée d ’ordre 2, de deux valeurs propres distinctes Ai et A2, et / 2 
est la matrice identité d ’ordre 2. Alors, pour tout n  ^  2 , on a
Le calcul des fonctions génératrices de probabilités des variables aléatoires Wn et Sn fera 
intervenir la nème puissance d ’une matrice 2  x 2 . À  l ’aide du lemme précédent, on obtient 
le résultat qui suit.
Théorèm e 1.13
Si {X k ',k  >  1 }  est une suite de variables aléatoires indépendantes et identiquement dis­
tribuées de même lo i Bernoulli de paramètre p, alors on a
M() = ( A M I ) ,
avec Ai =  \  ^1 +  (t -  1 )p +  y / [ l  +  { t -  l)p ]2 -  4(t -  l ) p ( l  -  p ) ^ ,
et A2 =  1 +  ( t — l)p  — Ai étant les valeurs propres de la matrice A donnée par
' " ( !  " i - X )  » ' »
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D é m o n s tra t io n
La démonstration de ce théorème repose sur deux parties. D ’abord, on utilise le système 
(1.6), avec pk =  p ■ Ensuite, on applique le Lemme 1.12. Par le système (1.6), avec Pk =  P 
on a directement pour n >  1 , t  >  0
9n(t) 
hn( t) A hrj_ i ( t )
Donc, par récurrence on déduit que
9n{t)
hn(t)
avec A  - 1 ( t -  l) p 2 
1 (t -  1 )p
A n
car ho(t) =  go(t) =  1 pour tout t. Par le Lemme 1.12, on trouve
\ n —1 \ n —1'
A 1 A 2 i r
A , - A ,  U
(  A?-A?-A?A2+A?Ai 
Ai— X2
Ai  — A2
( t - l ) p 2(A ?-A ?)
A1-A2








/  A " ( l —A2+ ( t - l ) p 2) —À ^ ( l —A i + ( t —l)p2) \  
Ai — A2
A " ( l —A2+ ( t —l)p )—A " ( l —A i + ( t —l)p) j
\  A1-A2 /






Voici un résultat lim ite  applicable pour approcher la loi de Sn pour n  grand et p  pe tit. 
Introduisant d ’abord le concept de pe tit ordre et la notation o(t).
D é fin it io n  1.14 (La notation o (t))
Supposons que g soit une fonction définie sur (0,1) et à valeurs réelles. On d it que la 
fonction g est un petit ordre de x lorsque x  tend vers 0 , et on écrit
g(x)  — o(x) quand x  — > 0 ,
si on a
x — ►()+ X
On utilise la notation o(u) pour représenter n ’importe quelle fonction g qui satisfait 
lim  2M  =  0 .
u — ►0+  u
T h é o rè m e  1.15
P o u r p =  +
Ai =  1 +  (t — l ) X / n  +  o ( l / n ) ,  \ 2 =  (t — l ) \ / n  +  o ( l / n ) ,
hn( t) — ►
71—►OO
et donc
s n —  ^ S rs-* Poisson(X).
n —>oc
D m o n s tra t io n
Pour prouver ce résultat, i l  suffit d ’écrire les expressions de Ai et A2, et de développer.
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( i+ (t - 1) j + 0(i)r+' -  ((t - i>*+ 0(i)r>
i + O
 ^ C,(n+l)lo9(l+(t-l)£+o(£)) _  (=,(7l+1)i°9 ( l+ (( t- l) |-1)+o(^))'\
l  +  >
1 f p(n+l)((«-l)è+°(ïï)) -  ^ + l ) ( ( « - l ) ^ - 1)+°(s))N\ '
1 +  o ( è ) \  )
1 /  (n+D
— ----------------  [ f> n
l  +  o(è) V
((t-l)A+no(A)) _  i ü ± ü ( ( t - l ) A + n o ( i ) ) - ( n + l ) \
<i  >■
Quand n tend vers l ’in fin i on trouve
hn(t) — ► e ^ - 1». □
n—>00
1.4.1 A pproxim ation  par la loi N orm ale
Dans le cas constant où P(Xfc =  1) =  p, on peut donner une approximation de la lo i de 
Sn. Le prochain théorème étab lit ce résultat.
T h é o rè m e  1.16
Sous la condition pk =  p on a
S" “  " p2 S  N (0,1)
y jn  ((p2( l  - p ) ) (  1 +  3p))
D é m o n s tra t io n
<C
Commençons par remarquer que Sn =  X^fe=i Uk avec Uk — l{x *= x *+1= i} et que les Uk
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sont identiquement distribuées de loi Bernoulli de paramètre p2. De plus, les X i et X 3 
sont indépendantes pour tou t \ i —j \  >  2. Alors, d ’après le résultat de Stein [1 1 , corollaire 
3.1] on a
% = =  " ( 0 .  !)■ (1-13)y /V a r(S n)
Pour trouver le résultat, i l  reste à calculer l ’espérance et la variance de Sn.
E(Sn) = E [ Y , U k )  =  np2,
,fc=i
V a r(U \) — p2( l - p 2),
Cov{Uu U2) =  E (X i =  X 2 =  X 3 =  1) -  E ( X 1 =  X 2 =  1)E (X 2 =  X 3 =  1)
=  P3 ( l - P ) ,
V a r(S n) =  +
n
=  V a r(U \)  +  (n -  l )Var(CA)  +  2 ^ 2 (C o v (U u Uk))
k= 2
=  n V a r(U \)  +  2 (n -  l)C o v {U u U2)
=  ri | p 2( l  -  p2) +  (1  -  ^ )2 p 3( l  -  p)^j
=  n ( ( p 2( l  - p ) ) ( l  +  3p)) + o ( ^ ) .
D ’où le résultat. □
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1.5 Cas où p k =
Dans cette section on présente le cas pk =  X/ (X +  k — 1), qui a été étudié par Csorgô et W u
(2 0 0 0 ) et on donne les nouvelles expressions des fonctions génératrices de probabilités gn 
et hn de Sn et Wn respectivement en se basant sur le système (1.3) . Le prochain théorème 
présente le résultat.
Théorèm e 1.17
Pour pk =  X/(X +  k — 1), on a
b) La distribution de S est une Poisson de moyenne X.
D ém onstra tion
Pour prouver (a), on procède par récurrence sur n. Pour n =  0, on a go(t) =1, et hQ(t) =  1
a)
ce qui est vrai. Supposons que le résultat est vra i à l ’ordre n — 1 . En u tilisan t le système 
(1.3), on a
hn(t) =  gn- \ { t )  +  (t -  l)p n h n -i( t) ,




9 n ( t ) — 1 +  ^  A*
/c=l
n —X
;( f _ i)fc ( w _ i ) f c  
fc! (n — 1 +  A)^
+  (t -  1 )-
A2 n —1
(A +  n)(A 4 - n — 1) fc! (n — 2 +  A)*
A n —1
fc=i fc! ( r a - l  +  A)* (A +  n)(A +  n - 1 ) fc=Q
( t  -  l f +1 (n  -  1 )& 
fc! (n — 2  +  A)fc
n —1
-  1 +  Afc( t - l ) fc ( n - l ) * +
A n —1
fc=l fc! (n — 1 +  A)* (A +  n)(A +  n — 1) (fc — 1)! (n — 2 +  A )*-*
E A
(n  — 1 )fc-1
A





fc! (n 4- A)*
(A +  n)(A +  n — 1) (n — 1)! (n — 2 +  A)2 =* 
(n — fc) (n -(- A) Afc A"
i + ' E x ' V - ? .  " E . . +




fc! (n +  A)* n !(n  +  A)*
(t -  i y
n V . \ * (* ~ 1)fc nà^  fc! (n +  XWk= 1
Par un raisonnement similaire à celui de gn, on obtient
71— 1
hn{t) — 1 +  A(
A n - l
E A
( n - l ) *
fc= 1
n —1
fc! (n — 1 +  A)*  ^ ^(A +  n — 1) fc! (n  — 2 +  A)*
n—1
E A‘1 +  2 J  A , ; *...7... . . +
fc= 0
n_1  ( t - l ) fc+1 (n — 1 ) -ifc+i '
fc=i k \ ( n - l  +  A)* (A +  n - l ) fc=o
n —1
i i I______1 y  \fc( * ~  (n - 1 )—
i  +  Z ^ ' A fc! ( n  - 1  +  \ ü  ^  t x - l - r j  -  11
n —1
fc! (n — 2  +  A)* 
+
k — 1
fc! (n — 1 +  A)* (A +  n — 1) (fc — 1)! (n  — 2 +  A)*-^-fe=i
1 _An ( ^ - l ) n ( n - l ) = ^
k= 1 
n
fc! (n — 1 +  A)*
(A 4 - n — 1 ) (n — 1)! (n — 2 +  A)— - 
A«na(t _  i)«
+ n!(n  — 1 +  A)*
=  i + E A'
fc n fc
fc=l fc! (n — 1 +  A)*
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La démonstration de (b) est immédiate, i l suffit de faire tendre n vers l ’in fin i pour obtenir 
le résultat. □
L ’idée générale du prochain cas est celle présentée par Holst (2007,2008).
1.6 Cas où pk = CL~\~b~\-k— 1
a a >  0, 6 ^ 0
Dans cette section, on va donner une généralisation des cas précédents en étudiant le cas 
Pfc =  a/ {a  +  b +  k — 1). Cette généralisation a été étudiée par Holst (2007,2008) en se 
basant sur les urnes de Hoppe-Pôlya. Voici donc le théorème suivant qui nous donne les 
expressions correspondantes pour les fonctions génératrices de probabilités de Sn et Wn.
Théorèm e 1.18












(a (n  -  1 , k)(pn + 1 -  1 ) +  a (n , k))
P n + l
c) La distribution de S admet la représentation de mélange d ’une lo i de Poisson et d ’une
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Bêta(a,b)
S l t /  ~  Poisson(aU) avec U  ~  Bêta(a, b)
D ém onstra tion
Pour l ’assertion (a), Holst (2007,2008) a montré en utilisant une méthode basée sur les 
urnes de Pôlya que
Pour prouver (b), nous allons utiliser (a). En effet,
h n ( t )  =  l  +  5 ~ ) ( t - l ) fc0(n,k) ,
fc=i
et donc pour trouver hn(t), il suffit de trouver f i (n,  fc). D ’aprés le système (1.3) on a
9 n ( t )  -  9 n - l { t )  =  ( t -  l ) P n P n + l h n - i ( t ) .
et
P n + \ h n { t )  =  p n + \ g n —\  ( t )  -f- P n + l P n ( t  l ) ^ n —1 ( 0
=  P n + l h n i . t )  == ^ n —l ( t ) ( j P n + l  1)  P  <7ra(^)>
avec
n
/ln(t) =  l  +  ^ ( t - l ) fc^ (n,A:).
Jfc=l
Par conséquent, en utilisant l ’équation (1.15) on aura
pn+i/3(n, fc) =  a (n  -  1 , fc)(p„+i -  1 ) +  a (n , fc). (1.16)
Adm ettant que dans le cas où a =  1, cette dernière équation est bien vérifiée. Par la 
suite, en remplaçant le a(n, fc) par sa valeur dans l ’équation (1.16) on trouve le résultat.
Pour (c), on a
^ a k( t - l ) kB(a  +  k,b) 
=  L .  iAR (n h\---------fe=0 k!B(a,b)  
i
aM J o  t i  k\
1 y1
/  e ^ - D ^ - V l  -  x )b~l dx  
f i , b) J oB (a
—  k {ax)ke~ax x a~x{ \ - x f - 1^  /»! 
= ^  LL-.—n JO dxfc=0 -u kl B(a,b)
=  [  E [ tv \U] dPv
Ja.
avec V\ U  ~  Poisson(aU) et U  ~  Bèta(a,b). □
Après avoir donné la fonction génératrice de probabilités, de Sn, il est assez simple de 
trouver sa fonction de masse. La proposition suivante nous donne ce résultat.
P roposition 1.19
Pour pk =  a/ (a  +  b +  k — 1) avec a >  0, b ^  0 et k ^  1, la fonction de masse de Sn 
est donnée par :
n s »  =  o  =  £  (Y )< ~ i> ‘ " ‘ “ ( 'i >'
avec
. . ak f k  — 1 \  / n  +  1 — k \  I
( a  +  6 +  n ) * ^  V f c ~  V  \  * )  ( a
(aÿ
+  by
D ém onstra tion
D ’après le Théorème 3.1 on a




, , \ o?* v _~' ( k  — l'N ( n  +  1 — A;\ (°)*
“ ( " • * )  =  7 ^ r r r s i L U -(a +  b -F n)^  ■“  \ k  — i )  \  % )  (a 4- b)i
Donc, en u tilisan t le Lemme 1.8 on peut déduire que
p ,* .  „ .  g  C ) , - . r  ^  i  C  : ! ) (■ * ;  - * ) 5 Ë , r □
Rem arque 1.20
Si a, b — ► oo, alors pn — > P, P & (0,1), et on a donc
Ceci est la seconde approche pour le cas constant pk =  p. Ayant trouvé cette fonction  
génératrice de probabilités, on peut donc donner sa fonction de masse correspondante. 
D ’après le Lemme 1.8, la fonction de masse de Sn est donnée par
p b . . . . ê ( * ) i - u- è ( ; : ; ) c * ; - > . - ,
1.7 Problème de rencontres et urne de Pôlya
Dans cette section, nous nous intéressons à établir des liens avec les résultats des sections 
précédentes. Le premier résultat porte sur le problème de rencontres. Ce problème a t tr i­
bué à M ontm ort (1713) ainsi que de nombreuses variantes surviennent dans de situations 
diveres (ex. Ross, 2007 ; Foata et Fuchs, 2003 ). Par exemple, supposons que n chapeaux 
appartenant à n  individus distincts sont mélangés et puis récupérés au hasard et qu’on
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s’intéresse au nombre d ’individus ayant récupéré leurs propres chapeaux. Plus précisé­
ment, il s’agit de calcul du nombre de permutations d ’un certain nombre fin i d ’éléments 
en laissant au moins un élément invariant. On dira aussi qu’i l  s’agit du nombre de points 
fixes où 7T(i) =  i  d ’une perm utation 7r dans { 1 , 2 , . . . ,  n) .  Le second résultat est une ap­
plication pour le modèle de l ’urne de Pôlya. Ce modèle d ’urne que nous considérons a 
été in trodu it pour la première fois dans un article de Pôlya et Eggenberger en 1923, [18].
En construisant ce modèle d ’urne, leur m otivation était, semble-t-il, d ’étudier les phéno­
mènes de contagion lors d ’une épidémie ? Ce modèle est de form ulation assez simple : on 
dispose d ’une urne qui contient des boules de deux couleurs différents. On pioche une 
boule puis, en fonction de sa couleur, on exécute un certain nombre d ’opérations qui 
modifient selon une règle déterminée la composition de l ’urne (a jo u t/re tra it d ’un certain 
nombre de boules pour chaque couleur). Puis, on itère le procédé. On notera bien que les 
opérations exécutés ne dépendent que de la couleur de la boule piochée, pas du temps, 
n i de la composition interne de l ’urne.
1.7.1 P roblèm e de rencontres
Commençons par rappeler un résultat prélim inaire qui généralise la relation P(.A {J B ) =
P(A) +  F(B)  — P(y4 P| B ) pour deux événements quelconques.
T h é o rè m e  1.21 /  Formule d ’inclusion-exclusion dite de Poincaré)
Pour (Ai ) i<i<n étant une suite de n événements, on a
n  n
« ■ (L U )  =  E ' W - E  P(^4j n ^ ) +  n  P(-^t P') A j P 'j Ak) +  • • • +  (1-19)
i= l t=l i< j i<j<k
( - i r 1 e  p ( A . n ^ n - n ^ ) + - + ( - i r ,^ n - n ^ ) -
ii<i2<*-<ip
Voici quelques applications de ce principe d ’inclusion-exclusion.
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E xam ple  1.7.2
Une personne distraite écrit n lettres différentes à n  personnes distinctes et ferme les 
enveloppes avant d ’avoir noté les adresses, qu’elle inscrit ensuite au hasard. Quelle est 
la probabilité pour qu ’au moins un destinataire reçoit la lettre qui lu i a été destinée 9 
Ic i, un événement élémentaire uj est l ’une des n\ permutations de l ’ensemble { 1 , 2 , . . . ,  n }. 
Si A i est l ’événement « la i ème personne reçoive sa lettre », U IL i est l ’événement « un 
destinataire au moins reçoive sa lettre ». Pour calculer P A f) , on utilise la form ule  
d ’inclusion-exclusion. I l  fau t donc connaître F ( A ) )  e c^- On a :
(ti — 1 )!
P(i4 i) =  j—  (une lettre distribuée, n — l à  permuter)\
r ( A „ r v „ n . . . n 4 , ) = ^ ,
P(,4i o n -n  A n) =  —j- (chacun a sa lettre).
Donc, par la form ule (1.19), on a
« • ( [ > . )  -  + -  +
\ i = l  /  i = l  i< ]
( _ ! ) , „  y .  (rLzrtl +  . - .  +  f - i y i l
' ^  n! v ' n!
U < > 2  < - - < i p
n\
Si n est assez grand, cette probabilité est bien approchée par sa lim ite lorsque n  tend vers 
l ’in fin i et égale à 1 — e~l .
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E xam ple 1.7.3
On place r  balles au hasard dans n cases avec (r >  1, n >  1). On veut calculer la 
probabilité de l ’événement B  « aucune case ne soit vide ». Un événement élémentaire u  
est de la form e ( i i , h ,  ■ ■ ■ , i r )  où i j  est le numéro de la case où est tombée la boule numéro 
j .  On a Q =  { 1 , 2 , . . . ,  n } r et card Q =  nr . Tous les u  sont équiprobables.
L ’événement B c =  « une case est vide » s ’écrit B c =  (J”=i S* avec B i =  « la case i  est 
vide ». Donc
P (B ^  =  H B i p l B j )  =  ^ - ^ , e t c .
n r 1 1 nr
D ’où, par la form ule (1.19),
n '
n \  f  n — (n — 1 )
n
\  n )  \ l j \ n  )
H h ( - 1 )
\ n  — \ )  \  n
(Le terme correspondant à n est nul, toutes les cases ne peuvent pas être vides en même 
temps.) Finalement, on a
F (B ) =  1 - P  { B c)
-  p-vÇWr-
Passons maintenant au lien entre le problème de rencontres et les sections précédentes. 
In te rp ré ta tio n  com binatoire
Cette approche est dûe à Joffe et al. (2004) pour pk =  l / ( k  +  B)  ; B  G { 0 , 1 , 2 , . . . }  
L ’ob jectif de cette approche repose sur le lien entre la d is tribu tion  de Wn et celle de Z n,
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où Z n survient dans le problème de rencontres (version modifiée) qui suit. Supposons que 
les éléments 1, 2 , . . . ,  n +  B,  (B  G {0 ,1 ,2 , . . . } )  sont permutés suivant une perm utation 
uniforme tr et tirés selon le mode de sélection suivant. Tout d ’abord, on tire  l ’élément 
7r( 1). Si 7r ( l )  =  1, un cycle de longeur 1 est complété et on recommence avec les éléments 
2 , . . . ,  n  +  B.  Si 7r ( l )  =  j  avec j  fi- 1, on tire  7r ( j ) ,  tt(tt(j ) ) , . . .  et ainsi de suite jusqu ’à ce
que l ’élément 1 est tiré  ce qui term ine le cycle. Ensuite, on continue le processus avec les
éléments restants (dans l ’ordre croissant). Notre problème est de déterminer la d is tribu ­
tion du nombre de rencontres (ou de points fixes) Zn parm i les n  premiers éléments tirés. 
De manière équivalente, Zn peut être définie comme le nombre de cycles de longueur 1 
parm i les n premiers tirages. Le prochain résultat nous donnera l ’équivalence entre les 
d is tribu tion  de Zn et Wn. I l est suivi par l ’obtention de la fonction génératrice des pro­
babilités M n(t) =  E [ t Zn\. Mais avant d ’énoncer ces résultats, voici une petite  illus tra tion  
pour bien comprendre comment s’applique la théorie.
E xam ple 1.7.4
Pour n  =  5 et B  — 3, soient la permutation  7r =  (2,1,3, 7, 5 , 8 , 6 ,4), et soit aussi la
variable aléatoire Yk telle que
y  _  f  1 si le cycle se termine,
k |  0  si non.
on a,
Tirage k Yk 7T
1 0 1 -» 2
2 1 1 -> 2
3 1 3 -> 3
4 0 4 —> 7
5 0 7 —» 6
si on note par Z 5 le nombre de points fixes, après calcul on trouve bien
z 5 =  y1 +  F iF2 +  y2y3 +  y3y4 +  y4y5 =  o +  o + 1 +  o +  o =  i.
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Théorèm e 1.22
Pour n >  1, Pk =  1 / ( k  +  B ) avec B  € {0 ,1 ,2 , . . . } ,  la d istribution de Z n est identique à 
celle de W n.
D ém onstra tion
On définit les variables aléatoires de Bernoulli {Yfc} £ =1 telle que Yk =  1 si et seulement 
si un cycle est complété au k6me tirage. Une rencontre se produ it au premier tirage si et 
seulement si Y\ =  1, et au A:ème tirage si et seulement si Yk^ \Y k =  1. D ’où
n
z n =  Yl +
fc= 2
avec P(Yfc =  1 ) =  1 -  P(Yk =  0) =  n+B-k+i • Enfin> si on Pose
X k —  Y n —fc+l > A; =  1,  . . . , 77.,
on remarque que les X k sont aussi des variables aléatoires de Bernoulli indépendantes 
avec pk =  P ( X k =  1) =  P (F „_ fc+i =  1) =  Ceci im plique que
n —1
Z n =  X n +  J 2 x k X k+i  =  W n ,
k — l
d ’où le résultat. □
Rem arque 1.23
Le cas B  =  0, correspond au problème de rencontres standard.
Théorèm e 1.24
Avec Z0 —0, et Z n telle que définie ci-dessus, la function génératrice de probabilités de Z n 
est donnée par
, A  (t -  l ) fc
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D ém onstra tion
Pour prouver ce résultat, on conditionne par la longueur r  du premier cycle. Comme la 
longueur est uniformément distribuée dans { l , . . . , n  +  B } ,  on aura
M n(t) =  E [ t z»]
n+ B
J 2 E [ t Z"\T =  j ] P ( T = j )
3=1
n + B  ~
Y E [ t z"\T =  j ) — i —
^  1 1 J i n +  Bj =i
(  n  n+ Bi
E[ t Zn\ r =  1] +  Y E \tZn\r  =  j \ +  Y  E \tZn\T =  3}n  +  B  .
\  j = 2 j = n + l
, /  n n+ B  \
- g  ( M n _ !  +  Y ,  M n - ,  +  Y .  E I‘ Z" lT =  >1 •
\  3=2 j = n + l  /n +
Or, par définition, Z n représente le nombre de cycles de longueur 1 parm i les n  premiers 
tirages. Donc, si k — n +  1 , . . . ,  n +  B , Z n =  0 et alors
n + B
Y  E [ t Zn\r  =  j ]  =  B.
j = n + 1
Par conséquent,
M n(t) =  n ^  g  .
Maintenant, si on considère l ’expression
n+1 n
(n +  B  +  l ) M n+i ( t ) — (n +  B ) M n{t) — tM n( t ) +  ^
3=2 j = 2
=  -  (t -  l ) M n- i ( t ) ,
on aura
(n +  B  +  l ) ( M n+i ( t )  — M n(t)) =  (t — 1) (M n(t) -  M n- i ( t ) ) .
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On obtient donc la récurrence
M n+i(t) -  M n(t) =  — [Mn(t) -  M n_j(t)], 
n +  d  +  i
qui coïncide bien avec la récurrence donnée à la partie (b), Corollaire 1.5. Par conséquent, 
la preuve du Théorème 1.6 nous donne le résultat. □
1.7.2 U rne de P ôlya
Dans cette section, on présente le modèle d ’urne de Pôlya. Dans ce modèle on dispose
d ’une urne contenant b >  0  boules blanches et r  >  0  boules rouges. À  chaque étape, on
tire  au hasard une boule de l ’urne. Si on a tiré  une boule blanche (respectivement boule 
rouge), on la remet dans l ’urne et on y ajoute a  >  0  boules blanches (respectivement 
rouges) et ainsi de suite. On défin it ainsi la suite (X n)n> i te lle  que
{ 1 si le n-ième tirage donne une boule blanche
0  si le n-ième tirage donne une boule rouge.
Ayant in trodu it ce modèle d ’urne, on peut montrer que la suite X n de l ’urne de Pôlya 
converge. Pour cela, on rappelle la notion d ’échangeabilité qui a été étudiée par Bruno 
de F ine tti (1931,1937). Depuis ce temps, de nombreux auteurs ont contribué à la com­
préhension des propriétés de familles de variables aléatoires échangeables.
D éfin ition  1.25
Une suite de variables aléatoires (Zi ,  • ■ • , Z n )  est dite échangeable (ou N-échangeable), 
si
(Z i ,  ■ ■ • , Z n )  =  { Z n(i), • • • , Zn(N)) 
pour toute permutation n de {1, • • • , N } .  Une suite de variables aléatoires in fin ie  
(Zi ,  Z2, ■ ■ ■ ) est dite échangeable si
(Zi ,  Z2, ■ ■ ■ ) =  (Z „(p, Z w(2)7 • • • )
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pour toute permutation n de {1,2, • • • } .
Rem arque 1.26
S i X i , , X n, . . .  sont indépendantes et identiquement distribuées, elles sont échangeables, 
La réciproque est fausse. Comme un contre-exemple, si on considère X \  et X? deux va­
riables aléatoires de même lo i Bem oulli( 1/2), telles que X \  X 2 =  1. On a alors pour 
tout t i , t 2 € R,
< P ( X i , x 2 ) ( t i ,  h )  —  E ( i f 1^ 2) =  2^1 +  2^2 =  2 ^ t l  +  ^  =  2 ^ 2 +  ^  =  *2)'
D ’où X i  et X 2 sont échangeables mais pas indépendantes.
Après avoir défini la notion d ’échangeabilité, voici un résultat fondamental pour une suite 
infinie de variables aléatoires échangeables qui est dû à de F in e tti (1937), dont une preuve 
est donnée dans [13].
Théorèm e 1.27
Soit Z  =  (Zi ,  Z 2, ■ ■ ■ ) une suite de variables aléatoires à valeurs dans {0 ,1 } .  Si la 
suite Z  est échangeable, alors i l  existe une variable aléatoire 0  € [0,1] telle que, étant 
donné 0 ,  les variables Z i , Z 2, - - -  sont indépendantes et identiquement distribuées de 
lo i B e rno u lli(Q ).
Ayant in trodu it ce résultat, nous allons l ’appliquer au processus d ’urne de Pôlya de 
paramètres (b, r, a).
Théorèm e 1.28
La suite X n générée par une urne de Pàlya est échangeable et sa mesure de de F in e tti est 
une lo i Bêta de paramètres (£, ^ ).
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Avant de démontrer ce théorème, voici une petite illustration de l’échangeabilité.
E xam ple 1.7.5
Pour n =  4 et pour deux permutations des réalisations possibles de X 1, X 2,X 3,X<i. On a
b (b +  a) r  (6  + 2 a)
F { X ,  =  1 , X 2 =  l , X 3 =  0, X 4 =  1)
(b +  r )  (b +  r  +  a)  (b +  r  +  2a) (b +  r  +  3a)
(b +  a ) (6  + 2 a)
(b +  r )  (b +  r  +  a)  (b +  r  +  2a) (b +  r  +  3a)
=  F ( X 1 =  1 , X 2 =  0 , X 3 =  1 , X 4 = 1 ) .
D ém onstra tion
Soient 1 <  k < n  et (A, • • • , i n) telle que i j  G {0 ,1 } et X ) j= i h — k • Alors
P — i i ,  • • • , X n — i n) —
UjZoib  +  a j )  ■ H I T + a  j )
I l j= o  (b +  r  +  aj )
( h.\k ( L.\n~k'a *  ' a ' 
va a '
r (£+fc) r(£+n-fc) 
r (£) r (£ )
r (£+é+")
r (è+5)
r d  +  S ) r d  +  fc) r ( J  +  n - f c )
r ( l ) r ( j ) r ( i  + j  + n)
" /J 0
pl
x h( l  — x) n — k
k/1 . ) n — k
r ( i ) r ( s ) *  (1 x)
dx
r - l
Donc, en u tilisan t l ’unicité de la représentation de F ine tti, pour la suite de variables 
aléatoires échangeables { X n}, i l existe une variable aléatoire © G [0,1] et étant donné 
que 0  =  0, les variables aléatoires X i , X 2, ■ ■ ■, sont indépendantes de Bernoulli(0). Ce 
qui implique que la mesure de F ine tti, 0  de la suite { X k }  est une Bêta de paramètres
M n représentait le nombre de deux boules blanches consécutives après n  +  1 tirages. En 
combinant le Théorème 3.1 dans le cas où pk =  p  et le Théorème 1.27 de de F ine tti, on 
va obtenir la d is tribu tion de M n.
A p p lication  aux variables aléatoires échangeables
Dans cette section, on va essayer de donner une généralisation pour une suite de variables 
aléatoires échangeables, dans le cas où ces variables aléatoires sont indépendantes et 
identiquement distribuées (cas constant). Le théorème suivant donne le résultat.
Théorèm e 1.29
Soient {Afc} n>1 une suite de variables aléatoires de B ernoulli échangeables, et
On défin it maintenant la suite de variables aléatoires M n comme suit
n




Alors, i l  existe une variable aléatoire 0  G [0,1] telle que :
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D m on stra tion
On sait que la suite {^ fc } n>1 est échangeable. Par le théorème de représentation de de 
F ine tti, i l  existe une variable aléatoire 0  € [0,1], te l que les sont indépendantes et 
identiquement distribuées de B e rnou lli(0 ). Donc, à l ’aide de l ’équation ( 1.17),
E n ' 1e  =  x
- i ,
■  f .  SC';3(
-  t(Z1Wn~r
f e ( x ) dx
r - l \ f n - r \  __fc+r
k J x  +rf e ( x ) dx
fe=i r  — k
x k+Tfe {x )d x
k= 1 k
D ’après l ’équation (1.9), on conclut que
Soit Y*; le nombre de boules blanches dans l ’urne après k  tirages. Comme conséquence 
directe du résultat ci-haut, voici le résultat suivant qui nous donne la d is tribu tion  de M n 
avec
M n =  # {&  ^  1 : X k =  X k+i  =  1 , k <  n  -  1 }
=  # { k  >  1 : r fc+1 =  Ffc +  1, k < n  -  1}
n
=  Y , * i X i +i.
i=  1
Enfin, d ’après le Théorème 1.28, on sait que la suite { X fc} 7i>1 générée par une urne de 











Dans ce chapitre, on présente une extension du chapitre 1, dûe à A it Aoudia et Marchand 
(2 0 1 0 ), au cas multidimensionnel et on étudie la d is tribu tion  du vecteur aléatoire
n
S-n =  (*^>1,1) • • • > ^ n , r )  a v e c  S n j  =  ^  ) X k j X k + i j ,  j =  1 . . . , r ,  ( ^ - 1 )
fc=l
où Snj  représente le nombre de deux succès consécutifs, associés à une suite des variables 
aléatoires (X klj ) k> i  de lo i Bernoulli indépendante, mais pas nécessairement identiquement 
distribuée. Soit la matrice X  de dimension (n  +  1) x  (r), dont les composantes sont les 
X kj- ,k  ^  1 et j  =  1 , . . .  , r ,
Exam ple 2.1.6
À titre  d ’exemple, soit
/  1 1 0  0  0  \
0  1 1 1 0  
1 1 1 0  0  ’
\  0  0  0  1 1 /
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où n =  3, r  =  5, ce qui donne S^\ =  0 ,S3^  =  2 ,63,3 =  1, S3 4  =  0, S^s =  0, et
S3 =  (0 , 2 , 1 , 0 , 0 ).
Problèm e
L ’ob jectif de ce chapitre est de déterminer la  d is tribu tion  de Sn, ainsi que celle de 
Tn =  j : U S n J .
Pour la lo i du vecteur S „ telle que défini ci dessus, le cas r  =  1 a été bien développé au 
chapitre 1. I l nous a permis d ’aboutir à quelques déductions pour le cas général r  >  1 
qui seront données à la section 2.2. Dans la section 2.3, nous poursuivons par l ’obtention 
de diverses propriétés de la d is tribu tion  de Sn ainsi que des représentations pour le cas 
r  =  2  et avec une analyse plus explicite pour le cas des vecteur m ultinom iaux et identi­
quement distribués. Nous achevons ce chapitre par la  section 2.4, dont des applications 
sont données dans les cas où la matrice X  est générée d ’un processus d ’urne de Pôlya. 
Maintenant, on commence par l ’analyse du cas général où
X k ~  Multinomiale(l,pfc,i)Pfc,2 ) • • • ,Pfc,r+i), indépendantes; 1 <  k <  n  +  1.
On défin it la suite Sn comme suit : 5q =  (0,0, . . . , 0 )  et S_n =  (Snji , . . . ,  SntT) avec 
Snj  =  Y2k=i X k j X k + i , j , j  =  1 . . .  , r ,  dans le but de trouver l ’expression de la  fonction 
génératrice de probabilités, G n( t i , t 2, . . .  , t r ) =  . . .  t f n'r ) de Sn. On défin it aussi
la suite de variables aléatoires Wny, l  =  1 , . . . ,  r ,  pour tou t n  >  1 de la  manière suivante
Wny .=  Sn- U + X nt l , l  =  1, . . .  , r.  (2 .2 )
avec
r
H n, i ( tu t 2, . . . , t r ) =  E [ t ^ 1 n  t f " - 1’*].
1= 1,
est la fonction génératrice de probabilités de W ^ j =  . . . ,  5n>i_ 1, Wnj , . . . ,  Sn>r).
On pose
£ ,( • )  =  (Gn(-), H nA( - ) , . . . ,  H nA - ) ) ' ; n >  1 .
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L’objectif de la section suivante est de construire une récurrence entre les fonctions gé­
nératrices de probabilités G n et de 5 n et W n [ respectivement et de la résoudre.
2.2 Récurrence entre G n et H i n
En conditionnant sur X_n+ l, nous obtenons ci-dessous une récurrence entre G n et H n i , 
avec n  ^  1, l =  1 , . . . ,  r. Le lemme suivant é tab lit cette récurrence.
Lem m e 2.1
Les fonctions génératrices de probabilités Gn et H ^n, l  =  1 , . . .  , r  satisfont
r  r
Gn(t i ,  ■ • • > ir  ) — (1 ^   ^Pn+l,i)Gn—l ( i l , . . . , i r ) ~h ^   ^Pn+\,iHn i^( i l  , . . . , t r )
t= l i= l
r r
b) H n<l( t !, . . . , i r ) =  (1 -  y ^P n ,i)G n -2 ( i l ,  . . . , t r ) +  ^ p n,ji-{>=i># n - l , t ( i l , • • • , i r )-
i= l t=l
Dém onst ra t ion
On note par eo =  ( 0 ,0 , . . . ,  0)
et ( e i , . . . ,  e j , . . . ,  er ) =  ( (1 , 0 , . . . ,  0 ) , . . . ,  (0 , . . . ,  1 , . . .  , 0 ) , . . . ,  (0 , 0 , . . . ,  1 )).
On pose i  =  ( i i , . . .  , i r ). Pour prouver l ’assertion (a), on conditionne sur X_n + l. On a
£  (Sn I 2Ln+ 1 =  eû) — £  («S'n-l.li Sn- 1,2 , • • • > ‘S'n-l.r) =  £  (S n - l)  )
£  (Sn I K .n+ 1 — el)  =  & (Sn—1,1 +  -Xn,l> S „_ i,2 , . • • , Sn_i,2 ) =  L  (W n)i, Sn_ i>2, . . . , S n -l,r) ,
£  (Sn I 2£n+l =  er ) =  £  (Sn—1,1 , • ■ • , Sn- l , r +  -^n,r) =  £  (S'n-l.l, ■ ■ • , VF„,r ) .
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Donc, par définition de la fonction génératrice de probabilités on a
Gn(t)  =  Ef*?"’1*?*'2 . . .  *?»■']
=  E | E [ f f n’1t 2n,2 - - . i ? n’r | * n + l
^   ^P n + l  j ' + l E
j=  0
■n+l — e J
i= l
(1 ^  ] Pn+l,i)^w—1(£) “I” £  Pn+\,iHn,i (É) •
i= l
I l  reste à démontrer l ’assertion (6 ). En effet, par le même raisonnement que celui utilisé 
pour (a) et encore par indépendance des X fc on trouve le résultat. En effet, pour l =  1, 
on a
£  ( W n , l  | 2 L n  —  e o )  =  £  ( S n —2 , 1 > S „ _ 2 i 2 , • • • , S n _ 2 > r )  =  £  ( S n _ 2 )  ,
£  (W nil | 2 L  =  ex) =  £  (W n_u  +  1 , Sn_2,2, . . . ,  Sn_2,r ) ,
£  ( W n , l  | K . n  =  e r )  =  £  ( S n _ 2 , l ,  S „ - 2 , 2 )  . . . , V K n _ i i7. )  , 
et pour 2  <  l <  r,  on a
£  ( W n , <  | =  e 0 )  =  £  ( S n - 2>1 ,  S n —2 ,2 )  • • ■ , S n _ 2 , r )  =  £  ( S n _ 2 )  ,
£  ( W n , J  | 2 L n  =  e l )  =  £  ( W n — 1,1 ?  S n _ 2 ,2 , . . . , S n _ 2 ,r )  ,
£  ( W n , <  | =  e ( )  =  £  ( S n - 2 , 1 )  • • • > S n _ 2 i / _ i ,  W n - \ yi  +  1 ,  S n - 2 , l + 1 ,  • • • > S n _ 2 i r )  ,





I =  1 , . . .  , r  
t w „ ,  j j  t f — .‘ 1 2 ^ .
(1  ~  5 ^Pn,t)Grn_2 (t) +  ‘} H n^ i i ( t )
i = l  i = l
d ’où le résultat voulu. □
Après avoir démontré la récurrence entre Gn et H i<n, avec n  ^  1,1 E 
nous intéressons maintenant à l ’expression de (•) et à sa forme de récurrence.
Lem m e 2.2
Pour tout n >  1, et t i >  0, VZ E { 1 , . . . ,  r } ,  on a
Pn( t l , - - - , t r ) = M n ipn l ( tu . . . , t r ),
avec
<p ( t i , . . .  , t r ) =  M n . . .  M 2<£Âtu  . . . ,  t r ) =  M n . . .  M i l ,
M n =
(  1 (Zj l ) P n , l P n + l , l  (^2 l ) P n ,2 P n + l , :  
1 ( f i  -  l)p n,i 0
1 0  ( t2 -  l) p n,2
(Zr l)Pn,rPn+l,r  ^
0  
0
(Zr l) p n r J





D ém onstra tion
On pose t  =  ( t i , . . . ,  t r ). En u tilisan t le Lemme 2.1, on a
r r
Gn{t) =  (1 ^   ^P n + l , i ) G n — l ( £ )  +  ^   ^P n + \ , j H
t = l  i = l
=  ^  ^Pn+l,t ( (1 ^  ' P n , i ) G n —2(l) H" ^ J
i = l  \  i = l  i = l  /
r  /  r r  \
+  E ^ + 1'< ^  “  J 2 P n , i ) ° n - 2( t)  +
i=1 \  i = l  i = l  /
r
=  G-n_ i ( t )  +  ^  ^)Pn,iPn+\,iH n—i , j( t ) ,
i = l
ce qui nous permet d ’écrire
> L") ( 1) (^ 1 l ) P n , lP n + l , lJ  • • • ’ (^ r  l ) P n , r P n + l , r )  V^ n _ i ( ^ l>  ‘ ‘ i ^ r ) .
On peut bien remarquer que G n(t)  n ’est autre que le produ it scalaire de la  première ligne 
de la matrice M n et ^  1(<i, ■ ■ ■ , t r ). Pour le reste du système on procède de la même
manière. En effet, d ’après le lemme 2.1 on a
r  r
G n- l ( t )  — (1 — Pn,i )Gn- 2( t )  +  Pn,iHn- i A(i:) , (2.5)
î=1 1=1
)  — (1  ~  P n , i ) G n - 2 ( i )  +  P n , l t i H n ^ i ti ( t ) .  ( 2 . 6 )
Î=1
En faisant la différence entre les deux équations ( 2 . 6 )  et ( 2 . 5 )  on obtient
r
Hn, l ( £ )  Gn—i( t■) =  pn^\t\H n_ l , l ( i )  ^  (  Pn,i ^ n —1,1 (t) •
i= l
Par la suite, on a
H n , i ( t )  —  G n - i ( t )  +  p n , i ( t i  — l ) ^ n - l , l ( i )
=  (1, (il -  1)P„,1 > 0, . . . , 0) £^n_t (^ 17 ' ' ’ , t r ) .
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On répète le même raisonnement pour le reste du système, obtenant
. . . , t r )  =  M n
=  M nM n—i<p^_^{ti^ • • ■ > t r )
— M nM n—\ . . .  M 2ip ^ t i , .. •, tT).
Par défin ition de W0,i et comme =  (0 , • • • , 0 ), p^( t i ,  ■ - •, t r ) =  M \ 1 , on conclut le 
résultat. □
Voici un exemple de t^ p o u r  n =  3 et r  =  3.
E x a m p le  2.2.7
Soient n =  3, r  =  3, et la matrice des P  des pk,j égale à
/  1/6 1/2 1/3 0 \
1/2 1/4 1/4 0
1/3 1/3 1/3 0
\ 1/5 1/5 2 /5  1/5 J
On a donc pour t  =  ( t i , t 2, t3), <p (t) =  M 3M 2M i l ,  avec 1 =  ( 1 , 1 , 1 , 1 ) ’ ,
t 1 b z dO2,
t ï - 1 
8
t.1-1
12 \ / 1









t i  — 1 0 n ,m2 = 1 t. l~ \ n n ,M3 =
1 <1-1 o o
1
6
0 ta-1  2 0 1
2
0 ta —1 4 0 1
3
0 t2- l 0
\ 1 0 0
t ? - i
3 ) \ 1 0 0 *3-14 / \ 1 0 0
ta -1
3 J
et après calcul on trouve que




nn ^  241 307 151 O 21 o
^3(^) ~  ^ 3 (^1^!^) — -----4~------ t  4 - ------£ + ------1 .3W 31 ’ ’ ’ 720 720 720 720
Donc, on peut déduire directement que P (T3 =  0) =  f i l  et ainsi de suite
Maintenant, nous poursuivons avec une analyse plus approfondie pour le cas r  =  2.
2.3 Cas bivarié
Dans cette section, on présente le cas bidimensionnel. Plus précisément, nous revenons en 
détails sur les résultats de A it  Aoudia et Marchand (2010). O n définit la suite Sn comme 
dans (2.1), et on prend r  =  2, pk,\ =  p et 2 =  1 ~  P pour tout k >  1. On donne la 
fonction génératrice de probabilités de la somme Tn =  SUii +  Sn^  ainsi que sa fonction 
de masse.
C oro lla ire  2.3
a)  Dans le cas où pk,i  =  1 —  Pk,2 , pour tout k >  1 et pour tout t  >  0  on a
PTn{t) =  G „(t, t ) =  a „ [2 p ( l -  p) +  t(  1 -  2p ( l  -  p ))] +  a n- ip ( l  -  p ) ( l  -  t 2), (2 .8 )
cp Tn  — E ( tTn) — Gn( t , t )  —  P n + l , l H n - l , l ( t ,  t) +  (1 — pn+1 1 ) i / n_l i2 (t, t)
avec
P n + 1,1^ 1 Pn+1,1
Pn+1,1  (1  P n +  l,l)^ )( (2.7)
où
~  è (* +  V^ 2 “  4 p (l — p )(t2 -  1 ) ) ,  A2 =  t - A 1, a n =  •
D ém onstration
Pour l ’assertion (a), le résultat découle directement à pa rtir  du Lemme 2.2.
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En effet, on a
Gn(t , t )  =  (0, pn+i,!, 1 — pn+i,i)<£n_1( t , t )
/  Gn_a \
=  (0 ,pn + u , 1 - p „ + u ) H n- i t l ( t , t )
\  t) J
=  Pn+l,lHn_ iti( t ,  t)  +  (1 — Pn+1,1 1,2 (^) t).
De plus, d ’après le Lemme 2.2, on a directement
=  t P n + l , l H n —i ^ x ( t , t ' )  - f -  ( 1
et
H n , 2(L^) P n + l , l H n — 1,1(t, t) +  t ( l  Pn+l,l)fln—1,2(^ 7 )^j
ce qui nous donne (2.7).
(b) D ’après l ’assertion (a), pour tou t n  >  1 et dans le cas où pk, 1 =  1 — Pk,2 — P on a
H n - i . i (M )  \  =  D /  ^ - 2, l ( M )  \  r> =  (  Pt 1 ~ P
H n- i , 2( t , t )  )  \  H n-2a{ t , t )  )  \ p  ( l - p ) t
__ ™ - 1 Z' pt  +  ( l  -  p) \
\  p +  ( 1  +  p) t  J
Or, on sait aussi que Ai et A2 sont les valeurs propres distinctes de la m atrice B.  Donc, 
d ’après le Lemme 1.12 on a :
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\  n  \  n \  \  n —1 \  n — 1
B n =  ( Ai - - r -^ - U _ AlA2^
et
A i - A 2 J \ 1 - \ 2 "
=  - p ( l - p ) ( t 2 -  l )a „ _ i /2,
- ^ 1  -  p>c<* -  d o ^ . * )  (  i  )
pt  +  ( i - p ) \  f  ( i - t 2) p { i - P)
P + t ( i - p )  ) + 0 in - 1 V ( i - t 2)p ( i -p )
Finalement,
Gn(t , t )  =  p H n_l t l ( t , t )  +  ( l - p ) H n- h2( t , t )  
=  a n [t(p2 +  (1  -  p)2) +  2p ( l  -  p)] +  otn-i [ ( 1  -  t 2)p( 1 -  p)] 
=  a n [2 p ( l -  p) +  i ( l  -  2p ( l  -  p))] +  a n_!p( 1 -  p ) ( l  -  t 2),
d ’où le résultat. □
Nous poursuivons le développement de p r n te l qu’i l figure dans (2.8), afin d ’en tire r une 
forme explicite pour la fonction de masse de Tn. Pour ce faire , on défin it pour n, k entiers 
non négatifs, p E (0 , 1 ), p ^
/ \ fn/2] —fc—1 rn/21-1 , . \  /  n \
«■*</>> -  { ■ £ ■ ' )  *  ( r » / * i  -  *  -  0  t a  +  0 ( 1  ”
où p =  4p (l — p), et \y ] est la partie entière par excès ( plafond ), c ’est-à-dire \y ] — 1 <
y < \y\-
Théorèm e 2.4
Pour le cas pk,\ =  p, Pk,2 — 1 — P, on a les assertions suivantes.
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a ) Si p =  Sn suit une lo i B inom ia le(n ,^).
b) Pour tout p  G (0,1), p on a
i )  Si n est impair,
P (Sn =  2k) =
et P (5 n =  2 fc +  1 ) =  2» [(2  -  p)an^(p ) +  pan_ iifc(p) -  pan- lik- i ( p ) ]  ;
i i )  Si n est pair,
P (S n =  2 A:) =  ^ [ ( 2  -  p)a„,fc_ i(p ) +  p a „_ i|fc(p) -  pan_i,fc_ i(p )], 
et P (5 „  =  2 A: +  1 ) =
D ém onstra tion
(a) Pour prouver cette assertion, on revient sur le Corollaire 2.3 avec p =  on trouve 
Ai =  \ { t  — 1) et A2 =  \ { t  +  1 ), ce qui nous donne a n — A  ((t +  l ) n — (t — l ) n). En 
remplaçant ces expressions dans Gn on aura
Gn( t , t ) =  a „ [2 p ( l - p )  +  t ( l  -  2p (l - p ) ) ]  + a n_ !p ( l  - p ) ( l  - t 2)
=  ^  ((« +  1 )”  -  ( t -  1 )” ) \ \  +  t \ ]  +  ^ r ,  ( ( t  +  l ) " ' 1 -  (t -  l ) ” - 1) i ( l  - 12)
qui est bien la fonction génératrice des probabilités d ’une B inom ia le (n ,|). Pour la partie
(b), on cherche à développer <pT„(t) =  t kP (T n =  k). On commence par écrire a n 
comme un polynôme en t. Pour cela, on écrit les Ax et A2 de la manière suivante 




\ n  \ n  
A1 ~  A2
Ai — A2
^ [ ( (  +  A ) “ - ( f - A ) ”]
1
2n~i E
fc=0, k im p a ir
[ f l - 1
- r ^ { t  




,  r t i - i
,t: '  n —2 k —1=  J - y
On—1 /  -i
fc= 0
\  fc 1 2 I 1 /  \  /  A
A )
En effectuant le changement de variable / fc — Io n  trouve
Oir
r s i - i
n - 2 f f l+ 2 f c + l  A P
fc=0




m - k - i
( i
Or,
2k +  1 si n est pair
.n.
2 A: si n  est im pair,
i n  pair 




O ù n  ----
,i- . ,  r ? i - i  /  , r ^ i—fc-i
* {n pa,r} t2k (  p \  2
i —l '2 n ^  V I -  pfc=0 v H
^ l { n  p a i r }
n—1
k
En combinant la dernière équation et l ’expression de Gn pour n  im pair, on trouve
VTn ( t )  =  « n  +  < ( 1  -  ^ ) )  +  « n - l ^ ( l  -  i 2 )
=  Pa ™ M t2k  +  “  P )a n M t2 k + l  +  Y 1  P a n - l , k ( p ) t2 k+ l ~
k k k
pan- i,k - i(p ) t2k+1} )
k
ce qui nous donne le résultat (i). Maintenant, pour n  pair, Gn s’écrit comme suit
Gn(t , t )  =  a n ^  +  t ( l  — — t 2)
=  pan,k{p)t2k+1 +  ^ ( 2  -  p)an>k- i{ p ) t2k +
k k
^ 2  Pan -l,k (p )t2k - ^ 2 p an- i , k - l { p ) t2k}^ 
k k
ce qui nous donne (ii). □
Ayant trouvé la forme de la fonction de masse de Tn dans le cas général, on peut donc 
donner quelques points particuliers. Le prochain corollaire donne cette fonction de masse 
pour 0 , n  et n — 1 .
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C oro lla ire  2.5
Sous la condition pk,i =  p, Pk,2 =  1 — P, on a pour tout n >  1
P (T n =  0) =  2 (p( 1 -  p ) ) (n+1)/2 l {n impair} +  (p (  1 -  p ) ) " /2  l {n pair}, (2.9)
(2.10)
P (Tn =  n) =  pn+1 +  (1 — p)n+1,
P (T n =  n -  1) =  ^ ^ [ ( i  -  P)n ~  P i -
D ém onstra tion
D ’abord, on commence par remarquer que P(T„ =  0) =  iprn (0). Sous la condition pk< 1 =  p , 
pk 2 =  1 — p, l ’équation (2 .8 ) avec t =  0 , on a Xi =  —A2 =  y / p ( l  — p), 
et
( (p ( l — p )1 n 1^ 2 si n  im pair 
si n  pair,
on obtient donc
P (Tn =  0 ) =  <pTn(0) =  Qn2 p (l -  p) +  a „_ ip ( l  -  p)
=  2 (p(l -  p))(n+1)/2 I{n impair} + (p(l “  P ) ) ^  I{n pair}
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Par des arguments combinatoires, i l  est facile de calculer directement P (T „ =  n) et 
P (Tn =  n — 1) . En effet,
P (Tn =  n)
P (Tn =  n — l )
=  P (n + l  \  / n + l  '+ P  n w i = ° î
fc=l /  1 yn + l  n + l
n^+iK1 - Pk)
fc=i *;=i
/>n + i + ( i - p ) n+ i .
/  n  fc n + l  >
p ( I K f K * * . '  =  ! }  f l  { * M  = 0}}





\ n + l —fc
e i i p (x m = i ) n  p ( ^ . i = » )
fc=l i = l
ï > ‘ ( 1 - p ) ’
fc=l
d - p r + b
fc=i
=  ( 1 - P )
p ( l  -  p)
1 -  2 p
n + l  P
i - p  i - i ?ï  
k i - p) ” - p"].
R em arque 2.6
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Dans le cas où pfc,i =  l / k ,  on a
p(rn =  n - i )  =
et donc pour n  grand, on a (n +  1)P (Tn =  n  — 1) — > e.
n —ïoo
La prochaine section est une application aux urnes de Pôlya qui é tab lit le lien avec les 
résultats précédents dans le but de rendre les choses plus claires.
2.4 Application à l ’urne de Pôlya
En vertu du théorème de représentation de de F ine tti pour des suites de variables 
aléatoires de Bernoulli échangeables, les résultats ci-dessus sous l ’hypothèse p^ i  =  p, 
Pk,2 =  1 — p (i-e Corollaire 2.3 partie (b) et Théorème 2.4), nous permettent de décrire la 
d is tribu tion de Tn pour r  =  2, où les vecteurs Xfc>2), k >  1 ne sont plus indépen­
dants, mais se posent dans le contexte de modèle d ’urne de Pôlya de deux couleurs, rouges 
et blanches (voir chapitre 1 pour plus de détails). Cela engendre une suite de vecteurs 
(Xk, i ,Xk,2), k >  1 , où X k 'i =  1 — X k t2 vaut 1 ou 0 , si la couleur de la boule sélectionnée 
au kéme tirage est blanche ou rouge respectivement. Par conséquent, la suite Tn compte 
le nombre des paires consécutives de tirages de même couleur, parm i les n  +  1 premiers
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n fc n + l
z n î  n<i-ï>
fc=l i = l  i —k+1  





k! n  -1-1
1 n_1 1
—  V -n +  1 k\ ’ fc= 0
tirages. Maintenant, dans un tel cas, le Théorème 1.27 im plique la représentation
l u , . . . , X n + i  i i.i.d . Bernouilli(0), avec 9 ~  Bê ta ( - ,  - ) .  (2.11)
s s
Ceci nous permet d ’obtenir le résultat suivant.
C oro lla ire  2.7
Soit cnJ,k =  V i )  (2A 1) et
B n,kim -  2^CnJ,k X ,  ^  • J ( - l ) 4 ...................................... - ,
(2.12)
pour des entiers positifs n et k, et m =  0 Alors, pour une urne de Pôlya telle que décrite 
ci-dessus de paramètres b, r  et s, nous avons :
a ) si n impair, P (Tn =  2k) =  ,
et P (Tn =  2.k +  1 ) =  ^  [ {2Bn^p  — —
b) si n pair, P (T n — 2k) — ^(2Bntk—i to B nk—\ t\ T  i,fc—i, i] i
et P (T n =  2 k + l )  =
D ém onstra tion
Directement à pa rtir de la représentation (2.11) et le Théorème 2.4, i l s’ensuit que la 
fonction de masse de Tn dans ce contexte d ’urne de Pôlya est donnée à pa rtir  des équations 
ci-dessus avec B n^,m =  E [ Z mantk(Z)] ,  où Z  =  40(1—0), 6 ~  Bêta(^, ^). I l  reste à m ontrer 
que (2.12) est valable pour B n^,m- En effet, on a
E [ Z manik( Z )] =  Y , ^ k E { Z m+^ - k- \ l - Z y - ^ - k- ^ }  
j
/  ■ __  / r n ]  _  r,   i ~ v \
= E  r .■ ) (—1)‘ b[(4#(i - e))j+m-‘]
j  i= 0  '  '
=  B nXm. (2.13)
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Un calcul direct donne
E { Z U( 1 -  Z ) v)) =  pour Z  ~  B ê taC û !,^ ); u, v >  0, (2.14)
ce qui donne le résultat. □
R e m a rq u e  2.8
Dans le cas où on a égalité de nombre de boules rouge et blanche dans l ’urne de Pôlya à 
l ’état in itia l,(b  — r ) ,  l ’expression de R n ,fc,m du Corollaire 2.7 est aussi équivalante à une 
expression plus simple donnée par
Ceci est vérifié en constatant que : ( i)  Z  =  40(1 — 9) ~  Bêta(2b' — 1, | )  quand 9 ~  
Bêta(b ', b’ ), et ( i i )  directement par le calcul de (2.13) et (2.14).
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CHAPITRE 3
Sur le nombre de suites de longueur 2, 
les mélanges de loi de Poisson bivariée 
et des distributions associées aux 
tableaux Bernoulli
Ce chapitre fa it l ’objet d ’un article qui vient d ’être soumi pour publication et qui s’in titu le  
« On runs, bivariate Poisson m ixtures and distributions tha t arise in Bernoulli arrays » 
en collaboration avec D jila li A it  Aoudia et Éric Marchand. Dans ce chapitre, on présente 
une extension de chapitre 1 au cas multidimensionnel, avec l ’étude des lois de S_n =  
(Snti , . . . ,  Sn>r), S =  lim  Sn, Tn =  Y lrj= i S n j et T  =  lim  Tn, où SnJ =  X kJX k+hjn—>oo J n—>oo
et X kj  ~  B e rn o u lli(p kj ) ,  j  =  1 , . . .  , r  . Dans la première partie, en conditionnant sur 
A n+1, on présente un système de récurrence entre Gn et H nj  les fonctions génératrices 
de probabilités de Sn et W_nj  =  (5n,x,. . . ,  Snj ^ i ,  Wnj , . . . ,  SUtr) , j  =  1 , . . . ,  r  respective­
ment. Dans la deuxième partie, nous nous intéressons à l ’étude de la lo i de Tn dans le cas
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où les paramètres sont homogènes c’est-à-dire pk,1 =  Pk,2 =  • • • =  P k , r  =  P k  et on é tab lit 
que la loi de Tn s’obtient à p a rtir  de celle de et vice versa. Dans la troisième partie, 
toujours dans le cas homogène, nous donnons la loi de Sn pour r  — 2 , après avoir résolue 
le système de récurrence entre Gn et H n j . Pour fin ir, on montre que la loi de S est un 
mélange d ’une lo i bêta et d ’une classe de lois discrètes bivariées, c’est-à-dire
S_\a ~  pa , a  ~  a Beta(a, b) ,
aver pa est la fonction de masse bivariée à valeurs dans { 0 , 1, 2 , . . . }  x { 0 , 1, 2, . . .} donnée 
par
e~aQSl+s‘i
P a ( s  1, S2) =: 7------ ; r r ï ï ( S l  +  s 2 +  1 — oc) ; a  G (0 , 1 ] .(si +  s2 +  1)!
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CONCLUSION
Ce mémoire expose une étude détaillée de la d is tribu tion  du nombre de deux succès 
consécutifs associés à une expérience aléatoire où les variables sont de Bernoulli indépen­
dantes, mais pas identiquement distribuées. Le chapitre 1 présente le cas unidimensionnel 
avec une in terprétation combinatoire (problème de rencontres) et une application pour 
le processus d ’urnes dont celui de Pôlya. Le chapitre 2 est une étude du cas bivarié, 
plus précisément la  lo i de Tn =  +  Sn<2 où SHii =  J2k= i ^ k , iX k+i ti, i  — 1,2 avec
Xk,i ~  B e rn o u lli(p ) et .Xfcj +  X ki2 =  1- Le chapitre 3 est une extension du chapitre 1 au 
cas multidimensionnel. Ce chapitre fa it l ’objet d ’un article qui vient d ’être soumis 
runs, bivariate Poisson m ixtures and distributions tha t arise in Bernoulli arrays. » par 
D jila li A it  Aoudia, Éric Marchand et La tifa  Ben Hadj Slimene.
En effet, p o u rX fe =  ( X ktU . . . ,  X k,r) avec ( X k, X kyr+i)  ~  M u lt in o m ia le ( l,p k tl, . . .  ,pk,r+ i), 
k >  1 , nous avons obtenu la d is tribu tion  de Sn =  (5n, i , . . . ,  5„,r ) ainsi que celle de 
5  =  lim  S_n pour r  =  2 et dans le cas homogène c’est-à-dire pk i =  pk 2 =  • • • =  P k  r  =  P k -n—>oo ’ ’ ’
Aussi, on a montré que la d is tribu tion  de S est un mélange d ’une bêta et d ’une classe 
de lois discrètes bivariées qui reste à étudier. Nous n ’avons cependant pas encore réussi 
à obtenir la lo i de S_n ainsi que celle de S_ dans le cas où les pkj  sont non-homogènes. 
Ainsi, i l  serait intéressant de voir des représentations analytiques telle que celle obtenue 
dans[17, section 3] .
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ANNEXE
O n runs, b ivaria te  Poisson m ix tures  and d istribu tions th a t arise in  B ern o u lli
arrays
Djilali A IT  AO UDIA , Éric M A R C H A N D 1, Latifa BEN HADJ SLIM ENE
Université de Sherbrooke, Département de mathématiques, Sherbrooke, QC, CANADA,
J1K 2R1
S u m m a r y
Distributional findings are obtained relative to various quantities arising in Bernoulli arrays 
{Xfcj, k >  1, j  —  1 , . . .  , r  +  1},  where the rows . . . ,  Xfcir+i)  are independently distributed
as M ultinom ia^Epfcj,. . . ,
Pk,r+1) f° r k >  1 w ith the homogeneity across the first r  columns assumption =  • • • =  Pk,T- 
The quantities of interest relate to the measure of the number of runs of length 2 and are 
Sn =  (Sn,h ■ ■ ■ i Sn,r)> S =  limn_>0 0 5n, Tn — X,j —i Sn.j, and T  =  limn_+0 0 T’n, where Sn,j =  
'SS'k=\X k jX k + \,j-  W ith various known results applicable to the marginal distributions of the 
Sn,j's and Sj's, we investigate jo int distributions in the bivariate (r = 2 ) case and the distri­
butions of their totals Tn and T  for r  >  2. In the latter case, we derive a key relationship
1. Corresponding author : eric.marchand@usherbrooke.ca
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between multivariate problems and univariate (r — 1 ) problems opening up the path for se­
veral derivations and representations such as Poisson mixtures. In the former case, we obtain 
general expressions for the probability generating functions, the binomial moments and the 
probability mass functions through conditioning, an analysis of a resulting recursive system of 
equations, and again by exploiting connections w ith the univariate problem. As well, for cases 
where p k,j — for j  =  1 ,2  with b >  1, we obtain the Poisson mixture representation : 
Sj(Vi =  v \ , V2 =  v2) Poisson(uj) w ith (Vi,V2 ) ~  D irichlet(l, 1 , b — 1) which nicely cap­
tures both the marginal distributions and the dependence structure. We conclude w ith another 
mixture representation for p kj  =  a+b^ k_ 1 for j  =  1 ,2  with a <  6 A 1, where we show that 
S\a ~  pa , a ~  aBeta(a, b) w ith pa a bivariate mass function w ith Poisson(a) marginals given 
by Pa(si,s2) =  O l +  52 +  1 -  a) ■
AMS 2010 subject classifications : 60C05, 60E05, 62E15
Keywords and phrases : Arrays, Bernoulli, Binomial moments, Dirichlet, Multinomial, Poisson 
distribution, Poisson mixtures, Runs.
3.1 Introduction
Consider Bernoulli arrays (A it Aoudia and Marchand, 2010) { X kj , k  >  1 , j  =  1 , . . . ,  r  +  
1 }, where the rows {X kti , . . .  ,X ktr+ i)  are independently distributed as 
M u ltino m ia^hp fc ,!,. . .  ,Pk,r+ 1) for k >  1 and which arise for instance in  sampling w ith  
replacement one object at a tim e from  an urn w ith  r  +  1 colours. Quantities o f interest 
include the number of runs Snj  =  Y lk= i X k jX k+^ü of length 2  in the column, the ir 
to ta l Tn =  ^ n j among the first r  columns, and the lim its  Sj =  l im , ,^ ^  Snj  and
T  =  lim ^o o  Tn. A  fascinating result is as follows.
R e s u lt A . For the case pkj  =  the d is tribu tion  of Sj is Poisson(l).
This was recognized in the mid 1990’s by Persi Diaconis, as well as Hahlin  (1995), and 
earlier versions are due to A rra tia , Barbour, Tavaré (1992), Kolchin (1971), and Goncha­
rov (1944). This elegant result has inspired much interest and lead to  various findings 
relative to the distributions of Snj  and Sj for various other configurations o f the {pkj } 's ,  
relationships and implications for Pôlya urns, records, matching problems, marked Pois-
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son processes, etc, as witnessed by the work of Chern, Hwang and Yeh (2000), Csôrgô 
and Wu (2000), Holst (2007,2008), Huffer, Sethuraman and Sethuraman (2009), Joffe et 
al. (2004, 2000), M ori (2001), Sethuraman and Sethuraman (2004), among others. As an 
exemplar, a lovely generalization of R e s u lt A  is the Poisson m ixture representation
S\U  ~  Poisson(aU) w ith f /  ~  Beta(a ,b ) ,  for pkj  = ------7— 7------ , a >  1,6 >  0 , (3.1)
a “I- b "I- k 1
as obtained by M ori (2001).
W ith  known marginal d istributions for the Sn/ s  and the S'/s for various configurations 
o f the Pfc/s and a clearly negative pairwise dependence, further questions o f interest 
concern the jo in t d is tribu tion of the vectors Sn =  (Sn> 1, . . . ,  Sn_r ) and S =  lim ^ o o  S„. As 
well, the d istribu tion of the totals Tn and T  are also of related interest. W ith  such Poisson 
d istributions and Poisson mixtures arising na tura lly  in these univariate ( r  =  1) situations, 
i t  seems natural to investigate m ultivaria te versions o f such results. Said otherwise, in 
what sense and for which configurations of the { p ^ / ’s, can analytical extensions of 
R e s u lt A  and (3.1) be obtained?
In  th is paper, we obtain m ultivariate generalizations for the homogeneous along column 
case (i.e., first r  row components identically d istributed) where pkt 1 =  • • • =  pk r . As in 
Joffe et al. (2004) and A it Aoudia and Marchand (2010), we first obtain by conditioning 
a recursive system of equations involving the probability  generating functions o f the 
Sny s in  Section 2.1. This perm its us, in  Section 3, to  obtain key result (Theorem 3.3.1) 
linking the m ultivariate r  >  2 d istributions o f Tn and T  to  univariate ( r  =  1) analogs. 
This is especially useful given tha t results like (3.1) are available and, hence, corollaries 
are derived. As an illustration, for pkj  =  Ar+Afc_1, we show tha t the d is tribu tion  of T  is 
Poisson(A) and, for pktj =  k_ “+rb, we obtain a Poisson m ixture representation for the 
d is tribu tion  of T  w ith  a Beta m ixing variable. In  Section 4, we obtain (Theorem 3.4.3) 
for the bivariate case explicit expressions and representations for the d istribu tions o f S_n 
and 5. In  particular for the case pkj  — ^  w ith  b >  1, we show ( Theorem 3.4.3 (b ))  
tha t the d is tribu tion  of 5  is the m ixture of two independent Poisson (V*), i  =  1,2 w ith  
(V i, V2) having a D irichlet d istribution, w ith  some definitions and prelim inary results on 
such m ixtures given earlier in Section 2 .2 . This represents a natural extension o f (3.1) 
for a =  1 as one recovers the univariate result w ith  the Beta marginals o f the D irich let 
and the sought-after dependence structure as reflected by the dependence of the D irich let 
components Vi and V2. Yet another m ixture representation is given in part (c) o f Theorem 
3.4.3. B u t i t  is quite different as the m ixing parameter is univariate and the dependence 
is reflected otherwise through a bivariate d is tribu tion  w ith  Poisson and non-independent 
marginals.
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3.2 Preliminary results, definitions and notations
3.2.1 D efin itions, recurrences for p g f’s and b inom ial m om ents
We work w ith  the quantities X k, Snj , Sj, Tn, T , Sn and S as defined in  the In troduction. 
A it  Aoudia and Marchand (2010) studied the d is tribu tion  o f Tn for the bivariate case 
( r  =  2) and the homogeneous (in k ) case w ith  pk,i =  p,Pk,2 =  1 — p (and pk,3 =  0) for all 
k. We obtain here elegant representations and relationships for the d istribu tions of the 
vectors Sn and 5  as well as those of the totals Tn and T  for various non-homogeneous in 
k  configurations of the pk/ s  but w ith  identically d istributed components o f A fc, in  other 
words
Pk, 1 =  • • • =  Pk,r =  Pk (say). (3.2)
We pursue by setting S0,j =  0  for all j  and by introducing the auxiliary random variables
WnA, W n tr where
W nj :=  ‘S 'n-ij +  X nj , n  >  1, j  G { 1 , . . .  , r }  . (3.3)
By conditioning, we obtain the following recurrence for the probability  generating func­
tions (pgf) G o ,G i,(? 2 , . . .  o f the random vectors Sq, S ] , S2, . . . ,  which also involves the 
array of pg f’s
H nJ(t 1, . . . ,  t r ) =  E [tY nJ n  i « > u e { l  r } .
L e m m a  3.2.1 We have fo r  a ll t  =  { t \ , . . . ,  tT), n  >  1 , j  G { 1 , . . . ,  r } ,
r r
(1) Gn(t) =  (1 -  Gn- i ( t )  +  ^ 2 p n + l, i H n:i(t)
i—1 i= l
r r
(2 ) H n+ lJ(t) =  (1  -  X ^P n+ l.i) G n -lU ) +  'E 'P n + lj H n,i(t)-
i= l i= l
P ro o f. We condition on X_n + l. We obtain w ith  the independence of the A fc’s and the 
definitions of the sequences Sn and Wnj
£ { S n \ X n+1 =  (0>0 , . . . , 0 ) ) = - c ( 5 b_1) ,
£  { s n I 2Ln+l =  (1, 0, • . • , 0 )) =  £  (Wn<1, Sn- 1,2 > . . . , -S'n-i.r) ,
£  { s n I X.n+1 =  (0 , 1 , 0 , • • • , 0 )) =  £  (Sn_u , W n>2, . . . ,  5 „ _ l i r ) ,
£  (iSn I 2 Cn+l =  (0 , • • • , 0 , 1 )) =  £  (Sn_ iti, • • ■ , Sri—l,r—1 > Wn,r) •
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Result (1) follows since
r
Equations (2 ) follow along the same lines by conditioning again on X  
A  rearrangement of the above system of equations is as follows.
^-n+ l •
L e m m a  3.2.2 We have fo r  a ll t =  ( t 1; . . . ,  t r ), n  >  2, j  E { 1 , . . . ,  r }  :
r
( ]/)  Gn(t) — Gn- i ( t )  +  Pn, j  P n + l J  ( t j  — 1 )
(2') H nj ( t ) — Gn- i ( t )  +  pn,j ( t j — 1) H n~ ij ( t ) .
P ro o f. (2’) follows at once from  the difference (2) - (1) in Lemma 3.2.1, while (1’) follows 
by rewriting (1) in  Lemma 3.2.1 as Gn(t) =  Gn_ i( t  ) +  P n + ij(H n j( t  ) -  Gn_ i( t  )) 
and making use of (2 ’).
As in Holst (2008), we w ill make use o f probability  generating function and probab ility  
mass function representations o f a non-negative integer valued random variable Z  which 
involve the binom ial moments -E '(f); k G { 0 , 1 , 2 , . . . } ;  where (^) is taken to  be equal to  
0 for r  >  2 . Indeed, the probability  generating function ipz o f an non-negative integer­
valued random variable Z  w ith  radius of convergence greater than 1 can be expressed 
as
For the bivariate case w ith  non-negative integer valued components Z \ and Z2, analogous 
relationships are
and the probability  function o f Z  can be w ritten  as
(3.5)
£ ( * ? ■ * ? ) =  E  E ( t 1) ( ? ) ( ( , “ 1)‘ ( ‘ 2 ~ 1)' ’ (3 '6)
and P (Z 1 =  x 1,Z 2 =  x 2) =  J ]  E
k > X l , l > X 2
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3.2.2 B ivariate P oisson  m ixtures
We elaborate here on bivariate Poisson m ixtures which w ill arise in the lim itin g  d is tribu ­
tion of S_n in Section 4. We denote (7 ) -  and (7 )* as descending and ascending factorials 
respectively w ith  (7 )a =  (7 ) 0  =  1 , (y )à =  I I f = o ( 7  ~  i)> and (7 )fc =  I l j I o ( 7  +  j )  for
k =  1 ,2 ,   As well, we denote 1 F\ (7 1 , 7 2 ; z) as the Gauss hypergeometric function
given by g i l t  e K.
D é fin it io n  3.1 We w ill say that the d istribution U — (C/i, C/2 ) is a bivariate Poisson 
mixture with m ixing parameter F  whenever there exists a random variable V  such that 
Ui\Vi ~ indep- Poisson{Vi) and V  =  (P i, V^) is a bivariate vector on [0 ,0 0 ) x [0,oo) with  
c d fF .
The next lemma brings in to play bivariate D ir ic h le t(a i,0 2 , 0 3 ) ; a* >  0 ; densities
- V i -  v2)a3~1 l s (v i ,u2) ,
w ith  S =  { (u i,u 2) : v\ >  0, v2 >  0 , V\ +  v2 <  1 }, the ir lim itin g  versions as a3 —>■ 0  (which 
we denote D irich le t(a i, a2 , 0)) where the associated random vector V  is degenerate on the 
line segment V\ +  V2 =  1 w ith  V\ ~  B e ta (a i,a2), as well as the bivariate hypergeometric 
function or Humbert <I>2 function given by
■iuk
The connection between these two entities, which we exploit in the following lemma, 
is that the probability  generating function of a D irich let (a 1, a2, a3) random vector V  is 
given by (Lee, 1971)
4>v{h ,t2) =  E ( t \ x t%2) =  $ 2 (a i ,a2,a i  +  a2 +  a3, log (ti), log(t2) ) . (3.8)
This is obtained in  a straightforward manner by expanding the exponential terms in  the 
evaluation of the moment generating function (mgf) and is also valid for cases where 
a3 =  0 by a direct evaluation of E { t \ l t \~ Vl).
L e m m a  3.2.3 Consider a bivariate Poisson mixture d istribution U w ith m ixing variable 
V  ~  D irich le t(a i,a2,az), and a\ >  0, a2 >  0,a3 >  0. Then,
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(a ) U has probability generating function  <l>2(a i, a2, cq +  a 2 +  «3 ^ 1  ~  1 ,^ 2  ~  1)> and 
probability mass function given by
p (U 1 = i , U 2 = j )  =  f 1 Y  ( . (3.9)
î l j !  k>0,l>0 kl 11 ^  +  ° 2 +  ®3) fe+J+i+J
(b ) For cases where a j =  a2 =  1, the d istribution o f U\ +  C/ 2 ts : ( i)  a Poisson m ixture  
with U i +  U2\W  ~  Pcwsson(ty), W  ~  Beta(2, a^) fo r  a3 > 0 ;  and ( i i )  Poisson( 1) 
fo r  a3 =  0 .
P ro o f, (a ) W ith  the conditional Poisson representation of U  and (3.8), we have i? [£ fl t^ 2] - 
E v ( E [ t? t? \V ] )  =  E v [ev« t' - » +v* t o - V } = f o { ( t ' - 1,e*>-1) =  $ 2 (a i ,a2 , a x +  a2 +  a3,h  -  
1, t2 — 1). 2 The probab ility  function is obtained w ith  the help of (3.6) and (3.7).
(b )  W ith  the conditional Poisson representation, we have U\ +  U2\V  ~  Poisson(Vi +  V2) 
so tha t the result is immediate when 03  =  0. For a3 >  0, the result follows by verifying 
d irectly tha t V\ +  V2 ~  Beta(2,a3) whenever (V i, V2 ) ~  D irich le t(1, l , a 3).
3.3 Distribution of the totals Tn and T
For studying the d istribu tion of Tn, i t  suffices to  consider the probab ility  generating 
function Gn( t i , . . .  , t r ) of Sn evaluated at t i  =  • • • =  t r . Simplifications w ill thus follow 
in  Lemma 3.2.2. Moreover, in the particu lar cases where we have assumption (3.2), the 
components 5n> 1, . . . ,  SThr are equidistributed for a given n, and the same is true for the 
W n j’s, j  =  1, • • •, r . As a consequence, the quantities H nj ( t , . . . ,  t) w ill be, for fixed t 
and n >  1 constant in  j ,  j  =  1 , . . . ,  r. And th is  also leads to  further sim plifications when 
applying Lemma 3.2.2.
Our key finding, which we now proceed to  describe, establishes a l in k  between a m ultiva­
riate problem w ith  r  >  2 and an univariate problem where r  =  1. This w ill be especially 
useful given the known results in  the lite ra ture  applicable to  the d is tribu tion  of Tn and 
T  for r  =  1.
T h e o re m  3.3.1 Let ^,n,p1,p2,...„p„+i ( ’) probability generating function  o f Tn w ith
assumption (3.2). T e t ^  rpi rp2 rpn+i(-) be the probability generating function  o f S 'n =
2. We note here the general relationship between the probability  generating function o f the Poisson 
m ixture U  w ith  the moment generating function o f the m ixing variable V, which also illustrates tha t 
the Poisson m ixtures in D efin ition 3.1 are identifiable.
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^fc^Gc+i where Xk ~ md' B e r(p 'k) ,k  >  1. 3 Then, we have fo r  a ll n >  1, r  >  2 :
  |
^Vpi,/>2, ,Pn+i ~~ ^n,rpi,rp2,... ,rp„+i ^ ~ ) j u > 0 ;  (3.10)
E G ” )  =  { 0 , 1 , 2 , . . . } ;  ( U l )
P ( T n = j )  =  . . , » } •  (3.12)
Furthermore, the above applies to T  =  linin^oo Tn by replacing Tn by T , S'n by S' =  
lirnn.+oo S 'n, and taking n  —» oo.
P ro o f. (3.11) and (3.12) follow from  (3.10), (3.4) and (3.5). There remains (3.10). 
As remarked upon at the outset of th is section, we have for fixed t  : Gn( t , . . .  , t )  =  
V£,Pllp2, . . „Pn+1(*) =  4>n(t) (say, for short), and H nJ( t , . . . , t )  =  hn( t ) (say) by v irtue  of 
assumption (3.2). We now rewrite Lemma 3.2.2’s system of equations as
i f n{t)  =  ip n -i( t)  +  (rpn) (rp n+i)  -— -  h „ _ i ( f ) ,
r
K ( t )  =  4>n-i(t) +  rp n ------- hn_ i ( t ) ,
r
for n >  2. Now, we set xfn(t) =  an( ^ r ) ,  hn{t) =  bn( ^ r ) ,  and p'n =  rp n , so tha t the above 
system of equations becomes
an(u) =  a „_ i(« ) +PnP'n+i u b n -i(u )  
bn{u ) =  an_ i(u ) + p 'n ubn- i ( u ) ,
for n >  2, u € R. The last two systems of equations te ll us tha t ^n,Pl,P2, ,Pn f , (ru  +  1) =  
an(u) =  il’^ rpurp2t ,r p n M  ('« +  1), for a ll n > 2  and the result follows. F inally, results carry 
over to T  in the same manner.
Theorem 3.3.1 describes a powerful relationship between our r  >  2 problem of identify ing 
the d istribu tion o f Tn, or of T , and a corresponding univariate or r  =  1 problem for which 
there exists already a certain number o f results in  the literature. We conclude th is  section 
w ith  applications of Theorem 3.3.1.
E x a m p le  3.3.8 (Constant case pk =  p ) For the constant case Pk =  P, P <  we have 
p 'k =  r P an(t (e-9-> H irano et al, 1991 ; Holst, 2008)
3. Note th a t we must have rp k <  1 for a ll k  € { 1 , . . . ,  n +  1} given (3.2).
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fo r  k >  1, with (3.11) and (3.12) yielding the binomial moments and probability mass 
function o fT n. For instance, we obtain fo r  j  =  0 ,1 , . . .  ,n,
P (T „  = j )  =  + ( £  Q 1 1 )  (" + ‘ “ *) (rp)')I(*>.)} ■
To conclude, observe that fo r  p =  1, we have p 'k =  1 so that P (S 'n =  n) =  1 and 
E ( ts'n) =  t n . Theorem 3.3.1 s till applies and (3.10) yielding E {u Tn) =  (1 +  i.e.,
Tn ~  B in(n, 1). This serves more as an illustra tion as the result here fo r  the d istribution  
o f Tn follows at once from  the representation Tn =  Y k = i {^2Lk=2Lk+i} the ind ica tor 
variables I [ x k= x k+1} independently distributed as B e rn o u ll i^ ) .
E x a m p le  3.3.9 (Case where pk =  ffâ+6+ T -i)^
In  the setup fo r  Tn with assumption (3.2), consider cases where pk =  r (Q+fc^ _fc_1) with  
a >  0, b >  0. The analysis fo r  general a,b w ill cover many interesting particu la r cases 
which we w ill point out below. F irst, fo llow ing Theorem 3.3.1, we consider the univariate  
sequence S 'n with p'k =  rpk =  — . From Holst (2008) we have fo r  & € { ! , . . . , « }  :
« %  (— r — «  è  (t_ +1 _ • <3 1 3 )a +  b +  n)h j - *  \ k  -  j J  \  j  ) { a  +  b)j
and e ( S' )  =  • (3.14)
\ k j  kl ( a +  b)k v '
Theorem 3.3.1 along with expressions (3.4) and (3.5) yield immediate expressions fo r  the 
binomial moments, the probability generating function and the probability mass function  
o fT n through the binomial moment identity (3.11). S im ilarly, fo r  the d istribution o f T , 
we obtain
( T \   (fOfc_ fc =  Q 1  .
\ k )  r k k\ (a +  b)k ’
E { u t ) =  i F i ( a ,  a  +  fc; Q ^ ~ 1 ) ) ;
r
P (T  =  j ) =  Y  ( - 1 ) * - ^ — ___
\ j j r k k \ ( a +  b)k-
Moreover, i t  is straightforward to verify the follow ing representation from  the above, which 
constitutes a m ultivariate (r  >  1) generalization o f (3.1).
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C o ro lla ry  3.3.1 For cases where pk =  ^ia+b+k-\) Wl^  a >  0,b > 0, the d istribu tion o f 
T  admits the fo llow ing Poisson m ixture representation :
T \L  =  I ~  Poisson( —  ) , L  ~  Beta(a, b ) . (3.15)
r
We signal the fo llow ing fu rthe r applications.
( I)  W ith b — 0 and a =  r \  ; A >  0 ; , i.e., pk =  we obtain that T  has a Poisson
distribution w ith mean equal to A. When r  =  1, this corresponds to result (3.1) w ith
6 =  0 .
( I I )  For the distributions o fT n and T  w ith the configuration Pk =  k_ f+rb, w ith b' >  a',
the results above also apply by taking a =  ra ! and b =  r ( 6' — a'). Corollary 3.3.1
hence yields the representation T \L  =  I ~  Poisson(l), L  ~  B e ta (ra ',r(b ' — a' ) ) , fo r  
such p k ’s.
3.4 Distributions of S_n and S_ : bivariate case.
In  th is section, we analyze the bivariate case ( r  =  2). Our goal here is to  solve Lemma 
3.2.2 system of equations and derive exp lic itly  the d istribu tions of S_n and S_ for various 
configurations of the pCs under assumption (3.2). We w ill make use o f the following result 
involving the mixed binomial moments o f Wn^ and Sn- i t2 which we denote as
OnAi =  E ^ ’1)  ( 5n" 1,2)  ; n >  1, k >  0,1 >  0. (3.16)
L e m m a  3.4.4 For the mixed binomial moments in  (3.16), n  >  2, and pairs ( l , k ) such 
that I >  1 , k >  1 , we have
0"n,k,l =  • ( 3 - 1 7 )
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P ro o f. We proceed by induction on n. The result is easily verified for n =  2. F ix  (k , l ) 
and assume tha t the result is true for n  =  2 , . . . ,  m. We condition on 2Lm+i to  obtain
^  (W mA +  1 \  /S m_1>2\  ASm_ u \  f w m,2\
am+hk,i -  P m + iE ^  k t J + p m+1E(^ k t J  +
~  Pm+l®m,k,l "t” “t” ( 1 -Pm— ] ) E  (  ^  ^  ^
“  P m + l® m ,i,fc  ~f~ Pm+l®m,l,k— 1 "h Pm+1® m,l,k +  (1  — 2pm+1)E ^  1’1^  ^  m^ 1,2^
= P^ Vm- ] + 1 ) ( s T 2)  ^ - E(S7M) ( V ) +
+ (1 -? * « )e( V ) ( V )
where we have used the binom ial identity  (6^ 1) =  (^) +  ( J ^ ) , and the underlying symme­
try  stemming from  (3.2) which translates to  the interchangeability of 5m_ i,i and Sm- i ,2 
and the equality between E (H/]>1) (5m^ 1,2) and E ( ‘s'm^ 1,1) ( WJ ’2)- Since the above holds 
irrespectively of (k , l ), the result follows.
R e m a rk  3.4.1 The above identity is somewhat unusual and surprising but rendered pos­
sible by the very special structure o f the pairs {W n i^,  5 „_ i i2) and the homogeneity assump­
tion (3.2).
The next result expresses the jo in t p robability  generating function o f (Sn,i, S'n,2 ), as well 
as tha t of (Wn,i, Sn_ i)2), in terms of marginal binom ial moments.
T h e o re m  3.4 .2  Under assumption (3.2), we have fo r  n >  1, (< i, i2) £  M2 :
( i ) G „ ( f , , t 2) =  £  { E ^ ^ - p ^ . E ^ " - 1: 1! ) ' ! » » } } ^ - 1) ^ - 1)'-
+  ' E i E ( w T ' 1)  "  - « w ( t l  ~  1)k ’
k >  0, '  '  '  '
and (ii) H „ A( tu t 2) = X3E(H/r ) (i,_1,<:+ T .  E( t ‘+i‘) (‘1_1)‘('2_1)''
fc> 0  fc>0 , / ^  X
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P ro o f. F ix  (£1,^2 ) £ ®2- Define Gn , i / n i and H n 2 such that
G„((i,t2) = E
fc>U>i '  '  '  '
= E  (S"71,2) (ti - 1)t{*2 “ 1>'-
a n d ff „ ,2 ( f „ f 2) =  E  S ( IV/ ‘ I ) (V) (f> -  1) ‘ ( ' 2 "  1,1
1 .^ .1  7">1 \  /  \  /k>U>i
We write  for all n  >  1
k , l
=  — 1 +  Gn(ti,  1) +  G n(l) £2 ) +  G n(ti,  t 2) . (3.18)
Similarly, we have
Hnti ( t i , t2 ) =  H n^{t2 i t \ )  =  —1 +  1) +  Gn_ i( 1, £2 ) +  #n ,l(£ l, £2 ) • (3.19)
From equation (2’) of Lemma 3.2.2 and (3.19), we obtain for n  >  2
— 1 +  1) +  G„_i(1,£2) +  H n i^ ( t \ , £2 ) =  Gn- l ( £ ld 2 )  +Pn(£l  — l ) # n —l,l(£l> £2 ) >
or equivalently
— 1 +  i/n ,i(£ i, 1) +  Gn~ i(  1, £2 ) +  H nyl( t i ,  £2 ) =  Gn_ i(£ i, 1 ) +  Gn_ i ( l ,  £2 ) — 1 +  Gn_ i(£ i, £2 ) ,
+Pn(£l — 1 ) ( — 1 +  (£l i 1 ) +  Gn_2 ( l ,  £2 ) +  Lfn—l,l(£ l, £2 ))
given (3.18) and (3.19). Using (2’) of Lemma 3.2.2 again and sim plifying terms, we obtain
H n i (£i, £2 ) =  G„_i(£ i ,  £2) +  Pn(£i ~  l ) { G n_2 ( l i  £2 ) — 1 +  £2 ) }  . (3.20)
Similarly, we have
H n,2 (h ,h )  =  Gf„_i(£i ,  £2 ) + P n (£2 ~  l ) { G n_2 (£i, 1) — 1 +  / /n - i,2 (£i»£2 ) }  ■ (3.21)
Now, Lemma (3.4.4) tells us that, for all n ^  2,
H nA( - , ‘) =  H n,2(-r), (3-22)
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which implies along w ith  (3.20) and (3.21) tha t
(^ i—1) +  Gn- 2 ( 1 , ^ )  — l )  =  (^2 1) (-^71—1,2(^11 2^ ) +  Gn- 2(t\ ,  1) — l )  , n  >  2.
W ith  the definitions o f Gn_2 , H n - i  and the binom ial moments am^,i, the above becomes 
equivalent to  :
« n - i , f c , z ( ^ i  ~  l ) fc+1(^2 —  1 ) *  +  n n _ l i o , i ( t i  —  1)(^2  —  1 ) (
fe,/>i i> i
=  ^ 2  a n - l , k , l ( t l  ~  l ) fc(^ 2 — l ) i+1 +  E « - l ^ l  ~~ — 1) •
k , l > l  fe>l
W ith  the above holding true for all ( t i ,  t 2) G M2, we equate the coefficients of ( t\ — l)-9 ( t 2 — 
1 ) to obtain tha t Un—i,i,/i—1 — dn—i,o,h for a ll h 1 , — cin—1,0,0 for all g 1 ,
and an- i , 9,/i- i =  «71- 1,9 - 1,1 =  • • • =  on_ 1,1,9+ * - !  =  an_ li0,9+/i for all g >  1, h >  1. We thus
infer that
® m , j ,k  =  ® m ,0 , j + / i  =  ^  ^  ^  ^  ^  9•> h  —  0  1
and ( ii) follows w ith  (3.19). F ina lly ( i)  follows from ( ii)  and (2’) of Lemma 3.2.2, and
the proof is complete.
W ith  the probability  generating functions Gn (and # n,i) being of the form  Y)k 1 cn,k,i(t 1 — 
l ) fe(^2 — 1 ) ( for all n >  1 , the corresponding probability  mass functions p {x 1,x 2) =  
P (S n, 1 =  x u Sn,2 =  x 2) (and P(W n} 1 =  X u  -S n—1,2 =  x 2)), are, by (3.7), given by
p (X l,x 2) =  ] T  ( - l ) k+l- Xl~X2 cnM  (  k \  (  1 Y  (3.23)
k> A j> X2 W  w
Hence, Theorem 3.4.2 combined w ith  univariate results applicable to  the binom ial mo­
ments o f the «S'n—1,1 and Wn< 1, such as those given in  Examples 3.3.8 and 3.3.9, lead to  
specifications of the probability  generating and mass functions of Sn and o f (W ntl, 5 „_ i>2) 
for configurations where pk =  a+b+k- i  (a — &) an<f  P k  =  P  (p <  1/2)- The same is true for 
the lim iting  d is tribu tion  S o f Sn as we have the following consequence of Theorem 3.4.2 
by taking n —> 0 0 .
C o ro lla ry  3.4.2 Under assumption (3.2), the probability generating and mass functions  
o f S_ are given by
E(if1ifa) = nlimoGn(t1,t2) =  e (  ^  V *! -  l)*(i2 -  l)1,
7 1 °° fc>0,/>0 '  '
ani P(S‘ - E(*+ *) (**) (-)
76
T h e o re m  3.4.3 Under assumption (3.2) w ith p^ =  Q+h°fc_1, 0 < a <  b,
(a) The probability generating and probability mass functions o f S_ are given in  Corollary 
3-4-2 with
(  S j \  _  ak+l {a)k+i . .
\ k  +  l j  (k +  l) \ (a  +  b)k + l’ 1 j
(b )  For a =  1, the distribution o f S is a bivariate Poisson mixture, as in  D e fin ition  3.1 
and Lemma 3.2.3, w ith V  ~  D iric h le t(a i =  1, Ü2 =  1, 0 3  =  b — 1) ;
(c) F o ra  <  1, the distribution o f S_ admits the representation
5 |q  ~  pa , a  ~  a B e ta (a ,b ) , (3.25)
with pa the bivariate probability mass function on { 0 , 1 , 2 , . . . }  x ( 0 , 1 , 2 , . . . }  given 
by
e ~ a a Sl+S2
P a(s i,s2) =  -,—   t T v t K  +  s2 +  1 -  a)  ; a  G (0,1] . (3.26)
+  «2 +  i j '
P ro o f. The first part follows as an immediate consequence of Corollary 3.4.2 and the 
binomial moment identity  for Si given by Holst (2008). For a =  1, we have E  ( fc^ ;) =  
and thus E f t f 1 t f 2) =  4>2 (1,1,6 — l , t i  — 1,£ 2 — 1), ( t i , t 2) G R 2. This, along 
w ith  Lemma 3.2.3, implies part (b ). For part (c),  given tha t the p robab ility  generating 
function o f 5  is necessarily expressible as in  (3.6), i t  w ill suffice given part (a ) to show 
that
k J  \  I J  (k  +  £)! (a +  ^)fc+/ ’
(3.27)
under representation (3.25)-(3.26). In  turn , i t  w ill suffice to show that the m ixed binom ial 
moments of (S i, S2) under p robability  function pa are given by
E X ' »
a k+l
W + W -
, for non negative integers k, I, (3.28)
77
since this would im p ly  along w ith  representation (3.25) tha t E [ (Sf )  (Sl2)] =  E ( ) =  




S l > 0 , « 2 > 0
e - a  a V + k + l
y> o
E
y >  0
(y +  k +  l +  1)
e - a  a y + k + l
(y +  k +  l  +  l )
e a a k+l a
(k +  l  +  l ) \ ^ y \J 2 ~ j ( y  +  k +  l +  l ~ a )  =
a ‘k + l
(k +  l)\ ’
The bivariate Poisson m ixture representation of S extends in a most interesting way 
the known marginal d is tribu tion  representation for S i and S2 (i.e., 3.1) expressible as a 
Poisson m ixture w ith  a m ultip le  o f a Beta as the m ixing distribution. Here S i and S2 are 
clearly dependent but the representation tells us tha t they are conditionally independent 
and the dependence is reflected through the dependence of the m ixing components of the 
D irichlet. When 6 = 1 ,  note that here the m ixing variable for V  is a degenerate D irich let 
(e.g., w ith  a3 =  0) or again uniform  on the line segment Vi +  v2 =  1. The Poisson(l) 
d is tribu tiona l result for the sum T  when a =  b =  1 hence follows from  Lemma 3.2.3 
but was obtained in a more general setting in  Corollary 3.3.1 (application I). Similarly, 
when a =  1, we obtain from  part (b )  o f the Theorem and Lemma 3.2.3 the m ixture 
representation
T \ W  =  w ~  Poisson(tc), W  ~  Beta(2, b — 1),
but this, alternatively, follows also from Corollary 3.3.1. In  contrast to  the D irich let 
m ixing (when b >  1 ), the dependence in  representation (c ) is reflected through the 
conditional d istributions o f (S i, S2), and the m ixing variable a  is univariate. Furthermore, 
i t  is readily verified tha t the conditional marginal d istributions of S,|o! are Poisson (a),  
which is consistent w ith  the univariate result in  (3.1). We conclude w ith  some observations 
on the probability  functions pa in  (3.26).
R e m a rk  3.4.2 The bivariate probability function in  (3.26) has a simple enough fo rm  
so that is possibly has arisen in  previous work, but we cannot identify such a source. 
Anyhow, it  is most interesting that it  arises here in  a natural way from  the B ernoulli 
array in  the representation o f S fo r  the configuration pk =  ^ + 1 - 1  > 0 <  a <  6  A 1. The
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probability generating function , using the binomial moments at the end o f the proof o f 
Theorem 3-4-3 and (3.6), may be w ritten as
w, a  t \ -  f  (*si +s2\ _  v -  i ~  1) fc (*2 ~Wo\t 1^2) 2 / /   ^® /1 . i\j
k,l> 0  ^ '*
,4s seen above, the marginals are Poisson(a) distributed. These distributions governed by 
pa possess at least two other interesting properties :
( i)  the d istribution o f S1 +  S2 (conditional on a )  is given 
Poisson(a) w ith a B em ou lli(a ) ;
( i i)  the correlation coefficient between S1 and S2 (conditional
Concluding Remarks
The main findings in  this paper concern the numbers of runs of length 2 in  Bernoulli 
arrays w ith  independently d istributed m ultinom ia l d is tribu ted rows and identically dis­
tributed row components. Bu ild ing on known marginal d is tribu tion  results in  the lite ra ­
ture, we have explored the distributions of tota ls across columns and jo in t d is tribu tions 
of column sums. Elegant representations have been obtained namely through Section 3 ’s 
correspondence between m ultivariate and univariate problems, and w ith  jo in t d is tribu ­
tions representable as bivariate Poisson m ixtures w ith  D irich let m ixing parameter. Many 
other open problems can be envisioned. These include an analysis of the d istribu tions of 
S_n and 5  for r  >  2, closed form d istribu tiona l results in  the absence of assumption (3.2), 
and a framework for probability  models other than m ultinom ial.
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