There are well known algorithms to compute the class group of the maximal order O K of a number field K and the group of invertible ideal classes of a non-maximal order R. In this paper we explain how to compute also the isomorphism classes of non-invertible ideals of an order R in a finite product of number fields K . In particular we also extend the above-mentioned algorithms to this more general setting. Moreover, we generalize a theorem of Latimer and MacDuffee providing a bijection between the conjugacy classes of integral matrices with given minimal and characteristic polynomials and the isomorphism classes of lattices in certain Q-algebras, which under certain assumptions can be explicitly described in terms of ideal classes.
Introduction
Let K be a number field and R an order in K . There are well known algorithms to compute the ideal class group Pic(R) when R is the ring of integers O K of K , also known as the maximal order, see for example [Coh93] . This information can be used to efficiently compute the group Pic(R) of invertible ideal classes of a non-maximal order R , as is explained in [KP05] .
On the other hand not much is known about non-invertible ideals and, in particular, it is not known how to compute the monoid of all ideal classes of R, which we will denote ICM(R). In the literature one can find results about the local isomorphism classes of ideals. More precisely, one studies the genus of an ideal, which is its isomorphism class after localizing at a rational prime p, or its weak equivalence class which is its isomorphism class after localizing at a prime ideal p of R. For the notion of genus we refer to [Rei70] and [Rei03] , while for results about the weak equivalence classes we cite [DTZ62] . It is important to mention that these two apparently different notions are actually equivalent, as pointed out in [LW85, Section 5] .
In the present paper we exhibit:
• an algorithm to compute the monoid of isomorphism classes of fractional ideals of an order R in a finite product of number fields K , see Theorem 4.6, Proposition 5.1 and the algorithms in Section 6, and
• a bijection between the set of conjugacy classes of integral matrices with given squarefree minimal polynomial m and characteristic polynomial c and the R-isomorphism classes of Z-lattices in a certain Q-algebra, where R is an order in a certain product of number fields, see Theorem 8.1. Under certain assumptions on the polynomials c and m, we can reduce such a description to an ideal class monoid computation and hence produce representatives of each conjugacy class, see Corollary 8.2.
Theorem 8.1 is a generalization of the main result of [LM33] where it is analyzed the case when c is square-free. Their theorem was then reproved with a different method under the extra assumption that c is irreducible in [Tau49] . The author recently discovered that Theorem 8.1 has independently been proved in [Hus17] in more generality.
The present paper is structured as follows. In Section 2 we recall the definitions of an order R and a fractional ideal in a product of number fields K and we prove some basic results, which are well-known in the case that K is a number field. In Section 3 we introduce isomorphisms of fractional ideals, and the monoid that the corresponding classes form, called the ideal class monoid ICM(R). Since it is hard to compute the ICM(R) directly, in Section 4 we relax the notion of isomorphism to a local one, called weak equivalence. We explain how to effectively check whether two fractional ideals are weakly equivalent and how to algorithmically reconstruct ICM(R) once we have computed Pic(S), for every over-order S of R, and the monoid of weak equivalence classes W (R). In Section 5 we explain a concrete way to compute representatives of the weak equivalence class monoid W (R). In Section 6 we give the pseudo-code of the algorithms described in the previous sections and in Section 7 we present some concrete calculations of ideal class monoids which we performed with the algorithm described in the previous sections. Finally, in Section 8 we present our results about computing conjugacy classes of integral matrices. The algorithms have been implemented in [BCP97] and the code is available on the webpage of the author.
Another application, namely computing isomorphism classes of abelian varieties defined over a finite field belonging to an isogeny class determined by a square-free Weil polynomial, is discussed in [Mar18b] .
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Orders
In what follows, the word ring will mean commutative ring with unit. An order is a reduced ring R, which is free and finitely generated as a Z-module. Let K be the total quotient ring of an order R, that is, the localization of R at the multiplicative set of non-zero divisors. Then K is an étale algebra over Q with R ⊗ Z Q = K , and in particular K is a finite product of number fields, say K = K 1 ×. . .×K r . The set of orders in K contains a maximal element with respect to the inclusion relation. This order, denoted O K , is the integral closure of Z in K and it is usually referred to as the maximal order or the ring of integers of K . Note that From now on R will be an order in K . A finitely generated sub-R-module I of K is called a fractional R-ideal if I ⊗ Z Q = K . Such an I is a finitely generated free Z-module of the same rank as R, and so we can find x 1 , . . . , x n ∈ K , where n =
In particular, if I ⊆ R then the quotient R/I is finite. We denote by I (R) the set of all fractional ideals of R. Observe that for every fractional R-ideal I , there exists a non-zero divisor x ∈ K such that x I is an ideal of R. Moreover, every ideal of R containing a non-zero divisor is a fractional R-ideal. The fractional R-ideals that are rings are called over-orders of R. Since O K and R have the same rank as free abelian groups, the quotient O K /R is finite and thus there are only finitely many over-orders of R.
Given two fractional R-ideals I and J , the product I J , the sum I + J , the intersection I ∩ J , and the ideal quotient (I : J ) = {x ∈ K : x J ⊆ I } are fractional R-ideals. In particular, ideal multiplication induces on I (R) the structure of a commutative monoid with unit element R. A useful property of the ideal quotient is the following lemma.
Lemma 2.1. Let I , J , L be fractional R-ideals, then
, then x J L ⊆ I and hence xL ⊆ (I : J ) and so x ∈ ((I : J ) : L).
If I is a fractional R-ideal then (I : I ) is a sub-ring of K containing R. Hence it is an overorder of R and, in particular, it is the biggest over-order of R for which I is a fractional ideal. It is called the multiplicator ring of I .
Lemma 2.2. The over-orders of R are precisely the idempotents of I (R), that is, the fractional R-ideals S such that SS = S.
Proof. Let S be an over-order of R. Then S is multiplicatively closed and contains 1, so SS = S. Conversely, let S be an idempotent fractional ideal of R. Let T = (S : S) be the multiplicator ring of S. As SS = S we have S ⊆ T and hence S is a finitely generated idempotent T -ideal. By the determinant trick it must be generated by an idempotent element e of T . As S has full rank over Z we must have e = 1, that is S = T . In particular, S is an over-order of R.
We will denote by Tr K /Q , or simply Tr when no confusion can arise, the trace form on K , which associates to every x ∈ K the trace of the matrix of the multiplication by x. For every fractional R-ideal I , we define the trace dual ideal as I t = {x ∈ K : Tr(x I ) ⊆ Z}. Given a Z-basis
} is the trace dual basis, which is characterized by Tr(x i x ) = 1 or 0 according to if i = j or i = j . Observe that I t is a fractional R-ideal and that the map x → ϕ x , where ϕ x (y) = Tr(x y) is an isomorphism from I t to Hom Z (I , Z). In the next lemma we will summarize some well known properties of the trace dual ideal.
Lemma 2.3. Let R be an order in K , let I and J be two fractional R-ideals and let x be in K × .
• (I t ) t = I ,
Let p be a prime ideal of R which is also a fractional R-ideal. Since the integral domain R/p is finite, we see that p is a maximal ideal. Conversely, if m is a maximal ideal of R then it contains the prime p which is the characteristic of the field R/m, and hence m is a fractional R-ideal. We will refer to the maximal ideals of R as the primes of R. Since for any fractional R-ideal I contained in R the quotient R/I is finite, we deduce that there exists only a finite number of primes of R containing I .
A fractional R-ideal I is said to be invertible in R if I J = R, for some fractional R-ideal J . Observe that if such a J exists then J = (R : I ). Proof. Put S = (I : I ). Since I is an R-module we have R ⊆ S and using I = SI we deduce that
The following lemmas are useful for understanding how invertible ideals behave with respect to localizations at primes. Proof. Since (R : I ) p = (R p : I p ), if I is invertible then I p is invertible and hence principal by Lemma 2.7. Conversely, we want to show that I (R : I ) = R. Consider the inclusion map ι : I (R : I ) ⊆ R and let p be a prime of R. By hypothesis there exists x such that I p = xR p . Note that x is a non-zero divisor since I is a fractional ideal. Then
which implies that ι is an isomorphism locally at every prime p. Hence it is so also globally and the ideal I is invertible in R. Proof. By Lemma 2.6 and Lemma 2.7 we deduce that if p is an invertible prime of R, then pR p is principal, which implies that R p is a principal ideal ring. Conversely, since pR q = R q for every prime q = p, it follows that if pR p is principal then by Lemma 2.8, p is invertible.
Observe that O K is the only order in K whose ideals are all invertible. We introduce now some classes of orders which are particularly well behaved in terms of invertibility of ideals. Proof. Let f be a monic polynomial with integer coefficients and distinct roots, that is, with non-vanishing discriminant and let R be the order 
Ideal classes
Recall that for an order R in K we denote by I (R) the commutative monoid of fractional R-ideals.
Definition 3.1. Let R be an order in K . The ideal class monoid of R is
ICM(R) = I (R) ,
where I J if and only if I and J are isomorphic as R-modules. We will denote the ideal class of I with {I }.
The name is justified by the fact that ICM(R) inherits the commutative monoid structure of I (R), as will become evident with Corollary 3.4.
Proof. The first statement follows immediately from Lemma 3.2. For the second, we just need to observe that (J : I ) p = (J p : I p ).
Corollary 3.4. Two fractional R-ideals I and J are isomorphic if and only if there exists an
The group P (R) of principal fractional R-ideals acts by multiplication on I (R) and we have that ICM(R) = I (R) P (R) .
Observe that every fractional ideal in P (R) is invertible in R, so we can consider the quotient of invertible fractional R-ideals by P (R), which will inherit a group structure.
Definition 3.5. Let R be an order in K . The Picard group of R is
Since being invertible is a property of the ideal class, we can conclude that Pic(R) ⊆ ICM(R). Observe that equality holds if and only if R = O K .
Since O K is a finite product of Dedekind domains, we have that every ideal can be written in a unique way as a product of prime ideals, see for example [Rei03, Theorem 22 .24]. For every invertible fractional ideals of non-maximal order R, we can find an isomorphic one, say I , which is coprime with the conductor f = (R : O K ). This implies that I O K ∩ R = I and hence it follows that I admits a factorization into a product of primes of R. But this is not true if we look at non-invertible ideals.
The following lemma proves that the multiplicator ring is an invariant of the ideal class. Proof. By Lemma 3.2 there exists x ∈ K × such that I = x J . Hence (I :
where the last equality is an immediate consequence of the definition of a quotient ideal.
where the disjoint union is taken over the set of over-orders S of R. (c)⇒(a): Write ICM(R) = e G e , where e runs over the set of idempotent elements of ICM(R), and G e denotes the group with unit e. Let J be a fractional R-ideal representing e. Then there exists
Recall that a commutative monoid is called
Note that S is another representative of the class e and by Lemma 2.2 it is an over-order of R. Now let T be any over-order of R. We want to show that T t is invertible in T . Say that the class representing T t lies in G e where e = {S}. Then T t is invertible in S and, since the multiplicator ring of T t is T , by Lemma 2.5, we have that S = T .
There are well-known algorithms to compute each Pic(O K i ), see [Ste08] . 
where f is the conductor of R, defined as the quotient ideal 
Weak equivalence classes
The following result was proved in [DTZ62] in the particular case of an integral domain. 
which clearly contains 1. Hence, the natural inclusion (J : I )(I : J ) ⊆ (J : J ) is locally surjective at p. Since the choice of p was arbitrary we conclude that (J : I )(I : J ) = (J : J ) and in particular that 1 ∈ (J : I )(I : J ). Note that two fractional ideals I and J which are invertible in R are isomorphic if and only if I J −1 is principal. Since being weakly equivalent is a necessary condition for being isomorphic, we can also reduce the isomorphism problem between non-invertible ideals to a principal ideal problem. To conclude, it is enough to prove that if I = I J with I and J both having multiplicator ring S and J invertible in S, then J = S. We will prove that this is true locally at every prime of S. Since J is invertible, we have by Lemma 2.7 that J p = yS p for some non-zero divisor y. Hence it follows that I p = yS p I p = y I p which implies that both y and 1/y are in (I p : I p ) = S p . Therefore we again have J p = S p .
Remark 4.7. Fixing the multiplicator ring is a key point in using the previous proposition. Let R = Z[α], where α is a root of f
(x) = x 2 − 8x − 8. Note that O K = Z[α/2] and [O K : R] = 2.
Consider the invertible R-ideal p = (5, α) and the conductor f = (2, α) of R. It is easy to verify that Pic(O K ) is trivial, while Pic(R) Z/2Z with generator the ideal class of p. It follows that the product of fp f and, in particular, that the action of Pic(R) on the whole ICM(R) is not free.
Using Theorem 4.6 we can compute the ideal class monoid of an order R if we know all its over-orders, their Picard groups and the weak equivalence class monoid. For the first issue, by Lemma 2.2, it is enough to look at the idempotent R-modules of the finite quotient O K /R. In the end of Section 3 we discussed how to compute the Picard group of a possibly non-maximal order. Finally, in the next section we will describe how to compute W (R). See Section 6 for the corresponding algorithms.
Computing the weak equivalence class monoid
The following results are inspired by [DTZ62] where the authors produce similar results in the particular case of an integral domain. Let R be an order in K . Recall that we can partition W (R) as the disjoint union of W (S) where S runs through the set of over-orders of R. We will now describe a method to compute W (S). Observe that when S is not Gorenstein there are always at least two distinct classes in W (S), namely [S] and [S t ].
Proposition 5.1. Let T be any over-order of S such that S t T is invertible in T . Let f be an ideal contained in S such that T ⊆ (f : f). Then every class in W (S) has a representative I satisfying
Proof. Let I be any fractional ideal with (I : I ) = S. By Lemma 2.3 we have that I (I ) t T =
S t T and hence it follows that I T is invertible in T . Let J be a representative of the pre-image under the surjective map Pic(S) → Pic(T ) of the class of (T : I T ) and put I = I J . Note that [I ] = [I ] in W (S) and that I T = T , which implies that I ⊆ T .
On the other hand, as fT = f we get that
and, since f ⊆ (I : I ), we obtain that f = fI ⊆ I , and we can conclude that f ⊆ I ⊆ T .
The previous proposition tells us that in order to compute the representatives of W (S) we can look at the sub-S-modules of the finite quotient T /f. One possible choice is to take T = O K and f = (S : O K ), but to gain in efficiency we want to keep the quotient as small as possible. The natural choice is to take T the smallest over-order of S with S t T invertible in T and as f, the colon ideal (S : T ), which is the biggest fractional T -ideal in S. 
Remark 5.2. Given orders S ⊆ T , let f = (S : T ). If S is Gorenstein then by Lemma 2.1 and Proposition 2.10 it follows that
(f : f) = (S : T (S : T )) = (S : (S : T )) = T.S = Z ⊕ αZ ⊕ 2α 2 Z ⊕ 1 2 α 2 + 1 2 α 3 Z ⊕ (α 2 + α 4 )Z ⊕ (α 2 + α 5 )Z and T = Z ⊕ αZ ⊕ α 2 Z ⊕ 1 2 α 2 + 1 2 α 3 Z ⊕ α 4 Z ⊕ α 5 Z.
Then S ⊆ T with index 2 and the multiplicator ring of f = (S : T ) is the maximal order
and it is easy to check that 
where f is the conductor of R, that is f = (R : O K ). So if the quotient O K /f is not too big we can look directly at its sub-R-modules in order to get all representatives of the classes of W (R). One can also obtain all the over-orders of R by computing the multiplicator rings of the representatives of W (R).
Let T be an over-order of S such that S t T is an invertible fractional T -ideal. Choose primes p 1 , . . . , p r of S and positive integers e 1 , . . . , e r such that T ⊆ (f : f), where 
Observe that the isomorphism (3) is compatible with ideal multiplication and hence it respects weak equivalences. In particular, we can compute W (S p i ) by looking at the sub-Smodules of the "local" quotient T /p
T up to weak equivalence. Then we can "patch" them together via the isomorphism (3) and hence reconstruct all the representatives of W (S). If r > 1 this tells us that we can split the computation of W (S) and hence potentially obtain a more efficient algorithm. The next two remarks will tell us that we can further improve the algorithm by ignoring or reducing some factors in (3) 
This means that, if we also assume that S t T is invertible in T , we can find all the classes of W (S p ) in the quotient T p /S p and this quotient might be smaller than T /p e i i
T .
Algorithms
In this section we present the pseudo-code for the algorithms presented in the previous sections. The implementation in Magma [BCP97] is available on the author's webpage. We will use without mentioning a lot of algorithms for abelian groups, which can all be found in [Coh93, Section 2.4].
Algorithm 1: Computing over-orders of a given order
Input: An order R in a Q-étale algebra K ; Output: A list L o containing the over-orders of R;
Compute the maximal order O K of K ; Compute the quotient as abelian groups q :
Theorem 6.1. Algorithm 1 is correct.
Proof. This follows from the fact that the over-orders of R are precisely the idempotent fractional R-ideals contained in O K and containing R, as shown in Lemma 2.2. Proof. This follows from Theorem 4.6.
Examples
The example contained in this section were computed with Magma [BCP97] . The code can be found on the webpage of the author. Z. Observe that [O : E ] = 512, so the only singular prime is 2. In Figure 1 and Table 1 we describe the over-orders with the weak equivalence classes and Picard groups. It can be verified that the orders S 2 , S 3 , S 5 , S 7 , S 8 , S 9 , S 10 , S 14 are precisely the . This implies that # W (E ) = 23 and, using the information about the Picard groups, we can deduce that # ICM(E ) = 59. Figure 2 and Table 2 we describe the over-orders with the weak equivalence classes and Picard groups. On the other hand, Pic(R 2 ) and Pic(O K 2 ) are both isomorphic to Z/3Z and generated respectively by I = (69R 2 +(28+α 2 +α First of all R is not a product of orders of K 1 and K 2 and it can be computed that the index of R in the maximal order In what follows we will describe how to compute the representatives of the conjugacy classes when the minimal polynomial is square-free. Our result is a generalization of [LM33] , where the authors treat the case m = c, which was then re-proved with a different method in [Tau49] , with the extra assumption that m = c is irreducible. Note that Theorem 8.1 has independently been proved in [Hus17] in more generality. Let f 1 , . . . , f r be a collection of distinct irreducible monic polynomials with integer coefficients and let e 1 , . . . , e t be positive integers such that m = f i , c = f 
Conjugacy classes of integral matrices
Proof. First we prove that the mapΦ is well defined, that is that if ϕ : I → J is an R-linear isomorphism then Φ(I ) = Φ(J ). Let w be a Z-basis of I and ϕ(w) the induced Z-basis of J . Since ϕ is R-linear, we have that A(I , w) = A(J , ϕ(w)), which implies that Φ(I ) = Φ(J ). We now prove thatΦ is injective. Let I and J be in L (R, K ) and fix the Z-basis, say To conclude we need to prove thatΦ is also surjective. We will do this by explicitly producing a map ).
be a basis of the eigenspace corresponding to the i -th eigenvalue, that is, linearly independent vectors such that
for each i = 1, . . . , r and j i = 1, . . . , e i . Let R = e 1 + . . . + e r and consider the R × N matrix whose rows are the vectors v i , j i and denote by w k the k-th column, for k = 1, . . . , N . Observe that each w k is an element of K and define 
which implies that I is closed under multiplication by α, and hence it is an R-module. Moreover, (5) means that the multiplication by α is represented by the matrix A with respect to the generators w 1 , . . . , w N . We prove now that I is a full lattice, or equivalently that the Q-vector space V = I ⊗ Z Q equals K . Note that A represents the Q-linear map induced by multiplication by α on V . Since A is semisimple there is a decomposition
into Q-vector spaces which are stable under the action of α, and possibly after renumbering we can assume that A| W i has minimal polynomial f i and hence that W i is a K i -vector space. Observe that C induces an R-linear automorphism of K and hence its action on I will also be an R-isomorphic object of L (R, K ). Hence we have a well defined map Ψ which associates A → {I }. If instead of A we take a conjugate matrix B , it will reflect as taking an invertible Z-linear combination of the eigenvectors in (4). Clearly this will not change the Z-span that they generate, that is, the lattice I , and hence Ψ descents to a well-defined map
which by construction is a retraction ofΦ. This implies thatΦ is surjective and concludes the proof. and we put J = 〈w 1 , w 2 , w 3 , w 4 , w 5 〉 Z .
We find that I and J are isomorphic. More precisely, we have (−2β 1 + 28β 4 − 3β 5 )J = I . 
