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Abstract :
Let k be a field of characteristic not two or three. We classify up to isomorphism all
finite-dimensional Lie superalgebras g = g0 ⊕ g1 over k, where g0 is a three-dimensional
simple Lie algebra. If Z(g) denotes the centre of g, the result is the following : either
{g1, g1} = {0} or g ∼= g0 ⊕ (g0 ⊕ k)⊕Z(g) or g ∼= ospk(1|2) ⊕Z(g).
Keywords : Lie superalgebra · three-dimensional simple Lie algebra · orthosymplectic ·
representations of sl(2, k).
1 Introduction :
Since the work of E. Cartan, it has been well-known that the structure and representation
theory of the smallest simple complex Lie algebra sl(2,C) are the keys to the classification of
all finite-dimensional, simple complex Lie algebras. Lie superalgebras are generalisations of
Lie algebras and from this point of view, it is natural to ask what are the Lie superalgebras
whose even part is a three-dimensional simple Lie algebra.
Over the complex numbers and with the extra assumption that g is simple, the an-
swer to this question can be extracted from the classification of finite-dimensional, simple
complex Lie superalgebras by V. Kac (see [Kac77]). In this case the only possibility, up
to isomorphism, is the complex orthosymplectic Lie superalgebra ospC(1|2). Over the real
numbers and again with the extra assumption that g is simple, the answer can similarly
be extracted from the classification of finite-dimensional, real simple Lie superalgebras by
V. Serganova (see [Ser83]) and is the same : the only possibility, up to isomorphism, is the
real orthosymplectic Lie superalgebra ospR(1|2). However if k is a general field, there is
currently no classification of finite-dimensional, simple Lie superalgebras over k to which
we can appeal to answer the question above. Nevertheless, let us point out, if k is alge-
braically closed and if char(k) > 5, S. Bouarroudj and D. Leites have conjectured a list of
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all the finite-dimensional, simple Lie superalgebras over k (see [BL07]) and S. Bouarroudj,
P. Grozman and D. Leites have classified finite-dimensional Lie superalgebras over k with
indecomposable Cartan matrices under some technical hypotheses (see [BGL09]). In both
cases, the only Lie superalgebra whose even part is a three-dimensional Lie algebra which
appears is ospk(1|2).
In this paper we will give a classification of all finite-dimensional Lie superalgebras g
over a field k of characteristic not two or three whose even part is a three-dimensional
simple Lie algebra. For our classification, we do not assume that k is algebraically closed
and we do not assume that g is simple. The main result (Theorem 6.6) is :
Theorem. Let k be a field of characteristic not two or three. Let g = g0 ⊕ g1 be a finite-
dimensional Lie superalgebra over k such that g0 is a three-dimensional simple Lie algebra
and let
Z(g) := {x ∈ g | {x, y} = 0, ∀y ∈ g}.
Then, there are three cases :
a) {g1, g1} = {0} ;
b) g ∼= g0 ⊕ (g0 ⊕ k)⊕Z(g), (see Example 2.9) ;
c) g ∼= ospk(1|2) ⊕Z(g), (see Example 2.12).
It follows from this classification that g is simple if and only if g ∼= ospk(1|2) or g1 = {0}.
It also follows that, if k is of positive characteristic and the restriction of the bracket to g1
is non-zero, then g is a restricted Lie superalgebra in the sense of V. Petrogradski ([Pet92])
and Y. Wang-Y. Zhang ([WZ00]).
We first prove the theorem when g0 is sl(2, k) and k is either of characteristic zero
or of positive characteristic and algebraically closed. An essential point here is that for
such fields, the classification of finite-dimensional, irreducible representations of sl(2, k) is
known (for k of positive characteristic and algebraically closed see for example [RS67] or
[SF88]). This, together with a careful study of the restriction of the bracket to irreducible
sl(2, k)-submodules of g1, is the main ingredient of the proof. It turns out that the main
difficulty occurs when k is of positive characteristic and the only irreducible submodules
of g1 are trivial. In this case we do not have complete reducibility of finite-dimensional
representations of sl(2, k) but nevertheless, using notably an observation of H. Strade (see
[Str04]), we show that the bracket restricted to g1 is trivial as expected.
Once we have proved our result under the restricted hypotheses above, we use three
rather general results (see Propositions 6.4, 6.5 and 6.7) to extend it to the case when k
is not algebraically closed and g0 is not necessarily isomorphic to sl(2, k). Recall that if k
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is not algebraically closed there are in general many three-dimensional simple Lie algebras
over k, not just sl(2, k) (see [Mal92]).
The paper is organised as follows. In Section 2 we give the precise definition of the
Lie superalgebras which appear in our classification. In Section 3 we give some general
consequences of the Jacobi identities of a Lie superalgebra whose even part is simple.
In Section 4 we recall what is known on the structure of finite-dimensional irreducible
representations of sl(2, k) and a criterion of complete reducibility in positive characteristic
due to N. Jacobson (see [Jac58]). In Section 5, assuming that k is of characteristic zero or
of positive characteristic and algebraically closed, we prove some vanishing properties of
the bracket of a Lie superalgebra of the form g = sl(2, k)⊕ g1. In the last section we prove
the main results of the paper (Theorems 6.1 and 6.6) and give some counter-examples in
characteristic two and three.
Throughout this paper, the field k is always of characteristic not two or three (except
in the comments and examples given after Corollary 6.8).
2 Examples of Lie superalgebras
In a Z2-graded vector space g = g0 ⊕ g1, the elements of g0 are called even and those of
g1 are called odd. We denote by |v| ∈ Z2 the parity of a homogeneous element v ∈ g and
whenever this notation is used, it is understood that v is homogeneous.
Definition 2.1. A Lie superalgebra is a Z2-graded vector space g = g0 ⊕ g1 together with
a bilinear map { , } : g× g→ g such that
a) {gα, gβ} ⊆ gα+β for α, β ∈ Z2,
b) {x, y} = −(−1)|x||y|{y, x} for x, y ∈ g,
c) (−1)|x||z|{x, {y, z}} + (−1)|y||x|{y, {z, x}} + (−1)|z||y|{z, {x, y}} = 0 for x, y, z ∈ g.
Example 2.2. Let V = V0 ⊕ V1 be a Z2-graded vector space. The algebra End(V) is an
associative superalgebra for the Z2-gradation defined by
End(V )a := {f ∈ End(V ) | f(Vb) ⊆ Va+b, ∀b ∈ Z2}
for all a ∈ Z2. Now, if we define for all v,w ∈ End(V )
{v,w} := vw − (−1)|v||w|wv,
then End(V ) with the Z2-gradation defined above and the bracket { , } is a Lie superal-
gebra.
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A Lie superalgebra can also be thought as a Lie algebra and a representation carrying
an extra structure.
Proposition 2.3. Let g0 → End(g1) be a representation of a Lie algebra g0 and let
P : g1 × g1 → g0 be a symmetric bilinear map.
The vector space g := g0 ⊕ g1 with the bracket { , } : g× g→ g defined by
a) {x, y} := [x, y] for x, y ∈ g0,
b) {x, v} := −{v, x} := x(v) for x ∈ g0 and v ∈ g1,
c) {v,w} := P (v,w) for v,w ∈ g1,
is a Lie superalgebra if and only if the map P satisfies the two relations :
P (u, v)(w) + P (v,w)(u) + P (w, u)(v) = 0, ∀u, v,w ∈ g1, (1)
[x, P (u, v)] = P (x(u), v) + P (u, x(v)), ∀x ∈ g0, ∀u, v ∈ g1. (2)
Proof. Straightforward.
Remark 2.4. Given a Lie algebra g0, one can ask which representations g0 → End(g1)
arise as the odd part of a non-trivial Lie superalgebra g = g0⊕g1. In [Kos01], this question
is considered in the case of symplectic complex representations of quadratic complex Lie
algebras.
Let ρ : g0 → sp(g1) be a finite-dimensional, symplectic complex representation of a
finite-dimensional, quadratic complex Lie algebra.
B. Kostant shows that there exists a Lie superalgebra structure on g := g0⊕g1 compatible
with the natural super-symmetric bilinear form, if and only if the image of the invariant
quadratic form on g0 under the induced map from the envelopping algebra of g0 to the Weyl
algebra of g1 satisfies a certain identity. In this case the map P is uniquely determined.
Let g be a Lie algebra. Using the adjoint representation of g we can construct a Lie
superalgebra g0 ⊕ g1 such that g0 is isomorphic to g and such that P is non-trivial.
Definition 2.5. Let g and g′ be isomorphic Lie algebras and let φ : g→ g′ be an isomor-
phism of Lie algebras. Let
g˜ := g⊕ (g′ ⊕Zg(g
′)),
where
Zg(g
′) := {f ∈ Hom(g, g′) | ∀x ∈ g, f ◦ ad(x) = ad(φ(x)) ◦ f}.
We define a Z2-gradation of g˜ by
g˜0 := g, g˜1 := g
′ ⊕Zg(g
′)
and a Z2-graded skew-symmetric bilinear bracket { , } on g˜ by :
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• {x, y} := [x, y], for x, y ∈ g ;
• {x, v} := [φ(x), v], for x ∈ g, v ∈ g′ ;
• {x, f} := 0, for x ∈ g, f ∈ Zg(g′) ;
• {v,w} := {f, g} := 0, for v,w ∈ g′, f, g ∈ Zg(g′) ;
• {v, f} := φ−1(f(φ−1(v))), for v ∈ g′, f ∈ Zg(g′).
Remark 2.6. The Lie algebra g′ is isomorphic to g and so Zg(g′) ∼= Zg(g).
Proposition 2.7. The vector space g˜ := g ⊕ (g′ ⊕ Zg(g′)) together with the Z2-gradation
and bracket { , } above is a Lie superalgebra.
Proof. We have to check the two relations (1) and (2). Let x ∈ g, v ∈ g′ and f ∈ Zg(g′),
we have
[x, P (v, f)] = [x, φ−1(f(φ−1(v)))] = φ−1([φ(x), f(φ−1(v))]) = φ−1(f([x, φ−1(v)]))
= φ−1(f(φ−1([φ(x), v]))) = P ([φ(x), v], f) = P ({x, v}, f) + P (v, {x, f}),
and so the relation (2) is satisfied. We only need to check the relation (1) for f ∈ Zg(g
′)
and v,w ∈ g′ :
{{f, v}, w} + {{v,w}, f} + {{f,w}, v} = {φ−1(f(φ−1(v))), w} + {φ−1(f(φ−1(w))), v}
= [f(φ−1(v)), w] + [f(φ−1(w)), v] = f([φ−1(v), φ−1(w)]) + f([φ−1(w), φ−1(v)]) = 0.
Remark 2.8. a) This Lie superalgebra cannot be obtained by Kostant’s construction
since k ⊕ g′ is not a symplectic representation of g.
b) This Lie superalgebra is not simple.
From the point of view of this paper, the most interesting case of this construction is
when g is a three-dimensional simple Lie algebra.
Example 2.9. Let s be a three-dimensional simple Lie algebra over k and let k¯ be the
algebraic closure of k. We have
Zs(s)⊗ k¯ ∼= Zs⊗k¯(s⊗ k¯).
Since s ⊗ k¯ ∼= sl(2, k¯) is simple, by Schur’s Lemma we obtain that Zs⊗k¯(s ⊗ k¯)
∼= k¯ and
hence Zs(s) ∼= k.
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In this case, the Lie superalgebra defined above is isomorphic to
s⊕ (s⊕ k).
When s is split, the Lie superalgebra s ⊕ (s ⊕ k) is isomorphic to the “strange” Lie
superalgebra p(1) (see section 2.4 in [Mus12]).
We now introduce the other type of Lie superalgebra which we will need later on in the
paper. These are the orthosymplectic Lie superalgebras whose definition and properties
we now recall (for more details see [Sch79]).
Definition 2.10. Let V = V0 ⊕ V1 be a finite-dimensional Z2-graded vector space to-
gether with a non-degenerate even super-symmetric bilinear form B, i.e., (V0, B|V0) is
non-degenerate quadratic vector space, (V1, B|V1) is a symplectic vector space and V0 is
B-orthogonal to V1. We define the orthosymplectic Lie superalgebra to be the vector space
ospk(V,B) := {f ∈ End(V ) | B(f(v), v
′) + (−1)|f ||v|B(v, f(v′)) = 0}.
We can check that ospk(V,B) is closed under the bracket defined in Example 2.2 and
is in fact a simple Lie subsuperalgebra of End(V ) with
ospk(V,B)0
∼= so(V0, B|V0)⊕ sp(V1, B|V1), ospk(V,B)1
∼= V0 ⊗ V1.
Remark 2.11. The Lie superalgebra ospk(V,B) can also be obtained from a symplectic
representation of a quadratic Lie algebra as follows (cf. Remark 2.4).
Since V0 is quadratic and V1 is symplectic, there is a natural symplectic form B|V0⊗B|V1
on V0 ⊗ V1 and so the representation so(V0, B|V0) ⊕ sp(V1, B|V1) → End(V0 ⊗ V1) is a
symplectic representation of a quadratic Lie algebra.
The orthosymplectic Lie superalgebra which is relevant in this paper is the following.
Example 2.12. Let
ospk(1|2) := sl(2, k) ⊕ k
2
be the Lie superalgebra defined by the standard representation k2 of sl(2, k) and by the
moment map P : k2 × k2 → sl(2, k) given by
P ((a, b), (c, d)) =
(
−(ad+ bc) 2ac
−2bd ad+ bc
)
.
If V = V0 ⊕ V1 is a Z2-graded vector space together with a non-degenerate even super-
symmetric bilinear form B such that V0 is one-dimensional and V1 two-dimensional, it is
easy to see that
ospk(V,B)
∼= ospk(1|2).
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3 Generalities on Lie superalgebras with simple even part
In this section we investigate some of the consequences of the identities (1) and (2) when
the even part of the Lie superalgebra is simple.
Lemma 3.1. Let V be a representation of a simple Lie algebra g, let P : V × V → g be a
symmetric bilinear map and let W ⊆ V be a g-submodule.
a) Suppose that the map P satisfies the relation (1) and g acts non-trivially on W. If
P (V,W ) = {0}
then we have P ≡ 0.
b) Suppose that P satisfies the relations (1) and (2) and that P (W,W ) 6= {0}. Then
g · V ⊆W.
c) Suppose that the map P satisfies the relation (2) and g acts trivially on W. Then we
have P (W,W ) = {0}.
Proof. a) Let v, v′ ∈ V . By the relation (1), we obtain
P (v, v′)(w) + P (v,w)(v′) + P (v′, w)(v) = 0, ∀w ∈W.
By hypothesis, P (v,w) = P (v′, w) = 0, so P (v, v′)(w) = 0, ∀w ∈W . The non-trivial
representation W is faithful since g is simple and so P (v, v′) = 0.
b) By the identity (2), V ect < P (W,W ) > is an ideal of g. Since it is non-trivial by
assumption, we have V ect < P (W,W ) >= g. Hence, if x ∈ g we have
x =
∑
i
P (wi, w
′
i),
for some w1, w
′
1, . . . , wn, w
′
n in W. Let v ∈ V . Using the relation (1), this implies
x(v) =
∑
i
P (wi, w
′
i)(v) = −
∑
i
(P (wi, v)(w
′
i) + P (w
′
i, v)(wi))
and hence x(v) ∈W .
c) Let w,w′ ∈W . Using the relation (2) we have
[x, P (w,w′)] = P (x(w), w′) + P (w, x(w′)) = 0, ∀x ∈ g
and so P (w,w′) = 0 because g is simple.
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4 Reducibility of representations of sl(2, k)
Representation theory of Lie algebras in positive characteristic is quite different from rep-
resentation theory of Lie algebras in characteristic zero. For example, in positive char-
acteristic, a Lie algebra g has no infinite-dimensional irreducible representations and the
dimension of the irreducible representations of g is bounded. For more details we refer to
the survey [Jan98].
Notation. a) An sl(2, k)-triple {E,H,F} is a basis of sl(2, k) satisfying :
[E,F ] = H, [H,E] = 2E, [H,F ] = −2F. (3)
b) If k is of positive characteristic p, we denote by Gk(p) (resp. [a]) the image of Z
(resp. a) under the natural map Z → k. We will refer to elements of the image of
this map as integers in k.
We first recall the structure of the irreducible representations of sl(2, k) over a field of
characteristic zero or an algebraically closed field of positive characteristic (see for example
[SF88] (p. 207-208)). If the field k is of positive characteristic but not algebraically closed,
there is no classification of the irreducible representations of sl(2, k) to the best of the
author’s knowledge.
Theorem 4.1. Let k be a field of characteristic zero or an algebraically closed field of
positive characteristic. Let W be a finite-dimensional irreducible representation of sl(2, k).
a) There exist α, β ∈ k, a basis {e0, . . . , em} of W and an sl(2, k)-triple {E,H,F} such
that :
H(ei) = (α− 2[i])ei ;
E(e0) = 0 ; E(ei) =[i](α − ([i] − 1))ei−1, 1 ≤ i ≤ m ;
F (em) = βe0 ; F (ei) =ei+1, 0 ≤ i ≤ m− 1.
b) If char(k) = 0, then α = dim(W )− 1 and β = 0.
c) If char(k) = p > 0, then dim(W ) ≤ p. If dim(W ) = p and α ∈ Gk(p), then
α = dim(W )− 1. If dim(W ) < p, then α = dim(W )− 1, β = 0.
Remark 4.2. In particular, we remark that
Annsl(2,k)(ei) := {x ∈ sl(2, k) | x(ei) = 0} =


{0} if 1 ≤ i ≤ m− 1, i 6= m2 ;
V ect < H > if i = m2 ;
V ect < E > if i = 0 ;
V ect < F > if i = m and β = 0 ;
{0} if i = m and β 6= 0.
In other words, Annsl(2,k)(ei) can only be non-trivial for special values of i.
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We now turn to the question of when a finite-dimensional representation of sl(2, k)
is completely reducible. The following theorem gives sufficient conditions for complete
reducibility even if k is not algebraically closed.
Theorem 4.3. Let k be an arbitrary field. Let ρ : sl(2, k) → End(V ) be a finite-
dimensional representation and let {E,H,F} be an sl(2, k)-triple.
a) If char(k) = 0, then V is completely reducible.
b) If char(k) = p > 0 and ρ(E)p−1 = ρ(F )p−1 = 0, then V is completely reducible.
Proof. The first part is well-known and follows from the Weyl’s theorem on complete
reducibility. For the second part see [Jac58].
Remark 4.4. For other conditions implying complete reducibility of representations of
sl(2, k) over an algebraically closed field of positive characteristic, see [Str04] (p. 252-253).
5 Vanishing properties of the bracket restricted to the odd
part of a Lie superalgebra whose even part is sl(2, k)
In this section, we prove two preliminary results which are crucial to the proof of our main
theorems. Let k be a field of characteristic zero or an algebraically closed field of positive
characteristic. The first result shows that a Lie superalgebra whose even part is sl(2, k)
and whose odd part is an irreducible representation can only be non-trivial if the odd part
is two-dimensional. The second result shows that if the restriction of the bracket to a
non-trivial irreducible submodule W of the odd part vanishes, then the bracket vanishes
identically unless W is three-dimensional.
Proposition 5.1. Let k be a field of characteristic zero or an algebraically closed field of
positive characteristic. Let W be a finite-dimensional irreducible representation of sl(2, k)
and let P :W ×W → sl(2, k) be a symmetric bilinear map which satisfies the relations (1)
and (2).
a) If dim(W ) 6= 2, we have
P ≡ 0.
b) If dim(W ) = 2, let {e0, e1} be a basis of W and let {E,H,F} be an sl(2, k)-triple as
in Theorem 4.1 a). Then, there exists γ ∈ k such that
P (e0, e0) = −2γE, P (e0, e1) = γH, P (e1, e1) = 2γF. (4)
Proof. If dim(W ) = 1, it follows from Lemma 3.1.c) that P ≡ 0, so suppose dim(W ) ≥ 2
from now on. Let m := dim(W )− 1, let α, β ∈ k, let {e0, . . . , em} be a basis of W and let
{E,H,F} be an sl(2, k)-triple as in Theorem 4.1.a).
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Suppose that α is not an integer in k. This is only possible if k is of positive charac-
teristic, say p. We then know from Theorem 4.1 that
dim(W ) = p 6= 2
and since
[H,P (ei, ej)] = 2(α− [i] − [j])P (ei, ej), ∀ 0 ≤ i, j ≤ m
it follows that P (ei, ej) is either zero or an eigenvector of H corresponding to the eigenvalue
2(α− [i]− [j]). The map ad(H) is diagonalisable with eigenvalues which are integers. Since
(α− [i]− [j]) cannot be an integer by assumption, we have
P (ei, ej) = 0, ∀ 0 ≤ i, j ≤ m.
This proves a) if α is not an integer in k.
Suppose now that α is an integer in k. By Theorem 4.1.b), we have α = [m] (with
1 ≤ m ≤ p− 1 if char(k) = p), and so
[H,P (ei, ei)] = 2([m] − 2[i])P (ei, ei), ∀ 0 ≤ i ≤ m.
The map ad(H) is diagonalisable with eigenvalues −2, 0, 2 and so if P (ei, ei) 6= 0 we must
have [m] − 2[i] equals respectively −1, 0 or 1 in k and P (ei, ei) is proportional to respec-
tively F , H or E.
Suppose [m]− 2[i] = 0. If char(k) = 0 then m is even and i = m2 . If char(k) = p, since
the conditions 1 ≤ m ≤ p − 1 and 0 ≤ i ≤ m imply −p < m − 2i < p, it follows, again,
that m is even and i = m2 .
Suppose [m] − 2[i] = 1. If char(k) = 0 then m is odd and i = m−12 . If char(k) = p,
then either m is odd and i = m−12 or m = p− 1 and i = m.
However, in the second case we would have P (em, em) ∈ V ect < E > and
P (em, em)(em) = 0,
and by Remark 4.2 this would imply P (em, em) = 0. Similarly, the relation [m]−2[i] = −1
implies that m is odd and i = m+12 .
In conclusion, if m is even we have :
P (em
2
, em
2
) = aH,
P (ei, ei) = 0, ∀i ∈ J0,mK\{
m
2
} (5)
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for some a ∈ k and if m is odd we have :
P (em−1
2
, em−1
2
) = bE,
P (em+1
2
, em+1
2
) = cF,
P (ei, ei) = 0, ∀i ∈ J0,mK\{
m− 1
2
,
m+ 1
2
} (6)
for some b, c ∈ k. We now show that a = b = c = 0.
If m is even, then m2 ≥ 1 and by (5) we have
P (em
2
−1, em
2
−1) = 0
which by (2) means
[F,P (em
2
−1, em
2
−1)] = 2P (em
2
, em
2
−1) = 0.
Furthermore, by (1) we have
P (em
2
, em
2
)(em
2
−1) + 2P (em
2
, em
2
−1)(em
2
) = 0
and from (5) it follows that
aH(em
2
−1) = 0
and hence
2aem
2
−1 = 0.
We conclude that a = 0 and so
P (em
2
, em
2
) = 0.
If m is odd and m 6= 1, then m−12 ≥ 1,
m+1
2 < m and by (1) we have
P (em−1
2
, em−1
2
)(em−1
2
) = 0
and hence by (6)
bE(em−1
2
) = 0
which means b = 0 since Ker(E) = V ect < e0 > (cf. Theorem 4.1) and
m−1
2 6= 0. Similarly
P (em+1
2
, em+1
2
)(em+1
2
) = 0
and so
cF (em+1
2
) = 0
which means c = 0 since Ker(F ) ⊆ V ect < em > (cf. Theorem 4.1) and
m+1
2 6= m.
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To summarise we have now shown that if m 6= 1, then
P (ei, ei) = 0, ∀i ∈ J0,mK.
Now we suppose m 6= 1 and show by induction on n that, for all n in J0,mK,
P (ei, ei+n) = 0, ∀i ∈ J0,m− nK. (7)
Base case (n = 0) : We have already shown that
P (ei, ei) = 0, ∀i ∈ J0,mK
and so (7) is true if n = 0.
Induction : Suppose that the relation
P (ei, ei+k) = 0, ∀i ∈ J0,m− kK
is satisfied for all k in J0, n− 1K. We have
[F,P (ei, ei+n−1)] = P (ei+1, ei+n−1) + P (ei, ei+n), ∀i ∈ J0,m− nK
but since equation (7) is satisfied for all k in J0, n− 1K we obtain
P (ei, ei+n−1) = 0, P (ei+1, ei+n−1) = 0, ∀i ∈ J0,m− nK
and hence
P (ei, ei+n) = 0, ∀i ∈ J0,m− nK.
This completes the proof of (7) by induction and hence the proof of part a) of the Lemma.
Finally, to prove part b) of the Lemma, suppose that m = 1 and recall that by (6)
P (e0, e0) = bE, P (e1, e1) = cF.
By (2), we have
[H,P (e0, e1)] = P (H(e0), e1) + P (e0,H(e1)) = P (e0, e1)− P (e0, e1) = 0,
and hence there exists γ in k such that
P (e0, e1) = γH.
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Using the relation (1), we obtain
2P (e0, e1)(e0) + P (e0, e0)(e1) = 0
which means
2γH(e0) + bE(e1) = 0
from which it follows that
2γe0 + be0 = 0
and so b = −2γ. Similarly, using the relation (1) we also have
2P (e0, e1)(e1) + P (e1, e1)(e0) = 0
which means
2γH(e1) + cF (e0) = 0
from which it follows that
−2γe1 + ce1 = 0
and so c = 2γ. Thus, we have
P (e0, e0) = −2γE, P (e0, e1) = γH, P (e1, e1) = 2γF,
and this proves b).
For the next proposition we do not assume that the odd part of the Lie superalgebra
is an irreducible representation of sl(2, k). However, we show that if it contains a non-
trivial irreducible submodule of dimension not three on which P vanishes, then P vanishes
identically.
Proposition 5.2. Let k be a field of characteristic zero or an algebraically closed field of
positive characteristic. Let V be a finite-dimensional representation of sl(2, k) and W ⊆ V
a non-trivial irreducible submodule. Let P : V × V → sl(2, k) be a symmetric bilinear map
which satisfies the relations (1), (2) and P (W,W ) = {0}.
a) If dim(W ) 6= 3, then
P ≡ 0.
b) If dim(W ) = 3, let {e0, e1, e2} be a basis of W and let {E,H,F} be an sl(2, k)-triple
as in Theorem 4.1. Then there exists γ ∈ V ∗ such that for all v in V ,
P (v, e0) = −γ(v)E, P (v, e1) = γ(v)H, P (v, e2) = 2γ(v)F.
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Proof. Let v ∈ V . Using the relation (1), we obtain
2P (v,w)(w) + P (w,w)(v) = 0, ∀w ∈W
which implies that
P (v,w)(w) = 0, ∀w ∈W. (8)
Let {e0, . . . , em} be a basis of W as in Theorem 4.1. Since
P (v, ei)(ei) = 0, ∀i ∈ J0,mK
it follows from Remark 4.2 that :
• ∃a, b ∈ k, s.t. P (v, e0) = aE, P (v, em) = bF ,
• P (v, ei) = 0, ∀i ∈ J1,m− 1K, i 6=
m
2 ,
• if m is even, ∃c ∈ k, s.t. P (v, em
2
) = cH.
By (1), we have
P (v, e0)(em) + P (v, em)(e0) = 0
and hence
aE(em) + bF (e0) = 0. (9)
Suppose that the representation W is not three-dimensional so that m− 1 6= 1. Since
W is non-trivial, this implies that a = b = 0 and hence that
P (v, e0) = P (v, em) = 0.
If m is even, again by (1), we have
P (v, em
2
)(e0) + P (v, e0)(em
2
) + P (e0, em
2
)(v) = 0
and hence cH(e0) = 0. Since H(e0) 6= 0, it follows that c = 0 and P (v, em
2
) = 0. Therefore,
we have
P (v, ei) = 0, ∀i ∈ J0,mK,
and hence by Lemma 3.1 a), we have P ≡ 0.
Suppose dim(W ) = 3. By (9) and Theorem 4.1 a) we have
2ae1 + be1 = 0
and then b = −2a. By the relation (1) we also have
P (v, e0)(e1) + P (v, e1)(e0) = 0⇒ aE(e1) + cH(e0) = 0⇒ 2ae0 + 2ce0 = 0,
and so a = −c. Thus,
P (v, e0) = aE, P (v, e1) = −aH, P (v, e2) = −2aF
and a clearly depends linearly on v. This proves b).
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6 Lie superalgebras with three-dimensional simple even part
In this section we prove the two main theorems of this article. The first is a classification of
finite-dimensional Lie superalgebras whose even part is sl(2, k) under the hypotheses that k
is of characteristic zero or an algebraically closed field of positive characteristic. The second
extends this classification to the case of finite-dimensional Lie superalgebras whose even
part is any three-dimensional simple Lie algebra over an arbitrary field of characteristic
not two or three.
Theorem 6.1. Let k be a field of characteristic zero or an algebraically closed field of
positive characteristic. Let g = sl(2, k) ⊕ g1 be a finite-dimensional Lie superalgebra over
k and let
Z(g) := {x ∈ g | {x, y} = 0, ∀y ∈ g}.
Then there are three cases :
a) {g1, g1} = {0} ;
b) g ∼= sl(2, k) ⊕ (sl(2, k) ⊕ k)⊕Z(g), (see Example 2.9) ;
c) g ∼= ospk(1|2) ⊕Z(g), (see Example 2.12).
Proof. We denote by V the representation g1 of sl(2, k). Even if V is not completely re-
ducible, it always has irreducible submodules. To prove the theorem we show the following
four implications :
• V has an irreducible submodule of dimension strictly greater than 3 ⇒ g as in a) ;
• V has an irreducible submodule of dimension 2 ⇒ g as in a) or c) ;
• V has an irreducible submodule of dimension 3 ⇒ g as in a) or b) ;
• V only has irreducible submodules of dimension 1 ⇒ g as in a).
Case 1 : If there is an irreducible representation W ⊆ V such that dim(W ) > 3, then
by Proposition 5.1 we have P |W×W ≡ 0. Furthermore, by Proposition 5.2, we have
P ≡ 0,
and g is as in a).
Case 2 : Let W ⊆ V be an irreducible representation of dimension 2. If P |W×W ≡ 0,
then by Proposition 5.2 we have
P ≡ 0
and g is as in a).
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If P |W×W 6≡ 0, by Lemma 3.1 b), we have
x(v) ∈W, ∀x ∈ sl(2, k), ∀v ∈ V
and, since W is irreducible, this means V has no other non-trivial irreducible submodules.
Since
E2|W = F
2|W = 0,
we also have
E3 = F 3 = 0. (10)
This means, by Theorem 4.3, that V is completely reducible and V =W ⊕ V0 where V0 is
a subspace of V on which sl(2, k) acts trivially. Let v be in V0. The vector space
Iv := V ect < P (v,w), ∀w ∈W >
is at most of dimension 2 and is an ideal of sl(2, k). Thus Iv = {0} which implies
P (V0, V ) = {0}
since v ∈ V0 was arbitrary and clearly V0 = Z(g). Let {e0, e1} be a basis of W as in
Theorem 4.1. By Proposition 5.1 there exists γ ∈ k∗ such that
P (e0, e0) = −2γE, P (e0, e1) = γH, P (e1, e1) = 2γF
and the bracket defined on W is a moment map. Hence sl(2, k) ⊕ g1 ∼= ospk(1|2) ⊕ Z(g)
(see Example 2.12) and g is as in c).
Case 3 : Let W ⊆ V be an irreducible representation of dimension 3. Recall that by
Proposition 5.1, P |W×W ≡ 0. Let {e0, e1, e2} be a basis of W as in Theorem 4.1. By
Proposition 5.2, there exists a γ in V ∗ such that for all v in V , we have
P (v, e0) = −γ(v)E, P (v, e1) = γ(v)H, P (v, e2) = 2γ(v)F.
If γ(v) = 0 for all v in V , then by Lemma 3.1 a) we have P ≡ 0 and g is as in a). If there
exists v in V such that γ(v) 6= 0 we proceed as follows.
Let v′ in V be such that γ(v′) 6= 0. Then by relation (1) we have
2P (v′, ei)(v
′) = −P (v′, v′)(ei) ∈W, ∀i ∈ {0, 1, 2},
and since sl(2, k) = V ect < P (v′, e0), P (v
′, e1), P (v
′, e2) > this implies
x(v′) ∈W, ∀x ∈ sl(2, k). (11)
Let v′′ in V be such that γ(v′′) = 0. Then
P (v, ei)(v
′′) + P (v′′, ei)(v) + P (v, v
′′)(ei) = 0, ∀i ∈ {0, 1, 2}
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implies
P (v, ei)(v
′′) = −P (v, v′′)(ei) ∈W, ∀i ∈ {0, 1, 2}
and since γ(v) 6= 0, we have
x(v′′) ∈W, ∀x ∈ sl(2, k). (12)
From (11) and (12) it follows that
x · V ⊆W, ∀x ∈ sl(2, k)
and hence that
E4 = F 4 = 0. (13)
By Theorem 4.3, this means that V is completely reducible and, since W is irreducible,
g1 =W ⊕ V0 where V0 is a subspace of V on which sl(2, k) acts trivially. By Lemma 3.1 c)
P |V0×V0 is trivial and hence
V0 ∩Ker(γ) = Z(g)
since Ker(γ) is the supercommutant of W in g. Furthermore, γ : V → k is a non-trivial
linear form vanishing on W so it follows that V0 ∩Ker(γ) = Z(g) is of codimension one in
V0. Taking v
′′′ ∈ V0 such that γ(v
′′′) 6= 0, we obtain
g ∼= sl(2, k) ⊕ (sl(2, k) ⊕ V ect < v′′′ >)⊕Z(g)
and g is as in b).
Case 4 : Now, suppose that the only irreducible submodules of V are trivial. If
char(k) = 0 then V is necessarily trivial and by Lemma 3.1 c) we have P ≡ 0.
We assume that k is algebraically closed and char(k) > 0. First, suppose that V is
indecomposable and non-trivial. Since the only irreducible submodules of V are trivial, we
can find a composition series
{0} ⊂ V1 ⊂ . . . ⊂ Vn = V
where for some 1 ≤ l ≤ n, W := Vl is a maximal trivial submodule of V .
Lemma 6.2. Let g be a simple Lie algebra. Let M be a representation of g and let N ⊆M
be a submodule of M such that N and M/N are trivial representations. Then M is a trivial
representation.
Proof. Let y, y′ ∈ g and v ∈M . Since M/N is a trivial representation, we have y′(v) ∈ N
and so
y(y′(v)) = 0,
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since N is trivial. Let x ∈ g. Since g is simple, we have g = [g, g] then x = Σ[xi, x
′
i] where
xi, x
′
i ∈ g and hence
x(v) = (Σ[xi, x
′
i])(v) = Σ(xi(x
′
i(v)) − x
′
i(xi(v))) = 0.
We recall Remark 5.3.2 of [Str04].
Lemma 6.3. The composition factor Vl+1/W is of dimension p− 1.
Proof. Since V is indecomposable, the Casimir element Ω = (H + Id)2 + 4FE of sl(2, k)
has an unique eigenvalue. If we compute this eigenvalue on the first composition factor
which is trivial, we obtain 1. Thus, on every composition factor, Ω has the eigenvalue 1
and so every composition factor has dimension 1 or p− 1.
If dim(Vl+1/W ) = 1, then Vl+1 is trivial by Lemma 6.2 which is a contradiction to the
maximality of Vl. Consequently Vl+1/W is of dimension p− 1.
Let w ∈W and consider
Iw := V ect < P (v,w) | v ∈ Vl+1 >,
which is an ideal of sl(2, k). Suppose that Iw 6= {0}, or equivalently that Iw = sl(2, k).
Since sl(2, k) acts trivially on W by assumption and since P (W,W ) = {0} by Lemma
3.1 c), we have a well-defined equivariant linear map from Vl+1/W to sl(2, k) given by
[v] 7→ P (v,w).
This map is surjective by assumption, and injective since Vl+1/W is irreducible. Therefore
the dimension of Vl+1/W is 3, which is impossible since we have seen above that Vl+1/W
is of dimension p− 1 6= 3.
Consequently, for all w in W , Iw = {0} and then the ideal
I := V ect < P (v,w) | v ∈ Vl+1, w ∈W >,
is also trivial. Thus, there is a well-defined symmetric bilinear map P˙ : Vl+1/W×Vl+1/W 7→
sl(2, k) given by
P˙ ([v1], [v2]) = P (v1, v2)
and P˙ satisfies the two relations (1) and (2). Since Vl+1/W is an irreducible representation
of sl(2, k) of dimension p− 1 ≥ 4 it follows from Proposition 5.1 that P˙ ≡ 0 and so
P |Vl+1×Vl+1 ≡ 0.
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Let w ∈W and v ∈ V . We have
P (v, v′)(w) + P (v,w)(v′) + P (v′, w)(v) = 0, ∀v′ ∈ Vl+1
which implies that
P (v,w)(v′) = 0, ∀v′ ∈ Vl+1.
Since Vl+1 is a non-trivial representation of sl(2, k), this means
P |V×W ≡ 0.
Again, there is a well-defined symmetric bilinear map P¨ : V/W ×V/W 7→ sl(2, k) given by
P¨ ([v1], [v2]) = P (v1, v2)
and P¨ satisfies the two relations (1) and (2). However the representation V/W contains
the irreducible representation Vl+1/W of dimension p − 1 and hence, by Proposition 5.2,
we have P¨ ≡ 0, and so finally P ≡ 0.
Now, if the representation V is decomposable, we have
V ∼= V1 ⊕ . . . ⊕ Vn (14)
where Vi is indecomposable such that the only irreducible submodules of Vi are trivial. We
have just seen that
P |Vi×Vi ≡ 0, ∀i,
thus, it remains to prove that P |Vi×Vj ≡ 0 for two indecomposable summands Vi and Vj in
the decomposition (14). Let
{0} ⊂ U1 ⊂ . . . ⊂ Un = Vi, {0} ⊂ U
′
1 ⊂ . . . ⊂ U
′
m = Vj ,
be two composition series where for some 1 ≤ l ≤ n (resp. 1 ≤ k ≤ m), W := Ul (resp.
W ′ := U ′k) is a maximal trivial submodule of Vi (resp. Vj).
If Vi and Vj are trivial, P |Vi×Vj ≡ 0 By Lemma 3.1 c). If Vi is non-trivial, using the
same reasoning as above, we will first show that
P |Vi×W ′ ≡ 0.
Let w ∈W ′ and consider the ideal
Iw = V ect < P (v,w) | v ∈ Ul+1 > .
By Lemma 6.3, we have dim(Ul+1/W ) = p−1. Suppose that Iw 6= {0}. Since P (W
′,W ) =
{0}, we have a well-defined equivariant linear map from Ul+1/W to sl(2, k) defined by
[v] 7→ P (v,w).
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This map is surjective by assumption and injective since Ul+1/W is irreducible. Therefore
the dimension of Ul+1/W is 3, which is impossible since we have seen that the dimension
of Ul+1/W is p− 1. Thus, for all w
′ in W , Iw = {0} and then P (Ul+1,W
′) = {0}.
Now, let v ∈ V , w′ ∈W ′ and u ∈ Ul+1. We have
P (v,w′)(u) + P (u,w′)(v) + P (v, u)(w′) = 0,
and since P (u,w′) = 0 and P (v, u) = 0, this implies
P (v,w′)(u) = 0, ∀u ∈ Ul+1.
However Ul+1 is non-trivial, so P (v,w
′) = 0 and hence
P |Vi×W ′ ≡ 0.
If Vj is trivial (which means that Vj =W
′), this shows that P |Vi×Vj ≡ 0.
If Vj is non-trivial, as we have already seen,
P |Vi×W ′ ≡ 0, P |Vj×W ≡ 0 (15)
and hence we have a well-defined symmetric bilinear map P˙ from (Vi/W ⊕ Vj/W
′)2 to
sl(2, k) given by
P˙ ([v1], [v2]) := P (v1, v2)
and P˙ satisfies the two relations (1) and (2). By Lemma 6.3 there is an irreducible sub-
module of Vi/W ⊕ Vj/W
′ of dimension p − 1 and then, by Propositions 5.1 and 5.2, we
have P˙ ≡ 0. Then g is as in a).
In order to extend our result to fields of positive characteristic which are not necessarily
algebraically closed and also to general three-dimensional simple Lie algebras, we need the
two following observations.
Proposition 6.4. Let s be a non-split three-dimensional simple Lie algebra. The only
two-dimensional representation of s is the trivial representation.
Proof. Let ρ : s → End(V ) be a two-dimensional representation of s. Since s = [s, s], the
representation ρ maps s to sl(V ). Since s is simple, the representation is either trivial or
an isomorphism but since s 6∼= sl(2, k), the representation is trivial.
Lemma 6.5. Let g be a Lie superalgebra over k and let k˜/k be an extension. We have
Z(g⊗ k˜) = Z(g)⊗ k˜.
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Proof. The inclusion Z(g)⊗ k˜ ⊆ Z(g⊗ k˜) is clear.
Let x ∈ Z(g ⊗ k˜) and let {ei}i∈I be a k-basis of k˜. Then there exist {vi}i∈I such that
vi ∈ g and x =
∑
i∈I
vi ⊗ ei. For all y in g we have
{x, y ⊗ 1} = 0
which implies ∑
i∈I
{vi, y} ⊗ ei = 0
and hence we have
{vi, y} = 0, ∀i ∈ I,∀y ∈ g.
Consequently x ∈ Z(g)⊗ k˜.
We can now prove the most important result of the paper.
Theorem 6.6. Let g = g0 ⊕ g1 be a finite-dimensional Lie superalgebra such that g0 is a
three-dimensional simple Lie algebra and let
Z(g) := {x ∈ g | {x, y} = 0, ∀y ∈ g}.
Then, there are three cases :
a) {g1, g1} = {0} ;
b) g ∼= g0 ⊕ (g0 ⊕ k)⊕Z(g), (see Example 2.9) ;
c) g ∼= ospk(1|2) ⊕Z(g), (see Example 2.12).
Proof. Let k¯ be the algebraic closure of k and set g¯ := g⊗ k¯, g¯0 := g0⊗ k¯ and g¯1 := g1⊗ k¯.
Since g¯0 ∼= sl(2, k¯) it follows from Theorem 6.1 that g¯ satisfies one of the following :
a) {g¯1, g¯1} = {0} ;
b) g¯ ∼= sl(2, k¯)⊕ (sl(2, k¯)⊕ k¯)⊕Z(g¯) ;
c) g¯ ∼= ospk¯(1|2) ⊕Z(g¯).
Case a) : If {g¯1, g¯1} = {0} then clearly {g1, g1} = {0}.
Case b) : Suppose that g¯1 ∼= V¯ ⊕ Z(g¯) where V¯ is the direct sum of the adjoint
representation and a one-dimensional trivial representation of g¯0 ∼= sl(2, k¯). We recall
Proposition 3.13 of [Bou60] :
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Proposition 6.7. Let h be a Lie algebra, let V and W be two finite-dimensional repre-
sentations of h and let k˜/k be an extension field. If V ⊗ k˜ and W ⊗ k˜ are isomorphic as
representations of h⊗ k˜, then V and W are isomorphic as representations of h.
From this, it follows that there is a direct sum decomposition
g1 = V1 ⊕ V0
where g0 acts by the adjoint representation on V1 and trivially on V0. By Lemma 3.1 c),
P restricted to V0 vanishes identically. If P |V1×V1 6≡ {0} then g¯0 ⊕ V1 ⊗ k¯ would be a
counter-example to Theorem 6.1 so we deduce that P |V1×V1 ≡ {0}.
Since Z(g) ⊆ V0 and since V0⊗ k¯ is characterised as the subspace of g¯1 on which g¯0 acts
trivially, it follows from Lemma 6.5 that Z(g) is of codimension one in V0. Hence there
exists v ∈ V0 such that
V0 = V ect < v > ⊕Z(g)
and we have
g = g0 ⊕ (V1 ⊕ V ect < v > ⊕Z(g)) .
Since P |V1×V1 ≡ {0} and P (v, v) = 0 we most have P (v, V1) 6≡ {0}. However the map v1 7→
P (v, v1) is a g0-equivariant isomorphism of V1 with g0 and hence is uniquely determined
up to a constant (see Example 2.9). It is now easy to check that this implies b).
Case c) : Now, suppose that g1⊗k¯ ∼= V¯⊕Z(g⊗k¯) where V¯ is the standard representation
of g0 ⊗ k¯ ∼= sl(2, k¯). By Lemma 6.5, we have Z(g ⊗ k¯) = Z(g) ⊗ k¯ and so g1/Z(g) is an
irreducible two-dimensional representation of g0 which implies g0 ∼= sl(2, k) by Proposition
6.4. By Proposition 6.7, there is a direct sum decomposition
g1 = V1 ⊕Z(g)
where g0 ∼= sl(2, k) acts on V1 by the standard representation. By Lemma 5.1 b) the
bracket on V1 is a moment map and so g ∼= ospk(1|2) ⊕Z(g).
Over a field of positive characteristic, there is the important notion of restricted Lie
superalgebra ([Pet92] or [WZ00]) and then we obtain the following result.
Corollary 6.8. Let k be a field of positive characteristic and let g = g0 ⊕ g1 be a finite-
dimensional Lie superalgebra over k such that g0 is a three-dimensional simple Lie algebra
and such that {g1, g1} 6= {0}. Then g is a restricted Lie superalgebra.
Proof. The Killing form of g0 is non-degenerate (see [Mal92]) and hence g0 is a restricted Lie
algebra (see page 191 of [Jac79]). By definition this means that the adjoint representation
of g0 is a restricted representation. It is well-known that the trivial representation of g0
and the standard representation k2 of sl(2, k) are also restricted representations. Hence,
in the sense of V. Petrogradski ([Pet92]), the Lie superalgebras g0 ⊕ (g0 ⊕ k) ⊕ Z(g) and
ospk(1|2) ⊕Z(g) appearing in Theorem 6.6 are restricted Lie superalgebras.
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Throughout the paper, we have always assumed the base field k to be of characteristic
not two or three. Here are some comments on this assumption.
• If k is of characteristic three, the definition of a Lie superalgebra g = g0⊕g1 is usually
modified by adding the property
{x, {x, x}} = 0, ∀x ∈ g1 (16)
to those of Definition 2.1. We will give a counter-example to Theorem 6.1 with this
definition of a Lie superalgebra in characteristic three.
• If k is of characteristic two, the definition of a Lie superalgebra is also usually mod-
ified, see [Leb10]. In this characteristic there are many reasons for which our proof
totally fails. The most important of these, is that sl(2, k) is nilpotent, not simple.
On the other hand, an analogue of ospk(1|2) can be defined (see Remark 2.2.1 in
[BLLS14]) and the Lie superalgebra of Definition 2.5 can also be defined. In charac-
teristic two, there are counter-examples to Theorem 6.1 (see below). However, there
are still three-dimensional simple Lie algebras and to the best of our knowledge,
there is no counter-example to Theorem 6.6 (with ospk(1|2)⊕Z(g) removed from the
statement).
Example 6.9. Suppose that char(k) = 3 and let {E,H,F} be an sl(2, k)-triple.
Let V be a three-dimensional vector space with a basis {e0, e1, v}. We define a repre-
sentation ρ : sl(2, k)→ End(V ) by :
ρ(H) =

1 0 00 −1 0
0 0 0

 , ρ(E) =

0 1 00 0 1
0 0 0

 , ρ(F ) =

0 0 11 0 0
0 0 0

 .
We define a symmetric bilinear map P : V × V → sl(2, k) by
P (e0, e0) = E, P (e0, e1) = H, P (e1, e1) = −F,
P (v, e0) = F, P (v, v) = H, P (v, e1) = −E,
which satisfies the identities (1), (2) and (16) and hence we obtain a structure of Lie
superalgebra on the vector space sl(2, k) ⊕ V .
In fact, the linear subspace sl(2, k)⊕V ect < e0, e1 > is a Lie subsuperalgebra isomorphic
to ospk(1|2).
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Example 6.10. Suppose that char(k) = 2.
Let g1 be a Lie algebra isomorphic to sl(2, k) and let φ : sl(2, k)→ g1 be an isomorphism
of Lie algebras. Let {E,H,F} be a sl(2, k)-triple, i.e.,
[E,F ] = H, [H,E] = 0, [H,F ] = 0.
The Lie algebra sl(2, k) acts on g1 by the adjoint representation :
y(x) := [φ(y), x], x ∈ g1, y ∈ sl(2, k).
If x = aφ(E) + bφ(H) + cφ(F ) ∈ g1, we define :
x2 := (ab+ ac+ bc)H.
Let y = a′φ(E) + b′φ(H) + c′φ(F ) ∈ g1 and define
P (x, y) := (x+ y)2 + x2 + y2 = (ab′ + a′b+ ac′ + a′c+ bc′ + b′c)H.
We now show that the super vector space g := sl(2, k)⊕g1 together with the bracket defined
by the Lie bracket on sl(2, k), the adjoint representation sl(2, k)→ End(g1) and the bilinear
symmetric map P ( , ) is a Lie superalgebra. According to [Leb10] this is equivalent to
{x2, y} = {x, {x, y}} ∀x ∈ g1,∀y ∈ g
and it is easy to see that both sides of this equation vanish for all x ∈ g1, y ∈ g.
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