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ABSTRACT
Recently, various schemes were proposed for parametric coding of stereo and multi-channel audio signals.
Binaural Cue Coding (BCC) is such a technique. It represents multi-channel audio signals as a single
downmixed channel plus a small amount of side information. BCC can be applied to mono and stereo
backwards compatible coding of multi-channel audio signals. In this paper, we propose a general paradigm
for BCC with multiple transmission channels and show how this can be applied not only to bridging between
mono/stereo and multi-channel surround but also to bridging between different multi-channel surround
formats.
1. INTRODUCTION
Binaural Cue Coding (BCC) [1, 2, 3, 4], a paramet-
ric multi-channel audio coding technique, and re-
lated parametric stereo [5, 6, 7, 8] audio coding tech-
niques enable low bitrate stereo and multi-channel
audio coding at bitrates almost as low as the bi-
trate previous coders required for coding of a sin-
gle audio channel. This is achieved by representing
stereo and multi-channel audio signals as a single au-
dio channel plus perceptually motivated audio chan-
nel difference parameters. These parameters con-
tain about two orders of magnitude less information
than the corresponding channel waveforms and thus
this representation enables low bitrate coding. The
single audio channel is usually coded with conven-
tional parametric [9, 10] or perceptual audio coders
[11, 12, 13, 14, 15].
Note that the concept of BCC has been applied more
broadly and not only to stereo and multi-channel
audio coding. All these schemes have in common
that an inter-channel difference synthesis scheme is
used. BCC “for natural rendering” [2, 4] is the BCC
scheme described in the previous paragraph and is
denoted “C-to-1” BCC (C input channels, 1 trans-
mitted channel) in the following. BCC “for flexible
rendering” [16, 4] is a scheme for joint transmission
of independent audio source signals (e.g. separately
recorded instruments) providing at the decoder side
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flexibility to generate audio signals with any desired
auditory spatial image. “Hybrid” BCC [17] trans-
mits as many audio channels as there are input chan-
nels, where effectively at higher frequencies only one
spectrum is transmitted for scalability up to trans-
parent coding.
Not only the low bitrate of C-to-1 BCC-based audio
coders is of interest. C-to-1 BCC with a single trans-
mitted audio channel allows for backwards compati-
ble extension of existing mono systems for stereo or
multi-channel audio playback. Since the transmit-
ted single audio channel is a valid mono signal, it is
suitable for playback by the legacy receivers.
However, most of the installed audio broadcasting
infrastructure (analog and digital radio, television,
etc.) and audio storage systems (vinyl discs, com-
pact cassette, compact disc, VHS video, MP3 sound
storage, etc.) are based on two-channel stereo. In
the analog domain, matrixing algorithms such as
“Dolby Surround”, “Dolby Pro Logic”, and “Dolby
Pro Logic II” [18, 19] for extending existing stereo
systems to multi-channel surround have been pop-
ular for years. Such algorithms apply “matrixing”
for mapping the channels of 5.1 surround [20] to a
stereo compatible channel pair. However, matrixing
algorithms only provide significantly reduced flexi-
bility and quality compared to discrete audio chan-
nels [21]. If limitations of matrixing algorithms are
already considered when mixing audio signals for 5.1
surround, some improvements can be achieved [22]
(compared to the case when such limitations are not
considered).
In this paper, we are describing another variation
of BCC. As opposed to reducing the C audio chan-
nels to 1 audio channel as C-to-1 BCC does, C-to-E
BCC reduces C audio channels to E audio chan-
nels and transmits those together with side infor-
mation to the decoder. For a functionality similar
to conventional matrixing algorithms, BCC is used
with two stereo compatible transmission channels
(C-to-2 BCC). The recently proposed “MP3 Sur-
round” algorithm makes use of C-to-2 BCC [21].
Another application for C-to-E BCC, interesting in
the longer term, may be to extend the 5.1 surround
standard (e.g. audio on DVD video) or surround on
movie theater media to support more audio chan-
nels. Legacy home theater systems or legacy movie
theaters would still be able to play back the audio
Fig. 1: Generic C-to-1 BCC scheme. A number of input
channels are downmixed to one channel and transmitted
to the decoder together with side information.
while a new generation of systems may support more
independent loudspeakers.
C-to-E BCC is more general than conventional ma-
trixing algorithms since it supports mapping from
any number of channels to any number of channels.
The low bit rate digital side information can be eas-
ily added to existing legacy data streams in a back-
wards compatible way (i.e. legacy receivers will ig-
nore the additional side information and play back
the E transmitted channels directly). The goal is
to achieve audio quality similar to discrete channels,
i.e. significantly better quality than what can be
expected from a conventional matrixing algorithm.
The paper is organized as follows. Section 2 de-
scribes C-to-1 BCC. C-to-E BCC is motivated and
described in Section 3. A number of specific ap-
plication examples are discussed, e.g. 5-to-2 BCC
with similar functionality as a matrixing algorithm
and schemes for extending the existing 5.1 surround
format to surround formats with more independent
audio channels. The expected audio quality is dis-
cussed in Section 4 and conclusions are drawn in
Section 5.
2. C-TO-1 BCC
Before describing C-to-E BCC, C-to-1 BCC is de-
scribed in detail. The basic processing applied in C-
to-E BCC is very similar to the processing applied in
C-to-1 BCC. A generic C-to-1 BCC scheme is shown
in Figure 1. The input multi-channel audio signal is
downmixed to a single channel, denoted sum signal.
As opposed to coding and transmitting information
about all channel waveforms, only the sum signal is
coded (with a conventional mono audio coder) and
transmitted. Additionally, perceptually motivated
“audio channel differences” are estimated between
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Fig. 2: The spatial cues, ICTD, ICLD, and ICC are esti-
mated in a subband domain. The spatial cue estimation
is applied independently to each subband.
the original audio channels and also transmitted to
the decoder.
Summing localization [23] implies that perceptually
relevant audio channel differences for a loudspeaker
signal channel pair are the inter-channel time dif-
ference (ICTD) and inter-channel level difference
(ICLD). ICTD and ICLD can be related to the
perceived direction of auditory events [23, 24, 25].
Other auditory spatial image attributes, such as ap-
parent source width [26] and listener envelopment
[27], can be related to interaural coherence (IC)
[28, 26]. For loudspeaker pairs in the front or back
of a listener, the interaural coherence is often di-
rectly related to the inter-channel coherence (ICC)
[29] which is thus considered as third audio channel
difference measure by C-to-1 BCC.
When producing a multi-channel surround audio sig-
nal, a recording engineer implicitly controls ICTD,
ICLD, and ICC by means of amplitude panning,
time-delay panning, specific microphone setups, and
by applying effects processors such that a desired au-
ditory spatial image results when playing back the
audio signal. Since usually multi-channel audio sig-
nals contain a mix of concurrently active sources and
reflections, the cues (ICTD, ICLD, and ICC) vary
as a function of time and frequency. The strategy of
C-to-1 BCC is to blindly synthesize these cues as a
function of time and frequency at the decoder such
that they approximate those of the original audio
signal.
The cues are estimated at the encoder as a function
of time and frequency as illustrated in Figure 2. Fre-
quency dependence is considered by estimating the
cues in a number of subbands independently. We
use filterbanks with subbands of bandwidths equal
to two times the equivalent rectangular bandwidth
(ERB) [30]. Informal listening revealed that the au-
dio quality of C-to-1 BCC does not notably improve
when choosing higher frequency resolution. A lower
frequency resolution is favorable since it results in
less ICTD, ICLD, and ICC values that need to be
transmitted to the decoder and thus in a lower bi-
trate. Regarding time-resolution, ICTD, ICLD, and
ICC are considered at regular time intervals. Best
performance is obtained when ICTD, ICLD, and
ICC are considered about every 4 − 16 ms. Note
that unless the cues are considered at very short time
intervals, the precedence effect [31, 23, 32] is not di-
rectly considered. Assuming a classical lead-lag pair
of sound stimuli, when the lead and lag fall into a
time interval where only one set of cues is synthe-
sized, localization dominance of the lead is not con-
sidered. Despite of this, C-to-1 BCC achieves audio
quality reflected in an average MUSHRA score [33]
of about 87 (“excellent” audio quality) on average
and up to nearly 100 for certain audio signals [17] for
critical headphone playback and a wide range of typ-
ical stereo music signals. Also good audio quality is
achieved for critical multi-channel surround signals
and loudspeaker playback [34, 35].
The following notation is used for ICTD, ICLD, and
ICC. Given a channel pair with channel indices l
and m, ICTD, ICLD, and ICC between these two
channels are denoted τlm, ∆Llm, and clm, respec-
tively. ICTD and ICLD are defined between a ref-
erence channel (e.g. channel number 1) and all the
other channels as illustrated in Figure 3. As op-
posed to ICTD and ICLD, ICC has more degrees
of freedom. Despite of this, we only transmit one
single ICC parameter per subband and time index
[4, 35]. We obtained good results by estimating and
transmitting only ICC cues between the two chan-
nels with most energy in each subband at each time
index. This is illustrated in Figure 4, when for time
instants k − 1 and k the channel pairs (3, 4) and
(1, 2) are strongest, respectively. A heuristic rule is
used for determining ICC between the other channel
pairs [35].
The process of generating the C-to-1 BCC decoder
output multi-channel audio signal with the desired
cues is shown in Figure 5. The sum signal is con-
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Fig. 3: ICTD and ICLD are defined between the refer-
ence channel 1 and each of the other C − 1 channels.
Fig. 4: At each time instant k, the ICC between the
channel pair with the most power is considered. In the
example shown the channel pair is (3, 4) at time instant
k − 1 and (1, 2) at time instant k.
verted to subbands. Delays and scale factors are
applied in subbands to synthesize ICTD and ICLD.
Other processing (Processing Block A in Figure 5)
is applied for synthesizing ICC. Methods for multi-
channel ICC synthesis have been presented in [4, 35]
(ICC synthesis schemes for stereo have been de-
scribed in [5, 6, 7, 8]).
An FFT-based implementation of C-to-1 BCC is de-
scribed in detail in [4]. A non-uniform filterbank
is mimicked by grouping spectral coefficients into
groups representing signal components with the de-
sired bandwidths. A group of spectral coefficients is
denoted “partition” in [4] and corresponds concep-
tually to a BCC subband where one set of ICTD,
ICLD, and ICC cues are synthesized.
Fig. 5: ICTD are synthesized by imposing delays, ICLD
by scaling, and ICC by other processing (Processing
Block A). The shown processing is applied independently
to each subband.
Fig. 6: Generic BCC scheme with multiple transmission
channels. The C input channels are downmixed to E
channels and transmitted to the decoder together with
side information.
3. C-TO-E BCC
A BCC scheme with multiple audio transmission
channels is shown in Figure 6. In the encoder, the
C input channels are downmixed to the E transmit-
ted audio channels. ICTD, ICLD, and ICC between
certain pairs of input channels are estimated as a
function of time and frequency. The estimated cues
are transmitted to the decoder as side information.
A BCC scheme with C input channels and E trans-
mission channels is denoted C-to-E BCC.
3.1. Encoder processing
Similar to downmixing in C-to-1 BCC [4], down-
mixing for C-to-E BCC is also carried out in the
subband domain as illustrated in Figure 7. The E
downmixed subbands are generated by


yˆ1(n)
yˆ2(n)
...
yˆE(n)

 = DCE


x˜1(n)
x˜2(n)
...
x˜C(n)

 , (1)
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Fig. 7: Downmixing with equalization. The downmixing
is applied in subbands and equalization is carried out by
scaling the subbands. The shown processing is carried
out independently for each subband.
where the real-valued C-by-E matrix DCE is de-
noted downmixing matrix.
As illustrated in Figure 7, the downmixing is fol-
lowed by scaling. If the input channels are inde-
pendent, then the power of the downmixed signal in
each subband py˜i(k) is equal to

py˜1(k)
py˜2(k)
...
py˜E (k)

 = D¯CD


px˜1(k)
px˜2(k)
...
px˜C (k)

 , (2)
where px˜i(k) is the power in a subband of the in-
put signal xi(n) and D¯CD is the downmixing matrix
with each matrix element squared. If the subbands
are not independent, the power values of the down-
mixed signal py˜i(k) will be larger or smaller than as
computed by (2), due to signal amplifications and
cancellations when signal components are in-phase
and out-of-phase, respectively. To prevent this, the
downmixing matrix is applied in subbands followed
by a scaling operation as illustrated in Figure 7. The
scaling factors ei(k) (1 ≤ i ≤ E) are chosen to be
ei(k) =
√
py˜i(k)
pyˆi(k)
, (3)
where py˜i(k) is the subband power as computed by
(2) and pyˆi(k) is the power of the corresponding
downmixed subband signal yˆi(k).
ICTD, ICLD, and ICC are estimated in the same
way as in C-to-1 BCC, however not necessarily be-
tween all signal channels. Specific examples between
which channels to estimate the cues are given in Sec-
tion 3.3.
3.2. Decoder processing
The decoder processes the transmitted E audio
channels to generate its C output channels, consid-
ering how the encoder downmix was carried out and
the transmitted cues. Figure 8 illustrates how the
C audio output channels are generated given the E
transmitted channels. The input channels are con-
verted to the subband domain. Upmixing is applied
to generate C subband signals given the E subband
signals. The upmixed C subband signals are scaled
and delayed such that the desired ICTD and ICLD
appear between pairs of channels. Processing Block
A in Figure 8 is a generic scheme for ICC synthesis.
Note that C-to-E BCC synthesis is very similar to
C-to-1 BCC synthesis (Figure 5). The difference is
that for each output channel a different base chan-
nel, as generated by the upmixing, is used prior to
applying processing for ICTD, ICLD, and ICC syn-
thesis. These base channels are linear combinations
of the transmitted channels,

s˜1(n)
s˜2(n)
...
s˜E(n)

 = UEC


y˜1(n)
y˜2(n)
...
y˜C(n)

 , (4)
where the real-valued E-by-C matrix UEC is de-
noted upmixing matrix. Note that the upmixing (4)
is applied in subbands. This has the advantage that
as opposed to C filterbanks only E filterbanks have
to be used. Additionally, one may apply “dynamic
upmixing” individually in each subband as is dis-
cussed later.
The synthesis of ICLD is relatively unproblematic
compared to synthesis of ICTD and ICC, since it
involves merely scaling of subband signals. Further-
more, ICLD cues are the most commonly used di-
rectional cues (amplitude panning, coincident-pair
microphones) and thus it is important that ICLD
cues approximate those of the original signal. Thus
unless some audio channels are transmitted unmod-
ified, ICLD are estimated between all channel pairs
similar to C-to-1 BCC. Similar to ICLD synthesis for
C-to-1 BCC, the scaling factors ac(k) (1 ≤ c ≤ C)
for each subband are chosen such that the subband
power of each output channel approximates the cor-
responding power of the original audio signal.
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Fig. 8: BCC synthesis applied to the E transmitted au-
dio channels. The transmitted channels are converted to
subbands. The given E subbands are upmixed to C sub-
bands, followed by delays, scaling, and other processing
(Processing Block A) for ICTD, ICLD, and ICC synthe-
sis, respectively. The shown processing is carried out
independently for each subband.
Additionally, the goal is to apply less signal modifi-
cations for synthesizing ICTD and ICC than would
be required in C-to-1 BCC. For this purpose the
scheme considers ICTD and ICC which are present
between the transmitted channels and synthesizes
ICTD and ICC cues only between certain output
channel pairs.
3.3. Specific examples for C-to-E BCC schemes
3.3.1. 5-to-2 BCC
A simple experiment is described for motivating the
choice of the specific downmixing and upmixing ma-
trices. A four loudspeaker setup is considered with
the front loudspeakers at ±30◦ and the rear loud-
speakers at ±110◦ (standard 5.1 setup without cen-
ter loudspeaker and without subwoofer for low fre-
quency effects).
In the following, “scenario (a), (b), (c), and (d)”
denote the four parts of Figure 9. In scenario (a),
four independent Gaussian noise signals are played
back from the left, right, rear left, and rear right
loudspeakers. In this scenario, the auditory event
is surrounding the listener. This is the reference
scenario with a maximum degree of listener envel-
opment and compared to the other scenarios result-
ing in the smallest IC (interaural coherence) values.
A single Gaussian noise signal is played back from
all loudspeakers in scenario (b), resulting in a mini-
mum degree of listener envelopment and the largest
IC values. Assuming free-field and left/right sym-
metry of the loudspeaker setup and listener’s head,
Fig. 9: Perception of wideband noise signals: (a): four
independent signals for all four speakers. (b): same sig-
nal for all four speakers. (c): two independent signals
for left two speakers and right two speakers. (d): two
independent signals for front two speakers and rear two
speakers. The gray area illustrates the perception in the
scenarios (a)-(d) in a reverberant room.
the ear input signals for this scenario are identical,
i.e. IC = 1.
Scenarios (c) and (d) correspond to two ways of re-
ducing the four independent channels of scenario (a)
to two independent channels given to the four loud-
speakers. Scenarios (c) and (d) play back two in-
dependent Gaussian noise signals through the left
two and right two loudspeakers and through the
front two and back two loudspeakers, respectively.
Again, free-field and left/right symmetry of loud-
speaker setup and listener’s head is assumed. In
scenario (c), the resulting ear input signals are not
identical and IC < 1. For scenario (d), the ear input
signals are identical as in scenario (b), i.e. IC = 1.
Thus, scenario (c) is mimicking the reference sce-
nario better than scenario (b).
It is expected, that also in reverberant rooms sce-
nario (c) performs better than scenario (d). Infor-
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mal listening experiments indicate that this is indeed
the case. The gray areas in Figures 9(a)-(d) con-
ceptually illustrate the extent of the corresponding
auditory events.
The previous discussion implies the following rules
for reducing the number of independent channels:
• Independence between signals of loudspeakers
with different left/right positions should be
maintained, i.e. ICC and ICTD cues are im-
portant in this case.
• Signals of loudspeakers with different front/rear
positions can be coherent while IC cues are still
low as long as left/right ICC is low.
5-to-2 BCC for stereo backwards compatible cod-
ing of 5-channel surround transmits different au-
dio channels for different left/right positions such
that independence of audio channels with different
left/right positions is maintained.
One transmitted channel is computed from right,
center, and rear right and the other from left, cen-
ter, and rear left. Given the channel assignment in-
dicated in Figure 10(a), this corresponds to a down-
mixing matrix of
D52 =
[
1 0 1√
2
1 0
0 1 1√
2
0 1
]
, (5)
where the scale factors are chosen such that the sum
of the square of the values in each column is one,
resulting in that the power of each input signal con-
tributes equally to the downmixed signals. The cor-
responding upmixing matrix copies each transmit-
ted channel to the channels which were used for the
corresponding downmixes,
U25 =


1 0
0 1
1 1
1 0
0 1

 . (6)
The scaling of the rows in upmixing matrices is not
relevant, since the upmixed signals are normalized
and re-scaled during ICLD synthesis.
Figure 10(a) illustrates the downmixing of the five
input channels to the two transmitted channels. The
Fig. 10: 5-to-2 BCC: (a) Downmixing to two channels,
(b) computation of base channels for each output chan-
nel (upmixing), (c) synthesis of 5 channels given the 2
transmitted channels.
upmixing is illustrated in Figure 10(b), where the
left transmitted channel is used as base channel for
left and rear left, the right transmitted channel as
base channel for right and rear right, and the sum
of both transmitted channels as base channel for
the center channel. The process of generating the
5-channel output signal, given the two transmitted
channels, is shown in Figure 10(c). Note that ICTD
and ICC synthesis is applied between the channel
pairs for which the same base channel is used, i.e. be-
tween left and rear left, and right and rear right. The
two Processing Blocks A in Figure 10(c) are schemes
for 2-channel ICC synthesis.
The side information, estimated at the encoder,
which is necessary for computing all parameters for
the decoder output signal synthesis are the following
cues: ∆L12, ∆L13, ∆L14, ∆L15, τ14, τ25, c14, and
c25. (Different level differences could be used. The
condition is just that enough information is avail-
able at the decoder for computing the scale factors,
delays, and parameters for ICC synthesis).
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3.3.2. 6-to-5 BCC
Figure 11 illustrates the different processing steps
in a 6-to-5 BCC scheme, i.e. a scheme that can be
used for 5-channel backwards compatible coding of
6-channel surround. A 6-channel surround system
with an additional rear center channel is considered.
Such a loudspeaker setup is used in “Dolby Digital
- Surround EX” [36]. Downmixing as illustrated in
Figure 11(a) is used, corresponding to a downmixing
matrix of
D65 =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 1√
2
0 0 0 0 1 1√
2

 , (7)
where the front channels are transmitted non-
modified and the rear three channels are downmixed
to two channels for a total of 5 transmitted channels.
The upmixing, i.e. choice of base channels for BCC
synthesis, is illustrated in Figure 11(b). In this case,
all base channels are different audio channels and we
apply no ICTD and ICC synthesis as is illustrated
in the 6-to-5 BCC synthesis scheme in Figure 11(c).
This choice of base channels corresponds to an up-
mixing matrix of
U56 =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 1 1


. (8)
Note that channels 1, 2, and 3 are used unmodified.
Thus no filterbank is used and these channels are
just delayed for compensating the filterbank delay
of the other channels, as indicated in Figure 11(c).
The necessary side information for this case is: ∆L46
and ∆L47.
Another possibility to downmix the 6 input audio
channels would be to add left and rear left and right
and rear right and leave the other channels unmodi-
fied. In this case, the synthesis scheme would apply
ICTD and ICC synthesis between left and rear left
and right and rear right. This way of downmixing
and upmixing corresponds to giving more emphasis
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Fig. 11: 6-to-5 BCC: (a) Downmixing to six channels,
(b) computation of base channels for each output chan-
nel (upmixing), (c) synthesis of 6 channels given the 5
transmitted channels.
to left/right independence, whereas (7) and (8) give
more emphasis to front/back independence.
3.3.3. 7-to-5 BCC
This scheme transmits a 7-channel surround signal
over 5 audio channels. For brevity, the downmix-
ing and upmixing matrices are not explicitly written
down. The “Lexicon Logic 7” surround matrix pro-
cess uses 7 main loudspeakers approximately placed
as illustrated in Figure 12(a) [36]. 7-to-5 BCC is
applied for providing 7 independent channels with
such a loudspeaker setup backwards compatibly to 5-
channel surround. Figure 12(a) illustrates the down-
mixing that is used for this purpose. The two rear
left and the two rear right channels are downmixed,
while transmitting the other channels unmodified,
for a total of 5 transmitted audio channels. The
upmixing is illustrated in Figure 12(b). For synthe-
sis of the 7 output channels, ICTD, ICLD, and ICC
synthesis is applied only between the two rear side
audio channel pairs, as illustrated in Figure 12. In
this case, the transmitted side information is: ∆L46,
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Fig. 12: 7-to-5 BCC: (a) Downmixing to five channels,
(b) computation of base channels for each output chan-
nel (upmixing), (c) synthesis of 7 channels given the 5
transmitted channels.
∆L56, τ46, τ56, c46, and c56.
3.3.4. Low frequency effects (LFE) channels
In the 5-to-2 BCC example given, the low frequency
effects (LFE) channel is treated the same way as
the center channel, i.e. it is attenuated by 3 dB
and added to both transmitted channels. The base
channel for LFE channel synthesis at the decoder is
the sum of both transmitted channels, also in the
same way as done for the center channel.
In the other examples given, 6-to-5 and 7-to-5 BCC,
the LFE channel is transmitted as the 5.1 LFE chan-
nel (assuming 5.1 backwards compatible coding) and
no additional processing is necessary.
For 5.1 backwards compatible coding of surround
formats with more than one LFE channel, e.g. 10.2
surround [36], all the LFE channels are added and
transmitted as the 5.1 LFE channel. At the decoder
processing is applied for generating the multiple LFE
channels, similar to the generation of xˆ4 and xˆ6 (or
xˆ5 and xˆ7) in the 7-to-5 BCC example (Figure 12).
3.3.5. Dynamic upmixing
Informal listening revealed that 5-to-2 BCC with
processing as illustrated in Figure 10 suffers from
a certain reduction of overall width of the auditory
spatial image for certain signals (e.g. applause sig-
nal). In the following, we are describing a technique
for improving the auditory spatial image width for
such signals. The technique is applicable to all cases
when an input channel is mixed into more than one
of the transmitted channels (e.g. the previous exam-
ples of 5-to-2 and 6-to-5 BCC). For simplicity of the
discussion, the technique is described only for the
specific case of 5-to-2 BCC.
The before mentioned problem of auditory spatial
image width reduction occurs mostly for audio sig-
nals which contain independent fast repeating tran-
sients from different directions (e.g. applause signal).
The image width reduction may be caused by insuffi-
cient time resolution of ICLD synthesis. As opposed
to using a higher time resolution in this case, we
aim at removing the center channel signal compo-
nent from the side channels.
According to Figure 10 and Equations (5) and (6),
the base channels for the 5 output channels of 5-to-2
BCC are:
s˜1(k) = y˜1(k) = x˜1(k) +
x˜3(k)√
2
+ x˜4(k)
s˜2(k) = y˜2(k) = x˜2(k) +
x˜3(k)√
2
+ x˜5(k)
s˜3(k) = y˜1(k) + y˜2(k)
= x˜1(k) + x˜2(k) +
√
2x˜3(k) + x˜4(k) + x˜5(k)
s˜4(k) = s˜1(k)
s˜5(k) = s˜2(k) . (9)
Note that the original center channel signal compo-
nent x˜3 appears 3 dB amplified in the center base
channel subband s˜3 (factor
√
2) and 3 dB attenu-
ated in the remaining (side channel) base channel
subbands. For further attenuating the center chan-
nel signal component in the side base channel sub-
bands, the center channel subband estimate, ˜ˆx3, is
attenuated by 3 dB and subtracted from the side
base channels as illustrated in Figure 13. The re-
sulting base channel subbands are
s˜1(k) = y˜1(k)−
a3(k)√
2
(y˜1(k) + y˜2(k))
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Fig. 13: 5-to-2 BCC: A center channel subband estimate
is subtracted from the base channels for the side channels
for improving independence between the channels.
s˜2(k) = y˜2(k)−
a3(k)√
2
(y˜1(k) + y˜2(k))
s˜3(k) = y˜1(k) + y˜2(k)
s˜4(k) = s˜1(k)
s˜5(k) = s˜2(k) . (10)
The described technique can also be viewed as using
dynamic upmixing, i.e. using a different upmixing
matrix for each subband at each time k,
U25 =
1√
2


√
2− a3(k) −a3(k)
−a3(k)
√
2− a3(k)√
2
√
2√
2− a3(k) −a3(k)
−a3(k)
√
2− a3(k)

 . (11)
More generally, one could also use different factors
for computation of the output center channel sub-
bands and the factors for “dynamic upmixing”, as
opposed to the same a3(k) for both.
4. EXPECTED AUDIO QUALITY
In a previous paper [21] a subjective test was de-
scribed carried out with an MP3 audio coder [14]
extended with 5-to-2 BCC for coding of 5.1 sur-
round audio. The total bitrate was 192 kb/s (about
176 kb/s for MP3 and 16 kb/s for the BCC side in-
formation). The quality of this 5-to-2 BCC-based
audio coder was mostly within the “excellent” range
of the MUSHRA [33] grading scale and was much
closer to the quality of the discrete reference multi-
channel audio signals than to the quality of Dolby
Prologic II encoded audio signals.
We expect better audio quality for schemes extend-
ing 5.1 surround to surround formats with more au-
dio channels because, as shown in the examples,
more discrete audio channels are maintained.
5. CONCLUSIONS
Another variation of BCC was presented in this
paper. As opposed to transmitting a single audio
channel as C-to-1 BCC does, C-to-E BCC transmits
E audio channels for coding of C audio channels.
There are two motivations for transmitting more
than one audio channel. Firstly, most of the existing
audio infrastructure is based on two-channel stereo.
For upgrading such systems for multi-channel play-
back in a backwards compatible way it would be de-
sirable to have BCC with two transmission channels.
More generally speaking, C-to-E BCC can upgrade
E-channel audio systems in a backwards compatible
way to C-channel systems. Secondly, one can take
advantage of the fact that more than one audio chan-
nel is transmitted resulting in a higher audio quality.
C-to-E BCC was described in detail for the general
case of any number of transmission channels. Special
considerations were discussed for practical applica-
tion of 5-to-2, 6-to-5, and 7-to-5 BCC.
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