Recent research has shown that it is challenging to detect out-of-distribution (OOD) data in deep generative models including flow-based models and variational autoencoders (VAEs). In this paper, we prove a theorem that, for a well-trained flow-based model, the distance between the distribution of representations of an OOD dataset and prior can be large enough, as long as the distance between the distributions of the training dataset and the OOD dataset is large enough. Furthermore, our observation shows that, for flow-based model and VAE with factorized prior, the representations of OOD datasets are more correlated than that of the training dataset. Based on our theorem and observation, we propose detecting OOD data according to the total correlation of representations in flow-based model and VAE. Experimental results show that our method can achieve nearly 100% AUROC for all the widely used benchmarks and has robustness against data manipulation. While the state-of-the-art method performs not better than random guessing for challenging problems and can be fooled by data manipulation in almost all cases.
Introduction
Generally, a generative model p θ (x) with parameters θ is trained to approximate an unknown distribution p (x), given that the training inputs are drawn indepently from p . Modern deep generative models (DGM) including variational auto-encoders (VAE) [26] , generative adversarial networks (GAN) [19] , auto-regressive models [45, 41] and flow-based invertible models [27, 16] have been developed and applied in many fields such as visual recognition and generation [7, 27] , speech generation [36] and natural language processing [33] . Specially, VAE, auto-regressive model and flow-based model have drawn interests of researchers since they can offer explicit marginal likelihood of data points.
Recent research shows that DGMs are not capable of distinguishing OOD data from training data (or in-distribution (InD) data) according to the model likelihood [34, 42, 13, 43, 35] . For example, flow-based models including Glow [27, 16] may assign a higher likelihood for SVHN (MNIST) when trained on CIFAR10 (FashionMNIST). This counterintuitive phenomenon also occurs in VAE [26] and auto-regressive models [45, 41] . PixelCNN [34] . However, we cannot sample out data similar to OOD dataset.
Another similar phenomenon is observed in the class conditional flow-based model, which contains a Gaussian Mixture Model (GMM) on the top layer with one Gaussian for each class [18] . For example, class conditional Glow only achieves 82.8% classification precision on FashionMNIST. This means that one component may assign higher likelihoods for the inputs of other classes. However, we always sample out images of the correct classes from the GMM.
Some researchers conjecture that these counterintuitive phenomena stem from the distinction of high probability density regions and the typical set of the model distribution [35, 13] . For example, the typical set of d-dimensional isotropic Gaussian is an annulus with a radius of √ d [46] . When sampling from the Gaussian, it is likely to obtain points in the typical set, rather than the highest density region (i.e. the center). Nalisnick (Ty-test in short) to detect OOD data and achieve state-of-the-art results [35] . However, when the likelihood distribution of InD and OOD datasets coincide, any likelihood-(typicality-) based methods would fail.
We start our research from the sampling process. Flow-based model is bijection mapping every input x to unique z = f (x) in the latent space. We should ask why we cannot sample out the representations of OOD data from prior. In this paper, we reveal that the reason is the divergence between the distribution of representations of OOD data and prior. We prove a theorem that, for a well-trained flow-based model, the distance between the distribution of representations of OOD dataset q Z and the prior p r can be large enough, as long as the distance between distributions of InD and OOD datasets is large enough.
Our theorem also prompts us to detect OOD data according to the divergence between the distribution of representations and prior. In this paper, we propose using the total correlation of representations as the criterion for OOD detection. We select total correlation for two reasons. Firstly, flow-based model preserves (h, φ)-divergence, which includes the KullbackLeibler (KL) divergence defining total correlation. Secondly, we have observed that, for flow-based models and VAE with factorized prior, the representations of OOD datasets are more correlated than that of InD dataset for all model-dataset pairs.
The contributions of this paper are as follows:
1. We prove that, for a well-trained flow-based model, the distance between the distribution of representations of OOD dataset and prior can be large enough, as long as the distance between the distributions of InD and OOD datasets is large enough. This explains why we cannot sample out new samples like OOD data from flow-based model. 2. We propose detecting OOD data according to the total correlation based on fitted Gaussian against the prior in flow-based model and VAE. 3. The experimental results show that our method can achieve nearly 100% AUROC for all the problems encountered in the experiments and is robust against data manipulation. While the state-of-the-art method is not better than random guessing for challenging problems and can be fooled by data manipulation in almost all cases.
The remainder of this paper is organized as follows. Section 2 discusses the problem of interest. Section 3 gives out the theoretical analysis. Section 4 shows the details of our OOD detection method. Section 5 reports the experimental results. Section 6 discusses the related work. Finally, Section 7 concludes.
Problem of Interest

Background
Flow-based generative models construct diffeomorphism f from visible space X to latent space Z. The model uses a series of diffeomorphisms implemented by multilayered neural networks
like flow. The whole bijective transformation f (x) = f n • f n−1 · · · f 1 (x) can be seen as encoder, and the inverse function f −1 (z) is used as decoder. According to the change of variable rule, the probability density function of the model can be formulated as
is the Jacobian of f i .
Here prior p θ (z) is chosen as tractable density function. For example, the most popular prior is isotropic multivariate Gaussian N (0, I), which makes log p θ (z) = −(1/2) × i z 2 i + C. After training, one can sample noise from prior and generate new samples f −1 ( ).
Variational Autoencoder (VAE) is directed graphical model approximating the data distribution p(x) with encoder-decoder architecture. The probabilistic encoder q φ (z|x) approximates the unknown intractable posterior p(z|x). The probabilistic decoder p θ (x|z) approximates p(x|z). In VAE, the variational lower bound of the marginal likelihood of data points (ELBO) L(θ, φ)
can be optimized by stochastic gradient descent. After training, one can sample z from prior p(z) and use the decoder p θ (x|z) to generate new samples.
Attacking the Likelihood
We train Glow with 768-dimensional isotropic Gaussian prior on FashionMNIST. Figure 1 (a) shows the histogram of log-likelihood of representations under prior (log p(z)) for different datasets. Note that log p(z) of FashionMNIST are around −768 × (0.5 × ln2πe) ≈ −1089.74, which is the log-probability of typical set of the prior [15] .
Here it seems hopeful to detect OOD data by p(z) or typicality test in the latent space [13] . However, we scale each OOD data representation z to z = √ d × z/|z|, where √ d is the radius of the annulus of typical set, and find that z corresponds to the similar image with z (details are shown in the Appendix). This demonstrates that typicality test in the latent space is not qualified for OOD detection. Figure 1 (b) shows that Glow assigns higher (lower) p(x) for MNIST (notMNIST). Ty-test can handle problems where the expectations of p(x) of inputs and training set diverge (for example, FashionMNIST vs MNIST/notMNIST) [35] . However, Ty-test fails on CIFAR10 vs CIFAR100 on Glow, because the likelihood distributions of InD and OOD datasets coincide (Figure 1(c) ).
In fact, the likelihood distribution can be manipulated by adjusting the variance of inputs [34] . In Figure 2 we show the log p(x) of SVHN, SVHN with increased contrast by a factor of 2.0 (SVHN-HIGH-CONTRAST) and SVHN with decreased contrast by a factor of 0.3 (SVHN-GRAY) on Glow trained on CIFAR10. The likelihood distributions of SVHN-HIGH-CONTRAST and CIFAR10 coincide. As a result, Ty-test performs worse than random guessing. Similarly, in VAE, we can also manipulate the likelihood distribution by adjusting the contrast of images. Note that, these manipulations are easy to perform because the model is treated as a black box. 
Problem
In this paper, we focus on flow-based model and VAE. We are interested in the following two questions:
1. Why cannot we sample out new data similar to OOD data although they have higher likelihoods? 2. How to detect OOD data using DGM ?
Particularly, we focus on group anomaly detection [11] . Assume that we are provided a set of training data {x 1 , · · · , x n } drawn independently from an unknown distribution p , and a batch of test inputs { x 1 , · · · , x m }(m > 1). Our task is to train a DGM and determine whether the test batch was drawn from p . This is different from pointwise anomaly detection where a single data point is provided at test time. The collective behavior of the whole test batch can be anomalous when the individual data point is seemingly regular.
Theory
In this section, we give out a theoretical explanation for why we cannot sample out new data similar to OOD dataset, although they may have higher likelihoods. Our analysis reveals that the reason is the divergence between the distribution of representations of OOD data and prior. We prove that, for a well-trained flow-based model, the distance between the distribution of representations of OOD dataset and prior can be large enough, as long as the distance between the distributions of InD and OOD dataset is large enough. In our analysis, we use φ-divergence (also called f -divergence) defined by:
The φ-divergence between two densities p(x) and q(x) is defined by
where φ is a convex function on [0, ∞) such that φ(1) = 0. When q(x) = 0, 0φ(0/0) = 0 and 0φ(p/0) = lim t→∞ φ(t)/t [1] .
φ-divergence is important to machine learning fields. Many commonly used measures including the KL divergence, Jensen-Shannon divergence, and squared Hellinger distance belong to φ-divergence family. Many φ-divergences are not proper distance metrics and do not satisfy the triangle inequality. We also use (h, φ)-divergence defined by:
The (h, φ)-divergence between two densities p(x) and q(x) is defined by
where h is a differentiable increasing real function from [0, φ(0) + lim t→∞ φ(t)/t] onto [0, ∞) [32] .
(h, φ)-divergence includes a broader range of divergences than φ-divergence. For example, Rényi distance belongs to (h, φ)-divergence family.
Theorem 1 Given a flow-based model z = f (x) with prior p r . Let X 1 and X 2 be two random variables and Z 1 = f (X 1 ),
can be large enough as long as D(p X , q X ) is large enough and D(p Z , p r ) is small enough.
where the first equality follows from the definition of φ-divergence, the second equality follows from the change of variables rule in integral, the fourth equalities follows from the fact that flow-based model is diffeomorphism and p X (x) = p Z (f (x))| det ∂f (x)/∂x T |, which also follows from the change of variables rule. (b) Since D is a proper statistical distance metric and satisfies the triangle inequality, we have
Since D belongs to the (h, φ)-divergence family, from Theorem (a), we know that D(p X , q X ) equals to D(p Z , q Z ) and can be large enough. Thus we have Theorem (b). Figure 3 illustrates how Theorem 1 guarantees that the distribution of OOD data representations is far enough from the prior, where InD and OOD datasets subject to p X and q X respectively, the representations of InD and OOD datasets subject to p Z and q Z respectively, p r is the prior.
1. In practice, InD and OOD datasets are distinguishable enough for human. Take the squared Hellinger distance
When an input x belongs to only one dataset, p X (x)q X (x) is negligible. Therefore, H 2 (p X , q X ) is large enough, no matter what p X (x) and q X (x) are. 2. For a well-trained flow-based model, the represetations of InD dataset nearly subjects to p r . Thus, D(p Z , p r ) is small enough. 3. According to theorm 1, D(q Z , p r ) can be large enough.
Theorem 1 not only explains why we cannot sample out images similar to OOD dataset according to prior, but also prompts us that we can detect OOD data by estimating the distance between the distribution of representations and prior. In fact, under the stronger condition
is large enough. Therefore, in practice, we can explore any (h, φ)-divergences rather than only the proper distance metric. In this paper, we explore the most commonly used (h, φ)-divergence, KL divergence, for OOD detection. More divergence measures will be explored in future work.
OOD Detection Method
In this section, we discuss why and how to use KL divergence for OOD detection in DGM.
Investigating Representations
Flow-based Model
In flow-based model, the representations of InD data are trained to subject to the prior. For a well-trained model, we can consider that p Z is close enough to p r . We use the fitted Gaussian N p Z to approximate p Z and have KL(p Z ||p r ) ≈ KL(N p Z ||p r ). This is also the total correlation based on fitted Gaussian against prior [31] . On the other hand, for OOD data, the unknown q Z is far enough from p r . It is not easy to estimate the KL divergence between unknown distributions [8] . Indeed, we need an estimation method qualified for OOD detection. Our question is can we still use fitted Gaussian when estimating KL(q Z ||p r ) for OOD detection?
We train Glow on CIFAR10 and sample noises from the fitted Gaussian from representations of notMNIST 1 . Surprisingly, as shown in Figure 4 , we can generate nearly grayscale images similar to notMNIST, although the image quality is limited. Similarly, from a single Glow model trained on CIFAR10, we can generate images with the style of multiple OOD datasets, including (not)MNIST, SVHN, CelebA, etc. (shown in the Appendix). This phenomenon can be also observed in Glow trained on other datasets. This indicates that the fitted Gaussian from representations can be treated as an important characteristic of a dataset.
We also investigate the correlation of representations. Experimental results show that, for all model-dataset pairs, the representations of OOD dataset are more correlated than that of InD dataset. For example, Figure 5 shows the histogram of non-diagonal elements of correlation of representations in Glow trained on CIFAR10 (more results are shown in the Appendix). This is not
In fact, the high correlation of representations also explains why we cannot sample out new data similar to OOD dataset.
Summary. Total correlation is defined by KL divergence which belongs to (h, φ)-divergence family. The representations of OOD data are more correlated. Thus, we propose using total correlation of representations to detect OOD data.
VAE
It is well-known that VAE and multiple variations learn independent representations [10, 25, 12, 29, 31] . The probabilistic encoder q φ (z|x) is often chosen as Gaussian form N Z (µ(x), diag(σ(x) 2 )), where z ∼ q φ (z|x) is used as sampled representation of x and µ(x) as mean representation. The KL term in variational evidence lower bound objective can be rewritten as where p(z) is the prior, q(z) the aggregated posterior and I(x; z) the mutual information between x and z [24] . Here KL(q(z)||p(z)) punishes the total correlation and hence encourages independent sampled representations. On the other hand, the representations of OOD dataset do not subject to prior, otherwise we can generate images similar to the OOD dataset.
The state-of-the-art φ-divergence estimation method applicable for VAE is RAM-MC [39] . However, we find that RAM-MC can also be attacked by data manipulation (see Section 2.2). Note that, this does not prove that RAM-MC is fragile for general-purpose divergence estimation.
Similar to flow-based model, we also observed that the sampled (mean) representations of OOD datasets are more correlated in VAE. For example, we train convolutional VAE with 8-dimensional latent space on FashionMNIST. Figure  6 shows the histogram of non-diagonal elements of correlation of sampled representations (More details are shown in the Appendix). Thus, we propose using fitted Gaussian in estimating both KL(p Z ||p r ) and KL(q Z ||p r ) for OOD detection.
Note that, we use the total correlation based on fitted Gaussian against prior mostly because the representations of OOD data are more correlated. Fitted Gaussian is not always a good choice for estimating other divergence measures even under flow-based model. For example, experimental results show that the Hellinger distance between fitted Gaussian and prior is not a good criterion for OOD detection.
Algorithm
We propose detecting OOD dataset according to the total correlation of representations. Given a batch of inputs X = {x 1 , · · · , x m }, we compute the representations of X as Z = {z 1 , · · · , z m }. We treat Z as m observations of a d-dimensional random vector. If the total correlation is greater than a threshold t, then the input batch is determined as OOD data, otherwise, determined as InD data. In practice, we can generalize to other correlation evaluation methods. In this paper, we select the following two methods.
1. TC: total correlation based on a fitted Gaussian of the representations against the prior. 2. σ-Corr: the variance of the non-diagonal elements of correlation of representations.
Algorithm 1 shows the details of our method. We name our algorithm as DOCR for Detecting OOD data by (Total) Correlation of Representaions. Particularly, we note our algorithm with the two correlation evaluation methods as DOCR-TC and DOCR-σ-Corr respectively.
Specially, for flow-based model, the representation z = f (x) has shape (H, W, C), where H is the height, W the width and C the number of channels. For a batch of m inputs, the representations are treated as m × H × W observations of a C-dimensional random vector. We find that such modified algorithm needs a smaller batch size. In the following, we note the modified algorithm as DOCR-TC-M.
We don't use bootstrap [17, 3, 35] to establish the threshold. This is because bootstrap method uses sampling with replacement, and hence severely overestimates the correlation. In the experiments, we use threshold-independent metrics: area under the receiver operating characteristic curve (AUROC) and area under the precision-recall curve (AUPR) to 
return X is out-of-distribution data 6: else 7: return X is in-distribution data 8: end if evaluate our method.
Experiments
Experimental Setting
We evaluate our OOD detection algorithm with benchmarks that are used prevalently in deep anomaly detection research [34, 35, 30, 42, 20, 21] , including MNIST, FashionMNIST, notMNIST, CIFAR10/100, SVHN, CelebA, and Imagenet32. We use S-C(k) (k ≥ 0) to denote dataset S with adjusted contrast by a factor k 2 . For example, SVHN-C(2.0) denotes SVHN with increased contrast by a factor 2.0. Examples of these mutated datasets are shown in the Appendix. The size of each test dataset is fixed to 10,000 for comparison.
For flow-based model, we use OpenAI's open-source implementation of Glow 3 with 768-dimensional isotropic Gaussian as prior except for CIFAR10 vs other problems. Specifically, for CIFAR10, we use the model checkpoint released by the authors of [35] at DeepMind for fairness 4 , which uses prior with learned mean and diagonal covariance. For VAE, we train convolutional VAE and use sampled representation for all problems. More details about the models are described in the Appendix.
We use threshold-independent metrics: area under the receiver operating characteristic curve (AUROC) and area under the precision-recall curve (AUPR) to evaluate our method [9] . The ROC curve shows both the true positive rate (TPR) and false positive rate (FPR) against each other when the threshold varies. An ideal detector gives 100% AUROC and a random detector gives 50% AUROC. We treat OOD data as positive data. In evaluation, each dataset is divided into batches of size m. We compute AUROC and AUPR according to the portion of batches determined as OOD data.
We use Ty-test [35] as the baseline . For comparison, we reimplement Ty-test as follows. We computeˆ k = |(−1/M )Σ M m=1 log p(x m ) −Ĥ N [p(x; θ)]| in the Algorithm 1 in [35] , whereĤ is the estimated entropy of the model distribution. We useˆ k as the criterion to compute AUROC and AUPR.
We find that DOCR-TC(-M) needs a smaller batch size than DOCR-σ-Corr, except for the CIFAR10 vs CIFAR100 problem on Glow. We mainly report the results of DOCR-TC(-M) and leave most results of DOCR-σ-Corr in the Appendix.
Due to resource limitations, we train each model once and run each method 5 times in evaluation. For each problem, we show "mean±std" in tables. 2 The contrast is adjusted channel wisely by x = (x − µ) × k + µ, where µ is the expectation of the channel, k is the factor. 3 https://github.com/openai/glow 4 https://github.com/y0ast/Glow-PyTorch. At the time of writing, this is the only model checkpoint released by the authors of [35] 5.2 Experimental Results Unconditional Glow. Table 6 shows the results on Glow trained on FashionMNIST, SVHN, CIFAR10, CelebA and tested on other datasets as OOD data. We can see that for all these problems, DOCR-TC-M can achieve (nearly) 100% AUROC/AUPR with batch size 10 and outperforms Ty-test significantly. Importantly, for different problems, we adjust the contrast with different factors such that InD and OOD data have coinciding likelihood distributions, and hence Ty-test fails. On the contrary, our method is robust against data manipulation. We find that DOCR-TC needs a larger batch size than DOCR-TC-M, but still outperforms Ty-test. More results of DOCR-TC are shown in the Appendix. Table 2 shows the results on CIFAR10 vs CIFAR100 problem, which is not solved by Ty-test. This is also the hardest problem for our method. DOCR-σ-Corr achieves 92%+AUROC when the batch size reaches 250 while DOCR-TC(-M) fails. We consider the main reason is that the model fails to capture the distribution of CIFAR10 as successfully as in other problems (see Figure 4 ). Thus, D(p Z , p r ) is not small enough. So Theorem 1 does not fit well for this problem. Results with model checkpoints released by OpenAI 5 is shown in the Appendix.
Flow-based Model
CelebA vs CIFAR10/100 is also challenging for Ty-test [35] , while our method can achieve 100% AUROC. We should point out that, the experimental results on Glow trained on CelebA is not fair for Ty-test, because we were not able to make the likelihood distribution of CelebA training split and test split fit well 6 . The likelihood distributions of CIFAR10/CIFAR100 test split and CelebA training split are closer. This misleads Ty-test to make the wrong determination. On the contrary, our method is not affected by possible underfitting or overfitting. Class conditional Glow. We train class conditional Glow on FashionMNIST and treat each class as InD data and the rest classes as OOD data. As shown in Table 3 , DOCR-TC-M can achieve nearly 100% AUROC for all cases when batch size is 25, while Ty-test is worse than random guessing in most cases. The reason is that the centroids of Gaussian components are close to each other. This makes OOD detection based on p(x) infeasible. In the Appendix, we also list the results of using p(z) as the criterion for pointwise anomaly detection. These results demonstrate that the likelihood of class conditional Glow is not a reliable criterion. 
VAE
We train convolutional VAE with 8-, 16-32-dimensional latent space on FashionMNIST, SVHN, and CIFAR10 respectively. Table 4 shows the results. Generally, our method needs a larger batch size than Ty-test and robust against data manipulations. Ty-test needs a smaller batch size but can be fooled by data manipulations for almost all problems. We failed to attack Ty-test by grayed notMNIST, because even a zero contrast factor still results in lower likelihood than FashionMNIST. Again, CIFAR10 vs CIFAR100 is also the most difficult problem for our method on VAE. As shown in Table 5 , DOCR-TC needs a batch size 150 to achieve 98%+ AUROC. Nevertheless, DOCR-TC still outperforms Ty-test. In the Appendix, we also list the results of using reconstruction probability for OOD data detection [2] . These results indicate that reconstruction probability is not a reliable criterion for OOD detection.
It is notable that our method is affected by the model architecture and training method in VAE. Both of high dimensional latent space and dropout used in training lead to nearly dead neurons in latent space. Dimensions with small variance can lead to strong correlation and hence reduce the performance of our method. Additionally, We did not conduct experiments on other VAE variations, which have more independent representations than vanilla VAE [31] .
Related Work
OOD detection. Generally, it is straightforward to use a generative model model p(x) to detect OOD data [38] . One can select a threshold t such that the input x is determined as anomaly if p(x) < t. This method is used in multiple works [44, 6, 5, 37] . Some sophisticated method uses extreme value theory for anomaly detection [14] . However, all these methods fail when OOD data has a higher likelihood.
Recently, Choi et al. propose using the Watanabe-Akaike Information Criterion (WAIC) to detect OOD data [13] . WAIC penalizes points which are sensitive to the particular choice of posterior model parameters, and hence needs multiple models. Recently, [35] points out that WAIC is not stable.
In [13] , Choi et al. also proposes using typicality test in the latent space to detect OOD data. Our results reported in section 2 demonstrate that typicality test in the latent space is inadvisable. Sabeti et al. propose detecting anomaly based on typicality [40] , but their method is not suitable for DGM. Nalisnick et al. propose using typicality test on model distribution to detect OOD data [35] . Their method can be applied for flow-based model, VAE, and PixelCNN. Before this writing, [35] is the state-of-the-art method for OOD detection in DGM. However, when the likelihood of OOD data and InD data coincides, all likelihood-(typicality-) based methods would fail. Nalisnick et al. also point out that the likelihood distribution of DGM has a fundamental limitation [35] . In the experiments, we show that the likelihood of OOD data can be manipulated such that OOD and InD data have coinciding likelihood distribution. Our method is not based on likelihood and can handle all the problems we have encountered. However, our method is not applicable for auto-regressive models.
Independent representations. Our OOD detection method is applicable to DGM with independent representations. Theoretically, restricting to factorized prior does not hamper the expressiveness of flow-based model. Many VAE variations including β-VAE [23] , FactorVAE [25] , DIP-VAE [28] etc. have more independent sampled representations than vanilla VAE. In principle, our method is also applicable to models concerning disentengled representation learning [4] . This is because indepedence is a necessary condition for disentanglement although there exists no common definition of disentanglement [4, 31, 23, 47] .
Divergence estimation. Many φ-divergence estimation methods have been proposed [39, 8, 22] . We should select the appropriate divergences and estimation methods for OOD detection. As discussed in Section 4.1, the state-of-the-art φ-divergence estimation method suitable for VAE can be attacked by data manipulation. Hellinger distance between fitted Gaussian and prior is not qualified either. In this paper, we use the KL divergence of fitted Gaussian from prior for OOD detection. In the future, we will explore more divergence estimation methods.
Conclusion
In this paper, we prove that, for a well-trained flow-based model, the distance between the distribution of representations of an OOD dataset and prior can be large enough, as long as the distance between the distributions of InD and OOD datasets is large enough. We also have observed that, in flow-based model and VAE with factorized prior, the representations of OOD datasets are more correlated than that of InD dataset. Based on our theorem and observation, we propose detecting OOD data by the total correlation of representations. Experimental results demonstrate that our method can achieve nearly 100% AUROC for all problems and robust against data manipulation. While the state-of-the-art method performs not better than random guessing for challenging problems and can be fooled by data manipulation in almost all cases.
A Model Details
We use both DeepMind and OpenAI's official implementations of Glow model. The model consists of three stages, each of which contains 32 coupling layers with width 512. After each stage, the latent variables are splitted into two parts, one half is treated as the final representations and another half is processed by the next stage. We use additive coupling layers for grayscale datasets and CelebA and use affine coupling layers for SVHN and CIFAR10. All priors and standard Gaussian except for CIFAR10, which use prior with learned mean and diagonal covariance. All models are trained using Adamax optimization method with a batch size of 64. The learning rate is increased from 0 up to 0.001 in the first 10 epoches and keeps invariable in remaining epoches. Flow-based models are very resource consuming. For the sake of resource limitation, we use the checkpoints released by DeepMind 7 and OpenAI 8 for CIFAR10.
For VAE, we use convolutional architecture in the encoder and decoder. The encoder consists three 4 × 4 × 64 convolution layers. On top of convolutional layers, one dense layer produces the mean µ(x) and another dense layer head of the same size produces standard variance σ(x). The decoder has the mirrored architecture as encoder. All activations are LeakyReLU with α = 0.3. For FashionMNIST, SVHN and CIFAR10, we use 8-, 16-and 32-dimensional latent space respectively. Models are trained using Adam without dropout. The learning rate is 5 × 1 −4 with no decay. For FashionMNIST, the total epoch number is 40K, while for SVHN and CIFAR10 the total epoch numbers are 50K. Table 6 shows the results of DOCR-TC on CIFAR10 vs others problems using the model checkpoint released by DeepMind. Compared to DOCR-TC-M, DOCR-TC needs a slightly larger batch size, but still outperforms Ty-test significantly. Table 7 is not fair for Ty-test. Our method is not affected by possible overfitting or underfitting.
B More Experimental Results
In Table 9 to 13, we report more experimental results of DOCR-σ-Corr. Compared with DOCR-TC, DOCR-σ-Corr needs slightly larger batch size to achieve the same performance. Both CTR-σ-Corr and CTR-TC are better than the state-of-the-art methods [35] and robust to data manipulation. Table 14 shows the results of using p(z) for 1 vs rest classification on FashionMNIST with class conditional Glow. These results show that p(z) of class conditional Glow cannot be used for classification. Table 15 shows the results of using reconstruction probability E z∼q φ [log p θ (x|z)] for OOD detection in VAE. 
C More Figures
In this section, we list out more figures. The captions are self-explanary. Figure 32 : Class conditional Glow with 10 Gaussians on FashionMNIST. (a) sampling ∼ N i (µ i , diag(σ 2 i )) for 0 ≤ i ≤ 9 and generate images f −1 ( ). The i-th column corresponds to Gaussian N i . (b) For the i-th Gaussian N i , we compute the normalized representations of the ((i + 1)%10)-th class input under N i , and compute the mean µ i and covariance Σ i . Then we sample i ∼ N i (µ i , Σ i ), and compute f −1 ( i · σ i + µ i ) to generate new images. The i-th column is from i . we can generate almost high quality images of the ((i + 1)%10)-th class from the fitted Gaussian. But we notice that the images are not varied as like that sampled from prior.
