Abstract
Introduction
While the language translation service industry has several tools at its disposal, such as language dictionaries and machine translations, the tool most coveted by content owners and translators is translation memory (TM). Translation memory consists of a collection of previously translated texts called translation units made up of segments for each language the text is translated into. A segment can be as small as one word or as large as an entire document, but the average size tends to be around one or two sentences.
TM often comes in the form of an XML file with anywhere from a few hundreds to as many as a million segments. While translating new documents, human translators use search tools to search through TM, in hopes of leveraging the existing translated content. However, human translators require results different from those most search tools provide. Modern data retrieval techniques have two significant limitations in this context. First, they tend to focus on finding documents that are similar in content to the search query [4] . For example, a search on Google for "I like to run in the Boston Marathon", returns documents about the Boston Marathon or the Boston Athletic Association. These types of search hits are useless to translators. When translators search for "I like to run in the Boston Marathon", they are not looking for information about the Boston Marathon, they are looking for the exact phrase, or some portion of it, such as "I like to run" or just "Boston Marathon", since such complete or partial results may be used in piecing together the translation. The second limitation of traditional retrieval techniques is induced by the value translators attach to partial matches: traditional systems do not consider sub-phrase matching as part of the ranking algorithm, and thus can never return useful portions of target phrases.
TM systems typically address these limitations with the edit distance [14] , where the similarity between two strings is measured in terms of the number of add, delete and modify operations required to turn one string into the other. Although the edit distance does help with the first limitation, it remains largely plagued by the second when the exact text lies within a segment along with other texts, or when the search text is fragmented within the segment. In our example, the search result "I like to run in the Boston Marathon, as it keeps me healthy" would be ranked low because of all of the deletes. Similarly, ranking the search result "I like to run in the spring as it prepares me for the Boston Marathon" would be challenging since it should be higher than the individual substrings but lower than an exact match.
Recent work has showed that a search tool using subphrase matching instead of edit distance can provide better results to translators [10] . However, the current implementation simply returns the longest match within the segment, and offers no means for ranking results. Yet good rankings are essential to usability. In this paper, we propose the use of a similarity metric borrowed from the fuzzy set model to assign a rank to each segment based on the number and size of each common substring. In order to provide this ranking efficiently, our solution requires a fast algorithm for finding all common substrings (ACS). We therefore also introduce a novel algorithm that finds matching substrings in linear time for natural language sentences.
Related Work
TM is often used in research, but is typically not associated with ranking. Example Based Machine Translation (EBMT), for instance, uses TM to train machine translation engines in an attempt to make computers translate in a way [12, 7] . The goal of EBMT to provide humans better translations is similar to ours. Our approach, however, is to provide such translations through accurate ranking of TM rather than through machine translation. To the best of our knowledge, the solution proposed here is the first attempt at ranking TM search hits in a way that matches what human translators expect.
Unlike most modern ranking techniques, such as the vector space model (VSM) [9] , TM search result ranking must consider sub-phrase matching as part of the algorithm. This adds a layer of complexity to the system, as now it must also be able to efficiently find all common substrings. Two main solutions have been proposed to the problem of finding common substrings: dynamic programming (DP) [2] and suffix trees (STs) [5, 11] . The downside of DP solutions is that they tend to run in quadratic time. Preprocessing one of the strings and using it over and over is not an option. Yet, in our context, such preprocessing is a source of efficiency, as we repeatedly compare one string with several segments from the TM. On the other hand, STs can be built in linear time [5, 13] , and unlike the well-known Boyer-Moore algorithm [3] , which is targeted at exact matches, STs are designed to find partial matches. To perform well, however, STs require the alphabet for each token to be of a fixed known size. Here, the tokens are words rather than characters, making the alphabet almost unbounded. Our algorithm for finding all common substrings runs in linear time within the context of TM search, but is much easier to implement.
In computing ranks, we make use of ideas originating in the fuzzy set model for information retrieval, where the notion of fuzzy set membership is extended to define similarity between documents [1] . In order to define the similarity between two documents a term-term correlation matrix is created. The correlation factor, c i,l , between two terms k i and k l , is defined by
, where n i (resp., n l ) is the number of documents that contain k i (resp., k l ), and n i,l is the number of documents that contain both terms. The degree of similarity between two documents is then determined by the degree of membership of each term in one document when compared to the terms of the second document. Formally, the degree of membership,
If we equate rank with degree of membership, μ provides an useful way of calculating rank. A μ value of 1 is the same as a 100% match; a μ value of 0 is the same as no match. In our approach to ranking, we slightly modify this framework, by replacing term correlation with string length ratio.
All Common Substrings (ACS) Algorithm
We focus on ranking the results provided by searching a TM loaded into the open source Lucene search engine [6] . Lucene is very fast and does an adequate job of returning an
Figure 1. Matching substrings in Matrix Form
initial set of results that we can use our ranking technique on. Lucene ranks results using the popular VSM [9] , where the weights are given by standard TF/IDF. Using the result set from Lucene as a starting point works well as it provides search hits with the most terms as well as rare terms. Less frequent terms have a higher chance of being harder to translate, because they are not commonly translated, and therefore could be more valuable to the translator.
As stated above, an important part of our solution is to be able to quickly find common substrings in both the query and the search hits. In this section we describe a novel algorithm for quickly locating all common substrings. For simplicity, we represent words in phrases by single letters. Our solution is based upon the fact that if terms from two phrases s m and s n are placed in a matrix, the common substrings form contiguous lines along the diagonals of the matrix, as shown in Figure 1 . By judiciously labeling the diagonals of the matrix, we can locate the common substrings by placing matching terms into queues that represent each of the diagonals. 1 We start by placing each term of s m into a hash table, Hash m , along with its position(s) in s m . Next, we consider each term t in s n , and check Hash m to determine if t exists in s m . For each occurrence of t in Hash m , we place an entry into the appropriate queue, Q = |s m | − P os m + P os n − 1.
The number of queues that must be maintained at any given time while processing s n is dependent upon the amount of duplicate terms in s m . For natural language, duplicate terms tend to be rather low, so instead of creating all queues upfront we only maintain the (active) queues into which we have placed entries. Maintaining the queues is done by placing the active queues into a hash table, Hash q . As an entry is added to a queue, the queue is flagged as "updated". After processing each term t, all queues that are not flagged as "updated" are removed and placed into a saved It is easy to verify that the total running time for the ACS algorithm is O(m · n), and therefore quadratic in the worst case. Upon closer examination, however, we see that the run time of steps 2.1, 2.2 and 3 is not directly dependent upon m or n, but rather upon the number, r, of correlating terms between s m and s n . In Figure 1 , we have depicted correlating terms by T 's in the matrix, and there r = 14. In the best case, where s m and s n have no correlating terms, r = 0; but in the worst case, where s m and s n contain the same repeated term, r = m · n. We can restate the speed of Step 2 as O(n + r) and thus the algorithm's run time as O(r). Given the nature of TM data, it is possible to put some bounds on r. One of the bounds we can place is based on the most repeated term in s m . In general, sentences have very few repeated words; if they do these are usually articles such as "the" and "a". Exceptions exist of course, such as "Buffalo Buffalo, buffalo Buffalo Buffalo, Buffalo Buffalo buffalo" or "James, while John had had 'had', had had 'had had'; 'had had' had had a better effect on the teacher". Fortunately such "silly" sentences are rare, especially in translations. By analyzing the sentences in our sample TM, we find that the most frequent term in a single segment is 'the' and it is used 13 times, and hence r ≤ 13 · n. Alternatively, the ratior = r/n is a value we can empirically sample from our data set. Using 75 sample search results, which we have deemed as good results, the average value ofr is 0.64 ≤ 1, and hence r =r · n ≤ n. Either way, we have that ACS's running time is O(r) ≈ O(n), which is linear.
TM Search Results Ranking
Ranking is performed by looking at the length of all partial matches (as computed using the ACS algorithm) within the search hit. The rank of a particular search hit is given by Rank(s m , s n ) = (1 − si∈Saveq (1 − |si| |sm| )), where we use the ratio of the length (in words) of s i to the length of s m . Rank(s m , s n ) considers all substrings s i within the list of substrings common to s m and s n (Save q ). As an example, if s m = ABCDEF and s n = ABCXY CDEF , there are two common substrings of lengths 3 and 4, respectively, so the rank of the search hit s n is given by 1 − ((1 − 3/6) · (1 − 4/6)) = 0.83. One of the nice features of the above metric is that the size of s n is irrelevant to the rank. All substrings are accounted for in the rank as long as the exact match is not found. If string s m shows up in its entirety in s n then the equation returns a rank of 1 regardless of other possible substring matches.
Based on results from our user study, we modify our ranking algorithm slightly: common substrings of length 1 are not included in the rank, and stop words that either begin or end a common substring are not considered as part of the length of the substring. Once search results have been ranked, a post-processing filtering phase is applied, where hits with duplicate terms are removed. This process ensures that the top hits will all help to translate the target document. The filtering phase starts with the highest ranked result. If the search hit has a rank of 1 (exact match), it is skipped and not included in the filtering stage. Starting with the highest non 1 ranked hit then, the terms in the query are marked. Each query term is marked if that term shows up in a search hit. The process continues to the next lower ranked search hit. Query terms that are marked are removed from the search hit's ranking calculation, thus changing the ranking of the search hit. This process continues through all of the ranked hits. Some hits may get filtered more than once. The idea is that the process of filtering removes search hits that match the same portion of the query. After filtering, the translator is presented with distinct search hits that offer the greatest variety in translations. For example, consider the query "I like to run" and assume that the phrase "I like to" is translated in 50 different documents while the term "run" only appears once. The filtering would eliminate the duplicate translations of "I like to" and allow the translation of "run" to come to the top of the search results.
Experimental Results
To validate our ranking algorithm we choose a large TM consisting of over 100,000 segments and load it into the Lucene search engine. The standard Lucene analyzer searches for text using first a Boolean algorithm and then ranks the hits using the VSM. The VSM ranking provides the baseline for our ranking test.
We then choose three segments from the TM as our test queries. To narrow down the list of possible segments we search the TM using every segment within the TM and rank them using our algorithm. The reason for using segments from the TM which we are searching is that we have better chances of getting good hits, because segments within a TM tend to be similar to each other. To narrow down the list of segments to choose for the surveys we set certain criteria on the search results through trial and error. The criteria that we settled on are 1) the one exact match is eliminated; 2) the 5 th search hit ranks above a 40 (on a scale of 0 to 100); and 3) the 17 th search hit ranks a zero. These criteria ensure that we have a certain percentage of good hits and a certain percentage of bad hits within the survey.
After the segments are thus chosen, the search hits for each segment are put in random order and presented to translators. Each translator is then asked to choose the top five search hits that would be most useful in the translation of the provided segment. Here, the translators are only presented with the English version of the searches and the target language is not specified. Surveys were timed so that later we could identify those who did not take the time to do the surveys correctly and their responses could be discarded. We found out that good hits that were further down in the survey tend to get overlooked, as well as longer search hits. We also had several responses that appeared random and added noise to the results. It seemed that most results obtained in less than 60 seconds were inconsistent and random in nature. We thus decided to throw out all responses that were obtained in less than one minute.
For each survey, Table 1 shows the accuracy in the ranking of ACS and Lucene's VSM algorithm when compared to the results of the translator survey. An analysis of individual results for each survey reveals further insight into our approach. In Survey 1, the clear winners are hits 1, 2 and 19. Hit 19 is a good example of how our ranking can improve search hits returned to translators. This hit was ranked very low by Lucene but is ranked high by both our method and the translators. The precision table shows the loss of precision incurred by Lucene because of hit 19. Our ranking, however placed hit 19 in third place. Survey 2 is a good example of how the VSM in Lucene does not work well for ranking search hits for translators. In this survey hits 3, 9, 10 and 24 are the clear favorites, three of which were ranked highest by our ranking method. Also, the precision results of our ranking are much higher than Lucene's. Finally, Survey 3 shows a case where both our algorithm and Lucene are in very close agreement with what the translators picked. Even though our ranking is not always significantly better than Lucene's, it is not any worse.
Conclusion
We presented a simple and effective algorithm, ACS, for finding common substrings and ranking search hits from Translation Memory. The ACS algorithm has a quicker ini- Survey 1  Survey 2  Survey 3  Rank  ACS  Lucene  ACS  Lucene  ACS  Lucene  1  78%  78%  92%  30%  76%  76%  2  100%  100%  95%  40%  78%  78%  3  100%  85%  94%  62%  100%  100%  4  88%  85%  81%  52%  94%  100%  5  78%  76%  70%  47%  86%  100%   Table 1 . Survey Precision Tables tialization time than that of the suffix tree and it is much simpler to implement. Where strings have few common substrings, or where there is little redundancy in the strings, the ACS algorithm runs in linear time, as the suffix tree. We showed that our ranking technique is able to identify good hits that are missed by the commonly used VSM ranking. Our ability to identify good search hits and rank them appropriately is a significant help to translators, who need not spend time digging through many search hits to find a good translation.
