Introduction
We prove a support theorem for the radiation fields on asymptotically Euclidean manifolds with metrics which are warped products near infinity. It generalizes to this setting the well known support theorem for the Radon transform in R n . The main reason we are interested in proving such a theorem is the possible application to the problem of reconstructing an asymptotically Euclidean manifold from the scattering matrix at all energies, see [14] .
An asymptotically Euclidean manifold [12, 8] is a C ∞ compact manifold X with boundary ∂X, which is equipped with a C ∞ Riemannian metric g that in a collar neighborhood of the boundary ∂X satisfies
where x is a defining function of ∂X and h is a C ∞ one parameter family of metrics on ∂X. The basic example is the radial compactification of R n , [12] . In this paper will consider the class of metrics g which have the following special form near ∂X :
h 0 x 2 , x ∈ [0, ǫ), (1.2) where ψ ∈ C ∞ ([0, ǫ)), ψ(x) > 0, ψ(0) = 1, and h 0 is a C ∞ metric on ∂X. These are known as warped product metrics [11] .
We consider the wave equation on X. Let ∆ g be the Laplace operator on X, and let u(t, z) satisfy (D 2 t − ∆ g )u(t, z) = 0 on R × X, u(0) = f 1 , D t u(0) = f 2 , with f 1 , f 2 ∈ C ∞ 0 (X).
(1.3)
A function f ∈ C ∞ 0 (X) if it is C ∞ and its support does not intersect the boundary of X. The following is proved in [4, 5] : Theorem 1.1. Let x be the boundary defining function for which (1.1) holds, and let z = (x, y), y ∈ ∂X, be the corresponding boundary normal coordinates in a collar neighborhood of the boundary. Then Friedlander [4, 5] defined the forward and backward radiation fields respectively as Lax and Phillips [9] proved that in R n the forward (or backward) radiation field is the modified Radon transform, that is: Helgason's celebrated support theorem for Radon transforms [6] says that if f is a rapidly decaying function in R n and Rf (s, ω) = 0 for s < s 0 , s 0 < 0 (and hence by symmetry Rf (s, ω) = 0 for |s| > |s 0 |) then f is supported in the ball of radius |s 0 |. The assumption that f is rapidly decaying cannot be entirely removed. For example, for any m ∈ N, there are smooth functions f (z) in z ∈ R n which are not compactly supported, decay like |z| −m , and whose Radon transform is compactly supported. See for example [6] . This is a result in control theory, where the support of a function can be exactly controlled by the support of its Radon transform. We want to address the analogue question for Radiation fields. The following was proved in [13] :
, g is an arbitrary asymptotically Euclidean metric, and R(0, f )(s, y) = 0
This says that if there exists some
, and x 0 > x 1 , then in fact f (x, y) = 0 if x < x 0 . The purpose of this paper is to discuss the following Question 1.1. Let (X, g) be an asymptotically Euclidean manifold, and let S(X) be the space of functions in C ∞ (X) which are smooth up to ∂X and vanish to infinite order at ∂X. If f ∈ S(X) and R + (0, f )(s, y) = 0 for s < − 1 x0 , x 0 ∈ (0, ǫ), is it true that f = 0 if x < x 0 ? We answer this question in the affirmative in the following particular case: Theorem 1.3. If g is a warped product metric, the dimension of X is greater than or equal to 3, f ∈ S(X), and R + (0, f )(s, y) = 0 for s < − 1 x0 , then f = 0 if x < x 0 .
Energy Estimates
The first step in the proof of Theorem 1.3 is to obtain estimates the solution to (1.3) up to x = 0 and s = −∞.
The Laplacian with respect to the metric (1.2) is, in a neighborhood of ∂X, given by
, and ∆ h0 is the Laplacian on ∂X with respect to the metric h 0 . In what follows it is convenient to get rid of first order terms, so we will work with Q = F (x) −1 ∆ g F (x), with
. We get that
, where
The wave equation
Instead of working with coordinates x and s, and the forward and backward radiation fields separately, it is better to work with the forward and backward radiation fields simultaneously. So we define
Let u be the solution to the wave equation (2.1), and let w = F (x)u. In coordinates (2.2),
We want to understand the behavior of w as s + ∼ −∞, and s − ∼ ∞ and thus we compactify R × X by setting
where
Since we are dealing with a degenerate equation, we will work with weighted Sobolev spaces.
with norm ||f || s,j , and
The next step is to prove
Proof. By finite speed of propagation, w ∈ C ∞ (Ω T × ∂X), we want to establish the regularity up to the closure Ω T × ∂X. We begin the proof with the following elementary lemmas: Lemma 2.3. Let µ ∈ (0, T ), and w ∈ C ∞ (Ω T ). Then the following inequalities are true
Proof. We write
The Cauchy-Schwartz inequality gives
The proof of (2.7) is identical, and this ends the proof of the Lemma.
Lemma 2.4. Let Ω a,b ⊂ Ω T be the region defined by
The proof is a straightforward application of Fubini's theorem.
Proof. To see this it is better to rotate the axes µ and ν and use coordinates
In the region µ ≥ 0, and T ≥ ν ≥ µ, we have
In these coordinates ∂ ν − ∂ µ = 2∂ τ and the diagonal µ = ν becomes τ = 0. We write, for r ≥ τ,
Using the Cauchy-Schwartz inequality and the fact that τ /r ≤ 1, we have
We get the same bound in the region r ≥ −τ. Translating this back into coordinates µ and ν we get (2.11).
Now we prove uniform energy estimates up to {µ = 0}, {ν = 0}. When n > 3 one can choose T 0 such that if µ < T 0 and ν < T 0 , B > (n−1)(n−3) 8
. When n = 3, B is not necessarily positive. In this case it is convenient to work with an eigenfunction decomposition. Let φ k , k ∈ N, be the eigenfunctions of ∆ h0 and let {λ k }, k ∈ N, with 0 = λ k−1 ≤ λ k be the corresponding eigenvalues. Let w be the solution to (2.5) and let w k = w, φ k L 2 (∂X) . When n = 3 and k = 1, w 1 satisfies
with q 1 = f 1 , φ 1 and q 2 = f 2 , φ 1 . It is clear that ||q 1 || s,j < ∞ and ||q 2 || s,j < ∞ for every s and j. We have
Suppose that ||q 1 || s,j < ∞ and ||q 2 || s,j < ∞, for all s and j. Then there exists T 0 > 0 such that
Proof. The proof relies on the following energy estimates:
,
).
(2.14)
Proof. To prove this we first multiply (2.13) by (µ + ν)
. After we integrate it in Ω ab we obtain,
We apply Lemma 2.3 to show that we can pick T 0 such that for T < T 0 ,
If we drop the second integral from this inequality and integrate the remaining terms in a, with a 0 ≤ a ≤ b, and use (2.10) we get that
We can use Lemma 2.3 to show that
and therefore, if T 0 is small, 
By symmetry this estimate also holds in the region below the diagonal. This proves (2.14).
Now we prove Proposition 2.6. For ν ≥ µ we write
By the Cauchy-Schwartz inequality,
and we deduce from (2.14) that if (µ, ν) ∈ Ω T , with T < T 0 small,
By symmetry with respect to the diagonal,
From now on we will use C(q 1 , q 2 ) to denote a constant which depends on the norms ||q 1 || s,j and ||q 2 || s,j for some s and j. We then go back to equation (2.13) and deduce that if (µ, ν) ∈ Ω T0 ,
A similar argument shows that
By symmetry these estimates hold below the diagonal. This implies that
We then differentiate equation (2.13) and find that
We deduce that
which implies that
A similar argument gives that
hence we deduce that
This argument can be repeated to show that
This implies the claim of Proposition 2.6.
Next we study the non-degenerate cases, i.e either n > 3 or if n = 3, ∂X w = 0, i.e w is orthogonal to the first eigenfunction.
(2.18)
If n = 3 we assume that ∂X W = 0. Then there exists T 0 > 0, depending on B and φ, and a constant C depending on B and φ such that if |||G||| 0,2 < ∞, and ||q j || 1,1 < ∞, j = 1, 2,
and for any fixed < ∞, we also have If ||q j || 2,2 < ∞, j = 1, 2 and |||G||| 0,
Proof. To prove these estimates we multiply (2.18) by (µ + ν) −m (∂ µ − ∂ ν )W, with m ∈ R + , and integrate the product in Ω ab , with a ≤ b ≤ T. The product is equal to
where φ ′ and B ′ denote the derivative of φ and B. Integrating this in Ω ab × ∂X and using the divergence theorem and the fact that (
When n > 3, and T is small, B is positive, but as we saw before, when n = 3 this is not necessarily the case. So when n > 3 we guarantee that the first two integrals in (2.22) are positive. When n = 3, B(0) = 0. But we assumed that in this case ∂X W d vol h0 = 0 and therefore
Since λ 2 > 0, if T 0 is small the term in B|W | 2 can be absorbed by the term in |∇ h0 W | 2 . So we may assume that the second integral is positive. We drop it from (2.22) and integrate the remaining terms in the variable a, which determines Σ 1 , with a 0 ≤ a ≤ b. Using (2.10) we obtain
(2.24)
When m = 2 this gives
If n > 3, then B > 0 and if T is small, the second integral can be absorbed into the first. When n = 3 the argument used above shows that this can also be done. So we obtain
Now we repeat this argument by dropping the second integral in (2.22) and integrate the remaining terms in b with a 0 ≤ b ≤ T.
We now add these estimates
By the Cauchy-Schwartz inequality
If T is small this gives
Equation (2.19) then follows from (2.22).
When m = 3 equation (2.24) gives
Thus we obtain
For small T 0 , the third integral can be absorbed into the second and we obtain (2.20).
Now we consider the case when m = 4. We deduce from (2.24) that
We deduce from the Cauchy-Scwhartz inequality that
and from (2.20) we get that
By substituting this into (2.25) we find that
Again, when T is small the third integral can be absorbed into the second and in particular (2.21) follows from (2.26). This proves Lemma 2.8. Now we are ready to prove Theorem 2.2.
Proof. We will concentrate on the cases not covered by Proposition 2.6. So we assume that if n = 3,
We can then apply Lemma 2.8 to equation (2.18) with G = 0. We get that the solution w to equation (2.5) satisfies
Since ∆ h0 commutes with the equation, we also have
Now we differentiate equation (2.5) with respect to the vector field
, depend on f 1 and f 2 and satisfy
In view of (2.27) and (2.28), ≤ C( f 1 , f 2 ) and Lemma 2.8 guarantees that
Then Lemma 2.5 gives that
Now we differentiate (2.5) again with respect to ∂ µ − ∂ ν . We find that
In view of (2.31) and (2.32), |||G 2 ||| 0,2 ≤ C( f 1 , f 2 ), but then it follows from Lemma 2.8 that |||W 2 ||| 0, ≤ C( f 1 , f 2 ), and so |||w||| 0, ≤ C( f 1 , f 2 ), and therefore |||W 2 ||| 0,2 ≤ C( f 1 , f 2 ). Now we differentiate the equation again and repeat the argument. We find that
and by Lemma 2.5 we conclude that
Now we go back to equation (2.22) and apply it to the solution w to (2.5). In this case G = 0 and we obtain
(2.34)
The term
and from (2.33) we have that
Therefore we conclude that
Now we write, for m > 2,
(2.36)
Now we argue as we did in the case of w 0 , and conclude that w ∈ C ∞ (Ω T × ∂X). This ends the proof of Theorem 2.2.
To prove Theorem 1.3 we need the following: Lemma 2.9. Suppose that f ∈ S(X) and R + (0, f )(s, y) = 0 for s < s 0 << 0. Let u be the solution to (2.1) and let w be the function defined by u in (2.4). Then Proof. Suppose R + (0, f )(s, y) = 0 for s < s 0 . Since the initial data is of the form (0, f ), the solution u of (2.1) is odd in time, and therefore R − (0, f )(s, y) = 0 if s > −s 0 . Since w is smooth up to {µ = 0} and {ν = 0}, this means that
We know from (2.36) that w vanishes to infinite order at {µ = ν = 0}. Therefore
From the equation (2.5), we conclude that
Using that w vanishes to infinite order at {µ = ν = 0},
Now we differentiate equation (2.5) with respect to µ we find that
Hence, if ν = 0, ∂ 2 µ ∂ ν w(0, ν, y) = 0. Since w is smooth, and vanishes to infinite order at µ = ν = 0,
By symmetry,
Since away from {µ = ν = 0} the coefficients of (2.5) are smooth, we can repeat the argument to prove that all derivatives of w vanish at {µ = 0, ν ≤ −
Carleman Estimates
Let w be a solution to (2.5) with f 1 = 0 and
where φ k , k = 1, 2, ... are the eigenfunctions of ∆ h0 with eigenvalue λ k , where 0 = λ 1 < λ 2 , and λ k ≤ λ k+1 , for k > 1, and
Here F k (µ, ν) = λ k φ(µ, ν) + B(µ, ν). By assumption w vanishes to infinite order at {µ = 0} and {ν = 0}. Thus so does w k (µ, ν), k = 1, 2, ... We will prove that under these assumptions there exists ǫ > 0, independent of k such that w k (µ, ν) = 0 if µ ≤ ǫ and ν ≤ ǫ. In particular f k (µ) = 0, k = 0, 1, 2, ... if µ ≤ ǫ, and hence f (x) = 0 if x ≤ ǫ.
It is convenient to work with coordinates r and τ defined in (2.12). The main ingredient of the proof is Lemma 3.1. Let U be a neighborhood of (0, 0). Let
where F k (r, τ ) = λ k φ( Here || · || denotes the L 2 (U ) norm.
Proof. Let P γ,k = r −γ−2 P k r γ , P γ,k = r −2 P k + 2γr −1 ∂ r + γ(γ − 1)r −2 .
The support of u is contained in {r ≥ 0} and {r ≥ τ ≥ −r}. So we write u = r γ v, and r −γ−2 P k u = P γ,k v. 
