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1. Introduction
There are many types of infinite dimensional analysis (see works of Hida, Fomin, Albev-
erio, Elworthy, Berezanskii, etc) but one of the specificities of Malliavin calculus is that
it can be applied to diffusions. Namely, one of the specificity of Malliavin calculus is
to complete the classical differential operations on the Wiener space, such that func-
tionals which belong to all the Sobolev spaces of Malliavin calculus are in general only
almost surely defined, because there is no Sobolev imbedding theorem in infinite dimen-
sion. Diffusions, almost surely defined, belong to all the Sobolev spaces of Malliavin
calculus.
By using this functional analysis approach, Malliavin [Ma1] got a probabilistic proof
of Hoermander’s theorem (see [IW,Me,St,Ma1,Ma2,Nu] for a pedagogical introduction).
Bismut has avoided the heavy apparatus of functional analysis of Malliavin cal-
culus, in order to prove again Hoermander’s theorem by probabilistic methods
[B1,No].
We show that Bismut’s mechanism can be suitably interpreted in terms of semigroup
theory. We avoid using probability theory, but this work is the translation in semigroup
theory of the work of Bismut. Remarkable formulas can be seen with the intuition of
probability. Let us remark that it is not the first case that probability can explain easily
magical formulas: the mysterious rescaling of Getzler’s proof of the Index theorem can be
easily interpreted in terms of probability theory in the work of Le´andre [L3]. We refer to
the survey of Le´andre [L2] for various probabilistic proofs of the Index theorem, including
Bismut proof [B2].
For the sake of simplicity, we work in the elliptic case because in this case, the method
of Le´andre [L1,L4] of inversion of the Malliavin matrix can be easily interpreted in terms
of semigroup theory.
We use the classical results of differentiability of the solutions of parabolic equations
which depend on a parameter, which are coming in stochastic analysis from the stochastic
flow theorem.
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2. Cameron–Martin–Girsanov–Maruyama formula in semigroup theory
Let us consider some vector fields Xi, i = 0, . . . ,m on Rd with bounded derivatives of all
order. Let L be the Hoermander type operator
L f = X0 + 1/2∑
i>0
X2i (2.1)
acting on smooth bounded functions on Rd . It can be written as
L f = 〈X0,D f 〉+ 1/2∑
i>0
〈DXiXi,D f 〉+ 1/2∑
i>0
〈Xi,D2 f ,Xi〉. (2.2)
In (2.1), vector fields are considered as first order differential operators and in (2.2) vectors
fields are considered as smooth applications from Rd into Rd . Let us consider the generator
Lh = L+∑
i>0
hitXi, (2.3)
where t → hit are smooth bounded functions which do not depend on x. Lh generates an
inhomogeneous Markov semigroup Ph acting on bounded continuous functions on Rd .
Let us consider on Rd+1 some vector fields
˜X ti = (Xi,hitu) (2.4)
and the generator acting on smooth functions of ˜f on Rd+1:
˜Lh( ˜f ) = 〈X0, ˜D ˜f 〉+ 1/2∑
i>0
〈DXiXi, ˜D ˜f 〉
+ 1/2∑
i>0
〈 ˜X ti , ˜D
2
˜f , ˜X ti 〉. (2.5)
It generates a semigroup ˜Ph operating on the bounded continuous functions on Rd+1. In
the sequel, for the integrability conditions, we refer to the Appendix.
Theorem 2.1 (Quasi-invariance).
Pht f (x) = ˜Pht [u f ](x,1). (2.6)
Proof. Since the vector fields ˜X ti are linear in u, we have
˜Ph[u f ](x,u0) = ˜Ph[u f ](x,1)u0 (2.7)
for any bounded continuous f on Rd such that
˜Lh ˜Ph[u f ](·, ·)|(x,1) = Lh ˜Ph[u f ](·,1)|(x). (2.8)
Therefore the result arises by using uniqueness of the solution of the parabolic equation
associated to Lh. ♦
Remark. In order to see from where this remarkable formula comes, we use the stochas-
tic analysis. Let wit be m Brownian motions and let Y = X0 + 1/2∑i>0 DXiXi the vector
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field on Rd . We consider the following stochastic differential equation in Itoˆ sense on Rd
starting from x:
δxht (x) = Y (xht (x))dt +∑
i>0
hitXi(xht (x))dt +∑
i>0
Xi(xht (x))δwit . (2.9)
It is a classical result of stochastic analysis that:
Pht f (x) = E[ f (xht (x))]. (2.10)
On the other hand, let us consider the Itoˆ equation on Rd+1 starting from (x,1):
δ x˜t(x) = Y (x˜t(x)dt +∑ ˜X ti (x˜t(x))δwit . (2.11)
We have
˜Pht [F ](x,1) = E[F(x˜t(x))] (2.12)
if F is a bounded continuous function on Rd+1. Moreover, the classical Girsanov formula
shows us that, by using stochastic calculus we have
E[ f (xht (x))] = E[F(x˜t(x))], (2.13)
where F(x,u) = u f (x).
Let us consider the vector field ¯Xhi = (Xi,hit) and the generator on Rd+1 acting on
smooth functions ˜f on Rd+1:
¯Lh ˜f = 〈X0, ˜D f 〉+ 1/2∑
i>1
〈DXiXi, ˜D ˜f 〉+ 1/2∑
i>0
〈 ¯Xhi , ˜D
2
˜f , ¯Xhi 〉. (2.14)
It generates a semigroup ¯Ph acting on the bounded continuous functions on Rd+1.
Theorem 2.2 (Elementary integration by parts formula).∫ t
0
Pt−s ∑
i>0
hiuXi[Ps f ]ds = ¯Pht [u f ](x,0). (2.15)
Proof. We have ¯Pht [u f ](x,u0) = At(x)u0 +Bt(x) because ∂/∂u commute with ¯Lh. There-
fore,
¯Pht [u f ](x,u0) = Pt [ f ](x)u0 + ¯Pht [u f ](x,0) (2.16)
such that
∂
∂ t
¯Ph[u f ](·, ·)|(x,0) = L ¯Ph[u f ](·,0)|(x)+∑
i≥1
hit〈Xi,Pt [ f ](x)〉 (2.17)
with starting condition 0.
On the other hand, F(t,x) =
∫ t
0 Pt−s[∑i>0 hisXi[Ps[ f ]]]ds is a solution of the parabolic
equation:
∂
∂ t F(t,x) = LF(t,x)+∑i>0h
i
tXiPt [ f ](x) (2.18)
with starting condition 0. The result arises by unicity of the solution of this parabolic
equation. ♦
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Remark. Let us show from where this formula comes by stochastic analysis. In (2.9), we
put a small λ before hit and we get two processes xλt (x) and x˜λt (x). We get the formula:
E
[
D f (x0t )
∂
∂λ x
0
t (x)
]
= E
[
DF(x˜0t )
∂
∂λ x˜
0
t (x)
]
. (2.19)
We recognize in this last expression the quantity
f (x0t (x))
∫ t
0
∑
i>0
hitδwit (2.20)
which gives the second term of (2.15). On the other hand, ∂∂λ x0t (x) is a solution of the
stochastic differential Stratonovitch equation:
d ∂∂λ xt(x) = DX0(x
0
t )
∂
∂λ xt(x)dt +∑DXi(xt(x))
∂
∂λ xt(x)dw
i
t
+∑hitXi(x0t (x))dt (2.21)
starting from 0. It can be solved by the method of variation of constant. Let Ut be the
solution of the matricial equation starting from I:
dUt = DX0(x0t (x))Utdt +∑DXi(x0t (x))Ut dwit . (2.22)
It is a classical result of stochastic analysis that:
∂
∂λ x
0
t (x) =Ut
∫ t
0
U−1s hisXi(x0s (x))ds. (2.23)
But (see Lemma 3.2 below), we have
∑
i>0
hitXiPt [ f ](x) = ∑
i>0
E[D f (x0t (x))Ut ](x, I)Xi(x). (2.24)
The result follows by doing the change of variable s → t− s.
3. Malliavin’s theorem in semigroup theory
For the integrability condition, we refer to the appendix. Let us consider the vector fields
on Rd ×Gl(Rd)×Md = V d where Gl(Rd) is the space of invertible matrices on Rd , and
Md the space of matrices on Rd:
ˆXi = (Xi,DXiU,0) (3.1)
and
ˆX =
(
0,0,∑
i>0
〈U−1Xi, ·〉2
)
. (3.2)
Let us consider the semigroup operating on continuous bounded functionals on V d
generated by ˆL:
ˆL ˆf = 1/2 ∑
i>0
〈 ˆXi, ˆD2 ˆf , ˆXi〉
+ 1/2∑
i>0
〈D ˆXi ˆXi, ˆD ˆf 〉+ 〈 ˆX0, ˆD ˆf 〉+ 〈 ˆX , ˆD ˆf 〉. (3.3)
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We consider ˆPt the semigroup associated to ˆL. It is associated to the system of stochastic
differential equation (in Stratonovitch form):
dxt(x) = X0(xt(x))dt +∑
i>0
Xi(xt(x))dwit
dUt(x) = DX0(xt(x))Ut dt +∑
i>0
Dxi(xt(x))Utdwit
dVt = ∑
i>0
〈U−1t Xi(xt(x), ·〉2 (3.4)
starting from (x,U,V ). If we consider U = Id and V = 0, Ut corresponds to Dxt(x) and Vt
to the so-called Malliavin matrix.
Theorem 3.1 [Ma1, Ma2]. If ˆPt [V−p](x, I,0) < ∞ for all p, Pt f (x) =
∫
Rd pt(x,y) f (y)dy
where y → pt(x,y) is smooth positive.
Let us study XiPt [ f ].
Lemma 3.2. Let ¯Pt be the semigroup acting on bounded continuous functions on Rd ×
Gl(Rd) associated to ¯L = ¯X0 + 1/2∑ ¯X2i where ¯Xi = (Xi,DXiU). We get
DPt [ f ](x) = ¯Pt [D fU ](x, I). (3.5)
Proof. We write
ψt(x,U0) = ¯Pt [D fU ](x,U0) = ¯Pt [D fUU0](x, I). (3.6)
In U0 = I, we can compute ¯Lψt . We get
1/2 ∑
i>0
〈 ¯Xi,v ¯D2ψt , ¯Xi〉+ 1/2∑
i>0
〈DX i ¯Xi, ¯Dψt〉+ 〈 ¯X0, ¯Dψt〉
= 1/2 ∑
i>0
〈Xi,D2ψt ,Xi〉+ 1/2∑
i>0
〈DXiXi,Dψt〉
+∑
i>0
〈Xi,Dψt ,DXi〉+ 1/2∑〈DXiDXi,ψt〉+∑
i>0
〈D2XiXi,ψt〉
+ 〈X0,Dψt〉+ 〈DX0,ψt〉 (3.7)
such that
∂
∂ t ψt(x, I) = 1/2∑〈Xi,D2ψt ,Xi〉+ 1/2∑〈DXiXi,Dψt〉
+ 1/2∑〈Xi,Dψt ,DXi〉+ 1/2∑〈DXiDXi,ψt〉
+ 1/2∑〈D2XiXi,ψt〉+ 〈X0,Dψt〉+ 〈DX0,ψt〉 (3.8)
with initial condition D f .
Moreover, Pt f satisfies the equation
∂
∂ t Pt f = 1/2 ∑i>0〈Xi,D
2Pt f ,Xi〉+ 1/2∑
i>0
〈DXiXi,DPt f 〉+〈X0,DPt f 〉 (3.9)
such that ∂∂ t DPt f satisfies (3.7) with the same initial condition D f . Therefore we get the
result by the unicity of the solution of (3.7). ♦
512 Re´mi Le´andre
Remark. Let us show from where this remarkable formula comes. We have
Pt f (x),= E[ f (xt (x))] (3.10)
such that
DPt f (x) = E[D f (xt(x))Dxt(x)]. (3.11)
This result arises by the considerations following (3.4).
Let us proceed as in [No]. We define on Rd1 ×·· ·×Rdk some vector fields
X toti = (X
1
i (x1), . . . ,X
j
i (x
1, . . . ,x j), . . . ,X ki (x
1, . . . ,xk)), (3.12)
where
X ki (x1, . . . ,xk) = X k1,i(x
1, . . . ,xk−1)xk
∂
∂xk +X
k
2,i(x
1, . . . ,xk)
+X k3,i(x
1, . . . ,xk−1), (3.13)
where X k1,i has bounded derivatives of all orders, X k2,i = X k2,i(x1, . . . ,xk−1) ∂∂xk has deriva-
tives of all orders with polynomial growth and X k3,i has derivatives with polynomial
growths.
We can define a semigroup Ptot,k associated to 1/2∑i>0(X tot,ki )2 +X tot,k0 . We get if k′ <
k,
Ptot,k[ f tot,k′ ](xtot,k) = Ptot,k′ [ f tot,k′ ](xtot,k′). (3.14)
xk has to be seen as a matrix if X k1,i is not equal to zero.
Equation (3.14) can be seen by using stochastic analysis because Ptot,k is associated to
a step by step system of stochastic differential equations. Moreover, for all p we get as
follows.
PROPOSITION 3.3.
Ptot,k(|xk|p]< ∞ and if X k2,i(x1, . . . ,xk) = 0 = X k3,i(x1, . . . ,xk−1),
Ptot,k(|(xk)−1|p](x1, . . . ,xk−1, I)< ∞. (3.15)
We refer to the Appendix for the proof of this proposition.
Instead of considering the generator X0+1/2∑i>0 X2i by ∑Xihit where hit is determinis-
tic, we consider the perturbation by 〈φ(x),h〉iXi where φ is smooth bounded with deriva-
tives of polynomial growths.
We get a semigroup Pλt associated to the generator X0 + 1/2∑X2i +λ ∑i>0〈φ(x),h〉iXi.
Lemma 3.4. Let ¯Xi = (Xi,DXiU), i = 0,1, . . . ,m and ˜X0 = (0,∑Xi〈φ(x),hit 〉) and ¯P′t be the
semigroup associated to 1/2∑i>0 ¯X2i + ¯X0 + ˜X0. We get
∂
∂λ P
0
t [ f ](x) = ¯P′t [D fU ](x,0). (3.16)
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Proof. The integrability conditions are satisfied by Proposition 3.4.
Let ¯Pt be the semigroup associated to 1/2∑ ¯X2i + ¯X0. If the Volterra expansion converges
for the Ck uniform norm on each compact, we get
¯P′t [D fU ](x,0)
= ∑(−1)n
∫
0<s1<···<sn<t
¯Ps1 ˜X0 . . . ˜X0 ¯Pt−sn [D fU ](x,0)ds1 . . .dsn. (3.17)
But ¯Pt [D fU ](x,U0) is linear in U0 and ˜X0U0 = ∑Xi〈φ(x),ht 〉i =Yi which does not depend
on U0. We deduce that
¯P′t [D fU ](x,0) =−
∫ t
0
Ps1 ∑
i>0
Yi ¯Pt−s1 [D fU ](x, I) (3.18)
which is the formula of Lemma 3.2. ♦
Remark. Let us show from where this formula comes. Pλt is associated to the stochastic
differential equation in the Stratonovitch sense:
dxλt = X0(xλt )dt +∑
i>0
Xi(xλt )dwit +λ ∑
i>0
Xi(xλt )〈φ(xλt ),hit〉dt (3.19)
such that
∂
∂λ P
0
t [ f ](x) = E
[
D f (x0t (s)
∂
∂λ x
0
t (x)
]
. (3.20)
But ∂∂λ x
0
t satisfies the stochastic differential equation in the Stratonovitch sense starting
from 0:
d ∂∂λ x
0
t = DX0(x0t )
∂
∂λ x
0
t +∑
i>0
DXi(x0t )
∂
∂λ x
0
t dwit
+∑
i>0
Xi(x0t )〈φ(x0t ),hit〉dt (3.21)
and the couple of
(
x0t ,
∂
∂λ x
0
t
)
is associated to ¯P′t .
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PROPOSITION 3.5. [B1]
¯P′t [D fU ](x,0) = Qt [ f u](x,0), (3.22)
where Qt is the semigroup generated by
˜L ˜f = 1/2 ∑
i>0
〈 ˜Xi, ˜D2 ˜f , ˜Xi〉+ 1/2∑
i>0
〈DXiXi, ˜D ˜f 〉+ 〈X0, ˜D ˜f 〉 (3.23)
on Rd+1 where
˜Xi = (Xi,〈φ(x),h〉i). (3.24)
We get the following.
Proof. We remark that the vector fields involved with ˜L commute with ∂/∂u such that
Qt [ f u](x,u0) = A(x)u0 +B(x). We remark therefore that
Qt [ f u](x,u0) = Qt [ f u](x,0)+Pt [ f ](x)u0 (3.25)
such that
∂
∂ t Qt [ f u](x,0) = LQt [ f u](x,0)+∑YiPt [ f ](x). (3.26)
Therefore the result is as in the proof of Theorem 2.2. ♦
In the previous formula, ¯P′t [D fU ](x,0) is a scalar. We would like to get a vector. In
Lemma 3.4, we choose ˜X0 = X ti (U−1Xi) where U is chosen according to Lemma 3.2. We
get with this extension
¯P′′t [D fV ](x,0) = Qt [ f u](x, I,0), (3.27)
where u is a vector in Qt [ f u](x, I,0) (see Lemma 3.7 for the definition of ¯P′′).
Lemma 3.6. If ¯P′′t [|V−1|p](x, I,0) is finite for all p, f → Pt [ f ](x) has a smooth density.
Proof. We can use Proposition 3.5 to the extended semigroup of Proposition 3.3 where
we replace φ(x) by t(U−1Xi). We apply Proposition 3.5 to (V, f )→ fV−1. We get
¯P′′t [D( fV−1)V ](x,0) = Pt [D f ](x)+ terms. (3.28)
We iterate this procedure. We get if ¯P′′t [|V−1|p](x, I,0)< ∞ for all p that
Pt [Dr f ](x) ≤Cr‖ f‖∞ (3.29)
for all r for the supremum norm ‖ · ‖∞ on functions on Rd . Therefore the result. ♦
Proof of Malliavin’s theorem. We have if ˆPt [|V−1|p](x, I,0)<∞ for all p that ¯P′′t [|V−1|p](x, I,0)<
∞ for all p. For that, we use the following lemma.
Lemma 3.7. Let ˜X ′′0 ,= (0,0,Y ) where Y depends on the previous variables and has
derivatives with polynomial growth. Let ˜Xi = (Xi,DXiU,DXiV ). Let ¯P′′t be the semi-group
associated with 1/2∑ ˜X2i + ˜X0 + ˜X ′′0 . We have if f is a homogeneous polynomial in V ,
¯P′′t [ f ](x, I,V0) = ˆPt [ f (UV +UV0)](x, I,0) where we have replaced for ˆPt 〈U−1Xi, ·〉2 by
U−1Y in (3.2).
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Proof. Let ˜Pt be the semigroup associated to 1/2∑ ˜X2i + ˜X0. It transforms a homogeneous
polynomial in V into a homogeneous polynomial in V of same order (see (3.32)). There-
fore, we have
¯P′′t [ f ](x, I,V0)
= ∑(−1)n
∫
0<s1<···<sn<t
˜Ps1Y ˜Ps2−s1Y . . . ˜Pt−sn [ f ](x, I,V0). (3.30)
We put
∫
0<s1<···<sn<t
˜Ps1Y ˜Ps2−s1Y . . . ˜Pt−sn [ f ](x, I,V0) = In(s1, . . . ,sn). (3.31)
Let us recall that ˆPt is a Markov semigroup. Let ˆEs1,...,sn,1 be the law of xs1 ,Us1 , . . . ,xsn ,
Usn ,x1,U1, starting from (x, I) according this semigroup. We recognize in In(s1, . . . ,sn),
ˆEs1,...,sn,1[Dn f (U1V0)U1U−1s1 Y (xs−1,Us1)U1U−1s2 Y (xs2 ,Us2) · · ·U1U−1sn Y (xsn ,Usn)]. (3.32)
Therefore the series (3.30) is finite and (3.30) is valid. But this last expression is nothing
else but
¯Ps1 ˆX0 ¯Ps2−s1 · · · ˆX0 ¯Pt−sn [ f (·, ·(V +V0))](x, I,0). (3.33)
Therefore the series (3.30) is equal to
∑(−1)n
∫
0<s1<···<sn<t
¯Ps1 ˆX0 ¯Ps2−s1 · · · ˆX0 ¯Pt−sn [ f (·, ·(V +V0))](x, I,0)
= ˆPt [ f (·, ·(V +V0))](x, I,0). (3.34)
Therefore the result. ♦
Remark. Let us show from where this formula comes. ¯P′′t is associated to the system of
stochastic Stratonovitch differential equation,
dxt(x) = X0(xt(x)dt +∑
i>0
Xi(xt)dwit ,
dUt = DX0(xt(x))Ut dt +∑
i>0
DXi(xt(x))Utdwit ,
dVt = DX0(xt(x))Vtdt +∑
i>0
DXi(xt(x))Vtdwit +Y (xt(x),Ut)dt (3.35)
starting from (x, I,V0). We can solve the last equation by the method of the variation of
constant, and we find that
Vt =Ut
(
V0 +
∫ t
0
U−1s Y (xs(x),Us)ds
)
. (3.36)
Therefore the result.
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4. Inversion of the Malliavin matrix in semigroup theory
In Theorem 3.1, V is called Malliavin’s covariance quadratic form. To simplify this work,
we will do the following elliptic hypothesis assumption in x:
∑
i>1
〈Xi(x), ξ 〉2 ≥C|ξ |2 (4.1)
for some C > 0.
Lemma 4.1. If |ξ |= 1,
ˆPt(|Vξ |<Ct)(x, I,0)<C < 1. (4.2)
Proof. We introduce a function g strictly decreasing, convex, from [0,∞[ into [0,1]
equals to 1 in 0 and tending to 0 at infinity. We consider the function F(·): s →
ˆPs
[
g
( |Vξ |
t
)]
(x, I,0). It has a derivative in 0 in −C/t and a second derivative bounded by
C/t2. Moreover F(0) = 0 and F(Ct)<C < 1 for some t. This shows the result. ♦
PROPOSITION 4.2.
ˆPt [|V ξ | < ε](x, I,0) ≤ Cpε p for all p uniformly in |ξ | = 1. (We say in such a case that
ˆPt [|V ξ |< ε](x, I,0) = o(ε∞).)
Proof. We get for a big C,
ˆPt(|U−1|>C](x, I,0) = o(t∞). (4.3)
In order to show that, we choose a positive function g = 0 in a neighborhood of I and
equal to 1 far from I. We have, by using the parabolic equation satisfied by ˆPt
∂ r
∂ tr
¯P0[g(U−1)](x, I) = 0 (4.4)
for all r. Therefore the result.
The same result holds for Pt(| ·−x|>C)(x). Moreover,
ˆPt [|Vξ |< ε](x, I,0)≤ ˆPεα [|Vξ | ≤ ε](x, I,0) (4.5)
for α ≤ 1.
We slice [0,εα ] in ε−β intervals with α +β < 1. By the previous lemma
sup
|y−x|<C,|U−1|<C
Pεα+β [|Vξ | ≤ ε](y,U,0)<C < 1. (4.6)
We deduce by Markov property that
ˆPεα [|Vξ |](x, I,0)<Cε−β = o(ε∞). (4.7)
♦
Theorem 4.3. ˆPt [|V |−p](x, I,0)< ∞ if t > 0.
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Proof. We remark that
ˆPt(|V |p](x, I,0)< ∞ (4.8)
for all p > 0 (Proposition 3.3).
We choose ε−β points ξi on the sphere of Rd such that
ˆPt [|V−1|> ε](x, I,0)
≤∑ ˆP[|Vξi|< ε](x, I,0)+ ˆPt [|V |< ε−γ ](x, I,0) = o(ε∞) (4.9)
for some suitable γ > 0. ♦
As a corollary, we get the following.
Theorem 4.4. Under (4.1), f → Pt [ f ](x) has a smooth density pt(x,y).
Appendix
Proof of Proposition 3.3. We work by induction on k. We choose for k = 1 a smooth func-
tion g(u) = 0 in u = 1 and equal to |u| when u goes to infinity, with bounded derivatives.
We get for two constant independent on C that
∣∣∣∣ ∂∂ t Ptot,1[|u|2r exp[−g(u)/C]](x)
∣∣∣∣
≤ K1 +K2Ptot,1[|u|2r exp[−g(u)/C]](x) (A.1)
for r ∈ N. The result follows by using the Gronwall lemma when C → ∞.
We split up the equation giving P[ f (xk)] in a equation giving a linear matrix and
an equation which depends only on the previous terms as in Lemma 3.7. We get
Ptot,k1 [ f (xk)](·,0) = ˆPt [ f (uˆk vˆk)](·, I,0) as in Lemma 3.7. (We start from 0 in order to
simplify the exposition.) We get ˆPtot,k[|uˆk|−p](·, I)< ∞ because∣∣∣∣ ∂∂ t ˆPtot,k[|uˆk|−2r exp[−gˆ(uˆk)/C]](I)
∣∣∣∣
≤ K1 +K2 ˆPtot,k[|uˆk|−2r exp[−gˆ[uˆk]/C]](I), (A.2)
where gˆ(uˆk) is a function with bounded derivatives at infinity, bounded at infinity and
equal to |uˆk|−1 near 0. The result arises by Gronwall lemma and making C → ∞.
Moreover, if we do the change of variable uk → u−1k , we still get a semigroup governed
by a generator of the same type. This shows that
ˆPtot,k[|uˆ−1k |
−2r](·, I)< ∞. (A.3)
On the other hand,
∂
∂ t
ˆPtot,k[|uˆ−1k |
2rg¯(uˆk)/C)](·, I)| ≤ K1 +K2 ˆPtot,k[|uˆ−1k |
2rg¯(uˆk)/C)](·, I), (A.4)
where g¯(uˆk) is a smooth function with values in [0,1] equal to 1 in 0 and equal in a
neighborhood of infinity to |uˆ−1k |−K for a big K.
We use Gronwall lemma and by making C → ∞ we deduce that ˆPtot,k[|uˆ−1k |2r](·, I)< ∞
and symmetrically that ˆPtot,k[|uˆk|2r](·, I)< ∞.
In order to estimate ˆPtot,k[|vk|2r] we proceed in a similar but simpler way. ♦
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