Large-scale loosely-tagged images (i.e., multiple object tags are given loosely at the image level) are available on Internet, and it is very attractive to leverage such loosely-tagged images for automatic image annotation applications. In this paper, a multi-task structured SVM algorithm is developed to leverage both the inter-object correlations and the loosely-tagged images for achieving more effective training of a large number of inter-related object classifiers. To leverage the loosely-tagged images for object classifier training, each loosely-tagged image is partitioned into a set of image instances (image regions) and a multiple instance learning algorithm is developed for instance label identification by automatically identifying the correspondences between multiple tags (given at the image level) and the image instances. An object correlation network is constructed for characterizing the inter-object correlations explicitly and identifying the inter-related learning tasks automatically. To enhance the discrimination power of a large number of inter-related object classifiers, a multi-task structured SVM algorithm is developed to model the inter-task relatedness more precisely and leverage the inter-object correlations for classifier training. Our experiments on a large number of inter-related object classes have provided very positive results.
INTRODUCTION
For many image understanding tasks, such as object detection and scene recognition, machine learning techniques are usually involved to learn the classifiers from large amounts Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. of training images and the ground-truth labels for the training images are usually provided by professionals. Because it is labor intensive to hire professionals for labeling large amounts of training images, the sizes of such professionallylabeled image sets tend to be small. As a result, the classifiers, which are learned from a small set of the professionallylabeled training images, may hardly be generalizable. To achieve more reliable classifier training, the size of the labeled training images must be large due to: (1) the number of object classes could be very large; and (2) the learning complexity for some object classes could be very high because they may have large intra-class visual diversity and large inter-class visual similarity (i.e., visual ambiguity).
One way for us to collect large-scale training images is to leverage the advantages of collaborative image tagging systems (i.e., leveraging the collaborative efforts of a large population of Internet users) [1] [2] . To differentiate such collaboratively-tagged images from the professionally-labeled images, we call them as loosely-tagged images because multiple object tags are loosely given at the image level rather than at the object level (i.e., without providing the exact object locations in the images).
Large-scale loosely-tagged images can have multiple advantages: (1) they can represent various visual properties of the object classes more sufficiently; (2) they can be obtained easily by leveraging the collaborative efforts of large numbers of Internet users, our fundamental belief is that a large group of Internet users with diverse backgrounds can do better job than a small team of professionals as illustrated by wikipedia; (3) both their tags and their visual properties are diverse, thus they can give a real-world point of departure for object detection and scene recognition. Therefore, it is very attractive to develop new learning frameworks which are able to leverage the loosely-tagged images for object classifier training.
It is not a trivial task to leverage the loosely-tagged images for object classifier training because they may seriously suffer from the critical issue of tag uncertainty (i.e., loose tags and multiple tags). In a collaborative image tagging space, the object tags are usually given at the image level (i.e., loose tags without providing the exact locations for the objects in the images) because providing the tags at the image level is far less time consuming. On the other hand, one single image may be associated with multiple tags (i.e., multi-label image) because it may contain multiple objects. When multiple tags are frequently used to tag the images jointly, they should have strong correlations (i.e., inter-tag correlations), but how to leverage such inter-tag (inter-object) correlations for object classifier training is still an open issue for the multimedia research community [13] [14] [15] [16] [17] [18] . Ignoring the interobject correlations may result in the object classifiers with low discrimination power.
To leverage both the loosely-tagged images and the interobject correlations for object classifier training, it is very attractive to develop new frameworks for: (a) ambiguous image representation which can transform each loosely-tagged image into bags of instances and express its semantics ambiguity (i.e., multiple tags) explicitly in the instance space; (b) identifying the instance labels automatically when the tags are provided only at the image level (i.e., loose tags); and (c) structured learning for exploiting the inter-object correlations to achieve more effective learning of a large number of inter-related object classifiers.
As shown in Fig. 1 , a multi-task structured SVM algorithm is developed to leverage both the loosely-tagged images and the inter-object correlations to achieve more accurate training of a large number of inter-related object classifiers. This paper is organized as follows. Section 2 reviews the related work briefly; Section 3 presents a multiple instance learning algorithm to automatically identify the labels for the relevant image instances in the positive bags; Section 4 introduces an interesting approach to construct an object correlation network for identifying the interrelated learning tasks automatically; Section 5 presents our multi-task structured SVM algorithm for inter-related classifier training; Section 6 describes our work on algorithm evaluation; We conclude in Section 7.
RELATED WORK
Some pioneering work have been done on multiple instance learning [7] [8] [9] [10] . Chen et al. [10] have developed an interesting approach called MILES to enable region-based image annotation when the labels are available only at the image level. Vijayanarasimhan et al. have developed a multi-label multiple instance learning approach to achieve more effective learning from the loosely-labeled images [7] . Zhang et al. [8] and Maron et al. [9] have incorporated multiple instance learning (MIL) techniques to learn the object detectors from the loosely-labeled images.
In order to incorporate multi-label images for classifier training, some pioneering work have been done by dividing multi-label learning into a set of binary classification problems or transforming multi-label learning into a label ranking problem [11] [12] . Boutell et al. have addressed the issue of multi-label image annotation by learning a set of binary classifiers [11] . Zhou et al. [12] and Zha et al. [22] have integrating multiple instance learning with multi-label learning for scene classification by exploiting the inter-label correlations at the label space. Because classifier training is performed in the feature space rather than in the label space, it is very attractive to develop new algorithms that can directly model the inter-object correlations in the feature space.
Multi-task learning has widely been studied by exploiting the correlations between multiple learning tasks [13] [14] [15] [16] [17] [18] . Torralba et al. [17] have developed a novel JointBoost algorithm to support multi-task learning. Jiang et al. [18] have extended such JointBoost algorithm for multi-class concept detection by sharing common kernels. The boosting algorithm could be very sensitive to data noise, thus it cannot directly be used to leverage the loosely-tagged images with large tag uncertainty for classifier training. Kumar et al. have proposed Discriminative Random Fields (DRF) to exploit the inter-patch correlations for object detection [15] . Yang et al. [16] have recently extended the DRF technique for image/video concept detection. Fan et al. have constructed concept ontology for identifying the inter-related learning tasks in the concept space and achieving hierarchical training of a large number of inter-related image classifiers [13] .
The statistical rules, such as object co-occurrence contexts, have been derived from large-scale image collections for supporting context-driven object detection and some pioneering work have been done recently [19] [20] [21] [22] . Qi et al. [21] , Tang et al. [19] and Liu et al. [20] have exploited the correlations between the image/video concepts to enhance automatic image/video annotation, and some interesting statistical models have been developed to leverage such inter-concept contexts for concept classifier training.
In order to leverage both the inter-object correlations and the inter-task relatedness for classifier training, a multi-task structured SVM algorithm is developed in this paper: (1) An object correlation network is constructed for representing the inter-object correlations explicitly and providing a good environment to identify the inter-related learning tasks directly in the feature space rather than in the label space. (2) A multiple instance learning algorithm is developed for identifying the labels of the image instances automatically when the labels are only available at the image level. (3) A multitask structured SVM algorithm is developed by incorporating the object correlation network, structured SVM [23] [24] and multi-task learning [13] [14] [17] [18] to model the inter-task relatedness more precisely and leverage the inter-object correlations for training a large number of inter-related object classifiers jointly.
MULTIPLE INSTANCE LEARNING
To address the issues of loose tags and multiple tags simultaneously, two bags of images are labeled for each tag of interest: positive bags Ω versus negative bagsΩ. For a given tag, its positive bags Ω consist of a set of multi-label images which are loosely related with the given tag, e.g., all these multi-label images are loosely tagged by the given tag and other inter-related tags and at least one of their image instances (i.e., image regions) has exact correspondence with the given tag. On the other hand, the negative bags Ω consist of a set of multi-label images which are irrelevant with the given tag, e.g., the given tag is not used to tag all these multi-label images in the negative bags and none of their image instances (i.e., image regions) has exact correspondence with the given tag. One important issue for supporting multiple instance learning is how to identify the correspondences between multiple tags (given at the image level) and the image instances. 
Bags of Instances
For automatic object detection and scene recognition applications, a good framework for image content representation that can capture more meaningful insights of the images may make the classifier training task easier to tackle. To leverage the loosely-tagged images for classifier training, having a good framework for ambiguous image representation is more important than having a strong learning algorithm. If a loosely-tagged image is treated as one single instance as shown in Fig. 2(a) , the underlying ambiguous image semantics which correspond to multiple tags are mixed in the instance space, thus it could be very difficult to learn reliable classifiers by using such loosely-tagged images. On the other hand, if the loosely-tagged image is represented as a set of instances (image regions) as shown in Fig. 2(b) , the mixed information (i.e., ambiguous image semantics) in the same image can be easier to be detached in the instance space, thus it can be less difficult to learn reliable classifiers by using such image instances.
As shown in Fig. 2(b) , a new scheme is developed for ambiguous image representation by using bags of instances: (a) each loosely-tagged image is first partitioned into a set of image regions by using JSEG [4] and multiple segmentations are integrated to obtain more meaningful image regions (image instances) for object detection [5] ; (b) each image region is treated as one instance; and (c) multi-modal visual features are extracted from each image instance to characterize its various visual properties more sufficiently.
By partitioning the loosely-tagged images into bags of instances, our ambiguous image representation framework can provide multiple advantages: (1) it can provide a good foundation to tackle the issue of loose tags by automatically identifying the correspondences between multiple tags (given at the image level) and the image instances (image regions); (2) it can provide a natural way to tackle the issue of semantics ambiguity (i.e., multiple tags) explicitly in the instance space, e.g., different image instances may relate to different tags; and (3) it is able to characterize the appearances of the objects effectively by integrating multiple segmentation results.
In our current implementations, we have extracted the following region-based visual features: 12-bins color histogram, top 3 dominant colors, 9-bins edge histogram, region shapes, region size and location of its center in an image, and Tamura textures. Each type of these visual features (i.e., one particular feature subset) is used to characterize one certain type of the visual properties of the image instances, and a suitable base kernel is designed for each type of the visual features for characterizing one certain type of the visual similarity contexts between the image instances. We skip the details for base kernel construction because it is beyond the scope of this paper and it can be found from our previous work [13] .
For two image instances u and v, their diverse visual similarity contexts are characterized more precisely by using a mixture of these base kernels (i.e., mixture-of-kernels) [13] .
where τ is the number of feature subsets (i.e., the number of base kernels), α l ≥ 0 is the importance factor for the lth base kernel κ l (u, v) and it can be obtained automatically. For image annotation task, some pioneering work have been done on multiple instance learning (MIL) by treating each image as a bag of instances [7] [8] [9] [10] . Because of the issue of multiple tags, our scenarios for multiple instance learning are significantly different: (a) each bag of instances (i.e., each multi-label image) is positive for multiple tags; and (b) multiple tags could be inter-related rather than independent, otherwise they may not be associated with the same image.
Image Instance Clustering
Because the object tags are loosely given at the image level, it is very important to develop new algorithms for determining the labels for the image instances (i.e., image regions) automatically. In order to identify the exact correspondences between multiple tags and the image instances, the image instances in the positive bags and the negative bags are first partitioned into multiple clusters according to their visual similarity contexts.
Our image instance clustering algorithm consists of the following steps: (a) The weights for all these τ feature subsets or base kernels are set equally, e.g., α1
The affinity propagation algorithm [6] is used to achieve more precise instance clustering. For the positive bags and the negative bags, a graph is first constructed to organize all the image instances according to their visual similarity contexts κ(·, ·) [2] , where each node on the graph is one image instance and an edge between two nodes is used to characterize the visual similarity context between two image instances. By passing message between the nodes in the instance graph through affinity propagation, all these instances in the positive bags and the negative bags are independently grouped into multiple clusters according to their visual similarity contexts. (c) The optimal weights ⃗ α = [α1, · · · ,ατ ] for kernel combination are refined automatically by maximizing the inter-cluster separability and the intracluster compactness [2] :
subject to:
as the cluster indicators, and its component X l is a binary indicator for the appearance of the lth cluster G l ,
For a given instance cluster G l , its inter-cluster separability µ(G l ) and its intra-cluster compactness σ(G l ) are defined as:
The optimal kernel weights ⃗ α = [α1, · · · ,ατ ] are determined automatically by solving the following quadratic programming problem:
(d) These steps are performed repeatedly until convergence. The instance clusters in the positive bags can further be partitioned into two groups: relevant instance clusters (which are strongly related with the given tag and the semantics of their instances can be interpreted precisely by the given tag) versus irrelevant instance clusters. Obviously, the ratio between the irrelevant instance clusters and the relevant instance clusters could be arbitrarily high.
Relevant Cluster Identification
When large amounts of positive bags are available, the relevant clusters may have larger sizes because the relevant instances may share some common visual properties for the given object class (i.e., the given tag) and they can be assigned into the same cluster. The irrelevant clusters may have smaller sizes because the irrelevant image instances may belong to many different object classes and they may have less correlations on their visual properties. On the other hand, the image instances in the negative bags can also be partitioned into a set of irrelevant clusters.
For a given instance cluster Gi (it could be either relevant cluster or irrelevant cluster) in the positive bags Ω and a given irrelevant cluster Gj in the negative bagsΩ, their intercluster visual similarity context is defined as:
where |Gi| and |Gj| are the total numbers of the image instances for the clusters Gi and Gj,κ(u, v) is the pairwise visual similarity context between the image instance u from Gi and the image instance v from Gj by using the kernel weights for the instance cluster Gi, andκ(u, v) is the pairwise visual similarity context between two image instances u and v by using the kernel weights for the instance cluster Gj. All these kernel weights are automatically provided by the instance clustering process. The best-matched cluster pair (Gi, G k ) between the positive bags and the negative bags is determined by: This process for best-matched cluster pair determination is continued until all these instance clusters (they could be either relevant clusters or irrelevant clusters) in the positive bags have found the best-matched irrelevant cluster in the negative bags. The instance clusters in the positive bags are then partitioned into two groups according to their pairwise intercluster visual similarity contexts with the irrelevant clusters in the negative bags: positive groups versus negative groups. The relevant clusters in the positive bags should be far away from the irrelevant clusters in the negative bags (i.e., with small values of the inter-cluster similarity contextsδ(·, ·)) [9] , they are assigned into the positive groups. On the other hand, the irrelevant clusters in the positive bags may be close to the irrelevant clusters in the negative bags (i.e., with large values of the inter-cluster similarity contextsδ(·, ·)), they can be assigned into the negative groups.
It is worth noting that some irrelevant clusters in the positive bags may not have strong correlations with the irrelevant clusters in the negative bags (i.e., they may belong to different object classes), thus such irrelevant clusters in the positive bags may first be assigned into the positive groups. Compared with the relevant clusters in the positive groups, such the irrelevant clusters (which are first assigned into the positive groups) may have smaller sizes, thus they can further be separated from the relevant clusters according to their size differences. For the relevant clusters in the positive bags, there is a significant difference with the irrelevant clusters in the positive bags either on their correlations with the irrelevant clusters in the negative bags or on their sizes, thus it is easy for us to separate the relevant clusters from the irrelevant clusters in the positive bags. When the relevant clusters are identified from the irrelevant clusters in the positive bags, the given tag is treated as the ground-truth label for all their image instances in the relevant clusters.
Through analyzing both the cluster sizes and the values of their inter-cluster correlations, we can separate the relevant clusters from the irrelevant clusters more precisely and identify the exact correspondences between the image instances and multiple tags more accurately. As shown in Fig. 3 , the traditional F score (which is defined as the harmonic mean of precision and recall) is used to evaluate the performance of our multiple instance learning algorithm for instance label identification. The F score for performance evaluation is defined as:
where precision and recall are the well-known precision and recall rates in the literature. The image instances in the relevant clusters, which their semantics have better correspondence with the given tag, can be selected as the relevant image instances and be used to train the object classifier for the given object class (i.e., the given tag). Thus our multiple instance learning algorithm for instance label identification can allow us to address the issue of loose tags effectively, which can provide a good environment to leverage the loosely-tagged images for object classifier training.
OBJECT CORRELATION NETWORK
An object correlation network is constructed to characterize the inter-object correlations more precisely and provide a good environment to determine the inter-related learning tasks directly in the feature space. Our object correlation network consists of two key components: object classes and their inter-object correlations.
For two given object classes Ci and Cj, their inter-object visual similarity context γ(Ci, Cj) is determined by:
where |Ci| and |Cj| are the total numbers of the image instances for the object classes Ci and Cj,κ(u, v) is the kernelbased similarity context between two image instances u and v by using the kernel weights for the object class Ci, and κ(u, v) is the kernel-based similarity context between two image instances u and v by using the kernel weights for the object class Cj. All these kernel weights are automatically provided by the instance clustering process. The co-occurrence correlation ρ(Ci, Cj) between two object classes Ci and Cj is defined as:
where P (Ci, Cj) is the co-occurrence probability for two object classes Ci and Cj in our image collections, P (Ci) and P (Cj) are the occurrence probabilities for Ci and Cj. For two given object classes Ci and Cj, their visual similarity context γ(Ci, Cj) and their co-occurrence correlation ρ(Ci, Cj) are first normalized into the same interval. The inter-object correlation ϕ(Ci, Cj) between two object classes Ci and Cj is finally defined as:
where η is the weighting factor and it is determined through cross-validation,γ(Ci, Cj) andρ(Ci, Cj) are the normalized visual similarity context and co-occurrence correlation. The weighting factor is set as η = 0.6 in our current implementation because the visual similarity contexts are more important than the co-occurrence correlations for inter-object correlation characterization. Some experimental results on the inter-object correlations ϕ(·, ·) are given in Table 1 . Part of our object correlation network for our image sets is shown in Fig. 4 , where each object class is linked with multiple most relevant object classes with larger values of ϕ(·, ·). One can find that our object correlation network can characterize the correlations among the object classes effectively. Our object correlation network may have multiple advantages: (a) It can characterize the inter-object correlations explicitly and provide a good environment to identify the inter-related learning tasks directly in the feature space. (b) It can provide a good environment to integrate the training instances from multiple interrelated object classes for training their classifiers jointly and bring more powerful inference schemes to enhance their discrimination and adaptation power significantly.
STRUCTURED LEARNING
The object classes are inter-related and such inter-object correlations can be represented explicitly by the object correlation network and can be represented precisely by the strengths of their inter-object correlations ϕ(·, ·). When a large number of object classes come into view, directly modeling of such inter-object correlations over the whole object correlation network becomes computationally intractable. In this paper, a multi-task structured SVM scheme is developed by incorporating the first-order nearest neighbors (i.e., clique for each object class on the object correlation network), multi-task learning and structured SVM to leverage the inter-object correlations to achieve more accurate training of a large number of inter-related object classifiers.
For a given object class (one example is shown in Fig.  5 ), its first-order nearest neighbors on the object correlation network are strongly correlated and their training instances may share similar visual properties. Thus isolating these inter-related object classes and training their classifiers independently are not appropriate. In order to leverage the inter-object correlations for training the inter-related object classifiers jointly, it is very important to develop new algorithms for integrating multi-task learning with structured SVM to model the inter-task relatedness more precisely. The idea behind multi-task learning is that if multiple interrelated learning tasks share a common prediction component, such common prediction component can be estimated more accurately by considering these inter-related learning tasks together [13] [14] . When multiple tags are jointly used for image tagging, the corresponding object classes should be inter-related rather than independent and thus learning the classifiers for these inter-related object classes should be considered jointly. Our object correlation network can provide a good environment for identifying such inter-related learning tasks directly in the feature space. The idea behind structured SVM [23] [24] is to exploit the inter-label correlations in the label space for supporting structure prediction.
In this paper, a multi-task structured SVM scheme is developed by incorporating the object correlation network, multi-task learning and structured SVM to enhance the discrimination power of a large number of inter-related object classifiers: (a) The object correlation network is used to identify the inter-related learning tasks directly in the feature space, e.g., training multiple inter-related object classifiers jointly; (b) The inter-task relatedness is characterized explicitly by using the strengths of the inter-object correlations ϕ(·, ·) and a common prediction component is used to model the inter-task relatedness and shared among these inter-related object classifiers; (c) The structured SVM is integrated with multi-task learning to model the inter-task relatedness more precisely and estimate the common prediction component more accurately. By seamlessly integrating multi-task learning with structured SVM, our multi-task structured SVM algorithm is able to exploit the inter-object correlations explicitly in the input space (i.e., the feature space for classifier training and testing), thus it can provide a new approach for inter-related classifier training and address the issue of multiple tags more effectively.
In our multi-task structured SVM scheme, a common regularization term W0 of the SVM classifier is used to model the inter-task relatedness among multiple SVM classifiers for the inter-related object classes. For one given object class Cj, its classifier is defined as:
where W0 is the common regularization term shared among the classifiers for multiple inter-related object classes centered by Cj as shown in Fig. 5 , Vt is the individual regularization term for the classifier between the given object class Cj and its neighbor Ct, γt is the weight how class Ct contributes the classification of Cj. The common regularization term W0 is used to model the inter-task relatedness and shared among the classifiers for multiple inter-related object classes. W0 can be estimated more reliably by minimizing their joint objective function J for T inter-related learning tasks.
where ξti ≥ 0, ηti ≥ 0, nj and nt are the total number of training instances for the object classes Cj and Ct.
To solve the joint optimization problem, we use the Lagrangian Principle. We add a dual set of variables, one for each constraint and get the Lagrangian L of the optimization problem:
We now seek a saddle point of the Lagrangian L, e.g., the partial difference of L satisfied:
and we can get:
The dual form of the problem is then simplified as:
Figure 6: Object detection results by our multi-task structured SVM algorithm.
Given the training image instances for T inter-related object classes on the object correlation network, the margin maximization process for object classifier training is then transformed into a quadratic problem:
βtiβ tl Kt(xti, x tl ))] subject to: ∀i : ∀t : βti ≥ 0, βti ≥ 0 To deal with the structured prediction problem, it is very attractive to construct a joint kernel function that is better suited to joint-space support estimation. In this paper, a tensor products is incorporated to define the joint kernel κ((xi, yi), (xj, yj)) as:
where κ(xi, xj) is the mixture-of-kernels for the visual features as defined in Eq. (1) and κs(yi, yj) is the semantic kernel to characterize the semantic similarity context between two object classes and their labels yi and yj (i.e., inter-object correlation on the label space). By learning from a joint training image set Ω = {(xit, yit)|i = 1, · · · , n; t = 1, · · · , T } for T inter-related object classes on the object correlation network, the classifier for the given object class Cj can be determined as:
One can observe that our classifiers for inter-related object classes consist of two components: (a) individual prediction component; and (b) common prediction component.
By learning two different sets of the kernel coefficients α andᾱ simultaneously, our multi-task structured SVM algorithm can automatically determine two separable feature subsets, which can effectively characterize both the common visual properties shared among all these T inter-related object classes and the individual visual properties for each particular object class. The feature subsets and their base kernels, which are used to construct the common prediction component for multiple inter-related object classifiers (i.e., with larger values ofᾱ), are less important for the individual prediction components for these inter-related object classifiers (i.e., with smaller values or even zero values of α).
By learning two different sets of the weights β andβ for the training instances simultaneously, our multi-task structured SVM algorithm can automatically establish two independent decision boundaries for both the common prediction component (shared among the inter-related discriminant functions) and the individual prediction component of the discriminant function for each particular object class. The training instances, which are used to construct the common prediction component for multiple inter-related object classifiers (i.e., support vectors with large values ofβ), are less important for the individual prediction components for these inter-related object classifiers (i.e., with smaller values or even zero values of weights β).
The kernel coefficientsᾱ and the weightsβ are fixed for all these T inter-related discriminant functions to characterize their common prediction component. By integrating the training instances for multiple inter-related object classes to learn a common prediction component and separating it from their individual prediction components, our multitask structured SVM algorithm can significantly enhance the discrimination power and the generalization ability of the inter-related object classifiers. The inter-related object classifiers for a set of object classes are trained in our current implementation. After the object classifiers are trained, they are further used to identify the objects from the test images and recommend the suitable tags for automatic image annotation. Our automatic object detection and tag recommendation algorithm takes the following key steps: (a) The test image is first segmented into multiple image regions. (b) Each image region (image instance) is then classified into the most relevant object class with the maximum value of the confidence (posterior probability). (c) The tags for describing the semantics of these object classes are then selected for annotating the given test image automatically. Some experimental results on object detection (tag recommendation) are given in Fig. 6 . One can observe that our multi-task structured SVM scheme can directly learn the object detectors from the loosely-tagged images and precisely localize the objects in the images.
Most existing algorithms for object detection are often handled by combining multiple binary classifiers, thus they may have square complexity with the number of object classes N , i.e., O(N 2 ). On the other hand, our algorithm for object detection can achieve linear complexity with the size of the object correlation network N , i.e., O(N ), thus it is very attractive for dealing with a large number of object classes.
ALGORITHM EVALUATION
Our experiments are performed on two sets of looselytagged images: (a) 3, 814 MSRC image instances (image regions) [3] and 30K Corel images [26] ; (b) 1.0 million looselytagged images which are collected from Flickr [1] [2] . Because MSRC images and Corel images are easy to obtain, we use them as our test image sets, so that other researchers can easily assess the real performances of our algorithms. On the other hand, Flickr can allow us to collect large-scale and realistic loosely-tagged images, it is very attractive to use such realistic loosely-tagged images for developing new algorithms which can tackle the issue of tag uncertainty and learn the object classifiers reliably. Thus Flickr image set is used as the training image set in our experiments [1] [2] .
To assess the effectiveness of our proposed algorithms, our algorithm evaluation work focuses on comparing the performance differences between various approaches for object classifier training: (a) our multi-task structured SVM (MTS-MLMIL) algorithm versus structured SVM algorithm (exploiting the inter-label correlations in the output space) [23] [24] ; (b) our multi-task structured SVM (MTS-MLMIL) algorithm versus MILES (without exploiting the inter-label correlations explicitly) [10] , and (c) our multi-task structured SVM (MTS-MLMIL) algorithm versus multi-label MIL (MLMIL) technique developed by Zha et al. [22] . In this paper, AUC (area under ROC curve) is adopted to evaluate the classification performance [25] , which describes the probability that a randomly chosen positive image will be ranked higher than a randomly chosen negative image.
By using the same set of multi-modal visual features for image content representation, we have compared the performance differences between two approaches to integrate loosely-tagged images for object classifier training: MILES approach [10] versus our multi-task structured SVM (MTS-MLMIL) algorithm. As shown in Fig. 7 and Fig. 8 , one can observe that our multi-task structured SVM (MTS-MLMIL) algorithm can significantly improve the accuracy for detecting the inter-related object classes. The significant improvement on the detection accuracy benefits from two components: (1) The object classifiers for the inter-related object classes are trained jointly by leveraging their inter-object correlations for object classifier training, thus our multitask structured SVM algorithm can address the issue of multiple tags more effectively. Our multi-task structured SVM algorithm can address the issue of visual ambiguity more effectively by learning the inter-related classifiers for the inter-related object classes jointly. It can also enhance the discrimination and adaptation power of the inter-related object classifiers significantly by learning from the training instances for other inter-related object classes on the object correlation network. Incorporating the training instances from other inter-related object classes for classifier training will significantly enhance the generalization ability of their classifiers, especially when the available training instances for the given object class may not be representative for large amounts of unseen test images. On the other hand, MILES does not consider the inter-object (inter-label) correlations explicitly, which may result in lower accuracy rates for detecting some inter-related object classes. (2) Through an instance clustering and inter-cluster correlation analysis process, our multi-task structured SVM algorithm can address the issue of loose tags more effectively, which is crucial to leverage the loosely-tagged images for object classifier training.
Two existing approaches have considered the inter-label (inter-object) correlations for classifier training: (a) structured SVM algorithm [23] [24] ; and (b) multi-label multiple instance learning (MLMIL) algorithm [22] . Our multi-task structured SVM (MTS-MLMIL) algorithm is somewhat similar in spirit with these two existing approaches for object classifier training, but it significantly different from them in multiple important aspects. Compared with both the structured SVM algorithm and the multi-label multiple instance learning algorithm, our multi-task structured SVM algorithm can have multiple advantages: (a) it can explicitly model the inter-object correlations and the inter-task relatedness in the inter-related object classifiers (i.e., common regularization component W0), which may provide a good environment to leverage the inter-object correlations and the inter-task relatedness for inter-related classifier training and enhance their discrimination power significantly; (b) it can save the cost for object detection by exploiting the inter- algorithms average AUC scores Structural SVM [22] [23] 0.6952 MILES [10] 0.7304 MLMIL [22] 0.7539 Our MTS-MLMIL 0.7965 object correlations in the feature space. On the other hand, both the structured SVM algorithm and the multi-label multiple instance learning algorithm model the inter-object correlations in the output space (label space) rather than in the input space (feature space). In average, our multi-task structured SVM algorithm has better performance than the structured SVM algorithm and the multi-label multiple instance learning algorithm as shown in Table 2 . By generalizing multi-class SVM algorithm, the structured SVM algorithm focuses on supporting structural output prediction for a large number of SVM object classifiers, e.g., modeling the inter-object contexts in the output space and exploiting the inter-object contexts at the label space rather than in the feature space. On the other hand, our multitask structured SVM (MTS-MLMIL) algorithm can directly model the inter-task relatedness in the feature space (i.e., the input space for classifier training and testing) and explicitly exploit the inter-object correlations to achieve more effective training of a large number of inter-related object classifiers. As shown in Fig. 7 and Fig. 8 , our multi-task structured SVM algorithm can have better performance (higher AUC rates) as compared with the structured SVM algorithm.
We have also compared the performances between our multi-task structured SVM (MTS-MLMIL) algorithm versus multi-label MIL (MLMIL) technique developed by Zha et al. [22] . By explicitly modeling the inter-task relatedness in the feature space rather than in the label space, our multi-task structured SVM algorithm can provide a good environment to leverage the inter-object correlations and the inter-task relatedness for inter-related object classifier training, which may result in higher discrimination powers for a large number of inter-related object classifiers. Compared with the multi-label multiple instance learning algorithm, our multi-task structured SVM algorithm can achieve very competitive performance as shown in Fig. 7 and Fig. 8 . For some object classes, the MLMIL algorithm can obtain a little bit higher accuracy rates, but our multi-task structured SVM algorithm can in average achieve better accuracy rate as shown in Table 2 for MSRC image set with 21 object classes [3, 22] .
Besides MSRC images, we have also compared the performances between our proposed algorithm (MTS-MLMIL) versus normal SVM and multi-label MIL(MLMIL) on 30K Corel images for 98 concept categories [26] , where the original images are associated with totally 5k tags and 98 frequent object tags are chosen to be our distinguished concept categories. In average, each Corel image may have more than 10 image regions (instances), thus there are totally 300K instances which are too large to be handled effectively by using one single PC (i.e., pre-compute and store the kernel-based similarity matrix for all these 300K instances). When the size of image instances reaches one million, some existing techniques for kernel-based image clustering and SVM classifier training (such as LIBSVM [28] ) may take years to run out a O(m 3 ) algorithm on a single PC. Thus it is very attractive to develop a distributed computing framework to enable kernel-based image clustering and SVM classifier training.
To address the issue of computational complexity more effectively, two approaches are used: (a) only the first-order neighbors and their image instances are integrated for inter- [28] 0.6438 Structural SVM [22] [23] 0.6512 MLMIL [22] 0.7236 Our MTS-MLMIL 0.7549 related classifier training; and (b) cascade learning framework is incorporated for training the SVM classifiers in a distributed way [27] . The idea of the cascade learning framework is to equally divide the image instances and iteratively aggregate the final SVM classifiers. For a given object class on the object correlation network, all the positive image instances for itself and its first-order neighbors are integrated for joint classifier training. To enhance the discrimination power of a large number of inter-related object classifiers, the cascade framework is used to sample the positive instances from other object classes which are not the first-order neighbors for the given object class. The original version of the MILES algorithm focuses on solving a 1-norm SVM problem over all the training instances, it is too time-consuming to leverage the MILES algorithm for training the classifiers for a large number of inter-related object classes. On the other hand, it is not an easy task to adapt the MILES algorithm into the cascade learning framework, thus it is very hard for us to obtain the performance of the MILES algorithm on a large number of inter-related object classes by using a large Corel image set for classifier training. Based on this observation, we do not compare the performance difference between our multitask structured SVM algorithm and the MILES algorithm on 30K Corel image set with 98 object classes. As shown in Fig. 9 and Table 3 , our proposed algorithm had a significant improvement over normal SVM [28] and obtained a little higher AUC score in average than MLMIL [22] .
CONCLUSIONS
A multi-task structured SVM algorithm is developed to leverage both the inter-object correlations and the looselytagged images for achieving more effective training of a large number of inter-related object classifiers. To tackle the issues of multiple and loose tags, an ambiguous image representation algorithm is developed by using bags of instances and a multiple instance learning algorithm is proposed for identifying the positive instances automatically. An object correlation network is constructed for identifying the interrelated learning tasks automatically, and multi-task learning is seamlessly integrated with structured SVM to achieve more effectively training of a large number of inter-related object classifiers. Our experimental results on a large number of object classes have provided very positive results. Our image set and source codes are released on our web site: http://www.cs.uncc.edu/ jfan.
