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Summary
There is a large demand for methods to analyze fully atomistic molecular
dynamics (MD) trajectories, which is very challenging due to the many de-
grees of freedom involved. New methods for extracting thermodynamics
and kinetics from MD simulations of proteins are presented in this thesis.
The ultimate goal of such methods is to fully quantify the free-energy sur-
faces of peptides and small proteins, which can nowadays be simulated at
folding-unfolding equilibrium or with the replica exchange molecular dynam-
ics (REMD) method.
Two related procedures to address this problem are introduced and dis-
cussed here. The main idea behind both is that conformations are grouped
not according to a structural similarity criterion, but according to the tran-
sitions observed in equilibrium simulations, i.e., if conformations are kineti-
cally similar. The kinetic grouping analysis (KGA) requires a parameter, the
commitment time τcommit, which is a typical relaxation time within the free-
energy basins of the system. On the other hand, the cut-based free-energy
profile (cFEP) approach is parameter-free and requires only the selection of
a representative conformation in a region of interest. Both KGA and cFEPs
were successful in quantifying the free-energy basins of a β-sheet and a he-
lical peptide. The analytical power of the cFEP method goes beyond the
one of KGA because with the former it is possible to determine the correct
barrier to leave any free-energy basin of interest. This important aspect of
the cFEP method can be employed to isolate the unfolding transition state
region, which corresponds to the ensemble of conformations on top of the
unfolding barrier.
In the present thesis, the cFEP method was applied not only to the
analysis of equilibrium dynamics, but also to data obtained by REMD sim-
ulations. The latter is an enhanced sampling technique which is able to
recover correct thermodynamics (i.e., population of states), but not the ki-
netics. This problem was addressed here by supplementing the cFEPs at a
constant temperature with kinetic information from higher temperatures by
scaling the folding times according to the Arrhenius equation.
I
Zusammenfassung
Die vorliegende Doktorarbeit befasst sich mit neuen Methoden zur Be-
stimmung von thermodynamischen und kinetischen Eigenschaften von Pro-
teinen, welche mit Moleku¨ldynamik im Computer simuliert werden. Die
Herausforderung bei der Entwicklung solcher Methoden besteht darin, dass
durch die explizite Darstellung aller Atome eines Proteinmoleku¨ls in der
Simulation die Anzahl Freiheitsgrade drastisch ansteigt. Das Ziel ist die
pra¨zise quantitative Beschreibung der Freien-Energie-Oberfla¨che eines sol-
chen Moleku¨ls. Dies beinhaltet die Bestimmung aller metastabilen Zusta¨nde,
U¨berganszusta¨nde und der Geschwindigkeit, mit der sich das System zwis-
chen den Zusta¨nden bewegt. In dieser Arbeit werden Ansa¨tze zur Ana-
lyse von Daten aus Simulationen im thermischen Gleichgewicht oder aus
Replica Exchange Molecular Dynamics (REMD) Simulationen diskutiert.
Letztere ist eine Simulationstechnik, welche die statistischen Eigenschaften
des simulierten Konformationsraumes verbessert.
Die Kernidee in den beiden hier besprochenen Verfahren ist, dass Kon-
formationen nicht aufgrund struktureller Eigenschaften in Freie-Energie-
Minima gruppiert werden, sondern nach ihrer kinetischen A¨hnlichkeit, d.h.
wenn sie schnell ineinander u¨bergehen ko¨nnen. Die kinetic grouping analysis
(KGA) stu¨tzt sich dabei auf einen Parameter τcommit, welcher die typische
Relaxationszeit innerhalb der Minima des Systems repra¨sentiert. Die zweite
Methode der cut-based free-energy profiles (cFEPs) hingegen braucht keine
Parameter, sondern lediglich die Wahl eines Repra¨sentanten der Region, die
man untersucht. Beide Verfahren wurden erfolgreich zur quantitativen Be-
stimmung der Freien-Energie-Minima von Peptiden mit einer β-Faltblatt-
und einer Helixstruktur eingesetzt. Der Vorteil der cFEP-Methode ist,
dass sie auch zur Bestimmung der Ho¨he von Energiebarrieren eingesetzt
werden kann und sehr genau bestimmt, wo die Faltungs- und Entfaltungs-
U¨bergangszusta¨nde liegen.
Das cFEP-Verfahren konnte nicht nur erfolgreich zur Analyse von Gleich-
gewichts-Simulationen eingesetzt werden, sondern half auch, REMD-Daten
zu quantifizieren. REMD liefert ein thermodynamisch korrektes Ensemble,
dafu¨r geht die kinetische Information verloren. Durch die Skalierung von
Faltungsraten bei ho¨heren Temperaturen unter der Verwendung der Arrhe-
niusgleichung konnte ein Teil der kinetischen Information zuru¨ckgewonnen
werden.
III
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Chapter 1
Towards the understanding
of the protein folding
free-energy surface
1.1 Introduction
Proteins are complex macromolecules involved in a large variety of phys-
iological processes in all organisms. Most proteins fulfil their function if
they are folded to a unique native structure, also termed as the folded
state. A protein, however, can attain a very large number of non-native
three-dimensional structures, and the folding process is a complex reaction
because a system of N atoms has 3N degrees of freedom [1].
The folding process is governed by two main driving forces. On one hand,
enthalpic stabilization E depends on van der Waals and electrostatic inter-
actions among protein atoms, as well as on the effect of the solvent. On the
other hand, the entropy S, which accounts for the flexibility of the protein,
is important because an unfavorable enthalpic energy can be counterbal-
anced by a large number of possible states at that energy. Therefore, the
movement of the molecule depends on two competing contributions, which
result in the free energy G [2]. At temperature T the free energy of a state
i is written as
Gi = Ei − TSi .
As mentioned above, both enthalpy and entropy play a major role in protein
folding. The understanding of the free-energy surface is therefore crucial,
i.e., analysis of only the potential-energy surface is insufficient [3–6]. There
are major aspects of interest in protein folding that require the investigation
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of the free-energy surface. If the full knowledge of the surface is available,
the following quantities can be determined:
(i) population and structure of free-energy basins, associated with local
free-energy minima.
(ii) the stability of basins, reflected by the barriers separating free-energy
minima from each other.
(iii) the diffusion coefficient in any point of the surface.
(iv) folding and unfolding rates, calculated directly from the knowledge of
all barriers and the diffusion coefficient.
(v) the transition state ensemble (TSE), which corresponds to the top of
the unfolding barrier.
In the present thesis, the protein folding free-energy surface of the de-
signed peptide Beta3s was studied (Thr1-Trp2-Ile3-Gln4-Asn5-Gly6-Ser7-Thr8-
Lys9-Trp10-Tyr11-Gln12-Asn13-Gly14-Ser15-Thr16-Lys17 -Ile18-Tyr19 -Thr20).
Beta3s folds in solution to the three-stranded antiparallel β-sheet shown in
Figure 1.1 [7, 8]. All studies were performed in silico, i.e, by running com-
puter simulations of molecular dynamics (MD). The fact that it was possible
to perform long folding-unfolding equilibrium MD trajectories, at least with
an implicit solvation model [9], makes the system well suited as a model
for methodological developments to describe free-energy surfaces. A 20 µs
trajectory at 330 K was the basis of the analyses in the following sections.
In the rest of Chapter 1 a short overview over the history of different
methods to capture the features of free-energy surfaces is given. The first
approach, which is still widely used, is the projection of the complexity onto
order parameters of one or at most a few dimensions. The inadequacy of
arbitrary projections is pointed out and three methods that address this
problem are discussed.
1.2 The projection onto order parameters
The information harvested from in vitro experiments is usually limited by
a small number of observables, meaning that only very few dimensions of
the system can be captured. On the other hand, MD simulations contain
all geometrical and dynamical details, and the challenge is to deal with
this overwhelming amount of information. A common way to reduce the
complexity is by projecting onto one or a few observables, the order param-
eter(s) [10], which are then used to describe the free-energy surface. Both,
low-dimensional experimental signals and projections onto order parameters
may lead to an oversimplified picture of folding, as will be discussed later
in this chapter and exemplified for the Beta3s system. The latter has been
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Figure 1.1: Native state conformation of Beta3s. The solution confor-
mation has been studied by NMR [7] and the data indicate that Beta3s is
a monomeric, three-stranded antiparallel β-sheet. The turns are formed by
Gly6-Ser7 and Gly14-Ser15.
analyzed by the projection onto the fraction of native contacts Q [8,11]. The
free energy G(Q) was deduced from the Boltzmann distribution as
G(Q) = −kT log(P (Q)) ,
where P (Q) is the probability that the system has formed the fraction Q of
the 26 possible native contacts, k is the Boltzmann constant and T is the
temperature. The emerging Beta3s free-energy surface suggests a simple
two-state picture of folding (Figure 1.2).
However, it was shown that the denatured state (Q ≈ 0.3) is very hetero-
geneous [12,13]. Furthermore, the putative transition state ensemble (TSE;
Q ≈ 0.6) contains not only structures with a folding probability pfold ≈ 0.5,
but also many with pfold ≈ 0 [13], which are obviously not belonging to
the TSE. Generally, the problem with order parameters such as Q is that
they are chosen arbitrarily and can hide important aspects of the folding
process [14]. Finding informative order parameters for folding is very dif-
ficult [15, 16] and is successful only for simple systems, such as the alanine
dipeptide, which can be described entirely by a few dimensions [16–18].
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Figure 1.2: Reduction of complexity. In the case of Beta3s, the pro-
jection onto the fraction of native contacts Q erroneously suggests that the
system is a two-state folder.
1.3 The protein folding network
To overcome the limitations of projected free-energy surfaces, an approach
based on the theory of complex networks [19] was developed in our group [12,
20, 21]. The result is a qualitative picture of the multi-dimensional free-
energy surface, whose complexity is preserved. The network analysis is
based on a discretization of the conformational space, e.g., rmsd or secondary
structure coarse-graining [12, 14, 22, 23]. Snapshots with similar structural
properties are grouped together into nodes (also called conformations here-
after), while transitions from one node to another during the MD trajectory
establish the links.
Figure 1.3 shows the protein folding network of Beta3s. The network
reveals a very heterogeneous unfolded state with multiple metastable re-
gions. Within the network framework, these ”communities” correspond to
the free-energy basins of the system. Their isolation is equivalent to finding
a ”good” clusterization of the network [21,24] (Chapter 7). Closer inspection
of the basins indicates that some are stabilized entropically, others enthalpi-
cally [12]. However, the analysis of the basins is qualitative in the sense that
no populations or barriers can be estimated from the picture. This problem
is engraved because the network contains only nodes that are populated by
a significant number of snapshots (40 in the Beta3s networks), in order to
prevent overcrowding. From all snapshots, less than 55% are represented in
the picture of Figure 1.3, because a large number of nodes are populated by
only very few snapshots, most of them by only one or two. Therefore, even
though the network reveals the presence of multiple (enthalpic) basins, it
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Figure 1.3: Network representation of a 20 µs simulation of Beta3s.
Nodes populated by at least 40 snapshots are represented in the figure. Col-
ors indicate different basins, as isolated with the kinetic grouping analysis.
might miss some other aspects of the free-energy surface, especially in the
presence of entropic regions with many low populated nodes.
1.4 Kinetic grouping analysis (KGA)
One important aspect of the analysis of free-energy surfaces is the quantita-
tive description of free-energy basins [25,26]. Often, such analysis is based on
structural similarity [23], meaning that snapshots fulfilling a certain struc-
tural criterion are grouped into a basin. However, similar structures can
be separated by considerable barriers, for instance if the transition between
them implies the rearrangement of sidechains [26]. Therefore, structural
similarity does not guarantee the absence of barriers between two conforma-
tions.
On the other hand, if two conformations belong to the same basin,i.e.,
are not separated by a barrier, they are able to interconvert rapidly dur-
ing the simulation [14]. An approach based on exactly this observation is
called kinetic grouping analysis (KGA) [26]. KGA groups conformations ac-
cording to fast relaxation within equilibrium trajectories and requires only
one parameter, the commitment time τcommit, which is a typical relaxation
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time within the basins of the system. Figure 1.4 illustrates these ideas for
a simple two-state system, which is discretized into 4 nodes. Obviously, A,
C and D belong to the same basin, B is separated by a barrier. The table
on the right of Figure 1.4 contains the commitment probabilities pcommit,
i.e., the probabilities that one node interconverts to another within τcommit
during the trajectory. If the commitment time is chosen appropriately [26],
then nodes which interconvert with pcommit ≥0.5 belong to the same basin.
Nodes C and D relax to A (the bottom of the left basin) with high pcommit
and are therefore grouped together. Interconversion from and to node B is
much slower, which is reflected in very low pcommit values between B and all
other nodes.
Figure 1.4: Illustration of the KGA procedure (Chapter 2). Nodes
A, C and D belong to the same basin and therefore interconvert rapidly
within the timeseries. As a result, pcommit values of C and D to the bottom
node A are ≥ 0.5 and KGA groups them together. B stays alone, since the
barrier prevents fast relaxation between B and the other nodes.
The procedure illustrated above is a quantitative method that determines
the relative population of basins. KGA can be applied straightforwardly to
very complex systems, like Beta3s [26] (Chapter 2) or a cross-linked α-helical
peptide [27] (Chapter 3). In the case of the latter, the relative population
of basins was evaluated with a τcommit of 1 ns and the result is reflected
qualitatively in the colorization of Figure 1.3. By applying the same analysis
to a 20 µs simulation of the W10V mutant of Beta3s, it was possible to
quantify changes in the free-energy surface upon a small mutation [26].
Note, however, that the KGA method is suitable to isolate mainly en-
thalpically stabilized basins, because the assumption of fast relaxation does
not hold in very entropic regions, where most nodes are visited only once or
a few times. Another caveat of the KGA method is that barriers and rates
cannot be isolated directly.
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1.5 Cut-based free-energy profiles
Like the KGA introduced above, the grouping of conformations according
to equilibrium dynamics instead of geometrical characteristics is the essen-
tial aspect of transition disconnectivity graphs (TRDGs) [14, 28]. To this
aim, the equilibrium transitions network (ETN) is constructed as described
in Section 1.3. The main assumption is that the ETN contains the same
kinetic and thermodynamic information as the MD trajectory from which
it was constructed, but in a more condensed and informative form. Bar-
riers between any two nodes of interest are determined by calculating the
minimum-cut through the network that separates the two nodes, which –
according to the Ford-Fulkerson theorem – corresponds to the ”maximal
flow”, i.e., the barrier between the nodes, if all routes through the network
are taken into account [14]. It is possible to isolate all basins and barriers
by iterative determination of minimum-cuts between all pairs of nodes with
the Gomory-Hu algorithm [29], and this is how the TRDG is calculated.
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Figure 1.5: Illustration of the procedure used to calculate the mfpt-
cFEP (Chapter 4).
Later, the minimum-cut procedure has been reinterpreted by Krivov
and Karplus and was used for the calculation of one-dimensional, barrier-
preserving profiles, so-called cut-based free-energy profiles (cFEPs), where
the relative partition function was used as a progress coordinate [25]. How-
ever, the calculation of minimum-cuts is not only expensive, but also limited
to a subset of points. Therefore, cFEP methods based on the progress vari-
ables pfold [25] and the mean first passage time (mfpt) [30] were introduced
and shown to approximate the exact barrier very well.
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Figure 1.5 illustrates the cFEP procedure using mfpt as the progress vari-
able. First, the mfpt to the most populated (i.e., native) node is calculated
analytically on the ETN (with boundary condition mfpt=0 for the native
node), and all nodes are sorted according to increasing values of mfpt. Then,
for each value mfptc the relative partition function ZA/Z is the fraction of
all nodes with mfpt<mfptc (x-axis). ZAB/Z is the cut, i.e., the normalized
sum of all links connecting nodes with mftp<mfptc and mfpt>mfptc, from
which the the free-energy barrier between these two sets of nodes can be
calculated as ∆G = −kT log(ZAB/Z) (y-axis). Remarkably, the procedure
requires no parameters.
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Figure 1.6: cFEP of Beta3s. Symbols represent nodes populated by ≥ 100
snapshots; their color code is the same as in Figure 1.3, i.e., it corresponds
to the basins identified by the KGA. The native basin (green) populates
the region with ZA/Z <0.35. Exact populations of other basins can be
determined by plotting separate profiles [30].
Figure 1.6 shows the unfolding cFEP of Beta3s, where the most popu-
lated (native) node has boundary condition mfpt=0. All nodes lying on the
left of the cut at the first barrier belong to the native basin (ZA/Z <0.35,
i.e., a population of 35%) and the first barrier corresponds to the unfolding
barrier. As mentioned above, the cFEP barrier is a very good approximation
to the exact value, which can be calculated from the minimum-cut (black
circle). In order to systematically identify all basins and barriers, the respec-
tive profiles from nodes in other regions have been plotted [25,30]. The cut
at the first barrier determines the basin of the reference node and the barrier
represents the activation free-energy to exit. Interestingly, it was possible to
identify a helical and a heterogeneous entropic region populated by about
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11.6% and 33%, respectively, which KGA failed to reveal. All other basins
isolated from cFEPs were identical to those from KGA and therefore the
two approaches validate each other [30].
Other systems, such as the β-hairpin of protein G [25] and a lattice
protein model [31] were also successfully analyzed with the cFEP approach.
In the presence of equilibrium simulation data, the method is able to fully
quantify the free-energy surface. Free-energy basins and barriers can be
exactly determined, which in turn makes possible the extraction of kinetics.
1.6 Isolation of the transition state
The TSE is the ensemble of structures at the critical point in the folding
process, where the molecule is equally probable to fold or to unfold. Note
that structures in the folding TSE have pfold ≈ 0.5, but, depending on how
pfold is defined, not all structures with pfold ≈ 0.5 do necessarily belong to
the TSE [25]. The pictorial interpretation in terms of free-energy surfaces
is to describe the TSE as the ensemble of structures lying on top of the
(un)folding barrier. Many approaches have been proposed to identify puta-
tive TSE structures from MD trajectories [13, 32–35] and a method based
on pfold [10] has been used for validating them [34, 36–38]. It was claimed
in the previous section that the cFEP approach is able to entirely describe
the free-energy surface. If this holds, then the successful identification of
the (un)folding TSE from the profiles is a consequence.
As a proof of concept, shooting simulations from a selection of nodes
along the Beta3s cFEP were performed. These simulations are short MD
runs, started from structures in the selected nodes many times and with
different initial velocities. One run is considered to be a successful folding
event, if the trajectory visits the native node within a certain commitment
time τcommit, which has to be chosen much shorter than the folding time,
but long enough to allow local relaxation [36]. The fraction of successive
folding events among all runs started from a node is its pfold.
The black squares in Figure 1.7 mark the nodes chosen for shooting
simulations. The pfold-values were evaluated by starting a total of 200 runs
for each node. The results confirm that the top of the first free-energy barrier
in the cFEP corresponds to the pfold ≈ 0.5 region, i.e., to the TSE of the
system. Nodes before the first barrier belong to the native basin and are
correctly assigned a pfold ≈ 1, while nodes after the barrier have pfold ≈ 0.
These results indicate that the cFEP approach is able to correctly identify
not only basins and barriers, but also the TSE to exit the region of interest
(usually the folded state). Since no parameter is required in all the analysis,
the cFEP method is an objective and effective method that will probably
find many applications in the future.
10 S.Muff, New Computational Methods for Investigation of Protein Folding
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Figure 1.7: Folding TSE identification from the Beta3s cFEP (Chap-
ter 5). pfold values (blue), as evaluated from shooting simulations for a
selection of nodes chosen along the profile (black squares), confirm that the
top of the first barrier corresponds to the folding TSE, which has pfold ≈ 0.5.
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I. THE CSN OF W10V
Fig. S1 shows the analogous of Fig. 1 (main text) for W10V. The probability that the
weight-ratio of a denatured-state node visited by either peptide is larger than two, five or ten
(i.e., that the node of one of the two peptides has been visited more often than two, five or
ten times than in the other peptide) is 67%, 33% and 24%, respectively. These differences
in weight are statistically significant because the same analysis on two subsets of Beta3s
trajectories yields Beta3s(0-10 µs)/Beta3s(10-20 µs) weight-ratios larger than two, five or
ten with a probability of only 39%, 18% and 9%, respectively. Analogously, the W10V(0-10
µs)/W10V(10-20 µs) weight-ratios larger than two, five or ten have a probability of only
39%, 10% and 8%, respectively.
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Native (40.6%)
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FIG. S1: The CSN of W10V. Each node (i.e., conformation) of the network represents a secondary
structure string. The surface of each node is proportional to its statistical weight and only the 1192
nodes with at least 40 snapshots in W10V are shown to avoid overcrowding. Nodes are colored
according to the W10V/Beta3s weight-ratio. Conformations in the most populated basins are
shown by flexible tubes of variable diameter with N-terminus in blue, C-terminus in red and residues
Gly6, Ser7, Gly14 and Ser15, which are at the two turns in the folded structure, in orange. The
helical conformation shown on top left is the most populated helical string (--IIHHHHHHHHHHHHHH-)
in the W10V network. Blue and cyan diamonds emphasize TSE nodes with N-terminal and C-
terminal hairpin formed, respectively. This Figure was made using visone (www.visone.de) and
MOLMOL1.
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II. KINETIC GROUPING
During the 20 µs simulation time 120 and 105 folding events (i.e., visits to the native
node) were observed for Beta3s and the W10V mutant, respectively, thus providing sufficient
statistical sampling for the kinetic analysis. Unfolding events were defined as absence from
the most populated (i.e., native) node longer than 10 ns.
To perform the kinetic all-against-all grouping, only significantly populated nodes with a
statistical weight of at least 4×10−5, i.e., 40 snapshots or more, have been employed (1430 for
Beta3s, 1192 for W10V), which does not influence the kinetics since the original trajectory
with all snapshots is considered for the pcommit calculations. 56% (59%) of the total weight
in Beta3s (W10V) lies in nodes above the cutoff. This relatively low values are consistent
with the weight distribution of nodes2 which implies that most of the strings are very rare,
occurring only once or twice in the simulation (also known as the zero-frequency problem3,4),
and are not pronounced attractors. In fact, Beta3s and W10V spend 26%, respectively 24%
of the time in nodes of weight one or two. Nodes with less than 40 snapshots are assigned
to the basins identified by the heavy-node kinetic grouping in a post-processing step. Each
”light” node is grouped to the basin to which the pcommit ≥0.5 criterion is fulfilled. If
several candidates are possible, the most populated basin is chosen. The conformation
space network (CSN) colored according to the kinetic grouping is illustrated in Fig. S2 and
the most populated basins are listed in Table S-I.
A. Most populated strings in the native basin
The native basin includes 7569 and 5829 strings for Beta3s and W10V, respectively.
The most populated are listed in Table S-II. Note that there is no correlation between
the ”geometrical” distance (i.e., number of different bits) and the kinetic distance from the
native string. In fact, the strings in Table S-II have a geometrical distance of 4 to 8 and relax
to the native string within 0.5 ns, whereas Ns-or (i.e., the string -EEEESTTEEEEESSEEEE-)
has a geometrical distance of one and relaxes in 138 ns.
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Beta3s W10V
Weight (%) τf (ns) Weight (%) τf (ns)
Conformation Name Node Basin Node Basin Node Basin Node Basin color
-EEEESSEEEEEESSEEEE- native 5.59 36.42 – – 8.76 40.63 – – green
Larger weight in Beta3s
-EEEESTTEEEEESSEEEE- Ns-or 1.17 7.44 138 109 0.82 3.96 92 90 red
---SSGGG---EESSEETT- Ch-curl1 0.13 3.55 98 90 0 0 – – white ovals
---SSGGG-EESSTTTTEE- Ch-curl2 0.12 2.38 285 257 0 0 – – white circles
-----SS--EEEESSEEEE- 0.03 2.20 53 75 0.04 0.87 72 85 orange
-HHHHHHHHHHHHS------ Helix1−13 0.06 2.06 137 122 0.01 0.50 124 151 white squares
--EESSSEEEEEESSEEEE- 0.10 1.94 87 84 0.04 0.63 148 134 cyan
---SSGGG-EEESSSEEEE- 0.09 1.17 200 198 0 0 – – white rectangles
---SSSS--EEESTT-EEE- 0.06 0.94 316 263 0 0 – – white diamonds
Larger weight in W10V
-EEEESSEEEEESSSEEEE- Cs-or 0.26 3.56 63 70 0.65 6.02 69 75 olive
-EEEESSEEEE---TT--B- Nh-curl 0.04 0.49 59 58 0.13 3.23 69 69 blue
----STT---EEESSEEEE- 0.12 0.81 139 113 0.29 2.70 108 121 violet
--BSS-SSSEEE-STTEEE- Ch-curl3 0 0 – – 0.12 2.58 104 105 white diamonds
--SSSSS--EEEESSEEEE- 0.03 0.81 103 97 0.09 2.09 111 100 yellow
-BSSSS---EEEESSEEEE- 0 0 – – 0.02 0.28 61 53 white circles
TABLE S-I: Results of the kinetic grouping. Statistical weight of the native basin and the most
populated free energy basins in the denatured state as identified by the kinetic grouping. The
mean folding time (τf ) to the native node are average values for snapshots in a node or basin.
Conformations with names are shown by flexible tubes of variable diameter in Fig. S1 for W10V
and in the main text for Beta3s: Ns-or, N-terminal strand out of register; Cs-or, C-terminal strand
out of register; Nh-curl, curl-like conformation with structured N-terminal hairpin; Ch-curl, curl-
like conformation with structured C-terminal hairpin. The colors indicated in the last column are
those used in Fig. S2.
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FIG. S2: The CSN of Beta3s (top) and W10V (bottom), colored according to the basins identified
by the kinetic grouping. The coloring scheme is chosen such that basins with the corresponding
most populated node have the same color in both peptides (last column in Table S-I). White is
chosen if no significantly populated region exists in the conformational space of the other peptide.
Nodes belonging to less populated basins and entropic regions are in brown.
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Beta3s % τf (ns) W10V % τf (ns)
-EEEESSEEEEEESSEEEE- 5.6 0 -EEEESSEEEEEESSEEEE- 8.8 0
-EEE-STTEEEEESSEEEE- 4.7 0.3 -EEE-STTEEEEESSEEEE- 5.2 0.3
-EEEESSEEEEE-STTEEE- 2.8 0.4 -EEEESSEEEEE-STTEEE- 4.9 0.2
-EEE-STTEEEE-STTEEE- 2.1 0.4 -EEE-STTEEEE-STTEEE- 2.9 0.3
-EEEESSEEEEEESSEEE-- 1.9 0.4 -EEEESSEEEEESSTTEEE- 1.7 0.2
-EEESSTTEEEEESSEEEE- 1.4 0.3 -EEESSTTEEEEESSEEEE- 1.5 0.3
-EEE-TTTEEEEESSEEEE- 1.3 0.5 -EEE-STTEEEESSTTEEE- 1.0 0.3
-EEEESSEEEEE-STTEE-- 1.0 0.4 -EEESSTTEEEE-STTEEE- 0.9 0.2
-EEEESSEEEEESSTTEEE- 0.9 0.5 -EEEESSEEEEEESSEEE-- 0.9 0.5
-EEE-STTEEEEESSEEEE- 0.8 0.4 -EEE-TTTEEEEESSEEEE- 0.9 0.4
TABLE S-II: The ten most populated strings in the native basin with their relative populations
and mean folding times (τf ) for both peptides. Deviations from the native string are colored in
red. Node-pfold values
5 are larger than 0.98 for all nodes.
33
S-7
III. KINETIC PARTITIONING OF THE DENATURED STATE
3
Helix
Ns−or
Ch−curl
Cs−or
W10V: Mean first passage times from
n
s
FIG. S3: The denatured state is kinetically partitioned. Mean first passage times from the most
populated node of individual free energy basins in the unfolded state to all other nodes of the
CSN of W10V are shown. Nodes within the basin of the starting node are visited relatively
fast (yellow), indicating rapid intrabasin transitions and supporting the kinetic grouping analysis
(Fig. S2 bottom). Equilibration between different unfolded basins (blue) is slower than reaching
the folded state (olive) which shows that the denatured state is kinetically partitioned, i.e., no fast
equilibration takes place between basins in the denatured state. In other words, the native state
is a hub2.
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13. −−−−−SS−−EEEESSEEEE−
15. −−−−−TTTT−EEESSEEE−−
16. −EEEESSEEEE−−TTTT−−−
18. −EEEESTTEEEESSSEEEE− 
19. −−TT−−HHHHHHHSS−−−−−
20. −HHHH−HHHHHHHS−−−−−−
17. −−SSSSS−−EEEESSEEEE−
14. −EEEESSEEEE−−SS−−−−−
11. −EEEESSEEEE−−−TT−−B−
10. −−−SSSS−−EEESTTT−EEE−
8.  −−−SSGGG−EEESSSEEEE− 
6.  −−−−STT−−−EEESSEEEE− 
5.  −−−SSGGG−EESSTTTTEE− (Ch−curl 2)
4.  −−−SSGGG−−−EESSEETT− (Ch−curl 1)
3.  −EEEESSEEEEESSSEEEE− (Cs−or)
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16. −EESSSSEEEEEESSEEEE− 
17. −−−−−HHHHHHHHHHHHHH−
19. −−−−−SS−EEEESSSEEEE−
20. −HHHHS−−−EEEESSEEEE−
1.  −EEEESSEEEEEESSEEEE− (Native)
2.  −EEEESTTEEEEESSEEEE− (Ns−or)
3.  −EEEESSEEEEESSSEEEE− (Cs−or)
4.  −−−−STT−−−EEESSEEEE−
5.  −EEEESSEEEE−−−TT−−B− 
7.  −−BSS−SSSEEE−STTEEE− (Ch−curl 3)
8.  −−B−−TTTTEEEESSEEE−−
9.  −−SSSSS−−EEEESSEEEE−
10. −−EESSSEEEEEESSEEEE−
11. −−−−−SS−−EEEESSEEEE−
12. −−EEESSEEEE−IIIII−−−
13. −−−IIHHHHHHHHHHHHHH− 
14. −HHHHHHHHHHHHHHHHHH−
15. −EEESSSEEE−−−TTT−−B−
18. −EEEESSEEEE−−SS−−−−− 
FIG. S4: Mean first passage times between the most populated nodes of the 20 most populated free
energy basins as identified by kinetic grouping for Beta3s (top) and W10V (bottom). Transitions
to the folded state (basin 1) are generally faster than transitions to other basins, indicating that
the denatured state is partitioned by high barriers. Execptions are basin 13 and 14 (11 and 18) of
Beta3s (W10V) that are involved in may folding events and turn out to lie on-pathway. Note that
these basins are the same in both peptides and have either of the two hairpins fully formed, while
the other hairpin is unstructured (-) except for the turns (SS at positions 6-7 or 14-15).
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IV. NATIVE STRUCTURE IN THE DENATURED STATE
See Fig. S5.
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FIG. S5: The N-terminal hairpin (segment 2-11) has 19% higher content of native secondary
structure (top) and 20% more native tertiary contacts (bottom) in the denatured state of the
W10V mutant than the wild type peptide. Note the different y-axes.
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V. DEPENDENCE OF THE KINETIC GROUPING ON τcommit
A. The native basin
The isolation of the native basin is robust with respect to the commitment time which
has been chosen as 1.6 ns (main text). Using 5 ns as τcommit increases the population of
the native basin only slightly from 36.4% to 38.5% in Beta3s and from 40.6% to 42.1% in
W10V.
B. The denatured state
The value of τcommit for the isolation of basins in the denatured state of Beta3s and its
mutant has been set to 1 ns uniformly for all basins in order to calculate an all-against-all
pcommit-matrix. The justification for this choice is that the relaxation times in important
enthalpic basins lie within the order of magnitude of 1 ns, but transition from outside are
two to three orders of magnitudes slower. The free energy profiles for the bottoms of the
most populated enthalpic basins in Fig. S6 indeed show that they have only slightly different
characteristic intra-basin relaxation times. The effect upon changing τcommit from 0.5 ns to
5 ns has been investigated (Fig. S7). The analysis is robust for small time variations: no
relevant changes in the isolation of basins is noticeable between 0.5 ns and 2 ns, which is the
range where the most relevant basins have their maxima in Fig. S6. This means that the
most relevant basins in the Beta3s unfolded state can be (at least approximatively) extracted
using a constant commitment time. The same holds for W10V. Increasing τcommit further,
however, results in an almost trivial splitting of the CSN, where only the helical region is
separated from the rest of the denatured state (red and white regions in Fig. S7, bottom
right).
As mentioned in the Methods section of the main text, increasing values of τcommit allow
one to analyze different levels of ruggedness of the free energy surface. In fact, the Beta3s
Cs-or and Nh-curl basins “merge” at τcommit=2 ns (olive region in the bottom left part of
Fig. S7), whereas Ns-or and Ch-curl1,2 remain separated. This observation is consistent with
the similar values of τf for Cs-or (70 ns) and Nh-curl (58 ns) and the different τf values of
Ns-or (109 ns) and Ch-curl1,2 (90 ns, 257 ns, Table S-I).
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FIG. S6: Distribution of first passage times P (fpt) to the most populated nodes of the largest
basins in Beta3s (left) and W10V (right). Values are calculated as ∆G = −kBT ln(P (fpt)) and
plotted in kcal/mol using logarithmic binning without normalization of the bin size.
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0.5ns 1ns
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FIG. S7: Robustness of the kinetic grouping in the denatured state of Beta3s: slightly shorter
(0.5 ns) and slightly longer (2 ns) τcommit do not change the isolation of important basins compared
to the value used in the main text (1 ns, see Table S-I for coloring scheme). The use of considerably
longer times (5 ns), however, results in an almost trivial splitting of the CSN into one large region
(red), where only the helical basin (white) is separated from the rest.
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VI. THE TRANSITION STATE ENSEMBLE (TSE)
A. TSE nodes
See Table S-III.
Beta3s node-pfold p
a
fold
σ bpfold τf (ns) W10V node-pfold τf (ns)
-----GGG--EEESSEEE-- 0.52 0.50 0.11 45 -----STT-EEEESSEEEE- 0.53 47
-EEEESSEEEES-GGG--B- 0.43 0.51 0.35 45 -EEEESSEEEE--TTT---- 0.49 36
-----STT--EE-STTEE-- 0.57 0.75 0.09 38 -EEEESSEEEE--HHHHHH- 0.46 33
----SSTT-EEEESSEEEE- 0.42 0.34 0.11 56 -EEEESSEEEE-SSTT---- 0.53 38
-EEEESSEEEE-SSSS-EE- 0.59 0.54 0.23 48 -EEEESSEEEE--SSS---- 0.45 37
-EEE-SSGGGEEESSEEEE- 0.41 0.34 0.09 9 --EEESSEEEESSSSEEE-- 0.42 37
----BSSB--EESSTTEE-- 0.51 0.68 0.16 51 -EEE-STTEEE--SSS-EE- 0.44 46
----STTT-EEEESSEEEE- 0.50 0.48 0.15 61 ----SSTT-EEEESSEEEE- 0.44 72
-EEE-STTEEE--SSS---- 0.41 0.26 0.28 42 -EEEESSEEEE-SSTT-TT- 0.51 18
-EE-SSSS-EEEESSEEE-- 0.53 0.65 0.31 23 -----GGG-EEEESSEEEE- 0.47 61
TABLE S-III: The ten most populated TSE strings isolated by node-pfold analysis. Green repre-
sents native secondary structure. Beta3s is more native in the C-terminal hairpin, while W10V
shows native N-terminal hairpin predominance. Node-pfold, pfold and mean folding times (τf ) are
given. apfold was obtained by ”shooting” 20 times from 10 individual snapshots to validate the
above TSE conformations of Beta3s, and bσpfold is the standard deviation over the 10 snapshots.
Note that τf ’s are in the order of half of the average folding time which is consistent with 50%
unfolding events for trajectories passing through TSE nodes.
40
S-14
B. TSE robustness upon τcommit
See Fig. S8.
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FIG. S8: Robustness of TSE selection upon τcommit: the pathway switch remains evident for all
choices between 0.5 ns and 5 ns. Only nodes with weight ≥ 20 have been considered.
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C. Energetics of the TSE
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FIG. S9: The pairwise residue interaction energy differences (kcal/mol) between W10V and Beta3s
for the Nh-TSE (left, N-hairpin predominant) and the Ch-TSE (right, C-hairpin predominant). The
pairwise energy values in the native state are used as reference and subtracted from all values in
the matrix. A red square indicates that the corresponding pair of residues has a more favorable
interaction energy in the TSE of W10V than Beta3s. The upper and lower triangular matrices
show the total and van der Waals energy, respectively, and their similarity indicates that most of
the enthalpic effects originate from the difference in van der Waals energy.
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D. Sampling of TSE nodes
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FIG. S10: The number of nodes visited depending on simulation time. The TSE of Beta3s (left)
and W10V (right) are accessed completely after 3, respectively 5 µs. Random samples with the
same size and weight distribution (weight between 20 and 110) as the two TSEs need in average
more than 10 µs to visit all nodes at least once. This observation indicates that TSE nodes are
involved in a large number of barrier-crossing events which implies that a node-pfold value of 0.5
does not originate from only very few folding and unfolding events. The total number of nodes
sampled during the simulation is shown in red (right axis in both plots). The difference in the
evolution of the total number of nodes and the random samples comes from the fact that the
latter contain only nodes with weight ≥ 20, while most of the contribution to the increase in total
nodenumber comes from lower populated nodes.
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VII. THE HELICAL ENSEMBLE
Interestingly, the distribution of helical content along the sequence shows that Beta3s
is more helical than W10V in the central segment, i.e., residues 7-13 (Fig. S11). This
observation is consistent with the fact that the side chain of valine has a destabilizing effect
on the helical structure6 because of the branching at the Cβ carbon.
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FIG. S11: The distribution of helical content along the sequence shows that Beta3s is more helical
than W10V in the central segment.
The helical ensemble of W10V shows a slightly faster decay for the distribution of node
weights (i.e., higher entropic character7) than the one of Beta3s (Fig. S12), which again
reflects the destabilization of helical structure due to the valine side chain.
In order to assure that the distributions of node weights in the helical regions of the
considered peptides are not affected by an undersampling problem, two tests have been
carried out. Fig. S13 shows the helical weight distribution for the Beta3s simulation with
a 50 times higher saving frequency nsavc (left), as well as the distribution of the first and
second 10 µs against the full 20 µs simulation (right). In all cases the slope does not
change significantly, thus a higher saving frequency and more sampling do not change the
distribution, providing evidence that the entropic character of the helical region (i.e., the
pronounced decay of the node-weight distribution) does not suffer from undersampling.
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FIG. S12: Distribution of node weights. Logarithmic binning is used to reduce noise. The distri-
butions of the enthalpic free energy basins Ns-or, Cs-or, Nh-curl, and Ch-curl show a very similar
decay as the native basin and are not shown to avoid overcrowding.
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FIG. S13: Weight distribution of nodes in the helical basin. (left) A 50 times higher saving
frequency (nsavc), as well as the splitting of the 20 µs simulation into two 10 µs-parts (right) do
not change sensibly the slope of the distribution, indication that no undersampling problem exists
in this case.
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VIII. KINETIC GROUPING OF THE ALANINE DIPEPTIDE
Kinetic grouping is explained here using the alanine dipeptide which is a simple system
yet containing the key features of a polypeptide chain. A total of 5 × 107 snapshots saved
along a 1 µs MD trajectory at 300 K is used for this purpose. The main degrees of freedom
are the dihedral angles φ and ψ. In the continuum solvent approximation used here8 the
projection of the free energy landscape onto φ and ψ shows four basins (see Fig. S14):
C7eq, αR, Cax and αL. The most natural discretization of the phase space splits the (φ, ψ)
space into cells. Using a 50 × 50 discretization of the Ramachandran map, 1821 nodes and
53995 links are visited during the 1 µs trajectory7. The most populated node in the system
corresponds to the bottom of the C7eq basin with coordinates φ=-86.4 and ψ=136.8.
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FIG. S14: The φ - ψ projection of the 1 µs MD simulation of the alanine dipeptide with the ACE2
implicit model of solvation8. Each contour line represents kBT=0.6 kcal/mol.
Two procedures can be used for kinetic grouping. The first approach is a one-step
all-against-all procedure which requires only one parameter determined by plotting fpt-
distributions as in Fig. S6 and Fig. 6 of the main text for Beta3s and W10V. The second
approach iteratively extracts basins (Fig. S17) by taking into account relaxation times of
individual basins (Fig. S16).
46
S-20
A. Kinetic grouping: Simultaneous detection of basins
The simultaneous detection of basins is the procedure that was used for the denatured
state of Beta3s and W10V (main text) because it is simpler and requires only a single
τcommit value. For all nodes populated above a certain cutoff, an all-against-all commitment
probability (pcommit) matrix is calculated using a system-typical commitment time τcommit.
The weight-cutoff is introduced to make the analysis faster and robust, i.e., to avoid errors
caused by nodes lying in high-energy regions. Two nodes are grouped if pcommit ≥ 0.5, using
the 80% criterion to reduce false negatives. The results for the alanine dipeptide nodes with
w˜ ≥300 are shown in Fig. S15. The four basins are identified correctly with τcommit = 5 ps
which is the relaxation time to αR (see Fig. S16). Notably, the nodes in the transition state
region between C7eq and αR are not assigned to either of the two basins (black nodes). Using
a commitment time significantly shorter (τcommit=1.5 ps) or longer (τcommit=10 ps) than 5 ps
leads to a too detailed or too coarse split of the energy landscape, respectively (Fig. S15
top left and bottom), which shows how the choice of the commitment time is related to the
allowed ruggedness of the surface.
B. Kinetic grouping: Iterative detection of basins
The existence of a single τcommit for the simultaneous detection of all basins in more com-
plicated systems is not necessarily guaranteed. A rigorous way for the isolation of basins by
the use of kinetic information is to determine relaxation times for each region individually
and then perform the kinetic grouping iteratively. The advantage of this approach is that
heterogeneous relaxation times within a system are taken into account. Furthermore, there
is no need to introduce a weight-cutoff to reduce the number of nodes as required in the
simultaneous detection procedure. On the other hand, the analysis becomes more compli-
cated and it is not clear how to automatize the choice of different values of the relaxation
time. The procedure works as follows: in a first step, the distribution of the first passage
times (fpts) to the most populated node is calculated. As indicated in Fig. S16 A, a value of
τcommit=10 ps is chosen to isolate the full C7eq attractor region using pcommit ≥0.5 with the
80%-criterion (red region in Fig. S17). In a second step, the procedure is repeated for the
most populated node that has not been grouped to the first basin. This node has coordinates
47
S-21
-150
-100
-50
 0
 50
 100
 150
-150-100 -50  0  50  100 150
τcommit=1.5 ps
ψ
φ
-150
-100
-50
 0
 50
 100
 150
-150-100 -50  0  50  100 150
ψ
φ
τcommit=5 ps
-150
-100
-50
 0
 50
 100
 150
-150-100 -50  0  50  100 150
ψ
φ
τcommit=10 ps
FIG. S15: Results of the simultaneous detection approach to isolate the basins in the alanine
dipeptide using a single τcommit value and only nodes with w˜ ≥300. Red, green, blue and yellow
mark the region containing the bottom of the C7eq, αR, Cax and αL basin, respectively. Black dots
are used for the remaining nodes which are split into several small groups for τcommit=1.5 ps and
5 ps. The partition into four basins obtained using τcommit=5 ps is very similar to the result of the
iterative kinetic grouping (Fig. S17). On the other hand, using τcommit=10 ps, the C7eq and αR
basins as well as the Cax and αL basins are merged (red and blue regions).
φ=-79.2 and ψ=-43.2 and represents the bottom of the αR region. The commitment time to
identify the corresponding attractor region is 5 ps (Fig. S16 B) and a set of nodes is isolated
(green region in Fig. S17) that has a marginal overlap with the C7eq region. This intersection
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contains putative transition state nodes. The procedure can be continued iteratively with
τcommit=1.5 ps for Cax and αL (Fig. S16 C and D), which leads to the splitting as indicated
in Fig. S17. Interestingly, the regions isolated by the kinetic grouping analysis using either
procedure (simultaneous or iterative detection) are comparable to those found by Markovian
clustering7 with granularity parameter p = 1.2.
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FIG. S16: Free energy profile as a function of temporal distance from the most populated node
of (A) C7eq, (B) αR, (C) Cax and (D) αL. ∆G is calculated as −kBT · ln(P (fpt)) and plotted
in kcal/mol. The fpt can be considered as a geometrically unbiased reaction coordinate. This
projection is very useful to determine the transition between intra- and inter-basin relaxation,
which is emphasized by the logarithmic binning without normalization of the bin size.
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FIG. S17: Isolation of the free energy basins with the iterative kinetic grouping analysis. Coloring
is consistent with Fig. S16. Black nodes are due to overlapping attractor regions of basins and
occur close to transition state regions. Each contour line represents kBT=0.6 kcal/mol.
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A. Iterative calculation of pfold(τcommit) on the EKN
The calculation of pfold values basing on the equilibrium kinetic network (EKN) has
been described previously1 and in the main text. The calculation of pfold(τcommit) values is
based on a different system of equations and therefore requires additional considerations.
Let pi be the pfold of node i. Then:
pi = P [τf (i) ≤ τcommit] ,
with τf (i) representing the first passage time to the native node, starting in node i. Given
a simulation with saving frequency ∆t, the system of equations to be solved is
P [τf (i) ≤ τcommit] =
∑
j
pjiP [τf(j) ≤ τcommit −∆t]
=
∑
j
pji (P [τf(j) ≤ τcommit]− P [τf(j) = τcommit]) , (1)
where pji is the transition probability from i to j and the sum runs over all nodes of
the EKN. The system is bound by the condition pA = 1. Let us first evaluate P [τ(j) =
k],∆t ≤ k ≤ τcommit, where P [τ(j) = k] = P [Tk = A|T0 = j] with TK equal to the
probability to be in the native node A after k steps, starting from node j (not necessarily
the first passage time). To avoid costly multiplication of the whole transition matrix, it
is easier to evaluate the ”reverse” probability to be in node j after k steps starting in A,
P [Tk = j|T0 = A], because this can be calculated at once by iterative multiplication of
the starting configuration P [T0 = j|T0 = A] = δj,A by the transition matrix:
P [Tk+∆t = j|T0 = A] =
∑
i
pjiP [Tk = i|T0 = A] .
Since the EKN fulfills detailed balance, the probability of the j → A transition can be
calculated by
P [Tk = A|T0 = j]︸ ︷︷ ︸
=P [τ(j)=k]
= P [Tk = j|T0 = A] · P [A]
P [j]
,
where P [A], P [j] are the relative populations of the nodes. The probability for the first
passage time τf to node A can thus be calculated by
P [τf (j) = τcommit] =


(τcommit−∆t)/∆t∏
n=1
(1− P [τ(j) = n∆t])

 · P [τ(j) = τcommit] ,
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i.e., the probability not to return within τcommit−∆t, but within exactly τcommit. Inserting
this expression into equation (1) and solving the system of equations yields the correct
folding probabilities.
Figure S1 shows the FEP of Beta3s for different values of τcommit and makes clear that
too short commitment times are not suitable to fully resolve the unfolded state.
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FIG. S1: FEP with pfold(τcommit) calculations for τcommit=1.6ns, 10ns and 20ns. It is important
to choose the commitment time long enough to resolve the unfolded state. In fact, using a
τcommit value of only 1.6 ns (red curve) about 30% of the conformations have pfold = 0 so that
the profile stops at ZA/Z=0.7.
B. Differences between pfoldf and mfpt FEPs
The deviations between the FEPs obtained by the two procedures originate from at
least two points. First, pfold calculations are bound by two conditions (pA=1, pB=0),
and mfpt calculations only by one (τA=0). Second, the pfold values are calculated on
a slightly different (biased) underlying EKN due to the extra node that is used in the
pfoldf procedure. When the nodes are sorted according to decreasing pfold or increasing
mfpt, the Spearman correlation coefficient of the noderanks (ρ) decreases with increasing
λ (for λ=0.0001: ρ=0.9997; for λ=0.01: ρ=0.988), because a larger λ enhances the bias.
If the mfpt and pfoldf FEPs are calculated on the same underlying EKN with the extra
node connected with capacity λ=0.0001, pfoldf and mfpt are still not identical, although
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very similar with ρ=0.9999.
C. Mfpt as progress coordinate
The progress coordinate of the FEPs is the relative partition function of the EKN
ZA/Z, so that no information on the the underlying progress variable (pfold, pfold(τcommit)
and mfpt) is present in the final plot. It is, however, straightforward to project the
profile onto the original variable. In this way, the progress coordinate and the underlying
progress variable are the same. Such a transformed profile shows ∆G as a function
of the kinetic distance (in time units) from the native state (Figure S2) and provides
supplementary information to the ZA/Z projection. A disadvantage of the projection onto
mfpt is that the non-native enthalpic basins are very close together in the profile because
most of them have similar mfpt values (especially on the secondary structure network,
where most values are around 10 ns for the mfpt values calculated by numerical solution
of the equation mfpti = ∆t +
∑
pji ·mfptj , as detailed in the Methods section of the
main text). Note that for the network with nodes coarse-grained according to secondary
structure the numerically calculated mfpt values are smaller than those calculated directly
from the trajectory (i.e., if one would follow the trajectory each time a node is visited),
which arises from the fact that the secondary structure coarse-graining is too generous
(see below) and because the solution of the mfpt equation system is equivalent to running
a very long (infinite) Monte-Carlo (MC) simulation. On the other hand, performing the
same analysis on the network obtained by the 2.5 A˚ RMSD coarse-graining, the mfpt
values are very close to those found directly from the trajectory.
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FIG. S2: Beta3s unfolding FEP calculated for the EKN (see Methods) using mfpt as a progress
coordinate and progress variable for the secondary structure (top) and 2.5 A˚ RMSD coarse-
graining (bottom). As in Figure 4 of the main text, individual basins are colored according to
the basins extracted by the pfoldf procedure. Note that values of mfpt for individual basins
are larger, and the barrier separating the native basin from the rest is higher for 2.5 A˚ RMSD
than for secondary structure coarse-graining because of pseudo-tunneling affecting mainly the
latter. Importantly, the similar mfpt values for the enthalpic traps, and a spread of only about
three between mfpt values of enthalpic traps and the helical basin, is consistent with the single-
exponential behavior of folding (see Results section in the main text).
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D. Coarse-graining and Monte Carlo simulations
The main disadvantage of RMSD coarse-graining (clustering is used here as a syn-
onymous) is the required computer time. For the one million snapshots of the 20 µs
trajectory, all-atom RMSD clustering with a cutoff of 2.5 A˚ and 2.0 A˚ requires 10 days
and (an estimate) 40 days, respectively, on a 2.8 GHz Intel Xeon. On the other hand,
the disadvantage of secondary structure coarse-graining is revealed if MC simulations are
performed on the resulting directed network. The folding time decreases from 100 ns
to about 10 ns, whereas MC simulations on the directed network obtained by all-atom
RMSD coarse-graining with 2.5 A˚ cutoff yield the correct value of 100 ns. Interestingly,
a finer graining (RMSD 2.0 A˚) increases the folding time to 137 ns, whereas the coarser
RMSD of 3.0 A˚ decreases it to 84 ns. This phenomenon can be explained as follows: A
very fine grained clustering yields low populations even for clusters in the native state.
With a non-neglectable probability it can then happen that a folding event is not ac-
counted because the trajectory does not visit the most populated (native) node before it
unfolds, because the cluster is too small. On the other hand, a very coarse assignment
of nodes as for RMSD 3.0 A˚ or secondary structure reduces the folding time in the MC
simulation. The reason for the latter is that, due to the lax restriction of nodelimits,
pseudo-tunneling happens frequently between nodes that are in reality separated by a
significant barrier. Each pseudo-tunneling event introduces a ”shortcut” into the net-
work which is taken into account in the MC simulation, even though folding never really
proceeds via such a shortcut in the molecular dynamics (MD) simulation. This property
leads to non-Markovianity. It has been observed earlier that the equivalence between
MC and MD kinetics does not follow automatically and depends on the coarse-graining
procedure2 (Figure S3).
Interestingly, despite the considerable differences between the two methods used for
coarse-graining, the basins isolated by pfoldf with secondary structure or 2.5 A˚ RMSD
clustering are almost identical (Table S-I). Each snapshot belongs to a coarse-grained
conformation, so it is grouped to the basin of the respective conformation. Basins are
therefore comparable snapshot by snapshot and a similarity can be calculated analogous
to Table II in the main text. Both the KGA and pfoldf procedures are not noticeably
affected by the shortcuts (i.e., by the non-Markovian character) in the secondary structure
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FIG. S3: Cumulative distribution of first passage times for the secondary structure (left) and
the 2.5 A˚ RMSD coarse-graining (right). Black dots are extracted from the MD simulation,
red dots from a 200µs MC simulation on the directed network. The folding kinetics of the
secondary structure-based MC trajectory differ considerably from MD kinetics, whereas with
2.5 A˚ RMSD clustering almost identical MC and MD folding kinetics are observed.
coarse-graining. However, the free-energy barrier in the unfolding FEP of the native
state (obtained by pfoldf) is about 0.5 kcal/mol higher using the all-atom 2.5 A˚ RMSD
clustering (Figure S4) than the secondary structure clustering (Figure 2 of the main text),
which shows that, in contrast to the isolation of basins, the extraction of barriers is very
sensitive on the coarse-graining.
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Basin Weight (%) Number of nodes
Heaviest node Name sstruct RMSD sstruct RMSD Similaritya
-EEEESSEEEEEESSEEEE- Native 35.0 36.4 2672 6457 99.5
-EEEESTTEEEEESSEEEE- Ns-or 6.2 3.2/2.9 1278 220/798 98.4/95.8
-EEEESSEEEEESSSEEEE- Cs-or 2.6 3.8 967 5167 98.5
-HHHHHHHHHHHHS------ Helix 11.6 11.2 57134 49049 95.4
---SSGGG---EESSEETT- Ch-curl1 2.8 2.8 2153 430 95.0
---SSGGG-EESSTTTTEE- Ch-curl2 2.1 2.0 1675 119 98.8
TABLE S-I: Comparison of most populated basins of Beta3s obtained by pfoldf using either
secondary structure or all-atom 2.5 A˚ RMSD clustering. Ns-or is split into two basins of almost
equal size for RMSD, but the partitioning is also visible in the one-dimensional FEP generated
using secondary structure clustering (Figure 3 of the main text). aThe similarity value is
calculated as the intersection of two corresponding basins, normalized to the lower population.
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FIG. S4: Pfoldf-FEP of Beta3s using the snapshots (from the MD trajectories) clustered ac-
cording to all-atom 2.5 A˚ RMSD. The vertical line shows the position of the unfolding barrier
as extracted from the pfoldf procedure. The arrow and horizontal segment indicate the Ns-or
basin which is split into two using 2.5 A˚ RMSD clustering. Note that this profile is very similar
to the one obtained using secondary structure coarse-graining (Figure 2 top of the main text),
but the barrier of the native basin is higher for 2.5 A˚ RMSD. In both the most distant basin
from native is the helical basin.
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A main difference between secondary structure and all-atom RMSD coarse-graining is
that the former lacks the information about the position and orientation of the sidechains.
Therefore, it is possible that conformations belonging to the same secondary structure
string are separated by barriers that arise from differences in the orientation of sidechains.
To exemplify the concern, Figure S5 shows two structures belonging to the native sec-
ondary structure node (-EEEESSEEEEEESSEEEE-), one with the Tyrosine19 sidechain
pointing upward and one pointing down. The 2.5 A˚ RMSD coarse-graining correctly
separates these two structures into two different clusters.
FIG. S5: Two snapshots belonging to the native secondary structure string, despite a completely
different orientation of the Tyrosine19 sidechain.
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E. Barriers in the entropic region
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FIG. S6: Reduced pfoldf profiles. Only two enthalpic basins plus the entropic region are used
to plot these FEPs. The entropic region, which stretches between the first (second in the case
of Ns-or) and the last barrier, reveals barriers (a, b, d) that are otherwise invisible. The pairs
of basins were chosen such that very few (or no) direct transitions between them were observed
in the simulation except for Ns-or/cyan. Secondary structure-based coarse-graining was used
for these profiles.
∗ corresponding authors, tel: +33 390 24 5123 fax: +33 390 24 5124, e-mail: marci@tammy.
harvard.edu,caflisch@bioc.uzh.ch
† SK and SM have made equal contributions to this study.
1 S. V. Krivov and M. Karplus, J. Phys. Chem. B, 2006, 110, 12689–12698.
2 S. V. Krivov and M. Karplus, Proc. Natl. Acad. Sci. USA., 2004, 101, 14766–14770.
84
Chapter 5
Identification of the protein
folding transition state from
molecular dynamics
trajectories
[Submitted]
85
Identification of the protein folding transition state from
molecular dynamics trajectories
S. Muff and A. Caflisch∗
Department of Biochemistry,
University of Zurich,
Winterthurerstrasse 190,
CH-8057 Zurich, Switzerland
tel: +41 44 635 55 21,
fax: +41 44 635 68 62,
e-mail: caflisch@bioc.uzh.ch
(Dated: December 9, 2008)
86
Muff and Caflisch, Identification of folding transition state 2
Abstract
The rate of protein folding is governed by the transition state, so that a detailed characterization
of its structure is essential for understanding the folding process. In vitro experiments have pro-
vided a coarse-grained description of the folding transition state ensemble (TSE) of small proteins.
Atomistic details could be obtained by molecular dynamics (MD) simulations but it is not straight-
forward to extract the TSE directly from the MD trajectories, even for small peptides. Here, the
structures in the TSE are isolated by the cut-based free-energy profile (cFEP) using the network
whose nodes and links are configurations sampled by MD and direct transitions among them, re-
spectively. The cFEP is a barrier-preserving projection that does not require arbitrarily chosen
progress variables. First, a simple two-dimensional free-energy surface is used to illustrate the suc-
cessful determination of the TSE by the cFEP approach, and to explain the difficulty in defining
boundary conditions of the Markov state model for an entropically stabilized free-energy minimum.
The cFEP is then used to extract the TSE of a β-sheet peptide with a complex free-energy surface
containing multiple basins and an entropic region. In contrast, Markov state models with boundary
conditions defined by projected variables and conventional histogram-based free energy profiles are
not able to identify the TSE of the β-sheet peptide.
Keywords: molecular dynamics, transition state ensemble, pfold, free-energy profile, denatured state ensem-
ble
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I. INTRODUCTION
Proteins fold from the heterogeneous set of denatured conformations to the structurally
well-defined native state by a complex conformational transition governed by the free-energy
surface1. In remarkable contrast to the complexity of the folding process, a simple two-state
description, i.e., folded and denatured free-energy minima separated by the transition state
ensemble (TSE), is often used to describe the experimental measurements on single-domain
fast-folding proteins2. As a consequence, little information concerning the details of the
folding pathways is obtained, although experimental approaches based on mutagenesis have
played a key role in providing a description of the residue interactions at the TSE3. Also,
studies supplementing the kinetic measurements by probes sensitive to structural details4,5
have shed some light into the folding pathways, particularly when intermediates are present6.
However, none of the experimental studies can provide a detailed description of the structures
that are visited along the folding pathways. In particular, it is difficult to determine the
structures of the folding TSE because of their transient character and the many degrees of
freedom of the polypeptide chain. In a nutshell, the TSE is elusive and complex.
Several approaches have been proposed to identify putative TSE structures along molec-
ular dynamics (MD) trajectories7–11. Moreover, a procedure based on the evaluation of the
probability of folding before unfolding (pfold) by additional short simulations
12 (termed pMDfold
in the following) has been used for validating putative TSE structures9,13–15. Because of
its high computational cost the pMDfold approach is used only to validate the TSE and not to
extract it from the trajectories. It is important to note that the definition of pfold is the
origin of many difficulties when it comes to practical applications, because in contrast to
the folded state, which is well-defined by structural criteria, it is all but simple to define
the usually very heterogeneous denatured state. An efficient but approximate approach to
calculate pfold directly from the original trajectory upon coarse-graining (termed p
N
fold in the
following), i.e., without any additional simulation, does not need the identification of the
denatured state11. A more accurate way to determine the same quantity is by analytical
calculation on the ETN with the pfoldt procedure16. Both pNfold and pfoldt require the choice
of a commitment time, which is not simple and rather arbitrary if the system is not known
in detail.
In this paper we show that the folding TSE structures can be identified accurately by
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the cut-based free-energy profile (cFEP)17 obtained from MD simulations. The cFEP is a
barrier-preserving projection onto a progress coordinate that takes into account all routes
to leave or enter the free-energy basin chosen as reference. It uses as input the equilibrium
transitions network (ETN), i.e., the capacitated graph whose nodes and links represent
coarse-grained microstates and transitions, respectively, sampled by MD simulations16,17.
In particular, the unfolding barrier, which is the barrier to leave the folded state, can be
determined exactly by the cFEP. The procedure to isolate the TSE by the cFEP is validated
here on a simple and illustrative two-state free-energy surface, as well as on a complex system
with 645 degrees of freedom. The latter is a structured peptide (20-residue three-stranded
antiparallel β-sheet called Beta3s) for which several folding-unfolding events can be sampled
by implicit solvent molecular dynamics simulations18,19. In contrast to the cFEP method,
the calculation of pfold values within the framework of a Markov state model (p
MSM
fold ) fails
to isolate the TSE because it requires the definition of initial (unfolded) and final (folded)
regions. These boundary states are not determined adequately by the arbitrary selection
of an unfolded state representative or by means of geometric variables like the number of
native contacts or the root mean square deviation (rmsd) from the folded structure. Finally,
we show that conventional free-energy projections onto apparently appropriate geometrical
variables are not useful for determining the TSE of Beta3s.
II. METHODS
Table 1 gives a short description of the procedures that were employed to isolate and
validate the TSE, as well as advantages and disadvantages of the approaches (cFEP, pMDfold,
pNfold, pfoldt, and p
MSM
fold ) used to determine or validate putative TSE structures. Other
approaches to bias simulations towards structures in the TSE20,21 or to isolate them from
unfolding simulations9 require experimental data (φ-values3) and are therefore not directly
comparable with the procedures used in this paper.
A. Transition state identification from the cut-based free-energy profile (cFEP)
Projected free-energy surfaces are most useful if they preserve the barriers and minima
in the order that they are met during folding/unfolding events. Using an analogy between
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the system kinetics and equilibrium flow through a network, Krivov and Karplus have in-
troduced the cut-based free-energy profile (cFEP) and a progress coordinate that have most
of these properties17. The input for the cFEP calculation is the ETN, which is derived from
the trajectory of coarse-grained microstates. The progress coordinate is the normalized
partition function of the reactant region containing the native node A (ZA/Z), but other
progress coordinates can be used, because the cFEP is invariant with respect to arbitrary
transformations of the reaction coordinate22. The result is a one-dimensional profile that
preserves the barriers between the free-energy basins; given the barriers, the minima can be
determined17. The method was applied to the β-hairpin of protein G17 and Beta3s16.
During the procedure of cFEP calculation, all nodes of the system are assigned a value of
the progress variable. Here, the mean first passage time (mfpt) to the folded node was used as
progress variable. The latter can be calculated analytically for every node if the ETN fulfils
the Markov property. The occurrence of the nodes in the profile is sorted in ascending order
of mfpt from the native state (i.e., from the first node along ZA/Z). Therefore, every node i
can be localized along the cFEP according to its progress variable mfpti, because the ZA/Z
coordinate that corresponds to node i can be calculated as ZA/Z(i) =
∑
mfpt(j)≤mfpt(i) Zj/Z,
where Zj is the partition function of node j, and Z is the total partition function. Since
the cFEP takes into account all routes present in the ETN to and from the initial state16,17
without any prejudgment as to the geometric coordinates or pathways involved, the TSE is
situated on top of the unfolding barrier. In this way, nodes corresponding to the top of the
first barrier to exit the native state can automatically be identified as TSE structures. All
cFEPs in this work were calculated using the program WORDOM23.
B. Evaluation of pfold(τcommit) with additional simulations (p
MD
fold)
If snapshots saved along a trajectory are grouped into structurally homogeneous nodes
during the coarse-graining procedure, nodes belonging to the TSE have equal probability
to fold and to unfold, i.e., pfold ≈ 0.5, whereas folded and unfolded regions correspond to
pfold ≈ 1 and pfold ≈ 0, respectively. In order to validate the application of cFEPs to
identify the transition, folded, and unfolded ensembles, a large number of MD trajectories
from various structures with varying initial distribution of velocities can be started and
the fraction of those that fold within a commitment time τcommit
12,13,24 corresponds to the
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respective pMDfold. τcommit has to be chosen much longer than the shortest time-scales of
conformational fluctuations and much shorter than the average folding time13.
The pMDfold calculations are computationally very expensive, since the error for a structure
scales with
√
n, where n is the number of trajectories started from it. Therefore, the re-
alization of many short trajectories from individual structures cannot be applied directly
to identify the TSE from molecular dynamics trajectories, and is used in this work only to
validate putative transition state structures as isolated by other approaches.
C. pfold(τcommit) calculation directly from the trajectories (p
N
fold) or the ETN
(pfoldt)
The calculation of pMDfold is computationally very expensive and is feasible only for a small
subset of nodes. In a previous work, a method was proposed for estimating folding probabili-
ties for all structures visited in an equilibrium folding-unfolding trajectory11. The calculation
does not require any additional simulations because the original MD trajectory is used to
directly estimate the folding probabilities. The τcommit-segment of the MD trajectory fol-
lowing each snapshot is analyzed to check if the folding condition is met (i.e, that the folded
node, which usually is the most populated one, is visited). For each node, the ratio between
the snapshots which lead to folding and the total number of snapshots in the node is defined
as the node-pfold (p
N
fold). This value is an approximation of the pfold(τcommit) of any single
structure in the node which is valid if the node consists of structurally and kinetically similar
conformations. The error in pNfold scales with
√
W , where W is the number of structures in
the node.
The analytical calculation of pfold(τcommit) on the ETN of a Markov state model, termed
pfoldt, is more accurate than pNfold because it uses the full connectivity of the ETN, thereby
reducing the statistical error. The corresponding equation system was introduced previ-
ously16 and the results were used as a progress variable for cFEP calculations (pfoldt pro-
cedure).
91
Muff and Caflisch, Identification of folding transition state 7
D. pfold calculation with a Markov state model (p
MSM
fold )
Within the framework where the ETN corresponds to a Markov state model, folding
probabilities can be calculated directly, if the two regions U (unfolded) and F (folded) are
known. Given these regions, the folding probability of a node i within the Markov state
model is found as the solution of the equation system pMSMi =
∑
j pjip
MSM
j with boundary
conditions pMSMκ∈U = 0 and p
MSM
κ∈F = 1 Refs.
10,25. The equation system can be solved efficiently
by iterative multiplication of the vector pMSMj by the matrix pji. According to the cFEP, the
folded and unfolded states are defined as all nodes on the left and right of the folding barrier,
respectively. However, use of this definition to determine U and F would be tautological,
because if the cFEP is known, there is no need for the Markov state model approach, and it
is then trivial that the nodes on the barrier have no other choice than attaining pfold ≈ 0.5.
Therefore, the Markov state model approach is applied in this work without the input of the
knowledge from the cFEP in order to objectively compare pMSMfold with the other methods.
III. TWO-STATE SYSTEM WITH ENTROPIC FREE-ENERGY MINIMUM: AN
ILLUSTRATIVE MODEL
A simple two-dimensional, radially symmetric potential energy surface illustrates the
correct TSE isolation by the cFEP, and the dependency of the pMSMfold on the definition of
initial and final regions. The corresponding free-energy surface has only two minima: An
enthalpic, funnel-like “folded” state and a purely entropic “denatured” state26 (Fig. 1A).
The discretization of the simple potential yields an ETN26 (Fig. 1B), which is similar to,
but much simpler than, what is usually obtained from the coarse-graining procedure of
simulations of peptides (and proteins). There is a free-energy barrier at r = 0 that separates
the enthalpic (r < 0) from the entropic basin (r > 0), as indicated by the green line in
Figs. 1A and B.
In a first step, it was verified that the cFEP is able to identify the TSE. The TSE is cor-
rectly grouped around the barrier in the cFEP and only the nine nodes in the neighborhood
of the minimal cut (at r / 0) lie between the first and the last green circle in the cFEP
(Fig. 1C). In a next step, pMSMfold was calculated between the most populated node (black,
pMSMfold = 1) and an arbitrary representative of the entropic state (red, p
MSM
fold = 0). The
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strong dependency of the pMSMfold ≈ 0.5 region on the choice of the unfolded representative is
remarkable (Fig. 1D-F). Furthermore, none of the choices is able to fully reveal the correct
TSE, although the system is very simple. This result illustrates the difficulty of selecting a
representative structure, which is in practice almost impossible in the case of an entropically
stabilized state.
IV. APPLICATION TO BETA3S
In the previous example the complete knowledge about the free-energy surface is available
and it is very simple to correctly determine the folded and unfolded regions and therefore
also the TSE. However, this is an oversimplified and unrealistic case, and the following
application to the structured peptide Beta3s illustrates the advantage of the cFEP approach
for the analysis of complex systems.
A. MD simulations
Beta3s is a designed 20-residue sequence whose solution conformation has been inves-
tigated by NMR spectroscopy27. The NMR data indicates that Beta3s in water forms a
monomeric (up to more than 1mM concentration) triple-stranded antiparallel β-sheet, in
equilibrium with the denatured state27. We have previously shown that in implicit solvent28
molecular dynamics simulations Beta3s folds reversibly to the NMR solution conformation,
irrespective of the starting structure18. Recently, analysis of a 20-µs equilibrium MD simu-
lation close to the melting temperature at 330 K revealed a very heterogeneous denatured
state with a large entropic region and multiple enthalpic traps16,19,29. The same 20-µs of
MD sampling was used here, and there are a total of 106 snapshots because coordinates were
saved every 20 ps. The simulations were performed with the program CHARMM30. Beta3s
was modeled by explicitly considering all heavy atoms and the hydrogen atoms bound to
nitrogen or oxygen atoms (PARAM19 force field30). A mean field approximation based on
the solvent accessible surface was used to describe the main effects of the aqueous solvent on
the solute28. The two surface tension-like parameters of the solvation model were optimized
without using Beta3s. The same force field and implicit solvent model have been used in
molecular dynamics simulations of the early steps of ordered aggregation31, and folding of
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structured peptides18,28,32, as well as small proteins of about 60 residues33.
B. Coarse-graining
The leader algorithm34 is used for coarse-graining the snapshots according to the all-atom
rmsd and a cutoff value of 2.5 A˚16. The current snapshot is grouped to the last (in time)
visited node whose central snapshot has an rmsd from the current snapshot lower than the
cutoff. This version of the leader algorithm accounts not only for structural, but also for
kinetic similarity, because recently visited snapshots are more likely to be kinetically close
than those that were visited with a large temporal delay. The importance of using transitions
rather than only structures to assign states has been recently investigated for a small helical
peptide35.
Note that nodes in the ETN with only one or two neighbors (i.e., one incoming and/or one
outgoing neighbor) were grouped to their outgoing neighbor. This regrouping is justified
because the future of such nodes within a trajectory is completely determined, i.e., no
information is erased through their regrouping. Upon rmsd coarse-graining and regrouping
34’671 nodes and 151’819 links were visited. These nodes are the states of the Markov state
model (i.e., the ETN), and the lagtime was set to ∆t=20 ps. Figure 2 contains a comparison
of folding dynamics from the MD simulations and from the corresponding Markov state
model at 330 K. Essentially the same kinetics can be extracted, indicating that the Markov
assumption holds and non-Markovian noise is negligible.
C. Correct identification of the TSE by the cFEP method
The native basin is bounded by the first local maximum in the unfolding cFEP of Beta3s,
which is the cFEP with the native node as reference (Fig. 3). To show that the TSE is
situated on top of the unfolding barrier, the folding probability pMDfold with a τcommit value of
5 ns was evaluated on 34 nodes by running additional MD simulations (see Methods). These
nodes were selected equally spaced along the ZA/Z, except for a higher density in a region
bracketing the unfolding barrier on the cFEP (results with mfpt as progress coordinate are
shown in Supp. Mat. Fig. S1). Ten structures were chosen randomly from every node, and 20
simulations of 10 ns each with different initial velocities were started from each structure, i.e.,
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a total of 200 simulations was accumulated per node. Note that for this validation it is more
informative to monitor, for individual snapshots, the monotonously growing behavior of pMDfold
as a function of τcommit rather than selecting a single value of τcommit
15 (Fig. 4). Notably, the
top of the first free-energy barrier in the cFEP corresponds to the pMDfold ≈ 0.5 region, i.e.,
to the folding/unfolding TSE of Beta3s (Fig. 3A). The accuracy of the TSE identification
on the cFEP is striking. Nodes before the first barrier belong to the native basin and have
pMDfold ≈ 1, while nodes after the barrier have pMDfold ≈ 0. Moreover, the distributions of pMDfold
values over the ten structures in each node are peaked around the respective average pMDfold
value, even for TSE nodes (Supp. Mat. Fig. S2). These results show that the cFEP approach
is able to correctly identify not only free-energy basins and barriers of complex systems, but
also the TSE to exit or enter the region of interest (usually the folded state). The very
good correlation between the increasing values of ZA/Z along the cFEP and p
MD
fold can be
explained because both mfpt and pMDfold describe the kinetic distance from a state. Note that
this correlation is not due to a tautology because the cFEP is calculated using the ETN as
input, whereas pMDfold is extracted from additional MD simulations. Moreover, the correlation
is robust with respect to the choice of the progress variable of the cFEP procedure (see
Supp. Mat. Fig. S3).
Importantly, no additional parameter is needed to calculate the cFEP, which only requires
the selection of the native node (or the representative node of any other free-energy basin).
Note that the perfect match between the unfolding barrier on the cFEP and the sharp
decay of the pMDfold values justifies a posteriori the choice of a commitment time of 5 ns used
to calculate the latter. Essentially identical results are obtained with a commitment time of
10 ns (Table II and Supp. Mat. Fig. S4).
D. Approximation by pNfold and pfoldt
As mentioned in the Methods section, the calculation of pMDfold is computationally very
expensive and is feasible only for a small subset of nodes. On the other hand, the calculation
of pNfold does not require any additional simulations
11. The pNfold values, which were also
calculated with τcommit = 5 ns, are close to the p
MD
fold for most of the 34 nodes used to calculate
the latter (Fig. 3B, and Table II). The error is due to low statistics harvested for the pNfold
estimation, which is limited by the number of visits to the node within the trajectory. This
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problem is particularly severe for TSE nodes, which suffer from low sampling, whereas highly
populated conformations can be classified more reliably (Fig. 5, left).
The results improve dramatically if pNfold is replaced by its equivalent calculated on the
ETN, i.e., pfoldt (Fig. 3C), and a very sharp decay of folding probabilities at the cFEP
unfolding barrier can be observed. Pfoldt is significantly more accurate than pNfold because
as mentioned above the ETN contains all connectivity and pathway information between
regions, which is not present if only isolated sampling events from individual nodes during
the simulation are considered (as for pNfold). Results for all nodes populated by a significant
number of snapshots above a certain cutoff are given in Fig. 5, middle. Again, the comparison
of pNfold (left panel) with pfoldt (middle panel) confirms the higher accuracy of the latter.
Note that pfoldt, like pNfold and p
MD
fold, relies on the correct choice of τcommit, a parameter that
is usually not simple to determine.
E. Failure of TSE identification by a Markov state model with boundaries defined
according to structural criteria
The pfold calculation in the framework of a Markov state model (p
MSM
fold ) involves the choice
of representative regions for the folded and unfolded state with pfold = 1 and pfold = 0,
respectively, as boundary conditions10,25,36. Like in many previously published applications,
the regions U and F were determined according to a simple structural criterion based on
the number of native contacts Q, which is a commonly used geometrical variable. A node
was assigned to the initial and final region, if the structures in that node had on average less
than 5 or more than 19 of the 26 native contacts18 formed, respectively (Supp. Mat. Fig. S5).
With this definition of boundary conditions, U and F consist of 31% and 27% of the total
number of snapshots, respectively.
Calculation of pMSMfold values from the equation system reveals that several nodes after the
unfolding barrier have a pMSMfold > 0.5 (Fig. 3D). Fig. 6 contains as a supplement to the cFEP
the location of all putative TSE-nodes as isolated with pMDfold, p
N
fold, pfoldt, and p
MSM
fold , i.e.,
those nodes with 0.45 < pfold < 0.55 and at least 20 snapshots for statistical significance.
While all three τcommit-based methods approximate the TSE quite well (Fig. 6A-C), most
structures identified by pMSMfold are far away from the unfolding barrier in the cFEP (Fig. 6D).
The incorrect determination of the TSE by pMSMfold is also shown for the regions U and F
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defined by all-atom rmsd > 5.5 A˚ (weight of 48%) and all-atom rmsd < 2.5 A˚ (weight of
25%), respectively (Fig. S6 of Supp. Mat.).
The isolation of the correct TSE by pMSMfold can only be achieved if the selected regions are
“true” representatives of the folded and unfolded states, i.e., if each time the polypeptide
folds or unfolds (and only then), the folded or unfolded region is visited, respectively. It
is important to emphasize that, except for a two-state system with well-defined native and
non-native basins, the choice of such representative ensembles is very difficult and mostly
impossible by geometrical criteria. This problem originates from the usually very heteroge-
neous character of the denatured state with multiple basins and/or an entropic region16,19,26.
While the representation of the folded state by a single node may be legitimate if the basin
is enthalpic, the denatured state cannot be represented by a single node. For instance, for
each choice of the unfolded representative disparate pMSMfold ≈ 0.5 regions are obtained for
Beta3s (Supp. Mat. Fig. S7).
F. Failure of TSE identification from free-energy projections onto geometric vari-
ables
In a previous work, the number of native contacts in the N-terminal hairpin (QN) and
C-terminal hairpin (QC) of Beta3s were used as progress variables to investigate thermody-
namics and folding pathways sampled by MD simulations close to the melting temperature18.
Note that these variables are the most “natural” among the geometric coordinates, consider-
ing that a three-stranded antiparallel β-sheet has an inherent symmetry and consists of two
β-hairpins sharing the central β-strand. The histogram-based projection of the free energy
onto the (QN, QC)-plane showed two barriers separating the folded from the denatured state
at (QN = 4/11, QC = 9/11) and (QN = 10/11, QC = 3/11), with the former lower by about
0.5 kcal/mol than the latter as shown in Supp. Mat. Fig. S8. To calculate pMDfold, multiple
short MD runs were started from 10 structures with (QN = 4/11, QC = 9/11) and 10 struc-
tures with (QN = 10/11, QC = 3/11). The value of p
MD
fold was equal (or very close) to 1 or
0 for 19 of the 20 putative TSE structures (data not shown). This failure is not surprising
considering the sharp decay of pMDfold at the cFEP barrier (Fig.3A), which suggests that the
correct identification of the TSE is very sensitive and not possible at all if the choice of the
progress variable(s) results in projections that do not preserve the barrier(s). Therefore,
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free-energy projections onto geometric variables are in general not appropriate to determine
the folding TSE.
V. CONCLUSIONS
The accurate determination of the TSE is essential for understanding the protein folding
reaction. This paper deals with the automatic extraction of folding TSE structures for a
simple two-dimensional energy surface and from MD simulations of a structured peptide.
The cFEP, a barrier-preserving projection able to fully quantify the kinetic and thermo-
dynamic properties of a system at equilibrium17, is shown to successfully determine TSE
conformations at the top of the transition region to enter or leave a free-energy basin. On
the other hand, free-energy projections onto geometric coordinates like the fraction of na-
tive contacts or the rmsd from the native structure are shown to fail (for the structured
peptide) as most of the conformations at the maxima of the projected surface do not belong
to the TSE. This failure is a consequence of the sharpness of the folding transition barrier
and the fact that such projections do not preserve the location of the barriers. The TSE
determination has been attempted previously only for minimally frustrated systems14,37,38,
or for reactions involving a small and well-defined region of a protein39. For such reactions,
an automatic procedure can identify reaction coordinates from an initial guess of several
thousands physical variables, but requires the evaluation of commitment probabilities by
additional simulations40, which is computationally prohibitive for a large set of structures.
In contrast to the automatic and parameter-free TSE determination by the cFEP, con-
ventional pfold-based methods involve the choice of a commitment time, or the arbitrary
selection of representative regions for the native and the denatured state. The TSE isolation
from the original MD trajectory (pNfold)
11 or by analytical calculation on the ETN (pfoldt)16
are very efficient and do not require any additional simulations, but the results depend on
the choice of the commitment time. Moreover, pNfold values can be biased if insufficient
amount of statistics are harvested, especially at the the transition region, which is naturally
sampled less than the free-energy minima.
More problematic is the pfold calculation with a Markov state model (p
MSM
fold ), because
for a complex free-energy surface it is not possible to define the boundary conditions (i.e.,
pMSMfold = 0 and 1) by simple structural criteria. This implies that most choices of such
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boundary regions lead to wrong pMSMfold results and thus to a flawed or incomplete isolation of
the TSE. It is important to note that the same coarse-graining of the structures and ETN
are employed in the pMSMfold calculation and the cFEP approach, but only the latter does not
require that the denatured state is defined a priori.
The difficulty related to the calculation of pfold lies in nuances of its definition: pfold is
the probability to fold before unfolding12. While pfold calculated using a commitment time
approximates this definition, pMSMfold between regions F and U is the probability to visit region
F before U , which corresponds to the original definition of pfold only if the trajectory visits F
and U each time it folds and unfolds, respectively, but not in between. Therefore, it is likely
that pMSMfold calculations will be valid only in very special cases, e.g., in a two-state system
with two enthalpic basins, where (simple) geometrical criteria are sufficient to separate the
states. In contrast, the cFEP is able to isolate the TSE from a complex free-energy surface
and does not necessarily require (long) equilibrium folding-unfolding simulations, as recently
shown for an ETN obtained by short segments of replica exchange MD trajectories41.
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Procedures used to validate or identify the folding TSE.
Procedure Data used Advantages Disadvantagesa Reference
cFEP ETN fast requires coarse-graining 16,17
exact on ETN
pMDfold additional exact, used for validation computationally expensive
12
MD runs no coarse-graining requires τcommit
pNfold original fast requires τcommit
11
trajectory strong dependency on sampling
requires coarse-graining
pfoldt ETN fast requires τcommit
16
exact on ETN requires coarse-graining
pMSMfold ETN fast p
MSM
fold = 0.5 ; folding-TSE
10,25
requires unfolded state definition
requires coarse-graining
TABLE I: Abbreviations: cFEP, cut-based free-energy profile; ETN, equilibrium transitions net-
work; MSM, Markov state model; τcommit, commitment time.
aThe cFEP, pNfold, pfoldt, and p
MSM
fold
methods rely on sufficient sampling and a meaningful coarse-graining of the trajectories. Note that
the pNfold procedure has a stronger dependency on sampling than cFEP, pfoldt, and p
MSM
fold . The
latter procedures use the ETN, which is much more informative than the original trajectory itself
because the ETN represents the complete connectivity information of all states
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Node
ZA/Z p
MD
fold
(5 ns) pMD
fold
(10 ns) pN
fold
(5 ns) pN
fold
(10 ns) pfoldt(5 ns) pfoldt(10 ns) pMSM
fold
population
0.2 0.995 0.995 0.673 0.878 0.997 0.998 1.000 539
0.25 0.995 1.000 0.966 0.979 0.997 0.998 1.000 726
0.3 0.915 0.945 0.923 0.962 0.984 0.990 0.504 26
0.3500 0.675 0.815 0.792 0.917 0.971 0.981 0.430 24
0.3525 0.845 0.900 0.895 1.000 0.964 0.975 0.594 19
0.3550 0.645 0.750 0.656 0.656 0.951 0.967 0.359 32
0.3575 0.735 0.780 0.500 0.500 0.910 0.942 0.576 34
0.3600 0.905 0.925 0.583 0.833 0.872 0.916 0.459 12
0.3625 0.630 0.700 0.600 0.600 0.806 0.874 0.417 16
0.3650 0.630 0.705 0.333 0.733 0.740 0.834 0.728 15
0.3675 0.665 0.730 0.333 0.611 0.704 0.805 0.425 18
0.3700 0.345 0.540 0.364 0.364 0.588 0.752 0.560 11
0.3725 0.260 0.405 0.000 0.000 0.481 0.687 0.636 27
0.3750 0.215 0.310 0.000 0.000 0.329 0.572 0.325 15
0.3775 0.235 0.360 0.800 0.867 0.390 0.603 0.475 15
0.3800 0.220 0.350 0.116 0.116 0.239 0.524 0.618 147
0.3825 0.250 0.360 0.909 0.909 0.248 0.542 0.354 22
0.3850 0.055 0.145 0.000 0.688 0.003 0.570 0.723 16
0.3875 0.110 0.235 0.105 0.105 0.146 0.459 0.556 19
0.3900 0.050 0.140 0.000 0.000 0.225 0.459 0.652 177
0.3925 0.035 0.095 0.000 0.000 0.003 0.463 0.555 10
0.3950 0.110 0.155 0.000 0.000 0.052 0.361 0.161 10
0.4000 0.020 0.055 0.000 0.015 0.000 0.460 0.481 66
0.45 0.015 0.030 0.029 0.126 0.000 0.271 0.446 8584
0.5 0.045 0.135 0.044 0.134 0.000 0.251 0.459 14918
0.55 0.040 0.135 0.281 0.509 0.000 0.000 0.527 377
0.6 0.010 0.050 0.000 0.000 0.000 0.000 0.628 13
0.65 0.000 0.030 0.000 0.000 0.000 0.000 0.000 16
0.7 0.010 0.045 0.000 0.000 0.000 0.000 0.000 36
0.75 0.005 0.025 0.000 0.000 0.000 0.000 0.000 14
0.8 0.005 0.035 0.000 0.000 0.000 0.000 0.000 25
0.85 0.000 0.020 0.000 0.000 0.000 0.000 0.000 17
0.9 0.000 0.000 0.000 0.000 0.000 0.000 0.000 10
0.95 0.005 0.010 0.000 0.000 0.000 0.000 0.000 14
TABLE II: pfold values of nodes used for the calculation of p
MD
fold. In the region of the first (i.e.,
unfolding) barrier of the cFEP, 0.35 ≤ ZA/Z ≤ 0.4, the correlation between pNfold and pMDfold is
0.70, and the correlation between pfoldt and pMDfold is 0.95. Within the same range, there is no
correlation between pMSMfold and p
MD
fold (correlation coefficient of 0.01). Similar correlation coefficients
are obtained for τcommit = 5 ns and 10 ns.
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Node
ZA/Z p
MD
fold
(5 ns) pMD
fold
(10 ns) pN
fold
(5 ns) pN
fold
(10 ns) pfoldt(5 ns) pfoldt(10 ns) pMSM
fold
population
0.2 0.995 0.995 0.673 0.878 0.997 0.998 1.000 539
0.25 0.995 1.000 0.966 0.979 0.997 0.998 1.000 726
0.3 0.915 0.945 0.923 0.962 0.984 0.990 0.504 26
0.3500 0.675 0.815 0.792 0.917 0.971 0.981 0.430 24
0.3525 0.845 0.900 0.895 1.000 0.964 0.975 0.594 19
0.3550 0.645 0.750 0.656 0.656 0.951 0.967 0.359 32
0.3575 0.735 0.780 0.500 0.500 0.910 0.942 0.576 34
0.3600 0.905 0.925 0.583 0.833 0.872 0.916 0.459 12
0.3625 0.630 0.700 0.600 0.600 0.806 0.874 0.417 16
0.3650 0.630 0.705 0.333 0.733 0.740 0.834 0.728 15
0.3675 0.665 0.730 0.333 0.611 0.704 0.805 0.425 18
0.3700 0.345 0.540 0.364 0.364 0.588 0.752 0.560 11
0.3725 0.260 0.405 0.000 0.000 0.481 0.687 0.636 27
0.3750 0.215 0.310 0.000 0.000 0.329 0.572 0.325 15
0.3775 0.235 0.360 0.800 0.867 0.390 0.603 0.475 15
0.3800 0.220 0.350 0.116 0.116 0.239 0.524 0.618 147
0.3825 0.250 0.360 0.909 0.909 0.248 0.542 0.354 22
0.3850 0.055 0.145 0.000 0.688 0.003 0.570 0.723 16
0.3875 0.110 0.235 0.105 0.105 0.146 0.459 0.556 19
0.3900 0.050 0.140 0.000 0.000 0.225 0.459 0.652 177
0.3925 0.035 0.095 0.000 0.000 0.003 0.463 0.555 10
0.3950 0.110 0.155 0.000 0.000 0.052 0.361 0.161 10
0.4000 0.020 0.055 0.000 0.015 0.000 0.460 0.481 66
0.45 0.015 0.030 0.029 0.126 0.000 0.271 0.446 8584
0.5 0.045 0.135 0.044 0.134 0.000 0.251 0.459 14918
0.55 0.040 0.135 0.281 0.509 0.000 0.000 0.527 377
0.6 0.010 0.050 0.000 0.000 0.000 0.000 0.628 13
0.65 0.000 0.030 0.000 0.000 0.000 0.000 0.000 16
0.7 0.010 0.045 0.000 0.000 0.000 0.000 0.000 36
0.75 0.005 0.025 0.000 0.000 0.000 0.000 0.000 14
0.8 0.005 0.035 0.000 0.000 0.000 0.000 0.000 25
0.85 0.000 0.020 0.000 0.000 0.000 0.000 0.000 17
0.9 0.000 0.000 0.000 0.000 0.000 0.000 0.000 10
0.95 0.005 0.010 0.000 0.000 0.000 0.000 0.000 14
TABLE II: pfold values of nodes used for the calculation of p
MD
fold. In the region of the first (i.e.,
unfolding) barrier of the cFEP, 0.35 ≤ ZA/Z ≤ 0.4, the correlation between pNfold and pMDfold is
0.70, and the correlation between pfoldt and pMDfold is 0.95. Within the same range, there is no
correlation between pMSMfold and p
MD
fold (correlation coefficient of 0.01). Similar correlation coefficients
are obtained for τcommit = 5 ns and 10 ns.
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FIG. 1: Simple two-state system with entropically stabilized “unfolded” state26. (A) Two-
dimensional radially symmetric potential energy surface U(r) and free-energy surface F(r). There
are two free-energy minima, one relatively deep representing the enthalpic (“native”) state (r < 0),
and another shallow representing the entropic “unfolded”) basin (r > 0). The green line indicates
the transition state. (B) Discretized ETN of the potential-energy landscape. The size of the nodes
and links in the model network is proportional to the partition function of the nodes and tran-
sitions. The green line represents the minimal cut through the free-energy barrier, that is, the
transition state. (C) The TSE is correctly identified by the cFEP approach, i.e., it consists of the
nine nodes on the left and right of the minimal cut in the ETN. (D-F) The solution of the pMSMfold
calculations and identification of pMSMfold ≈ 0.5 regions is strongly dependent on the node chosen
as representative of the entropic region. By none of the three choices it is possible to isolate the
complete TSE region correctly. This illustrative model shows that the arbitrary selection of rep-
resentative nodes in the entropic state is not valid in general and that cFEPs are not affected by
this problem because they require only the definition of the native node.105
Muff and Caflisch, Identification of folding transition state 20
 0.01
 0.1
 1
 0  100  200  300  400  500  600
f
t [ns]
Folding time distribution
MD
ETN
FIG. 2: Cumulative folding time distribution f(t) =
∫∞
t p(τ)dτ as extracted directly from the
20 µs equilibrium simulation of Beta3s (circles) and from the corresponding ETN, which is treated
as a Markov state model (triangles). The folding dynamics from the non-native ensemble can be
reproduced by the model, which is a strong indication that the Markov assumption is justified for
the lagtime of 20 ps used here.
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FIG. 3: The TSE can be identified by the cFEP (solid line). The cFEP is shown together with
the 34 nodes that were selected for pMDfold calculations (black squares). They are equally spaced
along the progress coordinate ZA/Z, with a distance of 0.05 units except for the first barrier, i.e.,
0.35< ZA/Z <0.4, where the spacing is 0.0025 units to obtain a higher resolution. Values of pfold
(green circles) refer to the y-axis on the right. (A) pMDfold. The error bars represent the standard
deviation among the ten structures within a node. The inset illustrates the sharp decay at the
unfolding barrier. (B) pNfold. The error bars represent the standard deviation if the calculations are
considered as a Bernoulli experiment. (C) pfold as calculated analytically on the ETN (pfoldt). (D)
pMSMfold . The use of the number of native contacts Q for the definition of the folded (Q> 19/26, black
circles) and unfolded (Q< 5/26, red circles) state as boundary conditions of the MSM results in
incorrect values of pMSMfold and no sharp transition can be observed at the barrier. A similar failure is
observed when defining folded and unfolded by rmsd from the native structure (Supp. Mat. Fig. S8).
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FIG. 4: Dependence of pMDfold on the value of τcommit
15. Results are shown for 20 short runs from
each of four structures of a node with ZA/Z =0.375 (top) and ZA/Z =0.370 (bottom). The curves
are step functions and reach a plateau at about 5 to 10 ns.
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FIG. 5: The cFEP (continuous line, left y-axis) is shown with the values of pfold (empty circles,
right y-axis) calculated by pNfold along the trajectories (left), on the ETN (pfoldt, middle), and
pMSMfold with Q-based definition of the folded and unfolded ensemble (right). The values are given
for all nodes populated by a number of snapshots above a certain cutoff, which increases from top
to bottom. Note that pfoldt is the most accurate of the three methods to calculate pfold, and that
pfoldt and pNfold improve accuracy for higher weight of the nodes. In contrast, the p
MSM
fold values are
wrong for all node weights because of the boundary conditions defined using Q.
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FIG. 6: Putative TSE determined by pMDfold (A), p
N
fold (B), pfoldt (C), and p
MSM
fold (D). Nodes with
0.45 < pfold < 0.55 and 20 or more snapshots are shown (empty circles). (A) Of the 34 nodes
used for pMDfold calculations, only four nodes belong to the putative TSE region and are situated
close to the top of the cFEP unfolding barrier. (B) Although some nodes with 0.45 < pNfold < 0.55
are located close to the cFEP unfolding barrier, the TSE isolated by pNfold is affected by statistical
error. (C) The TSE isolated by pfoldt is situated exactly on top of the barrier. (D) Most of the
putative TSE nodes suggested by the pMSMfold approach do not belong to the TSE.
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A. ZA/Z as progress coordinate
The cFEP projected onto the relative partition function ZA/Z has the advantage that the
first basin on the left (reference basin, usually the folded one) is isolated with its population
quantified by the x-axis value at the first barrier on the left. Other progress coordinates can
be used, e.g., the mean first passage time (mfpt).The advantage of the cFEP projection onto
mfpt is that rates of folding from individual basins are readable from the x-axis1. Note that
the cFEP is invariant with respect to arbitrary transformations of the reaction coordinate2.
B. cFEPs with other progress variable than mfpt
The progress coordinate (ZA/Z or mfpt) is used to project the cFEP, while the progress
variable is required to sort the nodes for the cFEP. For each node in the equilibrium transition
network (ETN) two progress variables can be evaluated: mfpt and pfold. Mfpt calculations
require the selection of only one node, i.e., the native node1. Alternatively, an extra node,
which is connected to all nodes in the network by a link weighted proportionally to a La-
grange multiplier λ, is needed in the pfoldf procedure to represent the unfolded state3. The
introduction of the extra node is a stratagem to circumvent the arbitrary selection of a node
as representative of the unfolded state. The results of this work are robust upon the choice
of the progress variable (see Figure S3).
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C. Supplementary Figures
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FIG. S1: cFEP with x-axis transformed into mfpt (black line). The pMDfold values (green circles)
refer to the right y-axis and are given for the same 34 nodes as in Fig. 3 of the main text (black
squares). The decay of pMDfold appears not as sharp as for ZA/Z because only few nodes populate the
region around 50ns, which is the average folding time of TSE structures (because half contribute
about 100 ns, and the remaining less than 10 ns)
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FIG. S2: Normalized histograms of pMDfold for the 34 nodes used for folding simulations. According
to these plots, pMDfold values of individual snapshots are peaked around the average value of the
respective node, indicating that the coarse-graining procedure applied here groups snapshots in a
kinetically homogeneous way.
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FIG. S3: Pfoldf-cFEP with an extra-node connected by a capacity λ =0.0013 (black line) and
the same selection of nodes as in Fig. 3 of the main text chosen for additional simulations (black
squares). pMDfold results for τcommit = 5 ns (blue) and τcommit = 10 ns (green) are essentially
identical. The similarity to the corresponding mfpt cFEP (Fig. 3A of the main text) indicates that
the procedure is robust upon variation of the progress variable. The similarity of mfpt and pfold
profiles is expected, because both encode for kinetic distance to the native state and the equation
system for analytical calculation of mfpt and pfold from the ETN differs only in the explicit time
dependence of the former1.
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FIG. S4: Dependency of pMDfold (A) and p
N
fold (B) on τcommit. The same plot as Fig. 3 in the main
text, but with τcommit = 5 ns (blue circles) and τcommit = 10 ns (green circles). The results are
almost identical.
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FIG. S5: The 26 native contacts were defined in Ref.4. Nodes whose structures have Q > 19 in
average were defined as folded, those with Q < 5 as unfolded.
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FIG. S6: Results of the Markov state model with rmsd-based definition of boundary states. (Top)
Nodes with an average of rmsd < 2.5 A˚ from the native structure were defined as folded, those
with rmsd > 5.5 A˚ as unfolded. (Bottom) The plots corresponding to Figure 3D (left) and 6D
(right) of the main text show that some of the unfolded nodes have pMSMfold > 0.5 and putative TSE
structures are suggested far away from the barrier, respectively.
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FIG. S7: Correct TSE (A) and putative TSE determined by pNfold (B), and p
MSM
fold (C-F). Nodes with
0.45 < pfold < 0.55 and 20 or more snapshots are shown (green circles). (A) Values of p
MD
fold were
calculated using τcommit = 10 ns. (B) Values of p
N
fold were calculated using τcommit = 5 ns (blue
circles) or τcommit = 10 ns (green circles). One of the two profiles is shifted vertically for visual
clarity. (C-F) Different representatives of the denatured state (red circles) are used as boundary
condition pMSMfold = 0. The profiles are shown to illustrate that most of the putative TSE structures
suggested by the pMSMfold approach do not belong to the TSE.
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FIG. S8: It is not possible to extract the TSE from conventional histogram-based projections of
the free energy onto geometric progress variables. The arrows show the location on the surface of
the snapshots used for pMDfold calculations (Figure adapted from
5).
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Abstract
It is difficult to investigate folding kinetics by conventional atomistic simulations of proteins.
The replica exchange molecular dynamics (REMD) simulation technique enhances conforma-
tional sampling at the expenses of reduced kinetic information, which in REMD is directly
available only for very short time scales. Here, we propose a procedure for obtaining kinetic
data from REMD by making use of the equilibrium transitions network (ETN) sampled at the
temperature of interest. This information is supplemented by mean folding times extracted
from ETNs at higher REMD temperatures and scaled according to the Arrhenius equation.
The procedure is applied to a three-stranded antiparallel β-sheet peptide which has a very het-
erogeneous denatured state with a broad entropic basin and several enthalpic traps. Despite
the complexity of the system and the REMD exchange time of only 0.1 ns, the procedure is
able to estimate folding times (ranging from about 0.1 µs at the melting temperature of 330 K
to about 8 µs at 286 K) as well as transition times from individual non-native basins to the
native state.
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Abbreviations:
ETNA: equilibrium transition network and Arrhenius-equation; REMD: replica exchange
molecular dynamics; NC: native component of the ETN; CTMD: constant temperature
molecular dynamics; cFEP: cut-based free-energy profile
I. INTRODUCTION
Molecular dynamics (MD) and Metropolis Monte Carlo are simulation techniques
widely used for Boltzmann-weighted (i.e., equilibrium) sampling. In principle, the main
advantage of MD simulations is the correct description of the dynamics because the
time-behavior of the system is not characterized in detail by Monte Carlo sampling [1].
In practice, because of the many degrees of freedom in the (poly)peptide chain and
the related complexity of the free-energy landscape it is very challenging to sample the
conformational space of peptides and proteins by standard MD techniques, which have an
inherently ”slow” time step of about 1-2 fs. At low temperatures, MD simulations can get
trapped and sample mainly the starting basin. At high temperatures, on the other hand,
the accessible phase space increases dramatically and not all possible conformations are
visited. A number of simulation techniques have been introduced to enhance the sampling
of the conformational space [2–4]. At the same time, the availability of hundreds to
thousands of processors has been exploited by intrinsically parallel jobs like distributed
computing [5, 6] and loosely coupled MD simulations [7]. Because of the significant time-
scale gap between the actual folding process (microseconds to seconds) and simulation
length (nanoseconds), it is not possible to extract folding kinetics directly from distributed
computing simulations [6, 8]. In this context, Markov chain models have been applied
to determine transition probabilities between a small number (usually less than 100) of
coarse-grained states from multiple short MD runs [9–11] but the development of an
automatic procedure to cluster the MD snapshots into kinetically distinct states is a
major obstacle and an active area of research [12–15].
One simulation technique widely used to enhance sampling is replica exchange MD
(REMD). In REMD several non-interacting copies of the system are evolved in parallel
over a range of temperatures [16]. The values of temperature are exchanged periodically
using a Metropolis-like criterion that ensures sampling of the canonical ensemble at each
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of these values. REMD is more efficient than constant temperature MD (CTMD) for
equilibrium sampling, in particular at low temperatures as shown for peptide folding [17]
and aggregation [18]. However, the REMD sampling consists of many discontinuous
segments of trajectory, which cannot be used straightforwardly to analyze the kinetics
on relevant time scales.
Four approaches to the extraction of kinetics from REMD have been published. Andrec
et al. have proposed a network model, in which links represent allowed conformational
changes between states according to a geometrical similarity criterion, and each snapshot
is a node of the network. Sampling at different temperatures is combined according to the
kinetic energy of states [19]. Van der Spoel and Seibert assumed a two-state model and
fitted the four parameters of a rate equation by employing the fraction of native folded
species along a heterogeneous set of 16 REMD and 4 CTMD trajectories of a β-hairpin
decapeptide [20]. Yang et. al approximate the folding process by Langevin dynamics
along a one-dimensional reaction coordinate R with effective random forces and diffusion
coefficient (as a function of R) extracted from REMD [21]. Their approach requires
the a priori definition of a one-dimensional reaction coordinate for folding which almost
always masks the hidden complexity of the folding process [22–24]. This complexity
is also masked in the two-state assumption of van der Spoel and Seibert. Recently,
Buchete and Hummer have proposed a procedure to extract rates from the number of
transitions, on the time scale of replica exchanges, by calculating the rate coefficients of
a master equation using the maximum likelihood technique [14, 25]. They applied this
procedure to the blocked alanine pentapeptide in explicit water (which was coarse-grained
into 32 states according to a 5-bit string of residue helicity) but concluded their letter
by explicitly mentioning that the application to protein folding might ”pose a major
challenge” because of the large number of states [14].
Here, we present a procedure for extracting kinetics from REMD which can be ap-
plied to systems more complex than those mentioned above, e.g., peptides and proteins
simulated at atomistic resolution. First, the equilibrium transitions network (ETN) is
constructed for each value of the temperatures used in REMD. More precisely, the ETN
is the capacitated graph whose nodes and links represent coarse-grained microstates and
transitions, respectively, sampled in the short segments at constant temperature. The
ETN often consists of several disconnected components because of the short trajectory
124
Muff and Caflisch, Extracting folding kinetics from REMD simulations by ETNA 4
segments between replica exchanges and due to free-energy barriers separating states.
Within each component an equilibrium phase-space distribution at the respective tem-
perature is sampled because of the canonical-ensemble sampling within the REMD seg-
ments. An important aspect of the procedure for extracting kinetics from REMD is that
the ETN can be treated as a Markov state model, implying that Monte Carlo simula-
tions on the network reproduce the correct dynamics within each component. To estimate
folding rates at each temperature, mean folding times (mfts) are computed as in [26, 27]
on the ETN component that is connected to the native state. Finally, the Arrhenius
equation and the sampling at high temperatures are used to extract kinetics for the
low temperature nodes that are disconnected from the NC of the ETN (Figure 1). The
procedure is termed ETNA because of the combination of the ETN and the Arrhenius
equation. Moreover, thanks to the thermodynamically correct sampling from the REMD
trajectories and the integration of short REMD segments into ETN components, it is pos-
sible to extract correct populations of enthalpic free-energy basins from the analysis with
cut-based free-energy profiles (cFEPs), which is a method for grouping conformations
according to (local) transitions at equilibrium [28].
ETNA is applied to the miniprotein called Beta3s [29] whose native structure corre-
sponds to a three-stranded antiparallel β-sheet consisting of two β-hairpins [30]. Beta3s
has been shown to fold to the native structure determined by NMR [30] in molecular
dynamics simulations with the CHARMM polar hydrogen molecular mechanics potential
energy function supplemented by a simple implicit solvent model [29]. Since folding sim-
ulations of Beta3s are very fast close to its melting temperature of 330 K (folding time of
about 0.1 µs, which requires roughly 18 hours on a single core of a XEON 2.33 GHz), many
studies have been made to elucidate its folding mechanism [15, 17, 23, 27, 29, 31, 32].
ETNA is able to extract from REMD overall folding times of Beta3s, as well as folding
times from individual basins in the unfolded state, that are in good agreement with the
corresponding values obtained by multiple CTMD folding runs started from the dena-
tured state ensemble at 286 K. Therefore, kinetics on time scales five orders of magnitude
longer than the REMD segments are accessible, as the REMD exchange time was only
0.1 ns and the folding time of Beta3s is about 8 µs at 286 K.
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II. THEORY
A. Equilibrium transition network (ETN) from REMD segments at constant
temperature
The trajectory segments collected in REMD simulations at a given temperature are
much shorter (picoseconds) than the time scales of large conformational transitions or
folding (microseconds to seconds). The length of the segments depends on the frequency
of the swapping attempts and their acceptance ratio, which is usually 25-30%. These
segments of trajectory are between three and six orders of magnitude shorter, depending
on the temperature, than the folding time of a structured peptide or a small protein. The
essential idea of ETN is to extract kinetics from the integration of all REMD segments
at the same temperature. For complex systems, the ETN at each temperature consists
of several disconnected parts, one of which contains the native state and is termed native
component (NC) hereafter. The NC is usually the largest component, but its size can
be reduced at very low temperature due to large free-energy barriers between states, as
well as at high temperature (above 307 K for Beta3s, see Results) because sampling is
not sufficient to fully connect the large accessible space, especially in the presence of
entropy-dominated regions.
There are two important conditions on the ETNs. First, the individual ETN compo-
nents must fulfill the property of Markov state models. Markovianity depends on the way
how snapshots are grouped into nodes and on the lagtime of the transitions. The second
condition is that all components represent locally the correct connectivity and population
of states, i.e., that the ETN assembled from REMD sampling is indistinguishable from
the corresponding portion of the ETN from converged CTMD simulations. This requires
that the REMD exchange time is long enough for establishing local connectivity.
Note that for an ETN generated by the combination of thousands of short trajectories,
like in REMD, it is important to symmetrize the transition matrix (i.e., impose detailed
balance) by replacing the absolute number of transitions nji from node i to node j by
cji =
nji+nij
2
. Such an enforced detailed balance is allowed only if the REMD simulations
are long enough to reach equilibrium at all temperatures. While this step is helpful (but
not essential) for long equilibrium trajectories [28], it is necessary for ETNs extracted
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from REMD to avoid dead-ends. A dead-end may arise when the trajectory is interrupted
because of a temperature swap, leaving the last visited node without a next neighbor.
Such nodes are problematic if transition times are calculated by solving the respective
master equation on the ETN (see next subsection).
B. Mean folding time calculation on the NC at constant temperature
The mean folding time (mft) is the mean first passage time to the native node. Given
the transition probability pij between nodes j and i (with pij = cij/
∑
k ckj), the mft
for a node i in the NC at a given temperature is the solution of the equation system
mfti = ∆t +
∑
pij ·mftj , which can be determined by iterative multiplication [26, 27].
∆t is the lagtime time of the Markov state model. Solving the equation system allows
the calculation of the mft from nodes in the NC that actually never fold within any of
the short REMD segments. On the other hand, it is not possible to calculate the mft of
nodes not belonging to the NC. For snapshots in non-NC nodes, the Arrhenius-scaling
approach (ETNA) is introduced as follows in the next subsection.
C. Scaling folding times using the Arrhenius equation
An essential aspect of the ETNA procedure is the use of the Arrhenius equation and
high-temperature sampling to extract kinetics at low temperature for microstates that
do not belong to the NC. Assuming both the pre-exponential factor A and the activation
energy to exit from a minimum of interest Ea to be temperature independent, the ratio
of folding rates from the respective basin ki at different temperatures T1 and T2 is
k2
k1
=
Ae
− Ea
RT2
Ae
− Ea
RT1
= e
Ea
R
(1/T1−1/T2)
⇒ τ1 = τ2 · e
Ea
R
(1/T1−1/T2) . (1)
In a first approximation, Ea/R can be taken as a universal constant of the system and
extracted by a linear fit of the 1/T vs. ln(k) plot of unfolding rates at several temper-
atures. Note that this assumption of universality for Ea/R is invalid if folding barriers
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from different non-native regions are very heterogeneous or very different from the un-
folding barrier, but a more general theory with multiple scaling factors can be derived in
a straightforward way.
The Arrhenius equation is an approximation that ignores entropic contributions. Using
the Eyring equation from transition state theory, the ratio of reaction rates can be written
as
k2
k1
=
T2
T1
· e(−∆GRT2 −−∆GRT1 )
=
T2
T1
· e(
−∆H+T2∆S
RT2
+
∆H−T1∆S
RT1
)
=
T2
T1
· e(−∆HR ( 1T2− 1T1 )) .
Thus, under the simplifying assumption that ∆H and ∆S are temperature independent,
the entropic contribution T∆S cancels in the ratio of rates even when the Eyring approach
is used. Moreover, the ”pre-factor” T2/T1 is close to 1.0 for similar temperatures, as they
are usually employed in REMD simulations. Therefore, the use of the (simpler) Arrhenius
equation is justified.
As mentioned above, the scaling of folding times according to the Arrhenius equation
comes into play because at low temperatures the ETN from REMD is usually split into
disconnected pieces due to high free-energy barriers that separate basins (Figure 1).
Therefore, folding times from outside the NC at a low temperature of interest (T1) cannot
be calculated directly on the ETN. When the temperature of a replica is swapped to the
next higher temperature (T2) in the REMD simulation, the trajectory moves to the ETN
at T2. If nodes of the ETN at T2 are visited, the mft of the closest (in time) node is
scaled to T1 according to the Arrhenius equation (1) and the snapshots in the previous
T1 segment are assigned an mft. If the procedure is not successful for T2, the next
temperature T3 is considered and so on. If between two T1 segments the system does not
visit the NC at any other temperature, it is not possible to assign mfts to the previous T1
segment. Those snapshots remain unassigned and are therefore ignored. Note, however,
that the scaling of folding kinetics with ETNA is valid only in temperature ranges where
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folding times follow the Arrhenius law. If a temperature TA is known, where the system
starts to show an anti-Arrhenius behavior, the data with T > TA must be discarded from
the analysis. Hence, the snapshots in a T1 segment are ignored if no NC at a temperature
between T1 and TA is visited before the system continues to T > TA.
Figure 1 illustrates the ETNA algorithm for the case where nodes at T3 are used to
scale a fragment of the trajectory at T1. The mft of the first of these T3 nodes is used to
calculate the theoretical mft of the last T1 snapshot (mft1), taking into account also the
effective time τ2 spent in the segment at T2, mft1 = mft3 ·eEaR (1/T1−1/T3)+τ2 ·eEaR (1/T1−1/T2),
where mft3 was previously calculated by solving the system of equations at T3. Since a
snapshot cannot have a mean folding time, but only one value originating from one folding
event along the trajectory, the folding time τ assigned to the last T1 snapshot is chosen
randomly according to the exponential distribution around mft1 as P (τ) = k · e−kτ with
k = 1
mft1
. This last step is essential in order to obtain, in addition to the average value,
a cumulative folding time distribution, which is used later for analysis. All remaining T1
snapshots in the considered segment are assigned a folding time exponentially distributed
around mft1+i·∆t, with i being the number of timesteps backward from the last snapshot
in the segment, and ∆t the lagtime of the model. Note that with this procedure the
mft scaling from higher temperature to the reference temperature is done separately for
every snapshot in nodes not connected to the NC of T1. Therefore the ETNA approach is
different from pure Arrhenius-based methods [20], because each snapshot is assigned an
individual folding time value, which depends on the route the system takes for folding.
D. Cut-based free-energy profiles (cFEPs)
The cFEP approach was first introduced in [28] and further developed in [27]. For a
node i in the ETN the partition function is Zi =
∑
j cij where, as mentioned above, cij is
the symmetrized number of transitions between nodes j and i. If the nodes of the network
are partitioned into two groups A and B, then ZA =
∑
i∈A Zi, ZB =
∑
i∈B Zi, ZAB =∑
i∈A,j∈B cij and the free energy of the barrier between the two groups is −kT log(ZAB/Z)
with Z being the partition function of the full network (Figure 2). The cFEP has the
advantage with respect to the projections onto geometric coordinates that barriers are
preserved [28]. In particular, the relative partition function ZA/Z includes all pathways
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to and from the state of interest (e.g., the folded state). The cFEP method groups
conformations according to equilibrium kinetics. Their application to components of
the ETN is possible, because transitions from constant temperature segments establish
locally the correct connectivity. Therefore, the profiles of ETN components are expected
to be identical to those that would be extracted from equilibrium sampling. The cFEP
analysis was performed with the program WORDOM [33], which is particularly efficient
in handling large sets of trajectories. Here, only cFEPs with mft as progress variable are
used. Values of mft for individual nodes are calculated as explained above.
E. Isolation of free-energy basins
Since the ETN constructed from REMD segments at constant temperature yields
multiple disconnected components, it is not possible to obtain the complete cFEPs, i.e.,
the profile up to ZA/Z = 1. However, the majority of nodes within a given free-energy
basin belong to the same component of the ETN, at least if relaxation in the basin is as
fast as the minimal length of the segments, which ensures that different REMD segments
are connected through their visits to some of the highly populated nodes. Therefore,
the procedure to extract basins from the cFEP remains the same as for the NC, where
unfolding cFEPs from a node in the basin of interest (usually its most visited node) are
plotted. The nodes lying on the left of the cut at the first barrier make up the basin.
III. APPLICATION OF ETNA TO BETA3S
A. Molecular dynamics simulations
All simulations and part of the analysis of the trajectories were performed with the
program CHARMM [34]. The designed 20-residue peptide Beta3s [30] was modeled by
explicitly considering all heavy atoms and the hydrogen atoms bound to nitrogen or oxy-
gen atoms (PARAM19 force field [35] with the default cutoff of 7.5 A˚ for the nonbonding
interactions). A mean field approximation based on the solvent accessible surface (SAS)
was used to describe the main effects of the aqueous solvent on the solute [36]. It was
shown previously using exactly the same SAS-based implicit solvent model that at 330 K
Beta3s folds reversibly to its NMR conformation irrespective of the starting structure,
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and importantly, 23 of the 26 NOE restraints are satisfied [29]. Despite the absence of
collisions with water molecules, in the simulations with implicit solvent relative rates
of folding of structured peptides are comparable with the values observed experimen-
tally [37–39]. Importantly, the small variations in total SAS and radius of gyration
during folding of Beta3s at 330 K [31] suggest that the lack of solute/solvent friction
does not have a significant effect on pathways and kinetics.
B. REMD setup
In the present simulations, eight replicas were run with temperatures (in K) of 286, 307,
330, 355, 382, 411, 442, and 476 for a simulation time of 11 µs each. Swapping attempts
between replicas were performed every τswap=0.1 ns with an acceptance ration of about
25% and thus most REMD segments are 0.1-1 ns long. The Berendsen thermostat was
used with a much shorter coupling constant of 5 ps to allow the temperature of the system
to relax between two swapping attempts. Frames were saved with a frequency of 20 ps
and therefore a REMD segment contains at least 5 consecutive snapshots before a new
temperature is accepted. The low swapping- vs. saving-frequency was chosen in order to
let the system sample local transitions, which are the essential ingredient in the method
presented here.
C. CTMD folding runs at 286 K and 307 K
It is computationally prohibitive to obtain reversible folding-unfolding of Beta3s by
CTMD at low temperature. Therefore, 750 CTMD folding runs at 286 K and 250 at
307 K were performed for comparison with REMD. Starting conformations were chosen
uniformly distributed over the denatured state ensemble in the REMD segments at 286 K
and 307 K (see subsection II E for definition of the native basin). Folding is defined
by all-atom rmsd ≤ 2.5 A˚ from the snapshot in the center of the folded node in the
REMD sampling at the respective temperature, as identified by the leader algorithm [40].
Therefore, a folding event is defined through the same structural constraints in both the
CTMD folding runs and REMD. The CTMD simulations were stopped upon folding or
after 10 µs, even if the folded state was not reached because of the large computational
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cost (about 300 days on a 200-CPU cluster). Note that 164 out of the 750 and 28 out
of the 250 CTMD runs at 286 K and 307 K, respectively, did not fold within 10 µs.
Nevertheless, the 10 µs could be included in the cumulative folding time distribution
f(t) =
∫∞
t
p(τ)dτ , because f(t) is the probability that a folding event requires at least
time t.
D. The Markov state model of Beta3s
It is necessary to coarse-grain the snapshots because each conformation is visited only
once; in other words, any trajectory, per se, is nothing but a long string of coordinate sets.
There are several meaningful ways for clustering individual coordinate sets in the tra-
jectory to obtain coarse-grained microstates (nodes is used a synonymous in this paper),
and different ones are likely to be most useful for different types of analysis. For a struc-
tured peptide like Beta3s or a β-hairpin, rmsd and secondary structural coarse-graining
are obvious possibilities [22, 23, 41]. The coarse-graining used in this work is the leader
algorithm based on the all-atom rmsd [40] with a cutoff of 2.5 A˚. Note that nodes in the
ETN with only one or two neighbors (i.e., one incoming and/or one outgoing neighbor)
were grouped to their outgoing neighbor. This regrouping is justified because the future
of such nodes within a trajectory is completely determined, i.e., no information is erased
through their regrouping. Upon rmsd coarse-graining and regrouping the following num-
bers of nodes were found: 4’183 (at 286 K), 11’611 (307 K), 26’719 (330 K), and 38’445
(355 K). These nodes are the states of the Markov state model (i.e., the ETN), and the
lagtime was set to ∆t=20 ps. Figure 3 contains a comparison of folding dynamics from
the CTMD simulations and from the corresponding Markov state model at 330 K. There
is a very good agreement for the overall dynamics, as well as for folding distributions
from various metastable states, indicating that the Markov assumption holds.
E. The Arrhenius fit
As explained in the Methods section, the parameter Ea/R for the fit of the Arrhenius
plot can be calculated from unfolding rates at different temperatures (Figure 4). The
simplest way to obtain rates is by estimating them from the ETN of a CTMD simulation.
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Unfolding rates were extracted as the average time the system spends in the folded state
before exiting from it, where the folded state is defined from the cFEP of the considered
temperature by cutting at the first significant barrier in the profile (Figure 5) [27, 28].
Unfolding rates extracted with this procedure are shown as squares and fitted by the
solid line in Figure 4a, from which the slope Ea/R = 6730 K was extracted.
It is also possible to approximate unfolding rates directly from the REMD data. This
approach can be especially useful if equilibrium or unfolding simulations are too expen-
sive, e.g., for large systems or if the unfolding barrier is very high. The procedure to
estimate the rates is the same as for CTMD, with the only difference that the ETN is
constructed from REMD (and not from CTMD) data and only the NC can be used.
Figure 4a contains the rates estimated on the CTMD and REMD ETNs, where the slope
Ea/R = 9640 K is obtained by fitting the latter. Figure S2 in Supp. Mat. shows that the
main results obtained by ETNA are robust with respect to the type of simulations used
to extract the value of Ea/R, implying that the REMD data is sufficient and no costly
CTMD simulations to estimate unfolding rates are needed.
Interestingly, rates to exit other enthalpic basins can be fitted with similar Ea/R
(Figure 4b and c), which means that the differences in activation energy to leave enthalpic
basins of Beta3s are relatively small. Therefore, the approximation of using the activation
energy for unfolding as a representative barrier to leave any enthalpic basin of the system
is valid in the application of the ETNA procedure to Beta3s.
F. cFEPs from REMD data at individual temperatures
The profiles from the ETN at each of the four lowest REMD temperatures are shown
in Figure 5. These cFEPs represent only the NCs of each ETN, and include the indicated
portions of the sampled conformational space. A comparison of the same profiles with
the results from CTMD simulations at 330 K, 355 K and 382 K shows a remarkable
similarity up to the first significant barrier (Supp. Mat. Figure S6), which indicates that
the ETN from REMD sampling contains indeed the correct connectivity information.
At 286 K and 307 K the main contribution originates from the native basin (with
a weight of 60.6% and 54.3%, respectively). At higher temperatures the native state
shrinks. Only 37.8%, 16.8%, and 1.3% remain native at 330 K, 355 K, and 382 K,
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respectively. Thus, even though the absolute size of the NC decreases for temperatures
above 307 K, more non-native basins belong to the NC with increasing temperature.
G. Removal of entropic effects
Beta3s is known to spend about one third of its time in an entropic region at 330 K, i.e.,
in a non-native region with heterogeneous structures stabilized mainly by entropy [27].
Even in a 20-µs equilibrium simulation at 330 K this entropic region suffers from incom-
plete sampling and the majority of the nodes is visited only once or a few times [15, 23].
The entropic fraction increases dramatically at higher temperatures. The insufficient
sampling of these regions introduces large errors to the ETN. Therefore, most parts of
the entropic regions were ignored for calculations on the ETNs and only the well sampled
portion, corresponding to the enthalpic basins, was used to be consistent with the Arrhe-
nius equation, which is valid for enthalpic barriers. Figure 5 shows how this selection was
carried out for different temperatures with the help of the information from the cFEPs.
At 286 K and 307 K no entropic contribution is present and all nodes were considered.
At 330 K and 355 K, the cFEPs (solid lines in Figure 5) show pronounced minima which
represent the enthalpic basins. After the last enthalpic basin along the ZA/Z coordinate,
the cFEPs are clearly entropy-dominated, as can be seen from their rough shape which
indicates insufficient sampling. All nodes above the threshold indicated in the profiles
were discarded. The removal of these regions at high temperature does not bias the
scaling of the kinetics by ETNA from high to low temperature, since a very small part of
the free-energy surface is entropic at low temperature. In addition, temperatures higher
than 355 K were not used in the application of the ETNA procedure to Beta3s, because
there the folding rate shows a clear anti-Arrhenius transition according to Figure 6, i.e.,
TA (see subsection IIA) was chosen as 355 K.
H. Free-energy basins
All significantly populated free-energy basins with enthalpic stabilization could be de-
termined from different ETN components. cFEPs from various basins that belong to
different components at 286 K and 330 K are given in Supp. Mat. Figures S4 and S5,
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respectively. States at different temperature are considered to correspond to each other if
the most populated DSSP secondary structure string [43] (first column in Table I) is the
same. This comparison ensures that the bottom of the corresponding basins contain sim-
ilar conformations, but it clearly does not imply that the basins are completely identical
and such an assumption is not used anywhere in this work. Populations extracted from
the cFEPs are presented in Table I. At 330 K the thermodynamics can be compared to
those from a 20-µs equilibrium CTMD simulation. The results are in high agreement, ex-
cept for the Ch-curl1 enthalpic trap, which was visited only once in the CTMD trajectory
and therefore has a large error. The high agreement between CTMD and REMD thermo-
dynamics, both extracted by the cFEP approach, is not trivial because the cFEP method
is based on the information of the equilibrium transitions between states, whereas REMD
samples the correct ensemble of conformations, but only local transitions. Therefore, the
use of cFEPs is only possible if transitions at constant temperature are sampled, as it is
the case here because the REMD swapping frequency was chosen lower than the saving
frequency of conformations.
I. Folding time estimates from REMD
The cumulative folding time distribution from nodes outside the native basin at 286 K
is shown in the top left panel of Figure 7. The red control distribution from the 750
CTMD folding runs can be fitted between 1 and 10 µs with e−t/7.76µs. Within the same
interval, folding kinetics extracted from REMD with the ETNA procedure scale almost
identically as e−t/7.78µs. As a comparison, if only the non-native part of the NC is used,
i.e., if the Arrhenius-scaling is not applied, the ETN of REMD would suggest a folding
time of roughly 0.7 µs and therefore underestimates the real folding kinetics by one order
of magnitude. Note that the ETNA procedure is able to scale only folding times from a
fraction of all snapshots outside of nodes from the NC, because if no NC-node from the
network of a temperature between T1 and TA is visited before the replica continues to
T > TA (see Methods), all snapshots of the previous T1 segment are ignored. At 286 K
only 20.5% of the snapshots from nodes outside the NC could be assigned a folding time
with ETNA. This result implies that the scaling of even a small fraction of folding kinetics
is sufficient to yield correct overall rates.
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At 330 K (Figure 7, bottom left), the CTMD kinetics were fitted for values up to 600 ns
with e−t/158ns, while the ETNA-scaled times are only moderately faster (e−t/143ns). The
folding times for trajectories starting from the ETN (i.e., only considering the NC) are
distributed as e−t/134ns, thus unlike at 286 K, the application of the Arrhenius-based
scaling of rates from different temperatures has almost no effect at 330 K. Similar cu-
mulative folding time distributions are obtained by ETN and ETNA because at higher
T the non-native regions of the NC are significantly populated, which reduces the effect
of the Arrhenius scaling. According to Figure 7, the NC-ETN at 355 K and even the
one at 307 K are sufficient to reveal approximately correct folding rates. Note that, since
folding times from high temperatures are used to scale rates at low temperatures with
ETNA, the availability of correct folding times from at least one higher temperature is
necessary to obtain correct folding kinetics at low temperature.
In addition to overall folding time distributions, kinetics from individual basins were
estimated at 286 K and 330 K (Table I). For basins belonging to the NC at the respective
temperature, it is not necessary to use Arrhenius scaling to estimate folding times because
values of mft can be calculated directly on the NC. In contrast, the mft of basins not
belonging to the NC have to be evaluated with the Arrhenius approach. Due to the
assignment of folding times to individual snapshots with ETNA, often even only a portion
of all snapshots belonging to nodes of a basin can be scaled. This problem is severe in the
case of Ch-curl1, for which less than 5% could be assigned a folding value. In such a case
the folding time estimate is very inaccurate and it can be helpful to plot the cumulative
folding time distribution. The latter does not contain all details of the folding kinetics,
but is in return less sensitive to noise and statistical errors than plain distributions [42].
Therefore, the exponential fit to the former was used to estimate the folding kinetics from
all basins (Supp. Mat. Fig. S5).
Similarly, the statistics harvested for individual basins from the 286 K CTMD folding
runs are relatively low, because starting points of the 750 runs were distributed over all
basins. Nevertheless, deviations between folding times from individual basins obtained
with REMD or CTMD might originate from low statistics, yet the values lie within
the same order of magnitude. The exception is Cs-or at 286 K, which exemplifies the
main caveat of the ETNA approach. The Arrhenius equation approximates only the
enthalpic contribution of barriers. Therefore, the folding time scaling of entropically
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stabilized regions of the free-energy landscape is not valid. Due to the considerable
entropic stabilization of the Cs-or basin, which was reported earlier [27] and emerges also
from a comparison of its statistical weight at 286 K (0.7%) and 330 K (5.3%), the scaling
of the folding time at 286 K overestimates by one order of magnitude the mft from the
CTMD simulations (Table I).
IV. CONCLUSIONS
ETNA (equilibrium transitions network and Arrhenius scaling) is a procedure to ex-
tract kinetics from REMD simulations. At each of the REMD temperatures, the proce-
dure makes use of the network whose nodes and links are the clustered snapshots and the
transitions observed in the short REMD segments, respectively. These networks consist
usually of a component that includes the native state and several disconnected compo-
nents. An essential element of ETNA is the use of the Arrhenius equation for scaling
mean folding times of nodes at temperature values higher than the temperature of inter-
est. In this way, folding times at the latter temperature can be estimated for the nodes
that are not connected to the native component. The use of the Arrhenius equation is
the main difference between the ETNA procedure and a previously published approach
based on the distribution of the kinetic energy [19].
There are three conditions to apply the ETNA procedure. First, each component
must fulfill the properties of a Markov state model. Second, the REMD segments should
be long enough (i.e., the temperature-swapping frequency low enough) to allow for local
transitions to take place at constant temperature in REMD, so that the ETN components
at each REMD temperature are locally indistinguishable from the ETN obtained by a
long CTMD simulation.. Third, it is assumed that the scaling in terms of the Arrhenius
equation is appropriate, i.e., the free-energy basins are mainly enthalpic, so that the mean
folding rate of a node is essentially identical to the corresponding rate constant for the
entire basin. However, folding rates from different basins do not necessarily have to be
identical and an adaptive scaling approach might be derived in the future.
ETNA was applied to extract folding kinetics at low temperature from a REMD sim-
ulation of Beta3s, a three-stranded antiparallel β-sheet peptide of 20 residues. Beta3s is
a challenging test system because of its complex denatured state, which consists of sev-
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eral enthalpic traps, a basin with fluctuating helical conformations, and a heterogeneous
entropic region at temperature values close to the melting temperature. Notably, overall
folding rates of Beta3s and folding times from mainly enthalpic non-native basins are
estimated correctly by ETNA. Moreover, the folding time of about 8 µs at 286 K is in
agreement with NMR data (4-14 µs at 283 K) [30].
We plan to apply ETNA to extract folding kinetics of small proteins simulated by
REMD with an efficient and accurate implicit solvent model [44]. Moreover, ETNA can
be employed to investigate the kinetics of other biologically relevant processes like large
conformational transitions involved in enzyme or receptor functions.
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Weight (%) Mft (ns)
Sec. str. string Name NCa REMD CTMD REMD CTMD
330 K
-EEEESSEEEEEESSEEEE- Native yes 37.8 37.1 – –
-EEEESTTEEEEESSEEEE- Ns-or1 yes 1.9 2.2 115 106
--EEESSSEEEEESSEEEE- Ns-or2 yes 3.6 2.7 126 109
--EESSSEEEEEESSEEEE- Ns-or3 yes 1.8 1.4 113 105
-EEEESSEEEEESSSEEEE- Cs-or yes 5.3 5.3 101 109
---SSGGG---EESSEETT- Ch-curl1 no 2.5 0.6 175 (4.2%)b 263
---SSGGG-EESSTTTTEE- Ch-curl2 no 1.4 1.2 N.A.c 201
286 K
-EEEESSEEEEEESSEEEE- Native yes 60.6 – –
-EEEESTTEEEEESSEEEE- Ns-or1 yes 3.1 705 2030
--EEESSSEEEEESSEEEE- Ns-or2 no 2.8 6330 (98.0%) 3170
--EESSSEEEEEESSEEEE- Ns-or3 no 0.5 6370 (100%) 6690
-EEE-STTEEEESSSEEE-- Cs-or no 0.7 13100 (96.4%) 970
---SSGGG---EESSEETT- Ch-curl1 no 7.5 8820 (4.4%) 5260
---SSGGG-EESSTTTTEE- Ch-curl2 no 4.0 N.A.c 7170
TABLE I: Comparison of populations and mft values from individual basins extracted from
REMD simulations by ETN(A) and the corresponding values obtained by CTMD. The basins
were identified with the cFEP approach and the DSSP secondary structure string [43] is the
most frequent in the basin. aSeveral non-native basins at 330 K are in the native component
(NC) of REMD, whereas the NC at 286 K consists of only the native basin and Ns-or1. Note
that the ETN or ETNA procedures were used for basins in the NC or outside of it, respectively.
All folding times were extracted from the fit of the respective cumulative folding time distri-
bution. bValues in parentheses are the fraction of snapshots to which a folding time could be
assigned by ETNA. cThe Ch-curl2 basin was disconnected from the NC at all temperatures and
therefore it is not possible to estimate its mft. Abbreviations: Ns-or, N-terminal strand out
of register and folded C-terminal hairpin; Cs-or, C-terminal strand out of register and folded
N-terminal hairpin; Nh-curl, curl-like conformation with folded N-terminal hairpin; Ch-curl,
curl-like conformation with folded C-terminal hairpin.
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FIG. 1: Illustration of the ETNA procedure for folding time evaluation of snapshots outside
of the NC at the temperature of interest. (Top) Whenever a disconnected REMD segment at
temperature T1 is visited (dashed nodes) the next segment in the time series of that replica
is considered (white nodes). In the example shown, only the second temperature increase to
T3 is successful in visiting snapshots belonging to nodes of the NC (black nodes). The details
of the procedure are given in the text. (Bottom) Schematic view of the main idea behind the
Arrhenius scaling approach. Folding time information extracted at high temperature is used
to estimate folding kinetics at low temperature. Each color and shape represents a free-energy
basin.
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FIG. 2: Schematic illustration of the cFEP procedure [27, 28]. (Left) Nodes of the ETN are
first sorted according to increasing mft. For each value mftc between 0 (node A) and Max(mft)
a value of the cut ZAB between nodes A and B is calculated. The set of nodes on the left
of the cut contains node A and all nodes with mft≤mftc, where ZA/Z is its relative partition
function. The green, red and blue nodes have consecutive values of mft in this simplified
illustration of the ETN. (Right) Relation between free-energy basins and the cFEP. Each solid
circle borders a basin, while concentric dashed circles represent values of mft. To illustrate the
cFEP, ∆G=−kT log(ZAB/Z) is plotted as a function of ZA/Z. Basins 1 and 2 overlap because
they have the same mft distance from the native state and are therefore not separated in the
unfolded part of the profile.
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FIG. 3: Cumulative folding time distribution as extracted directly from the 330 K CTMD
simulation (circles) and from the corresponding ETN, which is treated as a Markov state model
(triangles). The folding dynamics from the non-native ensemble (top left) and from specific
metastable states (top right and bottom) can be reproduced by the model, which is a very
strong indication that the Markov assumption is justified for the lagtime of 20 ps used here.
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FIG. 4: Temperature dependence of rates to exit enthalpic basins. (A) Unfolding rates estimated
by Monte Carlo runs on the ETN of the CTMD simulations (squares) and the ETN of the NC
from individual REMD temperatures (triangles). The estimates for the Arrhenius constant
Ea/R (Eq. (1)), which is used to scale the kinetics at different temperatures, can be extracted
from the linear fit of unfolding rates. (B) Exiting rates from the Ns-or2 basin. (C) Exiting rates
from the Cs-or basin. Activation enthalpy values to exit individual basins are similar, justifying
the use of only one Arrhenius constant in the ETNA approach.
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FIG. 5: Identification of enthalpic basins for Arrhenius scaling. At each value of the temper-
ature, the cFEP of the NC is shown by solid lines with ∆G values on the right y-axis. The
percentage values in parentheses represent the statistical weight of the respective NC. The plot
of mft as a function of the relative partition function ZA/Z is shown with dotted lines, and the
selection of the enthalpically stabilized part of the ETN is indicated by perpendicular lines in
black. The criterion was to include as many enthalpic minima as possible by cutting at the
point (crossing of perpendicular lines) where the roughness of the cFEP indicates insufficient
sampling, which is often the case in entropically stabilized regions. At 286 K and 307 K all
nodes of the NC were included, whereas only a subset was used at 330 K and 355 K to remove
entropic noise (see text for explanation). The mft cutoffs were chosen at 125 ns (330 K) and
55 ns (355 K). Interestingly, these cutoff values correspond roughly to the folding times observed
in the CTMD simulations.
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FIG. 7: The cumulative folding time distributions f(t) =
∫∞
t p(τ)dτ extracted from REMD
using the ETNA approach (black) or only from the NC of the ETN (blue) are compared to the
reference CTMD data (red). p(τ) is the probability density of the folding time distribution.
The CTMD data at 286 K and 307 K were extracted from 750 and 250 folding simulations,
respectively, started from the unfolded state ensemble. At 330 K and 355 K, equilibrium
CTMD simulations of 20 µs and 10 µs, respectively, were performed to compare the folding
time distribution to the REMD approach. The CTMD and ETNA curves at all temperatures
are in remarkable agreement. The use of only the NC of the ETN at 286 K yields a folding
time that is faster by a factor of ten, whereas for temperatures of 307 K or higher the use of the
Arrhenius scaling (ETNA) and only the NC (ETN) are almost identical to the CTMD results.
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FIG. S4: cFEPs from the three most populated REMD components at 330 K. Component 1 is
the NC.
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FIG. S5: Example fits to the cumulative folding time distributions from CTMD folding runs
(red) and from ETNA scaling (black).
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FIG. S6: cFEPs calculated from the REMD (black) and CTMD (green) simulation data. The
REMD-cFEPs show only the NC, whose relative size is the ZA/Z value of the rightmost black
data point. At very low temperature (top) the ETN from REMD is disconnected because of
high free-energy barriers. At high temperature (bottom), large entropic contributions have the
same effect. All ∆G values are in kcal/mol.
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Chapter 7
Local modularity measure
for network clusterizations.
[Phys. Rev. E, 2005, 72,056107]
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Conclusions and Outlook
The focus of the work in this thesis was directed to the development and
improvement of methods that help to understand the very complex behavior
of systems simulated at atomistic resolution. The huge number of degrees
of freedom complicates their analysis and it was shown many times that
arbitrarily selected progress variables are insufficient for describing the free-
energy surface appropriately [1–4].
One main conclusion of this thesis is that free-energy surfaces should
not be analyzed according to geometrical characteristics, but according to
(local) equilibrium transitions. A new method, the kinetic grouping analysis
(KGA) [5] was presented. KGA groups nodes (i.e., coarse-grained conforma-
tions) according to fast relaxation at equilibrium. The method was success-
ful in the identification of metastable states from an equilibrium simulation
of the three-stranded β-sheet peptide Beta3s [5] and from MD folding runs
of an α-helical peptide [6].
Another method discussed and further developed is based on cut-based
free-energy profiles (cFEPs) [7, 8]. The cFEP method was shown to fully
quantify the free-energy surface, including basins, barriers and the transi-
tion state of folding. Furthermore, the cFEP method was applied to the
description of constant temperature data extracted from replica exchange
molecular dynamics (REMD) simulations. The REMD method enhances
the sampling of the conformational space at low (physiological) tempera-
ture and reproduces correct thermodynamics, but not the kinetics, although
there have been some efforts in this direction [9–11]. One chapter of the the-
sis addressed the problem of kinetics extraction from REMD by combining
the equilibrium transition network (ETN) with an Arrhenius-based treat-
ment in order to scale high-temperature kinetics to lower temperature. The
approach was called ETNA.
The long-term aim is to apply the presented methods to the study of
larger and more realistic systems, in order to obtain insight into biologically
relevant processes of proteins. The root mean square deviation (rmsd) clus-
tering applied in some of the presented studies, however, is limited to small
systems, because by definition the rmsd is an average over all atoms included
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in the calculation. Therefore, interesting structural changes are likely to be
averaged out. A possible solution is to reduce the number of atoms by fo-
cussing only on the relevant subpart of the system that is involved in the
conformational change. This last approach was already successfully applied
to MD simulations of the aspartic protease β-secretase (BACE), where only
dynamical changes in the flap region were of interest. A similar analysis is
about to be applied to a large conformational transition of the B-Raf ki-
nase, where only a few residues, which are involved in the rearrangement of
a small loop, are considered.
164
Bibliography
[1] F. Rao and A. Caflisch. The protein folding network. J. Mol. Biol.,
342:299–306, 2004.
[2] S. V. Krivov and M. Karplus. Hidden complexity of free energy surfaces
for peptide (protein) folding. Proc. Natl. Acad. Sci. USA., 101:14766–
14770, 2004.
[3] F. Rao, G. Settanni, E. Guarnera, and A. Caflisch. Estimation of pro-
tein folding probability from equilibrium simulations. J. Chem. Phys.,
122:184901, 2005.
[4] A. Caflisch. Network and graph analyses of folding free energy surfaces.
Curr. Opin. Struct. Biol., 16:71–78, 2006.
[5] S. Muff and A. Caflisch. Kinetic analysis of molecular dynamics sim-
ulations reveals changes in the denatured state and switch of folding
pathways upon single-point mutation of a β-sheet miniprotein. Pro-
teins: Structure, Function, and Bioinformatics, 70:1185–1195, 2008.
[6] J. A. Ihalainen, B. Paoli, S. Muff, E.H. Backus, J. Bredenbeck, G.A.
Woolley, A. Caflisch, and P. Hamm. Alpha-helix folding in the presence
of structural constraints. Proc. Natl. Acad. Sci. USA., 105:9588–9593,
2008.
[7] S. V. Krivov and M. Karplus. One-dimensional free-energy profiles of
complex systems: Progress variables that preserve the barriers. J. Phys.
Chem. B, 110:12689–12698, 2006.
[8] S. V. Krivov, S. Muff, A. Caflisch, and M. Karplus. One-dimensional
barrier preserving free-energy projections of a beta-sheet miniprotein:
New insights into the folding process. J. Phys. Chem. B, 112:8701–8714,
2008.
[9] M. Andrec, A. K. Felts, E. Gallicchio, and R. M. Levy. Protein fold-
ing pathways from replica exchange simulations and a kinetic network
model. Proc. Natl. Acad. Sci. USA., 102:6801–6806, 2005.
165
[10] S. Yang, J. N. Onuchic, A. E. Garcia, and H. Levine. Folding time
predictions from all-atom replica exchange simulations. J. Mol. Biol.,
372:756–763, 2007.
[11] N.-V. Buchete and G. Hummer. Coarse master equations for peptide
folding dynamics. J. Phys. Chem. B, 112:6057–6069, 2008.
166
Acknowledgments
This work was only possible thanks to the fantastic support by Prof. Amedeo
Caflisch, who put a lot of confidence in my work since the very beginning.
I also thank Prof. Ben Schuler, for being part of my PhD committee and
contributing interesting thoughts during my seminars.
Many people of the group have added a piece to the mosaic of this the-
sis. Special thanks go to Francesco Rao, who guided me through my first
year. Great computer support was given by Urs Haberthu¨r, Francesco Rao,
Fabian Dey and Philipp Schu¨tz. Michele Seeber is acknowledged for pro-
viding the analysis program WORDOM and helping me to implement new
functions. I thank Franc¸ois Marchand for being patient sharing the office
with me during four years. All the rest of the group provided a very friendly
and helpful environment.
I thank Sergei Krivov and Martin Karplus for a very kind and exciting col-
laboration.
Special thanks go to my parents, Frieda and Hans Muff, who supported me
during all my life, and my partner Emil.
167
168
Curriculum Vitae
MUFF Stefanie
born 5th November 1978 in Schwyz, Switzerland
Swiss citizen
Education
May 2004–now Ph.D. thesis at the Department of Biochemistry, Univer-
sity of Zurich.
April 2008 Final examination for the Diploma of ”Ho¨heres Lehramt”
(teaching diploma) in Mathematics
October 2003 Final diploma examination, passed with highest honors
1998–2003 Studies of Mathematics at the University of Zurich
1993–1998 Kantonsschule Kollegium Schwyz, specializing in natural
sciences
169
170
Appendix A
WORDOM manual (KGA
and cFEPs)
A.1 Kinetic Grouping Analysis (KGA)
KGA can be used for the identification of free-energy basins, not accord-
ing to geometrical characteristics (such as the fraction of native contacts or
RMSD from the folded structure) but rather according to fast relaxation at
equilibrium. More explicitly, two coarse-grained conformations are grouped
if along the MD trajectory their snapshots interconvert in more than 50%
of the cases within a short commitment time τcommit, which represents a
typical relaxation time within basins of the investigated system [1]. The
idea behind this approach is that if two conformations interconvert rapidly,
they are not separated by a barrier and therefore belong to the same basin.
A bit of Theory
The commitment time τcommit. The typical relaxation time within basins
mentioned above, τcommit, is a characteristic of the investigated system. It
is an important parameter of KGA and defines the lens of resolution with
which basins are isolated. A short τcommit will group structures only lo-
cally or if the free-energy surface is very smooth. A longer τcommit is more
generous and might group subbasins separated by (low) barriers into larger
basins. The first passage time to the native node (or a representative node
of another basin), plotted as a free energy on a logarithmic x-axis, usually
reflects two timescales: the inter- and intrabasin relaxation times (see Fig-
ure A.1). The barrier separating the two regimes can give a good indication
for an (upper bound) of a typical relaxation time.
Isolation of all relevant basins at once. For a fixed commitment time
τcommit a matrix with interconversion (commitment) probabilities pcommit
171
 1.5
 2
 2.5
 3
 3.5
 4
 4.5
 0.01  0.1  1  10  100  1000
∆G
ns
Fpt to most populated conformation
1ns Beta3s
W10V
Figure A.1:
between any pair of nodes can be calculated, and pairs of nodes with pcommit >=
0.5 are grouped together. The grouping is a transitive procedure, i.e., if
pcommit(i, j) >= 0.5 and pcommit(j, k) >= 0.5, then are also i and k in the
same basin, even if pcommit(i, k) < 0.5. Since the computational cost of
all-against-all calculations increases quadratically, in practice one selects a
subset of highly populated nodes (e.g., the 500 most populated nodes), calcu-
lates the pcommit-matrix and divides them into basins. In a post-processing
step, all other nodes are assigned commitment probabilities to the isolated
basins and grouped to a basin if pcommit >= 0.5 for one of the basins. Other-
wise, these nodes remain unassigned. Both the heavy-node calculation and
the post-processing is done by WORDOM in the same function.
Isolation of a single basin. If only one basin is of interest or the basins
have different relaxation times and one wants to isolate them one-by-one,
pcommit is calculated only with respect to a given node (typically the repre-
sentative/most populated node of a basin) and all nodes with pcommit >=0.5
are grouped into the investigated basin.
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How to use the module
First passage time-plot to find the commitment time
Options:
-logbin timeseries of noderanks
-bpd bins per decade
-target nodename with respect to which the first passage
time should be calculated
Reads in the timeseries of noderanks (i.e., most populated node=1, second
most populated node=2, etc.) and gives back the x- and y-coordinates of the
logarithmically binned free-energy fpt-plot with respect to a selected node.
ATTENTION: If pieces of trajectories from different simulations are con-
catenated, insert a line with the entry ”0” to prevent them from being used
as a continues timeseries. ”0” must not be used otherwise.
Example:
wordom -logbin noderank.tt -bpd 10 -target 1
Kinetic grouping analysis to isolate all basins at once
Options:
-ka timeseries of noderanks
-tcomm commitment time (number of frames)
-nnodes number of nodes for all-against-all
Reads in the timeseries of noderanks and groups nodes into basins according
to KGA. The procedure calculates the all-against-all matrix for a selected
number of most populated nodes and assigns all other nodes in a post-
processing step. The output file contains first the nnodes x nnodes matrix
of commitment probabilities. In the second part all nodes with their respec-
tive basin number are printed.
ATTENTION: If pieces of trajectories from different simulations are con-
catenated, insert a line with the entry ”0” to prevent them from being used
as a continues timeseries. ”0” must not be used otherwise.
Example:
wordom -ka noderank.tt -tcomm 50 -nnodes 500
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Kinetic grouping analysis to isolate a single basin
Options:
-ka1 timeseries of noderanks
-tcomm commitment time (number of frames)
-target nodename (rank) of the target node
Reads in the timeseries of noderanks. The output is the list of commitment
probabilities (pcommit) of all nodes to the target node. The last part of the
output is a list of all nodes in the basin of the selected target node.
ATTENTION: If pieces of trajectories from different simulations are con-
catenated, insert a line with the entry ”0” to prevent them from being used
as a continues timeseries. ”0” must not be used otherwise.
Example:
wordom -ka1 noderank.tt -tcomm 50 -target 1
A.2 Cut-based free-energy profiles (cFEPs)
A progress coordinate that preserves the barriers and minima in the order
that they are met during folding/unfolding events was introduced by Krivov
and Karplus. It uses the relative partition function as the progress coordi-
nate and determines the free energy barriers as a function of the coordinate
by a method based on pfold. The procedure gives almost identical results if
pfold is replaced by the mean first passage time (mfpt) to a selected node [2].
Pfoldf (pfold fast)
Given the transition network with symmetrized links (equilibrium kinetic
network or EKN) and two nodes A and B, corresponding to the ”folded”
and ”denatured” node, the pfold of node i is the solution of the equation
pi =
∑
j pji·pj with boundary conditions pA=1 and pB=0. In a 2-state
system with two enthalpic basins, one corresponding to the folded and one
to the unfolded state, the two nodes A and B are the representative (most
populated) nodes of the system.
However, in many systems, a node such as B does not exist, because there
are multiple basins and/or an entropic state that cannot be represented by
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a single node. Thus, as in the balanced minimum-cut procedure [3], an ex-
tra node B is introduced and connected to all nodes in the network with
capacity λw˜, where λ is a Lagrange multiplier (usually<0.01). The pfold
calculations are performed on the EKN with the extra node and the nodes
are sorted according to their pfold. Each value pc between 0 and 1 can then
be used to cut the network into set A containing all nodes with pfold ≥pc and
set B containing the nodes with pfold <pc. For each cut a point (x=ZA/Z,
y=-kT ln(ZAB/Z)) of the cFEP is obtained; ZA/Z is used as the progress
coordinate and ZAB is the number of EKN-transitions between the two sets.
The minimal cut value ZAB between two sets split by the pfold variable is a
good approximation of the minimal cut between A and B [2,4], implying that
the maximal value of −kT ln(ZAB/Z) is a good approximation of the barrier.
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Mfpt (Mean first passage time)
In the pfoldf procedure described above the input are two nodes. Pfoldf is
therefore appropriate to find barriers between two well-defined basins. How-
ever, sometimes it is useful to plot unfolding profiles with respect to only
one node, especially if no representative node in the denatured state exists.
Pfoldf solves the problem by introducing the extra node, but it is simpler
to change the progress variable and use the mean first passage time (mfpt)
to the node of interest, because mfpt is defined only with respect to one node.
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Given the EKN, the mfpt of node i is the solution of the equation mfpti=∆t+∑
j pji· mfptj with boundary condition mfptA=0 [5]. The timestep ∆t cor-
responds to the saving frequency of 20 ps, i.e., the mfpt of a node is defined
as one timestep plus the weighted average of the mfpt values of its adjacent
nodes. Mfpt has explicit time dependence through the occurrence of ∆t in
the equations. The resulting large system of linear equations differs from the
one of pfoldf only by the ∆t constant and the boundary conditions. There-
fore, both can be solved with the same efficiency by iterative multiplication.
Mfpt does not require an extra node, because mfpt is not defined between
a pair of nodes, but only with respect to one node. To calculate the cFEP,
the nodes are sorted according to their mfpt value. For all node-values mf-
ptc a point (x=ZA/Z, y=-kT ln(ZAB/Z)) on the cFEP can be calculated,
where A is the set of all nodes with mfpti ≤mfptc and B the set of nodes
with mfpti >mfptc. The differences between unfolding cFEPs of the Beta3s
peptide for pfoldf with λ=0.0001 and mfpt are marginal (see Figure A.2).
The mfpt-mfpt plot. Mfpt is the progress variable of the mfpt proce-
dure, while the progress coordinate is the normalized partition function
ZA/Z. It is also possible to substitute the ZA/Z coordinate by the more
informative mfpt-values of the nodes by performing a transformation x →
mfpt(x(ZA/Z)) where x(ZA/Z) assigns nodes to each position on ZA/Z,
i.e., the mfpt that was originally used to rank on the ZA/Z axis is now di-
rectly assigned to the nodes. An example of this is given in Figure A.3.
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How to use the module
Pfoldf
Options:
-pfoldf timeseries of noderanks or linkfile
-fepnet necessary option, if the linkfile is given as input,
otherwise not
-nonsymm prevents symmetrization of network, i.e., detailed balance
is not applied (default uses symmetrized network)
-target start node (pfold=1)
-target2 stop node (node with pfold=0; default: 0=extra node)
-lambda Lagrange multiplier
(default value: if target2=0: l=0.0001; else l=0)
-nit number of iterations to solve the equations
(default value: 50’000)
-temp temperature of the system (default value: 300K)
Examples:
wordom -pfoldf noderank.tt -target 1 -target2 0 -lambda 0.0001 -nit 100000
wordom -pfoldf linkfile -fepnet -nonsymm -target 1 -target2 0 -temp 330
Note that the output file contains nodes sorted according to their weight
(number of snapshots). Therefore, to plot the profile it is possible to stop
the calculation after a desired number of output pairs and then sort accord-
ing to column 1 (e.g., — head -2000 — sort -nk1). Four rows are printed:
$1=ZA/Z; $2=∆G; $3=pfold; $4=node name.
ATTENTION: If pieces of trajectories from different simulations are con-
catenated, insert a line with the entry ”0” to prevent them from being used
as a continues timeseries. ”0” must not be used otherwise.
Mfpt
Options:
-mfpt timeseries of noderanks or linkfile
-fepnet necessary option, if the linkfile is given as input, otherwise not
-nonsymm prevents symmetrization of network, i.e., detailed balance
is not applied (default uses symmetrized network)
-target reference node of the mfpt procedure
-nit number of iterations to solve the equations (default value: 50000)
-temp temperature of the system (default value: 300K)
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Examples:
wordom -mfpt noderank.tt -target 1 -nit 100000 -temp 330
wordom -mfpt linkfile -fepnet -nonsymm -target 1 -nit 100000 -temp 330
As for pfoldf, the output file contains nodes sorted according to their weight
(number of snapshots). Therefore, to plot the profile it is possible to stop
the calculation after a desired number of output pairs and then sort accord-
ing to column 1 (e.g., — head -2000 — sort -nk1). To use mfpt as reaction
coordinate instead of ZA/Z: the columns in the output file are $1=ZA/Z,
$2=∆G, $3=mfpt. Therefore, (x=$1,y=$2) is the usual ∆G vs. ZA/Z plot,
while (x=$3, y=$2) is the ∆G vs. mfpt plot, where the separation from the
target basin is measured by a distance in time units.
ATTENTION: If pieces of trajectories from different simulations are con-
catenated, insert a line with the entry ”0” to prevent them from being used
as a continues timeseries. ”0” must not be used otherwise.
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