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We consider the Cauchy problem for the system of semilinear damped wave equations
with small initial data:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂2t u1 − u1 + ∂tu1 = |uk|p1 , t > 0, x ∈Rn,
∂2t u2 − u2 + ∂tu2 = |u1|p2 , t > 0, x ∈Rn,
.
.
.
∂2t uk − uk + ∂tuk = |uk−1|pk , t > 0, x ∈Rn,
u j(0, x) = a j(x), ∂tu j(0, x) = b j(x), x ∈Rn (1 j  k).
We show that a critical exponent which classiﬁes the global existence and the ﬁnite
time blow up of solutions indeed coincides with the one to a corresponding semilinear
heat systems with small data. The proof of the global existence is based on the Lp–Lq
estimates of fundamental solutions for linear damped wave equations [K. Nishihara, Lp–Lq
estimates of solutions to the damped wave equation in 3-dimensional space and their
application, Math. Z. 244 (2003) 631–649; K. Marcati, P. Nishihara, The Lp–Lq estimates of
solutions to one-dimensional damped wave equations and their application to compressible
ﬂow through porous media, J. Differential Equations 191 (2003) 445–469; T. Hosono,
T. Ogawa, Large time behavior and Lp–Lq estimate of 2-dimensional nonlinear damped
wave equations, J. Differential Equations 203 (2004) 82–118; T. Narazaki, Lp–Lq estimates
for damped wave equations and their applications to semilinear problem, J. Math. Soc.
Japan 56 (2004) 585–626]. And the blow-up is shown by the Fujita–Kaplan–Zhang method
[Q. Zhang, A blow-up result for a nonlinear wave equation with damping: The critical case,
C. R. Acad. Sci. Paris 333 (2001) 109–114; F. Sun, M. Wang, Existence and nonexistence
of global solutions for a nonlinear hyperbolic system with damping, Nonlinear Anal. 66
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We consider the Cauchy problem for the following k-component system of semilinear damped wave equations:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂2t u1 − u1 + ∂tu1 = |uk|p1 , t > 0, x ∈Rn,
∂2t u2 − u2 + ∂tu2 = |u1|p2 , t > 0, x ∈Rn,
...
∂2t uk − uk + ∂tuk = |uk−1|pk , t > 0, x ∈Rn,
u j(0, x) = a j(x), ∂tu j(0, x) = b j(x), x ∈Rn (1 j  k),
(1.1)
where n 1, k 2 and p j > 1 (1 j  k).
Our interest is focused on a critical exponent which classiﬁes the global existence and the ﬁnite time blow up of the
solution for small data. For the Cauchy problem of the single equation;{
∂2t u − u + ∂tu = |u|p, t > 0, x ∈Rn,
u(0, x) = a1(x), ∂tu(0, x) = b1(x), x ∈Rn,
(1.2)
the critical exponent to (1.2) is known as p = 1 + 2n . More precisely, if 1 < p  1 + 2n then the solution for the small data
blows up in a ﬁnite time and if p > 1 + 2n , then the small solution exists globally in time (cf. [9–12,15–17,19–24,27,30]).
This exponent is also critical for the case of the (single) semilinear heat equation and it is called as the Fujita exponent
(Fujita [7], Hayakawa [8], Weissler [29]).
When k = 2, namely⎧⎨
⎩
∂2t u1 − u1 + ∂tu1 = |u2|p1 , t > 0, x ∈Rn,
∂2t u2 − u2 + ∂tu2 = |u1|p2 , t > 0, x ∈Rn,
u j(0, x) = a j(x), ∂tu j(0, x) = b j(x), x ∈Rn ( j = 1,2),
(1.3)
Sun and Wang [26] proved that if the exponents p1, p2 satisfy
max
{
p1 + 1
p1p2 − 1 ,
p2 + 1
p1p2 − 1
}
<
n
2
,
then the solution exists globally for n = 1,3. If the exponents p1, p2 satisfy
max
{
p1 + 1
p1p2 − 1 ,
p2 + 1
p1p2 − 1
}
 n
2
,
then the solution with small initial data blows up in ﬁnite time for n 1.
In this paper, we generalize their result and obtain the critical exponent to the system (1.1) for arbitrary k  2. It is
known that there exists a critical exponent to classify the global existence and the ﬁnite time blow up for small solutions
for a related nonlinear heat systems (Umeda [28], Renclawowicz [25], Escobedo and Herrero [6], Mochizuki and Huang [18],
Aoyagi, Tsutaya and Yamauchi [2]): for p j > 1, j = 1, . . . ,k,⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂tu1 − u1 = up1k , t > 0, x ∈Rn,
∂tu2 − u2 = up21 , t > 0, x ∈Rn,
...
∂tuk − uk = upkk−1, t > 0, x ∈Rn,
u j(0, x) = a j(x) 0, x ∈Rn (1 j  k).
(1.4)
To state the results obtained by Umeda [28], we put
P =
⎛
⎜⎜⎜⎜⎝
0 0 . . . 0 p1
p2 0 . . . 0 0
0 p3 . . . 0 0
...
...
. . .
...
...
0 0 . . . pk 0
⎞
⎟⎟⎟⎟⎠ ,
α = (P − Ek)−1 t(1, . . . ,1) and αmax = max
1 jk
α j, (1.5)
where Ek is the identity matrix and α = t(α1, . . . ,αk). The critical exponent to the system (1.4) is given by
αmax = n ,2
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n
2 , the solution blows up in a
ﬁnite time. Here we note that under the assumption p j > 1 (1 j  k), we have
det(P − Ek) = (−1)k+1
(
k∏
j=1
p j − 1
)
= 0,
and hence the vector α is always deﬁned.
Regarding the results for the nonlinear heat system (1.4), we may expect that the same exponent is also critical even for
the nonlinear damped wave system (1.1), since the large time behavior of the solutions of linear damped wave equations
is similar to the solutions of linear heat equations (cf. [9,16,20,21]). The diﬃculty is that the method of the heat system is
not applicable to show the global existence of the solution. Renclawowicz and Umeda used the reduction argument from
the system to a single inequality to obtain the critical exponent of (1.4), while it seems diﬃcult to apply their method
to (1.1), because the solution of the system (1.1) is not necessarily non-negative even when the initial data is non-negative.
On the other hand, when k = 2, Sun–Wang obtained the global existence result for (1.3) using the method due to Escobedo–
Herrero and Lp–Lq type estimates of the linear damped wave equation. Their method seems to be useful only when the
system consists two components. In this paper, we introduce a new relation between the exponent α deﬁned by (1.5),
p j and the exponents associated with the metric of the function space, where we construct our solution. This relation
yields us to generalize the system more than three components and the method works in a general way more than previous
results.
For the higher-dimensional case n 4, our method does not seems to work well since it requires an L∞ estimate of the
solution and the fundamental solution in this case involves the higher regularity to control the solution in L∞ . If we restrict
ourselves in other space such as L2, then it would be possible to develop our result to the higher-dimensional cases (cf.
Narazaki [20]). We discuss on this direction in a forthcoming paper.
Before stating our main theorems, we deﬁne the solution of the system (1.1) by the following:
We introduce the evolution operators of the linear damped wave equation as follows:
K0(t)g :=F−1
[
e−
t
2 cos
(
t
√
|ξ |2 − 1
4
)
gˆ
]
, K1(t)g :=F−1
[
e−
t
2
sin(t
√
|ξ |2 − 14 )√
|ξ |2 − 14
gˆ
]
. (1.6)
The solution u(t) of the linear damped wave equation:{
∂2t u − u + ∂tu = 0, t > 0, x ∈Rn,
u(0, x) = a1(x), ∂tu(0, x) = b1(x), x ∈Rn
is given by
u(t) = K (a1,b1) := K0(t)a1 + K1(t)
(
1
2
a1 + b1
)
. (1.7)
We say {u j(t)}kj=1 is a global solution of the system (1.1) if {u j(t)}kj=1 in the class{
C
([0,∞); L1(Rn)∩ L∞(Rn))}k
and satisﬁes
u j(t) = K (a j,b j) +
t∫
0
K1(t − s)
∣∣u j−1(s)∣∣p j ds (1 j  k),
when j = 1, we identify j − 1 = k.
Our theorem is the following:
Theorem 1. Let 1  n  3 and k  2. Let α and αmax be deﬁned by (1.5). Assume that the initial data {(a j,b j)}kj=1 ⊂ W 1,1(Rn) ∩
W 1,∞(Rn) × L1(Rn) ∩ L∞(Rn) and
‖a j‖W 1,1(Rn)∩W 1,∞(Rn) + ‖b j‖L1(Rn)∩L∞(Rn)
is suﬃciently small. If the exponents {p j}kj=1 satisfy p j > 1 (1 j  k) and
αmax <
n
2
,
then there exists a unique global solution {u j(t)}kj=1 of the system (1.1) in the class
C
([0,∞); L1(Rn)∩ L∞(Rn)).
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To show Theorem 1, we construct the solution in a space of the L1 ∩ L∞ valued continuous function. Thus we need L1
estimates of the fundamental solution of the damped wave equation. Beside we also need the Lp–Lq type estimates for the
linear damped wave equation without singularities near the origin t = 0. For this purpose, we show the linear estimates of
the fundamental solution of the damped wave equation of the following form:∥∥∥∥
(
K0(t) − e− t2 W0(t) − e− t2 t
8
W1(t)
)
g
∥∥∥∥
Lr(Rn)
 C(t + 1)− n2 ( 1s − 1r )‖g‖Ls(Rn), t > 0,
∥∥K1(t)g − e− t2 W1(t)g∥∥Lr(Rn)  C(t + 1)− n2 ( 1s − 1r )‖g‖Ls(Rn), t > 0,
where
W0(t)g :=F−1
[
cos
(
t|ξ |)gˆ], W1(t)g :=F−1
[
sin(t|ξ |)
|ξ | gˆ
]
,
and 1 s r ∞.
The second result is the ﬁnite time blow-up of the solution under some positive data which shows that the assumption
on the exponents in the above theorem is sharp and it is critical.
Theorem 3. Let n  1 and k  2. Let α and αmax be deﬁned by (1.5). For some j0 , also let α j0 := αmax . Assume that the initial data
{(a j,b j)}kj=1 ⊂ W 1,1(Rn) ∩ W 1,∞(Rn) × L1(Rn) ∩ L∞(Rn) with∫
Rn
a j(x)dx 0,
∫
Rn
b j(x)dx 0 (1 j  k), (1.8)
and either∫
Rn
a j0−1(x)dx> 0 or
∫
Rn
b j0−1(x)dx> 0, (1.9)
where j0 − 1 = k, if j0 = 1. If the exponents {p j}kj=1 satisfy p j > 1 (1 j  k) and
α j0(= αmax)
n
2
, (1.10)
then the mild solution {u j(t)}kj=1 for the system (1.1) blows up in a ﬁnite time.
Remark 4. In the case k = 2, corresponding results for the nonlinear wave system is known. See [1,4,5,13,14].
Before closing this section, we deﬁne some notation to be used below. Let fˆ denote the Fourier transform of f deﬁned
by
fˆ (ξ) := cn
∫
Rn
e−ix·ξ f (x)dx
with cn = (2π)− n2 . Also, let F−1[ f ] or fˇ denote the inverse Fourier transform. Let us deﬁne W 1,p(Rn) to be the Sobolev
space for 1 p ∞;
W 1,p
(
R
n) := { f : Rn →R; ‖ f ‖W 1,p(R) := ‖ f ‖Lp(Rn) + ‖∇ f ‖Lp(Rn) < ∞}.
We denote the several positive constants by C without confusions. These constants may change from line to line.
2. Preliminaries
For f ∈ L2(Rn) ∩ Lp(Rn), 1 p ∞, let m(ξ) be the Fourier multiplier deﬁned by
F−1[m fˆ ](x) = cn
∫
eix·ξm(ξ) fˆ (ξ)dξ.
Rn
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Mp :=
{
m: Rn →R, there exists a constant Ap > 0 such that
∥∥F−1[m fˆ ]∥∥Lp(Rn)  Ap‖ f ‖Lp(Rn)},
and for m ∈ Mp , we let
Mp(m) := sup
f =0
‖F−1[m fˆ ]‖Lp(Rn)
‖ f ‖Lp(Rn) .
The next lemma describes inclusion among the different spaces of multipliers.
Lemma 5. (See [3].) Let 1p + 1p′ = 1 with 1 p  p′ ∞, and assume that m ∈ Mp. Then m ∈ Mq for all p  q p′ and
Mq(m) Mp(m).
The following lemma is known as the Carleson–Beurling inequality, which is applied to show the Lp boundedness of
Fourier multiplier.
Lemma6 (Carleson–Beurling’s inequality). If m ∈ Hs(Rn)with s > n2 , thenm ∈ Mr for all 1 r ∞.Moreover, the following estimate
holds: there exists a constant C > 0 such that
M∞(m) C‖m‖1−
n
2s
L2(Rn)
‖m‖
n
2s
H˙ s(Rn)
. (2.1)
For the proof of Lemma 5 and Lemma 6, see [3].
We introduce evolution operators of the linear wave equation as follows:
W0(t) f :=F−1
[
cos
(
t|ξ |) fˆ ], W1(t)g :=F−1
[
sin(t|ξ |)
|ξ | gˆ
]
. (2.2)
The evolution operators of wave equation W0(t) and W1(t) are estimated as follows:
Lemma 7. Let 1 n 3, 1 r ∞, f ∈ W 1,r(Rn) and g ∈ Lr(Rn). Then there exist some constants C > 0 such that∥∥W0(t) f ∥∥Lr(Rn)  C |t|‖ f ‖W 1,r(Rn), t = 0,∥∥W1(t)g∥∥Lr(Rn)  C |t|‖g‖Lr(Rn), t = 0,
where W0(t) f and W1(t)g are deﬁned by (2.2).
The proof of Lemma 7 is well known (cf. [9,21]).
Our analysis is based on Lp–Lq estimates for solutions of the linear damped wave equation. The evolution operators
K0(t)g and K1(t)g satisfy the following Lp–Lq estimates.
Lemma 8. (See [9,16,20,21].) Let 1 n 3, 1 s r ∞ and g ∈ Ls(Rn). Then, there exist some constants C > 0 such that∥∥∥∥
(
K0(t) − e− t2 W0(t) − e− t2 t
8
W1(t)
)
g
∥∥∥∥
Lr(Rn)
 C(t + 1)− n2 ( 1s − 1r )‖g‖Ls(Rn), t > 0, (2.3)
∥∥K1(t)g − e− t2 W1(t)g∥∥Lr(Rn)  C(t + 1)− n2 ( 1s − 1r )‖g‖Ls(Rn), t > 0, (2.4)
where K0(t)g and K1(t)g are deﬁned by (1.6).
Proof. We only show the inequality (2.3) in the case n = 2. For the other case, it is known. See [16] for n = 1, [21] for
n = 3, [9] for n = 2 of (2.4).
Our proof is based on the method of Hosono and Ogawa [9]. We introduce cut-off functions. Let χl,χh ∈ C∞(R2) be
χl(ξ) :=
{
1, |ξ | 14 ,
0, |ξ | 13 ,
χh(ξ) :=
{
1, |ξ | 2,
0, |ξ | 1.
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{
K0(t) − e− t2
(
W0(t) + t
8
W1(t)
)}
g
∥∥∥∥
Lr(R2)
 C(t + 1)−( 1r − 1s )‖g‖Ls(R2), (2.5)∥∥∥∥χˇh ∗
{
K0(t) − e− t2
(
W0(t) + t
8
W1(t)
)}
g
∥∥∥∥
Lr(R2)
 Ce−δ0t‖g‖Ls(R2) (2.6)
for some 0 < δ0 < 12 and all t > 0. The estimate (2.6) is easy consequence of Proposition 4.2. in [9]. We show the esti-
mate (2.5). Deﬁning the Fourier multiplier
ml(ξ) := χle− t2
{
cos
(
t
√
|ξ |2 − 1
4
)
− cos(t|ξ |)− t
8
sin(t|ξ |)
|ξ |
}
, (2.7)
we ﬁrst claim that ml(ξ) ∈ Mp for all 1 p ∞. Namely, we show the estimate of (2.5) in the case r = s:∥∥F−1{ml gˆ}∥∥Lr(R2)  C‖g‖Lr(R2). (2.8)
Secondly, we claim the L∞–L1 estimate of (2.5):∥∥F−1{ml gˆ}∥∥L∞(R2)  C(t + 1)−1‖g‖L1(R2). (2.9)
Once we obtain the above two estimates, the Riesz–Thorin complex interpolation theorem yields∥∥F−1{ml gˆ}∥∥Lr(R2)  C(t + 1)−( 1r − 1s )‖g‖Ls(R2) (2.10)
for 1 s r ∞, which is the estimate we desired.
First, we compute L2 norm of ml ,
‖ml‖2L2(R2)  C
( ∫
|ξ | 13
e−
t
2
{
cosh
(
t
√
1
4
− |ξ |2
)
− cos(t|ξ |)− t
8
sin(t|ξ |)
|ξ |
}2
dξ
)
 Ce−t
∫
|ξ | 13
e2t
√
1
4−|ξ |2 dξ + Ce−t + Ct4e−t . (2.11)
By changing the integral variable s = 2
√
1
4 − |ξ |2, we have
∫
|ξ | 13
e2t
√
1
4−|ξ |2 dξ = C
1
3∫
0
e2t
√
1
4−|ξ |2 |ξ |d|ξ | = C
1∫
√
5
3
etss ds Cett−1. (2.12)
Combining the estimates (2.11) and (2.12), we see
‖ml‖2L2(R2)  Ct−1 + Ce−t + Ct4e−t  Ct−1. (2.13)
To compute ‖ml‖H˙2(R2) , we put f (t, ξ) and g(t, ξ) as follows:
f (t, ξ) := χle− t2
{
cosh
(
t
√
1
4
− |ξ |2
)}
,
g(t, ξ) := χle− t2
{
− cos(t|ξ |)− t
8
sin(t|ξ |)
|ξ |
}
.
The estimate below is shown in [9],∥∥g(t)∥∥H˙2(R2)  Ce−δ1t (2.14)
for some 0< δ1 < 12 . Hence, we need to estimate the ‖ f (t)‖H˙2(R2) . Note that
∂ j∂k f (t, ξ) = ∂ j∂kχl(ξ)e− t2 cosh
(
t
√
1
4
− |ξ |2
)
+ ∂ jχl(ξ)e− t2 ∂k
(
cosh
(
t
√
1
4
− |ξ |2
))
+ ∂kχl(ξ)e− t2 ∂ j
(
cosh
(
t
√
1 − |ξ |2
))
+ χl(ξ)e− t2 ∂ j∂k
(
cosh
(
t
√
1 − |ξ |2
))
(2.15)4 4
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∂ j∂k cosh
(
t
√
1
4
− |ξ |2
)
=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
cosh(t
√
1
4 − |ξ |2 ) t
2ξ jξk
1
4−|ξ |2
+ sinh(t
√
1
4 − |ξ |2 )
1
2 tξ jξk
( 14−|ξ |2)
3
2
( j = k),
cosh(t
√
1
4 − |ξ |2 )
t2ξ2j
1
4−|ξ |2
+ sinh(t
√
1
4 − |ξ |2 )
1
2 tξ
2
j
( 14−|ξ |2)
3
2
+ sinh(t
√
1
4 − |ξ |2 ) −t√ 1
4−|ξ |2
( j = k).
(2.16)
Only the fourth term in (2.15) does not have the derivative of cut-off function. On the other hand, since the other terms
have the derivatives of the cut-off function which vanish near the origin, their L2 norms decay exponentially. Observing
these, we need to know the time decay order of ‖χle− t2 ∂ j∂k cosh(t
√
1
4 − |ξ |2 )‖L2(R2) . By Eq. (2.16), we see∥∥∥∥χle− t2 ∂ j∂k cosh
(
t
√
1
4
− |ξ |2
)∥∥∥∥
L2(R2)
 C
∥∥∥∥χle− t2 cosh
(
t
√
1
4
− |ξ |2
)
t2|ξ |2
1
4 − |ξ |2
∥∥∥∥
L2(R2)
+ C
∥∥∥∥χle− t2 sinh
(
t
√
1
4
− |ξ |2
)
t|ξ |2
( 14 − |ξ |2)
3
2
∥∥∥∥
L2(R2)
+ C
∥∥∥∥χle− t2 sinh
(
t
√
1
4
− |ξ |2
)
t√
1
4 − |ξ |2
∥∥∥∥
L2(R2)
. (2.17)
Since the support of χl is in {|ξ | 13 }, we have∥∥∥∥χle− t2 cosh
(
t
√
1
4
− |ξ |2
)
t2|ξ |2
1
4 − |ξ |2
∥∥∥∥
2
L2(R2)
 e−t
∫
|ξ | 13
e2t
√
1
4−|ξ |2t4 |ξ |
4
( 14 − |ξ |2)2
dξ
= Ce−t
1
3∫
0
e2t
√
1
4−|ξ |2t4 |ξ |
5
( 14 − |ξ |2)2
d|ξ |.
We change integral variables as s = 2
√
1
4 − |ξ |2 and we see
Ce−t
1
3∫
0
e2t
√
1
4−|ξ |2t4 |ξ |
5
( 14 − |ξ |2)2
d|ξ | = Ce−tt4
1∫
√
5
6
ets
(1− s2)2
s3
ds Ce−tt4
1∫
√
5
6
ets
(
1− s2)2 ds.
Observing that
1∫
√
5
6
ets
(
1− s2)2 ds Ce−tt−3,
we have∥∥∥∥χle− t2 cosh
(
t
√
1
4
− |ξ |2
)
t2|ξ |2
1
4 − |ξ |2
∥∥∥∥
2
L2(R2)
 Ct. (2.18)
For the other terms in the right-hand side of (2.17), we obtain the following estimates in the same way:∥∥∥∥χle− t2 sinh
(
t
√
1
4
− |ξ |2
)
t|ξ |2
( 14 − |ξ |2)
3
2
∥∥∥∥
2
L2(R2)
 C 1
t + 1 , (2.19)∥∥∥∥χle− t2 sinh
(
t
√
1
4
− |ξ |2
)
t√
1 − |ξ |2
∥∥∥∥
2
L2(R2)
 Ct. (2.20)4
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This implies∥∥χle− t2ml∥∥2H˙2(R2)  Ct. (2.22)
Hence by (2.13), (2.22) and Lemma 6, we obtain
M∞(ml) C . (2.23)
By Lemma 5, the estimate (2.23) means
Mp(ml) C
for 1 p ∞, which shows (2.8).
Next, we prove (2.9),∥∥F−1{ml gˆ}∥∥L∞(R2)  C‖ml gˆ‖L1(R2)  C‖ml‖L1(R2)‖gˆ‖L∞(R2)  C‖ml‖L1(R2)‖g‖L1(R2).
We estimate by dividing the multiplier as
‖ml‖L1(R2)  Ce−
t
2
∥∥∥∥χl
(
cos
(
t|ξ |)+ t
8
sin(t|ξ |)
|ξ |
)∥∥∥∥
L1(R2)
+
∥∥∥∥χle− t2 cosh
(
t
√
1
4
− |ξ |2
)∥∥∥∥
L1(R2)
. (2.24)
The ﬁrst term of the right-hand side in (2.24) decays exponentially. By the same way as proof of (2.21) and (2.22), we obtain∥∥∥∥χle− t2 cosh
(
t
√
1
4
− |ξ |2
)∥∥∥∥
L1(R2)
 C(t + 1)−1.
This shows (2.9). The estimates (2.8), (2.9) and the interpolation theorem conclude Lemma 8. 
The next lemma is useful to estimate the decay order of the solution.
Lemma 9. Let 0< a < 1, 0< b < 1 and c,d > 0. There exists a constant C > 0 depending only on a, b, c and d such that the following
inequalities hold:
t∫
0
(1+ t − s)−a(1+ s)−b ds C(1+ t)1−a−b,
t∫
0
e−c(t−s)(t − s)(1+ s)−d ds C(1+ t)−d.
The special relation between α j and p j is important for the proof of Theorem 1 and 3.
Lemma 10. For the exponent {p j}kj=1 in the system (1.1) and {α j}kj=1 deﬁned by (1.5), the equalities below hold:
α j p j+1 = α j+1 + 1 (1 j  k − 1),
αk p1 = α1 + 1.
The proof of Lemma 10 follows from the explicit expression of α j .
3. Proof of Theorem 1
In this section, we give a proof of Theorem 1. Throughout this section, without loss of generality, we assume that
α1  α2  α3  · · · αk−1  αk.
We choose δ as
αk
< δ <min
{
1,
n
}
.αk + 1 2(αk + 1)
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to (1.1):
u j(t) = K (a j,b j) +
t∫
0
K1(t − s)
∣∣u j−1(s)∣∣p j ds (1 j  k), (3.1)
when j = 1, we identify j − 1 = k.
Proof of Theorem 1. Given initial data (a j,b j) ∈ W 1,1(Rn) ∩ W 1,∞(Rn) × L1(Rn) ∩ L∞(Rn) for j = 1,2, . . . ,k, we choose M
as
M := C0
k∑
j=1
{‖a j‖W 1,1(Rn)∩W 1,∞(Rn) + ‖b j‖L1(Rn)∩L∞(Rn)} (3.2)
and
C1
k∑
j=1
(2M)p j < M (3.3)
satisfying that
C2
k∑
j=1
(4M)p j−1 < 1
2
, (3.4)
where we choose C0 > 0, C1 > 0 and C2 > 0 later.
The solution can be constructed in the complete metric space
X = {u(t) = t(u1(t),u2(t), . . . ,uk(t)); u j(t) ∈ C([0,∞); L n2δα j (Rn)∩ L∞(Rn)) (1 j  k), ‖u‖X  2M},
where
‖u‖X := sup
τ∈[0,∞)
{
k∑
j=1
(τ + 1)(1−δ)α j∥∥u j(τ )∥∥
L
n
2α j δ (Rn)
+
k∑
j=1
(τ + 1)β j∥∥u j(τ )∥∥L∞(Rn)
}
with
β j =
{
α j, n = 1,2,
(1− δ)α j, n = 3.
Let
Φ[u](t) := t(Φ1[u](t),Φ2[u](t), . . . ,Φk[u](t)),
where⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Φ1[u](t) = K (a1,b1) +
t∫
0
K1(t − s)
∣∣uk(s)∣∣p1 ds,
Φ j[u](t) = K (a j,b j) +
t∫
0
K1(t − s)
∣∣u j−1(s)∣∣p j ds (2 j  k).
To prove the global existence of the solution for the system (1.1), the next proposition plays the essential role.
Proposition 11. Let (a j,b j) ∈ W 1,1(Rn)∩ W 1,∞(Rn)× L1(Rn)∩ L∞(Rn) for j = 1,2, . . .k, satisfying (3.3) and (3.4). For u, v ∈ X,
we have∥∥Φ[u]∥∥X  2M, (3.5)∥∥Φ[u] − Φ[v]∥∥X  12‖u − v‖X . (3.6)
640 H. Takeda / J. Math. Anal. Appl. 360 (2009) 631–650Proof. We ﬁrst show the estimate (3.5). In Lemma 8, when we remark the difference between the solution of the linear
damped wave equation and the solution of the linear wave equation, it behaves like the solution of the linear heat equation.
Hence we can represent Φ j[u](t) as
Φ j[u](t) =
(
K1(t) − e− t2 W1(t)
)(1
2
a j + b j
)
+ e− t2 W1(t)
(
1
2
a j + b j
)
+
(
K0(t) − e− t2
(
W0(t) + t
8
W1(t)
))
a j
+ e− t2
(
W0(t) + t
8
W1(t)
)
a j +
t∫
0
(
K1(t − s) − e− t−s2 W1(t − s)
)∣∣u j−1(s)∣∣p j ds
+
t∫
0
e−
t−s
2 W1(t − s)
∣∣u j−1(s)∣∣p j ds.
Thus we see from Lemma 7 and Lemma 8
∥∥Φ j[u](t)∥∥
L
n
2δα j

∥∥∥∥(K1(t) − e− t2 W1(t))
(
1
2
a j + b j
)∥∥∥∥
L
n
2δα j (Rn)
+
∥∥∥∥e− t2 W1(t)
(
1
2
a j + b j
)∥∥∥∥
L
n
2δα j (Rn)
+
∥∥∥∥
(
K0(t) − e− t2
(
W0(t) + t
8
W1(t)
))
a j
∥∥∥∥
L
n
2δα j (Rn)
+
∥∥∥∥e− t2
(
W0(t) + t
8
W1(t)
)
a j
∥∥∥∥
L
n
2δα j (Rn)
+
t∫
0
∥∥(K1(t − s) − e− t−s2 W1(t − s))∣∣u j−1(s)∣∣p j∥∥
L
n
2δα j (Rn)
ds
+
t∫
0
∥∥e− t−s2 W1(t − s)∣∣u j−1(s)∣∣p j∥∥
L
n
2δα j (Rn)
ds
 C(1+ t)−(1−δ)α j (‖a j‖
W
n
2α j
,1
(Rn)
+ ‖b j‖
L
n
2α j (Rn)
)+ I1 + I2,
where
I1 =
t∫
0
∥∥(K1(t − s) − e− t−s2 W1(t − s))∣∣u j−1(s)∣∣p j∥∥
L
n
2δα j (Rn)
ds,
I2 =
t∫
0
∥∥e− t−s2 W1(t − s)∣∣u j−1(s)∣∣p j∥∥
L
n
2δα j (Rn)
ds.
By Lemma 10, we see α j p j+1 = α j + 1 ( j = 2,3, . . . ,k) and it follows from Lemma 8 and Lemma 9 that for 0< δ < 1,
I1  C
t∫
0
(1+ t − s)− n2 (
2δα j−1 p j
n −
2δα j
n )
∥∥∣∣u j−1(s)∣∣p j∥∥
L
n
2δα j−1 p j (Rn)
ds
= C
t∫
0
(1+ t − s)−δ∥∥u j−1(s)∥∥p j
L
n
2δα j−1 (Rn)
ds
 C
t∫
0
(1+ t − s)−δ(s + 1)−p j(1−δ)α j−1 ds ‖u‖p jX
 C(t + 1)1−δ−p j(1−δ)α j−1‖u‖p jX
= C(t + 1)−(1−δ)α j‖u‖p jX . (3.7)
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I2  C
t∫
0
e−
t−s
2 (t − s)∥∥∣∣u j−1(s)∣∣p j∥∥
L
n
2δα j (Rn)
ds
 C
t∫
0
e−
t−s
2 (t − s)∥∥u j−1(s)∥∥p j−
α j
α j−1
L∞(Rn)
∥∥u j−1(s)∥∥
α j
α j−1
L
n
2δα j−1 (Rn)
ds
 C
t∫
0
e−
t−s
2 (t − s)(s + 1)−β j−1(p j−
α j
α j−1 )−(1−δ)α j−1
α j
α j−1 ds ‖u‖p jX
 C(t + 1)−β j−1(p j−
α j
α j−1 )−(1−δ)α j‖u‖p jX . (3.8)
Thus we have
∥∥Φ j[u](t)∥∥
L
n
2δα j (Rn)
 C(t + 1)−(1−δ)α j ((‖a j‖
W
n
2α j
,1
(Rn)
+ ‖b j‖
L
n
2α j (Rn)
)+ ‖u‖p jX ). (3.9)
We use Lemma 8 again to see
∥∥Φ j[u](t)∥∥L∞(Rn) 
∥∥∥∥(K1(t) − e− t2 W1(t))
(
1
2
a j + b j
)∥∥∥∥
L∞(Rn)
+
∥∥∥∥e− t2 W1(t)
(
1
2
a j + b j
)∥∥∥∥
L∞(Rn)
+
∥∥∥∥
(
K0(t) − e− t2
(
W0(t) + t
8
W1(t)
))
a j
∥∥∥∥
L∞(Rn)
+
∥∥∥∥e− t2
(
W0(t) + t
8
W1(t)
)
a j
∥∥∥∥
L∞(Rn)
+
t∫
0
∥∥(K1(t − s) − e− t−s2 W1(t − s))∣∣u j−1(s)∣∣p j∥∥L∞(Rn) ds
+
t∫
0
∥∥e− t−s2 W1(t − s)∣∣u j−1(s)∣∣p j∥∥L∞(Rn) ds
 C(1+ t)−β j (‖a j‖
W
n
2α j
,1
(Rn)
+ ‖b j‖
L
n
2α j (Rn)
)+ J1 + J2,
where
J1 =
t∫
0
∥∥(K1(t − s) − e− t−s2 W1(t − s))∣∣u j−1(s)∣∣p j∥∥L∞(Rn) ds,
J2 =
t∫
0
∥∥e− t−s2 W1(t − s)∣∣u j−1(s)∣∣p j∥∥L∞(Rn) ds.
By the similar way of (3.7), we see
J1 
t∫
0
∥∥(K1(t − s) − e− t−s2 W1(t − s))∣∣u j−1(s)∣∣p j∥∥L∞(Rn) ds
 C
t∫
0
(1+ t − s)− n2
2α j−1 p jδ
n
∥∥∣∣u j−1(s)∣∣p j∥∥
L
n
2α j−1 p jδ (Rn)
ds
= C
t∫
(1+ t − s)−α j−1p jδ∥∥u j−1(s)∥∥p j
L
n
2α j−1δ (Rn)
ds0
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t∫
0
(1+ t − s)−α j−1p jδ(1+ s)−(1−δ)α j−1p j ds ‖u‖p jX
= C
t∫
0
(1+ t − s)−(α j+1)δ(1+ s)−(1−δ)(α j+1) ds ‖u‖p jX . (3.10)
In the case n = 1,2, since
(α j + 1)δ < 1, (1− δ)(α j + 1) < 1,
we have
J1  C(t + 1)1−(α j+1)δ−(1−δ)(α j+1)‖u‖p jX  C(t + 1)−α j‖u‖
p j
X .
In the case n = 3,
J1  C
t∫
0
(1+ t − s)−δ(1+ s)−(1−δ)(α j+1) ds ‖u‖p jX  C(t + 1)−(1−δ)α j‖u‖
p j
X .
On the other hand, we see
J2  C
t∫
0
e−
t−s
2 (t − s)∥∥∣∣u j−1(s)∣∣p j∥∥L∞(Rn) ds
 C
t∫
0
e−
t−s
2 (t − s)∥∥u j−1(s)∥∥p jL∞(Rn) ds
 C
t∫
0
e−
t−s
2 (t − s)(s + 1)−β j−1p j ds ‖u‖p jX
 C(t + 1)−β j−1p j‖u‖p jX . (3.11)
By Lemma 10, we have
β j−1p j =
{
β j + 1 (n = 1,2),
β j + (1− δ) (n = 3),
and the last term J2 decays faster than J1. Thus we have
∥∥Φ j[u](t)∥∥L∞(Rn)  C(t + 1)−β j ((‖a j‖
W
n
2α j
,1
(Rn)
+ ‖b j‖
L
n
2α j (Rn)
)+ ‖u‖p jX ). (3.12)
Analogously, we obtain
∥∥Φ1[u](t)∥∥
L
n
2δα1 (Rn)
 C(t + 1)−(1−δ)α1((‖a1‖
W
n
2α1
,1
(Rn)
+ ‖b1‖
L
n
2α1 (Rn)
)+ ‖u‖p1X ), (3.13)∥∥Φ1[u](t)∥∥L∞(Rn)  C(t + 1)−β1((‖a1‖W n2α1 ,1(Rn) + ‖b1‖L n2α1 (Rn)
)+ ‖u‖p1X ). (3.14)
Observing (3.9), (3.12), (3.13), (3.14) and the assumption (3.3) for M , we have
∥∥Φ[u]∥∥X  C
(
k∑
j=1
(‖a j‖
W
n
2α j
,1
(Rn)
+ ‖b j‖
L
n
2α j (Rn)
)+ k∑
j=1
‖u‖p jX
)
 M + C
k∑
j=1
(2M)p j  2M, (3.15)
where we choose C0 > 0 for (3.2) and C1 > 0 for (3.3) as C in (3.15).
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∥∥Φ j[u](t) − Φ j[v](t)∥∥
L
n
2δα j (Rn)

t∫
0
∥∥(K1(t − s) − e− t−s2 W1(t − s))(∣∣u j−1(s)∣∣p j − ∣∣v j−1(s)∣∣p j )∥∥
L
n
2δα j (Rn)
ds
+
t∫
0
∥∥e− t−s2 W1(t − s)(∣∣u j−1(s)∣∣p j − ∣∣v j−1(s)∣∣p j )∥∥
L
n
2δα j (Rn)
ds
=: I˜1 + I˜2.
Noting that ap + bp  C(a + b)p where C is independent of a, b and by a similar way to the estimate (3.7) for I1, we have
I˜1  C
t∫
0
(1+ t − s)−δ∥∥∣∣u j−1(s)∣∣p j − ∣∣v j−1(s)∣∣p j∥∥
L
n
2δα j−1 p j (Rn)
ds
 C
t∫
0
(1+ t − s)−δ(∥∥u j−1(s)∥∥p j−1
L
n
2δα j−1 (Rn)
+ ∥∥v j−1(s)∥∥p j−1
L
n
2δα j−1 (Rn)
)∥∥u j−1(s) − v j−1(s)∥∥
L
n
2δα j−1 (Rn)
ds
 C(t + 1)−(1−δ)α j (4M)p j−1‖u − v‖X , (3.16)
where we use the inequality (3.4). Analogously to the estimate (3.8) for I2, and using the estimate (3.4),
I˜2  C
t∫
0
e−
t−s
2 (t − s)∥∥∣∣u j−1(s)∣∣p j − ∣∣v j−1(s)∣∣p j∥∥
L
n
2δα j (Rn)
ds
 C
t∫
0
e−
t−s
2 (t − s)∥∥(∣∣u j−1(s)∣∣+ ∣∣v j−1(s)∣∣)p j−1∣∣u j−1(s) − v j−1(s)∣∣∥∥
L
n
2δα j (Rn)
ds
 C
t∫
0
e−
t−s
2 (t − s)
( ∫
Rn
(∣∣u j−1(s)∣∣+ ∣∣v j−1(s)∣∣) p jn2δα j dx
) 1
p′j
( ∫
Rn
∣∣u j−1(s) − v j−1(s)∣∣ p jn2δα j dx
) 1
p j
ds
 C
t∫
0
e−
t−s
2 (t − s)
(∥∥u j−1(s)∥∥p j−
α j
α j−1
L∞(Rn)
∥∥u j−1(s)∥∥
α j
α j−1
L
n
2δα j−1 (Rn)
+ ∥∥v j−1(s)∥∥p j−
α j
α j−1
L∞(Rn)
∥∥v j−1(s)∥∥
α j
α j−1
L
n
2δα j−1 (Rn)
) 1
p′j
×
(∥∥u j−1 − v j−1(s)∥∥p j−
α j
α j−1
L∞(Rn)
∥∥u j−1(s) − v j−1(s)∥∥
α j
α j−1
L
n
2δα j−1 (Rn)
) 1
p j ds
 C(4M)
p j
p′j
t∫
0
e−
t−s
2 (t − s)(s + 1)−β j−1(p j−
α j
α j−1 )−(1−δ)α j−1
α j
α j−1 ds ‖u − v‖X
 C(4M)p j−1(t + 1)−β j−1(p j−
α j
α j−1 )−(1−δ)α j‖u − v‖X . (3.17)
Combining the estimates (3.16) and (3.17) and by the similar way to the estimates (3.10) and (3.11), for J1 and J2, we
obtain∥∥Φ j[u](t) − Φ j[v](t)∥∥
L
n
2δα j (Rn)
 C(4M)p j−1(1+ t)−(1−δ)α j‖u − v‖X , (3.18)∥∥Φ j[u](t) − Φ j[v](t)∥∥L∞(Rn)  C(4M)p j−1(1+ t)−β j‖u − v‖X . (3.19)
The inequalities (3.18) and (3.19) imply that
∥∥Φ[u] − Φ[v]∥∥X  C
k∑
j=1
(4M)p j−1‖u − v‖X  1
2
‖u − v‖X , (3.20)
where we choose C2 for (3.4) as C in (3.20). 
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ﬁxed point theorem, there exists a unique ﬁxed point u ∈ X such that⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
u1(t) = Φ1[u](t) = K (a1,b1) +
t∫
0
K1(t − s)
∣∣uk(s)∣∣p1 ds,
u j(t) = Φ j[u](t) = K (a j,b j) +
t∫
0
K1(t − s)
∣∣u j−1(s)∣∣p j ds (2 j  k).
Hence we obtain the solution {u j(t)}kj=1 to the system (3.1) and {u j(t)}kj=1 satisﬁes
u j(t) ∈ C
([0,∞); L n2δα j (Rn)∩ L∞(Rn)).
Moreover, we see from Lemmas 7 and 8,
∥∥u j(t)∥∥L1(Rn)  C + C
t∫
0
∥∥∣∣u j−1(s)∣∣p j∥∥L1(Rn) ds
 C +
t∫
0
∥∥u j−1(s)∥∥p j−1L∞(Rn)∥∥u j−1(s)∥∥L1(Rn) ds
 C + C
t∫
0
(s + 1)(p j−1)β j−1∥∥u j−1(s)∥∥L1(Rn) ds.
This implies that
k∑
j=1
∥∥u j(t)∥∥L1(Rn)  C + C
t∫
0
(s + 1)−β
k∑
j=1
∥∥u j(s)∥∥L1(Rn) ds,
where
β := min
{
min
2 jk
{
(p j − 1)β j−1
}
, (p1 − 1)βk
}
.
The Gronwall inequality yields that ‖u j(t)‖L1(Rn) grows at most a polynomial order. This shows u j(t) ∈ C([0,∞); L1(Rn) ∩
L∞(Rn)) and Theorem 1 is concluded. 
4. Proof of Theorem 3
In this section, we give a proof of Theorem 3. Throughout this section, without loss of generality, we assume that
αmax = αk. (4.1)
We introduce ψR(t, x) as arguing in the paper [26]: for R ∈R with R  1, we deﬁne
ψR(t, x) := φ
(
t2 + |x|4
R4
)
, (4.2)
where we choose φ ∈ C2([0,∞)) satisfying
0 φ  1,∣∣φ′(r)∣∣ C
r
,
∣∣φ′′(r)∣∣ C
r2
,
φ(r) =
{
1, if 0 r  1,
0, if r  2.
H. Takeda / J. Math. Anal. Appl. 360 (2009) 631–650 645To show Theorem 3, we argue by contradiction (cf. [23,26,30]). Let {u j(t)}kj=1 be a global solution of the system (1.1).
Then we introduce a key functional I by
I[u j] :=
{∫∞
0
∫
Rn
|u j|p j+1ψR dxdt (1 j  k − 1),∫∞
0
∫
Rn
|uk|p1ψR dxdt ( j = k).
(4.3)
When there exists a global solution {u j(t)}kj=1 of the system (1.1), the integral in the right-hand side is well deﬁned. The
following lemma shows that I[uk−1] has a lower bound independent of R .
Lemma 12. Let {u j(t)}kj=1 be a solution of the system (1.1) and {I[u j]}kj=1 be deﬁned by (4.3)with the conditions (1.8) and (1.9). There
exists R0 > 0 such that there is a constant Ck−1 , which is independent of R, satisfying
I[uk−1] Ck−1, (4.4)
for arbitrary R > R0 .
Proof. Without loss of generality, we assume that∫
Rn
ak−1 dx> 0.
Then, for some rk−1 > 0, we see∫
Brk−1 (0)
ak−1 dx> 0.
Let R0 := max{rk−1,1} and
f (t) :=
∫
Brk−1 (0)
uk−1(t)dx.
Since f (0) > 0, there exists Tk−1 > 0 such that, for any t ∈ [0, Tk−1], we have
f (t) > 0.
On the other hand, it follows from the Hölder inequality and (4.2) with Brk−1 (0) ⊂ BR(0) ⊂ BR4 (0) that
f (t)
( ∫
Brk−1 (0)
|uk−1|pk dx
) 1
pk
( ∫
Brk−1 (0)
dx
) 1
p′k
 C
( ∫
Brk−1 (0)
|uk−1|pkψR dx
) 1
pk
r
n
p′k
k−1.
This leads
Cr
− pkn
p′k
k−1
Tk−1∫
0
f (t)pk dt 
∞∫
0
∫
Rn
|uk−1|pkψR dxdt = I[uk−1].
By setting
Ck−1 := Cr
− pkn
p′k
k−1
Tk−1∫
0
f (t)pk dt,
we obtain (4.4). 
The next lemma implies that I[u j] has certain upper bounds which is important for our iteration scheme.
646 H. Takeda / J. Math. Anal. Appl. 360 (2009) 631–650Lemma 13. Let {u j(t)}kj=1 be a solution of (1.1) and {I[u j]}kj=1 be deﬁned by (4.3) with the conditions (1.8) and (1.9). Then, for
arbitrary R > R0 , the following estimates hold: there exists some constant C > 0 such that
I[u j] C R
n+2
p′j+2
−2
I[u j+1]
1
p j+2 (1 j  k − 2),
I[uk−1] C R
n+2
p′1
−2
I[uk]
1
p1 ,
I[uk] C R
n+2
p′2
−2
I[u1]
1
p2 , (4.5)
where 1p j + 1p′j = 1 and R0 is deﬁned in Lemma 12.
Proof. By the system (1.1), we see
I[u j] =
{∫∞
0
∫
Rn
(∂2t u j+1 − u j+1 + ∂tu j+1)ψR dxdt (1 j  k − 1),∫∞
0
∫
Rn
(∂2t u1 − u1 + ∂tu1)ψR dxdt ( j = k).
Integrating by parts and by the compactness of the support of ψR , we have
I[u j] = −
∫
Rn
(a j+1 + b j+1)ψR(0, x)dx+
∫
Rn
a j+1∂tψR(0)dx+
∞∫
0
∫
Rn
(
∂2t ψR − ψR − ∂tψR
)
u j+1 dxdt.
Since
∂tψR(t, x) = 2t
R4
φ′
(
t2 + |x|4
R4
)
,
we have ∂tψR(0, x) = 0 and it follows
I[u j] = −
∫
Rn
(a j+1 + b j+1)ψR(0)dx+
∞∫
0
∫
Rn
∂2t ψRu j+1 dxdt,−
∞∫
0
∫
Rn
ψRu j+1 dxdt −
∞∫
0
∫
Rn
∂tψRu j+1 dxdt
=: I j,0 + I j,1 + I j,2 + I j,3 for 1 j  k − 1. (4.6)
When j = k, the deﬁnition of I[u j] is arranged by a corresponding way. Therefore, using the Hölder inequality, we
estimate I j,1, I j,2 and I j,3 as below:
I j,1 
( ∞∫
0
∫
Rn
∣∣∂2t ψR ∣∣p′j+2 |ψR |−
p′j+2
p j+2 dxdt
) 1
p′j+2
I[u j+1]
1
p j+2 ,
I j,2 
( ∞∫
0
∫
Rn
|ψR |p
′
j+2 |ψR |−
p′j+2
p j+2 dxdt
) 1
p′j+2
I[u j+1]
1
p j+2 ,
I j,3 
( ∞∫
0
∫
Rn
|∂tψR |p
′
j+2 |ψR |−
p′j+2
p j+2 dxdt
) 1
p′j+2
I[u j+1]
1
p j+2 . (4.7)
To estimate (4.7), we make the change of variables as
t = R2s, x = Ry,
and
ψR(t, x) = ψR
(
R2s, Ry
)= φ(s2 + |y|2),
to have( ∞∫
0
∫
Rn
∣∣∂2t ψR ∣∣p′j+2 |ψR |−
p′j+2
p j+2 dxdt
) 1
p′j+2 =
( ∞∫
0
∫
Rn
∣∣R−4∂2s φ∣∣p′j+2 |φ|−
p′j+2
p j+2 Rn+2 dy ds
) 1
p′j+2
=
( ∞∫ ∫
n
∣∣∂2s φ∣∣p′j+2 |φ|−
p′j+2
p j+2 dy ds
) 1
p′j+2
R
n+2
p′j+2
−4
,0 R
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0
∫
Rn
|xψR |p
′
j+2 |ψR |−
p′j+2
p j+2 dxdt
) 1
p′j+2 =
( ∞∫
0
∫
Rn
∣∣R−2yφ∣∣p′j+2 |φ|−
p′j+2
p j+2 Rn+2 dy ds
) 1
p′j+2
=
( ∞∫
0
∫
Rn
|yφ|p
′
j+2 |φ|−
p′j+2
p j+2 dy ds
) 1
p′j+2
R
n+2
p′j+2
−2
,
( ∞∫
0
∫
Rn
|∂tψR |p
′
j+2 |ψR |−
p′j+2
p j+2 dxdt
) 1
p′j+2 =
( ∞∫
0
∫
Rn
∣∣R−2∂sφ∣∣p′j+2 |φ|−
p′j+2
p j+2 Rn+2 dy ds
) 1
p′j+2
=
( ∞∫
0
∫
Rn
|∂sφ|p
′
j+2 |φ|−
p′j+2
p j+2 dy ds
) 1
p′j+2
R
n+2
p′j+2
−2
. (4.8)
Note that the support of ∂2s φ, yφ and ∂sφ are compact and independent of R . Therefore, it follows from (4.7) and (4.8)
that
I j,1  C R
n+2
p′j+2
−4
, I j,2, I j,3  C R
n+2
p′j+2
−2
and hence from (4.6) and I j,0  0 by (1.8), (1.9), we obtain
I[u j] C R
n+2
p′j+2
−2
I[u j+1]
1
p j+2 (1 j  k − 2).
For j = k−1 and j = k, we have I[uk−1] C R
n+2
p′1
−2
I[uk]
1
p1 , I[uk] C R
n+2
p′2
−2
I[u1]
1
p2 by a similar argument and we conclude
Lemma 13. 
The exponents in the system (1.1) and the solution of (1.5) have the following property.
Lemma 14. Let {p j}kj=1 be the exponents in the system (1.1) and {α j}kj=1 be deﬁned as the solution of (1.5), the following relation
hold: (
n + 2
p′1
− 2
)
+ 1
p1
(
n + 2
p′2
− 2
)
+ 1
p1p2
(
n + 2
p′3
− 2
)
+ · · · + 1∏k−1
j=1 p j
(
n + 2
p′k
− 2
)
=
∏k
j=1 p j − 1∏k
j=1 p j
(n − 2αk), (4.9)
where 1p j + 1p′j = 1.
Proof. Since the left-hand side of (4.9) can be expressed
(n + 2)
{
1
p′1
+ 1
p1p′2
+ · · · + 1∏k−1
j=1 p j p′k
}
− 2
(
1+ 1
p1
+ 1
p1p2
+ · · · 1∏k−1
j=1 p j
)
, (4.10)
it follows from the two identities:
(n + 2)
{
1
p′1
+ 1
p1p′2
+ · · · + 1∏k−1
j=1 p j p′k
}
= n + 2∏k
j=1 p j
{
p1
∏k
j=2 p j
p′1
+
(
p2
∏k
j=3 p j
p′2
)
+ · · · + pk
p′k
}
and
p j
p′j
= p j − 1
that
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j=1 p j
×
{
(p1 − 1)
k∏
j=2
p j + (p2 − 1)
k∏
j=3
p j + · · · + (pk − 1)
}
= n + 2∏k
j=1 p j
×
{
k∏
j=1
p j −
k∏
j=2
p j +
k∏
j=2
p j − · · · − pk + pk − 1
}
= n + 2∏k
j=1 p j
(
k∏
j=1
p j − 1
)
.
On the other hand, for the second term of (4.10), we see
−2
(
1+ 1
p1
+ 1
p1p2
+ · · · + 1∏k−1
j=1 p j
)
= −2∏k
j=1 p j
(
k∏
j=1
p j +
k∏
j=2
p j + · · · + pk
)
= −2
∏k
j=1 p j − 1∏k
j=1 p j
pkαk−1
= −2
∏k
j=1 p j − 1∏k
j=1 p j
(αk + 1).
Therefore, we have
(4.10) =
∏k
j=1 p j − 1∏k
j=1 p j
{
(n + 2) − 2(αk + 1)
}
=
∏k
j=1 p j − 1∏k
j=1 p j
(n − 2αk)
which is equal to the right-hand side of (4.9) and Lemma 14 is concluded. 
Proof of Theorem 3. Combining Lemma 12 and Lemma 13, we estimate I[uk−1]: by substituting (4.5), we have successively
that
I[uk−1] C R
n+2
p′1
−2
I[uk]
1
p1
 C R
n+2
p′1
−2+ 1p1 (
n+2
p′2
−2)
I[u1]
1
p1p2
...
 C R
( n+2
p′1
−2)+ 1p1 (
n+2
p′2
−2)+ 1p1 p2 (
n+2
p′3
−2)+···+ 1∏k−1
j=1 p j
( n+2
p′k
−2)
I[uk−1]
1∏k
j=1 p j .
Since I[uk−1] is bounded below independent of R , we see
I[uk−1]
∏k
j=1 p j−1∏k
j=1 p j  C R
( n+2
p′1
−2)+ 1p1 (
n+2
p′2
−2)+ 1p1p2 (
n+2
p′3
−2)+···+ 1∏k−1
j=1 p j
( n+2
p′k
−2)
. (4.11)
Observing the inequality (4.11), Lemma 12 and Lemma 14, there exists a constant Ck−1 > 0, which is independent of R ,
such that
0< Ck−1  I[uk−1]
∏k
j=1 p j−1∏k
j=1 p j  C R
∏k
j=1 p j−1∏k
j=1 p j
(n−2αk)
. (4.12)
By the assumption (1.10) and (4.1), the two cases may happen:
Case (I). When αk >
n
2 , the exponent on R of the right-hand side in (4.12) is negative. We have the contradiction from
(4.12) when R → ∞.
Case (II). If αk = n2 , by (4.12), we see
Ck−1  I[uk−1] C
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lim
R→∞
∫
{R4<t2+|x|4<2R4}
|uk−1|p j+1ψR dxdt = 0.
On the other hand, the support of the derivative of the cut-off function ψR is included in {R4 < t2 + |x|4 < 2R4}, espe-
cially,
∞∫
0
∫
Rn
(
∂2t ψR − ψR − ∂tψR
)
uk−1 dxdt =
∫
{R4<t2+|x|4<2R4}
(
∂2t ψR − ψR − ∂tψR
)
uk−1 dxdt.
Thus, we estimate the right-hand side of (4.6) in the case j = k − 2:
I[uk−2] = −
∫
Rn
(ak−1 + bk−1)ψR(0)dx+
∫
{R4<t2+|x|4<2R4}
(
∂2t ψR − ψR − ∂tψR
)
uk−1 dxdt
in the similar way to the proof of Lemma 13, we have
I[uk−2] C R
n+2
p′k
−2( ∫
{R4<t2+|x|4<2R4}
|uk−1|pkψR dxdt
) 1
pk
.
Similarly to the Case (I), we obtain
I[uk−1] C
( ∫
{R4<t2+|x|4<2R4}
|uk−1|pkψR dxdt
) 1∏k
j=1 p j ,
which implies a contradiction when R → ∞ and Theorem 3 is concluded. 
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