Abstract. We give two simple algorithms for the exact evaluation of the sum S(x) = 0≤n<x;n≡0(mod3) (−1) σ(n) , where σ(n) is the binary digit sum of n and obtain the sharp estimates for x −λ S(x), λ = ln 3 ln 4 .
INTRODUCTION
In 1968, A.O.Gelfond [2] obtained the following general result about the distribution of digit sums of integers.
Let p > 1, q > 1, m > 1 be integers, (p, q − 1) = 1. Put
Then the number of integers n < x satisfying n ≡ l( mod m) σ q (n) ≡ t( mod p) equals . Thus, in this case for m = 3 we have (1) n≤x:n≡l(mod3),σ(n)≡0(mod2)
and (2) n≤x:n≡l(mod3),σ(n)≡1(mod2)
with σ(n) = σ 2 (n), λ = ln 3 ln 4 . Denote for x ∈ N, σ(n) = σ 2 (n), m ≥ 2, In 1983, J.Coquet [1] studied a very complicated continuous function F (x) with period 1 which is nowhere differentiable for which Unfortunately, show that if F (x) is indeed periodic with period 1 then (7) and (8) contradict one to another.
According to (7)
Writing (11) for 4x and taking into account that 4 λ = 3 and by (8)
Because of the periodicity of F (11)-(12) yield
Now for x = 1, 3, 5, . . . by (13) we directly find
) should be define as
Indeed, note that
Therefore, by (11) we have
Writing (11) for x = 4k + 2 and noting that η(4k + 2) = 0 we have
and (15) follows from (14),(16) and (17).
Using the periodicity of F the process of the extension of the unique definition of η(x) (13), (15), . . . should be infinitely continuable. In our opinion, only after that there is a sense to say about representation (7) with an 1-periodic function F .
Nevertheless, using a quite another method we shall confirm that (9) and (10) are true. Moreover, we shall prove that for x ≥ 2, x ∈ N,
Here the least integers on which the lower and the upper estimates attain are 3 and 19 correspondingly.
Our method is based on a simple algorithm for the exact evaluation of S 3,0 (x). It allows to calculate as well S 3,1 (x), S 3,2 (x) and S 3·2 k ,r (x), r ≤ 3 · 2 k − 1 and to obtain for them the corresponding sharp estimates. In turn, our algorithm is based on Theorem 3 in [4] which is proved here much more simply.
In conclusion we give a fast algorithm as well for exact evaluation of the Newman digit sum S 3,0 (N) which is very suitable for experiments but not suitable for sharp estimates.
2. An algorithm for exact evaluation of S 3,0
Consider an integer m ∈ [1, k r ). Below we use some trivial bijections of shifts such that the number of the integers divisible by 3 does not change. With help of (21) we see that the calculation of S 3,0 ([y, y + 2 m )) reduces to the following cases: a)t(y) ≡ 0( mod 6). Then
Therefore, in the bijection of shift [y,
which also divisible by 3. Thus we have
we have t(y) ≡ t(2 2k + 2 2k−2 ) ≡ t(2 2n−1 )( mod 3) and thus as above we find
, we have t(y) ≡ t(2 2k + 2 2k−2 + 2 2k−4 + 2 2k−6 ≡ t(2 2n )( mod 3) and
Consequently, we obtain
Thus, to calculate S 3,0 ([y, y + 2 m )) it is sufficient to find S 3,0 (2 m ) and
. n > m. Below (Section 3) we shall prove the following theorem.
Theorem 1.
In addition to Theorem 1 note that for odd N ≥ 1
With help of formulas (23)-(31) one can easily calculate S 3,0 (x) for any x ∈ N. Example 1. Newman mentioned in [3]about numerical studies by I.Barrodale and R.MacLeod that beard out of the Moser's conjecture up to 500000 and obtained that S 3,0 (500000) is around 17000. Let us do an exact calculation. Using (23), (24), (28) 3. Proof of Theorem 1
First of all, for any x, y ∈ N, it is easy to see that
Thus, since
then we have
Furthermore, evidently, by (33) (36)
and (37) S 6,2 ([2x, 2y)) = −S 6,3 ([2x, 2y)).
According to (35) this means that
Furthermore, with help of (38) we have
On the other hand,
and consequently, by (36), (39) and (40) we have
Therefore, we conclude that
From (39) and (42) it follows that
Now note that, the left hand side of (43) equals to
Let us show that if x is an even positive integer then
Indeed, (45) is valid for x = 2. Assuming that it is valid for x = 2m we have
Thus, if x and y are even then by (43)-(45) we find
Now with help of (46)we find which proves (29). Furthermore,
This completes proof of the theorem. Remark 2. Formulas (39) and (42) express S 3,i (x), i = 1, 2 via S 3,0 (x). Thus, the above algorithm for calculation of S 3,0 (x) allows to calculate S 3,1 (x), S 3,2 (x) as well.
Remark 3. Our algorithm allows also to calculate the sums of the form S 3·2 m ,r (x) . For example, if 0 ≤ r ≤ 2 m − 1, n > m we have
Lower estimate
For integers x, y such that 0 ≤ x < y, denote
Lemma 1. If t(x) ≡ 0 ( mod 6) then for 0 ≤ x < y we have
Proof.Indeed, we have evidently
Now since t(x) ≡ 0 ( mod 6) then in the bijection of shift [x, y) ↔ [0, y − x) the numbers divisible by 3 in [x, y) correspond to integers divisible by 3 in [0, y − x) with the conservation of the parity of the binary sums. Therefore, by (49) we have
and hence,
Using the Jensen inequality for the convex function x λ , we have N) ) over all N with σ(N) ≥ 3 which have either all the even exponents of 2 or all the odd exponents of 2 in its binary expansion. Taking in Lemma 1 in the capacity of x the sums of the forms 2 n + 2 m , n−m ≡ 1( mod 2),
Since the inverse inequality is evident then we have
Let first the binary expansion of N have all the even (odd) exponents of 2 with a fixed two largest exponents:
According to Theorem 1 and formulas (23)- (28) and (51)we easily find 
, if n and m are odd.
In the case of (52)
while in the case of (53) Consequently, we find for n ≥ 1
, n is even
, n is odd
Note that in the cases N = 2 n + 2 m where n and m are of the same parity according to (52) and (53) the more so, as (55) satisfies. b1) Let n be odd, m be even, n > m. Then
If here m = 0, n ≥ 3 then according to Theorem 1
Note that the case m = 0, n = 1 corresponds to N = 3 and now we do not consider this case (see (56)).
Let now in (59) m ≥ 2, n ≥ 3. Then by Theorem 1 we have 
Since the function g(x) = (2 x +1) λ is increasing and tends to N n = 2 n + 2 n−1 , n = 2, 4, 6 . . .
At last, we obtain the exact lower bounds for S 3,0 (N). For N ≥ 4 we have
In particular, for m ≥ 2 we obtain:
In addition note that for all N ≥ 1
.
Upper estimate
Let the binary expansion of even N is
According to Theorem 1 and formulas (23)- (28) we easily find
Let now σ(N) ≥ 6. Then we have
Note that n 6 ≤ n 4 − 2, n 7 ≤ n 4 − 3, . . . Hence,
Thus, if N is even then
Let us show that (72) is correct as well for an odd N with σ(N − 1) ≥ 2 except of, probably, the case of σ(N − 1) = 2, N ≡ 1( mod 3). Indeed, if σ(N − 1) = 2 it follows directly from (31). If σ(N − 1) = 3 such that N = 2 n 1 + 2 n 2 + 2 n 3 + 1 by (31) also S 3,0 (N) ≤ S 3,0 (N − 1) and by (72) for N − 1 we have δ 3,0 (N) ≤ δ 3,0 (N − 1) < δ 3,0 (2 n 1 + 2 n 2 ). . Let us consider the remaining cases. a) Let n and m be odd, 1 ≤ m ≤ n − 2. Then by Theorem 1 S 3,0 (2 n + 2 m ) = 3 6. Fast computing algorithm
In conclusion we give a fast computing algorithm for evaluation of S 3,0 (N) which is based on formula (46) and some simple transformations. We obtain the following formula 
