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GALOIS EXTENSIONS AND SUBSPACES OF ALTERNATING
BILINEAR FORMS WITH SPECIAL RANK PROPERTIES
ROD GOW AND RACHEL QUINLAN
Abstract. Let K be a field admitting a cyclic Galois extension of degree n.
The main result of this paper is a decomposition theorem for the space of
alternating bilinear forms defined on a vector space of odd dimension n over
K. We show that this space of forms is the direct sum of (n− 1)/2 subspaces,
each of dimension n, and the non-zero elements in each subspace have constant
rank defined in terms of the orders of the Galois automorphisms. Furthermore,
if ordered correctly, for each integer k lying between 1 and (n− 1)/2, the rank
of any non-zero element in the sum of the first k subspaces is at most n−2k+1.
Slightly less sharp similar results hold for cyclic extensions of even degree.
1. Introduction
LetK be a field and let L be a Galois extension ofK of finite degree n. Let G denote
the Galois group of L over K. We may consider L to be a vector space of dimension
n overK and it serves as a model for any such n-dimensional vector space. However,
the Galois nature of the extension enriches the vector space structure and enables
us to carry out constructions which we could not achieve without the additional
field-theoretic apparatus. In this paper, we intend to investigate alternating bilinear
forms defined on L×L, and taking values in K. We will be particularly interested
in subspaces of such forms and their properties with respect to rank.
Let Tr = TrLK denote the trace form L→ K, defined by
Tr(x) =
∑
σ∈G
σ(x).
As is well known, this form is not identically zero and it has the Galois invariance
property
Tr(τ(x)) = Tr(x)
for all x ∈ L and all τ ∈ G. It is our main tool for making and investigating
subspaces of alternating bilinear forms.
2. Galois extensions and alternating bilinear forms
We now begin the study of the main topic of this paper. Let K∗ and L∗ denote
the multiplicative groups of K and L, respectively. Let b be an element of L∗ and
σ a non-identity element of G. Define
f = fb, σ : L× L→ K
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by
f(x, y) = Tr(b(xσ(y) − σ(x)y))
for all x and y in L. It is straightforward to see that f is K-bilinear considering L
as a vector space over K and moreover
f(x, x) = Tr(b(xσ(x) − σ(x)x)) = Tr(0) = 0.
Thus f is an alternating bilinear form. The corresponding form when b = 0 is the
zero form. We note also the following basic property of f , which we state as our
first lemma.
Lemma 1. Let f = fb, σ be the alternating bilinear form defined above. Then we
have
f(x, y) = Tr((σ−1(bx)− bσ(x))y)
for all x and y in L.
Proof. It follows from the Galois invariance of the trace form that
Tr((bx)σ(y)) = Tr(σ−1(bx)y)
and the lemma is an immediate consequence of this observation. 
The non-degeneracy of the trace form implies the following important conse-
quence of Lemma 1.
Corollary 1. An element x is in the radical of fb, σ if and only if
σ−1(bx) = bσ(x).
We proceed next to calculate the rank of the alternating form f .
Lemma 2. Let f = fb, σ be the alternating bilinear form defined above, with b 6= 0,
and let F be the fixed field of the automorphism σ2. Then if σ(b)b−1 is expressible
in the form σ2(c)c−1 for some c ∈ L∗, we have
rank f = n− [F : K] = n−
n
[L : F ]
.
Otherwise, f has rank n and is thus non-degenerate.
Proof. Let R denote the radical of f and let x be an element of R. We have
σ−1(bx) = bσ(x)
by Corollary 1. Applying σ to this equality, we obtain
bx = σ(b)σ2(x).
It follows that if x is non-zero, then, taking x = c−1, we must have
σ(b)b−1 = σ2(c)c−1,
as claimed. On the other hand, if σ(b)b−1 is not expressible in the stated form,
there can be no non-zero solution for x and hence R = 0, which implies that f has
rank n. Finally, suppose that
σ(b)b−1 = σ2(c)c−1
for some non-zero c. Then any non-zero x ∈ R satisfies
x−1cσ2(x)σ2(c)−1 = 1,
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from which it follows that x ∈ cF ∗. We deduce that
dimR = [F : K]
and hence the rank of f is
n− [F : K] = n−
n
[L : F ]
.

We show next that there is a simple formula for the rank of fb, σ when σ has odd
multiplicative order.
Lemma 3. Suppose that the automorphism σ has odd multiplicative order 2r+1 >
1, say. Then, if b 6= 0, the rank of the alternating bilinear form f = fb,σ equals
n−
n
2r + 1
.
Proof. Under the given supposition, σ and σ2 generate the same cyclic subgroup, H
say, of G, and thus the fixed field F of σ2 equals the fixed field of σ. Let T1 : L→ F
be the trace form defined by
T1(x) =
2r+1∑
i=1
σi(x)
for x ∈ L. Let τ1, . . . , τk be a complete set of coset representatives of the subgroup
H in G and let T2 : F → K be the K-linear form defined by
T2(z) =
k∑
i=1
τi(z)
for z ∈ F . Then we have
Tr(x) = T2(T1(x))
for all x ∈ L.
Considering L as a vector space over F , we may define an alternating F -bilinear
form
g : L× L→ F
by
g(x, y) = T1(b(xσ(y)− σ(x)y))
for all x and y in L. Then we have
f(x, y) = T2(g(x, y)).
Now as L has odd dimension 2r + 1 over F , we know that any alternating bilinear
form from L × L to F has a non-zero radical, [6] Theorem 8.1. Thus there exists
x 6= 0 in L with
g(x, y) = 0
for all y ∈ L. But this implies that x is also in the radical of f , by the equation
above relating f and g, and hence f is degenerate. Lemma 2 therefore yields that
f has rank
n−
n
[L : F ]
= n−
n
[2r + 1]
,
as required.

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An alternative approach to proving Lemma 3 is to use Hilbert’s Theorem 90.
As we shall see in the next result, the situation described in Lemma 3 when σ
has odd order is less clear cut when σ has even order.
Lemma 4. Suppose that the automorphism σ has even multiplicative order 2r, say.
Then there exist elements b ∈ L∗ such that the equation
σ(b)b−1 6= σ2(c)c−1
has no solution for c ∈ L∗.
Proof. Suppose first that K is finite. Then as L is an extension of F of even degree
2r, we have
|F | = q, |L| = q2r,
for some prime power q, and we can take σ to be given by the Frobenius mapping
x → xq. Then a straightforward calculation using the cyclicity of L∗ implies that
the number of elements of the form bσb−1 is
q2r − 1
q − 1
,
whereas the number of elements of the form σ2(c)c−1 is
q2r − 1
q2 − 1
.
Since the latter number is smaller than the former, our claim follows in this case.
We suppose now that K is infinite. Suppose also by way of contradiction that
every element σ(b)b−1 is expressible as σ2(c)c−1 for some c. Then applying the
powers of σ, we obtain
bσ2(b) · · ·σ2r−2(b) = σ(b)σ3(b) · · ·σ2r−1(b),
an equality that holds for all b ∈ L∗. In particular, if we take any element α in K,
and replace b above by α− b, we also have
(α− b)σ2(α− b) · · ·σ2r−2(α− b) = σ(α− b)σ3(α− b) · · ·σ2r−1(α− b).
This in turn implies that
(α− b)(α− σ2(b)) · · · (α− σ2r−2(b)) = (α− σ(b))(α − σ3(b)) . . . (α− σ2r−1(b)).
We proceed to choose an element b for which the 2r Galois conjugates
b, σ(b), . . . , σ2r−1(b)
are all different, and define the polynomials q1 and q2 in the polynomial ring L[t]
by
q1 = (t− b)(t− σ
2(b)) · · · (t− σ2r−2(b))
q2 = (t− σ(b))(t − σ
3(b)) · · · (t− σ2r−1(b)).
These two polynomials have no roots in common. On the other hand, by what we
have proved above, for any element α of K,
q1(α) = q2(α)
This yields a contradiction, since it implies that two different monic polynomials
agree on infinitely many different points. Thus our claim also holds when K is
infinite. 
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Corollary 2. Suppose that the automorphism σ has even multiplicative order 2r >
2, say. Then, as b runs over the elements in L∗, the alternating bilinear forms fb,σ
have rank either
n−
n
r
or n.
Examples of each rank occur for suitable choices of b.
We point out here that, if in Corollary 2, σ has order 2, then the elements fb, σ
are either 0 or else have rank n.
Definition 1. Let Alt(L) denote the set of all alternating bilinear forms L×L→ K.
Alt(L) is naturally a vector space of dimension n(n− 1)/2 over K. Our applica-
tion of the trace form has constructed certain n-dimensional subspaces of Alt(L),
which we formally define below.
Definition 2. Let σ be a non-identity element of the Galois group G. We set
Aσ = { fb, σ : b ∈ L }.
It is straightforward to see that Aσ is a subspace of Alt(L), and Aσ = Aσ
−1
. We
investigate properties of this subspace next.
Theorem 1. Let σ be a non-identity element of the Galois group G of L over K.
Then, unless σ has order 2, dimAσ = n. When σ has odd order 2r+1, the non-zero
elements of Aσ have constant rank
n−
n
2r + 1
.
When σ has even order 2r > 2, the non-zero elements of Aσ either have maximal
rank n or else have rank
n−
n
r
.
Aσ contains elements of both non-zero ranks. In the exceptional case that σ has
order 2, Aσ has dimension n/2.
Proof. Only the statements about dimAσ require explanation. Now for b in L, the
mapping
b→ fb, σ
is K-linear. Since L is n-dimensional as a vector space over K, it suffices for us to
decide when fb, σ is the zero form. Now Corollary 1 implies that if this form is 0,
then
bx = σ(b)σ2(x)
for all x in L. Taking x = 1, we obtain b = σ(b). Hence, if b is non-zero, we must
have
σ2(x) = x
for all x and we deduce that σ has order 2. Conversely, if σ has order 2 and b is
fixed by σ, it is clear that fb, σ = 0. Since in this case the fixed field of σ has degree
n/2 over K, dimAσ = n/2 also. 
Our next intention is to show that when [L : K] = n is odd, the space Alt(L) is
the direct sum of (n− 1)/2 n-dimensional subspaces of the form Aσ, where σ ∈ G.
Suppose then that n = 2m+ 1 is odd and enumerate the elements of the Galois
group G in the form
1, σ1, σ
−1
1 , . . . , σm, σ
−1
m .
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We shall correspondingly write Ai in place of Aσi , so that
Ai = { fb, σi : b ∈ L }.
Let Lm denote the set of ordered m-tuples (x1, . . . , xm) of elements of L. L
m
is naturally a vector space of dimension nm = n(n − 1)/2 over K under the usual
rules of addition of m-tuples and scalar multiplication.
Theorem 2. Suppose that n = [L : K] is odd, n > 1, and set m = (n − 1)/2.
Enumerate the elements of G as
{ 1, σ1, σ
−1
1 , . . . , σm, σ
−1
m }
Define a K-linear mapping
φ : Lm → Alt(L)
by
φ(b1, . . . , bm) =
m∑
i=1
fbi,σi .
Then φ is an isomorphism of K-vector spaces.
Proof. As Lm and Alt(L) have the same dimension over K, it suffices to show that
if
φ(b1, . . . , bm) = 0,
then
b1 = · · · = bm = 0.
Suppose therefore that
φ(b1, . . . , bm)(x, y) =
m∑
i=1
fbi, σi(x, y) = 0
for all x and y. Using the linearity of the trace form, we obtain from Corollary 1
that
m∑
i=1
σ−1i (bix)− biσi(x) = 0
for all x ∈ L. We therefore obtain
m∑
i=1
σ−1i (bi)σ
−1
i − biσi = 0.
However, since the automorphisms appearing in the sum above are all distinct,
Artin’s theorem on the independence of characters, [6] Theorem 4.1, implies that
b1 = · · · = bm = 0,
as required. 
Corollary 3. Suppose that n = [L : K] is odd and set m = (n− 1)/2. Then there
is a direct sum decomposition
Alt(L) = A1 ⊕ · · · ⊕Am,
where each subspace Ai has dimension n. If Ai is defined by the automorphism σi
or its inverse, and if σi has order 2ri+1, the non-zero elements of A
i all have rank
n−
n
2ri + 1
.
GALOIS EXTENSIONS AND SUBSPACES OF ALTERNATING BILINEAR FORMS 7
We turn to establishing an analogue of Corollary 3 for Galois extensions of even
degree. Theorem 1 shows us that we must expect to use subspaces containing
elements of two different ranks when decomposing Alt(L) and that elements of
order 2 (involutions) in the Galois group lead to slightly different results.
Theorem 3. Suppose that n = [L : K] is even and the Galois group G of L over
K contains exactly k elements of order 2, τ1, . . . , τk, say. Let Fi be the fixed field
of τi for 1 ≤ i ≤ k. Enumerate the remaining non-identity elements of G as
{ σ1, σ
−1
1 , . . . , σm, σ
−1
m },
where 1 + k + 2m = n. Define a K-linear mapping
φ : Lk+m → Alt(L)
by
φ(b1, . . . , bk, c1, . . . , cm) =
k∑
i=1
fbi, τi +
m∑
j=1
fcj,σj .
Then φ maps Lk+m onto Alt(L) and the kernel of φ, which has dimension kn/2,
consists of all elements
(b1, . . . , bk, 0, . . . , 0),
where bi ∈ Fi, 1 ≤ i ≤ k.
Proof. It is straightforward to see from the proofs of Theorems 1 and 2 that kerφ
consists of elements of the stated form. Since each subfield Fi satisfies [Fi : K] =
n/2, we have
dimkerφ =
kn
2
.
Furthermore, since
dimLk+m − dimkerφ = (k +m)n−
kn
2
=
n(n− 1)
2
= dimAlt(L),
it is clear that φ is surjective.

Corollary 4. Assume the hypotheses and notation of Theorem 3. There is a direct
sum decomposition
Alt(L) = B1 ⊕ · · · ⊕Bk ⊕A1 ⊕ · · · ⊕Am,
where
dimBi =
n
2
, 1 ≤ i ≤ k, dimAj = n, 1 ≤ j ≤ m.
Bi is defined by the involution τi and all its non-zero elements have rank n, for
1 ≤ i ≤ k. Aj is defined by the automorphism σj or its inverse, for 1 ≤ j ≤ m, and
the rank of each element in Aj is given in accordance with the results of Lemma 3
and Corollary 2.
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3. Cyclic extensions and rank properties
We have decomposed the space Alt(L) of alternating bilinear forms into a direct
sum of subspaces Ai which have special properties with respect to the ranks of their
elements, particularly when [L : K] is odd. We would also like to know if sums of
certain of these subspaces also enjoy restricted rank properties. It is our intention
to investigate this problem in the case that the Galois group G is cyclic.
Suppose then that L is a cyclic Galois extension of K of degree n and σ generates
the Galois group G of L over K. Given elements x1, . . . , xk of L, we seek a method
to decide when these elements are linearly dependent over K. The following result
generalizes a known criterion valid when K is finite, [7], Lemma 3.51.
Theorem 4. Let L be a cyclic Galois extension of K of degree n and suppose that
σ generates the Galois group of L over K. Let k be an integer satisfying 1 ≤ k ≤ n
and let x1, . . . , xk be elements of L. Then these elements are linearly dependent
over K if and and only if
detS = 0,
where S is the k × k matrix S whose i, j-entry is
σi−1(xj), 1 ≤ i, j ≤ k.
Proof. Suppose first that x1, . . . , xk are linearly dependent over K. Then there
are elements a1, . . . , ak of K, not all 0, with
a1x1 + · · ·+ akxk = 0.
Applying the powers of σ to this equation, we obtain
a1σ
i−1(x1) + · · ·+ akσ
i−1(xk) = 0
for 1 ≤ i ≤ k. We thus have a homogeneous system of k linear equations with
square coefficient matrix S and this system has a non-trivial solution. It follows
that detS = 0 (of course this argument does not depend on cyclicity).
Suppose conversely that detS = 0. We prove that the elements are linearly
dependent by induction on k. Since the result is trivial when k = 1, we may
assume that k > 1. Furthermore, we may clearly assume that x1 6= 0. Define
elements z1, z2, . . . , zk of L by
z1 = 1, zi = x
−1
1 xi
for 2 ≤ i ≤ k. We now multiply all the entries of the i-th row of S by σi−1(x1)
−1
for 1 ≤ i ≤ k. Let T be the matrix thus produced. We find that the i, j-entry of T
is
σi−1(zj)
and thus, in particular, the first column of T consists entirely of 1’s. We also have
detT = 0.
Next, we subtract successively row k − 1 of T from row k, row k − 2 from row
k − 1, . . . , row 1 from row 2. Let U be the matrix obtained. Clearly, detU = 0
and all entries of the first column of U are 0, with the exception of the top entry,
which is 1. Let V be the k − 1 × k − 1 matrix obtained by deleting the first row
and column of U . Expansion of detU along the first row shows that
detV = detU = 0.
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Note also that the i, j-entry of V is
σi(zj+1)− σ
i−1(zj+1), 1 ≤ i, j ≤ k − 1.
We now set
yj = σ(zj+1)− zj+1, 1 ≤ j ≤ k − 1
and observe that the i, j-entry of V is σi−1(yj). The induction hypothesis applies
to the k− 1 elements y1, . . . , yk−1, since detV = 0, and we see that these elements
are linearly dependent over K. Hence there are elements b1, . . . , bk−1 of K, not all
0, with
b1y1 + · · ·+ bk−1yk−1 = 0.
Expressing the yi in terms of the zi, this leads to
b1σ(z2) + · · ·+ bk−1σ(zk) = b1z2 + · · ·+ bk−1zk
and we see that σ fixes b1z2 + · · ·+ bk−1zk. Since the elements fixed by σ lie in K,
we deduce that there is some element bk, say, of K with
b1z2 + · · ·+ bk−1zk = bk.
If we now substitute zi = x
−1
1 xi for 2 ≤ i ≤ k, we find that we have obtained a
non-trivial dependence relation for x1, . . . , xk over K, as required. 
We turn to making an immediate application of Theorem 4. We assume as before
that L is a cyclic Galois extension ofK of degree n and σ generates the Galois group
of L over K. Let
w(t) =
k∑
i=0
bit
i
be a polynomial in L[t]. We may define the K-linear transformation w(σ) acting
on L in an obvious way. The set of elements x ∈ L satisfying w(σ)x = 0 clearly is
a K-subspace of L, whose dimension we will estimate using Theorem 4.
Theorem 5. Let L be a cyclic Galois extension of K of degree n and suppose that
σ generates the Galois group of L over K. Let k be an integer satisfying 1 ≤ k ≤ n
and let w be a polynomial of degree k in L[t]. Let
R = { x ∈ L : w(σ)x = 0 }.
Then we have
dimR ≤ k.
Proof. Suppose if possible that dimR > k and let x1, . . . , xk+1 be elements of R
that are linearly independent over K. Let
w =
k∑
i=0
bit
i,
where bk 6= 0. Then we have
b0xi + b1σ(xi) + · · ·+ bkσ
k(xi) = 0, 1 ≤ i ≤ k + 1.
This is a homogeneous system of k+1 linear equations with k+1×k+1 coefficient
matrix A, say, where the i, j-entry of A is
σj−1(xi), 1 ≤ i, j ≤ k + 1.
We deduce that detA = 0, since the system has a non-trivial solution. It follows
that detA′ = 0 also, where A′ is the transpose of A. But A′ is the k + 1 × k + 1
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version of the matrix described in Theorem 4. This theorem implies that x1, . . . ,
xk+1 are linearly dependent over K, a contradiction. We conclude that dimR ≤ k,
as claimed. 
We can use the conclusion of Theorem 4 to show that any k-dimensional subspace
of L arises as a subspace R, as described in Theorem 5.
Corollary 5. Let L be a cyclic Galois extension of K of degree n and suppose that
σ generates the Galois group of L over K. Let k be an integer satisfying 1 ≤ k ≤ n
and let U be a subspace of L of dimension k. Then there exists a polynomial w,
say, of degree k in L[t] such that
U = { x ∈ L : w(σ)x = 0 }.
Proof. Let x1, . . . , xk be a basis for U over K and let S be the k × k matrix
described in Theorem 4. S is invertible by what we have proved and therefore its
transpose S′ is also invertible. Let Σ be the k × 1 column vector whose i-th entry
is σk(xi), 1 ≤ i ≤ k. Then since S
′ is invertible, there is a unique k × 1 column
vector B, say, with
S′B = Σ.
If the entries of B are b0, . . . , bk−1, we find that
w = tk − bk−1t
k−1 − · · · − b1t− b0
is a polynomial with the required property. 
Theorem 3.52 of [7] is a version of this result for finite fields.
We continue with the hypothesis that L is a cyclic Galois extension of K and σ
generates the Galois group G of L over K. We suppose initially that n = 2m+ 1
is odd. Enumerating the elements of G as
1, σ, σ−1, . . . , σm, σ−m.
we define, as before, the subspace Ai of Alt(L) by
Ai = { fb, σi : b ∈ L }, 1 ≤ i ≤ m.
Theorem 6. Let L be a cyclic Galois extension of K of odd degree 2m + 1 and
suppose that σ generates the Galois group of L over K. Define the subspaces Ai of
Alt(L) as above for 1 ≤ i ≤ m. Then for any integer k satisfying 1 ≤ k ≤ m, all
non-zero elements of the nk-dimensional subspace
A1 ⊕ · · · ⊕Ak
of Alt(L) have rank at least n− 2k + 1.
Proof. A typical element g, say, of A1 ⊕ · · · ⊕Ak is expressible as
g =
k∑
i=1
fbi, σi
for suitable b1, . . . , bk in L. Let R denote the radical of g and let x be an element
of R. Then we have
k∑
i=1
Tr(bi(xσ
i(y)− σi(x)y)) = 0
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for all y ∈ L. The argument of Theorem 2 implies that
k∑
i=1
σ−i(bix)− biσ
i(x) = 0.
Applying σk to each side, we obtain
k∑
i=1
σk−i(bix)− σ
k(bi)σ
i+k(x) = 0.
We obtain
w(σ)x = 0,
where w ∈ L[t] is the polynomial
k∑
i=1
σk−i(bi)t
k−i − σk(bi)t
i+k.
Since this polynomial has degree at most 2k, Theorem 5 implies that dimR ≤ 2k.
However, g has even rank
n− dimR
and hence we cannot have dimR = 2k, since L has odd dimension over K. We
deduce that dimR ≤ 2k − 1 and g has rank at least n− 2k + 1. 
Theorem 6 was obtained by Delsarte and Goethals when K is a finite field,
although the methods they used involved counting and did not appeal to principles
such as those contained in Theorem 5. They in fact proved more, since they showed
that
A1 ⊕ · · · ⊕Ak
contains elements of all possible even ranks lying between n − 1 and n − 2k + 1.
Furthermore, they also showed that the dimension of any subspace of Alt(L) whose
non-zero elements all have rank at least n−2k+1 is at most nk. Thus A1⊕· · ·⊕Ak
is a subspace of maximal dimension with respect to this rank property in the finite
field case (subject to the proviso that [L : K] is odd). See [2], Theorems 4 and 7.
In the case of an infinite field K, we do not know if A1 ⊕ · · · ⊕ Ak is a subspace
of maximal dimension with respect to its rank property. We do not even know if
n is the largest dimension of a subspace of Alt(L) all of whose non-zero elements
have rank n− 1, although we conjecture this may be the case. We note also that,
according to Theorem 6, the subspace
A1 ⊕ · · · ⊕Am−1
has the property that all its non-zero elements have rank at least 4, and we have
proved in Theorem 9 of [GQ] that
dim(A1 ⊕ · · · ⊕Am−1) = (m− 1)n
is the largest possible dimension for a subspace of this kind in Alt(L). Thus this
subspace is certainly of maximal dimension with respect to this rank property.
We can obtain a version of Theorem 6 for cyclic extensions of even degree. The
result is slightly less sharp. We omit the proof, as it is in the spirit of Theorem 6.
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Theorem 7. Let L be a cyclic Galois extension of K of even degree 2m + 2 and
suppose that σ generates the Galois group of L over K. Enumerate the elements of
G as
1, σ, σ−1, . . . , σm, σ−m, σm+1.
Define the subspaces Ai of Alt(L) as previously for 1 ≤ i ≤ m + 1. Then for
any integer k satisfying 1 ≤ k ≤ m, all non-zero elements of the nk-dimensional
subspace
A1 ⊕ · · · ⊕Ak
of Alt(L) have rank at least n− 2k.
Most of our findings in this paper admit interpretations in terms of the space
of n × n skew-symmetric matrices with entries in a field K admitting a Galois
extension (more especially a cyclic Galois extension) of degree n. Here, for example,
is a version of Theorem 6.
Theorem 8. Let K be a field admitting a cyclic Galois extension of odd degree
n = 2m + 1 and let Altn(K) denote the vector space of all n × n skew-symmetric
matrices with entries in K. There are m subspaces S1, . . . , Sm, say, each of
dimension n such that
Altn(K) = S
1 ⊕ · · · ⊕ Sm.
The non-zero elements of each subspace Si have constant rank, depending on the
order of the element in the Galois group used to define Si. Furthermore, for any
integer k satisfying 1 ≤ k ≤ m, all non-zero elements of the nk-dimensional sub-
space
S1 ⊕ · · · ⊕ Sk
of Altn(K) have rank at least n− 2k + 1.
There is of course a version of Theorem 7 which may be expressed in terms
of skew-symmetric matrices. We omit the formal enunciation. We note that, for
example, any algebraic number field admits a cyclic extension of any specified
positive degree. See [3], Lemma 4.
4. Final observations
Our construction of subspaces of alternating bilinear forms having, for example,
the constant rank property, is clearly dependent on the existence of extensions
of the underlying field, and entirely different results hold for algebraically closed
fields such as the complex numbers C. For example, the following is proved in [4],
Corollary 1.2. Let U be a subspace of Altn(C) all of whose non-zero elements have
constant rank r. Then we have
dimU ≤ 2(n− r) + 1.
In particular, if n is odd and the non-zero elements of U have constant rank n− 1,
then dimU ≤ 3. When F is either an algebraically closed field of characteristic
different from 2 or the field of real numbers, 3-dimensional subspaces of Alt5(F)
where all non-zero elements have rank 4 are discussed in Corollaries 1 and 2 of [3].
We note that the paper [5] has a good discussion of literature relating to subspaces
of matrices of constant or bounded rank.
We have concentrated in this paper on the construction of alternating bilinear
forms by Galois theoretic methods. More generally, we can generate arbitrary
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bilinear forms, including symmetric ones, by a simple extension of the technique
we have already adopted. We briefly sketch some details.
Let L be a Galois extension of K of degree n and let G be the Galois group of
L over K. Let Bil(L) denote the vector space of K-valued bilinear forms on L×L.
Let
σ1, . . . , σn
be the elements of G. Given elements b1, . . . , bn of L, define
f = fb1,...,bn : L× L→ K
by
f(x, y) = Tr((b1σ1(x) + · · ·+ bnσn(x))y)
for all x and y in L. It is elementary to see that f ∈ Bil(L) and Artin’s theorem
shows that we obtain all of Bil(L) in this way. Furthermore, there is a direct sum
decomposition
Bil(L) = B1 ⊕ · · · ⊕Bn,
where each subspace Bi has dimension n and all its non-zero elements are invertible.
When G is cyclic with generator σ, and we take σi = σ
i for 1 ≤ i ≤ n, the
argument of Theorem 6 shows that the non-zero elements of the nk-dimensional
subspace
B1 ⊕ · · · ⊕Bk
have rank at least n− k + 1, for 1 ≤ k ≤ n. Section 6 of [1] contains a statement
and proof of the assertions above when K is finite.
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