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Abstract  
Geotechnical site investigations are vital for any construction project in brownfield re-
development and/or greenfield sites. Many non-invasive, near-surface geophysical 
techniques are used for site characterisation, with electrical resistivity and seismic 
methods being two of the most popular techniques. 
Although electrical resistivity has been used to detect buried foundations in brownfield 
sites, there is still research needed to identify optimal survey parameters and electrode 
configurations. In this study, four of the most common resistivity arrays (Wenner, dipole-
dipole, pole-dipole and pole-pole) were utilized, on profiles (0.25 m electrode spacing and 
64 electrodes) at different orientations and distances from a scaled-model of a buried 
foundation wall (wall dimensions are 1.5 m long × 0.36 m wide × 0.48 m height). The 
Wenner and dipole-dipole arrays, with surveys oriented parallel to the foundation wall, 
were found to be optimal. 
Integration of geophysical (seismic (using 24 geophones and 1 m geophone spacing), 
electrical resistivity (2, 3 and 4 m electrode spacing and 64 electrodes) and gravity) with 
conventional in situ CPT tests surveys allowed good site characterisation of a geologically 
heterogeneous site. 
Seismic surveys are routinely conducted for shear wave velocity-depth profile site 
determinations. Train-induced vibrations have been shown to be used as passive seismic 
sources for site characterisation studies. In a Midlands glaciated valley site, passing train 
vibrations were collected using three-component seismic stations and 1D/2D array 
configurations. Linear arrays (115 m total length and 5 m geophone spacing), oriented 
parallel to the railway, were found to be optimal. Analysis of three (i.e. vertical and 
ii 
 
horizontal) components revealed different shear wave velocities; however, it cannot be 
the case for the same site. Observing apparent wave velocities was the main 
interpretation for the differences in wave velocity. In addition, time-frequency analysis 
showed that potential Doppler shift was not noticeable on the observed train-induced 
vibrations.  
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1. Chapter one: Introduction  
1.1 Introduction to Site Investigation  
Site investigation is a process to gather adequate geological, geotechnical and other 
relevant information for a proposed construction site and to recognise any potential 
ground problem that might be faced during or after construction. Site investigation, 
sometimes, are not undertaken correctly, and most failed structures have been due to 
lack of proper site investigations (Lancellotta, 2009). 
The field of site investigation contains many disciplines: it can be undertaken by the site 
construction and building industry (Soupios et al., 2007; Mohamed et al., 2013), waste 
disposal sites (Yi et al., 2012). Önal et al. (2013) stated that groundwater pollution might 
have happened in the city of Tunceli, Turkey due to using an inappropriate site for solid 
waste disposal. 
For civil constructions, site investigations are commonly undertaken to gather 
information about the site near-surface materials, groundwater conditions, collecting 
samples for laboratory tests, studying previously failed engineering cases, and to estimate 
ground works effects on safety of pre-existing structures (Smith and Smith, 1998; Craig, 
2004). The main soil mechanical and physical parameters in site investigations are 
commonly soil density, grain size distribution, moisture content, permeability, pore water 
pressure, and soil effective stress, shear strength and stiffness (Simons et al., 2002). 
To perform a successful site investigation, Gabriel (2001) states a common set of factors 
which any site investigation should be assessed on; these are summarized here: 
 
2 
 
1- Ground problems should be recognized; 
2- Preparing an adequate plan for ground hazard management, the plan is 
continuously refined as work progresses; 
3- Relevant, effective and good value information should be supplied. 
These factors are important and the site should be studied with care, with accurate 
results when the earthworks (i.e. excavation) and construction are performed close to 
susceptible structures such as tunnels and historically important buildings (Mathew et al., 
1997). 
Generally, a site investigation contains four sequential steps, which are summarized 
below (Barnes, 2010): 
1- Desk studies, in which any available information such as the geological/soil maps, 
borehole records, previous geotechnical reports, groundwater, etc., should be 
collected and studied; they should be the basis for the new investigation. 
2- Site reconnaissance, includes initial site visits to verify desk study results to 
manage the next steps, and to better understand the site. Any additional 
information such as recent site changes, accessibility issues, etc. can be recorded. 
3- Ground investigation, generally, can be focused following both the desk studies 
and reconnaissance stages, being designed based on each unique site and the 
specific project undertaken. It can be performed by many different in situ and 
laboratory tests; sampling methods (non-invasive and invasive), depth of 
investigation, cost and time all being potentially important issues. Sometimes, 
ground investigations are subdivided into two stages, preliminary investigations 
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and detailed investigations depending on the site complexity and if problems arise 
during construction (Lancellotta, 2009). 
4- Final investigation report which includes all findings from the previous steps. 
Site investigation methods are commonly undertaken by conventional methods such as 
trial pits and boreholes (Barnes, 2016). Direct methods refer to sampling, then the 
collected samples are tested in a soil mechanics laboratory, more details for site 
investigation and conventional soil tests are available in many soil mechanics textbooks 
(e.g., see Clayton et al., 1995, Simons et al., 2002 and Barnes, 2016). 
1.2 Introduction to geotechnical geophysics 
Geophysics is a main branch of geology, which is used to study the Earth’s interior from 
the ground surface using basic physics. It can be subdivided into two main areas, pure 
geophysics and applied geophysics. Applied geophysics can be performed for many 
different applications (Reynolds, 1998, 2011); generally, applications of applied 
geophysics that have already been mentioned in the published literature can be 
summarized in Figure ‎1-1.   
Near surface geophysics, which always applied for shallow investigations (tens of metres 
beneath the ground surface) (Everett, 2013), to hundreds of metres (Doll et al., 2012), has 
been applied for many studies including engineering studies (Doll et al., 2012). It has 
advantages that it can be in sub-metre-scaled studies (see for example Everett, 2013). 
There are powerful advantages of benchmarking the geophysical result against other 
complementary datasets, including borehole data, that allow the geophysical response to 
be extrapolated across a whole site. 
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Figure ‎1-1: Main implementations of geophysical techniques, modified from Reynolds 
(2011). 
 
Engineering site investigation and unseen hazards / ground problems can be studied by 
applied geophysics implementation; these kind of studies are called geotechnical 
geophysics (Keary et al., 2002). Geotechnical geophysics investigations can be performed 
beside/during conventional site investigations, and they can be compared and combined 
for better understanding and more accurate modelling (Reynolds, 2011). 
Inadequate site investigations of heterogeneous sites can have many drawbacks and can 
lead to wide range of structural damage (Barnes, 2016). Therefore, and for more 
representative sampling investigations, saving time and cost, geophysical techniques have 
been used for initial site investigations to detect and characterise any site-specific issues 
prior to, as well as during invasive investigations (Hencher, 2012). Geotechnical 
geophysics are further subdivided into invasive and non-invasive techniques, invasive 
techniques include seismic down hole, up hole, and cross hole which requires a borehole 
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to be drilled first (Mathews et al., 2000). Non-invasive techniques work without boreholes 
such as seismic refraction (Hunter et al., 2002) and electrical resistivity method (Tabbagh 
et al., 2000). The geophysical techniques can be divided based on the nature of the 
source of the measured property, some of these methods work with external energy 
sources like electrical resistivity and refraction seismic, whilst others work without 
external sources, such as gravity and passive seismic methods.  
Geophysical methods can also be utilized for different soil parameter determination. In 
fact, there is a link between the geophysical method used, the physics behind it and the 
required soil parameter. For example, electrical field and potential difference are 
sensitive physical quantities for water and material (e.g. clay minerals); therefore, 
electrical resistivity can be applied for ground water table determination and soil 
moisture content investigations (Samouelian et al., 2005). 
Sometimes, two or more geophysical methods are used to investigate the same site. 
These kind of surveys are performed for more accurate identification for the underground 
situation. The two proposed methods cannot be chosen arbitrarily; they should be chosen 
to gain more information of the subsurface using joint analysis and interpretation 
(Cardarelli et al., 2010; Doll et al., 2012). 
1.2.1 Introduction to the electrical resistivity method 
The electrical resistivity method is one of the routinely-used, near-surface geophysical 
methods (Keary et al., 2002). Results from this method can be obtained after three steps, 
data collection, forward modelling and inversion. Collected data sets are obtained using 
different techniques; these differ depending on the aim of the survey. Due to subsurface 
complexity, 2D and 3D surveys are better for subsurface discrimination (Bentley and 
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Gharibi, 2004). These surveys are applied using different arrays or configurations of 
electrical probes (approximately one hundred electrode configurations); the most popular 
are Wenner and dipole-dipole arrays (Szalai and Szarka, 2008). Working out the optimal 
array is site-specific; each single array has a set of advantages and drawbacks. 
The forward and inversion process are always undertaken together by computerized 
specialist software programs. The main benefit of the forward and inversion processes 
are to translate measured data to “true” subsurface resistivity. After that, results (i.e. 
models or curves) are interpreted for underground characterisation (see Narayan et al., 
1994; Sharma and Verma, 2015). 
Geophysicists perform the resistivity method to typically determine soil parameters for 
the construction industry (see for example Gunn et al., 2015a and Lysdahl et al., 2017). 
Soil moisture content is one of the physical parameters that governs soil mechanical 
behaviour as it affects soil shear strength and compressibility. This method helps civil 
engineers to determine the ground water table and soil moisture content variations in 
1D, 2D and 3D, typically by vertical electrical sounding (VES), electrical 2D surveys, and 
volumetric surveys, respectively. In addition, the resistivity method is successfully used to 
investigate subsurface and determine location and size of voids (natural and man-made 
cavities) (see Cardarelli et al., 2010; Banham and Pringle, 2011), the bedrock - soil 
interface (Rao et al., 2004), and determining a competent layer for civil construction 
foundations (Soupios et al., 2007). Subsurface geological structures characterisation (e.g. 
anisotropy phenomena), (Ravindran, 2012; Lane et al., 1995; Asfahani, 2011), 
groundwater contamination and forensic investigations (e.g. old tombs detection), 
(Pringle and Jervis, 2010; Dick et al., 2015) are other resistivity method applications. It has 
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many advantages, such as being economic, fast, and more representative method in 
terms of sampling. 
1.2.2 Introduction to the seismic method 
The seismic method is another popular geophysical method that has been used for 
geotechnical applications. Soil particles are oscillated when seismic waves pass through 
the ground and apply very small strains (Mathews et al., 2000). Seismic wave velocity 
propagation is related to elastic constants of a medium; this makes seismic waves have an 
ability to determine soil mechanical parameter such as soil stiffness (Foti et al., 2015). 
Any seismic event, natural event (e.g. earthquake) or man-made event (e.g. explosions, 
human daily activities), generates a train of seismic waves which contains two main 
groups, body waves (e.g. primary and secondary waves) and surface waves (e.g. Rayleigh 
and Love waves). Each wave type has specific physical properties, therefore, its effects, 
processing and applications differ between each other; for instance, secondary and 
surface waves are more suitable to determine soil shear strength and soil stiffness 
(Mathew et al., 1997; Mathews et al., 2000). 
Seismic surveys for geotechnical purposes can be utilized using secondary waves and 
surface waves with different techniques. Surface waves are used in this project for 
geotechnical investigations. Seismic surface waves (i.e. ground roll) are generated from 
natural seismic and man-made events, and in both cases it can be used for geotechnical 
purposes (Foti et al., 2015). These surveys are usually a four step process: data collection, 
dispersion curve production, inversion process to determine shear wave velocity-depth 
profile, and soil shear modulus calculations (Lane, 2009). The last three steps are 
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computationally-intensive processes, and require implementation in either commercial 
software or the authorship of bespoke algorithms. 
Surface wave data sets can be collected using linear or 2D geophone arrangements, 
different arrays shapes / size, and passive or active seismic sources have been applied 
with different techniques (Foti et al., 2015). Combined active and passive seismic source 
surveys are more effective than one type source, where wide range of wave’s frequencies 
will be collected and shear wave velocity will be determined for bigger range of depth 
below ground level (Foti et al., 2015). 
The refraction microtremor (ReMi) technique is used in this project. This method is used 
to collect seismic waves from passive sources (i.e. natural and human activities). The 
conventional ReMi is a linear array which was first proposed by Louie (2001). Standard 
refraction equipment, such as single geophone sensor, which is popular for most 
companies, institutions and geophysicists, is used for data collection. In addition, 
geophone spacing (i.e. geophone interval) is varied, and multicore cables can be used; in 
an urban environment, stand-alone recorders are more applicable and efficient to avoid 
lay out of long heavy cables and damage to cables (Louie, 2001). The conventional ReMi 
proposes all passive sources are equally distributed around the site and picking the 
subsequent dispersion curve should be taken with care (i.e. picking true wave velocity or 
the minimum apparent wave velocity). These two conditions are necessary for data 
processing otherwise erroneous results can be obtained. Strobbia et al. (2015) state that 
the 2D arrays (the geophones arrange in two dimensional geometries, for example, L-
shape array, where the deployed array has the “L” letter shape) are better than linear 
(the geophones arrange in a straight line) with passive sources surveys, where the 
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dispersion curve can be extracted with more confidence. The ReMi method has been 
used for site characterisation in many projects (e.g. Cha et al., 2006; Gamal and 
Pullammanappallil, 2011). This method is compared with many methods to calibrate its 
results (e.g. Perez-Santisteban et al., 2011; Stephenson et al., 2005; Rosenblad and Li, 
2009). 
1.3 Thesis structure and aims 
In this thesis, the electrical resistivity technique has firstly been tested for buried 
foundation determination and secondly some of the geophysical techniques (e.g. 
resistivity, seismic, microgravity) have been applied for combined site investigation as a 
case study. Finally, the seismic technique has been used using train-induced vibrations for 
site characterisation. 
Empirical studies have evidenced the ability of the resistivity method to determine buried 
foundations. Buried foundations, especially those that are constructed of concrete, can 
show significant variations in resistivity from the host background. Thus, it is important to 
determine the optimal different configurations to locate buried foundations. 
Some of geophysical techniques (electrical resistivity, passive and active seismic surveys) 
and direct tests (cone penetration test and sand-replacement density test) have been 
performed and combined for site characterisation as a case study. The electrical resistivity 
has been used to generate several 2D resistivity models for the underground. The seismic 
surveys have been used to produce 1D and 2D (cross section) shear wave velocity – depth 
profiles, these data sets were used to determine the material shear modulus. Results 
from these surveys were applied to relate the measured soil parameters. 
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Finally, train-induced seismic vibrations have been tested for shear wave velocity-depth 
profile determination. Therefore, testing the generated vibrations is important for near 
surface applications. In this thesis this has been undertaken using different geophone 
configurations and three components seismic stations for trains passing the studied site 
in both directions. 
 
Therefore, the aims of this thesis are outlined below, with more detailed aims in the 
individual chapters. 
1- To determine differences in resistivity models of different electrode configurations 
(arrays) for eliminating a target from the host background and to demonstrate the 
usefulness of local traffic-induced vibrations for site investigation. 
2- To perform a multi-geophysical technique site investigation using active and 
passive geophysical techniques with in-situ direct tests. 
3- To test the usefulness of train-induced vibrations for seismic surveys to 
characterise a site in three dimensions. 
To achieve these aims, and to put the case study chapters in context, a review of the 
literature was conducted. Moreover, in the last chapter, the thesis results are discussed; 
conclusions and limitations being also presented. The main content of the thesis chapters 
are summarized: 
 Chapter 2 shows the basics of electrical resistivity, passive and active seismic, 
microgravity, cone penetration test (CPT), train-induced vibrations and soil 
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mechanics. The chapter represents the applications of these techniques for near 
surface and site characterisation.  
 Chapter 3 details the electrical resistivity technique for buried foundation 
determination of four electrode configurations. The results are compared with the 
target dimensions to determine which is the optimal electrode array for 
determining a buried foundation. Then, results of two different inversion 
techniques are compared to state which inversion method is optimal. In addition, 
traffic-induced vibrations are observed to produce shear wave velocity-depth 
profiles from different seismic components. The results are used to find the range 
of the effective investigated depth. 
 Chapter 4 details the results for geophysical surveys of a case study and combined 
with the in situ direct tests for site characterisation as a case study and provides a 
background for the feasibility study of train-induced vibrations.  
 Chapter 5 details the passive seismic surveys that were used for train-induced 
vibration collection and processing. The results of different arrays and seismic 
components are presented and compared to find out the seismic components and 
survey parameters differences. To constrain the results of the train-generated 
vibrations, it is compared with microgravity surveys which were conducted at the 
same place and time. 
 Chapter 6 discusses the main thesis results and gives limitations of the conducted 
studies. 
 Chapter 7 concludes, suggests further research and possible applications. 
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2. Chapter two: Theoretical background 
In this chapter published literature for the geophysical methods and direct soil tests used 
in this thesis will be briefly reviewed. Within each reviewed method, the emphasis on its 
application for site characterisation is given. For more details, text books are suggested at 
the end of each section. 
2.1 Resistivity method 
2.1.1 Introduction to electrical geophysical methods 
The “Electrical method” is one of the most popular geophysical methods that is used for 
sub-surface investigation. The resistivity method is an active one and it is widely used in 
engineering, mining, geotechnical and hydrogeological applications to investigate the 
shallow subsurface geology (McDowell et al., 2002; Reynolds, 2011; Everett, 2013). It can 
also be a useful investigation tool for ore and environmental studies (Milsom and Eriksen, 
2011; Everett, 2013).  
As with many other geophysical methods, resistivity is a non-invasive technique that is 
cheaper than invasive drilling (Hencher, 2012). Resistivity has the advantage in that it is 
an indirect method that can used to investigate sub-surface targets that contain some 
variation and/or contrast in their bulk resistivity properties, when compared to 
background values (Keary et al., 2002). 
However, the resistivity method has some limitations, namely, the ambiguity of 
interpretation or non-uniqueness of the results (McDowell et al., 2002).  That is, any 
individual apparent resistivity profile or data set can be produced from a number of 
equally valid sub-surface ‘models’ of resistivity.  The true model can only be determined 
with direct investigation of the ground (so-called ground truthing) (McCann et al., 1997) 
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or by proxy investigation through other geophysical methods (Cardarelli et al., 2010). The 
properties of deeper structures are also less accurately determined, when compared to 
shallow structures, due to the influence of surface topography and the dominating effects 
of near-surface resistivity variations (Keary et al., 2002). Electrode spacing and the 
maximum electrical power of the measuring instrument also limit the depth of current 
penetration and, therefore, the depth of investigation (Milsom, 2003). The physical 
restraints of long cables and extensive electrode arrays can make collecting surveys in 
rural ground, significant topography variation and urban ground difficult and time-
consuming (Telford et al., 1990; Metwaly et al., 2009; Reynolds, 2011). Despite these 
limitations, the resistivity method has become one of the most popular techniques for 
imaging the sub-surface and has been used for many applications. 
2.1.2 Electrical resistivity theory  
The basics of the electrical resistivity method depend upon the fundamentals of electrical 
physics. The premise is to inject an electrical current into the ground, via a pair of 
electrodes, and then measure the difference in the voltage across another pair of 
electrodes. For most surveys, the current source utilizes two current electrodes (A & B or 
C1 & C2) and the difference in potential is measured across two other electrodes, i.e. the 
two potential electrodes M & N or P1 & P2 (Keller and Frischknecht, 1966). The injected 
current, by a single surface electrode, will flow in the soil and the pattern of flow in three 
dimensions will have a generally semi-circular shape, whilst the equipotential lines are 
perpendicular on it (see Figure ‎2-1).  
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The resistivity method depends on the principle of Ohm's law with soil, as well as any 
other conducting material, obeying law under direct current (or DC) condition (Milsom 
and Eriksen, 2011). In simple terms, the electrical resistance R (in Ohms) of a conductor is 
defined as: 
R =
∆V
I
                                                                                                         (2 − 1) 
 
 
Figure ‎2-1: Pattern of electrical current flowing in the ground and equipotential lines, 
(modified from Keary et al., 2002). 
 
where ∆V (in volts) is the potential difference between two points and I (in Amps) is the 
electrical current (Milsom and Eriksen, 2011).  
The resistance, R, of a conductor, is proportional to its length L (m) and inversely 
proportional to its cross-sectional area A (m2): 
R =
ρL
A
                                                                                                         (2 − 2) 
 
where ρ is the resistivity of the conductor (Ohm.m). From Equation 1 and 2 the resistivity 
can be expressed by the following equation (Reynolds, 2011): 
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ρ =
∆V
I
 
A
L
                                                                                                     (2 − 3) 
With a single electrode acting as the current source in an infinite, homogeneous and 
uniform resistivity half-space, the current distribution will be hemispherical in shape with 
the current electrode at the centre of the hemisphere (Keary et al., 2002). 
 
Any point at a specific distance from the current source, the following equation can be 
used to determine the resistance R, if the distance, r, and the surface area of the 
equipotential surface 2πr2 is known: 
R = ρ
r
2πr2
=
ρ
2πr
                                                                                     (2 − 4) 
 
From Equation 1: 
∆V = IR = I
ρ
2πr
                                                                                        (2 − 5) 
 
Most resistivity surveys use two electrodes to measure the potential difference between 
two points, and the potential difference between them is given as: 
∆V = VP1 − VP2 = (
Iρ
2πr1
−
Iρ
2πr2
) − (
Iρ
2πr3
−
Iρ
2πr4
)                     (2 − 6) 
∆V =
Iρ
2π
(
1
r1
−
1
r2
−
1
r3
+
1
r4
)                                                                (2 − 7) 
 
 
From Equation 7, the resistivity can be determined from: 
ρ =
2π
(
1
r1 −
1
r2 −
1
r3 +
1
r4)
∆V
I
= K
∆V
I
                                                    (2 − 8) 
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where K is a geometric factor relating to each specific electrode configuration. The 
geometric factor depends on the arrangement of the four electrodes spatially. Using 
equation 8 above, the potential can be determined by any configuration of array with 
four electrodes over a homogeneous half space, (Reynolds, 2011). The resultant 
measured resistivity should be constant in a homogeneous medium and does not depend 
on the spacing of the electrodes and surface location (Keary et al., 2002).  
 
In fact, almost all the geomaterials can be considered as not uniform at the survey scale 
and therefore, the apparent resistivity and true resistivity will be non-uniform in x-y-z 
space. By using the measured current, I, and potential values ∆V, the apparent resistivity, 
𝜌𝑎, is calculated by the following formula, (Reynolds, 2011). 
𝜌𝑎 = k
∆V
I
                                                                                                   (2 − 9) 
This measured ‘apparent’ resistivity value relates to the bulk resistivity of the ground 
measured by the instrument, and not necessarily is the true resistivity of the individual 
components of the materials in the sub-surface. The relationship between the true and 
apparent resistivity is complex and requires an inversion procedure to determine the true 
subsurface resistivity values for the subsurface from the apparent resistivity measured at 
the survey array (Loke, 2015).  
2.1.3 Electrical conduction in sub-surface materials 
Electrical current flows through materials in three ways: electronic conduction, 
electrolytic conduction and dielectric conduction (Lowrie, 2007; Reynolds, 2011). 
Electronic conduction takes place by the movement of free electrons, with metals being 
the most electronically conductive materials (Lowrie, 2007). Electrolytic conduction is the 
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principal conduction phenomenon that occurs in soil and rocks that contain suitable 
amounts of pore water. In this case the current flow is caused by the movement of free 
ions in the water volume (Lowrie, 2007).  
For “DC” resistivity techniques in sub-surface materials, dielectric conduction effects are 
minor in comparison to electronic conduction and electrolytic conduction (Lowrie, 2007). 
As such, resistivity is predominantly controlled by the two former conduction 
mechanisms. Geomaterials with a portion of clay minerals have a specific current 
conduction mechanism. Electrical current conduction in clay mineral is due to the ions at 
their crystal surfaces (Salem, 2001). In general, pore water has dissolved ions and clay 
mineral crystals which try to make electrical charge balance by adsorbing dissolved ions at 
their surfaces; this phenomenon leads to build up of a layer of ions called a double layer 
(Murthy, 2002). Clay minerals have an influence on current conduction due to the double 
layer effects. Surface electric current conduction by clay minerals is affected by the 
amount and type of the clay minerals (Salem, 2001).  
2.1.4 The electrical properties of sub-surface materials 
Geomaterials have a wide range of electrical resistivity values which are distributed from 
under 10−2 to more than 108 Ω. m (Dobrin and Savit, 1988). In general, igneous and 
metamorphic rocks have the highest resistivity values because these materials are less 
porous and contain smaller pore fluids when compared to sedimentary rocks and soils. 
Sedimentary rocks have commonly lower resistivity values than Igneous and 
Metamorphic rocks (Reynolds, 2011). The resistivity values of sedimentary rocks are 
controlled by the porosity and the concentration of dissolved salt and other ions in the 
groundwater, plus the presence of clay minerals in the rock matrix (Reynolds, 2011; 
Lowrie, 2007). 
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Soils and unconsolidated sediments generally have resistivity values much less than rocks. 
The resistivity of a soil depends on the porosity, degree of saturation and clay content 
(Reynolds, 2011). Figure ‎2-2 represents the typical range of resistivity values for different 
types of rocks and soil, and the overlap in the individual values in this figure shows the 
variety and broad range of apparent resistivity that can be expected in each material. 
 
Figure ‎2-2: Electric resistivity values for different types of rocks, soils and ores (Lowrie, 
2007). 
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2.1.5 Potential errors with data 
The data collected in a survey sometimes contains errors, or has a high degree of noise, as 
a result of measurement or survey problems. Loke (2015) states that this so-called ‘bad’ 
or noisy data can be divided into two broad categories; those from systematic error 
effects and those associated with random noise. Systematic noise comes from failure(s) 
during the survey such as weak soil-electrode contacts, damaged cables, instrument 
problems and mistakes during the system operation and data collection process (Loke, 
2015). Additionally, increasing electrode separation can lead to reduced data quality 
(Milsom and Eriksen, 2011).  
Random noise has different causes (e.g., powerlines) with telluric currents (natural sub-
surface currents) may be the most important of these as they vary with time (Milsom and 
Eriksen, 2011). Arrays with very large geometric factors are more affected by the random 
noise than narrow separation surveys (Milsom and Eriksen, 2011). 
2.1.6 Electrode array configurations 
About one hundred independent geoelectrical array configurations have been found in 
the geophysical literature (Szalai and Szarka, 2008). However, only a few of them are 
commonly used (Keary et al., 2002). Choosing the most practical array for any field survey 
depends on the type of structure that the researcher is investigating, the sensitivity of the 
resistivity meter being used and the ambient noise level at the site. Horizontal data 
coverage (the ability of an array to measure more resistivity readings in the horizontal 
direction, with increasingly investigated depth) all have to be considered when selecting 
an array (Loke, 2015).  
20 
 
2.1.6.1 The Wenner array 
The Wenner array has a simple configuration where the current and potential electrodes 
are laid out with equal spacing a (Keary et al., 2002). Three different configurations are 
available; they are called alpha, beta and gamma (Carpenter and Habberjam, 1956). A 
Wenner alpha array needs four electrodes (Figure ‎2-3-a), with the outer two electrodes 
used for current injection and the inner two electrodes for measuring the difference in 
potential (Dobrin and Savit, 1988). 
 
Figure ‎2-3: Common arrays used in resistivity surveys, C1 & C2 are current electrodes, P1 
& P2 are potential electrodes, a is electrode spacing (modified from Loke, 2015). 
2.1.6.2 Dipole-dipole array 
For this array type, the current electrodes are placed adjacent to each other next to the 
pair of potential electrodes, in a similar way to the Wenner Beta array (see Figure ‎2-3-b) 
(Loke, 2015). The spacing a between the pair of current/potential electrodes is fixed 
during the initial survey, whilst the distance between the electrodes pairs (C1-C2 and P1-
P2) is increased gradually to increase the investigated depth, the n factor (Milsom, 2003).  
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2.1.6.3 Pole-pole array 
With this array, four electrodes are used but two are placed away from the main survey 
region. The pole-pole array has the advantage of providing a greater investigated depth 
for a given electrode spacing and more horizontal coverage (see Figure ‎2-3-c) (Loke, 
2015). 
Its disadvantage is the comparatively poorer resolution in comparison with other arrays. 
In addition, placing two remote electrodes make it more susceptible to the effects of 
telluric noise, more extended cables are required, and the presence of subsurface 
significant inhomogeneity(s) may effect current field which reduces data quality (Dahlin 
and Zhou, 2004; Okpoli, 2013). 
2.1.6.4 Pole-dipole array 
With this type of array, four electrodes are used but one current electrode (C2) has to be 
placed remotely from the survey area whilst the other (C1) and the two potential 
electrodes (P1 and P2) are within the survey line (Figure ‎2-4), (Loke, 2015). Because of 
this form of electrode separation, pole-dipole arrays are inherently asymmetrical. As 
such, when collecting data over symmetrical target structures, the apparent resistivity 
anomalies in the 2D pseudosections or 3D cube are also asymmetrical (Milsom and 
Eriksen, 2011). To overcome this problem, forward and reverse surveys have to be 
collected. The forward and reverse surveys are then combined to give a single data set for 
inversion and interpretation. In this way any asymmetrical bias in the measured data 
would be minimized (see Figure ‎2-4), (Loke, 2015). 
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Figure ‎2-4 Forward and reverse configurations for pole-dipole array, C1 is current 
electrode, C2 is a remote current electrode and it does not appear in the figure, P1 & P2 
are potential electrodes, a is electrode spacing, and n is the n factor (modified from Loke, 
2015). 
 
2.1.7 Geoelectrical resistivity surveys types 
In general, electrical resistivity surveys can be divided into four types; 1D electrical 
vertical sounding (VES) surveys, 2D constant separation traverse (CST) surveys, 2D 
‘pseudo-section’ surveys and fully 3D volumetric surveys (Okpoli, 2013).  
Subsurface anomalies usually have 3D distributions, therefore, 2D surveys only give an 
approximate characterisation for the subsurface. Two dimensional imaging can be 
obtained by integrating sounding and profiling techniques to determine vertical and 
lateral subsurface variation by using a range of different electrodes spacing along an array 
(Aizebeokhai, 2010). Two dimensional surveys assume that the variations of the 
subsurface resistivity are occurring vertically and horizontally along the survey line, but 
are constant in a perpendicular direction, therefore, 3D surveying gives the most accurate 
understanding for subsurface anomalies, especially with complex ones. Closer electrode 
spacing helps to resolve more details whilst large crossline spacing helps to reduce survey 
time (Bentley and Gharibi, 2004). 
2.1.8 Inversion theory 
More sophisticated interpretation methods use inversion as a tool to produce a 2D 
section or 3D volume of true resistivity values from the measured apparent resistivity 
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data. The main aim of inversion theory is to produce a true resistivity model of the sub-
surface, that provides simulated measured apparent resistivity values that are a best 
match/fit to the actual measured apparent resistivity (Loke and Barker 1995). 
The forward modelling programme (the simulated data) is based on a finite-difference or 
finite-element method, and then the inversion technique is used to iteratively change the 
model until the simulated data matches the collected data as a least-squares best fit 
(Dahlin, 2001). The difference between simulated and collected data is measured and 
presented as root mean square (RMS) error (Loke and Dahlin, 2002). Note, however, that 
the inversion result is non-unique, because the subsurface is inherently variable in three 
dimensions and many causes lead to non-uniqueness, therefore, inversion of a set of data 
may produce two or more different models (Griffith and Kings, 1981; Roy, 2008).  
2.1.9 Electrical resistivity method applications 
The electrical resistivity method has been used in many near surface applications. It has 
been applied for forensic investigation (Matias et al., 2006; Pringle and Jervis, 2010; 
Pringle et al., 2016; Rubio-Melendi et al., 2018), archaeology (Imai et al., 1987; Osella et 
al., 2005), agricultural studies (Michot et al., 2003; Ravindran and Prabhu, 2012; Beff et 
al., 2013; Dick et al., 2018), natural underground cavities (Nyquist and Roth, 2005; 
Deceuster et al., 2006; Cardarelli et al., 2010; Zhu et al., 2011), man-made underground 
cavities (Chambers et al., 2007; Cardarelli et al., 2010; Banham and Pringle 2011; Orfanos 
and Apostolopoulos, 2011) and for groundwater studies (Metwaly et al., 2009; Kumar et 
al., 2014; Akawwi et al., 2014; Ofomola, 2018). The method is also widely used for 
moisture content determination (see, for instance, Dannowski and Yaramanci 1999; 
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Turesson, 2006; Brunet el at., 2010; Celano et al., 2011; Yan et al., 2012; Bazin and 
Pfaffhuber, 2013; Chrétien et al., 2014). 
For civil engineering purposes, resistivity surveys have been used to characterise sites, for 
example, pre-installation ground assessments (Soupios et al., 2007), investigation of 
existing foundations (e.g. Cardarelli et al., 2007; Arjwech et al., 2013), monitoring of 
ground stabilisation procedures (e.g. Fischanger et al., 2013; Apuani et al., 2015) and to 
monitor active soil landslides (Crawford and Bryson, 2018). Resistivity imaging has been 
used to Earth-filled dam (Cardarelli et al., 2014) and to assess railway embankment 
conditions (Donohue et al., 2011; Gunn et al., 2015a), (see Figure ‎2-5). 
 
Figure ‎2-5: An electrical resistivity image showing moisture movement and moisture 
conditions cross an embankment (Gunn et al., 2015a). 
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Archie (1942) showed the relationship between sandstone moisture content and its 
resistivity for the petroleum industry, but it can also be applied for moisture content 
determination in soils. Resistivity imaging is commonly used as a reconnaissance method 
to detect natural aggregate (sand and gravel), commonly confirmed by intrusive drilling 
results, as it shows an effective indicator for coarse aggregate existence, and the 
thickness and the subsurface distribution can also be determined (Beresnev et al., 2002). 
Sudha et al. (2009) also demonstrates the ability of electrical resistivity to determine soil 
strength. Fallah-Safari et al. (2013) undertook an experimental test to determine the 
relationship between different clays and soils electrical properties and their geotechnical 
tests, results showed a reasonable correlation between geotechnical parameters such as 
water content, void ratio, and compressive strength with electrical resistivity. Figure ‎2-6 
represent the relationship between moisture content and resistivity of a bentonite clay 
sample, it shows a noticeable decreasing in resistivity from about 35 Ohm.m at about 
0.22% moisture content to about 5 Ohm.m at 0.37% moisture content. 
 
Figure ‎2-6: Water content-resistivity relationship of a bentonite clay sample (Fallah-Safari 
et al., 2013). 
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Chrétien et al. (2014) stated that the resistivity method is an adequate method to 
determine seasonal water content variations to understand soil deformation on a 
construction site. Cosenza et al. (2006) also demonstrated that electrical resistivity 
showed a good indirect predictor of water content for geotechnical tests. It employed to 
determine buried karst features (location and dimensions) for highways and municipal 
roadways extension in Florida, US, results matched data from soil boring (Garman and 
Purcell, 2004). 
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2.2 Seismic method 
2.2.1 Introduction to seismic geophysical method 
The “Seismic method” is one of the geophysical methods has been used since the 1920s 
(Keary et al., 2002). This method includes many techniques and all of them are dependent 
on the physics of the mechanical wave. Seismic techniques are divided into two types 
depending on the nature of seismic source (i.e., the source of seismic waves), passive 
techniques are natural seismic sources (e.g. refraction microtremor technique); whilst 
active techniques depend on active seismic sources (e.g. multichannel analysis of surface 
waves).  
Disadvantages of the seismic methods include, for example, sensitivity to cultural noise; 
surface waves are regarded as noise when primary or secondary waves are of use, and 
vice versa, (Mathews et al., 2000; Everett, 2013). Moreover, seismic surveys can be 
classified into invasive and non-invasive techniques. Invasive techniques include cross-
hole, down-hole, and up-hole where a borehole(s) is required, whilst non-invasive 
techniques contain refraction, reflection and surface wave techniques (Foti et al., 2015). 
2.2.2 Overview of seismic surface waves  
In general, seismic waves can be classified into two main groups, body waves and surface 
waves, and these are further classified according to the wave propagation. Body waves 
contain two main types of seismic waves: primary and secondary waves (see Telford et 
al., 1990 for more details). Seismic waves propagate through different materials can have 
different wave velocities. Figure ‎2-7 represents the typical wave velocities for different 
types of rocks and soils. 
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Figure ‎2-7: Compressional (grey) and shear (red) wave velocities for different types of 
rocks and soils (Schön, 2015). 
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Surface waves generally propagate at the ground surface or close to it, generate in a 
bounded elastic medium and travel at the surface of this medium (Keary et al., 2002). 
Surface waves can be divided into two types: 
1. Rayleigh waves: They propagate along free surface or along separate boundaries 
between two different solid media (Keary et al., 2002). During the passage of 
these waves, particles move in a retrograde and vertically-oriented major axis 
elliptical path (Lowrie, 2007; Telford et al., 1990), (see Figure ‎2-8- a). Although 
Rayleigh waves move on a free surface, particle movements are not restricted to 
the medium. Particles that lie below the surface are affected by this wave. The 
amplitude of these waves decreases exponentially with depth (Lowrie, 2007). 
2. Love waves: These are the second type of surface wave, its generation related to 
the medium properties, where the shear waves propagate through layered 
medium and the velocity of shear wave in a layer close to the surface is less than 
that in deeper ones. Love wave propagation lad to particle vibration in horizontal 
motion and transverse to the direction of wave propagation (Keary et al., 2002), 
(see Figure ‎2-8- b).  
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Figure ‎2-8 Propagation of surface waves (a) Rayleigh wave and (b) Love wave (Everett, 
2013). 
 
Seismic surface waves have another property of propagation, whereby during its travel 
through inhomogeneous medium (e.g. soil), it suffers from frequency changes (Foti et al., 
2015). Surface waves propagate slower than body waves and their propagation velocity is 
highly frequency dependent (Shearer, 2009). Surface wave velocity can be explained by 
two components; phase velocity and group velocity. Phase velocity is a velocity of each 
single phase that propagates within a wave packet, whilst group velocity is a velocity for 
whole of the wave packet (i.e. all the propagated frequencies), (see Figure ‎2-9), (Everett, 
2013; Foti et al., 2015). 
31 
 
  
Figure ‎2-9: Group velocity and phase velocity for surface waves (Foti et al., 2015). 
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2.2.3 Dispersion  
When the wave disturbance happened, many frequencies start to travel away from the 
source of the disturbance. If the all frequencies have the same velocity and the 
relationship among them is constant, the wave packet (i.e., sometime called envelope) 
has the same shape each time and it has the same velocity. Otherwise, when the 
propagated frequencies have different velocities, which led to the wave packet has 
different velocity from that of frequencies, (Fleisch and Kinnaman, 2015). In other words, 
the Rayleigh wave’s phase velocity is frequency dependent (Foti et al., 2015; Shearer, 
2009). This dispersion concept is an inherent property of surface waves, which is 
employed to extract information of particle motion. Dispersion property is employed to 
draw a dispersion curve; a dispersion curve is a curve which can be plotted by a set of 
points for phase velocity against wavelength for each single frequency (Mathews et al., 
1996). Dispersion curves have many frequencies and each one penetrates the ground 
with a certain depth. The frequency is related to its wavelength, therefore, a phase 
velocity-depth profile can be determined (Lane, 2009). 
2.2.4 Seismic Inversion 
Seismic inversion is a final step in processing of seismic data, and it is a mathematical 
process whereby shear wave velocity profiles can be obtained from dispersion curves 
(Foti et al., 2015). It is an iterative process, by which, theoretical and measured dispersion 
curves are matched between each other as much as possible; a priori information is 
required about the investigated site material, such as Poisson’s ratio and the geomaterial 
density (Milsom and Eriksen, 2011). Without more information about the surveyed site 
and its material, many well-fitting inversion models can be obtained (Foti et al., 2015).  
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Xia et al. (1999) state that the Rayleigh wave phase velocity is affected by geomaterial 
properties such as shear wave velocity, primary wave velocity, geomaterial density and 
thicknesses of layers, where shear wave velocity effects are initially put on a dispersion 
curve in frequencies more than 5 Hz. Note that material density has limited effect on 
modelled shear wave velocity profiles.  
2.2.5 Theory of elasticity 
Seismic wave propagation through a geomaterial depends on elasticity theory. Applying a 
force on the external faces of a solid body can lead to a change of shape and/or size of a 
solid body (Telford et al., 1990). When the external forces are removed the body will 
return to the original situation without any permanent deformation, this property is 
called elasticity (Telford et al., 1990). According to this theory, materials will be divided 
into four types: 
Elastic material: the material that return to the original shape after the applied forces 
have been removed (i.e., no more permanent deformation). 
Plastic material: the material that have a permanent deformation after the applied forces 
have been removed. 
Brittle material: the material that ruptured or failed suddenly within the elastic range. 
Anelastic material: this material has a different stress-strain relationship, when this 
material is subjected to a specific stress it does not represent the strain at the same time, 
but it takes more time where the strain increased gradually (Lowrie, 2007). 
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Passing a train of seismic waves through the earth creates a very short elastic 
disturbance, typically over a short period (i.e., typically few seconds to minutes). 
Materials may have different behaviours with short term stress (e.g. passing of seismic 
waves) than they have due to long term stress (a building load). Time, temperature and 
hydrostatic confining pressure are factors that affect the response stress of a geomaterial. 
Therefore, material behaviour (elastic, anelastic and plastic) is governed by the depth of 
material. Petrophysical properties of the geomaterial are the main factors for anelastic 
behaviour. Seismic waves that pass through not perfectly elastic material will lose a part 
of their energy (e.g. by frictional heating), then, a gradual decreasing in the wave 
amplitude with increasing in distance from the source occurs, this phenomenon is known 
as attenuation (Lowrie, 2007). 
2.2.5.1 Stress and strain 
According to the elasticity theory, the effects of any applied forces are represented by the 
variation of the shape and size of the effected object. Stress and strain concepts show the 
applied force and the effected object relationships (Telford et al., 1990).  
A. Stress: is defined as the ratio of applied force to unit area, and it can be divided 
into two types: 
1- Normal stress, when the force applied in a perpendicular direction to the face 
(area) of an object. 
2- Shear stress, when the force applied in a tangential manner to the face (area) of 
an object (Telford et al., 1990). 
B. Strain: is defined as the variations in the shape and/or the size of the medium (an 
object) due to subjected stress(s) (Telford et al., 1990). 
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Various elastic moduli have been found to state the linear stress-strain relationships for 
any specific material, each one of them has determined a ratio of a particular stress to the 
strain that was caused by it (Keary et al., 2002). 
1. Young’s modulus: is the ratio of longitudinal stress to longitudinal strain, since 
strain is a dimensionless amount, then Young’s modulus is measured by a stress 
unit only, so its units are in Pascals: 
𝜖 =
𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖𝑛𝑎𝑙 𝑠𝑡𝑟𝑒𝑠𝑠 𝐹/𝐴
𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖𝑛𝑎𝑙 𝑠𝑡𝑟𝑎𝑖𝑛 ∆𝐿/𝐿
                                                  (2 − 10) 
2. Bulk modulus: is the ratio of volume stress to volume strain, measured by 
pressure units (Pascals). 
𝐾 =
𝑣𝑜𝑙𝑢𝑚𝑒 𝑠𝑡𝑟𝑒𝑠𝑠 𝑃
𝑣𝑜𝑙𝑢𝑚𝑒 𝑠𝑡𝑟𝑎𝑖𝑛 ∆𝑣/𝑉 
                                                          (2 − 11) 
3. Shear modulus: is the ratio of shear stress to resultant shear strain tan 𝜗, 
measured by pressure units (Pascals). 
𝐺𝑜 =
𝑠ℎ𝑒𝑎𝑟 𝑠𝑡𝑟𝑒𝑠𝑠 𝜏
𝑠ℎ𝑒𝑎𝑟 𝑠𝑡𝑟𝑎𝑖𝑛 tan 𝜗
                                                             (2 − 12) 
4. Axial modulus: is the ratio of longitudinal stress to longitudinal strain (in case with 
absence of lateral strain). 
𝜑 =
𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖𝑛𝑎𝑙 𝑠𝑡𝑟𝑒𝑠𝑠 𝐹/𝐴
𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖𝑛𝑎𝑙 𝑠𝑡𝑟𝑎𝑖𝑛 (𝑢𝑛𝑎𝑥𝑖𝑎𝑙) ∆𝐿/𝐿
                            (2 − 13) 
2.2.6 Seismic surface wave methods 
The need for a rapid, cost effective and reliable investigation technique has led to many 
indirect methods to be developed. Seismic surface wave methods have been developed 
and used for soil geotechnical investigation (Mathews et al., 2000; Clayton, 2011). 
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Depending on the nature of the source of the surface waves, surface waves methods are 
divided into two groups: active surface methods and passive surface methods. 
2.2.6.1 Active seismic methods 
These methods depend on any seismic source device or tool that release energy into the 
ground by generating seismic waves. In surface waves, the seismic source should 
generate sufficient amount of energy in order to obtain high signal-to-noise ratios (SNR). 
To investigate deeper the wide range of wave frequencies are required, where the low 
frequency waves have ability to propagate deeper into the ground. Many active seismic 
sources have been employed to generate active seismic waves (e.g. sledge hammer, 
explosives or electro-mechanical vibrators). Site preparation, cost, source repeatability, 
time difference between two shots, environmental damage, safety requirements, and the 
need for authorization are important aspects in terms of seismic source reliability (Foti et 
al., 2015). 
The surface waves, as other seismic waves, can be recorded on land using specific tools 
(e.g. geophones). The geophones can be laid down in linear and 2D geometries (e.g. L-
shape, triangle, and square arrays). In linear array surveys, the geophones are set out in a 
straight line away from the active seismic source.  Data acquisition parameters should be 
decided to resolve the target that the survey is being collected for (e.g. penetration depth 
and resolution required), these parameters are typically the length of the array La, the 
receivers spacing ∆x, the time sampling and the source offset (see Figure ‎2-10), (Foti et 
al., 2015). 
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Figure ‎2-10: Schematic design showing the active seismic source and the distributed 
geophone receivers on a survey line (Foti et al., 2015). 
 
Depending upon the geophones configuration and the active seismic source, active 
methods include different techniques, for instance, spectral analysis of surface waves 
(SASW), continuous surface wave (CSW), and multichannel analysis of surface wave 
(MASW). For more detail see Okada, (2003); Rix, (2005); Foti et al., (2015); Moro, (2015). 
Park et al. (1999) introduced the Multichannel analysis of surface waves (MASW) method 
to overcome some weaknesses of SASW method. Increasing the number of geophone 
receivers has some advantages; for example, it helps in increasing production rate in the 
field. A set of receivers (usually twelve or more) are used in a linear configuration, with an 
active seismic source to collect seismic surface waves (Figure ‎2-10) (Foti et al., 2015), and 
then dispersion and inversion processes are undertaken to generate a shear wave 
velocity-depth profile. Using many geophone receivers (multi-channel) helps in 
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investigating all the required depths below ground level, by one or a few surface wave 
repeats without rearranging the receiver’s configuration, this makes MASW method much 
faster than the SASW method (Park et al., 1997). The second advantage is that noise 
sources (e.g. P-waves) that are recorded at the same time with Rayleigh wavefields, can 
be easily recognized from the seismic record by its frequency content. Finally the 
reduction of noise helps in enhanced signal-noise ratios (SNR) for Rayleigh waves, when 
then helps in better dispersion curve estimations (Everett, 2013). 
The method has been used for site and earthwork evaluation, to assess geotechnical 
parameters for a wind farm site (Pegah and Liu, 2016); to assess aged railway 
embankment, (Gunn et al., 2018); and for site response to earthquakes, (Amoroso et al., 
2018; Karabulut, 2018; Rahman et al., 2018).  
2.2.6.2 Passive seismic methods 
Passive seismic methods depend on passive seismic sources, these sources can be natural 
sources, for example wind effects (Mucciarelli et al., 2005; Gassenmeier et al., 2015), 
ocean waves or changes in atmospheric pressure, or human daily activities near or 
around the site (e.g. traffic, drilling and so on) (Cha et al., 2006; Behm et al., 2014). 
Natural sources generate low frequency waves (i.e., below 1 Hz), whilst, high frequencies, 
more than 1 Hz, are almost all generated by human activities. Because of the absence of 
active sources, the techniques based on ambient noise are called passive. Ambient noise 
is sometimes called microtremors (Okada, 2003). The nature of these types of waves 
make them useful in surface wave testing. Ambient noise, generally, is predominated by 
surface waves (i.e., Rayleigh and Love waves), body waves have limited contribution in 
ambient noise generation (Foti et al., 2015). 
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In low frequency ranges, the ambient noise has more low frequencies than that 
generated by light active seismic sources at the ground surface (e.g., small 
sledgehammer). Therefore, passive methods have an advantage to use ambient noise. 
Otherwise, in near surface applications, it is more effective to combine passive and active 
methods to get higher frequencies and investigate shallower depths (Foti et al., 2015).  
Ambient noise can be recorded by 1D (Louie, 2001) or 2D (Strobbia and Cassiani, 2011) 
configurations. Some of the common 2D configurations applied for passive seismic waves 
collection are L-shape, T-shaped, square and circle configurations (Foti et al., 2015), 
(Figure ‎2-11).  
 
Figure ‎2-11: Common 2D geophone configurations for passive waves collection, modified 
from (Foti et al., 2015). 
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The refraction microtremor method (ReMi) was developed by Louie (2001), and it works 
with standard seismic refraction equipment. This method tries to collect microtremor 
(ambient noise) by a technique similar to shallow P-wave refraction surveys and using the 
same equipment. Noisy urban sites are more suitable than quiet rural sites, because the 
latter do not produce refraction microtremor results that are easy to interpret (Louie, 
2001). Urban microtremors have surface waves with broad ranges of frequency, this helps 
in shallow depth investigations (Stephenson et al., 2005). Sometimes ambient noise lacks 
high frequencies, and in this case, an active seismic source (e.g. hammer hits) can be used 
to increase the high frequency waves. Moreover, thin layers can be determined using 
small geophone spacing and high frequency waves (Gamal and Pullammanappallil, 2011). 
The ReMi method works with little field work according to two essential factors; the use 
of a single geophone sensor and a linear spread with 12 or more geophones (Louie, 2001). 
Because this method depends on a linear array, oblique waves may be recorded and 
apparent phase velocities may be picked (Louie, 2001; Stephenson et al., 2005). Strobbia 
et al. (2015) state that the use of two orthogonal linear arrays helps to overcome the 
limitations of the ReMi method and the true velocity (i.e., true propagation direction) can 
be identified. 
Louie (2001) states that the collected data by the ReMi method can be processed by using 
slant-stack transform (tau-p), where dispersion curves can be determined clearly and 
easily. Slant-stack transformation is used to decompose a wavefield due to its plane wave 
components, and it is initially applied for reflection and refraction seismic data processing 
(Yilmaz, 2001). 
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Cha et al. (2006) applied the ReMi method to evaluate a rock mass shear wave velocity 
for a railway tunnel project. Raines et al. (2011) applied it to determine 1D shear wave 
velocity – depth profile and a 2D cross section which was used to predict a backfilled 
mineshaft position. Gouveia et al. (2018) performed active (MASW) and passive (ReMi) 
seismic surveys to obtain a site’s shear wave velocity to estimate site seismic response 
and to determine soil – bedrock interface depth at the site. 
For more details see Reynolds, (1998, 2011); Dobrin and Savit, (1988); Keary et al., (2002); 
Okada, (2003); Foti et al., (2015). 
2.3 Train-induced vibrations 
Moving trains generate a set of wave frequencies (i.e. vibrations) that can propagate 
through the ground, the vibrations have been understood as the weakness of railways 
(Thompson, 2009). One of the sources of train-induced vibration is the roughness of the 
trains’ wheels and the rail track surfaces. This roughness makes the wheel and the rails 
vibrate relatively to each other and generate vibrations, and these vibrations/sound can 
be propagated in the air and into the ground (Wu and Thompson, 2001; Yang and Hung, 
2009) (Figure ‎2-12). The train as a moving load (the train’s weight) can be another 
vibration source (Yang and Hung, 2009; Yang et al., 2003).  
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Figure ‎2-12: Train-induced vibrations generated by roughness on wheels and sleepers, 
adopted from (Thompson, 2009). 
 
 
Railway noise collected at Gunma, Japan, provided evidence that the most energetic part 
of the vibrations lay in the range of 12-16 Hz (Nakata et al., 2011). The induced vibrations 
span a range of frequencies from about 5 Hz to 50 Hz, the maximum amplitude occurs 
between 5-20 Hz (Quiros et al., 2016). Collected data from different passenger trains 
show that the frequency range can be between 10 Hz to about 40 Hz (Fuchs et al., 2017).  
Moving trains generate vibrations that are mainly composed of the Rayleigh wave (Kim 
and Lee, 2000; Kouroussis et al., 2014). Different soils have different soil Rayleigh wave 
velocities, the soil Rayleigh wave velocity depends on the geomaterial parameter, for 
instance, the soil density. The train-induced vibrations intensity is related to train speed, 
therefore increasing the train speed leads to increasing vibration intensity. The soil 
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Rayleigh wave velocity is therefore a critical velocity in the vibration-ground system 
(Krylov, 2001).  Connolly et al. (2014) tested the train-induced vibrations at three 
different earthwork profiles (i.e. when the railway was on the track, on an embankment, 
and in an earthwork cutting). The earthwork configuration seemed to have an effect of 
the collected noise that was already generated from a moving train. The cutting 
earthwork generated higher vibrations in 3 components than the vibration generating 
from surface and in an embankment earthworks. In contrast, vibrations generated on the 
embankment and on the surface had similar vibration levels. These findings were not 
consistent with US Federal railroad administrations report in 2012 (see Hanson et al. 
(2012), which suggested that the earthwork cutting might be reducing the vibration level.  
Because the train-induced vibrations generate from moving trains, the generated 
vibrations would be expected to be affected by the Doppler Effect; when the train is 
approaching or travelling away from the sensors (Chen et al., 2004; Quiros et al., 2016). 
However, Fuchs et al. (2017) state there was no clear evidence for this in their study. 
Nakata et al. (2011) collected train vibrations and applied a cross-coherence method 
using seismic interferometry to record body and surface waves. A transverse component 
of the retrieved surface wave (Love wave) was used, as a demonstration, to determine 
shear wave velocity-depth profile down to about 300 m bgl.  
Quiros et al. (2016) recorded a vertical component of train-induced vibrations. The 
studied site is about 10 miles southwest Belen within the Rio Grande rift in southern New 
Mexico. The collected data was processed using seismic interferometry to retrieve body 
and surface waves (i.e. Rayleigh waves). The generated surface waves could then be 
applied for shear wave velocity-depth profile determination through an inversion process 
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of their generated dispersion curve. A 1D shear wave velocity-depth profile was 
calculated down to about 180 m below ground level (bgl) for the studied site 
(Figure ‎2-13).  
 
Figure ‎2-13: A 1D shear wave velocity – depth profile obtained from the inversion of train-
induced vibrations in the frequency range 0-8 Hz, adopted from (Quiros et al., 2016). 
 
The moving trains can be a good passive seismic source for surface waves. The generated 
vibrations can also be used to estimate shear wave velocity for shallow depths bgl and 
could be applied for a range of near surface applications (such as site investigation) and 
shallow subsurface imaging (Chen et al., 2004; Nakata et al., 2011; Quiros et al., 2016; 
Fuchs et al., 2017). For more details see Yang and Hung (2009), Thompson (2009).   
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2.4 Microgravity method 
2.4.1 Introduction to microgravity method 
The microgravity method can be applied to near surface geophysical applications 
(Nabighian et al., 2005). Physically the method depends on gravitational theory which was 
described by Isaac Newton in the seventeenth century (Reynolds, 1998, 2011). During a 
gravity survey, the relative variations in gravitational attraction can be measured between 
two or more adjacent points (Emsley and Bishop, 1997). The variations in measured 
gravity values are dependent upon many variables, for example, site latitude/longitude, 
diurnal/instrument drift, regional and local ground material density, as well as terrain and 
above-ground materials to be considered (Mussett and Khan, 2000).  
Gravity is measured in Gal unit (1 cm/s2) or mGal. Modern, highly sensitive microgravity 
instruments measure very small differences in material gravities, it can measure down to 
10 parts per 106 (Reynolds, 2011). The value of gravity at the ground surface is 9.8 ms-2; 
but lateral variations in the material density can be in order of 100μms-2 (Keary et al., 
2002).  
2.4.2 The density of subsurface materials 
In sedimentary rocks, variation in porosity is the dominant reason for the density 
changing. Igneous and metamorphic rocks densities are highly affected by mineral 
composition. Typically, acidic rocks have lower densities than basic and ultrabasic rocks, 
(Keary et al., 2002).  The higher porosity of the material the lower the relative density. 
Material lying progressively beneath the ground surface would be expected to have 
higher densities due to compaction (Reynolds, 2011). Table ‎2-1 represents the typical 
densities for different types of rocks and soils. 
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Table ‎2-1: Densities of different types of rocks and soils (Milsom and Eriksen, 2011). 
Rock type Density (Mg/m3) 
Top soil 1.2-1.8 
Dry sand 1.4-1.65 
Wet sand 1.95-2.05 
Gravel 1.5-1.8 
Clay 1.5-2.2 
Salt 2.1-2.4 
Siltstone 2.1-2.6 
Sandstone 2.15-2.65 
Chalk 1.9-2.1 
Limestone 2.6-2.7 
Slate  2.6-2.8 
Quartzite 2.6-2.7 
Gneiss 2.6-2.9 
Granite 2.5-2.7 
Basalt 2.7-3.1 
Gabbro 2.7-3.3 
 
2.4.3 Gravity correction 
Microgravity data can be affected by the variation in the earth gravitational field which is 
not related to the variation in density of subsurface material, therefore, before any 
interpretation from microgravity results, the data has to be corrected. Sometimes, this 
correction is called microgravity reduction (Keary et al., 2002).  
2.4.3.1 Drift correction 
Due to the elastic creep of the gravimeter’s spring, gravity readings suffer from changing 
with time even when readings are taken at the same location. The drift correction can be 
determined by taking several readings at a fixed location but at different times. Then the 
difference between successive readings, plotted with time, generate a drift curve 
(Figure ‎2-14). The observed readings can be corrected by subtracting the drift using the 
drift curve (Keary et al., 2002).  
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Figure ‎2-14: Drift curve generated from repeated readings at the same station and at 
different times (Reynolds, 2011). 
2.4.3.2 Latitude correction 
This correction can be made by subtracting a theoretical gravity reading, which is 
determined from the international gravity formula, from the observed gravity reading 
(Reynolds, 2011). 
2.4.3.3 Elevation correction 
This correction can be made by performing two corrections, the free-air correction and 
Bouguer correction. The free-air correction compensates the decrease in the observed 
readings due to the increasing in the distance between the gravimeter and the centre of 
the Earth. Bouguer correction takes into account the gravity of the rock mass between 
the gravimeter and sea-level. For land surveys, the correction removes the 
overestimation caused by the rock mass from the observed readings (Keary et al., 2002). 
2.4.3.4 Terrain correction 
The elevation correction (free-air and Bouguer corrections) does not take in consideration 
the variation in topography; therefore, terrain correction is necessary due to the variation 
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of topography on the observed readings. For a gravity station beside a hill, the presence 
of extra rock mass (i.e. the hill) will apply an upward attraction on the gravimeter and 
reduce the observed gravity reading. For a gravity station beside a valley, the missing rock 
mass, results in underestimation of the observed gravity. In both cases (the hill and/or the 
valley) terrain correction has to be undertaken to remove the effects of the topography 
variations (Reynolds, 2011). 
2.4.3.5 Bouguer anomaly 
The final result of the gravity correction is the Bouguer anomaly which represents only 
the variation in density of the subsurface materials. It is the observed gravity after 
subtracting the summation of all the reductions (Reynolds, 2011). 
2.4.4 Microgravity surveys and applications 
Gravity surveys are commonly undertaken on 2D or grid profiles, with measurement 
station spacings depending on the target size and gravity variation (Keary et al., 2002). 
The microgravity method, sometimes, can be used alongside with other geophysical 
survey method(s). In this integrated survey approach, the results obtained can be 
constrained with each other helping in better ground truthing process. For example, 
Mochales et al. (2008) collected gravity, magnetic and ground penetrating radar data to 
delineate a filled cavity from the background material.  
The microgravity method has been applied for many near surface geophysical 
investigations. The method has been used for underground cavity and tunnel detection 
(Butler, 1984; Elawadi et al., 2001; Styles et al., 2005; Mochales et al., 2008; Kaufmann et 
al., 2011). It can be a useful indirect method for archaeological investigations (PadÍn et al., 
2012). It has also been used for site investigations; for example, Ardestani (2013) used 
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gravity surveys to detect underground voids at a construction site. The expected 
problematic spots (i.e. low density) are represented by residual negative anomalies in the 
microgravity map of the studied site (Figure ‎2-15). It has been applied with seismic 
reflection surveys for deep groundwater aquifer characterisation (i.e. subsurface extent) 
(Khazri and Gabtni, 2018). For more details see Reynolds, (1998, 2011); Dobrin and Savit, 
(1988); Keary et al., (2002).  
 
Figure ‎2-15: Microgravity map showing low density (negative anomalies) spots in a 
construction site, (Ardestani, 2013). 
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2.5 Soil mechanics 
2.5.1 Introduction  
Soil has many definitions dependent on the discipline of science, in civil engineering and 
geotechnical engineering communities, soil is defined as a natural occurring or it is a man-
made material (Barnes, 2010 and 2016). It contains separated and uncemented particles 
(Das, 2006). Soil as a material has a wide range of physical, chemical and mechanical 
properties. Solid particles have many different shapes, from nearly spherical bulky grains 
to thin, flat plates or long, slender needles. Particle size, as well as its shape, has a wide 
variety, ranging from very small (i.e., clay particle size which is 0.002 millimetre or less) to 
gravel (2 millimetres or more), (Murthy, 2002).  
Civil constructions are on the ground surface or built underground (i.e., tunnels or 
excavation works) and building foundations should have a suitable layer to carry the load; 
therefore, civil and geotechnical engineering communities investigate deeper than others, 
i.e., agricultural engineers (Smith, 2006). Many problems come from inadequate site 
investigations; problems within the structure itself (e.g., crack(s) to complete collapse), 
financial (e.g., over-running costs) and administrative problems (e.g., longer construction 
period) (Barnes, 2010). Therefore, soil mechanics and site investigations are highly 
important in civil and geotechnical engineering work.  
2.5.2 Soil physical parameters 
Soil physical parameters refer to soils in natural condition and without human impacts 
(i.e., load of building, excavations, etc). These parameters include soil phases, moisture 
content, solid particles arrangement, particle size distribution, soil density, porosity, etc. 
(Wilun and Starzewski, 1975).  
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2.5.2.1 Soil phases 
Any soil sample contains solid particles and voids; the voids may be filled with fluid 
(usually water with dissolved ions) or empty (filled by air) (Miyazaki, 2006). A soil sample 
has to match one of three conditions: 1) three-phase soil, which contains solid particles, 
have part of pores space filled by water and the rest volume filled by air (i.e. unsaturated 
soil), (Figure ‎2-16- a), 2) if the soil pores are filled by water, the soil is in saturated 
conditions (Figure ‎2-16- b); and 3) when the soil voids are filled by air, the soil is in dry 
conditions (Figure ‎2-16- c) (Craig, 2004). 
Soil phases are not constant in terms of time, but they do continuously change (e.g. 
rain/irrigation lead to a change in moisture content and a dry soil may change to be 
saturated) (Yong and Warkentin, 1975). Soil phases are related to depth, where soil below 
the water table is always saturated (Smith, 2006).  
 
Figure ‎2-16: Soil phases, a) three phases of soil, b) two phase soil in saturation condition, 
and c) two phases of soil in day condition, modified from (Das, 2006). 
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2.5.2.2 Moisture content 
Moisture content of a soil can be defined as the ratio of the mass of water contained in 
the pores to the mass of solid particles, (Craig, 1997). It is one of soil properties that has a 
wide range from zero (completely dry soil) to a hundred percent (saturated soil); 
sometimes percentage goes up to 500% or more (e.g. soil rich with bentonite clay 
minerals), (Murthy, 2002). It is given by the following equation: 
𝑤 =
𝑀𝑤
𝑀𝑠
× 100                                                                                             (2 − 14) 
Where 𝑤 is water content, 𝑀𝑤 is water mass in the pores, and 𝑀𝑠 is solid particle mass.  
Water is present in soil pores by different mechanisms; it is in the form of free or 
gravitational water, capillary water and adsorbed water (Wilun and Starzewski, 1975). 
Water content within the same soil sample may change due to different water 
percentages in pores or changing pore volumes (Yong and Warkentin, 1975). Moreover, 
the moisture content of different soil samples may vary with variation in solid particle 
minerology, it can be 5% for a dry sand to about several hundred % for a peat soil or soils 
rich in montmorillonite clay mineral, (Barnes, 2016). 
The basic method for water content determination in civil engineering is the oven drying 
method; where the soil sample is first weighed and then heated up to 105-110 ºC until all 
free water is evaporated and weighed again. This method has some drawbacks, as it is 
time consuming, taking 24 hours approximately. Coarse grained (e.g., sand), high organic 
(e.g., peat) soils that are sampled from below the water table can lose some of their 
moisture content by gravitational force; in this case, the results will represent a partially 
drained soil moisture content (Barnes, 2010). The small volume of soil that are typically 
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used, usually less than 50 cm3, may not be a representative sample, and thus may lead to 
a serious error in water content measurement (Yong and Warkentin, 1975; Wilun and 
Starzewski, 1975).  
Geophysical methods can overcome some of these limitations; they can sample larger 
areas and can even be applied in 3D/4D methods. Among these, electromagnetic 
induction (Sherlock and McDonnell, 2003), ground penetrating radar (Topp et al., 1980), 
and electrical resistivity (Samouelian et al., 2005) are used. Electrical resistivity is the most 
common because soil moisture is the dominant factor of soil resistivity, i.e. through 
electrolytic conduction. Moreover, soil resistivity is affected by its clay content 
(Samouelian et al., 2005). It can also investigate a big soil volume depending on the 
electrode spacing and the survey profile length.  
2.5.3 Mechanical soil parameters 
Mechanical soil parameters are those related to the movement of soil particles’ such as, 
slope soil movement, sudden movement with failures, settlement, consolidation, swelling 
and shrinkage. The main aim of geotechnical engineering is to prevent or to reduce such 
movement (Atkinson, 2014). Soil deformation caused by building load is a function of soil 
properties, the applied load and time. Therefore, soil resistance for deformation (i.e., soil 
deformation) is a result of the interaction of all these factors. Soil resistance acts with 
accurate civil and design engineering works for building stability and safety (Yong and 
Warkentin, 1975).  
2.5.3.1 Soil stiffness 
Soil stiffness can be defined as resistance of a body to a deformation against applied force 
(Clayton, 2011). It is a relationship that relates strain increment changes to stress 
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increment changes (Wood, 2004), and is a geotechnical parameter can be utilized for 
solving soil-structure interaction problems (Heymann, 1998). The relationship of stress-
strain for hard rock is linear, whilst it is strongly non-linear for soil and weak rock, 
(Mathews et al., 1997). Although many developments in instrumentation and laboratory 
techniques, laboratory measurements reveal a noticeable difference from that measured 
in situ. In addition, limited sampling, sample discontinuities, soil fabric and variation in soil 
composition all add complexities for stiffness measurements (Mathews et al., 2000). 
Laboratory or in-situ stiffness measurements should be carefully undertaken, factors such 
as strain, very small strains (0.001% and less) stiffness behaves without noticeable 
changes (Figure ‎2-17), other issues such as void ratios, grain size/shape, particle 
arrangement and effective stress are also important (Clayton, 2011). 
 
Figure ‎2-17: Stiffness variations with a range of strain variations (Clayton, 2011).  
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Bishop and Hight (1977) stated that the geomaterials are anisotropic or it can have 
transversely isotropic behaviour. Practically, a geomaterial assumed to have isotropic 
linear elasticity and two from four parameters (i.e. Young’s modulus, bulk modulus, shear 
modulus and Poisson’s ratio) are required to characterise such material (Clayton, 2011). 
In addition, for soil stiffness determination, drained and undrained cases should be taken 
in consideration and the shear modulus has the same values in undrained and drained 
cases where only changes in shape are considered in shear modulus (Clayton, 2011).  
Soil shear modulus is one of the soil parameters that are needed to determine soil 
stiffness, under dynamic loading (Aggour et al., 1987). Soil shear modulus depends upon 
many factors, for instance, soil type, degree of saturation and number of load cycles 
(Hardin and black, 1968).  
Propagated seismic waves (the shear wave) produce very small strains (10-6-10-4%) 
(Mathews et al., 2000), and generate changes in shape rather than in volume (Clayton, 
2011). In addition, shear wave velocity is a function of shear stiffness and the measured 
stiffness is not affected by the saturation condition of the tested material. In the case of 
transversely isotropic material, shear modulus can be determined from shear wave 
velocity distortion in the vertical and in the horizontal planes (Clayton, 2011). Moreover, 
field seismic techniques allow determination of soil stiffness which are more 
representative of ground volume and can be applied in-situ. Therefore, geophysical 
seismic methods have been provided and utilized for soil and weak rock stiffness 
measurement using different active (for example, up-hole and down-hole methods) and 
passive (for example, refraction microtremor and multichannel analysis of surface waves) 
seismic methods. 
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2.6 Cone penetration test (CPT) 
The CPT test is a field soil test. It is widely applied for soft soils, with modern equipment; 
it can be performed for stiff to very stiff soils (Robertson and Cabal, 2015). Many shapes 
and sizes of the CPT have been used, the most popular is a cone with an apex of 60˚ with 
10 cm2 base area (Figure ‎2-18). The cone connects to a set of rods, a metre length for 
each piece of rod, and pushed in the ground. The CPT can be run mechanically by an 
operator or electrically by a loading cell (Murthy, 2002). This test can be mainly applied 
for sub-surface stratigraphy and material identification, and for geotechnical parameter 
determination, for instance, determining soil shear modulus (Lunne et al., 1997). In 
addition, the test is applied for groundwater and environmental studies, (Robertson and 
Cabal, 2015).  
 
Figure ‎2-18: A Cone Penetrometer Test (CPT) schematic design (Robertson and Cabal, 
2015). 
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The CPT has some advantages, it is fast and gives continuous soundings, does not depend 
on the operator and is repeatable, and it has strong theoretical background for data 
interpretation. The main limitation of the test is depth restricted and not applicable in 
some soil types, for example, in gravel soils (Robertson and Cabal, 2015).  
The CPT test can be used on dry land and land covered by water, and can be performed in 
difficult environments such as soft ground. Many intrusive push rods have been 
developed and can even be carried on heavy vehicles, for instance, trucks, mounted track, 
and anchored drill-rigs that can sample up to 250 m a day (Luune et al., 1997).  
 
Figure ‎2-19: A CPT unit carried on a mounted track (Robertson and Cabal, 2015). 
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Over water, the equipment used depends upon water depth; floating barges are used for 
shallow water (<30m), deeper depths use a seabed system, or using down-hole 
equipment from a borehole (Luune et al., 1997; Robertson and Cabal, 2015).  
In the published literature, the CPT test can be carried out alone or with another(s) test 
for two reasons: (1) to constrain other tests results or, (2) to investigate shallow depths. 
Oyedele and Olorode (2010) apply the CPT test with an electrical resistivity survey as an 
integrated site investigation, to find the reason for several buildings having differential 
settlement. Integrated results from the CPT and the resistivity surveys show good 
agreement. At the investigated site, a clayey soil layer of low shear strength and high 
compressibility potential was identified as the reason for the differential settlement. 
Adewoyin et al. (2017) investigated a proposed construction site using the CPT test 
alongside with 2D resistivity survey. The obtained results represent a weak geomaterial 
layer from the ground surface to 7 m depth. This layer was identified as the main reason 
for water retention near to the ground surface. Based on the results, soil improvement 
work or pile foundation was suggested to reduce the site’s hazard on the construction 
foundations. Boncio et al. (2018) applied CPTu and other stratigraphic and geotechnical 
tests to define a fine-grained site susceptibility to liquefaction in Italy. For more details 
see Lunne et al. (1997), Mayne (2007) and Robertson and Cabal (2015). 
 
 
 
 
59 
 
2.7 Summary  
Geophysical methods have been shown as good indirect tools for looking into the ground 
for near-surface investigations, for example, geotechnical site investigation (McCann et 
al., 1997). It involves many different methods, for example, the seismic, electrical 
resistivity and microgravity methods; each method depends on certain physical basis and 
each technique can be performed alone or alongside another(s) technique. It plays an 
important role during site reconnaissance surveys, during and after a construction stage. 
Each geophysical method has advantages and limitations, in general, the geophysical 
methods are fast, relatively cheap and more representative than the conventional tests. 
The non-uniqueness of the most geophysical techniques might be one of the most 
important limitations. 
Choosing a geophysical technique for a certain site investigation should be related to the 
physical basis of the method and the target that the surveys are looking for. In addition, 
site accessibility, budget, time and, most importantly, the technique’s performance 
criteria (e.g. vertical and lateral resolution and signal-to-noise ratio) should be taken in 
consideration.  
For buried foundation surveys, the electrical resistivity method has been successfully used 
by utilizing different electrode configurations; however, there is a need for studies to 
determine the optimal electrode configuration(s). 
Results from different geophysical surveys can be combined into an integrated 
interpretation for better ground truthing, each technique might overcome the limitation 
of another. Geophysical surveys can also be performed alongside conventional site 
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investigation techniques (e.g. trial pits and/or borehole data), which helps to constrain 
the geophysical datasets and more accurate modelling of a study site. 
Train-induced vibrations have been observed and demonstrated to generate shear wave 
velocity-depth profile in a few previous studies. In all these studies, the train-induced 
vibrations have been collected using single component geophones, and almost always, 
using seismic interferometry technique. The vibrations have been provided to be 
consistent with Rayleigh waves and, in general, the observed frequency range was about 
5 Hz – 50 Hz. Doppler Effect analysis shows that the vibrations generated by a moving 
train will be slightly changed.   
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3. Chapter three: Electrical resistivity tomography array comparisons to 
detect cleared-wall-foundation in brownfield sites - Keele test site  
Finding buried targets (i.e. foundations) is a main goal of any site investigation for 
brownfield site development (Reynolds, 2011) and indeed in archaeological studies 
(Vargemezis et al., 2013). For instance, about 493,000 unknown bridge foundations are 
stated in the United States of America. Geophysical methods can be applied to both 
locate and characterise buried foundations (i.e. to figure out the foundation size, type 
and condition - see Arneson et al., 2012). Buried foundations cause a discontinuity in the 
host material which can be imaged in resistivity data as a resistive anomaly (Khan et al., 
2012). 
The electrical resistivity technique has been widely used for near surface investigations 
and to delineate underground targets (see for instance, Cosenza et al., 2006; al Hagrey 
and Peterson, 2011; Chrétien et al., 2014; Lysdahl et al., 2017). The method has been 
applied for buried foundation detection in many case studies (Cardarelli et al., 2007; Khan 
et al., 2012; Vargemezis et al., 2013; Arjwech et al., 2013; Lysdahl et al., 2017). In most of 
these studies, dipole-dipole electrode configurations were used for data collection, 
although, in the literature, there have been about 100 different electrode configurations 
used (Szalai and Szarka, 2008).  
In addition to the resistivity surveys, a passive seismic experiment was performed at the 
same site. This experiment was conducted for local traffic-induced vibrations testing as 
passive seismic waves. Traffic-induced vibrations have been used as passive seismic 
waves in many case studies (see, Nakata et al., 2011; Behm et al., 2014).  
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Therefore, this study aims to (1) evaluate, using the most popular electrode 
configurations (i.e. Wenner, dipole-dipole, pole-dipole and pole-pole) and two inversion 
algorithms (the least-square smoothness-constrained and robust inversion algorithms), 
ERT surveys to detect a scaled-model of a simulated buried cleared-wall foundation, (2) 
determine their appropriate survey parameters and (3) collect local traffic-induced 
vibrations, using three-component seismic stations, to determine shear wave velocity-
depth profiles and to test the usefulness of the local traffic-induced vibrations for site 
investigation. 
Study objectives, for the resistivity study, will therefore be to: (1) collect multiple 2D ERT 
datasets over a scaled model of a buried cleared-wall foundation on Keele’s test site; (2) 
repeat the surveys using the four most commonly-used array configurations (Wenner, 
dipole-dipole, pole-dipole, and pole-pole); (3) combine the 2D datasets into pseudo-3D 
datasets, (4) invert all the datasets with the two commonly-used least-squares and robust 
inversion methods; (5) determine the best array type and inversion method for the 2D 
and pseudo-3D datasets respectively and finally; (6) the collected resistivity data will be 
used to find the site moisture content. 
Study objectives, for the passive seismic study, will therefore be to: (1) collect a series of 
ReMi datasets using local traffic-induced vibrations, as passive seismic waves, (2) 
collection of three component ground motions (vertical component (V), horizontal and 
orientated in north-south component (HNS), and horizontal and orientated in an east-
west component (HEW)), (3) determine shear wave velocity-depth profile and the range 
of the effective investigated depth for each seismic component. 
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3.1 Site information 
3.1.1 Site selection criteria 
The main consideration to select the Keele test site in this project is the already-present 
test facility, comprising of an excavated and refilled shallow pit, containing a buried brick 
wall target, which forms a geotechnical/archaeological target (see Cassidy, 2001). 
Therefore, the test site can be good simulation for a cleared-wall brownfield site over 
which geophysical surveys can be collected. 
3.1.2 Site location 
Keele University is located close to Keele village, about 3 miles to the west of Newcastle-
under-Lyme in Staffordshire, United Kingdom. The site is located on Keele University 
campus close to the William Smith Building (see Figure ‎3-1 and Figure ‎3-2). 
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Figure ‎3-1:  Location map of the Keele University study site with (inset) UK location map. 
Images supplied courtesy of Ordnance Survey/EDINA, 2012. 
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Figure ‎3-2: Keele University campus map shows the site location (labelled) with (inset) UK 
location map. Images supplied courtesy of Ordnance Survey/EDINA, 2016. 
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3.1.3 Local geology of the site 
Generally, the geology underneath Keele campus is dominated by two clastic sedimentary 
rocks formations; these belong to the Carboniferous Halesowen and Butterton 
Formations. The test facility lies over the Butterton Formation which consists 
predominantly of sand and gravel detrital materials, with finer silt and clay (Figure ‎3-3), 
thought to deposited in ancient river channels (Cassidy, 2001; EDINA Digimap, 2013). 
Overlying superficial deposits are dominated by Quaternary deposits, which consist of 
glacial sand and gravel deposits. However, the superficial deposit map does not show any 
at the test site (Figure ‎3-4). 
Cassidy (2001) states the depth of the rock-soil interface is less than 1.2 m below ground 
level, with shallow, uniform soil horizons and a topsoil horizon thickness of approximately 
0.2 m; the ground water table is at a depth of approximately 3 m - 4 m. Analysed soil 
samples (i.e. a grain size distribution curve) show the site soil is a clayey sand soil type.   
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Figure ‎3-3: Bedrock lithology map at Keele University campus, with (inset) UK location 
map. Images supplied courtesy of Ordnance Survey/EDINA, 2013. 
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Figure ‎3-4: Superficial deposits map at Keele University campus, the map does not show 
superficial deposits at the test site; with (inset) UK location map. Images supplied 
courtesy of Ordnance Survey/EDINA, 2013. 
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3.1.4 Test facility site  
An excavated and back-filled pit with dimensions of 0.8 m deep x 3 m long x 2.9 m wide 
constitutes the test site facility, with a Victorian brick wall target of 1.5 m long × 0.36 m 
wide × 0.48 m height being constructed in its centre, being orientated in an East-West 
long axis direction (Figure ‎3-6). The vertical edges of the pit were covered by an 
impermeable membrane and a drainage system was added to facilitate water 
filling/drainage. The pit was then back-filled with clay-free, well-sorted, 4 mm quartz 
gravel, and with porosity of about 42%, to a depth of 0.56 m. The final 0.24 m was refilled 
by using the re-cycled, compacted top soil and the pit levelled (Figure ‎3-5 and Figure ‎3-6), 
(see Cassidy, 2001). The test site facility was constructed in 2001 to simulate buried 
building foundations for site investigation studies and will be used here as a cleared-wall 
foundation for comparing different electrical resistivity configurations.  
 
Figure ‎3-5: Three stages of the pit ‘test site’ construction, a) brick wall and impermeable 
membrane, b) gravel fill stage, and c) backfilling of soil before ground surface levelling 
(adopted from Cassidy, 2001). 
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Figure ‎3-6: Top (plan view) and two (side views) of the buried cleared-wall foundation 
(dark grey), test site gravel infill (light grey) and top soil fill (marked) within the test site, 
with measurement in metres, (modified from Cassidy, 2001). 
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3.2 Methodology  
3.2.1 Resistivity methodology 
3.2.1.1 Survey consideration 
For any resistivity survey, it is important to consider how to get the survey objective(s) 
(i.e. the most representative model for the sub-surface situation) in the most efficient 
length of time (Loke et al., 2010). Taking high-resolution, multiple geometry 
measurements in multiple surveys lines, increases the size of the required computer 
memory and time needed for processing (including checking data quality and the 
inversion process). Such an approach does not necessarily improve the resultant model 
and, therefore, it is important that the distribution of the measurements positions across 
the target is considered carefully in both two and three dimensions (see Loke et al. 2014). 
In terms of horizontal coverage, Loke (2015) states that each electrode configuration has 
specific advantages/disadvantages for both 2D & 3D surveys.  For 2D surveys, Wenner, 
Schlumberger, dipole-dipole, pole-dipole and pole-pole are the most common 
configuration (Loke et al., 2010) whilst Pole-pole, dipole-dipole, pole-dipole arrays are 
usually employed for 3D surveys (Milsom and Eriksen, 2011). 
Ultimately, the sub-surface geology (or any resistive target) has 3D variations and, as 
such, 3D resistivity surveys are better at solving these complex subsurface variations, 
allowing for a more accurate model of the subsurface to be developed (Bentley and 
Gharibi, 2004). Due to instrument limitations, inversion software constraints and data 
collection time issues, 3D data sets were developed by combining the results of parallel 
sets of 2D in-line profiles in one direction, i.e., by combining 2D profiles (see Loke, 2015). 
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Usually a combination of two groups of perpendicular survey lines (one group in the ‘x’ 
direction and the other in the ‘y’ direction) are used to avoid any directional bias in the 
collected data (Bentley and Gharibi, 2004). Note that each array type has specific 
sensitivity in a direction perpendicular to the array (Table ‎3-1) and this property governs 
profile spacing for these pseudo-3D surveys. The groups trending North-South, and East-
West directions were used in this research to prepare pseudo-3D models.  
Table ‎3-1: Arrays sensitivity in direction perpendicular to its trend (Loke, 2015). 
Array type Sensitivity amount in perpendicular direction for array trend. 
Pole-pole Slightly over a half of the electrodes spacing 
Pole-dipole 1.6 times the electrodes spacing 
Dipole-dipole 1.8 times the electrodes spacing 
Wenner 1.7 times the electrodes spacing 
 
The quality of the measured resistivity values not only depend on the electrodes/array 
configuration but also on the electrical properties of the active source, such as the 
amount of injected current into the ground (Allied associates geophysical Ltd., 2006). The 
injected current is distributed in the subsurface as an expanding half space with 
increasing current electrode separation. As such, the current field will distribute over a 
bigger half space until there is insufficient energy to provide a measurable voltage 
difference at the two potential electrodes. Therefore, the injected current should be 
increased with depth to compensate for this effect. The Imager Pro 2006 program 
(version 1.1.4, Campus international products Ltd) was set up to inject 0.5 Amps with the 
first few depth levels, and then the current was increased gradually to 5 Amps for the last 
level of investigation following standard approaches (see Reynolds, 2011).  
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Note that at any pair of current electrodes, the electrical charge will accumulate during 
the injection cycle (the electrode polarisation effect) and, therefore, the current 
electrodes cannot be used immediately as potential electrodes for the next reading 
(otherwise erroneous results will occur). The best way to avoid this problem is to use 
alternating positive-negative cycles of current injection at each electrode point and then 
swap all four electrodes for the next reading to give the electrodes some time to allow 
the electrical charge to dissipate (see Dahlin, 2000 for more information). In this project, 
the Campus™ Tigre acquisition equipment was set up to collect each repeat reading 
across 3 cycles of alternating current injection polarity with a ‘time-off’ period of 0.5 
second and a ‘time-on’ period of 1 second. In addition, each subsequent reading used an 
adjacent set of four electrodes from its previous measurement. 
3.2.1.2 Inline 2D array data collection (field deployment) 
Using a range of array types in combination helps avoid the disadvantages of using a 
singular specific array (such as limitations in the depth of investigation, array sensitivities 
to vertical and/or horizontal variations and the variable ability to detect directional 
discontinuities respectively), (see Milsom and Eriksen, 2011 for more information). As the 
intention of this chapter is to determine the best resistivity configuration, the most 
popular Wenner, dipole-dipole, pole-pole, and pole-dipole arrays were all employed to; a) 
allow visual data comparisons and b) determine the most appropriate configuration for 
the target, the cleared-wall buried foundation in this case. 
Two groups of resistivity surveys were collected across the test site, the first were 
orientated north-south, whilst the second trended east-west (Figure ‎3-7). Each group 
consisted of 3 parallel lines of 64 electrodes, with an electrodes spacing of 0.25 m, thus 
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creating a 16 m total length 2D profile line. Each line was separated by 0.75 m except for 
NS3 and EW3 lines which acted as control and were located away from the target area 
(Figure ‎3-7). The survey lines in group one (north-south trending) were parallel to the test 
site width and normal to its length whilst the survey lines in the second group (east-west 
trending) were parallel to the test site length and normal to its width. Wenner, pole-pole, 
dipole-dipole, and pole-dipole (repeatedly collected forward and reverse surveys) array 
configurations were collected at each single 2D profile line (Figure ‎3-7). 
Within the first group (N-S orientation), the first line (NS 1) passed over the centre point 
of the test site and the buried brick wall (Figure ‎3-7, and Figure ‎3-9 a). The second line (NS 
2) extended 0.75 m to the east away from the centre point of the test site; at this 
distance the line passed over the brick wall - quartz gravel interface (Figure ‎3-7, 
Figure ‎3-8, and Figure ‎3-9 b). The third line (NS 3) passed 2.5 m to the east of the centre 
point of the test site (Figure ‎3-7, Figure ‎3-8, and Figure ‎3-9 c). In the E-W orientated 
group, the first line (EW 1) was laid over the centre point of the test site and the buried 
brick wall, the second (EW 2) at 0.75 m to the north and the third (EW 3), 4 m to the 
north.  The EW 2 line passed over the quartz gravel and away from brick wall by 0.56 m 
(Figure ‎3-7, Figure ‎3-8, and Figure ‎3-10 a, b, and c).  
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Figure ‎3-7: Test site facility with the orientation of the survey lines. The white lines are 
the first line in each group and pass over the centre point of the test site.  The cross point 
of the white colour lines is over the centre point of the test site and brick wall target. The 
blue lines are the second line in each group and they pass at 0.75m from the centre point 
of the test site. The black lines are the third line in each group and lie away from the test 
site target area. The yellow tetragon is the pit ‘test site‘ trace. Photograph direction is 
south-east. 
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Figure ‎3-8: Schematic diagram showing the geophysical survey positions on the test site.  
77 
 
 
Figure ‎3-9: Group one survey lines. a) line NS 1, photograph direction is south. b) line NS 
2, photograph direction is south. c) line NS 3, photograph direction is south-east. 
78 
 
 
Figure ‎3-10: Group two survey lines. a) line EW 1, photograph direction is east. b) line EW 
2, photograph direction is east. c) EW 3, photograph direction is east. 
 
79 
 
With inline electrode configurations, when the electrodes spacing increases to investigate 
relatively deeper readings, one reading at each edge is lost, resulting in reduction in 
penetration depth at the respective ends of the array (see Griffiths and Barker, 1993 for 
background). Therefore, a total survey line length of 16 m was used to avoid this 
disadvantage and to increase the breadth/depth of investigation to the site bedrock. With 
these survey parameters, the cleared-wall buried foundation target, the test site itself, 
the bedrock underneath it and the surrounding ground (soil) are all investigated with the 
main ‘central’ part of the array.  
In each survey, the resistivity system collects data with the smallest electrode spacing ‘a’ 
of 0.25 m, i.e., the minimum electrode spacing and first level of investigation. To 
investigate deeper depths, the system automatically increases the spacing factor n to be 
n=2 and the new electrode spacing will be 0.50 m (n×a, or 2a).  After collecting all 
possible data from each single level, the procedure repeats itself and the n factor 
increases at 0.25 m intervals (i.e., the third level will be 0.75 m, or 3a, the fourth level 1.0 
m, or 4a, and so on). The maximum spacing (the deepest level) depends on the array type 
chosen with the Wenner array, for instance, has a maximum spacing interval of 21a. 
3.2.2 Passive seismic methodology 
3.2.2.1 Survey considerations  
The studied site at Keele University campus receives passive waves from different passive 
seismic sources, such as people walking or running close to the site, cars and vehicles 
along the nearby M6 and, most importantly, the buses and cars using Keele hall road 
which is close to site and can be assumed as the main passive seismic source.  
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Passive seismic surveys, using refraction microtremor (ReMi), was performed using L-
shape array configurations. The 2D arrays are more practical, where the true velocity for 
any obliquely incident waves can be determined using trigonometric functions. Apparent 
velocity for obliquely incident waves is the main drawback for the linear array (Strobbia et 
al., 2015). 
Although microtremor waves penetrate into the ground depending upon its wavelength, 
the investigated point is not located at the maximum penetrated depth; Rayleigh waves 
lose energy with depth (Mathews et al. 1996). Wavelength (𝜆) to depth (z) ratio (𝜆/z) 
cannot determined accurately but a ratio of 2 can be used (Abbiss, 1981). 
From the pit design, the maximum depth of the pit is 0.8 m (Cassidy, 2001), and to 
investigate deeper to determine ground properties beneath the pit, the interested depth 
range was, therefore, from the ground surface down to about 2 m. Based on the ratio 
(𝜆/𝑧) is 2, the interested wavelength range can be from 3 m and less, therefore, the array 
length was defined to be 3 m. 
3.2.2.2 Field deployment 
One L-shape array was used at the study site; one side of the array was oriented in a 
north-south direction and the second side was oriented in a east-west direction 
(Figure ‎3-11 and Figure ‎3-12. The array had 7 three-component seismic stations using 1 m 
geophone spacing and a set geophone frequency of 4.5 Hz. Seismic records were 
collected during week days where many passive sources (especially buses and cars using 
the Keele hall road) were more available, for the survey parameters see Table ‎3-2. 
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Table ‎3-2: Survey parameters for the L-shape seismic array at the Keele facility test site. 
Survey parameter Amount 
Number of seismic stations 7 
Number of components 3 
Survey type Passive, ReMi 
Stations spacing (m) 1 
Seismic recorder The Geode 
Sample interval (m sec) 1 
Record length (sec) 60 
Delay (sec) 0 
 
Figure ‎3-11 shows the L-shape array deployment at the Keele facility test site. Louie 
(2001) stated that the vertical geophones give accurate results with 20ο off vertical 
direction. The vertical geophones were planted nearly vertically (i.e. within 5ο off the 
vertical axis) and manually checked using a clinometer. In addition, horizontal geophones 
in N-S and E-W directions were oriented using a Silva compass for accurate directions. 
The L-shape array bounds the pit from the north and west sides and the L-shape corner 
was not kept over the pit’s centre, (Figure ‎3-11 and Figure ‎3-12). 
 
Figure ‎3-11: Field deployment using L-shape seismic array at the Keele test site, 
photograph direction is south-west. 
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Figure ‎3-12: L-shape seismic array and its position relative to the pit’s location at Keele 
test site. 
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3.3 Results 
3.3.1 Data preparation 
3.3.1.1 Resistivity data preparation 
Before processing, the collected resistivity data was checked for consistency and quality, 
any bad data points were removed or interpolated in Res2Dinv v. 4.3 (GeotomoTM 
software) and Surfer v. 8.04 software. Bad data points were identified as being either 
anomalously low or high, when compared with adjacent readings, or indeed recorded as 
zero values. These can be easily visualised as a spike in the profile in the Res2Dinv 
program, and then removed. To avoid deleting many bad data points, Surfer™ v. 8.04 was 
also used to determine an average of readings surrounding the bad data points.  Every 2D 
profile was then inverted in Res2Dinv following standard procedures (see GeotomoTM 
Software, 2004). 
The number of collected and corrected data points are detailed in (Table ‎3-3). All 
resistivity surveys investigated deeper than the bottom of the target wall foundation, but 
the pole-pole data sets had a significant number of zero readings recorded, therefore, just 
the target section was selected and processed to generate 2D resistivity models.  
As the 2D ERT profiles were collected using all four array configurations (Table ‎3-3), 
pseudo-3D ERT model datasets were also created using the same Geotomo™ Res2Dinv 
v.4.3 software, allowing resistivity values to vary in 3D during inversion (without limiting 
cutoffs), to produce six horizontal resistivity slices for visualisation purposes (see Loke et 
al., 2003 for background). Respective pseudo-3D datasets had 3,600 data points 
(Wenner), 5,238 data points (dipole-dipole), 5,454 data points (pole-dipole) and 2,730 
data points (pole-pole) respectively. 
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Table ‎3-3: Summary statistics of each ERT profile, array type, data points 
collected/inverted and depth ‘n’ levels (see Reynolds, 2011 for details). Figure ‎3-8 for 
profiles locations. 
ERT 
Profile 
Array  No. of collected 
data points 
No. of corrected 
data points 
Data ‘n’ levels 
NS 1 
Wenner 600 7 15 
Dipole-dipole 873 0 18 
Pole-dipole 909 1 18 
Pole-pole 455 1 13 
NS 2 
Wenner 600 1 15 
Dipole-dipole 873 0 18 
Pole-dipole 909 0 18 
Pole-pole 455 1 13 
NS 3 
Wenner 600 20 15 
Dipole-dipole 873 72 18 
Pole-dipole 909 0 18 
Pole-pole 455 6 13 
EW 1 
Wenner 600 0 15 
Dipole-dipole 873 0 18 
Pole-dipole 909 0 18 
Pole-pole 455 3 13 
EW 2 
Wenner 600 2 15 
Dipole-dipole 873 13 18 
Pole-dipole 909 1 18 
Pole-pole 455 1 13 
EW 3 
Wenner 600 0 15 
Dipole-dipole 873 1 18 
Pole-dipole 909 1 18 
Pole-pole 455 2 13 
 
3.3.1.2 Seismic data preparation 
The collected data was prepared using the ReflexWTM v.8.1 (Sandmeier geophysical 
research) software. The software was used for trace extraction to separate the three 
seismic components (V, HNS, and HEW). Particle motions plots were prepared to check 
the collected data consistency with Rayleigh waves (Figure ‎3-13); where x axis represents 
the east-west direction (i.e. parallel to the Keele hall road at the site), y axis is in north-
south direction (i.e. orthogonal to the Keele hall road), and z is the vertical direction.  
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Figure ‎3-13: Particle motion plot, data used was collected using the L-shape array, x axis is 
in east-west direction, y axis is in north-south direction (see text). 100 samples were used 
to generate the plot. 
 
3.3.2 Resistivity data results 
Respective ERT array datasets were then finite-difference inverted (the finite difference 
method is a discretization method by which the subsurface can be subdivided in many 
rectangular cells, each cell can have a certain resistivity value), using first the non-linear, 
least-squares optimization algorithm and secondly using robust inversion algorithms.  
These two inversion algorithms represent a subsurface target in two different ways. The 
least-square smoothness-constrained inversion algorithm represents underground 
interfaces smoothly increasing/decreasing in resistivity; this algorithm smooths sharp 
boundaries like soil-bedrock. The robust inversion represents the sharp interfaces, like 
soil-bedrock, as rapid changes in resistivity values and whole block of each material (soil 
or rock) can has a certain resistivity value. Normal mesh and damping factor were used 
with the least-square smoothness-constrained inversion. The robust inversion was carried 
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out using respective 0.05 data and 0.01 model constrain cutoffs, for comparison, within 
Geotomo™ Res2Dinv v.4.3 software (see Loke & Barker, 1995; GeotomoTM Software, 
2004). The 5th model iteration and a common logarithmic, colour-contoured interval was 
used throughout for consistency. The software set the depth of ‘n’ level 1 at ~0.5 
electrode spacing (a) for the Wenner, ~0.3a for dipole-dipole, 0.6a for pole-dipole and 
0.9a for pole-pole array configurations respectively based on Edwards (1977). 
3.3.2.1 2D resistivity models 
Data collected from North-South trending profiles will be presented first and then the 
data from East-West trend profiles. Just the target section of all the survey profiles for 
each group will be presented for comparison purposes; the whole 2D resistivity models of 
the least-square inversion are presented in appendix A and of the robust inversion are 
presented in appendix B. 
Note that the pole-dipole array is an asymmetrical array; symmetrical targets can be 
represented as asymmetrical anomalies (see Loke, 2015). To avoid the limitation of this 
configuration, two sets of pole-dipole data were collected on every profile reversing the 
direction of collection. 
In the constrained resistivity model inversions, Res2Dinv was set up with a limited value 
(to ignore very small and very large resistivity readings) of true resistivity values 
(upper/lower limit factors were 10 and 0.1 respectively), and user-defined logarithmic 
contour intervals were applied to the data for consistency of display purposes. The 
minimum/maximum threshold values were chosen from the range of resistivities 
expected in the test site area (from previous surveys) of ~100-~10,000 Ω.m. 
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3.3.2.1.1  First group (North-South trending surveys) 
The NS line 1 generates a 2D model more informative than the second and third profiles 
for the test site, mainly because the line passes over the centre point of the test site and 
the brick wall. Figure ‎3-14 shows the resistivity models obtained from the least-square 
smoothness-constrained inversion of Wenner, dipole-dipole, pole-dipole, and pole-pole 
arrays focused in the area of the test site for the three profiles.  
As the depth and construction design of the test site are well known (see Figure ‎3-6), an 
accurate comparison, between the real depth and extent of the test site and the 
resistivity models can be obtained. The Wenner and dipole-dipole arrays clearly show the 
lateral change/extent of the test site, with clear lateral interfaces at the edges where the 
test site should be. Pole-dipole configuration shows an asymmetrical shape for the test 
site. The Wenner array results show the anomaly to be sharper and more vertically 
defined at the edges, in comparison to the dipole-dipole array (which is contrary to 
perception that the Wenner is poor at lateral target discrimination). In addition, both 
arrays are reasonably good at defining the extent of the test site but the dipole-dipole 
data is better constrained and slightly more accurate with regard to its true depth.  
The Wenner and dipole-dipole arrays pick up the internal brick foundation target as a 
higher resistivity anomaly, whilst pole-dipole and pole-pole they do not. The depth to the 
top of the foundation is better on the dipole-dipole data but the depth to the bottom is 
better on the Wenner. 
Despite the individual drawbacks of the Wenner and dipole-dipole arrays to determine 
the actual depth of the test site and the cleared-wall foundation, on balance, both 
provide well-constrained, good-resolution models overall. Clear resistivity contrasts can 
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be identified between the manmade and natural materials with the brick wall (at the 
centre of the model) having high resistivity values (2000 Ω.m and more) in comparison 
with the surrounding gravel (1000-2000 Ω.m), whilst on pole-dipole and pole-pole models 
there is no clear contrast for the brick wall. In addition, for all the arrays, the test site has 
a noticeably different range of resistivity values from the surrounding soil (100-500 Ω.m) 
allowing the test site to be easily recognized; as mentioned above Wenner and dipole-
dipole are more accurate for the test site extent. 
The whole 2D ERT models (see the appendix A) reveal another important property of 
these arrays. In comparison to the Wenner, pole-dipole, and pole-pole arrays, the dipole-
dipole array has improved lateral coverage in the deeper corners of the model. This helps 
provide a broader picture of the sub-surface at extended depths and therefore a more 
representative/appropriate model within geometrically constrained surveys (i.e. where 
lateral space is restricted).  
For pole-pole array is the highest array for telluric noise in terms of sensitivity, (Loke, 
2015). The collected data using pole-pole array shows many bad data points which might 
be effect the RMS error of the resistivity models to be 9.3 % for pole-pole. The bad data 
points can be generated by the telluric noise sources at the site. The RMS error for 
Wenner, dipole-dipole, and pole-dipole are 5.0 %, 5.0 %, and 4.1 % respectively.  
The thin top soil level of relatively lower resistivity is well constrained and nearly has the 
same resistivity response on all the resistivity models. 
89 
 
 
Figure ‎3-14: ERT 2D profile sections in N-S direction using least-square smoothness-constraint inversion with Wenner, dipole-dipole, 
pole-dipole, and pole-pole array configurations (see Figure ‎3-7 and Figure ‎3-8 for location). White boxes indicate cleared-wall 
foundation (solid line) and surrounding test site (dotted line) positions respectively. Pole-dipole data shown is merged from data 
collected in both directions on each profile (see text). Inversion iteration 5 results shown throughout. 
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The second profile survey was laid at 0.75 m eastwards from the centre point of the test site 
and shows less information about the target, but nearly similar characteristics to line NS 1. 
All the arrays still discriminate the test site as a high resistive target (i.e. resistivity range 
1000 Ω.m and more) from the surrounded natural soil (relatively low resistivity 100-500 
Ω.m). Wenner and dipole-dipole configurations are more accurate than pole-dipole and pole-
pole for the test site’s extent and represent the test site in good agreement with the real 
design. Pole-dipole represents the test site in an asymmetrical shape (Figure ‎3-14). 
The dipole-dipole data is more accurate than the Wenner, pole-dipole, and pole-pole in 
terms of discriminating the buried wall foundation because it has the ability to investigate 
about 1.8 times minimum electrodes spacing in a direction normal to the array trend 
(Figure ‎3-14). 
The obtained resistivity models for all arrays from the second profiles show different RMS 
errors. Pole-pole has the biggest RMS which is 9.2 %, whilst for Wenner, dipole-dipole, and 
pole-dipole are 4.4 %, 5.0 %, and 8.8 % respectively. 
The third survey profile was laid at a distance of 2.5 m to the east of the centre point of the 
test site and over the natural background geology. The data illustrates the soil (100-300 Ω.m) 
and bedrock (300-800 Ω.m) resistivities and it’s interface at approximately 0.8-1 m deep. 
There is no identifiable features that can be related to the test site’s contrasting higher 
resisitivities of 2000 Ω.m or more. Pole-pole array still has high RMS error about 14.9%, for 
the whole resistivity models see the appendix A. 
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The robust inverted profiles produce similar results, although it was harder to differentiate 
the cleared-wall foundation (i.e. the brick wall) from the test site (Figure ‎3-15). However, the 
robust inversion imaged more accurately the test site extent and depths in the inverted 
profiles, compared the least-squared inversion profile (Figure ‎3-14). 
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Figure ‎3-15: ERT 2D profile sections in N-S direction using robust inversion with Wenner, dipole-dipole, pole-dipole, and pole-pole 
array configurations (see Figure ‎3-7 and Figure ‎3-8 for location). White boxes indicate cleared-wall foundation (solid line) and 
surrounding test site (dotted line) positions respectively. Pole-dipole data shown is merged from data collected in both directions on 
each profile (see text). Inversion iteration 5 results shown throughout. 
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3.3.2.1.2 Second group (East-West trending)  
For the profile survey 1, the least-squared smoothness-constrained inversion, of all the 
applied arrays show a good level of detection and discrimination for the test site and the 
cleared-wall foundation. For pole-dipole and pole-pole arrays in east-west direction can be 
more informative than surveys in north-south direction. The models look similar to those 
obtained from line NS 1 in the first group, (Figure ‎3-16). 
 Wenner and dipole-dipole arrays represent well-constrained, lateral discrimination for the 
test site from surrounded soil with the cleared-wall foundation clearly evident as a high 
resistivity anomaly. Pole-dipole and pole-pole arrays discriminate the test site from the 
surrounding soil and the cleared-wall foundation inside the test site. The Wenner and dipole-
dipole, as in the NS 1 profile, are sensitive to the bottom and to the top of the cleared-wall 
foundation, respectively (Figure ‎3-16). 
The pole-dipole is more accurate to the top of the clear-wall foundation, whilst the pole-pole 
is more accurate to the bottom. The data shows the cleared-wall foundation anomaly as 
being wider in comparison with the models obtained from line NS 1 due to survey line being 
parallel to the length of the foundation. In comparison, the dipole-dipole array is more 
accurate at defining this wider feature, (Figure ‎3-16). 
The thin, low resistivity top soil is approximately equally delineated from the test site by all 
the used arrays. The RMS error of the data sets of this profile is 5.0 %, 6.4 %, 6.8 % and 12.7 
% for Wenner, dipole-dipole, pole-dipole, and pole-pole respectively.  
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Figure ‎3-16: ERT 2D profile sections in E-W direction using least-square smoothness-constraint inversion with Wenner, dipole-dipole, 
pole-dipole, and pole-pole array configurations (see Figure ‎3-7 and Figure ‎3-8 for location). White boxes indicate cleared-wall 
foundation (solid line) and surrounding test site (dotted line) positions respectively. Pole-dipole data shown is merged from data 
collected in both directions on each profile (see text). Inversion iteration 5 results shown throughout. 
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The second line is less informative than the first one mainly due to its position which is 0.75 
m from the centre point of the test site (i.e. from EW 1 survey profile). Both of the test site 
and the cleared-wall foundation are detected by all the arrays (i.e. the Wenner, dipole-
dipole, pole-dipole and pole-pole) and the anomalies are well discriminated from each other- 
(Figure ‎3-16). The Wenner and dipole-dipole are good for the test site’s extent. 
The dipole-dipole and the pole-dipole are better at delineating the top of the cleared-wall 
foundation. As before, the Wenner is better for identifying the basal interface. Even the pole-
pole show the cleared-wall foundation much deeper than the real depth, but it looks more 
sensitive for the bottom of it. In comparison to the equivalent line in the first group’s survey, 
line NS 2, the Wenner array data shows the influence of the cleared-wall foundation due to 
its increased cross sectional area.  The pole-pole array has the highest RMS error which is 
12.0 %, 3.4 % for Wenner, 10.1 % for dipole-dipole, and 3.4% for pole-dipole. 
The third survey profile lies 4 m to the north of the test site across the natural geology. As 
with the profile NS 3, the soil-bedrock interface is noticeable; therefore, the model can be 
used to understand the geology of the site in a direction that orthogonal to the previous lines 
of group 1. As previous, pole-pole array still has the highest RMS error (13.9 %), and all the 
four arrays data do not detect the presence of the test site, for the whole resistivity models 
of the third profile see the appendix A.  
The robust inversion of the E-W survey generates similar characteristics to those of the NS 
survey. The wall foundation was not clearly delineated (Figure ‎3-17). The robust inversion 
imaged the test site extend more accurately than the least-square inversion (Figure ‎3-16). 
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Figure ‎3-17: ERT 2D profile sections in E-W direction using robust inversion with Wenner, dipole-dipole, pole-dipole, and pole-pole 
array configurations (see Figure ‎3-7 and Figure ‎3-8 for location). White boxes indicate cleared-wall foundation (solid line) and 
surrounding test site (dotted line) positions respectively. Pole-dipole data shown was merged from data collected in both directions 
on each profile (see text). Inversion iteration 5 results shown throughout. 
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3.3.2.2 Pseudo-3D models  
As subsurface anomalies vary in three dimensions, 3D surveys have the ability to provide 
more accurate models of the buried features. The collected data for all the used arrays were 
combined into pseudo-3D data sets and inverted to provide 3D models using the Res3Dinv 
program. 
The actual depths and dimensions of the test site are already known so a quick comparison 
with the pseudo-3D models can be done. Each single electrode configurations of the pseudo-
3D data sets can be inverted and represented by six horizontal slices with different depths.  
For the pseudo-3D models, all data showed the surrounding test site from background, in the 
least-square inversion data this became more circular with depth but less so for the robust 
inversion data (Figure ‎3-18). The robust inversion data resistances were also higher at 
shallower depths, compared to the least-squares inversion data (Figure ‎3-19).  
The pseudo-3D models did not resolve the cleared-wall foundation target, (Figure ‎3-18 and 
Figure ‎3-19).  
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Figure ‎3-18: Horizontal depth slices of pseudo-3D ERT datasets generated for (A) Wenner, (B) dipole-dipole, (C) pole-dipole, and (D) 
pole-pole array surveys from the 2D ERT profiles, using least-square smoothness-constraint inversion. White boxes indicate cleared-
wall foundation (solid line) and surrounding test site (dotted line) positions respectively. Depth in centimetres. 
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Figure ‎3-19: Horizontal depth slices of pseudo-3D ERT datasets generated for (A) Wenner, (B) dipole-dipole, (C) pole-dipole, and (D) 
pole-pole array surveys from the 2D ERT profiles, using robust inversion. White boxes indicate cleared-wall foundation (solid line) 
and surrounding test site (dotted line) positions respectively. Depth in centimetres.  
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Based on the comparing the different electrode configurations, these 2D resistivity 
models were then qualitatively assessed based on two parameters: 1) the successful 
imaging of the cleared-brick wall foundation (i.e. which array could detect and 
discriminate the foundation from the gravel-fill) and 2) the cleared-brick wall foundation 
accurate positioning (i.e. to what extent the brick wall position could be accurately 
located by the different array types). The assessment contained three rankings: it was 
ranked Good for when the resistivity model (i.e. of a certain electrode configuration) 
achieved the two assessment parameters, Moderate for when the model achieved one of 
the two assessment parameters and ranked Poor for when the model did not achieved 
any parameters, the imaging rating detailed in (Table ‎3-4) for the least-square 
smoothness-constrained and for the robust inversion methods.   
For the least-square inverted data profiles (Figure ‎3-14 and Figure ‎3-16), the Wenner and 
dipole-dipole arrays gave generally Good results, whilst the pole-dipole and pole-pole 
array gave generally Moderate to Poor results (Table ‎3-4). Note that the target appeared 
to be spatially wider on EW profiles, when compared to the NS profiles (cf. Figure ‎3-14 
and Figure ‎3-16), as the EW profiles were parallel to the buried target and thus had a 
larger sampling area (Figure ‎3-8).  
For the robust inverted data profiles (Figure ‎3-15 and Figure ‎3-17), the Wenner and 
dipole-dipole arrays gave generally Moderate results, whilst the pole-dipole and pole-pole 
arrays gave generally Poor results (Table ‎3-4). With these inversions, it was also harder to 
differentiate the cleared-wall foundation from the test site materials (cf. Figure ‎3-15 and 
Figure ‎3-17).  
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Table ‎3-4: ERT 2D profiles (both least-squares and robust inversions) were qualitatively 
assessed based on the accuracy of the cleared-wall foundation position and being 
successfully imaged. Images were ranked Good for when the model achieved this, 
Moderate for when the model only achieved one and ranked Poor when the model did 
not achieve any parameters (see text). Model RMS inversion percentages also included, * 
indicated relatively high model errors. 
2D Profile number 
(see Figure ‎3-8) and 
array type 
Least-square 
Inverted 
model, , RMS % 
error misfit 
Cleared-wall 
foundation 
well defined 
Robust 
Inverted 
model, RMS % 
error misfit 
Cleared-wall 
foundation 
well defined 
NS 1, Wenner  5.0 Good 2.8 Moderate  
NS 1, Dipole-dipole 5.0 Good 2.7 Moderate 
NS 1, Pole-dipole 4.1 Poor 2.8 Poor 
NS 1, Pole-pole 9.3 Poor 5.5 Poor 
NS 2, Wenner  4.4 Moderate 2.2 Poor 
NS 2, Dipole-dipole 5.0 Moderate 3.4 Poor 
NS 2, Pole-dipole 8.8 Poor 4.1 Poor 
NS 2, Pole-pole 9.2 Poor 4.4 Poor 
NS 3, Wenner  9.4 N/A (off axis) 4.8 N/A (off axis) 
NS 3, Dipole-dipole 10.3 N/A (off axis) 5.2 N/A (off axis) 
NS 3, Pole-dipole 5.3 N/A (off axis) 3.4 N/A (off axis) 
NS 3, Pole-pole 14.9* N/A (off axis) 7.1 N/A (off axis) 
EW 1, Wenner  5.0 Good 3.1 Moderate 
EW 1, Dipole-dipole 6.4 Good 4.6 Moderate 
EW 1, Pole-dipole 6.8 Moderate 4.4 Poor 
EW 1, Pole-pole 12.7* Poor 7.6* Poor 
EW 2, Wenner  3.4 Good 2.0 Moderate 
EW 2, Dipole-dipole 10.1 Good 5.0 Moderate 
EW 2, Pole-dipole 3.4 Moderate 2.0 Moderate 
EW 2, Pole-pole 12.0* Poor 5.7 Poor 
EW 3, Wenner  1.8 N/A (off axis) 2.5 N/A (off axis) 
EW 3, Dipole-dipole 2.8 N/A (off axis) 1.7 N/A (off axis) 
EW 3, Pole-dipole 2.4 N/A (off axis) 1.5 N/A (off axis) 
EW 3, Pole-pole 13.9* N/A (off axis) 6.3 N/A (off axis) 
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3.3.3 Grain size distribution curve 
The grain size distribution of the site soil was determined using dry sieve analysis and 
laser diffraction method; in this work the Beckman Coulter LS230 Laser Diffraction 
Particle Size Analyzer was used. The laser diffraction gives more accurate and detailed 
measurements of particle size of fine grains, particle size range can be between 0.04 μm - 
2 mm. It is faster than traditional sedimentation methods (i.e. pipette or hydrometer 
methods), and less affected by workers or their laboratory experience, therefore, it was 
used (see Beckman Coulter, 2011 for more information). The soil sample was prepared 
and cleaned from organic material and sieved using the dry sieve technique to find out 
any possible soil particles larger than 2 mm (see BS 1377-2:1990 for more details). The dry 
sieve showed that the soil was finer than 2 mm. The soil was then immersed in a chemical 
dispersion solution as a dispersive agent overnight, the dispersive agent used to dissipate 
soil particles (i.e. clay particles) during sedimentation and testing. In this work Sodium 
Hexametaphosphate was used with 1% concentration as a dispersive agent, and then, the 
soil sample was tested using the laser diffraction analyzer.  
The results obtained of the grain size analysis were represented by a grain size 
distribution curve (Figure ‎3-20). The grain size distribution curve could then be used for 
soil classification and for estimating the clay content in the soil. Based on the grain size 
distribution curve, the tested soil can be characterized as a clayey sand soil. The soil has a 
very small clay fraction (i.e. less than 2%). 
103 
 
 
Figure ‎3-20: Grain size distribution curve of Keele test site soil using dry sieve and laser 
diffraction methods. 
 
3.3.4 Moisture content determination: 
Archie (1942) found an empirical formula that related resistivity measurements (i.e. 
resistivity of porous media to resistivity of fluid in pores which is called the formation 
factor) to clean sandstone porosity. The formula has been used and developed to 
estimate soil moisture content for different kinds of soils and rocks. Archie’s law can be 
applied for moisture content as a geotechnical parameter for site characterisation. Soil 
volumetric moisture content for different geomaterial has been found using electrical 
resistivity data (see, for example, Turesson, 2006; Calamita et al., 2012; Beff et al., 2013; 
Brillante et al., 2015). Finding moisture content using the resistivity data is detailed in the 
following subsections. 
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3.3.4.1 Observed moisture content 
The collected resistivity data should be correlated to measured moisture content to 
determine regression coefficients. Therefore, during resistivity data collection, observed 
moisture content readings were taken using a delta-T probe soil moisture sensor 
(Table ‎3-5). The observed moisture content readings were taken along the array (i.e. the 
array of resistivity data); readings spacing was every 1 m. Observed moisture content 
readings could then be used to estimate the regression coefficients. In addition, these 
parameters were assumed to be constant across the investigated cross section.  
Table ‎3-5: Observed soil moisture content using delta- probe sensor at Keele facility site, 
with the standard deviation in parentheses. 
Number of 
readings 
Observed moisture content 
using delta-T probe % 
1 19.4 
2 21.9 
3 20.5 
4 20.7 
5 19.3 
6 17.5 
7 19.2 
8 20.5 
9 20.3 
10 19.7 
11 18.4 
12 19.6 
13 18.3 
14 18.1 
Average 19.5 (SD = ± 1.2) 
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3.3.4.2 Estimated moisture content 
The investigated site consists of two different materials: natural material (i.e. top soil and 
sandstone bedrock) and man-made material (i.e. the test site) as presented in the site 
information section 3.1. 
In this work for natural ground material, volumetric moisture content was quantified 
based on the linear dependence of electrical resistivity on soil moisture content (equation 
1), as mentioned in Calamita et al. (2012).  
𝑤 = 𝑎 + 𝑏𝜌                                                                                                 (3 − 1) 
where 𝑤 is the moisture content, 𝜌 is resistivity data, and a and b are the regression 
coefficients. 
To estimate the regression coefficients of the model, the first level of the resistivity data 
of pole-dipole array in E-W direction was used where each four adjacent resistivity 
readings were averaged, and the average of resistivity readings with the observed 
moisture content readings were applied in regression analysis for the regression 
coefficients determination (see Figure ‎3-21). The regression coefficients were assumed to 
be constant for all the investigated sections of the site and the resistivity reading were 
used without temperature corrections. 
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Figure ‎3-21: Regression coefficients determination of the resistivity-moisture content, w 
is the volumetric moisture content, and ρ is averaged resistivity readings.  
 
The resistivity data yields estimated water content not considerably differs from the 
observed moisture content using the delta-T probe. Table ‎3-6 shows the absolute 
differences between the estimated (Mce) and the observed (Mco) moisture contents 
which is in a range of 0.0 – 1.9. A detailed uncertainty analysis for the observed and 
estimated moisture content was not possible; only one dataset of moisture content was 
available. The standard deviation of the observed and estimated moisture content was ± 
1.2 and ± 0.8 respectively. Adding and/or subtracting the standard deviation to their 
relative moisture content values show an overlapped range of the moisture content 
which indicate that the obtained moisture content readings were consistent.  
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Table ‎3-6: Estimated (using electrical resistivity data), observed (by delta-T probe) and the 
absolute difference of the volumetric moisture contents of Keele test site (see text), with 
the standard deviation in parentheses. 
Number 
of 
readings 
Estimated volumetric 
moisture content using 
resistivity data (Mce) % 
Observed moisture 
content using delta-T 
probe (Mco) % 
Absolute difference 
between (Mce) and 
(Mco) % 
1 19.1 19.4 0.3 
2 20.0 21.9 1.9 
3 20.2 20.5 0.3 
4 19.6 20.7 1.1 
5 19.3 19.3 0.0 
6 17.4 17.5 0.1 
7 19.7 19.2 0.5 
8 20.4 20.5 0.1 
9 19.4 20.3 0.9 
10 19.9 19.7 0.2 
11 20.1 18.4 1.7 
12 20.2 19.6 0.6 
13 19.1 18.3 0.8 
14 19.2 18.1 1.1 
Average  19.5 (SD = ± 0.8) 19.5 (SD = ± 1.2) 0.0 
 
For the quartzite volume of the pit (i.e. clean, well sorted, 4 mm gravel, with porosity of 
about 42% and shallower than the ground water table), moisture content determination 
can be a special case where the Archie’s law basics do not match the test site ‘the pit’ 
circumstances. The gravel volume was neither saturated nor partially saturated, and was 
expected to be just wet. In this case, Archie’s law cannot be useful for moisture content 
determination due to the significance of percolation effects (see Martys, 1999; Khalil and 
Santos, 2009). 
The test site is buried and covered by 0.24 m of natural soil of the site. Therefore, the 
gravel part of the test site cannot be completely dry but, it can be assumed to be damp by 
a thin film of moisture that covers the gravel particles. The bulk estimated volumetric 
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moisture content of the site using resistivity data is represented in Figure ‎3-22. The 
estimated moisture content was assumed to be constant for each material of the site (i.e. 
soil, bedrock and the test site).  
 
Figure ‎3-22: Bulk volumetric moisture content of Keele test site using resistivity data (i.e. 
pole – dipole array, E-W direction), the model used for moisture content determination is               
w =a+bρ, where w is moisture content, ρ is resistivity, a and b are regression coefficients; 
a=21.102, and b= -0.0048 using regression analysis. 
 
All the investigated section of the site is shallower than the groundwater table, with high 
porosity material, i.e. sandstone bedrock and quartzite gravel of the test site. Therefore, 
the investigated section cannot be expected to have a high moisture content. The natural 
soil layer at the site also has a higher moisture content than the bedrock moisture 
content. It is worthwhile mentioning here that the soil clay content helps to absorb more 
water and keep it saturated.  
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3.3.5 Seismic data results 
The prepared datasets were processed using SeisImager/SW software, version 5.2.1.3 
Geometrics Inc., to determine dispersion curves using the integrated SPAC technique, and 
then the dispersion curves were inverted using least squares inversion algorithm to 
produce shear wave velocity-depth profiles. The SeisImager/SW picks the dispersion 
curve automatically but, sometimes, SeisImager/SW miss some frequencies, therefore, 
the missed frequencies were picked manually. 
The obtained results and the shear wave velocity-depth profiles for the three seismic 
components will be presented in the following sections: 
3.3.5.1 Vertical component 
The shear wave velocity-depth profile of the vertical component is shown in Figure ‎3-23. 
The figure shows the range of the effective investigated depth which is shown by the dark 
grey area and is about 4 m -11 m. 
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Figure ‎3-23: Shear wave velocity-depth profile of the vertical component, L shape array 
was used for data collection. The first column on the right side of the figure shows the 
shear wave velocity of each single layer and the second column shows the depth of each 
layer. The dots show the actual penetrated depth using the 1/3 wavelength method. 
 
3.3.5.2 Horizontal north-south component 
Shear wave velocity-depth profile of the component is shown in Figure ‎3-24. The range of 
the effective investigated depth is about 3 m - 11 m.  
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Figure ‎3-24: Shear wave velocity-depth profile of the horizontal north-south component, 
L shape array was used for data collection. The first column on the right side of the figure 
shows the shear wave velocity of each single layer and the second column shows the 
depth of each layer. The dots show the actual penetrated depth using the 1/3 wavelength 
method. 
 
3.3.5.3 Horizontal east-west component 
Shear wave velocity-depth profile of the component is shown in Figure ‎3-25. Effective 
investigated depth range about 3 m - 12 m. 
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Figure ‎3-25: Shear wave velocity-depth profile of the horizontal east-west component, L 
shape array was used for data collection. The first column on the right side of the figure 
shows the shear wave velocity of each single layer and the second column shows the 
depth of each layer. The dots show the actual penetrated depth using the 1/3 wavelength 
method. 
 
In general, the range of the effective investigated depth was from about 3 m to about 11 
m; taking in consideration the size of the deployed array. There is no response from 
depths deeper or shallower than the effective investigated depths. The effective 
investigated depth range was deeper than the imaged cross section from the resistivity 
surveys and deeper than the bottom of the facility test (i.e. the pit) therefore; the 
geophysical surveys at the site (i.e. passive seismic and resistivity surveys) cannot be 
performed for joint interpretation for a better ground model. 
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3.4 Summary 
The resistivity surveys have been conducted to compare four popular electrode 
configurations (Wenner, dipole-dipole, pole-dipole and pole-pole) and two inversion 
algorithms (the least-square smoothness-constrained and robust) using a constant 
electrode spacing of 0.25 m for detecting a cleared-wall foundation. The cleared-wall 
foundation was imaged by multiple resistivity profiles, being oriented parallel and 
perpendicular to the foundation length. The resistivity datasets were then separately 
inverted using the least-square smoothness-constrained and robust algorithms.  
Using the least-square algorithm, the Wenner and dipole-dipole were found to be the 
best arrays for determining the cleared-wall foundation over all the four used arrays, the 
Wenner array was found to be better to detect the bottom of the wall, whilst dipole-
dipole array was found to be better for the wall top. The pole-pole array was the poorest 
array to detect the wall and that was interpreted due to its sensitivity to the electrical 
noise at the site. The least-square inversion best represents the studied target in smooth 
variation in the resistivity changes and being more informative than the robust inversion. 
Surveys, taken in parallel to the target, imaged the target better than perpendicular 
survey profiles, presumably due to the increased target size. The Wenner and dipole-
dipole arrays imaged the cleared-wall foundation in perpendicular profiles. Array type 
was deemed just as, or even more important than, electrode spacing when designing 
electrical resistivity surveys due to different sensitivities to buried targets. 
Alongside the resistivity surveys, passive seismic surveys were utilized to generate shear 
wave velocity-depth profiles of the studied site. The effective investigated depth range 
was about 3 m – 11 m, too deep to image the buried wall. 
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4. Chapter four: Characterising a potential HS2 site by geophysical 
techniques and direct tests: case study – Rugeley, Staffordshire, UK 
Site ground characterisation has to be carried out for most construction projects (Clayton 
et al., 1995). For this, all available and relevant information about the site or the 
surrounding area should be collected (Simons et al., 2002). Site investigation processes 
should estimate the stability, serviceability and construction of the proposed site, 
laboratory analysis of field samples or indeed with in situ field tests (Barnes 2016). Some 
of the in situ field tests can be performed by geophysical methods, for example, seismic 
methods which are indirect, relatively cheap and fast methods (Simons et al., 2002). 
Seismic surface waves have been applied for site investigation in many studies (see, for 
example, Cha et al., 2006; Behm et al., 2014). Resistivity and microgravity methods have 
been performed for site characterisation( for resistivity method see, for example, Sudha 
et al., 2009; Vargemezis et al., 2015; Yalcinkaya et al., 2016; Osinowo and Falufosi, 2018 
and for the microgravity method see, for example, Tuckwell et al., 2008; Mantlík et al., 
2009; Pringle et al., 2012; Ardestani and Ashena, 2018). 
In this chapter, geophysical and direct test datasets were collected and utilized to assess 
the geotechnical properties of a site in Rugeley, Staffordshire (see Figure ‎4-1 for location). 
Moreover, this case study provides a site (already subjected to many geophysical surveys 
and direct conventional tests) to perform a feasibility study of train-induced vibrations.  
The main aims of the study were to (1) assess the stratigraphy of the site, (2) to 
determine the physical and geotechnical properties of the site, where the proposed route 
for the HS2 (High Speed 2) is close to the site and to compare the determined datasets 
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qualitatively and quantitatively. The study objectives, therefore, are to (1) acquire multi-
geophysical data (i.e. seismic, resistivity and microgravity); (2) perform conventional 
geotechnical in situ tests (i.e. cone penetration test, sand replacement test and grain size 
distribution analysis); (3) process all the collected datasets (i.e. the geophysical and the 
conventional datasets) and finally (4) determine, any possible, physical and the 
geotechnical site characteristics. 
The surveys at Rugeley site (in terms of survey considerations and arrays parameters) 
were designed to investigate the site from the ground surface down to about 40 m (the 
required depth for most construction projects), (see Simons et al., 2002 for background). 
In addition, for all the surveys (electrodes position, geophones position, CPT soundings 
and deposits samples), the coordinates defining the position on the ground surface were 
collected to prepare relevant maps. 
4.1 Site information 
4.1.1 Location 
The studied site is situated about two miles to the south-east of Rugeley town centre in 
Staffordshire, United Kingdom. The site is located close to the West Coast Main Line 
railway crossing over the River Trent, between the towns of Rugeley and Lichfield in 
Staffordshire. The railway embankment divides the site into two areas, east and west of 
the railway line. The River Trent at the site flows in a NW to SE direction, with a now-
closed coal power station situated about 1 mile to the WNW (Figure ‎4-1). 
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Figure ‎4-1: Location map of the Rugeley study site with (inset) UK location map. Images 
supplied courtesy of Ordnance Survey/EDINA, 2016. 
 
4.1.2 Local geology of the site 
Nearby borehole records (BGS Geoindex, 2018), presented in Table ‎4-1, indicate that the 
bedrock is the Triassic Chester and Helsby Sandstone Formations, consisting of brown, 
red and grey interbedded pebbly sandstones, siltstones and mudstones. Mercia 
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Mudstone Group crops out just to the north of the site. Overlying these are 
unconsolidated Quaternary and Recent sedimentary deposits linked to the last glaciation 
and the modern River Trent. Towards the end of the last glaciation, meltwater over-
deepened the river valley which was then backfilled with glacial outwash sediments. 
These are topped with post-glacial and recent river terrace and alluvium deposits from 
the River Trent (Figure ‎4-2, Figure ‎4-3 and Figure ‎4-4). The railway runs to the northeast 
of the deepest part of the river channel. The channel sediment thickness was estimated 
using a microgravity survey (see section 4.6) and borehole data.  
Table ‎4-1: The closest available boreholes near the Rugeley study site (BGS Geoindex, 
2018). 
No. Borehole number 
(BH.NO.) 
Coordinates Drilling 
date 
depth Water table 
depth at 
drilling time 
Easting Northing 
1 SK01NE29 406936 317531 1960 187.75m 9.1m 
2 SK01NE21 407300 317510 1960 451.1m / 
3 SK01NE32 407291 317292 1960 165.2m 4.26m 
4 SK01NE27 406962 316968 1959 149.3M 6.0m 
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Figure ‎4-2: Rugeley study site map shows the site’s bedrock geology with (inset) UK 
location map. Borehole information (green stars denote location) shown in Figure ‎4-4. 
Images supplied courtesy of Ordnance Survey/EDINA, 2016. 
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Figure ‎4-3: Rugeley study site map shows the unconsolidated deposits (alluvium and river 
terraces) at the site with (inset) UK location map. Borehole information (green stars 
denote location) shown in Figure ‎4-4. Images supplied courtesy of Ordnance 
Survey/EDINA, 2016. 
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Figure ‎4-4: Schematic 3D geological figure of the Rugeley study site, showing superficial 
deposits and the underlying bedrock, generated from British Geological Survey borehole 
logs and microgravity surveys. See Figure ‎4-2 and 4-3 for named borehole (BH) locations. 
Vertical scale is in metres. Dotted line shows the expected glacially over-deepened River 
Trent channel. 
 
The site’s hydrological system has also changed during the last two centuries as a result of 
human activities. These changes can be noticed clearly from historical site maps, the 
oldest available historical map for the site was plotted during 1846-1899. These show two 
mill leetes flowing from the river Trent to the east and south east directions (Figure ‎4-5). 
Later on, the leetes became disused, and small ditches and a small water pond remain 
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and can be recognized as the leete’s remnants. These changes can affect geophysical data 
from the site; therefore, these can be helpful for result interpretation.  
 
Figure ‎4-5: Rugeley study site historical maps show the leetes that ran from the River 
Trent to the east and south east directions, a) plotted during 1846-1899, b) plotted during 
1958-1996, c) a contemporary map, and d) shows position of remnant leetes. Images 
supplied courtesy of Ordnance Survey/EDINA. 
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4.1.3 Site topography 
The topography of the site is dominated by a flat area (i.e. the Trent Valley flood plain). 
The railway embankment (Figure ‎4-6) is the main manmade change in the landscape of 
the site, which runs in a NW-SE direction; it is about 40 m wide, and about 5 m high. 
Moreover, at the north and north-west of the site, the landforms are governed by gentle 
sloped hills; they are higher than the flat area by about 5 m, the contour map of the site is 
represented in Figure ‎4-7. 
 
Figure ‎4-6: Rugeley study site photograph showing the raised railway embankment and a 
passing Pendolino passenger train. Photograph direction is south-west. 
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Figure ‎4-7: Rugeley study site contour topography map showing the relative changes in 
elevation in metres above sea level, with (inset) UK location map. Borehole information 
(green stars denote location) shown in Figure ‎4-4. Images supplied by Ordnance 
Survey/EDINA, 2016. 
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4.2 Grain size analysis 
Grain size analysis was undertaken at 14 positions (i.e. 14 deposit samples) on the 
Rugeley study site (see Figure ‎4-12 for locations). The deposit samples were tested by two 
methods: mechanical sieving (wet and dry sieving) and by the sedimentation method 
using the X-ray SediGraph. The wet sieving was used for the separation of the cohesive 
and fine sediments whilst the dry sieving was used for the coarse fraction (sand and 
gravel) analysis. The X-ray SediGraph was utilized for the size distribution of the particles 
finer than 63 μm. Then, the outcomes of the sieving and X-ray procedures were combined 
to produce a continuous grain size distribution curve for each collected sample 
(Figure ‎4-8), following standard procedures (for sieve analysis see Barnes, 2016; BS 1377-
2:1990 and for the X-ray SediGraph analysis background see Coakley and Syvitski, 1991). 
The grain size distribution curves are summarized in a histogram for each sample (i.e. 
showing the main percentages for the deposits gravel, sand, silt and clay grain sizes), and 
the average of all the tested samples (Figure ‎4-9). For all the grain size distribution curves, 
see appendix C. 
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Figure ‎4-8: Example of a grain size distribution curve from sample 1, see (Figure ‎4-12) for 
sample location. 
 
Samples 6-9 and 14 evidence that the coarse material (i.e. sand and gravel) is the 
dominant grain size which matches with the high interpreted resistivity results (see 
Figure ‎4-18 and Figure ‎4-23). Therefore, river deposits are expected to cover most the 
northern and northeast parts of the site. Samples at the south part of the studied site, 
samples 1-4, evidence that the fine material (i.e. clay and silt) is the dominant grain size. 
Figure ‎4-10 shows the borehole SK01NE32 data down to about 38 m bgl. The borehole 
data shows variation in grain size with depth, which ranges from clay – pebble sized 
grains. The first 10 m of the deposit has a wide range of grain size from clays to pebbles. 
From 10 m to about 20 m bgl, the borehole data shows clean fine - coarse sand particles. 
From 20 m to 37 m, clean fine to medium sandstone (bedrock) is the dominant grain size. 
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Figure ‎4-9: Grain size distribution histograms for the 14 deposit samples and the average 
for all samples. G (gravel), S (sand), Sl (silt) and C (clay), for the sample locations see 
(Figure ‎4-12). 
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Figure ‎4-10: Borehole SK01NE32 (see Figure ‎4-12 for location) data shows the grain size 
variation with depth. Depth and thickness are measured in metres. 
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4.3 Electrical resistivity surveys 
4.3.1 Methodology 
4.3.1.1 Survey consideration 
Mains overhead electrical power lines pass close to the site, as well as those associated 
with the electrified railway, which makes the site a noisy area electrically (i.e. a telluric 
current that may cause geophysical interference) (Figure ‎4-11). 
 
Figure ‎4-11: Telluric electrical current sources during resistivity surveys at Rugeley site, a) 
photograph direction is south-west; b) photograph direction is north-west. 
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Therefore, for the electrical resistivity surveys, a Wenner array was utilised as it has the 
smallest geometric factor among other arrays used for resistivity surveys and it has 
strongest signal strength, and as the array experienced for surveys in electrically noisy 
area at Keele University campus for buried foundation determination. 
The site has a relatively simple geology, consisting of Quaternary drift deposits which 
overlie clastic sedimentary (Triassic Chester and Helsby Sandstone Formations) bedrock 
(see section 4.1). Therefore, the Wenner array is effective for a site like this; it is more 
sensitive for vertical changes detection (Loke, 2015) and for horizontal changes, as 
founded from the resistivity surveys for buried-wall foundation detection, see chapter 
three. On the other hand, the Wenner array has poor horizontal coverage which is an 
inherent drawback and loss readings at both ends of the deployed array with depth, as 
can be seen on the resistivity 2D cross sections from the buried foundation detection 
surveys, see, the appendices A and B. The horizontal coverage issue is settled by 
extending the survey lines as long as possible such as lines 6 and 7; whilst with long lines 
such as 1 and 2 overlapped surveys were used. 
 
4.3.1.2 Electrical resistivity survey parameter 
The resistivity surveys (i.e. 8 2D ERT profiles) were collected (see Figure ‎4-12 and 
Figure ‎4-13 for respective locations) using the Campus™ Tigre acquisition equipment, 
with different electrode spacing and different number of electrodes depending on site 
accessibility, see Table ‎4-2.  
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Table ‎4-2: Electrode spacing and number of electrodes for each resistivity profile used for 
data collection at Rugeley site. 
Survey line number Electrode spacing (m) Number of profiles/electrodes 
1 3 
2 profiles with 64 electrodes and a 
profile with 32 electrodes 
2 2 2 profiles with 64 electrodes 
3  3 One profile with 64 electrodes 
4 3 One profile with 49 electrodes 
5 3 3 profiles with 64 electrodes 
6 2 One profile with 38 electrodes 
7 2 One profile 63 electrodes 
8 4 One profile with 64 electrodes 
 
In this case study, the Campus™ Tigre acquisition equipment was set up to collect each 
reading across 3 cycles of alternating current injection polarity with a ‘time-off’ period of 
0.5 second and a ‘time-on’ period of 1 second, in order to calculate the potential 
difference over these three cycles. In addition, each subsequent reading used an adjacent 
set of four electrodes from its previous measurement to give the electrode some time to 
allow the electrical charge to dissipate (Dahlin, 2000). 
4.3.1.3 Field deployment 
Resistivity profiles were positioned to cover the different Quaternary deposits (based on 
the available geological information) and to be close and adjacent to the railway 
embankment. The following subsections briefly describe the field deployment for the 
resistivity profiles. The available system has 64 electrodes with 3 m electrode spacing, 
therefore the system does not cover a long profile. Therefore, for long lines (i.e. lines 1, 2, 
and 5) the data was collected using multiple profiles and then combining the data in a 
final overall profile. For the resistivity profiles position, orientation and location to the 
superficial and bedrock lithology are represented in Figure ‎4-12 and Figure ‎4-13. 
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Figure ‎4-14 shows the equipment used for data collection and Figure ‎4-15 represents the 
fieldwork deployment. 
 
Figure ‎4-12: The location of the resistivity survey profiles relative to superficial deposits is 
shown (see key) at the Rugeley site with (inset) UK location map. Grain size measurement 
positions are also shown (see key). Images supplied courtesy of Ordnance Survey/EDINA, 
2016. 
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Figure ‎4-13: The location of the resistivity survey profiles relative to bedrock is shown, at 
the Rugeley site with (inset) UK location map. Grain size measurement positions are also 
shown (see key). Images supplied courtesy of Ordnance Survey/EDINA, 2016. 
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Figure ‎4-14: Campus TM Tigre electrical resistivity ERT system used for data acquisition at 
the Rugeley site, Staffordshire, UK. 
 
 
Figure ‎4-15: Field deployment of resistivity surveys field deployment at the Rugeley site, 
represents resistivity profile no.7, electrode spacing 2 m (see Figure ‎4-12 and Figure ‎4-13 
for locations). Photograph direction is north-east. 
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4.3.2 Resistivity data preparation 
The collected resistivity 2D data profiles were checked and bad data point(s) was 
manipulated to be in context with adjacent data points. The Res2Dinv v. 4.3 (GeotomoTM 
Software) and Surfer v.8.04 software were used for data checking and the Res2Dinv 
software was used for data processing and to produce 2D resistivity models (see 
GeotomoTM Software, 2004, for background). 
To attain profiling survey and to minimize the horizontal coverage limitation of the 
Wenner array (see Loke, 2015), any new profile was laid with specific overlap at the end 
of the previous profile. Data points from overlapped parts were deleted from one survey 
and data from the second one was used in the final dataset. Any gap(s) between two 
adjacent profiles were filled using resistivity values which are appropriate within the same 
level and levels above and below it. 
4.3.3 Resistivity data results 
The Res2Dinv v.4.3 (GeotomoTM Software) software was used for data processing, 
importing each 2D profile separately. The data processing options used were 4 nodes for 
unit electrode spacing, the robust model inversion algorithm, with robust constrain cutoff 
factor of 0.05, and severe reduce effect of the side blocks. The finite difference element 
method and normal mesh option were used for the forward numerical modelling. The 2D 
resistivity models were finally displayed using the user-defined, linear colour contour 
interval with minimum limit of 40 Ω.m and contour spacing of 20 Ω.m, (see GeotomoTM 
Software, 2004, for more details).  
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4.3.3.1 Profile no.1 
This profile was performed in three sub profiles a, b and c (see Figure ‎4-12 and 
Figure ‎4-13 for the profile position). The overall resistivity model for the profile (i.e. the 
three sub-profiles were combined in a long profile) is illustrated in Figure ‎4-16, with RMS 
error 4.4% and inversion iteration 5 results shown. 
 
Figure ‎4-16: The overall resistivity model of profile no.1 from the Rugeley site (Figure ‎4-12 
and Figure ‎4-13 for location), the solid black line shows the ground water table bgl at the 
site, and the dashed white line shows the interpreted perched groundwater table level. 
 
4.3.3.2 Profile no.2 
Two sub-profiles were applied to survey the total length of the profile. Is located at 45 m 
to the east of the first profile in NW-SE direction. The overall resistivity model of the 
profile is represented in Figure ‎4-17, with RMS error 3.3% and inversion iteration 5 results 
shown.   
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Figure ‎4-17: The overall resistivity model of the second resistivity profile from the Rugeley 
site (see Figure ‎4-12 and Figure ‎4-13 for location), the solid black line shows the ground 
water table bgl at the site, and the dashed white line shows the interpreted perched 
groundwater table. 
 
4.3.3.3 Profile no.3 
The resistivity model of the profile is illustrated in Figure ‎4-18, with RMS error 3.7% and 
inversion iteration 5 results shown.  
 
Figure ‎4-18: Resistivity model of profile no.3 from the Rugeley site (see Figure ‎4-12 and 
Figure ‎4-13 for location), the solid black line shows the ground water table bgl at the site, 
and the dashed white line shows the interpreted perched groundwater table. 
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4.3.3.4 Profile no.4 
Figure ‎4-19 shows the resistivity model of profile no. 4, with RMS error 3.7% and 
inversion iteration 5 results shown.  
 
Figure ‎4-19:  Resistivity model of profile no.4 from the Rugeley site (see Figure ‎4-12 and 
Figure ‎4-13 for location), the solid black line shows the ground water table bgl at the site, 
and the dashed white line shows the interpreted perched groundwater table bgl 
respectively. 
 
4.3.3.5 Profile no.5 
The profile consists of 3 sub-profiles a, b and c, the overall resistivity model of the profile 
is represented in Figure ‎4-20, with RMS error 5.3% and inversion iteration 5 results 
shown. 
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Figure ‎4-20: The overall resistivity model of profile no.5 from the Rugeley site (see 
Figure ‎4-12 and Figure ‎4-13 for location), the solid black line shows the ground water 
table bgl at the site, and the dashed white line shows the perched groundwater table bgl. 
 
4.3.3.6 Profile no.6 
Profile 6 is the shortest one; it runs in a NE-SW direction to the west of the railway. Its 
length is 74 m. The resistivity model of the profile is represented in Figure ‎4-21, with RMS 
error 2.4% and inversion iteration 5 results shown.  
 
Figure ‎4-21: Resistivity model of profile no.6 from the Rugeley site (see Figure ‎4-12 and 
Figure ‎4-13 for location), the solid black line shows the ground water table bgl at the site. 
 
139 
 
4.3.3.7 Profile no.7 
Resistivity model of the profile is illustrated in Figure ‎4-22, with RMS error 3.5% and 
inversion iteration 5 results shown. 
 
Figure ‎4-22: Resistivity model of profile no.7 from the Rugeley site (see Figure ‎4-12 and 
Figure ‎4-13 for location), the solid black line shows the ground water table bgl at the site. 
 
4.3.3.8 Profile no.8 
The survey was performed with 4 m electrode spacing in order to investigate deeper than 
the other previous profiles. The 2D model of the profile is represented in Figure ‎4-23, 
with RMS error 3.1% and inversion iteration 4 results shown. 
 
Figure ‎4-23: Resistivity model of profile no.8 from the Rugeley site (see Figure ‎4-12 and 
Figure ‎4-13 for location), the solid black line shows the ground water table bgl at the site. 
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4.3.4 Resistivity survey findings 
4.3.4.1 Site stratigraphy  
The resistivity results represent noticeable variations on the investigated profiles acquired 
over the site. Most of the resistivity profiles show a high resistivity layer from close to the 
ground surface down to about 7 m bgl, (see, for example, Figure ‎4-22).  This high resistive 
layer is expected to be shallower than the groundwater table and can be confirmed by 
comparison to the exposed gravelly layer at the river Trent bank that is present onsite 
(Figure ‎4-24). The gravelly layer is expected to cover most of the site.  
 
Figure ‎4-24: The gravelly layer which produced the high resistive layer on the 2D ERT 
cross sections. Photograph direction is north – north east. 
 
The horizontal distribution of the Quaternary deposits can be predicted using the 
resistivity results. The northwest part of the profiles 2 and 8 and the northeast part of the 
profile 3 show high resistive deposits at the ground surface which is expected to be recent 
river deposits. The grain size distribution analysis (see Figure ‎4-12 for the analysis points 
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locations) can confirm this partly, which show high sand content at the northern parts of 
the studied site and high clay material content at the southern parts. The boundary 
appears to follow the mill leetes (i.e. the existing surface depression at the site), see the 
historical map (Figure ‎4-5)  for the mill leetes location. 
In addition, the resistivity results show low resistivity patches at the ground surface which 
is close to the buried streams location (Figure ‎4-23). Therefore, it can be interpreted as 
the low resistivity material (clay rich fine deposits) which is replaced in the streams. See 
the historical map (Figure ‎4-5) for the mill leetes location. 
4.3.4.2 Groundwater table determination  
The ground water table position can be interpreted from the resistivity data. The sharp 
decrease of the resistivity data at about 7 m depth on most the 2D cross sections (i.e. 1, 2, 
4, 5, 6, 7 and 8) can be a good indicator of the regional groundwater table position.  
The 2D resistivity profiles image the ground at the mill leetes positions as low resistive 
anomaly (see, profile no.1, profile no.2, profile no.3, profile no.4, profile no.5 and profile 
no.8). Salehin et al. (2004) stated that the streambeds tend to have horizontal structures; 
therefore, the buried streams are highly expected to have a specific local sediment types 
and sediment architecture conditions. Weissmann and Fogg (1999) state that the 
horizontal layered structure of the streambeds expected to cause less downward 
movement of the water. In addition, river deposits could contain different particles sizes 
(i.e. clay – gravel) and each facies can have specific hydraulic characteristics. 
Consequently, the horizontal layered structure and the obstructed vertical water 
conductivity could be expected to create a local perched groundwater table (see, for 
example, Rassam et al., 2006; Park, Y. et al., 2007; Massoud et al., 2016).  
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The low resistivity pits at the mill leetes position are therefore, interpreted as a shallow 
local perched groundwater table. Moreover, during resistivity data collection, several 
water ponds were noticed in those trenches. See the historical map (Figure ‎4-5) for the 
mill leetes location. 
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4.4 Active seismic survey using the multichannel analysis surface waves method 
(MASW) 
To investigate shallower depths (i.e. less than the investigated depth by passive seismic 
surveys of ~3 m bgl) and to investigate bigger representative 2D cross sections, an active 
seismic survey, using the multichannel analysis seismic survey technique (MASW), was 
performed at the Rugeley test site (Figure ‎4-25 and Figure ‎4-26).  
The survey was undertaken using a land streamer, a sledgehammer (to provide the active 
source) and a metal plate for seismic wave generation (Figure ‎4-27). The shot points were 
kept at the opposite end to the recording system (i.e. the car in Figure ‎4-27). A profiling 
technique (i.e. a linear spread with numerous shot points) was applied to investigate long 
profiles and to generate 2D cross sections (Figure ‎4-28). The survey parameters are 
detailed in Table ‎4-3 and follow standard procedures (Geometrics, Inc.: 
SeisImager/SWTM). 
Table ‎4-3: Active seismic survey parameters at Rugeley site using multichannel analysis 
surface waves method (MASW). 
Survey parameter Duration amount  
Geophone spacing 1 m 
Shot point spacing 5 m 
Near offset 2 m 
Number of geophones 24 (all active) 
Spread length 23 m 
Record length 800 mSec 
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Figure ‎4-25: Active seismic surveys (MASW) at Rugeley site, showing the distribution of 
Quaternary deposits and the position of shot points, the black arrows show the survey 
direction (i.e. the first shot point and the last shot point). Images supplied courtesy of 
Ordnance Survey/EDINA, 2016. 
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Figure ‎4-26: Active seismic surveys (MASW) at Rugeley site, showing bedrock distribution 
and position of shot points, the black arrows showing the survey direction (i.e. the first 
shot point and the last shot point). Images supplied courtesy of Ordnance Survey/EDINA, 
2016. 
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Figure ‎4-27: Active seismic (MASW) field work at the Rugeley site showing the equipment 
deployment that was used for data collection. 
 
Figure ‎4-28: A map of the 2D MASW geometry survey showing shot point position and the 
geophone position (i.e. the streamer) for each record of all the surveyed profile. 
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The collected data was processed using the SeisImager/SW version 5.2.1.3, Geometrics 
Inc. The pickwin package set up the source-receiver geometry of a surveyed profile using 
the source and first receiver coordinates and the receiver spacing for each single shot 
(see Figure ‎4-28). The imported traces assembled into CMP gathers through cross-
correlations process between any two adjacent seismic traces in each record. Then the 
dispersion curve can be calculated through phase velocity-frequency transformation and 
picking the maximum amplitude. 
Here, all the dispersion curves are transformed to WaveEq package, which can be utilized 
to delete the higher mode and the low quality data points, to invert the dispersion 
curveand determining the shear wave velocity – depth cross section. After that, the 
determined 2D shear wave velocity – depth transferred to the GeoPlot package to be 
visualized into 2D cross sections. In this project, the contour interval was chosen 
manually, the minimum wave velocity is 50 m/sec and the contour interval is 25 m/sec 
(for more details see Geometrics, Inc.: SeisImager/SWTM manual). All the surveyed profiles 
were processed and 2D cross sections graphically prepared, see appendix D. 
All the 2D cross sections show increasing shear wave velocity with depth. Some also 
evidence low shear wave velocity from the ground surface down to about 3 m, with 
higher wave velocity places determined from about 8 m+. In addition, the position of the 
mill leetes can be determined by the 2D cross section, as low shear wave velocity patches 
comparing with the surrounding background material (see Figure ‎4-29). The position was 
compared with the available historical, presented in Figure ‎4-5, and with the field notes 
(i.e. ditches in the field) and they agreed. High shear wave velocity patch comparing with 
hosting background, on the 2D cross section, can be observed and interpreted as a gravel 
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deposit patch (Figure ‎4-29). The 2D cross sections show the horizontal and the vertical 
variations in the deposits properties (i.e. shear wave velocity and ultimately shear 
modulus).  
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Figure ‎4-29: Shear wave velocity 2D cross section of profile M4 – the NW part shows shear wave velocity contours with depth and the position 
of the mill leetes. 
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4.5 Cone penetration test (CPT) 
CPT tests were undertaken at the site using a Panda 2 apparatus to determine shear 
modulus for the penetrated depths (i.e. ground surface – 4 m bgl) and to investigate the 
deposits stratigraphy at the site (Figure ‎4-30). The test was done at 19 points distributed 
over the site; the CPT soundings were performed at the same location as the geophysical 
surveys (i.e. active and passive seismic, electrical resistivity and microgravity). The 
location of the CPT soundings is presented in Figure ‎4-31 and Figure ‎4-32 for the 
superficial deposits and bed rock, respectively. 
 
Figure ‎4-30: The Panda 2 instrument components and its setup in the field for data 
collection (modified from Langton, 1999). 
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The CPT was performed to different depths according to the underground situation 
where the maximum penetrated depth was about 4 m for most of the soundings. 
Although the available Panda 2 can sound down to 4 m, which can be seen in some cores, 
some soundings penetrate down to even less than 1 m. For those soundings where it was 
hard to push the cone further into the ground, a second sounding near to the first one 
was tried but it still difficult to investigate deeper than the sounding was stopped. 
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Figure ‎4-31: Cone penetration test (CPT) locations with superficial deposits underlain at 
the Rugeley site with (inset) UK location map. The three borehole positions (green stars) 
are also shown.  Images supplied courtesy of Ordnance Survey/EDINA, 2016. 
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Figure ‎4-32: Cone penetrating test (CPT) locations with bedrock underlain at Rugeley site 
with (inset) UK location map. The three borehole positions (green stars) are also shown.  
Images supplied courtesy of Ordnance Survey/EDINA, 2016. 
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Because the Panda 2 produces only cone resistance (qc) at the sampled depth(s) 
(Figure ‎4-33), then the CPT data interpretation and determining shear modulus is not a 
straightforward process. Chai and Roslie (1998) developed a formula (see equation 4-1) to 
relate deposits elastic modulus to cone resistance determined from a cone penetration 
test. The formula developed can be applied for elastic modulus determination of coarse 
and sandy coarse deposits. 
ɛ = 17.6 ∗ 𝑞𝑐
0.64                                                                           (4 − 1) 
Where ɛ is the elastic modulus and qc is the cone resistance. 
Then the shear modulus Go can be calculated using the determined elastic modulus 
(Robertson, 2009), using the equation below: 
ɛ ≈ 2.5 𝐺𝑜                                                                                     (4 − 2) 
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Figure ‎4-33: Cone resistance - depth profiles of CPT sounding 7 (see Figure ‎4-31 and 
Figure ‎4-32 for location) which penetrated to 3 m bgl and CPT sounding 8 which 
penetrate less than a metre. 
 
To check that equations 4-1 and 4-2 give reasonable results and to constrain the obtained 
shear modulus from the Panda 2 data, the CPT’s shear modulus was compared with 
results obtained from the active seismic surveys (MASW, see section 5.2). In this regard, 
the active seismic records which have had their shear wave velocity - depth profiles 
estimated at the same position as the CPT soundings (Figure ‎4-34) were inverted 
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individually to produce 1D shear wave velocity – depth profile and then shear modulus – 
depth profiles (Figure ‎4-35). After that, the shear moduli (the CPT’s shear modulus and 
the MASW’s shear modulus) values were then compared; they were found to have good 
agreement.  
 
Figure ‎4-34: Schematic diagram showing the expected position of the Go-depth profile 
obtained from the active seismic surveys relatively to a CPT sounding position. 
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Figure ‎4-35: 1D shear wave velocity – depth profile of the MASW record located close to 
the CPT sound no.1 (see Figure ‎4-25 and Figure ‎4-26 for location). 
 
From the CPT data, most evidenced different resistances at different depths (with gravel 
layers causing high values to be recorded) and, therefore, the site’s deposits is evidenced 
to be heterogeneous, both spatially and vertically. In general, gravelly deposits have 
higher cone resistance compared to more clay-rich deposits.  
For each CPT test, all 11 readings of the data set were averaged, and the cone resistance 
plotted with depth to generate a profile which can be utilized for determining the vertical 
stratigraphy variation at each sampling location. The cone resistance – depth profiles can 
then be used to generate a 2D cross section of the studied site, CPT soundings 5-9 were 
used here (Figure ‎4-36). See appendix E for all the cone resistance - depth profiles.  
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Figure ‎4-36: An underground expected model across the CPT soundings 5-9 with the position of the long linear seismic array no. 1 
(see Figure ‎4-31, for location). 
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4.6 Microgravity surveys 
To estimate the density of the geomaterials, the thickness variation of the deposits and to 
determine the deposits-bedrock interface topography, a microgravity survey was 
performed at the Rugeley site. Three microgravity survey profiles were conducted at the 
site; the location of the profiles is represented in Figure ‎4-37 and Figure ‎4-38.  
 
Figure ‎4-37: Microgravity survey profiles, sand replacement test locations and the 
obtained density values (values in parentheses) with superficial deposits underlain at the 
Rugeley. The four borehole positions (green stars) are also shown.  Images supplied 
courtesy of Ordnance Survey/EDINA, 2016. 
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Figure ‎4-38: Microgravity survey profiles, sand replacement test locations and the 
obtained density values (values in parentheses) with bedrock underlain at the Rugeley 
site. The four borehole positions (green stars) are also shown.  Images supplied courtesy 
of Ordnance Survey/EDINA, 2016. 
 
The microgravity measurements need to be corrected to compensate for any increasing 
or decreasing in the gravitational field caused by background effects such as instrument 
drift, elevation and latitude variations, as detailed in the following points: 
1- Elevation correction, the difference in elevation for the surveyed microgravity 
stations was found relatively to a local base station (a local base station was taken as a 
datum point). Then the elevation correction (for free air and Bouguer corrections) was 
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done following the standard procedure (for example, see, Reynolds, 2011) and as 
following: 
Free air correction: this correction was done using the following equations: 
Free air correction = 3.086 h g.u.                                                                (4-3) 
Where h is height. 
Bouguer correction: this correction was done using the following equation: 
Bouguer correction = βρh g.u.                                                                   (4-4) 
Where β is a constant (which is 0.4192 g.u. m2 Mg-1), ρ is material density and h is the 
height. 
Then, the elevation correction was determined using the following equation: 
Elevation correction = free air correction – Bouguer correction             (4-5)           
The amount of the elevation correction was subtracted from the observed microgravity 
data. 
2- Drift correction: 
The drift correction was performed for the observed microgravity data to correct it for 
the drift of the instrument following the standard corrections and as following: 
Repeated microgravity readings were taken at a base station during the survey period. 
The data observed at the base station was used to determine the drift rate. The drift rate 
was determined for each reading using the following equation: 
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Drift rate = 
𝑅2−𝑅1
𝑇2−𝑇1
                                                                                          (4-6) 
Where R2 and R1 are reading 2 and reading 1 recorded at time 2 (T2) and time 1 (T1), 
respectively. 
The drift rate was in a range from – 28.8 g.u. to 25.8 g.u.. The drift of the microgravity 
readings at the base station was used to plot the drift curve (Figure ‎4-39). The drift 
correction then performed for all the microgravity readings by subtracting the drift 
amount from the microgravity reading using the drift curve. 
 
Figure ‎4-39: An instrument drift curve generated from the repeated microgravity readings 
at a base station. 
 
The collected data was corrected by subtracting the calculated corrections values from 
the observed value, by this process, the observed microgravity readings will be reduced 
to Bouguer anomaly. For Bouguer correction, subsurface density was assumed to be 2.5 
g/cm3. After that, the Bouguer anomaly values were imported into Grav2dc, a free 
software package dedicated for subsurface numerical modelling using microgravity data. 
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This package works by presenting the corrected microgravity data and the calculated data 
as two curves and by finding the best match between these two datasets. In addition, to 
representing the datasets, the package allows creating subsurface anomalies (positive or 
negative microgravity anomalies) with certain parameters (shape, size, depth and gravity 
contrast with the hosting background). The relationship between the observed and the 
calculated microgravity curves can be changed interactively with any change in one or 
more of the subsurface anomaly parameters. Based on the best match between the 
observed and calculated datasets (taking in consideration the non-uniqueness of the 
microgravity method), an expected model of the studied site can be generated. 
The microgravity models from the collected datasets are presented in Figure ‎4-40, 
Figure ‎4-41 and Figure ‎4-42. The absolute density of the site’s deposits, from the 
microgravity survey, is 1.81 gm/cc and it was found comparable with the average of the 
deposits’ density obtained from sand replacement test (i.e. the average of the sand 
replacement density is 1.74 gm/cc), (Table ‎4-4). 
Table ‎4-4: Absolute density of the Rugeley site deposits and bedrock obtained from the 
microgravity survey. 
Profile Deposits 
density (gm/cc) 
Helsby Sandstone 
Formation density (gm/cc) 
Chester Sandstone 
Formation density (gm/cc) 
Profile 1 1.81 2.02 2.15 
Profile 2 1.82 2.06 2.15 
Profile 3 1.80 2.05 2.15 
Average  1.81 2.04 2.15 
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The microgravity profile one (Figure ‎4-40) shows that the deposits’ thickness at the SE of 
the studied site (the SE end of the profile which is close to the River Trent) is much thicker 
than that at the NW end of the profile. This was interpreted by deepening of the river 
Trent valley during the last glaciation due to meltwater action. The over-deepened river 
valley was subsequently backfilled with glacial outwash sediments and then overlaid with 
post-glacial recent river terrace and alluvium from the River Trent.  
The profiles 2 and 3 (see Figure ‎4-41 and Figure ‎4-42) represent an inclined deposits-
bedrock interface mainly to the SW and the deposits thickness gets thinner towards the 
NE of the site (away from the over-deepened river valley). More survey profile(s) cross 
the railway embankment and the river Trent, longer profiles and higher data resolution 
could also help to image the expected over-deepened channel and to identify the 
underlying structure of the studied site. 
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Figure ‎4-40: The microgravity model obtained from the survey profile one (conducted 
along the railway embankment, see Figure ‎4-37 and Figure ‎4-38 for location), showing the 
collected data, error bars of the collected data, the interpreted data, the underground 
geology underneath the profile and the over-deepened river valley. The misfit between 
the model data and the actual data = 0.29 mGal. 
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Figure ‎4-41: The microgravity model obtained from the survey profile two (see 
Figure ‎4-37 and Figure ‎4-38 for location), showing the collected data, error bars of the 
collected data, the interpreted data and the underground geology underneath the survey 
profile. The misfit between the model data and the actual data = 1.24 mGal. 
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Figure ‎4-42: The microgravity model obtained from the survey profile three (see 
Figure ‎4-37 and Figure ‎4-38), showing the collected data, error bars of the collected data, 
the interpreted data and the underground geology underneath the survey profile. The 
misfit between the model data and the actual data = 1.28 mGal. 
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4.7 Sand replacement density test 
The sand replacement density test was performed for 14 points at the Rugeley site. The 
test was undertaken to determine the deposits density at different locations around the 
site. The location of the tested points and the obtained density values are represented in 
Figure ‎4-37, Figure ‎4-38 and Table ‎4-5. The minimum and the maximum density values 
were found to be 1.31 gm/cc and 2.13 gm/cc, respectively. The average of the sand 
replacement density test was found 1.74 gm/cc which is comparable with deposits’ 
density from the microgravity surveys (see Table ‎4-4 and Table ‎4-5). 
Table ‎4-5: Density values obtained from the sand replacement density test (see 
Figure ‎4-37 and Figure ‎4-38 for location), with the standard deviation in parentheses.  
Point Density value (gm/cc) 
1 1.51 
2 1.88 
3 1.57 
4 1.53 
5 1.54 
6 1.8 
7 2.04 
8 2.02 
9 2.04 
10 1.67 
11 1.31 
12 2.13 
13 1.96 
14 1.42 
Average 1.74 (SD= 0.3) 
 
The obtained density values from the test represent the wide range of the possible 
deposits’ densities on the ground surface.  
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4.8 Correlation between geophysical and the conventional datasets  
4.8.1 Qualitative correlation  
The electrical resistivity (ERT) and seismic MASW datasets of the same subsurface section 
can be qualitatively correlated. This correlation can give confidence in data interpretation 
and might highlight key points for shear modulus estimation in 2D cross sections of the 
resistivity and the MASW datasets. 
The resistivity model agreed well with the MASW cross section, the bedrock topography 
and the top of the deposits were mapped on the cross section from both the surveys 
cross sections (Figure ‎4-43). Both show the Helsby Sandstone Formation bedrock at the 
NW end of respective survey profiles, as a high resistivity anomaly on the ERT and having 
high seismic wave velocities on the MASW datasets, respectively (Figure ‎4-43). 
On Figure ‎4-43, in the SE part of the study profile, the ERT images high resistivity 
anomalies which appear as low seismic wave velocities on the MASW results. On the 
same figure, another high resistivity patch within the deposits at 96 – 144 m on the 
resistivity profile, appeared as relatively low wave velocity on the MASW results. The 
deposits are represented in a way unlike that with the bedrock (Figure ‎4-43). The 
differences between the drift soil deposits and the bedrock needed to be interpreted 
carefully, with other important variables that may be affecting results including moisture 
content, ‘soil’ type and density (see Samouelian et al., 2005). The MASW cross section 
shows more details about the subsurface at the north-west and the south-east ends of 
the study profile and shows a relatively deeper soil deposits – bedrock interface, 
particularly at the SE end. 
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Figure ‎4-43: a) grain size analysis of sample 14, b) 2D resistivity model of the profile 5-c, c) location map (inset) shows a, b and c respective site 
locations and d) MASW 2D cross section. 
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4.8.2 Quantitative correlation  
To correlate the datasets quantitatively, the datasets have to be prepared first, for 
example, combine the CPT’s shear modulus with MASW’s shear modulus. 
4.8.2.1 Full profile of shear modulus 
The active seismic surveys and the CPT sounding datasets were used to determine the 
material shear modulus and to create a full shear modulus - depth profile; from the 
ground surface down to 15 m bgl. The active seismic survey (MASW) of the M4-NW 
profile and the CPT sounding no. 6 were employed to create a full shear modulus-depth 
profile. The CPT sounding can investigate from the ground surface down to 3 m bgl, whilst 
the active seismic surveys typically resolve from 3 m to 15m bgl (Figure ‎4-44). 
 
Figure ‎4-44: Schematic diagram shows how to produce 1D shear modulus – depth by 
combining both the seismic surveys with CPT sounding datasets. 
 
The active seismic records no.23 and no.24 are close to the centre of the resistivity profile 
no.8 (see Figure ‎4-45); these were then processed individually to generate 1D shear wave 
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velocity-depth profiles (Figure ‎4-46 and Figure ‎4-47). Then, the average of the obtained 
shear wave velocity of the processed records was utilized to generate the full shear 
modulus – depth and shear wave velocity - depth profiles. 
 
Figure ‎4-45: The position of the active seismic records that combined with passive seismic 
survey data to generate the full shear modulus – depth profiles. 
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Figure ‎4-46: 1D shear wave velocity - depth profile of record 23, for shot point location 
see Figure ‎4-45. 
 
 
Figure ‎4-47: 1D shear wave velocity - depth profile of record 24, for shot point location 
see Figure ‎4-45. 
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4.8.2.2 Creating the datasets in a unified data increment 
The results from all the surveys (i.e. active seismic, CPT, electrical resistivity and density), 
which are presented in Table ‎4-6 are used to find out any possible correlation among 
these different datasets (i.e. the physical and the geotechnical parameters). These 
surveys have different resolutions (i.e. readings were measured at different depth 
intervals), therefore, the datasets were interpolated to prepare it at 1 m increment. 
The resistivity data in Table ‎4-6 was extracted from the inverted resistivity data of profile 
8 (Figure ‎4-23). The depth to each investigated resistivity level (i.e. electrode spacing) was 
determined using the following equation: 
𝑑𝑒𝑝𝑡ℎ = 𝑅𝑒𝑠𝑖𝑠𝑡𝑖𝑣𝑖𝑡𝑦 𝑙𝑒𝑣𝑒𝑙 × 𝑔𝑒𝑜𝑚𝑒𝑡𝑟𝑖𝑐 𝑓𝑎𝑐𝑡𝑜𝑟 × 𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 𝑠𝑝𝑎𝑐𝑖𝑛𝑔          (4 − 7) 
Then, the resistivity values for depths located in between the investigated resistivity 
levels were obtained by averaging the collected resistivity readings.  
The density of the materials at the ground surface was obtained from the sand 
replacement test (see section 5.6). For deeper depths, the SeisImager/SW (of the active 
seismic datasets) generates a text file that includes the material’s density, which is used in 
the quantitative correlation and interpolated in 1 m increments (Table ‎4-6). 
In addition, the CPT’s shear modulus was used to generate the shear wave velocity – 
depth for the material from the ground surface down to 3 m using the following equation: 
𝐺𝑜 = 𝑉𝑠2 × 𝑑𝑒𝑛𝑠𝑖𝑡𝑦                                                                                (4 − 8) 
Where Go is shear modulus and Vs is shear wave velocity. 
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Table ‎4-6: Shear modulus, material density, shear wave velocity and resistivity readings 
with depth from the Rugeley site; obtained from seismic, resistivity, CPT and sand 
replacement density investigations. 
Depth (m) Go (Mpa) Density (gm/cc) Shear wave 
velocity (m/sec) 
Resistivity 
(Ohm.m) 
1 14.33 1.74 90.75 98.41 
2 23.70 1.77 115.39 98.41 
3 41.46 1.79 151.77 99.22 
4 98.79 1.81 233.44 100.04 
5 98.79 1.81 233.44 101.16 
6 136.82 1.82 273.79 102.29 
7 136.82 1.82 273.79 107.49 
8 201.90 1.84 329.47 112.68 
9 201.90 1.84 329.47 105.50 
10 263.89 1.85 374.50 98.32 
11 263.89 1.85 374.50 83.17 
12 328.17 1.86 415.09 68.02 
13 328.17 1.86 415.09 65.44 
14 352.23 1.86 430.11 62.87 
15 352.23 1.86 430.11 62.83 
 
Now, the obtained data can be correlated to each other and represented graphically, as 
follow:  
 
4.8.2.3 Shear modulus – depth relationship 
The shear modulus – depth correlation is presented in Figure ‎4-48 and has a linear 
relationship such that the shear modulus increases linearly with depth. The increase in 
shear modulus with depth can be interpreted as being due to increasing material density 
with depth (Figure ‎4-49). Material at specific depths can be exposed to higher compaction 
due to the load of the overlying material, evidenced by increasing shear wave velocity on 
the 1D shear wave velocity profiles (Figure ‎4-46 and Figure ‎4-47) and the 2D cross 
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sections (Figure ‎4-29). The following empirical relationship was obtained for shear 
modulus – depth correlation: 
𝐺𝑜 = 26.793 𝑑 − 24.8                                                                       (4 − 9) 
Go is the shear modulus and d is depth. 
 
Figure ‎4-48: Shear modulus – depth correlation, the shear modulus was extracted from 
the CPT and MASW datasets. 
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Figure ‎4-49: Depth - material’s density relationship. Density was extracted from the sand 
replacement test and the active seismic (MASW) survey.  
 
4.8.2.4 Shear modulus – density relationship 
Figure ‎4-50 shows the exponential relationship between shear modulus and material 
density. The mathematical equation of the relation is: 
𝐺𝑜 =  28263𝛳2  −  99226𝛳 +  87102                                                          (4 − 10) 
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Figure ‎4-50: Shear modulus - density relationship from the Rugeley site. Shear modulus 
has been obtained from the CPT and the active seismic surveys.  
 
4.8.2.5 Material density - resistivity and depth – resistivity relationships 
Another relationship can be obtained from the material density and resistivity datasets 
(Figure ‎4-51). The figure shows two different linear relationships and that interpreted due 
to site conditions, for example, water content and material type effects on the obtained 
results. 
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Figure ‎4-51:  Density - resistivity correlation from the Rugeley site. Density data was 
obtained from the sand replacement test and the active seismic surveys.  
 
Figure ‎4-52 shows the relationship between investigated depth and resistivity. The slight 
increasing in resistivity readings from close to the ground surface to about 7 m depth can 
be interpreted due to the existence of the unsaturated gravel-rich layer which produce 
high resistivity readings compared with material below it. The low resistivity readings 
between 7 – 15 m depth are obtained, very likely, due to saturation conditions (i.e. below 
the regional groundwater table) and less to its higher density. 
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Figure ‎4-52: Resistivity – depth correlation from the Rugeley site.  
 
4.8.2.6 Shear wave velocity – resistivity relationship 
In a trial to demonstrate a quantitative correlation between the shear wave velocity and 
the resistivity datasets of the investigated site, Figure ‎4-53  shows two different 
relationships between the wave velocity and resistivity datasets. Site conditions, the 
existence of the gravel-rich layer and saturation conditions, have important roles on the 
resistivity surveys for geotechnical site investigation. The correlation supported by the 
findings from the qualitative correlation.  
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Figure ‎4-53: Shear wave velocity - resistivity linear relationship from the Rugeley site. 
Shear wave velocity was obtained from the CPT sounding and the active seismic surveys.  
 
4.8.2.7 Shear modulus – resistivity relationship 
The correlation between shear modulus and resistivity datasets appears to be quite 
similar to the wave velocity – resistivity relation (Figure ‎4-54). The shear modulus is 
directly related to shear wave velocity; ultimately the shear modulus can be related to 
electrical resistivity, almost, in a similar relation.  
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Figure ‎4-54: Shear modulus – resistivity relationship from the Rugeley site. Shear modulus 
data was obtained from the CPT sounding and from the active seismic surveys (MASW).  
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4.9 Summary 
Site characterisation is a crucial stage for any construction project. It can be performed by 
conventional tests (e.g. CPT) and/or using geophysical methods (e.g. seismic and 
resistivity methods). Combining conventional and geophysical methods help to avoid 
either method limitation, deliver more constrained model of a studied site by using join 
interpretation and site investigation can be performed in more than 1 dimension (e.g. 2D 
cross sections, 3D blocks and time-lapse surveys).  
In this study, a site was subjected to conventional and geophysical surveys as a case study 
site and in order to prepare a site for performing a passive seismic study using train-
induced vibrations as passive seismic waves. Therefore, active seismic (MASW), resistivity 
and microgravity surveys alongside with CPT soundings, grain size analysis and sand 
replacement test are conducted at the site.  
The microgravity survey shows that the deposits-bedrock interface is inclined and 
suggests an over-deepened and backfilled river channel is existed underneath the current 
river Trent and that can be confirmed partly by the available borehole data. Material 
density suggested by the microgravity surveys agrees with that determined from the sand 
replacement test. 
Shear wave velocity-depth cross sections are generated from the active seismic surveys 
using the MASW method. These cross sections represent the general increasing in shear 
wave velocity with depth. The resistivity surveys locate the regional and some perched 
ground water tables and more importantly the existence of gravely layer shallower than 
the ground water table. Location of the buried mill leetes are imaged by the resistivity 
and the seismic cross section. Most of the north and north east parts of the site are 
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covered by coarse deposits whilst the south and south west parts are covered by almost 
fine deposits as determined from the grain size analysis and it matches with resistivity 
surveys. 
The CPT soundings investigate the shallow deposits (from the ground surface down to 
about 4 m), it shows the spatial and vertical variations in the site deposits. Shear wave 
velocity and shear modulus of the shallow deposits were determined from the CPT 
soundings and piled with those generated from active seismic surveys to investigate 
upward the ground surface.  
The qualitative correlation between the resistivity and active seismic cross sections shows 
that these two methods differently imaged the same investigated subsurface section and 
highlights that the resistivity data should carefully interpreted and other parameters (e.g. 
moisture content and clay content) should be taken in consideration in such surveys.  
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5. Chapter five: Train-induced vibrations analysis and application for site 
characterisation using the Refraction Microtremor method (ReMi) – 
Rugeley, Staffordshire, UK  
Seismic surface waves can be generated by moving trains (see, for example, Gunn et al., 
2015b). Kim and Lee (2000) and Kouroussis et al. (2014) state that the Rayleigh waves are 
the chief component of train-induced vibrations compared to body waves (P- and S-
waves). Whilst train-induced vibrations are potentially problematic along railway routes 
(see, e.g., Krylov, 1994; Madshus and Kaynia, 2000; Motazedian et al., 2011; Sanayei et 
al., 2014; Gunn et al., 2015b; Fu, 2016; Ma et al., 2016), they could, in fact, be useful as 
passive seismic sources for seismic surveys for site characterisation. In the published 
literature, few studies have been published utilizing train-induced vibrations as passive 
seismic waves for site characterisation and to produce shear wave velocity- depth profiles 
(although see Nakata et al., 2011; Quiros et al., 2016; and Fuchs et al., 2017). 
This study aims to (1) define the optimum survey parameters to collect train-induced 
vibrations (i.e. array location and orientation to the railway), (2) determine how the 
geology affects train-induced vibrations characteristics, and (3) to assess the feasibility of 
using trains as passive seismic sources to characterise the local site’s geology by 
determining shear wave velocity-depth profiles. The study objectives will be (1) to collect 
a series of ReMi seismic survey datasets using different sized linear (with different 
orientations to the railway) and 2D arrays, (2) three components ground motion is 
recorded (vertical (V), horizontal parallel to the railway (HP) and horizontal orthogonal to 
the railway (HO)), and (3) the results from different seismic components, and different 
train directions will be compared. 
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5.1 Site selection criteria  
The Rugeley site is a rural area that is relatively geophysically quiet (i.e. away from urban 
noise sources) except the West Coast Line railway that between Rugeley and Lichfield 
train stations (Figure ‎4-1). The train line, built in the middle 19th century (Clark, 1967), is 
electrified for higher speed trains (although diesel engine trains also use the line) and is 
on a raised earthen embankment running northwest-southeast across the site. The 
embankment height decreases northward and enters a cutting beyond the site in order to 
maintain the track ‘at grade’. The site was chosen for several reasons: (1) train traffic is 
frequent enough with about 30 trains per day passing the site, (2) different types of train 
pass the site, passenger trains (i.e. Pendolino electrical, Pendolino diesel, and Midland 
passenger trains) and heavy goods freight trains, (3) non-horizontal bedrock geology 
helps to assess any directionality effects (i.e. different results from opposite trains travel 
directions) on the vibrations. 
  
187 
 
5.2 Methodology and field deployment 
The methodology used for data collection, survey parameters, seismic array locations, 
and field deployment for linear and 2D arrays are now detailed and represented in the 
following subsections. 
5.2.1 Survey consideration 
Passive seismic surveys using the refraction microtremor (ReMi) technique were 
performed using linear arrays (see Louie, 2001) and 2D arrays, for example, L-shape 
arrays, (see Foti et al., 2015). The 2D arrays are more useful as the true velocity for any 
obliquely incident waves can be determined using trigonometric functions. Only apparent 
velocity can be determined for obliquely incident waves for the linear array, which is its 
main drawback. Therefore in this work, both linear and 2D array configurations were used 
for data collection.  
The data was collected for all passing trains (i.e. passenger and freight trains) and for 
trains travelling in both directions. This helps to compare the train-induced vibration 
velocity-depth profiles generated by each train type and to evaluate how the site geology 
can affect the propagated passive seismic wave vibrations. 
5.2.2 Survey parameters 
In this research, a seismic receiver station has a vertical polarized geophone and two 
horizontal polarized geophones. One of the horizontal geophones was oriented to be 
parallel to the railway embankment, whilst the second was orientated orthogonally. This 
deployment manner helps to build up three-component seismic data sets (Figure ‎5-1).  
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Figure ‎5-1: A seismic receiver station at the Rugeley study site, showing the orientation of 
the geophones, a vertical geophone (middle), and the two surrounding orthogonal 
horizontal geophones. 
 
5.2.2.1 Long linear arrays survey parameters 
Two long linear arrays were used at the site; the orientation of the array was parallel to 
the railway embankment. Each single array had 24 three-component seismic stations 
(Figure ‎5-1), using a 5 m seismic station spacing and set geophone frequency of 4.5 Hz 
(Figure ‎5-2). 
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Figure ‎5-2: Configuration of the long linear seismic array used for data collection at the 
Rugeley study site. 
 
5.2.2.2 Manual configuration array survey parameters 
The term manual array refers to any particular seismic array geometry that does not 
conform to any of the standard geometries (e.g. linear, triangle, circle and L-shape 
geometries) supported by the SeisImager/SW and its geometry can be specified by the 
researcher. Four manual seismic arrays were used at the Rugeley site. The short side of 
the manual array was orientated parallel to the railway embankment and the long side of 
the array was orientated orthogonal to the railway embankment. Seismic stations spacing 
here was 4 m. The manual arrays had 9 three-component seismic stations at the short 
side and 12 three-component seismic stations at the long side; the station at the manual 
array corner is shared between the two sides (Figure ‎5-3).  
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Figure ‎5-3: The manual seismic array configuration used for data collection at the Rugeley 
study site. 
 
The collected data at the seismic stations of the long side of the manual array could be 
extracted and used as a linear array data set with 12 seismic stations (i.e. seismic traces) 
as shown in Figure ‎5-4. To differentiate between the linear arrays, linear arrays parallel to 
the railway are called long linear seismic arrays (LLSA) and the linear array from the long 
side of the manual arrays are called short linear seismic arrays (SLSA) which are 
orientated orthogonal to the railway embankment. 
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Figure ‎5-4: The short linear seismic array (extracted from the long side of the manual 
array) at the Rugeley study site. 
 
Table ‎5-1: The survey parameters for all the seismic arrays at the Rugeley study site. 
Survey  
Parameter 
 
 
Array type 
Array 
number 
Seismic 
component 
Seismic 
stations 
Array length Seismic 
station 
spacing 
Manual array 4 3 20 32 m short side, 
44 m long side 
4 m 
Long linear array 2 3 24 115 m 5 m 
Short linear array 4 3 12 44 m 4 m 
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5.2.3 Field deployment 
The fieldwork was undertaken in collaboration with the British Geological Survey (BGS). 
The arrays position, orientation, and location to the superficial deposits and bedrock 
lithology of the long linear arrays and short linear arrays are presented in Figure ‎5-5 and 
Figure ‎5-6 respectively. The manual arrays are presented in Figure ‎5-7 and Figure ‎5-8. 
Figure ‎5-9 shows fieldwork deployment at the Rugeley study site for trains-induced 
vibrations data collection. 
Base on the site accessibility, the LLSA no.1 and the manual arrays no. 1-3, on the east 
side of the railway, were deployed at about 30 m from the railway embankment. The LLSA 
no.2 and the manual array no.4, on the west side, were deployed at 6 m from the railway 
embankment. 
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Figure ‎5-5: Long linear and short linear arrays position at the Rugeley study site, relative 
to the superficial deposits and orientation to the railway embankment. Borehole 
information (green stars denote location) shown in Figure ‎4-4. Images supplied courtesy 
of Ordnance Survey/EDINA, 2016. Numbers at the start and the end of each array are 
refer to the first and the last seismic station. 
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Figure ‎5-6: Long linear and short linear arrays position at the Rugeley study site, relative 
to the bedrock and orientation to the railway embankment. Borehole information (green 
stars denote location) shown in Figure ‎4-4. Images supplied courtesy of Ordnance 
Survey/EDINA, 2016. Numbers at the start and the end of each array are refer to the first 
and the last seismic station. 
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Figure ‎5-7: Manual arrays position relative to the superficial deposits and the orientation 
of the array sides to the railway embankment at the Rugeley study site. Borehole 
information (green stars denote location) shown in Figure ‎4-4. Images supplied courtesy 
of Ordnance Survey/EDINA, 2016. 
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Figure ‎5-8: Manual array positions relative to the bedrock and the orientation of the array 
sides to the railway embankment at the Rugeley study site. Borehole information (green 
stars denote location) shown in Figure ‎4-4. Images supplied courtesy of Ordnance 
Survey/EDINA, 2016. 
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Figure ‎5-9: Fieldwork deployment to collect train-induced vibrations datasets at the 
Rugeley study site, a) shows the manual array no. 1 at the east side of the railway 
embankment, b) shows Long linear array no.2 at the west side of the railway 
embankment. 
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5.3 Data preparation 
ReflexWTM v.8.1 (Sandmeier geophysical research) software was used for seismic data 
preparation. It was used to extract seismic traces into three different components, 
vertical, horizontally orthogonal (HO) to the railway, and horizontal parallel (HP).  
Data acquisition commented of the collection of train-induced vibrations from all passing 
trains from the 3rd to the 7th of October 2016. 
The collected data was separated into three groups depending upon the train’s direction 
of travel, see Table ‎5-2 and Table ‎5-3. Therefore, the groups were named as NW trains 
group which means passive seismic records collected for trains coming from the NW and 
going in the SE direction. Another group was created for trains coming from the SE and 
going to the NW and named the SE trains group. The third group named the “All trains” 
group, refers to the combined records from the two previous groups. The collected 
datasets are then subdivided into nine groups depending upon the seismic component (V, 
HP and HO) and trains groups (all trains, NW trains and SE trains).  
Two different recording systems, based on the available equipment, were applied for 
data collection; the Geode (Geometrics, OYO corporations, USA) and the ABEM Terraloc 
(ABEM instrument). Therefore, the ReflexW software was applied to check the collected 
data and to combine it in final records. 
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Table ‎5-2: Specifications of the trains that use the railway at the Rugeley site and their 
vibrations were recorded in this study. * Based on the wagon type. 
Train type Number of 
wagons/cars 
Car/wagon 
length 
Train 
length 
Estimated 
train speed 
Pendolino Virgin passenger 11 24 m 264 m 170 km/h 
Pendolino Virgin passenger 9 24 m 216 m 170 km/h 
Diesel Virgin passenger 5 24 m 120 m 170 km/h 
Midland passenger 4 22.5 m 90 m 130 km/h 
Heavy goods freight About 30 About 20* m 600 m 100 km/h 
 
Table ‎5-3: The numbers of trains and destination were recorded for each array and their 
vibrations were processed (i.e. inverted) to determine the site’s shear wave velocity in 
this study. P11 is Pendolino Virgin passenger with 11 cars, P9 is Pendolino Virgin 
passenger with 9 cars, D5 is Diesel Virgin passenger with 5 cars, M4 is Midland passenger 
with 4 cars and F is freight train. * In case of two trains (named M* in the table), one 
travelling NW->SE and the second travelling SE->NW, passing the site during the recording 
time, that certain seismic record was not involved in NW->SE and SE->NW groups but it 
was involved in all train group. In number of trains column, numbers to the left for trains 
travelling SE->NW; numbers to the right for trains travelling NW->SE. 
Array 
Number of trains Total number of trains in each 
group 
P11 P9 D5 M4 F M* NW->SE SE->NW All trains 
Manual array 1 2/5 2/0 1/1 2/0 1/2 1 8 8 17 
Manual array 2 6/4 3/2 2/2 2/1 1/2 2 11 14 27 
Manual array 3 7/3 3/4 2/0 2/0 2/1 0 8 16 24 
Manual array 4 6/7 3/2 1/1 2/2 1/4 2 16 13 31 
Long linear 
seismic array 1 
3/5 4/1 2/0 0/0 2/4 2 10 11 23 
Long linear 
seismic array 2 
8/2 1/3 0/0 1/1 2/2 4 8 12 24 
 
For the manual arrays, the respective seismic array positions above the superficial 
deposits and the bedrock at the site are illustrated in Figure ‎5-7 and Figure ‎5-8 
respectively. All the collected datasets using manual arrays (i.e. the 4 manual arrays, the 3 
seismic components and the 3 train groups) were prepared into two ways: 1) they had 11 
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seismic traces (extract 11 seismic traces to generate datasets as collected using L-shape 
arrays) or 2) had 20 seismic traces. The first trial with 11 seismic traces matched the 
seismic record with the SeisImager/SW software options, whereas trace no. 6 was kept at 
the corner of the L-shape, the second trial had 20 seismic traces as the data was collected 
at the site, the L-shape arrays no. 1-4 location is coincident with that of the manual arrays 
(see, Figure ‎5-7, for location). Figure ‎5-10 shows how the array configuration will look like 
after preparing the observed data.  
 
Figure ‎5-10: 2D arrays configuration, a) shows the extracted 11 seismic traces to generate 
L-shape array datasets, and b) shows manual arrays configuration with 20 seismic traces. 
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5.4 Results of trains-induced vibration datasets 
5.4.1 Train-induced vibration comparison from different trains and travelling in different 
directions 
The data were collected for the three different trains (Pendolino and Midland passenger 
and heavy goods freight trains) and for both directions of travel (see Table ‎5-2 and 
Table ‎5-3). Figure ‎5-11 shows the vertical component of typical seismic traces for the 
three different trains coming from the SE direction.  
The freight train takes longer than the other trains to travel over the study site due to its 
longer length (about 30 wagons) and slower speed. In addition, the freight trains caused 
measurably larger vertical displacement of seismic waves, when compared to the 
passenger trains, most probably due to their heavier weight. Moreover, the amplitude 
spectrum of the trains (the passenger and freight trains) shows that there were significant 
energy between 4.5 Hz (the geophone frequency set of the vertical geophones) and 20 Hz 
(Figure ‎5-12, Figure ‎5-13 and Figure ‎5-14). For the Matlab scripts used in this study, see 
appendix F, included on the CD, inside the back cover. 
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Figure ‎5-11: Typical seismic traces of the vertical component of the train-induced vibrations recorded at the Rugeley study site, top) heavy 
goods freight train, middle) Midland passenger train and bottom) Pendolino passenger train, the train’s direction of travel is SE->NW.  
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Figure ‎5-12: Amplitude spectrum of heavy goods freight trains coming from either 
direction (see key), data collected at the manual array 2 (see Figure ‎5-7 for location in the 
study site). 
 
Figure ‎5-13: Amplitude spectrum of Midland passenger trains coming from either 
direction (see key), data collected at the manual array 2 (see Figure ‎5-7 for location in the 
study site). 
204 
 
 
 
Figure ‎5-14: Amplitude spectrum of Pendolino passenger trains coming from either 
direction (see key), data collected at the manual array 2 (see Figure ‎5-7 for location in the 
study site). 
 
5.4.2 Comparison of Rayleigh wave content from different trains 
The ReflexW software was also used to generate particle motion plots to investigate if the 
recorded vibrations were consistent with Rayleigh waves. The particle motion plots of the 
combined heavy goods freight, Pendolino and Midland passenger trains are represented 
in Figure ‎5-15, Figure ‎5-16 and Figure ‎5-17 respectively; x axis is parallel to the railway, y 
axis is orthogonal to the railway and z is the vertical axis. The elliptical shape of the 
particle motion plots of Pendolino and Midland passenger trains indicates that the 
collected vibrations are consistent with Rayleigh waves, but the heavy goods freight trains 
are not. 
 
205 
 
 
 
Figure ‎5-15: Particle motion plot of heavy goods freight train-induced vibrations. a) data 
used was collected at short linear seismic array no. 4, the farthest seismic station from 
the railway embankment (see Figure ‎5-5). Train direction was NW->SE; b) collected data 
from the short linear seismic arrays no. 1, the closest seismic station from the railway 
embankment (see Figure ‎5-5), train direction was SE->NW. 300 samples were used for 
these plots. 
 
Figure ‎5-16: Particle motion plot of Pendolino passenger train-induced vibrations. a) data 
used was collected at short linear seismic array no. 4, the farthest seismic station from 
railway embankment (see Figure ‎5-5). Train direction was SE->NW; b) collected data from 
the short linear seismic array no. 2, the closest seismic station from the railway 
embankment (see Figure ‎5-5), train direction was NW->SE. 300 samples were used for 
these plots. 
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Figure ‎5-17: Particle motion plot of Midland passenger train-induced vibrations. a) data 
used was collected at short linear seismic array no. 4, the farthest seismic station from 
railway embankment (see Figure ‎5-5). Train direction was SE->NW; b) collected data from 
the short linear seismic array no. 2, the closest seismic station from the railway 
embankment (see Figure ‎5-5), train direction was NW->SE. 300 samples were used for 
these plots. 
 
Other particle motion plots were prepared, using MatLab software, to determine the 
manner (i.e. prograde or retrograde) of the wave propagation. Figure ‎5-18 shows the yz 
view (y is orientated horizontal orthogonal to the railway and z is the vertical axis) of 
Pendolino passenger train induced-vibration that travelled in SE->NW directions, data 
was collected at the short linear seismic array no.1 at the east side of the railway (see, 
Figure ‎5-5 for location). The plot shows that the generated waves propagated in a 
retrograde elliptical manner characteristic of Rayleigh waves. Figure ‎5-19 shows particle 
motion plot of Pendolino passenger train induced-vibrations, the train travelled in a NW-
>SE direction, and the data used in this plot was collected at the short linear seismic array 
no.1 at the east side of the railway. The plot shows the retrograde propagation of 
Rayleigh waves. 
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Figure ‎5-18: Particle motion plot of Pendolino passenger train travelling in SE->NW 
direction, yz view; y direction is orientated orthogonal to the railway embankment. Data 
used for this plot was collected at short linear seismic array no. 1, the closest seismic 
station from the railway embankment (see Figure ‎5-5 for location), 150 samples were 
used for the plot. 
 
Figure ‎5-19: Particle motion plot of Pendolino train in NW- SE direction, yz view, y 
directions is orthogonal to the railway embankment. Data used for this plot was collected 
at short linear seismic array no. 1, the closest seismic station from the railway 
embankment (see Figure ‎5-5 for location). 150 samples were used for these plots. 
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The particle motion plots for the different train types (i.e. heavy goods freight trains and 
Pendolino/Midland passenger trains) represented in Figure ‎5-15, Figure ‎5-16 and 
Figure ‎5-17 show significant differences. Passenger trains produce vibrations more 
consistent with a simple Rayleigh-wave source when compared to vibrations generated 
from freight trains. When passenger trains are approaching and receding from the seismic 
array they effectively act as point sources, only behaving as complex multiple sources at 
each axle as the train is adjacent to the array. The freight trains being longer, and with a 
lower dominant frequency, behaves as a complex multiple sources for a greater range of 
distances. 
Therefore, particle motion plots were produced to analyze a train’s vibrations when the 
train was approaching, adjacent to, and receding from the monitoring seismic stations. 
This analysis was undertaken for Pendolino and Midland passenger trains travelling in 
both directions (i.e. NW->SE and SE->NW). The analysis shows that the train-induced 
vibrations, when the train was receding, propagated in the opposite way compared with 
when the train was approaching. The Pendolino and Midland passenger trains had the 
same characteristics in this regard; Figure ‎5-20 shows a Pendolino passenger train 
travelling NW->SE and Figure ‎5-21 shows a Pendolino passenger train travelling SE->NW.  
Figure ‎5-22 and Figure ‎5-23 represent Midland passenger trains travelling from NW->SE 
and SE->NW respectively.  
The changes in the seismic wave propagation direction when the train approaches and 
recedes should happen when the train was adjacent to the seismic array. When the train 
was adjacent to the seismic array, each train wheel should be expected to work as a 
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seismic point source (i.e. the train works as a multiple point seismic source rather than as 
a single point seismic source). Therefore, during the time when the train was adjacent to 
the array, the vibrations would be expected to be more complex compared to when the 
train was approaching and receding the seismic array. After that, when the train goes past 
the array, the train should revert to represent a single source and generate vibrations 
more dominated from one direction, and the vibrations’ propagation direction might 
change during this time and reversed to be opposite to that when the train was 
approaching the seismic array.  
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Figure ‎5-20: Particle motion plots for a Pendolino passenger train travelling in NW->SE 
direction, a) three components seismic traces with red rectangles representing the 
selected analysis window, b) particle motion plots using Reflex, c) particle motion plots 
using Matlab showing propagation direction when the train is I) approaching, II) adjacent 
and III) receding from the seismic station respectively. 
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Figure ‎5-21: Particle motion plots for a Pendolino passenger train travelling in SE->NW 
direction, a) three components seismic traces with red rectangles representing the 
selected analysis window, b) particle motion plots using Reflex, c) particle motion plots 
using Matlab showing the propagation direction when the train is I) approaching, II) 
adjacent and III) receding from the seismic station, respectively. 
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Figure ‎5-22: Particle motion plots for a Midland passenger train traveling in NW->SE 
direction, a) three components seismic traces with red rectangles representing the 
selected window, b) particle motion plots using Reflex, c) particle motion plots using 
Matlab showing the propagation direction when the train is I) approaching, II) adjacent 
and III) receding from the seismic station respectively. 
213 
 
 
 
Figure ‎5-23: Particle motion plots for a Midland passenger train travelling in SE->NW 
direction, a) three components seismic traces with red rectangles representing the 
selected window, b) particle motion plots using Reflex, c) particle motion plots using 
Matlab showing the propagation direction when the train is I) approaching, II) adjacent 
and III) receding from the seismic station respectively. 
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5.4.3 Particle displacement on the vertical and horizontal seismic components 
The maximum and minimum seismic wave vertical component amplitudes were 
measured on all 24 geophones on the LLSA no.1 array, all being at a distance 30 m 
northeast from the embankment, with channel 1 being located at the southeast end of 
the array (Figure ‎5-5 and Figure ‎5-6). 
Figure ‎5-24 shows the maximum and minimum seismic wave amplitude values on vertical 
components from trains travelling to the NW were smaller than those trains travelling to 
the SE, even when the shorter distance from the array to the bound train was taken into 
account. This was also true for data collected from the SLSA no.4 located at the 
southwest side of the train track, even though NW bound trains use that side of the train 
track. In addition, the maximum seismic amplitude value of the vertical component for SE 
bound trains increased to the SE, whilst for NW bound trains, the maximum seismic wave 
amplitude value on the vertical component remains fairly constant across the array 
(Figure ‎5-24). 
These results were interpreted as being due to an effect of the thickness variation of 
superficial deposits which increase in thickness towards the SE, as suggested by the 
microgravity survey. For more details about the microgravity surveys see chapter four, 
section 4.6. These results contrast with the findings of Quiros et al. (2016) who record 
similar vibrations from trains travelling in opposite directions at their site.  
Another interpretation is that it might be that the vibrations propagate through different 
material when approaching each geophone, when the trains travel either destination. 
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This is particularly true when near the River Trent. Train speed and train load might also 
have another effect on the varying wave amplitudes.  
 
Figure ‎5-24: Maximum, minimum and best-fit linear correlation lines of vertical particle 
displacement when passenger train (Pendolino) passing the site either direction. 
Displacement values represented in the figure are averaged for three passing trains (i.e. 
records). Geophones were spaced 5 m apart. 
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Another particle motion displacement analysis was performed for the vertical and the 
horizontal components using the data from the SLSA no.1 array (see Figure ‎5-5 for 
location). The analysis was performed to analyse the vibrations’ attenuation away from 
the railway embankment (Figure ‎5-25). The analysis shows that the vertical component 
had relatively larger particle motion displacement when compared to the horizontal 
component data, which might be related to Rayleigh propagation. Analysing all three 
component datasets, SE-bound trains generated relatively larger particle motion vibration 
displacements when compared to NW-bound trains. The vibrations’ attenuation could 
also be seen with distance away from the railway (Figure ‎5-25). 
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Figure ‎5-25: Particle motion displacement analysis for the vertical and horizontal 
displacements in an orthogonal orientation to the railway embankment, using the 
vibrations from the SLSA no.1 array (see Figure ‎5-5 for location).   
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5.4.4 Doppler Effects 
The train-induced vibrations are generated by moving sources, therefore, the observed 
vibrations would be expected to display a Doppler Effect which might be observable on 
the spectrograms, i.e., a shift to higher frequencies with an approaching train and lower 
frequencies as it recedes. Fuchs et al. (2018) undertook a Doppler analysis for a fixed 
point at 300 m from the train track in their study using the following equation: 
𝑓𝑜𝑏𝑠(𝑡) =
𝑓𝑠𝑜𝑢𝑟𝑐𝑒
(1 − [ 𝑣
𝑐∗√1+ 𝑑
2
𝑣2∗𝑡2
])
                                                                             (5 − 1) 
Where fobs is the observed frequency, fsource is the emitted frequency from the source, t is 
time, v is the source velocity (the train in this study), c is the wave velocity and d is the 
offset between the source and the receiver. 
The travelling train speed and the soil wave velocity were determined as the key site 
parameters, with a frequency shift found to be up to 2 Hz at the recording station 
between the approaching and receding train.  
In this study, vibrations were observed at 30 m from the track; therefore, a theoretical 
Doppler Effect was analysed for points located at different distances from the track using 
the equation above. At 20 Hz, train speed was 40 m/sec and soil wave velocity was 1000 
m/sec, the Doppler Shift was found to be approximately ±0.8 Hz with the transition being 
smoother with increasing offset from the track (see Figure ‎5-26). 
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Figure ‎5-26: Expected Doppler shifts at 4 different distances from the track (see key), with 
train speed at 40 m/s, soil wave velocity of 1000 m/s and the emitted frequency of 20 Hz. 
 
However, this theoretical frequency shift is not particularly noticeable above the noise on 
the recorded spectrograms (Figure ‎5-27). The spectrograms were performed for all train 
types (Pendolino and Midland passenger and heavy goods freight trains) travelling in both 
directions (i.e. SE->NW and NW->SW) and for each of the three seismic components. 
Consequently, it is unlikely that Doppler effects will influence shear wave velocity profile 
determination (Figure ‎5-27). For the full recorded spectrograms, see appendix G. 
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Figure ‎5-27: top) spectrogram of a NW->SE travelling Pendolino passenger train looking at 
the vertical component, bottom) seismic trace of the observed vibration, using the 
vibrations from the SLSA no.2 (see Figure ‎5-5 for location).   
 
5.4.5 Comparison of seismic surveys from passing trains travelling in different directions  
5.4.5.1 Comparison of the effective investigated depth range 
The datasets from the three seismic components were processed to produce 1D shear-
wave velocity-depth profiles for all trains, divided into SE->NW travelling trains and NW-
>SE travelling trains. Generally, the long straight seismic arrays (LLSA no.1 & LLSA no.2) 
datasets for all the trains had a greater range of effective investigated depth than the 
short arrays as would be expected (see Figure ‎5-28, Figure ‎5-29 and Figure ‎5-30) for the 
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LLSA no.1 dataset examples. Figure ‎5-31 shows an example of frequency-phase velocity 
curve of the horizontal orthogonal component, data acquired from LLSA no.1. The 
differences in the investigated depth between the long and short arrays are related to the 
length of the deployed arrays, the longer array the deeper investigated depth and, 
therefore, the investigated depth of the long arrays cannot be compared with the 
investigated depth of the short arrays. The comparison, mainly, would be among the 
investigated depth from different seismic components of the same seismic array. The 
short linear seismic arrays typically gave results that were not consistent with known 
ground conditions; see Figure ‎5-32, Figure ‎5-33 and Figure ‎5-34. Figure ‎5-35 represent the 
frequency-phase velocity curve of the horizontal orthogonal component of the SLSA no.1. 
The frequency-phase velocity curves were generated using the SeisImager/SW software; 
uncertainty analysis of the generated curves could not been determined due to the 
limited functions of the software. Other algorithms, for example, MuLTI (Multimodel 
Layered Transdimensional Inversion) can be utilized for the uncertainty analysis and for 
the joint inversion as well using another data set. For more details about the MuLTI joint 
inversion tool, see Killingbeck et al., (2018).  For the shear wave velocity-depth profiles of 
LLSA no.2 array and SLSA no.2-4 see appendix H, for the rest of the frequency-phase 
velocity curves, see, appendix I. The valid depth range of shear-wave velocities for all the 
collected data sets of the long and short linear arrays are summarized in Table ‎5-4. 
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Table ‎5-4: Depth range bgl of valid shear wave velocity determinations for all the 
collected data sets, depths measured in metres; V is the vertical component, HP is the 
horizontal parallel component and HO is the horizontal orthogonal component. 
Array 
All trains group SE->NW trains NW->SE trains 
V HP HO V HP HO V HP HO 
LLSA no.1 10-60 8-50 8-40 10-65 10-50 8-38 15-55 10-55 7-40 
LLSA no.2 10-50 8-35 7-30 10-50 10-35 7-30 10-50 10-40 7-30 
SLSA no.1 6-14 6-14 5-17 6-18 7-13 7-18 6-13 6-15 6-17 
SLSA no.2 7-11 8-16 6-14 8-10 7-15 614 7-12 6-16 6-15 
SLSA no.3 6-18 8-15 8-17 6-17 8-15 8-16 6-19 8-15 6-17 
SLSA no.4 6-22 7-16 6-17 6-22 11-15 6-16 7-22 7-16 6-16 
 
The investigated depth bgl ranges for the vertical component of datasets recorded from 
the LLSA no.1 and LLSA no.2 was greater than the investigated depth range bgl for the 
horizontal components (Table ‎5-4). For all the datasets the horizontal parallel component 
resolved velocities deeper than the horizontal orthogonal component. This confirms that 
low frequency Rayleigh waves are best recorded on vertical component geophones, and 
they are better recorded as coherent waves as the train is approaching or receding the 
geophone on the horizontal parallel component than on the horizontal orthogonal 
component when the train is adjacent to the array as the Rayleigh waves are less 
incoherent. There was little observable difference between SE->NW and NW->SE 
travelling trains datasets.  
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Figure ‎5-28: Shear-wave velocity-depth profile from vertical component data acquired 
from LLSA no.1 array (see Figure ‎5-5 for location), a) for all trains, b) for NW->SE travelling 
trains, and c) for SE->NW travelling trains. Dots on profiles show results generated using 
one third wavelength method; the curve on the profile represents the theoretical 
dispersion curve. The dark grey area shows the effective investigated depth. 
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Figure ‎5-29: Shear-wave velocity-depth profile from horizontal component parallel to the 
railway embankment, data acquired from the LLSA no.1 array (see Figure ‎5-5 for 
location), a) for all trains, b) for NW->SE travelling trains, and c) for SE->NW travelling 
trains. Dots on the profile show results generated using one third wavelength method; 
the curve on the profile represents the theoretical dispersion curve. The dark grey area 
shows the effective investigated depth. 
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Figure ‎5-30: Shear-wave velocity-depth profile from the horizontal component orthogonal 
to the railway embankment, data acquired from the LLSA no.1 array (see Figure ‎5-5 for 
location), a) for all trains, b) for NW->SE travelling trains, and c) for SE->NW travelling 
trains. Dots on the profile show results generated using one third wavelength method; 
the curve on the profile represents the theoretical dispersion curve. The dark grey area 
shows the effective investigated depth. 
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Figure ‎5-31:  Frequency – phase velocity profile from horizontal orthogonal component, 
data acquired from LLSA no.1 array, a) for all trains, b) for NW->SE travelling trains, and c) 
for SE->NW travelling trains, using the vibrations from Rugeley site, see Figure ‎5-5 for 
location. 
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Figure ‎5-32: Shear-wave velocity-depth profile from the vertical component, data 
acquired from the SLSA no.1 (see Figure ‎5-5 for location), a) for all trains, b) for NW->SE 
travelling trains, and c) for SE->NW travelling trains. Dots on the profile show results 
generated using one third wavelength method; the curve on the profile represents the 
theoretical dispersion curve. The dark grey area shows the effective investigated depth. 
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Figure ‎5-33: Shear-wave velocity-depth profile from the horizontal parallel to the railway 
component, data acquired from the SLSA no.1 (see Figure ‎5-5 for location), a) for all 
trains, b) for NW->SE travelling trains, and c) for SE->NW travelling trains. Dots on the 
profile show results generated using one third wavelength method; the curve on the 
profile represents the theoretical dispersion curve. The dark grey area shows the effective 
investigated depth. 
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Figure ‎5-34: Shear-wave velocity-depth profile from the horizontal orthogonal to the 
railway component, data acquired from the SLSA no.1 (see Figure ‎5-5 for location), a) for 
all trains, b) for NW->SE travelling trains, and c) for SE->NW travelling trains. Dots on the 
profile show results generated using one third wavelength method; the curve on the 
profile represents the theoretical dispersion curve. The dark grey area shows the effective 
investigated depth. 
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Figure ‎5-35: Frequency – phase velocity profile from horizontal orthogonal component, 
data acquired from SLSA no.1 array, a) for all trains, b) for NW->SE travelling trains, and c) 
for SE->NW travelling trains, using the vibrations from Rugeley site, see Figure ‎5-5 
location and. 
 
5.4.5.2 Comparison of shear-wave velocity profiles 
Because the long linear seismic arrays resulted in deeper effective investigated depths 
bgl, the resulting shear wave velocity-depth profiles from the arrays will be used to 
compare wave velocities from different seismic components and different train groups. 
The shear-wave velocity-depth profiles obtained from the SLSA no.1-4, the manual arrays 
no. 1-4 and the L-shape arrays 1-4 will not be compared (but see appendix H). 
The vertical component data produce different shear-wave velocity-depth profiles from 
different train directions, e.g. see the LLSA no.1 array datasets (Figure ‎5-36 and 
Figure ‎5-37). The horizontal components (both HP and HO) show good agreement 
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between velocities obtained from the three directions for trains groups. However, the 
velocities determined at a particular depth were lower for the HO component than they 
were for HP, and neither particularly matched the velocity profiles from the vertical 
component (Figure ‎5-36).  
 
Figure ‎5-36: Shear wave velocity comparison based on the seismic components using data 
from the long linear seismic array no.1 (see Figure ‎5-5 for location), showing the three 
components and using data from all passing trains. 
 
 
Figure ‎5-37: Shear wave velocity comparisons based on the train groups using data from 
the long linear seismic array no.1 (see Figure ‎5-5 for location), showing three components 
and using data from all passing trains. 
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Comparison of the shear wave velocity-depth profiles, on different seismic components 
and different trains groups, from data recorded from the LLSA no.2 array had almost the 
same results as from the LLSA no.1 array (see Figure ‎5-5 for location), see Figure ‎5-38 and 
Figure ‎5-39. 
 
Figure ‎5-38: Shear wave velocity comparisons based on the seismic components using the 
data from the long linear seismic array no.2 (see Figure ‎5-5 for location), showing three 
components and using data from all passing trains. 
 
 
Figure ‎5-39: Shear wave velocity comparisons based on the train groups using the data 
from the long linear seismic array no.2 (see Figure ‎5-5 for location), showing three 
components and using data from all passing trains. 
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Comparing the frequency-phase velocity curves from the LLSA no.1 array (see Figure ‎5-5 
for location), it was found that, for a given frequency, it had apparently different phase 
velocities on different seismic components (Figure  5-40 and Figure  5-41).  
This result is inconsistent as it would appear that the shear-wave velocity-depth profile 
determined for the same area was significantly different for different components of 
ground motion and for the direction of travel of the passing trains; without a drilling and 
testing programme there is no way of determining which profile best matches true 
ground conditions, or indeed if none of them do.  
Frequency-phase velocity comparisons for data acquired from the LLSA no.2 (see 
Figure ‎5-5 for location), on different seismic components and using different passing 
trains, also shows the same findings as from the LLSA no.1 (Figure  5-42 and Figure  5-43).  
For the frequency-phase velocity obtained from the LLSA no.1-2, SLSA no.1-4, the manual 
arrays no.1-4 and the L-shape arrays no.1-4 see appendix I. 
 
Figure ‎5-40: Frequency-phase velocity curve from the LLSA no.1 array datasets (see 
Figure ‎5-5 for location), using the three seismic components and the three groups of 
passing trains (see key), based on the seismic components shown. 
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Figure ‎5-41: Frequency-phase velocity curve from the LLSA no.1 datasets (see Figure ‎5-5 
for location), using the three seismic components and three groups of passing trains (see 
key), based on the train groupings. 
 
 
Figure ‎5-42: Frequency-phase velocity curve from the LLSA no.2 datasets (see Figure ‎5-5 
for location), using the three seismic components and the three groups of passing trains 
(see key), based on the seismic components shown. 
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Figure ‎5-43: Frequency-phase velocity curve from the LLSA no.2 array datasets (see 
Figure ‎5-5 for location), using the three seismic components and three groups of passing 
trains (see key), based on the train groupings. 
 
To check the different apparent wave velocities, on different seismic components, 
frequency-wavenumber analysis was carried out; 1) to check if apparent wave velocities 
were recorded by comparing the positive part of the f-k transform with the negative part 
of the f-k transform, and 2) to inspect if refracted body waves were observed alongside 
with observed surface waves, as this analysis was applied in previous studies, see, for 
example, Quiros et al., 2016. 
The frequency-wavenumber (f-k) analysis of raw recorded vibrations generated by 
Pendolino passenger train travelling either destination (i.e. NW->SE and SE->NW) and 
from vertical, horizontal parallel and horizontal orthogonal components was carried out 
for the different train positions (i.e. train approaching, adjacent and receding). Due to the 
short recording time (32 seconds for the whole seismic record) and due to the even 
smaller recording time window for the approaching, adjacent and receding parts, the f-k 
analysis was not informative enough to deliver a robust interpretation. Figure ‎5-44 shows 
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the f-k analysis for a Pendolino passenger train traveling in NW->SE direction and when 
the train approaching the site, recording time window was 4 seconds. The asymmetry 
between the positive and the negative parts of the f-k transform indicates to the 
apparent wave velocity was recorded. When the train is adjacent to the seismic array, 
most the generated vibrations are approaching broadside the array which means, as long 
as the train is parallel to the array, an infinite wave velocity might be recorded 
(Figure ‎5-45). On the f-k transform, when the train receding (Figure ‎5-46), the propagated 
energy appears more on the negative part of the transform which indicate for recording 
apparent wave velocity, For the rest of the f-k transforms, see appendix J. 
 
Figure ‎5-44: f-k analysis for a Pendolino passenger train travelling in NW->SE direction, 
when the train is approaching the array, data used was collect at long linear seismic array 
no. 1, (see Figure ‎5-5 for location). Time window here is 4 seconds.  
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Figure ‎5-45: f-k analysis for a Pendolino passenger train travelling in NW->SE direction, 
when the train is adjacent to the array, data used was collect at long linear seismic array 
no. 1, (see Figure ‎5-5 for location). Time window here is 4 seconds. 
 
 
Figure ‎5-46: f-k analysis for a Pendolino passenger train travelling in NW->SE direction, 
when the train is receding, data used was collect at long linear seismic array no. 1, (see 
Figure ‎5-5 for location). Time window here is 4 seconds. 
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Another possible reason for the different shear wave velocities on different seismic 
components might be, related to the site’s heterogeneity and observing Love waves on 
the horizontal components and Rayleigh waves on the vertical component. Safani et al. 
(2005) found different shear wave velocities, at the same investigated depth, from 
inverting Rayleigh and Love wavefields collected at same site and time. At 17m depth, 
shear wave velocity calculated using Rayleigh wave was found nearly double of that 
calculated using Love wave. The variations of the measured shear wave velocity were 
interpreted due to the site anisotropy.  
Vibrations from a moving train can be generated by two different vertical and horizontal 
excitation mechanisms; the vertical vibrations are produced by vertical loading of the 
underlying physical sleepers under the railway track, whereas horizontal vibrations may 
come from train wheel-railway track interactions (Li et al., 2017). Song et al. (1989) state 
that Love wave can be observed using horizontal geophones oriented orthogonal to the 
array length, which are similar to the horizontal orthogonal component (HO) in this study. 
Ultimately, the observed vibrations on the horizontal parallel (HP) and horizontal 
orthogonal (HO) components can be more consistent with Love waves rather than 
Rayleigh waves; the horizontal vibrations were observed and could be seen on the 
particle motion plots, see, Figure ‎5-22 - b- II (train adjacent) and Figure ‎5-23 - b – I (train 
approaching). Because the moving trains, as a seismic source, kept moving during the 
recording time and the seismic array deployed at a side of the railway (i.e. the seismic 
source is not in line with the array), therefore, not one of the three deployed seismic 
components can be totally consistent with the generated vibrations and it might be that 
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the seismic components have different sensitivity to the generated Love and Rayleigh 
waves during recording time (Figure ‎5-47) and (Table ‎5-5). 
 
Figure ‎5-47: Schematic diagram shows how the generated Love wave approach the 
horizontal parallel (HP) and the horizontal orthogonal (HO) components when the train 
approaching, adjacent and receding, DoP is the Direction of Propagation and Lw is Love 
wave. 
 
Table ‎5-5: The three seismic components compatibility with generated Love and Rayleigh 
waves during recording time. Wave type in parentheses indicates to less response 
between that certain wave type and that seismic component. 
Train position Vertical 
component 
Horizontal parallel 
component 
Horizontal orthogonal 
component 
Train approaching Rayleigh  Rayleigh (Love) Love (Rayleigh) 
Train adjacent Rayleigh  Love (Rayleigh) Rayleigh (Love) 
Train receding Rayleigh  Rayleigh (Love) Love (Rayleigh) 
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Based on this analysis, in this study, if the difference in shear wave velocities between the 
horizontal parallel and the horizontal orthogonal components are ignored, the difference 
between the wave velocity on vertical component (i.e. inverting Rayleigh wave) and the 
wave velocity on the horizontal components (i.e. inverting Love wave) might be related to 
the site’s heterogeneity.  
Other studies have also shown that the railway embankment has noticeable effects on 
the vibrations, for example, the frequency range and the waveguide effects (e.g. see 
Ditzel and Herman, 2004; Connolly et al., 2013). The embankment’s waveguide effect 
may also help to generate variations in shear wave velocities from different seismic 
components. 
5.4.6 Shear wave velocity obtained from the manual arrays 
The obtained shear wave velocity-depth profiles of the manual and the L-shape arrays 
(both configurations) did not show reasonable results and were not consistent with the 
site’s geology. The inversion process could not generate shear wave velocity-depth 
profiles for most of the L-shape arrays with 11 seismic traces. Figure ‎5-48 shows an 
example of the obtained results of the manual arrays with 20 seismic traces and 
(Figure ‎5-49) represent the shear wave velocity from the L-shape arrays with 11 seismic 
traces. 
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Figure ‎5-48: Shear wave velocity-depth profile of manual array no.1 (see Figure ‎5-7 for 
location), using data from the vertical seismic component, all passing trains and with 20 
seismic traces. 
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Figure ‎5-49: Shear wave velocity-depth profile of L-shape array no.1 (see Figure ‎5-7 for 
location), using data from the vertical seismic component, all passing trains and with 11 
seismic traces. 
 
The poor shear wave velocity-depth profiles from the observed train-induced vibrations 
using the manual and the L-shape arrays were interpreted to be due to the source 
characteristics and to the software’s ability to extract the true phase velocity of the 
observed vibrations. A moving train, as a seismic source used in this study, keeps 
changing location with time when the train crossed the site. This means that the arrival 
angle of the generated vibrations kept changing during the recording time. The 
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SeisImager/SW software is designed to process surface waves that is collected by 2D 
arrays (e.g. the L-shape) and generated by a stationary seismic source by applying 
trigonometric functions. Therefore, the SeisImager/SW software could not find the true 
phase velocity, even using trigonometric functions, from the collected train-induced 
vibrations. For the rest of the shear wave velocity-depth profiles from the manual and the 
L-shape arrays see appendix H. 
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5.5 Summary 
Ground vibrations generated by moving passenger and freight trains (moving on earth-
raised embankments) were observed using linear and 2D seismic arrays and three-
component geophones for trains moving in both directions. The refraction microtremor 
method was utilized to record the vibrations. The site’s geological setting was that it 
consisted of Quaternary and river traces deposits overlying sandstone bedrock, with an 
inclined unconsolidated deposits-bedrock interface. 
Particle motion plots shows that the observed vibrations are consistent with Rayleigh 
waves. The vibrations are slightly effected by Doppler Effect, based on a theoretical 
analysis; however, it cannot be noticed on the spectrograms (time-frequency analysis) of 
the observed vibrations. 
The vertical component amplitude of trains travelling SE->NW are smaller than those of 
trains travelling NW->SE. The vertical component of trains travelling NW->SE was found 
to increase to the SE, whilst for trains travelling SE->NW was found to be fairly constant. 
This was interpreted to be due to the inclined deposits-bedrock interface and to the 
increasing in the thickness of the deposits to the SE. Another possible reason, the 
vibrations might be propagated through different materials when the trains are travelling 
in different directions, particularly near the River Trent. 
The vibrations observed by the linear seismic arrays, oriented parallel to the railway line, 
produced better shear wave velocity-depth profiles (i.e. covered wider effective 
investigated depth and increasing in shear wave velocity with depth) than those 
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generated from linear seismic arrays oriented orthogonal to the railway and the manual 
arrays (the 2D arrays).  
The resolved shear wave velocity-depth profiles from different seismic components 
showed different shear wave velocities with depth. The vertical component resolved the 
largest wave velocity, whilst the horizontal orthogonal to the railway component resolved 
the smallest wave velocity, which cannot be the case for the same piece of ground. The 
differences in the resolved wave velocities were interpreted due to the poor alignment 
between the deployed array and the seismic source (the trains). Therefore, most of the 
generated vibrations will be approaching the arrays obliquely and/or broadside and 
apparent wave velocities were observed rather than true wave velocities. This 
interpretation can be confirmed by the frequency-wavenumber analysis. 
Another possible interpretation might be due to observing Rayleigh wave on the vertical 
component and Love wave on the horizontal components. Inverting Love wave and 
Rayleigh wave using same software package (the SeisImager/SW) which has no certain 
option to differently process Rayleigh wave from Love wave.  
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6. Chapter six: Discussion  
In chapter one, the main stated goal was to test different geophysical techniques for both 
site characterisation and for brownfield redevelopment investigation. The electrical 
resistivity method was utilized to determine the location of a buried foundation in a 
brownfield site. Although resistivity has been used by other researchers to locate 
foundations (see, for example, Cardarelli et al., 2007; Khan et al., 2012), there is still 
uncertainty on the optimal electrical array configuration for buried foundations detection. 
This research highlights key practical issues and specifies the best electrode 
configurations and survey parameters for buried foundation surveys.  
Train-induced vibrations have been previously used as passive seismic wave sources for 
shear wave velocity – depth profile determination (see, for example, Quiros et al., 2016). 
Previous research has observed train-induced vibrations on one (usually the vertical) 
seismic component geophones being recorded. There has not been a study using train-
induced vibrations to characterise a site, especially using three seismic component 
geophones and a geologically complex site. This research does this using the refraction 
microtremor method (for more details about the method, see Louie, 2001).  
Finally, this study demonstrates the necessity of acquiring geophysical surveys alongside 
conventional tests for geotechnical site investigation as others have discussed (see, for 
example, McCann et al., 1997). The importance of an integrated approach for a confident 
interpretation is demonstrated. These findings will now be discussed in this chapter.   
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6.1 Electrical resistivity arrays comparison for locating buried foundations 
Aim 1: To determine differences in resistivity models of different electrode configurations 
(arrays) for eliminating a target from the host background and to demonstrate the 
usefulness of local traffic-induced vibrations for site investigation. 
As shown in chapter 3, the electrical resistivity method was successfully applied to 
determine the location of a buried foundation from the host background, as has been 
found by other researchers (e.g. Khan et al., 2012; Vargemezis et al., 2013; Arjwech et al., 
2013; Lysdahl et al., 2017). The target anomaly was successfully imaged on the resistivity 
models in this study, depending on the array type (see later).  Although the target 
position was known (i.e. the target dimensions/location/depth, the construction 
materials of the target, the geology and the material of the host background), a 
reconnaissance survey was still undertaken to assess site accessibility and survey 
parameters following best practice (see, for example, Reynolds, 2011). 
The resistivity data inversion process generated large differences between the 
background and the test site resistivities, 10-≈1000 Ω.m and 102-108 Ω.m, respectively. 
However, this study has shown that the same subsurface anomaly (i.e. the foundation 
target) could still be imaged differently using different resistivity array configurations. 
Among the four utilized arrays (Wenner, dipole-dipole, pole-dipole and pole-pole types), 
the Wenner and dipole-dipole were found to be optimal to delineate the target in terms 
of its spatial location, and to some extent, its dimensions. The Wenner array was found to 
be an accurate electrode configuration for lateral target discrimination, which is contrary 
to the perception that the array is relatively poor to detect vertical changes in the 
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subsurface (see, for example, Loke, 2015). It was judged that the pole-pole array was the 
most affected array by electrical noise and had many poor data points (e.g. zero values) 
recorded, as have been mentioned by others (see, for example, Loke, 2015). This 
ultimately will influence the performance of the array and will result in generating less 
accurate resistivity model for a certain target, the buried foundation in this study.  
It was found that the inversion algorithm utilised had a significant effect, the least-
squares smoothness-constraint inversion could image the brick foundation but the robust 
inversion could not, see GeotomoTM software (2004) for more information. However, they 
were relatively poor to delineate the foundation wall base from the host background. This 
was, most probably, due to the blocking effect of the target itself. Therefore, it is 
suggested to use a variety of algorithms to determine which one would be optimal to 
detect the target. 
The survey design, in this study, highlighted the importance of appropriate survey design 
(e.g. minimum electrode spacing (0.25 m), array type, position and orientation of the 
survey profile (parallel and orthogonal to the wall direction)) to the target specifications 
(e.g. its dimensions and location), see Reynolds (2011) for more information. A survey 
profile (EW 2) parallel to the length of the foundation wall was deployed at a distance 
(0.75 m) bigger than the minimum electrode spacing (0.25 m), but could still be imaged 
clearly on the Wenner and dipole-dipole array datasets.  
Finally, the effective investigated depth from shear wave velocity profiles using traffic-
induced vibrations resolve from about 3 m down to about 11 m. Therefore, it is suggested 
to use active seismic surveys and/or conventional tests to investigate shallower than 3 m. 
249 
 
 
An integrated interpretation of geophysical and conventional tests  
Aim 2: To perform a multi-geophysical technique site investigation using active and 
passive geophysical techniques with in-situ direct tests. 
This case study, as shown in chapter 4, utilizes non-invasive geophysical surveys with in 
situ direct tests, it shows the integrated interpretation advantages for site 
characterisation and for utilizing different surveys/tests to overcome the limitation(s) of 
one method alone, as others have undertaken (see, for example, Vargemezis et al., 2013; 
Cardarelli et al., 2014) and for site/earthwork infrastructure investigation (see, for 
example, Oyedele and Olorode, 2010; Gunn et al., 2018).  
The site deposit’s stratigraphy was mapped by utilizing CPT soundings and with near-
surface geophysical surveys. The CPT soundings show that the top of the gravel-rich layer 
get shallower toward the NW, hence, the readings were not able to be collected at even 
less than 1 m depth bgl in this area. In other parts of the area, the maximum investigated 
CPT depth bgl was 4 m (i.e. the maximum depth that can be studied using the Panda 2 
data acquisition equipment). Therefore, the geophysical methods, for example, the ERT 
surveys and the microgravity surveys, were powerful techniques to investigate deeper 
depths and to fill the gaps between the CPT sounding sample positions. The ERT surveys 
showed high resistivity deposits down to about 7 m bgl, which was confirmed by a 
gravelly layer being exposed on the River Trent bank at the west side of the study area. 
The microgravity data is not depth restricted and allowed the mapping of the deposits-
bedrock interface and the over-deepened and backfilled river valley. 
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The active seismic surveys, using the MASW method, were undertaken to generate 1D 
shear wave velocity- depth profiles and 2D shear wave velocity – depth cross sections. 
From these results, the variation of the site’s shear wave velocity was mapped and the 
site’s shear modulus (as a soil stiffness parameter) was determined, as others have done 
(see, for example, Pegah and Liu, 2016). Due to the effective investigated depth being 
related to the frequency range generated by the active seismic source (a sledge hammer 
in this study), CPT soundings datasets were used to generate the shear wave velocity – 
depth profile and shear modulus for shallower depths (1 m -3 m bgl).  
Grain size distribution analysis showed higher coarse grain size content on samples taken 
from the northern parts of the studied site which confirm the high resistivity anomalies 
observed on the ERT models. The deposits density using a sand replacement test showed 
good agreement with the density obtained from the microgravity data.  
Qualitative correlations between MASW and ERT datasets showed that the ERT method 
should be used carefully if practitioners want to use it for geotechnical site investigation 
(determining shear wave velocity and shear modulus). Other physical parameters, for 
example, soil moisture content, material type and density, should be involved in the 
resistivity data interpretation, as other previous studies have shown (see, for example, 
Sudha et al., 2009; Apuani et al., 2015). The 2D MASW was more informative than the 
ERT at deepest investigated depths.  
Quantitative correlations showed that the depth - density and shear modulus – density 
have an exponential relationship. Based on the site conditions (e.g. ground water table 
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location), the resistivity data have different relationships (an inverse and direct linear 
relationships) with shear wave velocity, shear modulus and density.  
 
6.2 Train-induced vibrations analysis using refraction microtremor method (ReMi) 
Aim 3: To test train-induced vibrations for seismic surveys to characterise a site in three 
dimensions. 
As shown in chapter 5, ground vibrations, generated by moving trains on an earthen 
embankment, were collected using three-component seismic stations and different array 
configurations (i.e. 1D linear, and 2D L-shape and manual type arrays). The survey results 
indicated that the optimal survey type configuration was the linear arrays, oriented 
parallel to the railway embankment, the LLSA no. 1-2 in this study, which confirmed what 
other researchers have used (see, for example, Quiros et al., 2016). The linear arrays, 
oriented orthogonal to the embankment (as named SLSA in this study), and the 2D arrays 
(i.e. the L-shape and manual types) were found to be the least useful, where the 
calculated shear wave velocity-depth profiles did not agree with the studied site’s 
observed subsurface geology.  
The particle motion plots, generated from ground vibrations caused by different passing 
train types (Pendolino and Midland passenger trains and heavy goods freight trains), 
showed different results when compared to standard Rayleigh wave propagation theory. 
The Pendolino and Midland passenger trains generated consistent ground vibrations with 
standard Rayleigh waves, as found by other researchers (e.g. Kim and Lee, 2000; 
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Motazedian et al., 2011), but the heavy goods freight trains’ ground vibrations did not; it 
works as a complex multiple sources for greater range of distance.  
Observed shear wave velocities, collected using vertical geophone component, was found 
to have the largest velocity, in contrast to shear waves collected on the horizontal 
geophone orthogonal component that was found to have the smallest wave velocity. The 
trains direction of travel did not affect measured shear wave velocity. Observing different 
apparent wave velocities, on different seismic components, might be the main reason for 
the variation in shear wave velocity. Observing an apparent wave velocity is one of the 
ReMi method limitations, as has been discussed in previous studies (see, for example, 
Louie, 1002; Strobbia and Cassiani, 2011; Strobbia et al., 2015). Other possible causes, 
might be the site’s geological heterogeneity as others have found (see, for example, 
Safani et al., 2005). The wave guide effect of the railway embankment might also 
contribute to the differences in measured shear wave velocity (see, for example, Ditzel 
and Herman, 2004). 
Doppler Shift analysis was undertaken in this study for the train-induced vibrations 
observed on different seismic components, different train types and for trains travelling 
in either destination.  Analysis of results suggests that they do not represent a clear 
evidence of Doppler Shift, which confirms other researcher findings (see, for example, 
Quiros et al., 2016; Fuchs et al., 2017). A theoretical Doppler Shift analysis, for points 
located at different distances from the track, shows that the observed vibrations can be 
slightly effected by Doppler Shift which were deemed not important, this finding agrees 
with previous studies (see, for example, Fuchs et al., 2017). 
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The specific site geology, with variations in drift deposit thickness, was found to have an 
important effect on the recorded train-induced vibrations, the vibrations having relatively 
larger vibration magnitudes when propagating through thicker drift deposits, in 
comparison to those recorded through relatively thinner deposits. This finding was in 
contrast to the Quiros et al. (2016) study. Another reason could be that the energy 
travelling in different directions would travel through different material, notably crossing 
the River Trent and associated deposits when approaching from the SE direction, which 
may account for this difference. 
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6.3 Study limitation 
Despite desk studies and reconnaissance surveys, some limitations were still encountered 
during fieldwork and data processing during the study of this thesis.  
In chapter 3, in the buried foundation surveys, study test site constraints caused some 
difficulties to set out the remote electrodes for the pole-pole and pole-dipole resistivity 
arrays. The trees surrounding the test site prevented some survey profiles to be deployed 
at optimal distances. Finally conductive cabling from nearby buildings generated local 
electrical noise which affected the resistivity datasets, especially when the electrode 
configurations that needed remote potential and/or current electrode placements (see 
Reynolds, 2011 for more detail).  
In chapter 4, as a comparative case study, the geophysical surveys and conventional tests 
both had specific limitations. The CPT soundings were conducted using the Panda 2 
equipment which is limited to investigate down to 4 m depth bgl. Some of the CPT 
soundings were stopped at very shallow depths, even less than 1 m, for example for CPT 
8, therefore, other CPT equipment, for example, an anchored drill-rig, would have been 
better to investigate deeper bgl. The Panda 2 also has no seismic sensor at the cone, 
therefore, shear wave velocity and shear modulus for the shallow depths could not be 
straightforwardly determined.  
The resistivity surveys were conducted using the Campus™ Tigre with 64 electrodes. Large 
ERT surveys have to use wide horizontal electrode spacing so suffered from relatively low 
lateral resolution. Because of the railway electrification system, the Wenner array was 
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used due to its good signal:noise ratio, but has comparatively smaller horizontal coverage 
with depth when compared to other array types, which resulted in poor base resolution 
at depth. Finally the active MSAW seismic surveys were collected using a 24 geophone 
land streamer with 1 m geophone spacing. This will have limited the maximum 
investigated depth due to it being related to half of the total length of the seismic array. 
However, the minimum effective investigated depth relates to the highest frequency 
generated by the sledge hammer which was about 2 m bgl. This indicates the need of 
using higher frequency seismic source or a direct test, for example, seismic CPT, to better 
investigate beneath the ground surface. 
In chapter 5, the train-induced vibrations experiment, few passing train types was the 
main issue, thus very few seismic records were observed from passing Midland passenger 
and heavy goods freight trains, when compared to passing Pendolino passenger trains. 
Therefore, there was not enough data to divide results based on train type and 
consequently prevent comparing shear wave velocity-depth profiles from different train 
types, even when being onsite and recording for 5 days.  Also not enough passing train 
traffic meant that there were fewer than optimal seismic records for the passive seismic 
experiment. Some parts of the site were not accessible, for example, the strip field along 
the embankment on the east side of the train track prevented seismic arrays to be laid 
down close to the embankment. Equipment was also an issue, for example, available 
geophone frequency was 4.5 Hz which constrained depths of investigation. Seismic cable 
lengths were also not enough to observe vibrations that may be observed by longer 
arrays or indeed by smaller geophone spacings. Finally, the data was not continuously 
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observed using automatic seismic recorders (see, for example, Quiros et al., 2016), 
therefore, not all passing trains were able to be recorded which was unfortunate.  
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7. Chapter seven: Conclusions and future work 
In this study, different geophysical techniques were utilized to perform geotechnical site 
characterisation. The electrical resistivity method was used to detect and to characterise 
a buried foundation and to test the optimal electrode configuration which can be used for 
buried foundation surveys redeveloped brownfield sites. In addition, non-invasive 
geophysical surveys were performed alongside conventional direct in situ CPT tests for an 
integrated interpretation for geotechnical site characterisation. In this conclusion chapter, 
the main results of the thesis are summarized and a set of recommendations for further 
studies are given. The passive train-induced vibrations were analysed and used to 
generate shear wave velocity-depth profiles from vibrations observed on different seismic 
components and from passing trains from both track directions. 
7.1 Main findings 
7.1.1 Buried foundation detection by the electrical resistivity method 
For brownfield site redevelopment, the electrical resistivity method is a good non-
invasive survey technique to detect buried foundations. Trialling different electrode 
configurations can determine the optimal array configuration to both detect and 
characterise near-surface buried objects. The Wenner and dipole-dipole arrays represent 
the best electrode configurations for buried foundation surveys, the Wenner was found 
to be more sensitive to resolving the target foundation base and vertical edges, whilst the 
dipole-dipole was found to be more accurate at resolving the foundation top. The pole-
pole array was the least useful configuration due to its sensitivity to electrical noise at the 
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studied site; which is probably the case for most urban sites. The survey parameters and 
design were found to be as important as the array type. The survey profile orientated 
parallel to the length of the buried foundation, even set at a distance from the foundation 
bigger than the minimum electrode spacing, was found to produce better results when 
compared to the orthogonal surveys.  This is most probably due to the foundation having 
a bigger side area and therefore looks to be a bigger subsurface anomaly. The 25 cm 
electrode spacing used in this study over the scaled-model, was found to be adequate to 
detect the buried target. For targets with bigger dimensions than the target in this study, 
a wider electrode spacing could be utilized. 
It was found that inverting the resistivity data using different inversion algorithms 
generated some differences on the resulting target’s anomaly in the 2D images. The least-
square smoothness-constraint algorithm detected the brick wall foundation from the 
gravel volume when compared to the robust algorithm. In contrast, the robust inversion 
could discriminate the whole test site as an obvious high resistive target, with more 
accurate dimensions and with narrower resistivity contouring when compared with the 
least-square smooth-constrained algorithm data. 
Passive seismic waves, generated almost by local traffic, can resolve a limited effective 
investigated depth range; the range was about 3 -11 m (the array size should be taken in 
consideration). Active seismic surveys and/or conventional tests will be needed to 
investigate upward to the ground surface. 
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7.1.2 The potential HS2 site characterisation: as a case study 
Near-surface geophysical methods, such as active seismic (1D and 2D MASW surveys), 
electrical resistivity tomography and microgravity, along with conventional in situ CPT 
tests were collected for geotechnical investigation of a potential HS2 development site. In 
this case study, the effectiveness of the geophysical methods was suggested to fill a gap 
between the conventional geotechnical site tests and using desk study 1D borehole 
information. 
The 1D and 2D active seismic surveys (MASW) showed that the measured shear wave 
velocities vary both laterally and vertically in the study site. The wave velocity of the drift 
deposits close to the ground surface was about 100 m/s and increased with depth (≈ 12 
m) to about 400 m/s. The 2D shear wave velocity-depth cross sections, obtained by using 
5 m shot point spacings, generate suitable resolutions to detect local variation in the 
site’s recent deposits. 
The site’s drift deposit heterogeneity was confirmed by the electrical resistivity surveys. A 
high resistivity deposit (gravel-rich) layer was interpreted to be present from close to the 
ground surface down to about 7 m depth bgl, observed exposed on the eastern bank of 
the river Trent at the west side of the site. The sharp reduction on resistivity values at 
depths below this most probably indicated the groundwater table at the site. There were 
some local perched water tables present onsite, as shown on resistivity profiles that 
bisected the buried stream locations. The electrode spacings used in this case study were 
2 m, 3 m and 4 m, the general site characteristics were detected using those electrode 
spacings. 
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The microgravity surveys, and their associated numerical model solutions, suggested the 
site to be an over-deepened and backfilled river valley, most probably from the last 
glaciation, and showed an increasing drift deposit thickness towards the south west of the 
study site. The determined geomaterial density, from the microgravity surveys, agreed 
well with the average density obtained from the sand replacement tests. 
The CPT site data showed different cone resistances at different depths down to 4 m bgl 
and at different locations, which indicated the variation in the site top soil layer deposits 
as would be expected in a heterogeneous site. 
The density of the material has an exponential relationship with depth and with shear 
modulus of the studied site, whilst resistivity data has two different linear relationships 
(direct and inverse) with density, shear modulus and shear wave velocity and that was 
based on the site conditions. 
Combining the results from different surveys (i.e. geophysical and/or conventional site 
investigations) in an integrated survey assists in better site data interpretation and 
overcomes the limitations of individual method. 
7.1.3 Train-induced vibration analysis using the refraction microtremor method (ReMi)  
The refraction microtremor method was performed to observe train-induced vibrations 
for geotechnical site characterisation. 1D (i.e. linear) and 2D (i.e. manual and L-shape) 
arrays were utilized for observing train-induced vibrations when trains passed the site 
and in either direction.  
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The resulting data plots of particle motions showed that the vibrations generated by 
Pendolino and Midland passenger trains are consistent with Rayleigh waves and the 
vibrations generated by heavy goods freight trains were found not to be consistent. The 
inconsistency of vibrations from heavy goods freight trains was interpreted due to the 
trains acting as a complex multiple source for greater range of distance. 
The effective investigated depth range which was resolved by the shear wave velocity 
calculations had a range between 10 m – 50 m bgl. The effected investigated depth is a 
function of the observed frequency range, the higher the frequency the shallower 
investigated depths. This study highlights the need for active seismic surveys to be carried 
out alongside passive seismic surveys (i.e. the train-induced vibrations) to investigate the 
top 10 m bgl, or indeed another technique (e.g., CPT surveys, etc.). 
The linear arrays, orientated parallel to the railway, were found to be the optimal survey 
configuration to observe train-induced vibrations. The linear arrays, oriented orthogonal 
to the railway, and 2D array configurations (i.e. the manual and L-shape arrays), were 
found to be relatively poor to observe train-induced vibrations, due to both the limited 
investigated depth bgl and the unlikely shear wave velocity values calculated for the study 
site.  
Although the linear arrays, oriented parallel to the railway, were found to be the best 
survey configuration, different shear wave velocities were determined from the three 
seismic components which was not physically possible. The vertical component resolves 
the greatest shear wave velocity, whilst the horizontal orthogonal resolves the smallest. 
The differences in shear wave velocity might be from observing different apparent wave 
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velocities, on different seismic components. The apparent wave velocity is calculated 
from a moving source (the trains) passing the deployed array in a transverse direction (i.e. 
the moving train is not in-line with the seismic array) and most of the generated 
vibrations were thus approaching obliquely and/or broadside the array’s orientation.  
The geological heterogeneity of the site may be another reason for different shear wave 
velocities, based on the survey configuration, inverting Love waves (on the horizontal 
seismic components) and Rayleigh waves (on the vertical component) can suggest and 
indicate the site’s heterogeneity. Another possible reason might be the embankment 
waveguide effect contributes to the shear wave velocity differences. 
The considerable difference in shear wave velocities on different seismic components, 
therefore, is regarded as the main limitation for using the train-induced vibrations, as 
passive seismic waves, for geotechnical site characterisation. In addition, passive seismic 
surveys close to railway routes, are suggested to be carried out when there is no moving 
train passing the site during the recording time.  
The Doppler shift could not be seen on the spectrograms of the observed vibrations from 
the three seismic components, different types of trains (Pendolino and Midland 
passenger trains and heavy goods freight trains) and for trains travelling in either 
direction. The theoretical Doppler shift analysis shows that the expected shift in the 
observed vibrations is about 0.8 Hz at 20 Hz observed frequency. Furthermore, the 
transition, in Doppler shift, would be smoother with increasing distance away from the 
railway.  
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In contrast to previous studies, this study shows that the trains vibrations have increasing 
magnitudes with increasing drift deposit thicknesses and/or trains vibrations might be 
passed through different material for trains travel either destination. 
  
264 
 
 
7.2 Recommendations for future work 
7.2.1 Buried foundation detection surveys 
It is recommended that these surveys should be acquired over a bigger target which may 
be buried at different depths bgl. Different sites with different backgrounds and 
conditions, for example, moisture content, are recommended to be tested to determine 
what effect these variations will have on target discriminations in electrical resistivity 
datasets. Other electrode configurations could be tested, especially those less sensitive to 
the electrical noise encountered here in this ‘urban’ site. True 3D datasets might also 
generate better representation of the target, take in consideration the available 
equipment and data resolution (i.e. the higher resolution the more equipment will be 
needed). Other geophysical methods, for example, ground penetrating radar, might be 
worth testing to determine optimal detection techniques for buried foundations.  
7.2.2 The potential HS2 site characterisation: as a case study 
It is recommended to undertake closer-spaced CPT soundings for better horizontal data 
resolution and more detailed investigations for the shallow site depths bgl (i.e. < 4 m). 
Using an anchored drill-rig CPT should help to investigate deeper and even penetrate 
through the gravelly layer which was not possible in this study. Performing seismic CPT 
soundings would also facilitate shear wave velocity determination and, ultimately, shear 
modulus as a stiffness parameter. Conducting CPT soundings as a grid would also help to 
understand the deposits’ architecture variation in 3D. 
Smaller electrode spacings for the resistivity surveys and smaller shot points spacing for 
the 2D MASW surveys are suggested to generate higher resolution 2D profiles for more 
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detailed investigations. Applying longer seismic arrays (for the 1D and 2D MASW) should 
also result in deeper penetration depths. Seismic refraction surveys would also help to 
determine the deposits-bedrock interface location and confirm the microgravity data 
interpretations. Collection more microgravity data using longer survey profiles, higher 
resolution datasets and most importantly, survey profile(s) cross the railway embankment 
and the river Trent would also help to identify the deposits-bedrock interface and to 
image the expected over-deepened river channel. Collecting soil samples from a certain 
depth (say 1 m) bgl would help to determine the estimated moisture content using the 
resistivity data. Drilling a borehole(s) should not only contribute to get more direct data 
but also can facilitate the geophysical data interpretation for better ground truthing. 
More sophisticated algorithms for the active seismic (MASW) data processing, are 
recommended, especially algorithms based on joint inversion, for example, the “MuLTI” 
algorithm, which not only constrains investigated depth by another external dataset but 
also can assess the reliability of the obtained model, for more details about the “MuLTI” 
algorithm, see Killingbeck et al. (2018). 
7.2.3 Train-induced vibration analysis 
It is suggested to collect more ReMi datasets using linear arrays that are oriented parallel 
to the railway embankment, with datasets generated by Pendolino and Midland 
passenger trains. The observed data should be then sorted based on the train type, and 
then inverted separately to determine shear wave velocity against depth for each dataset 
(i.e. based on the train type). Manual comparison of shear wave velocity profiles would 
help to work out the train type effect on the shear wave velocity profiles.  
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It is recommended to collect train-induced vibrations using the seismic interferometry 
method using three-component seismic station surveys. Then, inverting the datasets, 
separately, to find out if the wave velocities are consistent from different seismic 
components. This experiment should help to figure out if it is possible to have different 
apparent wave velocities on different seismic components.  
It is recommended to collect some ReMi datasets using lower frequency geophones (i.e. 
<4.5 Hz) to determine if the effective investigated depth can increase from that 
determined in this study. This might also help to determine the differences in shear wave 
velocities at deeper depths (i.e. deeper than the ≈ 50 m depth determined on the LLAS 
no. 1-2 in this study). 
Another suggested experiment would be collecting at different distances from the railway 
line/embankments using the three-component seismic stations. Although the ground 
underneath each array would be expected to be different and have a specific shear wave 
velocity-depth profile, this experiment would help to determine an optimum distance 
away from the railway lines, or if there is a correlation of vibration with distance. 
It is recommended to use more functional software package for inverting the train-
induced vibrations rather than the SeisImager/SW. Vibrations observed on the horizontal 
components are recommended to be inverted using specific packages/algorithms that 
already designed to invert Love wave. 
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7.3 Concluding remarks 
Non-invasive geophysical techniques represent an excellent tool for geotechnical site 
characterisation surveys. Electrical resistivity tomography was shown to detect buried 
foundations in brownfield sites, with Wenner and dipole-dipole arrays being optimal 
electrode configurations. Performing desk studies and understanding the buried 
foundation and background site conditions should assist the design of the optimal survey 
parameters such as survey orientation and electrode spacing. 
Integration of different geophysical survey technique(s), coupled with conventional site 
tests should provide the best approach for a robust site investigation and ground 
truthing.  
Passing passenger trains on study sites generate ground vibrations that are consistent 
with simple Rayleigh waves and the vibrations generally span low frequencies. These can 
be utilized to extract shear wave velocity-depth profiles, but different wave velocities can 
be measured in different seismic components, which may be problematic. 
This study highlights that there is a need for further studies into resistivity surveying over 
buried foundations using different electrode configurations, and for bigger foundation 
dimensions and different background hosting material. More research is needed into 
train-induced vibrations, for example, using different sites such as earth-cutting and at-
grade rail-lines and varying distance of surveys from railway lines. 
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