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Abstract
The nonlinear Klein-Gordon (NLKG) equation on a manifold M in
the nonrelativistic limit, namely as the speed of light c tends to infinity,
is considered. In particular, a higher-order normalized approximation of
NLKG (which corresponds to the NLS at order r = 1) is constructed,
and when M is a smooth compact manifold or Rd it is proved that the
solution of the approximating equation approximates the solution of the
NLKG locally uniformly in time. When M = Rd, d ≥ 2, it is proved
that solutions of the linearized order r normalized equation approximate
solutions of linear Klein-Gordon equation up to times of order O(c2(r−1))
for any r > 1.
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1 Introduction
In this paper the nonlinear Klein-Gordon (NLKG) equation in the nonrelativis-
tic limit, namely as the speed of light c tends to infinity, is studied. Formal
computations going back to the the first half of the last century suggest that,
up to corrections of order O(c−2), the system should be described by the nonlin-
ear Schrödinger (NLS) equation. Subsequent mathematical results have shown
that the NLS describes the dynamics over time scales of order O(1).
The nonrelativistic limit for the Klein-Gordon equation on Rd has been ex-
tensively studied over more then 30 years, and essentially all the known results
only show convergence of the solutions of NLKG to the solutions of the ap-
proximate equation for times of order O(1). The typical statement ensures
convergence locally uniformly in time. In a first series of results (see [Tsu84],
[Naj90] and [Mac01]) it was shown that, if the initial data are in a certain
smoothness class, then the solutions converge in a weaker topology to the solu-
tions of the approximating equation. These are informally called “results with
loss of smoothness”. Although in this paper a longer time convergence is proved,
these results also fill in this group.
Some other results, essentially due to Machihara, Masmoudi, Nakanishi and
Ozawa, ensure convergence without loss of regularity in the energy space, again
over time scales of order O(1) (see [MNO02], [MN02] and [N+08]).
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Concerning radiation solutions there is a remarkable result (see [Nak02]) by
Nakanishi, who considered the complex NLKG in the defocusing case, in which
it is known that all solutions scatter (and thus the scattering operator exists),
and proved that the scattering operator of the NLKG equation converges to the
scattering operator of the NLS. It is important to remark that this result is not
contained in the one proved here and does not contain it.
Recently Lu and Zhang in [LZ16] proved a result which concerns the NLKG
with a quadratic nonlinearity. Here the problem is that the typical scale over
which the standard approach allows to control the dynamics is O(c−1), while
the dynamics of the approximating equation takes place over time scales of order
O(1). In that work the authors are able to use a normal form transformation
(in a spirit quite different from ours) in order to extend the time of validity of
the approximation over the O(1) time scale. We did not try to reproduce or
extend that result.
In this paper some results for the dynamics of NLKG are obtained. Actu-
ally two kinds of results are proved: a global existence result for NLKG (see
Theorem 2.1), uniform as c→∞, and approximation results (see Theorem 2.3
and Theorem 2.4) showing that solutions of NLKG can be approximated by
solutions of suitable higher order NLS equations. Approximation results are
different in the case where the equation lives on R3 or in a compact manifold:
when M is a smooth compact manifold or Rd the solution of NLS approximates
the solution of the original equation locally uniformly in time; when M = Rd,
d ≥ 2, it is possible to prove that solutions of the linearized approximating
equation approximate solutions of the linear Klein-Gordon equation up to times
of order O(c2(r−1)), for any r > 1.
The present paper can be thought as an example in which techniques from
canonical perturbation theory are used together with results from the theory of
dispersive equations in order to understand the singular limit of some Hamilto-
nian PDEs. In this context, the nonrelativistic limit of the NLKG is a relevant
example.
The issue of nonrelativistic limit has been studied also in the more gen-
eral Maxwell-Klein-Gordon system ([BMS04], [MN03]), in the Klein-Gordon-
Zakharov system ([MN08], [MN10]), in the Hartree equation ([CO06]) and in
the pseudo-relativistic NLS ([CS16]). However, all these results proved the con-
vergence of the solutions of the limiting system in the energy space ([CO06]
studied also the convergence in Hk), locally uniformly in time; no information
could be obtained about the convergence of solutions for longer (in the case of
NLKG, that means c-dependent) timescales.
Other examples of singular perturbation problems that have been studied
either with canonical perturbation theory or with other techniques (typically
multiscale analysis) are the problem of the continuous approximation of lattice
dynamics (see e.g. [BP06], [Sch10]) and the semiclassical analysis of Schrödinger
operators (see e.g. [RT87], [AC07]). In the framework of lattice dynamics, the
time scale covered by all known results is that typical of averaging theorems,
which corresponds to our O(1) time scale. Hopefully the methods developed in
the present paper could allow to extend the time of validity of those results.
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The paper is organized as follows. In sect. 2 we state the results of the pa-
per, together with some examples and comments. In sect. 3 we show Strichartz
estimates for the linear KG equation and for the KG equation with potential, as
well as a global existence result uniform with respect to c for the cubic NLKG
equation on R3. In sect. 4 we state the main abstract result of the paper. In
the subsequent sect. 5 we present the proof of the abstract result, which is
based on a Galerkin averaging technique, along with some remarks and variant
of the result. Next, in sect. 6 we apply the abstract theorem to the NLKG
equation, making some explicit computations of the normal form at the first
and at the second step. In the following sect. 7 we deduce some results about
the approximation of solutions locally uniformly in time, while in sect. 8 we
discuss the approximation for longer timescales: in particular, to deduce the
latter we will exploit some dispersive properties of the KG equation reported
in sect. 3. Finally, in Appendix A we will report some Birkhoff Normal Form
estimates (the approach is essentially the same as in [Bam99]), and in Appendix
B we will prove some interpolation theory results for relativistic Sobolev spaces,
and we exploit them to deduce Strichartz estimates for the KG equation with
potential.
Acknowledgments. This work is based on author’s PhD thesis. He would
like to express his thanks to his supervisor Professor Dario Bambusi.
2 Statement of the Main Results
The NLKG equation describes the motion of a spinless particle with massm > 0.
Consider first the real NLKG
~2
2mc2
utt − ~
2
2m
∆u+
mc2
2
u+ λ|u|2(l−1)u = 0, (1)
where c > 0 is the speed of light, ~ > 0 is the Planck constant, λ ∈ R, l ≥ 2,
c > 0.
In the following m = 1, ~ = 1. As anticipated above, one is interested in the
behaviour of solutions as c→∞.
First it is convenient to reduce equation (1) to a first order system, by making
the following symplectic change variables
ψ :=
1√
2
[( 〈∇〉c
c
)1/2
u− i
(
c
〈∇〉c
)1/2
v
]
, v = ut/c
2,
where
〈∇〉c := (c2 −∆)1/2, (2)
which reduces (1) to the form
−iψt = c〈∇〉cψ + λ
2l
(
c
〈∇〉c
)1/2 [(
c
〈∇〉c
)1/2
(ψ + ψ¯)
]2l−1
, (3)
which is hamiltonian with Hamiltonian function given by
H(ψ¯, ψ) =
〈
ψ¯, c〈∇〉cψ
〉
+
λ
2l
∫ [(
c
〈∇〉c
)1/2
ψ + ψ¯√
2
]2l
dx. (4)
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To state our first result, introduce for any k ∈ R and for any 1 < p <∞ the
following relativistic Sobolev spaces
W k,pc (R3) :=
{
u ∈ Lp : ‖u‖W k,pc :=
∥∥c−k 〈∇〉kcu∥∥Lp < +∞} , (5)
H kc (R3) :=
{
u ∈ L2 : ‖u‖H kc :=
∥∥c−k 〈∇〉kcu∥∥L2 < +∞} , (6)
and remark that the energy space is H 1/2c . Remark that for finite c > 0 such
spaces coincide with the standard Sobolev spaces, while for c = ∞ they are
equivalent to the Lebesgue spaces Lp.
In the following the notation a  b is used to mean: there exists a positive
constant K that does not depend on c such that a ≤ Kb.
We begin with a global existence result for the NLKG (3) in the cubic case,
l = 2, for small initial data.
Theorem 2.1. Consider Eq. (3) with l = 2 on R3.
There exists ∗ > 0 such that, if the norm of the initial datum ψ0 fulfills
‖ψ0‖H 1/2c ≤ ∗, (7)
then the corresponding solution ψ(t) of (3) exists globally in time:
‖ψ(t)‖
L∞t H
1/2
c
 ‖ψ0‖H 1/2c , (8)
All the constants do not depend on c.
Remark 2.2. For finite c this is the standard result for small amplitude solu-
tion, while for c =∞ it becomes the standard result for the NLS: thus Theorem
2.1 interpolates between these apparently completely different situations. Remark
that the lack of a priori estimates for the solutions of NLKG in the limit c→∞
was the main obstruction in order to obtain global existence results uniform in
c in standard Sobolev spaces.
One is now interested in discussing the approximation of the solutions of
NLKG with NLS-type equations. Before giving the result we describe the gen-
eral strategy we use to get them.
Remark that Eq. (1) is Hamiltonian with Hamiltonian function (4). If one
divides the Hamiltonian by a factor c2 (which corresponds to a rescaling of time)
and expands in powers of c−2 it takes the form
〈ψ, ψ¯〉+ 1
c2
Pc(ψ, ψ¯) (9)
with a suitable funtion Pc. One can notice that this Hamiltonian is a perturba-
tion of h0 := 〈ψ, ψ¯〉, which is the generator of the standard Gauge transform,
and which in particular admits a flow that is periodic in time. Thus the idea is
to exploit canonical perturbation theory in order to conjugate such a Hamilto-
nian system to a system in normal form, up to remainders of order O(c−2r), for
any given r ≥ 1.
The problem is that the perturbation Pc has a vector field which is small only
as an operator extracting derivatives. One can Taylor expand Pc and its vector
field, but the number of derivatives extracted at each order increases. This
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situation is typical in singular perturbation problems. Problems of this kind
have already been studied with canonical perturbation theory, but the price to
pay to get a normal form is that the remainder of the perturbation turns out to
be an operator that extracts a large number of derivatives.
In Sect. 6 the normal form equation is explicitly computed in the case r = 2:
−iψt = c2ψ − 1
2
∆ψ +
3
4
λ|ψ|2ψ
+
1
c2
[
51
8
λ2|ψ|4ψ + 3
16
λ
(
2|ψ|2 ∆ψ + ψ2∆ψ¯ + ∆(|ψ|2ψ¯))− 1
8
∆2ψ
]
,
(10)
namely a singular perturbation of a Gauge-transformed NLS equation. If one,
after a gauge transformation, only considers the first order terms, one has the
NLS, for which radiation solution exist (for example in the defocusing case all
solutions are of radiation type). For higher order NLS there are very few results
(see for example [MS11]).
The standard way to exploit such a “singular” normal form is to use it just to
construct some approximate solution of the original system, and then to apply
Gronwall Lemma in order to estimate the difference with a true solution with
the same initial datum (see for example [BCP02]).
This strategy works also here, but it only leads to a control of the solutions
over times of order O(c2). When scaled back to the physical time, this allows
to justify the approximation of the solutions of NLKG by solutions of the NLS
over time scales of order O(1), on any manifold admitting a Littlewood-Paley
decomposition (such as Riemannian smooth compact manifolds, or Rd; see the
introduction of [Bou10] for the construction of Littlewood-Paley decomposition
on manifolds).
Theorem 2.3. Let M be a manifold which admits a Littlewood-Paley decom-
position, and consider Eq. (3) on M .
Fix r ≥ 1, R > 0, k1  1, 1 < p < +∞. Then ∃ k0 = k0(r) > 0 with the
following properties: for any k ≥ k1 there exists cl,r,k,p,R  1 such that for any
c > cl,r,k,p,R, if
‖ψ0‖k+k0,p ≤ R
and there exists T = Tr,k,p > 0 such that the solution ψr of the equation in
normal form up to order r (96) with initial datum ψ0 satisfies
‖ψr(t)‖k+k0,p ≤ 2R, for 0 ≤ t ≤ T,
then
‖ψ(t)− ψr(t)‖k,p  1
c2
, for 0 ≤ t ≤ T. (11)
where ψ(t) is the solution of (3) with initial datum ψ0.
A similar result has been obtained for the caseM = Td by Faou and Schratz,
who aimed to construct numerical schemes which are robust in the nonrelativis-
tic limit (see [FS14]; see also [BD12], [BZ16] and to [BFS16] for some numerical
analysis of the nonrelativistic limit of the NLKG).
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The idea one uses here in order to improve the time scale of the result is
that of substituting Gronwall Lemma with a more sophisticated tool, namely
dispersive estimates and the retarded Strichartz estimate. This can be done
each time one can prove a dispersive or a Strichartz estimate (in the spaces
W k,pc or W k,p) for the linearization of equation (3) on the approximate solution
uniformly in c.
It turns out that this is a quite hard task, and we were able to accomplish
it only for the linear KG equation on Rd. In order to state our approximation
result, we consider the approximate equation given by the Hamilton equations
of the normal form truncated at order O(c−2r), and let ψr be a solution of such
a linearized normal form equation.
Theorem 2.4. Consider (1) on Rd, d ≥ 2. Fix r ≥ 1 and k1  1. Then ∃
k0 = k0(r) > 0 such that for any k ≥ k1, if we denote by ψr the solution of the
linearized normal equation (103) with initial datum ψ0 ∈ Hk+k0 and by ψ the
solution of the linear KG equation (12) with the same initial datum, then there
exists c∗ := c∗(r, k) > 0 such that for any c > c∗
sup
t∈[0,T ]
‖ψ(t)− ψr(t)‖Hkx 
1
c2
, T  c2(r−1).
This result has been proved in the case r = 1 in Appendix A of [CLM15].
In order to approximate small radiation solutions of the NLKG equation, we
would need to use dispersive estimates for the normal form equation, which un-
fortunately are not present in the literature. We defer this problem to a future
work.
There are other well known solutions of NLS which would be interesting to
study; indeed, it is well known that in the case of mixed-type nonlinearity
iψt = −∆ψ − (|ψ|2 − |ψ|4)ψ,
such an equation admits linearly stable solitary wave solutions; it can also be
proved that the standing waves of NLS can be modified in order to obtain stand-
ing wave solutions of the normal form of order r, for any r. It would be of clear
interest to prove that true solutions starting close to such standing wave remain
close to them for long times (remark that the NLKG does not admit stable
standing wave solutions, see [OT07]); in order to get such a result one should
prove a Strichartz estimate for NLKG close to the approximate solution and
uniformly in c.
Before closing the subsection, a few technical comments: the first one is
that here we develop normal form in the framework of the spaces W k,p, while
known results in Galerkin averaging theory only allow to deal with the spaces
Hk. This is due to the fact that the Fourier analysis is used in order to approxi-
mate the derivatives operators with bounded operators. Thus the first technical
step needed in order to be able to exploit dispersion is to reformulate Galerkin
averaging theory in terms of dyadic decompositions. This is done in Theorem
4.3.
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3 Dispersive properties of the Klein-Gordon equa-
tion
We briefly recall some classical notion of Fourier analysis on Rd. Recall the
definition of the space of Schwartz (or rapidly decreasing) functions,
S := {f ∈ C∞(Rd,R)| sup
x∈Rd
(1 + |x|2)α/2|∂βf(x)| < +∞, ∀α ∈ Nd,∀β ∈ Nd}.
In the following 〈x〉 := (1 + |x|2)1/2.
Now, for any f ∈ S the Fourier transform of f , fˆ : Rd → R, is defined by the
following formula
fˆ(ξ) := (2pi)−d/2
∫
Rd
f(x)e−i〈x,ξ〉dx, ∀ξ ∈ Rd,
where 〈·, ·〉 denotes the scalar product in Rd.
At the beginning we will obtain Strichartz estimates for the linear equation
−i ψt = c〈∇〉c ψ, x ∈ R3. (12)
Proposition 3.1. For any Schrödinger admissible couples (p, q) and (r, s),
namely such that
2 ≤ p, r ≤ ∞,
2 ≤ q, s ≤ 6,
2
p
+
3
q
=
3
2
,
2
r
+
3
s
=
3
2
,
one has
‖〈∇〉
1
q− 1p
c e
it c〈∇〉c ψ0‖LptLqx  c
1
q− 1p− 12 ‖〈∇〉1/2c ψ0‖L2 , (13)
∥∥∥∥〈∇〉 1q− 1pc ∫ t
0
ei(t−s) c〈∇〉c F (s) ds
∥∥∥∥
LptL
q
x
 c 1q− 1p+ 1s− 1r−1 ‖〈∇〉 1r− 1s+1c F‖Lr′t Ls′x .
(14)
Remark 3.2. The above result can be easily generalized to the d-dimensional
case, d ≥ 2, if we consider (p, q) and (r, s) such that
2 ≤ p, r ≤ ∞,
2 ≤ q, s ≤ 2d
d− 2 ,
2
p
+
d
q
=
d
2
,
2
r
+
d
s
=
d
2
,
(p, q, d), (r, s, d) 6= (2,+∞, 2),
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Remark 3.3. By choosing p = +∞ and q = 2, we get the following a priori
estimate for finite energy solutions of (12),
‖c1/2〈∇〉1/2c eit c〈∇〉c ψ0‖L∞t L2x  ‖c1/2〈∇〉1/2c ψ0‖L2 .
We also point out that, since the operators 〈∇〉 and 〈∇〉c commute, the above
estimates in the spaces LptLqx extend to estimates in L
p
tW
k,q
x for any k ≥ 0.
Proof. We recall a result reported by D’Ancona-Fanelli in [DF08] for the oper-
ator 〈∇〉 := 〈∇〉1.
Lemma 3.4. For all (p, q) Schrödinger-admissible exponents (ie, s.t. 2p+
3
q =
3
2)
‖eiτ 〈∇〉 φ0‖
Lpτ W
1
q
− 1
p
− 1
2
,q
y
= ‖〈∇〉 1q− 1p− 12 eit 〈∇〉 φ0‖Lpτ Lqy ≤ ‖φ0‖L2y .
Now, the solution of equation (12) satifies ψˆ(t, ξ) = eic〈ξ〉ctψˆ0(ξ). We then
define η := ξ/c, in order to have that
φˆ(c2t, η) := ψˆ(t, cη) = ψˆ(t, ξ),
and in particular that φˆ0(η) = ψˆ0(ξ).
Since
〈ξ〉c =
√
c2 + |ξ|2 = c
√
1 + |ξ|2/c2, (15)
we get
φˆ(t, η) = eit c
2〈ξ/c〉φˆ0(ξ/c)
= ei tc
2 〈η〉φˆ0(η)
= ei τ 〈η〉φˆ0(η)
if we set τ := c2t. Now, by setting y := cx a simple scaling argument leads to
‖eiτ 〈∇〉 φ0‖Lpτ Lqy  ‖〈∇〉
1
p− 1q+ 12 φ0‖L2 = ‖ 〈η〉
1
p− 1q+ 12 φˆ0‖L2
and since
‖ 〈η〉k φˆ0‖2L2 =
∫
R3
〈η〉2k |φˆ0(η)|2 dη
=
∫
R3
〈
ξ
c
〉2k
|φˆ0(η/c)|2 dξ
c3
=
1
c2k+3
∫
R3
〈ξ〉2kc |ψˆ0(ξ)|2 dξ,
we get
‖ 〈η〉 1p− 1q+ 12 φˆ0‖L2 = 1
c
3
2− 1q+ 1p+ 12
‖〈∇〉
1
p− 1q+ 12
c ψ0‖L2 , (16)
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while on the other hand
ψ(t, x) = (2pi)−d/2
∫
R3
ei〈ξ,x〉 ψˆ(t, ξ) dξ = (2pi)−d/2
∫
R3
ei〈η,cx〉 ψˆ(t, cη) c3dη
= (2pi)−d/2 c3
∫
R3
ei〈η,cx〉 φˆ(c2t, η) dη = c3 φ(c2t, cx),
yields
‖ψ‖LptLqx = c3− 3/q− 2/p ‖φ‖LpτLqy . (17)
Hence we can deduce (13); via a scaling argument we can also deduce (14).
One important application of the Strichartz estimates for the free Klein-
Gordon equation is Theorem 2.1, namely a global existence result uniform with
respect to c for the NLKG equation (3) with cubic nonlinearity (this means
l = 2), with small initial data.
Proof of Theorem 2.1. It just suffices to apply Duhamel formula,
ψ(t) = eitc∇cψ0 + i
λ
2l
∫ t
0
ei(t−s)c∇c
(
c
〈∇〉c
)1/2 [(
c
〈∇〉c
)1/2
(ψ + ψ¯)
]2l−1
,
and Proposition 3.1 with p = +∞, in order to get that
‖ψ(t)‖
L∞t H
1/2
c
 ‖ψ0‖H 1/2c + c
1/s−1/r
∥∥∥∥∥∥∇1/r−1/sc
[(
c
〈∇〉c
)1/2
(ψ + ψ¯)
]3∥∥∥∥∥∥
Lr
′
t L
s′
x
,
but by choosing r = +∞ and by Hölder inequality we get
‖ψ(t)‖
L∞t H
1/2
c
 ‖ψ0‖H 1/2c +
∥∥∥∥∥∥
[(
c
〈∇〉c
)1/2
(ψ + ψ¯)
]3∥∥∥∥∥∥
L1tL
2
x
 ‖ψ0‖H 1/2c +
∥∥∥∥∥∥
[(
c
〈∇〉c
)1/2
(ψ + ψ¯)
]2∥∥∥∥∥∥
L1tL
3
x
∥∥∥∥∥
(
c
〈∇〉c
)1/2
(ψ + ψ¯)
∥∥∥∥∥
L∞t L6x
 ‖ψ0‖H 1/2c +
∥∥∥∥∥
(
c
〈∇〉c
)1/2
(ψ + ψ¯)
∥∥∥∥∥
2
L2tL
6
x
∥∥∥∥∥
(
c
〈∇〉c
)1/2
(ψ + ψ¯)
∥∥∥∥∥
L∞t L6x
 ‖ψ0‖H 1/2c + ‖ψ‖
2
L2tW
−1/2,6
c
‖ψ‖
L∞t W
−1/2,6
c
 ‖ψ0‖H 1/2c + ‖ψ‖
2
L2tW
−1/3,6
c
‖ψ‖
L∞t H
1/2
c
,
and one can conclude by a standard continuation argument.
We also give a formulation of the Kato-Ponce inequality for the relativistic
Sobolev spaces.
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Proposition 3.5. Let f, g ∈ S(R3), and let c > 0, 1 < r <∞ and k ≥ 0. Then
‖f g‖W k,rc  ‖f‖W k,r1c ‖g‖Lr2 + ‖f‖Lr3‖g‖W k,r4c , (18)
with
1
r
=
1
r1
+
1
r2
=
1
r3
+
1
r4
, 1 < r1, r4 < +∞.
Remark 3.6. For c = 1 Eq. (18) reduces to the classical Kato-Ponce inequality.
Proof. We follow an argument by Cordero and Zucco (see Theorem 2.3 in
[CZ11]).
We introduce the dilation operator Sc(f)(x) := f(x/c), for any c > 0.
Then we apply the classical Kato-Ponce inequality to the rescaled product
Sc(fg) = Sc(f) Sc(g),
‖Sc(fg)‖Wk,r  ‖Sc(f)‖Wk,r1 ‖Sc(g)‖Lr2 + ‖Sc(f)‖Lr3 ‖Sc(g)‖Wk,r4 , (19)
where
1
r
=
1
r1
+
1
r2
=
1
r3
+
1
r4
, 1 < r1, r4 < +∞.
Now, combining the commutativity property
〈∇〉kSc(f)(x) = c−kSc(〈∇〉kc f)(x),
with the equality ‖Sc(f)‖Lr = c−3/r‖f‖Lr , we can rewrite (19) as
‖〈∇〉k(f g)‖Lr  ‖〈∇〉kf‖Lr1‖g‖Lr2 + ‖f‖Lr3‖〈∇〉kg‖Lr4 ,
and this leads to the thesis.
We conclude with another dispersive result, which could be interesting in
itself: by exploiting the boundedness of the wave operators for the Schrödinger
equation, we can deduce Strichartz estimates for the KG equation with potential.
Theorem 3.7. Let c ≥ 1, and consider the operator
H(x) := c(c2 −∆ + V (x))1/2 = H0(1 + 〈∇〉−2c V )1/2, (20)
where V ∈ C(R3,R) is a potential such that
|V (x)|+ |∇V (x)|  〈x〉−β , x ∈ R3,
for some β > 5, and that 0 is neither an eigenvalue nor a resonance for the
operator −∆ + V (x). Let (p, q) be a Schrödinger admissible couple, and assume
that ψ0 ∈ 〈∇〉−1/2c L2 is orthogonal to the bound states of −∆ + V (x). Then
‖〈∇〉
1
q− 1p
c e
itH(x)ψ0‖LptLqx  c
1
q− 1p− 12 ‖〈∇〉1/2c ψ0‖L2 . (21)
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In order to prove Theorem 3.7 we recall Yajima’s result on wave operators
[Yaj95] (where we denote by Pc(−∆ + V ) the projection onto the continuous
spectrum of the operator −∆ + V ).
Theorem 3.8. Assume that
• 0 is neither an eigenvalue nor a resonance for −∆ + V ;
• |∂αV (x)|  〈x〉−β for |α| ≤ k, for some β > 5.
Consider the strong limits
W± := lim
t→±∞ e
it(−∆+V )eit∆, Z± := lim
t→±∞ e
−it∆eit(∆−V )Pc(−∆ + V ).
Then W± : L2 → Pc(−∆ + V )L2 are isomorphic isometries which extend into
isomorphisms W± : W k,p → Pc(−∆+V )W k,p for all p ∈ [1,+∞], with inverses
Z±. Furthermore, for any Borel function f(·) we have
f(−∆ + V )Pc(−∆ + V ) =W±f(−∆)Z±, f(−∆) = Z±f(−∆ + V )Pc(−∆ + V )W±.
(22)
Now, in the case c = 1 one can derive Strichartz estimates for H(x) from the
Strichartz estimates for the free KG equation, just by applying the aforemen-
tioned Theorem by Yajima in the case k = 1 (since 1/p−1/q+1/2 ∈ [0, 5/6] for
all Schrödinger admissible couples (p, q)). This was already proved in [BC11]
(see Lemma 6.3). In the general case, this will follow from an interpolation
theory argument, and we defer it to Appendix B.
4 Galerkin Averaging Method
Consider the scale of Banach spaces W k,p(M,Cn × Cn) 3 (ψ, ψ¯) (k ≥ 1, 1 <
p < +∞, n ∈ N0) endowed by the standard symplectic form. Having fixed k
and p, and Uk,p ⊂W k,p open, we define the gradient of H ∈ C∞(Uk,p,R) w.r.t.
ψ¯ as the unique function s.t.〈∇ψ¯H, h¯〉 = dψ¯Hh¯, ∀h ∈W k,p,
so that the Hamiltonian vector field of a Hamiltonian function H is given by
XH(ψ, ψ¯) = (i∇ψ¯H, −i∇ψH).
The open ball of radius R and center 0 in W k,p will be denoted by Bk,p(R).
Now, we call an admissible family of cut-off (pseudo-differential) operators
a sequence (pij(D))j≥0, where pij(D) : W k,p →W k,p for any j ≥ 0, such that
• for any j ≥ 0 and for any f ∈W k,p
f =
∑
j≥0
pij(D)f ;
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• for any j ≥ 0 pij(D) can be extended to a self-adjoint operator on L2, and
there exist constants K1, K2 > 0 such that
K1
∑
j≥0
‖pij(D)f‖2L2
1/2 ≤ ‖f‖L2 ≤ K2
∑
j≥0
‖pij(D)f‖2L2
1/2 ;
• for any j ≥ 0, if we denote by Πj(D) :=
∑j
l=0 pil(D), there exist positive
constants K ′, (possibly depending on k and p) such that
‖Πjf‖k,p ≤ K ′ ‖f‖k,p ∀f ∈W k,p;
• there exist positive constants K ′′1 , K ′′2 (possibly depending on k and p)
and an increasing and unbounded sequence (Kj)j∈N ⊂ R+ such that
K ′′1 ‖f‖Wk,p ≤
∥∥∥∥∥∥∥
∑
j∈N
K2kj |pij(D)f |2
1/2
∥∥∥∥∥∥∥
Lp
≤ K ′′2 ‖f‖Wk,p . (23)
Remark 4.1. Let k ≥ 0, M be either Rd or the d-dimensional torus Td, and
consider the Sobolev space Hk = Hk(M). One can readily check that Fourier
projection operators on Hk
pijψ(x) := (2pi)
−d/2
∫
j−1≤|k|≤j
ψˆ(k)eik·xdk, j ≥ 1
form an admissible family of cut-off operators. In this case we have
ΠNψ(x) := (2pi)
−d/2
∫
|k|≤N
ψˆ(k)eik·xdk, N ≥ 0,
and the constants (Kj)j∈N in (23) are given by Kj := j.
Remark 4.2. Let k ≥ 0, 1 < p < +∞, we now introduce the Littlewood-Paley
decomposition on the Sobolev space W k,p = W k,p(Rd) (see [Tay11], Ch. 13.5).
In order to do this, define the cutoff operators in W k,p in the following way:
start with a smooth, radial nonnegative function φ0 : Rd → R such that φ0(ξ) =
1 for |ξ| ≤ 1/2, and φ0(ξ) = 0 for |ξ| ≥ 1; then define φ1(ξ) := φ0(ξ/2)− φ0(ξ),
and set
φj(ξ) := φ1(2
1−jξ), j ≥ 2. (24)
Then (φj)j≥0 is a partition of unity,∑
j≥0
φj(ξ) = 1.
Now, for each j ∈ N and each f ∈W k,2, we can define φj(D)f by
F(φj(D)f)(ξ) := φj(ξ)fˆ(ξ).
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It is well known that for p ∈ (1,+∞) the map Φ : Lp(Rd)→ Lp(Rd, l2),
Φ(f) := (φj(D)f)j∈N,
maps Lp(Rd) isomorphically onto a closed subspace of Lp(Rd, l2), and we have
compatibility of norms ([Tay11], Ch. 13.5, (5.45)-(5.46)),
K ′p‖f‖Lp ≤ ‖Φ(f)‖Lp(Rd,l2) :=
∥∥∥∥∥∥∥
∑
j∈N
|φj(D)f |2
1/2
∥∥∥∥∥∥∥
Lp
≤ Kp‖f‖Lp ,
and similarly for the W k,p-norm, i.e. for any k > 0 and p ∈ (1,+∞)
K ′k,p‖f‖Wk,p ≤
∥∥∥∥∥∥∥
∑
j∈N
22jk|φj(D)f |2
1/2
∥∥∥∥∥∥∥
Lp
≤ Kk,p‖f‖Wk,p . (25)
We then define the cutoff operator ΠN by
ΠNψ :=
∑
j≤N
φj(D)ψ. (26)
Hence, according to the above definition, the sequence (φj(D))j≥0 is an admis-
sible family of cut-off operators.
We point out that the Littlewood-Paley decomposition, along with equality (25),
can be extended to compact manifolds (see [BGT04]), as well as to some partic-
ular non-compact manifolds (see [Bou10]).
Now we consider a Hamiltonian system of the form
H = h0 +  h+  F, (27)
where  > 0 is a parameter. We fix an admissible family of cut-off operators
(pij(D))j≥0 on W k,p(Rd). We assume that
PER h0 generates a linear periodic flow Φt with period 2pi,
Φt+2pi = Φt ∀t.
We also assume that Φt is analytic from W k,p to itself for any k ≥ 1, and
for any p ∈ (1,+∞);
INV for any k ≥ 1, for any p ∈ (1,+∞), Φt leaves invariant the space ΠjW k,p
for any j ≥ 0. Furthermore, for any j ≥ 0
pij(D) ◦ Φt = Φt ◦ pij(D);
NF h is in normal form, namely
h ◦ Φt = h.
13
Next we assume that both the Hamiltonian and the vector field of both h and
F admit an asymptotic expansion in  of the form
h ∼
∑
j≥1
j−1hj , F ∼
∑
j≥1
j−1Fj , (28)
Xh ∼
∑
j≥1
j−1Xhj , XF ∼
∑
j≥1
j−1XFj , (29)
and that the following properties are satisfied
HVF There exists R∗ > 0 such that for any j ≥ 1
· Xhj is analytic from Bk+2j,p(R∗) to W k,p;
· XFj is analytic from Bk+2(j−1),p(R∗) to W k,p.
Moreover, for any r ≥ 1 we have that
· Xh−∑rj=1 j−1hj is analytic from Bk+2(r+1),p(R∗) to W k,p;
· XF−∑rj=1 j−1Fj is analytic from Bk+2r,p(R∗) to W k,p.
The main result of this section is the following theorem.
Theorem 4.3. Fix r ≥ 1, R > 0, k1  1, 1 < p < +∞. Consider (27), and
assume PER, INV (with respect to the Littlewood-Paley decomposition), NF and
HVF. Then ∃ k0 = k0(r) > 0 with the following properties: for any k ≥ k1 there
exists r,k,p  1 such that for any  < r,k,p there exists T (r) : Bk,p(R) →
Bk,p(2R) analytic canonical transformation such that
Hr := H ◦ T (r) = h0 +
r∑
j=1
jZj + r+1 R(r),
where Zj are in normal form, namely
{Zj , h0} = 0, (30)
and
sup
Bk+k0,p(R)
‖XZj‖Wk,p ≤ Ck,p,
sup
Bk+k0,p(R)
‖XR(r)‖Wk,p ≤ Ck,p, (31)
sup
Bk,p(R)
‖T (r) − id‖Wk,p ≤ Ck,p . (32)
In particular, we have that
Z1(ψ, ψ¯) = h1(ψ, ψ¯) + 〈F1〉 (ψ, ψ¯),
where 〈F1〉 (ψ, ψ¯) :=
∫ 2pi
0
F1 ◦ Φt(ψ, ψ¯) dt2pi .
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5 Proof of Theorem 4.3
We first make a Galerkin cutoff through the Littlewood-Paley decomposition
(see [Tay11], Ch. 13.5).
In order to do this, fix N ∈ N, N  1, and introduce the cutoff operators
ΠN in W k,p by
ΠNψ :=
∑
j≤N
φj(D)ψ,
where φj(D) are the operators we introduced in Remark 4.2.
We notice that by assumption INV the Hamiltonian vector field of h0 gen-
erates a continuous flow Φt which leaves ΠNW k,p invariant.
Now we set H = HN,r +RN,r +Rr, where
HN,r := h0 +  hN,r +  FN,r, (33)
hN,r :=
r∑
j=1
j−1hj,N , hj,N := hj ◦ΠN , (34)
FN,r :=
r∑
j=1
j−1Fj,N , Fj,N := Fj ◦ΠN , (35)
and
RN,r := h0 +
r∑
j=1
jhj +
r∑
j=1
jFj −HN,r, (36)
Rr := 
h− r∑
j=1
j−1hj
+ 
F − r∑
j=1
j−1Fj
 . (37)
The system described by the Hamiltonian (33) is the one that we will put
in normal form.
In the following we will use the notation a  b to mean: there exists a posi-
tive constant K independent of N and R (but dependent on r, k and p), such
that a ≤ Kb.
We exploit the following intermediate results:
Lemma 5.1. For any k ≥ k1 and p ∈ (1,+∞) there exists Bk,p(R) ⊂W k,p s.t.
∀ σ > 0, N > 0
sup
Bk+σ+2(r+1),p(R)
‖XRN,r (ψ, ψ¯)‖Wk,p 

2σ(N+1)
, (38)
sup
Bk+2(r+1),p(R)
‖XRr (ψ, ψ¯)‖Wk,p  r+1. (39)
15
Proof. We recall that RN,r = h0 +
∑r
j=1 
jhj +
∑r
j=1 
jFj −HN,r.
Now, ‖id−ΠN‖Wk+σ,p→Wk,p  2−σ(N+1), since∥∥∥∥∥∥
∑
j≥N+1
φj(D)f
∥∥∥∥∥∥
Wk,p

∥∥∥∥∥∥∥
 ∑
j≥N+1
|2jkφj(D)f |2
1/2
∥∥∥∥∥∥∥
Lp
 2−σ(N+1)
∥∥∥∥∥∥∥
 ∑
j≥N+1
|2j(k+σ)φj(D)f |2
1/2
∥∥∥∥∥∥∥
Lp
 2−σ(N+1)‖f‖Wk+σ,p ,
hence
sup
ψ∈Bk+2(r+1)+σ,p(R)
‖XRN,r (ψ, ψ¯)‖Wk,p
 ‖dX∑r
j=1 
j(hj+Fj)‖L∞(Bk+2(r+1),p(R),Wk,p)‖id−ΠN‖L∞(Bk+2(r+1)+σ,p(R),Bk+2(r+1),p)
  2−σ(N+1).
The estimate of XRr follow from the hypothesis HVF.
Lemma 5.2. Let j ≥ 1. Then for any k ≥ k1 + 2(j − 1) and p ∈ (1,+∞) there
exists Bk,p(R) ⊂W k,p such that
sup
Bk,p(R)
‖Xhj,N (ψ, ψ¯)‖k,p ≤ K(h)j,k,p22jN ,
sup
Bk,p(R)
‖XFj,N (ψ, ψ¯)‖k,p ≤ K(F )j,k,p22(j−1)N ,
where
K
(h)
j,k,p := sup
Bk,p(R)
‖Xhj (ψ, ψ¯)‖k−2j,p,
K
(F )
j,k,p := sup
Bk,p(R)
‖XFj (ψ, ψ¯)‖k−2(j−1),p.
Proof. It follows from
sup
ψ∈Bk,p(R)
∥∥∥∥∥∥
∑
h≤N
φh(D)XFj,N (ψ, ψ¯)
∥∥∥∥∥∥
Wk,p
 sup
ψ∈Bk,p(R)
∥∥∥∥∥∥∥
∑
h≤N
|2hkφh(D)XFj,N (ψ, ψ¯)|2
1/2
∥∥∥∥∥∥∥
Lp
(40)
≤ 22(j−1)N sup
ψ∈Bk,p(R)
∥∥∥∥∥∥∥
∑
h≤N
|2h[k−2(j−1)]φh(D)XFj,N (ψ, ψ¯)|2
1/2
∥∥∥∥∥∥∥
Lp
(41)
 22(j−1)N sup
ψ∈Bk,p(R)
‖XFj,N (ψ, ψ¯)‖k−2(j−1),p (42)
= K
(F )
j,k,p 2
2(j−1)N , (43)
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and similarly for Xhj,N .
Next we have to normalize the system (33). In order to do this we need a
slight reformulation of Theorem 4.4 in [Bam99]. Here we report a statement of
the result adapted to our context.
Lemma 5.3. Let k ≥ k1 + 2r, p ∈ (1,+∞), R > 0, and consider the system
(33). Assume that  < 2−4Nr, and that
(K
(F,r)
k,p +K
(h,r)
k,p )r2
2Nr < 2−9e−1pi−1R, (44)
where
K
(F,r)
k,p := sup
1≤j≤r
sup
ψ∈Bk,p(R)
‖XFj (ψ, ψ¯)‖k−2(j−1),p,
K
(h,r)
k,p := sup
1≤j≤r
sup
ψ∈Bk,p(R)
‖Xhj (ψ, ψ¯)‖k−2j,p.
Then there exists an analytic canonical transformation T (r),N : Bk,p(R)→ Bk,p(2R)
such that
sup
Bk,p(R/2)
‖T (r),N (ψ, ψ¯)− (ψ, ψ¯)‖Wk,p ≤ 4pirK(F,r)k,p 22Nr,
and that puts (33) in normal form up to a small remainder,
HN,r ◦ T (r),N = h0 + hN,r + Z(r)N + r+1R(r)N , (45)
with Z(r)N is in normal form, namely {h0,N , Z(r)N } = 0, and
sup
Bk,p(R/2)
‖X
Z
(r)
N
(ψ, ψ¯)‖k,p ≤ 4 22Nr 
(
rK
(F,r)
k,p + rK
(h,r)
k,p
)
r22NrK
(F,r)
k,p
= 4r2K
(F,r)
k,p (K
(F,r)
k,p +K
(h,r)
k,p )2
4Nr, (46)
sup
Bk,p(R/2)
‖XR(r)N (ψ, ψ¯)‖k,p (47)
≤ 28eT
R
(K
(F,r)
k,p +K
(F,r)
k,p )r2
2Nr (48)
×
[
4T
R
(
2932e
T
R
(K
(F,r)
k,p +K
(F,r)
k,p )K
(F,r)
k,p r
224Nr+ 5K
(h,r)
k,p r2
2Nr + 5K
(F,r)
k,p r2
2Nr
)
r
]r
(49)
The proof of Lemma 5.3 is postponed to Appendix A.
Remark 5.4. In the original notation of Theorem 4.4 in [Bam99] we set
P = W k,p,
hω = h0,
hˆ = hN,r,
f = FN,r,
f1 = r = g ≡ 0,
F = K
(F,r)
k,p r2
2Nr ,
F0 = K
(h,r)
k,p r2
2Nr .
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Remark 5.5. Actually, Lemma 5.3 would also hold under a weaker smallness
assumption on : it would be enough that  < 2−2N , and that

[
K
(F,r)
k,p
1− 22Nrr
1− 22N  +K
(h,r)
k,p
22N (1− 22Nrr)
1− 22N 
]
< 2−9e−1pi−1R (50)
is satified. However, condition (50) is less explicit than (44), that allows us to
apply directly the scheme of [Bam99]. The disadvantage of the stronger small-
ness assumption (44) is that it holds for a smaller range of , and that at the
end of the proof it will force us to choose a larger parameter σ = 4r2. By using
(50) and by making a more careful analysis, it may be possible to prove Theorem
4.3 also by choosing σ = 2r.
Now we conclude with the proof of the Theorem 4.3.
Proof. Now consider the transformation T (r),N defined by Lemma 5.3, then
(T (r),N )∗H = h0 +
r∑
j=1
jhj,N + Z
(r)
N + 
r+1R(r)N + rRGal
where we recall that
rRGal := (T (r),N )∗(RN,r +Rr).
By exploiting the Lemma 5.3 we can estimate the vector field of R(r)N , while
by using Lemma 5.1 and (123) we get
sup
Bk+σ+2(r+1),p(R/2)
‖XRGal(ψ, ψ¯)‖Wk,p 
(

2σ(N+1)
+
r+1
σ + 2(r + 1)
)
. (51)
To get the result choose
k0 = σ + 2(r + 1),
N = rσ−1 log2(1/)− 1,
σ = 4r2.
Remark 5.6. The compatibility condition N ≥ 1 and (44) lead to
 ≤
[
2−9e−1pi−1R(K(F,r)k,p +K
(h,r)
k,p )
−1r−12−2r
] σ
2r
=: r,k,p ≤ 2−2σ/r ≤ 2−8r.
Remark 5.7. We point out the fact that Theorem 4.3 holds for the scale of
Banach spaces W k,p(M,Cn × Cn), where k ≥ 1, 1 < p < +∞, n ∈ N0, and
where M is a smooth manifold on which the Littlewood-Paley decomposition can
be constructed, for example a compact manifold (see sect. 2.1 in [BGT04]), Rd,
or a noncompact manifold satisfying some technical assumptions (see [Bou10]).
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If we restrict to the case p = 2, and we consider M as either Rd or the
d-dimensional torus Td, we can prove an analogous result for Hamiltonians
H(ψ, ψ¯) with (ψ, ψ¯) ∈ Hk := W k,2(M,C × C). In the following we denote by
Bk(R) the open ball of radius R and center 0 in Hk. We recall that the Fourier
projection operator on Hk is given by
pijψ(x) := (2pi)
−d/2
∫
j−1≤|k|≤j
ψˆ(k)eik·xdk, j ≥ 1.
Theorem 5.8. Fix r ≥ 1, R > 0, k1  1. Consider (27), and assume
PER, INV (with respect to Fourier projection operators), NF and HVF. Then
∃ k0 = k0(r) > 0 with the following properties: for any k ≥ k1 there exists
r,k  1 such that for any  < r,k there exists T (r) : Bk(R) → Bk(2R) trans-
formation s.t.
Hr := H ◦ T (r) = h0 +
r∑
j=1
jZj + r+1 R(r),
where Zj are in normal form, namely
{Zj , h0} = 0, (52)
and
sup
Bk+k0 (R)
‖XR(r)‖Hk ≤ Ck, (53)
sup
Bk(R)
‖T (r) − id‖Hk ≤ Ck . (54)
In particular, we have that
Z1(ψ, ψ¯) = h1(ψ, ψ¯) + 〈F1〉 (ψ, ψ¯),
where 〈F1〉 (ψ, ψ¯) :=
∫ 2pi
0
F1 ◦ Φt(ψ, ψ¯) dt2pi .
The only technical difference between the proofs of Theorem 4.3 and the
proof of Theorem 5.8 is that we exploit the Fourier cut-off operator
ΠNψ(x) :=
∫
|k|≤N
ψˆ(k)eik·xdk,
as in [Bam05]. This in turn affects (38), which in this case reads
sup
Bk+σ+2(r+1)(R)
‖XRN,r (ψ, ψ¯)‖Hk 

Nσ
, (55)
and (51), for which we have to choose a bigger cut-off, N = −rσ.
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6 Application to the nonlinear Klein-Gordon equa-
tion
6.1 The real nonlinear Klein-Gordon equation
We first consider the Hamiltonian of the real non-linear Klein-Gordon equa-
tion with power-type nonlinearity on a smooth manifold M (M is such the
Littlewood-Paley decomposition is well-defined; take, for example, a smooth
compact manifold, or Rd). The Hamiltonian is of the form
H(u, v) =
c2
2
〈v, v〉+ 1
2
〈
u, 〈∇〉2cu
〉
+ λ
∫
u2l
2l
, (56)
where 〈∇〉c := (c2 −∆)1/2, λ ∈ R, l ≥ 2.
If we introduce the complex-valued variable
ψ :=
1√
2
[( 〈∇〉c
c
)1/2
u− i
(
c
〈∇〉c
)1/2
v
]
, (57)
(the corresponding symplectic 2-form becomes idψ ∧ dψ¯), the Hamiltonian (56)
in the coordinates (ψ, ψ¯) is
H(ψ¯, ψ) =
〈
ψ¯, c〈∇〉cψ
〉
+
λ
2l
∫ [(
c
〈∇〉c
)1/2
ψ + ψ¯√
2
]2l
dx. (58)
If we rescale the time by a factor c2, the Hamiltonian takes the form (27), with
 = 1c2 , and
H(ψ, ψ¯) = h0(ψ, ψ¯) +  h(ψ, ψ¯) +  F (ψ, ψ¯), (59)
where
h0(ψ, ψ¯) =
〈
ψ¯, ψ
〉
, (60)
h(ψ, ψ¯) =
〈
ψ¯,
(
c〈∇〉c − c2
)
ψ
〉 ∼∑
j≥1
j−1
〈
ψ¯, aj∆
jψ
〉
=:
∑
j≥1
j−1hj(ψ, ψ¯),
(61)
F (ψ, ψ¯) =
λ
2l+1l
∫ [(
c
〈∇〉c
)1/2
(ψ + ψ¯)
]2l
dx (62)
∼ λ
2l+1l
∫
(ψ + ψ¯)2ldx
− b2
∫ [
(ψ + ψ¯)2l−1∆(ψ + ψ¯) + . . .+ (ψ + ψ¯)∆((ψ + ψ¯)2l−1)
]
dx
+O(2)
=:
∑
j≥1
j−1 Fj(ψ, ψ¯), (63)
where (aj)j≥1 and (bj)j≥1 are real coefficients, and Fj(ψ, ψ¯) is a polynomial
function of the variables ψ and ψ¯ (along with their derivatives) and which admits
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a bounded vector field from a neighborhood of the origin inW k+2(j−1),p toW k,p
for any 1 < p < +∞.
This description clearly fits the scheme treated in the previous section, and
one can easily check that assumptions PER, NF and HVF are satisfied. There-
fore we can apply Theorem 4.3 to the Hamiltonian (59).
Remark 6.1. About the normal forms obtained by applying Theorem 4.3, we
remark that in the first step (case r = 1 in the statement of the Theorem) the
homological equation we get is of the form
{χ1, h0}+ F1 = 〈F1〉 , (64)
where F1(ψ, ψ¯) = λ2l+1l
∫
(ψ + ψ¯)2ldx. Hence the transformed Hamiltonian is of
the form
H1(ψ, ψ¯) = h0(ψ, ψ¯) +
1
c2
[
−1
2
〈
ψ¯,∆ψ
〉
+ 〈F1〉 (ψ, ψ¯)
]
+
1
c4
R(1)(ψ, ψ¯). (65)
If we neglect the remainder and we derive the corresponding equation of motion
for the system, we get
− iψt = ψ + 1
c2
[
−1
2
∆ψ +
λ
2l+1
(
2l
l
)
|ψ|2(l−1)ψ
]
, (66)
which is the NLS, and the Hamiltonian which generates the canonical transfor-
mation is given by
χ1(ψ, ψ¯) =
λ
2l+1l
∑
j=0,...,2l
j 6=l
1
i 2(l − j)
(
2l
j
)∫
ψ2l−jψ¯jdx. (67)
Remark 6.2. Now we iterate the construction by passing to the case r = 2,
and for simplicity we consider only the case l = 2, which at the first step yields
the cubic NLS. In this case one has that
χ1(ψ, ψ¯) =
∫ T
0
τ [F1(Φ
τ (ψ, ψ¯)) − 〈F1〉 (Φτ (ψ, ψ¯))] dτ
T
=
λ
16
∫ 2pi
0
τ
∫ [|eiτψ + e−iτ ψ¯|4 − 6|ψ|4] dxdτ
2pi
.
Since
|eiτψ + e−iτ ψ¯|4 = e4iτψ4 + 4e2iτψ3ψ¯ + 6ψ2ψ¯2 + 4e−2iτψψ¯3 + e−4iτ ψ¯4
and since
∫ 2pi
0
τeinτdτ = 2pii n for any non-zero integer n, we finally get
χ1(ψ, ψ¯) =
λ
16
∫
ψ4 − ψ¯4
4i
+
2
i
(ψ3ψ¯ − ψψ¯3) dx.
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If we neglect the remainder of order c−6, we have that
H ◦ T (1) = h0 + 1
c2
h1 +
1
c4
{χ1, h1}+ 1
c4
h2+
+
1
c2
〈F1〉+ 1
c4
{χ1, F1}+ 1
2c4
{χ1, {χ1, h0}}+ 1
c4
F2 (68)
= h0 +
1
c2
[h1 + 〈F1〉] + 1
c4
[
{χ1, h1}+ h2 + {χ1, F1}+ 1
2
{χ1, 〈F1〉 − F1}+ F2
]
,
(69)
where h1(ψ, ψ¯) = − 12
〈
ψ¯,∆ψ
〉
.
Now we compute the terms of order 1c4 .
{χ1, h1} = dχ1Xh1 =
∂χ1
∂ψ
· i∂h1
∂ψ¯
− i∂χ1
ψ¯
∂h1
∂ψ
(70)
= − λ
32
∫ [
∆ψ
(
ψ3 + 6ψ2ψ¯ − 2ψ¯3)−∆ψ¯(2ψ3 − 6ψψ¯2 − ψ¯3)] , (71)
h2 = −1
8
〈
ψ¯,∆2ψ
〉
, (72)
{χ1, F1} = λ
2
32
∫
(4ψ3 + 12ψ2ψ¯ + 12ψψ¯2 + 4ψ¯3)(ψ3 + 6ψ2ψ¯ − 2ψ¯3)+ (73)
− (4ψ3 + 12ψ2ψ¯ + 12ψψ¯2 + 4ψ¯3)(2ψ3 − 6ψψ¯2 − ψ¯3) dx, (74)
{χ1, 〈F1〉} = λ
2
2
∫ [|ψ|2ψ (ψ3 + 6ψ2ψ¯ − 2ψ¯3)− |ψ|2ψ¯ (2ψ3 − 6ψψ¯2 − ψ¯3)] dx,
(75)
F2 =
λ
16
∫ [
(ψ3 + 3ψ2ψ¯ + 3ψψ¯2 + ψ3) ∆ψ + (ψ¯3 + 3ψ¯2ψ + 3ψ¯ψ2 + ψ3) ∆ψ¯
]
dx.
(76)
Now, one can easily verify that 〈{χ1, h1}〉 = 〈{χ1, 〈F1〉}〉 = 0, and that
〈{χ1, F1}〉 = λ
2
32
∫
(−8|ψ|6 + 72|ψ|6 + 4|ψ|6) + (4|ψ|6 + 72|ψ|6 − 8|ψ|6) dx
(77)
=
17
4
λ2
∫
|ψ|6 dx, (78)
〈F2〉 = λ
16
∫
3ψψ¯2 ∆ψ + 3ψ¯ψ2 ∆ψ¯ dx (79)
=
λ
16
∫
3|ψ|2(ψ∆ψ + ψ∆ψ¯) dx. (80)
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Hence, up to a remainder of order O
(
1
c6
)
, we have that
H2 = h0 +
1
c2
∫ [
−1
2
〈
ψ¯,∆ψ
〉
+
3
8
λ|ψ|4
]
dx
+
1
c4
∫ [
17
8
λ2|ψ|6 + 3
16
λ|ψ|2(ψ¯∆ψ + ψ∆ψ¯)− 1
8
〈
ψ¯,∆2ψ
〉]
dx, (81)
which, by neglecting h0 (that yields only a gauge factor) and by rescaling the
time, leads to the following equations of motion
−iψt = −1
2
∆ψ +
3
4
λ|ψ|2ψ
+
1
c2
[
51
8
λ2|ψ|4ψ + 3
16
λ
(
2|ψ|2 ∆ψ + ψ2∆ψ¯ + ∆(|ψ|2ψ¯))− 1
8
∆2ψ
]
.
(82)
To the author’s knowledge, Eq. (82) has never been studied before. It is the
nonlinear analogue of a linear higher-order Schrödinger equation that appears in
[CM12] and [CLM15] in the context of semi-relativistic equations. Indeed, the
linearization of Eq. (82) is studied within the framework of relativistic quan-
tum field theory, as an approximation of nonlocal kinetic terms; Carles, Lucha
and Moulay studied the well-posedness of these approximations, as well as the
convergence of the equations as the order of truncation goes to infinity, in the lin-
ear case, also when one takes into account the effects of some time-independent
potentials (e.g. bounded potentials, the harmonic-oscillator potential and the
Coulomb potential).
Apparently, little is known for the nonlinear equation (82): we just men-
tion [CG07], in which the well-posedness of a higher-order Schrodinger equation
has been studied, and [PX13], in which the scattering theory for a fourth-order
Schrödinger equation in dimensions 1 ≤ d ≤ 4 is studied.
6.2 The complex nonlinear Klein-Gordon equation
Now we consider the Hamiltonian of the complex non-linear Klein-Gordon equa-
tion with power-type nonlinearity on a smooth manifold M (take, for example,
a smooth compact manifold, or Rd)
H(w, pw) =
c2
2
〈pw, pw〉+ 1
2
〈
w, 〈∇〉2cw
〉
+ λ
∫ |w|2l
2l
, (83)
where w : R×M → C, 〈∇〉c := (c2 −∆)1/2, λ ∈ R, l ≥ 2.
If we rewrite the Hamiltonian in terms of u := Re(w) and v := Im(w), we have
H(u, v, pu, pv) =
c2
2
(〈pu, pu〉+ 〈pv, pv〉) + 1
2
(|∇u|2 + |∇v|2) + c
2
2
(u2 + v2) + λ
∫
(u2 + v2)l
2l
.
(84)
We will consider by simplicity only the cubic case (l = 2), but the argument
may be readily generalized to the other power-type nonlinearities.
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If we introduce the variables
ψ :=
1√
2
[( 〈∇〉c
c
)1/2
u− i
(
c
〈∇〉c
)1/2
pu
]
, (85)
φ :=
1√
2
[( 〈∇〉c
c
)1/2
v + i
(
c
〈∇〉c
)1/2
pv
]
, (86)
(the corresponding symplectic 2-form becomes idψ∧dψ¯− idφ∧dφ¯), the Hamil-
tonian (83) in the coordinates (ψ, φ, ψ¯, φ¯) reads
H(ψ, φ, ψ¯, φ¯) =
〈
ψ¯, c〈∇〉cψ
〉
+
〈
φ¯, c〈∇〉cφ
〉
(87)
+
λ
16
∫
M
[〈
ψ + ψ¯,
c
〈∇〉c (ψ + ψ¯)
〉
+
〈
φ+ φ¯,
c
〈∇〉c (φ+ φ¯)
〉]2
dx,
(88)
with corresponding equations of motion
−iψt = c〈∇〉cψ + 14
[〈
ψ + ψ¯, c〈∇〉c (ψ + ψ¯)
〉
+
〈
φ+ φ¯, c〈∇〉c (φ+ φ¯)
〉]
c
〈∇〉c (ψ + ψ¯),
iφt = c〈∇〉cφ+ 14
[〈
ψ + ψ¯, c〈∇〉c (ψ + ψ¯)
〉
+
〈
φ+ φ¯, c〈∇〉c (φ+ φ¯)
〉]
c
〈∇〉c (φ+ φ¯).
If we rescale the time by a factor c2, the Hamiltonian takes the form (27), with
 = 1c2 , and
H(ψ, φ, ψ¯, φ¯) = H0(ψ, φ, ψ¯, φ¯) +  h(ψ, φ, ψ¯, φ¯) +  F (ψ, φ, ψ¯, φ¯), (89)
where
H0(ψ, φ, ψ¯, φ¯) =
〈
ψ¯, ψ
〉
+
〈
φ¯, φ
〉
, (90)
h(ψ, φ, ψ¯, φ¯) =
〈
ψ¯,
(
c〈∇〉c − c2
)
ψ
〉− 〈φ¯, (c〈∇〉c − c2)φ〉
∼
∑
j≥1
j−1 (
〈
ψ¯, aj∆
jψ
〉
+
〈
φ¯, aj∆
jφ
〉
)
=:
∑
j≥1
j−1(hj(ψ, φ, ψ¯, φ¯)), (91)
F (ψ, φ, ψ¯, φ¯) =
λ
16
∫
T
[〈
ψ + ψ¯,
c
〈∇〉c (ψ + ψ¯)
〉
+
〈
φ+ φ¯,
c
〈∇〉c (φ+ φ¯)
〉]2
dx,
∼ λ
16
∫ [|ψ + ψ¯|2 + |φ+ φ¯|2]2 dx
+O()
=:
∑
j≥1
j−1 Fj(ψ, φ, ψ¯, φ¯), (92)
where (aj)j≥1 are real coefficients, and Fj(ψ, φ, ψ¯, φ¯) is a polynomial function
of the variables ψ, φ, ψ¯, φ¯ (along with their derivatives) and which admits a
bounded vector field from a neighborhood of the origin in W k+2(j−1),p(Rd,C2×
C2) to W k,p(Rd,C2 × C2) for any 1 < p < +∞.
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This description clearly fits the scheme treated in sect. 4 with n = 2, and
one can easily check that assumptions PER, NF and HVF are satisfied. There-
fore we can apply Theorem 4.3 to the Hamiltonian (89).
Remark 6.3. About the normal forms obtained by applying Theorem 4.3, we
remark that in the first step (case r = 1 in the statement of the Theorem) the
homological equation we get is of the form
{χ1, h0}+ F1 = 〈F1〉 , (93)
where F1(ψ, ψ¯) = λ16
∫ [|ψ + ψ¯|2 + |φ+ φ¯|2]2 dx. Hence the transformed Hamil-
tonian is of the form
H1(ψ, φ, ψ¯, φ¯) = h0(ψ, φ, ψ¯, φ¯) +
1
c2
[
−1
2
(〈
ψ¯,∆ψ
〉
+
〈
φ¯,∆φ
〉)
+ 〈F1〉 (ψ, φ, ψ¯, φ¯)
]
+
1
c4
R(1)(ψ, φ, ψ¯, φ¯), (94)
where
〈F1〉 = λ
16
[
6ψ2ψ¯2 + 6φ2φ¯2 + 8ψψ¯φφ¯+ 2ψ2φ2 + 2ψ¯2φ¯2
]
=
λ
8
[
3(|ψ|2 + |φ|2)2 + 2(ψφ− ψ¯φ¯)2] .
If we neglect the remainder and we derive the corresponding equations of motion
for the system, we get
−iψt = ψ + 1c2
{− 12∆ψ + λ4 [3(|ψ|2 + |φ|2)ψ + 2(ψφ+ ψ¯φ¯)φ¯]} ,
iφt = φ+
1
c2
{− 12∆φ+ λ4 [3(|ψ|2 + |φ|2)φ+ 2(ψφ+ ψ¯φ¯)ψ¯]} , (95)
which is a system of two coupled NLS equations.
7 Dynamics
Now we want to exploit the result of the previous section in order to deduce
some consequences about the dynamics of the NLKG equation (3) in the non-
relativistic limit. Consider the simplified system, that is the Hamiltonian Hr in
the notations of Theorem 4.3, where we neglect the remainder:
Hsimp := h0 + (h1 + 〈F1〉) +
r∑
j=2
j(hj + Zj).
We recall that in the case of the NLKG the simplified system is actually the
NLS (given by h0 +(h1 +〈F1〉)), plus higher-order normalized corrections. Now
let ψr be a solution of
−i ψ˙r = XHsimp(ψr), (96)
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then ψa(t, x) := T (r)(ψr(c2t, x)) solves
ψ˙a = ic〈∇〉cψa + λ
2l
(
c
〈∇〉c
)1/2 [(
c
〈∇〉c
)1/2
ψa + ψ¯a√
2
]2l−1
− 1
c2r
XT (r)∗R(r)(ψa, ψ¯a),
(97)
that is, the NLKG plus a remainder of order c−2r (in the following we will refer to
equation (97) as approximate equation, and to ψa as the approximate solution of
the original NLKG). We point out that the original NLKG and the approximate
equation differ only by a remainder of order c−2r, which is evaluated on the
approximate solution. This fact is extremely important: indeed, if one can prove
the smoothness of the approximate solution (which often is easier to check than
the smoothness of the solution of the original equation), then the contribution
of the remainder may be considered small in the nonrelativistic limit. This
property is rather general, and has been already applied in the framework of
normal form theory (see for example [BCP02]).
Now let ψ be a solution of the NLKG equation (3) with initial datum ψ0, and
let δ := ψ − ψa be the error between the solution of the approximate equation
and the original one. One can check that δ fulfills
δ˙ = ic〈∇〉cδ + [P (ψa + δ, ψ¯a + δ¯)− P (ψa, ψ¯a)] + 1
c2r
XT (r)∗R(r)(ψa(t), ψ¯a(t)),
where
P (ψ, ψ¯) =
λ
2l
(
c
〈∇〉c
)1/2 [(
c
〈∇〉c
)1/2
ψ + ψ¯√
2
]2l−1
. (98)
Thus we get
δ˙ = i c〈∇〉cδ + dP (ψa(t))δ +O(δ2) +O
(
1
c2r
)
;
δ(t) = eitc〈∇〉cδ0 +
∫ t
0
ei(t−s)c〈∇〉cdP (ψa(s))δ(s)ds+O(δ2) +O
(
1
c2r
)
. (99)
By applying Gronwall inequality to (99) we obtain
Proposition 7.1. Fix r ≥ 1, R > 0, k1  1, 1 < p < +∞. Then ∃ k0 =
k0(r) > 0 with the following properties: for any k ≥ k1 there exists cl,r,k,p,R  1
such that for any c > cl,r,k,p,R, if we assume that
‖ψ0‖k+k0,p ≤ R
and that there exists T = Tr,k,p > 0 such that the solution of (96) satisfies
‖ψr(t)‖k+k0,p ≤ 2R, for 0 ≤ t ≤ T,
then
‖δ(t)‖k,p ≤ Ck,p c−2r, for 0 ≤ t ≤ T. (100)
Remark 7.2. If we restrict to p = 2, and to M = Td, the above result is
actually a reformulation of Theorem 3.2 in [FS14]. We also remark that the
time interval [0, T ] in which estimate (100) is valid is independent of c.
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Remark 7.3. By exploiting estimate (32) about the canonical transformation,
Proposition 7.1 leads immediately to a proof of Theorem 2.3.
In order to study the evolution of the error between the approximate solution
and the solution of the NLKG over longer (namely, c-dependent) time scales,
we observe that the error is described by
δ˙(t) = i c〈∇〉cδ(t) + dP (ψa(t))δ(t); (101)
δ(t) = eitc〈∇〉cδ0 +
∫ t
0
ei(t−s)c〈∇〉cdP (ψa(s))δ(s)ds, (102)
up to a remainder which is small, if we assume the smoothness of ψa.
Equation (101) in the context of dispersive PDEs is known as semirelativis-
tic spinless Salpeter equation with a time-dependent potential. This system
was introduced as a first order in time analogue of the KG equation for the
Lorentz-covariant description of bound states within the framework of relativis-
tic quantum field theory, and, despite the nonlocality of its Hamiltonian, some
of its properties have already been studied (see [Suc63] for a study from a phys-
ical point of view; for a more mathematical approach see [Läm93] and the more
recent works [CM12] and [CLM15], which are closer to the spirit of our approx-
imation).
It seems reasonable to estimate the solution of Equation (101) by study-
ing and by exploiting its dispersive properties, and this will be the aim of the
following sections. From now on we will consider by simplicity only the three-
dimensional case, d = 3, but the argument may also be applied to M = Rd for
d ≥ 2.
8 Long time approximation
Now we study the evolution of the the error between the approximate solution
ψa, namely the solution of (97), and the original solution ψ of (3) for long (that
means, c-dependent) time intervals. As pointed out in Sect. 2, we will prove
a result only for the linear case; we will also begin to discuss the long time
approximation of the NLKG, but we defer more precise results to a future work.
8.1 Linear case
Fix r ≥ 1, and take ψ0 ∈ Hk+k0 , where k0 > 0 and k  1 are the ones in
Theorem 4.3. In [CM12] and [CLM15] the authors proved that the linearized
normal form system, namely the one that corresponds (up to a rescaling of time
by a factor c2) to
−iψ˙r = Xh0+∑rj=1 jhj (ψr), (103)
ψr(0) = ψ0,
admits a unique solution in L∞(R)Hk+k0(R3) (this is a simple application of
the properties of the Fourier transform), and by a perturbative argument they
also proved the global existence also for the higher oder Schrödinger equation
with a bounded time-independent potential.
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Moreover, by following the arguments of Theorem 4.1 in [KAY12] and Lemma
4.3 in [CLM15] one obtains the following dispersive estimates and local-in-time
Strichartz estimates for solutions of the linearized normal form equation (103).
Proposition 8.1. Let r ≥ 1, and denote by Ur(t) the evolution operator of
(103). Then one has the following local-in-time dispersive estimate
‖Ur(t)‖L1(R3)→L∞(R3)  c3(1−
1
r )|t|−3/(2r), 0 < |t| ≤ c2(r−1). (104)
On the other hand, Ur(t) is unitary on L2(R3).
Now introduce the following set of admissible exponent pairs:
∆r := {(p, q) : (1/p, 1/q) lies in the closed quadrilateral ABCD} , (105)
where
A =
(
1
2
,
1
2
)
, B =
(
1,
1
τr
)
, C = (1, 0), D =
(
1
τ ′r
, 0
)
, τr =
2r − 1
r − 1 ,
1
τr
+
1
τ ′r
= 1.
Then for any (p, q) ∈ ∆r \ {(2, 2), (1, τr), (τ ′r,∞)}
‖Ur(t)‖Lp(R3)→Lq(R3)  c3(1−
1
r )(
1
p− 1q )|t|− 32r ( 1q− 1p ), 0 < |t| ≤ c2(r−1). (106)
Figure 1: Set of admissible exponents ∆r for different values of r: (a) r=1 (this
is the Schrödinger case); (b) r=2; (c) r=11.
Let r ≥ 1: in the following lemma (p, q) is called an order-r admissible pair
when 2 ≤ q ≤ +∞ for r ≥ 2 (2 ≤ q ≤ 6 for r = 1), and
2
p
+
3
rq
=
3
2r
. (107)
Proposition 8.2. Let r ≥ 1, and denote by Ur(t) the evolution operator of
(103). Let (p, q) and (r, s) be order-r admissible pairs, then for any T  c2(r−1)
‖Ur(t)φ0‖Lp([0,T ])Lq(R3)  c3(1−
1
r )(
1
2− 1q )‖φ0‖L2(R3) = c(1−
1
r )
2r
p ‖φ0‖L2(R3).
(108)
Now, we want to estimate the space-time norm of the error δ = ψ − ψa. In
the linear case we can observe that δ satisfies
δ˙ = ic〈∇〉cδ + 1
c2r
XT (r)∗R(r)(ψa(t), ψ¯a(t)). (109)
Remark 8.3. By applying the Strichartz estimate (14) (choose p = +∞, q = 2,
r = +∞, s = 2), together with estimate (31) for the vector field of the remainder
R(r), estimate (32) for the canonical transformation T (r), and estimate (106)
(choose p = q = 2), we can deduce Theorem 2.4.
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8.2 The nonlinear case: radiation solutions
Now, assume that we want to recover the approach of Sect. 8.1 to approximate
radiation solutions of the NLKG equation for long (c-dependent) timescales.
To pursue such a program, even by a perturbative argument, we would need
to consider a (small) radiation solution ψr = ηrad of the normalized system (96)
that exists for all times, and such that it satisfies the dispersive estimates (106),
in order to ensure the approximation up to times of order O(c2(r−1)). However,
for r > 1 the issues of global existence and dispersive estimates for (96) are still
open problems, as we point out in the following remarks.
Remark 8.4. The assumption of global existence for ψr is actually a delicate
matter. Equation (96) is a nonlinear perturbation of a higher-order Schrödinger
equation.
We recall that in [CM12] and [CLM15] the authors proved that the linearized
system admits a unique solution in L∞(R)Hk(R3), and by a perturbative argu-
ment they also proved the global existence also for the higher oder Schrödinger
equation with a bounded time-independent potential.
In the nonlinear case little is known: see for example [CG07] for the well-
posedness for a higher-order nonlinear Schrödinger equation.
Even if we restrict to the case r = 2, the issues of global existence and
scattering for Eq. (82) have not been solved. Even though some results for
the linearization of Eq. (82) have already been established (see [BAKS00] and
[KAY12] for dispersive estimates, and [CLM15] for Strichartz estimates), the
study of the fourth-order NLS-type (4NLS) equation is still open: while there
are some papers dealing with the local well-posedness of 4NLS (see for exam-
ple [HJ07] for the one-dimensional case, [HJ11] for the multidimensional case),
global well-posedness and scattering results are much less known. The recent
[RWZ16] gives the first global well-posedness and scattering result for small ra-
diation solutions of 4NLS in any dimension d ≥ 1, but unfortunately does not
cover Eq. (82), due to technical reasons.
We defer a more detailed study of Eq. (82) (and in general of the normal
form equation (96)), together with the approximation of small radiation solutions
of for the NLKG on Rd, d ≥ 3, up to times of order O(c2) (or longer), to a
future work.
Remark 8.5. We point out that the case of the one-dimensional defocusing
NLKG is also interesting, since for λ = 1 the normalized equation at first step
is the defocusing NLS, which is integrable. It would be interesting also to un-
derstand whether globally well-posedness and scattering hold also the normalized
order 2 equation (82), which we later exploit to approximate solutions of the
NLKG up to times of order O(c2).
Even though there is a one-dimensional integrable 4NLS equation related to
the dynamics of a vortex filament (see [S+03] and references therein),
iψt + ψxx +
1
2
|ψ|2ψ − ν
[
ψxxxx +
3
2
|ψ|2ψxx + 3
2
ψ2xψ¯ +
3
8
|ψ|4ψ + 1
2
(|ψ|2)xxψ
]
= 0, ν ∈ R
(110)
apparently there is no obvious relation between the above equation and Eq. (82).
Furthermore, while the issue of local well-posedness for one-dimensional fourth-
order Nonlinear Schrödinger has been quite studied (see for example [HJ07]),
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there is only a recent result (see [RWZ16]) about global well-posedness and scat-
tering for small radiation solutions of 4NLS, which unfortunately does not cover
Eq. (82), due to technical reasons.
Therefore it seems difficult to give an explicit condition for global well-
posedness and scattering for the normal form equation also in the one-dimensional
case.
8.3 The nonlinear case: standing waves solutions
Now we consider the approximation of another important type of solutions, the
so-called standing waves solutions.
The issue of (in)stability of standing waves and solitons has a long history:
for the NLS equation and the NLKG the orbital stability of standing waves has
been discussed first in [SS85]; for the NLS the orbital stability of one soliton
solutions has been treated in [GSS87], while the asymptotic stability has been
discussed in [Cuc01] for one soliton solutions, and in [RSS05] and [RSS03] for N-
solitons. For the higher-order Schrödinger equation we mention [MS11], which
deals with orbital stability of standing waves for fourth-order NLS-type equa-
tions. For the NLKG equation, the instability of solitons and standing waves
has been studied in [SW99], [IKV06] and [OT07].
As for the case of radiation solution, we should fix r ≥ 1, and consider a
standing wave solution ψr of (96), namely of the form
ψr(t, x) = e
itωηω(x), (111)
where ω ∈ R, and ηω ∈ S(R3) solves
−ωηω = XHsimp(ηω).
Remark 8.6. Of course the existence of a standing wave for the simplified
equation (96) is a far from trivial question (see [GSS87] for the NLS equation,
and [MS11] for the fourth-order NLS-type equation).
For r = 1 and λ = 1 (namely, the defocusing case), we can exploit the cri-
teria in [GSS87] for existence and stability of standing waves for the NLS: we
recall that if we fix ω > 0 and we consider ηω to be the ground state of the cor-
responding equation, we have that the standing wave solution is orbitally stable
for 12 < l <
7
6 , and unstable for
7
6 < l <
5
2 .
We also point out that in the case of a standing wave solution, if δ(t) satisfies
(101), then by Duhamel formula
δ˙ = ic〈∇〉cδ(t) + dP (ψa(t), ψ¯a(t))δ(t).
Since
P (eitωηω, e
−itω η¯ω) = 2l−1/2
(
c
〈∇〉c
)1/2 [(
c
〈∇〉c
)1/2
Re(eitωηω)
]2l−1
,
we have that
dP (ηω, η¯ω)e
itωh = 2l−1/2
(
c
〈∇〉c
)[(
c
〈∇〉c
)1/2
cos(ωt)ηω
]2(l−1)
(eitωh+ e−itωh¯),
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and by setting δ = e−itωh, one gets
−ih˙ = (c〈∇〉c + ω)h+ 2l−1/2 cos2(l−1)(ωt)
(
c
〈∇〉c
)[(
c
〈∇〉c
)1/2
ηω
]2(l−1)
(h+ e−2itωh¯)
(112)
+
[
dP (ψa(s), ψ¯a(s))− dP (ηω, η¯ω)
]
h. (113)
Eq. (112) is a Salpeter spinless equation with a periodic time-dependent po-
tential; therefore, in order to get some information about the error, one would
need the corresponding Strichartz estimates for Eq. (112). Unfortunately, in the
literature of dispersive estimates there are only few results for PDEs with time-
dependent potentials, and the majority of them is of perturbative nature; for
the Schrödinger equation we mention [DPV05] and [Gol09], in which Strichartz
estimates are proved in a non-perturbative framework.
Remark 8.7. By using Proposition 7.1 one can show that the NLKG can be
approximated by the simplified equation (7.1) locally uniformly in time, up to
an error of order O(c−2r).
Remark 8.8. One could ask whether one could get a similar result for more
general (in particular, moving) soliton solution of (96). Apart from the issue
of existence and stability for such solutions, one can check that, provided that a
moving soliton solution for (96) exists, then the error δ(t) must solve a (112)-
type equation, namely a spinless Salpeter equation with a time-dependent moving
potential. Unfortunately, since Eq. (112), unlike KG, is not manifestly covari-
ant, one cannot apparently reduce to an analogue equation, and once again one
cannot justify the approximation over the O(1)-timescale.
A Proof of Lemma 5.3
In order to normalize system (33), we used an adaptation of Theorem 4.4 in
[Bam99]. The result is based on the method of Lie transform, that we will re-
call in the following.
Let k ≥ k1 and p ∈ (1,+∞) be fixed.
Given an auxiliary function χ analytic on W k,p, we consider the auxiliary dif-
ferential equation
ψ˙ = i∇ψ¯χ(ψ, ψ¯) =: Xχ(ψ, ψ¯) (114)
and denote by Φtχ its time-t flow. A simple application of Cauchy inequality
gives
Lemma A.1. Let χ and its symplectic gradient be analytic in Bk,p(ρ). Fix
δ < ρ, and assume that
sup
Bk,p(R−δ)
‖Xχ(ψ, ψ¯)‖k,p ≤ δ.
Then, if we consider the time-t flow Φtχ of Xχ we have that for |t| ≤ 1
sup
Bk,p(R−δ)
‖Φtχ(ψ, ψ¯)− (ψ, ψ¯)‖k,p ≤ sup
Bk,p(R−δ)
‖Xχ(ψ, ψ¯)‖k,p.
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Definition A.2. The map Φ := Φ1χ will be called the Lie transform generated
by χ.
Remark A.3. Given G analytic on W k,p, consider the differential equation
ψ˙ = XG(ψ, ψ¯), (115)
where by XG we denote the vector field of G. Now define
Φ∗G(φ, φ¯) := G ◦ Φ(ψ, ψ¯).
In the new variables (φ, φ¯) defined by (ψ, ψ¯) = Φ(φ, φ¯) equation (115) is equiv-
alent to
φ˙ = XΦ∗G(φ, φ¯). (116)
Using the relation
d
dt
(Φtχ)
∗G = (Φtχ)
∗{χ,G},
we formally get
Φ∗G =
∞∑
l=0
Gl, (117)
G0 := G, (118)
Gl :=
1
l
{χ,Gl−1}, l ≥ 1. (119)
In order to estimate the terms appearing in (117) we exploit the following
results
Lemma A.4. Let R > 0, and assume that χ, G are analytic on Bk,p(R).
Then, for any d ∈ (0, R) we have that {χ,G} is analytic on Bk,p(R− d), and
sup
Bk,p(R−d)
‖X{χ,G}(ψ, ψ¯)‖k,p  2
d
. (120)
Lemma A.5. Let R > 0, and assume that χ, G are analytic on Bk,p(R). Let
l ≥ 1, and consider Gl as defined in (117); for any d ∈ (0, R) we have that Gl
is analytic on Bk,p(R− d), and
sup
Bk,p(R−d)
‖XGl(ψ, ψ¯)‖k,p 
(
2e
d
)l
. (121)
Proof. Fix l, and denote δ := d/l. We look for a sequence C(l)m such that
sup
Bk,p(R−mδ)
‖XGm(ψ, ψ¯)‖k,p  C(l)m , ∀m ≤ l.
By (120) we can define the sequence
C
(l)
0 := sup
Bk,p(R)
‖XG(ψ, ψ¯)‖k,p,
C(l)m =
2
δm
C
(l)
m−1 sup
Bk,p(R)
‖Xχ(ψ, ψ¯)‖k,p
=
2l
dm
C
(l)
m−1 sup
Bk,p(R)
‖Xχ(ψ, ψ¯)‖k,p.
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One has
C
(l)
l =
1
l!
(
2l
d
sup
Bk,p(R)
‖Xχ(ψ, ψ¯)‖k,p
)l
sup
Bk,p(R)
‖XG(ψ, ψ¯)‖k,p,
and by using the inequality ll < l!el we can conclude.
Remark A.6. Let k ≥ k1, p ∈ (1,+∞), and assume that χ, F are analytic on
Bk,p(R). Fix d ∈ (0, R), and assume also that
sup
Bk,p(R)
‖Xχ(ψ, ψ¯)‖k,p ≤ d/3,
Then for |t| ≤ 1
sup
Bk,p(R−d)
‖X(Φtχ)∗F−F (ψ, ψ¯)‖k,p = sup
Bk,p(R−d)
‖XF◦Φtχ−F (ψ, ψ¯)‖k,p (122)
(120)
≤ 5
d
sup
Bk,p(R)
‖Xχ(ψ, ψ¯)‖k,p sup
Bk,p(R)
‖XF (ψ, ψ¯)‖k,p.
(123)
Lemma A.7. Let k ≥ k1, p ∈ (1,+∞), and assume that G is analytic on
Bk,p(R), and that h0 satisfies PER. Then there exists χ analytic on Bk,p(R)
and Z analytic on Bk,p(R) with Z in normal form, namely {h0, Z} = 0, such
that
{h0, χ} + G = Z. (124)
Furthermore, we have the following estimates on the vector fields
sup
Bk,p(R)
‖XZ(ψ, ψ¯)‖k,p ≤ sup
Bk,p(R)
‖XG(ψ, ψ¯)‖k,p, (125)
sup
Bk,p(R)
‖Xχ(ψ, ψ¯)‖k,p  sup
Bk,p(R)
‖XG(ψ, ψ¯)‖k,p. (126)
Proof. One can check that the solution of (124) is
χ(ψ, ψ¯) =
1
T
∫ T
0
t
[
G(Φt(ψ, ψ¯))− Z(Φt(ψ, ψ¯))] dt,
with T = 2pi. Indeed,
{h0, χ}(ψ, ψ¯) = d
ds |s=0
χ(Φs(ψ, ψ¯))
=
1
2pi
∫ 2pi
0
t
d
ds |s=0
[
G(Φt+s(ψ, ψ¯))− Z(Φt+s(ψ, ψ¯))]dt
=
1
2pi
∫ 2pi
0
t
d
dt
[
G(Φt(ψ, ψ¯))− Z(Φt(ψ, ψ¯))] dt
=
1
2pi
[
tG(Φt(ψ, ψ¯))− tZ(Φt(ψ, ψ¯))]2pi
t=0
− 1
2pi
∫ 2pi
0
[
G(Φt(ψ, ψ¯))− Z(Φt(ψ, ψ¯))]dt
= G(ψ, ψ¯)− Z(ψ, ψ¯).
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Finally, (125) follows from the fact that
Xχ(ψ, ψ¯) =
1
T
∫ T
0
tΦ−t ◦XG−Z(Φt(ψ, ψ¯)dt
by applying property (25).
Lemma A.8. Let k ≥ k1, p ∈ (1,+∞), and assume that G is analytic on
Bk,p(R), and that h0 satisfies PER. Let χ be analytic on Bk,p(R), and assume
that it solves (124). For any l ≥ 1 denote by h0,l the functions defined recursively
as in (117) from h0. Then for any d ∈ (0, R) one has that h0,l is analytic on
Bk,p(R− d), and
sup
Bk,p(R−d)
‖Xh0,l(ψ, ψ¯)‖k,p ≤ 2 sup
Bk,p(R)
‖XG(ψ, ψ¯)‖k,p
(
5
d
sup
Bk,p(R)
‖Xχ(ψ, ψ¯)‖k,p
)l
.
(127)
Proof. By using (124) one gets that h0,1 = Z −G is analytic on Bk,p(R). Then
by exploiting (123) one gets the result.
Lemma A.9. Let k1  1, p ∈ (1,+∞), R > 0, m ≥ 0, and consider the
Hamiltonian
H(m)(ψ, ψ¯) = h0(ψ, ψ¯) + hˆ(ψ, ψ¯) + Z
(m)(ψ, ψ¯) + m+1F (m)(ψ, ψ¯). (128)
Assume that h0 satisfies PER and INV, that hˆ satisfies NF, and that
sup
Bk,p(R)
‖Xhˆ(ψ, ψ¯)‖k,p ≤ F0,
sup
Bk,p(R)
‖XF (0)(ψ, ψ¯)‖k,p ≤ F.
Fix δ < R/(m + 1), and assume also that Z(m) are analytic on Bk,p(R −mδ),
and that
sup
Bk,p(R−mδ)
‖XZ(0)(ψ, ψ¯)‖k,p = 0,
sup
Bk,p(R−mδ)
‖XZ(m)(ψ, ψ¯)‖k,p ≤ F
m−1∑
i=0
iKis, m ≥ 1,
sup
Bk,p(R−mδ)
‖XF (m)(ψ, ψ¯)‖k,p ≤ F Kms , m ≥ 1, (129)
with Ks := 2piδ (18F + 5F0).
Then, if Ks < 1/2 there exists a canonical transformation T (m) analytic on
Bk,p(R− (m+ 1)δ) such that
sup
Bk,p(R−mδ)
‖T (m) (ψ, ψ¯)− (ψ, ψ¯)‖k,p ≤ 2pim+1F, (130)
H(m+1) := H(m) ◦ T (m) has the form (128) and satisfies (129) with m replaced
by m+ 1.
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Proof. The key point of the lemma is to look for T (m) as the time-one map of
the Hamiltonian vector field of an analytic function m+1χm. Hence, consider
the differential equation
(ψ˙, ˙¯ψ) = Xm+1χm(ψ, ψ¯); (131)
by standard theory we have that, if ‖Xm+1χm‖Bk,p(R−mδ) is sufficiently small
and (ψ0, ψ¯0) ∈ Bk,p(R− (m+ 1)δ), then the solution of (131) exists for |t| ≤ 1.
Therefore we can define T tm, : Bk,p(R − (m + 1)δ) → Bk,p(R − mδ), and in
particular the corresponding time-one map T (m) := T 1m,, which is an analytic
canonical transformation, m+1-close to the identity. We have
(T (m+1) )∗ (h0 + hˆ+ Z(m) + m+1F (m)) = h0 + hˆ+ Z(m)
+ m+1
[
{χm, h0}+ F (m)
]
+
+
(
h0 ◦ T (m+1) − h0 − m+1{χm, h0}
)
+ (hˆ ◦ T (m+1) − hˆ) + 
(
Z(m) ◦ T (m+1) − Z(m)
)
(132)
+ m+1
(
F (m) ◦ T (m+1) − F (m)
)
. (133)
It is easy to see that the first three terms are already normalized, that the term
in the second line is the non-normalized part of order m+1 that will vanish
through the choice of a suitable χm, and that the last lines contains all the
terms of order higher than m+1.
Now we want to determine χm in order to solve the so-called “homological
equation”
{χm, h0}+ F (m) = Zm+1,
with Zm+1 in normal form. The existence of χm and Zm+1 is ensured by Lemma
A.7, and by applying (125) and the inductive hypothesis we get
sup
Bk,p(R−mδ)
‖Xχm(ψ, ψ¯)‖k,p ≤ 2piF, (134)
sup
Bk,p(R−mδ)
‖XZm+1(ψ, ψ¯)‖k,p ≤ 2piF. (135)
Now define Z(m+1) := Z(m) + m Zm+1, and notice that by Lemma A.1 we
can deduce the estimate of XZ(m+1) on Bk,p(R − (m + 1)δ) and (130) at level
m + 1. Next, set m+2F (m+1) := (132) + (133). Then we can use (123) and
(127), in order to get
sup
Bk,p(R−(m+1)δ)
‖Xm+2F (m+1)(ψ, ψ¯)‖k,p (136)
≤
(
10
δ
mKms F +
5
δ
F0 +
5
δ
F
m−1∑
i=0
iKis +
5
δ
F mKms
)
m+1 sup
Bk,p(R−mδ)
‖Xχm(ψ, ψ¯)‖k,p
= m+2
(
10
δ
mKms F +
5
δ
F0 +
5
δ
F
m−1∑
i=0
iKis +
5
δ
F mKms
)
sup
Bk,p(R−mδ)
‖Xχm(ψ, ψ¯)‖k,p.
(137)
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If m = 0, then the third term is not present, and (137) reads
sup
Bk,p(R−δ)
‖X2F (1)(ψ, ψ¯)‖k,p ≤ 2
(
15
δ
F +
5
δ
F
)
2piF < 2KsF.
If m ≥ 1, we exploit the smallness condition Ks < 1/2, and (137) reads
sup
Bk,p(R−(m+1)δ)
‖Xm+2F (m+1)(ψ, ψ¯)‖k,p <
(
18
δ
F +
5
δ
F0
)
2pi F mKms = 
m+2 FKm+1s .
Now fix R > 0.
Proof. (of Lemma 5.3) The Hamiltonian (33) satisfies the assumptions of Lemma
A.9 with m = 0, FN,r in place of F (0) and hN,r in place of hˆ, F = K
(F,r)
k,p r2
2Nr,
F0 = K
(h,r)
k,p r2
2Nr (for simplicity we will continue to denote by F and F0 the
last two quantities). So we apply Lemma A.9 with δ = R/4, provided that
8pi
R
(18F + 5F0) <
1
2
,
which is true due to (44). Hence there exists an analytic canonical transforma-
tion T (1),N : Bk,p(3R/4)→ Bk,p(R) with
sup
Bk,p(3R/4)
‖T (1),N (ψ, ψ¯)− (ψ, ψ¯)‖k,p ≤ 2piF ,
such that
HN,r ◦ T (1),N = h0 + hN,r + Z(1)N + 2R(1)N , (138)
Z
(1)
N := 〈FN,r〉 , (139)
2R(1)N := 2F (1)
=
(
h0 ◦ T (1),N − h0 − {χ1, h0}
)
+ (hˆN,r ◦ T (1),N − hˆN,r) + 
(
Z
(1)
N ◦ T (1),N − Z(1)N
)
+ 2
(
FN,r ◦ T (1),N − FN,r
)
, (140)
sup
Bk,p(3R/4)
‖X
hN,r+Z
(1)
N
(ψ, ψ¯)‖k,p ≤ F0 + F =: F˜0, (141)
sup
Bk,p(3R/4)
‖XR(1)N (ψ, ψ¯)‖k,p ≤
8pi
R
(18F + 5F0)F =: F˜ . (142)
Again (138) satisfies the assumptions of Lemma A.9 withm = 0, and hN,r+Z
(1)
N
and R(1)N in place of F (0) and hˆ.
Now fix δ := δ(R) = R4r , and apply r times Lemma A.9; we get an Hamiltonian
of the form (45), such that
sup
Bk,p(R/2)
‖X
Z
(r)
N
(ψ, ψ¯)‖k,p ≤ 2F˜ , (143)
sup
Bk,p(R/2)
‖XR(r)N (ψ, ψ¯)‖k,p ≤ F˜ . (144)
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B Interpolation theory for relativistic Sobolev spaces
In this section we show an analogue of Theorem 6.4.5 (7) in [BL76] for the
relativistic Sobolev spaces W k,pc , k ∈ R, 1 < p < +∞. We recall that
W k,pc (R3) :=
{
u ∈ Lp : ‖u‖W k,pc := ‖c−k 〈∇〉kcu‖Lp < +∞
}
, k ∈ R, 1 < p < +∞.
In order to state the main result of this section, we exploit notations and
well known results coming from complex interpolation theory (see [BL76] for a
detailed introduction to this topic).
In order to study the relativistic Sobolev spaces, we have to recall the notion
of Fourier multipliers.
Definition B.1. Let 1 < p < +∞, and ρ ∈ S ′. We call ρ a Fourier multiplier
on Lp(Rd) if the convolution (F−1ρ) ∗ f ∈ Lp(Rd) for all f ∈ Lp(Rd), and if
sup
‖f‖Lp=1
‖(F−1ρ) ∗ f‖Lp < +∞. (145)
The linear space of all such ρ is denoted by Mp, and is endowed with the above
norm (145).
One can check that for any p ∈ (1,+∞) one has Mp = Mp′ (where 1/p +
1/p′ = 1), and that by Parseval’s formula M2 = L∞. Furthermore, by Riesz-
Thorin theorem one gets that for any ρ ∈Mp0 ∩Mp1 and for any θ ∈ (0, 1)
‖ρ‖Mp ≤ ‖ρ‖1−θMp0 ‖ρ‖
θ
Mp1
,
1
p
=
1− θ
p0
+
θ
p1
. (146)
In particular, one can deduce that ‖ · ‖Mp decreases with p ∈ (1, 2], and that
Mp ⊂Mq for any 1 < p < q ≤ 2.
More generally, if H0 and H1 are Hilbert spaces, one can introduce a similar
definition of Fourier multiplier. We use the notation S ′(H0, H1) in order to
denote the space of all linear continous maps from S(Rd, H0) to H1.
Definition B.2. Let 1 < p < +∞, let H0 and H1 be two Hilbert spaces, and
consider ρ ∈ S ′(H0, H1). We call ρ a Fourier multiplier if the convolution
(F−1ρ) ∗ f ∈ Lp(H1) for all f ∈ Lp(H0), and if
sup
‖f‖Lp(H0)=1
‖(F−1ρ) ∗ f‖Lp(H1) < +∞. (147)
The linear space of all such ρ is denoted by Mp(H0, H1), and is endowed with
the above norm (147).
Next we recall Mihlin multipier theorem (Theorem 6.1.6 in [BL76]).
Theorem B.3. Let H0 and H1 be Hilbert spaces, and assume that ρ : Rd →
L(H0, H1) be such that
|ξ|α‖Dαρ(ξ)‖L(H0,H1) ≤ K, ∀ξ ∈ Rd, |α| ≤ L
for some integer L > d/2. Then ρ ∈Mp(H0, H1) for any 1 < p < +∞, and
‖ρ‖Mp ≤ CpK, 1 < p < +∞.
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Now, recall the Littlewood-Paley functions (φj)j≥0 defined in (24), and in-
troduce the maps J : S ′ → S ′ and P : S ′ → S ′ via formulas
(J f)j := φj ∗ f, j ≥ 0, (148)
Pg :=
∑
j≥0
φ˜j ∗ gj , j ≥ 0, (149)
where g = (gj)j≥0 with gj ∈ S ′ for all j, and
φ˜0 := φ0 + φ1,
φ˜j := φj−1 + φj + φj+1, j ≥ 1.
One can check that P ◦ J f = f ∀f ∈ S ′, since φ˜j ∗ φj = φj for all j. We then
introduce for c ≥ 1 and k ≥ 0 the space
l2,kc := {(zj)j∈Z : c−k
∑
j∈Z
(c2 + |j|2)k|zj |2 < +∞}.
Theorem B.4. Let c ≥ 1, k ≥ 0, 1 < p < +∞. Then 〈∇〉kcLp is a retract of
Lp(l2,kc ), namely that the operators
J : W k,pc → Lp(l2,kc )
P : Lp(l2,kc )→ W k,pc
satisfy P ◦ J = id on W k,pc .
Proof. First we show that J : W k,pc → Lp(l2,kc ) is bounded.
Since J f = (F−1χc) ∗ J kc f , where
(χc(ξ))j := (c
2 + |ξ|2)−k/2φˆj(ξ), j ≥ 0
J kc f := F−1((c2 + |ξ|2)k/2fˆ),
we have that for any α ∈ Nd
|ξ|α‖Dαχc(ξ)‖L(C,l2,kc ) ≤ |ξ|α
∑
j≥0
(2jkck|Dα(χc(ξ))j |) ≤ Kα
because the sum consists of at most two non-zero terms for each ξ. Thus J ∈
Mp(W k,pc , L
p(l2,kc )) by Mihlin multiplier Theorem.
On the other hand, consider P : Lp(l2,kc )→ W k,pc .
Since J kc ◦ Pg = (F−1δc) ∗ g(k), where
g = (gj)j≥0,
g(k) := (2
jkgj)j≥0,
δc(ξ)g :=
∑
j≥0
2−jk(c2 + |ξ|2)k/2φ˜j(ξ)gj ,
we have that for any α ∈ Nd
|ξ|α‖Dαδc(ξ)‖L(l2,kc ,C) ≤ |ξ|α
∑
j≥0
(2−jkc−k|Dα(c2 + |ξ|2)k/2φ˜j(ξ)|)2
1/2 ≤ Kα,
because the sum consists of at most four non-zero terms for each ξ. Thus P ∈
Mp(L
p(l2,kc ),W
k,p
c ) by Mihlin multiplier Theorem, and we can conclude.
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Corollary B.5. Let θ ∈ (0, 1), and assume that k0, k1 ≥ 0 (k0 6= k1) and p0,
p1 ∈ (1,+∞) satisfy
k = (1− θ)k0 + θk1,
1
p
=
1− θ
p0
+
θ
p1
.
Then (W k0,pc ,W k1,pc )θ = W k,pc .
The previous corollary, combined with the classical 3 lines theorem (Lemma
1.1.2 in [BL76]), immediately leads us to the following Proposition.
Proposition B.6. Let k0 6= k1, 1 < p < +∞, and assume that T : W k0,pc →
W k0,pc has norm M0, and that T : W k1,pc → W k1,pc has norm M1. Then
T : W k,pc → W k,pc , k = (1− θ)k0 + θk1,
with norm M ≤M1−θ0 Mθ1 .
Now we conclude with the proof of Theorem 3.7.
Theorem 3.7. Estimates (21) clearly follow from Proposition 3.1 if we can prove
that for any α and for any q ∈ [2, 6]
‖〈∇〉αcW±〈∇〉−αc ‖Lq→Lq  1, (150)
‖〈∇〉αcZ±〈∇〉−αc ‖Lq→Lq  1. (151)
Indeed in this case one would have
‖〈∇〉1/q−1/pc eitH(x)Pc(−∆ + V )ψ0‖LptLqx = ‖〈∇〉1/q−1/pc W±eit〈∇〉cZ±ψ0‖LptLqx ,
but
‖〈∇〉1/q−1/pc W±eit〈∇〉cZ±ψ0‖Lqx  ‖〈∇〉1/q−1/pc eit〈∇〉cZ±ψ0‖Lqx ,
hence
‖〈∇〉1/q−1/pc eitH(x)Pc(−∆ + V )ψ0‖LptLqx  c
1
q− 1p− 12 ‖〈∇〉1/2c Z±ψ0‖L2  c
1
q− 1p− 12 ‖〈∇〉1/2c ψ0‖L2 .
To prove (151) we first show that it holds for α = 2k, k ∈ N. We argue by
induction. The case k = 0 is true by Theorem 3.8. Now, suppose that (151)
holds for α = 2(k − 1), then
‖(c2 −∆)kZ±(c2 −∆)−k‖Lq→Lq = ‖(c2 −∆)(c2 −∆)k−1Z±(c2 −∆)−(k−1)(c2 −∆)−1‖Lq→Lq
≤ c2‖(c2 −∆)k−1Z±(c2 −∆)−(k−1)(c2 −∆)−1‖Lq→Lq
+ ‖ −∆(c2 −∆)k−1Z±(c2 −∆)−(k−1)(c2 −∆)−1‖Lq→Lq
≤ c2‖(c2 −∆)k−1Z±(c2 −∆)−(k−1)(c2 −∆)−1‖Lq→Lq
+ ‖ −∆(c2 −∆)−1 (c2 −∆)k−1Z±(c2 −∆)−(k−1)‖Lq→Lq
+ ‖ −∆(c2 −∆)k−1[Z±, (c2 −∆)−1](c2 −∆)−(k−1)‖Lq→Lq
 c2‖(c2 −∆)−1‖Lq→Lq + ‖ −∆(c2 −∆)−1‖Lq→Lq  1,
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since
‖[Z±, (c2 −∆)−1]‖L2→L2  |ξ|
(c2 + |ξ|2)2 ≤ (c
2 + |ξ|2)−3/2.
Similarly we can show (151) for α = −2k, k ∈ N. By Proposition B.6 one
can extend the result to any α ∈ R via interpolation theory.
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