, built from these matrices, is described. Two-dimensional data are represented by discrete set of curve f points. It is shown how to create the orthogonal OHR operator and how to use it in a process of data interpolation. MHR method is interpolating the curve point by point without using any formula or function.
Introduction
A significant problem in computer vision and image analysis [1] is to solve any nonlinear equation
This means the issue of approximation x in equation ( ) 0 f x = where f g h = − . Two-dimensional data can be treated as points on the curve. Many numerical methods for nonlinear equations are known as iterative methods: bisection, regula falsi, Newton's method (also called as the Newton-Raphson method), Steffensen's method, Brent's method, Broyden's method, fixed-point iterations, inverse interpolation and the secant method [2] . These methods can be used for any function, but sometimes there are troubles. For exam-ple in Newton's method we may find difficulties in calculating derivative of a function or troubles with bad starting point of iteration. Generally iterative methods need many assumptions about function (monotonicity, convexity, derivative, starting point). Some methods are used only for polynomials (Muller's, Laguerre's, Bairstow's, Jenkins-Traub's methods). Nonlinear systems are still opened for researchers [3] .
This paper is dealing with novel method of root's approximation by using a family of Hurwitz-Radon matrices. Method of Hurwitz-Radon Matrices (MHR) does not need any assumption about function. The only information about curve is the set of at least five interpolation nodes and a zero of the function between two of them. Proposed method of Hurwitz-Radon Matrices (MHR) is used in data interpolation and then calculations to solve the nonlinear equation are introduced. MHR connects two significant problems in mathematics and computer sciences: interpolation of the function and the solution of nonlinear equation [4] . MHR method uses two-dimensional data for knowledge representation [5] and computational foundations [6] . Also medicine [7] , industry and manufacturing are looking for the methods connected with geometry of the curves [8] . So suitable data representation and precise solving of any equation [9] are the key factors in many applications of artificial intelligence and numerical methods [10] . 
Assumptions for the Solution

Reconstruction of the Graph Points
The key question exists in many branches of science: is it possible to find a method of nonlinear equation solution without iterations of numerical methods [11] ? This paper aims at giving the positive answer to this question. Method of Hurwitz-Radon Matrices (MHR), described in this paper, is computing points between two successive nodes for searching a root of the function. The curve or function in MHR method is parameterized for real number 
we have seven HR matrices with elements 0, ±1. So far HR matrices are applied in electronics [13] : in Space-Time Block Coding (STBC) and orthogonal design [14] , also in signal processing [15] and Hamiltonian Neural Nets [16] . 
For nodes ( ) ( ) ( ) 1  1  2  2  3  3 , , , , , x y x y x y and ( ) 4 4 , x y OHR of dimension 4 N = is constructed: 
The components of the vector
, appearing in the matrix M (3), are defined by (4) in the similar way to (1) and (2) 
Points Interpolation by MHR
Key question looks as follows: how can we compute coordinates of points settled between the interpolation nodes [18] ? The answer is connected with novel MHR method [19] . On a segment of a line every number " c " situated between " a " and " b " is described by a linear (convex) combination
The average OHR operator 2 M of dimension 2, 4 N = or 8 is constructed as follows:
with the operator 0 M built (1)-(3) by "odd" nodes ( ) ( ) ( ) 1  1  3  3  2 1  2 1 , , , 
in which components of vector ( ) Y C give the second coordinate of the points ( ) , x y corresponding to the first coordinate, given in terms of components of the vector C .
Calculations of unknown coordinates for curve points using (6)- (9) are called by author the method of Hurwitz-Radon Matrices (MHR) [20] . Here is the application of MHR method (Figure 2 ) for function ( ) 
Nonlinear Equations Solved via MHR
Conclusions
The method of Hurwitz-Radon Matrices leads to curve interpolation [21] and approximation of nonlinear equation solution depending on the number and location of nodes. No characteristic features of function is important in MHR method: polynomial or not, monotonicity, convexity, derivative, starting point. These features are very significant for iterative numerical methods. MHR method gives the possibility of reconstruction a curve and searching for a root of the function. The only condition is to have a set of nodes according to assumptions in MHR method. The features of MHR method: accuracy of the equation solution depends on the number of nodes and the distance between first and last node (MHR-4 is more precise than MHR-2 and MHR-8 is more precise than MHR-4); interpolation of a curve consists of L points is connected with the computational cost of rank ( ) O L ; MHR is a well-conditioned method (orthogonal matrices); MHR is not an affine interpolation [22] . Future works are connected with: computing the interpolation error, implementation of MHR in object recognition [23] , MHR extrapolation method [24] and curve parameterization [25] .
