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Abstract
We consider the elastic scattering and bound states of charged quantum particles mov-
ing in the Aharonov-Bohm and an attractive ρ−2 potential in a partial wave approach.
Radial solutions of the stationary Schro¨dinger equation are specified in such a way
that the Hamiltonian of the problem is self-adjoint. It is shown that they are not
uniquely fixed but depend on open parameters. The related physical consequences are
discussed. The scattering cross section is calculated and the energy spectrum of bound
states is obtained.
PACS numbers: 03.65.Bz, 03.65.Ge, 03.65.Nk, 02.30.Tb
1. Introduction
The famous Aharonov-Bohm (AB) effect [1] has been the subject of many investigations
in the past (compare [13, 14]). During the last years novel applications have been discussed
which open new areas of research. Detailed calculations of QED processes in the presence of
the magnetic string has been carried out. For example, the cross sections of bremsstrahlung
and pair production have been evaluated analytically [3]. Recently the AB effect found
an unexpected application in the domain of atomic interferometry with neutral atoms.
Improving a suggestion in [17], the following experimental set up has been proposed in [16]:
The radial electric field E of a straight charged wire with homogenous charge density κ0
polarizes scattered neutral atoms. A uniform magnetic field B is applied parallel to the
wire. The atoms with mass M0 and electric polarizability α moving in these two fields will
then acquire a quantum phase. The respective Lagrangian for these atoms is
L =
1
2
Mv2 + α[B × E] · v
c
+
1
2
αE2 (1)
with M = M0 + αB
2/c2 if terms of the order v2/c2 are neglected. The corresponding
stationary Schro¨dinger equation is in cylindrical coordinates ρ and ϕ (we omit the trivial
z-dependence and put h¯ = 1, c = 1.){
1
2M
[
∂2
∂ρ2
+
1
ρ
∂
∂ρ
− 1
ρ2
(
−i ∂
∂ϕ
− β
)2]
+
κ2
ρ2
+ E
}
ψ(ρ, ϕ) = 0 , (2)
The magnetic-field parameter β is thereby β = ακ0/2πc and the charge parameter κ is
κ = ακ20/8π
2. E = p2/2M is the energy of particles with momentum p. The magnetic field
yields no forces on the particles, nevertheless a pure topological phase is attached to the
wave function. Atom interferometer experiment to measure this effect are on their way.
Results for the limiting case of a vanishing magnetic field (B = 0) are described in [12]. A
computer simulation has been performed in [7].
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There is a physically different set up which leads to the same differential equation (2).
It makes the relation to the usual AB situation evident. The motion of a particle with mass
M and charge e in the AB potential,
A(r) =
Φ
2π
[n× r]
ρ2
, ρ2 = r2 − (n · r) , (3)
(n is a unit vector along the magnetic string and Φ is the magnetic flux) which is superim-
posed by the attractive electric potential of an electrically charged string in n-direction
U(ρ) = −κ
2
ρ2
, κ2 ≥ 0 (4)
is quantum mechanically described by the Hamiltonian operator
H =
1
2M
[−i∇r − eA(r)]2 − κ
2
ρ2
(5)
obtained by the canonical quantization procedure. Referring to cylindrical coordinates this
leads again to the Schro¨dinger equation (2) where the magnetic-field parameter β agrees
now with the flux β = eΦ/2π. Below we will restrict β to the interval 0 ≤ β < 1 because
addition of an integer number does not result in a physical effect.
In previous papers we had introduced absorption of atoms on the surface of a wire with
finite radius [4, 5]. The same problem has been treated in [11]. In this paper we will take the
two singular potentials A and U (which both lead to terms proportional to ρ−2) seriously
for all values of ρ including the limit ρ→ 0. That in this case severe physical problems may
arise, has already been pointed out in [9]. The reason for this is that it is not enough to
consider the operator H of (5) on its own, but the domain has to be specified on which H
becomes a self-adjoint and therefore quantum mechanically admissible operator. This can
be obtained by a self-adjoint extension [15]. It is a well known fact that such an extension
may be unique or non-unique. Our aim is to answer this for our case in performing the
extension procedure. If it turns out to be unique, then the self-adjoint operator with singular
potentials may be regarded as a limiting case of some well defined physical situation free of
singular potentials. If on the other hand the extension is non-unique it may be regarded as
the limiting case of many different physical set ups. In both cases it is a task to specify the
underlying non-singular situations.
To treat the problem we introduce a partial wave decomposition in Sect. 2. That this
is feasible for the scattering problem although the potentials in question are far reaching,
has been demonstrated [5]. In Sect. 3 we find normalizable radial functions of positive
energy for the Schro¨dinger equation (2). They contain arbitrary coefficients and occur
to be nonorthogonal at different values of momentum p unless these coefficients are fixed
appropriately. To do this we use a “pragmatic approach” [2] which is based on direct
evaluation of the normalization integral. Setting the nonorthogonal terms in this integral
equal to zero we obtain the conditions under which the Hamiltonian H is a self-adjoint
operator on the corresponding radial functions. Being equivalent to the standard procedure
of the self-adjoint extension this approach is more transparent since it uses the fact that any
self-adjoint operator possesses an orthogonal set of eigenfunctions. But having cured the
mathematical problem, a physical problem arises: It turns out that the resulting complete
orthogonal set of scattering states depends on an infinite number of open or free parameters.
What are the physical set ups and the corresponding scattering states from which they can
be obtained in an appropriate limit?
The cylindrically symmetric hard core model is the simplest model to think of in which
the singularity of the potentials in ρ = 0 is avoided. We show in Sect. 4 that the limit
of vanishing radius of the hard core cylinder can not be used to fix free parameters. So it
remains an open question which realistic physical models lead in an appropriate limit to
the admissible solutions found in the “pragmatic approach”. In Sect. 5 we return to the
Schro¨dinger equation (8) and its solutions with open parameters and discuss the general
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traits of the elastic scattering. We study the differential and the total cross sections as
functions of the physically specified parameters β, κ and p. In Sect. 6 we turn to the bound
states and the related energy spectrum.
In Appendix A the procedure of obtaining the self-adjoint extension is described in a
mathematically more rigorous way. It is shown that the results agree with those obtained
in the “pragmatic approach”.
2. Partial-wave approach to elastic scattering
To describe scattering we have to find a solution of Eq. (2) which satisfies the scattering
boundary condition for ρ→∞
ψ(~p ; ρ, ϕ)→ eiβ(ϕ−pi) eipρ cosϕ + f(ϕ) e
ipρ
√
ρ
, (6)
where p :=
√
2ME. Note that the first term, which represents the wave function ψin(ρ, ϕ)
of the incoming flux, has the form of a modified plane wave (compare [5]). We assume that
the angle ϕp under which the particles fall in, is equal to zero. For arbitrary ϕp replace
ϕ→ ϕ− ϕp.
We assume rotational and translational symmetry and solve Eq. (2) using a partial wave
decomposition
ψ(ρ, ϕ) =
∞∑
m=−∞
Rm(ρ) e
imϕ , m = 0,±1,±2, ... . (7)
m is the orbital angular-momentum quantum number. That this is a well defined approach
in our case although it includes Aharonov-Bohm scattering as a limiting case, has been
shown in [5]. The radial functions Rm(ρ) satisfy the Bessel equation
R′′m(ρ) +
1
ρ
R′m(ρ)−
ν2
ρ2
Rm(ρ) + p
2Rm(ρ) = 0 (8)
where we have introduced the effective quantum number ν and the new charge parameter
γ
ν2 := (m− β)2 − γ2 , γ2 := 2Mκ2 . (9)
γ ≥ 0 represents because of (4) the strength of the attractive potential, ν2 depends apart
from β and γ2 on the orbital quantum number m (we omit for ν the index m). Because
γ and the magnetic-field parameter β specify the physical situation, we call them together
with the momentum p the physical parameters. If we describe with the equations above the
scattering of neutral polarizable atoms by the charged wire in the uniform magnetic field
[16], the parameter ν2 acquires an additional term from the magnetic mass: γ2 → γ2 + β2.
The scattering amplitude f(ϕ) can be expressed in terms of phase shifts δm which are
defined by the asymptotic form of the radial functions
Rm(ρ)→
√
1
2πpρ
[
e−i(pρ−pim−
pi
4 ) + Sme
i(pρ− pi4 )
]
, Sm := e
2iδm . (10)
We take into account the asymptotic behaviour of the radial functions Rinm of the incoming
wave (compare [5])
ψin(ρ, ϕ) = eiβ(ϕ−pi) e
ipρ cosϕ
=
∞∑
m=−∞
Rinm(ρ) e
imϕ , (11)
Rinm(ρ)→
√
1
2πpρ
[
e−i(pρ−pim−
pi
4 ) + cosπβei(pρ−
pi
4 )
]
. (12)
Then the scattering amplitude reads
f(ϕ) =
1√
2π
∞∑
m=−∞
fm e
imϕ, fm =
e−i
pi
4
√
p
(Sm − cosβ) . (13)
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3. Self-adjoint Hamiltonian and the appearance of open parameters
The Hamiltonian H of Eq. (2) contains two singular potentials, the AB-potential Aϕ(ρ)
of Eq. (3) and the attractive scalar potential U(ρ) of Eq. (4). Both lead to terms pro-
portional to ρ−2. To make H a quantum mechanical operator one has to fix the domain of
solutions on which it becomes a self-adjoint operator. We describe the corresponding self-
adjoint extension approach in detail in the Appendix A. An alternative quick and simple
procedure leading to the same results is the “pragmatic approach” which we have applied
earlier in [2]. It is based on the demand that the radial functions Rm(ρ) should be not only
normalizable with regard to ρ but also orthogonal for different values of p :∫ ∞
0
R∗m(p
′ρ)Rm(pρ)ρdρ =
δ(p− p′)√
pp′
. (14)
This turns out to be equivalent to the restriction to solutions with specific boundary con-
ditions for the radial functions at ρ = 0 which imply self-adjointness. For the pure AB
potential this problem has been considered by many authors.
It is important to note that the parameter ν2 of Eq. (9) can have negative values for any
values of the physical parameters β and γ. This happens for non-vanishing charge parameter
γ 6= 0 and modes with orbital quantum numbers m out of the interval (β−γ < m < β+γ).
For the pure Aharonov-Bohm case (γ = 0) there are no such modes. They are possible here
because there is in addition the attractive potential U(ρ).
For the normalizable solutions we have therefore to distinguish three domains of ν2 which
correspond for given physical parameters β and γ to different intervals of the quantum
number m. The conditions ν2 > 0 and µ := |ν| > 1 characterize the intervals of large
positive and negative m extending to ±∞. (In the paper [5] we used the definition µ = ℑν
which can differ in sign with the new one). The corresponding normalizable solutions of
Eq. (8) are
Rm(ρ) = cmJµ(pρ), |m− β| >
√
1 + γ2 , |cm| = 1 . (15)
The normalizable solutions with ν2 > 0 and µ < 1 have the form
Rm(ρ) = amJ−µ(pρ) + bmJµ(pρ), γ < |m− β| <
√
1 + γ2 (16)
with arbitrary coefficients am and bm. If γ 6= 0 the condition in Eq. (16) can be fulfilled for
not more than for two values of m, depending on the values of β and γ. For the pure AB
case (γ = 0), for example, we can have only m = 0 and m = 1. This domain is with respect
to the values of m an intermediate domain.
Turning to ν2 < 0 what is possible for γ 6= 0 we find
Rm(ρ) = amJ−iµ(pρ) + bmJiµ(pρ), |m− β| < γ . (17)
These solutions with the smallest values of m have to be taken into account whenever the
scalar potential is large enough so that γ > min[β, 1− β].
The solutions (15) are orthogonal for different p. This is in general not the case for
the solutions (16) and (17) if the coefficients am or bm are not specified further. Because
of the singular potentials, the Hamiltonian of Eq. (8) is not self-adjoint if applied to the
domain of all possible solutions Eqs. (15) - (17). Following the “pragmatic approach” to
self-adjointness we will now impose the condition (14). Using the relations (see Appendix
B) ∫ ∞
0
Jν(p
′ρ)Jν(pρ)ρdρ =
δ(p− p′)√
pp′
(18)
and ∫ ∞
0
J−ν(p
′ρ)Jν(pρ)ρdρ =
δ(p− p′)√
pp′
cosπν +
2 sinπν
π(p2 − p′2)
(
p
p′
)ν
, (19)
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we obtain from Eq. (16) for the intermediate interval of quantum numbers m:∫ ∞
0
R∗m(p
′ρ)Rm(pρ)ρdρ = [a
∗
mam + b
∗
mbm + cosπµ(a
∗
mbm + b
∗
mam)]
δ(p− p′)√
pp′
+
2i sinπµ
π(p2 − p′2)
[(
p
p′
)µ
a∗m(p
′)bm(p)−
(
p
p′
)−µ
b∗m(p
′)am(p)
]
. (20)
It is the second term which may prevent orthogonality. To establish orthogonality we have
to demand
b∗m(p
′)
a∗m(p
′)
p′2µ =
bm(p)
am(p)
p2µ , (21)
what implies that the expressions on both side of this equation are independent of p and
real. Accordingly we have for ν2 > 0 and µ < 1
Rm(ρ) = cm
[
λm
( p
M
)2µ
J−µ(pρ) + Jµ(pρ)
]
, γ < |m− β| <
√
1 + γ2 (22)
with dimensionless real parameters λm fulfilling
|cm|2
[
λ2m
(
p
M
)4µ
+ 2λm
(
p
M
)2µ
cosπµ+ 1
]
= 1 which are not specified by the pragmatic
approach. We will confirm this more rigorously in Appendix A. The procedure to establish
self-adjointness does therefore not lead to a unique solution for given m but to a whole set
of solutions parametrized by the set of open parameters {λm}.
Turning to quantum numbers m with ν2 < 0 we obtain with Eq. (17)∫ ∞
0
R∗m(p
′ρ)Rm(pρ)ρdρ = [a
∗
mbm + b
∗
mam + coshπµ(a
∗
mam + b
∗
mbm)]
δ(p− p′)√
pp′
− 2i sinhπµ
π(p2 − p′2)
[(
p
p′
)−iµ
a∗m(p
′)am(p)−
(
p
p′
)iµ
b∗m(p
′)bm(p)
]
. (23)
For orthogonality the second term has to vanish. This amounts to
b∗m(p
′)
a∗m(p
′)
p′−2iµ =
am(p)
bm(p)
p−2iµ . (24)
Accordingly the expressions on either side of this equation must be independent of p and
their complex conjugate must be equal to their inverse. The consequence is that the radial
solutions Rm of Eq. (17) must be restricted to
Rm(ρ) = cm
[
ei[θm+2µ ln(p/M)]J−iµ(pρ) + Jiµ(pρ)
]
, |m− β| < γ (25)
with open dimensionless parameters θm out of the interval 0 ≤ θm < 2π and the normaliza-
tion condition amounts to 2|cm|2[coshπµ+cos(2µ ln p/M +θm)] = 1. Again self-adjointness
does not leads to a unique solution for a given m (compare App. A).
It is easily to check that the partial radial currents
jm(ρ) =
p
2iM
[R∗m(pρ)R
′
m(pρ)−Rm(pρ)R′∗m(pρ)] (26)
vanish for the solutions (15), (22) and (25). The same is true for the total current.The reason
for this that ingoing and outgoing currents compensate each other, thereby reflecting the
fact that the scattering is purely elastic.
4.The cylindrical hard core model
We have shown that for the elastic scattering of particles in the two singular potentials
the relevant Hamiltonian is self-adjoint and therefore quantum-mechanically admissible not
only for one but for a total set of solutions parametrized by open parameters. Because
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there is not a unique solution, the differential equation (8) can not be attributed to one
specific physical situation. The reason may be that many different physical situations with
non-singular potentials and certain boundary conditions lead in some physical limit to the
same differential equation (8) with two singular potentials. One could imagine that as far
as the wave functions are concerned, each of these situations lead to one particular solution
Rm(ρ) with well specified parameters λm and θm. In the following we want to examine if
in this way the physically simplest well defined physical situation is related to particular
values of the parameters. For this we study the model with a hard core with surface ρ0
so that no particles can penetrate the surface. This amounts to Rm(ρ) = 0 for ρ0 ≤ 0
(compare [4]). The limit to be discussed is ρ0 → 0.
For quantum numbers m with ν2 > 0 the hard core solutions
Rhcm (ρ) = c˜m[Jµ(pρ0)J−µ(pρ)− J−µ(pρ0)Jµ(pρ)]
∼ −[Jµ(pρ0)/J−µ(pρ0)]J−µ(pρ) + Jµ(pρ) , |m− β| > γ (27)
do not contain open parameters because there are no singular potentials furthermore. Be-
cause of limρ0→0 Jµ(pρ0)/J−µ(pρ0) = 0 this leads for ρ0 → 0 to the solution (15) for µ > 1
and to the solution (22) with fixed parameter λm = 0 in the intermediate region with µ < 1.
For the domain of quantum numbers m with ν2 < 0 the parameter free hard core
solutions are
Rhcm (ρ) = c˜m[J−iµ(pρ0)Jiµ(pρ)− Jiµ(pρ0)J−iµ(pρ)] , |m− β| < γ . (28)
In order to see to which values of the parameters θm this is related, we go to the limit
ρ0 → 0 and find
ei(θm+2µ ln p/M) = lim
ρ0→0
[
− Jiµ(pρ0)
J−iµ(pρ0)
]
, θm = lim
ρ0→0
2µ ln
Mρ0
2
+ π − 2ξm (29)
with ξm:= arg Γ(1 + iµ). For ρ0 → 0 we have θm → −∞. Therefore this limit of the hard
core model does not fix the open parameters θm.
This is not surprising. The problem in question as it is specified by Eq. (2) is explicitly
scale invariant. On the another hand, by the appearance of open parameters caused by
the self-adjoint extension, scales are introduced (compare the example in Sect. 6). To
obtain a physical interpretation of the open parameters from more physical models in going
to a certain limit, these models must contain scale parameters which do not dissapear in
this limit. The hard core model contains the parameter ρ0, but it dissappears in the limit
ρ0 → 0.
Taken these results together we have shown that the hard core model in the limit of
vanishing ρ0 does not leads to a solution ψ(ρ, ϕ) based on the radial solutions Rm(ρ) above
if values of m out of the interval |m−β| < γ have to be taken into account. For large values
of the charge parameter γ this will be the case.
5. Scattering amplitude and cross section
To work out the scattering cross section in the general case of Eqs. (2) and (8) we refer
to the limit of the hard core model and take λm = 0. In this case there is one type of
solutions for the whole quantum number domain ν2 > 0 so we have
Rm =


cmJµ(pρ) for ν
2 > 0 ,
cm[
[
ei[θm+2µ ln(p/M)]J−iµ(pρ) + Jiµ(pρ)
]
for ν2 < 0 .
(30)
Based on the scattering boundary condition (6) and the asymptotic form (12) of the partial
waves of the distorted ingoing plane wave, we find for the coefficients
cm =


eipi(m−
µ
2 ) for ν2 > 0 ,
eipim
[
e−
pi
2 µ + e
pi
2 µei(θm+2µ ln p/M)
]−1
, for ν2 < 0 .
(31)
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The partial scattering amplitudes of Eq. (13) then turn out to be
Sm =
{
eipi(m−µ) , for ν2 > 0
eipim−i(θm+2µ ln p/M) e
piµ+ei(θm+2µ ln p/M)
epiµ+e−i(θm+2µ ln p/M)
, for ν2 < 0 .
(32)
Eq. (8) is explicitly scale-invariant because the parameter γ and, consequently, the parame-
ter ν are dimensionless. One could therefore expect that the phase functions are independent
of the momentum p and the related energy [10]. This is the case if the operator of Eq. (8)
is essentially self-adjoint. If not, the procedure of self-adjoint extension may lead to a p-
dependence. Eq. (32) shows this explicitly for ν2 < 0. It is then convenient to replace θm
by dimensional open parameters pm,0 out of the interval Me
−pi/µ ≤ pm,0 < M according to
θm =: 2µ ln
M
pm,0
, (33)
so that Sm of Eq. (32) depend on p/pm,0. We will see below that because of the necessity
for a self-adjoint extension for bound states, the energy spectrum will depend on p/pm,0
too, so that an arbitrary energy scale appears.
To work out the scattering amplitude f(ϕ) it is useful to separate the contribution of
the AB potential in order to get convergent series (compare [5]). This leads to
f(ϕ) =
e−i
pi
4√
2πp
∞∑
m=−∞
(Sm − cosβ) eimϕ (34)
= fAB(ϕ) +
e−
ipi
4√
2πp
∞∑
m=−∞
(
Sm − SABm
)
eimϕ := fAB(ϕ) +
e−i
pi
4√
2πp
δΣ(ϕ)
with
SABm = e
ipi(m−|m−β|) , fAB(ϕ) = − 1√
2πp
e−ipi/4 eiϕ/2
sinπβ
sin ϕ2
. (35)
For the subsequent numerical evaluation we split δΣ(ϕ) into three parts,
δΣ(ϕ) =
∞∑
m>γ+β
(
Sm − SABm
)
eimϕ +
∞∑
m>γ−β
(
S−m − SAB−m
)
e−imϕ
+
m<β+γ∑
m>β−γ
(
Sm − SABm
)
eimϕ (36)
The differential cross section dσ/dϕ is a function of the scattering angle ϕ and depends on
the physical parameters β and γ and on momentum p which specify the underlying physical
situation. The open parameters θm in Eq. (32) are by definition functions of M/pm,0
(compare Eq. (33)). In the following we chose θm to be equal for all m and correspondingly
pm,0 := p0. Equations (32) and (34) then show that the dimensionless differential scattering
cross section is a function of ϕ and of the combination p/p0
2πp
dσ
dϕ
=
√
2πp |f(ϕ)|2 := η (ϕ, p/p0) . (37)
In Fig. 1 we show the function η (ϕ, p/p0) obtained by a numerical calculation for p/p0 = 1
and p/p0 = 80 (solid lines) and values of the physical parameters β = 0.5 and γ = 9.9. The
dashed line represent the AB limit γ = 0. For small scattering angles the AB contribution
dominates the effect due to the factor sin2 ϕ2 in the denominator of fAB(ϕ). It can be seen
that η for small angles ϕ is independent of p/p0 and therefore independent of the open
parameter p0. For larger scattering angles the AB contribution becomes negligibly small.
We notice here oscillations as functions of ϕ as well as a weak dependence on p/p0.
We turn now to the total elastic scattering cross section σ. It is divergent in the presence
of the AB potential which decreases too slowly at infinity. Therefore we work out σ for
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Figure 1: Dimensionless differential cross section η = 2πp dσ/dϕ of elastic scattering as
function of the scattering angle ϕ for two domains of ϕ. The AB cross section (γ = 0) is
shown as dashed line.
the special case of vanishing flux parameter β = 0. Accordingly it depends only on the
momentum p, the charge parameter γ and on the open parameters pm,0. We obtain
σ =
∫ 2pi
0
|f(ϕ)|2dϕ =
∑
m
σm =
∑
m
f∗mfm =
2
p
∑
m
(1−ℜSm) (38)
with
1−ℜSm =
{
1− cosπm cosπµ , for ν2 > 0
1− cosπm coshπµ+ sinh2 piµ cospimcoshpiµ+cos(θ+2µ ln p/M) , for ν2 < 0 ,
(39)
θm of Eq. (33) and µ = |ν| of Eq. (9). Decomposing according to
σ = σν2>0 + σν2<0 , (40)
we see that σν2>0 has a simple p-dependence of the form
σν2>0 =
2Σ1(γ)
p
. (41)
where Σ1(γ) is an increasing function of γ. Σ1(γ) is close to π
4γ4/24 for small γ, whereas
it approaches asymptotically the parabola π2γ2/2 for large γ, see Fig. 2.
σν2<0 has in contrast to σν2>0 no simple dependence on the momentum p. Writing
σν2<0 =
2
p
Σ2(γ, p) , (42)
we can discuss the p-dependence of Σ2 for a given value of the charge parameter γ. Re-
stricting to the domain 0 < γ < 1 of small γ, it is only the s-wave which contributes to
σν2<0. Fitting the remaining open parameter as p0,0 = 10 we obtain for γ = 0.9 the curves
of Fig. 3. They show an oscillatory dependence on p which becomes infinitely fast as p→ 0.
The contributions to σν2<0 with m 6= 0 which appear for larger values of γ show the same
behaviour.
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Figure 2: The function Σ1(γ) of Eq. (41) (bold line).The thin and dashed lines show the
functions π4γ4/24 and π2γ2/2 correspondingly.
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Figure 3: Σ2(p) of Eq. (42) for the parameter choice β = 0, γ = 0.9 and p0,0 = 10.
The dimensionless total cross section 0.5 p σ(p) is obtained in adding to Σ2 the constant
Σ1 ≈ 3.48 thus shifting up the curves.
6. Bound states
Bound states in the attractive potential U(x) = −κ2/x2 have been considered long ago
in [6]. We generalize these results by including the AB potential (β 6= 0). Bound states
can only be found for values of m with ν2 < 0. The energy E is negative so that we have
p2 = −2ME . The corresponding radial equation
R′′m(ρ) +
1
ρ
R′m(ρ) +
µ2
ρ2
Rm(ρ)− p2Rm(ρ) = 0 (43)
has the general solution
Rm(ρ) = amI−iµ(pρ) + bmIiµ(pρ) . (44)
Because the wave functions of bound states have to decrease for ρ→∞, this leads to a real
Rm(ρ)
Rm(ρ) = icm[Iiµ(pρ)− I−iµ(pρ)] = 2cm
π
sinhπµKiµ(pρ) , (45)
with Kν(z) being the Bessel function of imaginary argument. For ρ→ 0 we find
Rm(ρ) ∼ icm
[(pρ
2
)iµ 1
Γ(1 + iµ)
−
(pρ
2
)−iµ 1
Γ(1 − iµ)
]
=
icm√
Γ(1 + iµ)Γ(1− iµ)
[
eiµ ln(pρ/2)−iξ − e−iµ ln(pρ/2)+iξ
]
=
− 2cm sinhπµ
πµ
sin
(
µ ln
pρ
2
− ξ
)
(46)
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where ξ := arg Γ(1 + iµ). To obtain self-adjointness we demand again orthogonality of the
wave functions for different values of p :
(p2 − p′2)
∫ ∞
0
ρdρRm(p
′ρ)Rm(pρ) =
∫ ∞
0
d
dρ
[Rm(p
′ρ)R′m(pρ)−Rm(pρ)R′m(p′ρ)]
= ρ [Rm(pρ)R
′
m(p
′ρ)−Rm(p′ρ)R′m(pρ)] |ρ=0= 0 . (47)
This condition will be fulfilled if we have for given m
ρ [Rm(pρ)R
′
m(p
′ρ)−Rm(p′ρ)R′m(pρ)] |ρ=0=
4c2m sinh
2 πµ
π2µ
sin
(
µ ln
p
p′
)
= 0 ,
or
p′
p
= e
pin
µ , i.e. pm,n = pm,0 e
−pinµ , Em,n = Em,0 e−
2pin
µ , Em,0 = −
p2m,0
2M
. (48)
with n = 0,±1,±2, .... Accordingly there is an infinite number of bound states related to
a point spectrum of energy values. It extends from −∞ to zero which is a point of accu-
mulation. Because of the open parameters pm,0 there appears a not specified energy scale.
As for scattering we have therefore the problem to fix the parameters pm,0 in discussing
models which lead to Eq. (43) in some limiting case.
7. Conclusions
We have considered quantum mechanical elastic scattering in the presence of two cylin-
drically symmetric electric and magnetic potentials which are singular for ρ = 0. The
approach was based on a decomposition with regard to partial waves with angular quan-
tum number m. The underlying Hamiltonian has been made self-adjoint by a self-adjoint
extension which fixed the form of the Schro¨dinger solutions for given m. It thereby turned
out that for fixed m and given particle momentum p the wave functions belonging to the
self-adjoint extension contain open parameters. This is the case for quantum numbers m
with ν2 := (m− β)2 − γ2 < 1 where β and γ are the magnetic-field and charge parameters.
To specify the quantum states it is therefore not enough to fix the strength of the singular
potentials by these physical parameters. This goes back to the fact that many different
physical situations with non-singular electric and magnetic potentials (for example, ρ = 0
may be excluded for some reason) can lead in some limit to the radial differential equation
treated above. Dependent on the situation, the open parameters may thereby be fixed. It
has not been answered above of what type these physical situations are. We showed that a
cylinder with hard core is not a representative.
Independent of the answer to this question one can study the elastic scattering in these
singular potentials. We have shown how the AB contribution dominates the behaviour for
small scattering angles. The dependence on the charge parameter γ and the momentum p
is discussed.
There is a lesson to be learned: The open parameters appear mode by mode. The
angular momentum quantum number m is essentially an impact parameter. One could
think of avoiding the singularities in modifying the physical situation for certain modes (for
example by introducing absorption) and keeping other modes unaltered. It may then be
that for these unaltered modes one is again confronted with the problem of open parameters
which are to be fixed by some physical argument.
Appendix
A: Self-adjoint extension approach
In this Appendix we present very briefly the ideas and results concerning the self-adjoint
extension approach to the problem under consideration. We do not dwell on the rigorous
formulations and details. A more extended version will be presented elsewhere.
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The H of Eq. (3) is only a formal differential expression. It must be supplemented by
specifying the dense domain DH ⊂ H = L2(R3), DH = H on which H of Eq. (3) defines
a self-adjoint operator: H = H†. This is the problem to be solved. In contrast to the case
of regular potentials, in this case the differential expression (3) does not at all define an
operator (or even a self-adjoint one) on the natural set of sufficiently smooth functions. The
reason is the strong singularity of the potentials (1) and (2) on the z-axis.
The differential expression (3) naturally defines an operator H0 on the domain DH0 of
functions ψ0 which are sufficiently smooth and sufficiently rapidly vanishing when approach-
ing the z-axis (and infinity). The operator H0 is evidently symmetric (hermitian)
4 but it
is not self-adjoint: H0 ⊂ H†0 . The adjoint operator H†0 is defined by the same differential
expression (3) but on the different domain DH†0 ⊂ H, which is the extension of DH0 with
DH0 ⊂ DH†0 . The functions ψ of DH†0 may have singularities on the z-axis.
5
The physically meaningful self-adjoint Hamiltonian H = H† can be defined as a self-
adjoint extension of the symmetric operator H0 (and consequently a restriction of H
†
0):
H0 ⊂ H ⊂ H†0 and therefore DH0 ⊂ DH ⊂ DH†0 .
Now we recall the basic points of the self-adjoint extension theory [15]. For an
arbitrary symmetric operator H0 ⊆ H†0 the possibility to have a self-adjoint exten-
sion depends on the so called deficiency subspaces H+ and H− which are the eigen-
subspaces of the operator H†0 corresponding to the respective eigenvalues +i and −i6:
H± =
{
ψ± : ψ± ∈ DH†0 , H
†
0ψ± = ±i ψ±
}
. The extension does exist if the dimensions of
these subspaces, the so called deficiency indices n± = dimH±, coincide: n+ = n−.
If H± is trivial, i.e. for n+ = n− = 0, the self-adjoint extension is unique. It is the
closure of H0 : H = H0 = H
†
0 . In this case the symmetric H0 is called essentially self-
adjoint . If H± is nontrivial, i.e. for n+ = n− = n > 0, the self-adjoint extension is
non-unique. The concrete self-adjoint extension HU is specified by a unitary mapping U :
H+ → H− with DHU = {ψU : ψU = ψ0 + ψ+ + Uψ+, ∀ψ0 ∈ DH0 , ∀ψ+ ∈ H+;Uψ+ ∈ H−} .
HU coincides with H
†
0 on DHU : HUψU = H0ψ0 + i ψ+ − i Uψ+.7 Therefore if n+ = n− =
n > 0 there is a manifold of self-adjoint extensions of the given symmetric operator H0
which is the group U(n). In this case additional considerations are necessary to select a
particular extension.
In our case we have n+ = n− =∞. It is easy to verify that the functions
ψ± = e
imϕ
∫ ∞
−∞
dk eikzψ˜±(k)H
(1)
ν (
√
±2iM − k2ρ)
are normalizable solutions of the respective differential equations H†0ψ± = ±iψ± where
ψ˜±(k) are arbitrary functions with a compact support. ν
2 ≡ ν2(m) = (m − β)2 − γ2 < 1
and may be negative, m = 0,±1, ..., H(1)ν is the Hankel function and ℑ
√±2iM − k2 > 0.8
Therefore there exists an infinite-dimensional U(∞) manifold of self-adjoint extensions HU
of the symmetric operator H0 in question.
In order to specify further concrete extensions we impose as an additional demand that
HU is invariant under translations along and rotations around the z-axis as has been done
in the sections above. H0 and H
†
0 show this invariance but HU does not, in general. The
reason is that although H0 and H
†
0 are invariant under these transformations, the mapping
4In fact the equality (ψ
(1)
0 , H0ψ
(2)
0 ) = (H0ψ
(1)
0 , ψ
(2)
0 ), ψ
(1)
0 , ψ
(2)
0 ∈ DH0 holds true because the integra-
tion by parts is possible without any boundary terms at the z-axis (and at infinity).
5The integration by parts in (ψ,H0ψ0) is possible without boundary terms because of the vanishing of
ψ0 on the z-axis to give (H
†
0ψ, ψ0).
6±i can be replaced by any complex numbers ζ, ζ, ℑζ > 0)
7If {ψ±k}withk = 1, 2, ..., n are respective orthonormal basises in H±, then U and HU are specified by
a unitary matrix Ukl : DHU =
{
ψU : ψU = ψ0 +
∑n
k=1
ckψ+,k +
∑n
k,l=1
ckUklψ−,l
}
, HUψU = H0ψ0 +
i
∑n
k=1
ckψ+,k − i
∑n
k,l=1
ckUklψ−,l.
8It is also evident that if ψ+ satisfies the equation H
†
0ψ+ = +i ψ+, then ψ− = ψ+ satisfies the equation
H
†
0ψ− = −i ψ−.
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U may not respect this invariance. Such a possibility corresponds to the case where the
potential has additional singularities of the δ(z) -type that brake the translation and rotation
invariance. The operator H0 remains the same.
The requirement of this invariance greatly restricts the arbitrariness in the choice of U
but in fact does still not eliminate it. This is in agreement with the results of the “pragmatic
approach” of Sect. 3. This can be demonstrated as follows: If we require the rotation and
translation invariance with respect to the z-axis, then the problem of a self-adjoint extension
of H0 reduces to the problem of self-adjoint extensions of the radial symmetric operators
Hm0 = − d
2
dρ2
− 1
ρ
d
dρ
+
ν2
ρ2
, (49)
in the radial Hilbert space L2(R+, ρdρ) for each given quantum numberm = 0,±1, .... These
operators are defined on functions Rm0(ρ) which vanish sufficiently rapid for ρ → 0. The
deficiency indices of Hm0 are fitted by ν
2 = ν2(m). It is easy to see that if ν2 ≥ 1 we have
n+ = n− = 0. Consequently Hm0 is essentially self-adjoint and there is no arbitrariness
in defining the self-adjoint extension Hm. But if ν
2 < 1, we have n+ = n− = 1, and for
each m we have a 1-parameter U(1) manifold of self-adjoint extensions Hm. We can specify
the domains DHm of these extensions in terms of the boundary behaviour of the functions
Rm(ρ) for ρ → 0. For ν2 ≥ 1 we have Rm(0) = 0. If 0 < ν2 < 19 a concrete self-adjoint
extension Hmlm is specified by the (asymptotic) boundary condition of the form
Rm(ρ) := Rmlm(ρ) ∼ ρµ + lmρ−µ, ρ→ 0 (50)
with a particular parameters lm ∈ R1. If ν2 < 0, the concrete self-adjoint extension Hmϑm
is defined by the (asymptotic) boundary condition of the form
Rm(ρ) := Rmϑm(ρ) ∼ ρiµ + eiϑmρ−iµ, ρ→ 0 (51)
with the particular parameters ϑm, 0 ≤ ϑm < 2π. The same behaviour has been obtained
in Sect. 3.
To sum up: We can determine the eigenfunctions of the self-adjoint Hamiltonian for the
problem under consideration by separating variables in cylindrical coordinates and imposing
the boundary conditions stated above on the radial wave functions at ρ = 0 in fixing λm
and θm. This specifies the Hamiltonian as a self-adjoint operator.
The arbitrariness in defining the Hamiltonian is finite-parametric. The number of pa-
rameters agrees with the number of the orbital quantum numbers m = 0,±1, ..., for which
ν2 = (m−β)2−γ2 < 1. The further reduction of this finite-parametric arbitrariness requires
physical arguments in addition (to the rotation and translation invariance).
B: Some integrals with the Bessel functions
Using formula 5.53 of [8] we obtain:∫ ∞
0
Jν(p
′ρ)Jν(pρ)ρdρ = (52)
lim
R→∞
1
p2 − p′2 [p
′ρJν(pρ)Jν−1(p
′ρ)− pρJν−1(pρ)Jν(p′ρ)]
∣∣R
0
=
= lim
R→∞
2
π(p2 − p′2)
[√
p′
p
cos(pR− π
2
ν − π
4
) cos(p′R− π
2
(ν − 1)− π
4
) −
√
p
p′
cos(pR− π
2
(ν − 1)− π
4
) cos(p′R− π
2
ν − π
4
)
]
=
1
π
√
pp′
lim
R→∞
[
sin(p− p′)R
p− p′ −
cos(p+ p′)R
p+ p′
cosπp− sin(p+ p
′)R
p+ p′
sinπp
]
=
δ(p− p′)√
pp′
9The case of ν = 0 requires a special consideration.
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and ∫ ∞
0
J−ν(p
′ρ)Jν(pρ)ρdρ = (53)
lim
R→∞
1
p2 − p′2 [p
′ρJν(pρ)J−ν−1(p
′ρ)− pρJν−1(pρ)J−ν(p′ρ) + 2νJν(pρ)J−ν(p′ρ)]
∣∣R
0
= lim
R→∞
2
π(p2 − p′2)
[√
p′
p
cos(pR − π
2
ν − π
4
) cos(p′R+
π
2
(ν + 1)− π
4
) −
√
p
p′
cos(pR− π
2
(ν − 1)− π
4
) cos(p′R+
π
2
ν − π
4
)
]
−
2
p2 − p′2
(
p
p′
)ν [
1
Γ(ν + 1)Γ(−ν) −
1
Γ(ν)Γ(−ν + 1) +
2ν
Γ(ν + 1)Γ(−ν + 1)
]
=
1
π
√
pp′
lim
R→∞
[
sin[(p− p′)R− πν]
p− p′ −
cos(p+ p′)
p+ p′
]
−
2
(p2 − p′2)
(
p
p′
)ν
1
Γ(ν + 1)Γ(−ν) =
δ(p− p′)√
pp′
cosπν +
2 sinπν
π(p2 − p′2)
(
p
p′
)ν
.
We have thereby made use of∫ ∞
0
eixtdt = πδ+(x) = πδ(x) + iP
(
1
x
)
=
lim
R→∞
∫ R
0
eixtdt = lim
R→∞
(
sinxR
x
+ i
1− cosxR
x
)
, (54)
so that we may write
δ(x) = lim
R→∞
sinxR
πx
, P
(
1
x
)
= lim
R→∞
1− cosxR
x
. (55)
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