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Abstract
In this paper we deal with algorithm A∗ and its application to the problem of 0nding the
shortest common supersequence of a set of sequences. A∗ is a powerful search algorithm which
may be used to carry out concurrently the construction of a network and the solution of a shortest
path problem on it. We prove a general approximation property of A∗ which, by building a
smaller network, allows us to 0nd a solution with a given approximation ratio. This is particularly
useful when dealing with large instances of some problem. We apply this approach to the solution
of the shortest common supersequence problem and show its e4ectiveness. c© 2002 Elsevier
Science B.V. All rights reserved.
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1. Introduction
Many optimization problems may be formulated as shortest path problems on some
network. Sometimes, the network is not known from the outset and one has to both
build the network and 0nd a shortest path on it. In such cases, the use of algorithm
A∗ can be very e4ective [9].
Algorithm A∗, was introduced in 1968 by Hart et al. [2], and then developed, in the
0eld of Arti0cial Intelligence, by many others. It is a powerful search algorithm since
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it carries out concurrently the construction of a network and the solution of a shortest
path problem on it.
The application of A∗ is based on the possibility of giving an estimate e on the
value of an optimal solution. It is known that while, in general, A∗ is a heuristic
algorithm, if the estimate e is a lower bound then it 0nds an optimal solution [8] (for
a minimization problem). On the other hand, the higher is e the smaller is the size of
the network built by the algorithm.
We prove a general property of algorithm A∗: if the estimate e is not itself a lower
bound, but there exists k¿1 such that e=k is a lower bound, then the solution re-
turned by A∗ is less than or equal to k-times the value of an optimal solution (for
a minimization problem). This property can be particularly useful when dealing with
large instances. In this case, we might prefer to 0nd a solution with a given ratio of
approximation k¿1, but in a reasonable amount of time.
This approach seems quite natural and in fact it is not new. Recently, Ikeda and
Imai [3] used it for solving some large instances of the multiple alignment problem
(MAP), calling it enhanced A∗ algorithm. Actually, the idea of heuristically using A∗
with estimates which are not lower bounds is also in the original paper of 1968 [2].
Nevertheless, to our knowledge, the approximation property of A∗ is shown here for
the 0rst time.
We show the e4ectiveness of this approach by applying it to the problem of 0nding a
common supersequence of a set of sequences R with the minimum number of symbols.
This problem is known as the shortest common supersequence problem (SCS), and
it has been extensively studied. It is known to be NP-complete [5,10] and in many
particular cases, as shown in [6,11], it remains NP-complete. Also, several authors have
studied the approximation complexity of SCS (see for instance [1,4,12]).
Timkovskii [11] proposed an exact dynamic programming approach for its solution,
which is e4ective only for instances with a few sequences. We show how to re0ne
such dynamic programming approach to deal with large instances. This is done 0rst by
reducing SCS to a shortest path problem on an acyclic di-graph. Even if the number
of nodes of this di-graph in the worst case is O(nr) (where n is the length of the
longest sequence in the set and r is the number of sequences), we o4er computational
evidence that the use of algorithm A∗ keeps this number reasonably low.
The paper is organized as follows. In the next section we review algorithm A∗, while
its approximation properties are proved in Section 3. In Section 4, we de0ne the short-
est common supersequence problem and show how to formulate it as a shortest path
problem in an acyclic di-graph. In Section 5, some computational issues are discussed.
Finally, in Section 6, some conclusions are drawn.
2. A∗ algorithm
In this section we brieEy describe Algorithm A∗. As already mentioned, it can be
used for 0nding a shortest path on a network, which is initially unknown. Algorithm
A∗ is able to build only a subgraph of the network since it binds its construction to
requirements of optimality.
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So, suppose we are given a network D, which is initially unknown, a node O and
we want to 0nd a shortest path from O to a node F representing some kind of 9nal
state for our search. Each arc (v; u) of our network has length d(v; u) and we denote
by ‘vu the length of a shortest path from a node v to a node u (‘vu=∞ if there are
no directed paths from v to u).
The application of A∗ is based on the possibility, for each node u of D, of giving
an estimate f(u) on the length of the best path through node u connecting O to F .
In particular, f(u) will be given by the sum of two terms g(u) and e(u), where g(u)
is the length of a shortest path found so far from O to u by the algorithm and e(u) is
an o:-line estimate of the length ‘uF of a shortest path connecting u to F (of course,
e(F)=0).
The estimate e(u) is called consistent if, for each arc (u; v), e(u) − e(v)6d(u; v).
Observe that, if consistency holds, then we are guaranteed that e(u) is a lower bound on
‘uF . In fact, let =v0; v1; : : : ; vk be any path in G from node v0 to node vk . For each two
consecutive nodes on path  we have e(vi)− e(vi+1)6d(vi; vi+1) for i=1; 2; : : : ; k − 1.
By adding over the i’s we obtain e(v0)−e(vk)6
∑k−1
i=0 d(vi; vi+1). This inequality holds
for any path from v0 to vk , then e(v0)−e(vk)6‘v0 ; vk . In particular, e(v0)−e(F)6‘v0 ; F ,
that is, e(v0)6‘v0 ; F , therefore, for any node v0, e(v0) is a lower bound on the length of
a shortest path from v0 to F . Note that a consistent estimate is a dual feasible solution
to a standard linear programming formulation for the shortest path problem.
Here is a description of A∗ for consistent estimates, for a general discussion see
[2,8]. At each step, we choose the most “promising” node (i.e. the one for which f(u)
is the smallest) among all the nodes which have not been yet expanded and expand
it 0nding all its successors. Of course, the 0rst node we expand is node O. The pro-
cess goes on, expanding at each step the node with the smallest value of f, until F
becomes the most promising node. Clearly, the idea of A∗ is very close to that of
branch and bound; moreover, when the estimate e(u) is, for each node u, equal to 0
and the network is known from the outset, then A∗ reduces to Dijkstra’s shortest path
algorithm.
In the following, let OPEN be the set of candidate nodes to be expanded, CLOSED the
set of nodes already expanded. Every time a node is expanded, it is deleted from OPEN
and inserted into CLOSED. The vector pred will then be used to backtrack the path which
has been found.
Algorithm A∗
(1) Let OPEN ={O}; CLOSED =∅. Let g(O)=0; f(O)=0; pred(O)=∅.
(2) Let u be such that f(u)= minp∈OPEN f(p); remove u from OPEN and put it into
CLOSED. (Break ties arbitrarily, but select F when possible.)
(3) If the selected node is F , STOP and backtrack the path by vector pred.
(4) Expand node u 0nding all its successors. For each successor v:
(a) let gv=g(u) + d(u; v);
(b) if (v ∈OPEN∪ CLOSED) then evaluate e(v);
(c) if (v ∈OPEN∪ CLOSED) or if (v∈OPEN and g(v)¿gv) then
let g(v)=gv; f(v)=gv + e(v); pred(v)=u; OPEN=OPEN∪{v}.
(5) Go to 2.
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It has been shown [8] that, if e(u) is a lower bound on ‘uF , the length of a shortest
path from u to F , then A∗ 0nds a shortest O–F path (whereas for general estimate
functions this is not guaranteed). Since this is true with consistent estimates, it follows
that the previous algorithm 0nds a shortest O–F path (de0ned through the vector pred).
Observe that, in general, the tighter e the more eMcient the algorithm, since a good
estimate keeps “low” the number of expanded nodes in D [8]. On the other hand, if e
is too time consuming to compute, eMciency can be as well jeopardized.
3. A property of algorithm A∗
In this section, we discuss a property of algorithm A∗ that allows us to 0nd ap-
proximate solutions when the estimate e(u) is not a lower bound on ‘uF . In particular,
suppose that e(u)=kq(u), where q(u) is a consistent estimate on ‘uF . Trivially, if k61,
e(u) is a lower bound itself; hence, suppose now that k¿1.
In this case, by using the same argument as in the previous section, it follows that
e(v)6k‘vF . We now show that, the length z(A∗) of the path found by A∗ using such
an estimate, is at most k times ‘OF , which is the length of a shortest path from O
to F .
Theorem 1. If e(u)=kq(u), where q(u) is a consistent estimate, then z(A∗)6k‘OF .
The proof of Theorem 1 is a consequence of the following stronger result with u=F .
Lemma 2. Every time that A∗ expands a node u, g(u) is less than or equal to k‘Ou.
Proof. Recall that, at any step of the algorithm, g(u) is the length of the current
shortest path from O to u found by A∗. By contradiction, suppose there exists a node
u such that, when expanded, g(u)¿k‘Ou. Let POu={x1; x2; : : : ; xm}, where x1=O and
xm=u, be a shortest path from O to u. It follows that there exists i, 26i6m−1, such
that the node xi has not been expanded; without loss of generality, we assume that i is
the smallest possible. It follows that A∗ has already found an optimal path to xi, that
is g(xi)=‘Oxi . Moreover, from g(u)¿k‘Ou, it follows that g(u)¿k‘Oxi + k‘xiu.
When u is the most promising node and xi has not been expanded, f(xi)¿f(u), that
is g(xi)+e(xi)¿g(u)+e(u), and, therefore, ‘Oxi +e(xi)¿g(u)+e(u) and g(u)6‘Oxi +
e(xi)− e(u). Since q is consistent, it follows that e(xi)− e(u)=k(q(xi)− q(u))6k‘xiu,
and that g(u)6‘Oxi + k‘xi u. But then, if k¿1 we are in contradiction.
4. The shortest common supersequence problem
In this section, we formally introduce the shortest common supersequence problem
and a dynamic program for its solution, which is a re0nement of the one described in
[11]. We then show how to formulate SCS as a shortest path problem in an acyclic
di-graph and how to use algorithm A∗ for the solution of this problem.
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Let S=x1 : : : xn be a sequence of characters belonging to an alphabet . The length
of S, denoted by |S|, is the integer n. A sequence S ′ is a subsequence of a sequence S,
S ′¡S, if S ′ can be obtained by deleting (zero or more) characters from S. Conversely,
we say that S is a supersequence of S ′. For instance, the set of all the subsequences
of S=abc is P(S)={abc; ab; ac; bc; a; b; c; ]}, where ] indicates the null character.
A sequence S is a common supersequence of a set of sequences R={S1; : : : ; Sr} if
Si¡S for all i=1; 2; : : : ; r. S is a shortest common supersequence of R, SCS(R), if it is
a common supersequence of R with minimal length. For instance, if R={abdc; bca},
then abdca is a shortest common supersequence.
Given a sequence S=x1 : : : xn, we denote by S − xi the sequence x1 : : : xi−1xi+1 : : : xn.
Finally, we say that the sequence S(i)=x1x2 : : : xi is the pre9x of length i of S and
that NS(i)=S − S(i) is the residual sequences of S with respect to S(i).
In the following, we suppose that we are given a set of sequences R from an
alphabet . In particular, let R={S1; : : : ; Sr}, where Si=si;1 : : : si; ni . If c is a character
of alphabet , we denote by R|c the set R={S ′1; : : : ; S ′r} where, for 16i6r, S ′i =Si
if si; ni =c and S ′i =Si − si; ni if si; ni =c.
Example 3. Let R={abc; bca; c}, then R|a={abc; bc; c}, R|b={abc; bca; c}, and R|c
={ab; bca; ]}.
The following proposition trivially holds.
Proposition 4. |SCS(R)|=1 +minc∈ |SCS(R|c)| and SCS(])=0.
From the previous proposition, it is quite easy to de0ne a dynamic program for
calculating the length of a SCS and, basically, this is the approach proposed by
Timkovskii [11]. Observe that the number of states of this dynamic program is (n1 +
1)(n2 + 1) : : : (nr + 1) and, in fact, this approach is e4ective only for instances with a
few sequences.
A slightly di4erent approach is the following. It is known that SCS can be formulated
as a shortest path problem in an acyclic di-graph G(R). Any node of G(R) is denoted
by an r-tuple (i1; : : : ; ir), 06ih6nh and G(R) can be inductively built in the following
way. First, create node (0; 0; : : : ; 0) and expand it, i.e. generate all its successors. Then,
every generated node is selected once and expanded. In particular, a node (j1; : : : ; jr)
with jh6nh for each h=1; 2 : : : r, is a successor of a node (i1; : : : ; ir), i.e. there is an arc
from the latter to the former, if and only if the following conditions are all satis0ed:
(1) either jh= ih or jh= ih + 1; 16h6r;
(2) the set X ={h: jh= ih + 1; 16h6r} is non-empty;
(3) there exists c∈ such that sh; jh =c if and only if h∈X . In this case we label the
arc with character c.
Suppose each arc has unitary weight and let F =(n1; : : : ; nr). Trivially, any path from
O=(0; 0; : : : ; 0) to F in di-graph G(R) corresponds to a common supersequence of
the set R. It is easy to show that, vice versa, there always exists a SCS of the set R
corresponding to a shortest path from O to F on this di-graph.
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Fig. 1. A di-graph obtained from two sequences.
Example 5. Let R={abdc; bca}, then di-graph G(R) is depicted in Fig. 1. On this di-
graph, the shortest path from node (0; 0) to node (4; 3) is )={(0; 0); (1; 0); (2; 1); (3; 1);
(4; 2); (4; 3)} and therefore the SCS is abdca.
Observe that, even if, in the worst-case, the number of nodes of G(R) is O(n1 ·
n2 : : : nr), in practice, this number is considerably less than the number of states of
the dynamic program of Proposition 4. Therefore, the presented approach allows us to
0nd the SCS more eMciently. Even better, as we show in the following, we may use
algorithm A∗ to further reduce the size of G(R).
Recall that in order to use A∗ we need a (consistent) estimate for the length of
a shortest path from any node u of G(R) to the node F=(n1; : : : ; nr). Since any
node u of G(R) corresponds to an r-tuple (i1; : : : ; ir), 06ih6nh; we can therefore
associate with u the set of pre0xes P(u)={S1(i1); : : : ; Sr(ir)} and the set of residual
sequences R(u)={ NS1(i1); : : : ; NSr(ir)}. Hence, giving an estimate e(u) on the length of
a shortest path from u to F is equivalent to giving an estimate of a shortest common
supersequence of the set R(u). We therefore close this section by showing two simple
lower bounds on SCS(R).
For each character c in , let us denote by o(c) the maximum number of occurrences
of c in a same sequence of the set R, that is
o(c) = max
i∈{1;:::;r}
|{si;j: si;j = c; 16 j 6 ni}|
and by n the length of the longest sequence in R. Observe that each character c has
to appear in the SCS at least o(c) times. Therefore, a 0rst lower bound, denoted in
the following as LB1 is given by
∑
c∈ o(c). Evaluating LB1 is easy, since it can be
done in O(||∑i=1::r ni), that is O(||nr).
A second lower bound, LB2, de0ned as: LB2(R)= maxSi ; Sj∈R |SCS(Si; Sj)|. Evaluat-
ing LB2 is easy, since it can be done in O(n2r2). It is quite easy to show that both
bounds give consistent estimates, we omit the details.
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5. Computational results
Computational experiments have been done to test the behaviour of A∗ for solving the
SCS problem using di4erent estimates. Since there are no benchmark sets of instances
for SCS in the literature, we mainly worked on randomly generated instances with an
important exception we discuss in the sequel.
We 0rst tested the e4ectiveness of algorithm A∗, with estimates LB1 and LB2, de-
0ned in the previous section, in reducing the number of nodes of di-graph G(R). The
experiments show that A∗ works quite well, the size of di-graph G(R), in most in-
stances, does not grow exponentially with the number r of sequences and, therefore,
we are able to 0nd an optimal solution in a reasonable amount of time. In particular,
we observed that estimates LB1 (easier to compute) performs better than estimates LB2.
Other details may be found in [7].
We then investigate the trade-o4 between the quality of the solution and the size
of G(R) when using A∗ with estimate kLB1, with k¿1. Of course, in this case, we
are not guaranteed of 0nding an optimal solution, but from Theorem 1 we know that
the solution found by A∗ is less than k times the length of an optimal one. On the
other hand, we expect a reduction on the number of nodes, thus allowing us to deal
with larger instances. We remark that, in general, by using this approach we do not
get what it is usually called an approximation algorithm, since we do not have any
warranty that the size of the di-graph G(R) built by A∗ does not grow exponentially
with the size of the problem. Nevertheless, in the following we o4er computational
evidence of the e4ectiveness of this approach for the SCS problem.
The experiments were done on a set of randomly generated instances while varying
the cardinality of the alphabet, the number and the length of the sequences, and for
di4erent values of k between 1.2 and 2. In particular, we analyzed the quality of the
solution in terms of the relative error and the reduction on the number of nodes. All
the experiments show a consistent reduction on the number of nodes while the quality
of the solution is well below the theoretical bound. In particular, the relative error
for k=1:2 is always below 6% and for k=2 it is below 13% (in both cases, on the
average, it is much less), while the percentual node reduction is between 20% and
90%, for k=1:2 and for k=2 it is, most of the times, over 90%.
Although A∗ has proved to be e4ective on randomly generated instances, there exist
critical instances where the size of the di-graph G(R) built by A∗ grows exponentially
with r. Here, we shortly describe a particular set of such instances. Given the alphabet
{1; 2; : : : ; q}, the set Rq consists of all the sequences of length q which can be obtained
through a “permutation” of the characters of the sequence 12 : : : q. Of course, the
number of these sequences is q!. Because of the symmetry of such instances, there
exist many optimal solution (for instance, 42 when q=3) and therefore, this does not
allow A∗ to rule out many nodes.
On the other hand, in these cases we observed that multiplying bound LB1 by a
constant k slightly greater than one (for instance 1.1, 1.2), things substantially improve,
that is we are still able to deal with the size of the di-graph G(R). Results for k=1:2
are reported in Table 1 where the value of q is given in column one. The second
column reports the value of the (optimal) solution found by A∗ using LB1; the third
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Table 1
Computational results for Rq
q z(A∗) z(kA∗) E (%) S (%)
2 3 3 0 0
3 7 7 0 22
4 13 13 0 47
5 20 21 5 77
6 ? 27 ? ?
column reports the value of the solution found by A∗ using the estimate 1:2LB1. The
relative error and the percentual reduction on the number of nodes of di-graph G(R)
are listed in columns four and 0ve. We point out that we were not able to 0nd the
optimal solution with q=6 (which corresponds to a set of 720 sequences). Moreover,
for q¡6, the quality of the solution found with estimate 1:2LB1 is well below the
theoretical bound of Theorem 1.
6. Conclusions
In this paper, we show a property of algorithm A∗ that allows us to 0nd solutions
with a given approximation ratio k by suitably restricting the size of the di-graph built
by the algorithm. We have shown the e4ectiveness of this approach for the solution of
the SCS problem, in fact the quality of the solution found is well below the theoretical
bound here proved.
Moreover, our results suggests the possibility of using algorithm A∗ in an adaptive
way, that is by gradually decreasing the value of k, and therefore the ratio of the
approximation, as much as possible, in order to 0nd a solution in a given time period.
It would be interesting to test the performance of the algorithm also on instances
with similar sequences, e.g. sequences evolved over some evolutionary tree.
Finally, an other open question is derived from the set of hard instances Rq.
We believe that it would be nice to 0nd a closed formula for the length of SCS(Rq)
for any q.
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