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Abstract
We present two possible criteria quantifying the degree of classicality of an arbitrary
(finite dimensional) dynamical system. The inputs for these criteria are the classical
dynamical structure of the system together with the quantum and the classical data
providing the two alternative descriptions of its initial time configuration. It is proved
that a general quantum system satisfying the criteria up to some extend displays a time
evolution consistent with the classical predictions up to some degree and thus it is argued
that the criteria provide a suitable measure of classicality. The features of the formalism
are illustrated through two simple examples.
1 Introduction
It is generally accepted that quantum mechanics yields the most fundamental description of
all physical systems. Such status requires the theory to provide a suitable description of every
day classical like phenomena. However, quantum mechanics faces a considerable number of
problems to explain the emergence of a classical domain. In a broad sense, this is called the
problem of the semiclassical limit of quantum mechanics [1, 2, 3, 4, 5, 6].
This is a difficult topic not least because there are a variety of different ways of relating
classical and quantum mechanics. The standard approach is to take the limit h¯ → 0, or
equivalently, the limit of a large number of particles N → ∞. Under some general conditions
one can derive the classical evolution from the quantum dynamics [7]. Alternatively, one may
start with a set of quantum initial data with minimal spread and show that its quantum time
evolution remains very peaked around the classical orbits. Coherent states [8] (and squeezed
states [9, 10]) have been extensively studied in this context [11, 12, 13, 14, 15, 16, 17]. It has
been proved, using several different approaches and for a large class of dynamical systems, that
coherent states evolve, up to a prescribed error and during a prescribed lapse of time, peaked
around the classical paths [14, 16, 17, 18]. Coherent states methods have also been used to
prove that in the limit h¯→ 0 and for times shorter than Eherenfest’s time, the quantum and the
classical predictions coincide exactly [10, 18, 19, 20]. Related results have been obtained using
the tools of pseudodifferential calculus [21, 22, 23] and microlocal analysis [24, 25, 26]. These
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have played an important part in several attempts to understand the semiclassical behavior of
classically chaotic systems [24, 27].
Two other significant approaches are the Wigner (or more generally the quasidistributions)
[28] and the dechoerent histories [3, 4, 29] approaches. The aim is to (either by identifying
proper quantum phase space distributions, or by coupling the quantum system to a suitable
environment) recover the classical statistical predictions from the quantum formulation of the
system. All these views are of course not antagonic, but complementary, meaning that the
classical behavior can emerge in a variety of different regimes.
Despite the importance of these results there are still several open problems in the field of the
semiclassical limit of quantum mechanics. The common view is that classical mechanics is an
approximate description of quantum mechanics. This approximation is not always valid. In fact,
one expects it to be only valid for some particular set of quantum initial data and even in this
case not for all dynamical systems (consider for instance a particle hitting a potential barrier).
An important question is then what is the degree of validity of the classical approximation?
Clearly this question does not have a single answer. It depends on the dynamical structure of the
system and on the quantum and also the classical data providing the two alternative descriptions
of the initial time configuration. Let us assume that we are given this information. Can we
compare the classical and the quantum descriptions of the dynamical system and produce a
statement about the degree of validity of the classical description? Or, in other words, can we
produce a statement about the degree of classicality of the quantum description? The answer to
these questions should be affirmative since we are given all the necessary ingredients. However,
and despite the fact that the pertinence of these questions have been recognized by several
authors [3, 4, 5], the problem of establishing a measure of classicality is still lacking an unique
solution.
Closely related to this topic is the problem of establishing a clear relation between the
quantum initial state and the classical like behavior. Very few studies elaborate on this subject.
Instead, one typically assumes a particular quantum initial state and works from there to prove
the ”classicality” of the quantum dynamics. A weak point in the procedure is that we are still
lacking a precise definition of ”classicality”. For instance in [10, 14, 16] the aim is to provide
minimal bounds for the spreading of the time evolution of a specific quantum initial data
(typically a coherent or squeezed state). But the questions that remain are: are these results
extendable to a wider class of quantum initial states, or more generally, what is the relation
between the spreading of the wave function through time and the quantum initial state? And
further, how is the spreading of the wave function related to classicality?
In this paper we attempt to provide a partial answer to this questions. In general terms
we study the inverse problem of [10, 14, 16]: we start by imposing the bounds (which will be
related to the error margins of the classical time evolution) and attempt to identify those initial
quantum states which display a time evolution that satisfies these bounds for all times. In doing
so we identify a (possible) set of general conditions an arbitrary, finite dimensional quantum
system should satisfy so that it evolves in agreement with the classical predictions. These
conditions will be of the form of a sequence of restrictions on the initial quantum state (the
higher the classicality the more stringent the conditions) and provide the basic mathematical
structure to construct a measure of classicality.
More precisely our approach will be as follows: We work in the context of the standard
Copenhagen formulation of quantum mechanics [30, 31, 32, 33] and consider a general dynamical
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system with N degrees of freedom. Its initial time configuration might be described by a set of
quantum initial data or, alternatively, by a set of classical initial data. The classical description
is given by a set of values a0i for a complete set of classical observables ai (i = 1...2N), together
with their associated error margins δi. The quantum description is given by the initial time wave
function |ψ >. Classical mechanics states that the output of a measurement of an observable
ai will belong to the interval [a
0
i − δi, a
0
i + δi]. Quantum mechanics, in turn, states that there
is some probability pi ≤ 1 that a measurement of the observable aˆi yields a value inside the
former interval. Clearly the two statements are not equivalent. However, there are a number
of fairly intuitive ways by which one can measure the consistency (i.e. the agreement) of the
two former descriptions of the initial time configuration. We will propose two such consistency
criteria in section 2.
Unfortunately, the fact that the two descriptions of the initial time configuration are con-
sistent up to some degree does not imply that the classical and the quantum descriptions of a
future configuration will also be consistent up to the same degree. Our aim is then to identify
the conditions that should be satisfied by the initial time configuration so that the degree of
consistency is preserved through time evolution. These conditions are obtained (they are given
by a set of relations between the classical initial data (a0i , δi) and the spreads of the initial wave
function |ψ >) and used to construct two alternative classicality criteria. Given the classical
initial data these conditions constitute a sequence of growing restrictions on the functional form
of the initial data wave function. When |ψ > satisfies the n first former conditions we say that
|ψ > is n-order classical. When |ψ > satisfies the full set of conditions we say that |ψ > is a
classical limit initial data wave function.
The main property of the classicality criteria is that if the classical and the quantum initial
data satisfy the classicality criteria up to some degree then the time evolution of the classical
initial data (obtained using classical mechanics) and the time evolution of the quantum initial
data (obtained using quantum mechanics) will display a minimum degree of consistency for all
times. Hence, the classicality criteria supply a suitable (although clearly not unique) measure
of classicality that might be computed, for an arbitrary dynamical system, at the kinematical
level.
These results are not limited to some specific type of systems displaying a particular dynam-
ical behavior or having some particular quantum initial data. On the contrary, for an arbitrary
dynamical system the classicality criteria can be used to determine the set of quantum initial
data that displays a n-order classical time evolution (a quantum time evolution n-order consis-
tent with the classical predictions). This will be done explicitly for the two physical examples
presented in sections 6 and 7.
Further applications of the criteria are given in [34, 35, 36].
2 Consistency criteria
Let us consider a general dynamical system with N degrees of freedom. The phase space T ∗M
has the structure of the cotangent bundle of the configuration space M , and henceforth will be
also assumed to have the structure of a flat sympletic manifold. Therefore a global Darboux
chart can be defined in T ∗M . Let us choose a set of canonical variables ai, i = 1..2N (where
ai = qi, i = 1..N and ai = pi−N , i = N + 1..2N). They yield the sympletic structure as the
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2-form w = dqi ∧ dpi.
The classical description of a specific time configuration of the system is given by a set
of values a0i for the complete set of observables ai together with the associated error margins
δi. The classical statement is that a measurement of ai will yield a value a
1
i belonging to the
classical error interval Ii = [a
0
i − δi, a
0
i + δi].
Alternatively, quantum mechanics describes the same configuration of the system with a
wave function |ψ > belonging to the physical Hilbert space H and the quantum statement is
that there is some probability p(ai) =
∑
k | < ai, k|ψ > |
2 that a measurement of the observable
aˆi yields the value ai, (where the states |ai, k > form a complete set of eigenvectores of aˆi that
spans the Hilbert space H, ai are the associated eigenvalues and k is the degeneracy index).
For notational convenience we will assume that Aˆ displays a discrete spectrum, but all results
can be easily rewritten for the continuous case.
A straightforward way of measuring the consistency between the two descriptions is given
by the following criterion:
Definition - First consistency criterion
Let us calculate the probabilities pi - generated by the wave function |ψ > in the representation
of each of the observables aˆi, i = 1..2N - that a measurement of aˆi yields a value belonging to
the classical error interval Ii = [a
0
i − δi, a
0
i + δi], i.e.:
pi =
∑
ai∈Ii,k
| < ai, k|ψ > |
2. (1)
The minimum value of the set {pi : i = 1..2N} provides a suitable measure of the consis-
tency between the classical and the quantum descriptions of the configuration of the dynamical
system. If this minimum value above is for instance p0 we say that the classical and the quan-
tum descriptions are p0-consistent. Furthermore, if p0 = 1 then the two descriptions are fully
consistent and |ψ > is named a classical limit wave function.✷
Another, probably less intuitive, consistency criterion is given by the following definition:
Definition - Second consistency criterion
Let 0 ≤ p < 1 be an arbitrary probability and let M ∈ N . To each classical observable ai we
associate the set of intervals of the form:
Ii(p,M) = [a
0
i −
δi
(1− p)1/(2M)
, a0i +
δi
(1− p)1/(2M)
]. (2)
In each of the former intervals we can calculate the probability pi generated by the wave function
|ψ >, in the representation of the corresponding quantum observable aˆi:
pi(p,M) =
∑
ai∈Ii(p,M),k
| < ai, k|ψ > |
2. (3)
For given values of the classical and quantum data a0i , δi and |ψ > this probability is an exclusive
function of p and M . The second consistency criterion is defined as follows: The classical and
the quantum data, describing a given configuration of the dynamical system, are M-order
consistent if and only if for all 0 ≤ p < 1 and for all i = 1..2N the condition pi(p,M) ≥ p is
satisfied, i.e.: ∑
ai∈Ii(p,M),k
| < ai, k|ψ > |
2 ≥ p , ∀p∈[0,1[, ∀i=1..2N , (4)
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where Ii(p,M) is given by (2). If M =∞ the classical and the quantum descriptions are fully
consistent, in which case |ψ > is a classical limit wave function.✷
The former criterion provides a measure of how peaked is the wave function - in the repre-
sentation of each of the quantum observables - around the classical error margin of the corre-
sponding classical observable. This will became clear in the sequel (16).
As a first remark let us point out that the two alternative definitions of a classical limit
wave function (using the first and the second consistency criterion) are, in fact, equivalent, i.e.
p = 1⇐⇒M = +∞, which in turn, is equivalent to the statement that:
|ψ >=
∑
ai∈Ii,k
< ai, k|ψ > |ai, k > , ∀i=1..2N , (5)
where, as before Ii = [a
0
i − δi, a
0
i + δi], (a
0
i , δi) is the classical data and |ai, k > is the general
eigenstate of the operator aˆi.
As a second remark let us notice that in some cases it is not possible to construct a wave
function satisfying eq.(5) exactly. One should keep in mind that eq.(5) stands for the limit
M →∞ or p→ 1 which may, or may not admit an explicit realization in terms of some wave
function |ψ >.
Some emphasis will be put in the study of the time evolution of a general classical limit
initial data wave function. Although, for some systems, we might be unable to write |ψ >
(satisfying (5)) explicitly, its time evolution can be obtained, in the Heisenberg picture, using
the standard rules of quantum mechanics. This study will prove to be useful allowing us to
develop a set of techniques that will later be used to obtain the classicality criteria and, in the
sequel, to study physical systems with general initial data.
3 Error ket framework
Let us introduce dynamics by specifying a general Hamiltonian H . The quantum time evolution
of an arbitrary fundamental observable Aˆ (with Aˆ = aˆi for some i = 1..2N) is given by:
Aˆ(t) =
∞∑
n=0
1
n!
(
t
ih¯
)n
[...[[Aˆ, Hˆ ], Hˆ]...]. (6)
Alternatively, the standard classical treatment of the same system provides the predictions:
A(t) =
∞∑
n=0
tn
n!
{...{{A,H}, H}...} δA(t) =
+∞∑
n=1
1
n!
2N∑
k1,...,kn=1
∣∣∣∣∣ ∂
nA(t)
∂ak1 ...∂akn
∣∣∣∣∣ δk1 ...δkn , (7)
where the error margins δki are taken at the initial time. Notice that, in general, it is possible
to obtain more accurate predictions than those of (7), i.e. with smaller error margins. Such
estimates have the disadvantage of requiring a case by case evaluation, while eq.(7) is valid in
general.
To avoid some possible misunderstandings we will, from now on, focus on the case of the
second consistency criterion. In section 5 our results will then be re-written using the language
of the first consistency criterion. Let us then assume that the classical and the quantum initial
data are M-consistent. The question we would like to answer is then: which are the conditions
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that should be satisfied so that the quantum description of the system at a time t - given by
the initial data wave function |ψ > in the representation of the observables aˆi(t) (6) - is also
M-consistent with the classical description given by (7)?
This is not an easy task. We start by presenting a framework that will later be used to give
a precise answer to this question.
3.1 Definition and properties of |E > and ∆
Let us start by introducing the relevant definitions. Let Aˆ be an operator acting on the quantum
Hilbert space H. Let |a, k > be a complete set of eigenvectors of Aˆ, with associated eigenvalues
a and k being the degeneracy index. This set forms a complete orthogonal basis of H. Finally,
let |ψ > be the wave function describing the system.
Definition - Error Ket
We define the nth-order error ket |En(Aˆ, ψ, a0) >, as the quantity:
|En(Aˆ, ψ, a0) >= (Aˆ− a0)n|ψ >, (8)
where n ∈ N , a0 ∈ C and Aˆ does not need to be self-adjoint. The error bra < En(Aˆ, ψ, a0)| is
defined accordingly to the definition of the error ket.
Let now Aˆz, z = 1, ..n be a set of operators acting on H. For each value of z let |az, kz > be
a complete set of eigenvectors of Aˆz, with eigenvalues az, and kz being the degeneracy index.
Moreover let a0z ∈ C. The nth-order mixed error ket |E(Aˆ1, Aˆ2, ....Aˆn, ψ, a
0
1, a
0
2, ..., a
0
n) >, is
defined as the quantity:
|E(Aˆ1, Aˆ2, ....Aˆn, ψ, a
0
1, a
0
2, ..., a
0
n) >= (Aˆn − a
0
n)....(Aˆ2 − a
0
2)(Aˆ1 − a
0
1)|ψ > . (9)
When there is no risk of confusion we will use the short notations |En > or |EnA > for the
nth-order error ket and |EA1,A2,...An > for the mixed error ket.✷
We shall now study some of the properties of this quantity:
a) Explicit form of the error ket.
Let us start with the 1st-order error ket. We have: |E(Aˆ, ψ, a0) >=
∑
a,k(a − a
0) < a, k|ψ >
|a, k >. This result is easily extended to the case of the nth-order mixed error ket |EA1,A2,...An >:
|EA1,A2,...An >=
∑
a1,k1
∑
a2,k2
...
∑
an,kn
(a1 − a
0
1)(a2 − a
0
2)....(an − a
0
n) < a1, k1|ψ >
< a2, k2|a1, k1 >< a3, k3|a2, k2 > .... < an, kn|an−1, kn−1 > |an, kn >, (10)
and if Aˆ1 = Aˆ2 = .... = Aˆn = Aˆ we have |EA1,A2,...An >= |E
n
A > which give us the explicit
expression for the nth-order error:
|EnA >= (Aˆ− a
0)n|ψ >=
∑
a,k
(a− a0)n < a, k|ψ > |a, k > . (11)
b) Relation between the nth-order error ket and the mean 2nd-order deviation.
Let us calculate the value of < EnA|E
n
A >:
< EnA|E
n
A >=
∑
a,k
(
(a− a0)∗(a− a0)
)n
| < a, k|ψ > |2, (12)
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and if Aˆ is self-adjoint and a0 =< ψ|Aˆ|ψ > then < EnA|E
n
A > is just the mean 2nth-order
deviation of Aˆ: (∆Aˆ)2n (if n = 1 then < E1A|E
1
A > is just the mean square deviation).
c) Nth-order error ket of a classical limit initial data wave function.
Let us consider the case in which the initial time configuration of the dynamical system is
described by a classical limit initial data wave function |ψ >. Let A be a fundamental observable
of the system and let the classical initial data associated to A be given by a0 with error margin
δA. From eqs.(5) and (12) it is straightforward to obtain the relation:
< EnA|E
n
A >=
∑
a,k
|a− a0|2n| < a, k|ψ > |2 ≤ δ2nA
∑
a,k
| < a, k|ψ > |2 = δ2nA , (13)
which is valid for all n ∈ N and for all fundamental observables A = ai(i = 1..2N).
d) Probabilistic distribution function from the nth-order error ket.
Let Aˆ be self-adjoint, let |ψ > be the state of the system and let a0 be a real number. Given
< En(Aˆ, ψ, a0)|En(Aˆ, ψ, a0) >, to each ”quantity of probability” 0 ≤ p < 1 we can associate an
interval In around a
0, In = [a
0 − ∆n, a0 + ∆n], such that the probability of obtaining a value
a ∈ In from a measurement of Aˆ is at least p. The range of the interval In is dependent of Aˆ, ψ
and a0 only through the value of < EnA|E
n
A >. The quantity ∆n(< E
n
A|E
n
A >, p) is named the
nth-order spread of the wave function. Let us show that if ∆n = ∆n(Aˆ, ψ, a
0, p) is given by:
∆n(Aˆ, ψ, a
0, p) =
(
< EnA|E
n
A >
1− p
)1/2n
(14)
then the probability of obtaining a value a ∈ In from a measurement of Aˆ is at least p. From
(12,14) we have:
(∆n)
2n(1− p) =
∑
k,a
|a− a0|2n| < a, k|ψ > |2
≥
∑
k,a/∈In
|a− a0|2n| < a, k|ψ > |2 ≥ (∆n)
2n
∑
k,a/∈In
| < a, k|ψ > |2, (15)
and this implies:
∑
k,a/∈In | < a, k|ψ > |
2 ≤ 1 − p, which is the result we were looking for. If Aˆ
is not self-adjoint the former result can also be obtained, but in this case In is a ball of radius
∆n in the complex plane.
e) Corollary of d).
A straightforward consequence of the previous result is the following: If for some positive integer
M the condition:
< EM (aˆi, ψ, a
0
i )|E
M(aˆi, ψ, a
0
i ) >≤ δ
2M
i (16)
holds for all i = 1..2N then the classical and the quantum descriptions (given by (a0i , δi, i =
1...2N) and |ψ >, respectively) are, accordingly to the second consistency criterion, M-order
consistent.
3.2 Time evolution of |E > and ∆
The aim is now to determine the nth-order error ket and the nth-order spread associated to the
operator Aˆ(t) given in (6), as a function of the error kets and spreads associated with the initial
time operators. The calculations might seem, in a first reading, complicated and cumbersome.
Nevertheless, the final result will be simple and physically appealing.
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3.2.1 Evolving the error Ket
We will start by calculating the 1st-order error ket associated with the sum and with the
product of two arbitrary operators Aˆ and Bˆ and with the product of an operator by a scalar.
Let the state of the system be |ψ >, let |E(Aˆ, ψ, a) > and |E(Bˆ, ψ, b > be the 1st-order error
kets associated to Aˆ and Bˆ and let a, b, c ∈ C.
Theorem: The 1st-order error kets associated to the operators Aˆ + Bˆ, cAˆ and AˆBˆ are
respectively:
|E(Aˆ+ Bˆ, ψ, a+ b) > = |E(Aˆ, ψ, a) > +|E(Bˆ, ψ, b) >, (17)
|E(cAˆ, ψ, ca) > = c|E(Aˆ, ψ, a) >, (18)
|E(AˆBˆ, ψ, ab) > = a|E(Bˆ, ψ, b) > +b|E(Aˆ, ψ, a) > +|E(Bˆ, Aˆ, ψ, b, a) > . (19)
Proof: For the sum of operators we have:
|EA+B >= (Aˆ + Bˆ − (a+ b))|ψ >= (Aˆ− a)|ψ > +(Bˆ − b)|ψ >= |EA > +|EB > . (20)
The proof of the product by a scalar and of the product of two operators follows the same lines,
this time using the relations (cAˆ− ca) = c(Aˆ− a) and:
(AˆBˆ − ab) = a(Bˆ − b) + b(Aˆ− a) + (Aˆ− a)(Bˆ − b), (21)
that when applied to the state |ψ > provide the desired results.✷
Let us now extend these results to the case of several products and sums of fundamental
operators. Let Aˆ be a general hermitian operator displayed as a sum of multiple products of
fundamental operators and let A0 be the classical function that is functionally identical to Aˆ:
Aˆ =
n∑
i=1
ciBˆi =
n∑
i=1
ci
m∏
j=1
xˆij , A
0 =
n∑
i=1
ciB
0
i =
n∑
i=1
ci
m∏
j=1
xij , (22)
where xˆij is one of the fundamental operators (xˆij ∈ {Iˆ , qˆ1...qˆN , pˆ1, ...pˆN} where N is the dimen-
sion of the classical system), n and m are arbitrary positive integers, ci are complex numbers
and Bˆi, Bi are multiple products of the fundamental observables and multiple products of the
corresponding classical observables, respectively. The map from Aˆ to A0 will be named un-
quantization. Clearly, the procedure (22) is beset by order problems (i.e. if Aˆ is displayed in
different orders we get different A0). The consequences of this will be discussed later on.
The aim now is to expand (Aˆ − A0) in terms of (xˆij − xij). The first step is to put:
(Aˆ− A0) =
∑n
i=1 ci(Bˆi −B
0
i ). Using eq.(21) we get:
Bˆi − B
0
i = xˆi1
m∏
j=2
xˆij − xi1
m∏
j=2
xij
= xi1

 m∏
j=2
xˆij −
m∏
j=2
xij

+ m∏
j=2
xij(xˆi1 − xi1) + (xˆi1 − xi1)

 m∏
j=2
xˆij −
m∏
j=2
xij

 , (23)
and using (21) once again to expand (
∏m
j=2 xˆij−
∏m
j=2 xij) in terms of (xˆi2−xi2) and (
∏m
j=3 xˆij−∏m
j=3 xij) and so on, after using the relation (21) m times we will obtain:
Bˆi − B
0
i =
+∞∑
L=1
m∑
j1<j2..<jL=1
∂LB0i
∂xij1 ...∂xijL
(xˆij1 − xij1)...(xˆijL − xijL) (24)
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where the sum in L can be truncated at the mth term. The next step is to multiply each term
in i by ci and after sum in i. We get:
Aˆ− A0 =
+∞∑
L=1
n∑
i=1
m∑
j1<j2..<jL=1
∂LA0
∂xij1 ...∂xijL
(xˆij1 − xij1)...(xˆijL − xijL) (25)
Notice that this is just a ”Taylor expansion” of an operator around the classical observable
with the same functional form. The sums in the expansions (24) and (25) are taken over
j1 < j2... < jL to preserve the order in which the operators xˆij appear in Bˆi since in general
(xˆik − xik)(xˆij − xij) 6= (xˆij − xij)(xˆik − xik). Because of this the analysis of the expansion (25)
is tricky. The order in which the classical variables appear in A0 is relevant. For instance if
Aˆ = pˆqˆ − qˆpˆ then A0 = pq − qp and this form, and not A0 = 0, should be the one used to
calculate the partial derivatives in (25).
Let us now consider the operator (Aˆ)+ =
∑n
i=1 ci(Π
m
j=1xˆij)+ obtained from a general her-
mitian operator Aˆ (22) by a term by term symmetrization: (Aˆ)+ =
∑n
i=1 ci(Bˆi)+, where (Bˆi)+
is the completly symmetric operator obtained from Bˆi. In general (Aˆ)+ 6= Aˆ but the classical
observables obtained from Aˆ and (Aˆ)+, given by (22), are identical, i.e. A
0 = (A)0+. For this
operator the expansion (25) might be written:
(Aˆ)+ − A
0 =
+∞∑
L=1
1
L!
n∑
i=1
m∑
j1,j2,..,jL=1
∂LA0
∂xij1 ...∂xijL
(xˆij1 − xij1)...(xˆijL − xijL) (26)
Our next step is to understand under which conditions, if any, is the expansion (26) a valid
approximation to the expansion (25). To do this the first step is to define the unquantization
map more precisely:
Definition - Unquantization V0
Let A(H) be the algebra of linear operators acting on the physical Hilbert space H and let
A(T ∗M) be the algebra of complex functions over the classical phase space T ∗M . V0 is the
map:
V0 : A(H) −→ A(T
∗M); A0 = V0(Aˆ), (27)
that satisfies the following requirements:
a) The action of V0 on a fundamental operator provides the corresponding classical fundamental
observable: V0(qˆi) = qi and V0(pˆi) = pi, i = 1..N . Moreover V0(Iˆ) = 1.
b) The action of V0 on a general operator Aˆ, displayed in an arbitrary order, is given by
V0(Aˆ) = V0(AˆR) where AˆR = Aˆ but displayed in an order in which i) Aˆ is the sum of an
hermitian term with an anti-hermitian term and ii) all the commutators present in Aˆ have been
resolved (AˆR does not contain antisymmetric terms).
If Aˆ is displayed in the required order, AˆR then:
c) V0 is linear, i.e. if AˆR = bBˆ + cCˆ then V0(AˆR) = bV0(Bˆ) + cV0(Cˆ); b, c ∈ C.
d) It is valid the product rule: if AˆR = ..+ BˆCˆ+ .. then V0(AˆR) = V0(..)+V0(Bˆ)V0(Cˆ)+V0(..)✷
One should notice that the map V0 is not equivalent to the procedure (22). However, for a
general operator Aˆ, all the classical observables V0(Aˆ) can also be obtained using the procedure
(22) (by displaying Aˆ in appropriate order). Therefore all the results that were valid for A0
obtained in (22), are also valid for A0 = V0(Aˆ). Further properties of the map V0 will be
discussed in section 4.
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Let us proceed with the analysis of expansions (25,26). We realize that if Aˆ is displayed in
the required order AˆR then the difference between Aˆ and (Aˆ)+ is, at the most, proportional to a
factor of h¯2. Since A0 = V0(Aˆ) is identical to V0((Aˆ)+) we conclude that if A
0 = V0(Aˆ) then the
difference between the right hand sides of equations (25) and (26) is at the most proportional
to a factor of h¯2 which, in the context of the results of this paper is of negligible magnitude. In
conclusion, if A0 = V0(Aˆ) then the right hand side of (26) is a valid approximation to Aˆ−A0.
Let us proceed: since xˆij - in the expansion (26) - is one of the 2N fundamental operators
the former expansion can be cast in the form:
Aˆ− A0 =
+∞∑
L=1
1
L!
2N∑
j1,...,jL=1
∂LA0
∂aj1 ...∂ajL
(aˆj1 − aj1)...(aˆjL − ajL) (28)
Finally, if we apply this expansion to the quantum state |ψ >, we get:
|E(Aˆ, ψ, A0) > =
+∞∑
L=1
1
L!
2N∑
j1,...,jL=1
∂LA0
∂aj1 ...∂ajL
|Eaj1,...,ajL > (29)
The generalization of the former set of results to the case of the mth-order error ket, |EmA >=
(Aˆ − A0)m|ψ > can be obtained by exponentiating the expansion (28) to the mth power. Up
to the lowest order we get:
|EmA >= (Aˆ−A
0)m|ψ > =
2N∑
k1,...,km=1
(
m∏
i=1
∂A0
∂aki
)
|Eak1,...,akm >, (30)
which is our final result concerning the error ket of an operator Aˆ functional of the fundamental
operators. Notice that the former results are valid in general, irrespectively of the specific
functional form of the wave function |ψ >.
3.2.2 Evolving ∆m
We shall now concentrate on the case of a system with a classical limit initial data. The aim
is to calculate, in the representation of Aˆ (22), the value of the mth-order spread of a wave
function |ψ > satisfying (5). To do this the main point is to calculate the norm of a general error
ket: < Ex1,....xn|Ex1,....xn >, where x1, ..., xn is an arbitrary sequence of fundamental observables:
xi ∈ {q1, .., qN , p1, ..pN}, i = 1..n, n ∈ N . The following theorem will do this:
Theorem
If |ψ > is a classical limit initial data wave function then the norm of the error ket
|E(xˆ1, .., xˆn, ψ, x01, .., x
0
n) > satisfies the following relation:
< Ex1,....xn|Ex1,....xn >≤ δ
2
1....δ
2
n, (31)
where (x0i , δi), i = 1..n is the classical initial data associated to the observable xi.
Proof: This result will be proved by induction:
i) For n = 1 and x1 an arbitrary fundamental observable eq.(5) immediately implies (result
3.1-c): < Ex1 |Ex1 >≤ δ
2
1 .
ii) For an arbitrary n we use (10) and write:
< Ex1,....xn|Ex1,....xn >=
∑
s,xn
< Ex1,....xn−1|xn, s >< xn, s|Ex1,....xn−1 > |(xn − x
0
n)|
2, (32)
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where xn are the eigenvalues of the operator xˆn, with degeneracy index s. We want to show
that for all eigenvalues xn /∈ In, where In = [x0n − δn, x
0
n + δn], we have:
< xn, s|Ex1,....xn−1 >=< xn, s|
n−1∏
i=1
(xˆi − x
0
i )|ψ >= 0, ∀xn /∈In . (33)
To prove this let us expand the wave function |ψ > using a second set of eigenstates of xˆn:
< xn, s|
n−1∏
i=1
(xˆi − x
0
i )|ψ >=
∑
x′n∈In,s
′
< xn, s|
n−1∏
i=1
(xˆi − x
0
i )|x
′
n, s
′ >< x′n, s
′|ψ >, (34)
where x′n are eigenvalues of xˆn with degeneracy index s
′. Notice that in the representation of
xˆn the wave function is completely confined to the interval In. To prove the result (33) is then
sufficient to show that:
< xn, s|
j∏
i=1
xˆi|x
′
n, s
′ >= 0, ∀xn /∈In,x′n∈In , ∀j<n. (35)
Let us then prove the former identity:
< xn, s|
j∏
i=1
xˆi|x
′
n, s
′ > =
1
x′n
< xn, s|
j∏
i=1
xˆixˆn|x
′
n, s
′ >
=
1
x′n
< xn, s|xˆn
j∏
i=1
xˆi + [
j∏
i=1
xˆi, xˆn]|x
′
n, s
′ > (36)
and if < xn, s|[Π
j
i=1xˆi, xˆn]|x
′
n, s
′ >= 0 then:
< xn, s|
j∏
i=1
xˆi|x
′
n, s
′ >=
1
x′n
< xn, s|xˆn
j∏
i=1
xˆi|x
′
n, s
′ >=
xn
x′n
< xn, s|
j∏
i=1
xˆi|x
′
n, s
′ > . (37)
Since xn 6= x′n eq.(37) immediately implies (35) and thus the result (33) is valid. The problem
is now reduced to prove that < xn, s|[Π
j
i=1xˆi, xˆn]|x
′
n, s
′ >= 0, which in turn, and using the same
procedure, will be reduced to prove that < xn, s|[[Π
j
i=1xˆi, xˆn], xˆn]|x
′
n, s
′ >= 0, and so on until
we obtain at the most a j-commutator which will always have the value zero (notice that xˆi
are fundamental operators). Inserting the result (33) into (32) we get:
< Ex1,....xn|Ex1,....xn > =
∑
s,xn∈In
< Ex1,....xn−1|xn, s >< xn, s|Ex1,....xn−1 > |(xn − x
0
n)|
2
≤ < Ex1,....xn−1|Ex1,....xn−1 > δ
2
n, (38)
which proves the theorem.✷
A straightforward corollary of the former result is the one obtained by using the Schwartz
inequality:
| < Ex1,..xn|Ey1,..ym > | ≤ δx1 ..δxnδy1 ..δym , (39)
where x1, .., xn and y1, .., ym are two arbitrary sequences of fundamental observables.
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Let us return to the calculation of the m-order spread of the wave function |ψ >, satisfying
(5), in the representation of Aˆ. The relevant calculation is that of < EmA |E
m
A >. From eq.(28,39),
we get:
< EmA |E
m
A >=< ψ|(Aˆ− A
0)2m|ψ >≤

+∞∑
L=1
1
L!
2N∑
j1,...,jL=1
∣∣∣∣∣ ∂
LA0
∂aj1 ...∂ajL
∣∣∣∣∣ δj1 ...δjL


2m
= δ2mA0 , (40)
a result that is valid for all m ∈ N . The m-order spread then reads:
∆m(Aˆ, ψ, A
0, p) =
(
< EmA |E
m
A >
1− p
)1/2m
≤
δA0
(1− p)1/2m
, (41)
which, for all p < 1 converges to the classical error margin δA0 as m→∞.
From the results (3.1-d)) and (41) we can draw the conclusion that the classical limit initial
data wave function |ψ >, in the representation of an arbitrary observable Aˆ, is completely
confined to an interval around A0 with the range of the classical error margin of A0, the
relation between Aˆ and A0 being the one given by (27).
4 Unquantization
In the last section we proved that the wave function |ψ > - satisfying (5) - in the representation
of a given quantum operator Aˆ, which in the end is to be identified with Aˆ(t) given in (6), is
completely confined to an interval centered at the value of the classical observable A0 and with
the range of the classical error interval of A0. This implies that the output of a measurement
of Aˆ, performed with an experimental apparatus of any resolution, will certainly belong to the
previous error interval, which is exactly the classical prediction for the output of a measurement
of the classical observable A0.
However these are not our final results, yet. The reason is straightforward: Let Aˆ = Aˆ(t),
what remains to be proven is simply that A0 = V0(Aˆ(t)) = A(t), i.e. that the classical observable
A0, obtained from the quantum observable Aˆ(t) using the map V0, coincides with the classical
observable A(t) obtained by evolving A(0) = V0(Aˆ(0)) using the classical theory.
Hence the relevant questions are: Is the map V0 well defined? And will it map a quantum
observable Aˆ(t) to the classical observable A(t) given by (7)?
Starting with the first question it is easy to see that the map V0 is not well defined. In
general Aˆ can be displayed in several different functional forms (all of them satisfying the order
requirement), each of which will be mapped by V0 to a different (however very similar) classical
observable. A simple example will elucidate this point: let Aˆ = 1/2(xˆyˆzˆ + zˆyˆxˆ) with xˆ = qˆ1pˆ2,
yˆ = pˆ1 and zˆ = qˆ1qˆ2 where q1, p1, q2, p2 are the canonical variables of a two dimensional system.
Alternatively, Aˆ might be written as Aˆ = 1/4(xˆyˆzˆ + zˆyˆxˆ + xˆzˆyˆ + yˆzˆxˆ) + 1/4[xˆ, [yˆ, zˆ]]. The
first form of Aˆ is mapped by V0 to the classical observable A
0 = xyz while the second form is
mapped to the observable A0 = xyz− 1/4h¯2q1. Moreover for each different classical observable
obtained we will, in general, also get a different associated error ket and error margin. This
does not mean that the former results (30,41) concerning the error ket and the spread of the
wave function are incorrect. These results have been proved to be valid (up to a correction term
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proportional to h¯2) for all different orders we may choose for the operator Aˆ, and consequently
for all different A0 obtained from Aˆ, providing the order requirement is satisfied.
Notice however that this ambiguity would be problematic if the difference between two
different classical observables, obtained from a single quantum one, had meaningful values.
However, one can easily realize that if A01 and A
0
2 are two such observables (i.e. A
0
1 = V0(Aˆ) and
also A02 = V0(Aˆ)) then A
0
1 − A
0
2 is proportional to a factor of, at the most h¯
2. An imprecision
of this magnitude is not meaningful when compared to the errors associated to the classical
observables. That is the predictions A01 and A
0
2 are well within the error interval of each other
|A01−A
0
2| << δA01orA02. Hence, the two predictions are consistent with each other and we conclude
that A01 and A
0
2 are equally valid candidates for a classical description of the quantum observable
Aˆ.
This takes us to the second question, which now can be restated as: will the classical
observable A(t), given by (7), be one of the images of V0(Aˆ(t))?
To answer this question let us start by presenting a second proposal for the unquantization
map:
Definition - Unquantization V
Using the notation of the previous definition we define the new unquantization V to be the
map:
V : A(H) −→ A(T ∗M); A = V (Aˆ), (42)
that satisfies the following requirement: V ◦ ∧ = 1 where ∧ is the Dirac quantization map
[32, 37]. That is V is the inverse of the Dirac quantization map ∧. The properties of V follow
immediately from the properties of ∧:
a) V (qˆi) = qi, V (pˆi) = pi, i = 1..N , and V (Iˆ) = 1.
b) V (1/ih¯[Aˆ, Bˆ]) = {V0(Aˆ), V0(Bˆ)} for all Aˆ and Bˆ.
For a general operator Aˆ displayed in the required order (see definition of V0):
c) V is linear: if Aˆ = bBˆ + Cˆ then V (Aˆ) = bV (Bˆ) + V (Cˆ), b ∈ C.
d) It is valid the product rule: if Aˆ = ..+ BˆCˆ + .. then V (Aˆ) = V (..) + V (Bˆ)V (Cˆ) + V (..).✷
We should point out that, since the Dirac quantization map ∧ is not injective, the unquan-
tization map V is also non-univocous. The simple example above - Aˆ = 1/2(xˆyˆzˆ + zˆyˆxˆ) - can
also be used here to make this point clear. Being beset by the same type of order problems still
V displays an important advantage over V0: it is straightforward to recognize that when V is
applied to the operator Aˆ(t) -given by (6)- yields the classical observable A(t):
V (Aˆ(t)) = V
(
∞∑
n=0
1
n!
(
t
ih¯
)n
[...[Aˆ, Hˆ], Hˆ]...]
)
=
∞∑
n=0
tn
n!
{...{A,H}, H}...}. (43)
Let us now consider a general operator Xˆ . We want to prove that V (Xˆ) provides a set of
classical observables that is included in the set V0(Xˆ). Clearly the action of the two maps
on an operator that does not contain antisymmetric components is identical. Moreover the
two commutation relations 1/ih¯[, ] and {, } have ”compatible” algebraic structures, that is
we can resolve 1/ih¯[Aˆ, Bˆ] and express the result in such an order that when we perform the
substitution of the quantum observables by the corresponding classical ones (i.e. when we
unquantize 1/ih¯[Aˆ, Bˆ] using the map V0) we get exactly the same final result as if we just
compute {A,B} (i.e. as if we use the map V to unquantize 1/ih¯[Aˆ, Bˆ]). Thus, if Xˆ contains
antisymmetric components the classical observable V (Xˆ) might be obtained by displaying Xˆ
13
in an adequate order and calculating V0(Xˆ). Hence, it is always possible to obtain the classical
observables V (Xˆ) using the map V0. This is the result we were looking for. It means that
expansion (28) and thus all subsequent results are valid for A0 = V (Aˆ).
Finally, we are able to state that the quantum mechanical predictions for an arbitrary
dynamical system with a classical limit initial data wave function are that a measurement of
an arbitrary fundamental observable Aˆ(t) at the time t will yield the value given by (43) with
an error margin given by (41) (with m→∞). These are exactly the predictions of the classical
mechanical treatment of the same system.
5 Criteria of classicality
In the last section we proved that a dynamical system with a quantum initial data satisfying
(5) will evolve exactly accordingly to the predictions of classical mechanics, that is the system
is ∞-consistent for all times. The main interest of this result is formal since, in most cases we
are unable to provide a wave function satisfying the classical limit criterion (5).
To proceed we will now study dynamical systems with general physical initial data. The
aim is to use the formalism developed in the previous sections to derive two criteria providing
a measure of the degree of classicality of an arbitrary quantum system with arbitrary initial
data.
Let then |φ > be the initial data wave function of a N dimensional dynamical system with
canonical variables ak, (k = 1..2N). Let Sˆki = (aˆk1, aˆk2 , .......aˆkn), ki ∈ {1..2N} be a sequence of
fundamental operators associated to the n-terms sequence ki (i = 1..n;n ∈ N ). The relevant
quantities that we have to calculate will be the n-order mixed error kets associated to the
sequences Sˆki:
|ESki >= (aˆk1 − a
0
k1
)(aˆk2 − a
0
k2
)....(aˆkn − a
0
kn)|φ >, (44)
where a0ki is the classical initial value of the canonical variable aki, i.e. a
0
ki
= aki(t = 0).
5.1 First Criterion
The first step is to obtain the time evolution of the canonical variables using the standard
classical formulation of the system:
aj(t) =
∞∑
m=0
tm
m!
{....{aj , H}...., H} = Fj(ak, t). (45)
We then consider the sequences Ski such that:
∂Fj
∂Ski
=
∂nFj
∂ak1∂ak2 .....∂akn
6= 0, (46)
for at least one j = 1..2N . For each of these sequences we construct the associated error ket
(44). This way we obtain a set of error kets. The first order classicality criterion is given by
the following conditions:
< ESki |ESki >≤ (δSki)
2 = (δk1δk2.....δkn)
2, (47)
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where the inequalities should hold for all the sequences determined in (46). In (47) δki is the
initial data classical error margin associated to the classical observable aki, i = 1..n. If the
initial data wave function satisfies the former conditions we say that the dynamical system is
first order classical.
To proceed we construct the sequences SMki formed by M ∈ N original sequences Ski, that
is SMki = Ski, Sk′i, ....Sk′′i , where each of the M former sequences Ski might be any of the ones
determined in (46). Once again, we calculate the values of < ESM
ki
|ESM
ki
> and compare them
with (δSM
ki
)2. If the initial data satisfies:
< ESM
ki
|ESM
ki
>≤ (δSM
ki
)2, (48)
for all possible sequences SMki we say that the dynamical system is M-order classical.
Let us make two remarks: the first one to say that the classification of a given initial data
as M-order classical is dependent on the scales (error margins δk) that characterize the classical
description. In particular for δk =∞ all dynamical systems will be ∞-order classical (and will
have a classical limit initial data) while for scales smaller than the Planck scale none will even
be 1st-order classical. The second remark is to point out that if a system is M-order classical
then (result 3.1-d) its initial data wave function, in the representation of any of the observables
aˆk(0), will have a minimum probability p in the interval Ik = [ak(0)− δk/(1− p)1/(2M), ak(0) +
δk/(1−p)
1/(2M)], where ak(0) is the value of the classical observable ak at the initial time, t = 0.
That is the initial data is M-order consistent. This is because in (46) we always determine the
2N single value sequences Sk1 = ak, (k = 1..2N).
Furthermore, if the classical and the quantum initial data satisfy the inequalities (48) then
we can substitute < ESM
ki
|ESM
ki
> by (δSM
ki
)2 when computing (40) for A0 = aj(t). The result
(41) can then be easily obtained being valid up to the order m = M . Hence, using the
result 3.1-d) we can state that an arbitrary M-order classical system, as defined above, will
evolve in such a way that in the representation of aˆj(t) (for all j = 1..2N and for all t)
the initial data wave function has at least a probability p confined to the interval Ij(t) =
[aj(t) − δj(t)/(1 − p)1/(2M), aj(t) + δj(t)/(1 − p)1/(2M)] with aj(t) and δj(t) being the classical
time evolution of the canonical variable aj and associated error margin. According to the second
consistency criterion this means that the classical and the quantum data describing the system
at the time t are M-order consistent.
We conclude that if M is the order of classicality of a given dynamical system then: firstly
the classical and the quantum data describing the initial time configuration of the system
are M-order consistent and, secondly the degree of consistency is preserved through the time
evolution.
Finally, notice that the higher the order of classicality M of the dynamical system the more
similar will be the range of Ij(t) and the classical error margin. When M goes to infinity we
obtain the classical limit description of the system.
5.2 Second Criterion
A second classicality criterion can be easily devised. Once again the first step is to calculate the
time evolution of the canonical variables aj using the classical formulation of the theory (45).
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Again we use this result to obtain the sequences of fundamental operators Sˆki (46) and the
associated error kets (44). Using these error kets we can write the second classicality criterion:
< ESki |ESki >≤ (δSki)
2(1− p0) = (δk1δk2 .....δkn)
2(1− p0), ∀Ski in (46). (49)
If the classical and the quantum initial data satisfy the former inequalities for a given p0
(0 ≤ p0 < 1) and for all sequences determined in (46), then we say that the dynamical system
is p0-order classical. A straightforward use of the result (3.1-d) will prove that a p0-order
classical system is described by an initial data wave function that, in the representation of any
of its fundamental observables aˆk(t = 0), k = 1..2N , has at least a probability p0 confined to the
classical error interval [ak(0)− δk, ak(0) + δk]. That is the initial time configuration is p0-order
consistent (according to the first consistency criterion).
Now, let us concentrate on the dynamical evolution of the former initial data. If the in-
equalities (49) are satisfied we can perform the substitution of < ESki|ESki > by (δSki)
2(1− p0)
when computing (40) for m = 1. Notice that there will be an extra factor of (1 − p0) in the
final expression in (40). We can then proceed and obtain the result (41) for ∆1(aˆj(t), φ, aj(t), p)
(which still contains the extra factor (1 − p0)1/2). More precisely we make p = p0 in (41) and
get for all j = 1..2N :
∆1(aˆj(t), φ, aj(t), p0) =
(
< Eaj(t)|Eaj(t) >
1− p0
)1/2
≤
≤
1
(1− p)1/2
+∞∑
L=1
1
L!
2N∑
k1,...,kL=1
∣∣∣∣∣ ∂
Laj(t)
∂ak1 ...∂akL
∣∣∣∣∣ δk1 ...δkL(1− p0)1/2 = δj(t). (50)
The previous result together with 3.1-d) implies that in the representation of aˆj(t) (for all
j = 1..2N) the initial data wave function has at least a probability p0 confined to the classical
error interval [aj(t)− δj(t), aj(t) + δj(t)], i.e. the classical and the quantum descriptions of the
configuration of the system at the time t are p0-order consistent. This result is valid for all
times. We conclude that if a dynamical system is p0-order classical then the classical and the
quantum descriptions of the configuration of the system are p0-order consistent for all times.
Once again, when p0 → 1 we obtain the classical limit description of the system.
6 Example - Harmonic Oscillator
To illustrate the use of the first classicality criterion (section 5.1), let us obtain the classicality
conditions for the simple example of the harmonic oscillator. The classical Hamiltonian is given
by: H = 1
2
(q2 + p2), where q and p are a pair of canonical variables and, to make it simple we
made w = m = 1. Solving the equations of motion we obtain the classical time evolution of
the canonical variables and the corresponding error margins:{
q(t) = q(0) cos t + p(0) sin t
p(t) = q(0) sin t+ p(0) cos t
,
{
δq(t) = | cos t|δq(0) + | sin t|δp(0)
δp(t) = | sin t|δq(0) + | cos t|δp(0)
(51)
Let |φ > be the initial data wave function for the quantum harmonic oscillator. Let us then
determine the conditions that |φ > should satisfy so that the quantum system allows for a
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consistent M-order classical description. Following the general prescription of section 5.1 the
first step is to determine the fundamental sequences (46). They are the single value sequences:
S1 = q and S2 = p. (52)
For a M-order classical system the relevant sequences are arrays of M fundamental sequences:
SM = (z1, ..., zM), zi = q ∨ p, i = 1..M, (53)
and the condition of M-order classicality (48) reads:
< ESM |ESM >≤ δ
2
SM , ∀S
M in (53) (54)
⇐⇒< φ|(zˆ1 − z1(0))...(zˆM − zM(0))(zˆM − zM(0))...(zˆ1 − z1(0))|φ >≤ δ
2
z1(0)...δ
2
zM
(0).
Given the classical initial data {q(0), p(0), δq(0), δp(0)}, eq.(54) constitute a system of inequal-
ities to be satisfied by initial data wave function |φ >. For a first-order classical system the
classicality conditions take their simpler form:
{
< φ|(qˆ − q(0))2|φ >≤ δ2q (0)
< φ|(pˆ− p(0))2|φ >≤ δ2p(0)
⇐⇒
{ ∫
(q − q(0))2|φ(q)|2dq ≤ δ2q (0)∫
(p− p(0))2|φ(p)|2dp ≤ δ2p(0)
(55)
To obtain explicit solutions we may want to consider Gaussian wave packets (notice however
that, in general, there are many solutions of (55) which are not Gaussians):
φc(q0, p0,∆q, q) =
1
(2pi(∆q)2)1/4
exp
{
−
(q − q0)
2
4(∆q)2
+ ip0q/h¯
}
, (56)
where q0, p0 and ∆q are parameters and the wave function was displayed in the qˆ representation.
If we make q0 = q(0) and p0 = p(0) and substitute φc(q(0), p(0),∆q, q) in (55) we get the
equivalent set of inequalities:
∆q ≤ δq(0) ∧
h¯
21/2∆q
≤ δp(0). (57)
As expected, if δp(0)δq(0) < h¯/(2
1/2) there is no coherent state (and actually no wave function)
that might satisfy the former inequalities, while for larger values of the classical error margins
there are many solutions of (55), including the coherent states with a parameter ∆q satisfying
(57). We see that the classicality criteria provide a comparative notion of classicality but not
an absolute one. In fact the degree of classicality is always relative to the classical description
supplied.
The main result of the formalism is that a wave function satisfying (55), and in particular a
coherent state satisfying (57) displays a time evolution first order consistent with the classical
predictions (51), which means that for all t:
∫ q(t)+ δq(t)
(1−P )1/2
q(t)−
δq(t)
(1−P )1/2
|φ(q, t)|2dq ≥ P, ∧
∫ p(t)+ δp(t)
(1−P )1/2
p(t)−
δp(t)
(1−P )1/2
|φ(p, t)|2dp ≥ P, ∀0≤P<1, (58)
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where q(t), p(t), δq(t), δp(t) are given by (51), |φ(t) > is the solution of the Schro¨dinger equation:
ih¯∂/∂t|φ(t) >= 1/2(qˆ2 + pˆ2)|φ(t) >, |φ(t = 0) >= |φ >,
and P is an arbitrary probability. Take for instance P = 0.99, eq.(58) states that 99% of the
probability of the wave function |φ(t) >, in both the representations of qˆ and pˆ, is confined to
the classical intervals [q(t)−10δq(t), q(t)+10δq(t)] and [p(t)−10δp(t), p(t)+10δp(t)], respectively.
This statement is valid for all times and, for the case of coherent states can be easily verified
by numerical computation of the integrals (58).
To see what happens when the degree of classicality is increased let us consider a 10th-order
classical system. In this case the initial data wave function should satisfy the conditions (54)
for all M = 10 sequences (53). If we consider Gaussian type solutions (56) and substitute (56)
in (54) we get the following set of inequalities for the parameter ∆q:
(2M − 1)!
2M−1((M − 1)!)
(∆q)2M ≤ δ2Mq (0) ∧
(2M − 1)!
2M−1((M − 1)!)
(
h¯
21/2∆q
)2M
≤ δ2Mp (0), (59)
where M = 10. Clearly, for the same classical initial data the set of solutions of (59) is just a
subset of the set of solutions of (57).
The solutions of (54) with M = 10 and in particular the coherent states satisfying (59),
display a time evolution 10th-order consistent with the classical predictions (section 5.1). In
particular for P = 0.99 we have (1− P )1/20 = 0.79 and thus:
∫ q(t)+1.25δq(t)
q(t)−1.25δq(t)
|φ(q, t)|2dq ≥ 0.99 ∧
∫ p(t)+1.25δp(t)
p(t)−1.25δp(t)
|φ(p, t)|2dp ≥ 0.99, (60)
where |φ(t) > is the quantum time evolution of a general initial data wave function satisfying
(54) for M = 10. The result is valid for all times and can be checked explicitly for an arbitrary
coherent state satisfying (59).
One of the most interesting properties of coherent states is that its quantum time evolution
is (in some sense) ”consistent” with the classical predictions. Because of this coherent states
might be seen as ”classical states”. We see that the classicality criteria provide a systematic
procedure to obtain ”classical states” for an arbitrary dynamical system: by solving the clas-
sicality conditions (54) we obtain a large set of classical states (much larger than the coherent
states set) for which the quantum time evolution is consistent with the classical predictions.
Moreover, and most important, the imprecise notions of ”consistency” and of ”classical states”
are made fully precise in this formalism.
7 Further example
To further illustrate the use of the criteria let us consider the 2-dimensional system described
by the Hamiltonian:
H =
P 2
2M
+
p2
2m
+ kQp2, (61)
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where (Q,P ) are the canonical variables of a particle of mass M , (q, p) the ones of the particle
of mass m and k is a coupling constant. The classical time evolution is obtained by solving the
Hamiltonian equations of motion which yield:


Q(t) = Q(0) + P (0)
M
t− k
2M
p(0)2t2
P (t) = P (0)− kp(0)2t
q(t) = q(0) + {p(0)
m
+ 2kQ(0)p(0)}t+ k
M
P (0)p(0)t2 − k
2
3M
p(0)3t3
p(t) = p(0)
(62)
with error margins (taking into account all orders in the initial time error margins):


δQ(t) = δQ(0) +
∣∣∣ t
M
∣∣∣ δP (0) + ∣∣∣kp(0)t2M
∣∣∣ δp(0) + ∣∣∣ kt22M
∣∣∣ δ2p(0)
δP (t) = δP (0) + |2kp(0)t| δp(0) + |kt| δ2p(0)
δq(t) = δq(0) +
∣∣∣( 1
m
+ 2kQ(0))t+ kP (0)t
2
M
− k
2p(0)2t3
M
∣∣∣ δp(0) + |2kp(0)t| δQ(0)+
+
∣∣∣kp(0)t2
M
∣∣∣ δP (0) + |kt|δQ(0)δp(0) + ∣∣∣ kt22M
∣∣∣ δP (0)δp(0) + ∣∣∣k2p(0)t3M
∣∣∣ δ2p(0) + ∣∣∣k2t3M
∣∣∣ δ3p(0)
δp(t) = δp(0)
(63)
For this dynamical system the fundamental sequences (46) are (the indexes 1, 2, 3 and 4 refer
to the canonical variables q, p, Q and P , respectively):
S1 = q , S2 = p , S3 = Q , S4 = P , (64)
S22 = (p, p) , S23 = (p,Q) , S24 = (p, P ) , S222 = (p, p, p)
and the first order classicality condition reads:
< ESki |ESki >≤ δ
2
Ski
, ∀Ski in (64) (65)
To make the discussion simpler let us consider solutions of the form |ξ >= |ψ > |φ >, where
|ψ > is the quantum state of the particle of mass m, and |φ > is that of the particle of mass
M . In the (qˆ, Qˆ) representation we have ξ(q, Q) = ψ(q)φ(Q). To proceed we notice that if the
condition (65) is satisfied for the sequences S1, S2, S3 and S4 then is also satisfied for S23 and
S24. Furthermore, if it is satisfied for S222 is also for S22 and S2. Hence, the system of eight
inequalities (65) is reduced to the system of four inequalities: < ESki |ESki >≤ δ
2
Ski
, Ski ∈
{S1, S3, S4, S222}. Moreover, the former system splits into two independent systems:
{
< ψ|(qˆ − q(0))2|ψ >≤ δ2q (0)
< ψ|(pˆ− p(0))6|ψ >≤ δ6p(0)
and
{
< φ|(Qˆ−Q(0))2|φ >≤ δ2Q(0)
< φ|(Pˆ − P (0))2|φ >≤ δ2P (0)
(66)
For Gaussian type solutions ξc(Q0, P0, q0, p0,∆Q,∆q, q, Q) = φc(Q0, P0,∆Q,Q)ψc(q0, p0,∆q, q)
it reduces to the form:{
∆q ≤ δq(0)
(15)1/6 h¯
21/2∆q
≤ δp(0)
and
{
∆Q ≤ δQ(0)
h¯
21/2∆Q
≤ δP (0)
(67)
where we used eq.(59) to obtain the second inequality of the first system. Any Gaussian wave
function satisfying the former conditions displays a time evolution (solution of the Schro¨dinger
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equation: ih¯∂/∂t|ξ(t) >= Hˆ|ξ(t) >, |ξ(0) >= |ξ >) first order consistent with the classical
predictions (62,63). This means that for any of the canonical variables Z = q, p, Q∨ P and for
all times: ∫
w
∫ Z(t)+δZ (t)/(1−P )1/2
Z(t)−δZ (t)/(1−P )1/2
| < ξ(t)|z, w > |2dzdw ≥ P, ∀0≤P<1 (68)
where |z, w > is the general eigenstate of the observable Zˆ with associated eigenvalue z and
degeneracy index w, P is a probability and (Z(t), δZ(t)) are the classical time evolution of the
canonical variable Z and its error margin which are given by eqs.(62,63), respectively.
Just like in the example of the harmonic oscillator we can increase the order of classicality
of the system by requiring the initial data wave function to satisfy higher order classicality
conditions. Likewise, this will increase the degree of consistency between the classical and the
quantum predictions.
8 Conclusions
A general procedure leading to the construction of a measure of classicality was presented. The
procedure can be summarized in two main steps:
1) Definition of a consistency criterion. This is a kinematical criterion. It should provide a
suitable measure of the degree of agreement between the classical and the quantum descriptions
of a single, specific time configuration of the system. Two intuitive definitions of consistency
criteria were presented and certainly other, possible more interesting criteria might be defined.
2) Using the consistency criterion the problem of studying the overall consistency between the
classical and the quantum descriptions of a general dynamical system is reduced to a simpler
and more precisely formulated problem. That of identifying the conditions that should be
satisfied so that the degree of consistency between the classical and the quantum initial data
is preserved through time evolution. These conditions were explicitly obtained and used to
construct a classicality criterion for each of the consistency criteria proposed at the beginning.
We expect that the same general procedure might be used to derive the classicality criterion
associated to other proposals of consistency criteria.
Ultimately, the two measures of classicality obtained are arbitrary in nature since they are a
direct consequence of the definition of a consistency criterion. Therefore, they should be tested
in physical examples to see if they yield sensible results. The criteria of this paper were applied
to two simple dynamical systems and yield expected results. Namely, Gaussian wave functions
were obtained as ”classical-like states” (solutions of the classicality conditions).
Further applications of the criteria have been developed in [34, 35, 36]. Other possible
future applications which might be of considerable interest are in the field of non-linear dynam-
ical systems, where the connection between classical and quantum mechanics becomes more
involved.
To finish let us make a few remarks:
i) The degree of classicality of a given quantum system is always relative to the classical de-
scription supplied (more precisely, to the classical initial data supplied). Therefore, the criteria
do not provide an absolute classification of classicality but only a comparative one.
ii) The fully classical behavior (i.e. the complete consistency with the classical predictions) is
obtained in the limit case in which the quantum system fully satisfies one of the classicality
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criteria to all orders or equivalently, if the quantum and the classical initial data are fully con-
sistent. Notice that consistency and classicality, in this case and in general only in this case,
are equivalent notions: the results of section 3.2.2 imply this statement directly.
iii) The classicality conditions vary from one dynamical system to another. More precisely, once
the classical initial data is given theM-order classicality conditions on the quantum initial data
are more restrictive for some systems (for instance, the second example) than for others (for
instance, the first example). This is not surprising, as neither is the fact that for some dynam-
ical systems, the classicality conditions are so restrictive that there is no wave function that,
for typical values of the classical data, might satisfy even the first order classicality conditions
(consider for instance the system of a particle in a potential step).
iv) The classicality criteria provide only a partial answer to the problem of measuring the degree
of classicality of a general dynamical system. We were able to prove that a general dynamical
system will evolve in agreement with the classical predictions up to some degree if its initial
time configuration satisfies the classicality conditions up to some extent. However, these are
sufficient but not necessary conditions: the system may very well not satisfy even the first order
classicality criterion and still present a fairly classical-like evolution.
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