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Abstract Principal component analysis (PCA) is
widely used to analyze high-dimensional data, but it is
very sensitive to outliers. Robust PCA methods seek
fits that are unaffected by the outliers and can therefore
be trusted to reveal them. FastHCS (High-dimensional
Congruent Subsets) is a robust PCA algorithm suit-
able for high-dimensional applications, including cases
where the number of variables exceeds the number of
observations. After detailing the FastHCS algorithm,
we carry out an extensive simulation study and three
real data applications, the results of which show that
FastHCS is systematically more robust to outliers than
state-of-the-art methods.
Keywords: High-dimensional data, outlier detection,
computational statistics, exploratory data analysis
1 Introduction
Principal component analysis (PCA) is widely used to
explore high-dimensional data. It centers and rotates
the original p-dimensional measurements to construct
a small number q of new orthonormal variables, called
principal components, that account for most of the vari-
ation in the data. However, classical PCA is very sen-
sitive to outliers. Outliers are observations that are in-
consistent with the multivariate pattern of the majority
of the data. If left unchecked, they influence the esti-
mated parameters by disproportionately pulling the fit
towards themselves. In this way, outliers obscure the
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main relationships in the data and their true outly-
ingness. In practice, we want to find the outliers to
bound their influence on the fit and to study as ob-
jects of interest in their own right. For these reasons,
we need robust PCA methods that meet the following
criteria: (1) Like classical PCA, a robust PCA method
should handle cases where the number of variables ex-
ceeds the number of observations, (2) and it should be
shift and rotation equivariant, meaning that if the data
are shifted or rotated the estimated parameters should
transform accordingly. (3) It should be computable for
high-dimensional data. (4) It should accurately describe
the multivariate pattern of the majority of the obser-
vations, even when the data is heavily contaminated
by outliers. (5) It should have a high breakdown point;
a measure an estimator’s robustness to outliers in the
data. (6) It should be insensitive to the dimensionality
of the data.
Criteria (1)-(3) are natural for any PCA method.
Criteria (4)-(5) relate to robustness. Criterion (6) is re-
lated to both concerns. We find that state-of-the-art ro-
bust PCA algorithms have most of these properties, but
that, surprisingly, many instances can be found where
they fail to satisfy Criterion (4). In this paper, we in-
troduce a robust PCA algorithm, FastHCS, to meet
these criteria (HCS for high-dimensional congruent sub-
set). In the next section we outline FastHCS. Then, in
Sections (3) and (4) we compare it to several state-
of-the-art methods on simulated data and three real
data applications which show that in many settings only
FastHCS can be relied upon to provide a robust PCA
solution.
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2 FastHCS
Given an n×p data matrix Y = {yi}ni=1 and for a fixed
2 6 q < min(p, n), the FastHCS algorithm searches for
a subset of size at least h = ⌈(n + q + 1)/2⌉ free of
outliers (this is the minimal value of h such that there
are at least (q+1) clean observations in each candidate
subset).
If p > n, FastHCS computes the mean-centered data
matrix X˜ = Y −1⊤n (aveni=1 y i), and performs the kernel
eigenvalue decomposition of X˜X˜
⊤
= ULU⊤ where U
is an n× r matrix, L is an r × r matrix, r := rank(X )
and L is a diagonal matrix with the eigenvalues on the
diagonal. Then, FastHCS works with the n× r matrix
X = X˜X˜
⊤
U (L)−1/2. The transformation from Y to X
causes no loss of information or robustness since we re-
tain all of the components corresponding to non-zero
eigenvalues. However, this transformation reduces the
computational cost of the subsequent steps of the algo-
rithm. At the end of the algorithm, FastHCS reverses
these transformations so that the returned parameter
estimates are consistent with conventional PCA. When
n 6 p, we simply set X = Y .
2.1 The I-index h-subset
The I-index is a subset selection criterion first intro-
duced in Vakili and Schmitt (2014) where it is used to
identify an outlier free subset to serve as the basis of
the robust PCS location and scatter estimator. The I-
index was designed to be insensitive to the configuration
of the outliers and consequently, as we show in that ar-
ticle, the fit found by FastPCS is nearly unaffected by
the presence of outliers in the data (we refer to this
as quantitative robustness). In (Schmitt et al. , 2014)
we further show that the PCS estimates also have the
maximum possible breakdown point (we refer to this
as qualitative robustness). Robust location and scatter
estimation are also important for PCA. In the PCS con-
text, the I-index is applied to the observations in their
original dimensionality, and one approach to achieving
robust PCA would be to use the robust PCS covari-
ance estimate as a starting point for PCA. However,
this approach does not satisfy Criterion (3) for robust
PCA since it is not possible to perform PCS when the
number of dimensions is greater than the number of ob-
servations. This subsection describes how the I-index
can be extended to the PCA context by applying it to
projections of the data on to subspaces.
To begin, FastHCS drawsM random subsets of size
(q+1) from X without replacement, where M is given
by:
M =
⌈
log(0.01)
log(1− (e/n)q+1)
⌉
, (1)
and where h 6 e < n is an integer specifying the num-
ber of uncontaminated observations, so that the prob-
ability of getting at least one uncontaminated starting
subset is at least 99% (Stahel , 1981). By default we set
e = h. However, if the user is sure that the contami-
nation rate of the sample is lower than (n− h)/n , we
offer the possibility (as in Maronna and Yohai (1995))
of using this information to reduce the computational
cost of running FastHCS. Denote these (q + 1)-subsets
as {Hm0 }Mm=1. The SVD decomposition of the observa-
tions indexed by Hm0 is:
svd
i∈Hm0
( (xi − tm0 )/
√
q ) = Um0 (L
m
0 )
1/2(Pm0 ),
where tm0 = avei∈Hm0 xi is the estimated center, L
m
0
is a diagonal matrix for which the non-zero elements
(Lm0 )j j = 1, . . . , q are the descending eigenvalues of the
PCA model fited to {xi : i ∈ Hm0 }, and the eigenvectors
Pm0,q are the first q loadings of this model. Next, we
compute the score matrix Sm0 with n rows s
m
0,i:
sm0,i = (xi − tm0 )Pm0,q, 1 6 i 6 n
which is the projection of the re-centered rows of X
on to the subspace spanned by the first q loadings of
{xi : i ∈ Hm0 }. To measure the outlyingness of an sm0,i
to the members of {sm0,i : i ∈ Hm0 }, we will use its
squared orthogonal distance to amk , the direction normal
to the hyperplane through q members of {sm0,i : i ∈ Hm0 }
drawn at random:
d2i (a
m
k ,S
m
0 ) =
(
(sm0,i)
⊤amk − 1
)2/||amk ||2 ,
and, to remove the dependence of this measure on
the direction amk , we average it over K such directions
{amk }Kk=1:
Di(H
m
0 ) =
K
ave
k=1
d2i (a
m
k ,S
m
0 )
ave
i∈Hm0
d2i (a
m
k ,S
m
0 )
, 1 6 i 6 n. (2)
(In Remark 1 below we discuss how we set the value
of the parameter K). The denominator in Equation (2)
normalizes these distances across the directions amk .
We can now describe the computation of the first
step of FastHCS. For a given a (q + 1)-subset Hm0 of
{1 : n} and its corresponding matrix Sm0 , Algorithm 1
returns and h-subset Hm of indexes of {1 : n} using
an iterative procedure we call growing steps. In each
step w, Hmw is updated and contains the indexes of
the ωw observations with smallest values of Di(H
m
w−1).
The value of ωw itself increases incrementally from
The FastHCS Algorithm for Robust PCA 3
⌈ (n− q − 1)/(2W )⌉ + q + 1 to h in W steps. These
steps do not have a convergence criterion, so the
number of iterations W must be set in advance (In
Remark 1 below we discuss how we set the value of the
parameter W ).
Algorithm 1: growingStep(Hm0 ,X, q)
for w = 1 to W do:
Di(H
m
w−1)←
K
ave
k=1
d2i (a
m
k ,S
m
0 )
ave
i∈Hm
w−1
d2i (a
m
k ,S
m
0 )
, 1 6 i 6 n
set ωw ← ⌈ (n− q − 1)w/(2W )⌉+ q + 1
set Hmw ←
{
i : Di(H
m
w−1) 6 D(ωw)(H
m
w−1)
}
end for
Hm ← HmW
After growing M candidate Hm’s, FastHCS evalu-
ates each using a criterion we call the I-index, and fits
a robust PCA model to the Hm having smallest value
of the I-index. For a given h-subset Hm and direction
amk , we define a subset H
m
k that is optimal with respect
to amk in the sense that it indexes the h observations
with the smallest values of d2i (a
m
k ,S
m
0 ). More precisely,
denoting d(h) the h
th order statistic of a vector d, we
have:
Hmk = {i : d2i (amk ,Sm0 ) 6 d2(h)(amk ,Sm0 )}.
Then, we define the I-index of an Hm along amk as
I(Hm,Sm0 ,a
m
k ) = log

 avei∈Hm d
2
i (a
m
k ,S
m
0 )
ave
i∈Hm
k
d2i (a
m
k ,S
m
0 )

 , (3)
with the convention that log(0/0) := 0. The mea-
sure I(Hm,Sm0 ,a
m
k ) is always positive and increases
the fewer members Hm shares with Hmk along the
direction amk . This is because, for a given direction
amk , the members of H
m
k not in H
m will decrease the
denominator in Equation (3) without affecting the nu-
merator, increasing the overall ratio. As in the growing
steps, we remove the dependence of Equation (3) on
the directions amk by considering the average over K
directions:
I(Hm,Sm0 ) =
K
ave
k=1
I(Hm,Sm0 ,a
m
k ) . (4)
Finally, FastHCS selects as HI the candidate h-subset
Hm with lowest I-index.
Given HI , we denote the PCA parameters corre-
sponding to HI as (tI ,LIq ,P
I
q) and obtain them as fol-
lows:
svd
i∈HI
(
(y i − tI)
/√
h− 1
)
= U I(LI)1/2(P I)⊤,
where tI = avei∈HI yi. FastHCS computes these param-
eters on the full space of the data set, Y , rather than on
the space of SI0, to increase their accuracy. Algorithm
2 summarizes the I-index step of FastHCS.
Algorithm 2: IStep(X, q)
for m = 1 to M do:
Hm0 ← {random (q+1)−subset from 1 : n}
Hm ← growingStep(Hm0 ,X, q)
I(Hm,Sm0 )←
K
ave
k=1
I(Hm,Sm0 ,a
m
k )
end for
HI ← argmin
H1,...,HM
I(Hm,Sm0 )
return ( tI , LIq ,P
I
q)
Remark 1 Through experiments, we find that increas-
ing K above 25 or W above 5 does not noticeably im-
prove the performance of the algorithm (though it in-
creases its computational cost), so we set these parame-
ters to those values. Those experiments were carried on
the outlier configurations discussed in Sections 3 and
4 as well as additional configurations enabled by the
simulation suite provided with the Online Resources
(Section 4). Because such experiments cannot cover all
possible configurations of outliers, we focused on those
configurations singled out as most challenging in the
literature on robust PCA.
Remark 2 Exact fit: When the h members of a sub-
set H ′ lie on a subspace Π r ∈ Rr with 1 < r 6 q
the numerator and denominator of I(H ′,S ′0,a
′
k) will
be the same for any direction a′k through members of
H ′ (Schmitt et al. , 2014) so that I(H ′,S ′0) = 0. Then,
HI = H ′ and P Ir will correspond with Π r. In such sit-
uations, FastHCS will return the index of the members
of {i : ((xi−tI)P ∗r)2 = 0}. This behavior is called exact
fit (Maronna et al. , 2006).
Remark 3 Breakdown point: The (finite sample)
breakdown point of an estimator referred to in Cri-
terion (5) is the smallest proportion of observations
that need to be replaced by arbitrary value to drive
the estimates to arbitrary values (Donoho , 1982).
Naturally, a higher breakdown point is better, and
the maximal breakdown point achievable in the PCA
context is essentially fifty percent.
Both the growing step and the I-index use distances
computed on subspaces to derive a measure of outlying-
ness. Since they are restricted to this view of the data,
they are vulnerable to outliers that appear consistent
with the majority on a subspace, but are outlying with
respect to it (Appendix A details the specific configura-
tions of outliers giving rise to this issue). Therefore, fits
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based on HI alone will not have maximum breakdown
and the procedure presented above must be combined
with a second, computational expedient, ancillary pro-
cedure to ensure that the final FastHCS estimates do.
2.2 The Projection Pursuit h-subset
Although experiments, such as those in Sections 3
and 4, show that the I-index rarely selects contami-
nated subsets, it is vulnerable to specific configurations
of outliers (see Appendix A). To guard against these,
FastHCS uses a robust projection-pursuit (PP) ap-
proach to identify a second subset of observations,
HPP . The PP approach proceeds by assigning an
outlyingness score to each observation:
dPPi (Y ) = max
v∈B
|y iv −med(yjv)|
mad(yjv)
(5)
where B contains 1000 directions v, each given by
two data points drawn randomly from the sample,
med(yjv) is the median of {yjv, j = 1, . . . , n} and
mad(yjv) = med |yjv − med(y lv)|. The PP method
is orthogonaly invariant and computationally ex-
pedient. A version of the PP algorithm is used as
an initial step in ROBPCA (Hubert et al. , 2005;
Debruyne and Hubert , 2009), a popular robust PCA
algorithm.
2.3 Selecting the final PCA model
Consider the subset H• := HI ∩ HPP . Because h >
[n/2]+1, it holds that |H•| > q andH• is free of outliers
whenever either one of HI or HPP is. We propose to
exploit this fact to select between the I-index and PP-
based models. Denote H− = HPP \HI and
D(Y ,HI , HPP ) =
q
ave
j=1
log
avei∈HI ((y i − tI)P Ij )2
vari∈H•(y iP Ij )
− qmax
j=1
log
avei∈H•((y i − tPP )P PPj )2
vari∈H−(y iP
PP
j )
, (6)
with the assumption that log(0/0) = 0. When
D(Y ,HI , HPP ) > 0 (or if
q
max
j=1
var
i∈H−
(yεiP
PP
j ) = 0)
the final FastHCS parameters (t∗,L∗q ,P
∗
q) will be equal
to (tPP ,LPPq ,P
PP
q ) and the final FastHCS subset H
∗ is
set as HPP . As we show in Appendix B, this selection
rule ensures that the FastHCS fit has a high break-
down point. Our approach is similar to the ROBPCA
algorithm which also selects from among two candidate
subsets in the final stage of the algorithm. ROBPCA
selects the subset whose eigenvalues have the smallest
product. However, depending on the configuration of
the outliers and the rate of contamination, it is possible
for a contaminated subset to have smaller eigenvalues
than an uncontaminated one (Schmitt et al. , 2014),
and so to end up being selected by the criterion used
in ROBPCA. In contrast, the selection criterion we
propose controls (through the denominators in Equa-
tion (6)) for the relative scatter of the two subsets
and so it is not biased towards subsets containing
many concentrated outliers. Naturally, criterion (6) is
designed to favor the I-index based model whenever
doing so does not cause breakdown.
2.4 Outlyingness to the PCA model
Two concepts of distance are used to assess the outly-
ingness of an observation with respect to a PCA model,
and cut-off values for both of these can be used to clas-
sify outliers (Hubert et al. , 2005). The first is the or-
thogonal distance (OD) of the observation to the PCA
model space:
ODi(t,P q) = ||xi − t − (xi − t)P q(P q)⊤|| (7)
Assuming multivariate normality of the observations on
which the PCA model is fitted, a cut-off can be ob-
tained for the OD statistics using the Wilson-Hilferty
transformation of the ODs into approximately normally
distributed random variables:
ce(t,P q, H) =
(
ave
i∈H
OD
2/3
i (t,P q)
+Φ−10.975
√√√√vari∈H OD2/3i (t,P q)
χ2e/n,1


3/2
(8)
where χ2e/n,1 is the e/n quantile of the χ
2 distribution
with one degree of freedom, and H indexes a subset
of observations. The second measure of outlyingness is
the score distance (SD) of the observation on the PCA
model space:
SDi(t,Lq,P q) =
√
((xi − t)P q) (Lq)−1
((xi − t)P q)⊤. (9)
A 97.5% cut-off for the SD statistics can be obtained
using a
√
χ20.975,q distribution.
In inferential applications, PCA theory typically as-
sumes multivariate normality, though ellipticity is suf-
ficient for many of the hypotheses of interest to PCA-
based inference, see (Jensen , 1986) and (Jolliffe , 2002,
pages 49,55,394). In any case, robust PCA performs
inference with a model fitted on the non-outlying ob-
servations, so the distributional assumption pertains to
only this subset of the data. Conversely, no assumptions
are made on the distribution(s) of the outliers.
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2.5 Computational considerations
The computational complexity of FastHCS is deter-
mined by the I-index and PP subset selection com-
ponents. The complexity of the PP-based approach is
O(qnp). This is dominated by the time complexity of
the I-index, which scales as O(q3+nq) for each starting
(q+1)-subset. Except when q and n are small (smaller
than about 5 and 2000 in our tests) FastHCS is not
the quickest of the robust PCA methods we considered
(in general, we find that PcaL is). The ’Fast’ qualifica-
tion in this context (”FastHCS”) is used to distinguish
the algorithm based on random sub-sampling from the
na¨ıve one based on exhaustive enumeration of all pos-
sible starting points, the latter being usually not com-
putable in practice. The computing time of FastHCS
grows similarly in n to other methods we discuss in this
paper, while it is the most sensitive to increases in q,
with computation times being comparable until around
q = 12. For higher q, FastHCS is the slowest overall.
In practice, FastHCS becomes impractical for values of
q much larger than 25. Nevertheless, the overall time
complexity of FastHCS grows with q, instead of p, mak-
ing it a suitable candidate for high-dimensional appli-
cations, and satisfying Criterion (3) for a robust PCA
method. Moreover, FastHCS belongs to the class of so
called ‘embarrassingly parallel’ algorithms, i.e. its time
complexity scales as the inverse of the number of pro-
cessors, meaning it is well suited to benefit from modern
computing environments. To enhance user experience,
we implemented FastHCS in C++ and wrapped it in an
portable, open source R package (R Core Team , 2012)
distributed through CRAN (package FastHCS)
3 Simulation Study
In this section we evaluate the behavior of FastHCS
against three other robust PCAmethods: the ROBPCA
(Hubert et al. , 2005), PcaPP (Croux and Ruiz-Gazen ,
2005) and PcaL (Locantore et al. , 1999) algorithms.
Although other methods for high-dimensional out-
lier detection exist, these are particularly com-
parable with FastHCS: all three are PCA algo-
rithms, satisfying Criteria (1)-(3) of a robust PCA
method. ROBPCA, PcaPP and PcaL were com-
puted using the R (R Core Team , 2012) package
rrcov (Todorov and Filzmoser , 2009) with default
settings except for the robustness parameter alpha
for ROBPCA which we set to 0.5, the value yielding
maximum robustness and the value of k which we set to
q for all the algorithms. Our evaluation criterion is the
empirical bias, a quantitative measure of robustness
of a fit. In Appendix C we explain the motivation for
this choice (in the Online Resources we also report the
results obtained using alternative evaluation criteria).
3.1 Empirical bias
Given an elliptical distribution Ep with location vector
µu and covariance matrix Σu (the superscript u stands
for uncontaminated) and an arbitrary distribution F c
(the superscript c stands for contaminated), consider
the ε-contaminated model
F
ε = (1 − ε)Ep(µu,Σu) + εF c.
For a fixed q < p denote Σuq the rank q approxima-
tion of Σu and V q = P qLqP
⊤
q an estimator of Σ
u
q .
The (empirical) bias measures the difference between
V q and Σ
u
q . For this, we will consider more specifi-
cally the shape component of this difference which is
called the shape bias. Given these two (rank reduced)
covariance matrices, recall that the corresponding
shape matrices are defined by Γ u = |Σu|−1/qΣuq and
Gq = |V q|−1/qV q. For an estimator of V q, all the infor-
mation about the shape bias is contained in the matrix
(Γ u)−1/2Gq(Γ
u)−1/2, or equivalently its condition
number (Yohai and Maronna , 1990):
bias(V q) = log
λ1
(
(Γ u)−1/2Gq(Γ
u)−1/2
)
λq
(
(Γ u)−1/2Gq(Γ u)−1/2
) ,
where λ1 (λq) is the largest (q
th) eigenvalue of the
positive-semidefinite matrix (Γ u)−1/2Gq(Γ
u)−1/2.
Evaluating the maximum bias of V q is an empirical
matter: for a given sample, it depends on the dimen-
sionality of the data, the rate of contamination by
outliers, the distance separating them from the uncon-
taminated observations, and the spatial configuration
of the outliers (F c). However, because all the algo-
rithms we compare are rotation and shift equivariant,
w.l.o.g. we can focus on configurations where Σu is
diagonal, and µu = 0p (a p-vector of zeros), greatly
reducing the number of scenarios we need to consider.
Since the effect of contamination is presumably most
harmful when the outlier belongs to the subspace
spanned by Πu⊥q (the orthogonal complement of Π
u
q )
we, concentrate on the class of outlier configurations
satisfying these conditions (Maronna , 2005). In the
simulation results shown in Section 3.3, the outliers
belong to the subspace spanned by the eigenvector
corresponding to the (q + 1)-th eigenvalue of Σu (as in
Hubert et al. (2005)) whereas the simulation settings
shown in the Online Resources the outliers belong to
the subspace spanned by all the components of Πu⊥q
(as is done in Maronna (2005)).
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3.2 Outlier configurations
To quantify the robustness of the four algorithms, we
generate many contaminated data sets X ε of size n
with X ε = Xu ∪ X c where Xu and X c are the un-
contaminated and contaminated part of the sample. In
all simulations, the center of the uncontaminated data
µu = 01×p its Σ
u is either Σu or 10−4Σu. We show
results where p ∈ {100, 400}, q ∈ {5, 10, 15}, n = 200,
and ε is one of {0.1, 0.2, 0.3, 0.4}
To facilitate comparison, we consider a generaliza-
tion to arbitrary values of q of the parametrization
of Σu used in (Hubert et al. , 2005). To define this
matrix, L, we set the values of the first q elements
of the diagonal of Σu so that they decrease exponen-
tially and do not drop abruptly before the remaining,
smaller, entries. More precisely, the first q entries of
the diagonal of Σu are the first q Fibonacci numbers
and the entries q + 1, . . . , p are linearly decreasing as
(0.1, . . . , 0.001). In Section 2 of the Online Resources,
we also provide results using a covariance matrix pro-
prosed by (Maronna , 2005).
Our measure of robustness, the bias, depends on
the distance between the outliers and the non outlying
observations which we will measure by
ν = min
i∈Ic
√
(x⊤i (Σ
u)−1xi)/χ
2
0.975,p, (10)
where Ic is an indicator for the observations coming
from X c. (A more detailed description of how we set
the location of the outliers can be found in Section 3 of
the Online Resources.) In the simulations, the distance
ν separating the outliers from the good data is one of
{1, . . . , 10}
We consider two outlier configurations frequently
used in the robust PCA literature (Hubert et al. , 2005;
Maronna , 2005): (a) Shift outliers: Σc = Σu and µc
chosen to satisfy Equation (10); (b) Point-mass out-
liers: all the outliers are concentrated around a single
point at a distance ν fromXu. To obtain this effect, we
set Σc = 10−4Σu. Both of these outlier configurations
are relevant in practical applications where they are,
for example, similar to certain types of sensor faults
and contamination scenarios.
For FastHCS, the number of initial (q + 1)-subsets
M is given as in Equation (1), with e/n = 0.6. The
rrcov implementations for ROBPCA and PcaPP in-
clude hardcoded values for the number of starting sub-
sets presumed by their authors to be sufficient for these
methods. PcaL does not require starting subsets. Sec-
tion 4 of the Online Resources explains how the reader
can use code we supply to replicate all results from this
section.
In Figures 1 to 2, we display the bias curves as lat-
tice plots (Deepayan , 2008) for discrete combinations
of p, q and ε. In all cases, we expect the outlier detection
problem to become monotonically harder as we increase
q and ε, so little information will be lost by considering
a discrete grid of a few values for these parameters. The
configurations also depend on the distance separating
the data from the outliers. Here, the effects of ν on the
bias are harder to foresee: clearly nearby outliers will
be harder to detect but misclassifying distant outliers
will increase the bias more. Therefore, we will test the
algorithms for many values (and chart the results as a
function) of ν. For each algorithm, a solid colored line
will depict the median, and a dotted line (of the same
color) the 75th percentile of bias(V q). Each figure is
based on 12000 simulations.
3.3 Simulation results
Figure 1 displays the bias curves corresponding to the
fits found by the algorithms for p = 100 for the shift
(right) and point-mass (left) configurations. Regardless
of the spatial configuration of the outliers or the value of
ε, the fits found by PcaPP and PcaL generally have high
values of bias(V q). As it turns out, PcaPP and PcaL
will show poor performance on all of the remaining sim-
ulations as well. Since this poor performance is consis-
tent, we will not discuss it in detail. The performance of
ROBPCA is substantially better than the previous two
algorithms, but it becomes increasingly unreliable as q
increases. FastHCS shows almost no bias. Furthermore,
we see that in some cases even after the bias curves of
ROBPCA have re-descended, they are still above those
of FastHCS. Given that this gap increases with ε, we
infer that the eigenvalue estimation of ROBPCA is still
influenced by the outliers, even when the eigenvectors
are correctly estimated. FastHCS estimates both cor-
rectly.
We next consider the high dimensional case of p >
n. Figure 2. Across all scenarios, the results are com-
parable to those in seen in Figure 1. FastHCS is the
best performing method, being unaffected by the out-
liers, while the other methods show high biases on most
settings.
Over all of the scenarios, FastHCS shows almost
no bias, despite challenging outlier configurations.
Furthermore, the bias curves corresponding to the fits
found by FastHCS are also less variable: throughout,
the 75th percentile of the bias corresponding to the
FastHCS fit is typically closer to the median bias than
is the case for the other algorithms. These findings
indicate that FastHCS meets Criteria (4)-(5) for a
robust PCA method. In contrast, we find that the
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Fig. 1 bias(V q) for p = 100, shift (top) and point-mass (bot-
tom) as a function of ν. ROBPCA, PcaPP, PcaL, FastHCS.
performance of the other methods vary with the con-
figuration of the outliers, the rate of the contamination,
and the dimensionality of the q-subspace. In Section 5
of the Online Resources, we re-analyze these simulation
results, giving similar plots for a measure of outlier
misclassification, as well as the principal angle measure
and bias(P q), two measures of quality of fit focusing
on the loadings.
An extended simulation study shows that the results
we present above are robust the choice of different sim-
ulation settings (for example, those used in (Maronna ,
2005)), and different bias measurments criterions. How-
ever, since the outcome of the extended study is nearly
identical to the one we present in this section, we have
relegated these results in the Online Resources.
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Fig. 2 bias(V q) for p = 400, shift (top) and point-mass (bot-
tom) as a function of ν. ROBPCA, PcaPP, PcaL, FastHCS.
4 Real data applications
We next apply the algorithms to three real data exam-
ples. We selected these examples because in each the
observations in the data can be separated into two sub-
groups from which we construct a majority and an out-
lier group. They are taken from three fields that reg-
ularly use PCA: character recognition, chemometrics
and genetics. A feature shared by all of these data sets
is that the variables within each are measured on the
same scale. Data sets with this property were selected
to remove the ancillary problem of data standardiza-
tion. If the variables are not on the same scale, it is
common practice in PCA modelling to standardize the
data, but the choice of how to do so robustly adds a
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layer of subjectivity to the results. For the interested
reader, the data sets used in this section are included
in the FastHCS package. Section 6 of the Online Re-
sources explains how the reader can use code we provide
to replicate all results in this section.
The implementations of ROBPCA and PcaPP we
use do not have an option to set the seed, but to en-
sure reproducibility of the results for FastHCS, we set
seed=1. PcaL is a deterministic algorithm and uses no
seeds. As in the simulations, we run each algorithm
with default settings, except for the alpha parameter
in ROBPCA which we set to 0.5. To illustrate the out-
lier detection capabilities of the algorithms, we display
diagnostics plots. These show the OD and SD values
for each observation, divided by the cut-off values in
Equations (8) and (9) to put each of the methods on a
comparable scale.
4.1 Selecting the number of components
We recommend using as large a value of q as possible
for FastHCS, since this improves its outlier detection
performance. However, to avoid the curse of dimension-
ality, it is also advised to set q < n/5 (Hubert et al. ,
2005). In all the examples that follow, we select a
relatively high number of components, q = 15, to strike
a balance between computation time and accuracy.
Once the outliers have been detected, components with
large eigenvales can be analyzed and used to construct
a PCA model of the good data. One may also wish
to use a selection criterion, such as the scree chart or
contribution to variance. In Section 7 of the Online
Resources, we also show results using the latter of
these approaches in an extended analysis. In that anal-
ysis, the chemometrics data set illustrates how robust
PCA methods parametrized based on a parsimonious,
eigenvalue-based criterion, may miss outliers on minor
components, even when the majority of the data may
be modelled using a parsimonious model.
4.2 The Multiple Features data set
The Multiple Features data set (Van Breukelen et al. ,
1998) contains many replications of hand written nu-
merals (’0’-’9’) extracted from nine original maps of a
Dutch public utility. For each numeral, we have 200
replications (the observations) expressed as a vector of
76 of Fourier coefficients (the features) describing its
shape. Finally, each numeral has been manually iden-
tified, yielding an extra vector of class labels. In this
application, we will combine the vectors of Fourier co-
efficients corresponding to the 200 replications of the
digit ’1’ to the vector of Fourier coefficients correspond-
ing to the first 150 replications of the digit ’0’ (so that
n = 350 and p = 76). The goal of the methods will be
to distinguish the ’0’s and the ’1’s.
To give an impression of the differences between the
two groups, we plot the Fourier coefficients correspond-
ing to the main (outlier) subgroup in the bottom (top)
panels of Figure 3 as dark blue (light orange) curves.
In general, the curves corresponding to the members of
the two groups are visually similar. In particular, the
vertical ranges of both largely overlap, and both sets of
curves exhibit a similar pattern of variance clustering
where the central 40 Fourier coefficients have system-
atically less dispersion than higher or lower ones.
Figure 4 depicts the four resulting diagnostic plots.
We assign to each observation a color (dark blue or
light orange) and a plot symbol (round or triangle) de-
pending on whether the corresponding curve describes
a member of class ’1’ or ’0’, respectively. The outlier
plots of PcaPP and PcaL show that neither method
makes any distinction between the two digits, and ob-
servations from both groups influence the correspond-
ing PCA models. ROBPCA discovers a different struc-
ture in the data, confounding the ’0’s as the majority
group and the ’1’s as outliers on the model space. Since
only a few ’1’s are OD outliers, almost all of the ob-
servations influence the fitted loadings. In contrast to
the other methods, FastHCS correctly identifies all of
the ’0’s as outliers and identifies some ’1’s that might
warrant additional scrutiny.
4.3 The Tablet data set
The Tablet data (Dyrby et al. , 2002) contains the re-
sults of an analysis on Escitalopram R© tablets from the
pharmaceutical company H. Lundbeck A/S using near-
infrared (NIR) spectroscopy. The study includes tablets
of four different dosages from pilot, laboratory and full
scale production settings are included. Each tablet (the
observations) is measured along 404 wavelengths (the
variables). From this data, we extract two subsets of
observations which we combine to obtain a new data
set formed of two heterogeneous subgroups. Tablets of
80mg will make up the majority group and the rows
corresponding to the first 50 tablets with a nominal
weight of 250mg will serve as the outliers. This gives
a high-dimensional data set (i.e. p > n) with n = 130,
p = 404 and a contamination rate of ε = 38%.
Figure 5, depicts the spectra of the 250mg (light or-
ange) and 80mg (dark blue) tablets. The spectra of the
250mg tablets follow a different multivariate pattern
than those of the 80mg tablets. For example, the spec-
tra of the former are generally lower and more spread
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out than the spectra of the latter. Dyrby et al. (2002)
explain that accurate models for NIR analyses of med-
ical tablets are valuable for quality control purposes,
since they are fast, nondestructive, noninvasive, and re-
quire little preparation. The goal of the algorithms will
be to fit a model to the 80mg tablets, despite the pres-
ence in the sample of many 250mg tablets.
Figure 6 depicts the diagnostic plots of the scaled
outlyingness measures obtained from each of the al-
gorithms. To enhance the distinction between the two
groups in our data, we show the 80mg tablets as (dark)
blue circles and the 250mg tablets as (light) orange
triangles. These results are similar to those we saw
when we examined the Multiple Features data set.
Again PcaPP and PcaL do not distinguish between
the two groups and ROBPCA uses both groups to fit
the loadings parameters and confuses the outliers with
the majority group on the model space. In contrast,
the diagnostic plot derived from the FastHCS fit estab-
lishes that the 250mg tablets do not follow the same
multivariate patterns as 80mg tablets and, in fact,
depart significantly from it. In the plot, we see that
FastHCS assigns the outliers high OD values; excluding
them from loadings and eigenvalue estimation. It also
assigns many of them high SD values; revealing their
distance on the model space.
4.4 DNA Alteration data set
In our final case study, we examine another high-
dimensional data set; the DNA Alteration data
set (Christensen et al. , 2009). This data set con-
sists of cytosine methylation β values collected at
1413 autosomal CpG loci (the variables) in a sample
of 217 non-pathological human tissue specimens (the
observations) taken from 10 different anatosites. In
Christensen et al. (2009), the authors show that the
tissue samples in this data set form three well sepa-
rated subgroups. The first of these constitutes all 113
observations corresponding to cytosine methylation β
values measured on ”non-blood, non-placenta” (hence-
forth, simply ”non-blood”) tissues. A second subgroup
of data points comprises the 85 cytosine methylation β
measurements taken on blood tissues.
In this application, we will combine the 113 mea-
surements of cytosine methylation β values correspond-
ing to the samples ”non-blood” tissue with 85 measure-
ments taken from blood tissues (so that n = 198 and
p = 1413). In Figure 7, we plot the 1413 β values cor-
responding to each blood (light orange) and non-blood
(dark blue) observation. Visually, the curves of these
two groups appear difficult to distinguish from one an-
other. In particular, the vertical range of both overlap
The FastHCS Algorithm for Robust PCA 11
and the groups do not exhibit any pronounced differ-
ence in the variability of the variables.
The diagnostic plot for PcaPP (Figure 8) reveals
that the fitted model regards blood and non-blood tis-
sue to be quantitatively similar. ROBPCA and PcaL
also detect almost none of the outliers, but additionally
consider a number of the non-blood observations to be
SD outliers. As in the previous case studies, FastHCS
correctly identifies all of the outliers. As a consequence,
the parameter estimates corresponding to this model
are more likely to reflect the true structure of non-blood
tissue than those fitted by the other algorithms.
5 Outlook
In this article we introduced FastHCS to satisfy a num-
ber of criteria we expect a robust PCA method to have.
In both the simulations and real data examples we per-
formed, FastHCS met all of these criteria. In contrast,
state-of-the-art methods did not, and often produced
results one would expect from a non-robust method.
This may seem like an extreme outcome, but it is in fact
the very nature of dealing with outliers: if a method
fails to identify them, the resulting model fit is often
profoundly changed.
It is interesting to compare the performance of
FastHCS and ROBPCA because these methods both
use variants of projection pursuit. While FastHCS
compares the fit produced by the I-index to that from
the projection pursuit criterion, ROBPCA relies com-
pletely on the projection pursuit criterion to construct
its initial subset. Thus, the difference in performance
between FastHCS and ROBPCA that we observe in
our simulations and real data examples arises from the
fact that FastHCS nearly always chooses the I-index
subset over the projection pursuit one.
In most applications, admittedly, data settings and
contamination patterns will not be as difficult as those
we featured in our simulations and real data examples,
and in these easier cases the different methods will,
hopefully, concur. Nevertheless, in three real data ex-
amples from fields where PCA is widely used, we were
able to establish that real world situations can be chal-
lenging enough to push current state-of-the-art outlier
detection procedures to their limits and beyond, justi-
fying the development of better solutions. In any case,
given that in practice we do not know the configuration
of the outliers, as data analysts, we prefer to carry out
our inferences while planning for the worst contingen-
cies.
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A Vulnerability of the I-index to orthogonal
outliers
Throughout this appendix, let Y be an n × p data matrix
of uncontaminated observations drawn from a rank q distri-
bution F , with q and integer satisfying 2 < q < min(p, n).
However, we do not observe Y but an n × p (potentially)
corrupted data matrix Y ε that consists of g < n observa-
tions from Y and c = n − g arbitrary values with ε = c/n
denoting the (unknown) rate of contamination. Throughout,
h = ⌈ (n+ q + 1)/2 ⌉ and the PCA estimates (tI ,LIq ,P
I
q) are
defined as in Section (2) with (LIq)j , 1 6 j 6 q will denoting
the j-th diagonal entry of LIq .
We will consider the finite sample breakdown (Donoho ,
1982) in the context of PCA following (Li and Chen , 1985):
ε1 = min
16c6n
{ε =
c
n
: (Lq)1 =∞} (11)
ε2 = min
16c6n
{ε =
c
n
: (Lq)q = 0} (12)
Equation (11) defines the so-called finite sample explo-
sion breakdown point and Equation (12) the so-called
finite sample implosion breakdown point of PCA estimates
(t,Lq,P q), and the general finite sample breakdown point is
ε∗n = min(ε1, ε2).
The following assumptions (as per, for example Tyler
(1994)) all pertain to the original, uncontaminated, data set
Y . We will consider the case whereby the point cloud formed
by Y lies in general position in Rq . The following definition
of general position is adapted from Rousseeuw and Leroy
(1987):
Definition 1: General position in Rq. Y is in general po-
sition in Rq if no more than q-points of Y lie in any (q −
1)-dimensional affine subspace. For q-dimensional data, this
means that there are no more than q points of Y on any hy-
perplane, so that any q + 1 points of Y always determine a
q-simplex with non-zero determinant.
The I-index is shift invariant so that, w.l.o.g., we only con-
sider cases where the good observations are centered at the
origin. Throughout, we will also assume that the members of
Y are bounded:
n
max
i=1
||yi|| < U0
for some bounded scalar U0 depending only on the uncontami-
nated observations and that the uncontaminated observations
contain no duplicates:
||yi − yj || > 0 ∀ 1 6 i < j 6 n.
A.1 Theorem 1: The implosion breakdown,
ε2(t
I ,LIq ,P
I
q), is (n− h+ 1)/n
Proof If at least h rows of Y ε are in general position in Rq ,
any subset of h observations will contain at least q + 1 ob-
servations in general position. This guarantees that the qth
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eigenvalue corresponding to any h-subset is non-zero (Seber ,
2008). Thus, it follows that ε2(tI ,LIq ,P
I
q) = (n− h+ 1)/n .
A.2 Finite sample explosion breakdown of (tI ,LIq ,P
I
q)
Denote z ∈ Rp the outlying entries of Y ε and zm = ||zPm0 ||.
The only outliers capable of causing explosion breakdown
must satisfy:
||z|| > U1, (13)
min
m
||zPm0 || 6 U2. (14)
for any bounded scalar U1 and U2 depending only on the
uncontaminated observations.
Proof Suppose that the outliers do not satisfy Equation (13)
so that maxi ||yεi || 6 U1, but that the PCA estimates
(tI ,LIq ,P
I
q) break down. This leads to a contradiction since
(LIq)1 6 max
i∈HI
||yεi || (15)
Therefore, for a contaminated h-subset to cause explosion
breakdown, the outliers must satisfy Equation (13).
Assume that an outlier z does not satisfy Condition (14).
Schmitt et al. (2014) showed that any h subset Hm indexing
z will have an unbounded value of I(Hm, Sm0 ) if and only if
zm is unbounded. But for the uncontaminated data, it holds
that
max
i
min
m
||yiP
m
0 || 6 U2 (16)
so if the contaminated data set Y ε contains at least h entries
from the original data matrix Y , then it is always possible to
construct a subset Hm of entries of Y ε for which I(Hl, S l0) is
bounded so that Hm will never be selected over Hl.
B The finite sample breakdown point of
FastHCS
In this appendix, we derive the finite sample breakdown point
of FastHCS. Define Y , Y ε and ε∗n as in Appendix A. Recall
that
D(Y ε,HI ,HPP ) =
q
ave
j=1
log
avei∈HI ((y
ε
i − t
I)P Ij )
2
vari∈H•(yεiP
I
j )
−
q
max
j=1
log
avei∈H•((yεi − t
PP )P PPj )
2
vari∈H−(y
ε
iP
PP
j )
, (17)
where H− = HPP \ HI . Then, if D(Y ε,HI ,HPP ) > 0 or if
q
max
j=1
var
i∈H−
(yεiP
PP
j ) = 0 then the final FastHCS estimates are
based on HPP . Otherwise, they are based on HI .
Lemma 1 If ||yεi || > U1 and ε < (n− 1)/2n , then i /∈ H
•.
Proof (Debruyne and Hubert , 2009) showed that the popu-
lation breakdown point of (tPP ,LPPq ,P
PP
q ) is 50%, which cor-
responds to a finite sample breakdown point of (n− 1)/2n .
Consequently, HPP will not index any data point for which
||yεi || > U1. Since H
• indexes the overlap between HI and
HPP , if ||yεi || > U1, then i /∈ H
•.
Lemma 2 When Y is in general position, n > q > 2, and ε <
ε1 = (n− 1)/2n , (LIq)1 <∞.
Proof We will proceed by showing that the denominators in
Equation (17) are bounded, while only the numerator depen-
dent on HPP is bounded.
Lemma 1 implies there exists a fixed constant U4 such
that
||yεiP j || < U4 ∀ i ∈ H
•, 1 6 j 6 q (18)
for any orthogonal matrix P . Similarly, since the projection
pursuit approach has a breakdown point of (n− 1)/2n , there
exists a fixed U5 such that
||yεiP j || < U5 ∀ i ∈ H
PP , 1 6 j 6 q (19)
As a consequence of (18) and (19), there exists a fixed con-
stant U6 such that:
∑
j
log( var
i∈H•
(yεiP
I
j )) < U6 (20)
∑
j
log( var
i∈H−
(yεiP
PP
j )) < U6.
Next, note that
max
j
log( ave
i∈HI
((yεi − t
I)P Ij )
2) = (LIq)1 (21)
min
j
log( ave
i∈HI
((yεi − t
I)P Ij )
2) = (LIq)q > ǫ > 0, (22)
(Equation (22) follows from Appendix A, Theorem 1), so that
∑
j
log( ave
i∈HI
((yεi − t
I )P Ij )
2) (23)
is not bounded from above. Conversely, (tPP ,LPPq ,P
PP
q ) has
an explosion breakdown point of (n− 1)/2n , so that there
exists a fixed U8 such that:
∑
j
log( ave
i∈H•
((yεi − t
PP )P PPj )
2) < U8. (24)
From Equations (20) and the unboundedness of (23) it
follows that the left-hand side in Equation (17) is unbounded.
However, by Equations (20) and (24), the right-hand side
of Equation (17) is bounded from above so that in cases
where outliers cause explosion breakdown of (tI ,LIq ,P
I
q),
criterion (17) will select H∗ = HPP . Since the break-
down point of (tPP ,LPPq ,P
PP
q ) is (n− 1)/2n , we have that
ε1 = (n− 1)/2n .
Lemma 3 When Y is in general position, n > q > 2, and ε <
ε2 = (n− h+ 1)/n, then (LIq)q > 0.
Proof By Appendix A, Theorem 1, we have that the implo-
sion breakdown point of (tI ,LIq ,P
I
q) is (n− h+ 1)/n . The
implosion breakdown point of (tPP ,LPPq ,P
PP
q ) is (n− 1)/2n ,
which is higher, so it follows that ε2 = (n− h+ 1)/n .
Theorem 1 For n > p + 1 > 2, the finite sample breakdown
point of Lq is
ε∗n(Lq, Y
ε) = (n− h+ 1)/n .
Proof The finite sample breakdown point of Lq = min(ε1, ε2).
Given Lemmas 2 and 3, min( (n− 1)/2n , (n − h + 1)/n) =
(n− h+ 1)/n.
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C Measures of dissimilarity for robust PCA
fits.
The objective of the simulation studies in Section 3.3 is to
measure how much the fitted PCA parameters (t,Lq,P q) ob-
tained by four robust PCA methods deviate from the true
(µu,Λuq ,Π
u
q ) when they are exposed to outliers. One way to
compare PCA fits is with respect to their eigenvectors, as in
the maxsub criterion (Bjo¨rck and Golub , 1973):
maxsub(P q) = arccos(λ
1/2
q (Dq)),
where λq(Dq) is the smallest eigenvalue of the matrix Dq =
Π⊤q P qP
⊤
q Πq. The maxsub has an appealing geometrical in-
terpretation as it represents the maximum angle between a
vector in Πq and the vector most parallel to it in P q. How-
ever, it does not exhaustively account for the dissimilarity
between two sets of eigenvectors. As an alternative to the
maxsub, Krzanowski (1979) proposes the total dissimilarity:
sumsub(P q) =
q∑
j=1
λj(Dq), (25)
which is an exhaustive measure of dissimilarity for orthogonal
matrices. Furthermore, because
∑q
j=1 λj(Dq) = Tr(Dq) and
|Dq | = 1 (Krzanowski , 1979), it is readily seen that (25) is
a measure of sphericity of Dq (it is proportional to the likeli-
hood ratio test statistics for non-sphericity ofDq (Muirhead ,
1982, p. 333-335)). However, note that (25) now forfeits the
geometric interpretation enjoyed by the maxsub.
In any case, measures of dissimilarity based solely on
eigenvectors, such as the maxsub or sumsub, necessarily fail
to account for bias in the estimation of the eigenvalues. This
is problematic when used to evaluate robust fits because it is
possible for outliers to exert substantially more influence on
Lq than on P q. An extreme example is given by the so-called
good leverage type of contamination in which the outliers lie
on the subspace spanned by Πq so that even the classical
PCA estimate (whose eigenvalues can be made arbitrarely
bad by such outliers) will have low values of maxsub(P q).
In contrast, we are interested in an exhaustive measure of
dissimilarity; one that summarizes the the effects of the out-
liers on all the parameters of the PCA fit into a single number,
so that the algorithms can be ranked in terms total dissimi-
larity. To construct such a measure, it is logical to base it on
Σuq = Π
u
qΛ
u
q (Π
u
q )
⊤ and its estimate V q = P qLqP
⊤
q because
they contain all the parameters of the fitted model. For our
purposes, one need to only consider the effects of outliers on
Gq = |V q |−1/qV q, the shape component of V q (Hubert et al.,
2014). This is because to rank the observations in a contam-
inated sample in terms of their true outlyingness (and thus
reveal the outliers), it is sufficient to estimate the shape com-
ponent of Σuq correctly. Consequently, an exhaustive measure
of dissimilarity between Gq and Γ q = |Σq |−1/qΣq is given
by φ((Γ uq )
−1/2Gq(Γ uq )
−1/2), where φ is any measure of non-
sphericity of its argument. In practice several choices of φ are
possible, the simplest being the condition number ofW which
is defined as the ratio of the largest to the smallest eigenvalue
of W (Maronna and Yohai , 1995), explaining the definition
of bias(V q).
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