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Summary
Since the seminal work by Shor who proposed a quantum algorithm
factorizing integers into prime factors, it has become manifest that the
laws of quantummechanics provide resources for computation that over-
power classical physics. The computational advantages that quantum
physics offers have stimulated a tremendous amount of theoretical and
experimental research. In this context, spin systems have played a ma-
jor role, given that the spin degree of freedom – with the paradigmatic
case of the spin-1/2 of electrons – represents an obvious candidate for the
encoding of an elementary bit of quantum information (qubit).
On the other hand, however, quantum objects are very fragile entities,
being very susceptible to the environment they reside in. This fragility
of qubits is one of the main obstacles in the realization of a quantum
computer.
In this thesis, wemainly address the two following questions relevant
to quantum computation.
i) How is it possible to realize quantum gates in a reliable and scalable
way?
ii) How can we store quantum information in a way that is resilient
to the errors caused by the thermal environment? We focus on spin sys-
tems and demonstrate that long-range spin-spin interactions in the mod-
els considered can have beneficial effects.
In their pioneering work, Loss and DiVincenzo proposed a way to
perform quantum computation in a semiconductor-based architecture
where the spin state of an electron trapped in a quantum dot is chosen to
encode the elementary qubit. In this proposal, the spins are required to
lie spatially close to each other, and this might complicate the realization
of a scalable architecture.
In the first part of the thesis we thus propose a scheme that allows the
constraint on the positioning of the qubits to be relaxed. This is achieved
by introducing a ferromagnetic coupler between the distant qubits, to
which it is coupled via a dipolar interaction. Most importantly, our pro-
vii
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posal is applicable to any type of spin qubits and in particular to the techno-
logically very relevant silicon-based qubits and NV-centers in diamond
to which previous coupling schemes do not apply.
As additional key element, a quantum computer needs a memory ca-
pable of reliably storing quantum information in the presence of ther-
mal fluctuations. In this context, systems with topological order are very
promising in that they are immune to local static perturbations.
This brings us to the second part of this thesis, where we consider
self-correcting memories, for which the protection against thermal noise
is built-in at the hardware level. We propose physical models that exhibit
these self-correcting properties, using as a starting point the well known
topologically ordered toric code. In particular, we investigate how to
induce long-range interactions between the spins of the toric code, since
such interactions help increase the memory lifetime.
As a first step, we study a honeycomb quantum spin model cou-
pled to delocalized cavity modes. We investigate the properties of the
low-energy toric code Hamiltonian and show that the coupling to cavity
modes prolongs the lifetime of the memory and offers a method to detect
the presence of excitations. While the introduction of extended bosonic
modes makes the model non-local, we also propose a purely local model
consisting of a toric code embedded in a three-dimensional cubic lattice
of hopping bosons; the low-energy sector of a toric code coupled to a
three-dimensional Heisenberg ferromagnet in a broken-symmetry state
realizes this model. Our analysis leads to an energy penalty for the cre-
ation of defects that grows linearly with the size L of the memory and
thus to a lifetime increasing exponentially with L .
In the third part of this thesis, we study spin systems that support
anyons, i.e., particles with fractional statistics. As anyons are assumed to
be well separated from each other, local perturbations cannot fuse them
and thus cannot introduce any transitions between different states of the
anyonic Hilbert space. Similar to the toric code, such systems are topo-
logically ordered: they are immune to local perturbations and quantum
gates are implemented by non-local operations, namely the exchange of
anyons, whose outcomes depend only on the topology of the exchange.
Here again the fault-tolerance is achieved at the level of the hardware
and physical systems supporting non-abelian anyons are thus promising
platforms for quantum computation.
We focus on spin systems that exhibit some of these properties and
specifically on variations of the honeycomb quantum spin model. We
first investigate the exact solution of the honeycomb model in detail and
derive an explicit formula for the projector onto the physical subspace.
ix
We use this result to study inhomogeneous open spin ladders, related
to the honeycomb model, which can be tuned between topological and
non-topological phases. We test the robustness of Majorana end states
(MES) which emerge at the boundary between sections in different topo-
logical phases. Furthermore, we present a trijunction setup where MES
can be braided. This is of interest since MES in these spin ladders poten-
tially follow non-abelian braiding statistics. Finally, we study the ground
states of the aforementioned ladders and show that they are free of vor-
tices when the signs of the spin couplings are all positive or negative.
To prove this, we use exact reflection-positivity-based methods as well
as approximate methods. We discuss why the absence of vortices in the
ground states of the spin ladders is relevant for quantum computation.
In the last part of the thesis, we provide an extension of the Mermin-
Wagner theorem to a system of lattice spins that are spin-coupled to itin-
erant and interacting charge carriers. We prove that neither (anti-) ferro-
magnetic nor helical long-range order is possible in one and two dimen-
sions at any finite temperature (in the absence of spin-orbit). The funda-
mental questionwhether spontaneous ordering of the lattice spins occurs
in these systems is of interest in the context of quantum computation; the
polarization of nuclear spins coupled to a two-dimensional electron gas
is a possible route towards the reduction of decoherence induced by the
fluctuating Overhauser field in gate-defined quantum dots.
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CHAPTER 1
Introduction
Spin systems lie at the heart of many important research areas of modern
solid-state physics, among which solid-state-based quantum computa-
tion has generated a lot a research over the last decades. The realization
of a quantum computer, capable of performing calculations much more
efficiently than classical computers, is one of the major challenges of con-
temporary physics. In fact, quantum mechanics provides resources for
computation that overpower classical physics; for instance a quantum
algorithm factorizing integers into prime factors (undoable with a classi-
cal computer in a reasonable amount of time) was proposed in a seminal
work by Shor. [1] However, quantum objects are very fragile and very
susceptible to the environment they are residing in. It is thus a very sub-
tle and perplexed task to reliably store and to process quantum informa-
tion in a way that allows to perform powerful quantum algorithms.
Pioneering ideas to implement a scalable quantum computer are due
to Loss andDiVincenzo. [2] They proposed a semiconductor-based quan-
tum computer where the elementary quantum bit (qubit) of information
is chosen to be encoded in the spin state of the electron. The proposed
setup was such that it could satisfy stringent criteria essential for the re-
alization of quantum computing architectures. These are known as the
DiVincenzo criteria, which can be synthesized as follows: [3]
• Definition of the logical qubits,
• initialization in a chosen state with high fidelity,
1
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Figure 1.1: Double quantum dot. The electrons are trapped in the quan-
tum dots by means of electric gates (yellow). The spin SL (SR) of the left
(right) electron is depicted by an arrow. The spin states define the states
of the logical qubits. The coupling between the qubits is tuned by electri-
cally controlling (through the two gates in the middle) the overlap of the
associated electronic wavefunctions.
• long coherence times; any coherent superposition of the qubit states
must survive for a sufficiently long time compared to the gate op-
eration time,
• ability to coherently control a single qubit and to induce coherent
interactions between different qubits,
• method to read-out the final state of the qubit,
• scalabilty; if one wants to apply the proposal in forthcoming tech-
nologies, the possibility to scale up the number of qubits is crucial.
The basic building elements of the of the Loss-DiVincenzo quantum
computer are depicted in Fig. 1.1. Each qubit is encoded in the spin
(arrow) of an electron that is trapped in a gate-defined quantum dot.
Most of the experimental implementations of such qubits are done in
GaAs two-dimensional electron gases (2DEGs). Impressive experimental
progress has been achieved in the realization and control of such systems
(for a review see for example [4, 5, 6]) making GaAs spin qubits a very
appealing platform. The qubit basis states are defined through
|0i = | "i and |1i = | #i , (1.1)
3with | "i and | #i the basis states of the electron spin. A general qubit
state is then an arbitrary superposition of the basis states, namely
| i = ↵|0i+  |1i , (1.2)
with |↵|2 + | |2 = 1.
Let us now sketch the main ideas of the proposal. Initialization of the
qubit state is performed by applying an external magnetic field. The sin-
gle qubit operations are performed by applying locally time-dependent
magnetic fields. Producing time-dependent localized magnetic fields is
technologically challenging, however it is possible to effectively create
such fields with a spatially varying g-tensor or spin-orbit coupling for
example. In these cases the control is fully electrical. Two-qubit gates
are performed by exploiting the direct exchange interaction of adjacent
spins. The exchange interaction is controlled electrically by tuning the
tunnel barrier between the quantum dots. In this case the interaction be-
tween nearby spin qubits S1 and S2 can be mapped to a time-dependent
Heisenberg model
H12 = J(t)S1 · S2 , (1.3)
where J(t) is the time-dependent exchange coupling. Another DiVin-
cenzo criterion that needs to be satisfied is the possibility to read-out the
state of the qubit after quantum computation. In the above setup, this
can be achieved by converting the spin states into charge states, which
can then be detected electrostatically.
In the original Loss-DiVincenzo proposal, direct exchange interaction
between the quantum dots is exploited and requires the qubits to lie very
close to each other. This is not optimal as it reduces the space left for the
auxiliary gates needed to define the quantum dots and also because it
requires strong localization of the fields for the single-qubit operations.
These stringent conditions on the position of the quantum dots as well as
on the localization of the fields can represent a hinder to the last DiVin-
cenzo criterion, namely scalability. In this context it is thus of relevance
to propose methods to couple qubits that allow for more freedom in the
relative positioning of the quantum dots.
Over the last years another type of spin qubits has emerged as a very
promising alternative to GaAs quantum dots, namely atomistic qubits
such as silicon-based qubits and NV-centers. [7, 8, 9] The former are de-
fined by the electron or nuclear spin of a phosphorus atom implanted in a
silicon wafer. In the latter case, the qubit is encoded in a level doublet of a
nitrogen-vacancy center in diamond. As both types of spin qubits can be
isotopically purified and the noise due to surrounding nuclear spins can
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be avoided, these systems are very stable with impressively long coher-
ence times. They thus also represent good candidates for the encoding of
elementary qubits.
The possibility to purify the material from its nuclear spins is very
favorable but unfortunately not always possible. In GaAs quantum dots
for example, a main source of decoherence is due to the fluctuating nu-
clear Overhauser field. However, polarization of the the nuclear spins
would increase the decoherence times of the qubit. In this context, the
question whether ordering might occur spontaneously in systems of lat-
tice spins coupled to a 2DEG is relevant. We address this problem in
Part IV of this thesis and extend the Mermin-Wagner theorem to a sys-
tem of lattice spins which are spin-coupled to itinerant and interacting
charge carriers. We use the Bogoliubov inequality to rigorously prove
that neither (anti-) ferromagnetic nor helical long-range order is possi-
ble in one and two dimensions at any finite temperature. When Rashba
and/or Dresselhaus spin-orbit interaction is present, our proof becomes
generally inconclusive.
After this small digression, let us come back to our main subject of
interest here, namely the coupling of distant spin qubits. While propos-
als to couple spin qubits over large distances already exist (see Chap-
ters 3 and 4 for references), none of them apply to atomisitc qubits and
the question about their coupling remains open. The main reason for
that is that these qubits are very confined and have very weak spin-orbit
interaction. The first property hinders easily tunnel coupling to these
systems and the second one precludes the possibility to use electrostatic
couplings.
In this thesis we tackle this problem and propose a mechanism of co-
herent coupling between distant spin qubits interacting dipolarly with
a ferromagnet. We derive an effective two-spin interaction Hamiltonian
and estimate the coupling strength to be about 10 8 eV for qubits sepa-
rated by distances of about one micron. We present a sequence for the
implementation of the entangling CNOT gate and estimate the corre-
sponding operation time to be a few tens of nanoseconds. Our proposal
applies to any type of spin qubits. Finally, we discuss the mechanisms of
decoherence induced solely by the coupling to the ferromagnet and show
that there is a regime where it is negligible. A particularly promising ap-
plication of our proposal is to atomistic spin-qubits such as silicon-based
qubits and NV-centers in diamond. We also investigate its applicability
to singlet-triplet qubits. The details of the proposal as well as important
references to the subject matter can be found in Chapters 3 and 4.
As the above example shows, long-range spin-spin interactions medi-
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ated by a coupler represent a powerful resource for the field of quantum
computation. Below we argue that long-range interactions play also a
central role in stabilizing quantum memories.
In this thesis we generally define as “long-ranged” an interactionwith
a 1/r↵ spatial decay where 0 6 ↵ 6 2. Archetypical examples are the
gravitational interaction between masses and the Coulomb interaction
between charged particles.
1.1 Self-correcting quantum memories
Every quantum computer needs a memory that allows to reliably store
the quantum information in the presence of a thermal environment. Al-
though the decoherence times of single-qubit quantum dots have been
considerably improved over the years, such qubits remain very suscep-
tible to the coupling to the environment and they quickly decohere. An
interesting idea to overcome these negative effects induced by a thermal
environment is to encode a single logical qubit into a large number of phys-
ical qubits. [10, 11] This allows one to use the additional degrees of free-
dom of the enlarged Hilbert space in order to perform non-destructive
measurements on the system: the state of the qubit is not affected by the
measurement and the presence of errors can be detected. This is done
by measuring certain check operators and the outcome is called error syn-
drome. These so-called quantum error-correcting codes require the ability to
measure the error syndrome repeatedly and to actively correct the errors
produced by the environment. While this method works in principle, it
leads to a high degree of technological challenge since a large number
of measurements and entangling operations need to be performed very
accurately.
In this context, it is of relevance to find systems that are self-correcting,
i.e., resilient to errors on the level of the hardware. It is well known
that this is possible in the classical case. The prototypical example of
a classical memory (classical hard-drive in modern computers) is the 2D
Ising model or the 3D Heisenberg ferromagnet in a broken-symmetry
state below the Curie temperature. The bit states are then defined by the
direction of the magnetization
up $ |0i and down$ |1i . (1.4)
These systems are self-correcting in the sense that they do not require
to actively cure the errors induced by the environment, but the magnet
itself does it for you. Indeed, assume the classical ferromagnet to have
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all spins pointing along a certain direction with total magnetization S.
At time t⇤ introduce a certain number of bit flips and reduce the mag-
netization to S   s. Due to the exchange interaction between the spins,
recovering of bit-flip errors is promoted and the magnetization S is re-
covered after a certain time t > t⇤, i.e., the memory corrects itself the
errors introduced by the environment. This recovery is due to the en-
ergy barrier imposed by the exchange interaction that favors a spin to
flip back rather than creating large domains of spins with opposite direc-
tion. As a direct consequence, the lifetime of the magnetization (and thus
of the encoded classical bit) increases with the number of spins. In other
words, the lifetime of the memory increases with the size of the system;
this is the characteristic property of what we define as a self-correcting
memory.
Such considerations lead to the following natural question: is it pos-
sible to build a quantum analog? In other words, can we find a quan-
tum mechanical system that allows to store quantum information in a
reliable way without the need to perform active operations such as mea-
surements or entangling operations? So-called topological phases of matter
have attracted a lot of attention and have been argued to represent a good
place to store quantum information. Such phases of matter can arise as
the ground state degenerate subspace of certain many-body Hamiltoni-
ans. For a rigorous definition of topological order we recommend the
reader to have a look at Ref. [12], however it can partially be understood
as the property that local operations cannot distinguish between the dif-
ferent ground states. Therefore only highly non-local operations cause
transitions between the ground states and the system is immune to lo-
cal perturbations. One of the most important and well-studied examples
of topological phases of matter is the toric code introduced by Kitaev in
Refs. [13, 14] and later investigated in the framework of quantum mem-
ories in Ref. [15].
The toric code corresponds to the subspace of a frustration freeHamil-
tonian defined on a lattice in two dimensions with toric boundary con-
ditions. For a surface with genus g, one can show that the degeneracy of
the ground-state subspace (the so-called code space) is 4g. We can thus
encode 2g logical qubits in the toric code space. The toric code is topolog-
ically ordered and robust against local pertubations at zero temperature:
[12] the effect of such perturbations on the energy splitting of the ground-
state manifold is exponentially suppressed with the linear size L of the
lattice. In other words, the toric code represents a stable quantum mem-
ory at zero temperature. This is not the case in the presence of coupling to
a thermal environment; contrary to a classical memory the lifetime of the
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toric code does not increase with L. References to improved versions of
the toric code as well as a more detailed discussion of its thermal fragility
can be found in Chapter 5. As the toric code is of central importance in
a big part of this work, we present the most important aspects of it in
Chapter 5 .
The above considerations allow us to attempt a good definition for
a self-correcting quantum memory: a quantum-mechanical system that
stores logical qubits in a topologically ordered ground-state subspace
and whose lifetime increases with the linear size L of the system in the
presence of a thermal environment (similar to a classical hard-drive). In
order to make this definition closer to reality, we generally require addi-
tional properties in the definition. Here we synthesize all the important
characteristics that we think a model for a self-correcting quantummem-
ory should satisfy:
• The quantum information is stored in a topologically ordered ground-
state subspace of a gapped Hamiltonian H ,
• the linear size L required to obtain a lifetime t should obey L =
poly(t)when thememory is in contact with a thermal environment.
In other words, the lifetime of the memory should grow at least
ploynomially with L,
• the memory is realizable in our three-dimensional space,
• theHamiltonianH involves only few-body local interactions of bounded
strength.
The first condition ensures that the memory is protected against weak,
static, and local perturbations of the Hamiltonian. The presence of a
gap allows to unambiguously define the ground-state subspace and the
memory is stable if a perturbation is sufficiently smaller than the gap.
The second condition defines thermal stability of the quantum memory.
Finally, the third and fourth conditions make the model closer to what is
expected to be practically realizable.
In Part II, we study variations of the toric code. In particular we pro-
pose in Chapter 6 a way to realize long-range interactions between de-
fects (called anyons in this context) by coupling the honeycomb quan-
tum spin model to extended cavity modes. We study the properties of
the low-energy toric code model perturbatively by making use of the
Schrieffer-Wolff transformation and show that, depending on the specific
setup, the cavity modes can be useful in several ways. They allow to de-
tect the presence of anyons through frequency shifts and to prolong the
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lifetime of the memory by enhancing the anyon excitation energy or me-
diating long-range anyon-anyon interactions with tunable sign. Indeed,
it has been shown in Ref. [16] that repulsive long-range interactions be-
tween the defects of the toric code lead to a memory lifetime growing
polynomially with L.
As the coupling to cavitymodes requires the introduction of non-local
terms in the Hamiltonian and thus break one of the above criteria, we
propose in Chapter 7 a second model that is purely local and that leads
to an energy barrier for the anyons that grows linearly with L and thus to
a lifetime that grows exponentially with L. The model is composed of a
toric code embedded in a three-dimensional system of hopping bosons.
Furthermore we propose and study another model that allows to realize
the coupling to hopping bosons in its low-energy sector. This model is
realized by locally coupling toric code operators to individual spins of a
three-dimensional Heisenberg ferromagnet in a broken-symmetry state
at finite temperature. This setup presents similarties to the one studied
in Part I for the long-distance coupling of spin qubits. In this case the
spins are replaced by toric code operators and the long-range interaction
between these operators (mediated by the bosonic field) is at the origin
of the energy barrier for the creation of defects.
1.2 Topological quantum computation by
anyons
In physical implementations of quantum computers, the realization of
quantum gates is subject to errors and imperfections due to the cou-
pling to noise sources that are unavoidable in these setups. However,
if the quantum gates are sufficiently precise it is possible to perform
quantum computation in a fault-tolerant (i.e. resilent to imperfections)
way. Unfortunately the fidelity of the gates needs to be very high and
this represents a considerable technological challenge. It is thus of inter-
est to determine whether it is possible to achieve fault-tolerant quantum
computation at the level of the hardware similar to classical (and quan-
tum) self-correcting memories which are intrinsically resilient to errors.
Kitaev demonstrated a deep connection between quasiparticle-like ex-
citations with fractional statistics (there is a long history of excitations
with fractional statistics, called anyons by Wilczeck [17], see for example
Refs. [18, 19]) and quantum computation; [14] nowdays this field is re-
ferred to as topological quantum computation, see for example [20, 21] for a
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good introduction to this exciting subject and for more details about the
material presented here.
It is well established that particles in three dimensions follow either
fermionic or bosonic statistics. Consider two indistinguishable particles
in three dimensions and take one of the particles around the second par-
ticle along a closed path C1. As statistical behavior depends only on the
topology of the path, we can continuously deform the closed path C1 to
a point and thus conclude that the wavefunction | i of the two parti-
cles remains unchanged. As the motion of one particle around the closed
path C1 corresponds to two consecutive exchanges of the particles, we
infer that a single exchange leads to the following transformation of the
wavefunction | i:
| i ! ei | i ,   = 0 , for bosons ,
  = ⇡ , for fermions . (1.5)
In two dimensions the above arguments do not apply because a closed
loop is not always topologically equivalent to a point. It is thus clear that
the two-dimensional world offers a wider range of possible statistical
evolutions than our three-dimensional space does. In two dimensions,
the two-particle wavefunction can pick any possible phase ei  under ex-
change, with   2 [0, 2⇡]. When the statistical evolution is described by a
phase factor, we denote the corresponding particles abelian anyons. How-
ever, more complicated statistical evolution can arise for so-called non-
abelian anyons that we now describe in more detail.
Models for non-abelian anyons contain a set of particles
1 vaccuum , a , b , c , d . . . , (1.6)
and a set of non-trivial fusion rules
a⇥ b = N cab c+Ndab d+ · · · . (1.7)
The anyonic Hilbert space where the quantum information is stored and
processed is then the degenerate fusion space of the set of anyons. As
anyons are assumed to be well-separated from each other, local perturba-
tions cannot fuse the quasiparticles and thus cannot introduce transitions
between the different states. Similar to the toric code, such systems are
topologically ordered: they are immune to local perturbations and quan-
tum gates are implemented by non-local operations, namely exchange of
anyons, that only depend on the topology of the exchange. The statisti-
cal evolution is then described by a unitary matrix acting on the anyonic
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Hilbert space. Consider for example four anyons labeled 1, 2, 3, and 4.
The exchange 1 $ 2 implements a unitary that we denote U12 and the
exchange 2 $ 3 implements the unitary U23. As matrices generally do
not mutually commute, i.e. [U12, U23] 6= 0, the adjective non-abelian is
justified to qualify these anyons. The built-in fault-tolerance of anyonic
quantum computation renders this theory very appealing for the realiza-
tion of quantum computing architectures.
Non-abelian anyons do not only represent a nice theoretical concept
but Ising anyons for example are expected to be realized in certain phys-
ical systems: in fractional quantum Hall systems, [22] in vortices of p-
wave superconductors, [23] in proximity-induced superconductingwires,
[24, 25, 26] as well as in lattice spin models. [27] The quasiparticles of the
Ising anyon model are labeled: 1 (vacuum), ✏, and  . Their fusion rules
are
✏⇥ ✏ = 1 , ✏⇥   =   ,   ⇥   = 1 + ✏ . (1.8)
While Ising anyons are not universal for quantum computation, their po-
tential physical realization makes them very interesting and has moti-
vated a lot of work. Furthermore, schemes to make Ising anyons univer-
sal have been investigated. [28]
In part III we study quantum spin systems that support Ising anyons.
We focus on the compassmodel originally introduced byKugel andKhom-
skii [29] to study the Jahn-Teller effect. A two-dimensional honeycomb
version of the compass model has been extensively studied by Kitaev
in Ref. [27]. Kitaev showed that this spin model has a rich structure
and supports two phases (that we denote by A and B here) in the spin-
spin interaction parameter space. In phase A the model is gapped and is
equivalent to the toric code Hamiltonian in lowest-order. In this case the
vortex excitations are similar to the toric code anyons and are abelian.
[14] On the contrary phase B is gapless but Kitaev showed that the intro-
duction of an external magnetic field (or of any perturbation that breaks
time-reversal invariance) opens a gap. In this case the vortex excitations
carry a Majorana in their center and are non-abelian Ising anyons. The
simplicity of the honeycomb model makes it promising for the physical
realization of an anyon model; the honeycomb model has become closer
to reality thanks to several recent proposals. [30, 31, 32, 33]
Quasi one-dimensional versions of the honeycomb model in form of
a ladder have been studied. [34, 35, 36] It has been shown in Ref. [36] that
such ladders support localized Majorana states at the junction between
topological and non-topological phases. Similar to Majorana end states
in p-wave wires, they might follow non-abelian braiding statistics.
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In Chapter 9 we study many aspects of the exact solution of the hon-
eycomb model. In particular, in the context of the spin-to-Majoranas
mapping used by Kitaev to solve the model, the Hilbert space gets en-
larged and unphysical states needs to be discriminated from the physical
ones. We derive an explicit formula for the projector onto the physical
subspace and show that physical states are simply characterized by the
parity of the total occupation of the fermionic eigenmodes.
In Chapter 10 we propose an inhomogeneous open spin ladder, re-
lated to the Kitaev honeycombmodel, which can be tuned between topo-
logical and nontopological phases. We investigate the robustness of the
Majorana bound states that arise at the junction between topological and
non-topological regions and propose a way to exchange them in a tri-
junction setup. This is of interest as Majorana end states in these ladders
are susceptible to follow non-abelian braiding statistics.
In Chapter 11 we establish reflection positivity for Gibbs trace states
defined by a certain class of Hamiltonians that describe the interaction of
Majoranas. This turns out to be pertinent to the study of the honeycomb
model and its variations.
In Chapter 12 we use exact reflection-positivity-based methods to in-
vestigate the role that vortex loops play in characterizing eigenstates
of certain Majorana Hamiltonians realized by the honeycomb quantum
spin model and the associated ladder. Among other results, we show
that for reflection symmetric open ladders the ground states of the spin
Hamiltonians are vortex-free when the signs of the spin couplings are all
positive or negative. Furthermore, for non-symmetric open (and closed)
ladders we use approximate methods and find evidence that the same is
true. These results find application in the context of topological quan-
tum computation: as we discuss in detail in Chapter 10, the presence of
freely moving vortices in the ground states of spin ladders would alter in
a dramatic way the outcome of exchanging the Majorana end states; the
parity of the encoded qubit depends on the position of the vortices.

Part I
Long-Range Indirect Interaction
of Spins Mediated by a
Ferromagnet
13

CHAPTER 2
Introduction
Quantum coherence and entanglement lie at the heart of quantum in-
formation processing. One of the basic requirements for implementing
quantum computing is to generate, control, and measure entanglement
in a given quantum system. This is a rather challenging task, as it re-
quires to overcome several obstacles, the most important one being de-
coherence processes. These negative effects have their origin in the un-
avoidable coupling of the quantum systems to the environment they are
residing in.
A guiding principle in the search for a good system to encode qubits is
the smaller the system the more coherence, or, more precisely, the fewer
degrees of freedom the weaker the coupling to the environment. Simul-
taneously, one needs to be able to coherently manipulate the individual
quantum objects, which is more efficient for larger systems. This imme-
diately forces us to compromise between manipulation and decoherence
requirements.
Following this principle, among the most promising candidates for
encoding a qubit we find atomistic two-level systems, such as NV-centers
and silicon-based spin qubits. [37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 48, 49]
The latter are composed of nuclear (electron) spins of phosphorus atoms
in a silicon nanostructure. They have very long T2 times of 60ms [8] for
nuclei and of 200µs for electrons. [7] Recently, high fidelity single qubit
gates and readout have been demonstrated experimentally. [7] Nitrogen-
vacancy centers [9] in diamond have also been demonstrated experimen-
tally to be very stable with long decoherence times of T ⇤2 ⇡ 20µs and
T2 ⇡ 1.8ms. [50] Both types of spin qubits have the additional advantage
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that noise due to surrounding nuclear spins can be avoided by isotopi-
cally purifying the material.
Unfortunately, it is hardly possible to make these spin qubits inter-
act with each other in a controlled and scalable fashion. They are very
localized and their position in the host material is given and cannot be
adjusted easily. Therefore, if during their production two qubits turn out
to lie close to each other they will always be coupled, while if they are
well-isolated from each other they will never interact. It is thus of high
interest to propose a scheme to couple such atomistic qubits in a way that
allows a high degree of control. While there have been various propos-
als over the last years in order to couple spin qubits over large distances,
[56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67] none of these methods apply
straightforwardly to atomisitc qubits such as silicon-based qubits and N-
V centers.
Alternative successful candidates for encoding a qubit are an elec-
tron spin localized in a semiconductor quantum dot, gate-defined or self-
assembled, or a singlet-triplet qubit with two electrons in a double quan-
tum well. [6, 84] These natural two-level systems are very long-lived (re-
laxation time T1 ⇠ 1s, see Ref. [51], and decoherence time T2 > 200µs, see
Ref. [52]), they can be controlled efficiently by both electric and magnetic
fields, [53, 54, 55] and, eventually, may be scaled into a large network. It
has been experimentally demonstrated that qubit-qubit couplings can be
generated and controlled efficiently for these systems. [66] However the
separation between the quantum dots needs to be small (⇠ 100nm) and
this renders their scaling to a very large number of qubits a perplexed
task. Indeed, the physical implementation of quantum dot networks re-
quires some space between the qubits for the different physical auxiliary
components (metallic gates, etc.). In this context, it is therefore also im-
portant to find a way to couple such qubits over sufficiently large dis-
tances (micrometer scale) to satisfy the space constraint.
In this work we propose a mechanism of long-range coherent inter-
action between any kind of spin qubits. The idea is to use the dipolar cou-
pling of spin qubits to the spins of a dogbone-shaped ferromagnet. We
show that coupling strengths of about 10 8eV are achievable between
spin qubits separated by a distance of about 1µm. Our scheme is demon-
strated to be applicable to singlet-triplet qubits as well. Furthermore, we
explicitly construct the required sequences to implement a CNOT gate
and estimate the corresponding operation times. The additional deco-
herence induced by the coupling to the ferromagnet is studied and we
find a regime where fluctuations are under control and no significant ad-
ditional decoherence is introduced. A particularly promising application
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of our proposal is to atomistic spin-qubits such as silicon-based qubits
and NV-centers in diamond to which previous coupling schemes do not
apply.

CHAPTER 3
Long-Distance Entanglement of
Spin-Qubits via Ferromagnet
Adapted from:
Luka Trifunovic, Fabio L. Pedrocchi, and Daniel Loss,
“Long-Distance Entanglement of Spin-Qubits via Ferromagnet”,
ArXiv: 1302.4017 (2013).
We propose a mechanism of coherent coupling between distant spin
qubits interacting dipolarly with a ferromagnet. We derive an effective
two-spin interaction Hamiltonian and estimate the coupling strength.
We discuss the mechanisms of decoherence induced solely by the cou-
pling to the ferromagnet and show that there is a regime where it is
negligible. Finally, we present a sequence for the implementation of the
entangling CNOT gate and estimate the corresponding operation time
to be a few tens of nanoseconds. A particularly promising application
of our proposal is to atomistic spin-qubits such as silicon-based qubits
and NV-centers in diamond to which previous coupling schemes do not
apply.
3.1 Introduction
Addressing the issue of coupling atomisitc qubits in this work, we fill
the gap and propose a setup to couple two spin qubits separated by a
relatively large distance on the order of micrometers, see Fig. 3.1. The
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coupling is mediated via a ferromagnet with gapped excitations to which
the spin qubits are coupled by magnetic dipole-dipole interaction. Since
the ferromagnet is gapped only virtual magnons are excited but in or-
der to obtain the sizable coupling one needs to tune the splitting of the
qubit close to resonance with the gap of the ferromagnet. The on and off
switching of the qubit-qubit interaction is therefore achieved by tuning
qubits off resonance (see below). The resulting system is thus realizable
with state-of-the-art semiconductor technologies. We point out that our
analysis is not restricted to a precise type of spin qubit but is in prin-
ciple applicable to any system that dipolarly interact with the spins of
a ferromagnet. In particular, our proposal is also applicable to an elec-
tron spin localized in a semiconductor quantum dot, gate-defined or self-
assembled. [2, 6] While other schemes exist to couple such qubits over
large distances, [65, 66, 58, 60, 63] none of them is applicable to atomistic
qubits. The main novelty of our proposal is thus the possibility to also
couple atomistic qubits that are of high technological relevance.
Before we proceed with the quantitative analysis, let us first give an
intuitive picture of the qubit-qubit coupling. The coupling between two
distant qubits is mediated via a coupler system. The relevant quantity of
this coupler is its spin-spin susceptibility—in order to have a long-range
coupling, a slowly spatially decaying susceptibility is required. The di-
mensionality of the coupler plays an important role since, in general, it
strongly influences the spatial decay of the susceptibility, which can be
anticipated from purely geometric considerations. Furthermore, since
the coupler interacts with the qubits via magnetic dipolar forces, we re-
quire that a large part of the coupler lies close to the qubits. To this end
we immediately see that a dog-bone shape depicted in Fig. 3.1 satisfies
these two requirements—strong dipolar coupling to the qubits and slow
spatial, practically 1D, susceptibility decay between the qubits.
3.2 Model
The system we consider consists of two spin-12 qubits coupled dipolarly
to the ferromagnet
H = H  +HF +HI, (3.1)
where HF is for the moment unspecified Hamiltonian of the dog-bone
shaped ferromagnet that is assumed to be polarized along the x-axis. We
first assume that the qubits are also polarized along the x-axis, H  =P
i=1,2
 i
2  
x
i , while the ferromagnet disc axes are along z, see Fig. 3.1. The
magnetic dipole coupling between the ferromagnet and the spin-qubits
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Figure 3.1: The schematics of the ferromagnetic coupler setup. The or-
ange dog-bone shape denotes the ferromagnet that is coupled via mag-
netic dipole interaction to spins of nearby quantum dots (red sphere with
green arrow). The ferromagnet is assumed to be a monodomain and its
magnetization is denoted by blue arrows (M ) that can take arbitrary ori-
entation. The length of the quasi-1D ferromagnetic channel that is ap-
proximately equal to the distance between the qubits is denoted by L.
The shape of the ferromagnetic coupler is chosen such that it enables
strong coupling to the spin-qubits while maintaining the spatially slowly
decaying 1D susceptibility between the two discs.
can be written as
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where Ar, Br, Cr are given by
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with S±r = Syr ± iSzr and lattice constant a. Here we denote the real part
of a complex number with prime and the imaginary part with double
prime. The operator Sr describes the spin of the ferromagnet at the posi-
tion r.
Next, we release the assumptions about the mutual orientation of the
disc axes, the axes of polarization of the ferromagnet, and the direction of
the qubits splitting and assume that these can take arbitrary directions.
Now the interaction Hamiltonian reads
HI =
µ0µbµ
4⇡a3
X
i=1,2
Z
drS z˜r
⇥
ai,r 
z
i + bi,r 
+
i + h.c.
⇤
+
S+˜r
⇥
ci,r 
z
i + di,r 
+
i + ei,r 
 
i
⇤
+ h.c, (3.6)
where Sr and  r have, in general, different quantization axes. The ex-
pressions of the coefficients in Eq. (3.6) are now more complicated, nev-
ertheless it is important to note that the integrals of these coefficients are
experimentally accessible. The qubits can be used to measure the stray field
of the ferromagnet which is given byBs = (b0i, b00i , ai), where {ai, . . . , ei} =
µ0µ
4⇡a3
R
dr{ai, . . . , ei}r. In order to measure the remaining coefficients, one
needs to apply the magnetic field externally in order to polarize sequen-
tially the ferromagnet along the two perpendicular directions to the fer-
romagnet easy axis. The coefficients are obtained then by measuring
again the stray fields (with the aid of the qubits) which now are given
by (d0 + e0, d00   e00, c0) and (d00 + e00, d0   e0, c00). Furthermore, all the re-
sults that we are going to obtain for the qubit-qubit coupling as well as
the estimates of the decoherence will depend only on the integrals of the
coefficients, i.e., on {ai, . . . , ei} rather than {ai, . . . , ei}r.
Coherent coupling
We proceed to derive the effective qubit-qubit coupling by performing
a Schrieffer-Wolff (SW) transformation. [75] We assume that the excita-
tions in the ferromagnet are gapped due to some magnetic anisotropy
(e.g. shape-anisotropy), with the gap being denoted by F . This is impor-
tant because when the qubit splitting   is smaller than  F , flipping the
qubit spin cannot excite magnons in the ferromagnet, thus there are only
virtual magnons excited via coupling to the qubits—otherwise such a
couplingwould lead to strong decoherence in the qubits. Due to the pres-
ence of the gap in the ferromagnet, its transversal susceptibility  ?(!, r)
decays exponentially for ! <  F with the characteristic length lF /
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 F   !, thus we take into account only terms with ! ⇠  F , see Ap-
pendix 3.B. Straightforward application of lowest order SW transforma-
tion accompanied by tracing out the degrees of freedom of the ferromag-
net yields the effective qubit-qubit coupling Hamiltonian
Heff = H  +  
1D
? ( 1, L)e1 
 
1 (c2 
z
2 + d2 
+
2 + e2 
 
2 )
†+
1$ 2 + h.c., (3.7)
where  1D? is the transverse susceptibility (i.e. transverse to the ez direc-
tion) of a quasi-1D ferromagnet, since we assumed a dog-bone shaped
ferromagnet. We have neglected the longitudinal susceptibility  k since
it is smaller by factor of 1/S compared to the transverse one and it is
suppressed by temperature, see Appendix 3.C. It is readily seen from
the above expression that in order to obtain a sizable coupling between
the qubits we have to tune at least one of the qubits close to resonance,
 i ⇠  F . This can be achieved by conveniently positioning the qubit
such that the Zeeman splitting produced by the stray field of the ferro-
magnet is close to the excitation gap of the ferromagnet. The fine tun-
ing can be then achieved by applying locally a small external magnetic
field from a coil. The on resonance requirement offers an elegant way to
switch on/off the coupling between the qubits. The idea is to tune the
qubit splitting close to resonance to switch on the mediated interaction
and to tune it off resonance to switch off the mediated interaction. 1
For the sake of completeness, in the Appendix 3.D we present a de-
tailed discussion of the effective couplingmediated by the dog-bonewhen
the qubits are exchange coupled to the ferromagnet which requires a tun-
nel coupling between spin qubit and ferromagnet.
Implementation of two-qubit gates
Two qubits interacting via the ferromagnet evolve according to theHamil-
tonian He↵ , see Eq. (3.7). The Hamiltonian is therefore the sum of Zee-
man terms and qubit-qubit interaction. These terms, by and large, do not
commute, making it difficult to use the evolution to implement standard
entangling gates. Nevertheless, if we assume that  1 =  2, H  acts only
in the subspace spanned by {| ", "i, | #, #i} and the Zeeman splitting of
the qubits is much larger than the effective qubit-qubit coupling, we can
neglect the effect of He↵ in this part of the subspace and approximate it
1Another possibility is to keep one of the qubits off resonance and then tuning the
other one on and off.
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by its projection in the space spanned by the vectors {| ", #i, | #, "i}
H 0e↵ = H  + ↵( 
x
1 
x
2    y1 y2) +  ( x1 y2 +  y1 x2 ), (3.8)
where ↵ =  8Re(e1e⇤2) and   =  4Re(d1e⇤2 + d2e⇤1). Within this approxi-
mation, the coupling in H 0e↵ and the Zeeman terms now commute. From
here we readily see that the stray field components, ai, bi, as well as the
coefficient ci do not determine the operation time of the two qubit gates—
the operation time depends only on di and ei. To proceed we perform a
rotation on the first qubit around the z-axis by an angle tan ✓ =  /↵ and
arrive at the Hamiltonian
H 0e↵ = H  +
p
↵2 +  2( x1  ˜
x
2    y1  ˜y2). (3.9)
We consider the implementation of the iSWAP gateUiSWAP = ei( 
x
1  ˜
x
2+ 
y
1  ˜
y
2 )⇡/4,
which can be used to implement the CNOT gate. [11] The Hamiltonian
H 0 can be transformed to the desired form by changing the sign of  x1  ˜x2
term. This is achieved with the following sequence [68]
UiSWAP =  
y
1e
iH te iH
0
e↵ t y1 , (3.10)
where t = ⇡/(4
p
↵2 +  2). When iSWAP is available, the CNOT gate can
be constructed in the standard way [69]
UCNOT = e
 i⇡4  z1ei
⇡
4  
x
2 ei
⇡
4  
z
2UiSWAP e
 i⇡4  x1UiSWAP ei
⇡
4  
z
2 . (3.11)
Since H 0e↵ is an approximation of He↵ , the above sequence will yield
approximate CNOT, U 0CNOT , when used with the full the Hamiltonian.
The success of the sequences therefore depends on the fidelity of the
gates, F (U 0CNOT ). Ideally this would be defined using a minimization
over all possible states of two qubits. However, to characterize the fi-
delity of an imperfect CNOT it is sufficient to consider the following four
logical states of two qubits: [65] |+, "i, |+, #i, | , "i, and | , #i. These are
product states which, when acted upon by a perfect CNOT, become the
four maximally entangled Bell states | +i, | +i, |  i, and |  i, respec-
tively. As such, the fidelity of an imperfect CNOT may be defined,
F (U 0CNOT ) = min
i2{+, },j2{0,1}
|hi, j|U †CNOTU 0CNOT |i, ji|2. (3.12)
The choice of basis used here ensures that F (U 0CNOT ) gives a good char-
acterization of the properties of U 0CNOT in comparison to a perfect CNOT,
especially for the required task of generating entanglement. For realis-
tic parameters, with the Zeeman terms two order of magnitude stronger
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than the qubit-qubit coupling, the above sequence yields fidelity for the
CNOT gate of 99.976%.
To compare these values to the thresholds found in schemes for quan-
tum computation, wemust first note that imperfect CNOTs in these cases
are usually modeled by the perfect implementation of the gate followed
by depolarizing noise at a certain probability. It is known that such noisy
CNOTs can be used for quantum computation in the surface code if the
depolarizing probability is less than 1.1%. [70] This corresponds to a fi-
delity, according to the definition above, of 99.17%. The fidelities that
may be achieved in the schemes proposed here are well above this value
and hence, though they do not correspond to the same noise model, we
can expect these gates to be equally suitable for fault-tolerant quantum
computation.
3.3 Decoherence
In this section we study the dynamics of a single qubit coupled to the
ferromagnet. In particular we want to answer the question whether the
effective coupling derived in the previous section is coherent, i.e., whether
the decoherence time due solely to the dipolar coupling to the ferromag-
net is larger than the qubit operation time.
A ferromagnet has two types of fluctuations—longitudinal and trans-
verse ones. The longitudinal noise stems from fluctuations of the S z˜
component (we recall that the ferromagnet is polarized along z˜), while
the transverse one is related to fluctuations of S±˜. In what follows we
study these two noise sources separately. The general noise model that
describes both types of noise is then given by
H = HF +
 
2
 z +  z ⌦X +  + ⌦ Y + h.c., (3.13)
where the ferromagnet operators X (Y ) couple longitudinally (transver-
sally) to the qubit. The noise model given in Eq. (3.13) leads to the fol-
lowing relaxation and decoherence times within Born-Markov approxi-
mation [74]
T 11 = SY (! =  ), (3.14)
T 12 =
1
2
T 11 + SX(! = 0), (3.15)
where we defined the fluctuation power spectrum of an operator A in
the following way, SA(!) =
R
dte i!t{A†(t), A(0)}. In order to obtain
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estimates for the decoherence times we need a specific model for the fer-
romagnet Hamiltonian, herein taken to be a gapped Heisenberg model
HF =  J
P
hr,r0i Sr ·Sr0 + F
P
r S
z
r , J being the exchange coupling and
 F the excitation gap induced by some magnetic anisotropy.
Longitudinal noise
The power spectrum of longitudinal fluctuations is given by the follow-
ing expression (see Appendix 3.C)
S3Dk (!) =
↵
p
 !
2 2D3
e   F coth( !/2), (3.16)
where D = 2JS. We readily observe that the power spectrum is sub-
ohmic, i.e., it diverges at low frequencies S3Dk (!) / 1/
p
!—this is a direct
consequence of the fact that longitudinal fluctuations are gapless. Due
to this divergence, the perturbation theory (Born approximation) cannot
be used when there is longitudinal coupling to the longitudinal noise. In
order to deal with this singularity, we study transverse (Y ) and longi-
tudinal (X) coupling separately. The transverse coupling can be treated
perturbatively, while for the longitudinal coupling we solve the problem
exactly.
Transverse coupling to longitudinal noise
The part of the Hamiltonian that describes transverse coupling to the
longitudinal noise reads
H = HF +  
+ ⌦
Z
drbrS
z˜
r + h.c. (3.17)
Using Eq. (3.15) and the inequality
S3Dk (!, r)  S3Dk (!, r = 0),
we obtain the relaxation time
T 11 =
Z
drdr0brbr0S3Dk ( , r   r0)

Z
drdr0brbr0S3Dk ( , r = 0)
= b2S3Dk ( ). (3.18)
The above expression readily shows that relaxation time can be tailored
arbitrarily by choosing the ratio T/ F sufficiently small.
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Longitudinal coupling to longitudinal noise
Here we consider only longitudinal coupling to longitudinal noise thus
the Hamiltonian reads
H = HF + ✏  z +  
z ⌦ V , (3.19)
with V =
R
drarS z˜r . To simplify the problem further, [71] we substitute
S z˜r ! Sx˜r since the latter is linear in magnon operators while the former is
quadratic. When the final formula for the decoherence time is obtained
we substitute back the power spectrum of S z˜r instead of Sx˜r .
In order to study decoherence we have to calculate the following
quantity [71]
h  (t)i = ei"t/~h  (0)i⇥ (3.20)
⇥
⌧
T˜ exp
✓
i
Z t
0
V dt0
◆
T exp
✓
i
Z t
0
V dt0
◆ 
,
with (T˜ ) T the (anti-) time ordering operator. The average in the above
expression can be evaluated using a cluster expansion [72] and since the
perturbation V is linear in the bosonic operators, only the second order
cluster contributes. Therefore, the final exact result for the time-evolution
of   (t) reads
h  (t)i = ei"t/~h  (0)ie  12
R t
0
R t
0 S(t2 t1)dt1dt2 , (3.21)
where S(t) = h[V (t), V (0)]+i. After performing the Fourier transforma-
tion we obtain
h  (t)i = ei"t/~h  (0)i⇥ (3.22)
⇥ exp
✓
 1
2
Z
d!
2⇡
S(!)
sin2(!t/2)
(!/2)2
◆
.
Note that this expression is of exactly the same form as the one for a
classical Gaussian noise. [73] Now we substitute back Sx˜r ! S z˜r
h  (t)i = ei"t/~h  (0)i ⇥
⇥ exp
✓
 1
2
Z
d!
2⇡
Z
drdr0arar0S3Dk (!, r   r0)
sin2(!t/2)
(!/2)2
◆
.
(3.23)
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For long times t  ~/T the dynamics is of the form
h  (t)i ⇠ e 2
p
2⇡a2T 5/2e   F t3/2/(3D3)+i t, (3.24)
where we have used the inequality S3Dk (!, r)  S3Dk (!, r = 0). Thus,
this type of decoherence can be suppressed by choosing the ratio T/ F
sufficiently small.
Transverse noise
The power spectrum of transverse fluctuations of the ferromagnet is gapped
and thus vanishes for ! <  F (see Appendix 3.B),
S3D? (!) = 0 , ! <  F , (3.25)
S3D? (!) =
S
p
!   F
D3/2
coth( !/2), ! >  F . (3.26)
Since the transverse fluctuations are gapped and the precession frequency
of the qubits is below the gap, this noise source does not contribute in the
second order (Born approximation) because only virtual magnons can be
excited. In this section we choose the quantization axes such that qubit
splitting is along the z-axis, while the ferromagnet is polarized along the
x-axis (see Fig. 3.1), this is done solely for simplicity and all the conclu-
sions are also valid for the most general case. The Hamiltonian of the
coupled system is of the form Eq. (3.13) with operators X (Y )
X =
i
2
Z
drcr(S
+
r   S r ), (3.27)
Y + =  i
8
Z
dr(arS
+
r + brS
 
r ), (3.28)
with S±r = Syr ± iSzr and the definitions
ar = Br + 3Cr   6Ar, (3.29)
br = Br + 3Cr + 6Ar, (3.30)
cr = Br   3A00r, (3.31)
where Ar, Br, Cr are given by Eqs. (4.24)-(6.65). To proceed further we
perform the SW transformation on the Hamiltonian given by Eq. (3.13).
We ignore the Lamb and Stark shifts and obtain the effective Hamiltonian
H = HF +
 
2
 z +  z ⌦ X˜2 +  + ⌦ Y˜  2 +    ⌦ Y˜ +2 , (3.32)
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where
X˜2 = X2   hX2i, (3.33)
Y˜ ±2 = Y
±
2   hY ±2 i, (3.34)
with the following notation
X2 = 4(Y
+
  Y
  + Y +Y    ), (3.35)
Y +2 = 2(Y
+
 X  X0Y +), (3.36)
X! =
i
2
Z
drr0 ?(!, r   r0)cr(S+r0   S r0), (3.37)
Y +! =  
i
8
Z
drr0 ?(!, r   r0)(arS+r0 + brS r0). (3.38)
The model given by Eq. (3.13) yields the following expressions for the
relaxation and decoherence times
T 11 = SY˜  2 (! =  ), (3.39)
T 12 =
1
2
T 11 + SX˜2(! = 0). (3.40)
After a lengthy calculation we obtain the following expressions for T1
and T2 (see Appendix 3.E for a detailed derivation)
T 11 
B4S2 2F
2D3
✓
1
 F
+
1
 F   
◆2
f
✓
 
 F
,   F
◆
, (3.41)
T 12 
B4S2 2F
4D3
✓
1
 F
+
1
 F   
◆2
f
✓
 
 F
,   F
◆
+
B4S2 2F
2D3( F   )2f (0,   F ) , (3.42)
with the function f(x, y) defined as follows
f(x, y) =
Z 1
1+x
dz
p
z   1
eyz   1
p
z   x  1
ey(z x)   1 . (3.43)
It is important to note that f(x, y) / e y, i.e., we obtain, as before
for the longitudinal noise, that the effect of transverse fluctuations can
be suppressed by choosing the temperature much smaller than the exci-
tation gap of the ferromagnet. As anticipated, Eq. (3.42) shows that the
transverse noise becomesmore important as the resonance is approached
(  ⇠  F ).
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3.4 Estimates
In this section we give numerical estimates for the coherent coupling me-
diated by the ferromagnet and the associated decoherence times. These
estimates are valid for both silicon-based and NV-center qubits.
Assume that the qubits lie close to the disc axis at a distance h = 25nm
below the disc and that the ferromagnet has in-plane polarization (along
x-axis). Assume the thickness of the disk to be 20nm, its radius to be
50nm, and a lattice constant of 4A˚. In this case the stray field at the
position x = 0 is along x and has a magnitude that can reach values
close to 1T depending on the precise position of the qubit. Similarly,
when the ferromagnet is polarized out-of-plane (along the z-axis), then
the stray field at position x = y = 0 is along z and can take values up
to 1T . For these cases and when the qubit splitting is brought close to
resonance, F    ⇡ 10 2µeV , we obtain operation times on the order of
tens of nanoseconds when the qubits are separated by a distance of about
1µm. The decoherence times T2 depend strongly on the ratio kBT/ F
and the additional decoherence source can bemade negligible if this ratio
is sufficiently small. For a magnon gap  F = 100µeV (corresponding to
a magnetic field of about 1T ) and a temperature T = 0.1K, we obtain
decoherence times solely due to the coupling to the ferromagnet that are
much bigger than the operation times and the typical decoherence times
of the qubits.
3.5 Conclusions
We propose a scheme to coherently couple two atomistic qubits sepa-
rated over distances on the order of a micron. We present a sequence
for the implementation of the entangling CNOT gate and obtain opera-
tion times on the order of a few tens of nanoseconds. We show that there
is a regime where all fluctuations of the ferromagnet are under control
and the induced decoherence is non-detrimental: this is achieved when
the temperature is smaller than the excitation gap of the ferromagnet.
The main novel aspect of our proposal is its applicability to the techno-
logically very important silicon qubits and NV-centers to which previous
coupling methods do not apply.
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3.A Holstein-Primakoff transformation
For the sake of completeness we derive in this Appendix explicit expres-
sions for the different spin-spin correlators used in this work
C↵ (!, q) = hS↵q (!)S  q(0)i . (3.44)
For this purpose, we make use of a Holstein-Primakoff transforma-
tion
Szi =  S + ni, S i =
p
2S
r
1  ni
2S
ai, and
S+i =
 
S i
 †
, (3.45)
in the limit ni ⌧ 2S, with ai satisfying bosonic commutation relations
and ni = a†iai. [47] The creation operators a
†
i and annihilation operators
ai satisfy bosonic commutation relations and the associated particles are
called magnons. The corresponding Fourier transforms are straightfor-
wardly defined as a†q = 1pN
P
i e
 iq·Riai. In harmonic approximation, the
Heisenberg Hamiltonian HF reads
HF ⇡
X
q
✏qa
†
qaq , (3.46)
where ✏q = !q +  F = 4JS[3   (cos(qx) + cos(qy) + cos(qz))] +  F is the
spectrum for a cubic lattice with lattice constant a = 1 and the gap  F is
induced by the external magnetic field or anisotropy of the ferromagnet.
3.B Transverse correlators hS+q (t)S  q(0)i
Let us now define the Fourier transforms in the harmonic approximation
S+q =
1p
N
X
i
e iqriS+i =
p
2Sp
N
X
i
e iqria†i =
p
2Sa† q ,
S  q =
1p
N
X
i
eiqriS i =
p
2Sp
N
X
i
eiqriai =
p
2Sa q . (3.47)
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From this it directly follows that
C+ (t, q) = hS+q (t)S  q(0)i
= 2Sha† q(t)a qi = 2Sei✏qtnq , (3.48)
with ✏q ⇡ Dq2 + F in the harmonic approximation.
The Fourier transform is then simply given by
C+ (!, q) =
1p
2⇡
Z 1
 1
dte i!tC+ (t, q)
=
1p
2⇡
Z 1
 1
dtei(✏q !)t| {z }p
2⇡ (✏q !)
2Snq
=
p
2⇡2S (✏q   !) 1
e !   1 . (3.49)
The corresponding correlator in real space is then simply given by (q :=
|q|)
C+ (!, r) =
1
(2⇡)3/2
Z
dqeiqrC+ (!, q) (3.50)
=
p
2⇡
(2⇡)3/2
2S
1
e !   1
Z
dq (Dq2 + F   !)eiqr
=
2S
e !   1
Z 1
 1
Z 1
0
dqdxq2 (Dq2 + F   !)eiqrx
=
4S
r
1
e !   1
Z 1
0
dqq (Dq2 + F   !) sin(qr) .
Let us now perform the following substitution
y = Dq2, (3.51)
which gives for ! >  F
C+ (!, r) =
4S/r
2D(e !   1)
Z 1
0
dy (y + F   !) sin
✓r
y
D
r
◆
=
2S
D
1
e !   1
sin(
p
(!   F )/Dr)
r
. (3.52)
We remark that
C+ (!, r) = 0, ! <  F . (3.53)
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We note the diverging behavior of the above correlation function for
 F = 0 and ! ! 0, namely
1
e !   1
sin
 p
!
Dr
 
r
! 1p
D 
1p
!
. (3.54)
Similarly, it is now easy to calculate the corresponding commutators and
anticommutators. Let us define
S?(t, q) :=
1
2
{S+q (t), S  q(0)} . (3.55)
It is then straightforward to show that
S?(t, q) = Sei✏qt(1 + 2nq) , (3.56)
and therefore
S?(!, q) =
Sp
2⇡
Z 1
 1
ei(✏q !)t(1 + 2nq)
= S
p
2⇡ (✏q   !)
✓
1 + 2
1
e !   1
◆
. (3.57)
Following essentially the same steps as the one performed above, we
obtain the 3D real space anticommutator for ! >  F
S3D? (!, q) = S coth( !/2)⇥ (3.58)
⇥
Z 1
 1
Z 1
0
dxdqq2eiqrx (✏q   !)
=
S
D
coth( !/2)
sin(
p
(!   F )/Dr)
r
.
(3.59)
Let us now finally calculate the transverse susceptibility defined as
 ?(t, q) =  i✓(t)[S+q (t), S  q(0)] . (3.60)
As before, in the harmonic approximation, one finds
 ?(t, q) = i✓(t)2Sei✏qt . (3.61)
In the frequency domain, we then have
 ?(!, q) =
2iSp
2⇡
Z 1
0
dtei(✏q !)t ⌘t (3.62)
=   2Sp
2⇡
1
✏q   ! + i⌘ ,
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and thus in the small q expansion
 ?(!, q) =   2Sp
2⇡
1
Dq2 + F   ! + i⌘ . (3.63)
In real space, for the three-dimensional case, we obtain
 3D? (!, r) =  
2Sp
2⇡
2⇡
(2⇡)3/2
Z 1
0
Z 1
 1
dxdqq2
1
Dq2 + F   ! + i⌘ e
iqrx
=   4Sp
2⇡
2⇡
(2⇡)3/2
1
r
Z 1
0
dqq
1
Dq2 + F   ! + i⌘ sin(qr) .
(3.64)
Making use of the Plemelj formula we obtain for ! >  F
 3D? (!, r) =  
2Sp
2⇡
2⇡
(2⇡)3/2
1
r
Z 1
 1
dqq
1
Dq2 + F   ! + i⌘ sin(qr)
=   2Sp
2⇡
2⇡
(2⇡)3/2
1
r
P
Z 1
 1
dq
q
Dq2 + F   ! sin(qr)
+i
2Sp
2⇡
2⇡2
(2⇡)3/2
1
r
Z 1
 1
dqq (Dq2 + F   !) sin(qr)
=   S
D
cos(r
p
(!   F )/D)
r
+ i
S
2D
sin(
p
(!   F )/Dr)
r
.
(3.65)
It is worth pointing out that the imaginary part of the susceptibility van-
ishes,
 3D? (!, r)
00 = 0, ! <  F , (3.66)
and therefore the susceptibility is purely real and takes the form of a
Yukawa potential
 3D? (!, r) =  
S
D
e r/lF
r
, ! <  F , (3.67)
where lF =
q
D
 F ! .
Note also that the imaginary part of the transverse susceptibility sat-
isfies the well-know fluctuation-dissipation theorem
S3D? (!, r) = coth( !/2) 
3D
? (!, r)
00 . (3.68)
In three dimensions the susceptibility decay as 1/r, where r is mea-
sured in lattice constants. For distances of order of 1µm this leads to four
orders of magnitude reduction.
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For quasi one-dimensional ferromagnets such a reduction is absent
and the transverse susceptibility reads
 1D? (!, r) =  
S
D
lF e
 r/lF , ! <  F , (3.69)
where lF is defined as above and the imaginary part vanishes as above,
i.e.,
 1D? (!, r)
00 = 0, ! <  F . (3.70)
Similarly for ! >  F we have
 1D? (!, r) = S
sin
⇣p
(!   F )/Dr
⌘
p
D(!   F )
, (3.71)
and
 1D? (!, r)
00 =
S
2D
r
D
!   F cos
⇣p
(!   F )/Dr
⌘
. (3.72)
3.C Longitudinal correlators hSzq(t)Sz q(0)i
The longitudinal susceptibility reads
 k(t, q) =  i✓(t)[Szq(t), Sz q(0)] (3.73)
=  ✓(t) 1
N
X
q0,q00
eit(✏q0 ✏q0+q)h[a†q0aq0+q, a†q00aq00 q]i .
ApplyingWick’s theorem and performing a Fourier transform, we obtain
the susceptibility in frequency domain
 k(!, q) =   1N
X
k
nk   nk+q
!   ✏k+q + ✏k + i⌘ , (3.74)
where nk is the magnon occupation number given by the Bose-Einstein
distribution
nk =
1
e ✏k   1 , (3.75)
where ✏k is again the magnon spectrum (✏k = !k +  F ⇡ Dk2 +  F for
small k). Note that the longitudinal susceptibility is proportional to 1/S,
due to the fact that ✏k   ✏k+q = !k   !k+q / S.
Since we are interested in the decoherence processes caused by the
longitudinal fluctuations, we calculate the imaginary part of  k(!, q)which
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is related to the fluctuations via the fluctuation-dissipation theorem. Per-
forming a small q expansion and assuming without loss of generality
! > 0, we obtain for the imaginary part
 3Dk (!, q)
00 =
⇡
(2⇡)3
Z
dk(nk   nk+q) (!k   !k+q + !)
=
1
4⇡
Z 1
0
dkk2
Z 1
 1
dx
✓
1
e ( F+Dk2)   1  
1
e (!+ F+Dk2)   1
◆
⇥
⇥ (!  Dq2   2Dkqx)
=
1
4⇡
Z 1
0
dkk2
Z 1
 1
dx
✓
1
e ( F+Dk2)   1  
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Next, since we are interested in the regime where !   T (and thus  !  
1), we have nk   nk+q. Furthermore, we approximate the distribution
function nk = e
  ( F+!k)
1 e   F+ !k (this is valid when  !k ⌧ 1) and arrive at the
following expression
 3Dk (!, q)
00 =
1
4⇡
Z 1
0
dx
1
2Dqx
✓
!  Dq2
2Dqx
◆2 e  
 
 F+D
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! Dq2
2Dqx
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Dq2
◆◆
,
(3.77)
where Ei(z) is the exponential integral function. We also need the the real
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space representation obtained after inverse Fourier transformation,
 3Dk (!, r)
00 =
r
2
⇡
1
r
Z 1
0
dqq 3Dk (!, q)
00 sin(qr) . (3.78)
In order to perform the above integral we note that the imaginary part
of the longitudinal susceptibility, given by Eq. (3.77), is peaked around
q =
p
!/D with the width of the peak (1/
p
 D) much smaller than its
position in the regime we are working in (!   T ). For r = 0, the integra-
tion over q can be then performed approximately and yields the follow-
ing expression
 3Dk (!, r = 0)
00 =
p
⇡e e
   F 3  F /2
2 2D3
⇣
ee
   F+  F /2
  ep⇡
p
e  F   1 (3.79)
⇥ Erfc(e   F /2
p
e  F   1)
⌘p
 ! ,
where Erfc(z) denotes the complementary error function. It is readily
observed from the above expression that the longitudinal fluctuations
are exponentially suppressed by the gap. Assuming that  F   T , we
obtain the following simplified expression
 3Dk (!, r = 0)
00 =
p
⇡   e⇡Erfc(1)
2 2D3
e   F
p
 ! . (3.80)
We observe that, since J(!) =  k(!, r)00, the longitudinal noise of the
ferromagnet is—as the transverse one—sub-ohmic. [74]
It is interesting to obtain the behavior of the longitudinal susceptibil-
ity in the opposite limit, when  ! ⌧ 1. In this limit, the difference of the
two Boltzmann factors in Eq. (3.76) can be expanded to the lowest order
in the small quantity  !,
 3Dk (!, q)
00 =
Z 1
0
dx
1
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◆ . (3.81)
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In order to calculate the Fourier transform to real space, we note that for
 ! ⌧ 1 the denominator of the above expression depends only weakly
on !, thus we ignore this dependence and obtain the Fourier transform
for r = 0
 3Dk (!)
00 =
ln(1 + nk=0)
16⇡ D3
!. (3.82)
The above formula shows that the longitudinal noise of a ferromagnet
at high temperatures ( ! ⌧ 1) behaves as ohmic rather than sub-ohmic
bath.
Next we calculate the longitudinal fluctuations for the case of a quasi-
one-dimensional ferromagnet ( F   T ) and obtain
 1Dk (!, r = 0)
00 =
1
4⇡
Z 1
 1
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Z 1
 1
dq
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1
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  1
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 1
dk
e  Dk2
1  e   F +  Dk2
1
D
p
k2 + !/D
=
 
D
p
 !
e   F , (3.83)
where   is a numerical factor of order unity. Note that Sk(!, r) is defined
through the fluctuation dissipation theorem as
Sk(!, r) = coth( !/2) ?(!, r)00 . (3.84)
3.D Exchange coupling to the ferromagnet
Exchange coupling
The Hamiltonian we consider is of the following form
H = HF +H  + A
X
i
 i · Sri , (3.85)
where A is the exchange coupling constant between the qubit spins and
the ferromagnet. The ferromagnet is assumed to be below the Curie
temperature with the magnetization pointing along the out-of-plane z-
direction. The qubit Hamiltonian is assumed to be without splitting ini-
tially, that is H(0)  = 0. Nevertheless, since the ferromagnet is in the or-
dered phase, there exists a first order effect due to coupling to the fer-
romagnet which gives rise to the term of the form A
P
i  
z
i hSzrii. Such
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a splitting is undesirable if one is interested in coherent interaction—we
remedy this by coupling the spins to another ferromagnet, albeit with
anti-parallel magnetization 2. Since we allow for some misalignment be-
tween orientation of the magnetization of the two ferromagnets, the final
Hamiltonian for the qubits in the spin space after taking into account the
first order corrections due to coupling to the ferromagnet reads
H  =
1
2
 
X
i
 xi . (3.86)
The splitting in the x-direction of the qubit (or equivalently along the y-
direction) is beneficial since it reduces decoherence due to longitudinal
noise of the ferromagnet: the effect of such noise spectrum can signifi-
cantly influence decoherence times for the case of no splitting of the qubit
because the longitudinal noise is gapless.
Coherent coupling
Weproceedwith the derivation of an effective two-spin interactionHamil-
tonian for A ⌧ J by employing a perturbative Schrieffer-Wolff transfor-
mation [75] up to the second order
Heff = H  +
A2
8
 ?( )(2 
y
1 
y
2 +  
z
1 
x
2 +  
x
1 
z
2) , (3.87)
where we introduced the notation  ?(!) =  ?(!, L) (L = |r2   r1|) and
 ?(!, r) is the transverse real space spin susceptibility of the ferromag-
net. Note that we have neglected  3D? (  ) and  3D? (0) in comparison to
 1D? ( ), as well as the longitudinal susceptibility  k since it is smaller by
factor of 1/S compared to the transverse one and it is suppressed by tem-
perature. The real space transverse susceptibility of the 3D ferromagnet
is given by
 3D? (!, r) =  
S
D
e r/lF
r
, ! <  F , (3.88)
where  F is the gap induced via applied external magnetic field or due
to internal anisotropy of the ferromagnet, lF =
q
D
 F ! and D = 2JS.
In what follows, we assume that the external gap is always larger than
the qubit splitting,   <  F , as this ensures that the transverse noise is
not contributing to decoherence in second order since transverse noise is
2Note that the z-component of the magnetization of both the ferromagnets does not
need to cancel exactly. We only require the splitting along z to be smaller that  F .
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related to the vanishing imaginary part of the transverse susceptibility,
 ?(!)00 = 0 (! <  F ). The spatial dependence of the effective two spin
coupling given by Eq. (3.88) is of Yukawa type due to presence of the
external gap. If we assume a realistic tunnel coupling to the ferromag-
net of 100µeV, [76, 77] the Curie temperature of 550K [as for example
for yttrium iron garnet (YIG)] and a gap of  F = 100µeV, and the qubit
splitting close to the resonance  F     = 3 ⇥ 10 3µeV (corresponding
to a magnetic field of about B = 60µT) we obtain for the qubit-qubit
coupling strength a value on the order of 4 ⇥ 10 11 eV for a lattice con-
stant of about 4A˚. This coupling strength gives rise to the operation times
of 5µs—significantly below the relaxation and decoherence times of the
spin qubit, T1 = 1s [51] and T2 > 200µs [52] respectively. Furthermore,
the error threshold—defined as the ratio between the two-qubit gate op-
eration time to the decoherence time—we obtain with such an operation
time is about 10 2, which is good enough for implementing the surface
code error correction. [78] Here we used T2 instead of T ⇤2 since spin-echo
can be performed together with two-qubit gates. [79] Alternatively, the
decoherence time of GaAs qubits can be increased without spin-echo by
narrowing the state of the nuclear spins. [80, 81]
The dimensionality of the ferromagnet plays an important role—if
we assume 10nm width of the trench where the ferromagnet is placed,
then, for energies below 0.1meV, the ferromagnet behaves as quasi one-
dimensional (1D). In this case we obtain
 1D? (!, r) =  
S
D
lF e
 r/lF , ! <  F , (3.89)
wherefrom it is evident that at distances r . lF the susceptibility of a
quasi-1D ferromagnet is practically constant in contrast to the 3D case,
where a 1/r decay is obtained, see Eq. (3.88). Additionally, we require
lF . D/(AS) = 2J/A for the perturbation theory to be valid. Thus, for
the same parameters as above, but without the need to tune very close to
the resonance (we set herein  F     = 0.5µeV, corresponding to about
B = 10mT) a coupling strength of 10 8eV is obtained.
For 1D case there is yet another rather promising possibility—to use
magnetic semiconductors. [82] These materials are characterized by a
particularly low Curie temperature of 30K or below, [82] and the dis-
tance between the ions that are magnetically ordered via RKKY interac-
tion is about 10   100nm. Such a large lattice constant is very beneficial
for the long range coupling—if we take the lattice constant to be 10nm,
the coupling to the ferromagnet A = 15µeV and the qubit splitting close
to resonance ( F     = 0.5µeV, corresponding to about B = 10mT),
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the qubit-qubit coupling becomes of the order of 1µeV. Such a coupling
strength in turn leads to an error threshold on the order of 10 8. There-
fore, even the standard error correction protocol can be used in this case.
Derivation of the effective Hamiltonian (exchange coupling)
Here we give a detailed derivation of the qubit-qubit effective Hamilto-
nian. As stated above, the total Hamiltonian of the system reads
H = HF +H  + A
X
i
✓
1
2
( +i S
 
ri +  
 
i S
+
ri) +  
z
i S
z
ri
◆
, (3.90)
where we identify the main part as H0 = HF +H  and the small pertur-
bation as the exchange coupling V = A
P
i  i · Sri . The Hamiltonian of
the ferromagnet reads HF =  J
P
hr,r0i Sr · Sr0 , while the Hamiltonian
for the two distant qubits is H  =  2
P
i=1,2  
x
i .
The second order effective Hamiltonian [75] is given byH(2)eff = H0+U ,
where
U =   i
2
lim
⌘!0+
Z 1
0
dte ⌘t[V (t), V ] , (3.91)
where V (t) = eiH0tV e iH0t.
We have
 +i (t) =
1 + cos( t)
2
 +i +
1  cos( t)
2
  i   i sin( t) zi , (3.92)
and   i (t) =  
+
i (t)
†.
Recalling that the zz susceptibility can be neglected and that only the
transverse susceptibility contributes, we obtain the following result from
Eq. (3.91), U = lim
⌘!0+
R1
0 dte
 ⌘tP
ij Uij
Uij =  iA
2
8
⇣
[  i (t)S
+
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+
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 
rj ] + h.c.
⌘
=  iA
2
8
⇣
  i (t) 
+
j [S
+
ri(t), S
 
rj ] + h.c.
⌘
(3.93)
Finally, by rewriting cos( t) = ei t+e i t2 , sin( t) =
ei t e i t
2i , and using
the definition of the real space transverse spin susceptibility
 ?(!, ri   rj) =  i lim
⌘!0+
Z 1
0
dte (i!+⌘)t[S+ri(t), S
 
rj ] , (3.94)
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we obtain by inserting Eq. (3.92) into Eq. (3.93)
U =
A2
8
X
ij
✓
 ?(0)
2
+
 ?( ) +  ?(  )
4
◆
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+
j + h.c. (3.95)
Since the decay length of the susceptibility  (!, r) is large only close to
the resonance, F ⇠  , we can simplify the above equation by neglecting
 (  , r) and  (0, r) in comparison to  ( , r) which is assumed to be
close to the resonance. Within this approximation we arrive at Eq. (3.87)
of the main text.
3.E Fourth order contributions to decoherence
In this section we determine the effect of the transverse noise in the low-
est non-vanishing order due to coupling dipolarly to the ferromagnet.
Here we choose quantizations axes such that the qubit splitting is along
the z-axis, while the ferromagnet is polarized along x-axis. The Hamilto-
nian of the coupled system reads
H = HF +
 
2
 z +  z ⌦X +  + ⌦ Y   +    ⌦ Y +, (3.96)
where the operator X (Y ) that couples longitudinally (transversally) to
the qubit is linear in the transverse operators of the ferromagnet
X =
i
2
Z
drcr(S
+
r   S r ), (3.97)
Y + =  i
8
Z
dr(arS
+
r + brS
 
r ), (3.98)
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with S±r = Syr ± iSzr and the definitions of the coefficients
ar = Br + 3Cr   6Ar, (3.99)
br = Br + 3Cr + 6Ar, (3.100)
cr = Br   3A00r, (3.101)
Ar =
1
a3
rzr+
r5
, (3.102)
Cr =
1
a3
(r+)2
r5
, (3.103)
Br =
1
a3
1
r3
✓
2  3r
+r 
r2
◆
. (3.104)
To proceed further we perform the SW transformation on the Hamilto-
nian given by Eq. (3.96). We ignore the Lamb and Stark shifts and obtain
the effective Hamiltonian
H = HF +
 
2
 z +  z ⌦ X˜2 +  + ⌦ Y˜  2 +    ⌦ Y˜ +2 , (3.105)
where
X˜2 = X2   hX2i, (3.106)
Y˜ ±2 = Y
±
2   hY ±2 i, (3.107)
with the following notation
X2 = 4(Y
+
  Y
  + Y +Y    ), (3.108)
Y +2 = 2(Y
+
 X  X0Y +), (3.109)
X! =
i
2
Z
drr0 ?(!, r   r0)cr(S+r0   S r0), (3.110)
Y +! =  
i
8
Z
drr0 ?(!, r   r0)(arS+r0 + brS r0), (3.111)
The model given by Eq. (3.105) yields the following expressions for
the relaxation and decoherence times
T 11 = SY˜  2 (! =  ), (3.112)
T 12 =
1
2
T 11 + SX˜2(! = 0), (3.113)
where, again, SA(!) =
R
dte i!t{A†(t), A(0)}.
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After a lengthy calculation we obtain the expressions for SX˜2(! = 0)
and SY˜  2 (! =  ),
SX˜2(0) =
1
128
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In order to obtain the estimates for relaxation and decoherence time,
we consider the ferromagnet to be in shape of infinite plane. Further-
more, we are not aiming at performing an exact evaluation of the inte-
grals in Eqs. (3.115)-(3.116), but rather at finding the lower bound for the
relaxation and decoherence times. To this end we note that |C+ (!, r  
r0)|  |C+ (!, r = 0)| and arrive at the following inequalities
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where we used notation B =
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drBr. Finally we arrive at the estimates
for the relaxation and decoherence times
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with the function f(x, y) defined as follows
f(x, y) =
Z 1
1+x
dz
p
z   1
eyz   1
p
z   x  1
ey(z x)   1 . (3.120)
Assuming the same parameters as in the main text, we obtain deco-
herence times of about 0.5 hours, while the relaxation time is on the or-
der of 1000 hours. It is worth noting that this result depends sensitively
on the ratio  F/T , thus if we assume a temperature of 4K, we obtain
T1   200µs and T2   30µs.

CHAPTER 4
Long-Range Interaction of
Spin-Qubits via Ferromagnets
Adapted from:
Luka Trifunovic, Fabio L. Pedrocchi, and Daniel Loss,
“Long-Range Interaction of Singlet-Tripler Qubits via Ferromagnets”,
ArXiv: 1305.2451 (2013).
We propose a mechanism of a long-range coherent interaction between
two singlet-triplet qubits dipolarly coupled to a dogbone-shaped fer-
romagnet. An effective qubit-qubit interaction Hamiltonian is derived
and the coupling strength is estimated. Furthermore we derive the ef-
fective coupling between two spin-1/2 qubits that are coupled via dipo-
lar interaction to the ferromagnet and that lie at arbitrary positions and
deduce the optimal positioning. We consider hybrid systems consist-
ing of spin-1/2 and ST qubits and derive the effective Hamiltonian
for this case. We then show that operation times vary between 1MHz
and 100MHz and give explicit estimates for GaAs, Silicon, and NV-
center based spin qubits. Finally, we explicitly construct the required
sequences to implement a CNOT gate. The resulting quantum com-
puting architecture retains all the single qubit gates and measurement
aspects of earlier approaches, but allows qubit spacing at distances of
order 1µm for two-qubit gates, achievable with current semiconductor
technology.
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4.1 Introduction
In this work, we propose and study a system that allows for coherent
coupling between ST-qubits as well as between spin-1/2 qubits over dis-
tances of about one micrometer. The coupler is a ferromagnet composed
of two disks separated by a thin quasi-1D region, see Fig. 4.1. The qubits
are coupled to the ferromagnet via dipolar interaction and they are posi-
tioned in the vicinity of each disk. The relevant quantity of the coupler,
describing the effective coupling between the distant qubits, is its spin-
spin susceptibility—a slowly spatially decaying real part of the suscep-
tibility is required in order to mediate interactions over long distances.
Additionally, in order to have coherent coupling, the imaginary part of the
susceptibility should be sufficiently small. The spatial decay of the spin
susceptibility depends strongly on the dimensionality of the ferromagnet—
it is longer ranged in lower dimensions. The dogbone shape of the cou-
pler considered here is thus optimal: it allows for strong coupling to the
ferromagnet becausemany spins of each disk lie close to the qubits, while
the coherent interaction between them is mediated by the quasi-1D chan-
nel. Actually the statement on the optimal shape of the coupler is quite
general if we consider a realistic interaction between the qubit and the
coupler, i.e., a Coulomb [65] or a dipolar one as herein.
Likewise, we derive a Hamiltonian for the effective interaction be-
tween the distant qubits positioned arbitrarily with respect to each disk
of the dogbone and determine what is the optimal position for the cou-
pling to be strongest. For ST-qubit the optimal coupling is obtain if one
quantum well is positioned directly below the disk center and the other
one below the edge of the disk, while for the spin-1/2 qubits it is optimal
to place them at the edge of the disk. Similar conclusions about the opti-
mal positioning of the qubits with respect to the coupler were previously
obtained for the case of electrostatic interaction. [65]
In themost favorable scenarios described above the coupling strength
of 10 2µeV are achieved for ST-qubits as well as for spin-1/2 qubits. The
clock speed for such coupling schemes thus varies between 1MHz and
100MHz. We summarize in Tables 4.1 and 4.2 of Section 4.8 the cou-
pling strengths and corresponding operation times achievable with our
scheme.
In order to be useful for quantum computation, one needs to be able
to turn on and off the coupling between the qubits. This is efficiently
achieved by putting the qubit splitting off-resonance with the internal
splitting of the ferromagnet. As we argue below, a modification in the
qubit splitting of about one percent of  F is enough to interrupt the in-
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Figure 4.1: Model system consisting of two identical double-QDs in the
xy-plane and the dogbone-shaped coupler. The dogbone coupler con-
sists of two ferromagnetic disks of radius R0 connected by a thin ferro-
magnetic wire of length L. Each double-QD can accommodate one (two)
electrons, defining the spin-1/2 (ST-) qubit. Absence of tunneling be-
tween the separate double-QD is assumed. Here RL (RR) is the in-plane
distance between the left (right) well and the corresponding disk cen-
ter, while h is vertical distance between the QD and the gate. The red
arrow on top of the ferromagnet denote the orientation of its magnetiza-
tion which is assumed to be monodomain.
teraction between the qubits. Finally we derive for both qubit systems
the sequence to implement the entangling gates CNOT (and iSWAP) that
can be achieved with a gate fidelity exceeding 99.9%. The additional de-
coherence effects induced solely by the coupling to the ferromagnet are
negligible for sufficiently low temperatures (T . 0.1K). [83] We then
obtain error thresholds—defined as the ratio between the two-qubit gate
operation time to the decoherence time—of about 10 4 for ST-qubits as
well as for spin-1/2 qubits and this is good enough to implement the sur-
face code error correction in such setups. This quantum computing ar-
chitecture thus retains all the single qubit gates andmeasurement aspects
of earlier approaches, but allows qubit spacing at distances of order 1µm
for two-qubit gates, achievable with current semiconductor technology.
The paper is organized as follows. In Sections 4.2 and 4.3 we intro-
duce the ferromagnet and ST-qubit Hamiltonian, respectively. In Sec. 4.3
we derive the effective dipolar coupling between the ST-qubit and the
ferromagnet. In Sec. 4.3 we make use of a perturbative Scrhieffer-Wolff
transformation to derive the effective coupling between the two ST-qubits
that is mediated by the ferromagnet. We determine the optimal position
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of the qubits relative to the disks of the dogbone. In Sec. 4.3 we con-
struct the sequence to implement the CNOT (and iSWAP) gate and cal-
culate the corresponding fidelity of the sequence. In Sec. 4.4 we study
the coupling between two spin-1/2 qubits positioned at arbitrary loca-
tion with respect to the adjacent disk of the dogbone-shaped ferromag-
net. We derive an effective Hamiltonian for the interaction of the two
spin-1/2 qubits mediated by the ferromagnet and determine the optimal
position of the qubits. In Sec. 4.4 we derive the sequence to implement
the CNOT (and iSWAP) gate. In Sec. 4.5, we show that spin-1/2 and ST
qubits can be cross-coupled leading to hybrid qubits and we derive the
effective Hamiltonian for this case. In Sec. 7.5, we discuss the range of
validity of our effective theory. The on/off switching mechanisms of the
qubit-qubit coupling are discussed in Sec. 4.7. In Sec. 4.8, we present a
table with the effective coupling strengths and operation times achiev-
able in our setup for four experimentally relevant systems, namely GaAs
spin-1/2 quantum dots, GaAs singlet-triplet quantum dots, silicon-based
qubits, and N-V centers. Finally, Sec. 4.9 contains our final remarks and
the Appendices additional details on the models and derivations.
4.2 Ferromagnet
We denote by Sr the spins (of size S) of the ferromagnet at site r on a
cubic lattice and  i stands for the spin-1/2 qubit spins. The ferromagnet
Hamiltonian we consider is of the following form
HF =  J
X
hr,r0i
Sr · Sr0 + F
X
r
Szr, (4.1)
with J > 0 and  F = µB, where B is externally applied magnetic field
(see Fig. 4.1) and µ is the magnetic moment of the ferromagnet spin. The
above Hamiltonian is the three-dimensional (3D) Heisenberg model with
the sum restricted to nearest-neighbor sites hr, r0i. The ferromagnet is
assumed to be monodomain and below the Curie temperature with the
magnetization pointing along the z-direction.
We would like to stress at this point that even though herein we an-
alyze a specific model for the ferromagnet (Heisenberg model), all our
conclusions rely only on the generic features of the ferromagnet suscep-
tibility, i.e., its long-range nature. Furthermore, the gap in the magnon
spectrum can originate also from anisotropy. The presence of the gap is
an important feature since it suppresses the fluctuations, albeit the sus-
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ceptibility is cut-off after some characteristic length given by the gap and
the frequency at which the ferromagnet is probed.
4.3 Coupling between ST-qubits
The Hamiltonian we consider is of the following form
H = HF +H⌧ +HI , (4.2)
whereH⌧ is Hamiltonian of the two ST-qubits [84, 85] andHI is the dipo-
lar coupling between the ferromagnet and the ST-qubits (see below).
Singlet-triplet qubit Hamiltonian
A Singlet-Triplet (ST) qubit is a system that consists of two electrons con-
fined in a double quantum well. Herein we assume that the wells are
steep enough so that we can consider only one lowest orbital level of
each well. Following Ref. [86], we consider also the spin space of the two
electrons and write down the total of six basis states
|(2, 0)Si = c†L"c†L#|0i,
|(0, 2)Si = c†R"c†R#|0i,
|(1, 1)Si = 1p
2
⇣
c†L"c
†
R#   c†L#c†R"
⌘
|0i,
|T+i = c†L"c†R"|0i, (4.3)
|T0i = 1p
2
⇣
c†L"c
†
R# + c
†
L#c
†
R"
⌘
|0i,
|T i = c†L#c†R#|0i,
where c†L (c
†
R) creates an electron in the Wannier state  L ( R). The Wan-
nier states are  L,R = 1p
1 2sg+g2 ('1,2   g'2,1), where
s = h'1|'2i = exp[  (a/aB)2]
is the overlap of the harmonic oscillator ground state wave functions of
the two wells, aB =
p
~/m!0 is the Bohr radius of a single quantum dot,
~!0 is the single-particle level spacing, and 2a = l is the interdot distance.
The mixing factor of the Wannier states is g = (1 p1  s2)/s. Using
these six basis states we can represent the Hamiltonian of the ST-qubits
H0 =
✓
HSS 0
0 HTT,0
◆
. (4.4)
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In writing the above equation we have neglected the spin-orbit interac-
tion (SOI), thus there are no matrix elements coupling the singlet and
triplet blocks. The effect of SOI in ST-qubit was studied in Ref. [86] and
no major influence on the qubit spectra was found.
The two qubit states are |T0i and, in the absence of SOI, the linear
combination of the singlet states |Si = ↵|(2, 0)Si+  |(1, 1)Si+  |(0, 2)Si,
where the coefficients ↵,  ,   depend on the detuning " between the two
quantum wells. In particular, when " = 0 we have |Si = |(1, 1)Si. In
what follows, we always consider Hamiltonians only in the qubit sub-
space, thus the Hamiltonian of two ST-qubits reads
H⌧ =   
2
X
i=1,2
⌧ zi , (4.5)
where ⌧x,y,z are the Pauli matrices acting in the space spanned by vectors
{|Si, |T0i} and   is the ST-qubit splitting.
Dipolar coupling to ST-qubit
In this section we derive the dipolar coupling between the ferromagnet
and the ST-qubit. To this end we first project the Zeeman coupling to the
ST-qubit system on the two-dimensional qubit subspace
HZ = g
⇤µB (BL · SL +BR · SR) , (4.6)
where BL (BR) is the magnetic field in the left (right) quantum well,
SiL,R = ( 
i)ss0c
†
L,R,scL,R,s0 and g⇤ is the effective Lande´ factor. After pro-
jecting on the qubit space we obtain
HZ = g
⇤µB(BzL   BzR)⌧x. (4.7)
With this result we are ready to write down the ferromagnet/ST-qubit
interaction Hamiltonian
HI =
X
i=1,2
g⇤µ0µB
⇣
BˆzL(i)  BˆzR(i)
⌘
⌧xi , (4.8)
where index i enumerates ST-qubits, and the magnetic field from the fer-
romagnet can be express through the integral over the ferromagnet
BˆzL,R(i) =
µ0µ
4⇡a3
Z
dr(i)L,R
1
r(i)3L,R
⇥ (4.9) 
Szr(i)L,R  
3(Sr(i)L,R · r(i)L,R)r(i)zL,R
r(i)2L,R
!
,
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where the coordinate system for r(i)L (r(i)R) is positioned in left (right)
quantum well of the i-th qubit.
Effective coupling between two ST-qubits
Given the total Hamitonian, Eq. (14.16), we can easily derive the effective
qubit-qubit coupling with help of Schrieffer-Wolff transformation
Heff = H⌧   lim
⌫!0+
i
2
Z 1
0
dte ⌫t [HI(t), HI ] , (4.10)
with HI(t) = eiH⌧ tHIe iH⌧ t.
We assume that the radius of the two disks is much smaller than the
distance between their centers (R0 ⌧ L). Within this assumption we can
take for the susceptibility between two points at opposite disks the same
as the 1D susceptibility. Next we take only on-resonance susceptibility
and make use of the expression ⌧x( ) = 12(⌧
x + i⌧ y), where ⌧x(!) is the
Fourier transform of ⌧x(t) = eiH⌧ t⌧xe iH⌧ t. We define the transverse sus-
ceptibility in the standard way
 ?(!, ri   rj) =  i lim
⌘!0+
Z 1
0
dte( i! ⌘)t[S+ri(t), S
 
rj ]. (4.11)
The longitudinal susceptibility, defined via
 k(!, ri   rj) =  i lim
⌘!0+
Z 1
0
dte( i! ⌘)t[Szri(t), S
z
rj ], (4.12)
can be neglected compared to the transverse one because the former is
smaller by a factor 1/S and is proportional to the magnon occupation
number, see Eq. (3.74) in Appendix 3.C . Therefore the longitudinal sus-
ceptibility vanishes at zero temperature, while the is not the case for the
transverse susceptibility. We arrive finally at the following expression
Heff = H⌧ +
9
4
B 1D? ( , L)⌧x1 ⌧x2 , (4.13)
where B = (µ0µ)2(g⇤µB)2(A1L   A1R)(A2L   A2R)/16⇡2a6,  1D? is given in
Eq. (3.69) and
AiL,R =
Z
dr(i)L,R
r(i) L,Rr(i)
z
L,R
r(i)5L,R
. (4.14)
Assuming the dogbone shape of the ferromagnet in the above integral
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Figure 4.2: Plot of aAiL,R/d defined through Eq. (4.14) as function ofRi/R0
for different values of h. We see that the value of aAiL,R/d is bigger when
the ST-qubit is closer to the disk of the dogbone as expected. Further-
more, by placing the right dot at distance R0 of the disk axis and the
left dot on the disk axis, we obtain the strongest value for the effective
coupling between the two ST-qubits, see Eq. (4.13).
and integration only over the adjacent disk, we obtain
AiL,R =
2ihd
a
0@ 2RiL,RR0
⇣
F (acsc(wiL,R), w
i
L,R
2
) K(wiL,R2)
⌘
3RiL,R
 
(RiL,R  R0)2 + h2
 q
(RiL,R +R0)
2 + h2
+
uiL,RE(w
i
L,R
2
)  uiL,RE(acsc(wiL,R), wiL,R2)
3RiL,R
 
(RiL,R  R0)2 + h2
 q
(RiL,R +R0)
2 + h2
1A , (4.15)
where R0 is the disk radius, RiL,R is the distance from the adjacent disk
axis to the left or right quantum well of the i-th qubit, acsc(x) is the in-
verse cosecant; F (x, y), K(x) and E(x, y) are the corresponding elliptic
integrals. Furthermore, we introduced the notation uiL,R = RiL,R
2
+R20+h
2
and wiL,R =
r
1  4RiL,RR0
(RiL,R+R0)
2+h2
, where h is the distance in the z-direction
between the ST-qubit plane and the adjacent disk bottom and d is the
disk thickness, see Fig. 4.1.
Figure 4.2 illustrates the dependence of the AiL,R integrals on the po-
sition of the quantum wells. Since the coupling constant is given by the
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difference of this integrals for left and right quantum well, we conclude
that the strongest coupling is obtained if one quantum well of the ST-
qubit is positioned below the disk center and the other exactly below the
edge. Furthermore, when h ⌧ R0 the value of the integral is strongly
peaked around R ⇠ R0 and this can be exploited as yet another switch-
ing mechanism—moving one quantum well away from the edge of the
disk.
Sequence for CNOT gate
Two qubits interacting via the ferromagnet evolve according to theHamil-
tonian He↵ , see Eq. (4.13). The Hamiltonian is therefore the sum of Zee-
man terms and qubit-qubit interaction. These terms do not commute,
making it difficult to use the evolution to implement standard entan-
gling gates. Nevertheless, since H⌧ acts only in the subspace spanned
by {| ""i, | ##i} and     J12 = 9B ?( )/4, we can neglect the effect of
He↵ in this part of the space and approximate it by its projection in the
space spanned by vectors {| "#i, | #"i}
H 0e↵ = H⌧ + J12(⌧
x
1 ⌧
x
2 + ⌧
y
1 ⌧
y
2 ). (4.16)
Within this approximation, the coupling in H 0e↵ and Zeeman terms now
commute.
We consider the implementation of the iSWAP gate [68]
UiSWAP = e
 i(⌧x1 ⌧x2+⌧y1 ⌧y2 )3⇡/4,
which can be used to implement the CNOT gate:
UiSWAP = e
iH⌧ te iH
0
e↵ t, (4.17)
where t = 3⇡/(4J12). When iSWAP is available, the CNOT gate can be
constructed in the standard way [69]
UCNOT = e
 i⇡4 ⌧z1 ei
⇡
4 ⌧
x
2 ei
⇡
4 ⌧
z
2UiSWAP e
 i⇡4 ⌧x1 UiSWAP ei
⇡
4 ⌧
z
2 . (4.18)
Since H 0e↵ is an approximation of He↵ , the above sequence will yield
approximate CNOT, U 0CNOT , when used with the full Hamiltonian. The
success of the sequences therefore depends on the fidelity of the gates,
F (U 0CNOT ). Ideally this would be defined using a minimization over all
possible states of two qubits. However, to characterize the fidelity of
an imperfect CNOT it is sufficient to consider the following four logi-
cal states of two qubits: [65, 83] |+, 0i, |+, 1i, | , 0i, and | , 1i. These are
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product states which, when acted upon by a perfect CNOT, become the
four maximally entangled Bell states | +i, | +i, |  i, and |  i, respec-
tively. As such, the fidelity of an imperfect CNOT may be defined,
F (U 0CNOT ) = min
i2{+, },j2{0,1}
|hi, j|U †CNOTU 0CNOT |i, ji|2. (4.19)
The choice of basis used here ensures that F (U 0CNOT ) gives a good char-
acterization of the properties of U 0CNOT in comparison to a perfect CNOT,
especially for the required task of generating entanglement. For realis-
tic parameters, with the Zeeman terms two order of magnitude stronger
than the qubit-qubit coupling, the above sequence yields fidelity for the
CNOT gate of 99.976%.
To compare these values to the thresholds found in schemes for quan-
tum computation, we must first note that imperfect CNOT’s in these
cases are usually modelled by the perfect implementation of the gate fol-
lowed by depolarizing noise at a certain probability. It is known that such
noisy CNOT’s can be used for quantum computation in the surface code
if the depolarizing probability is less than 1.1%. [70] This corresponds to
a fidelity, according to the definition above, of 99.17%. The fidelities that
may be achieved in the schemes proposed here are well above this value
and hence, though they do not correspond to the same noise model, we
can expect these gates to be equally suitable for fault-tolerant quantum
computation.
4.4 Coupling between spin-1/2 qubits
In this section we study the coupling of two spin-1/2 quantum dots via
interaction with a dog-bone shaped ferromagnet. The Hamiltonian has
again the form as in Eq. (14.16) and we allow for splittings of the spin-1/2
qubits both along x and z direction,
H  =
 x
2
X
i=1,2
 xi +
 z
2
X
i=1,2
 zi , (4.20)
where  i are the Pauli operators of the ith spin-1/2 quantum dot. Hamil-
tonian (4.20) is a generalized version of theHamiltonian studied in Ref. [83]
where we considered splitting along x only. We present here a detailed
derivation of the effective coupling between two quantum dots located
at an arbitrary position with respect to the dogbone shaped ferromagnet,
i.e., contrary to Ref. [83] we do not assume that the quantum dots are po-
sitioned at a highly symmetric point but consider the most general case.
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This allows us to determine the optimal positioning of the qubit in order
to achieve the strongest coupling between the qubits.
The dipolar coupling between the ferromagnet and the spin-1/2 qubits
is given by
HI =
X
i,r
g⇤µ0µBµ
4⇡r3
✓
 i · Sr   3( i · r)(Sr · r)
r2
◆
, (4.21)
where µD is the magnetic moment of the spin-1/2 qubit. The explicit
expressions for the time evolution of the Pauli operators in Heisenberg
picture is
 +i (t) =  
1
 2
(i  cos( t/2)  z sin( t/2))2 +i
   
2
x
2 2
(cos(t )  1)  i
+
 x
 2
( z   z cos(t )  i  sin(t )) zi ,
 zi (t) =
 x
2 2
( z   z cos(t )  i  sin(t )) +i
+
 x
2 2
( z   z cos(t ) + i  sin(t ))  i
+
 2z + 
2
x cos(t )
 2
 zi , (4.22)
where we introduced the notation   =
p
 2x + 
2
z. We also assume
that   <  F such that the susceptibility  ?( , r) is purely real—thus
the transverse noise is gapped. By replacing the above expressions in
Eq. (4.10), we obtain the effective qubit-qubit coupling
Heff = H  +
(g⇤µ0µBµ)2
16⇡2a6
(
9
8
A⇤1A2 
1D
? ( ) 
z
1( ) 
z
2
+
3
16
(3A2C
⇤
1 
1D
? ( )  B1A⇤2 1D? ( )) +1 ( ) z2
+
3
16
(3A1C
⇤
2 
1D
? ( )  B2A⇤1 1D? ( )) z1( ) +2
+
1
32
(B1B2 
1D
? ( ) + 9C1C
⇤
2 
1D
? ( )) 
 
1 ( ) 
+
2
  3
32
(B1C2 
1D
? ( ) + B2C1 
1D
? ( )) 
 
1 ( ) 
 
2
+ h.c.) + 1$ 2 , (4.23)
where we have denoted  1D? ( ) =  1D? ( , L) and introduced the follow-
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Figure 4.3: Plot of aBi/d defined in Eq. (6.65) as function of Ri/R0 for
different values of h. The value of the integral increases in general by
decreasing the value of h.
ing notation for the integrals
Ai =
Z
dri
rzi r
+
i
r5i
, (4.24)
Ci =
Z
dri
(r+i )
2
r5i
, (4.25)
Bi =
Z
dri
1
r3i
✓
2  3r
+
i r
 
i
r2i
◆
, (4.26)
with the coordinate origin for ri at the i-th qubit and the integration goes
over the adjacent disk. We also defined the Fourier transforms of the time
evolution of Pauli matrices  (t) = eiH t e iH t as
 +i ( ) =  
1
 2
✓
  
2
4
+
 z 
2
   
2
z
4
◆
 +i
+
 x
 2
✓
  z
2
+
 
2
◆
 zi  
 2x
4 2
  i ,
and
 zi ( ) =
 x
2 2
✓
  z
2
+
 
2
◆
 +i +
 x
2 2
✓
  z
2
   
2
◆
  i
+
 2x
2 2
 zi . (4.27)
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Figure 4.4: Plot of aCi/d defined in Eq. (11.24) as function of Ri/R0 for
different values of h. The value of the integral is peaked around Ri ⇠ R0
and it increases in general by decreasing the value of h.
By assuming a dogbone-shaped ferromagnet and integrating only over
the adjacent disk as above, we obtain Ai given in Eq. (4.15) with RiL,R
replaced by Ri since there is now only one spin-1/2 qubit below each
disk of the dogbone. The remaining integrals yield the following results
Bi =  2d
3a
0@
⇣
R4i + 3R
2
i (h
2  R20) + (R20 + h2)2
⌘
E (1  w2i )
R2i ((Ri  R0)2 + h2)
p
(Ri +R0)2 + h2
,
 ((Ri  R0)
2 + h2) (R2i + 2 (R
2
0 + h
2))K (1  w2i )
R2i ((Ri  R0)2 + h2)
p
(Ri +R0)2 + h2
!
Ci =
2d
a
((Ri  R0)2 + h2)K (1  w2i )  2 (R2i  R20 + h2)E (1  w2i )
((Ri  R0)2 + h2)
p
(Ri +R0)2 + h2
,
(4.28)
where wi =
q
1  4RiR0(Ri+R0)2+h2 , R0 is the radius of each disk, Ri is the dis-
tance of the i-th qubit to the adjacent dog bone axis, and R0 and h are
defined as in Sec. 4.3. In deriving Eq. (4.23) we took again only ‘on-
resonance’ terms into account (i.e. we neglected  1D? (0) and  1D? (  )).
Furthermore we assumed, as above, that the susceptibility between two
points on different disks of the dogbone is well approximated by the 1D
transverse susceptibility. In the limit where each quantum dot lies on the
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vertical axis going through the center of each cylinder of the dogbone,
the axial symmetry leads to A1 = A2 = C1 = C2 = 0, B1 = B2 = B, and
with  z = 0 we recover the result
Heff = H  +
(g⇤µ0µBµ)2
16 ⇡2a6
B2
32
 1D? ( )(2 
y
1 
y
2 +  
z
1 
x
2 +  
x
1 
z
2) (4.29)
derived in Ref. [83]. The analysis carried out herein assumes arbitrary po-
sitioning of the qubit and allow us to determine the optimal positioning
for the strongest coupling. To this end, we analyze integrals Ai, Bi, Ci,
see Figs. 4.2-4.4. It is readily observed that the coupling strength in-
creases as the vertical distance between the qubit and coupler plane, h,
decreases. Additionally, we observe that the strongest coupling strength
is obtained when the qubit is positioned below the edge of the adjacent
disk.
The derived coupling is valid for any dogbone-like shape of the fer-
romagnet, i.e., it is not crucial to assume disk shape.
Sequence for CNOT gate
The effective Hamiltonian derived in previous section, Eq. (4.23), can be
re-expressed in the following form
Heff =
(g⇤µ0µBµ)2
16⇡2a6
 1D? ( , L) 
T
1 · Hˆ ·  2 +
1
2
  · ( 1 +  2), (4.30)
with  = ( x, 0, z)T and Hˆ being the symmetric matrix with all entries
being non-zero. The question now arises how to construct the CNOT
gate sequence for such a general Hamiltonian. We tackle this problem by
taking first the quantization axis to be along the total magnetic field act-
ing on the two qubits and denote by  ˜i Pauli matrix vector with respect
to this new quantization axis. The Hamiltonian now reads
Heff =
(g⇤µ0µBµ)2
16⇡2a6
 1D? ( , L)  ˜
T
1 · ˆ˜H ·  ˜2 +
1
2
 ( ˜z1 +  ˜
z
2), (4.31)
where the components of the matrix ˆ˜H are given in Appendix 4.A.
We proceed further along the lines presented in Sec. 4.3, i.e., we project
the rotated Hamiltonian, Eq. (4.31), on the subspace spanned by vectors
{|"˜#˜i, |#˜"˜i}. This procedure yields the following result
H 0eff = J˜12( ˜
x
1  ˜
x
2 +  ˜
y
1  ˜
y
2) + ( ˜
z
1 +  ˜
z
2), (4.32)
4.4. COUPLING BETWEEN SPIN-1/2 QUBITS 61
J˜12 =
(µ0g⇤µBµ)2
(4⇡)2a6
 1D? ( ,L)
32 A˜12. The dimensionless constant A˜12 is defined
through the following expression
A˜12 =
 x
2 (36A1A2 + (B1 + 3C1) (B2 + 3C2))
16 2
+
6 x z (A2 (B1   3C1) + A1 (B2   3C2))
16 2
+
2 z (B1B2 + 9C1C2) ( + z)
16 2
. (4.33)
The projected Hamiltonian in Eq. (4.32) is identical to the one already
considered in Sec. 4.3, Eq. (4.16). Thus the CNOT gate sequence can be
obtained in exactly same way, namely via Eqs. (4.17) and (4.18).
Similar to the previously studied case of ST-qubits, the CNOT gate
sequence described in this section is only approximate one. For realis-
tic parameters, with the Zeeman terms two order of magnitude stronger
than the qubit-qubit coupling, this approximate sequence yields fidelity
for the CNOT gate similar to the one previously found in Sec. 4.3.
Figure 4.5: Plot of A˜12 defined in Eq. (4.33) as function of Ri/R0 for dif-
ferent values of h, assuming R1 = R2 and  x = 10 z. The value of the
integral is peaked around Ri ⇠ R0 and it increases in general by decreas-
ing the value of h.
We now use Eq. (4.33) to determine the optimal positioning of the
qubits in order to obtain shortest possible gate operation times. If we
assume that the qubit splitting is predominantly along the x-axis ( x  
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 z), we obtain the behavior illustrated in Fig. 4.5. We conclude that for
all values of h the optimal positioning is below the edge of the adjacent
disk. It is interesting to note that when h⌧ R0 one can obtain more than
two orders of magnitude enhancement compared to the positioning pre-
viously studied in Ref. [83]. In the opposite limit,  x ⌧  z, we observe
behavior illustrated in Fig. 4.6. When also h ⌧ R0 we recover the same
optimal positioning as before—below the edge of the disk, while when
h ⇠ R0, positioning the qubit anywhere below the disk yields approxi-
mately same coupling strength.
Figure 4.6: Plot of A˜12 defined in Eq. (4.33) as function of Ri/R0 for dif-
ferent values of h, assuming R1 = R2 and  x = 0.1 z. The value of the
integral is peaked around Ri ⇠ R0 only for h ⌧ R0 and it increases in
general by decreasing the value of h.
4.5 Coupling between spin-1/2 and ST-qubits
In the previous sections we have considered the coupling of both spin-
1/2 and ST qubits individually. Since each setup has its own advantages
and challenges, it is interesting to show these qubits can be cross-coupled
to each other and thus that hybrid spin-qubits can be formed. This opens
up the possibility to take advantage of the ’best of both worlds.
The Hamiltonian of such a hybrid system reads
H = HF +H  +H⌧ +HI , (4.34)
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where the first three term on left-hand side are given by omitting the
summation over i in Eqns. (4.1), (4.20) and (4.5), respectively. The inter-
action term HI has the following form
HI =
X
r
g⇤µ0µBµ
4⇡r3
✓
  · Sr   3(  · r)(Sr · r)
r2
◆
+ g⇤µB
⇣
BˆzL   BˆzR
⌘
⌧xi , (4.35)
with BˆL,R being given in Eq. (4.9) when index i is omitted. Continuing
along the lines of the previous sections, we perform the second order SW
transformation and obtain the effective coupling between the qubits
Heff =
3(µ0g⇤µB µ)2
256⇡2a6
 1D? ( ) (Re[3A(AL   AR)⇤]⌧x z( )
+ (C⇤(AL   AR)  3B(AL   AR)⇤)⌧x +( ) + h.c
 
+ { i( )!  i, ⌧x ! ⌧x( )}, (4.36)
where AL,R and A are calculated in Eq. (4.15), while B and C are given in
Eq. (4.28).
Similarly as in the previous sections, we find that the optimal cou-
pling for the hybrid case is obtained when the spin-1/2 qubit is posi-
tioned below the edge of one of the two discs while one quantum well of
the ST-qubit is positioned below the other disc center with the other well
being below the disc edge.
4.6 Validity of the effective Hamiltonian
We discuss herein the validity of the effective Hamiltonian derived in
Sec. 4.3 and Sec. 4.4.
Special care has to be taken for the validity of the perturbation theory
employed herein, since we are working close to resonance, i.e.,      F
has to be small but still much larger than the coupling of a qubit to an
individual spin of the ferromagnet. For the perturbation theory to be
valid we also require the tilt of each ferromagnet spin to be sufficiently
small (i.e. hS±r i ⌧ 1). The tilt of the central spin of the ferromagnetic disk
can be estimated by the integral over the dogbone disk D
hS±r i =
Z
D
 ?(r)B?(r) . (4.37)
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Using cylindrical coordinates we then obtain
hS±r i ⇠
µ0µ2B
2a
Z R
0
⇢d⇢
1
(⇢2 + h2)3/2
S
D⇢
, (4.38)
where SD⇢ is the spatial decay of the transversal susceptibility and
1
(⇢2+h2)3/2
is the decay of the dipolar field causing the perturbation of the ferromag-
net. Even though each spin is just slightly tilted, we obtain a sizable
coupling due to big number of spins involved in mediating the coupling.
4.7 Switching mechanisms
In this section we briefly discuss possible switching on/off mechanisms.
These include changing the splitting of the qubits and moving them spa-
tially. The former mechanism is based on the dependence of the suscepti-
bility decay length on frequency, [83] see Eq. (3.69). It is enough to detune
the qubit splitting by less then a percent to switch the qubit-qubit cou-
pling effectively off. This is particularly feasible for the ST-qubits where
qubit splitting can be controlled by all electrical means. Furthermore, the
ST-qubits coupling can be switched off also by rotating them such that
AL = AR, see Eq. (4.14).
The spin-1/2 qubits can be switched either by detuning its splitting
off-resonance with the magnon gap  F or by moving them away from
the dogbone disk, see Figs. 4.5-4.6.
4.8 Coupling strengths and operation times
In Tables 4.1 and 4.2 we present a summary of the effective coupling
strengths and operation times that can be obtained in the proposed setup.
We assume that the qubits are separated by a distance of 1µm andwe give
the remaining parameters in the table captions.
The column captions correspond to four experimentally relevant se-
tups considered in this work (GaAs ST and spin-1/2 quantumdots, silicon-
based quantum dots, and NV-centers). The row captions denote respec-
tively the vertical distance h between the qubit and the disk of the fer-
romagnet, the difference between the qubit splitting   and the internal
splitting  F of the ferromagnet (given in units of energy and in units
of magnetic field), the obtained effective qubit-qubit interaction, and the
corresponding operation time.
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Table 4.1: The parameters used to obtain the numbers below are: Lande´
factor of the ferromagnet gF = 2; disk radius R0 = 50nm; disk thickness
d = 20nm ; Curie temperature T = 550K and thus exchange coupling
J/kB ⇡ 824K; lattice constant of the ferromagent a = 4A˚. We consider
the case  x ⌧  z.
GaAs ST QD GaAs ST QD GaAs spin-1/2 QD
 x ⌧  z |g⇤| = 0.4 |g⇤| = 0.4 |g⇤| = 0.4
Distance h 50nm 50nm 50nm
Splitting  F    1µeV (43.2mT ) 0.5µeV (21.6mT ) 10 2 µeV (0.4mT )
Coupling strength (CS) 1.4⇥ 10 9 eV 1.4⇥ 10 8 2⇥ 10 10 eV
Operation time (OS) 470ns 47ns 3.3µs
 x ⌧  z Silicon-based QD NV-center
Distance h 25nm 5nm
Splitting  F    10 2 µeV (0.1mT ) 10 1 µeV (0.9mT )
Coupling Strength (CS) 2.4⇥ 10 8 eV 1.8⇥ 10 8 eV
Operation Time (OT) 27.4ns 36.6ns
The operation times obtained in Tables 4.1 and 4.2 are significantly
below the relaxation and decoherence times of the corresponding qubits.
Indeed, for GaAs quantum dots T1 = 1s (see Ref. [51]), and T2 > 200µs
(see Ref. [52]), respectively. Here we compare to T2 instead of T ⇤2 since
spin-echo can be performed together with two-qubit gates. [79] Alter-
natively, the T ⇤2 of GaAs qubits can be increased without spin-echo by
narrowing the state of the nuclear spins. [80, 81]
For silicon-based qubits decoherence time up to T2 ⇡ 200µs is achiev-
able. [8] Finally decoherence times of T ⇤2 ⇡ 20µs and T2 ⇡ 1.8ms have
been obtained for N-V centers in diamond. [50]
In Table 4.3, we summarize the obtained coupling strengths and op-
eration times obtained when a ST-qubit is cross coupled with a spin-1/2
qubit.
We have verified that the tilting of the ferromagnet spins given in
Eq. (4.38) remains small. The biggest tilt we obtain (for h = 5nm) is
hS±r i ⇡ 10 7 ⌧ 1. Thus all the result are within the range of validity of
the perturbation theory.
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Table 4.2: We use the same parameters as in Table 4.1 but consider the
case  x    z.
GaAs spin-1/2 QD Silicon-based QD NV-center
 x    z |g⇤| = 0.4 |g⇤| = 2 |g⇤| = 2
Distance h 50nm 25nm 5nm
Splitting  F    10 2 µeV (0.4mT ) 10 2 µeV (0.1mT ) 10 1 µeV (0.9mT )
Coupling strength 1.2⇥ 10 10 eV 1.8⇥ 10 8 eV 3.6⇥ 10 8 eV
Operation time 5.5µs 36.6ns 18.3ns
Table 4.3: We use the same parameters as in Table 4.1 and choose the
splitting  F     = 10 2 µeV for the ST-qubit (the splitting of the other
qubit is taken from Table 4.1) to determine the coupling strengths and
operation times achieved in the hybrid case. The column caption of the
table labels GaAs ST-QD, while the row captions label the three other
qubit systems, considered in this work, to which it can be hybridized.
The left panel corresponds to the case  x ⌧  z while the right panel
corresponds to  x    z.
 x ⌧  z GaAs ST QD
Coupling strength Operation time
GaAs spin-1/2 QD 1.7⇥ 10 9 eV 387ns
Silicon-based QD 1.8⇥ 10 8 eV 36.6ns
NV-center 1.6⇥ 10 8 eV 41.1ns
 x    z GaAs ST QD
Coupling strength Operation time
GaAs spin-1/2 QD 1.3⇥ 10 9 eV 506ns
Silicon-based QD 1.6⇥ 10 8 eV 41.1ns
NV-center 2.2⇥ 10 8 eV 29.9ns ns
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4.9 Conclusions
We have proposed and studied a model that allows coherent coupling of
distant spin qubits. The idea is to introduce a piece of ferromagnetic ma-
terial between qubits to which they couple dipolarly. A dogbone shape
of the ferromagnet is the best compromise since it allows both strong
coupling of the qubits to the ferromagnet and long-distance coupling be-
cause of its slowly decaying 1D spin-spin susceptibility. We have de-
rived an effective Hamiltonian for the qubits in the most general case
where the qubits are positioned arbitrarily with respect to the dogbone.
We have calculated the optimal position for the effective qubit-qubit cou-
pling to be strongest and estimated it. For both the singlet-triplet (ST) and
spin-1/2 qubits, interaction strengths of 10 2µeV can be achieved. Since
decoherence effects induced by the coupling to the ferromagnet are neg-
ligible, [83] we obtain error thresholds of about 10 4 for ST-qubits and for
spin-1/2 qubits. In both cases this is good enough to implement the sur-
face code error correction. [78] Finally, for both types of qubits we have
explicitly constructed the sequence to implement a CNOT gate achiev-
able with a fidelity of more than 99.9%
Our analysis is general and is not restricted to any special types of
qubits as long as they couple dipolarly to the ferromagnet. Furthermore,
the only relevant quantity of the coupler is its spin-spin susceptibility.
Hence, our analysis is valid for any kind of coupler (and not just a ferro-
magnet) that has a sufficiently slowly decaying susceptibility.
This quantum computing architecture retains all the single qubit gates
andmeasurement aspects of earlier approaches, but allows qubit spacing
at distances of order 1 µm for two- qubit gates, achievable with the state-
of-the-art semiconductor technology.
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4.A Rotated Hamiltonian for CNOT gate
Here we give the general form of the matrix eˆH entering Eq. (4.31).
H˜12 = 3 z 
 
z (C
00
2 ( 6 xA01 +B1  z + 3C 01 +z ) + 2 xA001(B2 + 3C 02))
32 3
6 z  z C
00
1 (B2 
 
z   3C 02 +z ) + 3 xi (12A2  xA⇤1   12A1  xA⇤2)
64 3
+
 x ( 4 xA01(B2 + 3C2) + 4A1B2 x +  z (3C1C⇤2 + 2i(B1C 002 +B2C 001 )))
64 3
+
3 xi (12A1 2xC
0
2 + 3C
⇤
1 
 
z (2A2   C2 x) + (2B1 A002  z + 3iC1 A⇤2  z ))
64 3
,
(4.39)
H˜13 = 2 ( 
z
z(B2 x(B1   3C 01)  3B1(2 zA02 + xC 02))  6B2 2xA01)
64 2
+
9 xC⇤2(2A1 x + C1   C1 z) + 9C⇤1  z (2A2 z + C2 x)
64 2
+
18 xA⇤1(2A2 z + C2 x) + 18 zA
⇤
2(2A1 x + C1   C1 z)
64 2
,
(4.40)
H˜23 = 3i (2i( x( 
 
z (B1C
00
2 +B2C
00
1 ) + 2iB2 xA
0
1) + 2iB1 zA
0
2 
 
z ))
64 2
+
12i (A1B2 2x + A2B1 z 
 
z ) + 9i xC
⇤
2(2A1 x   C1 + C1 z)
64 2
+
3i (6 zA⇤2( 2A1 x   C1 + C1 z)  6 xA⇤1(C2 x   2A2 z))
64 2
+
3i (3C⇤1 
 
z (2A2 z + C2 x))
64 2
, (4.41)
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H˜11 = 2(6B2 x zA
0
1    z (6B1 xA02 +B2 z(B1   3C 01)  3B1 zC 02))
32 2
+
18 xA⇤2(2A1 x + C1   C1 z)  9C⇤1  z (C2 z   2A2 x)
32 2
+
18 xA⇤1(2A2 x   C2 z) + 9 zC⇤2( 2A1 x   C1 + C1 z)
32 2
,
(4.42)
H˜22 =  9C
⇤
2(2A1 x   C1 + C1 z) + 18C2 xA⇤1 + 9C2C⇤1  z
32 2
+
2(6B2 xA01 + 
 
z (B1(B2 + 3C
0
2) + 3B2C
0
1))
32 2
, (4.43)
H˜33 = 0 , (4.44)
and the rest of the components H˜ij are obtain from H˜ji by exchanging
i$ j.

Part II
Self-Correcting Quantum
Memories and Long-Range
Interactions
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CHAPTER 5
Introduction
Realizing qubits with long coherence time is a basic requirement for quan-
tum information processing. [88] A promising strategy to achieve this
goal is to make use of quantum error correcting codes, where a single
logical qubit is represented by suitable entangled states of a collection of
many spins. This allows to detect and correct a finite number of errors
acting on the individual physical spins of the code. [11] Furthermore,
if the quantum code is the ground space of a gapped Hamiltonian, er-
rors in the memory lead to excitations in the spin system and they can
be suppressed at low temperature. In this respect, stabilizer Hamilto-
nians (given by a sum of mutually commuting Pauli operators) are of
special importance [11, 89] and a particularly interesting class are sta-
bilizer Hamiltonians with topological order, where the distance of the
code grows as a power of the system size L (see Refs. [12, 90] for a rigor-
ous definition of topological quantum order and the consequences on the
stability of the ground subspace under local Hamiltonian perturbations).
Models with topological order were already known in the context of lat-
tice gauge theory [91, 92] and a pioneering example applied to quantum
information is the toric code proposed by Kitaev. [14]
However, several limitations of this type of models appear when put
in contact with an external environment. [15, 16, 93, 94, 95, 96, 97, 98, 99,
100, 101, 102, 103] Most importantly, it was shown that at any finite tem-
perature the lifetime of the toric code does not grow with system size.
[15, 16, 94, 95] This is a generic feature of stabilizer Hamiltonians with
short-range interactions in one and two dimensions since, while the dis-
tance of the code increases with L, the energy barrier to perform a logical
error is bounded by a constant. Indeed, it was shown that not only the
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toric code but a large class of 1-, 2-, and 3-dimensional Hamiltonians suf-
fer from the aforementioned thermal instability of quantum information.
[98, 104, 105] This is in contrast to the classical case, where magnetic de-
vices allow the construction of self-correcting hard drives that are stable
against both local perturbations and thermal excitations. In the case of
the toric code, the excitations of the system can be represented as pairs of
classical diffusing anyons and the aforementioned energy barrier is sim-
ply the energy cost to create a single anyon pair. Therefore, it is of crucial
importance to devise new architectures where such gap is enhanced and
the anyon population is exponentially suppressed. A four-dimensional
generalization of the toric code has been proposed and studied [15, 106].
In this model, the logical operators are membranes and not strings, and
therefore the energy barrier to perform a logical operation increases with
the size of the memory. This is the only model that is truly self-correcting
and that has a lifetime growing exponentially with L. Unfortunately, this
models is not directly realizable in our three-dimensional space. Propos-
als for three-diemnsional spin Hamiltonians with local few-spin inter-
actions that do not fall victim to the aforementioned no-go results exist
[107, 108, 109, 110] but none of them is expected to allow for a storage
time increasing arbitrarily with system size
On the positive side, it has been shown that repulsive long-range in-
teractions between anyons lead to storage times that grow polynomi-
ally in L. [16, 111, 112, 113] The toric code can be realized as a low-
energy effective Hamiltonian of the Kitaev honeycomb model, [27, 114]
and long-range interactions between anyons appear in the presence of a
non-local coupling with cavity modes extending over the whole memory.
[16] Such memories are called self-correcting, as their stability against er-
rors caused by the thermal environment is “built in” in the sense that no
active (measurement-based) error correction is required. In similar ap-
proaches, long-range attractive interaction between anyons as a way to
suppress their motion across the memory has been proposed in Ref. [15]
and later studied in Ref. [97] by coupling the toric code to a bosonic bath.
In this case the diffusion of anyons is reduced by the attractive interaction
and the memory lifetime increases polynomially with L, but the model
requires unbounded-strength interactions between anyon operators and
the bosonic bath [97]. References [115, 116] studied disorder as a means
to hinder quantum propagation of anyons.
In Chapter 6, we propose a way to engineer the replulsive long-range
interactions between anyons of the toric code. Anyon-anyon interactions
correspond to eight-body interactions and as such cannot directly be real-
ized in nature. We thus start from the honeycomb model (involving only
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two-body interactions) and introduce a linear modification of the Ising
interactions due to the presence of quantized cavity fields. This allows to
control the properties of the low-energy toric code Hamiltonian, which
can serve as a quantum memory, by tuning the physical parameters of
the cavity modes, like frequencies, photon occupations, and coupling
strengths. We study the properties of the model perturbatively by mak-
ing use of the Schrieffer-Wolff transformation and show that, depending
on the specific setup, the cavity modes can be useful in several ways.
They allow to detect the presence of anyons through frequency shifts and
to prolong the lifetime of the memory by enhancing the anyon excitation
energy or mediating long-range anyon-anyon interactions with tunable
sign.
In Chapter 7, we propose the first model for a self-correcting quantum
memory that satisfies all the criteria listed in Section 1. This is achieved
by locally coupling a 2D toric code to a 3D system. We propose to embed
the toric code into a 3D cubic lattice of hopping bosons. The stabilizer
operators of the toric code are then locally coupled to the bosonic anni-
hilation and creation operators. This system is closely related to another
model that we study, namely a toric code coupled to a 3D bulk ferro-
magnet in a broken-symmetry state at finite temperature. In both cases
an effective Hamiltonian is derived for the toric code in which the en-
ergy penalty required to create anyons grows linearly with L, and thus
the lifetime of the quantum memory grows exponentially with L (for the
ferromagnet this is true only in the presence of sufficiently slow thermal
noise). While we make use of perturbation theory to study the toric code
coupled to the FM, the coupling to the hopping boson system is exactly
solvable via a polaron transformation.
Before going into more details, we would like to present the main as-
pects of the two-dimensional toric code as it is an essential building block
of the followingmodels. Our discussion is mainly based on Refs. [14, 15].
5.1 The toric code
The toric code [13, 14] of linear size L consists of 2L2 spin-1/2 qubits
located at each edge of a square lattice with toric boundary conditions,
see Fig. 5.1. Associated to each square unit cell of the lattice, define a
plaquette p as the union of the four sites around the corresponding unit
cell. Similary, a star s is defined as the union of the four sites surrounding
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vertex s. Associated to each plaquette and star we define the operators
Zp =
Y
i2plaquette(p)
 zi and Xs =
Y
i2star(s)
 xi . (5.1)
Here  i = ( xi ,  
y
i ,  
z
i ) are the usual Pauli operators. The plaquette and
star operators mutually commute, commute with each other, and have
eigenvalues±1. We can thus define the following frustration free Hamil-
tonian
H =  J
X
p
Zp   J
X
s
Xs , (5.2)
where J > 0. The ground state manifold ofH is the space L of states that
are invariant under the action of Zp and Xs,
L = {|⌦0i : Zp|⌦0i = Xs|⌦0i = |⌦0i, 8 p, s} . (5.3)
We refer to Zp and Xs as stabilizer operators. We identity L as the code
subspace where the quantum information is encoded. As a side remark,
note that the toric code is a specific example of the more general stabilizer
codes [11] and the corresponding stabilizer Hamiltonians are defined by a
sum of commuting Pauli operators.
A straightforward counting argument allows one to conclude that
dim(L) = 4 and therefore that two logical qubits can be stored in L. In-
deed, the number of spins being 2L2 the dimension of the Hilbert space
is 22L2 . However, only 2L2   2 stabilizers are independent sinceY
s
Xs =
Y
p
Zp = 1 . (5.4)
Therefore, the dimension of L is given by 22L2/22L2 2 = 4. More gener-
ally, when the lattice resides on a surface with genus g, the ground-state
degeneracy is 4g.
Define logical operators as the operators that cause transitions between
the states of the logical qubits. From Eq. (5.3), we infer that the logi-
cal operators must commute with all stabilizers but cannot be written as
products of Zp’ s and Xs’s.
Define the path operators
Sx(`) =
Y
i2`
 xi and S
z(`) =
Y
i2`
 zi , (5.5)
where the path ` = {i1, i2, . . . , in} is a (ordered) sequence of nearest-
neighbor sites. By definition, when ` = `c is a loop, then Sx,z(`c) commute
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with all stabilizer operators. However, one needs to distinguish between
two kinds of loops: topologically trivial (i.e. contractible) loops `tc and
topologically nontrivial (i.e. non-contractible) loops `ntc . It is easy to show
that the operators Sx(`tc) and Sz(`tc) can always be written as a product
of stabilizers and thus that they act trivially on the code subspace. On
the contrary, operators of the form Sx(`ntc ) and Sz(`ntc ) commute with all
stabilizer operators but are not generated by products of Xs’s and Zp’s.
We thus define
X1,2 =
Y
i2`1,2
 xi and Z1,2 =
Y
i2`01,2
 zi , (5.6)
as the four logical operators, with `1,2 and `01,2 topologically nontrivial,
see Fig. 5.1. We thus conclude that local operations do not allow to dis-
tinguish between the states of the logical qubits and highly non-local op-
erations are required. In connection to this, it has been demonstrated
in Ref. [12] that Hamiltonian (5.2) is protected against sufficiently weak,
local, and static perturbations of the Hamiltonian; the effect of such per-
turbations on the energy splitting of the ground-state manifold is expo-
nentially suppressed with the linear size L of the lattice. The toric code
thus represents a stable quantum memory at zero temperature.
Quasiparticle-like Excitations and Error Correction
A state | i carries a quasiparticle-like excitation whenever it exsists a
plaquette p1 or a star s1 such that Zp1 | i =  | i or Xs1 | i =  | i.
On the torus, due to condition (5.4), excitations can only be created in
pairs. Since  xi anticommutes with two Zp’s and  zj anticommutes with
two Xs’s, a two-particle state takes the form
| (`)xi = Sx(`)|⌦0i or | (`)zi = Sz(`)|⌦0i , (5.7)
where ` is an open path on the lattice. The operators Sx(`) and Sz(`) cor-
respond to strings of bit-flip errors  xi and phase errors  zi respectively.
The operator Sx(`) creates two excited plaquettes at the ends of the path
`, these are x-type excitations. Similarly, the operator Sz(`) creates two
excited stars at the ends of `, these are z-type excitations. From Eq. (5.2)
we infer that the energy to create a pair of excitations is 4J and that it
does not require any further energy to separate the quasiparticles. Both
z- and x-type excitations are (abelian) anyons as their statistics is neither
bosonic, nor fermionic. Consider the initial state | ii = Sx(`)Sz(`0)|⌦0i
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s#
X1#
X2#
Z2#
1
 1 (1)
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1
 1 (1)
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  1 (1)
 2 (2)
1
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L#
Figure 5.1: Toric code lattice. The black dots represent spin-1/2 particles
residing on each edge of the quadratic lattice with toric boundary condi-
tions. Associated to each plaquette p and star swe define plaquette oper-
ators Zp and star operators Xs as in Eq. (5.1). The four logical operators
X1,2 ands Z1,2 are defined in (5.6) and are associated to the topologically
nontrivial loops `1,2 and `01,2.
containing two x-type particles at the end of path ` and two z-type par-
ticles at the end of path `0. Apply an operator Sz(c) that moves one of
the z-type particles around a x-type particle along a topologically trivial
loop c. Since ` and c have an odd number of sites in common, it is clear
that {Sz(c), Sx(`)} = 0. The final state reads
| fi = Sz(c)Sx(`)Sz(`0)|⌦0i =  Sx(`)Sz(c)Sz(`0)|⌦0i
=  Sx(`)Sz(`0)|⌦0i =  | ii , (5.8)
where we have used the facts that [Sz(c), Sz(`)] = 0 and Sz(c) can be
written as a product of Zp’s.
Let us now consider a general loop `c. The operators Sx,z(`c) do not
produce any anyons and Sx,z(`c)|⌦0i is a groundstate of H . We are thus
interested in the effect of such loops of bit-flip or phase errors (that we
now generically call physical errors) on the code subspace. Again we
have to disitnguish between trivial loops `tc and nontrivial loops `ntc of
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physical errors. Trivial loops cross `1,2 and `01,2 an even number of times
and Sx,z(`tc) commutes with all logical operators. Nontrivial loops do
not cross all the paths `1,2 and `01,2 an even number of times; Sx,z(`ntc )
anticommutes with one logical operator and implements a logical error
in the code subspace L. Since the weight of the minimal-weight Pauli
operator that induces transitions between states in L is L, we say that the
toric code has distance L.
Error Correction and Thermal Stability
Assume that the the toric code is subject to random bit-flip errors (X)
and phase errors (Z) with probability p, namely
⇢! (1  p)2I⇢I + p(1  p)X⇢X + p(1  p)Z⇢Z + p2Y ⇢Y . (5.9)
Such an error scheme leads to creation of anyons, to annihilation of ex-
isting anyons, or to hopping of an anyon to a nearby plaquette or star.
Here we summarize how error correction is envisioned. After a cer-
tain time, the external observer measures the position of the excitations
outputs an error syndrome. It is assumed that the position of anyons can
be measured but no additional information about the actual position of
the strings of physical errors can be extracted. In order to return into
the groundsubspace, the external observer performs an error correcting
scheme which consists in annihilating pairs of ayons. In doing so, the
observer involves either only topologically trivial loops or some topolog-
ically nontrivial loops of physical errors. In the first scenario the original
stored quantum information is retrieved, while in the second scenario a
logical operator is applied onto the code subspace and the stored quan-
tum information is lost.
For the error channel (5.9), the toric code can be mapped to a random-
bond Ising model. [15] This procedure allows one to derive a critical
fraction of physical errors fc = 0.11. Below fc, error correction succeeds
with probability one in the thermodynamic limit. Above fc retrieval of
the stored quantum information is not possible.
In the presence of thermal environment, it it has been shown that the
toric code does not represent a stable quantum memory (see discussion
above for a list of references). Here we follow the same line of reason-
ing as in Ref. [16] and explain intuitively the reason for such a thermal
fragility. The coupling of the toric code to a thermal bath leads to cre-
ation of anyon pairs with rate  ( 4J), to annihilation of existing anyon
pairs with a rate  (4J) =  ( 4J)e4J  (detailed balance condition), and to
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hopping of an anyon to a nearest-neighbor site with rate  (0) (that we as-
sume to be different than zero). The precise form of the rates   depends
on the precise nature of the thermal environment. Assume thatN anyons
are present in the system. After a time t, the fraction f of physical errors
can be estimated to be
f ⇡ N (0)t/2L2 . (5.10)
As we argued above, error correction fails for f   fc, or in other words
after a time
⌧ ⇡ 2fc e
 J + 1
 (0)
, (5.11)
where the density of anyons N/L2 = 1/(e J + 1) is given by the Fermi-
Dirac distribution at temperature T = 1/ . From Eq. (5.11) we infer that
the lifetime ⌧ does not depend on the size of the memory and thus cannot
be improved by increasing L. This negative result has its origin in the fact
that as soon as a pair of anyons is created at constant energy cost 4J , the
anyons can move through the whole memory without additional energy
penalty. In other words the energy barrier to perform a logical operation
is constant.
The scope of Part II is to modify Hamiltonian (5.2) in order to make
the quantummemory stable against thermal noise. In particular, in Chap-
ter 7 we propose a model that satisfies all the four criteria for a self-
correcting quantum memory presented in Chapter 1.
CHAPTER 6
QuantumMemory Coupled to
Cavity Modes
Adapted from:
Fabio L. Pedrocchi, Stefano Chesi, and Daniel Loss,
“Quantum Memory Coupled to Cavity Modes”,
Phys. Rev. B 83, 115415 (2011).
Inspired by spin-electric couplings in molecular magnets, we introduce
in the Kitaev honeycomb model a linear modification of the Ising inter-
actions due to the presence of quantized cavity fields. This allows to
control the properties of the low-energy toric code Hamiltonian, which
can serve as a quantum memory, by tuning the physical parameters of
the cavity modes, like frequencies, photon occupations, and coupling
strengths. We study the properties of the model perturbatively by mak-
ing use of the Schrieffer-Wolff transformation and show that, depending
on the specific setup, the cavity modes can be useful in several ways.
They allow to detect the presence of anyons through frequency shifts
and to prolong the lifetime of the memory by enhancing the anyon ex-
citation energy or mediating long-range anyon-anyon interactions with
tunable sign. We consider both resonant and largely detuned cavity
modes.
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6.1 Introduction
In analogy to the spin-electric coupling in molecular magnets, [117, 118,
119] we consider a modification of the Ising couplings of the type Jx,y !
Jx,y +  x,y(a + a†). In this paper we study in detail the effect of such a
coupling in the honeycomb model by making use of perturbation theory
and show that cavity modes can be useful in several ways, not only to
mediate long-range interactions between anyons.
For example, they allow to realize a basic operation such as the read-
out of the error syndrome or, in other words, to detect the presence of
anyons across the memory. To achieve this, it is sufficient to couple lo-
cally a single cavity mode to the desired read-out site and to detect its
frequency shift, similar to a scheme demonstrated for superconducting
qubits. [120, 121] As we will see in the next sections, a single cavity mode
can also be used to resonantly enhance the anyon gap while, to generate
an anyon-anyon interaction of the desired sign, two cavity modes are
required. Such a variety of situations corresponds to different specific
configurations for the interaction between the cavity modes and the spin
model, which we analyze by making use of perturbation theory. Our
work is based on the Schrieffer-Wolff transformation, [122, 75] which can
be easily applied to the Kitaev honeycomb model, even in the presence
of cavity modes, to obtain explicit expressions for the parameters of the
quantum memory.
The detailed outline of the paper is as follows: we start with Sec. 6.2
by introducing the model Hamiltonian and discuss the physical moti-
vation of the coupling. We then describe in Sec. 6.3 the perturbative
framework in general terms. In Sec. 6.4 we consider different read-out
schemes. In Sec. 6.5 we study the enhancement of the gap produced by
a single resonant cavity mode. In Sec. 6.6 we obtain long-range anyon-
anyon interactions from a specific coupling scheme with two resonant
cavity modes. We conclude with Sec. 6.7 by studying the effect of off-
resonant cavity modes and present in Appendices 6.A-6.D an extended
discussion of several technical aspects and derivations.
6.2 Model
The Kitaev honeycomb model [27] is a two dimensional version of the
quantum compass model defined on a Honeycomb lattice. [29, 31] It con-
sists of 2N spin-1/2 particles located at the sites of a honeycomb lattice
with nearest-neighbor Ising interactions and is illustrated in Fig. 6.1b).
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b)
a)
Figure 6.1: Illustration of the Kitaev honeycomb model with cavity
modes. a) Schematic view of the honeycomb model at the center of an
optical or microwave cavity. The two shaded areas represent mirrors
and the curves in the middle two quantized cavity modes with frequen-
cies !1,2 to which the spin model couples according to Eq. (6.2). b) Kitaev
honeycomb lattice. The spins are represented by white or black dots re-
spectively belonging to the A or B sublattice. Ising interactions of type
 x x along x-links (red),  y y along y-links (green), or  z z along z-links
(blue) are represented by colored links with different directions (see the
upmost schematic diagram). Strongly interacting z-dimers are depicted
by thick blue links and form a lattice with basis vectors e1,2 while t is
a vector which connects A- and B- sublattice sites. Cavity modes (here,
two of them, with frequencies !1,2) modify the Ising interactions of cer-
tain links (as indicated by dashed lines), according to Eq. (6.2).
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The interaction between two neighboring spins is either  x x,  y y, or
 z z, depending on the direction of the link connecting the two spins.
In this work we are interested in the limit when the  z z-couplings are
much stronger than the other ones. Therefore, the model can be seen as
consisting ofN weakly coupled dimers, forming a triangular lattice with
unit vectors e1,2, as shown in Fig. 6.1b).
In this work, we consider the following generalization of the Kitaev
honeycomb Hamiltonian
H =
X
↵
!↵a
†
↵a↵  
X
a
Ka,z 
z
a 
z
a+t
 
X
a
Ka,x 
x
a 
x
a+e1+t  
X
a
Ka,y 
y
a 
y
a+e2+t, (6.1)
where the three last sums run over all vectors a = n1e1 + n2e2 (n1,2 2 Z)
pointing to aA-sublattice site (white dots), t is a vector which connectsA-
(white dots) and B- (black dots) sublattice sites and  x, y, z are the usual
spin Pauli operators. In Eq. (6.1), we have assumed that the Ising cou-
plings Ka,k (with k = x, y, z) are site dependent. Furthermore, we intro-
duced a collection of cavity modes labeled by ↵, with frequency !↵, and
annihilation operators a↵. We propose that they are coupled to the spin
model as follows:
Ka,k = Ja,k +
X
↵
 a,k,↵(a↵ + a
†
↵), (6.2)
where Ja,k are the unperturbed Ising couplings, and  a,k,↵ describe the
linear change due to the cavity modes (see Fig. 6.1). The original Kitaev
model is recovered for  a,k,↵ = 0 and Ja,k = Jk, independent of the lattice
site. For simplicity, we also assume in the rest of this work Kz = Jz, but
we keep the more general form of coupling [Eq. (6.2)] forKa,x and Ka,y.
To physically justify Eq. (6.2), we note that Ising couplings can be
engineered in a variety of systems, for example between quantum dots,
[123] Josephson Junction qubits, [124, 125, 32], atoms in optical lattices,
[30, 126] and doped coupled cavities.[127] Anisotropic spin interactions
are also present inmolecularmagnets [117, 118, 119] and between pseudo-
spin orbital states. [29] Recently, theoretical proposals to engineer the
honeycomb model in Mott insulators with strong spin-orbit coupling
were discussed in Refs. [31, 128]. Metal-oxide compounds (layered iri-
dates of type A2IrO3, with A = Li,Na) were considered there as promis-
ing materials. In these systems, the strength of the magnetic interaction
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Figure 6.2: Pictorial representation of superexchange interactions. The
bridge sites (dots in the middle of each x-link) mediate the magnetic  x x
interactions between the spins (dots at each site of the honeycomb lat-
tice). Here, the x-links have a nonvanishing dipole moment and can thus
be linearly coupled to external electric fields. By controlling the equilib-
rium position of the bridge sites, the coupling to the cavity modes can in
principle be tuned locally.
can bemodified by external perturbations, in particular electric andmag-
netic fields. [125, 123, 117, 118, 119] Such perturbations can be gener-
ated by charged nanomechanical systems (e.g., cantilevers) or quantized
electromagnetic fields (e.g., in cavities and transmission line resonators
[120, 121, 129]), thus realizing a coupling of the type of Eq. (6.2). As a
more specific example, we would like to mention molecular magnets.
In this case, electric fields can be used to modify the overlap of the or-
bital wavefunctions and thus the resulting magnetic interactions, which
are determined by exchange or super-exchange mechanisms. Strongly
anisotropic (Ising-like) magnetic interactions can arise here in the pres-
ence of spin-orbit coupling. [117, 118, 119]
A linear effect in the electric field, as in Eq. (6.2), can only exist if
the electric-dipole of the underlying bond is not zero or, in other terms,
if the inversion symmetry of that bond is broken. This is illustrated in
Fig. 6.2 for the x-links, assuming the presence of superexchange interac-
tions mediated via an auxiliary site (the so-called bridge site). Figure 6.2
also illustrates that only selected links can be coupled to the cavitymodes
since y- and z-bonds have no dipole moment and thus  a,k,↵ = 0. Finally,
Fig. 6.2 suggests that  a,k,↵ can be controlled locally. By realizing Fig. 6.2
in a quantum dot setup,  a,k,↵ could be made zero or not by changing the
equilibrium position of the bridge sites with static electric gates.
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Figure 6.3: Mapping of the Kitaev honeycomb model to the toric code.
Left-hand side: each z-dimer, formed by a black and a white spin [see
also Fig. 6.1b)], corresponds to a new lattice site (large blue dots). To these
new sites, hard-core bosons and effective spins are associated. A low-
energy (zero hard-core bosons) toric code Hamiltonian for the effective
spins is obtained by perturbation theory. The resulting toric code model
is schematically illustrated on the right-hand side. The dark and white
unit cells on the left-hand-side correspond now to plaquette (p) and star
(s) operators, respectively.
6.3 Perturbative approach
Exact results for the Kitaev honeycomb model exist for arbitrary val-
ues of Jx,y,z [27] but they do not include couplings to the cavity modes.
Therefore, we study Eq. (6.1) with perturbation theory. This is indeed
appropriate if the model is intended to be a quantum memory, since
for Jx,y ⌧ Jz the honeycomb model can be mapped to the toric code.
[27, 114] Without cavity modes, perturbative treatments of the honey-
comb model can be found in Ref. [27] where the author makes use of
Green’s functions, and more recently in Ref. [114] with the perturbative
continuous unitary transformationmethod. [130, 131] This work is based
on a different approach, namely on the Schrieffer-Wolff (SW) transforma-
tion, [122, 75] which can be applied in a straightforward way to Eq. (6.1),
as we will see in the next sections.
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Hard-core boson transformation
The first step of our analysis consists in the hard-core boson transforma-
tion presented in Ref. [114], which maps each z-dimer to a particle and
an effective spin, see Fig. 6.3. The two spins of each z-dimer can be ei-
ther parallel or anti-parallel and, if we assume that Jz > 0, the parallel
configuration has lower energy than the anti-parallel one. The excited
dimers can thus be in terpreted as particles (hard-core bosons) with en-
ergy 2Jz, and the remaining degree of freedom as an effective spin-1/2.
More explicitly:
| "ia ⌦ | "ia+t,= | * 0ia, | #ia ⌦ | #ia+t = | + 0ia,
| #ia ⌦ | "ia+t = | * 1ia, | "ia ⌦ | #ia+t,= | + 1ia,
where the four possible spin configurations of a given dimer (left-hand
sides) are mapped to states with 0, 1 hard-core boson and +,* effective
spin. If we rewrite the above transformation in operator language we
obtain
 xa+t = ⌧
x
a(b
†
a + ba),  
x
a = b
†
a + ba,
 ya+t = ⌧
y
a(b
†
a + ba),  
y
a = i⌧
z
a(b
†
a   ba),
 za+t = ⌧
z
a,  
z
a = ⌧
z
a(1  2b†aba),
(6.3)
where b†a (ba) creates (destroys) a hard-core boson and ⌧x,y,za are the Pauli
operators of the effective spin-1/2 at site a. At distinct sites a and a0,
bosonic commutation relations are satisfied:
[ba, b
†
a0 ] = 0, if a 6= a0. (6.4)
Furthermore, {ba, b†a} = 1.
By making use of these bosonic operators, we can rewrite the first line
of Eq. (6.1) simply as
H0 =
X
↵
!↵a
†
↵a↵ + 2Jz
X
a
b†aba, (6.5)
which represents the unperturbed Hamiltonian. Here and in the rest of
the paper we drop an inessential constant  JzN .
Perturbation operators
We now consider the second line of Eq. (6.1), which constitutes our per-
turbation. By rewriting the spin operators by making use of Eq. (6.3), we
obtain that Eq. (6.1) takes the following form
H = H0 + T0 + T 2 + T+2, (6.6)
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where
T0 =  
X
a,k
(Ka,kta,k + h.c.) := f0(Ka,k), (6.7)
T+2 =  
X
a,k
Ka,kva,k := f+2(Ka,k), (6.8)
T 2 = (T+2)
† := f 2(Ka,k), (6.9)
with k = x, y. As in Ref. [114], we defined the hopping operators
ta,x = b
†
a+e1ba⌧
x
a+e1 , (6.10)
ta,y =  ib†a+e2ba⌧ ya+e2⌧ za, (6.11)
and the hard-core boson creation operators
va,x = b
†
a+e1b
†
a⌧
x
a+e1 , (6.12)
va,y = ib
†
a+e2b
†
a⌧
y
a+e2⌧
z
a. (6.13)
In other words, T+2( 2) creates (destroys) two nearest-neighbor hard-core
bosons and T0 makes a hard-core boson hop to a nearest-neighbor unoc-
cupied dimer.
It is also useful to keep track of the change in the number of pho-
tons: whenever a hard-core boson is created, destroyed, or hops from one
site to another, a photon might be simultaneously created or destroyed.
Therefore, we introduce Tm↵n operators, where the lower label (n = 0,±2,
as before) refers to the change in the number of hard-core bosons, while
the upper label (m = 0,±1) indicates that the number of photons inmode
↵ changes by m. Such operators are simply defined by substituting in
Eqs. (6.7-6.9) the full couplings Ka,k by the appropriate quantity, Ja,k,
 a,k,↵a↵, or  a,k,↵a†↵. By using the notation introduced in Eqs. (6.7-6.9),
which define the fn functions, we can write
T 0n = fn(Ja,k), (6.14)
T+↵n = fn( a,k,↵)a
†
↵, (6.15)
T ↵n = fn( a,k,↵)a↵. (6.16)
Clearly, the Tn is also given by a sum of the Tm↵n :
Tn = T
0
n +
X
↵,±
T±↵n . (6.17)
Furthermore, the energy change corresponding to Tm↵n is immediately
obtained from the energies 2Jz and !↵ of the hard-core bosons and the
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photons respectively, and can be expressed through the following com-
mutation relations
[H0, T
m↵
n ] = (2nJz +m!↵)T
m↵
n . (6.18)
Note that we use here the convention 0↵ ⌘ 0 such that T 00 and T 0±2, which
do not change the state of the cavity, are defined independently of the
value of ↵.
SW transformation and correspondence to the toric code
In the perturbative limit we are interested in, the SW transformation al-
lows to obtain an effective Hamiltonian in a desired subspace up to an
arbitrary order in perturbation theory. For the convenience of the reader,
we summarize the general procedure in Appendix 6.A, and provide there
the general formulas appropriate for the type of Hamiltonian of interest
in this work, up to the fourth perturbative order. Since the quantum in-
formation is encoded in the spin degrees of freedom, we always consider
the low-energy subspace where no hard-core boson is present. On the
other hand, we will generally allow the modes of the cavity to be excited,
to study how the presence of a finite photon population affects the prop-
erties of the memory. While the treatment of Appendix 6.A is completely
general, the resulting fourth-order expressions involve toomany terms to
be presented here. It is instead interesting to consider specific coupling
schemes and physically relevant regimes, in which only a few dominant
contributions are important. Several examples will be examined in detail
in the following sections.
In the remaining of this section we restrict ourselves to the case with-
out cavity modes, and derive the toric code from the formulas of Ap-
pendix 6.A. By setting all the  a,k,↵ to zero, the Tn operators coincide with
T 0n and all the summations on the photon indexes i, j, k, r in Eqs. (6.90-
6.92) can be dropped. By applying such formulas in the subspace with
zero hard-core bosons we obtain
Heff =   1
4Jz
T 2T+2 +
1
16J2z
T 2T0T+2
  1
128J3z
T 2T 2T+2T+2   1
64J3z
T 2T0T0T+2
+
1
64J3z
T 2T+2T 2T+2, (6.19)
were we wrote explicitly the third-order term in the second line, even if
it gives no contribution: a hardcore-boson pair created by T+2 from the
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Figure 6.4: Honeycomb lattice with two distinct x-couplings Kx1,2 and
two distinct y-couplings Ky1,2 .
vacuum, followed by a T0 hopping process, cannot be annihilated by the
T 2 operator. In general, only even orders appear in the perturbation
theory and Eq. (6.91) always evaluates to zero. It is also worth pointing
out that Eq. (6.19) is the same as the one derived in Ref. [114] with the
perturbative continuous unitary transformation approach.
If we now explicitly write Eq. (6.19) in terms of spin operators, by
using Eqs. (6.7-6.9) with Ka,k = Jk, the toric code Hamiltonain is ob-
tained. [14] As a slight generalization, we consider here the case when
four distinct couplings enter, namely Jx1,2 and Jy1,2 . This specific scheme
is illustrated in Fig. 6.4 and leads to
Heff =  J
2
x1 + J
2
x2
4Jz
N
2
  J
2
y1 + J
2
y2
4Jz
N
2
 J
2
x1J
2
y1 + J
2
x2J
2
y2
16J3z
N
2
+
J2x1J
2
y2 + J
2
x2J
2
y1
16J3z
N
2
 2(J
2
x1J
2
x2 + J
2
y1J
2
y2)
64J3z
N +
J4x1 + J
4
x2
64J3z
N
2
+
J4y1 + J
4
y2
64J3z
N
2
 Jx1Jy1Jx2Jy2
16J3z
X
a
Wa. (6.20)
This result will be useful later, when in Sec. 6.7 we will discuss the non-
resonant coupling of the cavity modes to the spin Hamiltonian. The first
three lines are a constant and can thus be dropped for the moment. We
have kept them here since they will become important in Sec. 6.7, when
the Jx1,2 , Jy1,2 will be generalized to full couplings Kx1,2 , Ky1,2 , including
the cavity modes.
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The last line of Eq. (6.20) is expressed in terms of the spin operators
Wa, defined as
Wa = ⌧
z
a⌧
y
a+e2⌧
y
a+e1⌧
z
a+e1+e2 . (6.21)
Note that the Wa operator involves four dimers, connected by two x-
links and two y-links. We will use sometimes the expression that such
links ‘belong to’ the corresponding operator Wa. The Wa operators are
mutually commuting and can be rewritten in terms of stars and plaque-
ttes of the toric code, as introduced in Ref. [14]. In order to see this
correspondence, we perform a spin rotation. [114] If the spin lies at a site
which is the bottom corner of a dark unit cell (see the left-hand side of
Fig. 6.3)
⌧x =  sy, ⌧ y = sx, ⌧ z = sz, (6.22)
otherwise
⌧x = sy, ⌧ y = sz, ⌧ z = sx. (6.23)
We have now that half of the unit cells of the lattice of dimers (the dark
unit cells in the left-hand side of Fig. 6.3) corresponds to plaquette oper-
ators Bp of the form szszszsz. The other half of the cells (the empty ones
in the left-hand side of Fig. 6.3) corresponds to star operators As of the
form sxsxsxsx. By setting Jx1 = Jx2 = Jx and Jy1 = Jy2 = Jy, Eq. (6.20)
gives back the result of Refs. [14, 114]
Heff =  
J2x + J
2
y
4Jz
N   J
4
x + J
4
y
64J3z
N
 J
2
xJ
2
y
16J3z
 X
s
As +
X
p
Bp
!
. (6.24)
In the following we will use the simpler notation in terms of theWa op-
erators, by keeping in mind thatX
a
Wa =
X
s
As +
X
p
Bp. (6.25)
6.4 Read-out schemes
As a first application of the coupling of the honeycomb spin model to
cavity modes, we show that it allows the read-out of the eigenvalues of
the star and plaquette operators. This is a basic requirement if the toric
code model is aimed to be a quantum memory, since the knowledge of
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such eigenvalues (the error syndrome) is needed to perform the error-
correction algorithm and to retrieve the encoded information.
We start by discussing an example when a single cavity mode, with
unperturbed frequency ! and annihilation operator a, allows to read the
eigenvalue of a single operatorWar , for a given site ar. The specific cou-
pling scheme we consider for Eq. (6.2) is as follows, for the x-links:
Kar,x = Kar+e2,x = Jx +  x(a+ a
†), (6.26)
and Ka,x = Jx otherwise. Furthermore, Ka,y = Jy for all the y-links. In
other terms, only the two x-links which belong to the War operator are
coupled to the cavity mode. This allows to read-out the eigenvalue of
War from an indirect measurement since we obtain the following effec-
tive Hamiltonian
Heff =

!   2 
2
x
4Jz   !  
4 2xJ
2
y
(4Jz   !)3War
 
a†a, (6.27)
which is derived from Eq. (6.1) by applying the general formalism of
Appendix 6.A. In particular, as described in more detail in Appendix 6.B,
we have evaluated Eqs. (6.90) and (6.92) for the specific coupling scheme
under consideration, keeping only the terms diagonal in the number of
photons and assuming the resonant condition
(4Jz   !)⌧ 4Jz,!. (6.28)
This implies that, at each order, only resonant terms contribute to Eq. (6.27),
i.e., the ones where only powers of (4Jz !) appear in the energy denom-
inators. Here, and in the rest of this work, we also assume (4Jz   !) > 0,
such that the state with zero hard-core bosons is the unperturbed ground
state of the resonant subspace.
Equation (6.27) shows that the frequency of the cavity is now
!   2 
2
x
4Jz   ! ⌥
4 2xJ
2
y
(4Jz   !)3 . (6.29)
Therefore, it is sufficient to detect the change in the frequency of the cav-
ity mode, which is conditioned by the eigenvalue of War (±1). Let’s also
recall from Sec. 6.3 that the lattice site ar determines if the operatorWar ,
defined in Eq. (6.21), corresponds to a star (empty unit cells in the left
hand side of Fig. 6.3) or a plaquette (dark unit cells in the left hand side
of Fig. 6.3) of the toric code model.
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It is worth mentioning that a similar read-out scheme was demon-
strated in superconducting circuits for a single qubit: in that case the role
ofWar is played by  z of the qubit being read, dispersively coupled to a
transmission line resonator. [120, 121] The frequency shift of the cavity
mode can be determined in transmissionmeasurements. Indeed, propos-
als for the realization of the honeycomb spinHamiltonianwith supercon-
ducting circuits already exist, [32] and it is conceivable that our readout
scheme could also be realized in this type of systems. Note that the read-
out must take place in a time interval which is much smaller than the
typical time for a spin to flip. This condition can be satisfied for a single
superconducting qubit, since the relaxation time can reach about 10 µs,
while the response time of the measurement is a few hundred nanosec-
onds. [121] However, the signal to noise ratio is presently too low to
allow single shot read-out. Besides superconducting systems, also spin
qubits in semiconductor nanostructures can be coupled to transmission
line resonators via spin-orbit interactions. In particular, InAs nanowire
quantum dots were discussed in Ref. [132].
We now address the problem ofmeasuring all the stars and plaquettes
of the memory. As discussed already at the end of Sec. 9.2, we can imag-
ine that all the couplings  a,x,↵ can be switched on/off. For our read-out
scheme, this implies that the site ar can be freely chosen and all plaque-
ttes and stars can be successively measured, one after the other. This
method is not efficient in terms of the total read-out time for the whole
memory, but has the advantage of using a single cavity mode. Having at
disposal many cavity modes (ideally, one for each site of the memory),
much more efficient schemes can be realized.
Consider in particular a set of sites ⌦ = {a↵}, each of them corre-
sponding to an operator Wa↵ which we would like to measure with a
cavity mode ↵. For simplicity, we assume that all frequencies and cou-
plings are equal, which can be realized with an array of identical res-
onators. Each mode ↵ (in particular, the read-out of its frequency) can
be addressed individually and is coupled to the two x-links of the corre-
spondingWa↵ operator in the following way
Ka↵,x = Ka↵+e2,x = Jx +  x(a↵ + a
†
↵), (6.30)
while Ka,x = Jx and Ka,y = Jy for all the remaining links. We further
require that
if a↵ 2 ⌦, then a↵ ± e2 /2 ⌦, (6.31)
such that two operators Wa↵1 , Wa↵2 never share a x-link and thus no
virtual process couples theWa↵ operators to more than one cavity mode
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in lowest-order. Then, the read-out of a single site can be generalized to
obtain the following effective Hamiltonian:
Heff =
X
a↵2⌦

!   2 
2
x
4Jz   !  
4 2xJ
2
y
(4Jz   !)3Wa↵
 
a†↵a↵, (6.32)
Therefore, we can read-out simultaneously the eigenvalues of all Wa↵
through the shifts of the corresponding cavity mode frequencies. This
procedure can be used to measure the state of the full memory in two
steps only. This requires to have a cavity mode for eachWa operator and
being able to turn on/off all the spin-electric couplings. Then, we can
apply the above procedure twice in a checkerboard configuration where,
in the first step, we turn on the couplings of only the plaquette operators
and, in the second step, the couplings of only the star operators.
6.5 Resonant enhancement of the gap from a
single cavity mode
We discuss in this and the following sections how the cavity modes can
be used to prolong the lifetime of the encoded information. As shown in
Sec. 6.3, the honeycomb model (6.1) in the absence of cavity modes and
with uniform couplings (Ka,x = Jx and Ka,y = Jy) is equivalent to the
toric code model of Eq. (6.24), up to fourth order in perturbation theory.
This effective model can be used as a quantum memory encoding two
qubits in the ground space, and the lifetime is essentially determined
by the energy gap. [14] As it can be seen in Eq. (6.24), the excitations
correspond to sites where Wa =  1. They can also be interpreted as
anyons, [14] with anyon numbers na defined as
Wa = 1  2na, (6.33)
at each site a of the lattice. If Wa = +1, then no anyon is present, i.e.
na = 0. Instead, if Wa =  1 one anyon is present, i.e. na = +1. In
Eq. (6.24), the anyons are noninteracting particles with energy
µ0 =
J2xJ
2
y
8J3z
. (6.34)
In the present section, we consider how to obtain a noninteracting toric
model in the presence of a single cavity mode, and how the gap of the
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model is affected by the cavity. We refer to the next section for a discus-
sion of anyon interactions induced by two cavity modes, as proposed in
Ref. [16].
As for the single-site read-out discussed in Sec. 6.4, the cavity mode
has unperturbed frequency ! and annihilation operator a, but the cou-
pling scheme is as follows, for all the x-links:
Ka,x = Jx +  x(a+ a
†), (6.35)
while Ka,y = Jy for all the y-links. Our analysis can also be simply ex-
tended to non-homogeneous couplings, when  x becomes site-dependent.
The read-out scheme of Eq. (6.26), where only two x-links are affected by
the cavity, provides an explicit example.
To obtain an effective Hamiltonian, we assume again here the reso-
nant condition of Eq. (6.28), which allows us to keep only the leading
term (with resonant energy denominators) in the perturbative contribu-
tions of Eqs. (6.90) and (6.92). The interested reader can find more details
of the derivation in Appendix 6.B. The final result reads
Heff = !a
†a   
2
xN
4Jz   !a
†a  4 
2
xJ
2
y
(4Jz   !)3a
†a
X
a
Wa, (6.36)
where the modified gap of the model is immediately seen to be
µ =
8 2xJ
2
y
(4Jz   !)3 ha
†ai, (6.37)
which is proportional to the number of photons populating the cavity
mode. In fact, comparing µ to the bare gap µ0 of Eq. (6.34), the quan-
tity  2xha†ai appears instead of J2x . Furthermore, the denominator is in
terms of (4Jz   !), which can be made smaller by simply changing the
frequency of the cavity, in contrast to the bare value Jz. Indeed, we as-
sumed (4Jz   !) ⌧ Jz, see Eq. (6.28). These facts make the effect of that
cavity very interesting, because the resonant gap µ can be made larger
than µ0. Here and in the rest of this work, we assume that the cavity
is driven out of equilibrium. The average ha†ai appearing in Eq. (6.37)
corresponds to the non-equilibrium photon population of the cavity and
can be large.
Note however that the gap cannot be made arbitrarily large. In par-
ticular, the perturbative expansion requires  x
pha†ai, Jx,y < (4Jz   !),
which implies µ < Jy. Still, for given values Jx,y ⌧ Jz, an enhancement
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factor of the bare gap µ0 of order J3z /J2xJy can be achieved, by an appro-
priate design of the cavity and excitation of the resonant mode. Such
increase in the gap has a dramatic effect on the life-time of the quantum
memory, if µ can become larger than the temperature T . In this case, the
population of anyons is exponentially suppressed and the life-time ⌧ in-
creases accordingly. The following approximate formula was proposed
[95, 97, 16]
⌧ ' 2fc e
µ/kBT + 1
D
, (6.38)
where D is the diffusion constant of the anyons and the prefactor fc can
be interpreted as a critical fraction of errors. [16] The value of D de-
pends on the details of the thermal bath, especially whether it is Ohmic
or super-Ohmic, and can also contain a dependence on µ (see Ref. [16]
for an extended discussion).
Finally, we recall that the exact solution in the absence of cavitymodes
[27] also displays a gapless phase, away from the perturbative regime
(i.e., when Jx,y,z have comparable values). The influence of the cavity
mode on this gapless phase is an interesting question: since in the reso-
nant case the role of 4Jz is played by 4Jz   !, it can be expected that not
only the gap of the system can be modified by tuning ! around 4Jz, but
also a transition from the gapped to the gapless phase could be induced
by changing the parameters of the cavity. These nonperturbative aspects
will be the subject of future investigations.
6.6 Long-Range interactions
It was shown in Ref. [16] that repulsive long-range interactions between
anyons have a beneficial effect on the memory. Since cavity modes spa-
tially uniform across thememory realize interactionswith constant strength,
we consider the following effective model
Heff = µ
X
a
na +
A
2
X
a,a0
nana0 , (6.39)
where a,a0 run over all theN sites of the lattice 1 and the anyon numbers
na = 0, 1 are defined as in Eq. (6.33). Note that, differently from Ref.
[16], we do not distinguish here between star and plaquette anyons, but
all of them interact among each other. The effect of the interactions on
the memory lifetime can be understood in terms of a mean-field gap µmf,
1We also include in the interaction term of Eq. (6.39) a self-energy correction A/2.
6.6. LONG-RANGE INTERACTIONS 97
which includes the repulsion energy (if A > 0) from the average anyon
density nmf :
µmf = µ+ nmfAN, (6.40)
where nmf is determined self-consistently as nmf = 1/(eµmf/kBT + 1) as-
suming an equilibrium density of anyons at temperature T .
It is the purpose of this section to study how the model (6.39) is real-
ized perturbatively and when the effect of the interactions becomes rel-
evant. A noticeable feature of Eq. (6.40) is that, assuming constant µ,A,
the mean-field gap increases with N . This is because the contribution
from the interaction (second term) grows and becomes eventually the
dominant term for sufficiently large N . The effect is to reduce the anyon
density nmf and prolong the memory lifetime. [16] However, two main
differences appear in the explicit perturbative derivation:
(i) The parameters µ andA acquire in general a nontrivial dependence
on N . Therefore, it is possible that the anyon gap µ dominates the size-
dependence of the gap, instead of the interaction contribution.
(ii) The requirement to strictly remain in the perturbative regime im-
poses restrictions to the size of the system, below which in many cases
the interaction contribution is small with respect to µ.
However, we also find specific coupling schemes and appropriate
range of parameters for which the interactions become the dominant ef-
fect.
Coupling scheme and resonant effective Hamiltonian
As suggested in Ref. [16], we consider two cavitymodeswith frequencies
!x,y and annihilation operators ax,y. To have twomodes is useful because
it allows to change the sign of the interaction, by choosing the frequencies
and photon occupations of the two cavitymodes. The first (second)mode
couples to one half of the x(y)-couplings. In particular, by referring to the
color code of Fig. 6.4, we assume
Ka,x = Jx +  x(a
†
x + ax), for the red x-links, (6.41)
while Ka,x = Jx for the yellow x-links and
Ka,y = Jy +  y(a
†
y + ay), for the green y-links, (6.42)
while Ka,y = Jy for the white y-links.
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We obtain the effective Hamiltonian for the toric code model from a
SW transformation by assuming, as in the previous sections, that the two
modes are resonant
(4Jz   !x,y)⌧ Jz,!x,y. (6.43)
Although this considerably simplifies the treatment, still several contri-
butions are present when evaluating the second and fourth order expres-
sions, as discussed in more detail in Appendix 6.C. The following much
simpler expression is obtained
Heff = !
0
xa
†
xax + !
0
ya
†
yay
 1
2
"X
↵=x,y
JxJy x y
(4Jz   !↵)3
#  
a†xay + axa
†
y
 X
a
Wa, (6.44)
by imposing the more restrictive condition
|!0x   !0y|⌧ (4Jz   !x,y)⌧ Jz,!x,y. (6.45)
In Eqs. (6.44) and (6.45) we defined
!0↵ = !↵  
N
2
 2↵
4Jz   !↵ , (6.46)
where the second term is generally a small correction to the frequencies,
due to perturbative restrictions to the size of the system [see Eq. (6.100)].
A feature of the scheme considered here is that no term diagonal in the
photon modes which couples to
P
aWa appears at fourth order. This is
because each cavity mode only interacts with a single link of each Wa
operator, and thus at most one photon operator per mode can appear in
combination with
P
aWa. Therefore, all the couplings toWa in the effec-
tive fourth-order Hamiltonian are off-diagonal in the photon operators.
As a first approximation, due to Eq. (6.45), we only kept one of these
terms, namely the one appearing in the second line of Eq. (6.44) which is
resonant in the difference of the two cavity mode frequencies.
By performing a second SW transformation of Eq. (6.44) in the photon
modes (in the same way described in Ref. [16]) and keeping only terms
involving spin operators, we obtain
Heff =
A
8
 X
a
Wa
!2
, (6.47)
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where A is is given by
A = 2
"X
↵=x,y
JxJy x y
(4Jz   !↵)3
#2 ha†xaxi   ha†yayi
!0x   !0y
. (6.48)
By rewriting Eq. (6.47) in terms of anyons we obtain:
Heff =  AN
2
X
a
na +
A
2
X
a,a0
nana0 . (6.49)
As announced, the effective parameters µ and A have a dependence
on N which in the case of the interaction strength A can be quite weak
[it appears through the denominator !0x   !0y, see Eqs. (6.48) and (6.46)].
Instead, the chemical potential is approximately linear in N
µ =  AN
2
, (6.50)
which makes it the dominant effect. Therefore, it is required for the sta-
bility of the na = 0 ground state that A < 0, which leads to µ > 0 and
can be realized by an appropriate choice of the frequencies !0↵ and pho-
ton occupations ha†↵a↵i. The anyon interaction is in this case negative,
which has the unfavorable effect of reducing the non-interacting gap, but
it becomes quickly negligible with N . Note that, for a gap which grows
linearly with system size, the lifetime is prolonged exponentially with N
at low temperature, as shown in Eq. (6.38).
Interpretation in terms of anyon-holes
An interesting aspect of Eq. (6.47) is that it is symmetric with respect
to the change of sign of all the Wa. Therefore, it is useful to define the
anyon-hole number
n¯a = 1  na, (6.51)
which describe excitations of the ground state withWa =  1 for every a.
Clearly, transforming Eq. (6.47) in terms of the n¯a leads to anHamiltonian
with the same form of Eq. (6.49). Another interesting way to rewrite
Eq. (6.47) in a symmetric way is by considering both types of particles
present in the memory (i.e., at each site either an anyon or an anyon-hole
is present). This gives:
Heff =  A
2
X
a,a0
n¯ana0 , (6.52)
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describing a long-range interaction between anyons and anyon-holes.
For for A < 0 such interaction is repulsive and the ground state is com-
pletely occupied with one type of particles, say anyon-holes. The appear-
ance of anyons in the memory then results in a repulsive contribution
from the ⇠ N anyon-holes already present in the ground-state. This pic-
ture provides a natural interpretation of the system size dependence of
the gap, in terms of long-range interactions.
As a side remark, we consider again themodel Hamiltonian Eq. (6.39),
but with with constant coefficients µ,A. By rewriting Eq. (6.39) in terms
of anyon-holes we obtain:
Heff =  (µ+ AN)
X
a
n¯a +
A
2
X
a,a0
n¯an¯a0 . (6.53)
Differently from Ref. [16], we now assume A < 0. Then, the first term of
Hamiltonian (6.53) is a size-dependent chemical potential which for large
system size becomes positive, while the second term describes a long-
range attractive interaction. Therefore, if we want to use this system as
a quantum memory, we can encode a state in the memory full of anyons
(Wa =  1 for every a, instead of +1). In this situation, the role of the
anyons and the anyon-holes is interchanged. For example, a spin-flip
will now produce a pair of anyon-holes which diffuse in the memory
and destroy the information. However, since the chemical potential of
the anyon-holes increases linearly with the system size, one can prolong
the lifetime of the memory by making the system size bigger.
Off-resonant contributions to the anyon gap
We have assumed so far the resonant condition (6.45), such that we could
keep only a single termwhich couples to the star and plaquette operators
[the second line of Eq. (6.44)]. However, many contributions to the gap
and interactions exist in general and we show here that for some regime
of parameters it is possible that µ in Eq. (6.39) becomes zero. In this case,
the interactions between anyons have a dominant effect.
We consider again the effective photon Hamiltonian up to fourth or-
der, obtained from Eqs. (6.89) and (6.92), but keep two additional terms
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with respect to Eq. (6.44)
Heff = !
0
xa
†
xax + !
0
ya
†
yay  
N
4
X
↵=x,y
J↵ ↵
4Jz   !↵
 
a↵ + a
†
↵
 
 
"X
↵=x,y
J2↵¯J↵ ↵
(4Jz   !↵)3 (a↵ + a
†
↵)
#X
a
Wa
 
"X
↵=x,y
JxJy x y
2(4Jz   !↵)3
#  
a†xay + axa
†
y
 X
a
Wa, (6.54)
where in the second line ↵¯ = y if ↵ = x and vice-versa. For some de-
tails on the derivation of this expression, we refer to Appendix 6.C. In
Eq. (6.54), the second line generates now a chemical potential for the
anyons in combinationwith the second-order term in the first line. There-
fore, Eq. (6.50) gets modified as follows
µ =  AN
2
+
X
↵=x,y
J2xJ
2
y  
2
↵
(4Jz   !↵)4!0↵
N. (6.55)
Equation (6.55) shows that the effect of the off-resonant terms becomes
negligible if !0↵ is sufficiently large. However, this new contribution to
the chemical potential appears to lower order in the perturbation expan-
sion than the first term (sixth order in the parameters Jx,y,  x,y instead of
eighth order). Therefore, it is possible to make the off-resonant contribu-
tion of the same size of the resonant one by slightly relaxing the condition
(6.45). Note that the second term in Eq. (6.55) is always positive and can
only be canceled ifA > 0, which is possible by choosing suitable frequen-
cies and photon occupations of the twomodes [see Eq. (6.48)]. The anyon
interaction is therefore repulsive and the final Hamiltonian is similar to
the case studied in Ref. [16].
As a specific example, we plot µ in Fig. 6.5 as function of N , by using
in Eq. (6.55) suitable numerical values of the couplings, such that µ is ap-
proximately zero. Since the dependence on N of Eq. (6.55) is not exactly
linear for both terms (due toA and !0↵), µ cannot be made zero identically
for arbitrary N . Nevertheless, in a range of parameters, it is sufficiently
small that the repulsive anyon interaction becomes the dominant effect.
This we show by plotting in Fig. 6.5 the mean-field gap µmf, obtained
from Eq. (6.40), which can be much larger than the non-interacting gap
µ.
The effect of the interactions is very beneficial since it allows to obtain
µmf in themK range, while the original gapwithout cavities is J2xJ2y/8J3z '
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Figure 6.5: Mean-field gap µmf, given by Eq. (6.40) with A as in Eq. (6.48),
plotted for different temperatures (solid curves). The dashed curve is
the bare gap µ of Eq. (6.55). We used Jz = 1011 K, Jx1,2 = Jy1,2 = 22 K,
ha†xaxi = 100, ha†yayi = 0,  x =  y = 0.21 K, !x = 3991 K, and !y = 3980 K.
30 µK. However, although the interacting regime presents interesting as-
pects, it seems more useful in practice to take advantage of the resonant
enhancement of the gap discussed in Sec. 6.5. This is realized if each
mode couples to all the corresponding (x- or y-) links, instead of half of
them. The final result is the same of Eq. (6.37), including two resonant
modes
µ '
X
↵
8 2↵J
2
↵¯
(4Jz   !↵)3 ha
†
↵a↵i. (6.56)
With the same parameters of Fig. 6.5, Eq. (6.56) gives µ ' 0.1 K, much
larger than the maximum value µmf ' 1 mK of Fig. 6.5. As discussed,
the effect of the interaction becomes larger with system size, but unfor-
tunately the perturbative treatment is only strictly applicable within a
limited range of values of N . Conditions for N are discussed in Ap-
pendixes 6.B and 6.C, and lead to an upper bound for N similar to the
largest value in Fig. 6.5.
6.7 Cavity modes out of resonance
In the previous sections, we generally assumed that the different cavity
modes are resonantly coupled to thememory, i.e., !↵ ' 4Jz. We now con-
sider the case of largely detuned modes. Since cavity modes with large
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frequency !↵   Jz have a small effect on the spin model, we consider
the opposite limit:
!↵ ⌧ 4Jz, (6.57)
and show that many results of the previous sections have an analog in
this regime. As before, we can still compute the SW effective Hamilto-
nian given by Eqs. (6.90) and (6.92), but it is not possible now to pick
a few resonant terms at each order of perturbation theory. However, as
shown in Appendix 6.D, the final result can be obtained from the calcula-
tion without cavity modes, by substituting Ja,x, Ja,y with the correspond-
ing full couplings (6.2):
Ja,x ! Ka,x, Ja,y ! Ka,y. (6.58)
Given this simple prescription, the expression Eq. (6.20) for the Kitaev
model with four distinct couplings Jx1,2 , Jy1,2 proves to be useful for sev-
eral configurations.
We consider first a single cavity mode coupled homogeneously to the
x-links as in Eq. (6.35), which amounts to set
Jx1,2 ! Jx +  x(a+ a†), Jy1,2 ! Jy, (6.59)
in Eq. (6.20). As in Sec. 6.5, we can neglect the off-diagonal terms in the
photon Hamiltonian and obtain
Heff =
✓
!    
2
xN
2Jz
◆
a†a  J
2
y [J
2
x +  
2
x(2a
†a+ 1)]
16J3z
X
a
Wa, (6.60)
which shows an enhancement of the gap from the cavity mode. Even if
the gap from Eq. (6.60) does not have a resonant denominator, it is still
possible to increase it by driving the cavity to a large photon population.
From the point of view of the perturbative treatment, the only condition
to be satisfied in Eq. (6.60) for the number of photons is  x
pha†ai ⌧ Jz.
We now consider the anyon interactions and choose the same cou-
pling scheme of Sec. 6.6 with two cavity modes ax,y respectively coupled
to half of the x- or y-links. More explicitly, we set in Eq. (6.20)
J↵1 ! J↵ +  ↵(a↵ + a†↵), J↵2 ! J↵, (6.61)
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where ↵ = x, y. By keeping only terms which are relevant for the star
and plaquette operators (see Appendix 6.D), we obtain
Heff = !
00
xa
†
xax + !
00
ya
†
yay  
N
4Jz
X
↵=x,y
J↵ ↵(a↵ + a
†
↵)
  J
2
xJ
2
y
16J3z
X
a
Wa  
"X
↵=x,y
J2↵¯J↵ ↵
16J3z
(a↵ + a
†
↵)
#X
a
Wa
  JxJy x y
16J3z
 
axa
†
y + a
†
yax
 X
a
Wa (6.62)
which is in complete analogy with Eq. (6.54), except that the first
P
aWa
term in the second line (present even without cavity modes) is not ne-
glected here, since all the energy denominators are non-resonant. In
Eq. (6.62) we defined
!00↵ = !↵  
N
4Jz
 2↵, (6.63)
where the second term is generally a small correction in the perturbative
regime. As in the previous section, we perform a second SW transforma-
tion in the photon field and obtain the following effective Hamiltonian
by making use of the resonant condition !00x ' !00y
H =
A
8
 X
a
Wa
!2
, (6.64)
where
A = 2
✓
JxJy x y
8J3z
◆2 ha†xaxi   ha†yayi
!00x   !00y
. (6.65)
Similar to Sec. 6.6, we can rewrite Eq. (6.64) in terms of the anyon num-
bers na, in the form of Eq. (6.39), with A given by Eq. (6.65) above and
a chemical potential µ =  AN/2, approximately proportional to the sys-
tem size. We recall again that A can be made either positive or negative,
depending on the sign of ha†xaxi   ha†yayi and (!00x   !00y), with A < 0 lead-
ing to a stable memory. As in Sec. 6.6, if we stay a little bit away from the
!00x ' !00y resonance, the lower-order terms become relevant and we can
write the following expression for the chemical potential of the anyons
µ =  AN
2
+
J2xJ
2
y
8J3z
+
X
↵=x,y
J2xJ
2
y  
2
↵N
16J4z!
00
↵
, (6.66)
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which can be put to zero by choosing A > 0 and for some specific choice
of parameters. This allows to recover the same situation of Sec. 6.6, when
the dynamics of the system is solely determined by the long-range posi-
tive interaction between the anyons.
6.8 Conclusion
In this paper we have analyzed a generalization of the Kitaev honeycomb
model, which includes the influence of quantized cavity modes. The cou-
pling is realized by a linear modification of the Ising interactions which
should be relevant for a variety of systems. [29, 30, 31, 32, 117, 118, 119,
120, 121, 123, 124, 125, 126, 127] We have studied this model in the per-
turbative regime, when the low-energy Hamiltonian is a generalization
of the toric code and the setup can thus be seen as a quantum memory.
We have considered different coupling schemes and shown that the pres-
ence of cavity modes can be useful in several ways.
More specifically, cavity modes allow to read-out the state of the star
and plaquette operators. An efficient read-out scheme of the error syn-
drome is an essential prerequisite to perform any error-correction algo-
rithm. [15, 133] The simplest way to achieve this goal is to couple one
cavity mode to the desired star or plaquette and to detect the correspond-
ing frequency shift, similarly to a read-out scheme for single supercon-
ducting qubit in circuit quantum electrodynamics. [120, 121] An array of
multiple resonators allows to measure all the star or plaquette operators
simultaneously.
Secondly, we studied cavity modes coupled homogeneously across
the whole memory. We have considered both setups with one and two
cavity modes, resonantly coupled or with very small frequencies. For
the case of a single cavity we have obtained the dependence of the anyon
gap from the photon number and frequency of the mode, and shown
that a large enhancement is possible with an excited cavity at resonance.
Having two cavity modes allows to realize long-range interactions with
tunable sign among anyons and a size-dependent chemical potential. In
this case, the relevant excitation energy is a mean-field gap [16] which, in
some parameter regimes, is essentially due to the anyon interactions and
is generally much larger than the original gap without cavities. Since the
lifetime of the memory depends exponentially on the value of the gap
at low temperature, these results might lead to a dramatic prolongation
of the memory lifetime. From a more general perspective, the extension
of the honeycomb Hamiltonian considered in this work allows to have
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additional control on the properties of the model, through the specific
features of the coupling scheme and the possibility of tuning the param-
eters characterizing the cavity modes.
6.9 Acknowledgments
We would like to thank Mircea Trif for insightful suggestions. We also
acknowledge useful discussions with Jan Fischer, Dimitrije Stepanenko,
and Ying-DanWang. This work was supported by the Swiss NSF, NCCR
Nanoscience Basel, the DARPA QUEST program, and the EU project
SOLID.
6.A SW transformation
For the convenience of the reader, we summarize here the formalism of
the Schrieffer-Wolff (SW) transformation [122, 75] and show how it can
be applied to the general class of Hamiltonians of interest in this work.
General formalism
Consider a Hamiltonian H with a projector PH on an invariant subspace
(i.e., a direct sum of eigenspaces) and two known projectors P and Q =
1   P , such that the subspace of P has the same dimension of the one of
PH . A SW transformation is defined as a unitary transformation U = eS
with block off-diagonal S which maps the subspace of PH into P . There-
fore, P = eSPH and the transformed Hamiltonian Hd = UHU † is block
diagonal:
PSP = QSQ = 0, (6.67)
and
PHdQ = QHdP = 0. (6.68)
It is useful to define the superoperator L as
LA = [S,A], (6.69)
such that, in the superoperator language, the transformed Hamiltonian
Hd takes the following compact form:
Hd = e
LH. (6.70)
Let’s now consider anHamiltonian that can be decomposed in a dom-
inant partH0 and a small perturbation V = Vd+Vod, where the spectrum
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of H0 is divided in a low-energy space (P projects onto the low-energy
space) and a high-energy space (Q = 1 P projects onto the high-energy
space). By definition, the diagonal perturbation Vd and the off-diagonal
perturbation Vod satisfy the following equations
PVdQ = QVdP = 0,
PVodP = QVodQ = 0. (6.71)
Since V is assumed to be small, we can expand S andL in a series, namely
S =
X
n=1
Sn, and L =
X
n=1
Ln, (6.72)
where LnA := [Sn, A]. If we require that the off-diagonal part vanishes at
each order, we find the following recursive relations for the Sn operators[75]
(n = 1, 2, 3, ...)
S1 = L
 1
0 Vod, (6.73)
S2 = L
 1
0 L1Vd, (6.74)
S3 =  1
3
L 10 L
3
1 (H0) + L
 1
0 L2Vd, (6.75)
. . .
where L0A := [H0, A]. It is now possible to find general expressions for
the low-energy effective Hamiltonian at each order, namely
H(1)eff = PVdP, (6.76)
H(2)eff =
1
2
PL1VodP, (6.77)
H(3)eff =
1
2
PL2VodP, (6.78)
H(4)eff =
1
2
PL3VodP   1
24
PL31VodP, (6.79)
. . .
Application to a general class of Hamiltonians
In this section, we want to apply the formalism presented above to a
general class of Hamiltonians relevant to this work:
H = H0 +
X
j,n
T jn, (6.80)
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defined on a product Hilbert space H1 ⌦ H2. From Eq. (6.17), it is clear
thatH of Eq. (6.1) has the above form. The unperturbed spectrum (given
by H0) can be described in terms of a single type of excitations in H1 (in
our case, hard-core bosons) and a set of excitations in H2, labeled by an
index ↵ (in our case, photons belonging to different cavity modes). The
operators T jn acts on H1 by changing the number of hard-core bosons by
n (in our case, n = 0,±2) and on H2 according to the index j. This can
assume the values j = m↵, indicating that the number of photons of type
↵ changes by m (in our case, m = 0,±1). As discussed in the main text,
we also use the convention 0↵ ⌘ 0, such that there is a unique set of T 0n
operators (which do not change the photon number of any mode).
At this point, we define the low-energy space of this system as the
lowest energy eigenspace in H1. Therefore, P is the projector onto the
subspace with no hard-core bosons, andQ = 1 P in the subspace where
some hard-core boson is present. The diagonal and off-diagonal pertur-
bations are given by
Vd =
X
j
T j0 +Q
X
j
X
n 6=0
T jn| {z }
=:B
Q, (6.81)
Vod = PBQ+QBP. (6.82)
We assume in the following, as appropriate for our case,
PT j0 = T
j
0P = 0, (6.83)
and that the energy change due to the T jn operators is given by  ✏jn. There-
fore, the following commutation relations hold:
⇥
H0, T
j
n
⇤
=  ✏jn T
j
n. (6.84)
In the simplest case, the excitations also correspond to energy quanta, as
in Eq. (6.18).
It is nowpossible to calculate S1,2,3 according to Eqs. (6.73-6.75), which
6.A. SW TRANSFORMATION 109
give
S1 =
X
i
X
n

PT inQ
 ✏in
  h.c.
 
, (6.85)
S2 =
X
i,j
X
n,m

PT inQT
j
mQ
 ✏in( ✏
i
n +  ✏
j
m)
  h.c.
 
, (6.86)
S3 =
X
i,j,k
X
n,m,l
"
PT inQT
j
mQT
k
l Q
 ✏in( ✏
i
n +  ✏
j
m)( ✏in +  ✏
j
m +  ✏kl )
+
1
3
PT inQT
k
l PT
j
mQ+ PT
j
mQT
i
nPT
k
l Q
 ✏in ✏
k
l ( ✏
i
n +  ✏
j
m +  ✏kl )
 2
3
PT inQT
j
mPT
k
l Q
 ✏in ✏
k
l ( ✏
i
n +  ✏
j
m +  ✏kl )
  h.c.
#
, (6.87)
where every term with n = 0 vanishes because of Eq. (6.83) and h.c. de-
notes hermitian conjugates (note that all the Sp are anti-hermitian). These
hermitian conjugate terms can be written in a form similar to the ones ex-
plicitly appearing in the square parenthesis, by making use of 
T in
 †
= T i n, and  ✏
 i
 n =   ✏in. (6.88)
With the help of Eqs. (6.76-6.79), we finally obtain the low-energy ef-
fective Hamiltonian up to fourth order:
H(1)eff = 0, (6.89)
H(2)eff =
1
2
X
i,j
X
n,m

PT inQT
j
mP
 ✏in
+ h.c.
 
, (6.90)
H(3)eff =
1
2
X
i,j,k
X
n,m,l

PT inQT
j
mQT
k
l P
 ✏in( ✏
i
n +  ✏
j
m)
+ h.c.
 
, (6.91)
H(4)eff =
1
2
X
i,j,k,r
X
n,m,l,q
"
2
3
 PT inQT jmPT kl QT rq P
 ✏in ✏
k
l ( ✏
i
n +  ✏
j
m +  ✏kl )
+
1
3
PT inQT
k
l PT
j
mQT
r
q P + PT
j
mQT
i
nPT
k
l QT
r
q P
 ✏in ✏
k
l ( ✏
i
n +  ✏
j
m +  ✏kl )
  1
12
PT inQT
j
mPT
k
l QT
r
q P + 3PT
i
nQT
r
q PT
j
mQT
k
l P
 ✏in ✏
j
m ✏kl
+
PT inQT
j
mQT
k
l QT
r
q P
 ✏in( ✏
i
n +  ✏
j
m)( ✏in +  ✏
j
m +  ✏kl )
+ h.c.
#
, (6.92)
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where again h.c. are hermitian conjugate terms.
6.B SW transformation with a single cavity
mode
We consider in this Appendix the application of the SW formalism to the
case when a single cavity mode is present, coupled only to x-links. This
is useful for both Secs. 6.4 and 6.5, where a read-out scheme and the effect
of the cavity mode on the gap were studied.
Derivation of the effective Hamiltonian
In this case, the perturbation is given by T 0n and T±n operators, where we
drop the index ↵ since only one mode is present. The treatment of the
previous Appendix 6.A can be easily applied to this case, where  ✏jn of
Eq. (6.84) is as in Eq. (6.18), with !↵ = !. Since we are interested in the
resonant case (4Jz   !)⌧ 4Jz,!, the relevant energy differences are
 ✏ +2 =   ✏+ 2 = 4Jz   !, (6.93)
 ✏00 = 0. (6.94)
It is then possible to directly apply Eqs. (6.90) and (6.92), keeping only
the terms where the energy denominators are obtained from  ✏ +2,  ✏
+
 2,
and  ✏00, which leads to
Heff = !a
†a  1
4Jz   !
✓
1
2
T+ 2T+2 + h.c.
◆
+
1
(4Jz   !)3
✓
5
8
T+ 2T
 
+2T
+
 2T+2  
1
4
T+ 2T
+
 2T
 
+2T+2
 1
8
T+ 2T+2T
+
 2T
 
+2  
1
2
T+ 2T
0
0 T
0
0 T+2 + h.c.
◆
. (6.95)
where T+2 = T 0+2 + T
+
+2 + T
 
+2, as defined in Eq. (6.17).
The effective Hamiltonian (6.95) is valid in the subspace with zero
hard-core bosons, but is not diagonal in the number of photons. There-
fore, it represents an effective Hamiltonian for the cavity and it requires
to be further diagonalized to obtain the energy eigenstates. The explicit
form of the photonHamiltonian depends on the specific coupling scheme
of the cavity to the links of the model, which is reflected in the T jn oper-
ators. As an example, we assume the homogeneous coupling scheme
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(6.35), to all the x-links of the model, and consider first the terms up to
second-order. Evaluating the first line of Eq. (6.95) in terms of effective
spins and photon operators gives
Heff = !a
†a   
2
xN
4Jz   !a
†a  Jx x
4Jz   !
 
a+ a†
  N
2
   
2
x
4Jz   !
 
a2 + a†2
  N
2
+ . . . . (6.96)
The first two terms appear in Eq. (6.36) while the off-diagonal terms can
be eliminated with a second SW transformation, in the photon operators
only. Such off-diagonal terms involve excitationswith energy ! or 2! and
therefore give small corrections in the resonant limit we are interested.
Therefore, we have neglected them in Eq. (6.36).
Evaluating all the fourth-order terms appearing in Eq. (6.95) is cum-
bersome, but this is not necessary for our purposes. As explained above,
we keep only the terms already diagonal in the photon number, while the
other ones give only small non-resonant corrections. Therefore, we can
simply substitute all the Tn operators in Eq. (6.95) by T n . Furthermore,
we are interested to the coupling of the photon mode to the Wa opera-
tors, which are the product of spin operators involving four distinct links
of the model (of which two are x-links and two y-links). To understand
the relevant terms at fourth order we note that, for the specific coupling
scheme (6.35), only the x-links are coupled to the cavity mode. There-
fore: (i) the T 0n operators involve a sum of terms with all the links of the
model, while (ii) the T±n operators are sums of terms with only x-links.
Since only the T 00 operators contain terms relative to the y-links, it be-
comes clear that only the T+ 2T 00 T 00 T
 
+2 combination can couple to theWa
operators. Finally, (6.95) can be simplified to the following form
Heff = !a
†a  T
+
 2T
 
+2
4Jz   !  
T+ 2T
0
0 T
0
0 T
 
+2
(4Jz   !)3 , (6.97)
which evaluates to Eq. (6.36), by expressing it in terms of photon and ef-
fective spin operators. As it turns out, the same reasonings apply to the
read-out methods we discussed in Sec. 6.4, where as well only couplings
to the x-links appear. Therefore, Eq. (6.97) is also the relevant effective
Hamiltonian for the coupling schemes (6.26) and (6.30), which evaluate
to Eqs. (6.27) and (6.32) respectively. Note that we have always neglected
in the final results a sub-leading constant correction of the cavity fre-
quency, i.e., the a†a term appearing in fourth order and independent of
theWa operators.
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Figure 6.6: Pictorial representation of the connected and disconnected
terms entering the perturbation expansion (6.95). Both loops abcd and
abba represent the different contributions arising from the connected
term T+ 2T 00 T 00 T
 
+2. We see that only abcd loops lead to terms proportional
to Wa, since all four links are different. This is not the case for the abba
loop and the corresponding terms are constants. The remaining fourth-
order terms entering Eq. (6.95) can be represented by two disconnected
loops aa and bb. Since the number of different positions of each aa and bb
loop is proportional to N , the contribution of the disconnected terms is
⇠ N2.
Disconnected terms
We would like to comment here on a special aspect which arises in the
presence of cavity modes, i.e., the appearance in the perturbative expan-
sion of non-extensive terms in the size of the system N . These origi-
nate from disconnected terms in the perturbation expansion which, if
the Hamiltonian is local, give a vanishing contribution. [75] This result,
known as linked-cluster theorem, is not valid here because of the long-
range nature of the coupling of the photon modes, which are delocalized
and can interact simultaneously with links at any distance across the lat-
tice.
For the case of interest here, the only connected fourth-order term
appearing in Eq. (6.95) is the last one, with its hermitian conjugate. Con-
sider in fact the action of T+ 2T 00 T 00 T+2: the first operator from right to left,
T+2, creates two hard-core bosons on a certain link. The second and third
operators make such hard-core bosons hop, and therefore they have to
act on links where only one hard-core boson is present. Finally, the last
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operator T+ 2 annihilates the two hard-core bosons. Therefore the links
involved form a single closed loop, of the form abcd (if all four links are
different, which contributes with a term proportional to Wa) or abba (if
the links are repeated, which contributes with a term without Wa), see
Fig. 6.6.
On the other hand, the remaining three fourth-order terms appearing
in Eq. (6.95), with their hermitian conjugates, are disconnected. To see
this, we note that at most one of the four operators, the T±2, can act on a
y-link, while the other three, of the form T±n , only contain x-link terms.
Therefore, the only possibility is that two pairs of hard-core bosons are
created on distinct x-links and annihilated on the same two links, a pro-
cesses that can be represented with two small disconnected loops aa and
bb, see Fig. 6.6. These processes can contribute with termswhich are of or-
derN2 instead ofN . Clearly, this does not occur for the read-out schemes
discussed in Sec. 6.4, where each cavity mode is coupled locally to a sin-
gle plaquette or star, but is relevant for Sec. 6.5. By assuming the ho-
mogeneous coupling scheme (6.35), the disconnected terms of Eq. (6.95)
evaluate to
  1
2
 3x(N
2   3N)
(4Jz   !1)3 (Jxa
†2a+  xa†2a2 +  xa†2aa† + h.c.)
+
5
8
 3xN
2
(4Jz   !1)3 (Jxa
†aa† +  xa†aa†a+  xa†aa†2 + h.c.)
  1
8
 3xN
2
(4Jz   !1)3 (Jxa
†2a+  xa†aa†a+  xa†3a+ h.c.).
(6.98)
It is immediate to check that, if the photon operators are replaced by com-
plex numbers, i.e., a(†) ! ↵(⇤), Eq. (6.98) gives an extensive contribution
since all the N2 terms cancel, in agreement with the linked-cluster theo-
rem. If we use the bosonic commutation relation
⇥
a, a†
⇤
= 1, then we can
simplify Eq. (6.98) to the following form
 3N
2
 3x[ x(a
†2a2 + a†2aa† + h.c.) + Jx(a†2a+ a†a2)]
+
N2
8
 3x[8 xa
†a+ 5Jx(a+ a†) + 6 x(a2 + a†2)], (6.99)
where the N2 contribution (second line) does not vanish.
This result does not represent a fundamental problem since, for a fi-
nite system, terms proportional to N2 or higher powers of N can cer-
tainly exist. However, the final perturbative expressions are not exten-
sive quantities in the thermodynamic limit N ! 1. This behavior can
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be attributed to the failure of the perturbative treatment since, besides
the conditions Jx,y,  x
pha†ai ⌧ (4Jz   !), the requirement to have a
power series in terms of small expansion parameters also leads to an up-
per bound on the size of N , namely
 x
p
N ⌧ (4Jz   !x). (6.100)
This condition is not very restrictive, since the coupling  x is expected to
be small. Furthermore, an interesting limit is obtained for a vanishing
coupling  x and a large number of photons ha†ai. In this case, for sys-
tem size N ⌧ ha†ai, the non-extensive terms can be generally neglected
in comparison to the extensive ones. For example, in Eq. (6.99) this con-
dition would give  3xNha†ai2    3xN2ha†ai, by comparing the first and
second line.
6.C SW transformation in the presence of four
different links and two resonant cavity
modes
In this section we present how the SW transformation is applied to the
scheme of Sec. 6.6 for which the four links belonging to each Wa op-
erator have all distinct couplings, see Eqs. (6.41), (6.42), and Fig. 6.4. By
using Eqs. (6.90) and (6.92) one can obtain the zero hard-core boson effec-
tive Hamiltonian up to fourth order. Since we are interested in a regime
where (4Jz !x,y)⌧ !x,y, we keep the resonant terms only. Furthermore,
it is sufficient to keep at fourth order only the terms that couple to the star
and plaquette operators. This leads to:
Heff =
X
↵=x,y

!↵a
†
↵a↵  
T ↵ 2(T
0
+2 + T
↵
+2 + T
 ↵
+2 ) + h.c.
2(4Jz   !↵)
 T
+↵
 2 T
0
0 T
0
0 (T
0
+2 + T
 ↵¯
+2 ) + h.c.
2(4Jz   !↵)3
 
. (6.101)
where ↵¯ = y if ↵ = x and vice-versa. In the above expression, terms
like T ↵ 2T
 
+2T
 
 2T
⇣
+2 or T ↵ 2T
 
 2T
 
+2T
⇣
+2 do not appear, because they do not
contribute to the resonant coupling to theWa operators. It is worth men-
tioning that the conditions in order to treat the Hamiltonian within per-
turbation theory are the same as in Appendix 6.B, namely
J↵,  ↵
q
ha†↵a↵i,  ↵
p
N ⌧ min(4Jz   !x,y). (6.102)
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By writing Hamiltonian (6.101) explicitly in terms of effective spin opera-
tors and photon operators, we obtain the following zero hard-core boson
effective Hamiltonian
Heff =
X
↵=x,y
"
!0↵a
†
↵a↵  
J↵ ↵
4Jz   !↵
 
a↵ + a
†
↵
  N
4
   
2
↵
4Jz   !↵
 
a2↵ + a
†2
↵
  N
4
  J
2
↵¯J↵ ↵
(4Jz   !↵)3
 
a↵ + a
†
↵
 X
a
Wa
  JxJy x y
2(4Jz   !↵)3
 
a†xay + axa
†
y
 X
a
Wa
#
. (6.103)
In the strictly resonant case [see Eq. (6.45)] we can drop all the non-
diagonal terms except the last line, which leads to Eq. (6.44). If we want
to calculate the leading non-resonant correction to the chemical poten-
tial, we have to keep also the (a↵ + a†↵) terms in the first and third line,
which leads to Eq. (6.54). This is because, as explained in Sec. 6.6, these
two non-diagonal terms combine to a higher-order
P
aWa contribution,
diagonal in the photon modes, after a second SW transformation. On the
other hand, (a2↵+a†2↵ ) does not appear together with
P
aWa and therefore
can be dropped, for the purpose of obtaining corrections to the star and
plaquette couplings. Finally we note that the third line, after the second
SW transformation in the photon operators, also leads to a interaction
term (
P
aWa)
2, but this is generally negligible compared to the one from
the last line of Eq. (6.103) and is not considered in Sec. 6.6.
As a last note, a conservative requirement to perform the SWon Eq. (6.103)
is that that the off-diagonal operators are much smaller than the corre-
sponding gaps. From the first line of Eq. (6.103) we obtain
J↵ ↵
q
ha↵a†↵i
4Jz   !↵
N
4
⌧ !0↵, (6.104)
and from the fourth line
JxJy x y
q
haxa†xihaya†yi
2(4Jz   !↵)3 N ⌧ |!
0
x   !0y|. (6.105)
Finally, the condition from the third line of Eq. (6.103) is less restrictive
than Eq. (6.104), because of an additional small factor J2↵¯/(4Jz   !↵)2.
These conditions, together with Eq. (6.102), pose a restriction onto the
size N at which the perturbative treatment is justified.
116
CHAPTER 6. QUANTUMMEMORY COUPLED TO
CAVITY MODES
6.D SW transformation in the presence of
small frequency modes
The main purpose of this section is to prove the prescription (6.58) of
Sec. 6.7 to obtain the effective Hamiltonian in the presence of off-resonant
cavity modes.
First we note that, if no cavity is present, only the T 0n operators are
non-vanishing and Tn = T 0n . Therefore, we can drop in Eqs. (6.89-6.92)
the summations in the photon indexes i, j, k, r and set all the T in opera-
tors equal to Tn. On the other hand, by making use of Eq. (6.57) for the
case with small frequency modes, we can approximate  ✏in ' 2nJz, i.e.,
neglect the photon frequency shifts in the denominators of Eqs. (6.89-
6.92). This allows to perform the summations in the photon indexes and
express Eqs. (6.89-6.92) in terms of the Tn operators, as for the case with-
out photon modes discussed above. The difference is that the Tn are now
photon operators, simply obtained from the oneswithout cavities by sub-
stituting Ja,k ! Ka,k (where k = x, y). Furthermore, it is also clear from
Eq. (6.2) that the Ka,k are all commuting operators, and therefore they
can be treated in the same way of the Ja,k in the derivation of the effec-
tive Hamiltonian. This shows that it is sufficient to apply Eq. (6.58), if the
effective Hamiltonian without cavity modes is known.
By applying this prescription to the second coupling scheme of Sec. 6.7
[see Eq. (6.61)], we obtain the following effective Hamiltonian
Heff =
X
↵=x,y
"
!00↵a
†
↵a↵  
J↵ ↵
4Jz
(a↵ + a
†
↵)N
   
2
↵
4Jz
(a2↵ + a
†2
↵ )
N
2
  J
2
↵¯J↵ ↵
16J3z
(a↵ + a
†
↵)
X
a
Wa
#
 J
2
xJ
2
y
16J3z
X
a
Wa   JxJy x y
16J3z
 
axa
†
y + a
†
yax
 X
a
Wa
 JxJy x y
16J3z
 
axay + a
†
xa
†
y
 X
a
Wa (6.106)
where !00↵ are defined in Eq. (6.63). In Eq. (6.106), we only kept terms
from the first and last lines of Eq. (6.20) while dropping all the fourth or-
der terms which do not couple to theWa operators and some inessential
constants.
We note now that the (a2↵ + a†2↵ ) term, in the second line of Eq. (6.106),
does not have a corresponding
P
aWa term, and that the off-resonant
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coupling to theWa operators in the last line does not have a correspond-
ing
 
axay + a†xa
†
y
 
term at lower order. Therefore, after a second SW trans-
formation of Eq. (6.106), these two terms give negligible corrections to the
effective Hamiltonian for the star and plaquette operators and we have
dropped them in Eq. (6.62).

CHAPTER 7
Towards a Local 3D Hamiltonian
as a Thermally Stable Surface
Code
Adapted from:
Fabio L. Pedrocchi, Adrian Hutter, James R. Wootton, and Daniel Loss,
“Towards a Local 3D Hamiltonian as a thermally stable surface code”,
ArXiv:1209.5289 (2012).
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CHAPTER 7. TOWARDS A LOCAL 3D HAMILTONIAN AS A
THERMALLY STABLE SURFACE CODE
We propose and study two examples of quantummemories that present
self-correcting properties. This is achieved by locally coupling a 2D
L ⇥ L toric code to a 3D system. The first is to embed the toric code
into a 3D Heisenberg ferromagnet (FM) in a broken-symmetry state at
finite temperature. The stabilizer operators of the toric code are then
locally coupled to individual spins of the FM. The second is to similarly
couple the toric code to a system of bosons hopping on a cubic lattice.
In both cases an effective Hamiltonian is derived for the toric code in
which the energy penalty required to create anyons grows linearly with
L, and thus the lifetime of the quantum memory grows exponentially
with L. While we make use of perturbation theory to study the toric
code coupled to the FM, the coupling to the hopping boson system is
exactly solvable via a polaron transformation. Furthermore, we show
how to choose an appropriate coupling scheme in order to hinder the
hopping of anyons (and not only their creation) with energy barriers
that also grow proportionally to L. We study the backaction of the toric
code onto the FM both analytically and with a Monte-Carlo simulation
and show a tilting of the spins close to the code after a time tr indepen-
dent of L. When t > tr two scenarios are conceivable. Either magnetic
pulses are applied to the FM at constant time intervals tr in order to re-
fresh the FM and thus maintain a O(L) energy penalty for the anyons,
or the spins of the FM reach the new equilibrium position and the en-
ergy penalty scales only with ln(L) (and so the lifetime as polyL). Our
analysis provides evidence that the first model is stable against adiabatic
errors. However, since the effective Hamiltonian is derived within the
framework of perturbation theory, our study does not represent a full
proof of self-correction which remains an open problem for the ferro-
magnet model. This is in contrast with the second model that we have
solved exactly. In this case we show that our model with strictly local
bounded-strength interactions in three dimensions has an energy bar-
rier that grows linearly with the system size and thus a lifetime of the
memory that grows exponentially with L.
7.1 Introduction
In this work, we propose two three-dimensional (3D)models with purely
local interactions of bounded strength that present self-correcting prop-
erties. First, we consider a surface code embedded in a bulk ferromagnet
(FM) and find an anyon chemical potential increasing linearly with L and
thus a memory lifetime increasing exponentially with L. This scaling
of the lifetime coincides with the four-dimensional toric code, [15, 106]
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which constitutes so far the only known example of a truly self-correcting
quantum memory.
The origin of this favorable behavior resides in the long-range char-
acter of the ferromagnetic transverse susceptibility in the ordered phase
since it describes the effective attractive interactions between stabilizer
operators. This long-range behavior is based on the low-energy modes
of the FM in the broken-symmetry phase. This result is general and does
not depend on damping effects and temperature T as long as the FM
stays in the ordered phase. The effect of the FM can then be understood
in terms of virtual emission and absorption of magnons which mediate
long-range interactions between the stabilizer operators. Our analysis is
based on the derivation of an effective Hamiltonian within the frame-
work of perturbation theory. As such, the effective theory is expected
to describe accurately the low-energy physics of our model. The neces-
sary assumptions for the validity of the effective theory are given in Sec-
tion 7.5: the effective Hamiltonian is valid in the low-energy and long-
wavelength approximation and the quantum memory is expected to be
protected against adiabatic errors only. Being based on perturbation the-
ory, our analysis does not represent a full proof of self-correction: this
remains an interesting open problem. In the harmonic approximation,
the Hamiltonian can be solved exactly and allows to give an exact ex-
pression for the chemical potential of the anyons which is in complete
agreement with the one-magnon result.
We study a secondmodel consisting of a toric code coupled to a reser-
voir of hopping bosons on a cubic lattice. This model retains all the posi-
tive aspects of the previous model, namely it only involves local interac-
tions of bounded-strength in three dimensions and it has the additional
advantage to be exactly solvable via a polaron transformation. The cou-
pling to the bosons again lead to an energy penalty for the anyons that
grows linearly with L and thus to a lifetime that increases exponentially
with L. Contrary to the analysis of the FM model, our study of the hop-
ping bosons system is exact. Nevertheless, as bosonic operators are un-
bounded, the self-correcting nature of this model is less surprising than
would be a similar behavior for the FMmodel. We note that both models
are related to each other since the FM Hamiltonian in the harmonic ap-
proximation coincides with the hopping boson Hamiltonian as we show
below.
We study backaction effects of the surface code onto the FM both an-
alytically and with a Metropolis simulation. We show that the surface
code leads to a tilting of the spins close to the code after a time tr which
depends only on the parameters of the FM and the coupling between the
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surface code plaquettes and the spins of the FM (but not on the size L).
Applying a magnetic pulse at fixed time intervals allows one to keep the
spins of the FM along z and thus renders backaction effects negligible.
Although this procedure is sufficient to stabilize the quantum memory,
it is not necessary. When the ferromagnetic spins reach their new equi-
librium position, the coupling between stabilizers is then given by the
longitudinal susceptibility which is shorter-ranged. However, this still
leads to a chemical potential scaling with ln(L) and a memory lifetime
increasing polynomially with L.
Finally we present a coupling scheme, that applies to the FM as well
as to the hopping bosons, in order to hinder hopping of anyons, and
not only their creation, by an O(L) energy barrier. This is useful since
imperfections in the initialization process might lead to a finite density
of anyons.
7.2 Coupling to the ferromagnet
We introduce two sets of spins, namely Sj for the spins of the 3D FM
located at site j of a cubic lattice and Ij for the physical spins-1/2 of the
2D surface code. Both spins satisfy the usual commutation relations. The
Hamiltonian we consider is purely local and given by
H = HF + A
X
p
WpS
x
p , (7.1)
where A is the coupling constant between the spins of the surface code
and the FM. Here, the plaquette (stabilizer) operatorWp = Izp,1I
y
p,2I
z
p,3I
y
p,4
is the poduct of spins around the square plaquette centered at p, which
are defined on a square lattice of linear size L with periodic boundary
conditions (we set the lattice constant to unity). The 3D vector p points
towards the spin Sp of the FM located in the center of a plaquette, see
Fig. 7.1. Note that this definition of Wp ensures that the blue and white
plaquettes are equivalent to the usual toric code star and plaquette oper-
ators. [14]
Here, HF =  J
P
hi,ji Si · Sj + hz
P
i S
z
i is the Hamiltonian of the 3D
Heisenberg FM of linear size ⇤   L, where J > 0 is the exchange con-
stant and the sum is restricted to nearest-neighbor lattice sites. The FM is
assumed to be below the Curie temperature and the spins ordered along
the z-direction. To break the symmetry of the FM, a small magnetic field
hz in z-direction is applied. This field also stabilizes the FM against the
effective magnetic field produced by the surface code (see below). The
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Figure 7.1: A 2D surface code (blue area in xy-plane) of size L2 is centered
inside a cubic 3D Heisenberg ferromagnet of lattice size ⇤3 which is in a
broken-symmetry state (magnetization along the z-axis). The stabilizers
Wp of the surface code locally couple to the S-spins (grey dots) of the
FM. The low-energy magnons (wiggly line) in the FM mediate attractive
interactions between the stabilizers. Alternatively the toric code can be
coupled to a system of hopping bosons on a cubic lattice. In this case
the long-range attraction between the stabilizers is mediated by the low-
energy collective excitations of the bosons.
physical spins Ij of the surface code are embedded in the bulk of the FM.
The interaction HamiltonianHint = A
P
pWpS
x
p involves five-body inter-
action terms that are purely local. We define the anyon number np such
that Wp = 1   2np. Although Hamiltonian (14.16) is three-dimensional,
we point out for the sake of clarity, that the actual quantum memory is
the two-dimensional surface code. As we show below, the presence of
the 3D system is necessary to mediate long-range interactions between
the stabilizers. However, the place where the logical qubits are stored is
the two-dimensional surface code.
For A ⌧ J , we make use of a perturbative Schrieffer-Wolff transfor-
mation [75, 134] to derive the effective plaquette-plaquette interaction
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(see 7.A) given by
Heff =
1
2
X
p,p0
Jp,p0WpWp0 , (7.2)
where the coupling is Jp,p0 =  A2 xx(p  p0) and  ↵ (r) is the static spin
susceptibility of the FM. Note that the energy in Heff can be minimized
by either all stabilizers Wp having a +1 or a  1 eigenvalue. Adding the
usual toric code HamiltonianHtoric =   
P
pWp to (14.16) would explic-
itly break this symmetry between anyons np and anyon-holes n¯p = 1 np.
However, Htoric is not needed and its effect is vanishing in the limit of
large L, as we discuss in the 7.B, so we neglect it for simplicity. The real
space static susceptibility  ↵ (r) is defined as the Fourier transform of
 ↵ (q,!) = i lim
⌘!0+
Z 1
0
dt e(i! ⌘)t
Dh
S↵q (t), S
 
 q
iE
, (7.3)
for ! = 0, where h. . .i denotes thermal equilibrium expectation values
of the S-spins at temperature T . The Fourier components are defined as
S↵q =
1p
Ns
P
i e
 iq·RiS↵i , where Ns is the number of spins in the FM, and
Ri is a 3D vector pointing to the site of spin Si of the FM.
It is not necessary to explicitly calculate the spin susceptibility in the
ferromagnetically ordered state to understand its general behavior at
large distances (or small q). [135] Indeed, for hz = 0, the spontaneous
SO(3) symmetry breaking of the state with finite magnetization pointing
along, say, the z-axis, implies the presence of low-frequency Goldstone
modes (called magnons in this context) and long-range correlations, i.e.,
the xx- (and yy-) susceptibility has to diverge for q ! 0 and takes the fol-
lowing generic form in the hydrodynamic regime (low-energy and long
wavelength regime) [135]
 xx(q,! = 0) =
M2
R|q|2 for q ! 0 , (7.4)
where R > 0 is the stiffness constant of the FM andM = hszi is the mag-
netization density with sz = 1Ns
P
i S
z
i . Equation (7.4) is the expression
for the spin susceptibility in the continuum approximation (lattice con-
stant a going formally to zero). To be valid this approximation does not
require that the number of spins goes to infinity, but rather that the dis-
tance between neighboring spins is much smaller than the distances we
are interested in. Since we are concerned with the long-distance physics
of our model on the scale of L, this approximation is justified and simply
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requires a/L⌧ 1. In this limit, both the lattice constants of the ferromag-
net and of the toric code are taken to zero such that a single plaquette re-
mains coupled to a single FM spin. The divergence at q ! 0 in Eq. (7.4) is
trivially connected with the broken symmetry of the ground state: start-
ing from a ferromagnetic state aligned along the z-direction, the slight-
est x-magnetic field is able to rotate and align all spins in x-direction
and thus the response to an external magnetic field indeed diverges at
q ! 0. Below we give an explicit expression for R in the one-magnon
approximation. The presence of the symmetry-breaking magnetic field
hz introduces a gap in the magnon spectrum and thus a mass term in the
susceptibility, i.e.,  xx(q,! = 0) = M
2
R|q|2+Shz for q ! 0. The real space
static susceptibility now follows by Fourier transformation which leads
to  xx(r) = M
2
R
1
4⇡|r|e
 |r|/Lh , with magnetic length Lh =
p
R/Shz. Con-
sequently, Eq. (7.2) describes a stabilizer Hamiltonian with plaquette-
plaquette interactions given by a Yukawa-like potential,
Jp,p0 =  A
2M2
4⇡R
e |p p0|/Lh
|p  p0| . (7.5)
Since R > 0 (see also below), the interaction between stabilizer operators
Wp is attractive.
For the sake of illustration we calculate R in the one-magnon (har-
monic) approximation by making use of the Holstein-Primakoff trans-
formation
Szi =  S + nˆi , S i = a†i
p
2S   nˆi , S+i = (S i )†, (7.6)
in the formal limit nˆi ⌧ 2S, where nˆi = a†iai. [47] Here, ai and a†i sat-
isfy bosonic commutation relations and the associated quasi-particles are
called magnons. In Fourier space, we get HF ⇡
P
q(!q + hz)a
†
qaq, up to
some irrelevant constant, withmagnon dispersion !q = 4JS[3 (cos(qx)+
cos(qy) + cos(qz))], where aq = 1pNs
P
i e
 iq·Riai. Inserting Eq. (7.6) into
Eq. (7.4) and using a small q expansion leads to  (0)xx (q,! = 0) = S2JS|q|2+hz ,
which allows us to identify R(0) = 2JS2 since here M (0) =  S. We thus
obtain  (0)xx (r) = 18⇡J |r|e
 |r|/Lh and from this the approximate plaquette
coupling
J (0)p,p0 =  
A2
8⇡J
e |p p0|/Lh
|p  p0| , (7.7)
which is explicitly attractive since J > 0. We emphasize that Eq. (7.7) is
the one-magnon approximation of Eq. (7.5). The sole effect of both tem-
perature and damping due to magnon-magnon interactions is to renor-
malize the coefficients of the interaction (7.7), i.e. (M (0))2/R(0) ! M2/R
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[135], while the form of the potential is not affected. Note that the cre-
ation or annihilation of magnons will not generate anyons in the toric
code since the coupling terms in Hamiltonian (14.16) commute with the
toric code stabilizers. The presence of thermal magnons in the FM will
only translate into small fluctuations of the chemical potential for the
anyons. Note also that the dimensionality of the 3D FM is critical since
Heisenberg FMs in lower dimensions do not order at T > 0. [136]
7.3 Coupling to a reservoir of hopping bosons
We present here a second model for a stable quantum memory in three
dimensions. It is closely related to Hamiltonian (14.16) but has the addi-
tional advantage to be exactly solvable. The Hamiltonian again involves
only local couplings of bounded strength A0 in three dimensions:
H 0 = HBoson + A0
X
p
Wp(ap + a
†
p) , (7.8)
where HBoson = ✏0
P
i a
†
iai   t
P
hi,ji a
†
iaj describes bosons hopping on a
cubic lattice with hopping amplitude t and on-site chemical potential ✏0.
Here, a†i creates a boson at site i, while ai destroys a boson at site i of the
cubic lattice. In Fourier space the Hamiltonian (7.8) becomes
H 0 =
X
q
✏qa
†
qaq +
X
p,q
Wp(Mq,paq + h.c.) , (7.9)
where ✏q = ✏0   tq with tq = 1N
P
hiji te
iq·(ri rj) andMp,q = A0eiq·Rp/
p
N .
Choosing the on-site potential such that ✏0 = t0, we obtain the disper-
sion ✏q = 2t (3  (cos(qx) + cos(qy) + cos(qz)). This Hamiltonian is similar
to the independent boson model [137] and thus exactly solvable via the
unitary polaron transformation,
eSH 0e S =
X
q
✏qa
†
qaq  
X
p,p0,q
WpWp0
M q,pMq,p0
✏q
, (7.10)
where S = Pp,qWpM q,pa†q/✏q h.c. Going to the continuum and small-q
limit, ✏q ⇡ t q2, we have
Jp,p0 =
X
q
M q,pMq,p0
✏q
=
A02
(2⇡)3
Z
dq
eiq·(Rp0 Rp)
t q2
=
A02
4⇡ t
1
|Rp0  Rp| .
(7.11)
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Using againWp = 1 2np, we recover Eq. (7.2) with Jp,p0 given by Eq. (7.7)
in the limit hz ! 0, t = 2JS, and A0 = A
p
S/2. In fact, for this choice
of parameters, the Hamiltonian (7.8) becomes identical to the Hamilto-
nian (14.16) in the harmonic approximation. Thus, we see that within the
one-magnon approximation the plaquette interaction (7.2) is exact to all
orders in A.
7.4 Thermally stable quantum memory
Ferromagnet
Next we show that the attraction (7.5) between the Wp’s can be made
truly long-ranged by choosing hz appropriately. Equation (7.2) can be
rewritten in terms of anyons
Heff =  2
X
p,p0
Jp,p0np + 2
X
p,p0
Jp,p0npnp0 . (7.12)
In the derivation of Eq. (7.12) we have neglected the constant p = p0
terms arising in Eq. (7.2) since W 2p = 1. This is why the p = p0 terms
cancel in Eq. (7.12), and we can restrict the sums to p 6= p0. A similar
Hamiltonian has been derived in Ref. [111] by coupling Kitaev’s honey-
comb model to cavity modes. While the non-locality of cavity modes
allowed one to obtain constant plaquette-plaquette interactions, here we
start from a purely local Hamiltonian and obtain the Yukawa-like inter-
action (7.5). As we discuss now, in the regime Lh   L this is sufficient to
stabilize the memory against thermal fluctuations.
Inserting Eq. (7.5) into Eq. (7.12) and using the fact that in the con-
tinuum approximation
P
p 6=0
1
|p|e
 |p|/Lh ⇡ RDL/2 dp 1|p|e |p|/Lh = 2⇡Lh(1  
e L/2Lh) (where we have approximated the L ⇥ L square surface of the
toric code with a disk DL/2 of radius L/2), we obtain
Heff = µ(L)
X
p
np + 2
X
p 6=p0
Jp,p0npnp0 , (7.13)
where the chemical potential of the anyons is
µ(L) =
A2M2
R
Lh(1  e L/2Lh) . (7.14)
The continuum approximation used to derive Eq. (7.14) is a calculational
tool to estimate the corresponding sum. As we pointed out above, the
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continuum approximation is justified when one is concerned with the
long-distance physics. Furthermore, in this limit we also let the lattice
constant of the surface code go to zero such that a single stabilizer re-
mains coupled to a single FM spin. This approximation is not necessary
to obtain the desired behavior since a direct numerical evaluation of the
sum shows that it indeed grows linearly with L for L ⌧ Lh, see Fig-
ure. 7.4 in 7.E. At this point we note that the external magnetic field hz
stabilizes the magnetization of the FM, keeping it along the z-direction.
Indeed, the only condition which needs to be satisfied is that the Zee-
man energy Ez = hzS⇤3 due to the hz field remains much larger than the
Zeeman energy Ex = ASL2 due to the surface code. As a specific exam-
ple, one can make the following scaling choice satisfying all constraints:
hz / 1/L4 and ⇤ / L3, which satisfy Lh / L2   L and Ez/Ex / L3   1.
Under these conditions, it is clear that the total magnetization will not be
affected by the presence of the memory and the FM spins will not rotate
into the x-direction on average. This is in agreement with a Metropo-
lis simulation of the classical Heisenberg FM, see Fig. 7.2. However, we
show below that backaction effects become eventually important for the
FM spins close to the memory.
We have now all the arguments needed in order to derive the main
result of our work, namely that the chemical potential of the anyons in-
creases linearly with L. Indeed, since Lh   L, the anyon’s chemical
potential reads
µ(L) =
A2M2
2R
(L+O(L/Lh)
2) . (7.15)
This implies a quantum information storage time that grows exponen-
tially with L and  , where   = 1/kBT is the inverse temperature of a bath
weakly coupled to the memory, as originally demonstrated in Ref. [100]
assuming that the interaction with the thermal bath can be described
by the Davies equation. In 7.B we present alternative arguments lead-
ing to the same conclusion. The second term in Eq. (7.13) describes a
gravitation-like attraction between anyons. Since this term helps to keep
newly created anyon pairs attached to each other (for temperatures be-
low the interaction strength / A2M2/R), it will have a further beneficial
effect on the memory lifetime. On the other hand this second term ef-
fectively reduces the anyon chemical potential. However, this reduction
is negligible since the anyon density is exponentially suppressed by the
first term, see 7.B.
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Hopping Bosons
The interaction between stabilizer operators that is mediated by a reser-
voir of hopping bosons is truly long-range (there is no cut-off) as demon-
strated in Eq. (7.11). The anyon chemical potential in the continuum ap-
proximation is then simply given by (we again approximate the surface
of the toric code by a disk)
µ(L) =
A2
4⇡ t
X
p
1
|p| ⇡
A2
4⇡ t
Z
DL/2
dp
1
|p| =
A2
4⇡ t
L , (7.16)
that leads again to a lifetime increasing exponentially with L. [100]
7.5 Validity of the effective theory
Herewe analyze in detail the conditions of validity of our effective theory
when we allow for anyon creation, annihilation, and diffusion due to a
thermal environment.
Coupling to bosons
The simplest case is the toric code locally coupled to a system of bosons
hopping on a lattice. As mentioned above, this model can be treated
exactly via the polaron transformation. Since this is a unitary transfor-
mation, the spectra of H 0 and eSH 0e S are identical, and so our effective
theory is exact.
An upper bound on the creation energy can be found by comparing
the energy expectation values for two states | i and Xi| i. These are
defined such that the toric code state is vacuum in the former and has a
pair of anyons in the latter created by the Pauli operator Xi on a site i.
The state of the hopping bosons is the same in both cases and is chosen
such that the difference between expectation values is maximized. The
bound is then  EA  h |XiH 0X†i | i   h |H 0| i = 4A0h |(ai + a†i )| i.
The unbounded nature of the bosonic operators means that the quantity
h |(ai+a†i )| i is also unbounded. This upper bound is therefore perfectly
consistent with the chemical potential µ(L)! +1 for L! +1.
Coupling to Ferromagnet
When the toric code is coupled to the FM, the problem cannot be solved
exactly and the effective theory does not describe the entire spectrum.
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Indeed, the bound EA for the creation of an anyon pair derived fromH
is now finite: h |XiHX†i | i   h |H| i  4AS. This seems to be in con-
tradiction with the chemical potential µ(L) from Heff (7.13) that diverges
in the thermodynamic limit 1. However, this contradiction is only appar-
ent: the effective Hamiltonian (7.13) describes the system correctly in the
long-wavelength and low-energy limit only. We first note that the Schrieffer-
Wolff transformation followed by tracing out the degrees of freedom of
the ferromagnet is not a unitary operation. Hence, the spectra of H and
Heff are, in general, not identical. They match only in the low-energy
sector where Heff leads to bounded results. Indeed, when the quantum
memory is in contact with a thermal heat bath, [16] the effective Hamil-
tonian allows us to calculate the energy of the anyon system
hHeffi ⇡ µ(L)
X
p
hnpi ⇡ A
2M2
2R
L3e 
 A2M2L
2R ! 0 for L!1 , (7.17)
where we used [16] hnpi = 1/(e µ(L) + 1) ⇡ e  µ(L). The thermal dis-
tribution function hnpi of an anyon at plaquette p is self-consistently
suppressed by the effective chemical potential and thus the total energy
hHeffi remains finite and small even for large L, since we can always
reach the regime  µ(L)   1 for sufficiently large L at given tempera-
ture. This thermal expectation value (7.17) is clearly consistent with the
upper bound on the total energy for the code, which is 2AL2S given that
the bound is 4AS for a single pair and assuming that np = 1 for each
plaquette. The diverging nature of µ(L) therefore does not contradict the
bound when its full effects are taken into account. The effective descrip-
tion breaks down in the high-temperature limit,  µ(L)⌧ 1, which corre-
sponds to populating high energy states with finite probability, hnpi ⇡ 1.
Indeed, in this limit, we get hHeffi ⇡ µ(L)L2, which clearly violates the
bound 2LA2S for large L (but still  µ(L) ⌧ 1). This breakdown of the
low-energy theory is of course not surprising, since in this regime also
the magnon expansion for the FM becomes invalid (the magnon occupa-
tion number also becomes order one). Thus, our long-wave length and
low-energy approximations are self-consistent for L sufficiently large 2.
The effective Hamiltonian (7.13) is not suited to describe the high-
energy part of the spectrum (np = 1). High-energy excitations are pro-
ducedwhen anyons are created non-adiabatically forcing the FM to leave
1This argument is due to D. Poulin, private communication.
2This is similar to e.g. the harmonic approximation of crystal vibrations described
by phonons. The Hamiltonian Hphonon =
P
qD|q|nq is only valid in the low-energy
regime, and high-energy (large q) excitations are self-consistently suppressed by the
Bose-Einstein factor hnqi = 1/(e D|q|   1).
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its local equilibrium. In such a scenario the FM has no time to react and
does not penalize the creation of anyons. In fact, the energy cost to create
an anyon ‘instantaneously’3 is bounded by 2AS as argued above. The
fast creation of an anyon produces a bunch of high-energy and short-
wavelength excitations in the FM and this kind of processes are not de-
scribed by our effective theory. In fact, the memory is not protected when
the thermal bath is able to create errors on a sufficiently small timescale.
We estimate now this timescale. In the derivation of Hamiltonian (7.13)
we explicitly assumed that the FM is locally aligned along z and this has
to remain valid when thermal anyons are produced. So besides the re-
quirement that the coupling B to the external bath is small, i.e. B ⌧ A,
we work in the adiabatic regime where the external bath creates errors in
the code on a timescale much longer than 1/A (we put ~ = 1), or in other
words, when the error rate is much smaller than A. For instance, model-
ing the coupling between code and bath by a generic spin-boson model,
[138, 16] the error rate  (!) describing the transition probability between
two states with energy difference ! takes the following form [16]
 (!) = n
     !n1  e  !
     e !/!c , (7.18)
where !c is an arbitrary cut-off and n contains the coupling B to the
external bath (in Born approximation, n / B2). For n = 1 the bath is
called Ohmic, while it is called super-Ohmic for n   2. The adiabaticity
condition then simply reads  ( A)⌧ A. In this case, the FM has enough
time to adapt to the perturbation generated by an error and stays locally
aligned along z. In such a scenario the FM suppresses the creation of
anyons as if the energy penalty was effectively µ(L).
7.6 Backaction effects onto the ferromagnet
As noted above, the external field hz stabilizes the FM against the effec-
tive x-magnetic field induced by the surface code and forbids energet-
ically the turning of the total magnetization. However, backaction ef-
fects are substantial for the FM spins close to the code. Here, we study
those backaction effects both analytically (via polaron transformation in
the harmonic approximation) and numerically with a Metropolis algo-
rithm. Let us consider the situation where the coupling of the surface
3Strictly speaking, physical processes cannot be instantaneous but take place over
a finite interaction time ⌧ . Thus, we just require ~/E ⌧ ⌧ ⌧ ~/A, where E is a typical
energy scale of the toric code plus FM. If ⌧ is too small, the system gets destroyed.
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code to the FM is turned on at t = 0 and let us calculate the dynamics
of the x-component of a FM spin assuming that Wj = +1 8j. Here we
present the main results and defer details to 7.D. At time t > 0 we have,
hSxi (t)i = Tr⇢FSxi (t), where ⇢F = e  HF /Tre  HF and Sxi (t) = eiHtSxi e iHt,
with H the total Hamiltonian Eq. (14.16) after coupling (~ = 1). Here,
i labels a site of the FM that lies in the plane of the surface code where
the effect of the effective x-magnetic field is strongest, while the backac-
tion effect becomes negligible away from the code. After a lengthy but
straightforward calculation, we obtain (neglecting boundary effects)
hSxi (t)i =
SAL
4D
✓
FC

1p
⌧
 
+ FS

1p
⌧
 
  1 
p
⌧
⇡
⇣
1  cos
h ⇡
2⌧
i
+ sin
h ⇡
2⌧
i⌘◆
,
(7.19)
where ⌧ = 8⇡Dt/L2 is a dimensionless diffusion time, with diffusion
constant D = 2JS, and FC/FS are the Fresnel functions. In the limit
⌧ ⌧ 1, Eq. (7.19) becomes hSxi (t)i ⇡  S
q
A2t
2⇡D . Similarly, in the small ⌧
limit hSyi (t)i ⇡  hSxi (t)i and
hSzi (t)i ⇡  S(1  A2t/2⇡D) +
1
Ns
X
q
hnˆqi , (7.20)
see 7.D. For self-consistency reasons |hSxi (t)i| should not exceed the max-
imum spin value S. Thus, we trust the polaron approximation up to
times t with 0  t  tr, where
tr =
2⇡D
A2
. (7.21)
Here, tr is defined by hSxi (tr)i =  S so that  S  hSxi (t)i  0 for
0  t  tr. This is consistent with the behavior of the z component
which satisfies hSzi (tr)i = 0 (we assume small temperatures and neglect
1
Ns
P
qhnˆqi) and  S  hSzi (t)i  0 for t  tr. We refer to tr as the refresh-
ing time: at this time, the backaction of the surface code on the FMhas be-
come substantial with the FM spins close to the code pointing now along
the x-axis. To restore the full effect of the FM, we refresh the ferromag-
netic state with, e.g., a magnetic pulse, so that all spins point again along
the z-axis. This procedure has to be repeated periodically on a time scale
tr, which, importantly, is independent of the code size L. This refreshing
can be considered as part of a cooling cycle to get the heat generated by
the surface code out of the system (note that nomeasurements of stabiliz-
ers or entangling operations are involved). This refreshing prevents the
total system, FM plus surface code, to reach a new common equilibrium
state, and instead ensures that the FM stays in its own equilibrium state.
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hSxi i
1
Ns
P
ihSzi i
L
Figure 7.2: A graph of hSxi i (in the middle of the code) against L for the
classical Heisenberg FM with J = 1. The data was obtained numeri-
cally by using the Metropolis algorithm. The magnetic length is Lh = L2
and the FM size is ⇤ = 2Lh. The data shows agreement to the relation
Sxi (t ! 1) / LA/J , obtained from Eq. (7.19). On the same graph we
plot the total z-magnetization 1Ns
P
ihSzi i against L demonstrating that
the backaction is only a localized effect. The scaling chosen here is differ-
ent than the one in the main text. This different choice is only motivated
by the difficulty to simulate the classical Heisenberg ferromagnet with a
large number of spins. This does not alter the analysis since the chosen
scaling satisfies the necessary requirements Ez   Ex and Lh   L.
For L sufficiently small, such that LA/4D  1, Eq. (7.19) is applicable
for all t and hSxi (t ! 1)i =  SLA/4D. We compare this result with a
Metropolis simulation of the classical Heisenberg FM and obtain good
agreement, see Fig. 7.2.
We note that the refreshing process represents a sufficent condition
to build a stable memory, however, it does not appear to be necessary.
Indeed, let us consider the extreme case where all the spins of the FM tilt
into x-direction (possible if we allow Ex to exceed Ez by assuming e.g.
hz = 0). In this worst case scenario, the interaction between plaquettes is
not given by the transverse susceptibility anymore but by the longitudi-
nal one. The latter has been studied in detail both with a spin wave anal-
ysis [139] and with a decoupling method. [140, 141] The small q result
reads  ||(q,! = 0) = kBT/8D2|q| 4. This is valid when h ⌧ Dq2 ⌧ kBT ,
4We note that, contrary to the transverse susceptibility,  ||(q,! = 0) vanishes at
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which is the regime of interest here since we focus on distances smaller
than Lh. Here h points in longitudinal direction and is composed of an
external magnetic field (which, as above, we assume scales proportional
to 1/L4) and the magnetic field produced by the surface code. Since
the latter scales as L2/⇤3 / 1/L7, see 7.A, the longitudinal field pro-
duced by the memory can safely be ignored. The magnetic length thus
scales again as Lh / L2. In real space we have  ||(r) / T/r2. SinceR
DL/2
d2r 1/r2 / ln(L/2), we finally obtain
µ(L) = ckBT ln(L/2) , (7.22)
with c = 2⇡2A2/D2. This implies a lifetime that grows as Lc/ (0) for
c  2 and as L2c 2/ (0) for c   2, as we show in 7.C. The hopping rate
of the anyons  (0), and hence the lifetime of the memory, will in general
depend on the bath temperature ( (0) / T for the bath models consid-
ered in Refs. [16, 112, 113]), even though there is no explicit temperature
dependence.
7.7 Hindering of anyon’s hopping.
The lifetime of the memory that we discussed above does not apply if
the initial state of the system has anyons already present. Suppose that
errors occur during preparation of the initial state, creating a finite den-
sity of anyons. If these errors are sufficiently sparse, it will be possible for
error correction to recover the initial state. It is the job of the Hamiltonian
to preserve this error correctability until the desired time of readout. The
coupling of the quantum memory to the FM or to the hopping bosons
will energetically favour the annihilation of anyons on neighboring pla-
quettes, undoing some of the errors. However, we can expect that a finite
density of pairs will have been non-neighbouring, and so will remain.
These only need to diffuse a constant distance to make correction am-
biguous, which leads to a constant lifetime for the memory. To prevent
this we can split the plaquettes into two types. ‘Strongly coupled’ pla-
quettes are coupled to the FM or to the hopping bosons with a strength
As. ‘Weakly coupled’ plaquettes have a strength Aw < As. These are cho-
sen such that any sequence of single- or local two-spin errors that move
an anyon from oneweakly coupled plaquette to another must move it via
a strongly coupled plaquette. Example patterns are given in the next sec-
tion. The chemical potential for the plaquettes will change from the form
T = 0, since it corresponds to particle-hole excitations.
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in Eq. (10) of the main text, giving different values µs(L) and µw(L) for
the two types of plaquette. Performing the summation (as described in
the next section) shows that the factorA2 becomesAsA¯ for µs(L) andAwA¯
for µw(L) (A¯ being a weighted average). The energy barrier required for
anyon movement is therefore of order (1 Aw/As)µs(L), which increases
linearly with system size. The resulting suppression of diffusion leads to
a lifetime that increases exponentially with system size, even when the
initial state has a finite density of anyons.
Figure 7.3: Two tilings of plaquettes are shown on which the code may
be defined. Spins are located on vertices. (a) The square tiling, as used in
the main text. s-plaquettes are shown in dark blue, blue, or light blue, p-
plaquettes are shown in white. (b) An alternative tiling, with alternating
triangular and octagonal plaquettes. s-plaquettes are shown in dark blue
and blue, p-plaquettes are shown in white and grey.
It may come as a surprise that associating some stabilizers with a
lower energy penalty has a beneficial effect on the memory. However,
note that the weakly coupled plaquettes allow energy to be dissipated
from the anyons to the bath by hopping of an anyon from a strongly to
a weakly coupled plaquette. On the other hand, if the chemical potential
is independent of the anyon position, as in Eq. (10) of the main text, this
is only possible through annihilation of anyons.
An example pattern for strongly and weakly coupled
plaquettes.
In the toric code model there are two types of anyon, e and m, which re-
side on two kinds of plaquette, s and p, respectively. Note that, when the
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code is defined with spins on the edges of the lattices, these correspond
to the stars and plaquettes, respectively.
Consider a spin in the square tiling of Fig. 7.3 (a), shared by two s-
plaquettes to the top-left and bottom-right and two p-plaquettes to the
top-right and bottom-left. The application of a Pauli Iz to such a spin
will affect the e anyon occupations of the two s-plaquettes. If both were
initially empty, an anyon pair will be created. If both initially held an
anyon, this pair will be annihilated. If only one held an anyon, it will
be moved to the other plaquette. The application of a Pauli Iy has the
same effect for the m anyons of the p-plaquettes. For spins where the
positions of s- and p-plaquettes are exchanged, the roles of Iz and Iy are
also exchanged. No operation exists that can move an anyon from an
s-plaquette to a p-plaquette, or vice-versa.
Creation, movement and annilation of anyons are therefore achieved
by Pauli operations. Using single spin operations, creation of a pair
will always lead to the anyons occupying neighboring plaquettes (where
neighoring means that they share exactly one spin). Similarly, single spin
operations can only move anyons from one plaquette to a neigboring
one, or annihilate anyons on neighboring plaquettes. Since we assume
that the system-bath coupling supports only single spin errors, it is ex-
actly these processes that we consider during thermalization. However,
it should be remembered that two-spin perturbationsmay also be present
in the Hamiltonian. Local two-spin errors should therefore also be con-
sidered, which can create, annihilate and transport anyons on next-to-
neighboring plaquettes.
With this in mind, we wish to split both s- and p-plaquettes into two
groups, one of which will be strongly coupled to the FM or to the hop-
ping bosons with a coupling As and the other of which will be weakly
coupled with a strength Aw < As. This will give the plaquettes of the for-
mer a higher chemical potential than those of the latter, with an energy
difference that increases linearly with system size.
The pattern of strongly andweakly coupled plaquettes should be cho-
sen such that anyons become trapped within the latter, which will occur
if two conditions are satisfied. Firstly, any anyons initially on strongly
coupled plaquettes should quickly move into a nearby weakly coupled
plaquette. Secondly, it should not be possible for anyons to be moved
from one weakly coupled plaquette (or a small cluster of weakly cou-
pled plaquettes) to another by a sequence of either single- or two-spin
operations without passing through a strongly coupled plaquette.
The first condition can be met if anyons on strongly coupled plaque-
ttes cannot be moved over large distances by a sequence of either single
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or two spin operations without either moving through a weakly cou-
pled plaquette, or through a strongly coupled plaquette that neigbors a
weakly coupled one. The latter is relevant because it will ensure that
the distance an anyon can move before decaying into a weakly coupled
plaquette is exponentially suppressed.
Both conditions are satisfied by the pattern shown in Fig. 7.3 (a). Here,
weakly coupled s-plaquettes are shown in dark blue. Strongly coupled s-
plaquettes that neighbor weakly coupled s-plaquettes are shown in blue,
and those that do not are shown in light blue. Regions of strongly cou-
pled plaquettes that do not neighbor weakly coupled plaquettes are sep-
arated from each other by a width of three spins. Sequences of one- and
two-spin operations therefore cannot move anyons in one such region
to another without going via strongly coupled plaquettes that do neigh-
bor weakly coupled plaquettes, which will almost certainly result in the
anyon decaying into the neighboring weakly coupled plaquettes. Sim-
ilarly, regions of weakly coupled plaquettes are separated by the same
width, preventing movement between them without going via strongly
coupled plaquettes.
The initial movement of anyons on strongly coupled plaquettes to
nearby weakly coupled plaquettes may cause ambiguity for error correc-
tion if the error rate during initialization is too high. Even so, for suffi-
ciently low error rates this movement will have no effect on correctabil-
ity. Once the movement is complete, the exponential suppression of dif-
fusion will then ensure that the correctability of the errors is preserved
for a time exponential with the system size, since such an exponentially
long timescale will be required for the anyons to climb out of the weakly
coupled plaquettes.
We will now demonstrate that the difference in chemical potentials
between strongly andweakly coupled plaquettes leads to the energy bar-
rier required to suppress diffusion. To determine the chemical potential
of an arbitrary plaquette p (which is either s- or p-type), the following
sum over all plaquettes must be performed
µp(L) =
M2
2⇡R
Ap
X
p0
0
Ap0
1
|p  p0| , (7.23)
where the prime in
P0 means that p0 6= p. Here Ap0 denotes the cou-
pling of plaquette p0 which will be As or Aw depending on whether this
plaquette is weakly or strongly coupled, respectively. By numerically
performing the summation we find that, in the L ! 1 limit, it takes the
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form X
p0
0
Ap0
1
|p  p0| =
3As + Aw
4
c · L , (7.24)
where c is an O(1) constant. Its value does not depend on whether the
sum is centered on a strongly or weakly coupled plaquette, or at least
does not do so to a non-negligible degree. To three decimal places its
value is found numerically to be c = 3.524. The linear combination of
As and Aw is a weighted average A¯ = (3As + Aw)/4, which arises from
the fact that there are three times as many strongly coupled plaquettes
as weakly coupled plaquettes. The chemical potentials for weakly and
strongly coupled plaquettes are then
µs(L) =
cAsA¯M2
2⇡R
· L , µw(L) = cAwA¯M
2
2⇡R
· L . (7.25)
Clearly, µs(L)  µw(L) = O(L), giving the required energy barrier.
Alternative tiling with four-body coupling.
Apattern of strongly andweakly coupled plaquettes, stable against single-
spin errors, is shown for an alternative tiling in Fig. 7.3 (b). Strongly
(weakly) coupled s-plaquettes are shown in blue (dark blue) and strongly
(weakly) coupled p-plaquettes are shown in white (grey). For this tiling it
is still true that e anyons can only be created and moved between neigh-
boring s-plaquettes, and m anyons between neighboring p-plaquettes.
Note that all strongly coupled plaquettes in this tiling are triangular. The
Wp for these will therefore be three-body operators, making the code-FM
or code-hopping boson coupling only a four-body term. On the other
hand, weakly coupled plaquettes are octagons with eight-body Wp and
nine-body terms required for the code-FM or code-hopping boson cou-
pling. Since these many-body terms will most likely be generated by
perturbative methods, with a higher number of spins in a term gener-
ated by higher orders of perturbation theory, the difference in coupling
strengths will arise naturally.
Due to the practical difficultly in generating many-body terms, we
can consider not coupling the octagonal plaquettes to the FM or to the
hopping bosons. Only the four-body terms required to couple the tri-
angles are then needed, which should be easier to implement than the
five-body terms required for the square tiling. Despite the fact that only a
fraction of the plaquettes are coupled to the FM or to the hopping bosons,
the memory is still stable against thermal errors. This is because any sin-
gle spin error must still create at least one anyon on, or move anyons
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through, energetically penalized triangular plaquettes. The energy bar-
rier that increases linearly with system size is therefore still intact, and
ensures that anyon creation and diffusion are exponentially suppressed.
Unfortunately, stability against local Hamiltonian perturbations does
not remain strong without the coupling of octagons. Without an energy
penalty, two-body perturbations are free to create and move anyons be-
tween next-to-neighboring octagonal plaquettes. This avoids the energy
barrier and so leads to uncorrectable errors in a constant time. How-
ever, it is possible to avoid this by carefully considering what types of
perturbation are present, and then designing the Wp such that they are
unable to perform such hopping processes. For example, let us useWp =
Ixp,1I
y
p,2I
z
p,3 for triangular s-plaquettes. Here spin 1 is that shared with the
neighboring triangular s-plaquette and the numbering proceeds clock-
wise. Let us also use Wp = Izp,1I
y
p,2I
x
p,3 for triangular p-plaquettes with
corresponding numbering. No nearest neighbor isotropic perturbation
of the form I↵i I↵j , for ↵ 2 {x, y, z}, commutes with all of these operators.
This means such perturbations will be suppressed by the energy barrier
and will not be able to move anyons between octagonal plaquettes. If
only perturbations of this form are present in the system, the memory
will remain stable.
7.8 Conclusions
In this paperwe have introduced two 3D-models presenting self-correcting
properties with purely local, bounded-strength interactions in three di-
mensions. The first model consists of a toric code whose stabilizer op-
erators are locally coupled to the transverse component of the spins in
a bulk ferromagnet aligned along z direction. The low-energy magnons
of the ferromagnet (Goldstone modes) mediate long-range attractive in-
teractions between the stabilizers and thus lead to an energy penalty for
the creation of anyons that increases lineraly with the linear size L of
the code. We thus obtain a lifetime of the memory increasing exponen-
tially with L. The second model is exactly solvable and consists of a toric
code locally coupled to a system of hopping bosons on a cubic lattice.
The long-range attractive interaction is mediated by the low-energy col-
lective excitations of the bosonic system (similar to the magnons). This
leads again to a memory lifetime increasing exponentially with L. Both
models are closely related and in fact coincide in the harmonic approx-
imation. As the ferromagnet model is treated within the framework of
standard perturbation theory, our analysis does not represent a full proof
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of self-correction but provides evidence towards thermal stability. This is
in contrast with the second model (hopping bosons) that is exactly solv-
able and forwhichwe have exactly demonstrated that the energy barriers
grows linearly with L.
We have studied the backaction effects of the toric code onto the fer-
romagnet and determined that the spins close to the memory tilt along
x direction after a so-called refreshing time tr independent of L. At time
t > tr two scenarios are conceivable. In the first one a magnetic pulse is
applied to the ferromagnet in order to realign it along z and to maintain
an O(L) energy penalty. In the second case the spins of the ferromag-
net reach a new equilibrium position and the energy penalty scales with
log(L) only.
These results obtained from our local model provide strong evidence
that the surface code can be made thermally stable in less than 4 dimen-
sions by coupling it to a system with Goldstone modes. Here we have
explicitly considered the coupling to a ferromagnet or to a reservoir of
hopping bosons. The question of how to engineer such five-body inter-
actions remains open.
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7.A Interactions mediated by a translationally
invariant system.
For the sake of completeness, we show here a detailed derivation of
Eq. (2) of the main text with the use of a perturbative Schrieffer-Wolff
transformation similar to Ref. [134]. We start our discussion by introduc-
ing the general formalism. Consider a general Hamiltonian
H = H0 + V , (7.26)
where we identify H0 as the main part and V as a small perturbation.
We decompose the spectrum  (H0) ofH0 into a high-energy set of eigen-
values MQ and a low-energy set of eigenvalues MP such that  (H0) =
MP [MQ, MP \MQ = ;, and there is a gap separating the eigenvalues
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in MP and MQ. We define the operators P and Q = 1   P respectively
as the projectors onto the low energy subspace MP and onto the high-
energy subspace MQ corresponding to set of eigenvalues MP and MQ.
The perturbation V can then be decomposed into a diagonal part Vd and
an off-diagonal part Vod
Vd = PV P +QV Q , (7.27)
Vod = PV Q+QV P . (7.28)
The effective Hamiltonian is given by a Schrieffer-Wolff transformation
such that the transformed Hamiltonian Heff = eSHe S is block-diagonal,
i.e. PHeffQ = QHeffP = 0. Up to second order in V the effective Hamil-
tonian reads [75]
H(2)eff = H0 + Vd + U = H
0
0 + U , (7.29)
where we define H 00 = H0 + Vd and
U =   i
2
lim
⌘!0+
Z 1
0
dt e ⌘t [Vod(t), Vod] , (7.30)
where Vod(t) = eiH
0
0tVode iH
0
0t is given in the Heisenberg representation
(~ = 1).
Coupling to the transverse component of the FM spins.
We assume here that the FM is in broken-symmetry state with magneti-
zation along z-direction and we couple the surface code to the transverse
x component of the FM spins:
H = H0 + V = H0 +
X
q
SxqA q , (7.31)
where H0 is a general S-spin Hamiltonian and Ai arbitrary operators
which commute with H0 and with each other. The Fourier components
are defined through Sq = 1pNs
P
i e
 iq·RiSi and Aq = 1pNs
P
i e
 q·RiAi,
whereNs denotes the number of spins Si andRi their site. Here we iden-
tify the projector P as the operator projecting onto the subspace with a
fixed number of magnons nq. Since Sx does not conserve the number of
magnons, it is clear that Vd = 0 and Vod = V . Note that we have absorbed
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the symmetry-breaking term hz
P
i S
z
i into H0. From Eq. (7.30) we obtain
U =   i
2
lim
⌘!0+
X
q,q0
Z 1
0
dt e ⌘t
⇥
Sxq (t)A q, S
x
q0A q0
⇤
=   i
2
lim
⌘!0+
X
q,q0
Z 1
0
dt e ⌘t([Sxq (t), S
x
q0 ]A q0A q + S
x
q (t)S
x
q0 [A q, A q0 ]| {z }
=0
) .
(7.32)
We assume that the S-spins are in thermal equilibrium, described by the
canonical density matrix ⇢ = e  HF /Tr e  HF , where HF is the S-spin
Hamiltonian without the coupling to the plaquettes and corresponds to
the main part of the Hamiltonian in Eq. (7.31), i.e., HF = H0. In do-
ing so, we neglect the backaction of the surface code on the ferromagnet.
This backaction will be addressed further below where we show that it
leads to a localized effect on the ferromagnet which needs to be included
(see also main text). Here, we rely on a formal perturbation expansion
in powers of A/J . Convergence of this formal expansion is an interest-
ing question by itself and can be approached along the lines discussed
in Ref. [75]. However, such rigorous treatment is beyond the present
scope and will be addressed elsewhere. Still, as shown in the main text,
in the one-magnon (or harmonic) approximation, the effective Hamilto-
nian Eq. (2) in the main text is exact in all orders of A, thus showing that
all higher order contributions of the Schrieffer-Wolff expansion vanish
exactly in the one-magnon sector.
The equilibrium expectation values are denoted by h. . .i. Since H0
is translationally invariant, such that hS↵riS rji = hS↵0S↵rj rii, we havehS↵qS↵q0i = hS↵qS↵ qi q+q0,0, and thus
U =   i
2
lim
⌘!0+
X
q
Z 1
0
dt e ⌘t
⌦
[Sxq (t), S
x
 q]
↵
AqA q =  1
2
X
q
A q xx(q)Aq ,
(7.33)
where  xx(q) is the static spin susceptibility.
Coupling to the longitudinal component of the FM spins.
We are now interested in the case where the surface code is coupled to
the longitudinal component of the FM spins:
H = H0 + V = H0 + A
X
i
WiS
z
i , (7.34)
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where the sum runs over the L2 lattice sites lying in the plane of the sur-
face code. The main part H0 is the Hamiltonian of the FM, i.e. H0 = HF ,
which contains the symmetry-braking term hz
P
i S
z
i . As above, we iden-
tify P as the operator projecting onto the subspace with a fixed num-
ber of magnons nq. In order to distinguish between the diagonal and
off-diagonal parts of the perturbation, it is useful to apply the Holstein-
Primakoff transformation in the harmonic approximation (see Eq. (6) in
the main text). Doing so we obtain
V =  SA
X
i
Wi + A
X
i
Wia
†
iai . (7.35)
In Fourier space Eq. (7.35) reads
V =  SA
X
i
Wi +
A
N
X
i
Wi
X
q,q0
eiRi·(q q
0)a†qaq0 . (7.36)
It is now straightforward to distinguish between the diagonal and the
off-diagonal part of the perturbation, namely
Vd =  SA
X
i
Wi +
A
N
X
i
Wi
X
q
a†qaq , (7.37)
Vod =
A
N
X
i
Wi
X
q 6=q0
eiRi·(q q
0)a†qaq0 . (7.38)
Absorbing Vd into the main part of the Hamiltonian, we rewrite
H = H 00 + Vod , (7.39)
with (in the harmonic approximation)
H 00 =  SA
X
i
Wi +
X
q
✏qnq +
A
⇤3
L2
X
q
nq, (7.40)
where, as in the main text ✏q = !q + hz, we assumed that the surface
code is free of anyons, i.e. Wi = +1, and we used Ns = ⇤3. We see from
Eq. (7.40) that the backaction effect of the surface code increases the gap
of the magnons from hz to h0z = hz + AL2/⇤3. However this additional
term has no weight in the thermodynamic limit since it scales with ⇤ 3.
Using the specific choice of scaling from themain text, we have hz / 1/L4
while L2/⇤3 / 1/L7. In the thermodynamic limit the magnetic length is
thus just given by the external magnetic field hz
Lh0z ! Lhz / L2 for L!1 . (7.41)
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This allows us to safely conclude that the backaction of the surface code
is negligible in this case.
From Eq. (7.30) we have
U = A
2
2N2
P
i,jWiWj
P
q 6=q0,k 6=k0
eiRi·(q q
0)+Rj ·(k k0)
✏q ✏q0
h
a†qaq0 , a
†
kak0
i
= A
2
2N2
P
i,jWiWj
P
q 6=q0
nq nq0
✏q ✏q0 e
i(q q0)·(Ri Rj)
= A
2
2N2
P
i,jWiWj
P
q0,k
nk+q0 nq0
✏k+q0 ✏q0 e
ik·(Ri Rj)
=   A22N2
P
i,jWiWj
P
q,k
e (✏k+q ✏k)
✏k+q ✏k nk+q(nk + 1)e
iq·(Ri Rj)
=  A22N
P
i,jWiWj
P
k  zz(q,! = 0)e
iq(Ri Rj) (7.42)
where the last equality comes from the definition of the susceptibility (3)
in the main text evaluated in the one-magnon approximation. Following
the approach of Ref. [139] assuming that  ✏q+k,  ✏q,  (✏k+q   ✏k)⌧ 1, we
have that
 zz(q,! = 0) =
kBT
8D2
1
|q| for |q|! 0, (7.43)
where D = 2JS. From Eqs. (7.42) and (7.43), we finally find a chemical
potential for the anyons µ / kBT ln(L/2) as shown in the main text. We
note that the term  SAPiWi in H 00 leads to an increase of the chemical
potential by 2SA. However, this term does not scale with L and can be
neglected for large L.
7.B Decoherence process with 1/r-stabilizer
interaction.
We have shown in the main part that if the stabilizer interaction is given
by the transverse susceptibility, we obtain an O(L) anyon chemical po-
tential and an 1/r attractive potential between anyons. For this case, let
us try to understand in more detail the decoherence process of the mem-
ory in contact with a simple model of a bath. We assume that the bath
supports single-spin processes in which an energy ! is transfered from
the anyon system to the bath with rate  (!) and that  (0) 6= 0 5. Let
 (N) denote the average cost to create an anyon pair if there are already
5If we had  (0) = 0, as is the case for super-Ohmic baths, this would of course have
a greatly beneficial influence on the memory lifetime as it forbids direct hopping pro-
cesses of anyons. See [16] for more details about the decoherence of quantummemories
under the influence of super-Ohmic baths.
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N pairs present. The gravitational interaction will lead to  (N   1) <
 (0) = 2µ(L)   A2M2/(⇡R). However, below we show that this reduc-
tion will not lead to a finite self-consistent number of anyon pairs and
that in fact we will have  (N   1) ⇡  (0) in the relevant regime.
Since the presence of only two anyons diffusing across the memory
leads to an uncorrectable logical error in times of order L2/ (0) [16], we
need to show that the time for the creation of two nearby anyons that are
not directly annihilated increases exponentially with system size. When-
ever a new pair of anyons is created, their total hopping rate is given
by 6 (0) 6 such that the probability that one of the two anyons ever
moves before the pair gets annihilated is 6 (0)/[ ( (0)) + 6 (0)]. Since
 ( (0)) = exp(  (0)) (  (0)) (which follows from the detailed balance
condition) and the code consists of L2 physical spins, we conclude that
the total rate for creation of anyon pairs that do not directly get annihi-
lated is given by
L2 (  (0)) 6 (0)
 ( (0)) + 6 (0)
 6L2e   (0) (0) . (7.44)
The time needed to create such a pair is thus of order exp(  (0))/L2 (0).
In conclusion, we found a lower bound for the quantummemory storage
time that increases exponentially with system size.
Assume that there are already N anyon pairs present. We want to de-
termine the average (averaged over all possible positions of the existing
anyons) energy cost  (N) to create a new pair. From the point of view
of one of the two newly created anyons, we assume that the existing 2N
anyons are uniformly distributed over all L2 2 remaining positions. The
averaged interaction between one of the newly created anyons and each
existing one is thus
1
L2   2
 
2 · 2
X
p 6=0
Jp,0 + A
2M2/(⇡R)
!
=   1
L2   2
 
2µ(L)  A2M2/(⇡R)  ,
(7.45)
where we have subtract the energy  A2M2/(⇡R) due to attraction with
the other anyon of the same pair. Indeed, we are only intersted in the
attraction energy due to anyons which are already present before the cre-
ation of the pair. The total energy  (N) to create the new pair is thus
6Strictly speaking, the energy cost for hopping is greater than zero since it increases
the potential energy in the gravitational potential. However, we approximate this en-
ergy cost by zero for simplicity, neglecting the beneficial effect of the anyon attraction
and obtaining a lower bound on the actual lifetime.
146
CHAPTER 7. TOWARDS A LOCAL 3D HAMILTONIAN AS A
THERMALLY STABLE SURFACE CODE
given by
 (N) =  (0)  4N
L2   2
 
2µ(L)  A2M2/(⇡R)  =  (0)✓1  4N
L2   2
◆
,
(7.46)
where  (0) = 2µ(L)  A2M2/(⇡R).
The mean-field energy of N anyon pairs is thus
Emf (N) =
N 1X
i=0
 (i) =  (0)N
L2   2N
L2   2 . (7.47)
The symmetryN $ L2/2 N is reminiscent of the fact that the energy in
Eq. (2) of the main text can be minimized by either all stabilizers having
a +1 eigenvalue (no anyons present) or a  1 eigenvalue (memory full of
anyons). The energetic gap between the sector in which there are almost
no anyons and the sector in which the memory is full of anyons is of or-
der  (0)L2 = O(L3), so transitions between these two sectors happen on
time-scales much longer than the time before the stored quantum infor-
mation is lost. Consequently, each sector may serve as a thermally stable
quantum memory, but at each moment in time we can only use one of
the two. Without loss of generality, we consider the case where the sector
with (almost) no anyons present is used for quantum information stor-
age.
From Eq. (7.46) we have that  (N) =  (0)(1   2n), where n denotes
the density of anyons. As there can only be zero or one anyon at each
position, we obtain the self-consistent equation for the mean-field anyon
density in equilibrium
nmf = [exp (  (0)(1  2nmf )) + 1] 1 . (7.48)
If the left-hand side of this equation is smaller/larger than the right-hand
side, the anyon density will tend to increase/decrease. If nmf solves
this equation, so does 1   nmf . One self-consistent density is nmf = 12 .
The stability of this density depends on the temperature of the bath. For
  (0) < 2we have a unique self-consistent density nmf = 12 and this den-
sity is also stable. For   (0) > 2 the density 12 becomes unstable and two
new stable self-consistent densities n⇤ and 1   n⇤ emerge (let n⇤ denote
the smaller of the two). The system of anyons therefore shows a phase
transition and spontaneous breaking of the anyon anyon-hole symme-
try at a critical temperature  (0)/2, which is of order A2J L. However, this
temperature becomes only relevant if it is lower than the critical temper-
ature of the ferromagnet which is of order J , which will not be the case
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in the limit of large L. For the purpose of quantum information stor-
age, we are clearly interested in temperatures below both of these critical
temperatures.
Adding the toric code Hamiltonian Htoric =   
P
pWp to Eq. (1) in
the main text explicitly breaks the symmetry between anyons and anyon
holes and will lead to an additional summand 4N  in Eq. (7.47). How-
ever, the modification of the self-consistent densities n⇤, 1   n⇤, and 12
through this new term becomes vanishing for large L, as   does unlike
 (0) not grow with L.
Let us consider the self-consistent solution n⇤. We want to show that
n⇤ is exponentially suppressed with L and consequently that the number
of anyons itself goes to zero in the thermodynamic limit. After straight-
forward algebra, one can show that n = 2e   (0) < 1/2with   (0)e   (0) <
log(2)
4 (note that this condition is readily satisfied since  (0) grows linearly
with L) satisfies
[exp(  (0)(1  2n)) + 1] 1 < n , (7.49)
and therefore n > n⇤. Since n is by definition exponentially suppressed
with L and n⇤ < n we finally conclude that the self-consistent solution
n⇤ of Eq. (7.48) goes exponentially to zero with L. A direct consequence
of this is that the equilibrium number of anyons n⇤L2 also vanishes ex-
ponentially with L and will generally be much smaller than the minimal
positive value 2. Hence the anyon number will fluctuate between 0 and
small even integers, such that  (N) ⇡  (0) from Eq. (7.46).
7.C Decoherence process with 1/r2-stabilizer
interaction.
We have shown in the main part that if the stabilizer interaction is given
by the longitudinal susceptibility, we obtain an O (ln(L)) anyon chemical
potential and an 1/r2 attractive potential between anyons. By the same
line of reasoning as in 7.B, modifications to the anyon chemical potential
due to inter-anyonic interactions are negligible. Let us thus study a sim-
ple model in which anyons have a constant energy cost µ independent of
the number of anyons which are already present. Ref. [100] predicts in
this scenario a lifetime that scales at least with exp(2 µ)/L2 7. Employing
7The factor 2 in the exponent is due to the fact that anyons can only be created
in pairs in a toric code whose boundary conditions are (as its name suggests) periodic.
With open boundaries [113], unpaired anyons can be created such that the factor 2 drops
out.
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the same simple bath model as in the previous paragraph, let us probe
the tightness of this bound. As remarked in 7.B, it takes a time of order
t1 = exp(2 µ)/(L2 (0)) to create an anyon pair that does not immediately
annihilate but performs at least one hopping. One such separating pair
creates an uncorrectable logical error in times of order ⇠ L2/ (0). We
ignore here dimensionless O(1) factors which depend on the precise def-
inition of the memory lifetime and on the classical algorithm employed
to perform error correction. Thus if we are in the regime µ > 2kBT lnL,
the quantum information will get destroyed by the first separating pair,
which takes a time of order t1 such that the bound in Ref. [100] is tight.
However, consider now the opposite regime µ < 2kBT lnL. In this
regime, further anyons will be created before the two anyons of the first
separating pair have time to diffuse across a distance of order L. The
lifetime of the memory is then given by the time it takes the anyons to
diffuse across the average inter-pair distance, which is when error cor-
rection will inevitably break down. After a time t, the density of anyons
will be of order t/(t1L2) =  (0)t ⇥ exp( 2 µ), taking the possibility for
immediate annihilation into account, and existing anyons will have dif-
fused across a distance ⇠ p (0)t, as the diffusion constant for anyons is
essentially given by  (0) [16]. Consequently, after a time ⇠ exp( µ)/ (0)
existing anyons will have diffused across the current inter-pair distance,
which thus constitutes the lifetime of the memory. Notably, in this case
the bound from Ref. [100] is no longer tight, as exp( µ) > exp(2 µ)/L2 in
the assumed regime.
To summarize, if anyons can be created at a constant energy cost µ
and the quantum memory is in contact with a bath that supports pro-
cesses which have an energy cost ! with a rate  ( !) and fulfills the
detailed balance condition, error correction will break down after a time
of order
exp(2 µ)/L2 (0), if µ   2kBT lnL
exp( µ)/ (0), if µ  2kBT lnL
 
=
max {exp(2 µ)/L2, exp( µ)}
 (0)
.
(7.50)
Now let us assume that µ = µ(L) = ckBT lnL, which is what we ob-
tain if the stabilizer interaction is given by the longitudinal susceptibility.
Then we obtain a lifetime scaling as max {L2c 2, Lc} / (0), i.e. polynomi-
ally growing for any c > 0 with a change in the scaling behavior, de-
pending on whether c is greater or smaller than 2. We note that for bath
models as employed in Refs. [16, 112, 113], we have  (0) / T , so our esti-
mate for the lifetime contains an implicit temperature-dependence, even
though the explicit temperature dependence stemming from the Boltz-
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mann factor drops out.
7.D Ferromagnetic spin dynamics under the
effective xmagnetic field produced by the
surface code
Non-equilibrium response for Sx
We calculate now the time-dependent expectation value of the local x
magnetization, defined as
hSxi (t)i = Tr⇢FSxi (t) (7.51)
where
Sxi (t) = e
iHtSxi e
 iHt, ⇢F = e HF /kBT/ZF , ZF = Tre HF /kBT , (7.52)
with
H = HF+V , HF ⇡
X
q
✏qa
†
qaq , V = A
X
i
WiS
x
i ⇡ A
X
i
Wi
p
2S
2
(ai+a
†
i ) ,
(7.53)
where we used the magnon approximation in lowest order. The canon-
ical density matrix ⇢F contains the unperturbed Hamiltonian HF , while
the time-dependence is given by the full Hamiltonian H = HF + V . The
polaron transformation is defined by (see also main text),
H˜ = eSHeS =
X
q
✏qa
†
qaq + µ(L)
X
i
ni . (7.54)
Note that the two terms in H˜ commute. Next, inserting 1 = e SeS we
rewrite Eq. (7.51) exactly as
hSxi (t)i = Tr⇢F e S S˜xi (t)eS , (7.55)
where the tilde refers to the transformed quantities, A˜ = eSAe S and ⇢F
is untransformed.
The magnon operators transform as
eSaie S = ai   di = ai   A
p
Sp
2
X
j
Wj
1
4⇡D
1
|Ri  Rj|e
 |Ri Rj |/Lh . (7.56)
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From Eq. (7.56) we directly note that the backaction effect is biggest close
to the memory and vanishes as e |r|/Lh/|r|. For what follows we will
therefore always consider the worst case and assume that i is a spin lying
in the plane of the surface code. Using Eq. (7.56) and assuming that i
labels a site lying in the plane of the surface code, we obtain
S˜xi (t) = e
iH˜tS˜xi e
 iH˜t ⇡
p
2S
2
eiH˜t(a˜i + a˜
†
i )e
 iH˜t =
p
2S
2
(a˜i(t) + a˜
†
i (t))
=
p
2S
2
(ai(t) + a
†
i (t) 
p
2S
A
2D
(L/2)) (7.57)
Now, we find the explicit time-dependence,
ai(t) = e
iH˜taie
 iH˜t =
1p
Ns
X
q
aq(t)e
iq·Ri =
1p
Ns
X
q
aqe
 i✏qt+iq·Ri ,
(7.58)
where we used the explicit expression (7.54) for H˜ . Now, we insert this
back into Eq. (7.55) and get
hSxi (t)i =
r
S
2Ns
Tr⇢F e S
X
q
(aqe
 i✏qt+iq·Ri + h.c.)eS   e SSA
2D
(L/2)eS
=
r
S
2Ns
Tr⇢F
X
q
((aq + dq)e
i✏qt+iq·Ri + h.c.)  SA
2D
(L/2)
=
r
S
2Ns
Tr⇢F| {z }
=1
X
q
dqe
 i✏qt+iq·Ri + d qei✏qt iq·Ri   SA
2D
(L/2) ,
(7.59)
where we used that Tr⇢Faq = 0 and defined
dq =
X
j
Wj
M q,j
✏q
=
X
j
Wj
A
p
2S
2
p
Ns
e iq·Rj
✏q
. (7.60)
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Inserting Eq. (7.60) into Eq. (7.59), we finally obtain
hSxi (t)i =
r
S
2Ns
A
p
2S
2
p
Ns
X
j
Wj
X
q
1
✏q
(e iq·Rje i✏qt+iq·Ri + eiq·Rjei✏qt iq·Ri)
 SA
2D
(L/2)
=
SA
2Ns
X
j
Wj
X
q
1
✏q
(eiq·(Ri Rj) i✏qt + eiq·(Rj Ri)+i✏qt)  SA
2D
(L/2) .
(7.61)
Going to the continuum approximation (
P
q ! Ns(2⇡)3
R
dq), we now
calculate the following integrals (with V = ⇤3 = Ns),
Z
V
dq
1
Dq2
eiq·r iDq
2t = 2⇡
Z 1
 1
d(cos(✓))
Z 1
0
dqq2
1
Dq2
eiqr cos(✓)e iDq
2t
= 4⇡
Z +1
0
dqq2
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Dq2
sin(qr)
1
qr
e iDq
2t
=
4⇡
Dr
Z 1
0
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q
eiDq
2tdq
=
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Dr
✓
1
2
+
i
2
◆
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✓
 iFC

rp
2⇡
p
Dt
 
+ FS

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2⇡
p
Dt
 ◆
,
Z
V
dq
1
Dq2
e iq·R+iDq
2t =   4⇡
Dr
✓
 1
2
  i
2
◆
⇡
✓
FC

rp
2⇡
p
Dt
 
  iFS

rp
2⇡
p
Dt
 ◆
.
(7.62)
Therefore the sum of both integrals is given by
4⇡2
Dr
✓
FC

rp
2⇡
p
Dt
 
+ FS

rp
2⇡
p
Dt
 ◆
, (7.63)
and thus
hSxi (t)i =
SA
2
4⇡2
D(2⇡)3
X
j
Wj
1
rj
✓
FC

rjp
2⇡
p
Dt
 
+ FS

rjp
2⇡
p
Dt
 ◆
 SA
2D
(L/2) .
(7.64)
We remark that here and the following we neglect the finite ’mass term’
hz (i.e. ✏q ⇡ !q) in the magnon spectrum generated by the magnetic field
applied along the z-axis. Since we assume that hz / 1/L4 (in order to
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have the magnetic length Lh /
p
1/hz / L2 and thus Lh   L), this is
justified as it would lead to 1/L corrections.
Let us now assume Wj = 1, i.e. the memory is free of anyons, and
assume that the memory is a disk of radius L/2:
2⇡
Z L/2
0
✓
FC

rp
2⇡
p
Dt
 
+ FS

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2⇡
p
Dt
 ◆
dr = 2⇡
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2
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
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2⇡
p
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 
+
+
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2
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Dt
 
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2
⇡
p
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 1 + cos

(L/2)2
4Dt
 
  sin

(L/2)2
4Dt
 ◆!
.
(7.65)
We thus now have the following result for hSxi (t)i,
hSxi (t)i =
SA
2D
✓
L
2
FC

L/2p
2⇡
p
Dt
 
+
L
2
FS

L/2p
2⇡
p
Dt
 
+
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2
⇡
p
Dt
✓
 1 + cos

(L/2)2
4Dt
 
  sin

(L/2)2
4Dt
 ◆!
  SA
2D
(L/2)
= F (t)  SA
2D
(L/2) . (7.66)
For t = 0 we have
2⇡
Z L/2
0
✓
FC

rp
2⇡
p
Dt
 
+ FS

rp
2⇡
p
Dt
 ◆
dr = 2⇡(L/2) (7.67)
and thus
hSxi (t = 0)i =
SA
2D
(L/2)  SA
2D
(L/2) = 0 . (7.68)
We note that the time-scale of the Fresnel functions is of the diffusive
form, ⌧ = 2⇡Dt/(L/2)2. From Eq. (7.66) it is clear that the time to flip
the spins goes like L2, like in a diffusive process with diffusion constant
D = 2SJ . Using the representation in form of ⌧ , Eq. (7.66) becomes
hSxi (t)i =
SA(L/2)
2D
✓
FC

1p
⌧
 
+ FS

1p
⌧
 
+
p
⌧
⇡
⇣
 1 + cos
h ⇡
2⌧
i
  sin
h ⇡
2⌧
i⌘◆
| {z }
F˜ (⌧)
 SA
2D
(L/2) . (7.69)
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We consider now the ‘short time limit’ in Eq. (7.66), with ⌧ = 2⇡Dt/(L/2)2 ⌧
1 and expand in ⌧ . There are also non-analytic expressions (sin and cos,
functions of 1/⌧ ) which we just keep as is. For this we perform a series
expansion for ⌧ ⌧ 1 and obtain
hSxi (t)i =
SA
2D
  
L/2 pJ
r
2
⇡
p
t+O[t]3/2
!
+O[t]3/2
✓
cos

(L/2)2
4Dt
 
+ sin

(L/2)2
4Dt
 ◆◆
  SA
2D
(L/2)
⇡  S
r
A2t
2⇡D
, (7.70)
where we kept only the leading terms in the last line. We emphasize that
in the regime ⌧ = 2⇡Dt/(L/2)2 ⌧ 1 the x-magnetization hSxi (t)i becomes
independent of L. Thus, the result Eq. (7.70) is formally obtained in the
limit L ! 1 (for arbitrary but fixed time t). This limit corresponds to
the limit of physical interest: first L!1 and then t!1. The opposite
order, t ! 1 and then L ! 1 (or finite L) leads to unphysical results
(for L   1 such that the magnetization per spin exceeds the maximum
value S), hSxi (t ! 1)i =  SA(L/2)/(2D) / L   S. This is an artifact
of the harmonic approximation. However, for sufficiently small L the re-
sult is physical and can also be used for comparison with the Metropolis
simulation, see Fig. (2) in the main text.
Next we note that for self-consistency reasons themagnetization should
not exceed the maximum spin value S (this constraint is violated in the
harmonic approximation). Thus, we trust our result only up to times t
which satisfy
0  t  tr , tr = 2⇡D
A2
. (7.71)
Here, tr satisfies hSxi (tr)i =  S and 0   hSxi (t)i    S for all positive
times t  tr. We refer to tr as the refreshing time: at this time the backac-
tion of the memory on the ferromagnet has become substantial with the
spins close to the memory pointing now along the x-axis. To maintain
the effect of the ferromagnet we refresh the ferromagnetic state with e.g.
a magnetic pulse, so that all spins point again along the z-axis. This pro-
cedure has to be repeated periodically on a time scale tr. Note that this
time scale is independent of the memory size L. This refreshing can be
considered as part of a ’cooling’ cycle to get the heat out of the system
generated by the memory. This refreshing prevents that the total system,
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ferromagnet plus memory, reach a new common equilibrium, andmakes
sure that the ferromagnet stays in its own equilibrium state.
We further note that the regime ⌧ ⌧ 1 and t  tr are consistent.
Indeed, we can express ⌧ in terms of tr,
⌧ = Atr
At
(L/2)2
 A
2t2r
(L/2)2
⌧ 1 , (7.72)
where we assumed that we consider only times t  tr.
Non-equilibrium response for Sy
Here we want to calculate the dynamics of the y-component of ferromag-
netic spins which lie in the plane of the surface code:
hSyi (t)i = Tr⇢FSyi (t) , (7.73)
where the different quantities are defined as in the previous section. Since
S˜yi (t) = e
iH˜tS˜yi e
 iH˜t ⇡
p
2S
2i
eiH˜t(a˜i   a˜†i )e iH˜t =
p
2S
2i
(a˜i(t)  a˜†i (t))
=
p
2S
2i
(ai(t)  a†i (t)) , (7.74)
and
ai(t) = e
iH˜taie
 iH˜t =
1p
N
X
q
aq(t)e
iq·Ri =
1p
N
X
q
aqe
 i✏qt+iq·Ri , (7.75)
we obtain
hSyi (t)i =
r
S
2N
1
i
Tr⇢F e S
X
q
(aqe
 i✏qt+iq·Ri   h.c.)eS
=
r
S
2N
1
i
Tr⇢F
X
q
((aq + dq)e
 i✏qt+iq·Ri   h.c.)
=
r
S
2N
1
i
Tr⇢F| {z }
=1
X
q
dqe
 ✏qt+iq·Ri   d qei✏qt iq·Ri (7.76)
7.D. FERROMAGNETIC SPIN DYNAMICS UNDER THE EFFECTIVE
xMAGNETIC FIELD PRODUCED BY THE SURFACE CODE 155
where we again used that Tr⇢Faq = 0. Using the explicit definition (7.60)
ofMq, we have
hSyi (t)i =
r
S
2N
A
p
2S
2
p
N
1
i
X
j
Wj
X
q
1
✏q
(e iq·Rje i✏qt+iq·Ri   eiq·Rjei✏qt iq·Ri)
=
SA
2N
1
i
X
j
Wj
X
q
1
✏q
(eiq·(Ri Rj) i✏qt   eiq·(Rj Ri)+i✏qt) . (7.77)
Since in the continuum approximation the integrals we need to perform
are the same as in the previous section, we obtain that
hSyi (t)i =
SA
2
4⇡2
D(2⇡)3
X
j
Wj
1
rj
✓
FC

rjp
2⇡
p
Dt
 
  FS

rjp
2⇡
p
Dt
 ◆
.
(7.78)
Assuming again thatWj = +1, we finally cocnlude that
hSyi (t)i =
SA
2D
✓
L
2
FC

L/2p
2⇡
p
Dt
 
  L
2
FS

L/2p
2⇡
p
Dt
 
 
r
2
⇡
p
Dt
✓
 1 + cos

(L/2)2
4Dt
 
+ sin

(L/2)2
4Dt
 ◆!
.
(7.79)
We note that at t = 0 and at very long times hSyi (t)i vanishes. For small
⌧ , we find the following expansion
hSyi (t! 0)i = S
r
A2t
2⇡D
=  hSxi (t! 0)i. (7.80)
Note that hSyi (t)i is linear in A (like hSxi (t)i). Thus, the off-diagonal sus-
ceptibility  yx(Ri,!) is non-zero, but only for finite !. For ! ! 0,  yx(Ri,! =
0) = 0 since hSyi (t!1)i = 0. This agrees with the spin wave evaluation
of the susceptibility where all off-diagonal terms vanish in the stationary
limit.
Non-equilibrium response for Sz
We calculate now the time-dependent expectation value of the local z-
magnetization, defined as
hSzi (t)i = Tr⇢FSzi (t) , (7.81)
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where we use the same definitions as in the two previous sections and
i again labels a site which lies in the plane of the surface code. We now
have
eSzi (t) =  S+eiH˜ta˜†i a˜ie iH˜t =  S+ a˜†i (t)a˜i(t) =  S+(a†i (t) di)(ai(t) di) ,
(7.82)
where di =
p
S/8A(L/2)/D is defined through Eq. (7.56). As in the two
previous sections, we approximate ✏q ⇡ !q ⇡ Dq2 and find
eSzi (t) =  S + d2i + 1N X
q,q0
a†qaq0e
i(q0 q)Rieit(!q !q0 )
  1
N
X
q,q0
a†qdq0e
i!qtei·Ri(q
0 q)   1
N
X
q,q0
aqdq0e
 i!qteiRi·(q
0+q) .
(7.83)
Applying the inverse polaron transformation we get
eS eSzi (t)e S =  S + d2i + 1N X
q,q0
(a†q + d
⇤
q)(aq0 + dq0)e
i(q0 q)Rieit(!q !q0 )
  1
N
X
q,q0
(a†q + d
⇤
q)dq0e
i!qtei·Ri(q
0 q)
  1
N
X
q,q0
(aq + dq)dq0e
 i!qteiRi·(q
0+q) , (7.84)
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and thus finally obtain
hSzi (t)i =  S + d2i +
1
N
X
q
ha†qaqi+
1
N
X
q,q0
d⇤qdq0e
i(q0 q)Rieit(!q !q0 )
  1
N
X
q,q0
d⇤qdq0e
i!qtei·Ri(q
0 q)   1
N
X
q,q0
dqdq0e
 i!qteiRi·(q
0+q)
=  S + d2i +
1
N
X
q
ha†qaqi
+
1
N
 X
kl
WkWl
A2S
2N
!X
q,q0
ei(q
0 q)RieiqRk iq
0Rl e
it(!q !q0 )
!q!q0| {z }
=I
  1
N
 X
kl
WkWl
A2S
2N
!X
q,q0
eiqRk iq
0RleiRi(q
0 q) e
i!qt
!q!q0| {z }
=II
  1
N
 X
kl
WkWl
A2S
2N
!X
q,q0
e iqRk+iq
0RleiRi( q
0+q) e
 i!qt
!q!q0| {z }
=III
.
(7.85)
Collecting the various results, we have
hSzi (t)i =  S +
1
N
X
k
hnˆki+ d2i + I   II   III. (7.86)
The next step is now to calculate integrals I , II , and III in the con-
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tinuum approximation:
I =
 X
kl
WkWl
A2S
2
!
1
(2⇡)6
Z
dq
Z
dq0eiq
0(Ri Rl)eiq(Rk Ri)
eit(!q !q0 )
!q!q0
=
 X
kl
WkWl
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4
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i!qt
!q
⇥
⇥
Z
dq0q0 sin(q0|Ri  Rl|)e
 i!q0 t
!q0
=
 X
kl
WkWl
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(2⇡)6
4
D|Ril||Rki|
✓
1
2
+
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◆
⇡ ⇥✓
FC
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p
Dt
 
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p
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 ◆
1
D
✓
1
2
+
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2
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⇡ ⇥✓
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 |Ril|p
2⇡
p
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+ FS
 |Ril|p
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p
Dt
 ◆
=
 X
kl
WkWl
A2S
2
!
1
8⇡2D2|Ril||Rki|
✓
FC
 |Rki|p
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p
Dt
 
FC
 |Ril|p
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p
Dt
 
+
+FS
 |Rki|p
2⇡
p
Dt
 
FS
 |Ril|p
2⇡
p
Dt
 ◆
, (7.87)
whereRki = Rk  Ri. Since we are in the continuum approximation we
can replace
P
r !
R
rdr and obtain
I =
✓
A2S
2
◆
4⇡2
8⇡2D2
Z L/2
0
dr
Z L/2
0
dr0
✓
FC

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2⇡
p
Dt
 
FC

r0p
2⇡
p
Dt
 
+FS

rp
2⇡
p
Dt
 
FS

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p
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 ◆
=
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◆
4⇡2
8⇡3D2
"
(L/2)2⇡
 
FC

L/2p
2⇡
p
Dt
 2
+ FS

L/2p
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p
Dt
 2!
+8Dt sin

(L/2)2
8Dt
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   4(L/2)p2⇡pDtFS
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L/2p
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p
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sin

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8Dt
 2
 2(L/2)p2⇡pDtFC

L/2p
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p
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 
sin

(L/2)2
4Dt
  
. (7.88)
The small t expansion of the term I (valid for ⌧ ⌧ 1) gives
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I(t! 0) = A
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4⇡2
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
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.(7.89)
Similarly, for integral II we obtain
II =
 X
kl
WkWl
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(7.90)
and since II and III are complex conjugates of each other, we have
II+III =
 X
kl
WkWl
A2S
2
!
1
8⇡2D2
1
RilRik
✓
FC

Rkip
2⇡
p
Dt
 
+ FS
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.
(7.91)
As before in the continuum approximation we have
P
r !
R
rdr and
thus
II + III =
4⇡2A2S
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.
(7.92)
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Next, we perform a small t expansion of II + III (valid for ⌧ ⌧ 1),
(II + III)(t! 0) = 4⇡
2A2S
16⇡2D2
L
2
  
L/2 pD
r
2
⇡
p
t+O[t]3/2
!
+O[t]3/2
✓
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
(L/2)2
4Dt
 
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
(L/2)2
4Dt
 ◆◆
.
(7.93)
Let us now put all the terms together and obtain the small t behavior
of the z magnetization (valid for ⌧ ⌧ 1):
hSzi (t! 0)i =  S +
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k
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. (7.94)
Recalling that
d2i =
A2S
8D2
(L/2)2, (7.95)
we now see that both the terms proportional to L2 and to L cancel, indeed
hSzi (t! 0)i =  S +
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where we kept only the leading terms in ⌧ ⌧ 1 (we also neglected 1/L
corrections). Note that again all L-dependence has disappeared in this
regime. The last terms 1Ns
P
khnˆki describes the finite-temperature effects
which reduce the full z-magnetization per spin  S down to zero until
it vanishes at the Curie temperature Tc ⇡ J . Let us assume now that
we are in the low temperature regime T ⌧ Tc and for simplicity neglect
1
Ns
P
khnˆki. Then, we see again that for self-consistency reasons we can
trust the polaron results only up to the refreshing time tr = 2⇡DA2 defined in
Eq. (7.71). Beyond this time, the magnetization along z becomes positive
and eventually with even larger amplitude than S which is unphysical.
7.E Continuum approximation
Here we numerically evaluate the sum
P
p 6=0
1
|p|e
 |p|/Lh and show that
the continuum approximation is just a convenient mathematical tool that
allows to analytically evaluate the behavior of the sum as function of L.
In Fig. (7.4) we plot the sum
P
p 6=0
1
|p|e
 |p|/Lh as function of L. Here
we choose for the lattice constant a = 1 and for the magnetic length
Lh = 1000. The linear behavior for L ⌧ Lh is in agreement with the
continuum approximation calculation. The other sums appearing in this
work can similarly be evaluated numerically and the results agree with
the continuum approximation. As mentioned in the main text, we point
out again that in the continuum approximation we let the lattice constant
a of the surface code go formally to zero such that a single stabilizer re-
mains coupled to a single FM spin.
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Figure 7.4: Numerical evaluation of the sum
P
p 6=0
1
|p|e
 |p|/Lh as function
of L for a lattice constant a = 1 and magnetic length Lh = 1000. For L⌧
Lh the sum increases linearly with L, in agreement with the continuum
approximation calculation.
Part III
Honeycomb Model, Spin
Ladders, Vortex Loops, and
Majorana Fermions
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CHAPTER 8
Introduction
The Kitaev honeycomb model, with several variations, has attracted a
lot of attention over the last years. [14, 16, 27, 30, 31, 32, 111, 114, 142,
143, 144, 145, 146, 147, 148, 149, 150, 151, 152, 153, 154, 155, 156, 157, 158]
Many different interesting aspects of it have been studied in detail in
the original work of Kitaev. [27] There, an exact method of solution of
the model based on the mapping to Majorana fermion operators is dis-
cussed. Although alternative mappings and approximation techniques
exist, [114, 156, 157] Kitaev’s method is widely applied, being ideally
suited to this class of spin models. Further, the presence of an abelian
and a non-abelian phase (in the presence of an external magnetic per-
turbation) was demonstrated. [27] The Kitaev honeycomb model has a
wide spectrum of physical applications, ranging from the description of
strongly correlated materials [31] to the analytical study of critical quan-
tum spin liquids. [147] It is also of central importance in the context of
quantum information theory since its gapped phase provides a perturba-
tive realization of the toric code. [14] Extensions of the honeycombmodel
have been lately proposed as promising candidates for the realization of
a topological quantum memory. [16, 111] Although very challenging, its
physical realization has become closer to reality thanks to recent propos-
als. [30, 32]
In the following we study several aspects of the Kitaev honeycomb
model and make extensive use of a spin to Majoranas transformation
which maps the spin HamiltonianH to a family of quadratic (easily solv-
able) Majorana interactions { eHu} in an extended Hilbert space. In Chap-
ter 9, we thus first investigate the exact solution of the Kitaev honeycomb
model in detail and derive an explicit formula for the projector onto the
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physical subspace. The physical states are shown to be characterized by
the parity of the total occupation of the fermionic eigenmodes. We con-
sider physically relevant quantities, as in particular the vortex energies,
and show that their true value and associated states can be substantially
different from the one calculated in the unprojected space.
In Chapter 10, we propose an inhomogeneous open spin ladder, re-
lated to the Kitaev honeycombmodel, which can be tuned between topo-
logical and non-topological phases. We study the robustness of Majorana
end states (MES) which emerge at the boundary between sections in dif-
ferent topological phases and show, among other results, that while the
MES in the homogeneous ladder are destroyed by single-body perturba-
tions, in the presence of inhomogeneity at least two-body perturbations
are required for destabilizing MES. Furthermore, we present a trijunc-
tion setup where MES can be braided. This is of interest since MES in
spin ladders potentially follow non-abelian braiding statistics as this is
the case in proximity-induced superconducting wires for example.
In Chapter 11, we establish reflection positivity for Gibbs trace states
defined by a certain class of Hamiltonians that describe the interaction
of Majoranas on a lattice. These Hamiltonians may include many-body
interactions, as long as the signs of the associated coupling constants sat-
isfy certain restrictions. We show that reflection positivity holds on an
even subalgebra of Majoranas. The class of interactions we consider is
relevant to our study of the honeycomb quantum spin model and of its
quasi one-dimensional ladder version.
In Chapter 12, we use the results derived in Chapter 11 to investi-
gate the role that vortex loops play in characterizing eigenstates of cer-
tain systems of half-integer spins with nearest-neighbor interaction on a
trivalent lattice. In particular we focus on ground states (and other low-
lying states). We test our ideas on a spin ladder. In certain cases we show
how the vortex configuration of the ground state is determined by the rel-
ative signs of the coupling constants. Two methods yield exact results: i.)
We utilize the equivalence of spin Hamiltonians with quartic interactions
of Majorana fermions, and analyze that fermionic Hamiltonian. ii) We
use reflection positivity for Majorana fermions to characterize vortices in
ground states for reflection-symmetric couplings. Two additional meth-
ods suggest potential wider applicability of these results: iii.) Numerical
evidence suggests similar behavior for certain systems without reflection
symmetry. iv.) A perturbative analysis also suggests similar behavior
without the assumption of reflection symmetry. In all the cases we study,
we conclude that the ground states of the spin ladders are vortex-free
when the sign of the spin couplings are all positive or negative.
CHAPTER 9
Physical Solutions of the Kitaev
Honeycomb Model
Adapted from:
Fabio L. Pedrocchi, Stefano Chesi, and Daniel Loss,
“Physical Solutions of the Kitaev Honeycomb Model”,
Phys. Rev. B 84, 165414 (2011).
We investigate the exact solution of the Kitaev honeycomb model and
derive an explicit formula for the projector onto the physical subspace.
The physical states are simply characterized by the parity of the total oc-
cupation of the fermionic eigenmodes. We consider a general lattice on a
torus and show that the physical fermion parity depends in a nontrivial
way on the vortex configuration and the choice of boundary conditions.
In the vortex-free case with a constant gauge field we are able to obtain
an analytical expression of the parity. For a general configuration of the
gauge field the parity can be easily evaluated numerically, which allows
the exact diagonalization of spin models with much larger sizes than
the ones accessible to current numerical approaches. We consider phys-
ically relevant quantities, as in particular the vortex energies, and show
that their true value and associated states can be substantially different
from the one calculated in the unprojected space, even in the thermody-
namic limit.
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9.1 Introduction
In this paper we examine the projection to the physical subspace of the
exact mapping to Majorana fermions proposed by Kitaev. [27] As briefly
discussed in [152, 153, 154], unprojected and projected models have dif-
ferent physical properties, especially the parity of fermions. We derive
here for the first time an explicit and immediately applicable represen-
tation of the projector in terms of the parity of physical fermions. As it
turns out, the physical fermion parity depends in a nontrivial way on the
configuration of vortices and on the lattice topology. Applying the pro-
jection to specific cases, we find large differences between projected and
unprojected physical quantities (e.g. ground state and vortex energies,
or spin-spin correlation functions). Such discrepancies exist both in the
gapped and gapless phase and can also survive the thermodynamic limit.
Our analysis is consequently essential for the exact numerical study via
Kitaev’s exact mapping of large spin systems, especially if one wants to
go beyond the small system sizes of about 20   100 spins currently ac-
cessible to various numerical approaches such as direct diagonalization
[143, 145, 146] or density matrix renormalization group (DMRG). [150]
The paper is organized as follows: in Section 9.2 we briefly review
the honeycomb model and the exact mapping to Majorana fermions in-
troduced by Kitaev. [27] In Section 9.3 we compute the parity of physical
fermions with periodic boundary conditions and a generic vortex con-
figuration, which represents our main result. Section 9.4 contains some
applications to specific cases and Section 9.5 our final remarks.
9.2 Model and exact mapping
The Kitaev honeycomb model is a quantum compass model [29] defined
on an hexagonal lattice ⇤ as follows
H =
X
hi,ji
J↵ij 
↵ij
i  
↵ij
j , (9.1)
where  i are the Pauli spin operators at site i 2 ⇤ (i = 1, . . . , 2N ). In
Eq. (14.16), the sum runs over all the pairs of nearest-neighbor sites and
the directions of the Ising interactions are determined by the orientations
of the corresponding links (↵ij = x, y, z for x-, y-, z-links respectively, see
Fig. 9.1).
To solve this spin model in an extended Hilbert space eL, one can as-
sociate at each site i four Majorana modes ci, bxi , b
y
i , b
z
i . [27] By defining
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Figure 9.1: Honeycomb lattice, with basis vectors e1,2. The directions of x,
y, z-links are indicated, as well as the vector ⌧ joining B and A sublattices
(white and black dots, respectively). The most general torus on the lattice
can be specified by L1e1 and L2e2 + Me1 (here L1 = 4, L2 = M = 2).
The numbers 1, 2, . . . 16 label the sites as described in the main text, see
Eq. (9.8).
e ↵i = ib↵i ci, the original Hamiltonian in Eq. (14.16) is mapped toeH = iX
hi,ji
bAijcicj, (9.2)
where for nearest-neighbor sites bAij = J↵ijbuij andbuij = ib↵iji b↵ijj =  buji. (9.3)
These operators satisfy bu2ij = 1. Furthermore, they all commute with
each other and also with eH . Therefore, the extended Hilbert space splits
into eL =  u eLu, where u represents a configuration of uij = ±1. Notice
that uij =  uji. So, whenever we specify the values of uij , we assume
conventionally that i is in the A sublattice (see Fig. 9.1). In each subspaceeLu, the operator matrix bAij are replaced by numbers Aui,j and Eq. (12.4)
thus describes non-interacting Majorana fermions.
The eigenmodes can be easily obtained with a canonical transforma-
tion Qu to new Majorana operators
(b
0
1, b
00
1 , ..., b
0
N , b
00
N) = (c1, ..., c2N)Q
u, (9.4)
which for the specific configuration u brings eH to the form eHu = i2 Pm ✏mb0mb00m,
where ✏m are the positive eigenvalues of 2iAu. By introducing the fermion
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operators am = 1/2(b
0
m + ib
00
m) and nm = a†mam we obtaineHu = X
m
✏m (nm   1/2) , (9.5)
with ground state energy E0 =  1/2
P
m ✏m. The orthoghonal matrix Q
u
will have a crucial role in the following to obtain the projection operator.
9.3 Physical fermion parity
The key advantage of Kitaev’s solution is to reduce the problem of find-
ing the eigenvalues of a 22N ⇥ 22N matrix to the diagonalization of the
2N ⇥2N matrices Au. However, the final spectrum and eigenstates are in
the extended Hilbert space eL, and a projection P to the physical subspace
is necessary. [27] The physical states satisfyDi| i = | i for all the gauge
operators Di = bxi b
y
i b
z
i ci and the explicit form of P is [27]
P =
2NY
i=1
✓
1 +Di
2
◆
=
1
22N
X
{i}
Y
i2{i}
Di, (9.6)
where the summation runs over all possible subsets of indices {i} ⇢ ⇤.
Within the physical subspace the e x,y,z operators satisfy the usual algebra
of Pauli matrices and therefore H and eH are equivalent.
To establish a more explicit formula for P one can note that, in the
summation appearing in Eq. (9.6), the two terms corresponding to a sub-
set {i} and its complementary set ⇤\{i} simply differ by a factorQ2Ni=1Di.
Therefore, P factorizes as follows [153, 154]
P =
0@ 1
22N 1
X
{i}
0 Y
i2{i}
Di
1A · 1 +Q2Ni=1Di
2
!
= S · P0, (9.7)
where the prime indicates that the summation in S (in the first parenthe-
sis) is restricted to half of all possible subset of indices: if {i} is included,
then ⇤ \ {i} is not.
We then consider
Q2N
i=1Di in the projector P0 [the second parenthesis
of Eq. (9.7)]. From the definition of Di, it clearly consists of a product of
all the ci and bx,y,zi operators. By applying the anticommutation rules we
can pair corresponding bx,y,zi operators, and express them in terms of the
conserved quantities uij . To do this, it is necessary to know the topology
of the lattice, from which the correct pairing is determined. We consider
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here a model defined on a torus with basis vectors L1e1 and L2e2 +Me1,
as illustrated in Fig. 9.1 for a special case (L1 = 4, L2 = M = 2). This
represents the most general choice of periodic boundary conditions and
N = L1L2. It is also necessary to fix the correspondence between i =
1, ..., 2N and lattice sites. We fix the labeling as in Fig. 9.1. By taking the
origin on site i = 1 (on the B sublattice) the position ri of the sites with
odd values of i is given by:
ri =
✓
i  1
2
mod L1
◆
e1 +
✓
i  1
2
\L1
◆
e2, (9.8)
where (a\b) indicates the integer division and (a mod b) the reminder.
For even i, the position is ri = ri 1+⌧ (see Fig. 9.1). After pairing the bx,y,zi
operators into the uij , the result is proportional to the parity operator ⇡ˆc =
( i)N Qi ci. We then express this quantity in terms of the eigenmodes:
⇡ˆc = det(Q
u) ⇡ˆ, (9.9)
where ⇡ˆ =
QN
m=1(1  2nm) is the parity of the eigenmodes am. A proof of
Eq. (9.9) is provided in Appendix 9.A. Finally, we find for P0,
2P0 = 1 + ( 1)✓ det(Qu) ⇡ˆ
Y
hi,ji
uij, (9.10)
where ✓ = L1 + L2 + M(L1   M) and ⇡ˆ has eigenvalues +1( 1) if the
total number of physical fermions is even (odd). A complete derivation
of Eq. (9.10) is given in Appendix 9.B. It is important to notice that, in
applying Eq. (9.10), the labeling of the lattice described above should be
used. For example, det(Qu) depends on the choice of the labeling.
Wewould like to point out now the differences between Eq. (9.10) and
other discussions in the literature. [152, 153, 154, 155] Firstly, the parity
of physical fermions (the only relevant ones) ⇡ˆ is the parity of the eigen-
modes am and not simply ⇡ˆc which is of no calculational use. Eq. (9.9)
shows now the precise relation between ⇡ˆ and ⇡ˆc: for a certain config-
uration u, the two parities are different if det(Qu) =  1. We note also
that ⇡ˆc is not a gauge invariant quantity, while the physical parity ⇡ˆ ob-
viously is, i.e., [⇡ˆ, Di] = 0. Therefore Eq. (9.9) allows one to form the
gauge invariant quantity det(Qu)
Q
hi,ji uij . A second feature revealed by
our analysis is that ⇡ˆ (and ⇡ˆc as well) depends in a nontrivial way on the
boundary conditions through the factor ( 1)✓, which does not appear in
Refs. [154, 155].
Being directly applicable to the eigenstates | iu 2 eLu, identified by
their occupation numbers (2nm   1) = ±1, Eq. (9.10) is extremely con-
venient: it immediately shows whether P0 gives 0 or 1 on the eigenstate
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| iu. In the former case, the state is clearly unphysical. In the second
case, P| iu = S| iu 6= 0 since, as seen in Eq. (9.7), the 22N 1 terms of S
all correspond to different configurations of uij . In conclusion, Eq. (9.10)
is sufficient to determine if | iu has some overlap with the physical sub-
space or lies completely outside of it, and makes clear that the crucial
quantity is the parity of physical fermions ⇡ˆ: physical states have either
even or odd occupation of the eigenmodes am depending on both the con-
figuration u and the choice of boundary condition.
9.4 Examples of projected states and energies
We discuss in this Section a few examples illustrating the difference be-
tween physical and unphysical results. These examples should make
clear that it is not sufficient to calculate the properties of the system in
the extended space, but the projection must be carefully applied to take
advantage of all the power of Kitaev’s exact mapping. While we focus
here on the ground state and vortex excitation energy, we expect that
similar discrepancies exist for other physical quantities.
By applying Eq. (9.10), the only factor which is not immediately found
is det(Qu) and we show in the following how it can be explicitly eval-
uated when uij = 1. The final result, Eq. (9.18), nicely complements
Eq. (9.10) for this vortex-free sector.
For an arbitrary configuration of the uij , the Fourier transformation
cannot be used to calculate analytic results. However, det(Qu) can be de-
termined numerically with negligible computational effort. This allows
us to obtain the exact numerical solution of the spin Hamiltonian at very
large values N , otherwise intractable, [143, 146, 150] and to explore the
effect of the projection when approaching the thermodynamic limit.
Vortex-free sector
In the vortex-free sector with uij = 1 we can proceed as in Ref. [27] by
making use of the Fourier transform on the lattice
aqB =
1p
2N
X
i odd
e iq·rici,
aqA =
1p
2N
X
i odd
e iq·rici+1, (9.11)
where the positions ri of the B lattice sites are given in Eq. (9.8). We now
consider a partition of the N possible values of q (fixed by the periodic-
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Figure 9.2: An illustration of the partitioning into ⌦,⌦± described in the
main text. The vectors b1,2 define the reciprocal lattice and the hexagon
is the first Brillouin zone. The four square points are wavevectors in ⌦
while the dots and crosses are in⌦+ and⌦ , respectively. In this example
L1 = L2 = 6 andM = 0.
ity of the lattice) in three sets: ⌦ and ⌦±. We say that q 2 ⌦ if ±q are
the same (up to reciprocal lattice vectors). ⌦ contains at most 4 wavevec-
tors, depending on L1,2 and M , and always contains 0. The remaining
wavevectors can be partitoned in a way that ±q always belong to two
distinct sets ⌦±. An example of such partitioning is illustrated in Fig. 9.2
for the special case L1 = L2 = 6 and M = 0. We define new Majorana
modes as   q =
p
2aq  for q 2 ⌦ and
  q,1 = aq  + a q ,  
 
q,2 = i(aq    a q ), (9.12)
for q 2 ⌦+, where   = A,B refers to the sublattice (see Fig. 9.1). This
canonical transformation of the ci can be constructed in two steps. First
we rearrange the (c1, c2, . . . , c2N) into
(c2, c4, . . . , c2N , c1, c3, . . . , c2N 1), (9.13)
a transformation which has determinant ( 1)N(N+1)/2. Notice that, in
Eq. (9.13), the modes are partitioned between A (first half) and B (second
half). Furthermore, for each sublattice the same order of z-dimers ap-
pears, since ci and ci+1 (with odd i) belong to the same z-dimer. Because
of this structure, the second transformation [from Eq. (9.13) to the   q ,   q,↵
modes] has two identical blocks labeled by   = A, B and the determinant
is simply 1.
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The Hamiltonian, rewritten in terms of the new Majorana modes, is
diagonal in q and its coefficients are given by f(q) = 2(Jxeiq·e1+Jyeiq·e2+
Jz) and its complex conjugate. A further diagonalization with respect to
the index ↵ of   q,↵ is achieved with the rotation of the B operators:✓e Bq,1e Bq,2
◆
=
✓
cos( q) sin( q)
  sin( q) cos( q)
◆✓
 Bq,1
 Bq,2
◆
(9.14)
where  q is the phase of f(q), i.e., f(q) = |f(q)|ei q . This transformation
has again determinant 1 and brings eHu to
eHu = i
2
0@X
q2⌦+
|f(q)|
X
↵=1,2
 Aq,↵e Bq,↵ +X
q2⌦
f(q) Aq  
B
q
1A . (9.15)
Finally, as discussed below Eq. (9.4), Qu brings the Hamiltonian to the
form eHu = i2 Pq ✏(q)b0qb00q with ✏(q)   0. This can be achieved in Eq. (9.15)
by relabeling the Majorana operators. If q 2 ⌦+:
b
0
q =  
A
q,1 , b
00
q = e Bq,1, (9.16)
b
0
 q =  
A
q,2 , b
00
 q = e Bq,2. (9.17)
If q 2 ⌦ and f(q)   0(< 0): b0q =  A(B)q , b00q =  B(A)q . The determinant
of this last transformation is ( 1) +N(N 1)/2, where   is the number of
reciprocal lattice vectors q 2 ⌦ such that f(q) < 0. By combining this
factor with the one from Eq. (9.13) we obtain:
det (Qu) = ( 1) +N2 for uij = 1. (9.18)
Notice that   depends in a non-trivial way on the boundary conditions
L1,2,M , and the couplings Jx,y,z. Nevertheless, for a given choice of the
model, it can be easily computed.
Following Ref. [27] we examine now the finite size correction  E(N) =
E0(N)  "0N to the ground-state energy E0(N) with uij = 1, where
"0 = lim
N!1
E0(N)/N (9.19)
is the energy per unit cell in the thermodynamic limit. We consider in
Fig. 9.3 a square lattice (L1 = L2 = L) with uij = 1 and two differ-
ent choices of boundary conditions and couplings, and plot  E(N) as
a function of L (N = L2 in this case). The original result calculated in
Ref. [27] is reproduced in the main panel of Fig. 9.3 (dashed lines) and
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a) b)
Figure 9.3: Physical (solid line) and unphysical (dashed line) finite size
corrections to the thermodynamic energy of a vortex-free configuration
uij = 1 for L1 = L2 = L. The main plot a) refers to the gapless phase with
M = 0, Jx = Jy = Jz = 1, and "0 '  1.5746 [27]. The inset b) corresponds
to the gapped phase withM = 1, Jx = Jy = 0.2, Jz = 1, and "0 '  1.0202.
evidently refers to the unphysical energy, which always underestimates
the correct result. The physical and unphysical energies are always dis-
tinct, unless ✏m = 0 for some fermion mode. Being in the gapless phase,
the difference approaches zero at large system size as 1/L. The inset rep-
resents an example in the gapped phase: remarkably, since there is al-
ways one fermion in the physical ground state, the difference between
projected (solid line) and unprojected (dashed line) results survive the
thermodynamic limit where the true energy correction does not vanish.
That the state with zero fermions is never physical for any L is immedi-
ate from our analytic result Eq. (9.18) since   = 0 in the gapped phase
[f(q) > 0]. On the other hand, projected and unprojected states are dif-
ferent (have different parity) in the thermodynamic limit in both the gap-
less and gapped phases. Therefore our projection protocol is necessary
to determine the physical quantities of the model in both the gapless and
gapped phase even in the thermodynamic limit.
Energy of two adjacent vortices
We consider next the energy to create vortices in the system. These are
present on hexagonal cells for which the product of the six uij is 1. As an
interesting example we study configurations with two adjacent vortices,
obtained by setting uij =  1 for a single link. The ground state energy
of such two-vortex configuration of the uij is denoted as E2(N) while,
as before, E0(N) is the ground energy with all uij = 1. We define the
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Figure 9.4: Physical (thick solid line) and unphysical (thick dashed line)
excitation energy of two adjacent vortices. This plot refers to the gapless
phase with Jx = Jy = Jz = 1, L1 = 2L, L2 = M = L, and a single
uij =  1with ij being a z-link. Thin dashed lines extrapolate to the ther-
modynamic limit. The dots at L = 3 (unphysical) and L = 13 (physical)
represent the largest system sizes with negative excitation energy.
excitation energy of a vortex as
 E(N) =
1
2
[E2(N)  E0(N)], (9.20)
which is plotted in Figs. 9.4 and 9.5 as function of L for different choices
of the parameters (given in the captions). In particular, Fig. 9.4 refers to
the gapless phase and Fig. 9.5 to the gapped phase. Notice also that it is
important in general to specify if uij =  1 refers to an x-, y-, or z-link.
Since the vortex state is not translationally invariant, we obtain the
energy spectrum and det(Qu) numerically. This can be done efficiently,
since it only involves 2N ⇥ 2N matrices. In Figs. 9.4 and 9.5 we show
physical excitation energies up to L = 26 and L = 35, respectively (corre-
sponding to 4L2 = 2704 and 2L2 = 2450 physical spins), obtained with a
standard tabletop computer and high level language routines (MATLAB).
We have checked that for the lowest possible system size the spectrum
obtained with this method is in agreement with direct diagonalization
of the physical model. However, direct diagonalization is limited to sys-
tems with only a few tens of spins, bymaking use of very intensive paral-
lel computing numerical routines. [143, 146] Other numerical approaches
such as DMRG [150] allow to address larger spin systems (2N . 100) but
still much smaller than the ones accessible with the projection protocol
presented here.
Similarly to Fig. 9.3, physical and unphysical results are generally dif-
ferent. In Fig. 9.4 (in the gapless phase) they become equal only if there
is a zero energy mode or in the thermodynamic limit. On the other hand,
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a)
b)
Figure 9.5: Physical (solid line) and unphysical (dashed line) excitation
energy of two adjacent vortices in the gapped phase with Jx = Jy = 0.1,
Jz = 1, L1 = L2 = L, and a single uij =  1 with ij being a y-link. Panel
a) refers toM = 0 while panel b) toM = 1.
finite size corrections are very important:  E(N) shows pronounced os-
cillations with an amplitude which is of the same order of magnitude of
 E(1), for up to a few thousand spins. Remarkably, such oscillations
result in negative excitation energies of the vortex pair up to 676 spins
(instead of 36, in the extended space).
In the gapped phase, the difference between projected and unpro-
jected results can survive the thermodynamic limit. In Fig. 9.5a the oscil-
lations in the physical solution (solid line) persist for L ! 1 and their
size is equal to half the gap of the fermions (⇠ Jz), much larger than
the excitation energy of the vortex pair in the unphysical space (dashed
line). A different choice of boundary conditions can lead to a situation
where  E is always large and negative (⇠  Jz) and has a well defined
thermodynamic limit, as illustrated in Fig. 9.5b.
The thermodynamic limit of the unphysical energies (dashed curves)
of Fig. 9.5 is well approximated by a high order perturbative expansion,
which allows to derive an accurate effective Hamiltonan including vor-
tex energies and interactions. [27, 114, 111, 151] However such low-
energy Hamiltonian does not contain explicitly the constraints on the
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allowed vortex configurations, and some care is necessary to establish
which states are physical. For example, the vortex-free configuration of
Fig. 9.5b does not belong to the low-energy subspace and the two-vortex
state has always lower energy. It is worth pointing out here that the neg-
ative vortex energies encountered in these examples are not in contradic-
tion with Lieb’s theorem as originally formulated in Ref. [159] (see also
Ref. [160]).
9.5 Conclusion
We have obtained here an explicit form of the projection operator which
allows us to extract the physical properties of the honeycomb model for
large lattices. The parity of fermions in the physical sector is directly
given through our Eq. (9.10) and depends in a nontrivial way on the vor-
tex configuration and the periodic boundary conditions. By applying
Eq. (9.10), we have examined the energies of vortex-free and two-vortex
configurations and showed that significant deviation from the physical
values can exist if the projection operator is not taken into account. Such
differences between projected and unprojected quantities can persist up
to large values ofN and they can survive the thermodynamic limit in the
gapped phase.
Applying the projecion only requires to determine the parity of phys-
ical fermions. Therefore, it does not introduce any additional complica-
tion related to the symmetrization over all gauge transformations (9.6), a
procedure which never needs to be implemented in practice. As known,
the energies of projected (i.e. symmetrized) and unprojected (i.e. unsym-
metrized) states are the same and the spin correlation functions S↵ ij (t) =
h ↵i (t)  j (0)i (whose certain exact properties were discussed in Refs. [142,
156]) can be conveniently computed with unprojected eigenstates | iu.
[142] This is possible thanks to the fact that the spin operators e ↵i are
gauge-invariant. However, one should make sure that only states with
P| iu 6= 0 are included in S↵ ij (t). Therefore deviations from the unpro-
jected results exist for the S↵ ij (t) as well.
More generally it is obvious from our discussion that all dynamic
and thermodynamic quantities derived from H (for example, the par-
tition function), depend on the physical spectrum and eigenstates and
thus differ from those of the unprojected model eH . Therefore, we think
that it would be interesting to apply our method to problems which have
been studied without projection [27, 149, 151, 158] and compare the dif-
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ferences. Our work is generally relevant to spin models to which Ki-
taev’s solution applies, like the honeycomb model perturbed by a weak
magnetic field, [27, 143, 150] interacting with cavity modes [111] or with
different link distributions [151], and a three-dimensional extension of
the honeycomb model recently proposed in Ref. [148]. The case of open
boundary conditions can also be simply obtained by extending Eq. (14.16)
to site-dependent couplings J↵ij ! Jij (and Jij = 0 on the boundary).
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9.A Derivation of Eq. (9.9)
In this appendix we present a detailed derivation of Eq. (9.9) which gives
the relation between the parity ⇡ˆc and the parity of the physical fermions
⇡ˆ. For the sake of simpler notationwe relabel (b01, b001, ..., b0N , b00N) as (b1, b2, ..., b2N).
The relation between the c and bMajorana fermion operators is given by
Eq. (9.4):
ci =
X
j
Qi,jbj, (9.21)
where Q is an orthoghonal matrix. Let us consider the set S2N of the
permutations of 1, ..., 2N . Since the ci anticommute, we can write the
product c1c2...c2N as a sum over all permutations   2 S2N as follows:
2NY
i=1
ci =
1
(2N)!
X
 
✏( )
2NY
k=1
c (k), (9.22)
where ✏( ) is the sign of permutation  . By using Eq. (9.21) we can writeQ2N
k=1 c (k) as X
i1,...,i2N
Q (1),i (1) ...Q (2N),i (2N) bi (1) ...bi (2N)
=
X
i1,...,i2N
Q1,i1 ...Q2N,i2N bi (1) ...bi (2N) , (9.23)
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where the numerical factor
Q
kQk,ik only depends on the values of ik,
and not on the permutation  . This allows to express Eq. (9.22) in the
following form
1
(2N)!
X
i1,..,i2N
2NY
k=1
Qk,ik
 X
 
✏( )bi (1) ...bi (2N)
!
. (9.24)
It is not difficult to check that the sum over   gives zero if the values of
two of the indexes ik are equal. When the ik are all distinct, they are a
permutation of 1, ..., 2N : ik =  0(k) and i (k) =  0( (k)). Furthermore, we
can anticommute theMajorana operators to the canonical order b1b2...b2N ,
which introduces the sign ✏( )✏( 0).This leads to
1
(2N)!
 X
 0 
✏( 0)
2NY
k=1
Qk, 0(k)
!
b1b2...b2N . (9.25)
where the (2N)! is canceled by the sum over  . The remaining factor is
simply the determinant of Q, and the following relation is obtained:
2NY
i=1
ci = det(Q)
2NY
i=1
bi, (9.26)
from which Eq. (9.9) directly follows.
9.B Derivation of Eq. (9.10)
In this Appendix we present details of the derivation of Eq. (9.10). From
Eq. (9.7) we know that
2P0 = 1 +
2NY
i=1
Di, (9.27)
with gauge operators Di = bxi b
y
i b
z
i ci. The product of all gauge operators
can then be rewritten in terms of Majorana operators as
2NY
i=1
Di = b
x
1b
y
1b
z
1c1 . . . b
x
2Nb
y
2Nb
z
2Nc2N . (9.28)
where N = L1L2. In order to pair the b operators and form the corre-
sponding u operators, we first move all the c operators to the right of
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the b operators. The fermionic anticommutation relations then lead to a
phase factor of ( 1) 1 with  1 = 3N(2N   1):
2NY
i=1
Di = ( 1) 1bx1by1bz1 . . . bx2Nby2Nbz2N
2NY
l=1
cl. (9.29)
Since bxi and bxi+1 are always separated by two fermionic operators, we
can move all the bx to the left without introducing any phase factor. We
then group together all the by operators to the right of the bx, at the cost of
an additional phase ( 1) 2 where  2 = N(2N 1) [notice that ( 1) 1+ 2 =
1]:
2NY
i=1
Di =
2NY
i=1
bxi
2NY
j=1
byj
2NY
k=1
bzk
2NY
l=1
cl, (9.30)
For the sake of clarity we explicitly write in this Appendix each u
operator as u↵ where ↵ refers to the link associated to u: uˆij = uˆ
↵ij
ij =
ib
↵ij
i b
↵ij
j . In order to pair the b↵ (↵ = x, y, z) operators into u↵, it is neces-
sary to fix the correspondence between i = 1, ..., 2N and the sites of the
lattice. We choose here the labeling defined by Eq. (9.8) and illustrated
in Fig. 9.1 for a particular case (L1 = 4 and L2 = M = 2). It is then
straightforward to see that
2NY
k=1
bzk =
( 1) 3
iN
Y
hm,ni
uzmn (9.31)
where the factor 1/iN is from the definition of u↵ij = ib↵i b↵j and  3 = N
arises from the convention of specifying uij with i 2 A. Therefore, the
uzmn above have always the form uzi+1 i.
It is also not difficult to rearrange the bx operators:
2NY
i=1
bxi =
( 1) 4
iN
Y
hm,ni
uxmn (9.32)
where  4 = L2. Note that the phase  4 arises because of the boundary
conditions along e1. To form the ux1 2L1 operator (u
x
18 in Fig. 9.1) one has
to move bx1 after bx2L1 , which introduces a ( 1) factor. This procedure
has to be repeated L2 times, for all pairs of the form bx2nL1b
x
2L1(n 1)+1 with
n = 1, 2, . . . , L2 (in Fig. 9.1, these are bx8bx1 and bx16bx9). Hence, the factor
( 1)L2 arises.
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Finally, in order to identify
Q2N
j=1 b
y
j as a product of uy, we first decom-
pose it in L2 products of 2L1 terms:
2NY
j=1
byj =
L2Y
n=1
Tn, (9.33)
where Tn =
Q2L1
j=1 b
y
2L1(n 1)+j (e.g., T1 = by1by2 . . . by8 for Fig. 9.1). As a
first step, we rewrite each Tn by moving all the byi with odd i on the
left side (and keeping them in increasing order of i) while rearranging
the byi with even i (now on the right side of each Tn) in decreasing or-
der. These operations do not introduce any additional phase factor in
the final expressions. For example, in the case of Fig. 9.1 we can write
T1 = by1by3by5by7by8by6by4by2. The advantage of this ordering is that most pairs
of by operators are now straightforward to form. For example, the pairs
by2b
y
9, b
y
4b
y
11, . . . of Fig. 9.1 are now easily formed from the rearranged string
(9.33), of the form . . . by6b
y
4b
y
2b
y
9b
y
11b
y
13 . . .. The only difficulty is a remaining
product of byi
(by1b
y
3 . . . b
y
2L1 1)(b
y
2Nb
y
2N 2 . . . b
y
2N 2(L1 1)), (9.34)
which requires some care in pairing to account of the toric boundary
conditions. The rearrangement of Eq. (9.34) introduces the phase factor
( 1) 5 in the final expression:
2NY
j=1
byj =
( 1) 5
iN
Y
hm,ni
uˆymn, (9.35)
where  5 = M(L1  M) + L1.
Collecting all the terms, we finally obtain
2NY
i=1
Di =
( 1) 3+ 4+ 5
i3N
Y
hi,ji
uˆij
2NY
l=1
cl. (9.36)
With the aid of Eq. (9.9) we then find
2P0 = 1 + ( 1)L1+L2+M(L1 M) det(Qu)⇡ˆ
Y
hi,ji
uˆij, (9.37)
which is Eq. (9.10) of the main text.
CHAPTER 10
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Phys. Rev. B 86, 205412 (2011).
We propose an inhomogeneous open spin ladder, related to the Ki-
taev honeycomb model, which can be tuned between topological and
non-topological phases. In extension of Lieb’s theorem, we show nu-
merically that the ground state of the spin ladder is either vortex free
or vortex full. We study the robustness of Majorana end states (MES)
which emerge at the boundary between sections in different topologi-
cal phases and show that while the MES in the homogeneous ladder are
destroyed by single-body perturbations, in the presence of inhomogene-
ity at least two-body perturbations are required for destabilizing MES.
Furthermore, we prove that x, y, or z inhomogeneous magnetic fields
are not able to destroy the topological degeneracy. Finally, we present
a trijunction setup where MES can be braided. A network of such spin
ladders provides thus a promising platform for realization and manip-
ulation of Majorana end states.
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10.1 Introduction.
The study of Majorana fermions in various solid-state systems has re-
cently attracted a lot of attention. [24, 27, 161, 162, 163, 164, 165, 166, 167,
168, 169, 170, 171, 26, 36, 172, 173, 174] In particular, the possibility of real-
izing them as zero-energy states localized at the end of one-dimensional
systems [so-called Majorana end states (MES)] has been the subject of
many recent investigations. [167, 168, 169, 26, 171, 170, 36, 173, 172, 174,
165, 166] Besides being of fundamental interest, the study of MES is mo-
tivated by their potential use for topological quantum computing.
While electronic systems are a natural choice for the realization of
such MES, well known fermionization techniques have stimulated the
study of ME appearing in the Fermionic mapping of one-dimensional
spin systems. [36, 170, 171] Since many proposals exist for implement-
ing designer spin-spin interactions, [126] and, in particular, for the ex-
perimental realization of Kitaev-like spin models, [30, 32, 33] such one-
dimensional systems are interesting candidates for the realization and
detection of MES.
Proposals of highly engineered spin interactions also suggest the im-
plementations of inhomogenous systemswhere regions in different topo-
logical phases coexist, which is the main feature of the spin ladder stud-
ied in this work. The spin ladder is based on nearest-neighbor Ising in-
teractions, in extension of the Kitaev honeycomb model,[27] and consists
in sections which alternate between the topological and non-topological
phases. The phase of each section is simply determined by the strength
of the Ising couplings and at the boundary between different phases (as
well as at the open ends of the ladder) single well-localized MES exist.
Being interested in the ground-space properties of themodel, we perform
an extensive numerical analysis of possible vortex configurations. We al-
ways find that the ground state is either vortex-free or vortex-full and
thereby give strong evidence that that the Lieb theorem, [159] originally
formulated for different boundary conditions, also applies to such open
spin ladders. While freely moving vortices would introduce additional
degeneracies, the presence of a finite gap for the vortex excitations makes
it possible to characterize the ground space in terms of spatially localized
Majorana states, and to consider braiding of such MES. We discuss a tri-
junction setup similar to the one proposed in Ref. [26], which could allow
the implementation of topologically protected quantum gates.
In contrast to previous studies, [36, 170, 171] we do not analyze our
model by making use of the Jordan-Wigner transformation, but consider
the alternative mapping proposed by Kitaev. [27] This method has the in-
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teresting feature of mapping local spin operators to local Fermionic op-
erators and has some advantage in analyzing the stability of the MES.
In particular, it makes immediately clear that MES in the homogeneous
ladder are already fragile against single-body perturbations. This con-
clusion is consistent with general arguments showing that topological
protection in one-dimensional systems can only be effective against local
perturbations conserving certain symmetries. [175, 176, 177] In p-wave
wires for example, MES are protected against local perturbations which
conserve parity. Such symmetry assumption is realistic for supercon-
ducting wires (although other limitations exist due to quasiparticle poi-
soning [178]) but an analogous constraint does not appear for general
spin systems. For this reason we study in great detail the robustness of
MES and characterize the form of local perturbations which can split the
corresponding degeneracy. In the Fermionic language adopted here, the
fragility of the topological degeneracy results from the only apparent lo-
cality of the Kitaev mapping. Non-local strings of Fermionic operators
coupling the MES appear through the projector onto the physical sub-
space. [27, 179] Nevertheless, we show that the inhomogenous ladder
has better properties than the homogenous ladder [36] since single-body
perturbations are not sufficient to split the degeneracy but at least two-
body interactions are necessary. Furthermore, we show that the topolog-
ical degeneracy of our model is robust against inhomogeneous magnetic
fields along x, y, or z.
The paper is organized as follows, in Section 10.2 we introduce the in-
homogeneous ladder and the spin-to-fermion mapping we use to study
MES properties. In Section 10.3, we derive the topological invariant of
the spin ladder for both the vortex-free and vortex-full sectors. We show
that well-localized MES appear at the junction between topological and
non-topological sections and demonstrate how to move MES along the
ladder. In Section 10.4 we investigate numerically the validity of the
Lieb theorem [159] and show that it also applies to this type of open
spin ladders, since the ground state is either vortex-free (when one of
the coupling is negative) or vortex-full (when all couplings are positive).
In Section 10.5, we perform an analysis of the robustness of MES under
local perturbations. We demonstrate that single-body perturbations split
the topological degeneracy of the homogeneous ladder while two-body
terms are required in the inhomogeneous case. Furthermore, we prove
that x, y, or z inhomogeneous magnetic fields alone are not able to split
the topological degeneracy of the ladder. In Section 10.6 we present a tri-
junction setup which could allow braiding of MES following the scheme
of Ref. [26] and Section 10.7 contains our final remarks. We present ad-
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ditional details and interesting aspects of the model in Appendices 10.A-
10.E.
10.2 Inhomogeneous spin ladder and Kitaev’s
mapping.
xy
z
unit cell n AB
12
3 4
x y
Figure 10.1: Inhomogeneous spin ladder. Each site contains a quan-
tum spin-1/2 which interacts with its nearest neighbor spins via bond-
dependent Ising interactions Jx, Jy, Jz. The x, y, and z bonds are indi-
cated by red, green, and blue lines resp., the A (B) sublattice site by black
(white) dots, and the nth unit cell composed of four spins by the black
dashed square. In contrast to the standard honeycomb model, the z cou-
plings are inhomogeneous, i.e., site-dependent Jz ! Jzij .
The spin model we propose is an inhomogeneous ladder version of
the compass [29] or Kitaev honeycomb [27] model with Hamiltonian
H =
X
hi,ji
J↵ij 
↵ij
i  
↵ij
j , (10.1)
where  i = ( xi ,  
y
i ,  
z
i ) are the Pauli operators for the spin-1/2 located at
the site i of the ladder, and where the sum runs over all pairs of nearest-
neighbor sites of the open ladder containingN unit cells. We assume that
the ladder is of length 2N   1 (lattice constant set to one) , i.e. consists of
an odd number 2N 1 of square plaquettes, see Fig. 10.1. The anisotropy
direction in spin space of the Ising interaction J↵ij depends on the orbital
location of the bond which is labeled by the index ↵ij = x, y, z for x-, y-,
and z-bonds, resp., see Fig. 10.1. Furthermore, we allow the z-couplings
to depend on position, i.e., Jz ! Jzij . Without loss of generality we will
assume that Jzij > 0. Following Ref. [27], this model can be solved ex-
actly in an extended Hilbert space eL by assigning four Majorana fermion
operators bx,y,zi and ci (all self-adjoint) to each site of the lattice and map-
ping each spin operator to a product of two Majoranas
e ↵i = ib↵i ci. (10.2)
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In fermionic representation, the spin Hamiltonian in Eq. (14.16) takes the
form eH = iPhi,ji bAijcicj , where bAij = J↵ij uˆij and uˆij = ib↵iji b↵ijj . The u op-
erators commute with each other and with H˜ , and satisfy uˆ2ij = 1. There-
fore, the extended Hilbert space splits into subspaces eLu, i.e., eL =   eLu,
where u represents a certain configuration of eigenvalues uij = ±1. To
remove the ambiguity due to uˆij =  uˆji, we assume that for a chosen
value uij the first index i belongs to sublattice A (see Fig. 10.1). The phys-
ical subspace is definded through the gauge operators Di = bxi b
y
i b
z
i ci as
L = {| i : Di| i = | i}. Starting from a state | i in the extended
space, the corresponding physical state | iphys is given by symmetriza-
tion over all gauge operators Di, i.e., [27]
| iphys =
4NY
i=1
✓
1 +Di
2
◆
| i. (10.3)
In each subspace eLu, the operators bAij are replaced by numbers Auij and
thus the quadratic Hamiltonian eH is easily solvable with a canonical
transformation Qu to new Majorana modes [27]
(b1, b2, ..., b4N 1, b4N) = (c1, ..., c4N)Qu. (10.4)
Under this transformation, eH takes, for a given configuration u, the formeHu = i2 PNm=1 ✏mb2m 1b2m, where ✏m > 0 are the positive eigenvalues of
2iAu. By defining new complex fermion operators am = (b2m 1+ ib2m)/2,
we finally obtain eHu = Pm ✏m(a†mam   1/2).
The spin ladder Eq. (14.16) possesses as conserved quantities two
types of plaquettes that are naturally associated with each unit cell n,
i.e., Wn =   yn,1 yn,2 xn,3 xn,4 and W n =   xn,1 xn+1,2 yn+1,3 yn,4, where each
spin  n,↵ is labeled by the index n for the unit cell and ↵ = 1, ..., 4 for one
of the four spins inside the unit cell (see Fig. 10.1). We say that a square
plaquette p carries a vortex ifWn =  1 for p = 2n  1 and ifW n =  1 for
p = 2n. In fermionic representation, the plaquettes are products of u op-
erators around each unit cell. In the following, we study the robustness
ofMES against local perturbations and show that not all the degeneracies
due to MES can be splitted by single-body perturbations. Additionally,
we show that the topological degeneracy cannot be fully splitted by in-
homogeneous x, y, or z magnetic fields. We note that in the special case
with Jzij = Jz our model is equivalent to the usual honeycomb model
studied in Refs. [36] and [34]. As we show below, the Majorana degen-
eracy present in the homogeneous ladder is less protected in the sense
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that it is fully splitted by single-body local perturbations. Similar homo-
geneous Kitaev ladders have been studied in Refs. [34] and [35].
10.3 Topological phases of spin ladders.
1 
2 3 
4 5 M 
M-1 
M+1 
M+2 
Figure 10.2: Inhomogeneous spin ladder with different topological sec-
tions. Shown are two topological sections S1 and S3 (thin z-bonds Jz1 and
Jz3) separated by a non-topological section S2 (thick z-bonds Jz2). For the
corresponding Jx,y,z-values see main text. The wave functions of the four
MES  1,...,4 are mainly localized at the phase-boundaries and, for Jx > Jy,
on the lower sites of the ladder as indicated by the large dots.
We consider now a spin ladder with sections in different topological
phases, S1, S2, and S3, which are distinguished by the value of the Jzij
couplings (see Fig. 10.2). If we focus on the vortex-free/vortex-full sector,
then we choose the Jzij couplings as follows: for the S1 and S3 parts,
Jzij = Jz1 = Jz3 and |Jz1 | < |Jx ± Jy|, while for the S2 part we have Jzij =
Jz2 and |Jz2 | > |Jx ± Jy| (see Fig. 10.2). Below we derive the conditions
for the existence of zero-energyMES in the vortex-free (vortex-full) sector
with the use of the mapping (10.2) and prove that sections S1 and S3 are
topological, while section S2 is non-topological.
The vortex-free sector corresponds to all uij = +1. In contrast, the
configuration where all the u’s along only one of the axis (say x-axis)
takes on the value  1 is vortex-full. From the explicit expression of Auij
we obtain the bulk spectrum in the vortex-free sector for Jzij = Jz,
✏1+m
2+m
(k) = ±2
q
J2 + 2JxJy cos(k)  (1 m) k, (10.5)
where J2 = J2x + J2y + J2z ,  k =
p
(2 + 2 cos(k))(Jx + Jy)2J2z , k is the
wavevector, andm = 0, 2.
In the vortex-free sector, theMES eigenvectors with eigenvalues ✏ =
0 can be shown to satisfy the following transfer equations ( n+1,↵+⇠, n,↵+⇠)T =
T↵( n,↵+⇠, n 1,↵+⇠)T (the two labels of  n,↵ correspond to the unit cell n
10.3. TOPOLOGICAL PHASES OF SPIN LADDERS. 189
and one site ↵ of the unit cell), with ⇠ = 0, 2, and T1,2 =
 
J2z
J2x,y
  2Jy,xJx,y  
J2y,x
J2x,y
1 0
!
.
MES can only exist when both eigenvalues of T↵ have absolute value
larger or smaller than one. Therefore, we define the topological invari-
ants ⌫↵ =  sgn((1   |⌧↵1 |)(1   |⌧↵2 |)), where ⌧↵1,2 are the two eigenvalues
of T↵. The system is in the non-topological phase when ⌫ = +1, and in
the topological phase with MES when ⌫ =  1. From the above explicit
expression for T1,2, we obtain the following result for the topological in-
variants in agreement with Refs. [36] and [34]
⌫1 = ⌫2 = sgn(2|Jz|  2|Jx + Jy|). (10.6)
In the vortex-full sector, the topological invariant is given by Eq. (10.6)
with Jx + Jy replaced by Jx   Jy. From Eq. (10.6) it follows that sec-
tions S1 and S3 of our model are topological, while section S2 lies in the
non-topological phase. This system thus contains four c Majoranas:  1,4
localized at each end of the ladder and  2,3 at each junction between topo-
logical and non-topological sections of the ladder, see Fig. 10.2. Note
that for Jx > Jy (Jy < Jx),  1 and  3 will reside on the A (B) sublat-
tice while  2 and  4 on the B (A) sublattice. For the rest of this work
we will always consider the case where |Jx| > |Jy| and Jz > 0, since
the case |Jx| < |Jy| can be treated analogously. It is worth pointing out
that T1 = T2 when |Jx| = |Jy|, and consequently all the | n,↵=1,...,4| will
decrease (increase) with n if both eigenvalues of T1,2 have their absolute
values smaller (larger) than one. This excludes the presence of MES lo-
calized at the right (left) end of the ladder. Consequently, Eq. (10.6) is
strictly valid only for |Jx| 6= |Jy|.
The four MES operators  1,...,4 can be easily expressed in terms of Ma-
jorana operators ci through relation (10.4):  1,...,4 =
P
j Q
u
i1,...,4,jcj , where
the coefficients Qui1(2),j and Qi3(4),j are the elements of the imaginary (real)
part of the ✏ = 0 eigenvectors of matrix iAu. Figure 10.3 shows a plot of
the wavefunctions of four Majoranas  1,...,4 for a ladder withN = 60with
all uij = +1, and Jx = 1.0, Jy =  0.4, Jz1 = Jz3 = 0.2 for the S1 and S3 sec-
tions, and Jz2 = 3 for the middle section S2. We can see that the MES  1
and  4 are respectively localized at the left and right ends of the ladder,
while MES  2 and  3 are localized at the junctions between topological
and non-topological sections of the ladder (the precise shape of MES can
be understood more intuitively by mapping the spin ladder to two cou-
pled p-wave superconducting wires, see Appendix 10.A). The four zero-
energy eigenvalues of iAuij (corresponding to  1,...,4) reside inside a gap of
about 1.7 for this choice of parameters . From Eq. (10.6) one concludes
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Figure 10.3: Inhomogeneous spin ladder as defined in Fig. (10.2). a)MES
wavefunctions  (i) (corresponding to  1,...,4) as function of site i. The
curves for  2,3,4 are shifted vertically for clarity. The order used for the
site-labeling of the spin ladder is shown in b). The circles represent the
wavefunction weight of  1 (proportional to the area enclosed by the cir-
cle) at the corresponding site. For both plots we have all uij = +1 (vortex-
free), N = 60, Jx = 1.0, Jy =  0.4, Jz1 = Jz3 = 0.2 in S1,3 and Jz2 = 3 in
S2. Section S2 starts at unit cell n = 41 and ends at n = 79.
that it is possible to move from the topological to the non-topological
phase by changing the relative strengths of Jx,y,z. Since MES will exist at
the junction between sections in different topological phases, MES can be
created, destroyed, and transported by locally (and adiabatically) chang-
ing the relative strengths of Jx,y,z along the spin ladder. Finally, it is well-
known that, in principle, exchange interactions can be controlled elec-
trically (for atomistic or nano-structures see e.g. Refs. [180, 181]). Thus,
applying gates over portions of the spin-ladder will allow one to move
the MES along the ladder. This is similar to what is done in supercon-
ducting wires with local tuning of the chemical potential, see Ref. [26].
For the sake of completeness, we study in Appendix 10.E long-range
static correlations which exist in the topological phase only. In the stan-
dard honeycomb model spin spin correlations vanish rapidly with dis-
tance. [142, 156]
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10.4 Vortex-free (full) ground state.
In this section we give numerical evidence that the ground state is ei-
ther vortex-free or vortex-full for a certain range of Jx,y,z parameters. It is
tempting to invoke Lieb’s theorem [159] (see also Ref. [160]). However,
this theorem is not directly applicable to our system since it requires pe-
riodic boundary conditions in the horizontal direction or |Jx| = |Jy|with
open boundaries (when the reflection plane is taken to be horizontal and
going through the middle of the ladder). However, different numerical
checks lead us to conclude that the ground state of our spin model is
vortex-free/vortex-full for sgn(Jx) = ( /+)sgn(Jy) and general Jzij > 0.
Figure 10.4 is a plot of the single-vortex energy for different N and cou-
plings Jx = 1.0, Jy =  0.4, Jzij = Jz1 = Jz3 = 0.2 in sections S1 and
S3, while Jzij = Jz2 = 4 in section S2. The vortex energy converges
quickly with N and is positive. We also see that a vortex lying in the
non-topological section S2 has a larger energy since Jz is stronger there.
Figure 10.4 reveals that the energy becomes independent of the vortex
position in the bulk of the ladder whenN is large. However, the ground-
state is vortex-free or vortex-full and such additional degeneracies are
not present. All groundstate degeneracies can thus be associated to MES.
We have numerically investigated the energy of multi-vortex config-
urations and found that, although the vortex-vortex interaction is attrac-
tive, the attraction is not strong enough to favor the creation of additional
vortices and the ground state remains a vortex-free state, see Appendix
10.B for more details. Additional numerical checks with different Jx,y,z
configurations are also reported there. For all the numerical checks we
performed, the conclusion remains the same: the ground state is vortex-
free. Since changing the sign of Jx,y is equivalent to ux,yij =  1 for the cor-
responding bond, the system with sgn(Jx) = sgn(Jy) has thus a vortex-
full ground state, as expected. Although an analytical proof, to the best
of our knowledge, is lacking, we conjecture that Lieb’s theorem can be
formally extended to the spin ladder considered in this work.
10.5 Robustness of the topological degeneracy
As mentioned in the introduction, topological order does not exist in
one-dimensional systems. [175, 176, 177] Especially, if no symmetry con-
straints are present, it is always possible to find local perturbations which
split the Majorana degeneracy.
In line with this general result, we are thus interested in determining
192
CHAPTER 10. MAJORNANA STATES IN INHOMOGENEOUS SPIN
LADDERS
Figure 10.4: Excitation energy  EV of a single vortex as function of its
position p (square plaquette) on the ladder for different N . The values of
Jx,y and Jzij are given in the main text. The junction between sections S1
and S2 is at p = 2N/3 and between S2 and S3 at p = 4N/3. Note the slight
increase of  EV (as compared to the bulk) for N = 45 and 120 when the
vortex is located at the end of the ladder.
what type of local spin perturbations can split the topological degener-
acy and against which type of perturbations the MES of the inhomoge-
neous ladder are robust. Indeed, as we shall see, only certain form of
local perturbations can split the topological degeneracy. A symmetry-
based analysis of perturbations that can split the topological degeneracy
in different spin ladders have recently been performed in Ref. [182].
Here we demonstrate that single-body terms cannot fully split the
topological degeneracy present in the inhomogeneous ladder and that at
least two-body perturbations are required. Furthermore, we also demon-
strate that a twofold degeneracy always remain when x, y, or z inhomo-
geneous magnetic fields are applied. The presence of inhomogeneity in
the ladder is important, since much simpler perturbations destroy the
topological degeneracy of the homogeneous ladder as we show below.
Homogeneous ladder
Here we first focus on the homogeneous ladder, while we study the inho-
mogeneous ladder in the next section. In order to study the robustness of
MES, we recall that the spin system carries four additional b Majoranas
arising from the b operators at the ends of the ladder (bx1 , b
y
2, b
y
4N 1, and
bx4N ) which are completely decoupled from the Hamiltonian eHu. These
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b Majoranas are always present in the model (in the extended space) in-
dependent of the strength of the couplings Jx,y,z. Such a model carries
six Majoranas in the topological phase, namely two spatially separated
c Majoranas and two b Majoranas at each end. From Eq. (10.2) it is thus
clear that a local single-body perturbation V = h1 x1 + h4N x4N will com-
bine two of the three Majoranas at each end of the ladder leaving only
one Majorana at the right and one Majorana at the left end of the lad-
der (and thus one zero-energy fermion state). It has recently been shown
[179] that, given a certain vortex configuration and lattice topology, only
half of the states in the extended space are physical and these physical
states have a definite fermionic parity. If the physical states have even
parity, then the remaining zero-energy fermion state is unfilled, while it
is filled for physical states with odd parity. In any case this means that
one of the states of the remaining zero-energy fermion is unphysical. We
thus conclude that the topological degeneracy of the homogeneous lad-
der has been lifted by x single-body terms only.
Inhomogeneous ladder
Let us now consider the inhomogeneous ladder. The ladder possesses
eight MES, namely four spatially separated  i (see Fig. 10.2) and two b
Majorana operators at each end. An indentical argument as the one pre-
sented for the homogeneous ladder is thus applicable here and single-
body local perturbations V = h1 x1 + h4N x4N will mix one b with one c
Majorana at each end of the ladder. Since four Majoranas are left in the
extended space, we still have a twofold degeneracy in the physical space.
The corresponding states in a given u configuration are denoted by | u1i
and | u2i. The four Majoranas are well-separated from each other, hence,
it seems impossible to remove this remaining degeneracy with local per-
turbations V , indeed h u1 |V | u2i = 0. However, one has to be careful
with the fact that the physical states are given by symmetrization over
all gauge operators, see Eq. (10.3). The physical vortex-free degenerate
groundstates | VF1,2i are thus given by
| VF1,2i =
Y
i
✓
1 +Di
2
◆
| {z }
P
| u1,2i, (10.7)
where u is the configuration with all uij = +1.
From Eq. (10.7), we realize that the projection onto the physical sub-
space introduces string ofDi operators and that the spin to fermion map-
ping (10.2) is only apparently local. Similar to the case encountered with
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a Jordan-Wigner transformation [171], the nonlocality of the mapping
means that a local spin perturbation is nonlocal in the fermionic language
and can thus connect well-separated MES. In order to check whether a
local perturbation V splits the Majorana degeneracy, we thus need to cal-
culate the following matrix elements
h VF1,2|V | VF1,2i = h u1,2|V P| u1,2i. (10.8)
Since P contains string of Di operators, we need to check whether V in-
troduces transition between | u1,2i and
Q
i2⇤Di| u1,2i, where ⇤ is a subset
of indices. If this is the case, then the perturbation V can split the remain-
ing degeneracy.
In the following we explicitly construct a local perturbation which
splits the remaining degeneracy in agreement with the general result of
Ref. [175, 176, 177] stating that topological order is impossible in one-
dimensional systems. Furthermore, we show that such a perturbation
has to contain at least two-body terms.
A necessary criterion for a local perturbation V to split the degener-
acy is that it does not create vortices. This is so because the degenerate
groundstates are vortex-free and states with different u configurations
are orthogonal. Let us thus first consider all possible single-body terms
which do not create any vortex and show that they cannot split the de-
generacy. The effect of V1 = ✏1 x1 and V4N = ✏4N x4N has been considered
already. The remaining single-body terms which do not create vortices
are:
V2 = ✏2 
y
2 , V4N 1 = ✏4N 1 
y
4N 1. (10.9)
For these single-body perturbations, the only string ofDi operators which
leaves the u-configuration invariant is the product of all Di, i.e.,
Q4N
i=1Di.
As an explicit example, let us now consider the effect of V2:
 y2
4NY
i
Di = ib
y
2c2
4NY
i=1
bxi b
y
i b
z
i ci (10.10)
/ iby2c2bx1by2by4N 1bx4N
Y
hiji
uij
4NY
i=1
ci (10.11)
/ iby2c2⇡ˆ, (10.12)
where ⇡ˆ = bx1b
y
2b
y
4N 1b
x
4N
Q4N
i=1 ci is a parity operator and we used the fact
that all uij = +1. We thus have
h u1,2|iby2c2⇡ˆ| u1,2i = ⇡h u1,2|iby2c2| u1,2i = 0, (10.13)
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where ⇡ is the parity of | u1,2i and the last equality comes from the fact
that c2 creates a finite-energy fermion (the contribution of c2 in the re-
maining MES is exponentially supressed with system’s size). We thus fi-
nally conclude that single-body perturbations cannot fully split the topo-
logical degeneracy.
In the following we show that two-body interactions are enough to
destroy the remaining MES and we construct explicitly a perturbation
which splits them:
V = ✏ xM 1 
y
M , (10.14)
whereM is even and belongs to the nontopological section S2, see Fig. (10.2).
An in important point to notice is that such a perturbation will not cre-
ate any vortices since  xM 1 changes the values of uxM 2,M 1 while  
y
M
changes the value of uyM 3,M . If this was not the case, then all matrix
elements h u1,2|V
Q
i2⇤Di| u1,2i would trivially vanish, since states with
different u configuration are orthogonal. The fact that states with dif-
ferent u configurations are orthogonal implies that the matrix elements
h u1,2|
Q
i2⇤Di 
x
M 1 
y
M | u1,2i can be different than zero only if there exists
a string ofDi operators which connect the two different configurations of
u. Having in mind that Di changes the value of u for the the three links
connected to site i, it is easy to check that
QM 2
i=1 Di introduces transitions
between these two configurations of u. We have
M 2Y
i=1
Di / bx1by2byM 3bxM 2
M 2Y
i=1
ci, (10.15)
where we used that the other b operators combine into u operators which
are all equal to one. From Eq. (10.15) we then obtain
 xM 1 
y
M
M 2Y
i=1
Di / by2bx1
MY
i=1
ci (10.16)
The string of ci operators in Eq. (10.16) is nonlocal and connect MES by2
withMES cM . This allows to conclude that  xM 1 
y
M
QM 2
i=1 Di can split the
remaining topological degeneracy. However, checking that the matrix
elements are really different from zero, i.e.,
h u1,2|
M 2Y
i=1
Di 
x
M 1 
y
M | u1,2i 6= 0, (10.17)
requires determining whether the string operator
QM
i=1 ci allows to come
back to the groundsubspace. This is in principle the case since ci’s are
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superpositions of all eigenmodes. In Appendix 10.C we use a different
approach and show explicilty that V can indeed induce splitting between
the Majorana states (all these considerations remain valid for a perturba-
tion V = ✏ yM xM+1 as well). Although single-body terms are not able to
fully split the topological degeneracy, we showed that local two-body
terms does it. From this result, it appears that MES are quite fragile
against external magnetic fields since two-body interactions are easily
generated in second order perturbation theory. However, on the positive
side, we show below that the topological degeneracy is protected against
inhomogeneous x, y, and z magnetic field components.
Protection against magnetic fields aligned along x-, y-, or
z-direction.
Let us consider a local perturbation V which represents an inhomoge-
neous magnetic field in direction ↵ = x, y, z:
V =
X
i
hi 
↵
i . (10.18)
As we demonstrated in the previous section, single-body terms cannot
fully split the topological degeneracy. As a consequence, the perturba-
tion V is not able to split the topological degeneracy at first order. We
thus ask here the question whether this is possible at higher orders. The
answer in principle is yes. For MES well-separated by L sites, the degen-
eracy can obviously be splitted in Lth order. However, Lth order terms
are exponentially supressed with system’s size and the effect of such per-
turbation is thus negligible for large systems. We are then interested in
determining whether this is possible at order n independent of system’s
size.
As mentioned previously, a necessary condition for a local perturba-
tion to split the degeneracy is that it does not create any vortices. The
good candidates V n generated at order n have thus to be products of
terms  ↵i  ↵j and  x1,4N or  
y
2,4N 1 where i, j are nearest-neighbor sites along
an ↵-link hi, ji↵. Note that V n of this form not only do not create vortices,
but also do not change the configuration of u. Thus, the two matrix ele-
ments which need to be considered are
h u1,2|V n| u1,2i and h u1,2|V n
4NY
i=1
Di| u1,2i, (10.19)
since
Q4N
i=1Di leaves the configuration of u invariant. If we recall that
(the remaining four) MES are well-separated from each other, it is then
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clear that h u1,2|V n| u1,2i = 0 for n < L. Furthermore, as mentioned pre-
viously, the operator
Q4N
i=1Di is proportional to the parity operator of the
eigenmodes [179] and we thus have for n < L
h u1,2|V n
4NY
i=1
Di| u1,2i / ⇡h u1,2|V n| u1,2i = 0, (10.20)
where ⇡ is the eigenmodes parity of | u1,2i.
From this we conclude that the effect of x, y, or z magnetic field com-
ponents on the inhomogeneous spin ladder is exponentially supressed
with system size. In other words, the topological degeneracy cannot be
fully splitted by inhomogeneous magnetic fields purely along x-, y-, or
z-direction.
10.6 Braiding MES in a tri-junction setup
The recent demonstration of non-abelian character of MES in p-wave
wires [26] makes the possibility to realize topological quantum comput-
ing by braiding MES an attractive and promising method. Majorana
end states in spin ladders can be moved by locally tuning the value of
Jz couplings (similar to the local tuning of chemical potential in p-wave
wires) and it is thus in principle also possible to braid them (following the
scheme of Ref. [26]) in the tri-junction setup presented in Fig. 10.5. The
tri-junction in Fig. 10.5 possesses the interesting property that no spuri-
ous Majorana modes are created in the course of braiding. Indeed, when
all three parts building the tri-junction are in the topological phase, the
Jx,y couplings (dashed lines in Fig. 5) between theMES will combine two
of them into an ordinary complex fermion. We note that such braiding
processes in the simpler xx yy chainwould be difficult to realize because
of the many additional zero-energy modes, see Appendix 10.D. This is
why we are interested in inhomogeneous spin ladders where such addi-
tional degeneracies do not appear all Majoranamodes are well-separated
from each other.
In order to be of use for topological quantum computing, an impor-
tant property of MES is that they follow non-abelian exchange statistics
(as it is the case in p-wavewires [26]). Asmentioned above, the projection
operator (onto the physical subspace) P introduces strings of operators
and renders mapping (10.2) only apparently local. In such a case the
study of braiding statistics is more complicated and especially mapping
the Hamiltonian onto Kitaev’s toy model Hamiltonian is not enough to
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conclude anything about the statistics of MES. [171] We leave here the
question of the MES statistics as an open problem.
To perform a robust topological quantum computation by exchanging
MES, the two-body perturbations splitting the topological degeneracy
have to be excluded. This requirement is analogous to the parity conser-
vation requirement in p-wave wires and can in principle be achieved by
carefully screening magnetic fields. Since Ising interactions can be tuned
bymeans of electric fields only [180, 181], magnetic fields are not required
for braiding and there is no intrinsic contradiction between exchanging
MES and screening external magnetic fields.
y
x
x
x
y
y
Figure 10.5: Network of spin ladders. a) Majoranas are exchanged
through the tri-junctions which are shown in detail in b). The connection
between the three spin ladders is given by Ising couplings Jx (red dashed
lines) and Jy (green dashed lines). Braiding is performed by varying Jx,y,
see main text. MES  1,...,4 (large dots) are localized at the left and right
ends of the ladder and at the junction between topological (thin z-links)
and non-topological (thick z-links) sections.
10.7 Conclusions
We have proposed inhomogeneous spin ladders and shown that they
support a topological phase with localized Majorana states. We have
studied the robustness of MES under local perturbations and demon-
strated that single-body perturbations are not enough to split the topo-
logical degeneracy. We have explicitly constructed a two-body perturba-
tion which does this, in agreement with the general fact that topological
order is not possible in one-dimensional systems. [175, 176, 177] On the
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positive side, we showed that the topological degeneracy cannot be de-
stroyed by inhomogeneous magnetic fields aligned purely along x-, y-,
or z-direction. Finally, we have presented a tri-junction setup whereMES
can be exchanged similar to Ref. [26].
While the spin ladders envisioned here are not yet available, we hope
that the present study provides a strong encouragement for their exper-
imental realization since they represent a promising framework for the
realization and manipulation of MES.
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10.A Mapping to two coupled Kitaev p-wave
superconducting wires
x"y"
z"
4N"
1 2
4N)1"
3 i" i+1" 2N"
2N+1"
B" A"
x" y"
Figure 10.6: Inhomogeneous Kitaev spin ladder. The directions of x, y,
and z links are indicated, as well as the A (black dots) and B (white dots)
sublattices. In contrast to the standard Kitaev model, the z-coupling are
allowed to be inhomogeneous, i.e., site-dependent Jz ! Jzij .
As presented in the main text, the model we consider possesses three
different sections S1, S2, and S3 which are distinguished by the value of
the Jzij couplings [see Fig. 10.6]. We focus on the vortex-free and vortex-
full sectors where we choose Jx,y,z,z0 such that S1 and S3 are topological,
while section S2 is non-topological. This system carries four MES:  1 and
 4 at the left and right end of the ladder, respectively, while  2 and  3 sit at
the junction between topological (S2) and non-topological (S1,3) sections
of the ladder.
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Let us focus on a topological section, say S1, in the vortex-free sector
(i.e. uij = +1), and study the location of MES  1,2 and their behavior un-
der the modification of Jx,y,z couplings. We disregard here the presence
of the two other sections S2,3. It is useful to consider our spin system as
two xx-yy chains coupled via Jz Ising couplings. Let us now introduce
the following complex fermion operators
dj =
1
2
(c2j 1 + ic2j) and d†j =
1
2
(c2j 1   ic2j), (10.21)
with j = 1...2N [the site labeling is shown in Fig. 10.3], {dj, dj0} = 0, and
{dj, d†j0} =  jj0 . Then the upper (u) xx-yy chain is mapped to the Kitaev
model for a one-dimensional p-wave superconductor [25, 24, 183]
Hu =  µu
NX
j=1
d†jdj  
N 1X
j=1
⇣
tud†jdj+1 + 
udjdj+1 + h.c.
⌘
, (10.22)
with µu = 2Jx and tu =   u = Jy, while the lower (l) xx-yy spin chain is
mapped to
H l =  µl
2NX
j=N+1
d†jdj  
2N 1X
j=N+1
⇣
tld†jdj+1 + 
ldjdj+1 + h.c.
⌘
, (10.23)
with µl = 2Jy and tl =   l = Jx.
The Jz spin couplings between upper and lower xx-yy chain leads
to a hopping term Hul between upper and lower wire in the fermionic
representation,
Hul =  
NX
j=1
⇣
tuld†jd2N (j 1) + h.c.
⌘
, (10.24)
where tul = 2Jz.
Let us first focus on the case Jz = 0. Then, the system consists of
two decoupled wires Eqs. (10.22) and (10.23), and we can distinguish
between the following cases: If Jx > Jy, then the upper wire lies in the
non-topological and the lower wire in the topological phase, i.e., the two
MES are localized in the lower wire, one at the left and one at the right
end. And vice versa for Jy > Jx.
When the z-couplings are turned on, i.e. Jz > 0, then the MES spread
over both the upper and lowerwires as shown in Fig. 3 of themain text. If
Jz increases, then the MES continue to spread until they completely split
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when |Jz| > |Jx + Jy| in the vortex-free sector and |Jz| > |Jx   Jy| in the
vortex-full sector, see Eq. (6) in the main text. It is also straightforward
to understand the exact site localization of the two MES. For Jx > Jy,
most of the weight of the left  1 (right  2) MES resides at respectively the
first and last site of the lower xx-yy chain and spreads only over A (B)
sublattice sites. Indeed, the Jx,y,z-couplings between spins residing on
different sublattices forbids  1 ( 2) to spread over B (A) sites. Similarly,
for Jy > Jx, most of the weight of the left  1 (right  2) MES resides at
respectively the first a nd last site of the upper xx-yy chain and spreads
only over B (A) sublattice sites.
10.B Vortex-free and vortex-full ground states
As discussed in the main text, although Lieb’s theorem [159, 160] is not
directly applicable to our system, we nevertheless are able to show nu-
merically that the ground state is indeed vortex-free for sgn(Jx) =  sgn(Jy)
and Jzij > 0, while it is vortex-full for sgn(Jx) = sgn(Jy). Let us focus on
the case sgn(Jx) =  sgn(Jy), since the other one can easily be deduced
from it as discussed in the main text. Figure 10.7 shows single-vortex
energies for different ladder lengths and Jx,y,z,z0 coupling configurations.
All the results are consistent with our assumption that the ground state is
vortex-free. We have furthermore investigated the effect of vortex-vortex
interactions and plotted in Figs. 10.8 and 10.9 multi-vortex energies for
different N , Jx,y,z couplings, and distance between the vortices. Again,
all the plots indicate a vortex-free ground state since the attractive vortex-
vortex interaction is not strong enough to favor the creation of additional
vortices. Finally, we plot in Fig. 10.10 the energy of the vortex-full sec-
tor as function of N for Jx = 1.0, Jy =  0.55, Jz = 0.25 in S1,3, while
Jz0 = 4 in S2. The energy of the vortex-full sector is always positive and
increases linearly with the system size N . This result again shows that
vortex-vortex interactions do not favour the creation of vortices and the
ground state is free of vortices. We have checked that this result is valid
for many other choices of parameters Jx,y,z. A detailed explanation of the
plots is given in the figure captions.
As a final remark, we would like to mention that the groundstate of
the tri-junction setup presented in the main text (see Fig. 5 of the main
text) is also vortex-free/full. Indeed, each ladder forming the tri-junction
is separately free/full of vortices and thus by a continuity argument it is
clear that switching on (small) couplings between different ladders can-
not create vortices.
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Figure 10.7: Energy  EV of a single vortex as function of its position p
on the ladder. We recall that a vortex can be placed at 2N   1 different
positions on a ladder with N unit cells. The five different curves cor-
respond to N = 9, 15, 30, 60, 150. We see a clear difference between the
vortex energy in the bulk and near the boundaries: boundary effects in-
crease the energy of a vortex lying near to one end of the ladder. It is
also worth pointing out that the vortex energy converges quickly (with
N ) to its thermodynamic limit value. We see that the vortex energy is
positive for each curve irrespective of the vortex’s position. This plot
thus supports our claim that the ground state is vortex free. The value
of the different couplings chosen is: a) Jx = 1.0, Jy =  0.5, Jz = 0.3 in
S1,3, and Jz0 = 0.3 in S2. b) Jx = 1.0, Jy =  0.65, Jz = 4.3 in S1,3 and
Jz0 = 4.3 in S2 . The curves forN = 15, 30, 60, 150 are shifted vertically by
0.005, 0.01, 0.015, and 0.02, respectively, for clarity.
10.C Different mapping to study the
robustness of MES
The aim of this Appendix is to propose another mapping to study the
robustness of MES in the homogeneous and inhomogeneous ladder. We
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Figure 10.8: a, b) Energy EV of a single vortex as function of its position
p on a ladder with N = 120, Jx = 1.0, Jy =  0.37, Jz = 0.25 in S1,3,
while Jz0 = 4 in S2 for a) and Jx = 1.0, Jy =  0.37, Jz = 0.25 in S1,3
and Jz0 = 0.25 in S2 for b). The junction between sections S1 and S2 is at
p = 2N/3 and between S2 and S3 at p = 4N/3
use the same labeling as Fig. 10.3 but now make use of the following
spin-to-spin mapping: [34, 184]
 zi ! ⌧ zi 1⌧ zi , (10.25)
 xi !
4NY
i=1
⌧xi , (10.26)
(10.27)
where ⌧x,y,zi are ususal Pauli matrices. The mapping is thus to an auxil-
iary system of 4N + 1 ⌧i spins (i = 0, 1, 2, ..., 4N ). Therefore, the mapping
introduces a doubling of the Hilbert space which can be taken into ac-
count by imposing the constraint ⌧ z0 = +1.
The spin ladder Hamiltonian (14.16) takes in this new language the
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Figure 10.9: a, b) Energy  E2V of two vortices as function of the position
p of the second vortex. The first vortex lies on the p = 1 square plaque-
tte. The Jx,y,z,z0 parameters are chosen respectively as in Fig. 10.8. The
vortex-vortex interaction is attractive and rapidly decaying as function
of distance between the two vortices. Indeed, already for p = 5 the en-
ergy of the two vortices is roughly 0.04 [0.03 (energy of the vortex at the
boundary p = 1) plus 0.01 (energy of the vortex in the bulk)]. However,
as mentioned in the main text, the attraction is never strong enough to
favor the creation of vortices and the energy of the two vortices is always
positive. The junction between sections S1 and S2 is at p = 2N/3 and
between S2 and S3 at p = 4N/3
following form:
H = Jx
 
⌧x2 + ⌧
x
4 + ...+ ⌧
x
N 2
 
+Jz( ⌧
z
0|{z}
+1
⌧ z2 + ⌧
z
2 ⌧
z
4 + ⌧
z
4 ⌧
z
6 + ...+ ⌧
z
N 2⌧
z
N)
+Jy(⌧
z
0 ⌧
y
1 ⌧
x
2 ⌧
y
3 ⌧
z
4 + ...+ ⌧
z
N 4⌧
y
N 3⌧
x
N 2⌧
y
N 1⌧
z
N).
(10.28)
This Hamiltonian possesses many conserved quantities since all ⌧ yi with
odd i commute withH and are straightforwardly connected to the vortex
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Figure 10.10: Energy EV F of the vortex full sector as function of N with
Jx = 1.0, Jy =  0.55, Jz = 0.25 in S1,3, while Jz0 = 4 in S2. As expected,
the energy of the vortex-full sector is always positive and grows linearly
with N . The slope of the of the straight line can be interpreted as an
average vortex energy. This plot indicates again that the vortex-vortex
interaction does not favour the creation of vortices and the ground state
is vortex-free. The junction between sections S1 and S2 is at p = 2N/3
and between S2 and S3 at p = 4N/3
operators:
Wn = ⌧
y
n,1⌧
y
n,3 and W¯n = ⌧
y
n,1⌧
y
n+1,3. (10.29)
Homogeneous ladder
As a first step, let us now study the homogeneous ladder and consider
the case where Jx   Jy,z which, according to Eq. (10.6), is in the topo-
logical phase. For Jy,z = 0, the odd spins are completely decoupled and
the corresponding 2N/2 1 degeneracy is due to the absence of gap to cre-
ate a vortex. However, there is an additional and interesting degeneracy
coming from the fact that the last spin ⌧xN does not appear in the Hamil-
tonian and the total degeneracy in the topological phase is thus 2N/2. In
the opposite limit, i.e., when Jz 6= 0 and Jx,y = 0 which, according to
Eq. (10.6), corresponds to the nontopological phase, then by construction
⌧ z0 = +1 and no additional degeneracy is present. In this limit the degen-
eracy is thus 2N/2 1. We thus identify the additional degeneracy due to
theN th spin as the topological degeneracy. In the strong Jx limit, the two
corresponding degenerate groundstates take the following form
| "#i = | "0 +2 +4 ....+N 2 "#Ni, (10.30)
where +i is eigenstate of ⌧xi while "j and #j are eigenstates of ⌧ zj .
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It is now straightforward to understand that the single-body pertur-
bation V =  xN = ⌧xN will split the topological degeneracy since
h 1|V | 2i = h 1|⌧xN | 2i 6= 0. (10.31)
With the Kitave’s mapping, we noticed the presence of an additional de-
generacy because of the presence of six MES in the extended space. In
the new language, this additional degeneracy correpsonds to the sign of
⌧ y1 (the state with all ⌧
y
2i 1 = +1 is degenerate with the state where all
⌧ y2i 1 =  1). This degeneracy is splitted by  x1 =
QN
i=1 ⌧
x
i since it induces
transition between the states with all ⌧ y2i 1 = +1 and all ⌧
y
2i 1 =  1.
Inhomogeneous ladder
Let us now consider the inhomogeneous ladder with two topological sec-
tions S1,3 separated by the nontopological section S2, see Fig. 10.2. In the
case where Jx 6= 0 and Jy,z = 0 in S1,3 while Jz 6= 0 and Jx,y = 0 in S2 it
is easy to see the origin of the eightfold degeneracy, see Fig. 10.11. One
degeneracy is related to the sign of ⌧ y1 = ±1. This degeneracy is easy to
split with a local perturbation ✏⌧ y1 = ✏ 
y
1 
x
2 (as we showed with Kitaev’s
mapping (10.2),  x1 =
QN
i=1 ⌧
x
i also splits this degeneracy). The origin of
the remaining fourfold degeneracy can be understood easily in the limit-
ing case we consider. The first twofold degeneracy is due to the N th spin
which is decoupled from the other spins while the other twofold degen-
eracy comes from the middle Ising section which has the same energy if
all spins are up or down. The former degeneracy is trivially splitted by a
perturbation ✏⌧xN = ✏ xN while the later is clearly splitted by the pertuba-
tion in Eq. (10.14)
✏ xM 1 
y
M = ✏i 
x
M 1 
x
M 
z
M (10.32)
= ✏i⌧xM 1⌧
z
M 1⌧
z
M = ✏⌧
y
M 1⌧
z
M (10.33)
since ⌧ yM 1 is a conserved quantity (M   1 is an odd site here). We have
thus shown here explicitly that two-body perturbations are enough to
split the remaining degeneracies in agreement with the discussion in the
main text.
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Figure 10.11: Pictorial representation of the groundstates in the limit Jx 6=
0 and Jy,z = 0 in sections S1,3 and Jz 6= 0 and Jx,y = 0 in S2. Here * and +
are a pictorial representations of ⌧x eigenstates.
10.D Proliferation of ⇡-junction zero-modes in
XX-Y Y spin chain
In this sectionwe study some properties of the zero-energymodes present
in a xx-yy spin chain of length 2N , described by the Hamiltonian
Hxx yy = Jx
2N 1X
i odd
 xi  
x
i+1 + Jy
2NX
i even
 yi  
y
i+1. (10.34)
We show that the xx-yy spin chains contain many additional zero-energy
modes besides the two c Majoranas localized at the ends of the chain.
In the language of mapping (10.2), this arises because all non-equivalent
u configurations are degenerate, i.e. putting a u↵ij =  1 does not cost
energy. It is instructive to study this model with a Jordan-Wigner trans-
formation
 +j =
j 1Y
k=1
( 1)nkaj and   j =
j 1Y
k=1
( 1)nka†j, (10.35)
where aj annihilates a complex fermion at site j, i.e., {a(†)j , a(†)j0 } = 0 and
{aj, a†j0} =  jj0 , and nj = a†jaj . With the use of Eq. (10.35), Hxx yy takes
the form
eHxx yy = X
i odd
⇣
 wxa†iai+1 + xaiai+1 + h.c.
⌘
+
X
i even
  wya+i ai+1 + yaiai+1 + h.c.  ,
(10.36)
where wx =  x = Jx/4 and wy =   y =  Jy/4.
Since there is a difference of ⇡ in the pase of  x and  y, we thus
conclude that Hamiltonian (10.36) represents an array of ⇡-junctions and
thus possesses 2N additional zero-energy modes. [26] To find the spec-
trum ✏k of Hamiltonian (10.36), we artificially double the number of de-
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grees of freedom and rewrite Eq. (10.36) as
eHxx yy = 1
2
aHa†, (10.37)
where a =
 
a1 ... a2N a
†
1 ... a
†
2N
 
, andH is a real 4N⇥4N symmetric
matrix defined through Eq. (10.36). Fig. 10.12 is a plot of the eigenvalues
✏k of H which corresponds to the modes of a xx-yy spin chain with Jx =
0.4, Jy = 1.0, and length 2N = 20 for a) and 2N = 100 for b). As expected,
the number of additional zero-energy modes is 2N . It is thus possible to
generate zero-energy modes in the xx-yy spin chain by increasing the
system size.
Figure 10.12: Energy eigenvalues ✏k of H in Eq. (10.37) for xx-yy chains
with Jx = 0.4, Jy = 1.0, and 2N = 20 for a) and 2N = 100 for b). There
are 2N zero-energy modes in addition to the two expected MES. The
presence of these additional zero modes can be understood by mapping
Hamiltonain Hxx yy to an array of ⇡-junctions [see Eq. 10.36].
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10.E Long-distance spin-spin correlation
function
In this section we study the static long-distance spin-spin correlation
function h x1 x4Ni (the site labeling is shown in Fig. 3 of the main text).
We note that this correlator vanishes in the standard honeycomb model
[?, 156] but is non-zero for the ladder in the topological phase due to the
presence of MES localized at sites 1 and 4N when Jx > Jy (the scenario
with Jx < Jy can be treated analogously by considering h x2 x4N 1i). Let
us first give an explicit expression for h x1 x4Ni.Since
 xi  
x
j =  iuxijcicj (10.38)
and
(b1, b2, ..., b4N 1, b4N)Qu = (c1, ..., c4N), (10.39)
we have
ci =
NX
k
Qukibk (10.40)
cicj =
X
k,k0
QukiQ
u
k0jbkbk0 . (10.41)
Using
a†k = (b2k 1   ib2k)/2
ak = (b2k 1 + ib2k)/2, (10.42)
and
cicj =
X
l,k
Qu2k 1iQ
u
2l 1jb2k 1b2l 1 +
X
l,k
Qu2k 1iQ
u
2ljb2k 1b2l +
X
l,k
Qu2kiQ
u
2l 1jb2kb
0
2l 1
+
X
l,k
Qu2kiQ
u
2ljb2kb2l , (10.43)
we obtain
cicj =
X
l,k
Qu2k 1iQ
u
2l 1j(ak + a
†
k)(al + a
†
l ) +
X
l,k
Qu2k 1iQ
u
2lj(ak + a
†
k)(1/i)(al   a†l )
+
X
l,k
Qu2kiQ
u
2l 1j(1/i)(ak   a†k)(al + a†l ) +
X
l,k
Qu2kiQ
u
2lj(1/i
2)(ak   a†k)(al   a†l ) ,
(10.44)
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and thus
cicj =
X
k,l
h
Qu2k 1iQ
u
2l 1j(akal + aka
†
l + a
†
kal + a
†
ka
†
l )
+Qu2k 1iQ
u
2lj(1/i)(akal   aka†l + a†kal   a†ka†l )
+Qu2kiQ
u
2l 1j(1/i)(akal + aka
†
l   a†kal   a†ka†l )
+Qu2kiQ
u
2lj( akal + aka†l + a†kal   a†ka†2l)
i
. (10.45)
It is now straightforward to calculate h n=0| x1 x4N | n=0i, where n (n =
0, 1) represents the filling of MES while all the high-energy modes are
unfilled,
h n=0| x1 x4N | n=0i =  iux14Nhn = 0|c1c4N |n = 0i
=  iux14Nhn = 0|
X
k
h
Qu2k 1iQ
u
2k 1j(a2k 1a
†
2k 1 + a
†
2k 1a2k 1)
+Qu2kiQ
u
2k 1j(1/i)(aka
†
k   a†kak)
+Qu2k 1iQ
u
2kj(1/i)( aka†k + a†kak)
+Qu2kiQ
u
2kj(aka
†
k + a
†
kak)
i
|n = 0i ,
(10.46)
where i = 1 and j = 4N .
With the use of the fermionic anticommutation relation {ak, a†k} = 1
we obtain
h n=0| x1 x4N | n=0i =  iux14N
X
k
⇥
Qu2k 1iQ
u
2k 1j   (1/i)Qu2k 1iQu2kj
+(1/i)Qu2kiQ
u
2k 1j +Q
u
2kiQ
u
2kj
⇤
+
X
k
⇥
(2/i)Qu2k 1iQ
u
2kj   (2/i)Qu2kiQu2k 1j
⇤
(nk = 0)
=  iux14N
X
k
⇥
Qu2k 1iQ
u
2k 1j   (1/i)Qu2k 1iQu2kj
+(1/i)Qu2kiQ
u
2k 1j +Q
u
2kiQ
u
2kj
⇤
.
(10.47)
Since the matrix Qu is orthogonal we finally obtain
h n=0| x1 x4N | n=0i =  iux14N
X
k
⇥ (1/i)Qu2k 1iQu2kj + (1/i)Qu2kiQu2k 1j⇤
= ux14N
X
k
⇥
Qu2k 1iQ
u
2kj  Qu2kiQu2k 1j
⇤
, (10.48)
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where we recall that ux14N = ±1 decouples from the Hamiltonian in the
absence of external perturbations.
Similarly we can show that
h n=1| x1 x4N | n=1i = ux14N(
X
k
⇥
Qu2k 1iQ
u
2kj  Qu2kiQu2k 1j
⇤
+ 2Qu2↵iQ
u
2↵ 1j
 2Qu2↵ 1iQu2↵j) ,
(10.49)
where ↵ is the index of the fermonic mode formed by the Majoranas, i.e.,
n↵ = n = 1 is the filling of MES. As mentioned above, the long-distance
spin-spin correlation h x1 x4Ni vanishes in the standard honeycombmodel
[?, 156] and is non-zero here only in the topological phase due to the pres-
ence of MES state with components on both sites 1 and 4N . We show in
Fig. 10.13 a) and b) a plot of  h n| x1 x4N | ni as function of N with all
uij = +1, Jx = 1.0, Jy =  0.4, and Jz1 = Jz2 = Jz3 = 0.2 for the topo-
logical phase in a) and Jz1 = Jz2 = Jz3 = 2 for the non-topological phase
in b). We make use of the projection protocol of Ref. [179] in order to
determine if the physical ground state of the vortex-free sector has even
(n = 0) or odd (n = 1) parity. As expected, the long-distance spin-spin
correlation takes a finite value in a) while it vanishes in b). In the re-
mainder of this section, we want to investigate the effects of vortices on
the long-distance correlation function. Figure 10.14a) shows a plot of
 h n| x1 x4N | ni as function of position of a single vortex, p, for N = 50,
Jx = 1.0, Jy =  0.4, Jz1 = Jz2 = Jz3 = 0.2. This ladder has one topo-
logical section with two MES  1,2 localized on the left and right ends.
The oscillations between positive and negative values of the correlator
show that the vortex changes the value of h n| x1 x4N | ni and thus the
MES parity i 1 2 as function of its position on the ladder. Indeed, using
Eqs. (10.48) and (10.49) we show numerically that h n=0| x1 x4N | n=0i =
 h n=1| x1 x4N | n=1i, and thus conclude that a change of sign in the cor-
relator implies a change of the parity i 1 2 (i.e., n = 0 $ n = 1). We
make use of the projection protocol of Ref. [179] in order to determine
if the physical ground state of the one-vortex sectors have even (n = 0)
or odd (n = 1) parity. In Fig. 10.14 b) we plot  h n| x1 x4N | ni as func-
tion of position of a single vortex, p, for N = 50, Jx = 1.0, Jy =  0.4,
Jz1 = Jz3 = 0.2, Jz2 = 2. This ladder carries four MES:  1,4 at respectively
the left and right ends of the ladder and  2,3 at the junction between topo-
logical and non-topological sections. The oscillations in the correlator
demonstrates again oscillations in the parity i 1 4. As mentioned in the
main text, the one-vortex state is highly degenerate since it does not cost
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Figure 10.13:  h n| x1 x4N | ni as function of N , with all uij = +1, Jx =
1.0, Jy =  0.4, and Jz1 = Jz2 = Jz3 = 0.2 for a), and Jz1 = Jz2 = Jz3 = 2
for b). We make use of the projection protocol of Ref. [179] in order to
determine if the physical ground state of the vortex-free sector has even
(n = 0) or odd (n = 1) parity.
energy to move a vortex to a nearby plaquette, and thus, without any
prior measurement, the position of a vortex is generally not known, and
so neither is the parity of the MES. In the case where MES are used for
topological computing (braiding), it is thus essential that the groundstate
is vortex-free or vortex-full.
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Figure 10.14: Plot of correlator  h n| x1 x4N | ni as function of position of
a single vortex, p, for N = 50, Jx = 1.0, Jy =  0.4, and Jz1 = Jz2 = Jz3 =
0.2 in a) and Jz1 = Jz3 = 0.2, Jz2 = 2 in b). The junctions between sections
S1,3 and S2 are at plaquettes p = 41, 71. We used the projection protocol of
Ref. [179] to determine if the physical ground state of the corresponding
single-vortex sector has even (n = 0) or odd (n = 1) parity. Note that the
physical groundstates we consider have a fixed parity i 2 3 = +1 and
oscillating parity i 1 4.

CHAPTER 11
Reflection Positivity for
Majoranas
Adapted from:
Arthur Jaffe and Fabio L. Pedrocchi,
“Reflection Positivity for Majoranas”,
ArXvi:1305.6270 (2013).
We establish reflection positivity for Gibbs trace states defined by a cer-
tain class of Hamiltonians that describe the interaction of Majoranas on
a lattice. These Hamiltonians may include many-body interactions, as
long as the signs of the associated coupling constants satisfy certain re-
strictions. We show that reflection positivity holds on an even subalge-
bra of Majoranas.
11.1 Introduction
In this paper we prove reflection positivity for trace functionals defined
by a certain class of interactions of (neutral) Majoranas on a lattice. Ear-
lier results on reflection positivity for fermions in the framework of quan-
tum statistical mechanics focus on the case of charged excitations. In
§11.3 we isolate conditions that entail reflection positivity on an interac-
tion HamiltonianH , expressed in terms of Majoranas. Our main result is
Theorem 3 of §11.6,
0 6 Tr(A#(A) e H) , (11.1)
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which is valid for certain functions A of Majoranas, and for a reflection
#. Some related bounds are given in §11.8.
Our formulation and proof of Theorem 3 in §11.6 involve familiar
methods, but they also require new ideas. As the present paper de-
scribes interactions without charge, one does not have the useful charge-
conservation symmetry to aid in their analysis. In this case we establish
reflection positivity on an even sub-algebra of fermions. The correspond-
ing positivity is not valid on the full fermionic algebra for a half-space on
one side of the reflection plane, as we show with an explicit counterex-
ample in (11.9).
Recently the present authors have studied certain quantum spin inter-
actions, which are of interest in quantum information theory, [185] where
we apply the reflection positivity results of this present paper. These
quantum spin systems have certain features similar to lattice gauge the-
ory. However one must also deal with the additional complication that
the basic fermionic variables anti-commute at different sites, rather than
commute.
Reflection positivity has played an important role in analysis of quan-
tum fields as well as the analysis of classical and quantum spin sys-
tems. Osterwalder and Schrader discovered reflection positivity in their
study of classical fields on Euclidean space [186]; it provided the key
notion of quantization and allowed one to go from a classical field to a
quantum-mechanical Hilbert space and a positive Hamiltonian acting on
that Hilbert space.
Multiple reflection bounds, based on reflection positivity for classical
fields, played a crucial role in Glimm, Jaffe, and Spencer’s mathemati-
cal proof [187] of the physicists’ assumption that phase transitions and
symmetry breaking exist in quantum field theory. This first example of a
phase transition in field theory [187] concerned breaking of a discrete Z2
symmetry. Reflection positivity also turned out be be extremely useful
in the analysis of lattice models for boson and fermion interactions by
Fro¨hlich, Simon, Spencer, Dyson, Israel, Lieb, Macris, Nachtergale, and
others. [188, 189, 190, 159, 160] This included the analysis of phase transi-
tions and the breaking of certain continuous symmetry groups in lattice
spin systems. In addition, reflection positivity was crucial in the study
by Osterwalder and Seiler of the Wilson action for lattice gauge theory.
[191]
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11.2 Definitions and basic properties
Majoranas on a lattice are a self-adjoint representation of a Clifford alge-
bra with 2N generators ci. They satisfy
{ci, cj} = 2 ij , c⇤i = ci , for i, j = 1, . . . , 2N . (11.1)
One can realize 2N Majoranas in a standard way on a complex Hilbert
space of dimension 2N , and we use this representation. Start with the
real Hilbert space Hr = ^RN , the real exterior algebra over RN . Let a⇤j
denote the linear transformation on Hr given the exterior product ej^
with the jth basis element ej in RN . These operators and their adjoint
aj are N fermionic creation and annihilation operators. Let H denote
the complexification ofHr and define the Majorana operators c2j 1, c2j as
linear combinations, c2j 1 = aj + a⇤j and c2j = i
 
aj   a⇤j
 
. Thus our odd
indexedMajoranas are real and the evenMajoranas are purely imaginary.
We consider the index j of the Majoranas to have a geometric signif-
icance as an element of a simple cubic lattice ⇤ = ⇤  [ ⇤+. We assume
that⇤ is invariant under a reflection # in a plane⇧ normal to a coordinate
direction and intersecting no sites in ⇤, so #(⇤) = ⇤. Here ⇤± denote the
sites on the ± side of ⇧. We assume that the reflection # maps ⇤± into
⇤⌥.
For any subset B ⇢ ⇤, let A(B) denote the algebra generated by the
cj’s with j 2 B. Let A = A(⇤) and A± = A(⇤±). Also introduce the even
algebras A(B)even, as the subset of A(B) generated by even monomials in
the cj’s, with j 2 B. Note thatAeven is not abelian, butAeven(B) commutes
with Aeven(B0) when B \ B0 = ?.
Anti-unitary transformations
An antilinear transformation⇥ on the finite-dimensional complexHilbert
space H has the property ⇥(f +  g) = ⇥f +  ¯⇥g for f, g 2 H and   2 C.
Here  ¯ denotes the complex conjugate of  . Assuming H has the hermi-
tian inner product h · , · i, the adjoint ⇥⇤ of ⇥ is the anti-linear transfor-
mation
hf,⇥⇤gi = hg,⇥fi . (11.2)
Also ⇥ is said to be anti-unitary if for all f, g 2 H,
hf, gi = h⇥g,⇥fi = h⇥⇤g,⇥⇤fi . (11.3)
As a consequence an anti-unitary satisfies ⇥⇥⇤ = ⇥⇤⇥ = I or ⇥⇤ = ⇥ 1.
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We are especially interested in an anti-unitary representation of the
reflection # on H, which we also denote by #. The anti-unitary # defines
an anti-linear map on A, with # : A± ! A⌥ with the property
#(cj) = #cj#
 1 = c#j . (11.4)
By the general properties of the anti-unitary #,
#(AB) = #(A)#(B) , and #(A)⇤ = #(A⇤) . (11.5)
In addition
Tr(#(A)) = Tr(A) , for all A 2 A . (11.6)
Thus the Clifford algebra relations are also satisfied by #(cj),
{#(ci),#(cj)} = 2 ijI . (11.7)
In our representation of A each Majorana cj is real or imaginary, so
#(cj) = ↵#j c#j , with ↵#j = ±1 . (11.8)
It is no complication to allow a set of nMajorana operators at each lattice
site i.
11.3 Hamiltonians
We consider self-adjoint Hamiltonians of the form
H = H  +H0 +H+ , (11.1)
where H  = H⇤  2 Aeven  and H+ = H⇤+ 2 Aeven+ . The operator H0 = H⇤0
denotes a coupling across the reflection plane ⇧. Let I = {i1, . . . , ik}
denote a subset of points in ⇤  with cardinality n(I) = |I|. Define
 (I) = n(I) mod 2 . (11.2)
We assume that H0 has the form
H0 =
X
I
JI#I i
 (I)CI #(CI) , where JI#I 2 R , (11.3)
and CI = ci1ci2 · · · cik 2 A .
Remark: The Hamiltonian H0 is self-adjoint and reflection-symmetric,
H0 = H
⇤
0 = #(H0) . (11.4)
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Each term in the sum (11.3) defining H0 is self-adjoint. In fact
(CI #(CI))
⇤ = #(CI)⇤C⇤I = ( 1)|I|CI #(CI) . (11.5)
So from i (I) = ( 1) (I) i (I), and ( 1) (I) = ( 1)|I|, we infer 
i (I)CI #(CI)
 ⇤
= i (I)CI #(CI) . (11.6)
Likewise
#(H0) =
X
I
( 1)|I| i (I) #(CI)CI =
X
I
i (I)CI #(CI) . (11.7)
Here we use the fact that the |I| Majoranas in CI all anti-commute with
the ones in #(CI), yielding another factor ( 1)|I| in the final equality.
Assumptions on the Couplings: We require that the sign of the cou-
plings JI#I in (11.3) satisfy
all JI#I 6 0 , or all JI#I > 0 , for terms with  (I) = 1 ,
all JI#I 6 0 , for terms with  (I) = 0 . (11.8)
We restrict the sign of couplings only for interaction terms (11.3) that
cross the plane ⇧. Nearest-neighbor two-body interactions have  (I) =
1.
11.4 Monomial basis
The 2N operators ci yield monomials of the form M  = ci1ci2 · · · cij of
degree j, with i1 < i2 < · · · ij . (Other orders of the c’s are the same up to
a ± sign.) Denote by   = 0 the monomial M0 = I . There are
 
2N
j
 
such
monomialsM  of degree j, so there are a total of 22N such monomials. As
22N = (dimH)2, these monomials are a candidate for a basis of the space
of matrices acting onH.
Proposition 1. If   6= 0, the monomialsM  have vanishing trace, Tr (M ) =
0. Any linear transformation A onH can be written in terms of the basisM  as
A =
X
 
a  M  , where a  = 2 NTr
 
M⇤ A
 
. (11.1)
The monomialsM  are an irreducible set of matrices.
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Proof. If degM  is odd, there is at least one of the c’s, say cj , not contained
inM  . Thus
Tr (M ) = Tr (cjcjM ) = Tr (cjM cj) = ( 1)degM Tr (M ) =  Tr (M ) = 0 .
On the other hand, if degM  = 2k > 0, and cj does occur inM  , then also
Tr (M ) = Tr
 
c2jM 
 
= Tr (cjM cj) = ( 1)degM  1Tr (M ) =  Tr (M ) = 0 .
Thuswe have verified the first statement in the proposition. AlsoM⇤ M  =
I , andM⇤ 0M  = ±M  for some   6= 0.
Suppose that there are coefficients a  2 C such that
P
  a M  = 0.
Then for any  0, one has M⇤ 0
P
  a M  =
P
  a M
⇤
 0M  = 0. Taking the
trace shows that a 0 = 0, so the M  are actually linear independent. As
there are 22N matricesM  , they are a basis for all matrices onH.
Expanding an arbitrary matrix A in this basis, we calculate the co-
efficients in (11.1) using TrI = 2N . As the set of all matrices on H is
irreducible, the basisM  is also irreducible.
11.5 Reflection positivity
In this section we consider traces on the Hilbert spaceH = ^CN .
Proposition 2 (Reflection Positivity I). Consider an operator A 2 A±, then
Tr(A#(A)) > 0 . (11.1)
Proof. The operatorA 2 A± can be expanded as a polynomial in the basis
M  of Proposition 15. The monomials that appear in the expansion all
belong to A±. Write
A =
X
 
a  M  , and #(A) =
X
 
a  #(M ) . (11.2)
We now consider the case A 2 A . Let ◆  denote the number of purely-
imaginaryMajoranas inM  . ForM  = ci1 · · · cik , defineM#  = c#i1 · · · c#ik .
One then has
Tr (A#(A)) =
X
 , 0
a  a 0 Tr (M  #(M 0)) =
X
 , 0
( 1)◆ 0a  a 0 Tr (M  M# 0) .
(11.3)
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SinceM  2 A  andM# 0 2 A+, they are products of different Majoranas.
We infer from Proposition 15 that the trace vanishes unless   = # 0 = 0.
As ◆0 = 0,
Tr (A#(A)) = 2N |a0|2 > 0 , (11.4)
as claimed.
This reflection positivity allows one to define a pre-inner product on
A± given by
hA,BiRP = Tr(A#(B)) . (11.5)
This pre-inner product satisfies the Schwarz inequality
|hA,BiRP|2 6 hA,AiRP hB,BiRP . (11.6)
In the standard way, one obtains an inner product h bA, bBiRP and norm
k bAkRP by defining the inner product on equivalence classes bA = {A+ n}
of A’s, modulo elements n of the null space of the functional (11.5) on the
diagonal. In order to simplify notation, we ignore this distinction.
11.6 The main result
Here we consider reflection-positivity of the functional
Tr(A#(B) e H) , for A,B 2 Aeven± , (11.7)
that is linear in A and anti-linear in B.
Theorem 3 (Reflection Positivity II). Consider A 2 Aeven± and H of the
form (14.16), with H+ = #(H ). Then the functional (11.7) is positive on the
diagonal,
0 6 Tr(A#(A) e H) . (11.8)
Remark: The functional (11.8) does not satisfy reflection positivity on the
full fermonic algebra A±. Even for N = 1, with H± = 0, H0 =  i c1#(c1),
and A = c1, reflection positivity fails. In this case
Tr(A#(A) e H) =  2i sinh 1 , (11.9)
is purely imaginary. A similar argument shows that reflection positivity
fails in case the coupling constants do not obey the restrictions (11.8).
If the interaction terms in H0 all have  I = 0, then the functional
(11.8) vanishes on odd elements ofA, and in this case reflection-positivity
extends trivially to the full algebra.
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There is a natural second reflection positivity condition connected
with the functional
Tr(#(A)B e H) , for A,B 2 Aeven± , (11.10)
in place of (11.8). The properties (11.5)–(11.6) ensure that
Tr(#(A)B e H) = Tr(A#(B) e #(H)) . (11.11)
Since the assumed properties for H hold also for #(H) with H⌥ replaced
by #(H±), we infer the following corollary.
Corollary 4 (Reflection Positivity III). Consider A 2 Aeven± and H of the
form (14.16), with H+ = #(H ). Then the functional (11.10) is positive on the
diagonal,
0 6 Tr(#(A)Ae H) . (11.12)
of Theorem 3. Our argument is motivated by [189, 190, 159], but has its
own special features. Take A 2 Aeven  . Use the Lie product formula for
matrices ↵1, ↵2, and ↵3 in the form
e↵1+↵2+↵3 = lim
k!1
 
(1 + ↵1/k)e
↵2/ke↵3/k
 k
. (11.13)
This is norm-convergent for matrices.
Take ↵1 =  H0, ↵2 =  H , and ↵3 =  H+ =  #(H ) in (11.13). Here
H0 is defined in (11.3), and it can be written
H0 =
L 1X
`=1
JI` #I` i
 (I`)CI` #(CI`) . (11.14)
Here we label the non-empty subsets of ⇤  by I`, for ` = 1, . . . , L   1,
with L = 2|⇤ |. Label the empty subset ? by I0. The sum (11.3) defining
H0 ranges over the non-empty subsets. Then using (11.13),
A#(A) e H = lim
k!1
A#(A)
 
e H
 
k
, (11.15)
where
 
e H
 
k
=
 
(I  
L 1X
`=1
JI` #I` i
 (I`)CI` #(CI`)/k) e
 H /k e #(H )/k
!k
.
(11.16)
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One can include the term I in the sums in (11.16) by defining J?#? = k,
C? = C#? = I , and n(I`0) = n(?) = 0. Then
 
e H
 
k
=
1
kk
 
 
L 1X
`=0
JI` #I` i
 (I`)CI` #(CI`) e
 H /k e #(H )/k
!k
=
L 1X
`1,...,`k=0
i
Pk
i=1  (I`i ) c`1,...,`k Y`1,...,`k . (11.17)
In the second equality we have expanded the expression into a linear
combination of Lk terms with coefficients
c`1,...,`k =
1
kk
kY
i=1
( JI`i #I`i ) , (11.18)
and with
Y`1,...,`k = CI`1#(CI`1 ) e
 H /k e #(H )/k · · ·CI`k#(CI`k ) e H /k e #(H )/k .
(11.19)
Using this expansion, (11.15) can be written
A#(A)
 
e H
 
k
=
L 1X
`1,...,`k=0
i
Pk
i=1  (I`i ) c`1,...,`k A#(A)Y`1,...,`k . (11.20)
Lemma 5. The trace Tr(A#(A)Y`1,...,`k) = 0 vanishes unless
kX
i=1
n(I`i) = 2N , (11.21)
is an even integer. In this case,
kX
i=1
 (I`i) = 0 mod 2 , and 0 6 c`1,...,`k . (11.22)
Proof. In order to establish (11.21), recall that we assume that the factor
A in A#(A)Y`1,...,`k is an element of Aeven  . Therefore we can expand it
as a sum of the form (11.1), with all the basis elements M  2 Aeven  . As
H  2 Aeven  , one can also expand each factor e H /k as a sum of even
basis elementsM  2 Aeven  . Each interaction term, defined as a summand
CI`j#(CI`j ) in H0, contains n(I`j) Majoranas in A  and an equal number
in A+.
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We infer from Proposition 15 that the trace of A#(A)Y`1,...,`k vanishes
unless each ci occurs in A#(A)Y`1,...,`k an even number of times. Conse-
quently any A#(A)Y`1,...,`k with non-zero trace must have an even num-
ber of Majoranas in A . In other words, the condition (11.21) must hold.
This ensures the number of odd n(I`j) is even. As  (I`j) = n(I`j) mod 2,
the sum of  (I`j)’s equals 0 mod 2.
We next show that 0 6 c`1,...,`k . Suppose the interaction termCI`j#(CI`j )
occurs as a factor in A#(A)Y`1,...,`k and has  (I`j) = 0. Then the restric-
tion on the coupling constants (11.8) means that 0 6  JI`j #I`j . On the
other hand, the condition (11.22) on  (I`j) means that an even number
of interaction terms in A#(A)Y`1,...,`k have  (I`j) = 1. From the restric-
tion (11.8), we infer that these couplings all have the same sign. Hence
the product of the negative of these coupling constants is also positive.
Finally we use 0 < J?#? to complete the proof.
Lemma 6. Assume relations (11.21)–(11.22). Then the Y`1,...,`k in (11.19) sat-
isfy the identities
Y`1,...,`k = i
 Pki=1  (I`i ) D`1,...,`k #(D`1,...,`k) , (11.23)
where
D`1,...,`k = CI`1 e
 H /k CI`2 e
 H /k · · ·CI`k e H /k 2 Aeven  . (11.24)
Proof. As e H+/k = e #(H )/k = #(e H /k), the product Y`1,...,`k in (11.19)
differs from the productD`1,...,`k #(D`1,...,`k), only in the order of its factors.
In order to transform from one product into the other, we need to move
all the Majorana operators of Y`1,...,`k that are localized in A  to the left,
and all operators of Y`1,...,`k in A+ to the right. We move each operator cj
as far as possible to the left, without permuting the order of any operator
in A . As H+ 2 Aeven+ , it commutes with each cj 2 A . Likewise H  2
Aeven  , it commutes with each cj 2 A+. This procedure neither changes
any of the exponentials e H±/k. It gives rise to a minus sign only each
time we permute a cj in an interaction term to the left past an operator
#(cj0) in another interaction term.
We count the minus signs that occur from permuting the c’s in the
interaction terms. In order to simplify notation, let n`i = n(I`i). The term
CI`1#(CI`1 ) contributes no minus sign. The term CI`2#(CI`2 ) contributes
n`2n`1 minus signs. The term CI`3#(CI`3 ) contributes n`3(n`1 + n`2)minus
signs. The term CI`4#(CI`4 ) contributes n`4(n`1 + n`2 + n`3) minus signs,
and so on. Finally, the term
CI`k#(CI`k )
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contributes n`k
Pk 1
i=1 n`i minus signs. Adding these numbers, one obtains
a total number of minus signs equal to
1
2
kX
i,i0=1
n`i n`i0  
1
2
kX
i=1
n2`i =
1
2
 
kX
i=1
n`i
!2
  1
2
kX
i=1
n2`i = 2N
2   1
2
kX
i=1
n2`i .
(11.25)
Here N is defined in (11.21). We infer that 
2N2   1
2
kX
i=1
n2`i
!
mod 2 =  1
2
kX
i=1
n2`i mod 2 . (11.26)
The overall sign arising from the permutation of the c’s in going from
(11.19) to (11.23) is ( 1) raised to the power (11.26). This is
( 1)  12
Pk
i=1 n
2
`i = i 
Pk
i=1 n
2
`i = i 
Pk
i=1(n`i mod 2) = i 
Pk
i=1  `i . (11.27)
In the second equality we use an identity for natural numbers n, namely
n2 mod 4 = n mod 2 . (11.28)
In the final equality we use the definition  `i = n`i mod 2.
Completion of the proof of Theorem 3. In case Tr(A#(A)Y`1,...,`k) 6= 0, we infer
from(11.20) along with Lemmas 5 and 6 and the fact that #(A) commutes
with D`1,...,`k that
Tr
 
A#(A) e H
 
= lim
k!1
L 1X
`1,...,`k=0
c`1,...,`k Tr (AD`1,...,`k# (AD`1,...,`k)) .
(11.29)
From Lemma 5, we know that 0 6 c`1,...,`k . And from Proposition 2 ,
we know that 0 6 Tr (AD`1,...,`k# (AD`1,...,`k)). Thus (11.29) is a sum of
positive terms. This completes the proof in the case that A 2 Aeven  .
The remaining case is A 2 Aeven+ . Then one has A = #( eA) with eA 2
Aeven  . As A commutes with #(A), we infer that A#(A) = eA#( eA), and
Tr
 
A#(A) e H
 
= Tr
⇣ eA#( eA) e H⌘ > 0 as a consequence of the case
already established.
Reflection-positive inner product
Let us introduce the modified pre-inner product on Aeven± defined by the
functional (11.8). Let
hA,BiRP = Tr(A#(B) e H) . (11.30)
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Denote the corresponding semi-norm by kAkRP.
The theorem shows that one has an elementary reflection positivity
bound, arising from the Schwarz inequality. Also # acts as anti-unitary
transformation on the Hilbert space Aeven± with inner product (11.30).
Corollary 7. For A,B 2 Aeven± , one has
|hA,BiRP | 6 kAkRP kBkRP , (11.31)
and
hA,BiRP = h#(B),#(A)iRP , so k#(A)kRP = kAkRP . (11.32)
11.7 Relation to spin systems
It is well-known that the ferromagnetic Ising model is reflection-positive,
but the quantum Heisenberg model is not reflection-positive [?]. We can
also infer these facts from the point of view of Majoranas.
One can consider the infinitesimal rotationmatrices in the (↵,  )-plane,
⌃↵  =  i2
⇥
 ↵,   
⇤
, with  ↵ the Euclidean Dirac matrices on 4-space with
coordinate labels ↵,   2 {0, x, y, z}. In the notation sometimes used in
condensed-matter physics, one assigns Dirac matrices  ↵j as four Majo-
ranas cj, bxj , b
y
j , b
z
j at each lattice site. We use a real representation for bxj
and bzj , and an imaginary representation for b
y
j and cj . One could also use
a real representation for byj and cj , and an imaginary representation for bxj
and bzj .
Then the three (0,↵) planes yield ⌃0↵j =  ↵j = i b↵j cj . They agree with
the Pauli matrices when projected to one chiral copy, namely to the sub-
space of the Hilbert space H of the Majoranas, on which each of the mu-
tually commuting operators  5j = bxj b
y
j b
z
jcj has the eigenvalue +1. Note
that each  j commutes with all the  j0 . With these choices, the  x,zj are
real, while  yj is imaginary.1
For a reflection across a nearest-neighbor bond (ij), a ferromagnetic
Ising interaction term is
  zi  zj = bzi cibzjcj =  bzi ci # (bzi ci) . (11.33)
1 These three operators correspond to half of the generators ⌃↵ j , and we use this
representation. The other three generators ⌃↵ j for ↵,  6= 0 act the same on both chiral
copies, and as they are isomorphic on each copy they yield an alternative representation
 xj =  ibyj bzj , etc., which is also sometimes used in the condensed-matter literature.
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This satisfies condition (11.8) with k = 2 and   = 0. Similarly, the quan-
tum “rotator” Hamiltonian has an interaction term,
  xi  xj    zi  zj =  bxi ci # (bxi ci)  bzi ci # (bzi ci) . (11.34)
This also satisfies condition (11.8), and so is reflection-positive. The cor-
responding quantum Heisenberg interaction term is
  i· j =   xi  xj  yi  yj  zi  zj =  bxi ci # (bxi ci)+byi ci # (byi ci) bzi ci # (bzi ci) .
(11.35)
This does not satisfy (11.8), since one of the interaction coefficients of the
term byi ci # (b
y
i ci) arising from   yi  yj is positive. (Note these properties
are the same in the alternative representation.)
11.8 Reflection bounds
The use of reflection bounds and their iteration has many applications,
both in statistical physics and quantum field theory. Here we study some
bounds which follow from the results of Section 11.5, that we apply in
[185].
Let us introduce two pre-inner products h · , · iRP± on the algebras
Aeven± , corresponding to two reflection symmetric Hamiltonians. Let
hA,BiRP  = Tr(A#(B) e H) , for H = H  +H0 + #(H ) . (11.1)
Similarly define
hA,BiRP+ = Tr(A#(B) e H) , for H = #(H+) +H0 +H+ . (11.2)
As previously, one can define inner products on equivalence classes, yield-
ing norms k · k.
Proposition 8 (RP-Bounds). Let H = H  +H0 +H+ with H± 2 Aeven± and
H0 of the form (11.3). Then  Tr(A#(B) e H)   6 kAkRP  kBkRP+ , for A,B 2 Aeven  . (11.3)
Also  Tr(A#(B) e H)   6 kAkRP+ kBkRP  , for A,B 2 Aeven+ . (11.4)
In particular for A = B = I ,
Tr(e H) 6 Tr(e (H +H0+#(H )))1/2 Tr(e (#(H+)+H0+H+))1/2 . (11.5)
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Proof. The proof of (11.3) follows the proof of Theorem 3. Use the ex-
pression (11.16) to write A#(B)
 
e H
 
k
, which converges to A#(B) e H
as k !1, namely
Tr
 
A#(B)
 
e H
 
k
 
=
L 1X
`1,...,`k=0
c`1,...,`k Tr
 
AD `1,...,`k#
 
BD+`1,...,`k
  
=
L 1X
`1,...,`k=0
c`1,...,`khAD `1,...,`k , BD+`1,...,`kiRP .
(11.6)
The form h · , · iRP in (11.6) is defined in (11.5). The difference is that now
the terms contain #(B) in place of #(A), andD±`1,...,`k depends onH±. Thus
the constants c`1,...,`k are given by (11.18), the matrices D
 
`1,...,`k
2 Aeven  are
given by (11.24), and
#(D+`1,...,`k) = #(CI`1 )e
 H+/k#(CI`2 )e
 H+/k · · ·#(CI`k )e H+/k 2 Aeven+ .
(11.7)
Lemma 5 depends only on the form of H0 and the fact that H± 2 Aeven± .
Thus the lemma applies in this case as well. With these substitutions, the
proof of Lemma 6 also applies.
To establish (11.3), note that the product of couplings c`1,...,`k defined
in (11.18) are independent of A and B, so as before we infer from Lemma
5 that c`1,...,`k > 0 whenever hAD `1,...,`k , BD+`1,...,`kiRP 6= 0. Use the Schwarz
inequality for h · , · iRP and the positivity of c`1,...,`k to obtain
  Tr  A#(B) e H    =       limk!1
L 1X
`1,...,`k=0
c`1,...,`khAD `1,...,`k , BD+`1,...,`kiRP
     
6 lim
k!1
L 1X
`1,...,`k=0
c1/2`1,...,`k hAD `1,...,`k , AD `1,...,`ki
1/2
RP
⇥ c1/2`1,...,`k hBD+`1,...,`k , BD+`1,...,`ki
1/2
RP
6 lim
k!1
 
L 1X
`1,...,`k=0
c`1,...,`khAD `1,...,`k , AD `1,...,`kiRP
!1/2
⇥
 
L 1X
`1,...,`k=0
c`1,...,`k hBD+`1,...,`k , BD+`1,...,`kiRP
!1/2
= hA,Ai1/2RP  hB,Bi1/2RP+ = kAkRP  kBkRP+ . (11.8)
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This completes the proof of relation (11.3).
When A,B 2 Aeven+ , substitute in the left-hand side of (11.4) A = #( eA)
and B = #( eB)with eA, eB 2 Aeven  . Since A and B commute with #(A) and
#(B),   Tr(A#(B) e H)   =    Tr( eB #( eA) e H)    . (11.9)
Replacing H  by #(H+) and #(H ) by H+ in the bound (11.3) completes
the proof of (11.4).
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CHAPTER 12
Vortex Loops and Majoranas
Adapted from:
Stefano Chesi, Arthur Jaffe, Daniel Loss, and Fabio L. Pedrocchi,
“Vortex Loops and Majorana”,
ArXiv: 1305.6270 (2013).
We investigate the role that vortex loops play in characterizing eigen-
states of interacting Majoranas. As an application of our general result,
we investigate the ground states of certain ladder Hamiltonians. We
show how the relative signs of the coupling constants determine the
vortex configuration of ground states. Two methods yield exact results:
i.) We utilize the equivalence of spin Hamiltonians with quartic inter-
actions of Majoranas. ii) We use reflection positivity for Majoranas to
characterize vortices. Two additional methods suggest potential wider
applicability of these results: iii.) Numerical evidence suggests similar
behavior for certain systems without reflection symmetry. iv.) A pertur-
bative analysis also suggests similar behavior without the assumption
of reflection symmetry.
12.1 Introduction
In §12.2 we define a family of Hamiltonians with nearest-neighbor Majo-
rana interactions on a cubic lattice in arbitrary dimension. In this section
we assume the existence of a reflection plane leaving the lattice invariant
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and transforming the Hamiltonians in a simple way. Using reflection-
positivity one can characterize vortex loop configurations of the Hamil-
tonians that minimize the ground state energy within the given fam-
ily.When all the coupling constants are positive (or negative), theminimal-
energy is achieved for a vortex-free ground state. This property of vortex
loops is related to results of Lieb, [159] Macris, and Nachtergaele [160]
for hopping Hamiltonians.
In §12.3–§12.6 we apply these results to spin ladders and their Ma-
jorana fermionic representations. The ladders we study have their ori-
gin in the “compass model” introduced by Kugel and Khomskii [29] to
study the Jahn-Teller effect in magnetic insulators. Kitaev studied a hon-
eycomb version of this model extensively. [27] This and other similar
models arise frequently in the study of quantum information theory, see
for instance [34, 143, 156, 170, 35, 36, 182, 193, 194]. While in much of
this paper we analyze ladders as an example, most of our results extend
in a straightforward way to models defined on a honeycomb lattice with
similar trivalent couplings at each site.
In §12.5 we show that the spectrum of an open spin ladder coincides
with the spectrum of its Majorana fermionic representation, aside from
multiplicity. While the spectrum of a closed spin ladder seems not to
have this property, we conjecture that the ground state energies are the
same.
In §12.7 we study certain ladders numerically. These ladders do not
possess the symmetry required to use reflection-positivity arguments.
Numerical evidence suggests that the ground state energy of a closed
spin ladder coincides with the ground state energy of its fermionic rep-
resentation. Furthermore, the numerical calculations suggest that the
ground states remain vortex-free (or vortex-full) as for the spin ladders
for which reflection-positivity applies.
In §12.8 we use third-order perturbation theory (the lowest non-trivial
order) to complement the picture. These results also show that for certain
regions of the coupling constants for non-symmetric, open and closed
ladders, the ground states are vortex-free (or vortex-full).
12.2. NEAREST-NEIGHBOR MAJORANA INTERACTIONS ON A
CUBIC LATTICE 233
12.2 Nearest-neighbor Majorana interactions
on a cubic lattice
The cubic lattice
We consider a finite subset ⇤ of the cubic lattice Zd in Euclidean d-space,
with an even number |⇤| of sites i. We assume ⇤ to be a rectangular box,
with sites i 2 Zd and bonds (ij) connecting nearest-neighbor sites. The
side length of the box along each coordinate axismay be different. We call
this an open box. We sometimes close the box in one or more coordinate
directions. One closes the box in the kth direction by defining sites with
minimum and maximum value of the kth coordinate, but the same value
of each of the other coordinates, to be nearest-neighbors.
The Majoranas and the Hilbert space
A set ofMajoranas is a self-adjoint representation of an even-dimensional
Clifford algebra,
{ci, cj} = 2 ij , where cj = c⇤j = c 1j . (12.1)
We assign aMajorana cj to each site j. Majoranas can be represented on a
Fock-Hilbert space eHc of dimension 2|⇤|/2 and we use this representation.
We consider the family of HamiltonianseHu = X
(ij)
J(ij) uij i cicj , (12.2)
with J(ij) = J(ji) > 0 and uij =  uji = ±1. In case the subscripts are
difficult to distinguish, we write J(i,j) in place of J(ij).
Vortex loops
Define a loop C of length |C| = ` as an ordered sequence of nearest-
neighbor sites {i1, i2, . . . , i`, i1} in ⇤, starting and ending at the same site.
In additionwe assume i1, . . . , i` are distinct so the loop is not self-intersecting.
We identify the loop with a closed, directed path connecting nearest-
neighbor sites ik and ik+1 by bonds (ik ik+1). Denote  C as the reverse
loop which contains the same sites as C but the opposite orientation,
{i1, i`, i` 1, . . . , i2, i1}. Let
Q
(ij)2CKij denote the ordered product around
the loop, Y
(ij)2C
Kij = Ki1 i2 Ki2 i3 · · ·Ki` 1 i` Ki` i1 . (12.3)
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In the case whereKij are matrices, the starting point of the loop is impor-
tant, though the trace Tr
⇣Q
(ij)2CKij
⌘
is independent of the cyclic per-
mutation of sites in the loop. The smallest loop contains four sites, which
are the corner of a square or plaquette p bounded by the loop C = @p.
Define a loop to be non-degenerate if the coupling constants on the loop
do not vanish:
C is non-degenerate ,
Y
(ij)2C
J(ij) 6= 0 . (12.4)
Define the vortex loop eB(C) as
eB(C) =   Y
(ij)2C
uij . (12.5)
In case eB(C) = 1 we say that the loop C is vortex-free. In case eB(C) =
 1we say that C is vortex-full. We say that a state is vortex-free or vortex-
full, in case all loops C are vortex-free or vortex-full. In case C bounds a
surface, one can interpret the vortex configuration eB(C) in terms of flux
through the surface.
Fermionic Fock representation
We represent the Hilbert space eHc as a fermionic Fock space generated
by |⇤| /2 real creation operators a⇤µ and their adjoints aµ are the corre-
sponding annihilation operators. Here µ = 1, . . . , |⇤| /2. Each creation-
annihilation pair gives rise to two Majoranas
mµ1 = aµ + a
⇤
µ , and mµ2 = i
 
aµ   a⇤µ
 
. (12.6)
The reality condition on aµ means that complex conjugation on eHc maps
the first Majorana to itself and changes the sign of the second one. In
other words the Majoranas occur in pairs that are purely real or purely
imaginary
mµ1 = mµ1 , and mµ2 =  mµ2 , (12.7)
where denotes complex conjugation, which also acts in a natural way
on eHc. Note that there are |⇤| Majoranas mµ  and the same number of
cj’s. We can and do identify themµ ’s with the cj’s.
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The Z2 gauge group on eHc
It is convenient to introduce the gauge group Gc that acts on eHc. The
generators of this group are the operators
U cj = cj U c , where U c =
4NY
j=1
cj . (12.8)
We later choose an order for the product U c, but conjugation by U c does
not depend on the choice. The group Gc has dimension 2|⇤|+1, since 
U cj
 2
=  I .
A general gauge transformationW 2 Gc on eHc depends upon |⇤|+ 1
two-valued parameters n = {n0, n1, . . . , n|⇤|}. It has the form
W (n) = ( 1)n0 (U c1)n1 (U c2)n2 · · ·
 
U c|⇤|
 n|⇤| , (12.9)
where nk = 0, 1. Conjugation by the unitary W (n) acts on the ck’s as an
automorphism that we also denote byW (n). We write,
W (n)(ck) = W (n) ckW (n)
⇤ = ( 1)nkck . (12.10)
Reflection-symmetry
In certain sections we consider lattices that are symmetric under a reflec-
tion # in a hyperplane ⇧, that intersects no lattice sites. The reflection
defines two disjoint subsets of the lattice ⇤± of ⇤ = ⇤  [ ⇤+ that map
into each other,
#⇤± = ⇤⌥ , #2 = Id, with # : i 7! #i . (12.11)
The reflection # acts on loops as
#(C) = #({i1, i2, . . . , i`, i1}) = {#i1,#i2, . . . ,#i`,#i1} . (12.12)
We say that a loop C is reflection-symmetric under the action of #, if
#(C) =  C.
We represent # on eHc as an anti-unitary transformation. Introduce the
constants ↵j = ±1 for which
#(cj) = # cj #
 1 = c#j = ↵#j c#j . (12.13)
The transformation # defines an anti-linear automorphism of the algebra
generated by the cj’s, which we also denote by #.
Definition 9. The Hamiltonian eHu is reflection-symmetric if #( eHu) = eHu.
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The fermionic algebra on eHc
Define the fermionic algebra Ac as the algebra generated by the cj’s for
j 2 ⇤. Let Aevenc denote the even subalgebra of Ac, generated by even
monomials in the fermionic operators. Similarly let Ac,± ⇢ Ac denote the
subalgebras generated by the cj’s with j 2 ⇤±. Also let Aevenc,± denote the
even subalgebras of Ac,±.
Reflection positivity
Reflection positivity (RP) for Majoranas is a condition on a Hilbert space,
an algebra of operators on the Hilbert space, a reflection # through a
plane ⇧, and a Hamiltonian. Here we study the Hilbert space eHc, the al-
gebrasAevenc,± , an implementation of the reflection # on eHc, and a reflection-
symmetric Hamiltonian eH . The RP condition states that
Tr eHc
⇣
B #(B) e  eH⌘ > 0 , for all B 2 Aevenc,± . (12.14)
Time-reflection positivity was originally discovered in quantum field
theory by Osterwalder and Schrader in the context of relating classi-
cal fields with quantum fields. [186] In particular they introduced the
method of “multiple reflection bounds,” involving iterated applications
of a reflection-positivity bound. Such bounds have been key for the first
mathematical proof of the existence of phase transitions (ground-state
degeneracy) in quantum field theory, [187] and in proving that certain
field theories have infinite volume limits. [192]
RP has also had many applications in the study of phase transitions
for classical and quantum spin systems on a lattice; see Fro¨hlich, Israel,
Lieb, and Simon [190] for more details. In the context of nearest-neighbor
hopping interactions, the vortex configuration of the ground state has
been analyzed by Lieb [159] andMacris andNachtergaele. [160] Recently
one has shown that RP is also valid for a class of many-body Majorana
interactions; [195] this family of interactions includes the two-body eHu in
(12.2) with certain restrictions on the coupling constants Jij .
Vortex loops and reflection positivity
We study vortex loops eB(C) for ground states of the family of Hamilto-
nians { eHu}with ground state energies { eE0(u)}.
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Theorem 10. Let eHu denote a Hamiltonian of the form (12.2). Let C denote a
non-degenerate, reflection-symmetric loop with respect to a reflection # in the
plane ⇧. Assume that the magnitudes of the couplings are reflection-symmetric,  J(ij)   =   J(#i#j)  . Then minu eE0(u) is achieved for a “vortex-free” configura-
tion of the uij’s, namely eB(C) = 1 . (12.15)
Proof. Consider a loop C of length 2L symmetrically crossed by the hyper-
plane ⇧. This means that ⇤± \ C each contain L sites. Relabel the sites
of C as 1, . . . , 2L so that the bonds in order on C \ ⇤  are (i i + 1) with
i = 1, . . . , L   1. Similarly on C \ ⇤+ the bonds are (i i + 1) with i =
L+1, . . . , 2L  1. Choose the starting point of C so that the bonds cutting
⇧ are (2L, 1) and (L, L+ 1).
Define ⇤⇧± ⇢ ⇤± as those sites in ⇤± that border ⇧. DecomposeeHu = eHu,  + eHu,0 + eHu,+ where eHu,± 2 A± and
eHu,0 = X
i
J(i#i) ui#i ↵#i ici#(ci) , with i 2 ⇤⇧  . (12.16)
Perform a gauge transformationW (n) 2 Gc of the form (12.9), with ni = 0
except for i 2 ⇤⇧ . Choose ni to ensure that the interactions in eeHu,0 =
W (n) eHu,0W (n)⇤ across ⇧ are positive, namely
J(i#i) ui#i ( 1)ni ↵#i > 0 , for i 2 ⇤⇧  . (12.17)
Also define the Hamiltonians eeHu,1 and eeHu,2 as
eeHu,1 = eeHu,  + eeHu,0 + #( eeHu, ) , and eeHu,2 = #( eeHu,+) + eeHu,0 + eeHu,+ ,
(12.18)
whereeeHu,  = W (n) eHu, W (n)⇤ , and eeHu,+ = W (n) eHu,+W (n)⇤ .
(12.19)
Since #( eeHu,0) = eeHu,0, the Hamiltonians eeHu,1 and eeHu,2 are reflection-
symmetric,
#(
eeHu,1) = eeHu,1 , and #( eeHu,2) = eeHu,2 . (12.20)
Furthermore the coupling constants in eeHu,0 that cross the reflection plane
⇧ are positive.
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The Hamiltonians eeHu,1 and eeHu,2 satisfy the hypothesis of Theorem 3
in [195]. In that paper one studies reflection-positivity for a class of in-
teracting Majorana systems including the present one satisfying (12.17)
and (12.20). From this result one concludes the reflection-positivity con-
ditions. For B 2 Aeven± ,
Tr eHc
✓
B #(B) e 
eeHu,1◆ > 0 , and Tr eHc ✓B #(B) e  eeHu,2◆ > 0 . (12.21)
A direct consequence of the reflection-positivity conditions (12.21) is the
reflection-positivity bound for any   > 0,
Tr eHc e   eeHu 6
✓
Tr eHc e   eeHu,1
◆1/2✓
Tr eHc e   eeHu,2
◆1/2
. (12.22)
This bound is a special case of the reflection-positivity inequality for in-
teractingMajorana systems proved in Proposition 8 of [195]. The reflection-
positivity bound (12.22) allows one to establish an inequality on the ground
state energy eeE0(u) of the Hamiltonian eeHu in terms of the ground-state
energies eeE0(u, 1) and eeE0(u, 2) of the Hamiltonians eeHu,1 and eeHu,2, namely
0 > eeE0(u) > eeE0(u, 1) + eeE0(u, 2)
2
. (12.23)
Taking   large in (12.22) proves (12.23).
Conjugation by the gauge transformation W (n) does not change the
ground state energy eE0(u) of eHu, so eeE0(u) = eE0(u). Nor does conjugation
by the gauge transformation W (n) change the value of any vortex loopeB(C). Thus minu eE0(u) is obtained from some configuration u = u0 that
is both reflection-symmetric and has positive interactions across ⇧. Call
this Hamiltonian eHu0 .
Let eHu0(C) denote the Hamiltonian that is the restriction of eHu0 to
bonds (ij) 2 C. Decompose eHu0(C) aseHu0(C) = eHu0, (C) + eHu0,0(C) + eHu0,+(C) , (12.24)
where positivity of the J(ij)’s ensures
eHu0, (C) = L 1X
i=1
J(i, i+1) ui i+1 i cici+1 ,
eHu0,+(C) = 2L 1X
i=L+1
J(i, i+1) ui i+1 i cici+1 , (12.25)
eHu0,0(C) = J(1, 2L) u1 2L ↵#1 i c1 #(c1) + J(L,L+1) uLL+1 ↵#L i cL #(cL) .
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With our chosen representation
J(1, 2L) u1 2L ↵#1 > 0 , and J(L,L+1) uLL+1 ↵#L > 0 , (12.26)
and also reflection-symmetry #( eHu0, (C)) = eHu0,+(C) yields for i = 1, . . . , L 
1,
J(i, i+1) ui i+1 ↵2L i ↵2L i+1 i c2L i c2L i+1
= J(2L i, 2L i+1) u2L i 2L i+1 i c2L i c2L i+1 . (12.27)
Consequently, since the loop C is non-degenerate, for i = 1, . . . , L  1 one
has
J(i, i+1)J(2L i, 2L i+1) ui i+1 u2L i 2L i+1 ↵2L i ↵2L i+1 > 0 . (12.28)
Multiply together conditions (12.26) with all the conditions (12.28),
and identify site 2L+ 1 with site 1. One obtains
B(C) =  
Y
(ij)2C
uij =  
2LY
i=1
ui i+1 = sgn
 
2LY
i=1
J(i, i+1)
!
= 1 . (12.29)
The first two equalities and the last equality in (12.29) are definitions, so
one only needs to verify the third equality. This means one needs to show
that the factors ↵j cancel, and this occurs because each ↵j appears twice
in the product. There is one additional minus sign, which comes from
u1 2L =  u2L 1, with the former appearing in (12.26) and the later in the
product
Q2L
i=1 ui i+1. This minus sign cancels the explicit minus sign in
(12.29).
12.3 Quantum spin ladders
One way to realize the family of Hamiltonians eHu defined in (12.2) is to
study nearest-neighbor spin interactions on a trivalent lattice. We con-
sider the simplest example, the quantum spin ladder, corresponding to
the case d = 2 in §12.2.
Even spin ladders
An open, even spin ladder is a 2 ⇥ 2N square lattice array. The sites of
the lattice are connected by bonds linking nearest-neighbor sites. We call
one given plaquette the unit cell of the ladder. One obtains the lattice of
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the ladder as a union of N translates of the unit cell by integer multiples
of twice the side-length of the unit cell, along one of its coordinate axes
(which we choose horizontal). One completes the ladder with bonds (ij)
that link site iwith a nearest-neighbor site j.
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Figure 12.1: Ladder
We illustrate such a ladder in Fig. 12.1, where we label the plaquettes,
vertices, and bonds. Divide the 2N   1 plaquettes of the ladder into two
sets: the first set comprisesN fundamental plaquettes p1, p3, . . . , p2k 1, . . . , p2N 1
that are the translates of the unit cell that generates the ladder. The other
set contains (N   1) connecting plaquettes p2, p4, . . . , p2k, . . . , p2N 2, each
of which links two fundamental plaquettes, by sharing two of its bonds
with two different fundamental plaquettes.
In order to discuss both “open” and “closed” ladders in a unifiedway,
we introduce one additional connecting plaquette p2N linking p2N 1 with
p1, and two additional bonds to the open ladder, connecting the site 4N
to the site 1, and connecting the site 4N   1 to the site 2. The closed
ladder corresponds to periodic boundary conditions. Another way to
characterize a closed ladder, is the property that onemust remove at least
four bonds to divide it into two disconnected pieces.
Label the sites in the fundamental plaquette p2n 1 clockwise, starting
in the lower-left corner, by 4n   3, 4n   2, 4n   1, 4n. As a consequence,
the sites in the connecting plaquette p2j are labeled clockwise by 4j, 4j  
1, 4j+2, 4j+1. The open ladders we consider have (6N 2) bonds, which
we divide into three types. There are (2N   1) type-x bonds, (2N   1)
type-y bonds, and 2N type-z bonds. All the vertical bonds will be type-
z bonds. The horizontal bonds on top of each fundamental plaquette,
and on the bottom of each connecting plaquette are type-x bonds. The
remaining bonds are type-y bonds.
The Hamiltonian
The spins at each site  i = ( xi ,  
y
i ,  
z
i ) are Pauli matrices. Here i denotes
the lattice site (using the labels above), and x, y, z denotes the three Pauli
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matrices. The Hamiltonian we study is a nearest-neighbor quadratic in-
teraction of the form
H =  
X
(ij)
J(ij)  
(ij)
i  
(ij)
j , J(ij) = J(ji) real. (12.1)
Here the sum over (ij) denotes a sum over unoriented bonds (ij) be-
tween nearest neighbor lattice sites in the ladder. Also  (ij)i equals  xi ,
 yi , or  zi , according to whether the bond (ij) is type-x, type-y, or type-
z, respectively, as defined above; thus the couplings labeled by a bond
depends only on products of the same components of   at different sites.
A simple case of this Hamiltonian which we call homogeneous cou-
plings is the case for which every type-x bond has coupling Jx, every
type-y bond has coupling Jy, and every type-z bond has coupling Jz.
The open ladder Hamiltonian corresponds to taking the two coupling
constants closing the ladder equal to zero, namely J(4N 1) = J(4N 1 2) = 0.
Vortex loops
For each loop C, we assign a vortex-loop operator (or simply a vortex)B(C).
This is proportional to the ordered product along the loop of terms in the
interaction. Recall that  (ij)i  
(ij)
j is the term in the Hamiltonian (14.16) on
the bond (ij). Define
B(C) = i|C|+2
Y
(ij)2C
⇣
 (ij)i  
(ij)
j
⌘
, (12.2)
similar to (5-6) in Kitaev. [27] As  (ij)i is self-adjoint with square I , we
infer thatB(C) is unitary. We devote the rest of this paper to the study of
properties of the operatorsB(C).
12.4 Fermionic ladders
Mapping of spins to fermions
We use a representation of the Pauli matrices as quadratic expressions
in Majoranas. Choose four Majoranas at each lattice site j and denoted
them bxj , b
y
j , b
z
j , and cj . Define the algebra A as the algebra generated by
the bx,y,zj and cj for j 2 ⇤. Let Aeven denote the even subalgebra of A,
generated by even monomials in the fermionic operators. One defines
for the single site j, e ↵j = ib↵j cj , (12.1)
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as in the usual construction of boost operators for the Dirac equation. For
a single chiral component of the spin-1/2 Dirac wave function, the boost
generator is isomorphic to the spin.
Denote the vector space of the four Majoranas as eHj . In order to
project onto a single chiral component, one restricts to the eigenspace
+1 of the self-adjoint matrix  5j = bxj b
y
j b
z
j cj with square one. On the full
Hilbert space eH these  5j ’s mutually commute and commute with eache x,y,zj . The corresponding orthogonal projection onto this eigenspace is
P =
Q
j Pj =
Q
j
1
2
 
I +  5j
 
, and it yields H = P eH of dimension 24N . The
 ↵j = Pj e ↵j Pj’s satisfy the correct multiplication laws for spin matrices
onH.
Representation of the Hamiltonian
Introduce the three skew 4N ⇥ 4N matrices u, A, and C with entries that
are hermitian operators,
uij =  uji = u⇤ij , Aij =  Aji = A⇤ij , and Cij =  Cji = C⇤ij .
(12.2)
We define thesematrix elements to vanish unless i, j are nearest-neighbors.
In this case
uij = ib
(ij)
i b
(ij)
j , Cij = icicj , and Aij = J(ij) uij , (12.3)
with J(ij) = J(ji) real. A representation of the spin-ladder Hamiltonian
on the fermionic Hilbert space iseH = X
(ij)
Aij Cij =
X
(ij)
J(ij) uij i ci cj = eH⇤ . (12.4)
The uij operatorsmutually commute, and they also commutewith the
Hamiltonian eH . They satisfy u2ij = +1, so the eigenvalues of uij are ±1.
Also all the  5j commute with eH . Furthermore the Hamiltonian eH com-
mutes with P , so it maps the subspaceH into itself and on this subspace
the Hamiltonian has the representation as a sum of self-adjoint operators,
H = P eHP = X
(ij)
P Aij Cij P . (12.5)
The properties of eH on eH are different from those of H on H, and in
particular the eigenvalues might different (aside from multiplicity). One
should be careful not to jump to conclusions, as we give numerical evi-
dence for the existence of both types of behavior in §12.7.
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Representation of the vortices
A fermionic representation of eB(C) of B(C) commutes with the projec-
tion P . Its projection P eB(C)P , agrees with the original definition (12.2)
of the vortexB(C). We give such a fermionic representation eB(C), similar
to [27] and observe that the spin vorticesB(C) are mutually commuting,
conserved quantities.
Proposition 11. A fermionic representation of the vortex loop-operator is given
in terms of the mutually-commuting operators uij as
eB(C) =   Y
(ij)2C
uij . (12.6)
Each  5k commutes with eB(C), namelyh eB(C),  5ki = 0 . (12.7)
Proof. The contribution to the vortex loop-operator B(C) from the spins
at site ij , for j 6= 1, is  (ij 1 ij)ij  
(ij ij+1)
ij
. (In case j = `, set ` + 1 = 1.) This
product has the fermionic representation b(ij 1 ij)ij cj b
(ij ij+1)
ij
cj = b
(ij 1 ij)
ij
b
(ij ij+1)
ij
.
Taking the product of these representations and adding the contribution
from the spins at site i1, one has a fermionic representation for B(C) de-
fined in (12.2) equal to
eB(C) =  i|C|+2 b(i1 i2)i1 ci1 b(i1 i2)i2 b(i2 i3)i2 b(i2 i3)i3 b(i3 i4)i3 · · ·
b(i` 2 i` 1)i` 1 b
(i` 1 i`)
i` 1 b
(i` 1 i`)
i`
b(i` i1)i` b
(i` i1)
i1 ci1
= i|C|+2 ci1 b
(i1 i2)
i1 b
(i1 i2)
i2 b
(i2 i3)
i2 b
(i2 i3)
i3 b
(i3 i4)
i3 · · ·
b(i` 2 i` 1)i` 1 b
(i` 1 i`)
i` 1 b
(i` 1 i`)
i`
b(i` i1)i` b
(i` i1)
i1 ci1
=  ci1 ui1i2 ui2i3 · · · ui` 1i` ui`i1 ci1
=  ui1i2 ui2i3 · · · ui` 1i` ui`i1 . (12.8)
In the last equality we use the fact that ci1 commutes with all the uij’s.
This establishes the fermionic representation (12.6). As each uij is her-
mitian and the uij mutually commute, we infer that eB(C) is hermitian.
Since eB(C) is a product of b Majoranas, with an even number of b’s at
each site ij 2 C, we infer that eB(C) commutes with each  5j . ThereforeeB(C) commutes with P .
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From the representation (12.6) for eB(C) and the representation (12.4)
for eH in terms of themutually-commuting, self-adjoint operators uij with
square one, one infers the following two corollaries:
Corollary 12. The fermionic vortex representatives eB(C) are all self-adjoint
and have eigenvalues ±1. Different eB(C) mutually commute,h eB(C), eB(C0)i = 0 . (12.9)
All the eB(C) are conserved by eH , namelyh eB(C), eHi = 0 . (12.10)
Corollary 13. The vortex loop operators B(C) are self-adjoint on H, and have
eigenvalues ±1. DifferentB(C) mutually commute,
[B(C),B(C0)] = 0 . (12.11)
The vortex loop-operators are all conserved, namely
[B(C), H] = 0 . (12.12)
The reduced fermionic Hamiltonians
Define eHu as the Hamiltonian eH restricted to an eigenspace of the uij’s.
Therefore it is useful to represent the Hilbert space eH in the form of a
tensor product eH = eHu ⌦ eHc . (12.13)
Here we consider the 6N mutually commuting variables uij correspond-
ing to the products of ib(ij)i b
(ij)
j on the 6N bonds of a closed ladder. In the
case of an open ladder the couplings on the two extra bonds (1, 4N) and
(2, 4N   1) are zero. Each uij is self-adjoint and has square equal to one,
so it can be represented on a two-dimensional Hilbert space. Therefore
the Hilbert space eHu has dimension 26N , which is exactly 2#b/2, where
#b equals the total number of bx,y,z Majoranas. These Majoranas can be
represented on a Hilbert space of the same dimension 26N .
Define the fermionic algebra Ac as the subalgebra of A generated by
the cj-Majoranas. Since this algebra commutes with all the uij’s, it acts as
I ⌦ Ac on eH = eHu ⌦ eHc.
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12.5 Eigenvalues of eH and of H
Let eE0 denote the ground-state energy of eH given in (12.4), and let E0
denote the ground-state energy of H . We are interested to know when
these two ground state energies coincide. By the variational principle,
there is a normalized vector e⌦ 2 eH, such that
eE0 = he⌦, eHe⌦i = infke k=1he , eHe i  E0 .
One obtainsE0 by restricting e  to the range of P . So if P e⌦ = e⌦, then eE0 =
E0. More generally, we investigate the eigenvalues of eH , and determine
in certain cases that they are the same as the eigenvalues of H . In other
cases there is evidence that they are different.
For an open ladder, we prove in Proposition 14 that eH andH have the
same eigenvalues. We analyze the ground state of H using the fermionic
representation and demonstrate that the ground state is vortex-free. In
reflection symmetric cases we do this in §12.6 using reflection positivity.
In §12.8 we analyze some non-reflection symmetric cases using perturba-
tion theory.
In Proposition 15 we explain why the proof of Proposition 14 for the
open ladder does not apply to the closed ladder. More to the point, nu-
merical calculation shows that the spectra are really different, see the dis-
cussion in §12.7 and in particular in §12.7.
Proposition 14. Consider an open ladder. The eigenvalues of H defined in
(14.16) are the same as those of eH defined in (12.4), aside from multiplicity.
Proof. The operators  5i mutually commute and commute with eH , so
we can simultaneously diagonalize them. We find an operator Qj with
square ±1, which anti-commutes with  5j and commutes with eH and  5i ,
for i 6= j. Let e⌦ be a simultaneous eigenstate of the  5i and eH with eigen-
values (µi, eE), where µi = ±1 are the eigenvalues of the  5i . Then the
vector Qje⌦ is an eigenstate with the same eigenvalues except for the one
µi with i = j, that has the opposite sign. (Note Qje⌦ 6= 0, as Q2j = ±1.)
By applyingQj for each negative µj , we obtain a simultaneous eigenstate
with energy eE, and with all the µi = +1. Calling this vector e⌦0, the pro-
jected state P e⌦0 = ⌦0 is an eigenstate of H with eigenvalue eE. This also
shows that to each eigenvalue E ofH is associated 24N eigenvalues of eH ,
of which all but one of the corresponding eigenvectors project to zero.
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Define the operator Qj by considering a non-self-intersecting path  
through the ladder from site j to site 4N . The operator Qj equals the
product of the ui0j0 operators along the bonds (i0j0) on this path, followed
by bx4N . This Qj is a product of b operators, so its square is ±1. The
operator bx4N does not enter the expression (12.4) for eH , and each term ineH is a product of an even number of other fermion operators. Therefore
Qj commutes with eH .
To complete the proof, we need to check the commutativity ofQj with
the operators  5i . Consider four cases: first suppose the path   does not
pass through i. Then  5i commutes with each b belonging to Qj , so it
commutes with Qj .
Second suppose that i is a site on the path  , but i 6= j and i 6= 4N . In
this case the site i contributes a product of two different bi operators to
Qj ; this is the case, because in the ladders we consider, the three bonds
ending at site i are of three different types, and the path   contains two of
these bonds. Each of these two bi’s anti-commutes with  5i , so their prod-
uct commutes. Also  5i commutes with bk’s at other sites, so it commutes
with Qj .
The third case is i = 4N . As before,  54N commutes with the b’s at sites
different from 4N . Only one bond in   ends at site 4N , so only one b4N
at site 4N arises from the path; for our ladders, this must be either by4N or
bz4N . But Qj also includes the extra bx4N . So  54N anti-commutes with this
extra bx4N and therefore commutes with the product of the two distinct
b4N ’s that occur in Qj .
The fourth case is i = j. In this case only one bond in   enters site i,
so only one bi occurs in Qj . Hence  5j anti-commutes with the bj’s in Qj .
As  5j commutes with the b’s at other sites,  5j anti-commutes with Qj .
These cases cover all possibilities, so we have established all the desired
properties of the operators Qj .
We remark that an alternate proof could be based on the explicit form
of the projection P : eH ! H as a function of the variables uij derived in
Appendix A of [179]. We now show that the proof of Proposition 14 does
not extend in a straightforward way to the closed ladder. This is in line
with the numerical calculations we perform in §12.7 suggesting that the
spectrum of H is different from the spectrum of H˜ for the closed ladder.
Proposition 15. Consider a closed ladder Hamiltonian eH of the form (12.4)
with all couplings J(ij) different from 0. There is no non-zero monomial Qj in
the b’s and c’s that anti-commutes with  5j and commutes with eH and  5k for
k 6= j.
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Proof. Each site k in the ladder gives rise to a 4-dimensional Hilbert spaceeHk. There are 16 linearly-independent operators on eHk, and this space is
spanned by monomialsM↵k in the b
x,y,z
k or ck of degree 4 or less. Of these,
four monomials that we denotem1,...,4k are the Majoranas themselves and
have degree 1, and four others m1,...,4k  5k have degree 3. We write these
eight odd degree monomials asM ,↵k . EachM
 ,↵
j anti-commutes with  5j
and commutes with  5k for k 6= j.
There are eight monomials M+,↵k of degree 0, 2, or 4, and these com-
mute with all the  5j . All 16 of theM
±,↵
k commute with  5k0 for k0 6= k. The
monomials in the b’s and c’s are linearly independent and span the oper-
ators on eH, as shown in Proposition 1 of [195]. From these properties, we
infer that
Qj = ±M ,↵j
Y
k 6=j
M+,↵kk . (12.1)
We now consider further restrictions on Qj , imposed by the fact that
one wants
h
Qj, eHi = 0. We show this is impossible for Qj of form (12.1).
These restrictions use the assumption that all J(ij) 6= 0, so they do not
apply in the case of an open ladder.
Let us denote the interaction on bond (ji) by hjii, so the Hamiltonian
(12.4) can be written
eH = X
(ji)
hjii , where hjii = J(ji) uji icjci =  J(ji) b(ji)j b(ji)i cjci .
(12.2)
We claim that
I. M ,↵j anti-commuteswith either one or three terms in the sum (12.2).
II.
Q3
k 6=jM
+,↵k
k anti-commutes with an even number of terms in (12.2).
These two properties show that Qj of the form (12.1) cannot commute
with eH .
In order to establish property (I), notice that a single Majorana cj anti-
commutes with three terms hjii in the sum (12.2), where i are the three
nearest neighbors to j. Also the Majorana bx,y,zj anti-commutes with one
such term. As  5j commutes with hjii, the same anti-commutativity prop-
erties hold form1,...,4j  5j as form
1,...,4
j .
Property (II) also follows by considering the anti-commutation prop-
erties of the eight possible M+,↵kk . The identity and monomial of degree
4 commute with each hjii. The monomials M+,↵kk of degree 2 all anti-
commmute with two of the hjii’s. The statement then follows.
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12.6 Ladder Hamiltonians and reflections
In the following we consider ladder Hamiltonians eH of the form (12.4)
with reflection-symmetric absolute value of the couplings J(ij), namely  J(#i#j)   =   J(ij)   . (12.3)
We determine the value of reflection-symmetric vortex loops in the ground
states of eH and H for such couplings.
The open or closed ladder in Fig. 12.1 satisfies (12.3) in three cases:
Case I. Reflection through a horizontal plane. We illustrate this case in
Fig. 12.2. We make no restriction on the couplings J(i i+1) on vertical
bonds.
1
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Figure 12.2: Case I: Horizontal reflection plane for an open or closed lad-
der.
Case II. Vertical reflection plane bisecting an open ladder, see Fig. 12.3.
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Figure 12.3: Case II: Vertical reflection plane. Recall that J(ij) = J(ji).
Case III. Reflection through any vertical plane bisecting a closed ladder,
see Fig. 12.4. The dotted reflection plane intersects the ladder twice.
Vortex loops and reflection-symmetric ladders
In this section we apply Theorem 10 to characterize the vortex configu-
rations of the ground-state of eH , for ladders satisfying conditions (12.3).
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Figure 12.4: Case III: Vertical reflection of a closed ladder.
Theorem 16. Let eH denote a fermionic ladder Hamiltonian of the form (12.4)
satisfying condition (12.3) with respect to a reflection # and a reflection plane
⇧. Let C denote a non-degenerate, reflection-symmetric loop. Then the vortex
configuration of C in the ground state of eH is
eB(C) = sgn
0@ Y
(ij)2C
J(ij)
1A . (12.4)
In case the couplings have all the same sign, then eB(C) = +1 and the loop C is
vortex-free.
Corollary 17 (Vortex-free ladders). For closed ladders with homogeneous
couplings which all have the same sign, every loop C is vortex-free in the ground
state of eH .
Proof. EachHamiltonian eH acting on eH corresponds to 26N HamiltonianseHu acting on eHc, some of which could be the same. Each eHu arises from
a particular choice of uij = ±1. The eigenvalues of eH are the union of
the eigenvalues of these 26N Hamiltonians eHu. A gauge transformation
of the variables bx,y,zj transforms one eHu into another eHu0 . This justifies
our present study of the individual Hamiltonians eHu.
EachHamiltonian eHu is of the form (12.2), although the couplings J(ij)
may not be positive. In case all the J(ij) > 0, we infer from Theorem 10
that the minimum energy of eH is achieved for a eHu with a configuration
of the uij’s such that eB(C) =   Y
(ij)2C
uij = 1 , (12.5)
for any loop C that is reflection-symmetric. Changing the sign of J(ij)
with (ij) 2 C is equivalent to changing the sign of the corresponding uij ,
250 CHAPTER 12. VORTEX LOOPS ANDMAJORANAS
so one infers from (12.5) that
eB(C) =   Y
(ij)2C
uij = sgn
0@ Y
(ij)2C
J(ij)
1A . (12.6)
This completes the proof of the proposition. The corollary follows as
every plaquette in the ladder is reflection-symmetric and hence vortex
free, and the same then follows for the loop C.
Implications for reflection-symmetric spin ladders
For open ladders, we know that the ground-state energies of eH and H
agree, as shown in Proposition 14. We also know that the projection P
commutes with all the vortex operators, see Proposition 11. On the other
hand, in the case of a closed ladder we do not know whether the spec-
tra coincide, and in particular whether the ground-state energies are the
same. We have shown the following:
Theorem 18. The ground-state of the Hamiltonian H for an open spin ladder
satisfying condition (12.3) with respect to a reflection plane ⇧ has the vortex
configuration
B(C) = sgn
0@ Y
(ij)2C
J(ij)
1A , (12.7)
in each non-degenerate, reflection-symmetric loop C that crosses ⇧. In case the
couplings have all the same sign, the ground-state is vortex-free in those loops.
12.7 Numerical evidence
In this section we give some numerical evidence for the spectral proper-
ties of H and eH , both in the case of open and of closed ladders. We have
shown in Proposition 14 that the spectra of H and eH are identical for an
open ladder. However this is not true for a closed ladder. Even a simple
closed ladder with N = 2 (four plaquettes) shows by explicit numerical
diagonalization that eH has eigenvalues not present in the spectrum ofH ,
see §12.7. For this Hamiltonian, we plot the energies and show the vortex
configurations for a number of eigenvalues.
We inspect the low-lying spectrum of the Hamiltonians H and eH for
a number of ladders of length N , in case that N is as large as 100, so with
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up to 400 spins and 1, 600 Majoranas. We use Mathematica 8.0.4.0 and
Matlab 7.10.0.499 (R2010a). In order to find which eigenvalues of eH are
eigenvalues of H , we use the method introduced in [179].
Our numerical analysis suggests that the ground state of eH and also
the ground state of H is vortex free, whether or not they have the sym-
metry (12.3), leading to the conjecture at the end of the section.
Open ladders
Wefirst analyze an open ladderwithN = 2 (three plaquettes). In Fig. 12.5
we plot the low-lying eigenvalues of bothH and eH . We have chosen the
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Figure 12.5: Low-lying eigenvalues of H and eH for an open ladder with
the illustrated couplings. We plot eigenvalues ofH with circles and those
of eH with squares, and we ignore multiplicities. Other couplings yield
qualitatively similar plots.
couplings Jz = 2, and the x and y couplings to decrease from left to right
on the top of the ladder, but not on the bottom. These couplings are nei-
ther reflection-symmetric nor homogeneous. The plaquettes are labeled
pn with n = 1, 2, 3 from left to right as illustrated in Fig. 12.5. The numer-
ical eigenvalues ofH and eH agree, as we already have shown in Proposi-
tion 14. It is interesting that the one-vortex configurations yield the first
excited states (aside from multiplicity) and the placement on the ladder
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Figure 12.6: We plot the lowest energies of excitation for an open ladder
of length N , with a vortex on plaquette p2N 2, on plaquette p N 1, or on
both. The choice of the couplings is shown in the figure, and the vortex
configurations are explained in the text.
of the vortex that creates the minimal-energy excitation corresponds to
the configuration of coupling constants that one intuitively expects.
Hamiltonians for open ladders of Length N
Next we consider a sequence of Hamiltonians eH for open ladders with
variable length N . We choose non-homogeneous couplings that decay
on the upper rungs of the ladder from 2Jx and 3Jy/2 on the left, to Jx +
Jx/(2N   1) and Jy + Jy/(2N   2) on the right. On the bottom rungs we
take homogeneous couplings. We plot the case Jx = 1, Jy = 0.2, and
Jz = 2, as illustrated in Fig. 12.6. We find that the ground state energy
corresponds to a vortex-free configuration. We then consider theminimal
energy excitation above the ground state (neglecting multiplicity).
Among the configuration we have tested, the minimal energy excita-
tion above the vortex-free configuration appears to occur with a single
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vortex on a plaquette p2N j for small j. The effect of the boundary of the
ladder at plaquette p2N 1 seems to raise slightly the energy of the single
vortex in that plaquette, as illustrated in two curves labeled by p2N 2 and
p2N 1. We have computed other single-vortex excitations that confirm
this picture.
We also plot the excitation energy of a configuration with two vortices
on plaquettes p2N 2 and p2N 1. This is approximately twice the energy of
a single vortex.
Closed ladders
We present numerical evidence for several closed ladders, and contrast
the results with the case of the open ladders. In spite of the fact that we
observe numerically that eH and H have different spectra, the ground-
state energy of eH coincides with the ground-state energy of H and the
ground-state vortex-loop configuration is vortex-free.
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Figure 12.7: Low-lying eigenvalues of H and eH for an N = 2 closed
ladder without symmetry. Here eH has eigenvalues that do not occur
in H . We refer to the “big loop” as a loop with four horizontal bonds
(around either the top or the bottom of the ladder). As in Fig. 12.5 we
ignore multiplicities.
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Hamiltonians eH and H for closed ladders of length N = 2
We first analyze the N = 2 ladder with couplings of the same sort as in
Fig. 12.5, but with non-zero couplings on the bonds closing the ladder,
as illustrated in Fig. 12.7. We plot the low-lying eigenvalues of H and eH ,
aside from multiplicity. We label the eigenvalues we plot by their vortex
loop configuration.
Hamiltonians eH and H for closed ladders of length N
Here we consider the two smallest excitations above the ground state of
the Hamiltonians eH and H for ladders of variable length 2 6 N 6 100.
We choose non-homogeneous couplings that decay on the upper rungs
of the ladder from 2Jx and 3Jy/2 on the left, to Jx + Jx/(2N   1) and
Jy + Jy/(2N) on the right. On the bottom rungs we take homogeneous
couplings. We plot the case Jx = 1, Jy = 0.2, and Jz = 2. See Fig. 12.8.
We find that the lowest energy of the configurations we tested is a
zero-vortex state. We redefine this energy to be zero. However, we also
find that the energy for the state with lowest energy and having a vortex
in the big loop, decays rapidly with N . We plot the energy   eE (relative
to the vortex-free state) for one vortex in the big loop (BL), two vortices
in the big loop and on plaquette p2N (BL+p2N ), and finally three vortices
in the big loop, on p2N 1 and p2N (BL+p2N 1+p2N ). The configurations BL
and BL+p2N appear to be the lowest-energy excitations of eH . By com-
puting the eigenvalues ofH , we find that the minimal-energy configura-
tion is vortex-free, and the eigenvalue equals the ground state energy ofeH . However the lowest-energy excitations of H appear to arise from the
vortex-loop configurations BL and BL+p2N 1+p2N .
Conjecture based on numerical evidence
We have performed numerical calculations for different ladder lengths
and coupling configurations that we do not show here, but they all result
in similar behavior. Even though these configurations of the couplings
approximate homogeneous configuration for large N , this motivates:
Conjecture 19. For a closed ladder, the ground state energies of H in (14.16)
and eH in (12.4) coincide. For a closed or open ladder with the coupling constants
J(ij) all positive or all negative, the ground states of H and eH are vortex-free.
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Figure 12.8: Excitation energies for closed ladders of length N compared
with the vortex-free configuration. The choice of the couplings is shown
in the figure, and the vortex configurations are explained in the text.
12.8 Perturbative results without reflection
symmetry
In the previous sections we found that ladders satisfying (12.3) and all
positive couplings (or all negative couplings) have ground states with no
vortex in any reflection-symmetric loop C. It is of interest to understand
whether the vortex-free property extends to open and closed ladders that
do not satisfy (12.3). Here we investigate this question by perturbation
theory, and find evidence that certain ladders have vortex-free ground-
state configurations.
We study ladders for which the x-couplings are all equal to Jx, but for
which
Jx   J(i, i+3), J(i, i+1) > 0 . (12.1)
For homogeneous couplings with Jz   |Jx| , |Jy|, the ground-state of the
open ladder in lowest-order perturbation theory (depending upon N )
has been shown to be vortex-free when Jx Jy > 0 or vortex-full when
Jx Jy < 0. [36] Qualitatively this situation is different from the one we
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study here, as our perturbation satisfying (12.1) gives a vortex contribu-
tion to the energy only in third order perturbation theory, rather than
in second order. On the other hand the perturbation theory evidence in
[36] that the ground state is vortex-free or vortex-full agrees with Conjec-
ture 19 in §12.7.
Write the Hamiltonian as
H = H0 + V , (12.2)
where
H0 =  Jx
X
(ij)x
 xi  
x
j , and V =  
X
(ij)y
J(ij)  
y
i  
y
j  
X
(ij)z
J(ij)  
z
i  
z
j , (12.3)
where (ij)x,y,z denotes type-x, y, z bonds. We consider perturbations of
H0 by V . In the case of the open ladder,  1 and  4N do not occur in H0.
Proposition 20 (Open Ladder). Assume that 0 < J(ij) for all bonds (ij). Also
assume that there are constants 0 < M1, 0 < M2 such that J(ij) < M1 for y and
z bonds (ij) andM2 < Jx. Then forM1/M2 sufficiently small, the ground state
of Hamiltonian (14.16) is vortex-free.
Remark. We believe that in Proposition 20 one can choose M1/M2 suf-
ficiently small, uniformly in N . Establishing such a result about the
boundedness of the magnitude of differences of eigenvalues of H re-
quires detailed analysis of the local nature of the perturbation. One needs
to estimate non-perturbatively the error in the low-energy perturbation
analysis, within a small region of couplings bounded by M1/M2, uni-
formly in N . Cluster expansions have been used to do this, both in field
theory [196] and in lattice systems. For the latter a framework is given in
[197, 198] and several related papers. Working out the details to bound
the energy differences for the ladder HamiltonianH remains an interest-
ing project.
Proof. First we establish the notationwe use. The ground-state eigenspace
P0 of the Hamiltonian H0 has 22N+1 ground states, which we label by
the eigenvalues of  xj , for j = 1, . . . , 4N , with the constraint  xi  xj = +1
for all bonds (ij)x. We use m to denote the set of eigenvalues of  xj for
j = 1, . . . , 4N that satisfy the constraint. Let P?0 = 1   P0. Note that
B(@pn) commutes with H0 and thus with P0. Decompose the perturba-
tion V in two parts, V = Vz + Vy with
Vz =
2NX
j=1
V jz =  
2NX
j=1
J(2j 1, 2j)  z2j 1 
z
2j , (12.4)
12.8. PERTURBATIVE RESULTS WITHOUT REFLECTION
SYMMETRY 257
and
Vy =
2N 1X
j=1
V jy =  
2N 1X
j=1
J(2j 1, 2j+2) 
y
2j 1 
y
2j+2 . (12.5)
The First-Order Effective Hamiltonian. The first-order effective Hamil-
tonian is
P0H(1)eff P0 = P0 V P0 = 0 . (12.6)
The Second-Order Effective Hamiltonian. The second-order effective
Hamiltonian has matrix elements
(P0H(2)eff P0)m,m0 =
1
2
X
l
Vm,lVl,m0

1
Em   El +
1
Em0   El
 
, (12.7)
where l labels eigenstates in P?0 . Here Vm,l, and El are the corresponding
matrix elements of V and H0. As P0 V zj V zj0 P0 = 0, P0 V yj V yj0 P0 = 0 for
j 6= j0, and P0 V zj V yj0 P0 = 0 for all j and j0, so one obtains
P0H(2)eff P0
=   1
4Jx
 
2N 1X
j=1
J2(2j 1, 2j+2) +
2NX
j=1
J2(2j 1, 2j)
+J2(1, 4) + J
2
(4N 3, 4N) + J
2
(1, 2) + J
2
(4N 1, 4N)
 P0 .
This Hamiltonian does not involve the  ’s, so it does not introduce any
splitting of the different vortex configurations.
The Third-Order EffectiveHamiltonian. The third-order effectiveHamil-
tonian has matrix elements
(P0H(3)eff P0)m,m0
=  1
2
X
l,m00

Vm,lVl,m00Vm00,m0
(Em0   El)(Em00   El) +
Vm,m00Vm00,lVl,m0
(Em   El)(Em00   El)
 
(12.8)
+
1
2
X
l,l0
Vm,lVl,l0Vl0,m0

1
(Em   El)(Em   El0) +
1
(Em0   El)(Em0   El0)
 
.
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We claim this simplifies to
P0H(3)eff P0 =  
2N 2X
k=2
J(2k 1, 2k)J(2k 1, 2k+2)J(2k+1, 2k+2)
8J2x
B(@pk)P0
 J(1, 2) J(1, 4) J(3, 4)
2J2x
B(@p1)P0
 J(4N 3, 4N 2)J(4N 3, 4N)J(4N 1, 4N)
2J2x
B(@p2N 1)P0 .
(12.9)
The minimal energy configuration for the Hamiltonian (12.9) there-
fore occurs in the case that all B(@pk) = +1. The single sum over k re-
flects the extensive nature of the eigenvalues in perturbation theory, see
for example [75]. The splitting of the degenerate ground states occurs in
case a single vortex B(@pk) =  1. This raises the energy of such a state
by the quantity
 E =
8>><>>:
J(2k 1, 2k)J(2k 1, 2k+2)J(2k+1, 2k+2)
4J2x
, for k = 2, . . . , 2N   2
J(1, 2) J(1, 4) J(3, 4)
J2x
, for k = 1
J(4N 3, 4N 2)J(4N 3, 4N)J(4N 1, 4N)
J2x
, for k = 2N   1
. (12.10)
Which plaquette pk gives rise to the minimal energy shift depends upon
the choice of the coupling constants J(ij). In every case, the energy shift
is positive as long as J(ij) > 0. For given M1 and M2, the energy shifts
 E due to a single vortex on one plaquette—as given by third-order per-
turbation theory—are bounded away from zero, and also from above,
uniformly in N .
We justify the expression (12.9) as follows. The first sum in (12.8)
vanishes because P0V P0 = 0. The perturbation V jz contains the prod-
uct  z2j 1 z2j and V jy contains the product  
y
2j 1 
y
2j+2, so the only possible
third-order terms have the form VzVyVz, VzVzVy, or VyVzVz, where
VzVyVz =  
X
j,k,l
J(2j 1, 2j)J(2k 1, 2k+2)J(2l 1, 2l)  z2j 1 
z
2j  
y
2k 1 
y
2k+2  
z
2l 1 
z
2l ,
etc. There are only two possible choices of indices such that P0 VzVyVz P0
does not vanish, namely j = k, l = k + 1, and l = k and j = k + 1. One
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thus obtains
P0 VzVyVz P0
=  2
X
k
J(2k 1, 2k)J(2k 1, 2k+2)J(2k+1, 2k+2)P0  x2k 1  z2k z2k+1 x2k+2P0
= 2
X
k
J(2k 1, 2k)J(2k 1, 2k+2)J(2k+1, 2k+2)B(@pk)P0 . (12.11)
Herewe useP0  z2k z2k+1 P0 =  P0  y2k y2k+1 P0 and the definition ofB(@pk)
in (12.2). Similarly
P0 VzVzVy P0
= 2
X
k
J(2k 1, 2k)J(2k 1, 2k+2)J(2k+1, 2k+2)P0 x2k 1 z2k z2k+1 x2k+2P0
=  2
X
k
J(2k 1, 2k)J(2k 1, 2k+2)J(2k+1, 2k+2)B(@pk)P0 . (12.12)
The terms in (12.11)–(12.12) that do not contain the boundary plaque-
ttesB(@p1) andB(@p2N 1) cancel identically; they have the same energy
denominators and opposite signs. Finally
P0VyVzVz P0
= 2
X
k
J(2k 1, 2k)J(2k 1, 2k+2)J(2k+1, 2k+2)P0 x2k 1 z2k z2k+1 x2k+2P0
=  2
X
k
J(2k 1, 2k)J(2k 1, 2k+2)J(2k+1, 2k+2)B(@pk)P0 . (12.13)
Therefore the contribution to P0H(3)eff P0 that does not involve the bound-
ary plaquettes p1 and p2N 1 is
 
2N 2X
k=2
J(2k 1, 2k)J(2k 1, 2k+2)J(2k+1, 2k+2)
8J2x
B(@pk)P0 .
The situation is different for terms entering in the perturbations VzVyVz,
VzVzVy, and VyVzVz and involving plaquettes p1 and p2N 1. The reason is
that  1 and  4N do not enter intoH0. Taking this into account, the coeffi-
cients of the boundary terms differ. However, they are still negative and
the third-order effective Hamiltonian is (12.9).
The fact that the perturbation theory result applies in a region of cou-
plings for small M1/M2 is a consequence of the analyticity of the eigen-
values, see [199] and §II.1.3–II.1.4 of [200] .
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Proposition 21 (Closed Ladder withN > 2). Under the hypothesis of Propo-
sition 20, the ground state of the Hamiltonian H in (14.16) with closed bound-
aries is vortex-free on each plaquette p1, . . . , p2N . The effective Hamiltonian to
third order is
P0H63eff P0 = H0P0  
1
4Jx
 
2N 1X
j=1
J2(2j 1, 2j+2) +
2NX
j=1
J2(2j 1, 2j) + J
2
(2, 4N 1)
!
P0
 
2N 1X
k=1
J(2k 1, 2k)J(2k 1, 2k+2)J(2k+1, 2k+2)
8J2x
B(@pk)P0 . (12.14)
Remark. The perturbative expansion up to third order will not give a
splitting in energy due to a vortex on the big loop (the shortest loop
around the top or bottom of the closed ladder). This will occur only in
perturbation theory of order O(N); but a single vortex in this loop gives
an energy shift that is exponentially small in N .
Proof. TheHamiltonianH in (14.16) possesses two additional bonds (2, 4N 
1) and (1, 4N) that do not occur in the open ladder. They yield interac-
tion terms
Hclosedx =  Jx  x1  x4N and V closedy =  J(2, 4N 1)  y2 y4N 1 . (12.15)
We incorporate Hclosedx in the unperturbed Hamiltonian H0 and V closedy
in the perturbation Vy. Define V 2Ny = V closedy , we have Vy =
P2N
j=1 V
j
y .
We now derive the first order, second order, and third order effective
Hamiltonians.
The First-Order Effective Hamiltonian. As in the proof of Proposition
20, the first-order effective Hamiltonian vanishes.
The Second-Order Effective Hamiltonian. Also as in the proof of Propo-
sition 20, the second-order is given in (12.7). For ladders with N >
2 the only second order terms that do not vanish are P0 (V jz )2 P0 and
P0
 
V jy
 2 P0. The ladder being closed, all the energy denominators in
(12.7) are the same. One thus obtains the second-order term.
The Third-Order Effective Hamiltonian. As for the open ladder, the
third-order effective Hamiltonian is given in (12.8). For the same reason
as in the case of the open ladder, the first sum in (12.8) vanishes. Again
the relevant perturbations are P0VzVyVzP0, P0VzVzVyP0, P0VyVzVzP0. The
cancelation of the terms (12.11) and (12.12) of the first two perturba-
tions for the open ladder also takes place for the closed ladder. Further-
more, since the ladder is closed, the energy denominators appearing in
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CHAPTER 13
Introduction
Since the seminal work on phase transitions by Hohenberg [201] and
Mermin and Wagner [136] it has become common knowledge that spon-
taneous order in low-dimensional systems is generically not possible at
any finite temperature. In these studies, the use of the Bogoliubov in-
equality [202] was essential: Hohenberg used it to rule out superfuidity
[201] and Mermin and Wagner to rule out magnetic order in Heisenberg
spin systems [136] in dimensions d < 3. This approach is very powerful
and was then applied to many different systems, [203, 204, 205, 206, 207,
208, 209] including the Anderson and Kondo lattice models. [210, 211]
For systems in the continuum, the weak coupling approximation is
often applied leading to an effective exchange coupling between the lo-
calized spins which is of the RKKY-type. [212] RKKY interactions oc-
cur in many physical systems, prominent examples of present interest
are heavy-fermion systems, [213] diluted magnetic semiconductors, [214,
215, 216, 217] and nuclear spins in low-dimensional conducting nanos-
tructures. [218, 219, 220] The latter system plays an important role as
noise source for spin qubits in GaAs or InAs quantum dots, [5, 221, 222]
and much effort goes into understanding and controling the nuclear spin
bath, with one possibility being to freeze out the nuclear noise by mag-
netic order. [223, 224]
In contrast to the Heisenberg exchange, however, the RKKY inter-
action is long-ranged and thus is not covered by the original Mermin-
Wagner theoremwhich requires the spin interactions to decay sufficiently
fast with distance r (faster than 1/r2+d). [136] Addressing precisely this is-
sue, Bruno [209] was able to rule out in RKKY systems magnetic order in
one dimension. A similar conclusion, however, for the two-dimensional
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counterpart appears still to be missing. Here we will fill this gap by rig-
orously proving the absence of order for a rather general class of sys-
tems which consist of lattice spins embedded in a continuum of itiner-
ant electrons with which they interact by an isotropic on-site spin inter-
action. The allowed electron Hamiltonian He is very general and may
include electron-electron interactions as well as any single-particle po-
tential (such as lattice or disorder potential) that does not depend on
spin. For this class of models we prove then that in the thermodynamic
limit ferro- and antiferromagnetic, as well as helical, long-range order of
the lattice spins is excluded at any finite temperature in dimensions one
and two. We show that this conclusion remains valid when short-range
Heisenberg interaction between lattice spins is included. Our result also
applies to the RKKY case, since this regime is obtained from the full one
by lowest order perturbation expansion in the on-site spin interaction
[212] including the full He. [224]
Moreover, we consider the effect of Rashba [225] and Dresselhaus
[226] spin-orbit interactions (SOI) which explicitly break the spin symme-
try. Our argument becomes then inconclusive andmagnetic order cannot
be excluded. While this finding is not unexpected it is remarkable that
it is closely linked to the existence of equilibrium spin currents studied
recently in spintronics. [227, 228, 229] Even more remarkably, we find
that in the special case when Rashba (↵) and Dresselhaus ( ) SOIs be-
come equal, magnetic order is excluded again. Since ↵ can be electrically
tuned to  , [230, 231, 232] this opens up a new way to tune magnetism
by electrical gates.
Finally, we note that the absence of spontaneous order proven here is
valid only in the thermodynamic limit; thus, effective ordering in nanos-
tructures of finite size at sufficiently low (but finite) temperatures is not
in conflict with our findings.
CHAPTER 14
Extended Mermin-Wagner
Theorem
Adapted from:
Daniel Loss, Fabio L. Pedrocchi, and Anthony J. Leggett,
“Absence of spontaneous magnetic order of lattice spins coupled to itinerant
interacting electrons in one and two dimensions”,
Phys. Rev. Lett. 107, 107201 (2011).
We extend the Mermin-Wagner theorem to a system of lattice spins
which are spin-coupled to itinerant and interacting charge carriers. We
use the Bogoliubov inequality to rigorously prove that neither (anti-)
ferromagnetic nor helical long-range order is possible in one and two
dimensions at any finite temperature. Our proof applies to a wide class
of models including any form of electron-electron and single-electron
interactions that are independent of spin. In the presence of Rashba or
Dresselhaus spin-orbit interactions (SOI) magnetic order is not excluded
and intimately connected to equilibrium spin currents. However, in the
special case when Rashba and Dresselhaus SOIs are tuned to be equal,
magnetic order is excluded again. This opens up a new possibility to
control magnetism electrically.
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14.1 Model
We consider a lattice {Rj}NIj=1 filled with NI spins Iˆj = (Iˆxj , Iˆyj , Iˆzj ) located
at the sites Rj . The lattice is embedded into a volume ⌦ containing Ne
itinerant electrons which couple to the lattice spins via on-site spin-spin
interactions. The Hamiltonian for the entire system reads,
H = He + J
NIX
j=1
Sˆj · Iˆj + h
NIX
j=1
(e iQ·Rj Iˆzj + h.c.), (14.1)
where He = H0 + V + U =
PNe
i=1 pˆ
2
i /2m +
PNe
i<j Vij +
PNe
i=1 U(rˆi) is the
Hamiltonian describing the electron system. Here, m is the mass and pˆi
the momentum operator of the ith electron, Vij = V (rˆi   rˆj) the electron-
electron interaction of electrons at positions rˆi and rˆj , and U(rˆi) an ar-
bitrary spin-independent single-electron potential. Typical examples for
U(rˆi) are periodic lattice potentials, disorder potentials, electron-phonon
interactions 1, etc. We remark that in contrast to previous work on lat-
tice models, [210, 211] we do not restrict the motion of the electrons to
the sites of a lattice (tight binding limit) but allow them to move in the
real space continuum. Further, J denotes the coupling strength of the
isotropic spin interaction at lattice site Rj , HJ = J
PNI
j=1 Sˆj · Iˆj , where
Sˆj ⌘ Sˆ(Rj) is the electron spin density operator Sˆ(r) =
PNe
i=1 sˆi (r  rˆi),
with sˆi = (sˆxi , sˆ
y
i , sˆ
z
i ) being the spin-1/2 of the ith electron. The vector
components of each spin, sˆki and Iˆ lj , satisfy standard spin commutation
relations. Finally, to probe the order for the lattice spins Iˆj we break
the symmetry by an external (fictitious) field h pointing in, say, z direc-
tion, which we let then go to zero at the end. This leads to an additional
Zeeman term HZ(Q) = h
PNI
j=1 e
 iQ·Rj Iˆzj + h.c. To rule out ferromagnetic
order we will chooseQ = 0, whereas to exclude antiferromagnetic order
wewill chooseQ such that e iQ·R = +1, ifR connects sites from the same
sublattice, and e iQ·R =  1, ifR connects sites from different sublattices.
To prove the absence of spontaneous order for the lattice spins Iˆj we
follow Ref. [136] and make use of the Bogoliubov inequality, [202] which
is an exact relation between two operators A, C, and a Hamiltonian H ,
1
2
h{A,A†}ih[[C,H], C†]i   kBT |h[C,A]i|2. (14.2)
Here, hAi = Tre H/kBTA/Tre H/kBT denotes the expectation value in a
canonical ensemble, T the temperature, kB the Boltzmann constant, and
1H also contains then a free-phonon part, which, however, is of no consequence
since Eq. (14.6) remains valid.
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{A,B} = AB +BA the anticommutator and [A,B] = AB  BA the com-
mutator. It is assumed that all expectation values are well-defined and
exist in the thermodynamic limit defined byNe, NI ,⌦!1with electron
density ne = Ne/⌦ and density of lattice spins nI = NI/⌦ finite.
14.2 Proof
The strategy of the proof consists of using the Bogoliubov inequality to
derive an upper bound for the order parameter corresponding to the
phase transition we want to discuss. If this bound turns out to be in con-
tradiction with the presence of long-range magnetic order, then the ab-
sence of the corresponding phase transition is rigorously demonstrated.
The success of the procedure depends crucially on the choice of the oper-
ators A and C in (14.18). As we shall see, the appropriate choice for our
case is given by
Cq = Sˆ
 
 q + Iˆ
 
 q + Sˆ
+
 q + Iˆ
+
 q , Aq = Iˆ
+
q+Q + Iˆ
+
q Q, (14.3)
where the Fourier transforms are given by Sˆq =
PNe
i=1 e
 iq·rˆi sˆi and Iˆq =PNI
j=1 e
 iq·Rj Iˆj 2, and where B± ⌘ Bx ± iBy. Note that Cq and Aq are not
hermitian in general. Since the Bogoliubov inequality (14.18) is valid for
any wave vector q, it can be generalized to
1
2
X
q
h{Aq, A†q}i   kBT
X
q
|h[Cq, Aq]i|2
h[[Cq, H], C†q]i
, (14.4)
where the sum runs over all q’s in the first Brillouin zone of the reciprocal
lattice. We note that the above choice for Cq and Aq is essential also for
the following reason. Besides the fact that
P
qh[Cq, Aq]i can be expressed
in terms of the lattice spin magnetization, the generally complicated in-
teraction terms V and U in He simply drop out of the calculation since
they commute with Cq,
[Cq, He] = [Sˆ
 
 q + Sˆ
+
 q, H0]. (14.5)
This simplification is a crucial advantage of first over second quantiza-
tion formalism since spin and position operators of the electrons trivially
commute. [Note, however, that the expectation values still contain the
2Here, q is restricted to the first Brillouin zone, and thus Sˆq is defined on the recip-
rocal lattice only, while Sˆ(r) is a function in the real space continuum.
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full Hamiltonian including U and V .] Hence, our proof goes through for
any form of the potentials V and U as long as they are spin independent.
We now focus on the various terms in Eq. (14.4) and find bounds for
them. Here, we outline only the main steps of the calculations and de-
fer details to the Appendix. As a first step, let us evaluate the double
commutator on the right-hand-side of inequality (14.4). By virtue of the
commutation relation [Sˆ± q, H0] =   q2m
P
i sˆ
±
i {pˆi, eiq·rˆi}, we obtain that
[[Cq, He], C†q] =
1
mNeq
2. The part of the double commutator with HJ van-
ishes since [Cq, HJ ] = 0. Indeed, [Sˆ± q, HJ ] = i
P
i,j e
iq·rˆi (rˆi   Rj)(Iˆj ⇥
sˆi)±, and thus [Sˆ± q, HJ ] =  [Iˆ± q, HJ ]. After some calculations (see Ap-
pendix) we find that [[Cq, Hz(Q)], C†q] =  4h(
P
j e
 iQ·Rj Iˆzj +h.c.). Hence,
h[[Cq, H], C†q]i = Ne
✓
1
m
q2   4hNI
Ne
mzI(Q)
◆
, (14.6)
where the lattice spin magnetization appearing in Eq. (14.6), which we
identify as the order parameter, is defined bymzI(Q) =
1
NI
hPj e iQ·Rj Iˆzj +
eiQ·Rj Iˆzj i. The commutator on the right-hand side of inequality (14.4) can
also be expressed in terms ofmzI(Q),
h[Cq, Aq]i =  2NImzI(Q). (14.7)
Finally, the sum on the left-hand side of Eq. (14.4) can be bounded as
follows, X
q
h{Aq, A†q}i = 2NI
X
j
h{Iˆ+j , Iˆ j }(1 + cos(Q ·Rj))i
 4N2I (2I)2, (14.8)
where we have used that
P
q e
iq·(Ri Rj) = NI Ri,Rj , and h{Iˆ+j , Iˆ j }i 
(2I)2. Using Eqs. (14.6), (14.7), and (14.8), we obtain from the Bogoliubov
inequality (14.4)
4N2I (2I)
2/2   kBT
X
q
4N2Im
z
I(Q)
2
h[[Cq, H], C†q]i
. (14.9)
Our goal is to rule out spontaneous magnetization in the lattice spin sys-
tem, therefore we are interested in the behavior of the order parameter
mzI(Q) in the limit of vanishing external field, i.e., h ! 0, after we have
taken the thermodynamic limit. We need to distinguish two cases: i)
mzI(Q) = 0, 8h around h = 0; ii) mzI(Q) 6= 0, 8h around h = 0. If i) is
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satisfied, there is no order and the proof is completed. If ii) is satisfied,
we need to show that limh!0mzI(Q) = 0 follows from inequality (14.9)
in the thermodynamic limit. In this limit, the sum can be replaced by an
integral,
(2I)2   kBTNIv
Ne(2⇡)d
Z
|q||qc|
ddq
mzI(Q)
2
q2
2m + |⌫hmzI(Q)|
, (14.10)
where ⌫ = 2NI/Ne, qc is an arbitrary cut-off vector lying in the first Bril-
louin zone, v = ⌦/NI , and we have used that h[[Cq, H], C†q]i  Ne(q2/m+
|2⌫hmzI(Q)|). In the one-dimensional case (d = 1), Eq. (14.10) gives
 1
p|h|
T
"
arctan
 
|qc|p
2m|⌫hmzI(Q)|
!# 1
  m
z
I(Q)
2p|mzI(Q)| , (14.11)
where  1 = ⇡(2I)2ne
p
⌫/(kB
p
2m) . In the limit h! 0, the left hand-side
of inequality (14.11) vanishes and this implies that limh!0mzI(Q) = 0.
The two-dimensional case can be treated in a similar way. For d = 2,
inequality (14.10) leads to the following relation
 2
T

log
✓
1 +
|qc|2
2m|⌫hmzI(Q)|
◆  1
  mzI(Q)2, (14.12)
where  2 = 2
p
2 1/
p
⌫m. It follows from inequality (14.12) that limh!0mzI(Q) =
0 here, too. Since our arguments were independent of the choice ofQ, we
have proven that neither ferromagnetic nor antiferromagnetic long-range
order of the lattice spins is possible at any finite temperature T > 0 in one
and two dimensions.
The absence of order can be traced back to the increased fluctuations
in the lattice spin system in lower dimensions. These fluctuations, in
turn, have their origin in the kinetic energy of the electrons, as one can
explicitly see from Eq. (14.10) where the term q2/2m is responsible for the
divergency in above q-integrals for d = 1 and 2.
Next, we show that helical long-range order of the lattice spins is also
excluded. The strategy of the proof remains the same and we shall be
brief (for details see Appendix). To study this type of order, we consider
the symmetry breaking Zeeman term eHZ(Q) = p2/3hPj e iQ·Rj Iˆ+j +
h.c. and the magnetic order parameterm?I (Q) =
p
2/3 1NI h
P
j e
 iQ·Rj Iˆ+j +
h.c.iwhich corresponds to a spin helix in the xy-plane. Note that the spin
part of Hamiltonian (14.16) is isotropic and consequently all choices for
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the helix are equivalent. The operators eCq and eAq for the Bogoliubov
inequality (14.4) are now chosen to be
eCq = Sˆz q + Iˆz q and eAq = 1p
3
⇣
Iˆ+q+Q   Iˆ q Q
⌘
. (14.13)
The double commutator on the right-hand side of Eq. (14.4) becomes then
h[[ eCq, H], eC†q]i = Ne (q2/4m  ⌫hmI(Q)/2). Since h[ eCq, eAq]i = (NI/p2)m?I (Q)
and
P
qh{ eAq, eA†q}i  2N2I (2I)2, Eq. (14.4) takes in the thermodynamic
limit exactly the same form as Eq. (14.10), wheremzI(Q)must be replaced
bym?I (Q). We thus conclude that limh!0m?I (Q) = 0 for anyQ and hence
long-range helical order is also excluded in one and two dimensions at
any T > 0 3.
As a further generalization, short-range impurity-spin Heisenberg in-
teraction HI =
P
i,j Iij Iˆi · Iˆj is added to Hamiltonian (14.16). When the
couplings Iij satisfy 1/NI
P
ij |Iij|(Ri Rj)2 <1, then both proofs to ex-
clude (anti-) ferromagnetic and helical ordering remain valid and lead to
Eq. (14.10) with renormalized massm⇤ = m/(1+8mI2 nIne
1
NI
P
ij |Iij|(Ri 
Rj)2), see Appendix.
14.3 Presence of spin orbit interaction
Next we investigate the question of magnetic order in a low-dimensional
electron gas in the presence of Rashba [225] and/or Dresselhaus [226]
spin orbit interaction which break the rotational spin symmetry of the
Hamiltonian (14.16) explicitly. The spin-orbit Hamiltonian is given by
HSO = HR+HD, withHR = ↵
PNe
i=1(pˆ
y
i sˆ
x
i  pˆxi sˆyi ),HD =  
PNe
i=1(pˆ
x
i sˆ
x
i  pˆyi sˆyi ),
where ↵ ( ) is the Rashba (Dresselhaus) coefficient. Using Eq. (14.3) for
Cq, we obtain [[Cq, HSO], C†q] = 4m↵jˆ
y
q=0,x+4m jˆ
y
q=0,y, where we have de-
fined the spin-current density operator as jˆ↵(r) = 12m
PNe
i=1 sˆ
↵
i {pˆi,  (rˆi  
r)} and its corresponding Fourier component jˆ↵q = 12m
P
i sˆ
↵
i {pˆi, e iq·rˆi}.
These spin currents may lead to an intrinsic cut-off for the fluctuations in
q, and thus help to establish order. To see this, we evaluate now the spin
currents perturbatively around the free electron limit, i.e. U, V, J = 0, and
3If Q corresponds to the (anti-) ferromagnetic case, then mzI(Q) and m?I (Q) are
equivalent for isotropic systems.
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at T = 0 4,
hjyq=0,xi0 = ⌦
mEF
4⇡
↵ (14.14)
hjyq=0,yi0 =  ⌦
mEF
4⇡
  , (14.15)
where EF is the Fermi energy and the results are valid in the regime
m↵2,m 2 ⌧ ~2EF 5. Performing now a perturbative expansion in the pa-
rameters V, U, J, T around above free case, we conclude that hjˆyy i 6= 0 and
hjˆyxi 6= 0 6. (In passing we note that in the stationary and homogeneous
limit, the spin-currents satisfy the relations hjˆxxi =  hjˆyy i and hjˆyxi =  hjˆxy i
due to a generalized continuity equation, see Appendix.) As a conse-
quence, the commutator h[[Cq, HSO], C†q]i appearing in Eq. (14.9) does not
vanish anymore and thus provides an intrinsic cut-off to the q-integral
(cf. Eq. (14.10)). Hence, the bound for the order parameter we extract
from inequality (14.10) is a constant which does not vanish in the limit
h ! 0. Thus, our argument becomes inconclusive and we cannot rule
out (anti-) ferromagnetic order in this case.
Similarly, for helical order our argument remains inconclusive, since
[[ eCq, HSO], eC†q] = m↵(jˆyq=0,x   jˆxq=0,y) +m (jˆyq=0,y   jˆxq=0,x), which, will not
vanish in general.
Next, let us consider the special case ↵ =   where new symmetries
emerge. [233] Then, the leading terms, Eqs. (14.14), (14.15), cancel, in-
dicating that the physics changes dramatically. Indeed, by making use
of the ‘gauge transformation’ U = ei
P
k Aˆk·rˆk , where Aˆk =  ↵m(sˆxk  
sˆyk)(1, 1, 0), to remove the SOI from the Hamiltonian, we can prove as
before (see Appendix) that (anti-) ferromagnetic order in z-direction can
now be excluded rigorously for any T > 0 and d = 1, 2. Similarly, we
can rule out helical ordering described by the order parameter m?0I =
1
NI
hPj e iQ·Rj Iˆ+0j + h.c.i withQ = p2↵m(1, 1, 0) (for rotated coordinates
(x, y, z)! (x0, y0, z0) = (z, (x+ y)/p2, (x  y)/p2), see Appendix).
Thus, quite remarkably, this spin orbit effect suggests the control of
magnetism by electrical gates, namely by tuning the Rashba SOI (↵) [230,
231, 232] from the regime ↵ 6=   (ordering not excluded) to ↵ =   (order-
ing excluded).
4The leading contribution to the spin-currents are linear in ↵, , in contrast to
Refs. [227, 229]. This is due to the different definitions of spin-currents, see Appendix.
5Eqs. (14.14,14.15) are valid for h 6= 0 since the Zeeman term simply drops out when
J = 0.
6Presumably, the spin currents can remain non-zero even beyond the perturbative
regime.
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14.4 Conclusions
We proved an extension of the Mermin-Wagner theorem for lattice spins
interacting with itinerant electrons, and showed that spontaneous order
of the lattice spins is ruled out in one and two dimensions at finite tem-
perature. In the presence of Rashba (↵) and Dresselhaus ( ) spin-orbit
interactions, however, spontaneous order could not be excluded, unless
for ↵ =  .
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14.A Model Hamiltonian
To make the Appendix largely self-contained we restate the problem de-
fined in the main text briefly. We consider a lattice {Rj}NIj=1 filled with NI
spins Iˆj = (Iˆxj , Iˆ
y
j , Iˆ
z
j ) located at the sitesRj . The lattice is embedded into
a volume ⌦ containing Ne itinerant electrons which couple to the lattice
spins via on-site spin-spin interactions. The Hamiltonian for the entire
system reads,
H = He +HI + J
NIX
j=1
Sˆj · Iˆj +HZ(Q), (14.16)
whereHe = H0+V +U =
PNe
i=1 pˆ
2
i /2m+
P
i<j Vij+
P
i U(rˆi) is the interact-
ing electron gas Hamiltonian, Vij = V (rˆi rˆj) the potential describing the
interaction between two electrons at position rˆi and rˆj , respectively, and
U(rˆi) is an arbitrary potential for an electron at position rˆi. Further, J de-
notes the coupling strength of the isotropic spin interaction at lattice site
Rj ,HJ = J
PNI
j=1 Sˆj ·Iˆj , where Sˆj ⌘ Sˆ(Rj) is the electron spin density op-
erator Sˆ(r) =
PNe
i=1 sˆi (r   rˆi) with sˆi = (sˆxi , sˆyi , sˆzi ) being the spin-1/2 of
the ith electron. The lattice spin HamiltonianHI =
P
ij Iij Iˆi · Iˆj describes
an isotropic interaction between lattice spins with coupling constants Iij
satisfying 1/NI
P
ij |Iij|(Ri Rj)2 <1. Finally, the Zeeman termHZ(Q),
accounts for the presence of an external (fictitious) magnetic field which
breaks the symmetry of the lattice spins. To rule out (anti-)ferromagnetic
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order we choose HZ(Q) = h
PNI
j=1 e
 iQ·Rj Iˆzj + h.c. and to exlcude helical
order we choose eHZ(Q) = hPNIj=1 e iQ·Rj Iˆ+j + h.c.
14.B Bogoliubov inequality
For the proof to rule out order we follow Ref. [136] and make use of
the Bogoliubov inequality, [202] which is an exact relation between two
operators A, C, and a Hamiltonian H ,
1
2
h{A,A†}ih[[C,H], C†]i   kBT |h[C,A]i|2, (14.17)
where, hAi = Tre H/kBTA/Tre H/kBT denotes the expectation value in a
canonical ensemble, T the temperature, kB the Boltzmann constant, and
{A,B} = AB +BA the anticommutator and [A,B] = AB  BA the com-
mutator. It is assumed that all expectation values are well-defined and
exist in the thermodynamic limit defined byNe, NI ,⌦!1with electron
density ne = Ne/⌦ and density of lattice spins nI = NI/⌦ finite.
If the operators A and B depend on the reciprocal vector q, then the
Bogoliubov inequality can be generalized to
1
2
X
q
h{Aq, A†q}i   kBT
X
q
|h[Cq, Aq]i|2
h[[Cq, H], C†q]i
, (14.18)
where the sum runs over all q’s in the first Brillouin zone of the reciprocal
lattice.
14.C (Anti-)Ferromagnetic ordering
In this case, the Zeeman term is given by HZ(Q) = h
P
j e
 iQ·Rj Iˆzj + h.c.
and the magnetization is defined by
mzI(Q) =
1
NI
*X
j
⇣
e iQ·Rj Iˆzj + e
iQ·Rj Iˆzj
⌘+
. (14.19)
We choose Cq and Aq in the Bogoliubov inequality (14.18) such that
Cq = Sˆ
 
 q + Iˆ
 
 q| {z }
C q
+ Sˆ+ q + Iˆ
+
 q| {z }
C+q
and Aq = Iˆ+q+Q + I
+
q Q. (14.20)
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The strategy of the proof consists in evaluating every term which en-
ters the Bogoliubov inequality (14.18) to derive an upper bound for the
order parameter corresponding to the phase transition we want to dis-
cuss. If this bound turns out to be in contradiction with the presence
of long-range magnetic ordering, then the absence of the corresponding
magnetic phase transition is rigorously demonstrated.
Evaluation of [[Cq, H], (Cq)†]
We decompose the double commutator [[Cq, H], (Cq)†] into the following
four parts which we calculate below,
i)[[C q +C
+
q , He], (C
 
q +C
+
q )
†], ii)[[C q +C
+
q , HA], (C
 
q +C
+
q )
†] , (14.21)
iii)[[C q +C
+
q , HZ(Q)], (C
 
q +C
+
q )
†] and iv)[[C q +C
+
q , HI ] . (14.22)
Evaluation of i)
Let us first determine [C q , He],
[C q , He] = [Sˆ
 
 q + Iˆ
 
 q, H0 + V + U ] = [
X
i
eiq·rˆi sˆ i +
X
j
eiq·Rj Iˆ j , H0 + V + U ]
= [
X
i
eiq·rˆi sˆ i ,
X
k
pˆ2k/2m] =
X
i
s i
2m
[eiq·rˆi , pˆ2i ]
=
X
i
s i
2m
pˆi · [eiq·rˆi , pˆi] +
X
i
s i
2m
[eiq·rˆi , pˆi] · pˆi. (14.23)
Since
[eiq·rˆi , pˆi] = (eiq·rˆipˆi   pˆieiqrˆi) =  ieiq·rˆi 0   qeiq·rˆi + ieiq·rˆi 0 =  qeiq·rˆi ,
(14.24)
we can conclude that
[C q , He] =  q
X
i
s i
2m
{pˆi, eiq·rˆi}, (14.25)
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and thus that
[[C q , He], (C
 
q )
†] =   1
2m
X
i
[sˆ i q · {pˆi, eiq·rˆi}, (C q )†]
=   1
2m
[
X
i
s i q · {pˆi, eiq·rˆi},
X
k
sˆ+k e
 iq·rˆk ]
=   1
2m
X
i
0@sˆ i sˆ+i [q · {pˆi, eiq·rˆi}, e iq·rˆi ]| {z }
A
+ [sˆ i , sˆ
+
i ]e
 iq·rˆiq · {pˆi, eiq·rˆi}| {z }
B
1A .
(14.26)
We can now evaluate expressions A and B,
A = (1/2  sˆzi )q ·
 
[pˆie
iq·rˆi , e iq·rˆi ] + [eiq·rˆipˆi, e iq·rˆi ]
 
= (1/2  sˆzi )q ·
 
eiq·rˆipˆie iq·rˆi   e iq·rˆipˆieiq·rˆi
 
= (1/2  sˆzi )q · (pˆi   q   pˆi   q) =  2(1/2  sˆzi )q2, (14.27)
B =  2sˆziq · (e iq·rˆipˆieiq·rˆi| {z }
pˆi+q
+pˆi) =  2sˆzi (2q · pˆi + q2). (14.28)
With the help of the above results, we can finally conclude that
[[C q , He], (C
 
q )
†] =   1
2m
X
i
(1/2  szi )( 2q2) 
1
2m
X
i
( 2sˆzi )(2q · pˆi + q2)
=
4q
2m
X
i
sˆzi pˆi +
1
2m
Neq
2. (14.29)
Let us now calculate [[C+q , He], (C+q )†]. Since
[C+q , He] =
X
i
✓
sˆ+i
2m
pˆi · [eiq·rˆi , pˆi] + sˆ
+
i
2m
[eiq·rˆi , pˆi] · pˆi
◆
=  q ·
X
i
sˆ+i
2m
{pˆi, eiq·rˆi} ,
(14.30)
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we thus have that
[[C+q , He], (C
+
q )
†] =   1
2m
X
i
sˆ+i sˆ
 
i [q · {pˆi, eiq·rˆi}, e iq·rˆi ]
  1
2m
X
i
[sˆ+i , sˆ
 
i ]e
 iq·rˆiq · {pˆi, eiq·rˆi}
=   1
2m
X
i
(1/2 + sˆzi )( 2q2) 
1
2m
X
i
2sˆzi (2q · pˆi + q2)
=
1
2m
Neq
2   4q
2m
X
i
sˆzi pˆi. (14.31)
Let us now calculate the mixed term [[C+q , He], (C q )†]. From
[C+q , He] =  q ·
X
i
sˆ+i
2m
{pˆi, eiq·rˆi}, (14.32)
we have that
[[C+q , He], (C
 
q )
†] =   1
2m
X
i
[sˆ+i q · {pˆi, eiq·rˆi}, sˆ+i e iq·rˆi ]
=   1
2m
X
i
sˆ+i sˆ
+
i [q · {pˆi, eiq·rˆi}, e iq·rˆi ]
  1
2m
X
i
[sˆ+i , sˆ
+
i ]e
 iq·rˆiq · {pˆi, eiq·rˆi} = 0.(14.33)
An exactly analogous calculation shows that [[C q , He], (C+q )†] = 0. This
finally allows us to conclude that
[[Cq, H], C
†
q] =
1
m
Neq
2. (14.34)
Evaluation of ii)
Let us calculate [[C q + C+q , HJ ], (C q + C+q )†]. As a first step we evaluate
[C q + C
+
q , HJ ] = J [C
 
q + C
+
q ,
X
j
Sˆj · Iˆj]. (14.35)
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From
[Sˆ  q,
X
j
Sˆj · Iˆj] = [
X
i
eiq·rˆi sˆ i ,
X
j,k
sˆk (rˆk  Rj)Iˆj] =
X
i,j
[eiqrˆi sˆ i ,  (rˆi  Rj)sˆi · Iˆj]
=
X
↵=x,y,z
X
i,j
eiq·rˆi (rˆi  Rj)Iˆ↵j [sˆ i , sˆ↵i ]
=
X
↵=x,y,z
X
i,j
eiq·rˆi (rˆi  Rj)Iˆ↵j isˆ i (✏x↵    i✏y↵ )
=
X
i,j
eiq·rˆi (rˆi  Rj)i(Iˆj ⇥ sˆi) , (14.36)
and
[Iˆ  q,
X
j
Sˆj · Iˆj] = [
X
l
eiq·Rl Iˆ l ,
X
j,i
sˆi (rˆi  Rj)Iˆj]
=
X
↵=x,y,z
X
i,j
eiq·Rj sˆ↵i  (rˆi  Rj)[I j , I↵j ]
=
X
↵=x,y,z
X
i,j
eiq·Rj (rˆi  Rj)isˆ↵i Iˆ j (✏x↵    i✏y↵ )
=
X
i,j
eiq·Rj (rˆi  Rj)i(sˆi ⇥ Iˆj) , (14.37)
we have that [Sˆ  q,
P
j Sˆj·Iˆj] =  [Iˆ  q,
P
j Sˆj·Iˆj] and consequently [C q , HJ ] =
0. A similar calculation for [C+q , HJ ] shows that
[C+q , HJ ] = J
X
i,j
eiq·rˆi (rˆi  Rj)i(Iˆj ⇥ sˆi)+
+J
X
i,j
eiq·Rj (rˆi  Rj)i(sˆi ⇥ Iˆj)+ = 0 .
(14.38)
From this it follows that [[C q + C+q , HJ ], (C q + C+q )†] = 0.
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Evaluation of iii)
Let us calculate [[Cq, HZ(Q)], C†q]. From
[Cq, HZ(Q)] = [Iˆ
 
 q + Iˆ
+
 q, HZ(Q)]
= h
X
j
⇣
eiRj ·(q Q)[Iˆ j , Iˆ
z
j ] + e
iRj ·(q+Q)[Iˆ j , Iˆ
z
j ]
+eiRj ·(q Q)[Iˆ+j , Iˆ
z
j ] + e
iRj ·(q+Q)[Iˆ+j , Iˆ
z
j ]
⌘
= h
X
j
⇣
eiRj ·(q Q)(Iˆ j   Iˆ+j ) + eiRj ·(q+Q)(Iˆ j   Iˆ+j )
⌘
,
(14.39)
we obtain
[[Cq, HZ(Q)], C
†
q] = h[
X
j
⇣
eiRj ·(q Q)(Iˆ j   Iˆ+j ) + eiRj ·(q+Q)(Iˆ j   Iˆ+j )
⌘
,
X
l
⇣
e iq·Rl Iˆ+l + e
 iq·Rl Iˆ l
⌘
]
=
X
j
e iQ·Rj [Iˆ j , Iˆ
+
j ] 
X
j
e iQ·Rj [Iˆ+j , Iˆ
 
j ] +
X
j
eiQ·Rj [Iˆ j , Iˆ
+
j ]
 
X
j
eiQ·Rj [Iˆ+j , Iˆ
 
j ]
= 2h
X
j
e iQ·Rj [Iˆ j , Iˆ
+
j ] + 2h
X
j
eiQ·Rj [Iˆ j , Iˆ
+
j ]
=  4h
X
j
⇣
e iQ·Rj Iˆzj + e
iQ·Rj Iˆzj
⌘
. (14.40)
Evaluation of iv)
Let us calculate [[C q + C+q , HI ], (C q + C+q )†]. Since
[C q + C
+
q , HI ] = [Iˆ
+
 q + Iˆ
 
 q,
X
↵,j,l
IjlIˆ↵j Iˆ↵l ] = [2
X
k
eiq·Rk Iˆxk ,
X
↵,j,l
IjlIˆ↵j Iˆ↵l ]
= 2
X
↵,k,j,l
Ijleiq·Rk [Iˆxk , Iˆ↵j Iˆ↵l ] = 2
X
↵,k,j,l
Ijleiq·Rk
⇣
[Iˆxk , Iˆ
↵
j ]Iˆ
↵
l + Iˆ
↵
j [Iˆ
x
k , Iˆ
↵
l ]
⌘
= 2
X
↵,j,l
Ijleiq·Rj i✏x↵  Iˆ j Iˆ↵l + 2
X
↵,j,l
Ijleiq·Rl Iˆ↵j i✏x↵  Iˆ l
= 2
X
↵,j,l
iIjl(eiq·Rj   eiq·Rl)(Iˆl ⇥ Iˆj)x, (14.41)
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we obtain
[[Cq, HI ], C†q] = [2
X
↵,j,l
iIjl(eiq·Rj   eiq·Rl)(Iˆl ⇥ Iˆj)x, 2
X
k
e iq·Rk Iˆxk ]
=  4i
X
k,j,l
Ijle iq·Rk(eiq·Rj   eiq·Rl)[Iˆxk , (Iˆl ⇥ Iˆj)x]
=  4i
X
k,j,l
Ijle iq·Rk(eiq·Rj   eiq·Rl)
 X
↵
✏x↵ {[Iˆxk , Iˆ↵l ]Iˆ j + Iˆ↵l [Iˆxk , Iˆ j ]}
!
=  4i
X
j,l
Ijle iq·Rl(eiq·Rj   eiq·Rl)i
X
↵
✏x↵ ✏x↵  Iˆ
 
l Iˆ
 
j
 4i
X
j,l
Ijle iq·Rj(eiq·Rj   eiq·Rl)i
X
↵
✏x↵ ✏x   Iˆ
↵
l Iˆ
 
j
=  4i
X
j,l
Ijle iq·Rl(eiq·Rj   eiq·Rl)i(Iˆzl Iˆzj + Iˆyl Iˆyj )
+4i
X
j,l
Ijle iq·Rj(eiq·Rj   eiq·Rl)i(Iˆzl Iˆzj + Iˆyl Iˆyj )
= 4
X
j,l
Ijl(eiq·(Rj Rl)   1)(Iˆzl Iˆzj + Iˆyl Iˆyj )  4
X
j,l
Ijl(1  eiq·(Rl Rj))(Iˆzl Iˆzj + Iˆyl Iˆyj )
=  8
X
j,l
Ijl(Iˆzl Iˆzj + Iˆyl Iˆyj ) + 4
X
j,l
Ijl(eiq·(Rj Rl) + eiq·(Rl Rj))(Iˆzl Iˆzj + Iˆyl Iˆyj )
=  8
X
j,l
Ijl[1  cos(q · (Rj  Rl))](Iˆzl Iˆzj + Iˆyl Iˆyj ). (14.42)
The expectation value is then given by
h[[Cq, HI ], C†q]i =  8
X
j,l
Ijl(1  cos(q · (Rj  Rl)))hIˆzl Iˆzj + Iˆyl Iˆyj i
 8
X
j,l
|Ijl|q
2(Rj  Rl)2
2
2I2
= 8I2q2
X
j,l
|Ijl|(Rj  Rl)2
= 8I2q2NI
1
NI
X
j,l
|Ijl|(Rj  Rl)2| {z }
<1
. (14.43)
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Evaluation of [Cq, Aq]
Let us calculate [Cq, Aq]:
[Cq, Aq] = [Iˆ
 
 q + Iˆ
+
 q, Iˆ
+
q+Q + Iˆ
+
q Q] = [Iˆ
 
 q, Iˆ
+
q+Q + Iˆ
+
q Q]
=
X
j
⇣
e iQ·Rj [Iˆ j , Iˆ
+
j ] + e
iQ·Rj [Iˆ j , Iˆ
+
j ]
⌘
=  2
X
j
⇣
e iQ·Rj Iˆzj + e
iQ·Rj Iˆzj
⌘
. (14.44)
Evaluation of
P
q{Aq, A†q}
As a first step let us calculate {Aq, A†q},
 
Aq, A
†
q
 
=
(X
l
⇣
e i(q+Q)·Rl Iˆ+l + e
 i(q Q)·Rl Iˆ+l
⌘
,
X
j
⇣
ei(q+Q)·Rj Iˆ j + e
i(q Q)·Rj Iˆ j
⌘)
=
X
l,j
⇣
ei(q+Q)·(Rj Rl){Iˆ+l , Iˆ j }+ eiq·(Rj Rl)e iQ·(Rl+Rj){Iˆ+l , Iˆ j }
⌘
+
X
l,j
⇣
eiq·(Rj Rl)eiQ·(Rl+Rj){Iˆ+l , Iˆ j }+ ei(q Q)(Rj Rl){Iˆ+l , Iˆ j }
⌘
. (14.45)
With the use of
P
q e
iq·(Rj Rl) = NI Rl,Rj , we obtain
X
q
 
Aq, A
†
q
 
= NI
 
2
X
j
{Iˆ+j , Iˆ j }+
X
j
(e i2Q·Rj + ei2Q·Rj){Iˆ+j , Iˆ j }
!
= NI
X
j
{Iˆ+j , Iˆ j }(2 + 2 cos(Q ·Rj)),
(14.46)
and consequently*X
q
{Aq, A†q}
+
 4NI
X
j
h{Iˆ+j , Iˆ j }i  4N2I (2I)2, (14.47)
where we have used h{Iˆ+i , Iˆ i }i  (2I)2. Indeed, {Iˆ i , Iˆ+i } = 2(Iˆxi )2 +
2(Iˆyi )
2  4I2.
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Putting everything together
The Bogoliubov inequality (14.18) takes now the following form,
4N2I (2I)
2/2   kBT
X
q
4N2Im
z
I(Q)
2
(Nem + 8I
2NI
1
NI
P
jl |Ijl|(Rj  Rl)2)q2   4hNImzI(Q)
.
(14.48)
In the thermodynamic limit we can replace the sum by an integral and
obtain
4N2I (2I)
2/2   kBTNIv
(2⇡)d
Z
|q||qc|
ddq
4N2Im
z
I(Q)
2
Ne
m⇤ q
2   4hNImzI(Q)
, (14.49)
where v = ⌦/NI , d is the dimensionality of the system, m⇤ = m/(1 +
8I2NI/Nem
1
NI
P
ij |Iij|(Ri Rj)2), and qc is an arbitrary cut-off vector ly-
ing in the first Brillouin zone. Since h[[Cq, H], C†q]i  Ne(q2/m⇤+|2⌫hmzI(Q)|),
inequality (14.49) can be simplified to
(2I)2   kBTNIv
Ne(2⇡)d
Z
|q||qc|
ddq
mzI(Q)
2
q2
2m⇤ + |⌫hmzI(Q)|
, (14.50)
where ⌫ = 2NI/Ne.
14.D Helical ordering
In this case the symmetry-breaking Zeeman term is given by eHZ(Q) =
h
p
2/3
P
j
⇣
e iQ·Rj Iˆ+j + e
iQ·Rj Iˆ j
⌘
and the order parameter is a helix in
the xy-plane: m?I (Q) =
p
2/3 1NI
DP
j
⇣
e iQ·Rj Iˆ+j + e
iQ·Rj Iˆ j
⌘E
. The choice
of operators eAq and eCq in the Bogoliubov inequality (14.18) is as follows,eCq = Sˆz q + Iˆz q and eAq = 1p
3
⇣
Iˆ+q+Q   Iˆ q Q
⌘
. (14.51)
The numerical prefactor 1/
p
3 is chosen for later convenience.
Evaluation of [[ eCq, He], eC†q]
Let us first calculate
[ eCq, He] = [X
i
eiq·rˆi sˆzi ,
X
k
pˆ2k/2m]
=
X
i
sˆzi
2m
 
[eiq·rˆi , pˆi] · pˆi + pˆi · [eiq·rˆi , pˆi]
 
. (14.52)
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Since [eiq·rˆi , pˆi] =  qeiq·rˆi , it follows that
[ eCq, He] =  qX
i
sˆzi
2m
{pˆi, eiq·rˆi}, (14.53)
and consequently that
[[ eCq, He], eC†q] =   12m [X
i
sˆziq · {pˆi, eiq·rˆi},
X
i
e iqrˆi sˆzi ]
=   1
2m
X
i
sˆzi s
z
i [q · {pˆi, eiq·rˆi}, e iqrˆi ]
  1
2m
X
i
[sˆzi , sˆ
z
i ]| {z }
=0
e iq·rˆiq · {pˆi, eiq·rˆi}
=   1
2m
X
i
1
4
( 2q2) = 1
4m
Neq
2. (14.54)
Evaluation of [[ eCq, eHZ(Q)], eC†q]
From
[ eCq, eHZ(Q)] = [X
j
eiq·Rj Iˆzj ,
p
2/3h
X
j
e iQ·Rj Iˆ+j +
p
2/3h
X
j
eiQ·Rj Iˆ j ]
=
p
2/3h
X
j
ei(q Q)·Rj Iˆ+j  
p
2/3h
X
j
ei(q+Q)·Rj Iˆ j , (14.55)
we obtain
[[ eCq, eHz(Q)], eC†q] = [p2/3hX
l
ei(q Q)·Rl Iˆ+l  
p
2/3h
X
l
ei(q+Q)·Rl Iˆ l ,
X
j
e iq·Rj Iˆzj ]
=  
p
2/3h
X
j
e iQ·Rj Iˆ+j  
p
2/3h
X
j
eiQ·Rj Iˆ j . (14.56)
Evaluation of [[ eCq, HJ ], eC†q]
As a first step let us calculate
[ eCq, HJ ] = [Sˆz q + Iˆz q, JX
j
Sˆj · Iˆj]. (14.57)
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Since
[Sˆz q,
X
j
Sˆj · Iˆj] = [
X
i
eiq·rˆi sˆzi ,
X
j,k
sˆk (rˆk   Rˆj)Iˆj]
=
X
↵=x,y,z
X
i,j
eiq·rˆi (rˆi  Rj)Iˆ↵j [sˆzi , sˆ↵i ]
=
X
↵=x,y,z
X
i,j
eiq·rˆi (rˆi  Rj)iIˆ↵j sˆ i ✏z↵ 
=
X
i,j
eiq·rˆi (rˆi  Rj)i(Iˆj ⇥ sˆi)z, (14.58)
and
[Iˆz q,
X
j
Sˆj · Iˆj] = [
X
l
eiq·Rl Iˆzl ,
X
i,j
sˆi (rˆi  Rj)Iˆj]
=
X
↵=x,y,z
X
i,j
eiq·Ri (rˆi  Rj)isˆ↵i Iˆ j ✏z↵ 
=
X
i,j
eiq·Ri (rˆi  Rj)i(sˆi ⇥ Iˆj)z, (14.59)
we have [Sˆz q,
P
j Sˆj·Iˆj]+[Iˆz q,
P
j Sˆj·Iˆj] = 0 and consequently [ eCq, HJ ] = 0.
Evaluation of [[ eCq, HI ], eC†q]
From
[ eCq, HI ] = X
↵,k,j,l
eiq·RkIjl[Iˆzk , Iˆ↵j Iˆ↵l ] =
X
↵,k,j,l
Ijleiq·Rk
⇣
[Iˆzk , Iˆ
↵
j ]Iˆ
↵
l + Iˆ
↵
j [Iˆ
z
k , Iˆ
↵
l ]
⌘
=
X
↵,j,l
Ijleiq·Rj i✏z↵  Iˆ j Iˆ↵l +
X
↵,j,l
Ijleiq·Rl Iˆ↵j i✏z↵  Iˆ l
= i
X
j,l
Ijl(eiq·Rj   eiq·Rl)(Iˆl ⇥ Iˆj)z, (14.60)
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we obtain
[[ eCq, HI ], eC†q] =  iX
k,j,l
Ijle iq·Rk(eiq·Rj   eiq·Rl)[Iˆzk , (Iˆl ⇥ Iˆj)z]
=  i
X
jl
Ijle iq·Rl(eiq·Rj   eiq·Rl)
X
↵
i✏z↵ ✏z↵  Iˆ
 
l Iˆ
 
j
 i
X
jl
Ijle iq·Rj(eiq·Rj   eiq·Rl)
X
↵
i✏z↵ ✏z   Iˆ
↵
l Iˆ
 
j
=  2
X
jl
Ijl(1  cos(q · (Rj  Rl)))(Iˆxj Iˆxl + Iˆyj Iˆyl ) .
(14.61)
The expectation value is then given by
h[[ eCq, HI ], eC†q]i =  2X
jl
Ijl(1  cos(q · (Rj  Rl)))
D
(Iˆxj Iˆ
x
l + Iˆ
y
j Iˆ
y
l )
E
 2
X
jl
|Ijl|q
2(Rj  Rl)2
2
2I2
= 2q2I2
X
jl
|Ijl|(Rj  Rl)2
= 2q2NII
2 1
NI
X
j,l
|Ijl|(Rj  Rl)2. (14.62)
Evaluation of [ eCq, eAq]
Let us now calculate [ eCq, eAq],
[ eCq, eAq] = [X
l
eiq·Rl Iˆzl ,
1p
3
X
j
e i(q+Q)·Rj Iˆ+j  
1p
3
X
j
e i(q Q)·Rj Iˆ j ]
=
1p
3
X
j
e iQ·Rj Iˆ+j +
1p
3
X
j
eiQ·Rj Iˆ j .
(14.63)
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Evaluation of
P
q{ eAq, eA†q}
Let us first calculate { eAq, eA†q},
n eAq, eA†qo = ⇢ 1p
3
⇣
Iˆ+q+Q   Iˆ q Q
⌘
,
1p
3
⇣
Iˆ  q Q   Iˆ+ q+Q
⌘ 
=
(
1p
3
 X
l
e i(q+Q)·Rl Iˆ+l  
X
l
e i(q Q)·Rl Iˆ l
!
,
1p
3
 X
j
ei(q+Q)·Rj Iˆ j  
X
j
ei(q Q)·Rj Iˆ+j
!)
=
1
3
X
l,j
ei(q+Q)·(Rj Rl){Iˆ+l , Iˆ j } 
1
3
X
l,j
eiq(Rj Rl)e iQ·(Rj+Rl){Iˆ+l , Iˆ+j }
 1
3
X
l,j
eiq·(Rj Rl)eiQ·(Rl+Rj){Iˆ l , Iˆ j }+
1
3
X
l,j
ei(q Q)·(Rj Rl){Iˆ l , Iˆ+j } .
(14.64)
By using
P
q e
iq·(Rj Rl) = NI Rl,Rj , we obtain
X
q
n eAq, eA†qo = 13NI
 X
j
{Iˆ+j , Iˆ j } 
X
j
e i2Q·Rj{Iˆ+j , Iˆ+j }
 
X
j
ei2Q·Rj{Iˆ j , Iˆ j }+
X
j
{Iˆ j , Iˆ+j }
!
=
1
3
NI
 
2
X
j
{Iˆ+j , Iˆ j } 
X
j
e i2Q·Rj{Iˆ+j , Iˆ+j } 
X
j
ei2Q·Rj{Iˆ j , Iˆ j }
!
=
1
3
NI
 
2
X
j
{Iˆ+j , Iˆ j }+ 2
X
j
((Iˆyj )
2   (Iˆxj )2)2 cos(2Q ·Rj)
 2
X
j
{Iˆxj , Iˆyj }2 sin(2Q ·Rj)
!
 1
3
NI
 
2
X
j
{Iˆ+j , Iˆ j }+ 4
X
j
((Iˆyj )
2   (Iˆxj )2) + 4
X
j
{Iˆxj , Iˆyj }
!
 2N2I (2I)2, (14.65)
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where we have used that
{I±j , I±j } = 2((Ixj )2   (Iyj )2 ± i{Ixj , Iyj }), (14.66)
h(Iyj )2   (Ixj )2i  2I2, (14.67)
h{Ixj , Iyj }i  2I2, (14.68)
h{I+j , I j }i  (2I)2. (14.69)
Putting everything together
With the use of the above results the Bogoliubov inequality (14.18) reads
as follows,
2N2I (2I)
2/2   kBT
X
q
N2Im
?
I (Q)
2/2
Ne
4m⇤ q
2   hNIm?I (Q)
, (14.70)
wherem⇤ is defined as above. In the thermodynamic limit we thus obtain
(2I)2   kBTNIv
Ne(2⇡)d
Z
|q||qc|
ddq
m?I (Q)
2
q2
2m⇤ + |⌫hm?I (Q)|
, (14.71)
where v and ⌫ are defined as above.
14.E Presence of spin-orbit interaction
In this section we want to investigate the effect of the presence of Rashba
and Dresselhaus spin-orbit terms which break the rotational spin sym-
metry of Hamiltonian (14.16). The spin-orbit Hamiltonian under consid-
eration is thus given by
HSO = HR +HD = ↵
X
i
(pˆyi sˆ
x
i   pˆxi sˆyi ) +  
X
i
(pˆxi sˆ
x
i   pˆyi sˆyi ), (14.72)
where HR and HD are the Rashba and the Dresselhaus spin-orbit Hamil-
tonian, respectively. [225, 226]
(Anti-)ferromagnetic ordering
In this case, the operator Cq entering the Bogoliubov inequality (14.18) is
given by Cq = Sˆ  q + Iˆ  q + Sˆ+ q + Iˆ+ q.
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Let us first calculate [[Cq, HR], (Cq)†]. From
[Cq, HR] = [Sˆ
 
 q + Sˆ
+
 q, HR] = [
X
i
eiq·rˆi(sˆ+i + sˆ
 
i ),↵
X
i
(pˆyi sˆ
x
i   pˆxi sˆyi )]
= ↵
X
i
0@(sˆ+i + sˆ i )sˆxi [eiq·rˆi , pˆyi ] + [sˆ+i + sˆ i , sˆxi ]| {z }
=0
pˆyi e
iqrˆi
 (sˆ+i + sˆ i )sˆyi [eiq·rˆi , pˆxi ]  [sˆ+i + sˆ i , sˆyi ]pˆxi eiq·rˆi
 
,
(14.73)
and with the aid of
(sˆ+i + sˆ
 
i )sˆ
x
i = 2sˆ
x
i sˆ
x
i =
1
2
, (14.74)
(sˆ+i + sˆ
 
i )sˆ
y
i = 2sˆ
x
i sˆ
y
i = isˆ
z
i , (14.75)⇥
sˆ+i + sˆ
 
i , sˆ
y
i
⇤
= [2sˆxi , sˆ
y
i ] = 2isˆ
z
i , (14.76)
we have that
[Cq, HR] = ↵
X
i
✓
1
2
[eiqrˆi , pˆyi ]  isˆzi [eiq·rˆi , pˆxi ]  2isˆzi pˆxi eiq·rˆi
◆
= ↵
X
i
✓
1
2
[eiq·rˆi , pˆyi ]  isˆzi {pˆxi , eiq·rˆi}
◆
. (14.77)
Therefore,
[[Cq, HR], C
†
q] = [↵
X
i
✓
1
2
[eiq·rˆi , pˆyi ]  isˆzi {pˆxi , eiq·rˆi}
◆
,
X
i
e iq·rˆi(sˆ+i + sˆ
 
i )]
= ↵
X
i
(sˆ+i + sˆ
 
i ) [
1
2
[eiq·rˆi , pˆyi ], e
 iq·rˆi ]| {z }
=0
 ↵
X
i
isˆzi (sˆ
+
i + sˆ
 
i )| {z }
 sˆyi
[{pˆxi , eiq·rˆi}, e iq·rˆi ]| {z }
 2qx
 ↵
X
i
i[sˆzi , sˆ
+
i + sˆ
 
i ]| {z }
 2sˆyi
e iq·rˆi{pˆxi , eiq·rˆi}| {z }
2pˆxi +qx
= ↵
X
i
4pˆxi sˆ
y
i . (14.78)
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Let us now calculate [[Cq, HD], (Cq)†]. Analogously to the above case
we have that
[Cq, HD] = [Sˆ
 
 q + Sˆ
+
 q, HD] = [
X
i
eiq·rˆi(sˆ+i + sˆ
 
i ),  
X
i
(pˆxi sˆ
x
i   pˆyi sˆyi )]
=  
X
i
0@(sˆ+i + sˆ i )sˆxi [eiq·rˆi , pˆxi ] + [sˆ+i + sˆ i , sˆxi ]| {z }
=0
pˆxi e
iq·rˆi
 (sˆ+i + sˆ i )sˆyi [eiq·rˆi , pˆyi ]  [sˆ+i + sˆ i , sˆyi ]pˆyi eiqrˆi
 
=  
X
i
✓
1
2
[eiq·rˆi , pˆxi ]  isˆzi [eiq·rˆi , pˆyi ]  2isˆzi pˆyi eiq·rˆi
◆
=  
X
i
✓
1
2
[eiq·rˆi , pˆxi ]  isˆzi {pˆyi , eiq·rˆi}
◆
, (14.79)
and consequently we obtain
[[Cq, HD], C
†
q] = [ 
X
i
✓
1
2
[eiqrˆi , pˆxi ]  isˆzi {pˆyi , eiq·rˆi}
◆
,
X
i
e iq·rˆi(sˆ+i + sˆ
 
i )]
=  
X
i
(sˆ+i + sˆ
 
i ) [
1
2
[eiq·rˆi , pˆxi ], e
 iqrˆi ]| {z }
=0
  
X
i
isˆzi (sˆ
+
i + sˆ
 
i )| {z }
 sˆyi
[{pˆyi , eiq·rˆi}, e iq·rˆi ]| {z }
 2qy
  
X
i
i[sˆzi , sˆ
+
i + sˆ
 
i ]| {z }
 2sˆyi
e iq·rˆi{pˆyi , eiq·rˆi}| {z }
2pˆyi+qy
=  
X
i
4pˆyi sˆ
y
i . (14.80)
We thus finally conclude that
[[Cq, HSO], C
†
q] = 4
X
i
(↵pˆxi +  pˆ
y
i )sˆ
y
i . (14.81)
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Helical ordering
In this case, eCq is chosen to be eCq = Sˆz q + Iˆz q. From
[ eCq, HR] = [X
i
eiq·rˆi sˆzi ,↵
X
i
(pˆyi sˆ
x
i   pˆxi sˆyi )] = ↵
X
i
 
[eiq·rˆi sˆzi , pˆ
y
i sˆ
x
i ]  [eiq·rˆi sˆzi , pˆxi sˆyi ]
 
= ↵
X
i
0B@sˆzi sˆxi|{z}
i
2 sˆ
y
i
[eiq·rˆi , pˆyi ] + [sˆ
z
i , sˆ
x
i ]| {z }
isˆyi
pˆyi e
iq·rˆi   sˆzi sˆyi|{z}
  i2 sˆxi
[eiq·rˆi , pˆxi ]  [sˆzi , sˆyi ]| {z }
 isˆxi
pˆxi e
iqrˆi
1CA
= ↵
X
i
✓
1
2
isˆyi {pˆyi , eiqrˆi}+
1
2
isˆxi {pˆxi , eiq·rˆi}
◆
, (14.82)
we obtain
[[ eCq, HR], eC†q] = [↵X
i
✓
1
2
isˆyi {pˆyi , eiq·rˆi}+
1
2
isˆxi {pˆxi , eiq·rˆi}
◆
,
X
i
e iq·rˆi sˆzi ]
= ↵
X
i
✓
1
2
i[sˆyi {pˆyi , eiq·rˆi}, e iq·rˆi sˆzi ] +
1
2
i[sˆxi {pˆxi , eiq·rˆi}, e iq·rˆi sˆzi ]
◆
= ↵
X
i
1
2
i
0B@sˆyi sˆzi|{z}
i
2 sˆ
x
i
[{pˆyi , eiq·rˆi}, e iq·rˆi ]| {z }
 2qy
+ [sˆyi , sˆ
z
i ]| {z }
isˆxi
e iq·rˆi{pˆyi , eiq·rˆi}| {z }
2pˆyi+qy
1CA
+↵
X
i
1
2
i
0B@sˆxi sˆzi|{z}
  i2 sˆyi
[{pˆxi , eiq·rˆi}, e iq·rˆi ]| {z }
 2qx
+ [sˆxi , sˆ
z
i ]| {z }
 isˆyi
e iq·rˆi{pˆxi , eiq·rˆi}| {z }
2pˆxi +qx
1CA
= ↵
X
i
(pˆxi sˆ
y
i   pˆyi sˆxi ) =  HR. (14.83)
Similarly, from
[ eCq, HD] = [X
i
eiqrˆi sˆzi ,  
X
i
(pˆxi sˆ
x
i   pˆyi sˆyi )] =  
X
i
 
[eiqrˆi sˆzi , pˆ
x
i sˆ
x
i ]  [eiq·rˆi sˆzi , pˆyi sˆyi ]
 
=  
X
i
0B@sˆzi sˆxi|{z}
i
2 sˆ
y
i
[eiq·rˆi , pˆxi ] + [sˆ
z
i , sˆ
x
i ]| {z }
isˆyi
pˆxi e
iq·rˆi   sˆzi sˆyi|{z}
  i2 sˆxi
[eiq·rˆi , pˆyi ]  [sˆzi , sˆyi ]| {z }
 isˆxi
pˆyi e
iq·rˆi
1CA
=  
X
i
✓
i
2
sˆyi {pˆxi , eiq·rˆi}+
i
2
sˆxi {pˆyi , eiq·rˆi}
◆
, (14.84)
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we obtain
[[ eCq, HD], eC†q] = [ X
i
✓
i
2
sˆyi {pˆxi , eiq·rˆi}+
i
2
sˆxi {pˆyi , eiq·rˆi}
◆
,
X
i
e iq·rˆi sˆzi ]
=  
X
i
✓
i
2
[sˆyi {pˆxi , eiq·rˆi}, e iq·rˆi sˆzi ] +
i
2
[sˆxi {pˆyi , eiq·rˆi}, e iq·rˆi sˆzi ]
◆
=  
X
i
0B@ i
2
sˆyi sˆ
z
i|{z}
i
2 sˆ
x
i
[{pˆxi , eiq·rˆi}, e iq·rˆi ]| {z }
 2qx
+
i
2
[sˆyi , sˆ
z
i ]| {z }
isˆxi
e iq·rˆi{pˆxi , eiq·rˆi}| {z }
2pˆxi +qx
1CA
+ 
X
i
0B@ i
2
sˆxi sˆ
z
i|{z}
  i2 sˆyi
[{pˆyi , eiq·rˆi}, e iq·rˆi ]| {z }
 2qy
+
i
2
[sˆxi , sˆ
z
i ]| {z }
 isˆyi
e iq·rˆi{pˆyi , eiq·rˆi}| {z }
2pˆyi+qy
1CA
=  
X
i
(pˆyi sˆ
y
i   pˆxi sˆxi ) =  HD. (14.85)
We can thus finally conclude that
[[ eCq, HSO], eC†q] =  HSO. (14.86)
14.F Continuity equation for spin-currents
Similar to Refs. [228, 229], we can derive a continuity equation for the
total spin density operator ⌃ˆ(r) = Sˆ(r) + Iˆ(r), where the lattice spin
density is defined as Iˆ(r) =
PNI
j=1 Iˆj (r   Rj). Let us first recall that
Sˆ↵(r) satisfies the Born-von Karman periodic boundary conditions and
can thus be expanded as a Fourier series,
Sˆ↵(r) =
1
⌦
X
q
eiq·rSˆ↵q , (14.87)
where Sˆ↵q =
P
i e
 iq·rˆi sˆ↵i .
The Heisenberg equation of motion for the component ↵ = x, y, z of
the electron spin density is given by
˙ˆS↵(r) = i[H, Sˆ↵(r)]. (14.88)
Since i[V, Sˆ↵(r)] = 0, i[U, Sˆ↵(r)] = 0, and i[HZ(Q), Sˆ↵(r)] = 0, we only
need to consider i[H0, Sˆ↵(r)], i[HJ , Sˆ↵(r)], and i[HSO, Sˆ↵(r)]. Let us first
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calculate i[H0, Sˆ↵(r)]. By using the Fourier decomposition fromEq. (14.87)
we obtain
i[H0, Sˆ
↵(r)] = i
1
⌦
X
q
eiq·r
X
i
sˆ↵i
2m
[pˆ2i , e
 iq·rˆi ]. (14.89)
From
[pˆi, e
 iq·rˆi ] =  qe iq·rˆi , (14.90)
we have
i[H0, Sˆ
↵(r)] = i
1
⌦
X
q
eiq·r
X
i
sˆ↵i
2m
( q) · {pˆi, e iq·rˆi}
=  i 1
⌦
X
q
eiq·rq · j↵q =  r · j↵(r), (14.91)
where the spin current density operator is defined as
j↵(r) =
NeX
i=1
1
2m
sˆ↵i {pˆi,  (rˆi   r)}
and its Fourier decomposition reads j (r) = 1⌦
P
q e
iq·rj q , with j q =
1
2m
P
i sˆ
 
i {pˆi, e iq·rˆi} (  = x, y, z). We note that above definition of spin
currents emerges naturally in the present context, and must be carefully
distinguished from the one commonly used in the literature, [227, 228,
229] j˜↵(r) =
PNe
j=1
1
2{vˆj, sˆ↵j  (rˆj r)}, where the velocity operator, defined
by vˆj = i[H, rˆj]/~, picks up an additional anomalous spin-dependent
term due to the presence of the SOI term HSO. This anomalous term is
absent in j↵(r).
Let us now calculate i[HJ , Sˆ↵(r)],
i[HJ , Sˆ
↵(r)] = i[J
X
j,k
sˆk (rˆk  Rj)Iˆj,
X
i
sˆ↵i  (rˆi   r)]
= J
X
 =x,y,z
X
i,j
i (rˆi  Rj) (rˆi   r)iIˆ j sˆ i ✏ ↵ 
=  J
X
 =x,y,z
X
j
 (Rj   r)Iˆ j sˆ j ✏ ↵  = J
X
j
 (Rj   r)(Iˆj ^ sˆj)↵ .
(14.92)
Finally we consider i[HSO, Sˆ↵(r)]. Since
i[HR, Sˆ
↵(r)] = i
1
⌦
X
q
eiq·r[HR, Sˆ↵q ], (14.93)
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and
[HR, Sˆ
↵
q ] = ↵
X
i
[pˆyi sˆ
x
i ,
X
k
e iq·rˆk sˆ↵k ]| {z }
=A
 ↵
X
i
[pˆxi sˆ
y
i ,
X
k
e iq·rˆk sˆ↵k ]| {z }
=B
,
(14.94)
with
A = sˆxi sˆ
↵
i [pˆ
y
i , e
 iq·rˆi ] + [sˆxi , sˆ
↵
i ]e
 iq·rˆi pˆyi =
i
2
✏x↵  sˆ
 
i {pˆyi , e iq·rˆi}
(14.95)
) ↵ i
2
✏x↵ 
X
i
sˆ i {pˆyi , e iq·rˆi} =
i
2
↵✏x↵ 2mj
 
q,y, (14.96)
B = sˆyi sˆ
↵
i [pˆ
x
i , e
 iq·rˆi ] + [sˆyi , sˆ
↵
i ]e
 iq·rˆi pˆxi =
i
2
✏y↵  sˆ
 
i {pˆxi , e iq·rˆi}
(14.97)
) i
2
↵✏y↵ 
X
i
sˆ i {pˆxi , e iq·rˆi} =
i
2
↵✏y↵ 2mj
 
q,x, (14.98)
we have that
i[HR, Sˆ
↵(r)] =  1
2
↵✏x↵ 2mj
 
y +
1
2
↵✏y↵ 2mj
 
x , (14.99)
where we have used j   (r) = 1⌦
P
q e
iq·rj q,  (  = x, y, z).
For the Dresselhaus term the calculation is similar. Since i[HD, Sˆ↵(r)] =
i 1⌦
P
q e
iq·r[HD, Sˆ↵q ] and
[HD, Sˆ
↵
q ] =  
X
i
[pˆxi sˆ
x
i , e
 iq·rˆi sˆ↵i ]| {z }
=A
  
X
i
[pˆyi sˆ
y
i , e
 iq·rˆi sˆ↵i ]| {z }
=B
, (14.100)
with
A = sˆxi sˆ
↵
i [pˆ
x
i , e
 iq·rˆi ] + [sˆxi , sˆ
↵
i ]e
 iq·rˆi pˆxi =
i
2
✏x↵  sˆ
 
i {pˆxi , e iq·rˆi}
(14.101)
) i
2
 ✏x↵ 
X
i
sˆ i {pˆxi , e iq·rˆi} =
i
2
 ✏x↵ 2mj
 
q,x, (14.102)
B = sˆyi sˆ
↵
i [pˆ
y
i , e
 iq·rˆi ] + [sˆyi , sˆ
↵
i ]e
 iq·rˆi pˆyi =
i
2
✏y↵  sˆ
 
i {pˆyi , e iq·rˆi}
(14.103)
) i
2
 ✏y↵ 
X
i
sˆ i {pˆyi , e iq·rˆi} =
i
2
 ✏y↵ 2mj
 
q,y, (14.104)
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we can conclude that
i[HD, Sˆ
↵(r)] =  1
2
 ✏x↵ 2mj
 
x +
1
2
 ✏y↵ 2mj
 
y , (14.105)
where we used j   (r) = 1⌦
P
q e
iq·rj q,  as above.
Let us now derive the Heisenberg equation of motion for the lattice
spin density. Since i[He, Iˆ↵(r)] = 0, we only need to consider i[HJ , Iˆ↵(r)]
and i[HZ(Q), Iˆ↵(r)]. Let us first calculate i[HJ , Iˆ↵(r)]:
i[HJ , Iˆ
↵(r)] = i[J
X
i,j
sˆi (rˆi  Rj)Iˆj,
X
l
Iˆ↵l  (Rl   r)]
= iJ
X
 =x,y,z
X
i,j
 (rˆi  Rj) (Rj   r)isˆ i Iˆ j ✏ ↵ 
=  J
X
 =x,y,z
X
j
 (Rj   r)sˆ j Iˆ j ✏↵  
=  J
X
j
 (Rj   r)(Iˆj ⇥ sˆj)↵ =  i[HJ , Sˆ↵(r)] .
(14.106)
For the (anti-)ferromagnetic case the Zeeman term is
HZ(Q) = h
X
j
⇣
e Q·Rˆj Iˆzj + e
iQ·Rˆj Iˆzj
⌘
, and
i[HZ(Q), Iˆ
↵(r)] = i[h
X
l
⇣
e Q·Rˆl Iˆzl + e
iQ·Rˆl Iˆzl
⌘
,
X
j
Iˆ↵j  (Rj   r)]
= ih
X
j,l
(e iQ·Rl + eiQ·Rl) (Rj   r)[Iˆzl , Iˆ↵j ]
= ih
X
j
(e iQ·Rj + eiQ·Rj) (Rj   r)i✏z↵  Iˆ j . (14.107)
The continuity equation for the z-component of the total spin density
takes the following form,
⌃˙z(r) =  r · jz(r)  ↵✏xzymjyy + ↵✏yzxmjxx    ✏xzymjyx +  ✏yzxmjxy ,
(14.108)
) ⌃˙z(r) +r · jz(r) = m↵(jyy + jxx) +m (jyx + jxy ). (14.109)
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In the homogeneous and stationary limit, the left-hand side of Eq. (14.108)
vanishes and this leads to
hjxxi =  hjyy i and hjyxi =  hjxy i. (14.110)
For the helical case, the Zeeman term is
eHZ(Q) = p2/3hX
j
⇣
e iQ·Rj Iˆ+j + e
iQ·Rj Iˆ j
⌘
and
i[ eHZ(Q), Iˆ↵(r)] = i[p2/3hX
l
⇣
e iQ·Rl Iˆ+l + e
iQ·Rl Iˆ l
⌘
,
X
j
Iˆ↵j  (Rj   r)]
= i
p
2/3h
X
j
⇣
e iQ·Rj (Rj   r)[Iˆ+j , Iˆ↵j ] + eiQ·Rj (Rj   r)[Iˆ j , Iˆ↵j ]
⌘
= i
p
2/3h
X
j
e iQ·Rj (Rj   r)(i✏x↵  Iˆ j   ✏y↵  Iˆ j )
+i
p
2/3h
X
j
eiQ·Rj (Rj   r)(i✏x↵  Iˆ j + ✏y↵  Iˆ j ).
(14.111)
For ↵ = z we thus have
i[ eHZ(Q), Iˆ↵(r)] = ip2/3hX
j
⇣
e iQ·Rj (Rj   r)( Iˆ+j ) + eiQ·Rj (Rj   r)Iˆ j
⌘
.
(14.112)
In this case the continuity equation for the z-component of the total spin
density reads
⌃˙z(r) +r · jz(r) = m↵(jyy + jxx) +m (jyx + jxy )
+i
p
2/3h
X
j
⇣
e iQ·Rj (Rj   r)( Iˆ+j ) + eiQ·Rj (Rj   r)Iˆ j
⌘
.
(14.113)
In the presence of the lattice spin-spin interaction termHI , the right-hand
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side of Eqs. (14.108) and (14.113) acquires an additional term
i[HI , Iˆ↵(r)] = i[
X
j,l
X
 =x,y,z
IjlIˆ j Iˆ l ,
X
k
Iˆ↵k  (Rk   r)]
= i
X
j,l,k, 
Ijl (Rk   r)
⇣
Iˆ j [Iˆ
 
l , Iˆ
↵
k ] + [Iˆ
 
j , Iˆ
↵
k ]Iˆ
 
l
⌘
= i
X
j,l, 
Ijl
⇣
 (Rl   r)Iˆ j i✏ ↵  Iˆ l +  (Rj   r)i✏ ↵  Iˆ j Iˆ l
⌘
=
X
j,l, 
Ijl (Rl   r)✏↵   Iˆ j Iˆ l +
X
j,l, 
Ijl (Rj   r)✏↵   Iˆ l Iˆ j
= 2
X
jl
Ijl (Rl   r)(Iˆj ⇥ Iˆl)↵. (14.114)
14.G Equilibrium spin-currents for
U, V, J, T = 0
The aim of this section is to calculate uniform equilibrium spin currents
for a systemdescribed byHamiltonian (14.16) in the special case V, U, J, T =
0. The calculation follows the ones given in Refs. [227, 229]; however, due
to the spin currents occcurring here without anomalous velocity term
(see text after Eq. (14.91)), the leading term will turn out to be first order
in the SOIs (instead of 3rd order [227, 229]). The single-particle Hamilto-
nian we consider takes the following form,
H =
pˆ2
2m
+
↵
~ ( xpˆy    ypˆx) +
 
~ ( ypˆy +  xpˆx), (14.115)
where pˆ is the electron momentum operator and  x,y,z are the usual Pauli
matrices. The eigenstates of the system are
 k,s(r) =
eik·rp
A
us(k), (14.116)
where A is the area of the system and us(k) =
 
1
s  
+
| +|
!
, with
  =
1p
2
0@  kx + ↵ky ky   ↵kx
0
1A
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. The spectrum is given by
Es(kx, ky) =
~2k2
2m
+ s
q
(↵2 +  2)k2   4kxky↵ , (14.117)
and it takes the following form in polar coordinates (kx, ky) = (k cos(✓), k sin(✓)):
Es(k, ✓) =
~2k2
2m
+ sk
p
(↵2 +  2)  4 cos(✓) sin(✓)↵ | {z }
=:↵(✓)
. (14.118)
The Fermi wavevectors k±(✓) of the two branches are defined by EF =
Es=⌥1(k±(✓)) =
~2k±(✓)2
2m + sk±(✓)↵(✓) and the explicit expressions read
k±(✓) = ±↵(✓)m~2 +
r⇣m
~2↵(✓)
⌘2
+
2m
~2 EF . (14.119)
In the perturbative limit where m↵(✓)2 ⌧ ~2EF , we expand k±(✓) up to
second order in ↵(✓) and obtain
k±(✓) =
r
2m
~2 EF
m
4~2EF
↵(✓)2 ± m~2↵(✓) +
r
2m
~2 EF . (14.120)
The spin-current tensor Tlm is given by
Tlm = 1
⌦
hjmq=0,li0 =
1
2
X
s
Z
d2k
(2⇡)2
h mvl + vl mik,s, (14.121)
where h...ik,s denotes the expectation value in the eigenstates  k,s and the
integration must be performed over k  k±(✓).
Let us first calculate Txy. Since vx = ~kx/m, we have that { y, vx} =
2~kx y/m, and
2~
m
h ykxik,s = 2~
m
s
kx y
| +| =
2~
m
s
kx( ky   ↵kx)p
k2(↵2 +  2)  4kxky↵ 
. (14.122)
With the use of polar coordinates we obtain
2~
m
h ykxik,s = 2~
m
s
 k2 cos(✓) sin(✓)  ↵k2 cos2(✓)
k
p
(↵2 +  2   4 cos(✓) sin(✓)↵ )| {z }
=↵(✓)
. (14.123)
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From Eqs. (14.121,14.123) we obtain
Txy = 1
2
2~
m
1
(2⇡)2
Z k (✓)
k+(✓)
Z 2⇡
0
dkd✓k
 k cos(✓) sin(✓)  ↵k cos2(✓)
↵(✓)
=
~
m
1
(2⇡)2
Z 2⇡
0
d✓
k (✓)3   k+(✓)3
3
  cos(✓) sin(✓)  ↵ cos2(✓)
↵(✓)
=   ~
m
1
(2⇡)2
1
3
Z 2⇡
0
d✓[
8m3
~6 ↵(✓)
3 +
12m2
~4 EF↵(✓)]
  cos(✓) sin(✓)  ↵ cos2(✓)
↵(✓)
.
(14.124)
Let us now split the above integral in two parts:
I1 =   ~
m
1
(2⇡)2
1
3
8m3
~6
Z 2⇡
0
d✓↵(✓)2(  cos(✓) sin(✓)  ↵ cos2(✓))
=   2m
2
3⇡2~5
Z 2⇡
0
d✓(↵2 +  2   4 cos(✓) sin(✓)↵ )(  cos(✓) sin(✓)  ↵ cos2(✓))
=
2m2
3⇡~5↵(↵
2 + 2 2), (14.125)
I2 =   ~
m
1
(2⇡)2
1
3
12m2
~4 EF
Z 2⇡
0
d✓(  cos(✓) sin(✓)  ↵ cos2(✓))
=
mEF
⇡~3 ↵. (14.126)
The spin-current Txy is thus given by
Txy ⇡ 2m
2
3⇡~5↵(↵
2 + 2 2) +
mEF
⇡~3 ↵. (14.127)
Note that the term cubic in SOI agrees with earlier results, [227, 229]
while the linear term survives here due to the absence of an anomalous
velocity term. However, since m↵(✓)2 ⌧ ~2EF the cubic term is negligi-
ble and we obtain
Txy ⇡ mEF
⇡~3 ↵. (14.128)
A similar calculation shows that
Tyy ⇡  mEF
⇡~3  . (14.129)
Note that differently from the main text, both Hamiltonian (14.115) and
the spin current density are expressed in terms of Pauli matrices and not
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in terms of spin operators. Therefore, we need to multiply our results by
a factor (~/2)2. Another multiplication with a factor ~ arises from the fact
that the spin-orbit part is multiplied by 1/~ in (14.115) as compared to
our definition in the main text,
Txy ⇡ mEF
4⇡
↵, (14.130)
Tyy ⇡  mEF
4⇡
 . (14.131)
14.H Spin-orbit interaction with ↵ =  
Let us consider the special case when Rashba and Dresselhaus coeffi-
cients are equal, i.e., ↵ =  . In such a case, the spin-orbit Hamiltonian
takes the following form
HSO = ↵
X
i
(pˆxi + pˆ
y
i )(sˆ
x
i   sˆyi ), (14.132)
and we define a gauge transformation U = ei
P
k Aˆk·rˆk with gauge vector
fieldAk = ( ↵m(sˆxk   sˆyk), ↵m(sˆxk   sˆyk), 0). Since
Upˆx,yi U
 1 = ei
P
k Aˆk·rˆk pˆx,yi e
 iPk Aˆk·rˆk = pˆx,yi + ↵m(sˆxi   sˆyi ) ,
(14.133)
we have that
U
X
i
pˆ2i
2m
U 1 =
X
i
(pˆxi + ↵m(sˆ
x
i   sˆyi ))2 + (pˆyi + ↵m(sˆxi   sˆyi ))2
2m
=
X
i
pˆ2i
2m
+HSO +
↵2m
2
, (14.134)
where the constant ↵2m/2 can be neglected without loss of generality.
Under gauge transformation the spin isotropic term HJ = J
PNI
j=1 Sˆj · Iˆj
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transforms as follows,
UHJU
 1 = UJ
NIX
j=1
Sˆj · IˆjU 1 = J
NIX
j=1
U SˆjU
 1 · Iˆj
= J
NIX
j=1
ei
P
k Aˆk·rˆk
NeX
i=1
sˆi (rˆi  Rj)e i
P
k Aˆk·rˆk Iˆj
= J
NIX
j=1
NeX
i=1
ei
P
k Aˆk·rˆk sˆie i
P
k Aˆk·rˆk| {z }
=R(rˆi)sˆi
 (rˆi  Rj)Iˆj
= J
NIX
j=1
NeX
i=1
 (rˆi  Rj)R(Rj)sˆi · Iˆj
= J
NIX
j=1
NeX
i=1
 (rˆi  Rj)sˆi · R(Rj)T Iˆj| {z }
=:IˆRTj
= J
NIX
j=1
NeX
i=1
 (rˆi  Rj)sˆi · IˆRTj ,
(14.135)
where R 2 SO(3) is a 3 ⇥ 3 special orthogonal matrix. The lattice spin
Hamiltonian HI remains unchanged under gauge transformation. From
this, we can conclude that Hamiltonian H = He + HI + HJ + HSO and
Hamiltonian
HR
T
=
X
i
pˆ2i
2m
+
X
i<j
V (rˆi   rˆj) +
X
i
U(rˆi)| {z }
=He
+
X
j,l
IjlIˆj · Iˆl| {z }
=HI
+J
NIX
j=1
Sˆj ·IˆRTj ,
(14.136)
are equivalent, i.e., U 1HRTU = H . Let us now introduce an impurity
spin rotation eU such that eU 1Iˆj eU = IˆRTj :
eU 1H0 eU = HRT , (14.137)
where H0 = He +HI +
PNI
j=1 Sˆj · Iˆj . We conclude that
U 1 eU 1H0 eUU = H. (14.138)
The canonical ensemble average of an operator O is given by hOiH =
Tr(e  HO)/Tr(e  H). Therefore, if we use the fact that U 1 eU 1H0 eUU =
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H , we obtain
hOiH = Tr
⇣
e   eUUHU 1 eU 1 heUUOU 1 eU 1i⌘ /Tr⇣e   eUUHU 1 eU 1⌘
= Tr
⇣
e  H0
heUUOU 1 eU 1i⌘ /Tr  e  H0 
= heUUOU 1 eU 1iH0 . (14.139)
For the impurity spin magnetization mˆI Eq. (14.139) implies that
hmˆIiH = Tr
 
e  H0mˆRI
 
/Tr
 
e  H0
 
= hmˆRI iH0 , (14.140)
where mˆRI = eUUmˆIU 1 eU 1 = eUmˆI eU 1 is defined analogously as mˆI but
with rotated spins IˆRj = R(Rj)Iˆj . The explicit form of the matrix R(Rj)
is given by
R(Rj) =
0@ 1/2 + 1/2 cos(✓j)  1/2 + 1/2 cos(✓j)  1/p2 sin(✓j) 1/2 + 1/2 cos(✓j) 1/2 + 1/2 cos(✓j)  1/p2 sin(✓j)
1/
p
2 sin(✓j) 1/
p
2 sin(✓j) cos(✓j)
1A ,
(14.141)
and it corresponds to a rotation around the axis n = (1/
p
2, 1/p2, 0) by
an angle of ✓j =  
p
2↵m(Rxj + R
y
j ). Note that the lattice vectors Rj =
(Rxj , R
y
j , R
z
j ) should not be confused with the rotation matrixR.
(Anti-) ferromagnetic ordering
The aim of this section is to rule out ferromagnetic ordering in a system
defined by HamiltonianH = He+HI +HJ +HSO+HZ(Q), whereHSO is
defined as in Eq. (14.132) and the Zeeman term is chosen to be HZ(Q) =
h
PNI
j=1(e
 iQ·Rj Iˆzj + e
iQ·Rj Iˆzj ). The magnetization is given by mzI(Q) =
hmˆzI(Q)iH = 1NI h
PNI
j=1(e
 iQ·Rj Iˆzj + e
iQ·Rj Iˆzj )iH . We know that
HRZ (Q) = eUUHZ(Q)U 1 eU 1 = h NIX
j=1
(e iQ·Rj(IˆRj )
z + eiQ·Rj(IˆRj )
z)
and from Eq. (14.140) that
hmˆzI(Q)iH = h(mˆRI )z(Q)iH0 =
1
NI
h
NIX
j=1
(e iQ·Rj(IˆRj )
z + eiQ·Rj(IˆRj )
z)iH0
, with H0 = He + HI + HJ + HRZ (Q). Since the rotation matrix R corre-
sponds to a rotation around axis n = (1/
p
2, 1/p2, 0) (see Eq. (14.141)),
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we define a new coordinate system, namely: z ! z0 = (1/p2, 1/p2, 0),
y ! y0 = (1/p2, 1/p2, 0), and x ! x0 = z = (0, 0, 1). In this new
coordinate system we obtain
HRZ (Q) =
h
2
NIX
j=1
⇣
e i(Q
0+Q)·Rj Iˆ+
0
j + e
i(Q0 Q)·Rj Iˆ 
0
j + e
i(Q Q0)·Rj Iˆ+
0
j
+ei(Q
0+Q)·Rj Iˆ 
0
j
⌘
,
(14.142)
h(mRI )z(Q)iH0 =
1
2NI
*
NIX
j=1
⇣
e i(Q
0+Q)·Rj Iˆ+
0
j + e
i(Q0 Q)·Rj Iˆ 
0
j + e
i(Q Q0)·Rj Iˆ+
0
j
+ei(Q
0+Q)·Rj Iˆ 
0
j
⌘E
H0
, (14.143)
where Iˆ±
0
j = Iˆ
x0
j ± iIˆy
0
j and Q0 = ( 
p
2↵m, p2↵m, 0). Note that in the
new coordinate system x0y0z0, HI and HJ does not change their form.
The proof in section 14.D can be generalized in a straightforward way
to a slightly different choice of operator eAq = Iˆ+q+K  Iˆ q K+ Iˆ+q+K0  Iˆ q K0
and symmetry-breaking Zemman termHZ(K,K 0) = h
PNI
j=1(e
 iK·Rj Iˆ+
0
j +
eiK·Rj Iˆ 
0
j + e
 iK0·Rj Iˆ+
0
j + e
iK0·Rj Iˆ 
0
j ), withK = Q+Q0 andK 0 = Q0  Q.
We thus conclude that in the limit of vanishing external magnetic field
(h! 0) h(mˆRI )ziH0 = 0 and consequently that hmˆzIiH = 0. Since the proof
is valid for any possible Q, we have ruled out (anti-) ferromagnetic or-
dering along the z-direction in this case, too.
Helical Ordering
Here we rigorously rule out helical ordering in the direction of n =
(1/
p
2, 1/p2, 0) for a system described by the Hamiltonian H = He +
HI + HJ + HSO + HR
T
Z , where HSO is defined as in Eq. (14.132) and the
Zeeman term is HRTZ = h
PNI
j=1(Iˆ
RT
j )
z. The magnetization is given by
(mRTI )
z = h(mˆRTI )ziH = 1NI h
PNI
j=1(Iˆ
RT
j )
ziH . From eUUHRTZ U 1 eU 1 = HZ =
h
PNI
j=1 Iˆ
z
j and Eq. (14.140), we have
h(mˆRTI )ziH = hmˆzIiH0 , (14.144)
whereH0 = He+HI+HJ+HZ . From the proof in section 14.C, we know
that in in the limit of vanishing external magnetic field (h! 0) hmˆzIiH0 =
0. From Eq. (14.144) we can thus conclude that h(mˆRTI )ziH = 0 for h! 0.
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In order to have a better idea of the type of helical order excluded here,
we can rewrite the magnetization (mRTI )z in the transformed coordinate
system x0y0z0 defined in the paragraph above,
(mR
T
I )
z =
1
2NI
*
NIX
j=1
⇣
e iQ·Rj Iˆ+
0
j + e
iQ·Rj Iˆ 
0
j
⌘+
H
, (14.145)
where Q = (
p
2↵m,
p
2↵m, 0). This corresponds to a helix in the x0y0-
plane.
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