We propose a simple and efficient approach to learning sparse models. Our approach consists of (1) projecting the data into a lower dimensional space, (2) learning a dense model in the lower dimensional space, and then (3) recovering the sparse model in the original space via compressive sensing. We apply this approach to Non-negative Matrix Factorization (NMF), tensor decomposition and linear classification-showing that it obtains 10× compression with negligible loss in accuracy on real data, and obtains up to 5× speedups. Our main theoretical contribution is to show the following result for NMF: if the original factors are sparse, then their projections are the sparsest solutions to the projected NMF problem. This explains why our method works for NMF and shows an interesting new property of random projections: they can preserve the solutions of non-convex optimization problems such as NMF.
Introduction
In what settings can sparse models be trained more efficiently than their dense analogs? Sparse models commonly arise in feature selection (e.g., diagnostic tasks [1, 2, 3, 4] ), in problems with few, highly indicative features (e.g., time-series prediction [5, 6] ), and in resource-constrained environments (i.e., a sparse model is needed for more efficient inference [7, 8] ). In these tasks, sparsity can reduce the data requirements for a desired predictive power, and improve interpretability and inference speed; and a range of popular techniques provide means of learning these sparse models from dense and/or high-dimensional data [9, 10] . In this work, we study an additional dimension of sparse statistical models: the extent to which a model's sparsity can be leverage for a computational advantage.
We present a general and efficient approach to learning sparse models that explicitly leverages the target model sparsity. We adapt now-classic techniques from compressive sensing [11, 12] in a simple framework for learning sparse models from high-dimensional data: (1) project data to a lowerdimensional subspace using a random projection, (2) learn a dense model in this lower-dimensional subspace, then (3) recover a sparse model in the original dimensionality using compressive sensing. This approach has several benefits. First, it allows us to perform the bulk of model training in an often much lower-dimensional dense subspace, offering in significant efficiency gains when data is high-dimensional and the target model is sparse. Second, it is useful in settings where the dataset is very large and cannot be fit in memory; our approach allows us to work with a much smaller, low dimensional projection but still recover the original model. Third, it provides a conceptually simple approach to learning sparse models, combining powerful ideas from dimensionality reduction and compressive sensing.
Although low-dimensional projections are extremely popular tools for speeding up a variety of optimization and learning problems [13, 14, 15 ], our framework is conceptually different, as we are interested in being able to recover the sparse solution in the original space from the (possibly dense) solution in the lower-dimensional space. Note that this is not even information theoretically possible for many tasks even if the original model or solution is sparse: if the solution in the lowerdimensional space is not a projection of the original solution, then performing a compressive sensing based recovery has no hope of recovering the original solution (even if the original solution is sparse).
Our contributions. We develop a simple framework for learning sparse models and investigate it in the context of Non-negative Matrix Factorization (NMF), tensor decomposition, and linear classification. We show that our approach recovers the true solution with a negligible error across several synthetic and real datasets. Empirically, sparse learning allows 10× compression with negligible loss in accuracy on real data, and obtains up to 5× speedups in terms of wall clock time to obtain the same accuracy.
Theoretically establishing why such speed-ups and high fidelity reconstructions are possible and justified requires care: we establish novel uniqueness guarantees for NMF which demonstrate that if the original factors are sparse, then the projection of the factors of the original, high-dimensional NMF problem is the sparsest possible factorization for the low-dimensional projected NMF problem. As NMF algorithms implicitly [16] or explicitly [17] learn sparse factorizations, our results explain why the factorization is preserved by projection, explaining the empirical success of our procedure. Our results do not assume separability [18] of the NMF factors, a commonly used-but very strongassumption for showing uniqueness of NMF. We also derive simple conditions for uniqueness and provable recovery for tensor decomposition in the projected space. These theoretical insights, backed by our empirical findings, illustrate the benefits of random projections to learn sparse modelslearning is faster, without compromising model quality.
Our results on the uniqueness of NMF after random projection-and our empirical findings-open a new perspective on the properties of random projections. It is well known that random projections can preserve distances and other geometric properties (e.g., [19] ), but our results show that random projections can also preserve the solutions to non-convex optimization problems such as NMF. Our approach successfully leverages this property to efficiently learn sparse models, and we believe this aproach has several promising applications beyond our target settings.
We briefly outline the three main classes of sparse models we consider in this paper: Non-negative Matrix Factorization (NMF). The goal of NMF is to approximate a non-negative matrix M ∈ R m×n with a product of two non-negative matrices W ∈ R m×r and H ∈ R r×n . The matrix W is regarded as the dictionary, and H stores the combination weights of each column of M in terms of the dictionary W . Applications of NMF include document clustering [20] and image analysis [16, 21] . A crucial property of NMF that enables it to learn good representation of the data is that the coefficients H are typically sparse [16, 17] , so that each document or image is expressed as a combination of few basis vectors in the dictionary. In settings such as document clustering or image classification, the columns of M correspond to samples from the data set (e.g., documents or images). In many scenarios, n m, as the number of samples is large for big datasets. We are interested in this setting, where n is very large but the factor H is sparse. Tensor Decomposition. The goal of tensor decomposition is to decompose a tensor T ∈ R m1×m2×n with rank r in terms of its factors
Here, A i denotes the ith column of the factor A ∈ R m1×r and ⊗ denotes the outer product:
As in NMF, we consider settings where the third mode corresponding to the factor C represents data points and is very large-but sparse. The first two modes could correspond to features for each data point; for example in a topic modeling setup [22] , the first two modes could represent word co-occurrences, with the third mode representing different documents. Linear Classification. We also consider the problem of finding the linear classifier to classify m data points in n dimensions. In modern datasets, the number of features n is often very large, containing numerous irrelevant features [1, 2, 3, 4] . In these settings, the best (and/or most interpretable) classifier is sparse, as it only relies on the few features which are predictive/indicative.
Related Work
Sparse Recovery. In the compressive sensing or sparse recovery framework, there is a sparse signal x ∈ R n , and we are given measurements Ax, A ∈ R d×n , where d n. The goal is to recover x using the measurements Ax, and the property that x is sparse. Compressive sensing has been extensively studied by several different communities, and many algorithms have been proposed which have a high compression rate and allow fast decoding [23, 24, 11] . Particularly relevant to our work is the work on sparse recovery using sparse projection matrices [25, 26, 27, 12] , and we use these results to efficiently recover back the solution in the original space from the solution in the projected space. As is evident, the key difference of our approach from compressive sensing is that we do not have direct access to the measurements Aw * of the solution w * in the projected space, and instead hope to recover an approximation to Aw * by solving the optimization problem in the projected space.
Non-negative Matrix Factorization. Many algorithms have been proposed for NMF, the most popular ones are multiplicative updates [16] and Alternating Least Squares (ALS). As mentioned in the introduction, for many modern datasets n m as the number of samples is very large. Approaches such as ALS and multiplicative weights do not scale to this online setting where the data set is very large and does not fit in memory. For the online setting, many algorithms [28, 29, 30] have been proposed for the dictionary learning problem, where the goal is to only learn the matrix W , but these approaches are unable to learn the coefficient matrix H. In the context of using random projection for NMF, Wang and Li [31] obtained speedups compared to ALS by projecting down the matrix via a random projection. However, they do not attempt to directly recover the factors in the original space by using the factors in the projected space and exploiting properties of the original solution such as its sparsity. Tensor Decomposition. The most popular algorithm for tensor decomposition is Alternating Least Squares (ALS), which proceeds by fixing two of the factor matrices and solving for the third one via a least squares problem, and continuing this till convergence. Recently, there has been a burst of exciting work on speeding up ALS via sampling and sketching approaches [32, 33, 34, 35] . These approaches obtain significant speedups over the naive ALS algorithm, but they do not leverage the fact that the factors of the tensor are sparse, which is what we aim to exploit in our paper. Random Projections for Classification. Say we have data points x ∈ R n with labels y ∈ {0, 1} which are separated by a linear classifier w * ∈ R n , therefore y = sign(x T w * ). If we perform a random projection of the points to d dimensions, are they still separable? A number of papers [36, 37, 38] have examined this basic question, and a one line summary of the results is that if the original data points are separable with a large margin, then a random projection preserves the margin. In our framework however, the goal is not to just classify accurately in the projected space, but to recover the optimal classifier in the projected space. Zhang et al. [39] also consider the question of obtaining the optimal classifier in the original space from the optimal classifier in the projected space. They show that a novel approach based on the dual of the optimization problem in the projected space can recover the original classifier if the data matrix is approximately low rank. 1 In our framework, we instead aim to employ the sparsity of the original classifier w * in order to be able to recover it.
Our Approach
We instantiate our framework in the context of NMF, tensor decomposition and linear classification. In each case, we obtain a lower-dimensional problem via a random projection (described in detail in Sec. 3.1). Denote the random projection matrix as P ∈ R d×n , where n is the original dimension and d < n. After solving the projected problem, we obtain an approximation to the solution in the original space by solving a sparse recovery problem via the following linear program (LP):
where w ∈ R n andw * ∈ R d is the solution of the projected problem 2 . In the compressive sensing literature, this technique is also known as basis pursuit [40] .
We now describe the specifics of each application of our method.
Non-negative Matrix Factorization. Consider the problem of factorizing a non-negative matrix M ∈ R m×n into a product of non-negative matrices M = W H. We are interested in the setting where matrix H is sparse and n m. We first project M toM = M P T . This corresponds to projecting each row of H from n dimensions to d dimensions. We then factorizeM =WH by 1 Zhang et al. [39] also obtain guarantees when the true classifier w * is sparse, but require that the data points have most of their mass on the non-zero entries of w * in this case, and hence are actually close to low rank. 2 In settings like NMF where the desired solution is non-negative, we can add the additional constraint x ≥ 0 to Eq. 1. In practice, we find that projecting the solutions of Eq. 1 post-hoc onto the non-negative orthant is often an effective heuristic. Omitting the additional constraint typically yields faster solution times.
solving the NMF problem forM . We set our estimateŴ of W to beW . To recover H fromH, we solve the compressive sensing problem in Eq. 1 for each row of H i of H. Therefore, for a rank-r approximation, we solve r instances of Eq. 1. The outputs of the compressive sensing step are our estimates of the rows of H.
Tensor decomposition. The goal here is to decompose a tensor T ∈ R m1×m2×n in terms of r factors:
where n m 1 , m 2 and C is sparse. We project the tensor T along the 3rd mode to a projected tensorT ∈ R m1×m2×d , which has factorizationT = r i=1 A i ⊗ B i ⊗C i , wherẽ C i = P C i . To understand this projection, denote T (n) as the mode n matricization of the tensor T , which is the flattening of the tensor T along the nth mode obtained by stacking the matrix slices together as columns of T (n) . To project T , we project its mode 3 matricization T (3) ∈ R m1m2×n to obtain the projection of the mode 3 matricizationT (3) ∈ R m1m2×d ofT by computingT (3) = T (3) P T .
We decomposeT in the projected space to obtain the factorsÃ,B,C. Our estimatesÂ,B,Ĉ for the original factors areÂ =Ã,B =B andĈ is obtained by solving the compressive sensing problem in Eq. 1 for each column C i . As above, this yields r instances of Eq. 1.
Linear classification. For the problem of classifying data points x (i) ∈ R n , 1 ≤ i ≤ m, we first perform a random projection to project the points into d dimensions using the projection matrix P . Hence the projected pointsx
We then solve the classification problem in the projected space to learn a classifierw * . Finally, we use compressive sensing to recover an estimate of the true classifierŵ * fromw * .
Choosing the projection matrix P
There are several requirements which our projection matrix P must satisfy. The first, more obvious, requirement is that we should be able to solve the compressive sensing problem to recover the sparse solution in the original space from the solution in the projected space. A slightly more subtle requirement is that P should be chosen such that if w * is the optimal solution in the original space, then the solution in the projected space isw * = P w * , so that compressive sensing based recovery can then be carried out. This requires uniqueness of the optimization problem in the projected space, the requirement for which could depend on the original optimization problem. In Section 4 we analyze these requirements for NMF and tensor decomposition. Finally, for computational efficiency, we want projections which are efficient to compute, and which have the property that the sparse recovery problem can be solved efficiently using them.
Consider a sparse projection matrix P ∈ {0, 1} d×n such that every column of P has exactly p non-zero entries, we refer to p as the number of buckets, because each coordinate in the original n dimensional space contributes to p locations in the projected d dimensional space. Let the support of the non-zero entries of each column of P be chosen independently and uniformly at random. The key property of P which enables compressive sensing is that P is the adjacency matrix of a bipartite expander [41] . Consider a bipartite graph G with n nodes on the left part and d nodes on the right part such that every node in the left part has degree p. We call G a (γn, α) expander if every subset of at most t ≤ γn nodes in U has at least αtp neighbors in V . It is not difficult to show that a randomly chosen matrix P with p non-zero entries per column is the adjacency matrix of a (γn, 4/5) expander for γn = d/(pe 5 ) with high probability if p = O(log n). We formally prove this as Lemma 5 in Appendix D. Note that as P is sparse, the projection step can be carried out efficiently.
For the basis pursuit problem described in (1), seminal results in compressive sensing [23, 24, 11] show that using dense projection P guarantees recovery with d = O(k log n) if the original solution is k-sparse. This property was subsequently extended to sparse projection matrices, and we will leverage this fact. Theorem 3 of Berinde et al. [12] shows that if x is k-sparse, then with P as defined above x can be recovered from P x using the LP if P is the adjacency matrix of a (2k, 4/5) expander. A randomly chosen P with d = O(k log n) will be a (2k, 4/5) expander with high probability (Lemma 5), and hence can be used for sparse recovery of k-sparse signals. Efficient recovery algorithms [26, 27] which are much faster than solving the LP are also known for sparse projection matrices. Hence using P defined as above ensures that the sparse recovery step is computationally efficient and provably works if the original solution w * is k-sparse and the solutionw * in the projected space is w * = P w * .
However, we still need to ensure that the solutionw * = P w * . We analyze when this is the case for NMF and tensor decomposition next in Section 4. We summarize these conditions in Table 1 for Table 1 : Parameters for the projection matrix P ∈ {0, 1} d×n suggested by our theoretical analysis for NMF and tensor decomposition (TD). p is the number of non-zero entries per column of P . Task Parameter Number of buckets p Projection dimension d
NMF and tensor decomposition. Note that the bounds suggested by our theoretical results are tight up to logarithmic factors, as projecting the matrix or the tensor to dimension below the rank will not preserve uniqueness of the decomposition.
Guarantees for our approach
In this section, we will show uniqueness guarantees for performing non-negative matrix factorization and tensor decomposition on the projected matrix or tensor. This will establish that the factors in the projected space correspond to a projection of the factors in the original space, a prerequisite for being able to use compressive sensing to recover the factors in the original space.
Guarantees for non-negative matrix factorization
Donoho and Stodden [18] showed that non-negative matrix factorization is unique under the separability condition. However, separability is a very strong assumption. Instead of using separability, we will show uniqueness results for NMF using sparsity of the weight matrix H. Our uniqueness results for NMF in the original space (Part (a) of Theorem 1) are similar in principle to uniqueness results obtained for sparse coding by Spielman et al. [42] . We show that if a matrix M has a true rank r factorization M = W H and H is sparse, then for any other rank r factorization M = W H , H has strictly more non-zero entries than H. As NMF has been found to recover sparse solutions [16, 17] , and many algorithms explicitly enforce sparsity [17] , it is reasonable to hope that the recovery procedure will be successful if the true solution is the sparsest possible solution. The main contribution of Theorem 1 is Part (b), which shows uniqueness results in the projected space. This is significantly more challenging than showing uniqueness in the original space, because in the original space we could use the fact the entries of H are drawn independently at random to simplify our arguments. However we lose access to this independence after the random projection step as the entries of the projected matrix are no longer independent. Instead, the proof in the projected space uses the expansion properties of the projection matrix P to control the dependencies, enabling us to prove uniqueness results in the projected space.
Theorem 1 only assumes that W is full column rank, and that the non-zero entries of H are independent Gaussian random variables. The Gaussian assumption is not necessary and is stated for simplicity-any continuous probability distribution for the non-zero entries of H suffices. Theorem 1 shows that if the rows of H are k-sparse, then projecting into Ω(p(r + k)) dimensions preserves uniqueness, with failure probability at most re −βk /n for some constant β > 0.
Theorem 1. Consider a rank r matrix M ∈ R m×n which has factorization M = W H where W ∈ R m×r is full column rank, H ∈ R r×n and H = B Y where each row of B has exactly k non-zero entries chosen uniformly at random, each entry of Y is drawn independently from N (0, 1) and denotes the element wise product. Assume k > C, where C is a fixed constant. Consider the projection matrix P ∈ {0, 1} d×n where each column of P has exactly p non-zero entries, p = O(log n) and P is a (γn, 4/5) expander with
Note thatM has a factorizationM = WH whereH = HP T . Then, (a) For any other rank r factorization M = W H , H 0 < H 0 with failure probability at most re −βk /n for some β > 0. (b) For any other rank r factorizationM = W H , H 0 < H 0 with failure probability at most re −βk /n for some β > 0.
Proof. We prove Part (a) of Theorem 1 in Appendix B. Here, we provide the outline of the proof for the more challenging Part (b), moving proof details to Appendix B. We will argue about the row space of the matrixH. We first claim that the row space ofM equals the row space ofH. To verify, note that the row space ofM is a subspace of the row space ofH. As W is full column rank, the rank of the row space ofM equals the rank of the row space ofH. Therefore, the row space ofM equals the row space ofH. By the same argument, for any alternative factorizationM = W H , the row space of H must equal the row space ofM -which equals the row space ofH. As the row space of H equals the row space ofH, therefore H must lie in the row space ofH. Therefore, our goal will be to prove that the rows ofH are the sparsest vectors in the row space ofH, which implies that for any other alternative factorizationM = W H , H 0 < H 0 .
The outline of the proof is as follows. First, we argue that the if we take any subset S of the rows ofH, then the number of columns which have non-zero entries in at least one of the rows in S is large. This implies that taking a linear combination of all the S rows will result in a vector with a large number of non-zero entries-unless the non-zero entries cancel in many of the columns. But using the properties of the projection matrix P and the fact that the non-zero entries of the original matrix H are drawn from a continuous distribution, we show this happens with zero probability.
Lemma 1 shows that the number of columns which are have at least one zero entry in a subset S of the rows of H grows proportionately with the size of S. The proof proceeds by showing that choosing B such that each row has k randomly chosen non-zero entries ensures expansion for B with high probability, and the fact that P is given to be an expander. Lemma 1. For any subset S of the rows ofH, define N (S) to be the subset of the columns ofH which have a non-zero entry in at least one of the rows in S. Then for every subset S of rows ofH,
with failure probability re −βk /n.
We now prove the second part of the argument-that any linear combination of rows in S cannot have much fewer non-zero entries than N (S), as the probability that many of the non-zero entries get canceled is zero. Lemma 2 is the key to showing this. Define a vector x as fully dense if all its entries are non-zero. Lemma 2. For any subset S of the rows ofH, let U be the submatrix ofH corresponding to the S rows and N (S) columns. Then with probability one, every subset of the columns of U of size at least |S|p does not have any fully dense vector in its left null space.
Proof. Without loss of generality, assume that S corresponds to the first |S| rows ofH, and N (S) corresponds to the first |N (S)| columns ofH. We will partition the columns of U into |S| groups {G 1 , . . . , G |S| }. Each group will have size at most p. To select the first group, we choose any entry y 1 of Y which appears in the first column of U . For example, if the first row of H has a one in its first column, and P (1, 1) = 1, then the random variable Y 1,1 appears in the first column of U . Say we choose y 1 = Y 1,1 . We then choose G 1 to be the set of all columns where y 1 appears. We then remove the set of columns G 1 from U . To select the second group, we pick any one of the remaining columns, and choose any entry y 2 of Y which appears in that column of U . G 2 is the set of all columns where y 2 appears. We repeat this procedure to obtain |S| groups, each of which will have size at most p as every variable appears in p columns.
Let N j be the left null space of the first j groups of columns. We define N 0 = R |S| . We will now show that either rank(N i ) = |S| − i or N i does not contain a fully dense vector. We prove this by induction. Consider the jth step, at which we have j groups {G 1 , . . . , G j }. By the induction hypothesis, either N j does not contain any fully dense vector, or rank(N j ) = |S| − j. If N j does not contain any fully dense vector, then we are done as this implies that N j+1 also does not contain any fully dense vector. Assume that N j contains a fully dense vector x. Choose any column U c which has not been already been assigned to one of the sets. By the following elementary proposition, the probability that x is orthogonal to U c is zero. We provide a proof in the appendix.
n be a vector of n independent N (0, 1) random variables. For any subset S ⊆ {1, . . . , n}, let v(S) ∈ R |S| refer to the subset of v corresponding to the indices in S. Consider t such subsets S 1 , . . . , S t . Let each set S i defines some linear relation α T Si v(S i ) = 0, for some α Si ∈ R |Si| . Assume that the variable v i appear in the set S i . Then the probability distribution of the set of variables {v t+1 , . . . , v n } conditioned on the linear relations defined by S 1 , . . . , S t is still continuous and its density function has full support. In particular, any linear combination of the set of variables {v t+1 , . . . , v n } has zero probability of being zero.
If N j contains a fully dense vector, then with probability one, rank(N j+1 ) = rank(N j )−1 = n−j−1. This proves the induction argument. Therefore, with probability one, either rank(N |S| ) = 0 or N |S| does not contain a fully dense vector and Lemma 2 follows. and EEG data with non-negative tensor factorization (right). 'Recovered coefficients' here refers to the factors obtained along the larger mode of the matrix/tensor which was projected down. The 'dictionary' refers to the factors along the modes which were not projected down. Rank r = 10; m = 0.1n ; compressed times include projection and LP recovery
We now complete the proof for the second part of Theorem 1. Note that the rows ofH have at most kp non-zero entries. Consider any set S of rows ofH. Consider any linear combination v ∈ R d of the set S rows, such that all the combination weights x ∈ R |S| are non-zero. By Lemma 1, |N (S)| ≥ min{16|S|kp/25, d/200} with failure probability re −βk /n. We claim that v has more than |N (S)| − |S|p non zero entries. We prove by contradiction. Assume that v has |N (S)| − |S| or fewer non zero entries. Consider the submatrix U ofH corresponding to the S rows and N (S) columns. If v has |N (S)| − |S|p or fewer non zero entries, then there must be a subset S of the |N (S)| columns of U with |S | = |S|p, such that each of the columns in S has at least one non-zero entry, and the fully dense vector x lies in the left null space of S . But by Lemma 2, the probability of this happening is zero. Hence v has more than |N (S)| − |S|p non zero entries. Lemma 3 obtains a lower bound on |N (S)| − |S|p using simple algebra.
Lemma 3. |N (S)|
Hence any linear combination of more than one row ofH has at least 6kp/5 non-zero entries with failure probability re −βk /n. Hence the rows ofH are the sparsest vectors in the row space ofH with failure probability re −βk /n.
Guarantees for tensor decomposition
Showing uniqueness for tensor decomposition after random projection is not difficult, as tensor decompsition is unique for every general condition on the factor matrices [43, 44] . For example, tensors have a unique decomposition if all the factor matrices are full rank. The following elementary fact follows from this property whenever the projection matrix P is full column rank, which is true with high probability over the randomness in choosing P .
Fact 1.
Consider a n-dimensional rank r tensor T = r i=1 w i A i ⊗ B i ⊗ C i . If A, B and C are full column rank, then the tensor has a unique decomposition after projecting into any dimension d ≥ r.
Hence tensors have a unique decomposition on projecting to dimension at least the rank r. For tensor decomposition, we can go beyond uniqueness and prove that efficient recovery of the factors is also possible in the projected space. We show this using known guarantees for the tensor power method [45] , a popular tensor decomposition algorithm. Our results for provable recovery require projection dimension d = O(r 4 log r). This is higher than the uniqueness requirement, possibly due to gaps in the analysis of the tensor power method. We state these results in Appendix C. Figure 2 : Visualization of a sample factor from the decomposition of the EEG signal tensor. The top row is from the decomposition in the original space. The bottom row is from the decomposition of a compressed version of the tensor where the temporal dimension is reduced by 10x. Notice that we are able to recover the major features of all 3 factors, including the one compressed by 10x. Figure 3 : Sparse recovery of a linear classifier on the CENSUSINCOME dataset (original d = 123) with 2500 additional distractor features. The dashed line shows the F1 score of an L1-regularized logistic regressor trained in the uncompressed space. Plotted scores are medians of 5 runs. Observe that we can obtain a 6.5× compression with a 6% loss in accuracy.
Experiments
We evaluate the practical feasibility of sparse model recovery through a series of experiments on real and synthetic data. Our experiments were run on a server equipped with a Xeon E7-4870 CPU at 2.4GHz with 1TB of RAM. All timing measurements were taken under single-threaded execution.
Non-negative Matrix Factorization. We evaluate the performance of compressed NMF on a number of standard non-negative datasets. In our experiments, we used MATLAB's built-in nnmf with Alternating Least Squares. Unless otherwise stated, the optimization was run to convergence with a tolerance of 10 −5 . We set the rank to 10. In Table 2 we give normalized Frobenius errors along with wall clock runtimes for NMF in the original and compressed space. We use LP-based reconstruction for the recovery step. Table 2 shows that the compressed NMF runs achieve achieve up to 5× speedup at the cost of slightly increased error.
As we are usually interested in learning interesting factors via NMF rather than just minimizing squared error, the linear correlation between the recovered factors and ground-truth factors gives a finer-grained evaluation of recovery quality than Frobenius error alone. We use the factors obtained in the original space at convergence as a proxy for ground-truth in the absence of cluster labels for evaluation. Since the two sets of factors may not be in the same order, we compute correlation scores via a maximum bipartite matching. In Fig. 1 , we plot the correlation of the factors from the Enron word-document count matrix for various compression factors. At a fixed quality level of 0.5 (as measured by correlation), we are able to achieve 4× speedups by operating in the compressed space, and are able to recover back the solution in the original space to small error using compressive sensing, even for 10× compression.
Tensor Decomposition. The CHB-MIT Scalp EEG Database [49] is a collection of scalp electroencephalogram (EEG) recordings of children susceptible to epileptic seizures. Each EEG recording consists of 23 real-valued time series; each channel corresponds to a measurement of electrical activity in the different region of the brain. We preprocess one EEG trace from the dataset (CHB01) by computing the spectrogram of each channel. This yields a non-negative tensor of size 27804 × 303 × 23 (time×frequency×channel) corresponding to approximately 40 hours of data. We expect that this data should exhibit the desired sparsity property since EEG signals typically exhibit well-localized time-frequency structure. In our experiments, we set the rank to 10. We compute a non-negative decomposition of this tensor using projected CP-ALS [50] . The tensor was projected along the first (temporal) mode using the random projection described in Section 3.1. As with NMF, we treat the factors obtained in the original space at convergence as ground truth and evaluate the mean correlation of the factors via a maximum bipartite matching.
In Fig. 1 (right) , we plot the correlation of each factor over time for three compression ratios. As in our NMF experiments, we observe that for the uncompressed dictionary factors (second and third figures of the EEG data), our approach converges to a good solution with 0.5 correlation 5× faster than running the decomposition along the original dimension. For the compressed factors (first figure of the EEG data) we get a more modest 2× speedup for d/n ≥ 0.1. Fig 2 shows that we are able to accurately recover the original factors even with a 10× compression. We provide additional details regarding this experiment and a qualitative analysis of the resulting decomposition in the Appendix.
Linear Classification. We present empirical results on recovering sparse linear classifiers trained on a compressed feature space. We use the 2-class CENSUSINCOME dataset [48] augmented with 2,500 random binary features sampled iid from Bernoulli(0.5). Including the distractor features, the total dimensionality is n = 2623. We use the standard train-test split of 32,561/16,281. For a range of projection dimensions d, we trained logistic regressors on the compressed data and recovered linear classifiers in the original space using sparse recovery. The sparsity of the random projections was fixed at s = m/50 . In addition to performing sparse recovery by solving the equality-constrained 1 -minimization problem (Eq. 1), we also experimented with less-stringent 2 -ball constraints [51]: P w −w * 2 ≤ ε. In our experiments, we used the heuristic setting ε = ∞ . We also compare the test performance of the recovered classifiers against the test performance obtained by the naive approach of projecting the test data using the random projection P and classifying directly with the weightsw * learnt in the compressed space. Our results for this experiment are summarized in Fig. 3 . The 2 -ball constraint slightly outperforms the stricter equality constraint across all values of d. At d = 400, we achieve ∼ 6.5× compression of the feature space at a loss of 3.7 F1 points versus a classifier trained in the uncompressed space (i.e. 94% of the baseline score). Both recovery techniques significantly outperform the naive approach, highlighting the importance of the denoising effect realized by sparse recovery.
Conclusion
We proposed a simple framework for learning sparse models by combining ideas from dimension reduction and compressive sensing, and theoretical and empirical results illustrate the viability of our approach for NMF and tensor decomposition as well as preliminary results for linear classifiers. A natural direction of future work is to extend these theoretical and experimental results to more models and applications that require learning sparse models. The 10× compression level preserves most of the peaks, but at 20× compression these peaks are lost. The channel dictionary is well-preserved across these levels of compression. 
A Supplementary Experimental Results

A.1 Tensor decomposition of EEG data
Preprocessing. Each channel is individually whitened with a mean and standard deviation estimated from segments of data known to not contain any periods of seizure. The spectrogram is computed with a Hann window of size 512 (corresponding to two seconds of data). The window overlap is set to 64. In order to capture characteristic sequences across time windows, we transform the spectrogram by concatenating groups of sequential windows, following Shoeb and Guttag [49] . We concatenate groups of size three.
Detection of seizures. The original goal of the work by [49] was to train patient-specific classifiers to detect the onset of epileptic seizures. We find that a tensor decomposition of the time series yields a factor that correlates with the onset of seizures, as shown in Fig. 4 . This example illustrates the tradeoff between the compression factor and the fidelity of the recovered modes.
A.2 NMF experiments on synthetic data
We perform experiments on NMF using synthetic data where we can control the sparsity of the true factors to verify how our approach performs if the factors are very sparse. We take n = m and r = 20. We vary n from 1000 to 10000. For M = W H, we set W to be the absolute value of a Figure 5 : Synthetic experiments on NMF. The total number of non zero entries per row of H is fixed to be k = 20 and rank r = 20. We project down to k log n dimensions. We obtain significant asymptotic speedups with negligible change in accuracy in this case. matrix G ∈ R n×r such that the entries of G are independent Gaussian random variables. For each row of H, we fix the number of non-zero entries to be k = 20. We project down to the theoretical limit of d = O(k log n). We can see from Fig. 5a and 5b that we can get significant speedups in this setting, at negligible degradation in accuracy. Of course, this setting is highly artificial, but serves as a sanity check that compressed NMF works. Proof. As in Part (b), we will argue about the row space of the matrix H. By the same argument as in Part (b) ,for any alternative factorization M = W H , the row space of H must equal the row space of M , which equals the row space of H. As the row space of H equals the row space of H, therefore H must lie in the row space of H. Hence our goal we will prove that the rows of H are the sparsest vectors in the row space of H, which implies that for any other factorization M = W H , H 0 < H 0 . Lemma 4 shows that the number of columns which are have at least one zero entry in a subset S of the rows of H grows proportionately with the size of S.
Lemma 4. For any subset S of the rows of H, define N (S) to be the subset of the columns of H which have a non-zero entry in at least one of the rows in S. Then for every subset S of rows of H, |N (S)| ≥ min{4|S|k/5, n/200} with high probability.
Proof. Consider a bipartite graph G with r nodes on the left part U corresponding to the r rows of H, and n nodes on the right part V corresponding to the n columns or indices of each factor. The ith node in U has an edge to k nodes in V corresponding to the non-zero indices of the ith row of H. Note that |N (S)| is the neighborhood of the set of nodes S in G. From Part 1 of Lemma 5, the graph G is a (γ 1 r, 4/5) expander with failure probability re −βk /n for γ 1 = n/(rke 5 ) and a fixed constant β > 0.
Lemma 5. Randomly choose a bipartite graph G with n 1 vertices on the left part U and n 2 vertices on the right part V such that every vertex in U has degree D. Then, 1. For every n 1 , n 2 , n 1 < n 2 , G is a (γn 1 , 4/5) expander for D ≥ c for some fixed constant c and γn 1 = n2
De 5 except with probability n 1 e −βD /n 2 for a fixed constant β > 0.
2. For every n 1 , n 2 , n 2 < n 1 , G is a (γn 1 , 4/5) expander for D ≥ c log n 1 for some fixed constant c and γn 1 = n2
De 5 except with probability 1/n 2 .
As G is a (γ 1 r, 4/5) expander, every set of |S| ≤ γ 1 r nodes has at least 4|S|k/5 neighbors. A set of size |S| > γ 1 r nodes, must include a subset of size γ 1 r which has 4n/(5e 5 ) ≥ n/200 neighbours, and hence every set of size |S| > γ 1 r has at least n/200 neighbors. Therefore, for every subset of S rows, |N (S)| ≥ min{4|S|k/5, n/200} with failure probability re −βk /n.
We now show the second part of the proof-that for any subset S of the rows, every linear combination of all S rows must have |N (S)| − |S| non-zero entries. The following simple Lemma is a restatement of a result from from Spielman et al. [42] . We provide a proof in the appendix for completeness. Define a vector x as fully dense if all its entries are non-zero.
Lemma 6.
Let Ω ∈ {0, 1} n×n be any binary matrix with at least one nonzero in each column. Let U = Ω Y where each entry of Y is drawn independently from N (0, 1). Then with probability one in the random matrix V , the left nullspace of U does not contain a fully dense vector.
Proof. Let N i be the null space of the first i columns of U , we define N 0 = R n . We will show that with probability one, either N i does not contain a fully dense vector, or rank(N i ) = n − i. The proof proceeds by induction. Consider i = 1. Consider any full dense vector x ∈ R n . As every column of U has at least one non-zero entry, the probability that x is orthogonal to the first column U 1 is exactly zero. This is because the non-zero entries of U 1 are independent Gaussian random variables, hence the probability that any fixed linear combination is zero is exactly zero. Hence rank(N 1 ) = rank(N 0 ) − 1 = n − 1 with probability 1. Consider the jth step. By the induction hypothesis, either N j does not contain any fully dense vector, or rank(N j ) = n − j. If N j does not contain any fully dense vector, then we are done as this implies that N j+1 also does not contain a fully dense vector. Let N j contain a fully dense vector x. The (j + 1)th column U j+1 of U has at least one non-zero entry, and the entries are independent of the previous columns. The probability that x is orthogonal to U j+1 is zero, by the previous argument. Hence with probability one, either N j+1 does not contain a fully dense vector, or rank(N j+1 ) = rank(N j+1 ) − 1 = n − j − 1. This proves the induction argument. Therefore, with probability 1, either rank(N n ) = 0 or N n does not contain a fully dense vector. Hence the left null space of U does not contain a fully dense vector.
We now complete the proof for the first part of Theorem 1. Consider any set S of the rows of H. Consider any linear combination v ∈ R n of the set S rows, such that all the combination weights x ∈ R |S| are non-zero. By Lemma 4, |N (S)| ≥ min{4|S|k/5, n/200} with failure probability re −βk /n. We claim that v has more than |N (S)| − |S| non zero entries. We prove by contradiction. Assume that v has at most |N (S)| − |S| non zero entries. Consider the submatrix U of H corresponding to the S rows and N (S) columns. If v has |N (S)| − |S| or fewer non zero entries, then there must be a subset S of the |N (S)| columns of U with |S | = |S|, each of which has at least one non-zero entry, and such that the fully dense vector x lies in the left null space of S . But by Lemma 6, the probability of this happening is zero. Hence v has more than |N (S)| − |S| non zero entries. Note that |N (S)| − |S| ≥ 7k/5. Hence any linear combination of more than one row of H has more than 7k/5 non-zero entries with failure probability re −βk /n. Hence the rows of H are the sparsest vectors in the row space of H with failure probability re −βk /n. Proof. Recall that in the proof of Lemma 4, we considered a bipartite graph corresponding to the r rows and the n indices. After the projection step, the n indices are projected to d dimensions, and the projection matrix is a (γ 2 n, 4/5) expander with γ 2 = d/(nke 5 ). We can now consider a tripartite graph, by adding a third set W with d nodes. We add an edge from a node i in V to node j in W if P (j, i) = 1. For any subset S of rows ofH, N (S) are the set of nodes in W which are reachable from the nodes S in U . By Lemma 4, the number of neighbors in V of any set S of nodes in U is of size at least min{4|S|k/5, n/200} with failure probability re −βk /n. As the projection matrix P is a (γ 2 n, 4/5) expander with γ 2 = d/(npe 5 ), every subset of size t in V has at least min{4tp/5, d/200} neighbors in W . By combining this argument with Lemma 4, it follows that for every subset of S rows of H, |N (S)| ≥ min{16|S|kp/25, d/200} with failure probability re −βk /n.
. . , v n ) ∈ R n be a vector of n independent N (0, 1) random variables. For any subset S ⊆ {1, . . . , n}, let v(S) ∈ R |S| refer to the subset of v corresponding to the indices in S. Consider t such subsets S 1 , . . . , S t . Let each set S i defines some linear relation α some α Si ∈ R |Si| . Assume that the variable v i appear in the set S i . Then the probability distribution of the set of variables {v t+1 , . . . , v n } conditioned on the linear relations defined by S 1 , . . . , S t is still continuous and its density function has full support. In particular, any linear combination of the set of variables {v t+1 , . . . , v n } has zero probability of being zero.
Proof. We prove by induction. For the base case, note that without any linear constraints, the set of n random variables {v 1 , · · · , v n } is continuous and has full support as the random variables v i are independent Gaussian. Consider the jth step, when linear constraints defined by the sets S 1 , · · · , S j have been imposed on the variables. We claim that the distribution of the set of random variables {v j+1 , · · · , v n } is continuous and has full support after imposition of the constraints S 1 , · · · , S j . By the induction hypothesis, the distribution of the set of random variables {v j , · · · , v n } is continuous and has full support after imposition of the constraints S 1 , · · · , S j−1 . Note that the linear constraint S j can be satisfied for any assignment to the subset of variables {v j+1 , · · · , v n } which appear in the constraint S j , as v j can be chosen appropriately because by the induction hypothesis it has full support conditioned on the previous constraints S 1 , · · · , S j−1 . Hence the probability distribution of the set of variables {v j+1 , · · · , v n } is still continuous and has full support after adding the constraint S j .
C Guaranteed recovery for tensors in the projected space
We can prove a stronger result for symmetric, incoherent tensors and guarantee accurate recovery in the compressed space using the tensor power method. The tensor power method is the tensor analog of the matrix power method for finding eigenvectors. It is equivalent to finding a rank 1 factorization using the Alternating Least Squares (ALS) algorithm. Incoherent tensors are tensors for which the factors have small inner products with other. We define the incoherence µ = max i =j {|A T i A j |}. Our guarantees for tensor decomposition follow from the analysis of the tensor power method by Sharan and Valiant [52] . Proposition 2 shows guarantees for recovering one of the true factors, multiple random initializations can then be used for the tensor power method to recover back all the factors (see Anandkumar et al. [53] ). Proposition 2. Consider a n-dimensional rank r tensor T = r i=1 w i A i ⊗ A i ⊗ A i . Let c max = max i =j |A T i A j | be the incoherence between the true factors and γ = wmax wmin be the ratio of the largest and smallest weight. Assume γ is a constant and µ ≤ o(r −2 ). Consider a projection matrix P ∈ {0, ±1} n×d where every row has exactly p non-zero entries, chosen uniformly and independently at random and the non-zero entries have uniformly and independently distributed signs. We take d = O(r 4 log r) and p = O(r 2 log r). LetÃ = AP andT be the d dimensional projection of T , henceT = k i=1 w iÃi ⊗Ã i ⊗Ã i . Then, 1. For the original tensor decomposition problem, if the initialization x 0 ∈ R n is chosen uniformly at random from the unit sphere, then with high probability the tensor power method converges to one of the true factors of A (say the first factor A 1 ) in O(r(log r + log log n)) steps, and the estimate A 1 satisfies A 1 − A 1 2 2 ≤ O(r max{µ 2 , 1/n 2 }).
2. For the projected tensor decomposition problem, if the initialization x 0 ∈ R d is chosen uniformly at random from the unit sphere, then with high probability the tensor power method converges to one of the true factors ofT (say the first factorÃ 1 ) in O(r(log r + log log d)) steps, and the estimateÃ satisfies Ã . To show Claim 2 we need to ensure that the incoherence parameter in the projected space is small. We use the Johnson Lindenstrauss property of our projection matrix to ensure this. A matrix M is regarded as a Johnson Lindenstrauss matrix if it preserves the norm of a randomly chosen unit vector x up to a factor of (1 ± ), with failure probabilty δ.
We use the results of Kane and Nelson [19] who show that with high probability a matrix P ∈ {0, ±1} n×d where every row has p non-zero entries, chosen uniformly and independently at random and the non-zero entries have uniformly and independently distributed signs, preserves pairwise distances to within a factor for d = O( −2 log(1/δ)) and p = Θ( −1 log(1/δ)).
It is easy to verify that inner-products are preserved to within an additive error if the pairwise distances are preserved to within a factors of (1 ± ). By choosing δ = 1/r 3 and doing a union bound over all the r 2 pairs of factors, the factors are (µ ± ) incoherent in the projected space with high probability if they were µ incoherent in the original space. Setting = r −2 log −1 r ensures that µ + = o(r −2 ). Claim 2 now again follows from Theorem 3 of Sharan and Valiant [52] .
D Proof of expander property: Lemma 5
In this section, we provide a proof of our claim that randomly chosen projection matrix is an expander with the desired expansion. This is Part 2 of Lemma 5. Part 1 is used in the proof of uniqueness for NMF (Lemma 4).
Proof. Consider any subset S ⊂ U with |S| ≤ γn 1 . Let P(N (S) ⊆ M ) denote the probability of the event that the neighborhood of S is entirely contained in M ⊂ V . P(N (S) ⊆ M ) ≤ |M | n2 D|S| . We will upper bound the probability of G not being an expander by upper-bounding the probability of each subset S ⊂ U with |S| ≤ γn 1 not expanding. Let P(S) denote the probability of the neighborhood of S being entirely contained in a subset M ⊂ V with M < α|S|D. By a union bound, P(G is not a (γn 1 , α) expander) ≤ 
