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E-mail address: borsi@math.uniﬁ.it (I. Borsi).The aim of this paper is to propose a very simple way of computing the quantities relevant
to the lifetime of a granular active carbon (GAC) ﬁlter. Our analysis is based on a sorption
law, which, being linear separately in the adsorbed and non-adsorbed pollutant concentra-
tions, allows the explicit computation of solutions in the form of a travelling wave. It is
then easy to realize that, if the wave speed is much smaller than the advection velocity
in the ﬁlter (as it happens in usual cases), then the travelling wave is an excellent approx-
imation of the real proﬁle of the pollutant concentration. The model is calibrated using lab-
oratory experiments on a reduced scale. A linear stability analysis of the travelling waves is
performed. Phenomena of diffusion–dispersion are neglected, however their effects are
considered in the last sections, showing when they are really negligible and how they
may inﬂuence the wave shape. The case of more pollutant species competing for the same
adsorption sites on the GAC is also considered.
 2010 Elsevier Inc. All rights reserved.1. Introduction
Carbon has been used as an adsorbent for many centuries. The Egyptians in 2000 BC used the active carbons in the form of
carbonized wood charcoal for medicinal purposes and for purifying water and air. Other early uses of carbon were reported
for sugar solution puriﬁcation.
Nowadays, the ability of activated carbons to remove a large variety of compounds from contaminated water has led to its
increased use in industry. In particular, the exploitation of carbon ﬁlters covers different ﬁelds, like drinking water plants,
industrial waste water treatment, food industry, and so on.
Several mathematical models have been proposed in order to simulate the behaviour of GAC ﬁltration plants.
One of the pioneer modelling studies was the work by Bohart and Adams [1], where the authors set a system of two PDEs
describing the evolution of the solute concentration and the density of the activated sites. The model was carried out assum-
ing a steady state for the solute transport equation and a ﬁrst order kinetics for the sites saturation.
Henceforth, that model has been applied adding several features (see [2–5] and the reference therein).
The model here studied belongs to the category of chemical kinetic type models (see [6]) and it is particularly simple,
being based on a kinetics sorption law which is linear separately in the adsorbed and non-adsorbed pollutant concentrations.
The main contribution of the paper consists in examining the possibility of using easily computable solutions in the form of
travelling waves in order to effectively approximate the evolving proﬁle of the pollutant concentration in a real GAC ﬁlter.
The wave speed a can be readily found in terms of the data, and comparing it with the advection velocity v imposed through. All rights reserved.
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tion law can be replaced by a more general one; in that case explicit computation is no longer possible, but the illustrated
procedure remains valid. In any case, the conclusions reached using the linear kinetics keep their qualitative validity. Such an
approach allows to estimate the lifetime of the GAC ﬁlter in a very simple and practical way. Differently from [1], we con-
sider the transport equation for the pollutant in a transient condition, along with a nonlinear kinetics for the adsorbed
matter.
The reader is referred also to [7–9] and the reference therein for the application of similar methods in the context of soils
pollution and remediation.
The paper is organized as follows: in Section 2 we formulate the model and we derive the travelling wave solution. In
Section 3 we compare the simulation results with some experimental data referring to the Rapid Small Scale Test (RSST) car-
ried out in [10]. The RSST consists in a column of 2–3 cm, loaded with a GAC. This apparatus is used to simulate the perfor-
mance of a pilot or a full scale system. Because of the similarity of mass transfer processes and hydrodynamic characteristics
between the test column and the full scale device, performances are expected to be similar. Due to its small size, the RSST
requires a much shorter time and less volume of water, compared to pilot columns. This experimental procedure is com-
monly used to estimate the GAC performance (see [4], for instance).
Exploiting this fact, we produce very simple formulas to compute quantities of particular relevance, like the breakthrough
curve, the breakthrough time, and the critical bed depth. The agreement with experimental data is excellent and the compu-
tational method is fast and simple at least as the statistical ones belonging to nonlinear regression type (see [11], for
instance).
The study of the travelling wave solutions is complemented with the investigation of the time evolution of small distur-
bances, showing (Section 4) that they tend to zero exponentially in time. To complete our analysis we will study (Section 5)
also the case in which two ore more pollutant species compete for the same absorption sites in the GAC. We will see that, a
wave can be generated only if all species possess the same Langmuir constant.
The analysis carried out up to Section 5 included is based on the hypothesis that advection is the dominant transport
mechanism for the pollutant. In Section 6 we investigate the possible inﬂuence of diffusion–dispersion. While the wave
speed is never affected, diffusion can modify the shape of the wave front.
2. Model deﬁnition
Let us denote by c the solute concentration in water,c ¼ mass of pollutant
volume of water
; ½c ¼M=L3;while s is deﬁned ass ¼ mass of adsorbed solute
mass of adsorbent ðcarbonÞ ; ½s ¼ ½—:We stipulate the following adsorption/desorption kinetics (see [12]),@s
@t
¼ kaðsmax  sÞc  kds; ð2:1Þwhere smax is the maximum admissible value for s (0 < smax < 1), while ka and kd are the adsorption and desorption constants,
respectively. We have [ka] = L3M1T1 and [kd] = T1.
Notice that the equilibrium solution of (2.1) iss ¼ smax ðka=kdÞc1þ ðka=kdÞc ; ð2:2Þwhich corresponds to the well-known Langmuir isotherm relationship between adsorbate and adsorbent, to be used in batch
experiment analysis for estimating the parameters ka and kd. Actually, after an experimental test, the data ﬁtting process pro-
vides the value of smax and of the Langmuir parameter K = (ka/kd), [K] = L3 M1.
Remark 2.1. Several different forms of adsorption and desorption kinetics can be found in the literature (see [13], for
instance). In particular, in (2.1) a more general dependence on s can be assumed for the adsorption term. In that case it is in
general no longer possible to obtain the explicit solutions we are going to derive, but the same procedure can be followed
numerically.
The water ﬂux through the ﬁlter is prescribed, so that the complete system, coupling the evolution of s with the advec-
tion–adsorption equation for c is/
@c
@t
þ q @c
@x
¼ qb
@s
@t
; ð2:3Þ
@s
@t
¼ kaðsmax  sÞc  kds: ð2:4Þ
1870 I. Borsi et al. / Applied Mathematical Modelling 35 (2011) 1868–1880where x is the spatial coordinate corresponding to the ﬁlter length, so that x = 0 represents the inlet surface and x = L the
outlet, q is the volumetric velocity of water through the bed, assumed to be a given constant, [q] = L T1, / is the bed porosity,
and qb is the bulk density of the adsorbent, [qb] = M L3.
Notice that in (2.3) the diffusion–dispersion term is not considered, since it can be easily checked that normally this trans-
port mechanism is negligible with respect to advection. We will return to this point later on.
To evaluate the characteristic time of the leading process, we rescale the variables as follows:x! x=L; t ! t=Ta; c ! c=co; s! s=smax;
where c0 is the maximum concentration corresponding to the value of c at the inlet, andTa ¼ 1kac0
is the characteristic time scale of the adsorption process.
Keeping the same notation for the dimensionless quantities, system (2.3) and (2.4) reads as@c
@t
þ v @c
@x
¼ l @s
@t
; ð2:5Þ
@s
@t
¼ ð1 sÞc  bs; ð2:6Þwhere the following dimensionless quantities appear:v ¼ q
/kac0L
; ð2:7Þ
l ¼ qb
smax
/c0
; ð2:8Þ
b ¼ kd
kac0
: ð2:9Þ2.1. Travelling waves
We want to ﬁnd a solution of (2.5) and (2.6) in the travelling wave form, namelyc ¼ Cðx atÞ; s ¼ Sðx atÞ; g ¼ x at;
where a is the wave velocity, which will be determined soon.
Moreover, we impose that the solution obeys the following conditions:Cðþ1Þ ¼ 0; Cð1Þ ¼ 1; ð2:10Þ
Sðþ1Þ ¼ 0; Sð1Þ ¼ S1; ð2:11Þwhere S1 = 1/(1 + b) is the equilibrium solution corresponding to C = 1.
Eqs. (2.5) and (2.6) are now written as aC0 þ vC 0 ¼ laS0; ð2:12Þ
 aS0 ¼ ð1 SÞC  bS: ð2:13ÞIntegrating (2.12) on (g, +1) we haveC 1 v
a
 
¼ lS; ð2:14Þand for n? 1 we obtain the expression of the wave velocity:a ¼ v
1þ lS1 : ð2:15ÞFrom (2.15) and (2.14) we obtainC ¼ S
S1
: ð2:16ÞExpression (2.16) can be used in (2.13) to obtain the differential equation for S, i.e.ðaS1ÞS0 ¼ S½bS1  ð1 SÞ:
The latter, recalling the deﬁnition of S1 can be written asS0
SðS1  SÞ ¼ 
1
aS1
;
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S0
dZ
ZðS1  ZÞ ¼ 
1
aS1
g;where S0 = S (g = 0) can be taken arbitrarily in (0,S1). Choosing S0 = S1/2 (i.e. centering the wave at g = 0), we obtain the fol-
lowing explicit solution for S,SðgÞ ¼ S1 expðg=aÞ
1þ expðg=aÞ ; ð2:17Þand thereforeCðgÞ ¼ expðg=aÞ
1þ expðg=aÞ : ð2:18Þ2.2. Analysis of the solution
Solution (2.18) is a realistic representation for the ﬁlter of ﬁnite length only if the wave ‘‘front” is thin enough. The front
thickness can be deﬁned as the distance between the extremal points of the second derivative of the wave proﬁle. If we de-
ﬁne g* and g^ the points at which jC00j is maximum, after some algebra we obtaing ¼ a logð2
ﬃﬃﬃ
3
p
Þ; g^ ¼ a logð2þ
ﬃﬃﬃ
3
p
Þ; ð2:19ÞandCðgÞ ¼ 1
3
ﬃﬃﬃ
3
p ¼ 0:79; Cðg^Þ ¼ 1
3þ
ﬃﬃﬃ
3
p ¼ 0:21:Therefore, we deﬁnea :¼ g^ gð Þ ¼ a log 2þ
ﬃﬃﬃ
3
p
2
ﬃﬃﬃ
3
p
 !
’ 1:14a: ð2:20ÞBasically, a corresponds to the so-called Mass Transfer Zone (MTZ), namely the zone of the GAC (at any ﬁxed time) in which
most of the adsorption process takes place (see [10], for instance). From (2.20) we see that the slower the wave is, the thinner
is the MTZ, identiﬁable as the wave front. The wave may effectively approximate the solution in a ﬁlter of ﬁnite length if
a 1, i.e. if a 1. Moreover, ðCðgÞ  Cðg^ÞÞ ’ 0:58 means that about 60% of the pollutant adsorption takes place through
the MTZ.
2.3. Applications: the expression for the breakthrough conditions
Once we are conﬁdent that, with the exception of a fast transient, the travelling wave solution approximates reasonably
well the proﬁles of c and s along a ﬁnite ﬁlter, we can use it to estimate some parameters of practical importance.
In particular, it is useful to evaluate the so-called ﬁlter breakthrough, namely a set of conditions indicating that the large
majority of the adsorbent sites are saturated, so that the ﬁlter is exhausted.
To carry out such an analysis, it is necessary to return to the dimensional variables. Recalling the expression of the wave
velocity (2.15), we obtain1
a
¼ ðkac0/þ /kd þ kaqbsmaxÞkac0
kac0 þ kd
 
L
q
¼: C L
q
;where we have deﬁned the quantity C ¼ a qL, [C] = T1. Therefore, the dimensional form of c(x, t) iscðx; tÞ ¼
c0 exp  x Cq  ðkac0Þt
 n o
1þ exp  x Cq  ðkac0Þt
 n o ; ð2:21Þ
from which we obtain the expression for the breakthrough curvegðtÞ ¼ cðL; tÞ
c0
¼
exp  C Lq ðkac0Þt
 n o
1þ exp  C Lq ðkac0Þt
 n o : ð2:22Þ
Expression (2.22) can be used also to calculate the expression for the time as a function of the concentration reached at the
outlet. As a matter of fact, after some simple calculation we get
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kac0
 
L
q
 1
kac0
log
c0
cðL; tÞ  1
 
; ð2:23Þwhich is consistent with the expression found by Thomas (see [2] for details).
A practical application of (2.23) is the estimate of the breakthrough time tb at which the outlet concentration c(L, t)
achieves a limit concentration cb (which in general is the maximum admissible percentage of the inlet concentration), i.e.tb ¼ Ckac0
 
L
q
 1
kac0
log
c0
cb
 1
 
¼ Ta 1a  log
c0
cb
 1
  
: ð2:24ÞNotice that tb ¼ twave  t, with
 twave ¼ Taa the time employed by the travelling wave to sweep the whole length of the ﬁlter;
 t ¼ Ta logðc0cb  1Þ the time at which, the concentration C achieves the threshold value cb at x = 0.
Another application is the computation of the so-called critical bed depth (L0), namely the theoretical depth of the ﬁlter
such that at the initial time t = 0 the concentration c(L, t) equals a critical concentration cmin, which in general is the minimum
value detectable by instruments (see [5]). From (2.22) we have,L0 ¼ qC log
c0
cmin
 1
 
: ð2:25Þ3. Model calibration
The expression (2.22) obtained by the travelling wave solution can be compared with the data measured in a real plant, so
that the model parameters can be calibrated. In particular, only two parameters (i.e. ka and C) have to be taken into account.
In general, in order to collect a large variety of data, the experiments are made via the so-called Rapid Small-Scale Column
Tests (RSSCT), since the design of full-scale adsorbers typically includes time-consuming and expensive pilot-scale
experiments.
Therefore, we compared our model with a particular RSSCT (see [10]) in order to ﬁnd the best values of ka and C for that
speciﬁc application.
The experiment was based on the method of high pressure mini-column (HPMC), in which a plastic column with an inner
diameter of 4 mm is used. The column is ﬁlled up to 5.5 cm by a GAC of the type TL 830, whose size is 0.0415 mm. The other
parameters of the test are reported in Table 1.
In order to compute the best values of ka and C we used a minimization algorithm written in Python language and based
on the well-known least-squares method.Table 1
Model parameters.
Measured data
smax 6.77e2
c0 1.84e3 kg/m3
qs 4.88e+2 kg/m3
/ 0.55
L 5.5e2 m
q 4.22e3 m/s
cb/c0 0.9
cmin/c0 0.09
Output of calibration
K 2.21e+3 m3/kg
ka 2.32e2 m3/(kg s)
kd = ka/K 1.05e5 s1
Analytical condition (see Section 2)
a 0.41
a 0.47
v 3.27e+3
a/v 1.26e4
1/(4a) 0.61
twave 15.80 h
t 14.30 h
tb 1.50 h
0 500 1000 1500
0.4
0.5
0.6
0.7
0.8
0.9
1
Time [min]
g(
t)=
c(
L,
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c 0
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Data
Fig. 1. The breakthrough curve g(t): comparison of the simulation with measured data, referred to an RSSCT – see Table 1.
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in Fig. 1.
In Table 1 we report also the estimate of the analytical conditions found in Section 2, which conﬁrm the validity of the
travelling wave approximation.
4. Linear stability analysis
We want to investigate the inﬂuence of small perturbations to the travelling wave solution. To this end we consider the
system (2.5) and (2.6) for the functionscðx; tÞ ¼ Cðx atÞ þ cðx; tÞ;
sðx; tÞ ¼ Sðx atÞ þ rðx; tÞwith the datacðx;0Þ ¼ c0ðxÞ; rðx; 0Þ ¼ r0ðxÞ;
both 1 and continuous in (1, +1).
Theorem 4.1. Small continuous disturbances to the travelling wave (C,S) die out exponentially in time.Proof. We study the system supposing that the product cr is negligible. Thus we get@c
@t
þ v @c
@x
¼ l @r
@t
; ð4:1Þ
@r
@t
¼ ð1 SÞc Cr: ð4:2ÞLet us computeZ t
h
Cðx asÞds ¼ log 1þ e
x=aþt
1þ ex=aþh
 
;and soe
R t
h
CðxasÞ ds ¼ 1þ e
x=aþh
1þ ex=aþt
takes values in (eht,1) for x 2 (1, +1).
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x=a
1þ ex=aþt þ
Z t
0
cðx; hÞ 1 S1 e
ðxahÞ=a
1þ eðxahÞ=a
 
1þ ex=aþh
1þ ex=aþt dh: ð4:3ÞThe ﬁrst term on the r.h.s. of (4.3) tends to zero exponentially as t goes to inﬁnity. The absolute value of the second term is
less thanZ t
0
jcðx; hÞjdh:If we write (4.1) in the form@c
@t
þ v @c
@x
¼ l ð1 SÞc Cr½ ;and we integrate along the characteristics x = x0 + vt, we immediately conclude that we end up with the Grownwall inequal-
ity, i.e.kckt 6 jc0jelðx0þvtÞ þ jr0jeðtÞ þ
Z t
0
kckh dh;wherekckt ¼ sup
s2ð0;tÞ
jcðxþ vt; tÞj;and e(t)? 0 exponentially in t.
The conclusion is that both r and c tend to zero exponentially in t (thus justifying the fact that we have neglected their
product). h5. The case of several pollutant species competing for the same sites
Let us assume that the water is contaminated by N different species, whose concentrations are ci(x, t), for i = 1, . . . ,N, and
that are adsorbed by the same sites of the GAC (if each species has its own adsorbing sites, then Nwaves are guaranteed, with
the same modality illustrated in Section 2). In our case we have N adsorption/desorption kinetics and system (2.3) and (2.4)
reads as follows:/
@ci
@t
þ q @ci
@x
¼ qb
@si
@t
; ð5:1Þ
@si
@t
¼ ka;i smax 
X
j
sj
 !
ci  kd;isi; ð5:2Þwhich holds true for i = 1, . . . ,N and where ka,i, kd,i are the adsorption and desorption coefﬁcients for the ith species,
respectively.
Now we pass to the dimensionless variables (see Section 2 for notation) and we look for a travelling wave solution, intro-
ducing the variable g = (x  at).
Therefore, the system to be solved for i = 1, . . . ,N reads as aC0i þ vC 0i ¼ liaS0i; ð5:3Þ
 aS0i ¼ 1
X
j
Sj
 !
Ci  biSi; ð5:4Þendowed with the conditionsCiðþ1Þ ¼ 0; Cið1Þ ¼ 1; ð5:5Þ
Siðþ1Þ ¼ 0; Sið1Þ ¼ Si;1; ð5:6Þwhere Si,1 is the ith equilibrium solution corresponding to Ci = 1.
In particular, for any i the equilibrium equation is1
X
j
Sj;1
 !
 biSi;1 ¼ 0: ð5:7Þ
I. Borsi et al. / Applied Mathematical Modelling 35 (2011) 1868–1880 1875Summing w.r.t. i we getS1 ¼ 1=b
1þ 1=b ; ð5:8Þwhere we deﬁnedS1 ¼
X
j
Sj;1;
1
b
¼
X
j
1
bj
:Exploiting (5.8) in (5.7) we haveSi;1 ¼ 1bi
1
1þ 1=b : ð5:9ÞMoreover, proceeding as in Section 2, we integrate (5.3) and we obtain the wave speed,a ¼ v
1þ liSi;1
: ð5:10ÞNotice that in (5.10) the r.h.s. has to be independent on i and this fact imposes a constraint on the parameters, i.e.liSi;1 ¼ const: 8i ¼ 1; . . . ;N: ð5:11Þ
Recalling thatli ¼ qb
smax
/ci;0
 
and bi ¼
kd;i
ka;ici;0
 
;we haveliSi;1 ¼ qb
smax
/
ka;i
kd;i
1
1þPj ka;jcj;0kd;j
2
4
3
5;so that constraint (5.11) in the end implies that the Langmuir parameter ka;ikd;i
 
is the same for any species.
Assuming that condition (5.11) is satisﬁed, we can proceed as in Section 2. Using the expression of the wave speed we can
immediately obtain the relationshipCi ¼ SiSi;1 ; ð5:12Þand thus from (5.4) we have the system for Si,aS0i  biSi þ ð1 SÞ
Si
Si;1
¼ 0; ð5:13Þwhere we introduced S ¼PjSj.
Dividing by aSi and deﬁning wi(g) = log(Si(g)), (5.13) reads aswiðgÞ  wi;0 ¼
bi
a
 1
a
S1
 
þ 1
aSi;1
Z g
0
Sðg0Þdg0;being wi,0 =wi(0) an arbitrary initial value. For instance we can set wi(0) = log(Si,1/2). Therefore, in terms of Si we haveSiðgÞ ¼ Sið0Þ exp bia 
1
aS1
 
þ 1
aSi;1
Z g
0
Sðg0Þdg0
	 

; i ¼ 1; . . . ;N: ð5:14ÞSumming w.r.t. i, we get the following expression for S:SðgÞ ¼
X
j
Sið0Þ exp biai 
1
aiS1
 
þ 1
aiSi;1
Z g
0
Sðg0Þdg0
	 

; ð5:15Þwhich is a nonlinear Volterra integral equation of the second type, which is known to be uniquely solvable (see [14], for in-
stance). Then (5.14) provides the expression for Si, and so for Ci via (5.12).
6. Travelling wave solutions with diffusion
Consider a diffusivity D ’ 1010 m2/s and deﬁne
Fig. 2.
parame
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2
D
:Using the values of Table 1, we have TD ’ 3.6  107 s. We may compare it with the advection time /Lq ’ 10 s, which is cer-
tainly much shorter, justifying the approach of Section 2.
Nevertheless, we have to keep in mind that a travelling wave spends an inﬁnite time to pass from the equilibrium (1,S1)
to (0,0). Therefore the argument based on comparing characteristic times may look not completely appropriate. More in gen-
eral we want to see how diffusion may possibly modify the waves proﬁle.
Let us write down the governing equation for c including diffusion–dispersion, directly in the non-dimensional form:@c
@t
þ v @c
@x
 s @
2c
@x2
¼ l @s
@t
; ð6:1Þwhere s ¼ TaTD ¼ Oð10
3Þ.
The ﬁrst thing we note is that, since v 1, we expect that c has a ﬂat proﬁle for most of the time, except when the deriv-
atives @c
@t,
@2c
@x2 become signiﬁcantly large. Therefore we conclude that, while diffusion does not alter the main structure of the
travelling wave (not even the wave speed, as we shall see), it will contribute to determine the shape of its front.
The new differential system for the functions C(x  at), S(x  at) isC0 ¼ A C  S
S1
 
; ð6:2Þ
S0 ¼ B 1
S1
 1
 
S ð1 SÞC
	 

; ð6:3ÞwhereA ¼ lv
sð1þ lS1Þ ; B ¼
1þ lS1
v ¼
1
a
: ð6:4ÞIndeed, it is easy to check that the wave speed a is exactly the same as before, see (2.15).
A travelling wave takes from (S = S1, C = 1) at 1 to (0,0) at +1. We need S(g), C(g) to be decreasing. Thus the trajectory
of (6.2) and (6.3) in the (S,C) plane corresponding to a travelling wave has to lie in the set where C0 < 0 and S0 < 0, namelyS
S1
1 S1
1 S < C <
S
S1
;which is the subset of the rectangle (0,S1)  (0,1) bounded by the curves C = S/S1, C ¼ S=S1 1S11S (Fig. 2). Actually, the trav-
elling wave trajectory turns out to be the separatrix of the trajectories crossing the line C = S/S1 (with a minimum for C) and
those crossing the line C = (S/S1)(1  S1)/(1  S) (with a minimum of S), see Fig. 3.
It can be checked, by means of a linearised analysis, that:A representation of the set that has to include the travelling wave, in the phase portrait (S,C), for C 2 (0,1) and S 2 (0,S1). According to the
ters listed in Table 1, we have S1 	 0.80.
Fig. 3. Trajectory of the travelling wave in the phase portrait (S,C), for C 2 (0,1) and S 2 (0,S1). According to the parameters listed in Table 1, we have
S1 	 0.80.
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2. (0,0) is a saddle point (eigenvalues of opposite sign).
3. The travelling wave trajectory is tangent at the origin to the eigensubspace corresponding to the negative eigenvalue,
i.e.1 Sincm ¼ 12 Aþ B
1
S1
 1
 

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Aþ B 1
S1
 1
  2
þ AB
s8<
:
9=
;: ð6:5Þ
Thus the travelling wave trajectory is the heteroclinic connecting the ‘‘initial” and ‘‘ﬁnal” state. Note that time
runs in the opposite direction as g. Therefore the point (S1,1) is actually seen by the physical system as a strong
attractor.6.1. Numerical simulations
The property illustrated in Fig. 3 allows to set up a numerical procedure for constructing the travelling wave. More in de-
tail, from (6.2) and (6.3) we write the following equation:dC
dS
¼ A
B
C  SS1
1
S1
 1
 
S ð1 SÞC
: ð6:6ÞIn order to select a convenient starting point we use the knowledge of the eigensubspace at the saddle point (0,0), corre-
sponding to the negative eigenvalue (6.5). Then, we can take a starting point on that line, sufﬁciently close to the origin.
This allows us to circumvent the difﬁculty that dCdS ¼ 0 in (0,0). If we use the approximationdC
dS
’ C
S

 Y; ð6:7Þsince S 1, from (6.6) we getY ’ A
B
Y  1S1
1
S1
 1 Y ; ð6:8Þwhose solution is1e we want S and C both positive, we disregarded the negative solution.
Fig. 4. Comparison between analytical solution (2.17) and (2.18) and the numerical solutions in case of diffusion, corresponding to B = 320 and Case (i):
A = 32; Case (ii): A = 320.
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1
S1
 1 AB þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
S1
 1 AB
 2
þ 4 1S1 AB
r
2
; ð6:9Þproviding the slope of the eigensubspace of the negative eigenvector. In Figs. 4 and 5 we report the plots of the numerical
solutions related to different values of the dimensionless quantity A and B, as speciﬁed in the ﬁgures captions.
Actually, from Eq. (6.6) it is clear that what is relevant for estimating the effect of diffusion is the order of magnitude of
the ratio (A/B). In particular, the effect of diffusion is noteworthy only if (A/B) is at most O(1), see Fig. 4. Using the parameters
listed in Table 1 we get (A/B)  O(103) and therefore we may conclude that in that speciﬁc picture the diffusion is deﬁnitely
negligible.
Nevertheless, diffusion may play a signiﬁcant role just considering a slower ﬂow in an industrial plant and/or a great-
er pollutant concentration. Such a conclusion coincides with what previously stated in Cooney’s paper, see [15]. For
example, hereafter we list two sets of parameters for which diffusion is no longer negligible. We notice that the quality
Fig. 5. Comparison between analytical solution (2.17) and (2.18) and the numerical solutions in case of diffusion, corresponding to B = 320 and Case (iii):
A = 3200; Case (iv): A = 8000.
I. Borsi et al. / Applied Mathematical Modelling 35 (2011) 1868–1880 1879of the travelling wave approximation is still good, as the analytical conditions of Section 2 are satisﬁed (see the values of
a and v).D = 1010 m2 s1L = 2.2 m (A/B)  O(1)
c0 = 0.01 kg/m3 a = 1.16e4
q = 1.7e4 m/s v = 0.4910 2 1D = 10 m s
L = 2.2 m (A/B)  O(101)
c0 = 0.01 kg/m3 a = 3.7e5
q = 5.38e4 m/s v = 0.15
1880 I. Borsi et al. / Applied Mathematical Modelling 35 (2011) 1868–18807. ConclusionsWe presented a model to describe the adsorption process in a GAC ﬁlter, ﬁnding a travelling wave solution for the cor-
responding mathematical problem and showing that it can well describe the physical process. The model parameters have
been calibrated by means of a comparison with a set of experimental data.
The advantage of this procedure is that it allows to determine all the quantities relevant to the ﬁlter lifetime in an extre-
mely simple way, since the travelling wave proves to be an excellent approximation of the real pollutant concentration pro-
ﬁle as it propagates through the ﬁlter, provided (as it happens in the usual cases) the wave speed is much smaller than the
advection velocity in the ﬁlter. Indeed the comparison with experimental data are quite good. The efﬁciency of the method is
comparable with the statistically-based empirical models, widely used in engineering, like the well-known general logistic
function model (see [11]). We have proved that the travelling wave solutions have the important property of being linearly
stable, in the sense that the disturbance caused by small perturbations at time t = 0 tend to zero exponentially in time.
Though diffusion is normally negligible, we extended our analysis to include this transport mechanism, evaluating the
range of data in which it modiﬁes the wave proﬁle (the wave speed is in no case affected).
One more aspect we have studied is the behaviour of the system in the presence of several pollutant species competing
for the same absorption sites. We have proved that if the species have the same Langmuir parameter, then once more a wave
is generated and the problem of ﬁnding the concentration proﬁles is reduced to a nonlinear Volterra integral equation.
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