Introduction
The development and adoption of natural language processing (NLP) methods by the political science community dates back to over twenty years ago. In the last decade the usage of computational methods for text analysis has drastically expanded in scope and has become the focus of many social science studies, allowing for a sustained growth of the text-as-data community (Grimmer and Stewart, 2013) . Political scientists have in particular focused on exploiting available texts as a valuable (additional) data source for a number of analyses types and tasks, including inferring policy positions of actors from textual evidence (Laver et al., 2003; Slapin and Proksch, 2008; Lowe et al., 2011, inter alia) , detecting topics (King and Lowe, 2003; Hopkins and King, 2010; Grimmer, 2010; Roberts et al., 2014) , and analyzing stylistic aspects of texts, e.g., assessing the role of language ambiguity in framing the political agenda (Page, 1976; Campbell, 1983) or measuring the level of vagueness and concreteness in political statements (Baerg et al., 2018; Eichorst and Lin, 2018) .
Just like in many other domains, much of the work on computational analysis of political texts has been enabled and facilitated by the development of dedicated resources and datasets such as, the topically coded electoral programmes (i.e., the Manifesto Corpus) (Merz et al., 2016) developed within the scope of the Comparative Manifesto Project (CMP) (Werner et al., 2014; Mikhaylov et al., 2012) or the topically coded legislative texts annotated for numerous countries within the scope of the Comparative Agenda Project (Baumgartner et al., 2006; Bevan, 2019) .
While political scientists have dedicated a lot of effort to creating resources and using NLP methods to automatically process textual data, they have largely done so in isolation from the NLP community. For example, political text scalingone of the central tasks in quantitative political science, where the goal is to quantify positions of politicians and/or parties on a scale based on the textual content they produce -has not received any attention by the NLP community until last year, whereas it has been at the core of political science research for almost two decades. At the same time, NLP researchers have addressed closely related tasks such as election prediction (O'Connor et al., 2010) , ideology classification (Hirst et al., 2010) , stance detection (Thomas et al., 2006) , and agreement measurement (Gottipati et al., 2013) , all rarely considered in the same format by the textas-data political science community. In summary, these two communities have been largely agnostic of one another, resulting in NLP researchers not contributing to relevant research questions in political science and political scientists not employing cutting-edge NLP methodology for their tasks.
The main goal of this tutorial is to systematize and analyze the body of research work on computational analysis of political texts from both communities. We aim to provide a gentle, all-round introduction to methods and tasks related to computational analysis of political texts. Our vision is to bring the two research communities closer to each other and contribute to faster and more significant developments in this interdisciplinary research area. To that effect, this tutorial presents a continuation of our efforts which started with a very successful cross-community event organized in December 2017 (Nanni et al., 2018) . In parallel with this tutorial at the 57th Annual Meeting of the Association for Computational Linguistics (ACL 2019), we will give a complementary tutorial at the 5th International Conference on Computational Social Science (IC 2 S 2 2019).
Tutorial Overview
This introductory tutorial aims to systematically organise and analyse the overall body of research in computational analysis of political texts. This body of work has been split between two largely disjoint research communities -researchers in natural language processing and researchers in political science -and the tutorial is designed bearing this in mind. We first explain the role that textual data plays in political analyses and then proceed to examine the concrete resources and tasks addressed by the text-as-data political science community. Continuing, we present the research efforts carried out by the NLP researchers. We close the tutorial by presenting text scaling, a challenging task that is at the center of the quantitative political science and has recently also attracted attention of NLP scholars. Accordingly, we divide the tutorial into the following four parts:
1. Text as Data in Political Science. We begin with an overview of the role that textual data has always played in political science research as a source for determining leader's positions (Winter and Stewart, 1977) , campaign strategies (Petrocik, 1996) , media attention (Semetko and Valkenburg, 2000) , and crowd perception of the democratic process (Miller, 1990) . We will further analyze the inherent difficulties in collecting political texts and political data in general and analyze crowdsourcing as an efficient and agile method for producing political data (Benoit et al., 2016) .
Resources and Tasks.
We then present computational research tasks based on textual data, which are relevant for the political science community (Grimmer and Stewart, 2013) . We examine the type of applications and discuss the complex challenges currently faced, especially concerning cross-lingual and topic-based studies. We will analyze in detail the corpora developed within the scope of two major annotation projects: Comparative Manifesto Project (Werner et al., 2014; Mikhaylov et al., 2012) and Comparative Agendas Project (Baumgartner et al., 2006; Bevan, 2019) . We will also describe other datasets, annotated corpora, gold standards, and benchmarks that are already promptly available (Bakker et al., 2015; Merz et al., 2016; Schumacher et al., 2016; Van Aggelen et al., 2017; Döring and Regel, 2019) .
3. Topical Analysis of Political Texts. Next, we focus on a large body of work of topical analysis of political texts, covering unsupervised topic induction, including dictionarybased, topic-modelling and text segmentation approaches (Quinn et al., 2006 (Quinn et al., , 2010 Grimmer, 2010; Albaugh et al., 2013; Menini et al., 2017) , as well as supervised topic classification studies (Hillard et al., 2008; Collingwood and Wilkerson, 2012; Karan et al., 2016) . We will also cover more recent work on cross-lingual topic classification in political texts (Glavaš et al., 2017a; Subramanian et al., 2018) . We will further emphasize topic classification models that exploit large manually anotated corpora from CMP Subramanian et al., 2017) and CAP (Karan et al., 2016; Albaugh et al., 2013) projects, which we cover in the previous part.
Political Text Scaling.
Finally, we present a detailed overview of the task of political text scaling, which has the goal of inferring policy position of actors from textual evidence. After introducing the text scaling task, we will present in detail the traditional scaling models that operate on lexical text representations such as Wordscores (Laver et al., 2003) and WordFish (Slapin and Proksch, 2008; Lowe et al., 2011) as well as a more recent scaling approach that exploits latent semantic text representations (Glavaš et al., 2017b; Nanni et al., 2019) . Furthermore, we will discuss the task of scaling multilingual text collections, presenting potential approaches and inherent issues. We conclude the tutorial with a short discussion of key challenges and foreseeable future developments in computational analysis of political texts.
Tutorial Outline
Part I: Text-as-Data in Political Science (30 min)
• Quick introduction to quantitative methods in political science
• Reliability and suitability of textual data for political analyses
• Constructing corpora of political texts
• Crowdsourcing political data: advantages and potential pitfalls Part II: Resources and Tasks (30 minutes)
• Overview of computational analysis of political texts in the political science community
• International annotation projects: Comparative Manifesto Project (CMP) and Comparative Agendas Project (CAP)
• Other large collection of political texts (EuroParl, UK Hansard Corpus, etc.) and associated tasks
Part III: Topical Analysis of Political Texts (60 minutes)
• Dictionary-based approaches to classification of political text
• Unsupervised topical analysis of political texts with topic models
• Models for supervised topic classification of political texts
• Hierarchical and fine-grained topic classification
• Cross-lingual topic classification
Part IV: Political Text Scaling and Conclusion (60 minutes)
• Lexical models for political text scaling: Wordscores and WordFish
• Text scaling using latent semantic text representations
• Policy dimensions in scaling: pitfalls and artefacts
• Cross-lingual scaling
• Conslusion: short discussion of key challenges and presumed future developments
Tutorial Breadth
In our previous work, we contributed to the research efforts on topic classification Glavaš et al., 2017a) , semantic scaling of political texts (Glavaš et al., 2017b) as well as (dis-)agreement detection in party manifestos (Menini et al., 2017) . However, the key objective of this tutorial is to provide a comprehensive overview of recent and current research on computational analysis of political texts, both in NLP and political science communities. We estimate that at most one quarter of the tutorial will be dedicated to covering our own work. 
Target audience / prerequisites
This tutorial is designed for students and researchers in Computer Science and Natural Language Processing. We assume only a basic, graduate-level understanding of NLP problems and machine learning techniques for NLP, as commonly possessed by the typical ACL event attendee. No prior knowledge of computational social science or political science is assumed.
Prerequisites
• Math: Basic knowledge of linear algebra, graph theory, and numeric optimization.
• Linguistics: None.
• Machine Learning: The tutorial will not go into the basics of underlying machine learning models. Knowledge of basic (supervised) machine learning concepts is required. 
