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Connecting MapReduce Computations to
Realistic Machine Models
PETER SANDERS, Karlsruhe Institute of Technology, Germany
We explain how the popular, highly abstract MapReduce model of parallel computation (MRC) can be rooted
in reality by explaining how it can be simulated on realistic distributed-memory parallel machine models like
BSP. We first refine the model (MRC+) to include parameters for total workw , bottleneck work wˆ , data volume
m, and maximum object sizes mˆ. We then show matching upper and lower bounds for executing a MapReduce
calculation on the distributed-memory machine – Θ(w/p + wˆ + logp) work and Θ(m/p +mˆ + logp) bottleneck
communication volume using p processors.
CCS Concepts: • Theory of computation→ Abstract machines;MapReduce algorithms; Mas-
sively parallel algorithms.
Additional KeyWords and Phrases:parallel machinemodels,MapReduce computations, BSP, communication-
efficient algorithm, load balancing, fault tolerance, work stealing, prefix sum
1 INTRODUCTION
MapReduce [7] is a simple and successfull model for parallel computing. Tools like MapRe-
duce/Hadoop, Spark or Thrill have “democratized” massively parallel computing. What was previ-
ously only used for numerical simulations that need investments of many person-years to get an
application running is now used for a wide range of “big data” applications. Simple applications can
be built within an hour and there is a rather gentle learning curve. One reason for this success is
that a simple operation like the MapReduce transformation of multisets can express a large range of
applications. The tools can automatically handle difficult issues like parallelization, load balancing,
fault tolerance, and management of the memory hierarchy.
MapReduce steps get a multiset A ⊆ I of elements from an input data type A and map A to a
multiset of key–value pairs B =
⋃
a∈A µ(a) ⊆ K ×V for a user-defined mapping function µ. Next,
values with the same key are collected together (shuffling), i.e., the system computes the set
C = {(k,X ) : k ∈ K ∧ X = {x : (k,x) ∈ B} ∧ X , ∅} .
Finally, a user defined reduction function ρ is applied to the elements of C to obtain an output
multiset D. Representing the elements in A–D may take variable space that we measure in machine
words of a random access machine. Figure 1 summarizes the resulting logical data flow. The user
only needs to specify µ and ρ; the system is taking care of the rest. Chaining several MapReduce
steps with different mapping and reduction operations yields a wide spectrum of useful applications.
The MapReduce concept has been developed into a theoretical model of “big data” computations
(MRC) [14] that is popular in the algorithm theory community. Problems are in MRC if they can be
solved using a polylogarithmic number of MapReduce steps and if a set of (rather loose) additional
constraints is fulfilled: Let n denote the input size and ϵ > 0 some constant. The time for one
invocation of µ or ρ must be polynomial in n using “substantially” sublinear space, i.e., O(n1−ϵ ).
The overall space used for B must be “substantially” subquadratic, i.e., O(n2−2ϵ ). While MRC has
given new impulses to parallel complexity theory, it opens a gap between theory and practice. MRC
based algorithms that use the full leeway of the model are unlikely to be efficient in practice. They
are not required to achieve any speedup over the best practical sequential algorithm. They are
also allowed to use near quadratic space so that they may not be able to solve large instances at
all. There is also a possible bias that would prefer publications on impractical MRC-algorithms –
practical ones are more likely to be similar to known algorithms in other parallel models and thus
could be more difficult to publish.
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Fig. 1. Several algorithmic measures are needed in order to robustly execute computations specified in the
highly abstract MapReduce model on a realistic machine.
However, we believe that a slightly more precise analysis can yield a model MRC+ that is more
predictive for efficiency and scalability yet maintains the high level of abstraction of MRC. The
main change is to not only count MapReduce steps but to also analyze work and communication
volume based on the following four parameters: Let w denote the total time needed to evaluate
the functions µ and ρ on all their inputs. Let wˆ denote the maximum time for a single call to these
functions. Letm denote the total number of machine words contained in the setsA–D. Let mˆ denote
the maximum number of machine words produced or consumed by one call of the functions µ and
or ρ.
Themain contribution of this paper is to prove the following theorem about executingMapReduce
computations on a distributed-memory machine with p processing elements (PEs):
Theorem 1.1. Assume that the input setA of a MapReduce step is distributed over the PEs such that
each PE stores O(m/p + mˆ) words of it. Then it can be implemented to run on a distributed-memory
parallel computer with expected local work1 and bottleneck communication volume2
Θ
(
w
p
+ wˆ + logp
)
and Θ
(
m
p
+ mˆ + logp
)
, (1)
respectively. These bounds are tight, i.e., there exist inputs where no better bounds are possible. Moreover,
no PE produces more than
O
(∑
d ∈D
|d |
p
+ max
d ∈D
|d |
)
= O
(
m
p
+ mˆ
)
words of output data.
Hence, the five parametersw , wˆ ,m, mˆ, and p govern the complexity of the algorithm in an easy
to remember way. Note that the precondition and postcondition of Theorem 1.1 are formulated in
such a way that multiple MapReduce steps can be chained.
Of course, there are middle-ways between the zero-parameter model of MRC and our proposed
MRC+ model. We could impose the constraints wˆ = O(w/p) and mˆ = O(m/p), thus hiding the
parameters wˆ and mˆ from the main bound. However, this would neglect that also inefficient
MapReduce steps can be part of an overall efficient computation that consists of many steps. With
Bound (1) we can prove overall efficiency by summing over all MapReduce steps of the application
1The maximum number of clock cycles required by any PE, including waiting times.
2The maximum number of machine words communicated by any PE.
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problem. We could also unify work and communication volume – effectively assuming that a
constant number of machines words can be communicated in every clock cycle. However this
neglects that large scale computations can only be efficient on practical machines whenm = o(w)
[1, 5]. Thus MRC+ allows us to quantify the amount of locality present in the computations for
evaluating µ and ρ.
We now proceed as follows: After a discussion of related work in Section 2, Section 3 derives
the lower bounds. These are not surprising but, nevertheless, not completely trivial to derive.
We gradually approach the correponding upper bounds. On the way, we develop several load
balancing algorithms. Some of them may also be a basis for highly scalable in-memory implemen-
tations of MapReduce. The more theoretical ones may help to understand limitations of existing
implementations with respect to scalability and robustness against difficult inputs.
In Section 4 we give an almost straightforward implementation based on randomized static load
balancing in the framework of the BSP model [17]. It achieves Bound (1) when w = Ω(wˆp logp)
andm = Ω(mˆp logp). These constraints are a limitation when work or data are highly imbalanced,
when p is very large or when the inputs are relatively small. This is relevant for massively parallel
applications when many MapReduce steps have to be executed. For example, this might be the case
for online data analysis after each step of a massively parallel scientific simulation [26].
We improve load balancing for mapping and reduction (Steps 1 and 3 in Figure 1) in Section 5.
We design and analyze a distributed-memory work stealing algorithm that takes communication
volume for task descriptions into account. This quite fundamental result seems to be new and
may be of independent interest. In Section 6, we show how to efficiently allocate elements of C
to PEs using hashing and prefix sums (Step 2 in Figure 1). This is “almost” enough to establish
Theorem 1.1. Indeed, it would suffice to prove execution time O(w/p + wˆ) assuming communication
bandwidth proportional to the speed of local computations. However, for our more detailed analysis
that separates local computation from (possibly slower) communication, it fails to establish the
postcondition of Theorem 1.1. This problem can arise when one PE happens to map many elements
that all emit a large amount of data. Similarly, the load balancer from Section 5 (Theorem 5) does
not have a postcondition that matches the precondition of the shuffling step described in Section 6
(Lemma 6.1). In Section 7 we propose two algorithms that can solve this problem.
We conclude our paper with a discussion of possible future enhancements of our results in
Section 8.
2 RELATEDWORK
The original implementations of MapReduce [7], [hadoop.apache.org] consider data sets that do
not fit into main memory. Newer big data frameworks like Spark [27] or Thrill [3] not only offer
additional operations but also better exploit in-memory operation where the input and output of
the MapReduce steps fits into the union of the local memories of the employed machines. This
allows much higher performance, in particular when many subsequent steps have to be performed.
Such in-memory implementations are the main focus of our paper.
Hoefler et al. [12] discuss how MapReduce computations (e.g., [7, 15, 20]) are commonly im-
plemented in practice. Most of these approaches are less scalable and robust than the algorithms
introduced here. They often have some kind of centralized control that would introduce Ω(p)
terms into Bound (1). Also, elements of A or C may be parcelled into packets that can destroy load
balance when many expensive elements happen to fall in one packet. The efficient C++ based
implementations MapReduce-MPI [20] and Thrill [3] use approaches similar to our BSP algorithm
but abstain from explicit randomization or redistribution. MR-MPI [18] refines this by allowing
overlapping of mapping and reduction to some extend. K MapReduce [16] and Mimir [10] explic-
itly target large supercomputers. K MapReduce addresses the tradeoff between communication
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bandwidth and startup latencies during the shuffling step. We avoid this important issue by only
discussing communication volume and not startup latencies – viewing concrete implementations of
general data exchange as a topic orthogonal to our paper. Berlińska and Drozdowski [2] empirically
compare several centralized load balancing algorithms for the reduction step.
On the theory side, Goodrich et al. [11] introduce the parametersm andw and give lower bounds
based on these parameters (although they do not elaborate how they arrive at the communication
lower bound which we prove using expander graphs). They also introduce a parameter M that
bounds the input size of the reducers, thus covering a frequent source of bottlenecks in MapReduce
algorithms. They do not explicitly consider bottleneck input sizes or computation times otherwise.
Furthermore, they show simulations in the opposite direction as our paper, i.e., howmachine models
like CRCW PRAMs or BSP can be simulated using MapReduce calculations. Pace [19] explains how
to execute MapReduce computations on BSP when all the task execution times are known.
3 LOWER BOUNDS
It is clear that the total workw has to be distributed over p PEs such that at least one PE gets work
Ω(w/p). Similarly, some PE has to evaluate µ (or ρ) for the most expensive function evaluation.
This implies a lower bound of Ω(wˆ) for a MapReduce operation.
The lower bounds due to communication are slightly less obvious because we have to prove that
not enough of the computations can be done locally – even with clever adaptive strategies. Consider
the bipartite graph (A∪C,E) whose edges (a,k) connects outputs of µ with keys inC . If this graph
is an expander graph, a constant fraction of all elements of B has to be communicated. Thus Ω(w/p)
is a lower bound for the bottleneck communication volume. Now consider an evaluation of ρ that
works on mˆ key-value pairs emitted by mˆ different evaluations of µ. Since the mapper has no way
to predict the output of µ, these key-value pairs may all be on different PEs. This results in a lower
bound of mˆ on the bottleneck communication volume. Finally, latency Ω(logp) is already needed
in order to synchronize the PEs after a MapReduce computation is finished.
4 USING THE BSP MODEL
We now consider a simple implementation of a MapReduce operation in the BSP model that uses
randomized static load balancing. Recall that the BSP model [17] considers globally synchronized
super steps where a local computation phase is followed by a message exchange phase. A superstep
takes timewx + L + hд wherewx is the bottleneck work, L is the latency parameter, д is the gap
parameter, and h is the bottleneck communication volume, i.e., the maximum number of machine
words communicated on any PE. The gap parameter allows us to put local work and communication
cost into a single expression.
Our implementation consists of two supersteps and assumes a random distribution of the input
setA. In the first superstep, each PE maps its local elements. It then sends a key-value pair (k,v) ∈ B
to PE h(k) ∈ 1..p where h is a hash function.3 In the second superstep, each PE assembles the
received elements of B to obtain set C . This can be done using a local hash table with one entry
for each key. It then applies the reduction function ρ to obtain the output set D. Whenever a call
of ρ produces more than one output element, all but one of these elements are sent to a random
PE to establish a postcondition that the output is randomly distributed. This postcondition allows
MapReduce steps to be chained without additional measures to establish the precondition of random
data distribution. Figure 2 gives an example.
3Throughout this paper we use a ..b as a shorthand for {a, . . . , b }.
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Fig. 2. Example MapReduce problem withm = 146, mˆ = 12,w = 101, and wˆ = 11. Using the BSP algorithm on
p = 4 PEs, the bottleneck work for mapping is 27 units and 15 units for reducing. Bottleneck communication
volume is 21 units for the first superstep and 2 for the second one.
Theorem 4.1. Assume that the input set A is randomly distributed over the PEs. Also assume that
the hash function h behaves like a truly random mapping.4 Then our BSP-based implementation takes
expected time
O
(
wˆoˆ
(w
wˆ
,p
)
+ L + дmˆoˆ
(m
mˆ
,p
))
, (2)
where oˆ(b,p) denotes the expected maximum occupancy of a bin when randomly placing ⌈b⌉ balls
into p bins (see [21] for an exhaustive case distinction). In particular, the bound becomes
O
(
w
p
+ L + д
m
p
)
ifw = Ω(wˆp logp) andm = Ω(mˆp logp) . (3)
Moreover, the output set D is randomly distributed over the PEs.
Proof (Outline): The local work for the first superstep is dominated by the maximum time for
evaluating the mapping function µ for all elements assigned to a PE. The expectation for this
maximum allocation is largest when the work is as skewed as possible, i.e., when the time for
evaluating µ is zero except for k = ⌈w/wˆ⌉ elements with required time wˆ ; see [22]. Thus, the
expected maximum time can be bounded by wˆ times the maximum occupancy of a bin when
randomly allocating k balls to p bins. This is a well analyzed problem [21]. We get a bound of
wˆoˆ(w/wˆ,p) of local work for the first superstep.
The argument for the bottleneck communication volume of the first superstep is similar. Our
precondition ensures that no evaluation of µ produces more than mˆ machine words of data and the
overall volume of produced data is at mostm. We get bottleneck communication volume mˆoˆ(m/mˆ,p)
and therefore a term дmˆoˆ(m/mˆ,p) for the communication cost of the first superstep.
By allocating elements ofC via random hashing, we ensure that also the executions of the reducer
ρ in the second superstep are randomly allocated to PEs. Thus we get analogous bounds as for the
first superstep – invoking the analysis from [21, 22] both for the amount of received data and for
4There is a large amount of work on how this assumption can be lifted; e.g., [8]. However, we view this interesting subject
as orthogonal to the subject of our paper.
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the work performed by ρ. Using local hash tables, assembling the elements of C can be done with
expected work linear in the amount of received data.
Since oˆ(x ,p) = O(x/p) for x = Ω(p logp), we also get Bound (3).
Finally, the postcondition is established by randomly dispersing data produced by reducers that
emit more than one element of D – the first emitted element is already randomly allocated thanks
the the randomization through h.5 The resulting bottleneck communication volume is again implied
by [21, 22] – both for the sent and received amount of data.
□
5 DISTRIBUTED MEMORYWORK STEALING
In this section, we concentrate on the difficult load balancing problem of evaluating µ and ρ in the
absence of information on the cost of each function evaluation (job). The randomized static load
balancing used in Section 4 cannot adapt to differences in the amount of work allocated to a PE.
More generally, we have to avoid grouping jobs into parcels that have to be evaluated on the same
PE before we know their cost. We also want to avoid bottlenecks such as in a master-worker load
balancing scheme; e.g., [24, Section 14.3].
We thus consider work-stealing load balancers [4, 9, 23] for handling the function evaluations of
µ and ρ. They provide a highly scalable dynamic load balancing algorithm with adaptive granularity
control. We overcome their restriction that they assume shared memory [4] or job descriptions
that have fixed length [9, 23]. More concretely, we build on the asynchronous distributed-memory
variant analyzed in [23]. Instantiating this highly generic algorithm to our requirements, a piece of
work represents a subarray of jobs. Splitting a subarray means sending away half its unprocessed
jobs (never including the one that is currently being processed locally). Figure 3 gives an example.
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Fig. 3. Continuation of the example from Figure 2 showing a possible impact of work stealing on the mapping
step. After 10 units of local computation PE 4 might steal from PE 1. At that time PE 1 has already finished
its first job and started on the first job. Thus it gives away half the remaining jobs which ist its fourth job.
At the time further PEs get idle, PE 1 has already started its large third job. Thus further reductions of the
bottleneck work cannot take place in this small instance.
Unfortunately, the result is not directly applicable since communicating a subarray of jobs entails
communicating the descriptions of all the jobs it contains. Moreover, some jobs may be migrated
up to logm times. We address this problem by initially locally sorting the jobs by approximately
decreasing description length, i.e., PEs preferably process jobs with long description and communi-
cate jobs with short description to save communication volume.6 With a generalized analysis, we
obtain the following result that may be of independent interest.
5In many applications ρ only needs to output at most one element.
6We can achieve a similar effect in expectation by not sorting the jobs but only randomly permuting them. This is faster
and achieves some additional load balancing with respect to the (unkown) local work. We use sorting here because it seems
theoretically cleaner to restrict randomization to where it is really needed and because our approach saves communication
bandwidth for skewed input sizes.
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Theorem 5.1. Consider an array of independent jobs whose total description length is bounded bym
and where, initially, each PE locally stores jobs that can be described using O(m/p + mˆ)machine words.
Letw denote the total work needed to execute all the jobs and let wˆ denote the maximum time needed
to execute a single job. Then p PEs can process all jobs using expected local work7 O(w/p + wˆ + logp)
and expected bottleneck communication volume O(m/p + mˆ + logp).
Proof. We only ouline how the analysis of [23] can be adapted. Using bucket sort by the value
⌊logx⌋ for a job of description length x , preprocessing is possible in time O(m/p + logm) such that
job sizes in each bucket differ by at most a factor of two.
Adapted to the notation used here, but ignoring the nonuniform communication costs, the
outcome of the analysis from [23] is that local work O(w/p + wˆ) and bottleneck communication
volume O(logm) are sufficient. Transferring subarrays of jobs implies additional “dead times”
during which migrating subarrays cannot be split. However, sorting ensures that the data volume
in subsequent subarray migrations decreases at least geometrically. Hence, the overall migration
volume (and the corresponding dead times) are linear in the original local data volume of one PE.
Splitting always in half with respect to the number of remaining jobs ensures that there are at most
logm generations. Overall, the dead times sum to
O
(
m
p
+ mˆ + logm
)
= O
(
m
p
+ mˆ + logp
)
.
The latter asymptotic estimate stems from the fact thatm/p + logm = O(m/p + logp) – whenever
logm = ω(logp) the termm/p dominates logm. □
6 SHUFFLING
Shuffling (Step 2 in Figure 1) has the task to establish two preconditions for efficiently performing
the subsequent application of ρ to all elements of C (Step 3): All the data needed for each element
of C should be moved to the same PE, and, overall, each PE should receive O(m/p + mˆ) machine
words of data. This is at the same time easier and more difficult than the load balancing problems
from steps 1 and 3. It is easier because all the relevant data is available. It is more difficult, because
this data is distributed over all PEs. We thus use a different load balancing algorithm here based on
hashing and prefix sums.
The problem of the BSP algorithm from Section 4 is that the hash function with its range 1..p
may map too many heavy elements of C to the same PE. Hence, we use a two-stage approach.
First, we hash keys to a larger range 1..mc for a constant c > 2. Hash values h(c) in that range are
unique with high probability [21]. We then aggregate the amount of data associated with the same
h(c). For each element b = (k,x) ∈ B, we move a pair b ′ = (h(k), |k | + |x |) to PE i = h(k) mod p.
Note that the size of this pair is only a constant number of machine words. In contrast to the
BSP algorithm, PE i only aggregates the overall amount of data v(c) needed for elements c ∈ C .
Actually assigning elements of c to PEs is done by computing a prefix sum over the v(c) values. If
the total size of elements in C ism′ and for an element c ∈ C we have ∑ {v(x) : h(x) < h(c)} = n,
we assign element c to PE 1 + ⌊pn/m′⌋. Thus, each PE is assigned elements of C with total volume
m′/p + O(mˆ) = O(m/p + mˆ) with high probability. The PEs holding the input of the shuffling step
are informed about these assignments by reply messages to the b ′ tuples. Thus, the actual data
from B is directly delivered to the PE that actually reduces it. Figure 4 gives an example. We obtain
the following lemma:
7A more detailed analysis could establish that the constant factor in front of the term w/p can get arbitrarily close to 1. We
abstain from this variant of the bound in order to keep the notation simple.
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Fig. 4. Continuation of the example from Figure 2 showing a prefix-sum based shuffling step. The bottleneck
communication volume is reduced from 21 to 18.
Lemma 6.1. Suppose that before a shuffling step, the elements of B are distributed in such a way
that each PE holds data volume O(m/p + mˆ). Then shuffling can be implemented with expected local
work and bottleneck communication volume O(m/p + mˆ + logp). Moreover, each PE receives elements
of C with total volume O(m/p + mˆ).
Proof Outline: The amount of data send in the counting step is O(m/p + mˆ) by the procondition.
Using the same balls-into-bins notation as in Theorem 4.1, the expected amount of data received is
≤ oˆ(m,p) = O(m/p + logp). This communication is reversed later for comunicating the allocations
of keys with the same asymptotic cost..
The prefix sum calculation needs work O(m/p + logp) and bottleneck communication volume
O(logp). Actually delivering the data then incurs bottleneck communication volume O(m/p + mˆ).
□
7 ESTABLISHING POSTCONDITIONS
We propose two solutions to the problem outlined in the introduction because we want to illustrate
the design landscape of scalable load balancing algorithms for MapReduce computations. We
only describe what is done for balancing the output volume of the mapping step. The output of
the reduction step can be balanced in an analogous fashion. Letm′ denote the total data volume
produced by the mapping step.
7.1 Redundant Remapping
Our first approach analyzes the situation after the mapping step. A remapping step is triggered
if any PE has an output volume that significantly exceedsm′/p + mˆ′ where mˆ′ ≤ mˆ denotes the
maximal output volume of a call to µ. For a start, we consider a simple implementation that redos
all the mapping calls after a data redistribution. Since here “all cards are on the table”, we can use
a prefix sum based approach somewhat similar to Section 6. Each PE considers those elements it
has processed locally. The only complication is that we have to balance input data volume, local
computation, and output data volume simultaneously. We do this by appropriately scaling the
values. Letw ′ denote the total time spent for mapping steps (this value can be measured during the
initial execution of the mapping operation). For an element a ∈ A with output data volume oa , and
8
workwa , we compute a weight
Wa :=wa + oa
w ′
m′
.
LetW :=
∑
a∈AWa . Now we use prefix sums and data redistribution in order to assign to each PE
elements with total weight
∑
a∈AW /p plus possibly one further overload element. Figure 5 gives an
example. Below we prove the following result:
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w ′= 65
m′= 504 1 5 2 3 3 2 3 6 11 4 20 31
W= 127
wa
oa
Wa 15 3 17 7 6 58 7 12 1 23 758 3
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3 2 2 3
4210 11
Fig. 5. Continuation of the example from Figure 2 Redistribution of the mapping computation based on a
weighted sum of work and output volume.
Lemma 7.1. Remapping can be implemented to run with local work O(w/p + wˆ + logp) and bot-
tleneck communication volume O(m/p + mˆ + logp) such that no PE outputs more than O(m/p + wˆ)
machine words of data.
Proof. Since the redistribution only communicates the input data (which is balanced by the
analysis of the previous operations), this can be done with time and communication volume
O(m/p + mˆ + logp) (see [13] for details of a data redistribution).
For the further analysis note that
W :=
∑
a∈A
Wa =
∑
a∈A
wa+oa
w ′
m′
=
∑
a∈A
wa+
w ′
m′
∑
a∈A
oa =w
′+m′
w ′
m′
=2w ′
and letAi denote the set of nonoverload input elements assigned to PE i . Data redistribution ensures
that the elements in Ai have total weight at mostW /p.
Now, for any PE i , consider the local work
∑
a∈Ai wa . We have∑
a∈Ai
wa ≤
∑
a∈Ai
wa + oa
w ′
m′
=
∑
a∈Ai
Wa ≤ W
p
≤ 2w
′
p
.
The overload element represents work at most wˆ so that the local work within evaluations of µ is
at most 2w ′/p + wˆ = O(w/p + wˆ).
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For the bottleneck communication volume
∑
a∈Ai oa observe that, similarly,∑
a∈Ai
oa
w ′
m′
≤
∑
a∈Ai
Wa ≤ 2w
′
p
.
Multiplying this inequality withm′/w ′ yields∑
a∈Ai
oa
w ′
m′
· m
′
w ′
=
∑
a∈Ai
oa ≤ 2w
′
p
· m
′
w ′
= 2m
′
p
.
The overload element represents output data volume at most mˆ so that the bottleneck output
volume is at most 2m′/p + mˆ = O(m/p + mˆ). □
For the sake of a simple analysis, the above redistribution algorithms maps every element twice.
This can be reduced by only redistributing some elements. More concretely, each PE identifies
local elements whose total output data volume is above some threshold bm′/p and redistributes
the excess to those PEs whose output data volume is lower. In [13] it is explained how this can be
done efficiently using prefix sums, merging, and segmented gather/scatter operations.
7.2 Work Stealing with Strikes
We only outline the second approach which is a bit more complicated to analyze but indicates
that the problem can be solved without redundant function evaluations. For a start, let us assume
that the algorithm receivesm′ as an input. Then we can modify the work stealing load balancer
from Section 5 so that a worker stops doing local work (it goes on strike) when it has produced
more than bm′/p words of output for an appropriate constant b > 1. From then on it does not send
requests by itself. It answers work requests as before by splitting off half its remaining jobs. Since
at most p/b PEs can go on strike, the remaining Ω(p) PEs can efficiently handle the remaining work.
The assumption thatm′ is known can be lifted by estimating this value from a sample of mapper
evaluations. We can also monitor the total produced data volume in the background and the PEs
whose current volume significantly exceeds the current average go on strike (possibly temporarily).
8 CONCLUSIONS AND FUTUREWORK
This paper closes gaps between MapReduce as an abstract model of computing (MRC→MRC+) and
realistic machine models. From a more practical perspective, our algorithms might also help to
improve practical implementations.
Although our analysis neglects constant factors, our algorithms could be an interesting basis
for practical implementations. Work stealing is an approach widely used in practice and allows
low overhead adaptive load balancing. At least the variant from Section 7.2 performs no redundant
function evaluations. The shuffling step moves the actual data only once in a single BSP-like
data-exchange step. The additional counter-exchange step could be a significant overhead when the
elements in B are small. Here we could further optimize. For example, we could adapt the duplicate
detection techniques from [25] to reduce the data volume per element to a value close to logp
bits. Further reductions might be possible by exploiting that it suffices to approximate the data
allocation. For example, by only communicating an appropriate Bernoulli sample of the machine
words used to represent B, we could achieve a good distributed approximation of the element sizes
in C .
Our comparison to existing tools is unfair insofar as big data tools handle additional issues like
fault-tolerance and I/O. Thus, studying generalizations of our algorithms is an interesting direction
of future research – both theoretical and practical. We would like to have algorithms that tolerate
errors like PE failures and that also balance fluctuations in the speed of PEs or communication
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links. Further, we would like to minimize I/O costs in an appropriate model of distributed external
memory.
We can also look beyond MapReduce. At the same time as the MRC model has gained popularity
as a theoretical model, practitioners have increasingly realized that plain MapReduce alone is
not enough to implement a sufficiently wide range of applications efficiently. Breaking down an
application into MapReduce steps often requires a large number of steps and thus complicates
algorithm design. This is exacerbated by the requirement to communicate (and possibly move
to/from external memory) basically all the involved data in every step. Even the original MapReduce
publication [7] already introduces a more communication-efficient variant with reducers that allow
local reduction of data with the same key, e.g., using a commutative, associative operator like + or
min. More recent big data tools such as Spark [27], Flink [6], or Thrill [3] adopt the highly abstract
basic approach of MapReduce but offer additional operations and/or data types. For example, the
Thrill framework [3] is based on arrays and offers operations, for mapping, reducing, union, sorting,
merging, concatenation, prefix sums, windows,. . . . The MRC+ model introduced above can be
adapted to this approach. For each operation, we analyze its complexity in a realistic model of
parallel computation and possibly simplify it to get rid of small but complicated factors that may
be an artifact of the concrete implementation.
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