Abstract-Media streaming applications are becoming very popular in the Internet world. Since they mainly rely on a not scalable client/server model, the P2P model is receiving more and more attention as a system to provide media streaming. Different P2P media streaming systems are available, but today the most successful approach seems the chunk-driven P2P model. In such system, the basic assumption is that the media file is divided into several chunks/segments and while playing a segment, the client downloads the following one(s). However, since P2P networks offer no guarantees to the supported applications, inter-segments playout interruption might disruptively affect the perceived playout quality. To mitigate this, we propose a novel approach that uses both low-level audio and video information to divide the video in stand-alone segments. Using real P2P bandwidth aggregate data traffic and a trace-driven simulation, an objective and a subjective evaluation show that if the underlying P2P network causes inter-segments playout delay, the perceived playout quality is less affected if our approach is employed.
I. INTRODUCTION
Thanks to the advances in media compression algorithms, storage and networking technologies, media streaming applications are more and more used in the Internet world, either as stand-alone products (e.g., movies, videoclip, TV-show) or as complementary products (e.g., on-line news websites often use media streams to offer a richer information to their customers).
Due to the characteristics of these streaming applications (e.g., high bandwidth requirements, packet loss and delay bounds sensitiveness) and to the client/server model usually employed, the underlying network is subject to high load if several customers are served at the same time. Scalability is the main problem to be solved. Some suggest using multicast, but it is not widely employed; Others suggest using a set of replicated servers, but this requires a much more expensive delivery system.
Recently, an alternative and scalable solution is emerging and considers the usage of a P2P network to stream media files. The P2P media streaming system is a promising approach: each end-host may act as a potential server for other clients and the number of end-host servers and end-host clients increases at the same rate. A drawback is that a P2P network offers no guarantees to the supported application and this might compromise the overall quality achieved by the P2P media streaming system. Some P2P media streaming proposals are Narada [1] , CoopNet [5] , ZIGZAG [9] , PROMISE [3] and [8] , but, today, the most successful and popular P2P media streaming systems are based on the so-called chunk-driven P2P streaming architecture (e.g., Coolstreaming [13] and PPLive [14] ). The characteristic of these systems is that they divide a single media file into several video chunks (each chunk represents a segment of the video) and the chunk is the minimum unit that a peer can cache. The client is in charge of downloading a segment that can be retrieved from multiple peers at the same time. When a segment is completely downloaded, its play out is authorized. While playing a segment, the client downloads the following one(s). In this way, if all the video segments arrive at the client before their scheduled play out time, the user is provided with a continuous video play out. On the other hand, if some chunks arrive later, the play out freezes, and the user perceives the media play out as a play out of separated segments (i.e., a video play out jerkiness is introduced).
As in any streaming system, the playout quality is an important issue. Unfortunately, the underlying P2P network offers no guarantees and hence, the overall system quality depends on several factors: peers organization, efficient distribution schemes, continuous playout.
In this paper we focus on the continuous playout issue and we propose a mechanism that aims at mitigating the negative effects that possible P2P network problems can cause to the perceived play out quality in a chunk-driven P2P media streaming system. In fact, current P2P media streaming systems give little (or no) importance to the video segmentation procedure; they simply split the media file into a number of equal size segments. Although this solution is well suited for environments that offer network guarantees, it may negatively affect the perceived QoS in P2P networks; in fact, the situation of Figure 1 is likely to happen quite often: While playing out segment i, the client is unable to retrieve segment i + 1 and hence the play out freezes for the time necessary to complete the download of segment i + 1. This type of interruption is very annoying because it may interrupt a video scene and also because it may interrupt the audio stream. As a result, the overall quality may be very annoying.
It is worth noting that our goal is not to propose a different peers organization, nor to propose a protocol for distributing the content. Our idea is to design an enhanced video segmentation mechanism so that, if network problems occur, the segment-by-segment play out is less annoying. Our approach differs from the ones already proposed in literature, as it uses the integration of low-level audio and video analysis to provide a video segmentation and can be applied to any type of video. In fact, several proposals use only low-level video features information and hence the video segmentation penalizes the audio stream (which may be truncated) [10] , [11] ; others use only audio information to provide a video segmentation (in this case penalizing the video stream) [2] ; Only recently some proposals performs video segmentation using both audio and video analysis, but they are targeted for a specific type of video files (for instance to find events in sport videos). Conversely, our mechanism can be applied to any type of video and the video segmentation is performed without disruptively affecting the audio stream (i.e., the audio stream of each video segment is completely intelligible) and the video is divided when a video scene transition is present. In this way, if the underlying P2P network causes inter-segments play out delay, the jerkiness perceived by the user is less annoying as the audio stream is not truncated and the video freezes just when a scene changes. Hence, our mechanism can be used in any chunk-driven P2P media system (e.g., [7] , [4] , [13] , [14] ).
A comparison study with a chunk-driven P2P media streaming system is carried out through a trace-driven simulation that uses real P2P bandwidth data traffic. Results show that, although the number of video playout interruptions and the time spent while watching a frozen video frame are comparable, our proposal can ameliorate the overall perceived video play quality as the number of audio play out interruptions is dropped to zero. Further, since our approach divides the video when a video transition is present, if a network problem occurs, the video freezes just at the video transition. Hence, a scene ends before the interruption and a new one begins after the interruption. These characteristics allow inserting possible information (e.g, trivia questions or pre-downloaded commercials) to entertain the users while the system is retrieving the needed chunks. A subjective evaluation of the perceived quality is investigated through a Mean Opinion Score test.
The remainder of this paper is organized as follows. In Section II we briefly review how a chunk-driven P2P media streaming system works; Our approach is presented in Section III, while the evaluation is shown in Section IV and Section V. Conclusions are drawn in Section VI.
II. THE CHUNK-DRIVEN P2P MEDIA STREAMING MODEL
In this section we briefly review how a chunk-driven P2P streaming system works (more details can be found in [12] ).
Being based on a classic P2P network, a chunk-driven P2P media streaming system is composed of a set of peers and each peer may act as a client and/or as a server. As a client, a peer requests media files from the system, while as a server, a peer provides media files to other requesting peers. Peers can join and leave the network at any time. When a peer joins the system, additional resources are available to the whole system. The system is scalable as it can potentially support an enormous number of clients.
For efficiency reasons, a chunk-driven P2P streaming system divides a file into several segments, so that a peer may store only some chunks (instead of the whole large file) and can serve other peers. The segment is hence the minimum unit that a peer can cache, and a media stream can be seen as a time-ordered sequence of segments belonging to a specific media file. The segments are not necessarily downloaded from the same peer. Neither they have to be downloaded in the exact order. It's up to the client to download the segments from a set of possible nodes before their scheduled play out time in order to guarantee a continuous play out.
Unfortunately, video segments often travel along multihop paths, and each hop may introduce a different delay. Hence, inter-segments play out interruptions are likely to happen, causing playback freezing incidents. To minimize these incidents, the client uses a start-up delay (from 30 to 120 seconds, depending on the popularity of the media file), and every time the incident happens, the system stops the play out and resumes the playout after, at least, another start-up delay.
Peers organization, efficient distribution tree maintenance, unpredictable peers failure, changes of the network conditions and continuous playout are some of the challenges of a chunkdriven P2P media streaming system. In this paper we focus on the continuous playout aspect by proposing an enhanced video segmentation mechanism. As we show in the following, a smart video segmentation procedure may mitigate the jerkiness playout effects caused by the P2P network delays.
III. AN ENHANCED VIDEO SEGMENTATION APPROACH
In a chunk-driven P2P media system, when the underlying network is experiencing some problems (e.g., long latencies, high network jitter, P2P overlay reconfiguration), the play out of two consecutive segments may be not continuous. Figure  1 better explains what happens when the system is unable to fully download segment i+1, while playing out segment i (we recall here that in a chunk-driven P2P media streaming system, a segment is played out only if it has been entirely downloaded and while playing it out future segments are downloaded [12] ). Needless to say, these interruptions disruptively act on both audio and video perception quality.
In this section we propose a video segmentation mechanism that automatically divides a video file into several segments by taking into account low-level audio and video features. To better highlight the benefits of combing low level audio and video features it is worth analyzing what can happen when a video segmentation mechanism, which acts on the sole video information, is used. They extract the features of each video frame in order to find a video cut, which happens when two consecutive video frames have few parts in common. The use of the sole low-level video features to produce video segments. The audio stream is truncated.
These mechanisms are effective in dividing the video in several scenes (hence each segment represents a scene, which is never truncated). Although better than simply dividing the video into N segments (as in current chunk-driven P2P systems), the absence of an audio analysis may lead to the scenario depicted in Figure 2 , where the scene is not truncated, but the audio is cut. Here, the mechanism is unable to understand whether the difference between two consecutive video frames is to be considered as a video cut or as a simple editing-point. In fact, an editing-point is not a scene bound, but a simple transition.
Our approach identifies both video cuts and editing-points, by considering the audio energy associated to a scene transition. If silence is detected, the transition is a video cut, otherwise if audio is present, it is a simple editing point.
In the following we first present our model and then we show how video and audio analysis are carried out. Finally, we present how the video segmentation is done.
A. The Model
The model we consider is discrete and sees the video stream as composed of N video frames, where the time length of each video frame (denoted with ψ) is fixed and depends on the number of frames per seconds (fps) used to record the video 1 . In summary, a video V can be described as a sequence of frame
Our model also considers the audio stream as composed of N virtual audio frames, where the time length of each frame is fixed and equal to the time length of a video frame (i.e., ψ). Hence, the audio stream A associated with the video V can be described as a sequence of audio frame a i : A = a 1 a 2 ...a N .
B. Video and Audio Analysis
The video analysis is in charge of identifying possible video cuts, by analyzing the video stream V = f 1 f 2 ...f N . To this aim, each video frame is analyzed in order to extract low-level video features (e.g., luminance and chrominances values). Due to the motion characteristics, adjacent video frames have lots of details in common and when two consecutive video frames have few details in common, a video cut is identified.
Different techniques are available to extract low-level video features: histogram changes, edges extraction, chromatic scaling. In this paper, for each video frame f i , we retrieve the luminance and chrominances values and we combine them considering that human vision is more sensitive to brightness than to colors. In particular, for each video frame f i 1 With a 25 fps video, the time length of each video frame is 40 milliseconds.
we compute the following value:
, where Y is the luminance, U and V are the chrominance components of the video frame.
To identify a video cut between two consecutive video frames, it is necessary to compute the visual perceptual difference (V P D) between such frames. This is done with a simple comparison:
and if this difference is above a pre-defined threshold 2 , a cut is detected. Hence, when V P D(f i ) goes above the threshold, it means that frame f i is the initial frame of a segment, while the video frame f i−1 is the ending frame of the previous segment. By applying Equation 1 to each video frame, a set of potential video cuts is identified. Let f * k denotes the potential cut identified at frame k.
The audio analysis performs a low-level investigation of the audio stream associated with the video stream V . Each audio frame a i is analyzed in order to compute its energy information. This analysis is done to identify all the silent audio frames. By applying the audio analysis to each audio frame, a set of silent audio frames is identified. To perform the audio analysis we use a silence detector algorithm. In its simplest form it uses a magnitude based decision by comparing the signal against a preset threshold. If a percentage of the data is smaller than the threshold, silence is declared. Although the magnitude based algorithm has fairly mediocre performance in the presence of any background noise, it does not require much complexity and results were satisfactory.
C. Video Segmentation
The video segmentation procedure is in charge of dividing the video file into several segments by using the output of the video analysis (i.e., all the potential cut frames) and the output of the audio analysis (i.e., all the silent audio frame).
The idea is that for each f * i , which represents a potential cut between frames f i and f i−1 , the audio frame associated with the frame f i−1 is checked. Note that frame f i−1 represents the potential final frame of a segment, while f i represents the potential beginning frame of another segment. If the audio frame associated with the video frame that potentially ends the segments has audio in it, the cut is likely to be a false positive (e.g., an editing point). Otherwise, if the a i−1 frame is a silent audio frame, it is likely that the cut detected by the visual perceptual analysis is an actual cut. In this case, the frame f i−1 is the ending frame of a segment, while the video frame f i is the initial frame of a segment.
Since an audio frame may last few milliseconds, a single silent frame can still be a false positive (for instance it may be an inter-syllable silence while pronouncing a word). On the other side, it is not possible to determine the minimum number of silent audio frames that has to be present in order to avoid any false positive. For this reason, our mechanism checks the audio frames a i−2 a i−1 (only the two potential ending frames are checked). If these audio frames are both silent audio frames, then there is an actual cut between f i−1 and f i . Note that the a i audio frame is not checked as it may be the initial audio frame of a segment and hence is it likely that audio is present. By applying the above rules, the video segmentation algorithm divides the video stream into several video segments. Figure 3 shows an example of the effects of our proposal on the video segmentation. Figure 3 (a) shows that our algorithm identifies a video cut when a scene transition is associated with silence. Conversely, since the scene transition reported in Figure 3 (b) is associated with audio information, our algorithm treats the scene transition as an editing-point; In this case, in fact, the speaker is talking about airports, and although the scene is made up of some different video clips (here we show two frames regarding an airplane and two others regarding an airport), it has to be treated as a single sequence.
In the following we compare our proposal with a classic chunk-driven P2P media streaming system that simply splits the video into several chunks of the same length.
IV. MECHANISM EVALUATION
In this section we evaluate our proposal through a tracedriven simulation. The real data traces have been obtained through a developed software that measures the used aggregate bandwidth for each second while downloading a video file from the Gnutella Network (using the emule software), using a typical residential ADSL network connection (4 Mbps for the download link and 320 Kbps for the uplink). In particular, traces were obtained while downloading some popular TVShows (Desperate Housewives, Charmed, Sex and the city and Friends), DiVx encoded with a resolution of 352x288 pixels.
In the following we first investigate the characteristics of the chunks produced by our proposal and then the perceived play out quality at the user side in terms of playout continuity and of the time spent while watching a frozen video frame.
A. Video Segments Characteristics
As we earlier mentioned, a chunk-driven P2P media streaming system splits the video file into several chunks of the same length. Since the play out of a video segment can begin only if the video segment has been entirely downloaded [12] , the length of the video segment is directly related to the overall video play out quality. While in classic chunk-driven P2P media streaming systems it is possible to define the length of the video segments (by varying the number of video segments that composes the entire video), our mechanism divides the video file into several video segments by using low-level audio and video features as explained in the previous section.
In this section we present the characteristics of the video segments obtained from analyzing four different TV-Shows: Desperate H., Charmed, Sex and the city and Friends. Table I reports the number of chunks identified by our video segmentation procedure and their length characteristics: the average, the minimum and the maximum chunk length (in number of video frames). The average chunk length varies from 189 frames (7.5 seconds) to 305 (12.7 seconds) and the maximum video segment length varies from 1156 (46 seconds) to 1803 (72 seconds). With respect to the minimum video segment length, it is worth mentioning that the minimum chunk length is forced to be at least one second (25 frames). This avoids the production of too small video segments.
In the following we investigate the effects of the chunk length on the number of video and audio play out interruptions.
B. Playout Continuity
Play out continuity is a fundamental metric of the quality perceived by users. For this reason, we develop a playback trace-driven simulator that investigates the play out continuity for the video file by using the real P2P bandwidth aggregate data traffic. To better represent the real world, we investigate two different scenarios: one considers a start-up delay of 30 seconds, while the other considers a start-up delay of 120 seconds. In fact, as reported in [12] , these are the start-up delays used by current chunk-driven P2P media streaming systems when playing out very popular and less popular P2P media channels, respectively. Figure 4 shows the video play out interruptions and restarts that happen during the first 500 seconds of the Desperate H. H.  60  19  Charmed  29  8  Sex & the city  12  3  Friends  10  3   TABLE II  OUR APPROACH: VIDEO INTERRUPTIONS OBTAINED WITH DIFFERENT START-UP DELAYS. playout. Figure 4 (left) shows the play out obtained using a classic chunk-based approach (here the chunk length is set to be one second), while Figure 4 (right) shows the playout obtained using our proposal. Although Figure 4 represents a time-limited analysis, it can be noted that our proposal produces less video play out interruptions. Results of the extensive analysis are presented in Table II and in Figure 5 . Table II shows results obtained from applying our mechanism to the four different video files: the number of video play out interruptions varies from 3 (Friends and Sex & the city with a start-up delay of 120 secs) to 60 (Desperate with a start-up delay of 30 secs). Figure 5 presents results obtained while applying the classic chunk-based P2P approach. In this analysis the chunk size ranges from 1 sec to 30 secs. In fact, to the best of our knowledge, we found no studies related to the acceptable chunk size. In both cases, the number of video play out interruptions is quite steady and no correlation between the chunk size and the start-up delay seems to be present. The reason of this behavior is that, in both scenarios, the chunk size is always smaller than the start-up delay; this means that whenever a playout interruption occurs, the player freezes and the play out is resumed after an amount of time equal to the initial start-up delay. By comparing results of Table II and of Figure  5 we observe that, for the 30 secs start-up delay scenario, our proposal causes less interruptions for Desperate (25% less) and for Charmed (13% less), while for Friends and Sex & the city results are comparable. The 120 secs start-up delay presents a number of video play out interruptions comparable for the two approaches.
Stream type
Audio playout continuity is another important metric that has to be investigated. In fact, as shown in [6] , audio is frequently perceived as the most important component of a video stream and hence the number of audio interruptions plays an important role in the overall video play out quality. Our proposal produces no audio interruptions as it splits the video when there is no audio associated to a scene transition. Conversely, in a classic chunk-driven P2P media streaming system audio interruptions may happen. Figure 6 shows the number of audio interruptions related to the video interruptions of Figure 5 . Figure 6 (left) shows that with a 30 secs start-up delay, there is a considerable number of audio interruptions: between 40 and 50 for Desperate, between 20 and 30 for Charmed and around 10 for the other two videos. The number of interruptions is considerably high also with a 120 seconds start-up delay scenario, as depicted in Figure 6 (right).
C. Frozen Time Analysis
In this section we investigate the amount of time a user spends while watching a frozen frame. In fact, when the player has no data to play, it tries to resume the play out after an amount of time equal to the initial start-up delay. If the problem has not been solved, another start-up delay is waited. The process goes on until enough data is present. Needless to say, this freezing incidents affect the perceived quality. Figure 7 (left) shows the average length of a video interruption obtained while simulating the usage of a classic chunkdriven mechanism in a 30 seconds scenario. The figure shows that for chunks smaller than 13 secs, the playback frozen time is equal to the start-up delay (30 secs). For larger chunk-size, the average time increases a little bit. Results obtained for the 120 secs start-up delay scenario are not reported as the average frozen time is always 120 secs (the exact start-up delay time). Another interesting metric is the total time a user spends while watching a frozen frame. Figure 7 (right) shows that it is equal to around 500 secs for Sex and the city and Friends, 1000 secs for Charmed and 2300 secs for Desperate. Table III shows results obtained from applying our proposal. For a 30 secs start-up delay scenario, the average length of a video interruption is slightly higher than a classic approach, but the total frozen time values are comparable. For both approaches, despite the total frozen time seems very high, it is comparable to the time spent while watching commercials during the play out of a TV-Shows. For instance, Friends and Sex and the city are 20 minutes long, and are shown with 10 minutes of commercials. Desperate and Charmed are 40 minutes long and they are filled with 20 minutes of commercials. The only difference, is that instead of watching commercials, users watch a frozen video frame.
D. Summary of Results
Results showed that the two approaches are comparable for the number of video interruptions and for the time spent while watching a frozen time. The main difference relies on the number of audio interruptions: no interruptions for our proposal, while several for the other approach. Since audio is frequently perceived as the most important component of a video stream [6] , the objective evaluation showed that our approach less disruptively affects the play out quality. For completeness, we also perform a subjective evaluation.
V. SUBJECTIVE EVALUATION
A subjective quality evaluation is done through a Mean Opinion Score test. Using a group of 20 people, we let them score the quality of a video play out (bad, annoying, ok, good, perfect). A classic chunk-driven approach has been scored as "annoying", while our approach received a "it's ok" score.
We also performed a MOS of videos where commercials, instead of a frozen frame, are shown. Thanks to the the characteristics of the produced chunks (i.e., a chunk ends in a video transition with no audio involved), the player can show one or more of the pre-downloaded videoclips 3 when it has no data to play out. The MOS results produced a "good" score for a play out of video with commercials (actually, we substituted commercial with some trivia questions). Examples can be found at http://www.mfn.unipmn.it/∼furini/icc2007/.
VI. CONCLUSIONS
In this paper we investigated the play out quality achieved by chunk-driven P2P media streaming systems. We showed that the underlying P2P network conditions might seriously compromise the overall play out quality if the video chunks 3 For instance during the initial phase, the player may download some videoclips from a high speed server. are produced without any low-level investigation. To mitigate the negative effects on the perceived play out quality, we proposed a novel approach that uses both low-level audio and video features to divide a video file into several chunks. The evaluation showed that our mechanism can introduce benefits if used in a chunk-driven P2P media streaming system. A subjective MOS investigation showed that users considered as 'annoying' the quality achieved by classic chunk-driven P2P media streaming systems, while as 'it'ok' and 'good' the quality achieved by our approach. The 'good' evaluation has been scored by videos with commercials played out during the interruptions caused by the P2P network.
