Abstract. Discrete-state stochastic models are a popular approach to describe the inherent stochasticity of gene expression in single cells. The analysis of such models is hindered by the fact that the underlying discrete state space is extremely large. Therefore hybrid models, in which protein counts are replaced by average protein concentrations, have become a popular alternative.
Introduction
Very small copy numbers of genes, RNA, or protein molecules in single cells give rise to heterogeneity across genetically identical cells [RvO08] . During the last decades discrete-state stochastic models have become a popular approach to describe gene expression in single cells since they adequately account for discrete random events underlying such cellular processes (see [SSG17] for a review). Exact solutions for such models are available if they obey detailed balance [Lau00] or restrict to monomolecular intracellular interactions [JH07] . However, since gene regulatory networks typically contain feedback loops, second-order interactions are necessary for an adequate description. Moreover, neither detailed balance nor linear dynamics are realistic assumptions even for simple regulatory networks. Recently, analytical solutions for single-gene feedback loops have been presented [GSN12, HSI + 05, KPK14, LYWZ16, VB13, VAE08]. The underlying state space of discrete-stochastic models that describe gene regulatory networks is typically extremely large due to the combinatorial nature of molecule counts for different types of chemical species. Moreover, realistic upper bounds on protein counts are often not known. Therefore, hybrid models have become popular in which for highly-abundant species only average counts are tracked while discrete random variables are used to represent species with low copy numbers. These hybrid approaches allow for faster and yet accurate Monte Carlo sampling that stochastically selects counts of species with low copy numbers and numerically integrates average counts of all other species [HGK15, CDR09, HH12, PK04] .
Hybrid or fluid approaches have also been investigated in the context of stochastic Petri nets as a kind of mean field approximation and gave rise to fluid stochastic Petri nets [TK93, HKNT98] .
Lück and the present authors have shown in [KLMW18] how this formalism can be successfully adapted to study gene regulatory networks. More precisely, a stochastic hybrid approach for gene regulatory networks has been proposed therein, in which the state of the genes is represented by a discrete-stochastic variable, while the evolution of the protein numbers is modeled by an ordinary differential equation. The main aim of [KLMW18] was to show that fluid stochastic Petri nets allow for more efficient numerical simulations than common, purely discrete master equations, while providing solutions that are as accurate as those provided in reference studies, like [GSN12] . The scope of the present paper is more analytic: in particular, we discuss in details properties of the evolution equation -in fact, a coupled system of hyperbolic PDEsthat is at the core of the theory of fluid stochastic Petri nets.
The model based on a one-fluid stochastic Petri net is mathematically described by the system of first-order partial differential equations (1.1) ∂ ∂t
f 1 (x, t) f 2 (x, t) .
The basic setting is outlined in Section 2. This system has to be complemented by suitable boundary and initial conditions: we will show that the requirement of the solution to be a probability distribution -and in particular a positive-valued L 1 -function -determines a specific choice of boundary conditions. Furthermore, we are interested in calculating analytically the equilibrium distribution. These distributions can be computed numerically in a few special cases but in order to understand their properties it is useful to have explicit formulas for the solutions: this is done in Section 3.
The analytic features of this differential equations are subtler than one may believe at a first glance: the innocent looking coupling turns a system of hyperbolic equations (which can be explicitly solved and whose solutions would otherwise become extinct in finite time) into a time-continuous Markov chain, which we are going to study by the classical theory of stronglycontinuous semigroups of operators on an appropriate L 1 -space. Proving well-posedness of the associated Cauchy problem is straightforward. Yet, determining the long-time behavior of this C 0 -semigroup turns out to be more elusive than one could naively conjecture: one expects the system to converge to its steady-state solution, and this guess is indeed correct. More precisely, it is a natural goal to prove that the spectrum of the differential operator matrix acting on a vector-valued L 1 -space that appears in (1.1) has no eigenvalue on the imaginary axis other than 0, thus excluding oscillatory behavior. However, the most classical techniques we have tried to apply to achieve this task fall short off the mark: in Section 4 we develop a method that seems to be new in the literature and of independent interest. It is based on a combination of classical Perron-Frobenius theory for positive semigroups and some recent compactness results on kernel operators on L 1 -spaces. In Section 5 we finally compare our abstract results with numerical simulations, finding that they are in good agreement.
Formulation of the model
On the domain
consider the evolution problem determined by equation (1.1). To ensure that the interval [
] is non-degenerate, we assume that (2.2) ad < bc and that b = 0, d = 0. (In equations deriving from biological models it is natural to interpret a, b, c, d as strictly positive rates. However, this is not relevant for the purpose of our analysis, and in fact, in Section 5 we are going to study some toy models involving negative rates, too.) The functions λ, µ are assumed to be continuous and positive, i.e., (2.3)
Since λ, µ are positive on a compact interval, it follows that their minimum is larger than 0, too. This assumption on λ, µ may be relaxed, see Remark 4.4, but we impose it in order to simplify our presentation. We assume that initial conditions at t = 0 are provided
We are going to show that the evolution equation is governed by a positivity preserving C 0 -semigroup, so that positive initial data determine positive solutions (f 1 (·, t), f 2 (·, t)) for any t > 0. Moreover, it is straightforward to prove that if the positive vector-valued function (f 1 , f 2 ) solves (1.1), then
is an integral of motion, i.e., it is preserved over time under the evolution of (1.1): this is equivalent to saying that the semigroup is stochastic and can be proven by integration by parts, see Proposition 4.3 below. Hence the function (f 1 , f 2 ) can be interpreted as (vector-valued) density assuming the normalization condition
Therefore it is natural to look for solutions in the space
). Then the maximal domain for the semigroup generator A given by
In particular this implies that if (f 1 , f 2 ) is a solution to (1.1) for initial data
then both f 1 and f 2 belong to the Sobolev space W 1,1 on any compact sub-interval, more precisely
Observe that for all x ∈ (
is indefinite, since bx − a > 0 and dx − c < 0 and non-singular inside (
). Indeed, (1.1) is a hyperbolic system: Because for all x in the relevant interval bx − a > 0 and dx − c < 0 one may guess that the correct boundary conditions are to be imposed on the right endpoint on the interval for f 1 , and on the left endpoint on the interval for f 2 . In the following, we are going to show that this is, in fact, necessarily the case. We are going to obtain these boundary conditions by investigating the possible stationary state, see Theorem 3.2.
Search for the stationary state
Numerical simulations of the system (1.1) show that it always tends to equilibrium, therefore it looks natural to start our analysis from investigating a possible stationary solution and calculating it explicitly. A stationary solution should satisfy the system of ordinary differential equations:
Under our assumptions any stationary solution has to be a continuously differentiable function inside the interval (
) but may have singularities at the boundary points. Nonetheless the singularities cannot be too strong, since the densities have to be integrable functions. Let us prove the following elementary statement to be used in what follows to deduce certain necessary boundary conditions. Lemma 3.1. Let ψ be a positive continuous integrable function defined on the interval (0, 1). Then there exists a sequence (x n ) n∈N ⊂ (0, 1) such that 
If x n ψ(x n ) tends to zero, then we have such a sequence. Let us now assume that there is no subsequence of (x n ψ(x n )) n∈N tending to zero: then there is a positive number δ > 0 such that
for all sufficiently large n. But then it follows that ψ satisfies the lower estimate
2 n ] and hence cannot be integrable since
This contradiction proves the lemma. 
Let us now return back to the differential system (3.1) and sum up the two equations to get 
It follows that K = 0 and therefore the functions ψ 1,2 (continuous inside the open interval) tend to zero limits at the right and left boundary points respectively (3.6)
Let summarize our studies. ) and satisfies the following conditions at the boundary points:
Proof. To accomplish the proof we just need to show that the limits lim x→a/b (a − bx)ψ 1 (x) = 0 and lim x→c/d (c − dx)ψ 2 (x) = 0 hold, not just along subsequences as in Lemma 3.1. This follows directly from (3.5) and the fact that
Taking into that ψ 1 (x) tends to zero at x = c/d and ψ 2 (x) -at x = a/b we arrive at (3.7).
We observe that it is not convenient to keep working with two density functions, due to an explicit relation between them. Let us namely consider a solution (ψ 1 , ψ 2 ) to the system (3.1) and introduce a new positive continuously differentiable function
Hence the function h is continuous in the closed interval [
] and satisfies Dirichlet conditions at both endpoints:
Taking the difference between the two equations in (3.1) we get the following single differential equation on the function h introduced above:
We can solve this equation analytically whenever we can integrate the function in brackets on the right hand side It follows that h given by (3.11) satisfies Dirichlet condition at x = a/b. Similarly, it satisfies Dirichlet condition at the opposite endpoint as well. Summing up, we have obtained that the densities of the stationary solution of (1.1) can be explicitly computed as follows. 
The solution always satisfies boundary conditions (3.7).
Note that despite h satisfies Dirichlet conditions at both endpoints, the densities ψ 1,2 may have singularities there (see Section 5 for illuminating examples).
Analysis of the time-dependent system
Let us now finally turn to the study of the system of time-dependent partial differential equations (1.1). Each of these two equations models the time evolution of a two-state continuoustime Markov chain, the vector-valued function f thus representing a probability distribution.
This equation is meaningful for all t ∈ R, but we will study in particular the evolution for t → ∞ in the dependence from the configuration of the system for t = 0.
As in the rest of the article, throughout this section we are still imposing the conditions stated in Section 2. 4.1. Preliminaries. The partial differential equation (1.1) describes transport phenomena: Indeed, (probability) mass is shifted to the left or to the right depending on whether the coefficient of the first derivative is positive or negative, respectively.
On the other hand, (1.1) arises as a stochastic model and in the biologically relevant case of λ > 0, µ > 0 the system is steadily driven by a mixing force described by the dynamical system
that competes with the transport (with space-dependent speed) given by the vector-valued partial differential equation ∂ ∂t
(4.2) are the C 0 -semigroups generated by the operators A 1 , A 2 and of course f 0 is the initial data. The operator splitting in (4.3) seems to be numerically interesting, since the linear dynamical system (4.1) is solved by
where
) → R are the two components of the initial data f 0 . Also the solutions to the pure transport equation (4.2) can be determined, at least in principle: in the case b > 0, d > 0 that is relevant for our model one solution of (4.2) is given by
While this formula does not bother to take into account possible boundary conditions, and indeed it is not defined for all (x, t), it gives a hint about the qualitative behavior of the solution: namely, the profile of the initial data is rescaled and concentrated as the time passes by and the spacial argument is deformed according to the laws
(Observe that the intervals ( , respectively.) Accordingly, variance diminishes as the total probability is conserved but its profile gets shifted to the left in the first and to the right in the second equation of (4.2), respectively; this is in sharp contrast with the case of b = 0 = d for the characteristics of the hyperbolic systems are straight lines and hence mass is steadily leaving the system.
As already mentioned, the system of partial differential equations in (1.1) describes the limiting case of a Markov chain. For this reason, one expects convergence to an equilibrium given by the solution to the stationary equation they are, in fact, Banach lattices whenever endowed with the natural pointwise ordering induced by the ordering in R 2 . This will be important, as our analysis on the long-time asymptotics of (1.1) will be based on properties of positivity preserving operator semigroups.
It is natural to perform the analysis of the evolution equation (1.1) in an L 1 -space, since we are interested in a stochastic model and the unknown (f 1 , f 2 ) represents a probability density.
Recall
for some λ > s(A).
Lemma 4.2. Let α = β be real numbers, α < β. Let p ∈ W 1,1 (α, β) such that (i) either p(s) > 0 for all s ∈ (α, β) and p(α) = 0 (ii) or p(s) < 0 for all s ∈ (α, β) with p(β) = 0 and such that
generates an irreducible semigroup of positivity preserving contractions on L 1 (α, β).
Observe that A is well-defined, since if pf ∈ W 1,1 (α, β) and hence pf is continuous on [α, β], so in particular its boundary values can be considered.
Proof. First of all, it is clear that the operator A is closed and densely defined. In view of [Nag86, § C-II.1] and [EN00, Cor. II.3.17], it suffices to show that A is dispersive, i.e.,
and that A is m-dissipative, i.e.,
• and additionally
Indeed, the solution to (4.6) can be found by the variation of constants formula and is given by
where * = β or * = α depending on whether assumption (i) or (ii) is satisfied. This solution satisfies the prescribed boundary conditions and, in fact, pf ∈ W 1,1 (α, β), so f ∈ D(A). This explicit formula also shows that f > 0 a.e. if g ≡ 0 is positive, hence A generates an irreducible semigroup.
Furthermore, there holds
as well as
respectively, since for a W 1,1 -function g one has
cf. [GT01, Lemma 7.6].
To conclude, let us show that the embedding of D(A) in L 1 (α, β) is not compact: we prove this assertion only for the case (i), the case (ii) being completely analogous. Pick a real sequence (β n ) n∈N ⊂ [α, β] with lim n→∞ β n → β and let
Then f n ∈ D(A) for all n ∈ N and indeed f n 1 = 1 and also ( Af n 1 + f n 1 ) n∈N is bounded. Therefore, if the embedding of D(A) into L 1 (α, β) was compact, then (f n ) n∈N would have a convergent subsequence, say (f n k ) k∈N ; let us denote its limit by f 0 . Since (f n ) n∈N has another subsequence that converges to f 0 almost everywhere. But lim n→∞ f n (x) = 0 for a.e. x ∈ (α, β), so f 0 = 0 as well, a contradiction to the fact that f 0 is the limit of a sequence with unit L 1 -norm.
In fact, investigating the stationary state we have already seen that one needs to impose Dirichlet conditions
This is in accordance with the setting of Lemma 4.2.
Proposition 4.3. Consider the operator A := A 1 + A 2 defined by
with domain Proof. Because λ, µ are L ∞ -functions, the multiplication operator A 2 defined by the family of matrix functions
is bounded on L ; R 2 . Positivity and irreducibility of the semigroup generated by A follows from the analogous property of the semigroup generated by A 2 , see (4.4), and by a product formula analogous to that in (4.3) [EN00, Exer. III.5.11].
Finally, take a positive initial data f 0 ∈ D(A) and observe that
with respect to the inner product (·|·) of R 2 , where in the last step the first integral vanishes integrating by parts as in (4.7) and the second integral vanishes because 1 lies in the null space of each matrix M (x)
T . By density, this shows that e tA f 0 L 1 = f 0 L 1 for all t ≥ 0 and all positive L 1 -functions, i.e., e tA is stochastic and hence also contractive.
Remark 4.4. Our motivating model in (1.1) is based on one gene with two modes of expression. Analogous models also exist that describe ensembles of genes with three or more modes of expression, leading to R n -valued functions with n ≥ 3 [MS13] . More precisely, (1.1) can be generalized to a system of differential equations driven by the operator
where M is an L ∞ -function taking values in the spaces of symmetric n × nmatrices whose rows sum up to 0 and with off-diagonal entries that are bounded below away from 0. It is easy to see that our generation result extend to this more general setting. We leave the details to the interested reader.
By [Nag86, Cor. C.III.4.3] the eigenvalues that lie on iR form an additive cyclic group, i.e.,
Thus, the semigroup (e tA ) t≥0 itself may a priori still converge towards a rotation group (i.e., a linear combination of terms (e tλ ) t≥0 , λ ∈ σ(A) ∩ iR) as t → 0, as the subset σ(A) ∩ iR of the spectrum of A that lies on the imaginary axis may contain non-zero elements. An additional compactness argument is needed to rule out this case, but this turns out to be more delicate than expected.
First of all, observe that elements in the domain of A are W 1,1 , and in particularly L ∞ , on each compact sub-interval of ( ; R 2 ) is said to be AM-compact if it maps order intervals there is a unique element of ker A which is strongly positive and has norm 1; let us denote it by (ψ 1 , ψ 2 ). Assume for a contradiction that (f 1 , f 2 ) is a (normalised) eigenvector of A for an eigenvalue iβ where β ∈ R \ {0}. Since λ and µ are continuous, it follows from (f 1 , f 2 ) ∈ ker(iβ − A) that f 1 and f 2 are C 1 loc -functions. We use a standard argument from PerronFrobenius theory to show that |(f 1 , f 2 )| = (|f 1 |, |f 2 |) ∈ ker A: indeed, we have
for every t ≥ 0. Since each semigroup operator e tA is contractive and since the norm on
; C 2 ) is strictly monotone, it follows that actually |(f 1 , f 2 )| = e tA |(f 1 , f 2 )| for all t ≥ 0. Hence, |(f 1 , f 2 )| ∈ ker A. From this we conclude that (|f 1 |, |f 2 |) = (ψ 1 , ψ 2 ). We can therefore find functions γ 1 , γ 2 : (
)), we can choose γ k to be in C 1 loc , too. Now, it follows from [Nag86, Thm. C-III-2.2] that (ψ 1 e inγ 1 , ψ 2 e inγ 2 ) ∈ ker(inβ − A) for all integers n ∈ Z. Using the definition of A, this yields after a short computation that
(4.12) for all n ∈ Z. By letting n → ∞ we thus obtain that On the other hand, by plugging (4.13) into (4.12) and using that A(ψ 1 , ψ 2 ) = 0, we obtain
A short computation thus yields
for all n ∈ Z. Plugging in n = 1 and using again that ψ 1 and ψ 2 are > 0 on (
), we thus conclude that γ 1 − γ 2 is constant. Hence, γ 1 = γ 2 and by using the expressions we derived for γ 1 and γ 2 above, we thus obtain , which is a contradiction. Now, we are finally in the position of stating our main result in this section.
Theorem 4.6. The semigroup (e tA ) t≥0 converges strongly towards the projector onto ker A.
Our main step in the proof is to check that the semigroup is relatively compact in the strong operator topology. Relative compactness of the orbits merely in the weak operator topology would by [EN00, Cor. V.4.6] already imply mean ergodicity of the semigroup: but our result in Theorem 4.6 is significantly stronger, since convergence to equilibrium is actually achieved for individual orbits not only in a time-averaged sense.
Proof. In view of Lemma 4.5, the claim is an immediate consequence of [EN00, Thm. V.2.14] if we can prove that the orbits of the semigroup are relatively compact.
To this purpose, let f 0 be a strongly positive vector in the null space of A (and hence also a fixed point of e tA for all t ≥ 0), so that in particular
; R 2 . Hence, in order to prove relative compactness of the orbits we can take without loss of generality some f = R(1, A)g that additionally satisfies |g| ≤ cf 0 . Then by using positivity of e tA we see that
for all t ≥ 0, and therefore
All in all, we have proved that the orbits of the semigroup are contained in the image under R(1, A) of some order interval: because of AM-compactness of R(1, A), these sets are hence relatively compact. ; R 2 ) such that
• A 2 generates a positive, irreducible semigroup with A 2 T 1 = 0; and • DA 2 − A 2 D = Φ(e inγ 1 , e inγ 2 )J for some injective bounded linear operator J and some function Φ : C 2 → C 2 that only vanishes along the diagonal {(x, x) : x ∈ C}, where
(The first conditions is equivalent to requiring the semigroup generated by A 2 to be stochastic and irreducible.)
We sum up our findings as follows. ; R 2 ) converges strongly towards the orthogonal projector
where ϕ is the strongly positive function that spans ker A and such that in fact, we doubt that these properties hold at all. We also observe that if the semigroup could be proved to satisfy inf{e tA , e sA } > 0 for some t > s ≥ 0, then by [Nag86, Cor. C-IV.2.10] the convergence stated in Corollary 4.8 would hold in operator norm, too.
Needless to say, the function ψ in Corollary 4.8 is nothing but the function ψ obtained in Theorem 3.3: this stationary solution is uniquely determined by the initial data f 0 and the parameters λ, µ. We will present more explicit formulae for the strongly positive function ψ in the following section, for special choices of λ, µ.
Analytical solutions and numerical examples
Let us discuss the simplest case: λ and µ are assumed to be affine functions, i.e.,
for some k, l, m, n ∈ R chosen arbitrarily subject to guarantee positivity of λ and µ: then all integrals in (3.12) can be explicitly calculated.
We then have
and we get
The solution to the system (3.1) is given by (5.3)
We see that the functions satisfy the boundary conditions (3.3), since
We have thus obtained an explicit, analytic solution to the stationary differential equation 3.1. This allows us to analyze the behavior of the solutions depending on the values of the parameters: Let us turn to concrete examples of one-fluid systems. We compared our analytic solution to numerical simulations for several examples (some use parameters which are biologically not meaningful). For each example we provide the values of the parameters, analytic formula for the solutions and plot the results. Since the numerical and analytical solutions are indistinguishable, we show only a single plot for each example. Moreover, we provide the values of the parameters, formulas for the normalized solutions and plots of these functions. Each time the functions ψ 1 and ψ 2 are plotted in green and blue, respectively, while their sum -the target probability distribution of the system -is plotted in red. All computations were done using Matlab R . Example 1 Parameter values: 
Example 2
Parameter values: Normalized solution Let us now turn to the case of affine functions λ(x) = lx + k, µ(x) = mx + n.
Example 4
Parameter values: 
Example 5
Parameter values:
Example 6
2 ) 
Example 7
In all considered examples the functions λ and µ were assumed to be affine for simplicity. Even this choice provided us with a rather rich class of models. Note that any other simple analytic expression will do the job. One should only assure that the integrals in (3.12) can be calculated analytically. The last two examples were chosen to illustrate the power of analytic calculations: in both cases ψ 1 does not approach zero and is not singular at the left endpoint. In one case it has a maximum inside the interval, in the other case it is monotonically decreasing. It was easy to find parameters leading to such behavior since analytic formulas were available, this would be a challenging task if only computer simulations were available.
Conclusion
We considered a hybrid model of a self-regulating gene, which is a common motif in gene regulatory networks. Our model describes the evolution of the discrete random state (mode) of the gene ("on" or "off") and the corresponding continuous protein concentration. The latter evolves according to an ordinary differential equation and leads to a system of PDEs for the evolution of two probability densities (one for each mode). Assuming that the rate functions λ and µ for mode changing are known explicitly, we analyzed the properties of the PDE system and studied well-posedness in an L 1 -setting. Exploiting the theory of positive operator semigroups we rigorously proved convergence towards stationary solutions in strong operator topology and derived an analytic expression for such stationary densities. Our solution is valid for a large class of protein production and degradation rates and structurally much simpler and easier to evaluate than the solution of the corresponding fully discrete master equation model given by Grima et al. [GSN12] . As future work, we plan to investigate the extension of this gene feedback loop two or more interacting gene and their corresponding proteins such as the exclusive or toggle switch [LLBB06, LLBB07] . In these cases, the support of the stationary solution of the corresponding hybrid model has a more complex shape. For instance, in the case of two genes and three modes (as one mode is not reachable), the density is only non-zero within a triangle whose endpoints are determined by the mode-conditional equilibria of the two protein concentrations. Although this is straightforward to see from Monte-Carlo simulations of the model, proving this and other properties for the corresponding PDE system is challenging.
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