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Abstract—In this paper, we propose an item recommendation
algorithm based on latent factors which uses implicit feedback
from users to optimize the ranking of items according to individ-
ual preferences. The novelty of the algorithm is the integration
of content metadata to improve the quality of recommendations.
Such descriptions are an important source to construct a per-
sonalized set of items which are meaningfully related to the
user’s main interests. The method is evaluated on two different
datasets, being compared against another approach reported
in the literature. The results demonstrate the effectiveness of
supporting personalized ranking with metadata awareness.
I. INTRODUCTION
Recommender systems have been widely adopted by many
online sites/services in recent years. These systems are an
important mechanism for enabling users to deal with the
massive information overload, since they provide suggestions
of items/services, which are chosen in a way to match the
user’s preferences and interest [1]. One of the most popular and
successful techniques for recommender systems is Collabora-
tive Filtering (CF) [2]. The main idea behind CF is that users
with similar past interests will also share common interests in
future.
In the CF technique, two topics are studied: neighborhood
models and latent factors. In the ﬁrst case, clusters of items
are formed to recommend items which are similar to the ones
preferred by the user in the past. Alternatively, clusters of
users can be formed to recommend items to a speciﬁc user,
i.e. items appreciated by other users of similar preferences.
In the second topic, the recommendation can be computed by
uncovering latent associations among users or items. Thereby,
an alternative path is comprised to transform both items and
users into the same latent factor space, allowing them to be
directly comparable [3].
In [4], it was proposed the latent factor algorithm gSVD++,
that uses explicit (i.e., ratings provided by users to items) and
implicit (i.e., interaction of the user with the item or metadata
associated to the item) feedback to infer the user’s preference.
Although the algorithm uses both types of feedback, it is only
feasible if the explicit feedback is available. This is a drawback
because explicit feedback is not always available. Besides, in
real world scenarios, most feedback is implicit. In order to
overcome this issue, in this work we propose the MABPR
gSVD++ algorithm to provide item recommendation based
only on implicit feedback. This new algorithm also makes use
of the MABPR technique, that is proposed in this paper to
provide a better personalized ranking of recommendations. The
MABPR extends the Bayesian Personalized Ranking technique
(BPR) [5] to use available metadata of items (e.g., genres
of movies/music, keywords, list of actors, authors, etc.) to
optimize the personalized ranking of items to the user. In this
way, the goal is to provide a better personalized ranking of
items based only on implicit feedback.
Our contributions in this paper can be summarized as:
• MABPR: an extension of the BPR technique to use
available metadata of items to optimize the personal-
ized ranking of items to the user;
• MABPR gSVD++: an algorithm based only on im-
plicit feedback for recommending personalized rank-
ing of items.
This paper is structured as follows: in Section II we depict
the related work; Section III provides a description of gSVD++
[4] and its related models [3]; in Subsection III-B we present
the BPR approach [5] which optimizes personalized ranking
based on a Bayesian model. Section IV describes our proposal
in details; we evaluate it in Section V; and ﬁnally, in Section
VI we describe the ﬁnal remarks.
II. RELATED WORK
In this section, we review some work related to personal-
ization of rankings for item recommendation.
There is a growing research effort in ﬁnding better ap-
proaches for optimizing personalized ranking in recommender
systems. Usually, the approaches are categorized into ranking-
oriented CF or learning to rank [6]. The ranking-oriented
approaches typically use a ranking oriented objective function
to learn the latent factors of users and items. The learning to
rank approaches focus on direct optimization of Information
Retrieval metrics.
Several state-of-the-art ranking-oriented approaches have
been proposed in the literature. In [7], Koren and Sill pro-
pose OrdRec, an ordinal model where a predicted rating is
considered equal to a known rating when its probability falls
in the interval of two parameterized scale thresholds corre-
sponding to two adjacent rating values. A probabilistic Latent
Preference Analysis (pLPA) model is proposed in [8]. The
model extends the probabilistic latent semantic analysis [9] for
ranking prediction. In [10], Yang et al. employ a multiplicative
latent factor model to characterize the utility of an item to
a user for predicting the personalized ranking. Weimer et
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al. [11] use the Maximum Margin Matrix Factorization method
(MMMF) for ordinal ranking. The MMMF is designed for
scenarios with explicit feedback (i.e., ratings). Actually, these
methods are all for recommendation in scenarios with explicit
feedback. However, in real world scenarios, most feedback is
not explicit but implicit. An implicit feedback can be collected
automatically by monitoring clicks, view times, purchases, etc.
In [12], Hu et al. propose one of the ﬁrst methods for
personalized ranking in scenarios with implicit feedback. The
method extends the matrix factorization by weighting each fac-
torization of user-item interaction with varying of conﬁdence
levels. A similar approach that also exploits weighting schemes
for the factorizations of user-item is proposed in [13].
Regarding the learning to rank approaches, the CoﬁRank
algorithm makes use of structured estimation of a ranking loss
function based on Normalized Discounted Cumulative Gain
(NDCG), and learns the recommendation model by minimizing
over a convex upper bound of the loss function [14]. In [6], Shi
et al. propose a new context-aware recommendation approach
based on Tensor Factorization for Mean Average Precision
maximization (TFMAP). To generate top-k recommendations
under different types of context, the approach optimizes the
metric MAP for learning the model parameters, i.e., latent
factors of users, items and context types. In [15], Shi et al.
propose the Collaborative Less-is-More Filtering (CLiMF), an
approach that learns the model parameters by maximizing the
Mean Reciprocal Rank (MRR).
Another learning to rank approach for implicit feedback
is the Bayesian Personalized Ranking (BPR) [5]. In this
approach, the optimization criterion is essentially based on
pair-wise comparisons between observed and non-observed
items. This criterion leads to the optimization of the Area
Under ROC Curve (AUC). As we will see in next sections,
our proposal extends the BPR approach to consider metadata
of items in order to optimize the personalized ranking of items
to the user.
III. PREVIOUS MODELS
Following the same notation in [3], we use special indexing
letters to distinguish users, items and metadata: a user is
indicated as u, an item is referred as i, j, k and an item’s
description as g, h. The same notation rui is used to refer
to either explicit or implicit feedback from a user u to an
item i. In the ﬁrst case, it is an integer provided by the user
indicating how much he liked the content; in the second, it is
just a boolean indicating whether the user consumed or visited
the content or not. The prediction of the system about the
preference of user u to item i is represented by rˆui, which is
a ﬂoating point value guessed by the recommender algorithm.
The set of pairs (u, i) for which rui is known are represented
by the set K = {(u, i)|rui is known}.
Additional sets used in this paper are: N(u) to indicate the
set of items for which user u provided an implicit feedback;
N¯(u) to indicate the set of items that are unknown to user u;
and G(i) the set of descriptions associated to item i.
A. gSVD++
The gSVD++ algorithm [4] is an extension to the original
Koren’s SVD++ [3] with the support of items metadata when
available. Both models integrate explicit and implicit feedback
into a factorization model representing the user’s preferences.
Each user u is associated with a user-factors vector pu ∈ R
f ,
and each item i with an item-factors vector qi ∈ R
f . The
original prediction rule is deﬁned as [3]:
rˆui = bui + q
T
i
⎛
⎝pu + |N(u)|− 12 ∑
j∈N(u)
yj
⎞
⎠ , (1)
where the baseline bui is deﬁned as bui = μ + bu + bi
and indicates the difference estimates of users and items in
comparison to the overall rating average μ. The vector of
factors yi ∈ R
f captures the importance of each element in the
set N(u) in order to characterize the user’s preferences with
items for which he provided an implicit feedback.
In order to integrate descriptions of items, such as the
genres of movies/music, list of actors, keywords and producers,
Manzato proposed the gSVD++ model [4]. Basically, it was
added another vector of factors xg ∈ R
f which contains the
factors for each possible description of item i. In this way,
Equation 1 was rewritten in order to complement the items
factor qi with the available metadata, as follows:
rˆui = bui +
⎛
⎝qi + |G(i)|−α ∑
g∈G(i)
xg
⎞
⎠
T
⎛
⎝pu + |N(u)|− 12 ∑
j∈N(u)
yj
⎞
⎠ ,
(2)
where the regularization constant α is set to 1 when there is
metadata associated to the item i, and 0 otherwise.
One important disadvantage of both SVD++ and gSVD++
models is that, although they can analyze implicit feedback to
infer the user’s preferences, it is only feasible when explicit
feedback is available. This is a drawback because explicit
feedback is not always available due to cold start, or simply
because for some reason, users may not provide any ratings for
their preferences. Consequently, many systems nowadays are
using only implicit feedback, as it is a more abundant source of
information, which indirectly reﬂects the user opinion through
observing his behavior [16].
In this way, we propose in this paper an extension to the
gSVD++ algorithm in order to provide items recommendation
based only on implicit feedback. Before describing our new
model, however, we present in the next subsection a tech-
nique based on Bayesian analysis [5] which will be used to
optimize the list of recommendations according to the user’s
preferences. As we will discuss later, this approach also has a
limitation, which is explored in this paper by means of another
extension.
B. Personalized Ranking
Personalized ranking aims at recommending items to the
user in decreasing order of his preferences. A set of movies,
for instance, could be suggested to the user so that the ﬁrsts
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elements of the list would have higher probability to be liked
by him.
As stated before, our goal is to provide personalized
ranking based only on implicit feedback. An important char-
acteristic of such approach is that we only know the positive
observations; the non-observed user-item pairs can be either
an actual negative feedback or simply the fact that the user
does not know about the item’s existence.
In this scenario, Rendle et al. [5] discuss a problem that
happens when training an item recommendation model based
only on such positive/negative data. Because the observed
entries are positive and the rest are negative, the model will
be ﬁtted to provide positive scores only for those observed
items. The remaining elements, including those which may
be of interest to the user, will be classiﬁed by the model as
negative scores, in which the ranking cannot be optimized as
the predictions will be around zero.
Considering this problem, the authors have proposed a
generic method for learning models for personalized ranking
[5]. Instead of training the model using only the user-item
pairs, they also consider the relative order between a pair of
items, according to the user’s preferences. It is inferred that if
an item i has been viewed by user u and j has not (i ∈ N(u)
and j ∈ N¯(u)), then i >u j, which means that he prefers
i over j. Figure 1 presents an example of this method. It is
important to mention that when i and j are unknown to the
user, or equivalently, both are known, then it is impossible to
infer any conclusion about their relative importance to the user.
Fig. 1: The left-hand side table represents the observed data
K . The Rendle et al. approach creates a user-speciﬁc pairwise
relation i >u j between two items. In the table on the right-
hand side, the plus signal indicates that user u has more interest
in item i than j; the minus signal indicates he prefers item j
over i; and the interrogation mark indicates that no conclusion
can be inferred between both items.
To estimate whether a user prefers an item over another,
Rendle et al. proposed a technique denominated BPR (Bay-
esian Personalized Ranking) which is based on a Bayesian
analysis using the likihood function for p(i >u j|Θ) and
the prior probability for the model parameter p(Θ). The ﬁnal
optimization criterion, BPR-Opt, is deﬁned as:
BPR-Opt :=
∑
(u,i,j)∈DK
lnσ(sˆuij)− ΛΘ||Θ||
2 , (3)
where sˆuij := rˆui − rˆuj and DK = {(u, i, j)|i ∈ N(u) & j ∈
N¯(u)}. The symbol Θ represents the parameters of the model,
ΛΘ is a regularization constant, and σ is the logistic function,
deﬁned as: σ(x) = 1/(1 + e−x).
For learning the model, the authors also proposed a varia-
tion of the stochastic gradient descent technique, denominated
LearnBPR, which randomly samples from DK to adjust Θ.
Algorithm 1 shows an overview of the algorithm, where α is
the learning rate.
Input: DK
Output: Learned parameters Θ
Initialize Θ with random values
for count = 1,...,#Iter do
draw (u, i, j) from DK
sˆuij ← rˆui − rˆuj
Θ ← Θ+ α
(
e
−sˆuij
1+e−sˆuij
. ∂
∂Θ sˆuij − ΛΘΘ
)
end
Algorithm 1: Learning through LearnBPR.
As already mentioned, one disadvantage of the BPR is that,
it is not able to infer any conclusion when the items i and j
are known (or both are unknown). To overcome this limitation,
we propose in this paper an extension to the BPR technique
which also considers metadata from items in order to infer the
relative importance of two items.
IV. PROPOSED METHOD
As discussed earlier, this paper proposes two extensions of
previous works [5], [4] which incorporate metadata awareness
into the models in order to generate better quality recommen-
dations. The ﬁrst extension is related to the BPR technique
described in the last subsection, which considers the available
metadata of items to optimize the personalized ranking of
items to the user. The second extension is with respect to the
gSVD++ model, which was adapted to provide item recom-
mendations instead of simply rating predictions. An important
feature incorporated to gSVD++ is that we constrained the
input data so that learning is performed using only implicit
feedback from users and items’ metadata when available.
In Subsection IV-A we present the metadata awareness
BPR algorithm, denominated MABPR, and in Subsection IV-B
we present the gSVD++ extension, denoted MABPR gSVD++.
A. MABPR
As argued in Subsection III-B, the BPR technique is able
to infer the relative importance of a pair of items i and j only
if i ∈ N(u) and j ∈ N¯(u). In other words, if an item has been
viewed by the user, we can conclude that content is preferred
over all other unknown items, as it aroused a particular interest
to him than the others. On the other hand, when both items
are known (or both are unknown), we cannot infer which one
is preferred over the other because the system only has the
positive/negative feedback from the user. Consequently, those
pairs which belong to the same class (positive or negative)
will not be able to be ranked accordingly, as the model will
be learned only by using the speciﬁc case where one item is
known and the other is not.
In this sense, we propose an extension to BPR which also
considers metadata from items in order to infer the relative
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importance of two items when both have been visited by the
user.
We start by redeﬁning the set DK which contains the
data used during training. We could simply deﬁne D′K =
{(u, i, j)|i ∈ N(u) & j ∈ N(u)∪N¯(u))}, but this formulation
is not accurate because the idea is that when both items are
known to the user, the system will have to use the metadata
to infer their relative importance. However, as some items
may not have metadata available, the deﬁnition of D′K will
also incorporate items without descriptions. In this way, we
redeﬁne D′K := {(u, i, j)|i ∈ N(u) & j ∈ N¯(u) or
i ∈ N(u) & j ∈ N(u) ∪ N¯(u) & |G(i)| > 0 & |G(j)| > 0}.
Fig. 2: As an extension to Rendle et al. approach, we also
consider the metadata describing items i and j when both are
known (i ∈ N(u) & j ∈ N(u)). The function δ(i, j) returns
positive whether user u prefers the description of item i over
the description of item j, and negative otherwise.
Adopting the same example in Figure 1, we show in Figure
2 how the proposed extension affects the relationship between
items i and j with respect to the preferences of user u. Because
items i2, i4 and i5 are known, the system has to analyze their
metadata to infer which one is preferred over the other. This
is the role of function δ(i, j), which is deﬁned as:
δ(i, j) =
{
+ if ϕ(u, i) > ϕ(u, j),
− if ϕ(u, i) < ϕ(u, j),
? otherwise,
(4)
where ϕ(u, .) is deﬁned as:
ϕ(u, .) =
1
|G(.)|
∑
g∈G(.)
wug , (5)
and wug is a weight indicating how much u likes a description
g ∈ G(.).
With such approach, we have further insight about the
user’s preferences by considering his personal opinions about
particular descriptions of items. Such metadata can be of any
type: genres of movies/music, keywords, list of actors, authors,
etc.
On the other hand, we need a mechanism to infer such
opinions wug by analyzing only the training data. We accom-
plish this task by adopting a linear attribute-to-feature mapping
similar to the one proposed by Gantner et al. [17], and then,
optimize the parameters using the LearnBPR algorithm. The
general form of score estimation by considering only the item
attributes is:
rˆui = φf (ai) =
n∑
g=1
wugaig , (6)
where ai is a boolean vector of size n whose each element aig
represents the occurrence or not of a description of some kind.
For instance, if we are considering movies genres, our dataset
may have n = 5 different genres: comedy, action, sciﬁ, drama
and adventure. If an item i is “Star Wars”, we would have ai =
{0, 1, 1, 0, 1} (it is classiﬁed as action, sciﬁ and adventure).
In addition, φf : R
n → R is a function that maps the item
attributes to the general preferences rˆui. In order to learn wug
using LearnBPR, we compute the relative importance between
two items:
sˆuij = rˆui − rˆuj
=
n∑
g=1
wugaig −
n∑
g=1
wugajg
=
n∑
g=1
wug(aig − ajg) .
(7)
Finally, taking the partial derivative with respect to wug ,
we have:
∂
∂wug
sˆuij = (aig − ajg) , (8)
which is applied to Algorithm 1 considering that Θ = (w∗)
for all set of users and descriptions. It is worth mentioning
that this learning procedure to ﬁnd wug is executed before and
independently of MABPR. Other attribute-to-feature mappings
could be used [17], but we preferred the linear one because of
its simplicity. We left to future work testing other approaches
to ﬁnd out which one can best estimate the user’s preferences
for descriptions.
After the user’s preferences have been adjusted to each
possible description, the system starts to learn the parameters
of the model. In our recommender system, we adopted the
gSVD++ model [4], whose extension to support personalized
ranking is described in the next subsection.
B. MABPR gSVD++
The main achievement of the proposed gSVD++ extension
is that we constrained the input data to only implicit feedback.
It means that personal preferences from users are still being
gathered by the system to create their proﬁle of interests,
but now with less effort from the users. Explicit ratings
are not always available, but implicit information can be
extracted from the user interaction in order to provide future
recommendations.
Analyzing Equation 2 again, we note that it uses the
parameter yj , which characterizes the user’s preferences by
enhancing the users factors pu with the importance of items
visited in the past. In addition, the parameter xg is used
to enhance the items factors qi with weights associated to
available descriptions. As we will see in the evaluation, the
adoption of both additional parameters is able to improve the
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results of recommendation. In particular, we emphasize the
approach of using twice the user’s implicit information and
item’s attributes: i) when adjusting all matrices during training;
and ii) to characterize the user’s preferences and item’s features
with the enhanced versions of pu and qi.
In this way, our new recommendation strategy consists of
incorporating the gSVD++ prediction rule rˆui (Equation 2) into
MABPR in order to optimize the ranking of items according
to the user’s preferences. We set sˆuij = rˆui − rˆuj , and deﬁne
the involved parameters of the model: Θ = (b∗, p∗, q∗, y∗, x∗).
Computing the partial derivatives, we have:
∂
∂Θ
sˆuij =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 if Θ = bi,
−1 if Θ = bj ,
qi +
∑
g∈G(i)
xg
−qj −
∑
h∈G(j)
xh if Θ = pu or yj ,
pu +
∑
k∈N(u)
yk if Θ = qi or xg,
−pu −
∑
k∈N(u)
yk if Θ = xh,
0 otherwise.
(9)
It is worth mentioning that xg and xh are different be-
cause the ﬁrst will iterate through the descriptions of item
i and xh with respect to j. Those partial derivatives are
used to adjust the parameters of the model, using the ex-
tended BPR technique as described in Subsection IV-A. In
addition, for each parameter Θ, a regularization constant
ΛΘ = {λb, λp, λqi , λqj , λx, λy} is deﬁned differently using
cross-validation. Because it depends on the dataset, the adopted
values are presented in next section.
V. EVALUATION
The evaluation presented in this paper consists of compar-
ing BPR and MABPR in order to demonstrate how much the
results are inﬂuenced if we adopt metadata awareness when
sampling pairs of items during training. Both optimization
techniques were used to adjust a traditional matrix factorization
model (MF), as follows:
rˆui = bui + p
T
u qi . (10)
In addition, we compare the aforementioned models with
the extension of gSVD++. This second experiment aims at
measuring the beneﬁts of using the additional parameters xg
and yj to enhance the user and item factors matrices.
All methods were implemented in the MyMediaLite library
[18], version 3.07, and the performance was measured using
the AUC (Area Under ROC Curve) metric, which is a general
ranking measure [19]. Higher values of AUC indicate better
ranking quality. A random guess usually scores around 0.5,
and a perfect recommender achieves 1.0.
The experiments were executed with two datasets: Movie-
Lens 100k1 (ML) and Palco Principal2 (PP). The ML dataset
consists of 943 users, who assigned 100, 000 ratings to 1, 682
movies. As the recommenders deal only with implicit feed-
back, the ratings values from the dataset were discarded, and
we considered as positive feedback every rating a user provided
for an item. The PP dataset consists of 4, 416 users and 5, 410
different songs. As implicit information, the users selected a
total of 36, 884 songs to be included in their personal playlists.
In this evaluation, we only considered the genres as meta-
data; however, different types of descriptions could be used as
well. In the ML dataset, there are 19 different movie genres;
in the PP dataset, there are 31 different music genres. In both
datasets, more than one genre can be assigned to each item.
The involved constants used with the datasets were empiri-
cally deﬁned as: #Iter = 40, α = 0.05, λb = 0, λp = 0.0025,
λqi = 0.0025, λqj = 0.00025, λx = 20 and λy = 2. In
addition, we randomly selected 80% of each dataset to be used
for training, and 20% for testing.
 0.927
 0.928
 0.929
 0.93
 0.931
 0.932
 0.933
 0  20  40  60  80  100
AU
C
Num. factors
BPR MF
MABPR MF
MABPR gSVD++
Fig. 3: Comparison of related models using the ML dataset.
Table I and Figures 3 and 4 present the results for the ML
and PP datasets, with a varying number of factors. Comparing
BPR MF and MABPR MF, we note that for most factors,
incorporating metadata awareness was effective to optimize
the personalized ranking. We also note that the only difference
between both recommender strategies is the optimization pro-
cedure, where we extended the sampling procedure to consider
the user’s opinions about the related metadata when the pair of
items are known. In the ML dataset, both approaches achieved
the best results with 10 factors (0.9299 and 0.9308, respec-
tively). In the PP dataset, the highest scores were achieved by
the BPR MF with 90 factors (0.8417), and by MABPR MF
with 100 factors (0.8444).
Comparing both approaches to MABPR gSVD++, we
note that better results can be achieved when considering
the additional parameters xg and yj . The ﬁrst parameter
has the objective to enhance the item’s factors with relative
1http://www.grouplens.org/node/73
2http://palcoprincipal.sapo.pt
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TABLE I: Comparing the related models using the ML and PP datasets. The best values for each technique for a varying number
of factors are highlighted in bold.
MovieLens (ML) dataset Palco Principal (PP) dataset
# factors BPR MF MABPR MF MABPR gSVD++ BPR MF MABPR MF MABPR gSVD++
10 0.92995 0.93085 0.9307 0.82562 0.82611 0.83556
20 0.92906 0.93002 0.93203 0.83535 0.8357 0.8438
30 0.92819 0.92864 0.93095 0.83506 0.83679 0.8456
40 0.92835 0.92943 0.9304 0.83872 0.84073 0.84838
50 0.9284 0.92879 0.93038 0.83871 0.83923 0.84709
60 0.92767 0.92951 0.93028 0.84038 0.84103 0.8514
70 0.9291 0.92893 0.93031 0.83852 0.84255 0.84857
80 0.92894 0.9292 0.93003 0.84127 0.84091 0.84803
90 0.92897 0.92857 0.93071 0.84177 0.84165 0.85042
100 0.92876 0.92863 0.93107 0.84058 0.84445 0.84957
 0.825
 0.83
 0.835
 0.84
 0.845
 0.85
 0  20  40  60  80  100
AU
C
Num. factors
BPR MF
MABPR MF
MABPR gSVD++
Fig. 4: Comparison of related models using the PP dataset.
weights about its descriptions; the second, on the other hand,
characterizes the user’s factors with relative weights about the
set of items he visited in the past. In the ML dataset, the
best result was obtained with 20 factors (0.9320). In the PP
dataset, the MABPR gSVD++ achieved the highest score with
60 factors (0.8514).
It has already been demonstrated that enhancing the users
and items factors with additional parameters can improve the
prediction of ratings using explicit and implicit feedback [3],
[4]; in this evaluation, however, we demonstrated that they can
also produce better recommendations when using MABPR to
improve the personalized ranking.
VI. FINAL REMARKS
This paper proposed an extension to the Bayesian Person-
alized Ranking (BPR) technique [5], which considers user’s
opinions about the items’ metadata in order to infer their
relative importance according to the user’s preferences. The
main advantage of the model is that it considers only on
implicit feedback with descriptions and meaningful metadata
about the content to create a more accurate user proﬁle and
provide recommendations with better quality. As an additional
contribution, this paper also proposed an extension to the
gSVD++ algorithm [4], which was originally designed to pre-
dict user’s preferences based on explicit/implicit feedback. We
have adapted the model to analyze only implicit information,
integrating it with the extended version of BPR.
We depicted an evaluation of the proposed methods, com-
paring the results with a related approach reported in the liter-
ature. The experiments were executed with two datasets from
different domains (movies and songs recommendation), and
the results show the effectiveness of incorporating metadata
awareness into a latent factor model.
In future work we plan to test the model with differ-
ent types of metadata, such as list of actors, keywords and
directors, analyzing the behavior of the model in face of
additional descriptions. In addition, we plan to enhance the
model to incorporate multiple types of implicit feedback, so
that different features, such as user’s history, navigation logs
and context awareness can be used to infer the personal
interests and preferences.
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