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Abstract. Traﬃc monitoring is one of the most popular applications of
automated video surveillance. Classiﬁcation of the vehicles into types is
important in order to provide the human traﬃc controllers with updated
information about the characteristics of the traﬃc ﬂow, which facilitates
their decision making process. In this work, a video surveillance sys-
tem is proposed to carry out such classiﬁcation. First of all, a feature
extraction process is carried out to obtain the most signiﬁcant features
of the detected vehicles. After that, a set of Growing Neural Gas neural
networks is employed to determine their types. A qualitative and quan-
titative assessment of the proposal is carried out on a set of benchmark
traﬃc video sequences, with favorable results.
Keywords: Foreground detection ·Backgroundmodeling ·Probabilistic
self-organising maps · Background features
1 Introduction
The ﬁeld of traﬃc monitoring has generated great excitement in recent years
within the intelligent transport systems community due to the increase of hard-
ware development, the low cost sensor technologies and the improvement in
the development and optimization of data processing algorithms. Speciﬁcally,
the video detection and monitoring solutions for traﬃc applications can help to
improve the performance in traﬃc management [3,10,13]. Thus, for example, if a
high frequency of heavy vehicles is detected in one of the analyzed road sections,
it is possible to redirect the traﬃc in a previous point with the aim of avoiding
traﬃc congestion.
Automatic video surveillance systems can be divided into several phases [1,2].
A ﬁrst step involves the detection of moving objects within the scene; a second
stage performs monitoring tasks to associate the same vehicle detected in all
frames of the sequence in which it appears; and ﬁnally a feature detection phase
to extract relevant knowledge of the movement of these objects, their behavior
and appearance.
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Each stage builds on the previous one, which implies that it is needed to have
implemented the steps of detecting and tracking objects if it is intended to con-
duct an analysis of the detected vehicle. In this paper, some methods previously
developed by our research team for object detection and tracking are combined
with other techniques to yield a vehicle classiﬁcation system. Speciﬁcally, a self-
organizing neural network is applied to cluster the pixels in background and
foreground layers in order to detect which pixels are in motion inside the scene
[12]. Subsequently, a Kalman model for multiple objects is applied to determine
the trajectory of each vehicle which appears in the scene [16].
Therefore, the aim of this work is to classify the detected vehicles in four cat-
egories: car, motorcycle, truck and van. A feature extraction process is required
in order to obtain robust and discriminant characteristics which can diﬀerentiate
correctly among the groups of vehicles. This analysis would help to manage and
distribute the traﬃc more eﬃciently in the analyzed area. Other works in the
literature have the same aim, although some of them apply diﬀerent classiﬁca-
tion or clustering methods [4,8] or start from other methodologies associated
to video surveillance systems [11]. In this case, the Growing Neural Gas model
(GNG) is considered, since it has been used successfully in diﬀerent classiﬁca-
tion problems, from novelty detection [5] to text classiﬁcation [17], or even issues
related to medicine or biology such as osteoporosis detection [15].
The rest of the paper is organized as follows: Sect. 2 presents our vehicle
classiﬁcation model, divided in an explanation of the base method (Subsect. 2.1)
and its application to our classiﬁcation problem (Subsect. 2.2). Section 3 shows
several experimental results over several well-known public traﬃc surveillance
sequences. Finally, Sect. 4 outlines the conclusions of the paper.
2 Model
This section describes a multi-class classiﬁcation system consisting of a combina-
tion of several self-organizing models based on the growing neural gas approach.
2.1 Growing Neural Gas
The growing neural gas (GNG), [6], is an unsupervised neural network suited to
vector quantization and clustering due to its capability of ﬁnding a topological
structure which reﬂects the topology of the input distribution.
Let X = {x ∈ Rd} be a set of M training patterns in a d-dimensional space.
Let GNG be a growing neural gas model composed of N neurons. Initially, GNG
starts placing N = 2 neurons randomly in the input space, which are supposed
to be neighbors in the topological structure and, thus, connected by an edge.
Throughout the training phase, the topology is modiﬁed in two ways. First,
the centroids of the clusters which the neurons represent wi change, in order to
adapt the self-organizing map that the GNG is creating to the input data distri-
bution. For that purpose, the competitive learning rule is used. The competitive
rule states that in a training iteration t only the neuron that best represents the
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currently presented training pattern xt, i.e. the neuron whose centroid is closest
to it, can modify its own internal data, which in case of a GNG neural network
are the neuron centroid wwin and a variable errorwin containing the accumu-
lated error that would be obtained if a vector quantization was carried out.
win(t) = argmin1≤j≤N{‖xt − wj(t − 1)‖2} (1)
wi(t) =
{
wi(t − 1) + ηwin(t) (xt − wi(t − 1)) if i = win(t)
wi(t − 1) otherwise (2)
errorwin(t) = errorwin(t − 1) + ‖wwin(t − 1) − xt‖2 (3)
where ‖ · ‖ is the Euclidean norm.
In order to allow the map to self-organize and maintain the shape of the
input distribution that it has captured, the neurons that are neighbors of the
winner neuron are also able to slightly update their centroid position. In this
case, a much smaller learning rate ηneigh is used for those neurons adjacent to
the winner. Therefore, that new case is added to Eq. 2 and the ﬁnal equation to
model the centroid position update is
wi(t) = wi(t − 1) +
⎧⎨
⎩
ηwin(t) (xt − wi(t − 1)) if i = win(t)
ηneigh(t) (xt − wi(t − 1)) if i ∈ Neighbors(win(t))
0 otherwise
(4)
where ηwin : N −→ [0, 1] and ηneigh : N −→ [0, 1] are two constant or monotone
decreasing functions which satisfy ∀t ∈ N ηwin(t) > ηneigh(t).
Second, during the training phase new neurons are created periodically and
useless neurons, also known as dead ones, are removed from the self-organizing-
map. This is one of the advantages of growing neural networks such as the GNG,
the number of neurons which are part of the model does not have to be ﬁxed a
priori by the user. However, a maximum number of neurons may be deﬁned and
it prevents GNG from creating too many neurons.
Every λ iterations a new neuron is inserted in the self-organizing map. The
selection of the place to insert the neuron is based on the performance of the
existing neurons. Those neurons with a high accumulated error perform poorly
because the cluster which they represent are heterogeneous or contain many
more elements than other clusters. Therefore, the new neuron centroid will be
placed in the middle point of the edge that connect the neuron u with the largest
error and the neuron v which is the neighbor of u accumulating the largest error.
wnew =
wu + wv
2
(5)
As new is between u and v the edge connecting both of them is replaced by
two new edges: one from u to new and other one from new to v. The new
neuron is assumed to represent some of the patterns which previously belonged
to the clusters corresponding to u and v, thus the accumulated error of the three
neurons are updated accordingly.
erroru(t) = α · erroru(t) (6)
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errorv(t) = α · errorv(t) (7)
errornew(t) = erroru(t) (8)
where α ∈ [0, 1] is considered the estimated fraction of accumulated error that
is reduced after inserting the new neuron.
On the other hand, the edges between neurons have an associated variable
age which is incremented as the training advances. Age of the edges connecting
neurons which keep on winning the competition, i.e. those that are not dead, are
refreshed and set to 0 (see Subsect. 2.1). Those edges whose age is greater than
a given threshold amax are removed, since the neurons they connect did not win
the competition recently. If some neurons become isolated after removing edges,
they are considered dead and are also removed from the map.
GNG Training Algorithm
1. The network is initialized by creating two randomly positioned nodes which
are connected by an edge. Their accumulated errors are set to 0.
2. In time instant t, select randomly a vector xt which has not been presented
to the network previously, if possible.
3. Determine the winning neuron win using Eq. 1 and also the runner-up neuron
rup with a reference vector wrup such that ‖xt − wrup(t − 1)‖2 is the second
smallest, for all neurons N .
4. Update the accumulated error of the winning neuron by means of Eq. 3.
Update the network topology using Eq. 4.
5. Age of all edges connecting win to its topological neighbors are incremented
by one.
If win and rup are connected by an edge, the age of that edge is set to 0.
Otherwise, a new edge is created between them.
6. Edges with age larger than amax are removed. If that results in some neurons
without connections, those isolated neurons are also removed.
7. In case the maximum number of nodes has not been reached and
{∃j ∈ N − {0} | t = j · λ} then a new neuron is created.
(a) The neuron u with the largest error is determined as well as its neighbor
neuron v with the largest error. The new neuron is inserted between them
(see Eq. 5)
(b) The edge between u and v is removed and two new edges are added, from
new to u, and from new to v.
(c) The accumulated errors for neurons u, v and new are updated following
Eqs. 6, 7 and 8.
8. The accumulated errors are decreased by a factor β
∀i ∈ [1..N ] errori(t) = errori(t) − β · errori(t) (9)
9. If the ﬁnish requirements have not been meet, i.e. the maximum number of
training steps has not been reached, go to step 2.
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2.2 Classification System
The proposed multi-class classiﬁcation system is based on a one-vs.-all approach,
which involves training a GNG neural network for each one of the C classes to
which the patterns can belong.
Classifier = {GNGi, 1 ≤ i ≤ C} (10)
A given pattern x ∈ Rd is assigned to the class i corresponding to the GNG
which has the closest neuron to that pattern in the input space.
class(x) = argmin1≤i≤C{‖x − wiwinner‖2} (11)
where wiwinner is the winner neuron (see Eq. 1) of GNG neural network GNGi,
which is trained to detect patterns that belong to class i.
The maximum number of neurons which form the diﬀerent self-organizing
maps has been set to the same value, N = Nmax. That way none of the particular
networks GNGi is given an unfair advantage during the training phase.
3 Experimental Results
In this section we present the obtained results from our tests. The selected
sequence to test our approach is the traﬃc video named US-101 Highway which
is available in the dataset of Next Generation Simulation (NGSIM) program, pro-
vided by the Federal Highway Administration (FHWA). This sequence presents
several diﬃculties that should be dealt with, such as a perspective view from the
outdoor scene, overlapping objects or occlusions.
The dataset, which contains information about the trajectories of several
vehicles detected in a video sequence, presents small quantity of labeled vehicles
and a large amount of them without any tag. Therefore, our proposal attempts
to classify the vehicles that appear in the sequence into 4 possible classes: motor-
cycle, car, van and truck. An example of this diﬀerent classes can be observed
in Fig. 1, which shows 4 vehicles and its corresponding trajectories, one vehicle
of each class.
Among the distinct features that can be extracted after segmenting an image,
the selected ones for the tests have been the area, the perimeter, the width and
the height of each object. Features like the object position in the scene are
irrelevant when trying to identify its type and are not taken into consideration.
Thus, for each segmented object Oi a set {xfi ∈ R4 | f ∈ [1..MaxFrame]} deﬁnes
its trajectory during the video sequence. In order for the proposed classiﬁer to
work properly, a representative for each object is necessary. The chosen object
description xfi is the one whose area coincides with the median of the area
values in the members of Oi. Due to the robustness of the median statistic, those
object descriptions corresponding to frames in which the segmentation failed or
several objects overlap are never selected because they are far from the median
value. Furthermore, only trajectories Oi with a minimum cardinality have been
considered, in an attempt to avoid problems involving overlapping objects.
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Fig. 1. Diﬀerent vehicles and its trajectories detected by our approach. From top to
bottom: vehicle 422 corresponds to the moto class, the trajectory 408 is a van, a truck
can be observed with the vehicle 2776 and the vehicle 426 is a car.
The SOM methodology we have used is composed by 4 neural networks, one
per class, that represents each considered vehicle type. Each network consists of
4 neurons. This number of neurons is low because the approach is based on an
online learning strategy so that a desired real-time operation is attained.
To test the goodness of our proposal we have separated the labeled data in
two random groups: the ﬁrst one with the 90% of the data is used to train the
model, and the second one with the remaining 10% of the data is managed to
compare their vehicle type label with the proposed vehicle type result by the
approach. The division of the groups has been carried out applying a stratiﬁed
random selection. So each group has the same class object proportion.
Thus, the process to obtain a classiﬁcation of the objects is as follows. First
of all, the labeled data is divided into 2 groups: training data and test data.
Then the model is created and trained with the training data. Afterwards the
model is proved with the test data. Finally, the unlabeled data are classiﬁed.
This process has been carried out 10 times.
The distribution of one model with its neurons of each class model can be
observed in Fig. 2: (a) shows the distribution organized by area and perimeter,
and (b) exhibits the same distribution organized by width and height.
From a qualitative point of view, the produced classiﬁcation results by the
implemented model are shown in Fig. 3. The results organized by the area and the
perimeter of each vehicle are presented in (a). In addition the same classiﬁcation
organized by width and height is visible in (b).
On the other hand, the quantitative results of the performance of the app-
roach can be observed in Table 1. It shows some diﬀerent well-known measures
like the Accuracy or the Mean Square Error. Accuracy (Acc) is a value between
0 and 1, where higher is better. On the other hand, Mean Square Error (MSE)
is a positive real number, where lower is better.
Let k be the observed object of the K existing objects, let xk and wk be the
class of the object and the class suggested by the approach, respectively, where
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Fig. 2. Training data and the modelled neural network using 4 neurons per class. First
column (a) shows data ordered by area and perimeter. Second column (b) presents the
data sorted by width and height.
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Fig. 3. Classiﬁcation produced by the model of the Fig. 2. First column (a) shows data
ordered by area and perimeter. Second column (b) presents the data sorted by width
and height.
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xk,wk ∈ {1, 2, 3, 4}, corresponding 1 = moto, 2 = car, 3 = van and 4 = truck.
Furthermore, Let qk = 1 if the model hits the classiﬁcation of the object k (so
xk = wk) and qk = 0 if the model fails (xk = wk):
Acc =
1
K
K∑
k=1
qk (12)
MSE =
1
K
K∑
k=1
(xk − wk)2 (13)
In addition we have considered other classiﬁcation performance measures
advocated in [14]. The Rand Index [9] measures the similarity between the clus-
tering associated to the correct classiﬁcation and the clustering associated to
the predicted labels. It attains values in the interval [0, 1] (higher is better),
where 1 indicates a perfect classiﬁcation. Hubert’s Gamma Statistic [9] has val-
ues between −1 and 1 (higher is better), where 1 means a perfect correlation
between the true and predicted labels. Finally, the Overall Cluster Entropy,
the Overall Class Entropy and the Overall Entropy [7] measure the information
about the correct labels which is contained in the predicted labels. These three
measures have values in [0,1], where lower is better.
Table 1. Quantitative measures of the results. Each row is a measure and each column
presents the median, the mean, the standard deviation, the best and the worst result
for these measure, respectively.
Measure Median Mean Best Worst
Accuracy 0.7142 0.6785 0.8571 0.5000
Mean Square Error 0.2857 0.3214 0.1428 0.5000
Rand Index 0.6978 0.7000 0.8021 0.6043
Hubert’s Gamma Statistic 0.2470 0.2737 0.5153 0.0739
Overall Cluster Entropy 0.5228 0.5290 0.3718 0.7305
Overall Class Entropy 0.5252 0.5294 0.3718 0.6364
Overall Entropy 0.5407 0.5292 0.3718 0.6834
The obtained results are inﬂuenced by the segmentation process (where vehi-
cles are detected), and the tracking step (the trajectory of each vehicle is cal-
culated). We have appreciated some overlapping problems, especially trucks
because of its higher size, and this causes wrong classiﬁcation classes. Other
aspect that must be pointed out is the lower number of labeled objects, partic-
ularly motorcycles.
4 Conclusion
This paper proposes a novel approach based on the GNG (Growing Neural Gas)
to determine the types of the vehicles appearing in traﬃc scenes. The detected
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vehicles are classiﬁed into four categories (cars, motorcycles, trucks and vans)
by the system, based on a feature extraction process which provides the input
data to carry out the classiﬁcation.
The proposed neural architecture is composed by four GNGs, so that each
GNG represents one of the considered vehicles types. Each vehicle is classiﬁed
into the class associated to the GNG which best represents the features of the
vehicle. Therefore, the proposed multiclass classiﬁcation system is based on a
one-vs-all approach, which involves the four GNGs. Due to the real-time oper-
ation requirement, an online learning strategy was used for the training of the
four GNGs, whose number of neurons was also limited for the same reason.
The reported results of the simulation experiments in diﬀerent video streams
showed that the proposed approach achieved satisfactory classiﬁcation results.
The performance of the proposed approach depends on both the segmentation
process and the tracking algorithm. Qualitative and quantitative evaluations of
these results showed that the proposed approach performed at a high degree of
vehicle detection rate, while the accuracy rate was satisfactory in the classiﬁca-
tion process.
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