Abstract. Hold-out and cross-validation are among the most useful methods for model selection and performance assessment of machine learning algorithms. In this paper, we present a computationally efficient algorithm for calculating the hold-out performance for sparse regularized least-squares (RLS) in case the method is already trained with the whole training set. The computational complexity of performing the hold-out is O(|H| 3 + |H| 2 n), where |H| is the size of the hold-out set and n is the number of basis vectors. The algorithm can thus be used to calculate various types of cross-validation estimates effectively. For example, when m is the number of training examples, the complexities of N -fold and leave-one-out cross-validations are O(m 3 /N 2 + (m 2 n)/N ) and O(mn), respectively. Further, since sparse RLS can be trained in O(mn 2 ) time for several regularization parameter values in parallel, the fast hold-out algorithm enables efficient selection of the optimal parameter value.
Introduction
In this paper, we consider the regularized least-squares (RLS) algorithm (see, e.g., [1] ), a kernel-based learning method that is also known as the kernel ridge regression [2] , least-squares support vector machine [3] , and Gaussian process regression (see, e.g., [4] ). RLS has been shown to have a state-of-the-art performance regression and classification and it has been applied in various practical tasks in which kernel based learning algorithms are needed (see e.g. [5] ). It has also been modified for other problems such as ranking [6, 7] .
This popular machine learning method has, however, an inefficiency limitation in large-scale problems; the computational complexity of training an RLS learner together with a nonlinear kernel function is O(m 3 ), where m is the number of training examples. This may be too tedious when the number of training examples is large.
To make the RLS algorithm more efficient, sparse versions have been considered. In these only a subset of training examples, often called the basis vectors, are used as regressors while the whole set is still used in the training process. This decreases the training complexity to O(mn 2 ), where n << m is the number of basis vectors (see, e.g., [1, 8] ). Here, we use the term sparse RLS when referring to RLS with the subset of regressors approach.
In addition to deriving faster machine learning algorithms, it is essential to develop computationally efficient methods for the related performance estimation and model selection. In particular, fast cross-validation (CV) algorithms and their approximations have been proposed (see, e.g., [7, 9, 10, 11, 12] ) for the RLS-based learning algorithms. In CV, a part of the training data is held out from training to be used for testing and this hold-out procedure is repeated several times. For more thorough discussion about the CV methods and their critical points, we refer to [13] .
But how to perform CV efficiently with sparse RLS? Firstly, sparse RLS regression can also be considered as a standard RLS regression using a certain type of modified kernel function [14] . This allows the use of the efficient hold-out algorithms for standard RLS proposed by [10, 11] . The computational complexity of these are O(|H| 2 m), where |H| is the size of the hold-out set. However, the presence of the coefficient m may make the algorithms too expensive in practice, especially if it is used to calculate CV estimates. For example, the computational complexity of leave-one-out CV (LOOCV) using this approach would be O(m 2 ), which is more expensive than the training process of sparse RLS if m > n 2 . The second approach is to design CV algorithms especially for sparse RLS. Recently, [9] proposed this kind of LOOCV algorithm. Its computational complexity is O(mn 2 ) which makes it much more practical than the LOOCV algorithm of standard RLS used together with the modified kernel function.
In this paper, we propose an even faster algorithm for computing hold-out estimates for sparse RLS. Its computational complexity is O(|H| 3 +|H| 2 n). Consequently, our algorithm can be used to calculate various types of CV estimates efficiently. For example, when the sizes of the hold-out sets are sufficiently small, the computational complexity of N -fold CV is no larger than that of training sparse RLS. This is the case especially for LOOCV, whose computational complexity is only O(mn). Further, our hold-out algorithm can be used to efficiently select the optimal regularization parameter value, because it can be combined with the fast method for training sparse RLS with several parameter values in parallel.
Sparse Regularized Least-Squares
We first formalize the methods of RLS and the subset of regressors method. We start by considering the hypothesis space H. For this purpose we define socalled kernel functions. Let X denote the input space, which can be any set, and F denote an inner product space we call the feature space. For any mapping Φ : X → F, the inner product k(x, x ) = Φ(x), Φ(x ) of the images of the data points x, x ∈ X is called a kernel function.
Using k, we define for a set X = {x 1 , . . . , x m } of data points a symmetric kernel matrix K ∈ R m×m , whose entries are given by K i,j = k(x i , x j ) and R m×m denotes the set of real m × m -matrices. For simplicity, we assume that K is strictly positive definite, that is, A T KA > 0 for all A ∈ R m , A = 0. The strict positive definiteness of K can be ensured, for example, by adding I to K, where I ∈ R m×m is the identity matrix and is a small positive real number.
We consider the RLS algorithm as a variational problem (for a more comprehensive introduction, see, e.g., [1] )
where y i are the output labels corresponding to the training inputs x i , · k is the norm in the reproducing kernel Hilbert space (RKHS) H determined by the kernel function k (see, e.g., [15] ). The first and the second term of the right hand side of (1) are called the cost function and the regularizer, respectively, and λ ∈ R + is a regularization parameter. The solution of (1) has, by the representer theorem (see, e.g., [15] ), the form
where coefficients a i ∈ R. Accordingly, we only need to solve a regularization problem with respect to a finite number of
T ∈ R m be a vector determining the minimizer of h. To express (1) in a matrix form, we overload our notation and write h(X) = KA ∈ R m . This column vector contains the label predictions of the training data points obtained with the function h. Further, according to the properties of the RKHS determined by k, the regularizer can be written as λ h
T KA. Now, we can rewrite the algorithm (1) as
Its solution
is found by first differentiating (Y − KA) T (Y − KA) + λA T KA with respect to A, setting the derivative to be zero, and solving it with respect to A.
The computation complexity of calculating the coefficient vector A from (3) is dominated by the inversion of a m × m -matrix, and hence it can be performed in O(m 3 ) time. This may be too tedious when the number of training examples is large. However, several authors have considered sparse versions of RLS, where only a part of the training examples, called basis vectors, have a nonzero coefficient in (2) . This means that when the training is complete, only the basis vectors are needed when predicting the outputs of the new data points, which makes the prediction more efficient than it is with the standard kernel RLS regression. Another advantage of sparse RLS is that its training complexity is only O(mn 2 ), where n is the number of basis vectors. Further, as we will show below, there are efficient CV and regularization parameter selection algorithms for sparse RLS that are analogous to the ones for standard RLS.
In this paper, we do not pay attention to the approach that is used to select the set of basis vectors. The only detail we point out is related to the computation of the hold-out or CV performance, since this is our main topic. Namely, the selection of the basis vectors should not change if a part of the training examples is held out and sparse RLS is trained with the rest of the examples. One suitable selection method is, for example, a random sub-sampling when the hold-out sets are also selected randomly. In fact, it was found in [1] that simply selecting the basis vectors randomly has no worse learning performance than more sophisticated methods.
Before continuing to the definition of sparse RLS, we introduce some notation. Let M Ξ×Ψ denote the set of matrices whose rows and columns are indexed by the index sets Ξ and Ψ , respectively. Below, with any matrix M ∈ M Ξ×Ψ and index set Υ ⊆ Ξ, we use the subscript Υ so that a matrix M Υ ∈ M Υ ×Ψ contains only the rows that are indexed by Υ . For M ∈ M Ξ×Ψ , we also use M Υ Ω ∈ M Υ ×Ω to denote a matrix that contains only the rows and the columns that are indexed by any index sets Υ ⊆ Ξ and Ω ⊆ Ψ , respectively.
We now follow [8, 1, 14] and define the sparse RLS algorithm using the above defined notation. Let F = {1, . . . , m}. Instead of allowing functions like in (2), we only allow
where the set indexing the n basis vectors B ⊂ F is selected in advance. In this case, the coefficient vector A ∈ R n is a vector whose entries are indexed by B. The label predictions for the training data points can be obtained from
and the regularizer can be rewritten as λA T K BB A. Therefore, the coefficient vector A is the minimizer of
The minimizer of (5) is found by setting its derivative with respect to A to zero. It is
where
The matrices K BB and K B (K B ) T = (KK) BB are principal sub-matrices of the positive definite matrices K and KK, respectively, and hence the matrix P is also positive definite and invertible (see e.g. [16, p. 397] ). In contrast to (3), the matrix inversion involved in (6) can be performed in O(n 3 ) time. Since n << m, the overall computational complexity of (6) is dominated by the complexity of calculating
T which is O(mn 2 ).
We now reformulate sparse RLS so that its coefficient matrix can be efficiently calculated for different values of the regularization parameter. Note that this reformulation is already known in the machine learning community. Let
be the Cholesky factorization of K BB , where C ∈ M B×B is a lower triangular matrix with strictly positive diagonal entries. Moreover, let
be the eigen decomposition of
T , where V ∈ M B×B is the matrix containing the eigenvectors, and Λ ∈ M B×B is a diagonal matrix containing the eigenvalues of the decomposition. Further, let
Then, the matrix P −1 can be expressed as
The computational complexities of calculating (8), (9) and (10) are O(n 3 ). Now, let us first calculate Q T K B Y (in O(nm) time) and store it in memory. Then, the solution (6) can be computed for different values of the regularization parameter from
with a complexity O(n 2 ). This is because the multiplication of the shifted and inverted eigenvalues Λ with Q T K B Y can be performed in O(n) time and the multiplication of the resulting matrix from left by Q can be performed in O(n 2 ) time.
Fast Computation of Hold-Out Error Estimates for Sparse RLS
We note (see, e.g., [14] ) that the sparse approach can also be considered as performing a standard RLS regression using the following type of modified kernel functionk
Therefore, a straightforward way to construct hold-out estimates for sparse RLS would be to use the hold-out algorithms proposed by [10, 11] for the standard RLS regression using the modified kernel function (12) . The computational complexity of this approach is O(|H| 2 m), where m is the number of training examples and |H| is the size of the hold-out set. The presence of the coefficient m may make it computationally too expensive in practice, especially if it is used to calculate CV estimates. Further, it can be shown that if a data point in the hold-out set is a basis vector, its effect is not completely removed from the training process, because the kernel (12) depends on it.
We now introduce a faster algorithm for calculating a hold-out performance estimates, whose computational complexity is O(|H| 2 (|H| + n)), where n << m is the number of basis vectors. Consequently, our algorithm can be used to calculate various types of CV estimates efficiently. For example, when the sizes of the hold-out sets are sufficiently small, the computational complexity of Nfold CV is no larger than that of training sparse RLS. This is the case especially for LOOCV.
As previously, F = {1, . . . , m} and B ⊂ F are the index set for the whole training data set and the set indexing the basis vectors, respectively. Let H ⊂ F denote the set of indices of the hold-out data points, and let H = F \ H, E = H ∩ B, and L = H ∩ B. Further, let h H be the function obtained by training the sparse RLS algorithm without using the training examples indexed by H. Then, h H (X H ) consists of the output values for the hold-out data points X H that are predicted by h H . According to (6) , the coefficient vector corresponding to h H is
The entries of this coefficient vector are indexed by L. Therefore, according to (4), the output values corresponding to the hold-out set H can be obtained from
This is, of course, computationally too expensive to be used in CV, but fortunately, it is possible to calculate the outputs more efficiently when we have trained in advance a sparse RLS learner with the whole data set. (8), (9) , and (10), and we have the following matrices stored in memory:
Proposition 1. Suppose that we have trained sparse RLS by calculating
Then, the hold-out predictions for a set H can be calculated from
The computational complexity of this calculation is O(|H| 2 (|H| + n)).
Proof. We start by showing the tenability of (20) and continue by considering the computational complexities. Recall from (13) that the output matrix for the hold-out set can be obtained from
and P is defined in (7). Now, due to the positive definiteness of K, both G and P LL are always invertible (see e.g. [16] ). Let
Using the block inverse formula (see, e.g., [16, p. 18-19 ]), we get
Now, we observe that
and using the Sherman-Morrison-Woodbury formula (see, e.g., [16, p. 18-19 ]), we obtain
The invertibility of the matrix −I + K HL W K LH can be shown by considering the matrix
Since G = W −1 − K LH K HL , and I are invertible, the invertibility of the matrix (28) follows from the Schur's determinantal formula (see, e.g., [16, p. 21] ).
Therefore, also the matrix I − K HL W K LH is invertible, again due to the Schur's determinantal formula.
We continue by observing that
According to (26), (11) , and (29), we get
Analogously, according to (26), (11) , and (30), we get
Finally, by substituting (27) into (25), we get
We now consider the computational complexity of using (20). The matrix U can be calculated from (14) , (16) , and (17) using (23) in O(|H| 2 n) time. Moreover, the matrix Z can be calculated from (14) , (16), (17), (18), and (19) using (24) in O(|H|n) time. The computational complexity of calculating J and R using (21) and (22) is O(|H| 2 (|H| + n)). This is because multiplication of an |H| × n -matrix with a diagonal matrix Λ can be computed in O(|H|n) time, the matrix inversion involved in the calculations needs O(|H| 3 ) time, and all the other matrix products need at most in O(|H| 2 n) time when performed in the optimal order. Finally, we substitute these matrices in (20) from which the solution is obtained by inverting a matrix in O(|H| 3 ) time.
The calculation of the matrices (14) -(19) needs O(mn 2 ) time, and hence the computational complexity of training sparse RLS as in Proposition 1 is the same as that of training sparse RLS in the ordinary way. When we have trained sparse RLS as in Proposition 1, we can use the efficient hold-out method for calculating various types of CV estimates. We can, for example, to perform N -fold CV by partitioning the training set into N approximately equally sized folds and average the results of the individual hold-out estimates. The number of training examples in each fold is then |H| ≈ m/N . According to Proposition 1, the computational complexity of each hold-out calculation is O(|H| 2 (|H|+n)), and hence the overall computational complexity of N -fold CV is
We observe that when |H| ≈ n, the computational complexity of CV is equal to that of the sparse RLS training. If we consider this as the largest tolerable computational complexity, the proposed hold-out method is too expensive for larger hold-out sets.
On the other hand, the method is less complex for smaller hold-out sets, like O(mn) for the extreme case of LOOCV. Therefore, it can be used, for example, to select the value of the regularization parameter λ efficiently from a set of candidate values. The computational complexity of the regularization parameter selection is equal to the complexity of CV times the size of the set of candidate values, since the initialization phase of Proposition 1 does not have to be repeated for different candidate values.
Conclusion
Hold-out and CV are among the most important methods for model selection and performance evaluation of machine learning algorithms, and therefore their computationally efficient implementations are sought after. In this paper, we presented a computationally efficient algorithm for calculating hold-out performance estimates for sparse RLS when it has been trained in advance with the whole data set.
The computational complexity of training sparse RLS is O(mn 2 ), where m is the size of the training set and n is the number of basis vectors. We showed that the hold-out estimates for trained sparse RLS can be computed in O(|H| 2 (|H|+n)) time, where |H| is the size of the hold-out set. Consequently, the algorithm can be used to calculate various types of CV estimates effectively. For example, the complexities of N -fold CV and LOOCV for m training examples are O(m 3 /N 2 + (m 2 n)/N ) and O(mn), respectively. Sparse RLS can be trained in O(mn 2 ) time for several regularization parameter values in parallel, and this property can also be combined with the fast hold-out calculation. Therefore, cross-validation can be used to efficiently select the optimal value of the regularization parameter.
