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Preface
In his 2007 monograph, D. Christodoulou proved a breakthrough result giving a detailed description of
the formation of shocks in solutions to the relativistic Euler equations in three spatial dimensions. He
assumed that the data have small HN norm, where N is a sufficiently large integer. To deduce the shock
formation, he also assumed that the data verify a signed integral inequality. In the present monograph,
we extend Christodoulou’s framework and use it to prove that shock singularities often develop in initially
small, regular solutions to two important classes of quasilinear wave equations in three spatial dimensions.
Our work also generalizes and unifies earlier work on singularity formation initiated by F. John in the
1970’s and continued by L. Hörmander, S. Alinhac, and many others. Specifically, we study i) covariant
scalar wave equations of the form g(Ψ)Ψ = 0 and ii) non-covariant scalar wave equations of the form
(h−1)αβ(∂Φ)∂α∂βΦ = 0. Our main result shows that whenever the nonlinear terms fail Klainerman’s
classic null condition, shocks develop in solutions arising from an open set of small data. Hence, within
the classes i) and ii), our work can be viewed as a sharp converse to the well-known result of Christodoulou
and Klainerman, which showed that when the classic null condition is verified, small-data global existence
holds.
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1
Introduction and Overview of the Two Main
Theorems
In [11], D. Christodoulou proved a breakthrough result giving a detailed description of the formation of
shocks in small-data solutions to the relativistic Euler equations in three spatial dimensions. In this mono-
graph, we develop an extended version of his framework that enables us to derive sharp information about
the global behavior of solutions to two important classes of quasilinear wave equations (described just be-
low) in three spatial dimensions. Our results apply to data belonging to HN for a sufficiently large integer
N (see (1.2.8)) and they show that for equations belonging to the two classes, initially small, regular solu-
tions often develop (see Remark 1.1.4) shock singularities1 in finite time. We assume that the equations are
quadratic perturbations of the standard linear wave equationmΨ = 0 on Minkowski spacetime (R1+3,m),
where m is the Minkowski metric and m = −∂2t + ∆ relative to standard rectangular coordinates. The
two classes of wave equations that we treat are i) covariant wave equations of the form
g(Ψ)Ψ = 0,
where g(Ψ) is the covariant wave operator of the Lorentzian metric g(Ψ), and ii) non-covariant wave
equations2 of the form
(h−1)αβ(∂Φ)∂α∂βΦ = 0,
where h(∂Φ) is a Lorentzian metric and ∂α denotes a Minkowski rectangular coordinate derivative. We
show below that these two classes of equations are intimately related. We restrict our attention to initial
data that are compactly supported in the Euclidean unit ball, and we study the solution only in the region
determined by the portion of the data lying in the exterior of a Euclidean sphere of radius 1 − U0 centered
at the origin in R3 (see Figure 1.1 on pg. 7), where 0 < U0 < 1 is a parameter. We expect that our work
could be extended to apply to non-compactly supported data and to a larger solution region. An extensive
account of related work as well as an overview of our proofs are provided in the companion survey article
[13]. Hence, in the present introduction, we provide a relatively sparse account of the relevant literature and
a briefer overview our proofs.
Fritz John gave a non-constructive proof [16] showing that a large class of equations that are quadratic
perturbations of the standard linear wave equation on R1+3 must fail to have global C3 solutions, as long
1We must make suitable assumptions on the nonlinear terms to ensure that shocks form.
2Throughout, we use Einstein’s summation convention.
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as the data are smooth, compactly supported, and nontrivial (without any smallness assumption). His proof
applied to some semilinear equations including
mΦ = −(∂tΦ)2,
to some quasilinear equations including
mΦ = −(∂tΦ)∂2t Φ,
and to related equations with nonlinearities verifying a signed technical condition. Later work by Alinhac3
[1] and Christodoulou [11] (see also the follow-up work Christodoulou-Miao [9]) revealed that for some
related classes of quasilinear wave equations having a nontrivial intersection with John’s class, for solutions
launched by a set of small data, the singularity is caused by the intersection of characteristic hypersurfaces.
That is, the singularity is a shock. We discuss the precise classes of equations and data covered by Alinhac
and Christodoulou and the differences in their approaches in Sect. 1.11. Although the sign of the nonlinearity
played an important role in John’s proof, it did not in the proofs of Alinhac or Christodoulou, nor does it in
the present work. It is interesting to note that as of the present, the nature of the breakdown of solutions in
the semilinear equations covered by John’s work [16] remains poorly understood. Our main objectives in
the monograph are the following.
I. We identify criteria for the structure of the equations and stable criteria on small initial data that guar-
antee that the solution develops a shock singularity in finite time. In particular, our results recover, as
special cases, the most important aspects of the shock-formation results of Christodoulou and Alinhac.
Specifically, for the equations we study, the global behavior of small-data solutions is determined by
the presence or absence of certain tensorial components in the wave equations. If the tensorial com-
ponents are absent, then the nonlinearities verify Klainerman’s classic null condition [22], and the
methods of [23] and [10] yield small-data global existence. If they are present, then the classic null
condition [22] fails, and our work yields shock formation for solutions launched by an open set of
small data (see Remark 1.1.4). Moreover, we show that for general small data, shocks are the only
kind of singularities that can develop in the region of interest.
II. For the shock-forming solutions, we provide a detailed description of the dynamics from t = 0 all the
way up to and including the constant-time hypersurface subset ΣU0T(Lifespan);U0 (see definition (2.2.4b)
and (21.1.1)) where the first shock singularity point lies. To provide this description, we extend the
groundbreaking framework developed by Christodoulou [11], which he used to prove sharp shock
formation results for irrotational regions of relativistic fluids. We have also significantly simplified
some aspects of his approach, in part by being more selective in our use of geometry. That is, we
perform fully geometric decompositions only when deriving the most delicate estimates. In deriving
many of the less delicate estimates, we use a simpler, less geometric approach, which has spared us a
great deal of analysis.
As does [11], our results provide, in particular, a sharp description of the quantities that remain regular
up to and including the time of first shock formation. An important virtue of our estimates is that as in
[11, Ch.15], they could be extended to give a detailed description of the maximal future development
of the portion of the data in the exterior of S0,U0 ⊂ Σ0; see Figure 1.4 on pg. 37. This is one
key advantage of Christodoulou’s approach over Alinhac’s, which is tailored only to see the first
3Despite the title, Alinhac’s article addresses both the cases of two and three spatial dimensions
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singularity point.4 One would need a precise description of the solution up to the boundary of the
maximal development, not just information near the first singularity point, if one wanted to try to
weakly continue the solution under suitable extension criteria.
1.1 First description of the two theorems
Our work is divided into two main theorems.
1. Main Theorem of the Monograph: A Sharp Classical Lifespan Theorem. In Theorem 21.1.1, we
show that for small-data solutions to covariant wave equations of the form g(Ψ)Ψ = 0, there is a
scalar function µ that dictates the global behavior of the solution in the region of interest. The function
µ, which we discuss in great detail below, has a simple geometric interpretation: 1/µ measures the
foliation density of a family of outgoing null cones (which are characteristic hypersurfaces of the
dynamic metric). In short, µ starts out near 1 and either it goes to 0 in finite time and a shock forms
due to the intersection of characteristic hypersurfaces (that is, due to the blow-up of the foliation
density), or it remains positive and, because of dispersive effects, no singularity forms in the region.
Furthermore, the theorem provides many quantitative estimates that are verified up to and including
the constant-time hypersurface subset ΣU0T(Lifespan);U0 (see definition (2.2.4b) and (21.1.1)) where the
first shock singularity point lies. The proof of Theorem 21.1.1 is based on a long bootstrap argument
that occupies the majority of the monograph. Our proof is based on Christodoulou’s framework [11],
but we develop some alternate strategies that significantly shorten and simplify some aspects of the
analysis and allow us to address a larger class of equations. In Appendix (A), we outline how to extend
Theorem 21.1.1 so that it applies to non-covariant wave equations of the form (h−1)αβ(∂Φ)∂α∂βΦ =
0.
Remark 1.1.1 (µ−1 degeneracy is responsible for the length). The main reasons that the present
work and the work [11] are so long are i) the high-order L2 estimates of Theorem 21.1.1 are rather
degenerate with respect to powers of µ−1 (see Sect. 1.10.3 for an overview) and ii) an intimately
related difficulty: the top-order L2 estimates are very difficult to derive without “losing derivatives”
(see Sect. 1.10.2 for an overview). The degeneracy of the high-order L2 estimates with respect to
powers of µ−1 is the main new feature that distinguishes the problem of small-data shock formation
from other global results for nonlinear wave equations that are found in the literature.
Remark 1.1.2 (Key innovations of Christodoulou’s framework). The most important innovations
of the framework of [11] are that it provides a means to establish the degenerate high-order L2 esti-
mates as well as a means to show that the degeneracy does not propagate down to the lower levels.
Remark 1.1.3 (Strong null condition). Our work can easily be extended to allow for the presence
of additional “harmless” quadratic semilinear terms in the wave equations. For example, a sufficient
condition in the region {t ≥ 0} is that the terms verify the future strong null condition of Def. A.1.6.
Such terms remain small throughout the future evolution and do not interfere with the shock-formation
processes. In contrast, the results of our theorems are not stable under the addition of general cubic
semilinear terms. Roughly, the reason is that our framework is tailored to precisely control the danger-
ous quadratic interactions, whereas for solutions that blow-up, general cubic terms would dominate
the dynamics near the singularity.
4Hence, Alinhac’s results only apply to data for which there is a unique first singularity point.
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2. Second Theorem: Shock-Formation for Nearly Spherically Symmetric Small Data. We state
this theorem as Theorem 22.3.1. It is relatively easy to prove thanks to the difficult estimates of
Theorem 21.1.1. The theorem shows that there exists an open set of small data that launch solutions
such that µ vanishes in finite time, thus yielding the onset of a shock. Specifically, Theorem 22.3.1
shows that shocks form in solutions corresponding to small, nontrivial, compactly supported, nearly
spherically symmetric data. For technical reasons, the theorem applies to data specified at time −1/2
and supported in a Euclidean ball of radius5 1/2. Moreover, with some additional effort, we could
extend Theorem 22.3.1 to show shock formation in solutions corresponding to a significantly larger
class of data; see Remark 1.1.4.
Remark 1.1.4 (Shock formation for small compactly supported data). In Sect. 1.11.3, we outline how
to extend Theorem 22.3.1 to show finite-time shock formation in solutions corresponding to all sufficiently
small compactly supported nontrivial data. More precisely, the discussion in Sect. 1.11.3 leaves open the
possibility that the small size of the data that is sufficient for proving the sharp classical lifespan theorem
(Theorem 21.1.1) might not be sufficient for proving shock formation. That is, our proof of shock formation
depends on the profile of the data, which we might need to multiply by a small rescaling factor in order to
ensure the blow-up.
1.2 The basic structure of the equations
As we mentioned at the beginning, the first class of problems that we study is Cauchy problems for covariant
scalar wave equations of the form
gΨ = 0, (1.2.1)
(Ψ|t=0, ∂tΨ|t=0) = (Ψ˚, Ψ˚0). (1.2.2)
Above, g = g(Ψ) is a Lorentzian metric,
g := (g−1)αβD2αβ (1.2.3)
is the covariant wave operator6 corresponding to g, and D is the Levi-Civita connection corresponding to g.
In order to make more precise statements, we now formally introduce one of the two coordinate systems that
we use in our analysis. Specifically, throughout this monograph, {xµ}µ=0,1,2,3 denotes a fixed rectangular
coordinate system on Minkowski spacetime (R1+3,m) relative to which mµν = diag(−1, 1, 1, 1). x0 is the
time coordinate and (x1, x2, x3) are the spatial coordinates. Greek “spacetime” indices vary from 0 to 3 and
lowercase Latin “spatial” indices vary from 1 to 3.Repeated indices are summed over their respective ranges.
The symbol ∂ν denotes the rectangular coordinate vectorfield ∂∂xν . We often use the alternate notation t :=
x0, ∂t := ∂∂x0 . Upon rescaling the metric,
7 we may assume that
(g−1)00(Ψ) = −1, (1.2.4)
5 By making straightforward modifications throughout the monograph, this result can be extended to allow for an arbitrary finite
radius of support.
6Relative to an arbitrary coordinate system, gΨ = 1√|detg|∂α(
√
|detg|(g−1)αβ∂βΨ).
7Actually, rescaling the metric leads to the presence of an additional semilinear term on the right-hand side of equation (1.2.1).
However, this additional term has a very good null structure, in the sense of Lemma A.1.3. In the region {t ≥ 0}, we call this good
structure the “future strong null condition” (see Def. A.1.6). As will become clear, such a good term makes only a tiny contribution
to the future dynamics of small-data solutions (even those solutions that form shocks) and hence we ignore it.
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which simplifies some of our calculations.
We assume that relative to standard Minkowski-rectangular coordinates, g is a quadratic perturbation of
the Minkowski metric m, (µ, ν = 0, 1, 2, 3) :
gµν = gµν(Ψ) := mµν + g(Small)µν (Ψ), (1.2.5)
where
mµν := diag(−1, 1, 1, 1), (1.2.6)
and the g(Small)µν are smooth functions of Ψ (at least when Ψ is sufficiently small) verifying
g(Small)µν (0) = 0. (1.2.7)
We prove our main theorems under the assumption that the size ˚ of the data is sufficiently small, where
˚ = ˚[(Ψ˚, Ψ˚0)] := ‖Ψ˚‖H25e (Σ10) + ‖Ψ˚0‖H24e (Σ10). (1.2.8)
In (1.2.8), ‖·‖HMe (Σ10) denotes the standard Euclidean Sobolev norm corresponding to order≤M rectangular
spatial derivatives on the Euclidean unit ball Σ10 ⊂ R3. The number of derivatives in (1.2.8), 25, could be
reduced with some additional effort. We were motivated to explicitly keep track of the number of derivatives
that we use in proving our results because, as we will see, the number is connected to certain crucially
important structural features of our equations and our estimates.
Remark 1.2.1 (N(Christodoulou)). In [11], Christodoulou did not provide an explicit estimate for the num-
ber of derivatives N(Christodoulou) on the data needed for his main results. In his bootstrap argument,
N−1(Christodoulou) was a parameter that was chosen to be sufficiently small to counter other large, non-explicit
constants.
For simplicity, we do not study the solution along complete constant-time hypersurfaces. Rather, we fix
a constant U0 ∈ (0, 1) and study the solution in the future region determined by the portion of the nontrivial
data belonging to the following annular region in R3 : ΣU00 := {(x1, x2, x3) | 1 − U0 ≤ r ≤ 1}, where
r =
√∑3
a=1(xa)2 is the standard Euclidean radial coordinate. In doing so, we avoid the origin, where r
vanishes and some of our estimates degenerate. The region of interest, which is evolutionarily determined
by the nontrivial data in ΣU00 , is trapped between the two outgoing null cones CU0 and C0, where the latter
cone is flat because Ψ completely vanishes in its exterior (see Figure 1.1); we explain this region in much
greater detail below.
CU0
C0
nontrivial data trivial data
Ψ ≡ 0
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Figure 1.1: The region of interest
In brief, our main goal in this monograph is to show that if the nonlinearities in (1.2.1) fail Klainerman’s
classic null condition [22] (see Sect. 1.3), then nontrivial data of arbitrarily small size verifying an open
condition launch a solution that forms a shock in finite time. Furthermore, we give a detailed description
of the various phases of the dynamics of all small-data solutions, up to and including the time of first
shock formation for those that form shocks. We stress that the covariant wave equation (1.2.1) features
both quasilinear and semilinear terms when it is written relative to local coordinates; see equation (1.3.6)
However, for equation (1.2.1), failure of the classic null condition for both the quasilinear terms and the
semilinear terms is determined by a single factor, a function (+)ℵ that we define below in (1.4.4).
We now briefly discuss the second class of equations that we study, that is, non-covariant equations of
the form
(h−1)αβ(∂Φ)∂α∂βΦ = 0. (1.2.9)
In analogy with the case of equation (1.2.1), we assume that
hµν := mµν + h(Small)µν (∂Φ), (1.2.10)
where the h(Small)µν are smooth functions of8 ∂Φ (at least when ∂Φ is sufficiently small) verifying
h(Small)µν (0) = 0. (1.2.11)
It turns out that the study of solutions to (1.2.10) can be effectively reduced to the study of equation (1.2.1).
We provide an outline of the reduction in Appendix A. In short, by differentiating (1.2.9) with rectangular
coordinate derivatives ∂ν , the question of the long-time behavior of solutions to (1.2.9) can be transformed
into an equivalent question of the long-time behavior of solutions to a coupled system of equations in the
unknowns Ψν := ∂νΦ. The main point is that the system comprises scalar equations that are closely related
to equation (1.2.1). Furthermore, in the small-data regime, the system turns out to be rather weakly coupled
except in a few key aspects. This structure was first observed by Christodoulou in [11] for a class of
wave equations that derive from a Lagrangian. In this monograph, we show that the structure survives
for general wave equations of the form (1.2.9)-(1.2.10). This fact is based on the availability of some
good (null) structure present in certain semilinear terms (see Lemma A.1.3), which completely vanished in
Christodoulou’s work [11]. In total, except for a handful of key aspects, the difference between the coupled
system and the scalar equation (1.2.1) is small. Hence, in this monograph, we provide detailed proofs only
in the case of the scalar equation (1.2.1). We remark that one important additional ingredient is needed to
understand the long-time behavior of solutions to (1.2.9). We explain this remark in Sect. A.2 and provide
the ingredient in Prop. A.2.3.
1.3 The structure of the equation relative to rectangular coordinates
Relative to the rectangular coordinates introduced in Sect. 1.2, equation (1.2.1) can be expressed as
(g−1)αβ∂α∂βΨ + (g−1)αβ(g−1)κλΓακβ∂λΨ = 0, (1.3.1)
8Throughout, ∂Φ denotes the gradient of Φ with respect to the rectangular spacetime coordinates.
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where (recall the decomposition (1.2.5))
Γακβ = Γακβ(Ψ, ∂Ψ) :=
1
2
{
∂αg
(Small)
κβ + ∂βg
(Small)
ακ − ∂κg(Small)αβ
}
(1.3.2)
are the lowered Christoffel symbols of g relative to the rectangular coordinates. In order to fully clarify the
structure of the nonlinearities, we introduce the following smooth functions of Ψ, which play a fundamental
role in our analysis.
Definition 1.3.1 (Derivatives of the metric component functions with respect to Ψ). Relative to the
rectangular coordinates, we define the smooth functions Gµν(·) as follows:
Gµν = Gµν(Ψ) :=
d
dΨg
(Small)
µν (Ψ). (1.3.3)
We also define the following smooth functions G′µν(·), which play a supporting role in our analysis:
G′µν = G′µν(Ψ) :=
d
dΨGµν(Ψ). (1.3.4)
Using (1.3.3), we can express
2Γακβ = Gκβ∂αΨ +Gακ∂βΨ−Gαβ∂κΨ (1.3.5)
and hence equation (1.3.1) can be rewritten as
(g−1)αβ∂α∂βΨ +
1
2(g
−1)αβ(g−1)κλ {2Gακ∂βΨ−Gαβ∂κΨ} ∂λΨ = 0. (1.3.6)
1.4 The classic null condition
Klainerman’s well-known result [23], which he derived using the vectorfield method, shows that the equation
(1.3.6) has global small-data solutions if the nonlinearities verify his classic null condition [22]; see also [10]
for Christodoulou’s alternate proof, which is based on the conformal method. There are several equivalent
ways of formulating the classic null condition. The standard way is to use Klainerman’s original definition
[22], which involves Taylor expanding the nonlinearities around (Ψ, ∂Ψ, ∂2Ψ) = 0 and keeping only the
quadratic part. In the case of equation (1.3.6), we compute that the quadratic terms are, up to constant
factors, as follows:
Gκλ(Ψ = 0)(m−1)ακ(m−1)βλΨ∂α∂βΨ, (1.4.1a)
Gκλ(Ψ = 0)(m−1)κλ(m−1)αβ∂αΨ∂βΨ, (1.4.1b)
Gκλ(Ψ = 0)(m−1)ακ(m−1)βλ∂αΨ∂βΨ. (1.4.1c)
By definition, the quasilinear terms (1.4.1a) are said to verify the classic null condition if and only if for
every Minkowski-null covector9 ξ, we have Gκλ(Ψ = 0)(m−1)ακ(m−1)βλ(m−1)βλξαξβ = 0. For the
semilinear terms (1.4.1b), the defining condition is Gκλ(Ψ = 0)(m−1)κλ(m−1)αβξαξβ = 0, while for
(1.4.1c) the defining condition is Gκλ(Ψ = 0)(m−1)ακ(m−1)βλξαξβ = 0. It follows that (1.4.1b) always
9Recall that ξ is Minkowski-null if and only if (m−1)αβξαξβ = 0.
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verifies the classic null condition, while (1.4.1a) and (1.4.1c) verify it if and only if Gαβ(Ψ = 0)`α`α = 0
for every Minkowski-null vector `.
We now examine the classic null condition from a different perspective, one more closely connected to
our analysis of shock-forming solutions in the region {t ≥ 0}. To proceed, we consider, for the purpose of
illustration, the vectorfield frame
{L(Flat) := ∂t + ∂r, R(Flat) := −∂r, X(Flat);1, X(Flat);2}, (1.4.2)
where X(Flat);1 and X(Flat);2 are a local frame on the Euclidean spheres of constant t and r and ∂r is the
standard Euclidean radial derivative. Note that relative to the frame (1.4.2), we can decompose the inverse
Minkowski metric as follows:
(m−1)αβ = −Lα(Flat)Lβ(Flat) − (Lα(Flat)Rβ(Flat) +Rα(Flat)Lβ(Flat)) + (m/−1)ABXα(Flat);AXβ(Flat);B,
(1.4.3)
where the 2× 2 matrix (m/−1)AB is the inverse of the 2× 2 matrix m/AB := mαβXα(Flat);AXβ(Flat);B. With
the help of (1.4.3) and (1.4.1a)-(1.4.1c), it is straightforward to see that for equation (1.3.6), Klainerman’s
classic null condition is verified if and only the quadratic part of the nonlinearities, when expressed in terms
of the frame derivatives, does not contain any quasilinear terms proportional to10 ΨR(Flat)(R(Flat)Ψ) or
semilinear terms proportional to (R(Flat)Ψ)2. Simple calculations yield that up to constant factors, both of
these terms have the same coefficient, namely the future null condition failure factor (+)ℵ defined by
(+)ℵ := Gαβ(Ψ = 0)︸ ︷︷ ︸
constants
Lα(Flat)L
β
(Flat). (1.4.4)
Note that (+)ℵ can be viewed as a function depending only on θ = (θ1, θ2), where θ1 and θ2 are local
angular coordinates corresponding to standard spherical coordinates on Minkowski spacetime. The fol-
lowing important result follows from the methods of [23] and [10]: if the terms ΨR(Flat)(R(Flat)Ψ) and
(R(Flat)Ψ)2 are absent from equation (1.3.6) when it is expanded relative to the frame (1.4.2), then small-
data future-global existence holds. Hence, up to constant factors, (+)ℵ is the coefficient of the terms in
equation (1.3.6) that are possible obstructions to future-global existence. The relevant point is that in the
region {t ≥ 0},ΨR(Flat)(R(Flat)Ψ) and (R(Flat)Ψ)2 decay more slowly than the other quadratic nonlinear
terms and hence have the potential to eventually cause singularities to form (see however, Remark 1.4.2
concerning the product ΨR(Flat)(R(Flat)Ψ)). All other quadratic terms decay sufficiently fast as t→∞ to
allow for small-data future-global solutions. Moreover, from the discussion in the previous paragraph, we
conclude that Klainerman’s classic null condition is verified by the nonlinear terms in equation (1.3.6) if and
only if11 (+)ℵ ≡ 0. Our main shock-formation theorem, Theorem 22.3.1, provides a converse to the results
of [23] and [10] for the equations under consideration: if (+)ℵ 6≡ 0, then equation (1.3.6) exhibits future
shock formation, caused by the presence of the quadratic terms ΨR(Flat)(R(Flat)Ψ) and (R(Flat)Ψ)2, in
solutions launched by an open set of small data.
Remark 1.4.1 (Most equations of type (1.3.6) have (+)ℵ 6≡ 0). It follows from the above discussion
that for equation (1.3.6), (+)ℵ completely vanishes if and only if, relative to the rectangular coordinates,
gαβ = (1 + f(Ψ))mαβ +O(Ψ2) for some smooth function f(Ψ) verifying f(0) = 0. Hence, for equations
of type (1.3.6), the classic null condition is restrictive and holds only in very special cases.
10Throughout, if X is a vectorfield and f is a function, then Xf := Xα∂αf denotes the derivative of f in the direction X.
11 The key point is that all possible future-directed Minkowski-null vectors ` from the previous paragraph are achieved by the
vectorfield L(Flat) in (1.4.4) as it varies over the region {t ≥ 0}.
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Remark 1.4.2 (The quasilinear terms by themselves do not cause small-data singularities). The re-
sults of Alinhac [5] and Lindblad [25] show that if we modify equation (1.3.1) by deleting the semilin-
ear terms that fail the classic null condition, then the modified equation admits small-data global solu-
tions.12 Their result holds even though the modified equation can contain a quasilinear term proportional
to ΨR(Flat)(R(Flat)Ψ), which fails the classic null condition. In the presence of such a term, the global
solutions can have distorted asymptotics. In particular, the true characteristics can significantly deviate from
the Minkowskian characteristics as t→∞. Roughly, the analog of µ in [5] and [25] can become arbitrarily
small as t → ∞, but it never vanishes in finite time. On the other hand, if we delete the quasilinear terms
from equation (1.3.1) but retain the semilinear terms, then the results of John [16] imply that under cer-
tain structural assumptions on the semilinear terms, all nontrivial solutions must break down in finite time.
However, the singularity formation mechanism is not known.
We stress that the results of Alinhac [5] and Lindblad [25] do not extend to equation (1.2.9). More
precisely, even though there are no semilinear terms present in this equation, it exhibits small-data shock
formation when its nonlinearities fail the classic null condition; see Remark A.0.2.
Remark 1.4.3 (Shock formation for {t ≤ 0}). We could also study past shock formation. In this case, the
function (+)ℵ from (1.4.4) needs to be modified to account for the fact that L(Flat) is not outward pointing
as we head towards the past; see Remark 2.6.3.
1.5 Basic geometric constructions
In deriving our main results, we adopt the framework of [11] and perform the vast majority of our analysis
relative to a new system of geometric coordinates:
(t, u, ϑ1, ϑ2). (1.5.1)
The coordinate t is the Minkowski time coordinate from Sect. 1.2, while the “dynamic coordinate” u is an
outgoing eikonal function. Specifically, u a solution to the eikonal equation
(g−1)αβ(Ψ)∂αu∂βu = 0 (1.5.2)
with level sets that are outgoing to the future (see Figure 1.2). We define the initial value of u by
u|t=0 = 1− r, (1.5.3)
where r is the standard radial coordinate on R3. The solution to (1.5.2) is a perturbation of the flat eikonal
function u(Flat) = 1 + t− r. The level sets of u, which we denote by Cu, are null (characteristic) hypersur-
faces of the Lorentzian metric g. The Cu intersect the constant Minkowski-time hypersurfaces Σt in spheres
St,u. We denote the Riemannian metric that g induces on St,u by g/. We denote the annular region in Σt that
is trapped between the inner sphere St,u and the outer sphere St,0 by Σut . We denote the portion of Cu in
between Σ0 and Σt by Ctu. We denote the solid spacetime region in between Σ0, Σt, Ctu, and Ct0 byMt,u
(see Figure 1.2). More precisely, we defineMt,u to be “open at the top.” That is, Σut is not part ofMt,u. In
contrast, we define Ctu to be “closed at the top.” The functions ϑ1, ϑ2 from (1.5.1) are local coordinates on
the St,u that, as we explain below, are easy to construct.
12 More precisely, Lindblad’s work [25] treats the general case, while Alinhac’s work [5] addresses the specific equation−∂2tΨ+
(1 + Ψ)2∆Ψ = 0.
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Figure 1.2: Surfaces and regions
We stress the following important point: the eikonal equation (1.5.2) is an evolution equation for u that
must be solved in conjunction with the wave equation (1.2.1). That is, we are studying the wave equation
(1.2.1) coupled to (1.5.2). In rectangular coordinates, the wave equation completely decouples. However,
as we will see, it is extremely useful to study the wave equation relative to a dynamic frame constructed
with the help of u. Relative to this frame, (1.2.1) and (1.5.2) and their higher-order versions become highly
coupled.
Intuitively, one might expect that the intersection of the level sets of u should correspond to a shock
singularity. This is precisely what happens in the case of Burgers’ equation in 1 + 1 dimensions:
∂tΨ + Ψ∂xΨ = 0, (1.5.4)
where the role of the eikonal function is played by Ψ itself. For illustration, we now recall the basic argument
leading to shock formation for solutions to (1.5.4). The characteristics corresponding to (1.5.4) are the
integral curves of the following ODE system in γ(t) := (γ0(t), γ1(t)) :
d
dt
γ0(t) = 1, d
dt
γ1(t) = Ψ ◦ γ(t). (1.5.5)
Equation (1.5.4) implies that Ψ is constant along each solution curve γ, and we therefore conclude from
(1.5.5) that each such curve is in fact a straight line in the (t, x) plane with constant slope Ψ(0, γ1(0)).
It follows that Ψ(t, x0 + tΨ˚(x0)) = Ψ˚(x0), where Ψ˚(x0) := Ψ(0, x0). From the chain rule, we see that
∂xΨ(t, x0 + tΨ˚(x0)) = (1 + tΨ′(x0))−1Ψ˚′(x0). Hence, if Ψ˚′(x0) < 0 for some point x0, then ∂xΨ blows
up by the time t = −[Ψ′(x0)]−1 due to the intersection of the characteristics emanating near x0. In contrast,
Ψ itself remains bounded. Another way to think about the dynamics is that Ψ is well-behaved along the
directions tangent to the characteristics but becomes singular in the transversal directions. As we will see,
these basic features are also partially present in the shock-forming wave equation solutions that we study in
this monograph.
In more than one spatial dimension, wave equations do not reduce to transport equations along the
characteristics. Nonetheless, it is well-established that in some regimes, eikonal functions can be used to
derive sharp results for quasilinear wave-like equations in more than one spatial dimension. For example, for
small-data solutions to wave equations in three spatial dimensions with nonlinearities that verify the classic
null condition, the solution’s lower-order derivatives verify a transport equation with sources that decay at
an integrable-in-time rate along the null generators of the characteristic hypersurfaces, and this structure
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allows one to derive sharp estimates. The first instance of the use of an eikonal function to solve a global
nonlinear problem is found in the celebrated proof of Christodoulou-Klainerman [12] of the global stability
of Minkowski spacetime as a solution to Einstein’s equations. Eikonal functions also played a central role in
the Klainerman-Rodnianski [24] proof of low regularity local well-posedness for a class of quasilinear wave
equations. They also played a fundamental role in both Alinhac’s and Christodoulou’s proofs of small-data
shock formation. Moreover, in the shock-formation proofs, the eikonal function played a more essential
role than it did in the proof of the stability of Minkowski spacetime. Specifically, Lindblad and Rodnianski
gave a second proof [26] of the stability of Minkowski spacetime, relative to wave coordinates, that did not
rely upon a true eikonal function. Instead, they closed their small-data global existence proof by deriving
estimates relative to the background Minkowskian geometry13 with the help of a Minkowski eikonal function
u(Flat) = t − r. In contrast, as we will see, for the solutions studied in this monograph, small-data shock
formation exactly corresponds to the intersection of the level sets of a true eikonal function verifying (1.5.2).
It is difficult to imagine an alternative sharp proof of small-data shock formation that references only the
background Minkowskian geometry; it seems that one would need at least a very close approximation of a
true eikonal function.
Intimately connected to the eikonal function is the following important vectorfield, which can be ex-
pressed relative to rectangular coordinates as follows:
Lν(Geo) := −(g−1)να∂αu. (1.5.6)
It is easy to verify thatL(Geo) is null and geodesic, that is, that g(L(Geo), L(Geo)) = 0 andDL(Geo)L(Geo) = 0
(recall that D is the Levi-Civita connection of g and thus Dg = 0). Furthermore, a related quantity that we
mentioned above, the inverse foliation density µ, is the most important object in this monograph from the
point of view of small-data shock formation:
µ := − 1(g−1)αβ∂αu∂βt =
1
L0(Geo)
. (1.5.7)
The function 1/µ is a measure of the density of the stacking of the level sets of u relative to Σt. In the case
of the background solution Ψ ≡ 0, we have µ ≡ 1. For perturbed solutions, the stacking density becomes
infinite (that is, the level sets of u intersect and a shock forms) when µ = 0. In Figure 1.3 on pg. 14, we
exhibit a solution in which µ has become very small in a certain region because the density of the level sets
of u has become large (that is, a shock has nearly formed in this figure). One of our primary goals in this
monograph is to prove that for a class of small-data solutions, µ becomes 0 in finite time before any other
kind of singularity occurs. Actually, in addition to exhibiting a class of small data for which µ becomes 0 in
finite time, we prove in Theorem 21.1.1 an analog of the main result of [11], which is stronger: we show that
for small data, in the region of interest, the only possible way a singularity can form is for µ to become
0 in finite time.
We now introduce the following rescaled version of L(Geo), which plays a fundamental role in our
analysis:
L := µL(Geo). (1.5.8)
Note that Lt = L0 = 1. Our interest in L lies in the fact that our proof shows that when a shock forms,
the rectangular components Lν(Geo) blow-up, while the rectangular components L
ν remain near those of
13More precisely, some of the transport equation estimates in [26] were derived along first-order corrections to the outgoing
Minkowskian characteristics.
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L(Flat) := ∂t + ∂r. For this reason and many others that will become apparent, L is useful for analyzing
solutions.
To complete our geometric coordinate system, we complement t, u with local coordinates (ϑ1, ϑ2) on
the initial Euclidean sphere S0,0 and propagate them inward to the S0,u by solving −∂rϑA = 0 and then to
the future by solving LϑA = 0, (A = 1, 2). We denote the coordinate vectorfield corresponding to ϑ1 by
X1 := ∂∂ϑ1 |t,u,ϑ2 and similarly for X2. It follows that the XA are tangent to the spheres St,u.
Remark 1.5.1 (µ is connected to the Jacobian determinant of the change of variables map). For the
solutions under consideration, the Jacobian determinant of the change of variables map Υ from geometric to
rectangular coordinates vanishes precisely when µ vanishes (see Lemma 2.17.1). Hence, small-data shock
formation can alternatively be viewed as a breakdown in the map Υ−1.
1.6 The rescaled frame and dispersive C0 estimates
The following basic principle, first exhibited by Christodoulou [11], is a key ingredient in our analysis: the
lower-order derivatives of the solutions in the directions L,X1, X2, which are tangent to the outgoing null
cones Cu, exhibit dispersive behavior, even as a shock forms! Furthermore, when expressed in terms of
the Minkowskian time coordinate t, the decay rates of these derivatives are the same as those of solutions
to the linear wave equation. This is somewhat analogous to the regular behavior observed in solutions to
Burgers’ equation along the characteristics (see Sect. 1.5). Furthermore, in directions transversal to the Cu,
the solutions also behave in a linearly dispersive fashion, but only after one rescales the transversal direction
by µ. The main point is that the rescaling by µ eliminates the semilinear term in the wave equation that is
most dangerous in the region {t ≥ 0} because of its slow decay; see Remark 1.6.1.
Hence, as will become apparent, a good choice for a rescaled transversal vectorfield is the radially
inward vectorfield R˘, which verifies
R˘u = 1, R˘t = 0, g(R˘,X1) = g(R˘,X2) = 0. (1.6.1)
It is not difficult to verify using (1.2.4) that (see Lemma 2.3.1)
g(R˘, R˘) = µ2, g(L, R˘) = −µ. (1.6.2)
An important aspect of our proof is showing that rectangular components of the vectorfield
R := µ−1R˘ (1.6.3)
remain near those of R(Flat) := −∂r throughout the entire course of the evolution. Thus, when µ vanishes,
the vectorfield R˘, when viewed as a vectorfield on Minkowski spacetime expressed relative to rectangular
coordinates, also vanishes.
In total, the above vectorfields form a useful rescaled frame with span equal to span{∂α}α=0,1,2,3 at each
point where µ > 0 (see Figure 1.3):
{L, R˘,X1, X2}. (1.6.4)
We carry out most of our analysis relative to the frame (1.6.4). Occasionally, when performing calculations,
we find it convenient to replace R˘ with the following vectorfield:
L˘ := µL+ 2R˘, (1.6.5)
which is future-directed, g−orthogonal to the St,u, ingoing, null, and normalized by g(L, L˘) = −2µ.
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R˘
L
X1, X2
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L
X1, X2
µ is small
µ ≈ 1
Figure 1.3: The rescaled frame at two distinct points, embedded in (m,R1+3)
In the proof of our sharp classical lifespan theorem (Theorem 21.1.1), to capture the dispersive behavior
relative to the rescaled frame (1.6.4), we make the following bootstrap assumptions (see Ch. 11 for a more
precise statement) on a spacetime region of the formMT(Bootstrap),U0 (see Figure 1.2 on pg. 11):
‖LΨ‖
C0(ΣU0t )
, ‖d/Ψ‖
C0(ΣU0t )
≤ ε(1 + t)2 , (1.6.6a)
‖Ψ‖
C0(ΣU0t )
, ‖R˘Ψ‖
C0(ΣU0t )
≤ ε1 + t . (1.6.6b)
In (1.6.6a) and throughout, d/f denotes the angular differential of the scalar-valued function f, viewed as a
function of the geometric angular coordinates (ϑ1, ϑ2). Furthermore, ε is a small number whose smallness
is shown, near the end of the proof of the sharp classical lifespan theorem, to be controlled by the size
of the data (see (1.2.8)). We show that the assumptions (1.6.6a)-(1.6.6b), which reflect the decay rates of
solutions to the linear wave equation, hold all the way up to and including the time of first shock formation.
We make similar assumptions for some of the higher derivatives of Ψ, but not all the way up to top order.
More precisely, our bootstrap assumptions imply that each additional L or angular differentiation results in
a decay rate gain of (1 + t)−1. These bootstrap assumptions help us control the inessential error terms that
arise in our analysis. At the end of the proof of Theorem 21.1.1, we derive improvements of these bootstrap
assumptions from our L2 estimates with the help of Sobolev embedding.
It is important to understand how the covariant wave operator looks relative to the rescaled frame. In
Prop. 4.3.1, we show that
µg(Ψ)Ψ = −L(µLΨ + 2R˘Ψ) + µ∆/Ψ− trg/χR˘Ψ + Error, (1.6.7)
where ∆/ is the covariant Laplacian corresponding to the metric g/ on the St,u induced by g, and Error
denotes quadratically small terms that decay at an integrable-in-time rate. The error terms depend on the up-
to-first-order derivatives Ψ and the up-to-second-order derivatives of u. In (1.6.7), χ is a crucially important
symmetric type
(0
2
)
tensorfield on the spheres that verifies
χAB := χ(XA, XB) = g(DAL,XB), (1.6.8)
and trg/χ = (g/−1)ABχAB. Roughly, χ can be viewed as a second derivative of u that involves an angular
derivative. In proving our sharp classical lifespan theorem, we encounter the following serious difficulty:
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it takes a huge amount of effort to derive top-order L2 estimates for χ. One issue is that a naive approach
results in a loss of derivatives. Another issue is that even though we are able to find way to avoid derivative
loss, our estimates for the top derivatives are very degenerate and can blow-up like a power of 1/µ; see
Sects. 1.10.2 and 1.10.3 for additional details. In the case Ψ ≡ 0 we have trg/χ(Flat) = 2r−1, whereas for
perturbed solutions, we have trg/χ = 2%−1 + Error, where Error is of size ε ln(e+ t)(1 + t)−2 and
%(t, u) := 1− u+ t (1.6.9)
is a geometric radial variable, tailored to the eikonal function. On the bootstrap regionMT(Bootstrap),U0 , we
have the following estimate, which we often use: % ≈ 1 + t. In view of the fact that L% = 1 and R˘% = −1,
we deduce from (1.6.7) that
µg(Ψ)Ψ = −L
{
µL(%Ψ) + 2R˘(%Ψ)
}
+ %µ∆/Ψ + Error, (1.6.10)
where Error denotes quadratically small terms that decay at an integrable-in-time rate. Equation (1.6.10)
plays an important role in our proof of small-data shock formation; see Sect. 1.8 and Lemma 22.1.1.
Remark 1.6.1 (“Eliminating” the dangerous semilinear term by rescaling). A crucially important struc-
tural feature of equations (1.6.7) and (1.6.10) is that they do not contain any quadratic term proportional to
(R˘Ψ)2. This is quite remarkable since the wave equation (1.3.6), when expressed relative to the Minkowskian
frame (1.4.2), can contain a term proportional to (R(Flat)Ψ)2. The point is that by using the rescaled frame
(1.6.4) and bringing the µ factor “inside” the outer L differentiation in (1.6.7) and (1.6.10), we have gen-
erated cancellation that “eliminates” the term (R˘Ψ)2. That is, we have been able to eliminate the quadratic
semilinear term with the slowest decay rate as t → ∞; see the discussion in Sect. 1.4. The price we pay is
that i) our rescaled frame degenerates relative to the rectangular coordinate frame {∂α}α=0,1,2,3 as µ shrinks
and ii) the terms Error on the right-hand side of (1.6.10) have a somewhat complicated structure because
they depend not only on Ψ and its first derivatives, but also on the up-to-second-order derivatives of u; see
Prop. 4.3.1. Hence, in order to verify that the terms Error are in fact error terms, we must obtain a good
understanding of the asymptotic behavior of u and its derivatives.
1.7 The basic structure of the coupled system andC0 estimates for the eikonal
function quantities
As we stressed above, we are studying the wave equation (1.2.1) coupled to the eikonal equation (1.5.2). In
practice, rather than directly studying the eikonal equation, we study evolution equations verified by its first
derivatives, which are represented by the rectangular components Lν(Geo) (see (1.5.6)). More precisely, as
we will see, it is convenient to instead study the equations verified by the quantities µ and Li, (i = 1, 2, 3),
defined by (1.5.7) and (1.5.8). We can derive evolution equations for these quantities by writing down the
geodesic equation DL(Geo)L(Geo) = 0 relative to the rectangular coordinates and then translating it into
equations for µ and Li. We carry this out in full detail in Chapter 3. We find that the following transport
equations hold:
Lµ = 12GLLR˘Ψ + Error(µ, LΨ, L
1, L2, L3), (1.7.1a)
LLi = Errori(LΨ, d/Ψ, L1, L2, L3), (1.7.1b)
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where GLL := Gαβ(Ψ)LαLβ, Gαβ is as defined in (1.3.3), and Error denotes small terms that decay at an
integrable-in-time rate.
In total, we can use (1.6.6), (1.7.1), and a small-data assumption to derive C0 estimates for µ, Li, and
their lower-order derivatives. Like the bootstrap assumptions (1.6.6), these estimates complement our L2
estimates (which we discuss below) and allow us to control various error terms. An important aspect of
these C0 estimates is that µ− 1 and its lower-order derivatives can shrink or grow like O(ε ln(e+ t)). The
possible logarithmic-in-time shrinking behavior of µ is in fact the source of small-data shock-formation; we
illustrate this in more detail in Sect. 1.9. The same statement holds for the difference between %Li and its
Minkowskian value xi, that is, for %Li − xi. Similar statements hold for many other scalar and tensorial
quantities that play a role in this monograph. We derive most of these C0 estimates in Chapter 11.
1.8 Lower bounds for R˘Ψ in the case of shock formation
We now heuristically explain the behavior of Ψ for the shock-forming solutions of interest. The behavior
that we describe in this section is one of the key ingredients in the proof of our small-data shock-formation
theorem, Theorem 22.3.1. The main idea is that there exists an open set of data whose corresponding
solutions verify the following signed lower bound, which is valid for sufficiently large times and for some
choices of u and ϑ (that is, along some integral curves of L):
R˘Ψ(t, u, ϑ) & ε1 + t . (1.8.1)
Furthermore, for solutions corresponding to a different open set of data, the opposite signed bound holds:
R˘Ψ(t, u, ϑ) . −ε(1 + t)−1. Since R˘ = µR, (1.8.1) is equivalent to
RΨ(t, u, ϑ) & 1
µ
ε
(1 + t) . (1.8.2)
Clearly, the bound (1.8.2) implies that the near-Euclidean-unit-length derivative RΨ blows up when µ→ 0.
Moreover, the bound (1.8.2) (with the correct sign, depending on the nonlinearities) is in fact the main
ingredient needed to show that µ in fact goes to 0. We elaborate upon this in Sect. 1.9. All of our shock-
forming solutions feature blow-up in RΨ for exactly these reasons.
To explain how we derive (1.8.2), we impose the wave equation by setting the right-hand side of (1.6.10)
equal to 0, which yields
L
{
µL(%Ψ) + 2R˘(%Ψ)
}
= %µ∆/Ψ + Error, (1.8.3)
where the terms Error are quadratically small and decay at an integrable-in-time rate. For convenience, in
this monograph, we prove the bound (1.8.2) in complete detail only for an open set of nearly spherically
symmetric small data (see the proof of Theorem 22.3.1). However, in Sect. 1.11.3, we provide an outline
of how to enlarge the class of small data to which our shock-formation arguments apply. By “nearly spher-
ically symmetric,” we mean that we assume that the lower-order angular derivatives of the data are even
smaller than the small radial derivative, and we prove that this condition is propagated by the solution (see
Cor. 21.2.1). Furthermore, from the higher-order analog of (1.6.6), we find that even though %µ∆/Ψ is only
linearly small, it decays at an integrable-in-time rate. The net effect is that for such solutions, the right-hand
side of (1.8.3) has a tiny amplitude and is integrable in time, and (1.8.3) can effectively be treated as a trans-
port equation along the integral curves of L = ∂∂t . Hence, integrating (1.8.3) with respect to time at fixed u
1. Introduction and Overview of the Two Main Theorems 17
and ϑ and ignoring the small right-hand side, we obtain, relative to the geometric coordinates:{
µL(%Ψ) + 2R˘(%Ψ)
}
(t, u, ϑ) ≈ f [Ψ˚, Ψ˚0](u, ϑ), (1.8.4)
where f [Ψ˚, Ψ˚0](u, ϑ) is equal to the term in braces on the left-hand side of (1.8.3) evaluated at t = 0,
and (Ψ˚, Ψ˚0) are the data (1.2.2). Furthermore, using (1.6.6a) and (1.8.4) and the identities L% = 1 and
R˘% = −1, we find that for sufficiently large times, we have
R˘Ψ(t, u, ϑ) ≈ 12
1
%(t, u)f [Ψ˚, Ψ˚0](u, ϑ). (1.8.5)
For suitable data, (1.8.5) implies the desired bound (1.8.2).
1.9 The main ideas behind the vanishing of µ
We now explain why the estimates of Sect. 1.8 imply that µ vanishes in finite time. We first address the im-
portant factorGLL in equation (1.7.1a). In Lemma 11.28.1, we show thatGLL(t, u, ϑ) is well-approximated
by (+)ℵ(t = 0, u = 0, ϑ), where (+)ℵ, the future null condition failure factor from (1.4.4), is actually in-
dependent14 of u at t = 0. We remark that one significant difference between our work and that of [11]
is that in [11], the analog of (+)ℵ is a (non-zero) constant. The presence of an angularly dependent (+)ℵ
in our work here creates additional complications in the analysis. In view of the above discussion and the
transport equation (1.7.1a), we see that for the class of data that lead to the bound (1.8.1), and for angles ϑ
with (+)ℵ(t = 0, u = 0, ϑ) < 0, we have
Lµ(t, u, ϑ) . −ε
∣∣∣(+)ℵ(t = 0, u = 0, ϑ)∣∣∣ 11 + t + Error, (1.9.1)
where the error terms are small in magnitude compared to the first term. Integrating (1.9.1) along the integral
curves of L, ignoring the error terms, and using the initial condition µ = 1 +O(ε), we obtain that
µ(t, u, ϑ) . 1− ε
∣∣∣(+)ℵ(t = 0, u = 0, ϑ)∣∣∣ ln(e+ t). (1.9.2)
Hence, for such data, we conclude from inequality (1.9.2) that µ vanishes at a time T(Lifespan) ∼ exp(cε−1).
Furthermore, for angles ϑ with (+)ℵ(t = 0, u = 0, ϑ) > 0, we can also derive the bound (1.9.2) and the
vanishing of µ in finite time by using the remark made in the first sentence after equation (1.8.1).
1.10 The role of Theorem 21.1.1 in justifying the heuristics
In Sects. 1.8 and 1.9, we sketched a proof of our small-data shock-formation theorem, Theorem 22.3.1.
However, in order to justify the heuristic arguments given above, we must i) show that coupled system
(1.2.1), (1.7.1a), (1.7.1b) for Ψ, µ, Li is well-posed in the sense that we can control suitable numbers of
derivatives of all quantities without losing derivatives and ii) show that all of the “error terms” mentioned
above contribute only small corrections to the heuristic analysis. In particular, we have to make sure that the
blow-up behavior (1.8.2) does not couple back into the error terms and cause them to become large near the
14When t = 0, the geometric angular coordinate ϑ coincides with the standard Euclidean spherical coordinate θ and hence, as
we explained just below equation (1.4.4), (+)ℵ(0, u, ϑ) can be viewed as a function of ϑ alone.
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shock, when µ is small. The task ii) is highly coupled to i) and occupies the bulk of our work. As we have
mentioned, our main results in this direction are provided by Theorem 21.1.1, which is the main theorem in
the monograph. Roughly, the theorem states that the solution persists unless µ vanishes, at which point a
shock has formed. Furthermore, the theorem provides a slew of quantitative estimates that must hold until
µ vanishes. In fact, many quantities can be extended relative to the geometric coordinates as Ck functions
for some k ≥ 0 all the way to the constant-time hypersurface subset ΣU0T(Lifespan);U0 where the first shock
singularity point lies.
1.10.1 L2 estimates for Ψ
The only known methods for controlling solutions to quasilinear wave equations are heavily based on L2
estimates. To derive such estimates for Ψ, we use both the vectorfield multiplier method and the vectorfield
commutator methods. The multiplier method roughly corresponds to applying a well-chosen vectorfield
differential operator to Ψ, multiplying both sides of the wave equation by this quantity, and integrating by
parts over the spacetime region Mt,u with the help of the divergence theorem. We present the details in
Chapter 9. In this monograph, we use two distinct multipliers:
T := (1 + 2µ)L+ 2R˘, (1.10.1a)
K˜ := %2L. (1.10.1b)
The timelike multiplier (1.10.1a) was used in [11] while the Morawetz-type multiplier (1.10.1b) is a slightly
modified version of a multiplier used in [11].
We first discuss the estimates generated by (1.10.1a). In this case, energies E[Ψ](t, u) and cone fluxes
F[Ψ](t, u) naturally arise from applying the divergence theorem to solutions of g(Ψ)Ψ = 0 on the space-
time region Mt,u bounded by Σu0 , Σut , Ctu, and Ct0 (see Figure 1.2 on pg. 11). These quantities have the
following L2 coerciveness properties15 (see Lemma 13.1.1):
E[Ψ](t, u) ≥ C−1‖Ψ‖2L2(St,u) + C−1‖Ψ‖2L2(Σut ) + C
−1‖√µLΨ‖2L2(Σut ) + C
−1‖µLΨ‖2L2(Σut ) (1.10.2a)
+ ‖R˘Ψ‖2L2(Σut ) + C
−1‖√µd/Ψ‖2L2(Σut ) + C
−1‖µd/Ψ‖2L2(Σut ),
F[Ψ](t, u) ≥ C−1‖LΨ‖2L2(Ctu) + C
−1‖√µLΨ‖2L2(Ctu) + C
−1‖√µd/Ψ‖2L2(Ctu). (1.10.2b)
In (1.10.2a)-(1.10.2b), quantities inside the norms are considered to be functions of (t′, u′, ϑ1, ϑ2) and
dυg/ :=
√
detg/ dϑ1dϑ2, d$ := dυg/ du′, d$ := dυg/ dt′, d$ := dυg/du′ dt′ (1.10.3)
are volume forms on St,u, Σut , Ctu, andMt,u respectively. The second and fourth forms are “rescaled” in the
sense that the canonical forms induced by g are respectively µ d$ and µ d$. The virtue of the rescaled forms
is that they remain regular (that is, finite and non-zero) up to and including the shock singularity. Hence,
any degeneration of the energies and fluxes at the shock is caused by an explicitly displayed µ−dependent
factor going to 0.
15It is important that the coefficient of ‖R˘Ψ‖2L2(Σu
t
) in (1.10.2a) is equal to 1. This constant affects the number of derivatives
that we need to close our estimates; see the sentence just above inequality (1.10.20).
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In the case of the multiplier T, the divergence theorem yields (see Prop. 9.2.2) the following energy-flux
identity for functions Ψ vanishing along the flat outer cone C0 :
E[Ψ](t, u) + F[Ψ](t, u) = E[Ψ](0, u)−
∫
Mt,u
(TΨ)(µg(Ψ)Ψ) d$ −
1
2
∫
Mt,u
µQαβ[Ψ](T )piαβ d$.
(1.10.4)
In (1.10.4),
Qµν [Ψ] := DµΨDνΨ− 12gµν(g
−1)αβDαΨDβΨ (1.10.5)
denotes the energy-momentum tensorfield corresponding to Ψ and
(V )piµν := DµVν +DνVµ (1.10.6)
denotes the deformation tensor of a vectorfield V. The last term on the right-hand side of (1.10.4) can be
decomposed, relative to the rescaled frame {L, R˘,X1, X2}, into a collection of error terms that have to be
bounded back in terms of the left-hand side. Then from Gronwall’s inequality, we can derive an a priori
estimate for E[Ψ](t, u) + F[Ψ](t, u). This strategy, which at this level of generality is standard, is the main
idea of the proof of Theorem 21.1.1.
To close our estimates, we also use the aforementioned vectorfield commutator method. More precisely,
we commute the wave equation (1.2.1) with a family of vectorfields and derive the identity (1.10.4) for the
commuted quantities. Our commutation vectorfields are the set
Z := {%L, R˘, O(1), O(2), O(3)}, (1.10.7)
where the O(l) are rotation vectorfields tangent to the spheres St,u. The set (1.10.7) has span equal to
span{∂α}α=0,1,2,3 at each point where µ > 0. Christodoulou used a similar commutation set in [11], the
difference being that we use %L in place of Christodoulou’s commutation vectorfield (1 + t)L because the
former vectorfield exhibits slightly better commutation properties with various operators. Specifically, to
prove our sharp classical lifespan theorem, we commute the wave equation up to 24 times with all possible
combinations of vectorfields in Z . The set Z is carefully constructed so that the error terms on the right-
hand side of the identity (1.10.4) for the differentiated quantities Z MΨ, M ≤ 24, are “controllable.” It is
not possible for us, in this introduction, to fully describe the properties that controllable error terms should
have, but we note that in Remark 6.2.1, we highlight some of the important ones. We construct the rotation
vectorfields O(l) (see Ch. 5) by projecting the Euclidean rotations O(Flat;l) := labxa∂b onto the spheres
St,u, that is, by writing them as linear combinations of the non-rescaled frame vectors {R,X1, X2} and
then discarding the R component. Because the O(Flat;l) generally contain a (small) non-zero component
of R, they are unsuitable for studying solutions near points where µ vanishes; by (1.8.2), O(Flat;l)Ψ can
blow-up at such points. It is important to note that all commutation vectorfields Z ∈ Z depend on the first
derivatives of the eikonal function u. Hence, the Z are dynamically constructed and depend on the solution
itself, through u and its first derivatives.
When we use the energy-flux identity (1.10.4) to derive a prioriL2 estimates, we encounter the following
four main difficulties.
1. The energy-flux quantities (1.10.2a)-(1.10.2b) are not sufficient for controlling some of the error in-
tegrals appearing on the right-hand side of (1.10.4). One reason is that some of the error terms lack
good t−weights. The same remarks apply to the error integrals corresponding to the higher-order
quantities Z MΨ.
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2. The energy defined by (1.10.2a) controls only µ−weighted versions of LΨ and d/Ψ and hence be-
comes very weak if µ decays to 0 (and similarly for the higher-order analogs of (1.10.2a)). However,
some of the error terms lack µ weights and hence appear to be uncontrollable when µ is near 0. The
cone flux (1.10.2b) fixes this problem for the L derivatives, but not for the angular derivatives.
3. To control the error terms, we need good C0 estimates for the lower-order derivatives of Ψ and good
C0 estimates for the lower-order derivatives of quantities constructed out of the eikonal function, such
as µ, Li, and χ.
4. We need to derive suitable L2 estimates to control the higher-order derivatives of quantities con-
structed out of the eikonal function.
The first difficulty above is standard and often appears in the global analysis of solutions to nonlinear wave
equations. However, in the problem of small-data shock formation, the last three difficulties are quite chal-
lenging, especially the last one. In his work [11], Christodoulou developed new strategies to overcome them.
We have extended them so that they apply to the equations of interest in this monograph.
To handle difficulty (1), the lack of good t−weights, we also derive an analog of the energy-flux identity
(1.10.4) in the case of the Morawetz-type multiplier (1.10.1b). Actually, the correct analog of the diver-
gence theorem identity (1.10.4) is somewhat more involved in this case because we need some lower-order
correction terms to obtain useful estimates; see Prop. 9.2.2. The corresponding energies E˜ and fluxes F˜ are
coercive in the following sense (see Lemma 13.1.1):
E˜[Ψ](t, u) ≥ C−1(1 + t)2
∥∥∥∥√µ(LΨ + 12 trg/χΨ
)∥∥∥∥2
L2(Σut )
+ ‖%2√µd/Ψ‖2L2(Σut ), (1.10.8a)
F˜[Ψ](t, u) ≥ C−1
∥∥∥∥(1 + t′)(LΨ + 12 trg/χΨ
)∥∥∥∥2
L2(Ctu)
. (1.10.8b)
The good t−weights in (1.10.8a)-(1.10.8b) are suitable for handling most error terms.
To handle difficulty (2), the unfortunate presence of µ−weights in front of |d/Ψ|2 in the energies and cone
fluxes, we use the remarkable observation made in [11]: in the case of the Morawetz multiplier (1.10.1b),
the divergence theorem yields an additional positive spacetime integral that is activated when µ becomes
small and that provides control over the angular derivatives, without the problematic µ weights. Specifically,
the spacetime integral K˜[Ψ] defined by16
K˜[Ψ](t, u) := 12
∫
Mt,u
%2[Lµ]−|d/Ψ|2 d$, (1.10.9)
appears on the right-hand side of the analog of the identity (1.10.4) with a negative sign. Bringing it over
to the left-hand side, we obtain a spacetime Morawetz integral that is coercive in the following sense (see
Lemma 13.2.1):
K˜[Ψ](t, u) &
∫
Mt,u
1{µ≤1/4}
1 + t′
ln(e+ t′) |d/Ψ|
2 d$. (1.10.10)
Not only does the estimate (1.10.10) solve the problem of µ weights for |d/Ψ|2, it also has favorable t−
weights. We stress that we must use the integrals K˜[Z MΨ] to close the order M a priori L2 estimates. That
16 In (1.10.9), [Lµ]− := |Lµ| when Lµ < 0 and [Lµ]− := 0 when Lµ ≥ 0.
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is, we use the Morawetz integrals at all orders, not just at the top order. The coerciveness estimate (1.10.10)
follows directly from the following critically important17 estimate for Lµ (see (12.2.6)):
µ(t, u, ϑ) ≤ 14 =⇒ Lµ(t, u, ϑ) ≤ −c
1
(1 + t) ln(e+ t) . (1.10.11)
Remark 1.10.1 (The “point of no return” implication of (1.10.11)). Inequality (1.10.11) has another
interesting consequence. Since the right-hand side of (1.10.11) is not integrable in t, if µ(t, u, ϑ) ≤ 1/4,
then µ must continue to shrink (along the integral curve of L corresponding to fixed u and ϑ) as t increases
until it eventually becomes 0 and a shock forms.
To handle difficulty (3), that of obtaining goodC0 estimates for lower-order derivatives, we use different
strategies for Ψ and the eikonal function quantities. For Ψ, we simply use a Sobolev embedding estimate
(see Cor. 17.2.2) to improve the C0 bootstrap assumptions (1.6.6) after we derive suitable L2 estimates.
As we mentioned in Sect. 1.7, to derive C0 estimates for the eikonal function quantities, we integrate the
transport equations (1.7.1a)-(1.7.1b) for µ and Li and use a small-data assumption together with the good
C0 bootstrap assumptions for Ψ. Actually, to control the error terms, we have to derive C0 estimates for a
huge number of quantities related to the eikonal function, and the previous sentence, though correct in spirit,
is only a caricature of the estimates needed. We derive many of these C0 estimates in Chapter 11. Though
they are tedious to derive, they are not particularly difficult.
The final difficulty (4) is by far the most challenging one. The main challenge, which was first identified
in [12] and [24] and which appears in [11] and the present monograph in a more severe form,18 is that one
has to work very hard to control the top-order derivatives of u in L2; a naive approach would result in a loss
of one derivative of u relative to Ψ and would seem to suggest that the estimates will not close. To further
explain this difficulty, we commute the wave equation (1.2.1) with a commutation vectorfield Z ∈ Z (see
(1.10.7)) to obtain the following schematic expression (see (8.1.1) for a precise expression):
µg(Ψ)(ZΨ) = µD (Z)pi ·DΨ + µ(Z)pi ·D2Ψ, (1.10.12)
where (Z)pi is the deformation tensor of Z (see (1.10.6)). It is crucially important to note that for Z ∈ Z ,
the term µD (Z)pi from (1.10.12) depends on the third derivatives of the eikonal function u. For example, in
the case that Z is a rotation vectorfield O, we obtain (see Prop. 6.2.2, Lemma 8.1.2, and Prop. 8.2.1)
µg(Ψ)(OΨ) = (R˘Ψ)Otrg/χ+ · · · ∼ (R˘Ψ)∂3u+ · · · . (1.10.13)
Furthermore, one can show (see Cor. 10.1.3 and the proof of Cor. 10.2.1) that Otrg/χ verifies the transport
equation
LOtrg/χ =
1
2GLL∆/OΨ + · · · . (1.10.14)
By applying the divergence theorem identity (1.10.4) withOΨ in the role of Ψ and using equation (1.10.13),
we can obtain control over some second-order derivatives of Ψ in L2, assuming that we can control the right-
hand side of (1.10.13) inL2.However, to obtainL2 estimates forOtrg/χ,we must integrate equation (1.10.14)
along the integral curves of L,which seems to require that we have control over three derivatives of Ψ in L2.
This derivative-loss problem cannot be overcome by simply further commuting the wave equation. Hence,
our estimates will not close without an additional ingredient, which we describe in Sect. 1.10.2.
17The value 1/4 in inequality (1.10.11) is convenient but not optimal; it can be enlarged to 1 minus a function that depends on
the size of the data.
18As we explain in Sect. 1.10.4, the new difficulty in the small-data shock formation problem is that the price one pays for
avoiding top-order derivative loss is a the introduction of a factor of µ−1, which leads to degenerate top-order L2 estimates.
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Remark 1.10.2 (The importance of error terms that never appear). The following property of our com-
mutation vectorfield set Z is crucially important: after commuting the operator µg(Ψ) one time with
Z ∈ Z (see (1.10.12)), we never produce the terms d/R˘µ or R˘R˘µ; this fact follows from the proof of
Prop. 15.1.2. Like the termOtrg/χ in equation (1.10.13), these terms are third-order derivatives of the eikonal
function u and thus could cause derivative loss for the reasons explained just above. However, there is a
serious discrepancy betweenOtrg/χ and the other two terms. As we describe in Sect. 1.10.2, there is a way to
avoid the derivative loss corresponding to the term Otrg/χ. In fact, the argument we provide can be extended
to show that for all Z ∈ Z , we can avoid the derivative loss corresponding to Ztrg/χ. In contrast, we are
not aware of any method that would allow us to avoid the derivative loss that would occur in the presence of
d/R˘µ or R˘R˘µ.
1.10.2 Top-order L2 estimates for u
As an example, we now explain how we overcome the derivative loss for the eikonal function quantity
Otrg/χ in (1.10.13), which depends on third derivatives of u. For convenience, we imagine that (1.10.13) is
an equation for a top-order quantity. The main idea, which was first revealed in [24], is that by virtue of
the wave equation g(Ψ)Ψ = 0, Ltrg/χ has a remarkable structure. Specifically, up to lower-order derivative
terms, Ltrg/χ is equal to the curvature component −(g/−1)ABRLALB, where R is the Riemann curvature
tensor of g. The special structure revealed in [24] is: by using the wave equation for Ψ, one can show
that −(g/−1)ABRLALB can be written as perfect L derivative of the first derivatives of Ψ plus lower-order
terms; see Cor. 10.1.3. Putting these L derivatives back on the left, we obtain a transport equation along
the integral curves of L for a “modified” version of trg/χ that does not lose derivatives relative to Ψ (see
Cor. 10.2.1). Furthermore, this special structure essentially survives under commutations, and in total, we
obtain an equation of the following schematic form (see Prop. 10.2.3 for the precise version):
L
{
µOtrg/χ−O(GLLR˘Ψ) + · · ·
}
∼ µ∂2Ψ + · · · . (1.10.15)
Since the right-hand side of (1.10.15) depends on only two derivatives of Ψ, it thus appears that we have
solved the problem of losing derivatives. However, on the right-hand side of (1.10.15), present in the · · · ,
lies another difficult term, roughly of the form µ/ˆLOχˆ · χˆ, where χˆ is the trace-free part of χ and Lˆ/ is the
projection of the trace-free Lie derivative operator onto the St,u (see Def. 7.1.2). The difficulty is that like
Otrg/χ, /ˆLOχˆ is (schematically) of the form ∂3u and hence, as we described above, has the potential to cause
derivative loss. The saving grace is that, as was first shown in [24] based in part on the ideas of [12], one can
derive an elliptic PDE on the spheres St,u of the form µdiv/ χˆ = · · · , where · · · denotes controllable source
terms that do not create derivative loss. The elliptic estimates imply that19 µ∇/ χˆ can be suitably bounded in
L2 (see Lemma 17.1.7), and from this estimate, one can easily recover the desired L2 estimates for /ˆLOχˆ.
1.10.3 A hierarchy of L2 estimates
Now that we have sketched how we avoid losing derivatives in both Ψ and u, we now provide a quantitative
overview of the L2 estimates that we derive in our sharp classical lifespan theorem (see Theorem 21.1.1 for
the complete details). Our estimates involve the quantity
µ?(t, u) := min{1,minΣut
µ}, (1.10.16)
19Here and throughout,∇/ denotes the Levi-Civita connection corresponding to the metric g/ on St,u.
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which captures the “worst-case” behavior of µ in the region Σut . Much like in [11], we derive the follow-
ing hierarchy of L2 estimates for Ψ, where E[·] and F[·] are L2−controlling in the sense of (1.10.2a) and
(1.10.2b), ˚ is the size of the data (which we assume to be small) as defined in (1.2.8), u ∈ [0, U0], and the
estimates hold up to and including the first time that µ?(·, u) vanishes,20 which corresponds to the time of
first shock formation in a strip of eikonal function width u :
E1/2[Z 24Ψ](t, u) + F1/2[Z 24Ψ](t, u) . ˚ lnA∗(e+ t)µ−8.75? (t, u), (1.10.17a)
E1/2[Z 23Ψ](t, u) + F1/2[Z 23Ψ](t, u) . ˚µ−7.75? (t, u), (1.10.17b)
· · · ,
E1/2[Z 16Ψ](t, u) + F1/2[Z 16Ψ](t, u) . ˚µ−.75? (t, u), (1.10.17c)
E1/2[Z 15Ψ](t, u) + F1/2[Z 15Ψ](t, u) . ˚, (1.10.17d)
· · · ,
E1/2[Ψ](t, u) + F1/2[Ψ](t, u) . ˚. (1.10.17e)
In the above estimates, A∗ > 0 is a large constant, and Z M denotes an arbitrary M th order operator
constructed out of the vectorfields Z belonging to the commutation setZ from (1.10.7). The exponent 8.75
in (1.10.17a) is connected to certain structural constants in the equations that we describe below, and its
size is intimately tied to the number of derivatives we need to close our estimates. We also derive a similar
hierarchy for the Morawetz multiplier quantities E˜, F˜, and K˜ (see (1.10.10)) and for the norm ‖ · ‖L2(Σut ) of
quantities such as µ, Li, and χ constructed out of the eikonal function u.
Remark 1.10.3 (The number of derivatives needed). We have used 25 derivatives to close our esti-
mates partially out of convenience. We need many derivatives because of the degenerate top-order estimate
(1.10.17a) and because our analysis allows us to gain only one power of µ? as we descend in our L2 esti-
mates. As we explain below, the gain of one power at each step seems to be a fundamental, unavoidable
feature, as does the need to descend to a non-µ−1? −degenerate level (such as (1.10.17d)). However, we
expect that the total number of derivatives could be reduced with additional effort.
The proof of (1.10.17a)-(1.10.17e) differs in some crucially important ways from the familiar bootstrap-
type argument for deriving L2 estimates. One new feature, inherited from the framework of [11], is that
even though µ? is a “0th order” quantity, we cannot “bootstrap” its behavior because we cannot generally
say how it will behave at late times. Hence, we have to find a way to derive the estimates (1.10.17a)-
(1.10.17e) independent of whether or not µ? goes to 0. As we describe in Sect. 1.10.5. some of this analysis
is based on a posteriori estimates.
A second feature of crucial importance is that the lower-order estimates (1.10.17d)-(1.10.17e) do not
degenerate at all, even if µ? goes to 0. That is, from the vantage point of the rescaled frame, the lower-order
derivatives of Ψ remain regular all the way to the shock. Equivalently, relative to the geometric coordinates
(t, u, ϑ1, ϑ2), Ψ remains regular. The non-degenerate estimates (1.10.17d)-(1.10.17e) are especially impor-
tant because they can be used to derive, through a Sobolev embedding result (see Cor. 17.2.2), improvements
of the C0 bootstrap assumptions (1.6.6a)-(1.6.6b). As we have noted, in practice, we use the C0 bootstrap
assumptions to show that the terms we have deemed “error terms” are in fact small.
20Hence, the estimates hold for all time if no shock forms.
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1.10.4 Top-order L2 estimates
We now explain how we derive the top-order estimate (1.10.17a) and in particular why it is rather degenerate
relative to µ−1? . We consider the commuted wave equation (1.10.13) and, for the sake of illustration, we
imagine that µg(Ψ)OΨ = (R˘Ψ)Otrg/χ + · · · is the top-order wave equation. We now sketch a proof of
why the difficult term (R˘Ψ)Otrg/χ leads to the degenerate energy estimate (1.10.17a). To proceed, we apply
the divergence theorem identity (1.10.4) with OΨ in place of Ψ and retain only the difficult error integral
generated by the term (R˘Ψ)Otrg/χ (which comes from the first integral on the right-hand side of (1.10.4)).
Furthermore, we split TOΨ = 2R˘OΨ + (1 + 2µ)LOΨ (see (1.10.1a)) and retain only the most difficult
piece 2R˘OΨ involving transversal derivatives of Ψ. In total, we arrive at the following integral inequality
(recall that ˚ is the size of the data (1.2.8)):
E[OΨ](t, u) + F[OΨ](t, u) ≤ C˚2 −
∫
Mt,u
(2R˘Ψ)(Otrg/χ)R˘OΨ d$ + · · · . (1.10.18)
As we explained in Sect. 1.10.2, in order to avoid losing derivatives in (1.10.18), we have to replace the
Otrg/χ term with the modified quantity in braces on the left-hand side of (1.10.15). This replacement leads
to the introduction of a factor of µ−1 whose importance we discuss below. We then have to estimate the
error integrals corresponding to both the modified quantity and the discrepancy between it and Otrg/χ. The
analysis of the former error integral is extremely technical (see the proof of Lemma 19.4.1) and in fact
constitutes the most difficult analysis in the monograph. In order to avoid hijacking the discussion, we
instead focus on the discrepancy error integral, which is also difficult and is sufficient to illustrate the main
ideas behind our derivation of (1.10.17a). The discrepancy is equal to µ−1 multiplied by the Ψ−dependent
quantities in braces on the left-hand side of (1.10.15). The factor µ−1 is of supreme importance and is at
the heart of difficulty. In (1.10.15), the only explicitly written discrepancy term is O(GLLR˘Ψ) because the
remaining terms in · · · involve Cu−tangential derivatives of Ψ and are much easier handle. Furthermore,
only the top-order part GLLR˘OΨ is difficult to analyze, so we only discuss this part. Upon making these
substitutions in (1.10.18), we obtain
E[OΨ](t, u) + F[OΨ](t, u) ≤ C˚2 + 2
∫
Mt,u
1
µ
GLL(R˘Ψ)(R˘OΨ)2 d$ + · · · . (1.10.19)
If we were to simply substitute the dispersive bound (1.6.6b) for |R˘Ψ| into (1.10.19), then the resulting
inequality would lead, by a Gronwall argument (based on an inequality in the spirit of (1.10.31) below), to
the a priori estimate E1/2[OΨ](t, u) + F1/2[OΨ](t, u) . ˚µ−c˚ ln(e+t)? , which is inadequate for closing our
estimates due to the growing exponent. In particular, this line of reasoning would not allow us derive the a
priori estimate (1.10.17a). To circumvent this difficulty, we adopt Christodoulou’s strategy and use equation
(1.7.1a) to replace GLLR˘Ψ with 2Lµ plus some additional error integrals that are relatively easy to control
because their integrands are decaying sufficiently fast in time. Then, thanks to the coerciveness estimate
(1.10.2a), (1.10.19) becomes
E[OΨ](t, u) + F[OΨ](t, u) ≤ C˚2 − 4
∫
Mt,u
Lµ
µ
(R˘OΨ)2 d$ + · · · (1.10.20)
≤ C˚2 + 4
∫ t
t′=0
sup
Σu
t′
∣∣∣∣Lµµ
∣∣∣∣E[OΨ](t′, u) dt′ + · · ·
We now highlight two crucially important features of the estimate (1.10.20): i) the factor 4 is a univer-
sal “structural constant” that does not depend on how many times we commute the equations and ii) the
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“Gronwall factor” supΣu
t′
∣∣∣Lµµ ∣∣∣ on the right-hand side of (1.10.20) has a special structure that allows us to
close our estimates. To see the first hint of the structure, we imagine that µ depends only on t and that µ is
small and decreasing to 0 along the integral curves of L = ∂∂t . Then µ−1 |Lµ| = ∂∂t lnµ−1. Hence, applying
Gronwall’s inequality to (1.10.20) and ignoring the terms · · · , we would deduce that
E[OΨ](t, u) + F[OΨ](t, u) . ˚2µ−4(t). (1.10.21)
Roughly, this drastically simplified argument captures the main reason that the top-order estimate (1.10.17a)
is degenerate. The reason that the power of µ−1? in (1.10.17a) is larger than the power suggested by inequality
(1.10.21) is that we have ignored the presence of some additional difficult error integrals that arise in the
analysis of (1.10.20) and also in the analysis of the Morawetz energy-flux quantities E˜ and F˜. We also see
why it is important that the structural constant 4 does not change as we repeatedly commute the equations;
if the constant rapidly grew, then the power of µ−1? on the right-hand side of the L2 estimates (1.10.17a)-
(1.10.17b) etc. would also grow, and we would have no reason to expect that we could eventually descend
to a non-degenerate level (1.10.17d) and close the whole process.
1.10.5 The behavior of Lµ
µ
It is not easy to rigorously derive an estimate of the form (1.10.21) from inequality (1.10.20). Because the
estimate is at the heart of our sharp classical lifespan theorem (Theorem 21.1.1), we now provide some
additional details. As we will see, the most serious complication is: µ(t, u, ϑ) is highly (u, ϑ)−dependent,
even though it is approximately monotonic at fixed (u, ϑ). In particular, µ can either logarithmically grow
or shrink in t depending on (u, ϑ). Consequently, as we explain below, in order to derive suitable estimates
for µ that account for its full spectrum of possible behaviors, we must complement our a priori estimates
with a posteriori estimates.
The key ingredient driving the approximate monotonicity of µ is its smaller-than-expected weighted
acceleration along the integral curves of L. More precisely, we have the following better-than-expected
estimate:
|L(%Lµ)| . ˚ ln(e+ t)(1 + t)2 , (1.10.22)
where the right-hand side is integrable in t. A naive approach based only on the dispersive-type bootstrap
assumption (1.6.6) would lead to the non-integrable rate (1 + t)−1 on the right-hand side of (1.10.22),
which is not sufficient for deriving any of our main results. The source of the gain is that the only poten-
tially slowly decaying term on the right-hand side of the equation L(%Lµ) = · · · (see equation (1.7.1a))
is GLLL(%R˘Ψ), and furthermore, for solutions to g(Ψ)Ψ = 0, L(%R˘Ψ) decays at an integrable-in-time
rate (see Lemma 11.31.1). This fact is familiar from the case of the linear wave equation in three spatial
dimensions, whose solutions Ψ verify
∣∣∣L(Flat)(rR(Flat)Ψ)∣∣∣ . (1 + t)−2. By twice integrating (1.10.22)
along the integral curves of L from the initial data hypersurface to a late time t and using21 µ(0, ·) ∼ 1, we
see that for times 0 ≤ s ≤ t, Lµ and µ can be heuristically modeled by
Lµ(s, u, ϑ) ∼ −δt,u,ϑ 1
%(s, u) , (1.10.23a)
µ(s, u, ϑ) ∼ 1− δt,u,ϑ ln
(
%(s, u)
%(0, u)
)
, (1.10.23b)
21Throughout Ch. 1, we often write “A ∼ B” to imprecisely indicate that A is well-approximated by B.
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where δt,u,ϑ := −[%Lµ](t, u, ϑ). We stress that the estimates (1.10.23a)-(1.10.23b) are not purely a priori
in nature; they involve the quantity δt,u,ϑ, which is a posteriori in nature. For the sake of illustration, we
imagine that δt,u,ϑ ≥ 0 for all t, u, ϑ and set δt := sup(u′,ϑ)∈[0,u]×S2 δt,u′,ϑ. This corresponds to a scenario
in which µ is shrinking along all integral curves of L at a curve-dependent rate. We then find that the difficult
factor on the right-hand side of (1.10.20) can be bounded as follows:∫ t
t′=0
sup
Σu
t′
∣∣∣∣Lµµ
∣∣∣∣ dt′ ≤ ∫ t
s=0
δt
%(s, u)
{
1− δt ln
(
%(s,u)
%(0,u)
)} ds = ln{1− δt ln( %(t, u)
%(0, u)
)}
∼ lnµ−1? (t, u).
(1.10.24)
We stress that the important feature that allows us to arrive at the right-hand side of (1.10.24) is that the
same constant δt appears in the both the numerator and denominator in the ds integral. Clearly, the bound
(1.10.24), when combined with inequality (1.10.20) and Gronwall’s inequality, leads to the desired estimate
E[OΨ](t, u) + F[OΨ](t, u) . ˚µ−4? (t, u). In summary, the only feature of (1.10.17a) not captured by our
heuristic analysis is the growth factor lnA∗(e + t); this factor, which is not very important because it is
present only in the top-order estimates, appears because along some integral curves of L, µ can grow and
the ratio Lµµ can decay at the slow rate {(1 + t) ln(e+ t)}−1 (see inequality (12.2.4)).
1.10.6 The descent scheme for the below-top-order L2 estimates
If we used the strategy of Sect. 1.10.4 to estimateE[·] and F[·] at all orders, then all of ourL2 estimates would
experience the same µ−1? degeneracy as the top-order estimate (1.10.17a). If this were the best we could do,
then there would be no hope of improving the bootstrap assumptions (1.6.6) through Sobolev embedding,
and our proof would fall apart. Hence, it is extremely important that the below-top-order L2 estimates
(1.10.17b)-(1.10.17e) become less degenerate in µ−1? as we descend. The main idea behind deriving the
improved estimates is that at the lower levels, we can avoid using modified quantities and simply allow
the loss of one derivative. We then need to make sure that this procedure somehow results in a gain of a
power of µ?. The reasons that we can in fact gain are i) we have sharp information about how µ? behaves
(in the difficult case where µ is shrinking, we roughly have the caricature estimate (1.10.23b)) and ii) by
avoiding the use of modified quantities, we see a large gain in the powers of t available in the dangerous error
integrand on the right-hand side of (1.10.18). To illustrate the scheme, let us imagine that the third-order
derivatives of Ψ are top-order and that we are trying to deduce improved L2 estimates for the second-order
derivatives of Ψ. For simplicity, we imagine that we have proved the following top-order L2 estimates for
the third-order derivatives, which are consistent with (1.10.17a) up to the unimportant factor lnA∗(e+ t) :
E1/2[Z 2Ψ](t, u) + F1/2[Z 2Ψ](t, u) . ˚µ−B? (t, u), (1.10.25)
E˜1/2[Z 2Ψ](t, u) + F˜1/2[Z 2Ψ](t, u) . ˚µ−B? (t, u), (1.10.26)
where B > 1. We now sketch a proof of how to use (1.10.25)-(1.10.26) to derive estimates for the just-
below-top-order quantities E[OΨ](t, u) + F[OΨ](t, u) that are similar to (1.10.25) but with the exponent B
reduced by one, as in (1.10.17b).
To derive the desired estimate, we estimate the error integral − ∫Mt,u(2R˘Ψ)(Otrg/χ)R˘OΨ d$ on the
right-hand side of (1.10.18) in a different way. To proceed, we commute (1.10.14) with %2 to derive22 the
22Recall that % ≈ 1 + t in the region of interest.
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equation23
L(%2Otrg/χ) =
1
2%
2GLL∆/OΨ + · · · , (1.10.27)
use the following property (see (11.12.1c)) of our rotation vectorfields (familiar from the case of Minkowski
spacetime):
∣∣∣%2∆/Ψ∣∣∣ . (1 + t) 3∑
l=1
|d/O(l)Ψ|, (1.10.28)
and use the coerciveness property (1.10.8a) to deduce the schematic inequality∥∥∥L(%2Otrg/χ)∥∥∥Σut . (1 + t) ‖d/OΨ‖Σut + · · · . µ−1/2? (t, u)E˜1/2[OΨ](t, u) + · · · (1.10.29)
. ˚µ−B−1/2? (t, u) + · · · .
Note that we have generated an additional factor µ−1/2? on the right-hand side of (1.10.29) because of the
factor
√
µ in (1.10.8a). It is not too difficult (see Lemma 11.30.6) to integrate (1.10.29) in time (recall that
L = ∂∂t ) and to account for the fact that the St,u area form dυg/ is pointwise of size %2 to deduce that
‖%2Otrg/χ‖Σut . ˚(1 + t)
∫ t
t′=0
1
(1 + t′)µB+1/2? (t′, u)
dt′ + · · · . (1.10.30)
The important point concerning the time integral in (1.10.30) is that we can prove the following estimate,
which allows us to gain a power of µ? by integrating in time, at the expense of introducing a factor ln(e+t),
which is harmless below top order because of the good weight %2 available on the left-hand side of (1.10.30):∫ t
t′=0
1
(1 + t′)µB+1/2? (t′, u)
dt′ . ln(e+ t)µ−B+1/2? (t, u). (1.10.31)
The estimate (1.10.31) can be proved by using arguments similar to but much simpler than the ones we used
in sketching the proof of (1.10.24); see inequality (12.3.5) and its proof. Inserting (1.10.31) into (1.10.30)
and using % ≈ 1 + t, we find that
‖Otrg/χ‖Σut .
ln(e+ t)
1 + t µ
−B+1/2
? (t, u) + · · · . (1.10.32)
We now insert the estimate (1.10.32) into the error integral on the right-hand side of (1.10.18) and use
Cauchy-Schwarz, the bootstrap assumption (1.6.6b), and the coerciveness estimate (1.10.2a) to deduce∣∣∣∣∣
∫
Mt,u
2(R˘Ψ)(Otrg/χ)R˘OΨ d$
∣∣∣∣∣ . ˚
∫ t
t′=0
1
1 + t′ ‖Otrg/χ‖Σut′‖R˘OΨ‖Σut′ dt
′ (1.10.33)
. ˚2
∫ t
t′=0
ln(e+ t′)
(1 + t′)2µB−1/2? (t′, u)
E1/2[OΨ](t′, u) dt′ + · · · .
23The point of including the factor %2 is that %2Otrg/χ verifies a good equation because %2 leads to the cancellation of a linear
term; see the proof of Lemma 11.26.2.
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Hence, from (1.10.18) and (1.10.33), we have
sup
s∈[0,t]
{E[OΨ](s, u) + F[OΨ](s, u)} (1.10.34)
≤ C˚2 + sup
s∈[0,t]
E1/2[OΨ](s, u)˚2
∫ t
t′=0
ln(e+ t′)
(1 + t′)2µB−1/2? (t′, u)
dt′ + · · · .
We now use inequality (1.10.34) and an argument similar to the one used to deduce (1.10.31) in order
to gain a power of µ? through time integration, but we now take advantage of the additional decay available
in the integrand of (1.10.34) to avoid the ln(e+ t) factor in (1.10.31) (see (12.3.4) for the precise estimate).
We thus conclude the desired reduction in the power of µ−1? :
E1/2[OΨ](t, u) + F1/2[OΨ](t, u) . ˚µ−B+3/2? (t, u) + · · · . (1.10.35)
We remark that the estimate (1.10.35) is slightly misleading in the sense that it suggests that we can gain
µ
3/2
? at each stage in the descent. In reality, there are additional error integrals on the right-hand side of
(1.10.18) that only allow us to gain µ?, and hence we have the hierarchy (1.10.17a)-(1.10.17e).
1.11 Comparison with related work
We now compare our work with that of Alinhac and Christodoulou.
1.11.1 Alinhac’s shock-formation results
Alinhac obtained some important results that significantly advanced our understanding of singularity forma-
tion in solutions to wave equations. Specifically, he was the first to understand the nature of the first singu-
larity in small-data solutions to a class of quasilinear wave equations [1–4]. As we describe below, he proved
finite-time shock formation when the data are small, compactly supported, and verify some non-degeneracy
conditions that generically hold.24 He studied equations in both two and three spatial dimensions, but we
discuss here only the case of three spatial dimensions, which, despite the title, is addressed in [1]. We now
briefly summarize Alinhac’s results. His work applied to equation (1.2.9) under the assumptions (1.2.10)-
(1.2.11). That is, he studied the Cauchy problem25
(h−1)αβ(∂Φ)∂α∂βΦ = 0, (1.11.1)
(Φ|t=0, ∂tΦ|t=0) = (Φ˚, Φ˚0). (1.11.2)
More precisely, he studied solutions corresponding to a one-parameter family of compactly supported data
of the form (λΦ˚, λΦ˚0), where λ ∈ (0, 1) was chosen to be sufficiently small (and the amount of small-
ness needed depends on (Φ˚, Φ˚0)). The correct analog of the future null condition failure factor (1.4.4) for
equation (1.11.1) is
(+)ℵ := mκλHκµν(∂Φ = 0)Lλ(Flat)Lµ(Flat)Lν(Flat), (1.11.3)
24For equations that are invariant under Euclidean rotations, some small data containing a spherically symmetric angular sector
do not verify Alinhac’s non-degeneracy assumptions.
25Following the conventions of [11], we denote the dynamic metric by h = h(∂Φ) in this section and the next one.
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where mµν is the Minkowski metric and relative to rectangular coordinates, we have
Hλµν(∂Φ) :=
∂
∂(∂λΦ)
h(Small)µν (∂Φ). (1.11.4)
In particular, when (+)ℵ ≡ 0, Klainerman’s classic null condition [22] is verified and his work [23] (or
Christodoulou’s work [10]) yields small-data global existence. As in the case of (1.4.4), the quantity (+)ℵ
defined in (1.11.3) can be viewed as a function depending only on θ = (θ1, θ2), where θ1 and θ2 are local
angular coordinates corresponding to standard spherical coordinates on Minkowski spacetime.
Alinhac’s results partially confirm a conjecture of Fritz John, where by “partially,” we mean that his
results require non-degeneracy assumptions on the data. To further explain these assertions, we first state the
definition of the Radon transform of a function f on R3. Given any such f and points q ∈ R, θ ∈ S2 ⊂ R3,
we define
R[f ](q, θ) :=
∫
Pq,θ
f(y) dσq,θ(y), (1.11.5)
where Pq,θ := {y ∈ R3 | e(θ, y) = q}, dσq,θ(y) denotes the area form induced on the plane Pq,θ by the
Euclidean metric e on R3, and e(θ, y) is the Euclidean inner product of θ and y (where both are viewed as
vectors in R3, the former being unit length). Alinhac’s condition for shock formation involves the following
function of (q, θ), which also depends on the data (Φ˚, Φ˚0) :
z[(Φ˚, Φ˚0)](q, θ) := − 14pi
∂
∂q
R[Φ˚](q, θ) + 14piR[Φ˚0](q, θ). (1.11.6)
The functionz[(Φ˚, Φ˚0)] is Friedlander’s radiation field for the solution to the linear wave equationmΦ =
0 corresponding to the data (Φ˚, Φ˚0). That is, the r−weighted linear solution rΦ(Linear), relative to standard
spherical coordinates (t, r, θ) on Minkowski spacetime, is asymptotic to z[(Φ˚, Φ˚0)](q = r − t, θ) in the
region of interest. The relevance of z lies in the fact that z[(Φ˚, Φ˚0)](q = r − t, θ) provides a good
approximation to the nonlinear solution at time ˚−1 (where ˚ is the small size of the data), long before any
singularity has formed. Roughly speaking, at time ˚−1, for a class of small-data solutions that form shocks,
the dangerous term that eventually causes the shock formation has acquired the “shock-driving” sign, at
least along some integral curves of the outgoing null vectorfield L. It takes a certain amount of time to
see the sign of the dangerous term because one must wait for certain Cu−tangent derivatives to sufficiently
decay before its sign becomes visible; see Sect. 1.11.3 for additional discussion. Hence, for a class of small-
data solutions, whether or not shock formation occurs can be detected from the state of the dangerous term
relatively early in the evolution, at time ˚−1. Furthermore, the state of the dangerous term at time ˚−1 can
in turn be determined from the data with the help of z[(Φ˚, Φ˚0)](q = r − t, θ).
A connection between z and the lifespan of the solution to the nonlinear equation (1.11.1) was first
observed by John [18] and Hörmander [14]. In these works, they proved that for initial data of the form
(λΦ˚, λΦ˚0), the classical lifespan T(Lifespan);λ of the solution to equation (1.11.1) verifies
lim inf
λ↓0
λ lnT(Lifespan);λ ≥
1
sup(q,θ)∈R×S2 12 (+)ℵ(θ) ∂
2
∂q2z[(Φ˚, Φ˚0)](q, θ)
. (1.11.7)
John conjectured that inequality (1.11.7) is sharp and that in the limit λ ↓ 0, the lower bound also serves as
an upper bound. He made significant progress towards proving his conjecture [19, 20] by showing that near
the expected blow-up time, the second rectangular derivatives of the solution start to grow.
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We now motivate John’s conjecture and the result (1.11.7). We first note that an important aspect of
the works [18] and [14] is that they show that the dispersive decay rates corresponding to the linear wave
equation are verified by small-data solutions to the nonlinear equation (1.11.1) until very close to the con-
jectured singularity time. Their proof was based on Klainerman’s Minkowskian vectorfield method, the
Minkowskian eikonal function r− t, and Friedlander’s radiation fieldz for the linear wave equation, whose
role we further explain below. Hence, one can obtain a good approximation to equation (1.11.1), valid until
near the conjectured first singularity time, by expanding it relative to the Minkowskian frame (1.4.2) and
keeping only the quadratic term that fails the classic null condition (see the discussion in Sect. 1.4) and the
related linear term that drives its evolution. Also using the approximation rt ∼ 1, we find that a suitable
approximate equation is as follows:
L(Flat)(rR(Flat)Φ) +
1
2
1
t
(+)ℵ(rR(Flat)Φ)R(Flat)(rR(Flat)Φ) = 0. (1.11.8)
The approximation rt ∼ 1 used in motivating (1.11.8) is accurate at large times in the Minkowskian wave
zone |r − t| ≈ 1, which, in the case of compactly supported data, is the region where one expects the first
singularity to form. Note also that in obtaining (1.11.8), we have discarded Euclidean angular derivatives
(which decay quickly, at least until near the shock). Equation (1.11.8) is a Burgers-type equation in the
unknown rR(Flat)Φ whose solutions can blow up along the integral curves of L(Flat). From the point of
view of understanding the blow-up of solutions to the nonlinear wave equation (1.11.1), the most relevant
data for the approximating equation (1.11.8) is not rR(Flat)Φ|t=0. The reason is that equation (1.11.8) does
not take into account the influence of some of the linear terms in equation (1.11.1), such as the Euclidean
angular derivatives, which can be influential in the early phase of the dynamics. As we explain in more in
more detail in Sect. 1.11.3, this early phase lasts roughly until time λ−1 (recall that λ can roughly be viewed
as the size of the data). Moreover, the “data” induced at time λ−1 by the approximately linear evolution is
effectively determined, up to small errors, by z as follows relative to standard spherical coordinates (t, r, θ)
on Minkowski spacetime:
rR(Flat)Φ(λ−1, r, θ) ∼ −(+)ℵ(θ)
∂
∂q
z[(Φ˚, Φ˚0)](r − λ−1, θ). (1.11.9)
By modifying the argument we used to prove blow-up for the standard Burgers equation (1.5.4), we compute
that the solution to the model equation (1.11.8) corresponding to the data (1.11.9) blows up along the integral
curve of L(Flat) emanating from the point with Minkowskian spherical coordinates (λ−1, r, θ) by the time
∼ exp
{
1
2
(+)ℵ(θ) ∂2
∂q2z[(Φ˚, Φ˚0)](r − λ−1, θ)
}
,whenever the term inside the exponential is positive. Hence,
the lifespan of the solution to equation (1.11.8) corresponding to the data (1.11.9) is well-approximated by
the right-hand side of (1.11.7).
It is easy to see that for compactly supported data, the right-hand of (1.11.7) is ≥ 0. It is natural to
wonder if there any nontrivial compactly supported data such that the right-hand side of (1.11.7) is equal
to 0. The results of John [18] imply that such data would lead to a global solution. However, John showed
[18, pg. 98] that when (+)ℵ 6≡ 0, there are no such data. We state his important observation as a proposition
and sketch its simple proof.
Proposition 1.11.1 (Only trivial data cause the right-hand side of (1.11.7) to vanish). Let Φ˚, Φ˚0 ∈
C∞c (R3). Assume that (+)ℵ 6≡ 0 and that
sup
(q,θ)∈R×S2
(+)ℵ(θ) ∂
2
∂q2
z[(Φ˚, Φ˚0)](q, θ) = 0. (1.11.10)
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Then (Φ˚, Φ˚0) = (0, 0).
Sketch of proof. We will deduce from the assumptions of the proposition that z[(Φ˚, Φ˚0)] ≡ 0. Then using
the identityz[(Φ˚, Φ˚0)](q, θ)±z[(Φ˚, Φ˚0)](−q,−θ) = 0, where−θ denotes the polar opposite of θ on S2, it
is straightforward to see that Φ˚ and Φ˚0 have vanishing Radon transforms. The proposition then follows from
the fact that a compactly supported function with a vanishing Radon transform must completely vanish.
To show that z[(Φ˚, Φ˚0)] ≡ 0, we partition S2 into an open set O and a closed set C as follows:
S2 = O ∪ C, (1.11.11)
O := {θ ∈ S2 | (+)ℵ(θ) 6= 0}, C := {θ ∈ S2 | (+)ℵ(θ) = 0}. (1.11.12)
For a fixed θ ∈ O, we deduce from (1.11.10) that ∂2
∂q2z[(Φ˚, Φ˚0)](q, θ) is either non-positive or non-negative
for q ∈ R. Sincez[(Φ˚, Φ˚0)](q, θ) vanishes for large |q| (this fact is essentially the sharp version of Huygens’
principle), it is straightforward to see that z[(Φ˚, Φ˚0)](q, θ) = 0 for q ∈ R. We next note that since (+)ℵ is a
nontrivial analytic function on S2, C must have an empty interior and thus C = ∂C. Hence, for fixed θ ∈ C,
we conclude from continuity and the property z[(Φ˚, Φ˚0)]|R×O ≡ 0 that z[(Φ˚, Φ˚0)](q, θ) = 0 for q ∈ R.
We have thus shown that z[(Φ˚, Φ˚0)] ≡ 0 as desired.
We now summarize the main features of Alinhac’s results as Theorem 1.11.1. The results stated in
the theorem are a partial summary of Theorems 2 and 3 of [1] in the case of three spatial dimensions. We
stress that his main contribution was confirming that John’s conjecture holds for a large set of data verifying
uniqueness and non-degeneracy conditions; see just below equation (1.11.13).
Theorem 1.11.1 (Alinhac). Let (λΦ˚, λΦ˚0) ∈ C∞(R3)×C∞(R3) be a one-parameter family of compactly
supported data for the quasilinear wave equation (1.11.1) under the assumptions (1.2.10)-(1.2.11). Let Φλ
denote the corresponding solution. Assume that the (data-dependent) function
1
2
(+)ℵ(θ) ∂
2
∂q2
z[(Φ˚, Φ˚0)](q, θ) (1.11.13)
has a unique, strictly positive, non-degenerate maximum at (q∗, θ∗), where the future null condition failure
factor (+)ℵ is defined in (1.11.3). If λ is sufficiently small and positive (where the amount of smallness
needed depends on (Φ˚, Φ˚0)), then we have the following conclusions.
Sharp classical lifespan result. The classical lifespan T(Lifespan);λ of Φλ is finite and verifies
lim
λ↓0
λ lnT(Lifespan);λ =
1
1
2
(+)ℵ(θ∗) ∂2∂q2z[(Φ˚, Φ˚0)](q∗, θ∗)
. (1.11.14)
Sharp description near the unique first blow-up point. Along the constant-time hypersurface ΣT(Lifespan);λ
of first shock formation, there is a unique point p(Blow−up);λ where the solution blows up. In addition, with
C = C[(Φ˚, Φ˚0)], Φλ and its first rectangular derivatives verify the bound
|Φλ|+
3∑
α=0
|∂αΦλ| ≤ Cλ 11 + t , (1.11.15)
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and in particular, they remain finite along ΣT(Lifespan);λ . In the complement of a small neighborhood of
p(Blow−up);λ intersected with {t ≤ T(Lifespan);λ}, the second-order rectangular derivatives of Φλ verify a
similar bound. In contrast, the following blow-up behavior occurs for t close to and ≤ T(Lifespan);λ :
C−1
(
t ln
T(Lifespan);λ
t
)−1
≤
3∑
α,β=0
‖∂α∂βΦλ‖C0(Σt) ≤ C
(
t ln
T(Lifespan);λ
t
)−1
. (1.11.16)
Furthermore, in a small neighborhood of p(Blow−up);λ intersected with {t ≤ T(Lifespan);λ}, there exist an
eikonal function u and a related system of geometric coordinates, one of which is u, such that relative to
the geometric coordinates, Φλ and its higher derivatives extend smoothly to ΣT(Lifespan);λ , even at the point
p(Blow−up);λ. Within this region, the change of variables map from geometric to rectangular coordinates is
smooth and invertible except at the point p(Blow−up);λ, where its Jacobian determinant vanishes.
We now highlight two merits of Alinhac’s results. First, he was the first to show that failure of the classic
null condition in equation (1.11.1) often leads, in the small-data regime, to the formation of a singularity
caused by the intersection of the level sets of a true eikonal function. A second merit is that, for reasons
explained below, his proof is relatively short.
The main limitation of Alinhac’s results is that his framework is fundamentally tailored to the first point
of intersection of the characteristics and thus it cannot easily be extended to provide information about the
maximal development of the data. We further discuss the origin of this limitation two paragraphs below.
In contrast, as we describe in Sects. 1.11.2 and 1.11.3, Christodoulou’s approach and the approach of the
present monograph allow one to obtain a detailed description of the maximal future development of the data
in the exterior of the sphere S0,U0 ⊂ ΣU00 . This sharp information is essential for attacking the problem
of extending the solution, in a generalized sense, beyond the shock. Furthermore, Alinhac’s results are
fundamentally based on his non-degeneracy assumptions on the data, which are stated just below (1.11.13)
and which cause the solution to form a shock. Thus, his results do not provide a true analog of the sharp
classical lifespan theorem proved in [11] and in Theorem 21.1.1 of the present monograph, which imply that
singularities in small-data solutions can only be caused by the vanishing of µ. Moreover, his assumptions
are not verified by some data containing a spherically symmetric sector when the wave equation is invariant
under Euclidean rotations.
We now sketch some of the main ideas behind Alinhac’s approach, which is quite different than the
approach of [11] and the present monograph. As we will see in the next paragraph, the most important
part of his analysis is based on a type of “backwards approach,” as opposed to the “forwards approach”
associated to solving a pure Cauchy problem, which was adopted in [11] and the present monograph. To
proceed with our sketch, we first recall John’s conjecture that the lifespan lower bound proved in [18] and
[14] is also an upper bound in the small-data limit. Alinhac’s proof is grounded in the belief that one should
expand the actual lifespan T(Lifespan);λ of the solution to (1.11.1)-(1.11.2) as the lifespan predicted by John’s
conjecture plus a small error to be solved for. Thus, he splits the nonlinear evolution into two stages. In the
first stage, he simply quotes the results that we described above when motivating John’s conjecture via the
approximating equation (1.11.8). That is, Alinhac uses the results of [18] and [14], which were based on
Klainerman’s Minkowskian vectorfield method, the Minkowskian eikonal function r − t, and Friedlander’s
radiation field for the linear wave equation, to follow the solution almost all the way to the lifespan predicted
by John’s conjecture.
In the second stage, near the very end of the solution’s classical lifespan, Alinhac constructs, via an
iteration scheme based on Nash-Moser-type estimates, a true eikonal function that enables him to follow
the solution all the way to the first singularity. The “initial” data for this stage are of course inherited from
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the state of the solution at the end of the first stage. Because the blow-up time T(Lifespan);λ is not precisely
known, his proof involves a free boundary (because the upper boundary of the domain is T(Lifespan);λ). A
related difficulty is that the lifespan can slightly vary from iterate to iterate, so that there is an extra step
involved to fix the domain. The reason that Alinhac’s proof is so short is that he avoids using many of
the intricate geometric structures present in Christodoulou’s framework. For example, his iteration scheme
produces a true eikonal function for the nonlinear wave equation only in the limit; the iterates themselves
involve approximate eikonal functions whose level sets are null hypersurfaces for the metric evaluated along
the previous iterate. Furthermore, his commutation vectorfields also depend on the previous iterate. The
net effect is that his linearized equations and commutation vectorfields do not have the same good struc-
ture enjoyed by the nonlinear equations studied in [11] and the present monograph, and thus he does not
recover (or need) the same sharp top-order L2 estimates for the eikonal function required by those works.
Consequently, Alinhac’s energy estimates for the iterates lose derivatives relative to the previous iterate.
Nonetheless, he is able to close his proof by deriving tame L2−type estimates for his linearized equations
and using the Nash-Moser framework. Alinhac’s iteration scheme is fundamentally based on his condition
“(H);” see [2, pg.15]. Roughly speaking, condition (H) requires that each iterate has characteristics that
intersect at exactly one point belonging to its constant-time hypersurface of first blow-up. In particular, for
spherically symmetric data in the case of equations invariant under the Euclidean rotations, condition (H)
already fails for the zeroth iterate and hence the next iterate cannot be constructed. For similar reasons,
his framework does not allow one to study constant-time hypersurfaces Σt containing a submanifold along
which µ is 0, as can happen when Σt lies to the future of the constant-time hypersurface of first blow-up;
see the “singular part” of the boundary of the maximal development described in Theorem 1.11.2. In total,
the restrictive nature of condition (H) is the reason that Alinhac’s framework applies only to data that verify
his uniqueness and non-degeneracy assumptions and that it does not reveal the complete structure of the
maximal development of the data.
1.11.2 Christodoulou’s shock formation results
In [11] Christodoulou proved several landmark results in relativistic fluid mechanics; see also the work [9]
of Christodoulou-Miao for the same results proved in the case of non-relativistic fluid mechanics. Specif-
ically, Christodoulou proved analogs of our Theorem 21.1.1 and Theorem 22.3.1 for all of the physically
relevant scalar quasilinear wave equations that arise in irrotational relativistic fluid mechanics in Minkowski
spacetime. In addition, his work went somewhat beyond these two theorems in that he also gave a detailed
description of the maximal future development of the data given in the exterior of the sphere S0,U0 ⊂ ΣU00
whenever 0 ≤ U0 < 1/2. Moreover, he extended his result to cover a class of small fluid data that have
non-vanishing vorticity. However, the main aspects of his work addressed only a region in which the fluid
is irrotational. In the irrotational region, the relativistic Euler (fluid) equations reduce to a scalar quasilinear
wave equation for a potential function Φ. Again, we stress that the difficult part of his argument was his
proof of an analog of Theorem 21.1.1, and that the remaining aspects his work are easier to derive. We also
stress that although Alinhac had already proved his small-data shock formation results (summarized in The-
orem 1.11.1) for a larger class of equations,26 there was great novelty in Christodoulou’s thoroughness of
his description of the dynamics and in particular, in his description of the solution along the boundary of the
maximal development of the data. A particularly attractive feature of Christodoulou’s detailed description
is that it is suitable as a starting point for trying to extend the solution, in a generalized sense, beyond the
26One has to take into account the trivial differences in normalization, noted below, in order to see that Christodoulou’s equations
fall under the scope of Alinhac’s work.
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shock.
We now provide some details. Christodoulou’s wave equations were the Euler-Lagrange equations for
Lagrangians L of the form L = L(σ), where
σ := −(m−1)αβ∂αΦ∂βΦ (1.11.17)
and (m−1)αβ = diag(−1, 1, 1, 1) is the standard reciprocal Minkowski metric. As is explained in [11], in
order to obtain a relativistic fluid interpretation from L(σ), it suffices to make the following five positivity
assumptions:
σ, L (σ), dL
dσ
,
d
dσ
(
L /
√
σ
)
,
d2L
dσ2
> 0. (1.11.18)
The assumptions (1.11.18) imply that Φ can be interpreted as a potential function for an irrotational rel-
ativistic fluid with physically desirable properties such as having a positive pressure, a speed of sound in
between 0 and 1, etc. The Euler-Lagrange equation corresponding to L(σ) is
∂α
(
∂L
∂(∂αΦ)
)
= −2∂α
(
∂L
∂σ
(m−1)αβ∂βΦ
)
= 0, (1.11.19)
and the background solutions to (1.11.19) of interest are Φ = kt, where k is a non-zero constant. These
are the solutions that correspond to non-zero constant fluid states.27 Relative to Minkowski-rectangular
coordinates, equation (1.11.19) can be expressed as
(h−1)αβ(∂Φ)∂α∂βΦ = 0, (1.11.20)
where the reciprocal acoustical metric h−1 is defined by
(h−1)αβ(∂Φ) = (m−1)αβ − F (m−1)ακ(m−1)βλ∂κΦ∂λΦ, (1.11.21)
F = F (σ) := 2
G
dG
dσ
, (1.11.22)
G = G(σ) := 2dL
dσ
. (1.11.23)
Because the background solutions are non-zero, there are some superficial differences in the way that
Christodoulou’s solutions look compared to our solutions and those of Alinhac. The differences essentially
correspond to different normalization choices and are not of fundamental importance. For example, the
propagation speed corresponding to the background solution is not 1 as in our work and that of Alinhac, but
is instead
η0 := η(σ = k2), (1.11.24)
where η > 0 is the function of σ defined by
η2 = η2(σ) := 1− σH, (1.11.25)
H = H(σ) := F1 + σF . (1.11.26)
27Perturbations of the non-zero constant states are much easier to study than compact perturbations of the vacuum state. The
reason is that the Euler equations become very degenerate along vacuum boundaries.
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Using (1.11.18), it is straightforward to show that the speed of sound η verifies 0 < η < 1. Christodoulou
did not assume that (h−1)00 is equal to−1 as we did in (1.2.4), but instead there is a dynamic lapse function
α > 0 defined by
α−2 = α−2(∂Φ) := −(h−1)00(∂Φ). (1.11.27)
From the point of view of the behavior of small perturbations of the background solutions, the relevant in-
verse background metric is not the standard inverse Minkowski metric in the form (m−1)µν = diag(−1, 1, 1, 1),
but is instead a flat inverse metric that takes the following form relative to the rectangular coordinates:
(h−1)αβ(∂tΦ = k, ∂1Φ = ∂2Φ = ∂3Φ = 0). More precisely, we have
h(∂tΦ = k, ∂1Φ = ∂2Φ = ∂3Φ = 0) = −η20dt2 +
3∑
a=1
(dxa)2. (1.11.28)
The eikonal function corresponding to the background solution is
u(Flat) = 1− r + η0t, (1.11.29)
where r =
√∑3
a=1(xa)2. The inverse foliation density corresponding to the background solution is
µ(Flat) = η0. (1.11.30)
The outgoing and ingoing null vectorfields corresponding to the background solution are
L(Flat) = ∂t + η0∂r, L˘(Flat) = η−10 ∂t − ∂r. (1.11.31)
The analog of the future null condition failure factor (1.11.3) is
dH
dσ
(σ = k2). (1.11.32)
Unlike in the general case of (1.11.3), the quantity in (1.11.32) is a constant. Christodoulou showed that
dH
dσ (σ = k2) vanishes for all non-zero k if and only if, up to trivial normalization constants,
L(σ) = 1−√1− σ. (1.11.33)
The Lagrangian (1.11.33) is therefore the only member of the above family of Lagrangians such that the
quadratic nonlinearities that arise in expanding its Euler-Lagrange equation (1.11.19) around the background
solutions Φ = kt verify Klainerman’s classic null condition.
We now summarize Christodoulou’s results. The results stated below as Theorem 1.11.2 are a conglom-
eration of [11, Theorem 13.1 on pg. 888, Theorem 14.1 on pg. 903, Proposition 15.3 on pg. 974, and the
Epilogue on pg. 977]. The quantities such as L, L˘, etc. that appear in the theorem are essentially the same
as the quantities that we use throughout our monograph, up to the differences in normalization pointed out
in the previous paragraph.
Theorem 1.11.2 (Christodoulou). Let σ be as defined in (1.11.17). Assume that the Lagrangian L(σ) veri-
fies the positivity conditions (1.11.18) in a neighborhood of σ = k2, where k is a non-zero constant, but that
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L(σ) is not the exceptional Lagrangian (1.11.33). Consider the following Cauchy problem for the quasilin-
ear (Euler-Lagrange) wave equation corresponding to L, expressed relative to rectangular coordinates:
∂α
(
∂L
∂(∂αΦ)
)
= 0, (1.11.34)
(Φ|t=0, ∂tΦ|t=0) = (Φ˚, Φ˚0). (1.11.35)
Assume that the data are small perturbations of the data corresponding to the non-zero constant-state solu-
tion Φ = kt and that the perturbations are compactly supported in the Euclidean unit ball. LetU0 ∈ (0, 1/2)
and let
˚ = ˚[(Φ˚, Φ˚0)] := ‖Φ˚0 − k‖HN (ΣU00 ) +
3∑
i=1
‖∂iΦ˚‖HN (ΣU00 ) (1.11.36)
denote the size of the data, where N is a sufficiently large integer.28
Sharp classical lifespan result. If ˚ is sufficiently small, then a sharp classical lifespan theorem in analogy
with Theorem 21.1.1 holds.
Small-data shock formation. We define the following data-dependent functions of u|Σ0 = 1− r :
E [(Φ˚, Φ˚0)](u) (1.11.37)
:=
∑
Ψ∈{∂tΦ−k,∂1Φ,∂2Φ,∂3Φ}
∫
Σu0
{
α−2µ(η−10 + α−2µ)(LΨ)2 + (L˘Ψ)2 + (η−10 + 2α−2µ)µ|d/Ψ|2
}
d$,
S[(Φ˚, Φ˚0)](u) :=
∫
S0,u
r
{
(Φ˚0 − k)− η0∂rΦ˚
}
dυe/ +
∫
Σu0
{
2(Φ˚0 − k)− η0∂rΦ˚
}
d3x, (1.11.38)
where d$ is defined in (1.10.3), dυe/ denotes the Euclidean area form on the sphere S0,u of Euclidean radius
r = 1− u, and d3x denotes the standard flat volume form on R3. Assume that
` := dH
dσ
(σ = k2) > 0. (1.11.39)
There exist constants C > 0 and C ′ > 0, independent of U ∈ (0, U0], such that if ˚ is sufficiently small and
if for some U ∈ (0, U0] we have
S[(Φ˚, Φ˚0)](U) ≤ −C˚E1/2[(Φ˚, Φ˚0)](U) < 0, (1.11.40)
then a shock forms in the solution29 Φ and the first shock in the maximal development of the portion of
the data in the exterior of S0,U ⊂ ΣU0 originates in the hypersurface region ΣUT(Lifespan);U (see Def. 2.2.3),
where
T(Lifespan);U < exp
C ′ U∣∣∣k3`S[(Φ˚, Φ˚0)](U)∣∣∣
 . (1.11.41)
28A numerical value of N was not provided in [11].
29That is, Φ and its first rectangular derivatives remain bounded, while some second-order rectangular derivative blows up due
to the vanishing of µ.
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A similar result holds if ` < 0; in this case, we delete the “−” sign in (1.11.40) and change “≤” and “<”
to “≥” and “> .”
Description of the boundary of the maximal development. For a large set of small-data shock-forming so-
lutions verifying some technical non-degeneracy conditions, the boundary B of the maximal development of
the data in the exterior of S0,U ⊂ ΣU0 is a union B = (∂−H∪H)∪C, where ∂−H∪H is the singular part and
C is the regular part; see Figure 1.4. µ vanishes along the singular part and is positive on the regular part,
and the solution and its rectangular derivatives up to a certain order extend continuously in rectangular co-
ordinates to the regular part. Each component of ∂−H is a smooth 2−dimensional embedded submanifold
of Minkowski spacetime, spacelike with respect to the dynamic metric h. The corresponding component ofH
is a smooth, embedded, 3−dimensional submanifold in Minkowski spacetime ruled by h−null curves with
past endpoints on ∂−H. The corresponding component C is the incoming null hypersurface corresponding
to ∂−H, and it is ruled by incoming h−null geodesics with past endpoints on ∂−H.
H H
∂−H
C
Figure 1.4: A cross section of the maximal development. The gray lines are level sets of the eikonal function
u near the first blow-up point. The dotted lines are the regular boundary C. The black curves are the boundary
H, whose past endpoints are ∂−H.
Again, we stress that a key advantage of Christodoulou’s approach is that the estimates of his sharp
classical lifespan theorem allow him to understand the maximal development of the data in the exterior of
the sphere S0,U0 ⊂ ΣU00 , including the behavior of the solution along the boundary. We also mention again
that, based on the estimates of Theorem 21.1.1, our analysis of shock-forming solutions to equations (1.2.1)
and (1.2.9) could be extended, without too much additional effort, to provide an analogous description of
the maximal development.
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1.11.3 Further discussion on the shock-forming data
We now compare our conditions on the data for shock formation with those of Alinhac and Christodoulou.
We first note that there is no obvious connection between any of the three classes of shock-forming data
identified in Theorems 1.11.1, 1.11.2, and 22.3.1. However, the previous discussion essentially shows that
among the three theorems, Alinhac’s treats the largest set of data: recall that John conjectured (see the dis-
cussion just below (1.11.7)), based on the results of his Prop. 1.11.1, that finite-time blow-up should occur in
all solutions to equation (1.11.1) corresponding to nontrivial small compactly supported data, and Alinhac
was able to partially confirm the conjecture by proving it under some non-degeneracy assumptions on the
data (see just below (1.11.13)). As we describe below, the results of the present monograph can be extended
to allow us to complete the proof of John’s conjecture by eliminating Alinhac’s non-degeneracy assump-
tions. Using the same ideas, we can also prove the analogous result for Christodoulou’s wave equations
(1.11.34) and our equations g(Ψ)Ψ = 0. However, there is a sense in which our results are not complete;
as was the case for Alinhac, in order for our proof of shock formation to go through, we may need to shrink
the amplitude of the data to an extent that depends on their profile. Hence, our analysis leaves open the pos-
sibility that there exist nontrivial data small enough such that the sharp classical lifespan (Theorem 21.1.1)
applies, but such that a shock does not form in the solution.
We can also derive a “localized very long time existence result” for data such that the quantity (1.11.13)
(or its analogs for the other equations) is non-positive in a suitable annular region. For such data, there is a
region of spacetime in which the term that typically dominates the behavior of Lµ has a non-negative sign
and thus cannot cause µ to decay. Later in this section, we outline how to use this fact to prove that in a
certain region of spacetime, the solution exists beyond the lifespan exp
(
1
C˚
)
that holds for general small
data (see inequality (21.1.4)).
Before addressing the issues noted above, we first note that under some structural assumptions on the
nonlinearities, one can derive an analog of Christodoulou’s shock-formation criterion (1.11.40) for equations
(1.2.1) and (1.2.9). Specifically, a sufficient assumption on the nonlinearities would be that the future null
condition failure factor (+)ℵ = (+)ℵ(θ) from (1.4.4)/(1.11.3) takes on a strictly positive or negative sign for
all θ ∈ S2. Then, thanks to the sharp estimates of Theorem 21.1.1, an analog of inequality (1.11.40) should
be sufficient to allow Christodoulou’s arguments leading to his shock-formation theorem [11, Theorem 14.1
on pg. 903] to go through nearly verbatim. His arguments are based on using the estimates of his version of
Theorem 21.1.1 to derive estimates for quantities that are averaged over the spheres St,u. For example, using
the estimates of Theorem 21.1.1 and applying Christodoulou’s arguments to solutions of (1.2.1) under the
assumption of an analog of inequality (1.11.40), we could deduce the existence of some unknown integral
curve of L along which we have a large-time lower bound of the form ±R˘Ψ & ˚(1 + t)−1 (we can achieve
either sign for R˘Ψ, depending on our choice of data). Inserting this estimate into equation (1.7.1a) and using
the fact that GLL(t, u, ϑ) is well-approximated by (+)ℵ(t = 0, u = 0, ϑ) (see Lemma 11.28.1), we could
deduce the following large-time estimate:
±Lµ(t, u∗, ϑ∗) ≥ c(+)ℵ(t = 0, u = 0, ϑ∗)˚ 11 + t + Error, (1.11.42)
where (u∗, ϑ∗) are the coordinates corresponding to the unknown integral curve, and for ˚ sufficiently small,
the term Error is dominated by the first term on the right-hand side of (1.11.42). The sign ± in (1.11.42)
depends on the sign of the analog of the left-hand side of (1.11.40). Hence, when (+)ℵ(t = 0, u = 0, ϑ)
takes on a definite sign30 for all ϑ ∈ S2, the data are sufficiently small, and the data are chosen to generate
30Recall that at t = 0, the geometric angular coordinate ϑ coincides with the standard Euclidean spherical coordinate θ.
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the sign “−” on the left-hand side of (1.11.42), we can integrate inequality (1.11.42) in time to deduce that
µ must vanish in finite time.
We now return to the issue noted in the first paragraph of Sect. 1.11.3: sketching a proof that we can use
the analog of Theorem 21.1.1 for equation (1.11.1) to eliminate Alinhac’s uniqueness and non-degeneracy
assumptions on the data (see just below (1.11.13)). Specifically, we can prove small-data shock formation
for equation (1.11.1) by assuming only John’s criterion
the function from (1.11.13) is positive at one point (q∗, θ∗) (1.11.43)
and by perhaps shrinking the amplitude of the data by a small constant factor if necessary, as Alinhac did
in his proof Theorem 1.11.1.31 Furthermore, by Prop. 1.11.1, the condition (1.11.43) is always satisfied
when the data are nontrivial and compactly supported. John’s criterion (1.11.43) can also be modified in
a straightforward fashion to apply to Christodoulou’s equations (1.11.34) and our equations g(Ψ)Ψ = 0.
Moreover, the criterion is sharp in a way that we make precise in the next paragraph. We now sketch proofs
of these claims. For definiteness, we focus only on the equation g(Ψ)Ψ = 0, and we consider data (Ψ˚, Ψ˚0)
that are compactly supported in the Euclidean unit ball Σ10. Throughout this discussion, ˚ denotes the (small)
size of the data (Ψ˚, Ψ˚0). The main idea of the proof is that under the correct version of John’s criterion for
the equation g(Ψ)Ψ = 0, we can find a point p belonging to a set of the form ΣU0˚−1 such that along the
integral curve of L passing through p, we have the following estimate for times beyond ˚−1 :
Lµ(t, u, ϑ) = −12%
−1(t, u)
{
(+)ℵ ∂
∂q
z[(Ψ˚, Ψ˚0)]
}
|p + Error, (1.11.44)
where the constant-valued term
{
(+)ℵ ∂∂qz[(Ψ˚, Ψ˚0)]
}
|p in (1.11.44) is positive and Error = o (˚) (1 + t)−1.
Hence, integrating (1.11.44) with respect to t starting from time ˚−1, we infer that µ will vanish in fi-
nite time, thus yielding shock formation.32 To find a viable point p, we first note that, as will become
clear, the quantity −12 (+)ℵ(θ) ∂∂qz[(Ψ˚, Ψ˚0)](q = r − ˚−1, θ) is the correct analog of the quantity (1.11.13)
in the present context, where z[(Ψ˚, Ψ˚0)] denotes Friedlander’s radiation field (see (1.11.6)). Hence, if
the data verify John’s criterion, that is, they are such that the product (+)ℵ(θ) ∂∂qz[(Ψ˚, Ψ˚0)](q, θ) is pos-
itive at some point (q∗, θ∗), then there exists a point p belonging to a set of the form33 ΣU0˚−1 such that
−12
{
(+)ℵ ∂∂qz[(Ψ˚, Ψ˚0)]
}
|p is negative; this point p will suffice for our purposes. In view of the evolution
equation (1.7.1a) for µ, to conclude (1.11.44), the main task is to show that for times beyond ˚−1, the im-
portant term 12 [GLL%R˘Ψ](t, r, θ) is well-approximated by −12%−1(t, u)
{
(+)ℵ ∂∂qz[(Ψ˚, Ψ˚0)]
}
|p along the
integral curve of L passing through p. There are two main steps in the proof of the approximation. The
first step is to show that on the time interval [0, ˚−1], the linear dynamics dominate the behavior of the
nonlinear solution and as a consequence, the product 12 [GLL%R˘Ψ](t = ˚−1, r, θ) is well-approximated by
−12 (+)ℵ(θ) ∂∂qz[(Ψ˚, Ψ˚0)](q = r − ˚−1, θ). Here, (t, r, θ) are standard spherical coordinates on Minkowski
31 As will become clear, shrinking the amplitude of the data can help the shock-driving term dominate error terms.
32This is the point in the argument where we might need to rescale the amplitude of the data in order to ensure that the first
term on the right-hand side of (1.11.44) dominates the second; the first term shrinks linearly in the scaling factor, while the second
shrinks at a superlinear rate.
33One minor difficulty that would have to be addressed in a complete proof is that ΣU0
˚−1 might correspond to a value U0 > 1,
which is a set that we have not even defined. However, our results can be extended to apply to such sets. The main task would be to
modify the construction of the eikonal function u so that on Σ˚−1 , it is allowed to take on some values larger than 1. Alternatively,
we could avoid extending the construction of the eikonal function by instead starting with data that are given along Σ−1/2 and
compactly supported in the Euclidean ball of radius 1/2 centered at the origin. We adopt this latter approach in Theorem 22.3.1.
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spacetime. We describe this step in more detail two paragraphs below. To explain the second step, we
let (˚−1, u, ϑ) be the geometric coordinates of p. We now integrate equation (1.8.3) along the integral
curve of L emanating from p and use the estimates of Lemma 11.28.1 to derive refined version of (1.8.5)
showing that for all times beyond ˚−1, the product 12GLL(t, u, ϑ)R˘Ψ(t, u, ϑ) is well-approximated by
−12%−1(t, u)GLL(˚−1, u, ϑ)R˘Ψ(˚−1, u, ϑ). Note that by (1.6.6a) and its higher-order analogs, for times
beyond ˚−1, the term %µ∆/Ψ from equation (1.8.3) has had time to sufficiently decay and thus it only makes
a small contribution when we integrate from p. Combining these two steps, we deduce the desired approxi-
mation, which completes our sketch of a proof of (1.11.44)
We now sketch the proof of the “localized very long time existence result” mentioned above, which
holds in regions (+)ℵ ∂∂qz[(Ψ˚, Ψ˚0)] is non-positive. To illustrate what we mean, we assume that the data
are such that there exists a q1 ∈ (0, 1) and an annular region N := {(q, θ) | q ∈ [q1, 1] × S2} with
−(+)ℵ ∂∂qz[(Ψ˚, Ψ˚0)]|N ≥ 0. We consider the family of integral curves of L that start at time ˚−1 and
emanate from the subset of points in Σ˚−1 corresponding to34 N . Fixing any point p belonging to the subset
and integrating inequality (1.11.44) (which also holds for this point p) along the corresponding integral
curve (starting from time ˚−1), we deduce that any shrinking of µ could only be caused by the term Error =
o (˚) (1 + t)−1. In particular, the amplitude of Error goes to 0 strictly faster than ˚. Hence, it takes at least
exp
{
1
o(˚)
}
amount of time for µ to vanish in this region, and by Theorem 21.1.1, the sharp classical lifespan
theorem, no singularity of any kind will form while µ is positive. As we mentioned above, this existence
time is longer than the time exp
(
1
C˚
)
that holds for general small data (see inequality (21.1.4)).
We now give a brief overview explaining the so-called “first step” stated two paragraphs above, namely
that relative to standard spherical coordinates (t, r, θ) on Minkowski spacetime, [GLL%R˘Ψ](t, r, θ) is well-
approximated by−(+)ℵ ∂∂qz[(Ψ˚, Ψ˚0)](q = r− t, θ) at time t = ˚−1. Since Lemma 11.28.1 shows that GLL
is well-approximated by (+)ℵ, the main issue that we must explain is the following estimate, valid for small
data: ∥∥∥∥%R˘Ψ + ∂∂qz[(Ψ˚, Ψ˚0)]
∥∥∥∥
C0(ΣU0
˚−1 )
≤ C˚2 ln
(1
˚
)
. (1.11.45)
To derive (1.11.45), one can rely on two standard kinds of estimates. First, one needs an estimate showing
that at time ˚−1, the solution Ψ(Linear) to the linear wave equation mΨ = 0 with initial data (Ψ˚, Ψ˚0) is
well-approximated by r−1z[(Ψ˚, Ψ˚0)] and that similar results hold for the higher-order (t, r, θ) coordinate
derivatives of Ψ(Linear). Such estimates can be derived with the help of the fundamental solution to the
linear wave equation; see, for example, [15]. The second kind are estimates showing that at time ˚−1,
long before any singularity can form, the nonlinear solution Ψ is well-approximated by Ψ(Linear), that %
is well-approximated by r, that µ is well-approximated by 1, that L is well-approximated by ∂t + ∂r, that
R is well-approximated by −∂r, etc. The estimates for Ψ can be derived with the help of Klainerman’s
Minkowskian vectorfield method approach, as described in [23]. The estimates for µ and Li can then be
derived with the help of the transport equations (1.7.1a)-(1.7.1b) and the dispersive C0 estimates for Ψ (see
Sect. 1.6). The remaining estimates then follow without much difficulty; all of these estimates can be derived
by using arguments that are explained in detail in Chapter 11. Combining such estimates, one can deduce
(1.11.45) without much difficulty.
It would be interesting to better understand the connection between our nearly spherically symmetric
assumptions on the data stated in Theorem 22.3.1, Christodoulou’s shock-formation condition (1.11.40),
34 We note that q should be thought of as the Minkowski null coordinate q = r − t. Thus, the Minkowskian spacetime region
corresponding toN is the region between the flat inner cone {r − t = q1} and the flat outer cone C0 = {r − t = 1}.
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and John’s criterion (1.11.43). We speculate that either our condition or Christodoulou’s can be used to
directly prove that the corresponding analog of (1.11.43) must hold in the relevant region, but we do not
investigate this possibility here. We conclude by mentioning that it would be interesting to investigate
whether or not all (nontrivial) compactly supported data that are small enough such that Theorem 21.1.1
applies must necessarily lead to shock formation; the limitation of the argument outlined in this section is
that we might need to shrink the amplitude of the data in order to know that a shock will form (see just
below (1.11.43)).
1.12 Outline of the monograph
In Appendix A, we outline how to extend our results for covariant equations g(Ψ)Ψ = 0 to non-covariant
equations (h−1)αβ(∂Φ)∂α∂βΦ = 0. In Appendix B, we collect some of the important notation and conven-
tions that we use throughout the monograph.
As we have emphasized, our main goal in this monograph is to prove Theorem 21.1.1, the sharp clas-
sical lifespan theorem. Our proof of shock formation for nearly spherically symmetric small data, Theo-
rem 22.3.1, then follows without much additional effort. We prove Theorem 22.3.1 in Chapter 22, the final
section of the monograph. The monograph and indeed, the main bootstrap argument culminating in the
proof of Theorem 21.1.1, are organized in an essentially linear fashion. We now outline the main steps in its
proof.
Step 1: Deriving equations. Chapters 2-10 are dedicated to geometry and algebra. In short, in these
sections, we define all of the quantities that play a role in our analysis and we derive the equations that
they satisfy. In particular, in Prop. 9.2.2, we derive energy-flux identities, which are the starting point for
our derivation of a priori L2−type estimates for Ψ and its derivatives. The most difficult analysis occurs in
Chapter 10, where we take special care to derive evolution equations for suitably modified eikonal function
quantities. As we described in Sect. 1.10.2, we must use the modified quantities at the top order in order to
avoid derivative loss and other difficulties.
Step 2: Bootstrap assumptions and easy C0 and pointwise estimates. In Chapter 11, we state C0 boot-
strap assumptions for Ψ and its lower order derivatives on a “bootstrap region” of the formMT(Bootstrap),U0
(see Figure 1.2 on pg. 11). We also state similar assumptions for µ, Li, and χ (more precisely, for re-centered
versions of these variables in which we subtract off their background values), as well as the positivity as-
sumption µ > 0. We then use these bootstrap assumptions, the equations from Step 1, and a small-data
assumption to derive C0 and pointwise estimates for most of the quantities defined in Step 1. In particular,
we derive C0 estimates for the re-centered versions of µ, Li, χ, and their lower-order derivatives that are
improvements over the bootstrap assumptions, thus closing this portion of the bootstrap argument. These
pointwise estimates are tedious but relatively easy to derive. We save the most difficult pointwise estimates
for Steps 3 and 5.
Step 3: Sharp estimates for µ. In Chapter 12, we derive sharp estimates, far more detailed than those of
Step 2, for the inverse foliation density µ. These estimates play a key role in our Gronwall argument for
the energy-flux quantities. The most difficult aspects of this analysis involve a posteriori estimates for µ, as
described in Sect. 1.10.5.
Step 4: Coercive L2 quantities. In Chapter 13, we exhibit the coerciveness of the L2−type energy-flux
quantities defined in Step 1. We then use the energy-flux quantities as building blocks to construct our
fundamental L2−controlling quantities. These are the quantities that we use to control Ψ in L2.
Step 5: Pointwise estimates for the error terms. In Step 5, we derive pointwise estimates for the error
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integrands appearing in the energy-flux identities of Prop. 9.2.2. More precisely, we derive these pointwise
estimates in the case of Ψ and also the cases of the higher-order derivatives Z NΨ, where Z N is an N th
order string of commutation vectorfields, which we constructed in Step 1. Many of the error integrands
that we must bound arise because when we commute the wave equation µg(Ψ)Ψ = 0 with Z N , we
generate a huge number of error terms. These pointwise estimates are a precursor to Step 8, in which
we derive estimates for the corresponding error integrals. We divide the pointwise estimates into Ch. 15
(easy estimates) and Ch. 16 (difficult estimates). In Chapter 15, we identify those integrand factors that are
“harmless.” The harmless terms have a negligible effect on the dynamics and are easy to treat in Step 8.
The remaining terms, which are the ones that would cause derivative loss and other problems if handled
improperly, require special care. In Chapter 16, we derive pointwise estimates for these remaining difficult
error integrand terms. To derive these difficult estimates, we use the modified eikonal function quantities
constructed in Step 1.
Step 6: Elliptic estimates and Sobolev embedding. Ch. 17 is an interlude. We derive elliptic estimates
for various quantities on the Riemannian manifolds (St,u, g/). We use the elliptic estimates in Step 8 to
control some of the top-order error terms in L2. We also derive a Sobolev embedding result for functions on
(St,u, g/). This is the tool that we eventually use, after we have derived suitable L2 estimates, to improve the
C0 bootstrap assumptions for Ψ made in Step 2.
Step 7: Below-top-order L2 estimates for the eikonal function quantities. In Chapter 18, we use the
equations from Step 1 and the C0 and pointwise estimates from Step 2 to derive a priori L2 estimates for
the below-top-order derivatives of quantities constructed out of the eikonal function, such as the re-centered
versions of µ, Li, etc; such terms appear in Step 5 when we commute the wave equation. The right-hand
sides of these estimates involve the fundamental L2−controlling quantities constructed in Step 4. These
estimates are relatively easy to derive without using the modified quantities constructed in Step 1 because
we allow them to lose one derivative relative to Ψ.
Step 8: A prioriL2 estimates for Ψ and the eikonal function quantities up to top-order. This step, which
we carry out in Chapter 19, is the hardest one. We estimate, in L2, the remaining error terms appearing in
the commuted wave equation. In particular, we estimate the difficult top-order eikonal function quantities
that we ignored in Step 7. As in Step 7, the right-hand sides of these estimates involve the fundamental
L2−controlling quantities constructed in Step 4. We then use the estimates for the error terms to derive, by
a long Gronwall argument based on integral identities such as (1.10.4), a priori estimates for the fundamental
L2−controlling quantities on the bootstrap regionMT(Bootstrap),U0 . This section contains the main estimates
we need to prove Theorem 21.1.1, our sharp classical lifespan theorem.
Step 9: Local well-posedness. Ch. 20 is another interlude. We sketch a proof of local well-posedness for
the equations of interest, and we establish continuation criteria for avoiding blow-up of the solutions. In
particular, the results of Ch. 20 imply that the bootstrap assumptions from Step 2 are satisfied for at least a
short time.
Step 10: The sharp classical lifespan theorem. In Chapter 21, we state and prove Theorem 21.1.1, which
is the main theorem of the monograph. The difficult part of the argument was carried out in Step 8. Roughly,
the theorem shows that for small data, the only way a singularity could form is for µ to go to 0 in finite time,
which would necessarily signify the onset of shock formation. The theorem also provides a collection of
estimates that are verified by the solution, whether or not it forms a shock. We also prove Cor. 21.2.1, which
shows that if the initial data have “very small” angular derivatives, then this condition is propagated by the
solution; we use the corollary in Step 11.
Step 11: Shock formation. In Chapter 22, we prove Theorem 22.3.1, which is our small-data shock-
formation theorem. Roughly, the theorem states that sufficiently small, nearly spherically symmetric data
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lead to finite-time shock formation. The theorem is not difficult to prove, thanks to the estimates of The-
orem 21.1.1 and Cor. 21.2.1. We can also extend Theorem 22.3.1 to show shock formation in solutions
corresponding to a significantly larger class of data; see Sect. 1.11.3 for an outline of a proof.
1.13 Suggestions on how to read the monograph
This monograph makes extensive use of geometry. For an introduction to the basic concepts in Lorentzian
and Riemannian geometry that play a role in our analysis, readers may consult [27] and [28].
To become acquainted with the new difficulties that set this work apart from more standard global
results for nonlinear wave equations, we suggest starting with Prop. 6.2.2, Lemma 8.1.2, and Prop. 8.2.1.
From these, one can see the kind of error terms that arise when we commute the wave equation with our
commutation vectorfields. The error terms lead to the presence of error integrals in the L2−type energy-
flux identities of Prop. 9.2.2. We identify the most difficult error terms in Lemma 15.1.1, Prop. 15.1.2,
and Cor. 15.1.4. We bound the corresponding difficult error integrals in Lemma 19.4.1 and Lemma 19.4.2.
Because of the degenerate nature of the Gronwall-type Lemma 19.2.3, the bounds from these two lemmas
lead to degenerate a priori estimates for the high-order L2 quantities. These degenerate a priori estimates
are the primary non-standard aspects of our work and the work [11].
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2
Initial Data, Basic Geometric
Constructions, and the Future Null
Condition Failure Factor
In Chapter 2, we discuss the initial data of interest for the covariant wave equation1 (1.2.1), that is, for the
equation g(Ψ)Ψ = 0. We also define the eikonal function u, some intimately related families of surfaces,
a related set of geometric coordinates, and several vectorfield frames, all of which play an important role
in our analysis. In particular, we define the inverse foliation density µ, which in a certain sense is the main
object of study in this monograph. As we discussed in Sect. 1.8, for the solutions of interest, the formation
of a shock and the blow-up of a radial derivative of Ψ both precisely correspond to the vanishing of µ. We
also define the “future null condition failure factor” (+)ℵ, which, roughly speaking, is the coefficient of the
terms that drive small-data shock formation in the region {t ≥ 0}. Finally, we introduce some schematic
notation that we often use to capture the essential features of our equations and estimates.
Remark 2.0.1 (There is some redundancy). Some of the discussion and definitions in Chapter 2 also
appear in Chapter 1. For pedagogical reasons, we have chosen to repeat some material here.
2.1 Initial data
The Cauchy hypersurface of interest is Σ0 := {(t, x1, x2, x3) ∈ R4 | t = 0}. The data for the wave equation
(1.2.1) are
Ψ˚ := Ψ|Σ0 , Ψ˚0 := ∂tΨ|Σ0 . (2.1.1)
We assume that Ψ˚, Ψ˚0 are compactly supported in the Euclidean unit ball. Let U0 be any real number
verifying
0 < U0 < 1. (2.1.2)
We view U0 as a parameter that is fixed until Sect. 22.2. Our use of the notation “U0” is connected to the
eikonal function u, which we define in Sect. 2.2.
1We formally define the covariant wave operator g(Ψ) in Def. 2.2.6.
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Let r =
√∑3
a=1(xa)2 denote the standard Euclidean radial coordinate on Σ0. We study the future-
behavior of the solution in the nontrivial region that corresponds to the portion of the nontrivial data lying
in an annular region, centered at the origin, of inner Euclidean radius 1 − U0 and outer Euclidean radius 1
(that is, the thickness of the region is U0):
ΣU00 := {p ∈ Σ0 | 1− U0 ≤ r(p) ≤ 1}. (2.1.3)
The spacetime region that we study is trapped between the two outgoing null cones CU0 and C0, where the
latter cone is flat because Ψ completely vanishes in its exterior (see Figure 1.1 on pg. 7).
Remark 2.1.1 (The role ofU0). In Sect. 22.2, for given initial data, we choose the data-dependent parameter
U0 so that the shock singularity forms in the region trapped between the two outgoing null cones CU0 and
C0.
2.2 The eikonal function and the geometric radial variable
As we explained in Sect. 1.5, the eikonal function plays a fundamental role in our analysis of solutions.
Definition 2.2.1 (The eikonal function). The eikonal function u increases towards the future (that is, ∂tu >
0) and verifies
(g−1)αβ∂αu∂βu = 0. (2.2.1)
We define the initial condition of u as follows, where (x1, x2, x3) are the rectangular coordinates on
Σ0 :
u|Σ0(x1, x2, x3) = 1− r(x1, x2, x3), r(x1, x2, x3) :=
√√√√ 3∑
a=1
(xa)2. (2.2.2)
We often use the following geometric radial variable in our analysis.
Definition 2.2.2 (The geometric radial variable). We define the geometric radial variable % by
% := 1− u+ t. (2.2.3)
The following subsets of spacetime play an important role in our analysis; see Figure 1.2 on pg. 11.
Definition 2.2.3 (Subsets of spacetime). We define the following spacetime subsets:
Σt′ := {(t, x1, x2, x3) ∈ R4 | t = t′}, (2.2.4a)
Σu′t′ := {(t, x1, x2, x3) ∈ R4 | t = t′, 0 ≤ u(t, x1, x2, x3) ≤ u′}, (2.2.4b)
Ct′u′ := {(t, x1, x2, x3) ∈ R4 | u(t, x1, x2, x3) = u′} ∩ {(t, x1, x2, x3) ∈ R4 | 0 ≤ t ≤ t′}, (2.2.4c)
St′,u′ := Ct′u′ ∩ Σu
′
t′ = {(t, x1, x2, x3) ∈ R4 | t = t′, u(t, x1, x2, x3) = u′}, (2.2.4d)
Mt′,u′ := ∪u∈[0,u′]Ct
′
u ∩ {(t, x1, x2, x3) ∈ R4 | t < t′}. (2.2.4e)
We refer to the Σt and Σut as “constant time slices,” the Ctu as “outgoing null cones,” and the St,u as “spheres.”
We sometimes use the notation Cu in place of Ctu when we are not concerned with the truncation time t.
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Remark 2.2.1. We make the following remarks.
• It follows from standard domain of dependence considerations that for any t ≥ 0, the solution corre-
sponding to the data from Sect. 2.1 agrees with the trivial solution Ψ ≡ 0 in the exterior of Ct0. We
therefore do not comment further on this region.
• The St,u are not generally round Euclidean spheres even though the S0,u are.
• Note thatMt,u is “open at the top.”
We now define some important geometric objects related to the above subsets.
Definition 2.2.4 (First fundamental forms). We define the following first fundamental forms.
• g denotes the Riemannian metric on Σt induced by g. That is, g(X,Y ) = g(X,Y ) for all Σt−tangent
vectors X and Y. g−1 denotes the corresponding inverse metric.
• g/ denotes the Riemannian metric on St,u induced by g. That is, g/(X,Y ) = g(X,Y ) for all St,u−tangent
vectors X and Y. g/−1 denotes the corresponding inverse metric.
Definition 2.2.5 (Levi-Civita connections). We use the following notation for the Levi-Civita connections
associated g, m, and g/.
• D denotes the Levi-Civita connection of the spacetime metric g.
• ∇ denotes the Levi-Civita connection of the Minkowski metric m.
• ∇/ denotes the Levi-Civita connection of g/.
Definition 2.2.6 (Covariant wave operators and Laplacians). We use the following standard notation.
• g := (g−1)αβD2αβ denotes the covariant wave operator corresponding to the spacetime metric g.
• ∆/ := (g/−1)AB∇/ 2AB denotes the covariant Laplacian corresponding to g/.
2.3 Frame vectorfields and the inverse foliation density
We now define the gradient vectorfield L(Geo) associated to the eikonal function.
Definition 2.3.1 (The outgoing null geodesic vectorfield). Let u be the eikonal function (2.2.1). We define
the vectorfield L(Geo) by
Lν(Geo) := −(g−1)να∂αu. (2.3.1)
Note that by (2.2.1), we have
DL(Geo)L(Geo) = 0. (2.3.2)
Also, by (2.2.1), L(Geo) is null (that is, g(L(Geo), L(Geo)) = 0) and g−orthogonal to the level sets Cu of the
eikonal function.
We now introduce the most important quantity in our analysis: the inverse foliation density of the level
sets of u relative to the hypersurfaces Σt.
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Definition 2.3.2 (The inverse foliation density of the outgoing cones). Let t be the Minkowskian time
coordinate and u the eikonal function. We define the inverse foliation density (of the level sets of u relative
to the hypersurfaces Σt) µ by
µ := − 1(g−1)αβ∂αt∂βu = −
1
(g−1)0α∂αu
= 1
L0(Geo)
, (2.3.3)
where the last two equalities hold in the rectangular coordinate system.
When µ vanishes, many quantities, including the rectangular components Lν(Geo), blow-up like µ
−1. The
outgoing null vectorfield L, defined just below, is a rescaled version of L(Geo) that “removes the singular
factor µ−1.” We prove thatL remains regular and nearL(Flat) = ∂t+∂r throughout the evolution. Similarly,
the vectorfield L defined below is an ingoing null vectorfield that remains regular and near L(Flat) = ∂t−∂r
throughout the evolution. In contrast, the rectangular components of the ingoing null vectorfield L˘ = µL
vanishes precisely when the shock forms.
Definition 2.3.3 (L, L˘, and L). We define the rescaled null vectorfield L as follows:
L := µL(Geo). (2.3.4)
We then define L˘ to be the (unique) null vectorfield that is g−orthogonal to St,u and that is normalized by
g(L˘, L) = −2µ. (2.3.5)
Finally, we define
L := µ−1L˘. (2.3.6)
In the next lemma, we reveal some basic properties of L and L˘.
Lemma 2.3.1 (Basic properties of the null pair L, L˘). The following identities hold, where t is the
Minkowski time coordinate:
Lu = 0, Lt = L0 = 1, (2.3.7a)
L˘u = 2, L˘t = L˘0 = µ. (2.3.7b)
Proof. From (2.2.1) and (2.3.1), we see that L(Geo)u = 0. It thus follows from (2.3.4) that Lu = 0 as
desired. The identity Lt = 1 follows from (2.3.1), (2.3.3), and (2.3.4). We have thus shown (2.3.7a). We
next note that L˘u = −g(L˘, L(Geo)) = −µ−1g(L˘, L). We conclude from (2.3.5) that L˘u = 2 as desired. We
have thus shown (2.3.7b).
To show that L˘t = µ, we define (relative to rectangular coordinates) V ν := −(g−1)να∂αt. We note
that V is future-directed and g−orthogonal to Σt and hence to St,u. Since L and L˘ span the g−orthogonal
complement of St,u, there exist scalars a and b such that
V ν = aLν + bL˘ν . (2.3.8)
Contracting (2.3.8) against Lν , using the fact that L is null, and using (2.3.5) and (2.3.7a), we find that
1 = Lt = −LνV ν = 2µb. Similarly, we find that L˘t = 2µa. Also using the fact that L˘ is null, we deduce
that
gαβV
αV β = −4µab = −2a. (2.3.9)
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On the other hand, by (1.2.4), we have that
gαβV
αV β = (g−1)αβ∂αt∂βt = (g−1)00 = −1. (2.3.10)
From (2.3.9) and (2.3.10) it follows that a = 1/2 and hence L˘t = µ as desired.
We now define an inward-pointing Σt−tangent vectorfield R˘ and an upward pointing Σt−normal vec-
torfield N.
Definition 2.3.4 (The vectorfields R˘, R, and N ). We define the vectorfields R˘, R, and N as follows:
R˘ := 12{−µL+ L˘}, (2.3.11a)
R := µ−1R˘ = 12{−L+ L}, (2.3.11b)
N := 12{L+ L} = L+R. (2.3.11c)
The Minkowskian analogs of (2.3.11b) and (2.3.11c) are −∂r and ∂t respectively.
In the next lemma, we reveal some basic properties of L, R˘, R, and N.
Lemma 2.3.2 (Basic properties of L, R˘, R, and N ). R˘ is g−orthogonal to the St,u and tangent to Σt. N
is timelike, future-directed, g−orthogonal to the St,u, and g−orthogonal to Σt.
In addition, the following identities hold:
g(L,L) = 0, (2.3.12a)
g(R˘, R˘) = µ2, (2.3.12b)
g(R,R) = 1, (2.3.12c)
g(L, R˘) = −µ, (2.3.12d)
g(L,R) = −1. (2.3.12e)
Furthermore, we have
g(N,N) = −1. (2.3.13)
In addition, we have
R˘t = 0, R˘u = 1, (2.3.14a)
Nt = 1, Nu = 1. (2.3.14b)
Finally, the commutator vectorfield [L, R˘] is St,u−tangent.
Proof. (2.3.12a) is a restatement of the fact that L is null. (2.3.12b) follows from (2.3.11a), the fact that L
and L˘ are null, and (2.3.5). (2.3.12c) follows from (2.3.11b) and (2.3.12b). (2.3.12d) follows from (2.3.11a),
(2.3.12a), and (2.3.5). (2.3.12e) follows from (2.3.11b) and (2.3.12d).
(2.3.13) follows from (2.3.11c), (2.3.12a), (2.3.12c), and (2.3.12e) .
(2.3.14a) follows from (2.3.11a), (2.3.7a), and (2.3.7b). (2.3.14b) follows from (2.3.11c), (2.3.7a), and
(2.3.7b).
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The fact that R˘ is Σt−tangent follows from the identity R˘t = 0. The fact that R˘ is g−orthogonal to St,u
follows from (2.3.11a) and the fact that L and L˘ are g−orthogonal to St,u.
To obtain the desired properties of N, we note that the proof of Lemma 2.3.1 reveals that N is equal
to the vectorfield V ν := −(g−1)να∂αt, which is timelike, future-directed, g−orthogonal to the St,u, and
g−orthogonal to Σt.
To obtain the fact that [L, R˘] is St,u−tangent, we use (2.3.7a) and (2.3.14a) to conclude that 0 =
[L, R˘]t = [L, R˘]u.
In the next lemma, we derive some important identities involving the rectangular spatial derivatives of
the eikonal function.
Lemma 2.3.3 (Identities involving the rectangular spatial derivatives of u). The eikonal function u
verifies the following equation:
(g−1)ab∂au∂bu = µ−2, (2.3.15)
where g−1 is as in Def. 2.2.4.
Furthermore, the rectangular spatial derivatives of u verify the following equation (i = 1, 2, 3) :
µ∂iu = Ri. (2.3.16)
Proof. To prove (2.3.15), we use definition (2.3.3) and the assumption (g−1)00 = −1 (that is, (1.2.4)) to
deduce that µ−2 = (∂tu)2− 2(g−1)0a∂tu∂au+ ((g−1)0a∂au)2. From this identity and the eikonal equation
(2.2.1), we deduce the identity
(g−1)ab∂au∂bu+ ((g−1)0a∂au)2 = µ−2. (2.3.17)
Furthermore, it is straightforward to verify that under the assumption (g−1)00 = −1, we have the following
matrix identity (i, j = 1, 2, 3) :
(g−1)ij = (g−1)ij + (g−1)0i(g−1)0j . (2.3.18)
From (2.3.17) and (2.3.18), we deduce the desired identity (2.3.15).
Next, we consider the one-forms on Σt with rectangular components (∂1u, ∂2u, ∂3u) and (R1, R2, R3).
They are both inward pointing and g−orthogonal to the St,u. Hence, we must have ∂iu = zRi with z > 0.
From the fact that (g−1)abRaRb = g(R,R) = 1, we deduce that z =
√
(g−1)ab∂au∂bu. The desired
identity (2.3.16) now follows from this identity and (2.3.15).
2.4 Geometric coordinates
In this section, we construct the geometric coordinate system (t, u, ϑ1, ϑ2) that plays a fundamental role in
our analysis. To begin, we fix an atlas {(Di, ϑ1i , ϑ2i )}i=1,2 on the Euclidean unit sphere S0,0 ' S2, where
the Di are open subsets of S2 with S2 = D1 ∪ D2.
Definition 2.4.1 (Standard atlas on S2). We refer to the above atlas as the standard atlas on S2.
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Remark 2.4.1 (Suppression of the precise coordinate chart). Throughout the monograph, we typically
suppress the set Di and the index i and simply refer to the above coordinates as (ϑ1, ϑ2).
We now (inwardly) extend the local coordinate functions (ϑ1, ϑ2) to the region ΣU00 = ∪u∈[0,U0]S0,u ⊂
ΣU00 by using the Euclidean radial vectorfield −∂r = −x
a
r ∂a to transport them, (A = 1, 2) :
−∂rϑA|ΣU00 = 0. (2.4.1)
We then extend (ϑ1, ϑ2) to St,u for t > 0 and u ∈ [0, U0] by using the g−null vectorfield L to transport
them. That is,
LϑA = 0. (2.4.2)
Definition 2.4.2 (Geometric coordinates). We refer to the functions (t, u, ϑ1, ϑ2) induced on spacetime
regions of the formMT,U0 as the geometric coordinates.
Remark 2.4.2 (Different ways to think of ϑ). Note that we are slightly abusing notation by using the same
symbol (ϑ1, ϑ2) to denote local coordinate functions on S2 and also the corresponding coordinate functions
induced onMT,U0 . Equivalently, we are identifying the coordinate function pair (ϑ1, ϑ2) onMT,U0 with
the corresponding point ϑ belonging to S0,0 ' S2. We often make these identifications throughout the
monograph; the precise meaning of the symbol “ϑ” will always be clear from context.
Since Lt = 1, it follows that relative to the geometric coordinates, we have that
L = ∂
∂t
|u,ϑ1,ϑ2 . (2.4.3)
We often use the identity (2.4.3) in our analysis.
Definition 2.4.3 (X1 and X2). X1 and X2 are the locally defined St,u−tangent vectorfields defined by
X1 :=
∂
∂ϑ1
|t,u,ϑ2 , X2 :=
∂
∂ϑ2
|t,u,ϑ1 . (2.4.4)
Remark 2.4.3 (The meaning of ξA). We often denote the contraction of a one-form ξ against the St,u frame
vectors {X1, X2} by using the abbreviated notation ξA := ξXA = ξaXaA.We use similar abbreviations when
contracting other types of tensors against vectors; see Sect. 2.8.
Remark 2.4.4 (Ck−equivalent differential structures until shock formation). We often identify space-
time regions of the formMt,U0 (see definition (2.2.4e)) with the region [0, t)× [0, U0]×S2 corresponding to
the geometric coordinates. This identification is justified by the fact that during the classical lifespan of the
solution, the differential structure onMt,U0 corresponding to the geometric coordinates is Ck−equivalent,
for some large integer k, to the differential structure on Mt,U0 corresponding to the rectangular coordi-
nates. The equivalence is captured by the fact that the change of variables map Υ (see Sect. 2.17) from
geometric to rectangular coordinates is differentiable with a differentiable inverse, until a shock forms; see
Theorem 21.1.1. However, at points where µ vanishes and the rectangular derivatives of Ψ blow-up (see in-
equality (21.1.11)), the injectivity of Υ breaks down and the equivalence of the differential structures breaks
down as well.
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2.5 Frames
In this section, we define the vectorfield frames that we use in our analysis.
Definition 2.5.1 (Frames). We define the following frames, where the vectorfields are defined in Sects. 2.3
and 2.4.
• {L, R˘,X1, X2} denotes the rescaled frame.
• {L,R,X1, X2} denotes the non-rescaled frame.
• {L, L˘,X1, X2} denotes the rescaled null frame.
• {L,L,X1, X2} denotes the non-rescaled null frame.
Remark 2.5.1 (The span of the frame vectorfields). The analysis of Sect. 2.17 can be used to show
that for the small-data solutions that we study, {L, R˘,X1, X2} and {L, L˘,X1, X2} have span equal to
span{∂α}α=0,1,2,3 at each point where µ > 0.However, these two frames degenerate relative to {∂α}α=0,1,2,3
when µ vanishes; see Remark 1.5.1. In contrast, the estimates of Theorem 21.1.1 can be used to show that for
small-data solutions, the frames {L,R,X1, X2} and {L,L,X1, X2} have span equal to span{∂α}α=0,1,2,3
and do not degenerate when µ vanishes.
2.6 The future null condition failure factor
We now define the function (+)ℵ, which depends on the structure of the nonlinearities and is of fundamental
importance in determining whether or not shocks can form to the future.
Definition 2.6.1 (The future null condition failure factor). We define the scalar-valued future null condi-
tion failure factor (+)ℵ by
(+)ℵ := Gαβ(Ψ = 0)︸ ︷︷ ︸
constants
Lα(Flat)L
β
(Flat), (2.6.1)
whereGαβ is defined in (1.3.3),L(Flat) = ∂t+(xa/r)∂a is the standard outgoing Minkowski-null Minkowski-
geodesic vectorfield, and r is the standard Euclidean radial coordinate on R3.
We also define (+)˚ℵ, relative to the geometric coordinates, by
(+)˚ℵ(t, u, ϑ) = (+)˚ℵ(ϑ) := (+)ℵ(t = 0, u = 0, ϑ). (2.6.2)
As we explained in Sect. 1.3, (+)ℵ is the coefficient of the dangerous slow decaying quadratic terms in
the wave equation g(Ψ)Ψ = 0 in the region {t ≥ 0}. In particular, when (+)ℵ ≡ 0, Klainerman’s work
[23] and Christodoulou’s work [10] both yield small-data global existence.
Remark 2.6.1 (The dependence of (+)ℵ on various coordinates). Note that (+)ℵ can be viewed as a
function depending only on θ = (θ1, θ2), where θ1 and θ2 are local angular coordinates corresponding to
standard spherical coordinates on Minkowski spacetime. Furthermore, at t = 0, our geometric coordinates
(ϑ1, ϑ2) coincide with (θ1, θ2), andLα(Flat)|t=0 does not depend on u. It follows that relative to the geometric
coordinates (t, u, ϑ), the right-hand side of (2.6.2) is a function of ϑ alone.
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Remark 2.6.2 (The role of (+)˚ℵ). The point of introducing (+)˚ℵ is that it is a good approximation to (+)ℵ
(see Lemma 11.28.1) that has the added advantage of being constant along the integral curves of L (along
which u and ϑ are fixed). This property sometimes makes (+)˚ℵ slightly easier to work with compared to
(+)ℵ.
Remark 2.6.3 (Past null condition failure factor). We could also study shock formation in the region
{t ≤ 0}. In this case, the relevant analog of (+)ℵ is the function (−)ℵ, which is defined by replacing L(Flat)
with −∂t + ∂r in equation (2.6.1). Note that −∂t + ∂r is an outgoing Minkowski-null vectorfield in the
region {t ≤ 0}. It is straightforward to see that (+)ℵ is nontrivial if and only if (−)ℵ is nontrivial. In fact,
because the quantities Gαβ(Ψ = 0) in (2.6.1) are constants, (+)ℵ and −(−)ℵ have the same range.
2.7 Expressions for the spacetime metric
In this section, we provide some expressions for the metrics and volume forms that we use in our analysis.
We begin by noting that from (2.3.14a), it follows that there exists an St,u−tangent vectorfield Ξ such that
R˘ = ∂
∂u
− Ξ, (2.7.1)
where the − sign is a convention. In the next lemma, we show that Ξ verifies a transport equation along the
integral curves of L.
Lemma 2.7.1 (Transport equation verified by Ξ). The St,u−tangent vectorfield Ξ verifies the following
transport equation:
LΞA = [L,Ξ]A = −[L, R˘]A, (2.7.2)
where [·, ·] denotes the Lie bracket of two vectorfields.
Proof. Lemma 2.7.1 follows easily from equation (2.7.1) and the identities [ ∂∂u , L] = [L,XA] = [
∂
∂u , XA] =
0.
We now provide the form of the spacetime metric relative to the geometric coordinates (t, u, ϑ1, ϑ2).
Lemma 2.7.2 (Form of the spacetime metric relative to geometric coordinates). We can express the
spacetime metric relative to the geometric coordinates (t, u, ϑ1, ϑ2) as
g = −2µdtdu+ µ2du2 + g/AB(dϑA + ΞAdu)(dϑB + ΞBdu). (2.7.3)
Proof. Since L = ∂∂t is null, it follows from (2.4.3) that the coefficient of dt2 in (2.7.3) is 0. Next,
since g(L,XA) = 0, it follows from (2.4.3) that the coefficient of dtdϑA in (2.7.3) is 0. Next, using
(2.4.3), (2.3.12d), and (2.7.1), we compute that g( ∂∂t ,
∂
∂u) = g(L, R˘) − ΞAg(L,XA) = g(L, R˘) = −µ.
This yields the term −2µdtdu. Similarly, it follows from (2.3.12b) and (2.7.1) that g( ∂∂u , ∂∂u) = µ2 +
ΞAΞBg(XA, XB) = µ2+g/ABΞAΞB,which yields the term (µ2+g/ABΞAΞB)du2.Next, since g(XA, XB) =
g/(XA, XB) = g/AB, it follows that the coefficient of dϑAdϑB in (2.7.3) is g/AB. Finally, since (2.7.1) implies
that 0 = g(R˘,XA) = g( ∂∂u , XA)−ΞBg(XB, XA) = g( ∂∂u , XA)−g/ABΞB,we conclude that the coefficient
of dudϑA in (2.7.3) is equal to 2g/ABΞB.
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We now provide expressions for the geometric volume form factors of g and g.
Corollary 2.7.3 (The geometric volume form factors of g and g). Let g and g/ be as in Def. 2.2.4. The
following identity is verified by the spacetime metric g :
|detg| = µ2detg/, (2.7.4)
where the determinant on the left-hand side is taken relative to the geometric coordinates (t, u, ϑ1, ϑ2) and
the determinant on the right-hand side is taken relative to the geometric coordinates (ϑ1, ϑ2).
Furthermore, the following identity is verified by the first fundamental form g of ΣU0t :
detg = µ2detg/. (2.7.5)
where the determinant on the left-hand side is taken relative to the geometric coordinates (u, ϑ1, ϑ2) induced
on ΣU0t and the determinant on the right-hand side is taken relative to the geometric coordinates (ϑ1, ϑ2).
Proof. Since both sides of (2.7.4) have the same transformation properties with respect to changes of an-
gular coordinates of the form ϑ˜1 = f1(u, ϑ1, ϑ2), ϑ˜2 = f2(u, ϑ1, ϑ2) (where the fA are the coordinate
transformation functions), it suffices to show that (2.7.4) holds for a well-chosen version (ϑ˜1, ϑ˜2) of such
angular coordinates. To this end, we fix t and endow ΣU0t with local coordinates (u, ϑ˜1, ϑ˜2) (where u is the
usual eikonal function) in such a way that R˘ = ∂∂u |ϑ˜1,ϑ˜2 . To achieve this construction, we set ϑ˜A := ϑA
along St,0 and then (inwardly) transport ϑ˜A with R˘, that is, R˘ϑ˜A = 0. We then extend the coordinates ϑ˜A
off of ΣU0t by demanding that [L, ϑ˜A] = 0. Relative to these new local coordinates (t, u, ϑ˜1, ϑ˜2), the identity
(2.7.3) holds along ΣU0t , but with g/AB replaced by g( ∂∂ϑ˜A ,
∂
∂ϑ˜B
), dϑ replaced by dϑ˜, and Ξ replaced by 0.
Hence, relative to these new coordinates, the identity (2.7.4) follows from a simple computation based on
the block form of the metric (along ΣU0t ).
The identity (2.7.5) can be proved in a similar fashion, and we omit the details.
Lemma 2.7.4 (The metrics in terms of the frame vectorfields). Let L and L˘ be the vectorfields from
Def. 2.3.3, and let g/ be the metric induced on St,u by g, as in Def. 2.2.4. Then the following identities hold
(we note that the meaning of g/µν and (g/−1)µν is clarified in Remark 2.9.1):
gµν = −12µ
−1LµL˘ν −
1
2µ
−1L˘µLν + g/µν , (2.7.6a)
(g−1)µν = −12µ
−1 (LµL˘ν + L˘µLν)+ (g/−1)µν . (2.7.6b)
In addition, let R˘ and R be the vectorfields from Def. 2.3.4. Then the following identities hold:
gµν = −LµLν − (LµRν +RµLν) + g/µν (2.7.7a)
= −LµLν − µ−1(LµR˘ν + R˘µLν) + g/µν , (2.7.7b)
(g−1)µν = −LµLν − (LµRν +RµLν) + (g/−1)µν (2.7.7c)
= −LµLν − µ−1(LµR˘ν + R˘µLν) + (g/−1)µν . (2.7.7d)
Finally, we have
(g/−1)µν = (g/−1)ABXµAX
ν
B. (2.7.8)
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Proof. The identity (2.7.6a) can easily be verified by contracting both sides against all possible pairs of
vectors belonging to the rescaled null frame {L, L˘,X1, X2} and computing that both sides agree. The
identity (2.7.6b) then follows from raising the indices of both sides of (2.7.6a) with g−1 and from the
identity (g−1)µα(g−1)νβg/αβ = (g/−1)µν .
The identities (2.7.7a)-(2.7.7d) then follow from using (2.3.11a) to substitute for L˘ in (2.7.6a) and
(2.7.6b).
2.8 Contraction and component notation
In this section, we define some contraction and component notation that we use throughout the monograph.
Definition 2.8.1 (Contraction and component notation). If ξ is a type
(0
2
)
spacetime tensor and V, W are
vectors, then we define the contraction
ξVW := ξαβV αW β. (2.8.1)
Similarly, if ξ is a type
(2
0
)
spacetime tensor, then we define the contraction
ξVW := ξαβVαWβ. (2.8.2)
We use similar contraction notation for tensors ξ of any type.
If V is a spacetime vector, then we write
V = V LL+ V R˘R˘+ V AXA (2.8.3)
to denote the decomposition of V relative to the rescaled frame {L, R˘,X1, X2}.
Remark 2.8.1 (St,u contraction abbreviations). As we noted above, we often use abbreviations such as
ξA := ξXA when contracting against the St,u frame vectors X1 and X2.
Remark 2.8.2 (Expansion of a vectorfield relative to the rescaled frame). Note that by Lemma 2.3.1, we
have V L = −VL − µ−1VR˘, V R˘ = −µ−1VL, and V A = (g/−1)ABVB.
2.9 Projection operators and tensors along submanifolds
In this section, we define two important projection operators. We then provide closely related definitions of
ΣU0t tensors and St,u tensors.
Definition 2.9.1 (Projection operators). We define the ΣU0t projection operator Π and the St,u projection
operator Π/ to be the following type
(1
1
)
spacetime tensorfields (µ, ν = 0, 1, 2, 3) :
Π µν := δ µν −NνNµ = δ µν + δ 0ν Nµ, (2.9.1a)
Π/ µν := δ µν +RνLµ + Lν(Lµ +Rµ) = δ µν − δ 0ν Lµ + LνRµ. (2.9.1b)
Above, N = L+R denotes the future-directed unit-normal to ΣU0t and δ µν is the standard Kronecker delta.
Furthermore, the second equality in (2.9.1b) holds by virtue of (1.2.4).
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It is straightforward to verify that Π µν Nν = Π µν Nµ = 0 and that Π µν V ν = V µ for ΣU0t −tangent
vectors V. Similarly, it is straightforward to verify that Π/ µν Lν = Π/ µν Lµ = Π/ µν Rν = Π/ µν Rµ = 0 and that
Π/ µν Y ν = Y µ for St,u−tangent vectors Y.
Furthermore, it is straightforward to verify that the following alternate expressions hold relative to the
rectangular coordinates, (i, j = 1, 2, 3 and µ, ν = 0, 1, 2, 3) :
Π/ ij = δ ij −RjRi, Π/ 0µ = 0, Π/ ν0 = 0, (2.9.2)
where δ ij is the standard Kronecker delta. In particular, the “0 components” of Π/ since they all vanish. We
often use this fact in our analysis.
Definition 2.9.2 (Projections of tensors onto ΣU0t and St,u). If ξ
ν1···µm
ν1···νn is a type
(m
n
)
spacetime tensor, then
the projections of ξ onto ΣU0t and St,u are respectively the type
(m
n
)
tensors Πξ and Π/ ξ with the following
components:
(Πξ)µ1···µmν1···νn := Π
ν˜1
ν1 · · ·Π ν˜nνn Π µ1µ˜1 · · ·Π
µm
µ˜m
ξµ˜1···µ˜m
ν˜1···ν˜n , (2.9.3a)
(Π/ ξ)µ1···µmν1···νn := Π/
ν˜1
ν1 · · ·Π/ ν˜nνn Π/ µ1µ˜1 · · ·Π/
µm
µ˜m
ξµ˜1···µ˜m
ν˜1···ν˜n . (2.9.3b)
Definition 2.9.3 (St,u projection notation). If ξ is a spacetime tensor, then we define
ξ/ := Π/ ξ. (2.9.4)
If ξ is a symmetric type
(0
2
)
spacetime tensor and V is a spacetime vectorfield, then we define
ξ/V := Π/ (ξV ), (2.9.5)
where ξV is the spacetime one-form with components ξανV α, (ν = 0, 1, 2, 3).
In our analysis, we estimate two kinds of quantities: scalar functions and St,u tensorfields.
Definition 2.9.4 (ΣU0t and St,u tensors). Let ξ be a spacetime tensor. We say that ξ is a ΣU0t tensor if
Πξ = ξ. (2.9.6)
Similarly, we say that ξ is an St,u tensor if
Π/ ξ = ξ. (2.9.7)
It is easy to show that ξ is a ΣU0t tensor if and only if any contraction of any downstairs index of ξ
against N necessarily results in 0, and any contraction of any upstairs index of ξ against the g−dual of N
necessarily results in 0. Similarly, it is easy to show that ξ is an St,u tensor if and only if any contraction of
any downstairs index of ξ against either L or R necessarily results in 0, and any contraction of any upstairs
index of ξ against either the g−dual of L or the g−dual of R necessarily results in 0.
Remark 2.9.1 (Inherent St,u tensors vs. St,u tensors embedded in spacetime). Throughout this mono-
graph, we alternate back and forth between viewing St,u tensors as tensors that are inherent to the two-
dimensional spheres St,u with corresponding uppercase Latin indices A, B, etc., and viewing St,u tensors
as spacetime tensors with the property (2.9.7). That is, roughly speaking, we identify ξA˜1···A˜m
B˜1···B˜n
' ξµ1···µmν1···νn .
When it comes to performing calculations, both points of view can be helpful, depending on the situation at
hand. Similar remarks apply to ΣU0t tensors.
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2.10 The trace and trace-free parts of tensors
We now provide some standard definitions connected to the trace and trace-free part of tensors.
Definition 2.10.1 (Trace and trace-free parts of tensors). If ξ is a symmetric type
(0
2
)
spacetime tensor,
then
trgξ := (g−1)αβξαβ (2.10.1)
denotes its g−trace.
If ξ is a symmetric type
(0
2
)
St,u tensor, then
trg/ξ := (g/−1)ABξAB (2.10.2a)
denotes its g/−trace and
ξˆAB := ξAB − 12 trg/ξg/AB (2.10.2b)
denotes its trace-free part.
If ξ and ω are St,u covectors, then
(ξ⊗ˆω)AB := 12(ξAωB + ξBωA)−
1
2 trg/(ξ ⊗ ω)g/AB (2.10.3)
denotes the symmetrized trace-free part of the type
(0
2
)
St,u tensor (ξ ⊗ ω)AB := ξAωB.
2.11 Angular differential
We now define the angular differential of a scalar-valued function.
Definition 2.11.1 (Angular differential). If f is a function, we define d/f to be the St,u one-form
d/f := Π/ df, (2.11.1)
where df is the standard spacetime differential of f and we are using the notation of Def. 2.9.2.
Note that d/Af = XAf and hence d/f can be viewed as the standard angular differential of f viewed as
a function of the geometric angular coordinates (ϑ1, ϑ2).
Definition 2.11.2 (Clarification of the meaning of d/i). If f is a function, then for i = 1, 2, 3,
d/if := (d/f) · ∂i = Π/ ai ∂af (2.11.2)
denotes the ith component of the St,u one-form d/f relative to the rectangular coordinate frame.
In the next lemma, we compute the angular differential of the rectangular coordinate functions.
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Lemma 2.11.1 (Angular differential of the xi). Let Π/ be the St,u projection from Def. 2.9.1 and let xi be
the rectangular spatial coordinate function. Then the following identities hold relative to the rectangular
coordinates (i, j = 1, 2, 3) :
d/jx
i = Π/ ij . (2.11.3)
Furthermore, we have (for A = 1, 2 and i = 1, 2, 3)
d/Ax
i = XiA. (2.11.4)
Proof. To prove (2.11.3), we use the definition of d/xj and the identity ∂αxi = δiα to compute that d/jxi =
Π/ αj ∂αxi = Π/ ij as desired. To prove (2.11.4), we contract X
j
A against both sides of (2.11.3). The left-
hand side clearly results in d/Ax
i, while since XA is St,u−tangent, the right-hand side results in XiA as
desired.
2.12 Musical notation
In this section, we define our use of the symbols “#” and “[.”
Definition 2.12.1 (Sharp and flat notation). If ξ is an St,u covector, then we define ξ# to be the g/−dual
of ξ, which is an St,u−tangent vector. That is, (ξ#)A := (g/−1)ABξB. We often abbreviate ξA := (ξ#)A.
If Y is an St,u−tangent vector, then we define Y[ to be the g/−dual of Y, which is an St,u covector. That
is, (Y[)A := (g/−1)ABY B. We often abbreviate YA := (Y[)A.
Similarly, if ξ is a symmetric type
(0
2
)
tensor, then we define its g/−dual ξ# to be the type (11) St,u tensor
with A,B component equal to (g/−1)ACξCB, and its g/−double dual ξ## to be the symmetric type
(2
0
)
St,u
tensor with A,B component equal to (g/−1)AC(g/−1)BDξCD.
We use similar notation to denote the g/−duals of general type (m0 ) and type (0n) St,u tensors, and we use
abbreviations similar to the ones mentioned above for vectors and covectors.
2.13 Pointwise norms
Unless we explicitly state otherwise, we measure the pointwise norms of St,u tensors relative to the metric
g/. In the following definition, we make this precise.
Definition 2.13.1 (Norm of St,u tensorfields relative to g/). Let ξ be a type
(m
n
)
St,u tensor with rectangular
components ξµ1···µmν1···νn and St,u components ξ
A1···Am
B1···Bn . We define |ξ|2, the square of the norm of ξ, as follows:
|ξ|2 := (g/−1)ν1ν˜1 · · · (g/−1)νnν˜ng/µ1µ˜1 · · · g/µmµ˜mξµ1···µmν1···νn ξ
µ˜1···µ˜m
ν˜1···ν˜n (2.13.1)
= (g/−1)B1B˜1 · · · (g/−1)BnB˜ng/
A1A˜1
· · · g/
AmA˜m
ξA1···AmB1···Bn ξ
A˜1···A˜m
B˜1···B˜n
.
2.14 Lie derivatives and projected Lie derivatives
In this section, we provide the standard definition of the Lie derivative of a tensorfield. We then define
several related Lie derivative operators involving projections.
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Definition 2.14.1 (Lie derivatives). If V µ is a spacetime vectorfield and ξµ1···µmν1···νn is a type
(m
n
)
spacetime
tensorfield, then relative the rectangular coordinates, the Lie derivative of ξ with respect to V is the type
(m
n
)
spacetime tensorfield LV ξ with the following components:
LV ξµ1···µmν1···νn := V α∂αξµ1···µmν1···νn −
m∑
a=1
ξµ1···µa−1αµa+1···µmν1···νn ∂αV
µa +
n∑
b=1
ξµ1···µmν1···νb−1ανb+1···νn∂νbV
α. (2.14.1)
In addition, when V and W are both vectorfields, we often use the standard Lie bracket notation
[V,W ] := LVW.
In our analysis, we often Lie differentiate tensorial products of St,u tensors and apply the Leibniz rule
for Lie derivatives. The non-St,u components that arise upon Lie differentiating cancel out of such products.
This fact motivates the following definition.
Definition 2.14.2 (ΣU0t −projected and St,u−projected Lie derivatives). Let ξ be a tensorfield. We define
LV ξ and L/V ξ to respectively be the following ΣU0t and St,u tensorfields:
LV ξ := ΠLV ξ, (2.14.2a)
L/V ξ := Π/LV ξ, (2.14.2b)
where we are using the notation of Def. 2.9.2.
Lemma 2.14.1 (Alternate expression for Lie derivatives of St,u tensorfields). If ξµ1···µmν1···νn is a type
(m
n
)
St,u tensorfield and X is an St,u−tangent vectorfield, then relative to the rectangular coordinates, we have
L/Xξµ1···µmν1···νn = Xα∇/ αξµ1···µmν1···νn −
m∑
a=1
ξµ1···µa−1αµa+1···µmν1···νn ∇/ αXµa +
n∑
b=1
ξµ1···µmν1···νb−1ανb+1···νn∇/ νbXα. (2.14.3)
Proof. By the torsion-free property of the Levi-Civita connection D of g, equation (2.14.1) holds for V :=
X and with ∂ replaced by D on the right-hand side. We then project both sides of the identity onto St,u. For
St,u tensorfields ξ,Dξ and∇/ ξ differ only by terms that are g−orthogonal to St,u. Hence, the St,u projection
allows us to replace D with∇/ . We have thus proved (2.14.3).
2.15 Second fundamental forms
In this section, we provide the standard definition of the second fundamental forms of ΣU0t and St,u relative
to the metric g. We then provide some useful expressions for these tensorfields.
Definition 2.15.1 (Second fundamental form of ΣU0t ). Let N = L+R be the future-directed unit normal
to Σt. We define the second fundamental form k of ΣU0t relative to g to be the following type
(0
2
)
tensorfield:
k := 12LNg. (2.15.1)
Definition 2.15.2 (Null second fundamental form of St,u). We define the null second fundamental form χ
of St,u relative to g to be the following type
(0
2
)
tensorfield:
χ := 12L/Lg. (2.15.2)
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It follows in a straightforward fashion from the above two definitions and Def. 2.2.4 that the following
alternate expressions hold:
k = 12LNg, (2.15.3)
χ = 12L/Lg/. (2.15.4)
In the next lemma, we provide additional expressions for χ, k/ , and k/R ,where k/ and k/R are defined in terms
of k by Def. 2.9.3.
Lemma 2.15.1 (Alternate expressions for χ, k/ , and k/R ). χ and k/ are symmetric type
(0
2
)
St,u tensorfields
that verify the following identities:
χAB = g(DAL,XB), (2.15.5)
k/AB = g(DAN,XB). (2.15.6)
Furthermore, k/R is an St,u one-form that verifies the following identity:
k/RA = g(DAL, R˘). (2.15.7)
Proof. The symmetry properties follow trivially from the definitions. We now prove (2.15.6) Using defini-
tion (2.15.1), the Leibniz rule, the torsion-free propertyDVW−DWV = [V,W ], the identity [XA, XB] = 0,
and the identity g(N,XA) = 0, we deduce (2.15.6) as follows:
2k/AB = LNg(XA, XB) (2.15.8)
= N [g(XA, XB)]− g([N,XA], XB)− g(XA, [N,XB])
= g(DNXA, XB) + g(XA,DNXB)− g([N,XA], XB)− g(XA, [N,XB])
= g(DAN,XB) + g(DBN,XA) = g(DAN,XB)− g(N,DBXA)
= g(DAN,XB)− g(N,DAXB) = 2g(DAN,XB).
The proofs of (2.15.5) and (2.15.7) are similar (the proof of the former is based on definition (2.15.2)),
and we omit the details.
2.16 Components of G relative to the non-rescaled frame {L,R,X1, X2}
In this section, we define the components of G relative to the non-rescaled frame {L,R,X1, X2}.
Definition 2.16.1 (Components ofH relative to the non-rescaled frame {L,R,X1, X2}). Given any sym-
metric type
(0
2
)
spacetime tensorfieldH with rectangular componentsHµν , we define the frame components
ofHµν (relative to the frame {L,R,X1, X2}) to be the scalar-valued functionsHLL := HαβLαLβ, HLR :=
HαbL
αRb, and HRR := HabRaRb, the St,u one-forms with frame components H/LA := HαbLαXbA,
H/RA := HαbRαXbA, and the symmetric type
(0
2
)
St,u tensorfield with frame componentsH/AB := HabXaAXbB.
We often respectively use the following abbreviations for the latter three tensorfields:
H/L , H/R , H/ . (2.16.1)
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We rarely need to distinguish between the various frame components of H. Hence, to simplify the
presentation, it is convenient to place all of these components into an array and to view them as a single
entity. Specifically, we define H(Frame) and H
#
(Frame) to be the following arrays:
H(Frame) := (HLL, HLR, HRR, H/L , H/R , H/ ) , (2.16.2a)
H#(Frame) :=
(
HLL, HLR, HRR, H/
#
L , H/
#
R , H/
#
)
. (2.16.2b)
Remark 2.16.1 (H is alwaysG orG′). In this monograph, the tensorfieldHµν from Def. 2.16.1 will always
be equal to either Gµν or G′µν , which are defined in (1.3.3) and (1.3.4).
Definition 2.16.2 (Norm of H(Frame)). We define
|H(Frame)| := |HLL|+ |HLR|+ |HRR|+ |H/L |+ |H/R |+ |H/ |, (2.16.3)
and similarly for |H#(Frame)|.
Definition 2.16.3 (Derivatives of H(Frame)). If V is a vectorfield, then we define
L/VH(Frame) := (V HLL, V HLR, V HRR,L/VH/L ,L/VH/R ,L/VH/ ) , (2.16.4)
and similarly for L/VH#(Frame). We use similar notation if the Lie derivative operator is replaced with the
St,u covariant derivative operator∇/ .
2.17 The change of variables map Υ
In the next lemma, we compute the Jacobian determinant of the change of variables map (t, u, ϑ1, ϑ2) Υ→
(x0, x1, x2, x3). Later, we use the lemma to show that for the solutions of interest, Υ is regular as long as
µ > 0.
Lemma 2.17.1 (The Jacobian determinant of the map (t, u, ϑ1, ϑ2)→ (x0, x1, x2, x3)). Let Υ : [0, T )×
[0, U0] × S2 → MT,U0 , Υ(t, u, ϑ1, ϑ2) = (x0, x1, x2, x3) be the change of variables map from geometric
to rectangular coordinates. Let g and g/ be as in Def. 2.2.4. Then the Jacobian determinant of Υ can be
expressed as
det
∂(x0, x1, x2, x3)
∂(t, u, ϑ1, ϑ2) = µ(detg)
−1/2
√
detg/, (2.17.1)
where (detg)−1/2 is a smooth function of Ψ in a neighborhood of 0 and verifies (detg)−1/2(Ψ = 0) = 1. In
(2.17.1), detg is taken relative to the rectangular spatial coordinates and detg/ is taken relative to the local
geometric angular coordinates (ϑ1, ϑ2).
Proof. The analysis already carried out thus far in Chapter 2 implies that for A = 1, 2 and i = 1, 2, 3, we
have
∂x0
∂t
= 1, ∂x
0
∂u
= 0, ∂x
0
∂ϑA
= 0, (2.17.2)
∂xi
∂t
= Li, ∂x
i
∂u
= R˘i + Ξi, ∂x
i
∂ϑA
= d/Axi = XαA∂αxi = XiA,
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where Ξ is the St,u−tangent vectorfield from (2.7.1).
Using (2.17.2), we compute that
det
∂(x0, x1, x2, x3)
∂(t, u, ϑ1, ϑ2) = det

1 0 0 0
L1 R˘1 + Ξ1 X11 X12
L2 R˘2 + Ξ2 X21 X22
L3 R˘3 + Ξ3 X31 X32
 (2.17.3)
= det
 R˘1 X11 X12R˘2 X21 X22
R˘3 X31 X
3
2
+ det
 Ξ1 X11 X12Ξ2 X21 X22
Ξ3 X31 X32

= µdet
 R1 X11 X12R2 X21 X22
R3 X31 X
3
2
 ,
where to deduce the last equality, we used the fact that Ξ ∈ span{X1, X2}. The last determinant on the right-
hand side of (2.17.3) can be interpreted as υe(R,X1, X2), where υe is the volume form of the Euclidean
metric e on Σt (where eij = δij relative to the rectangular spatial coordinates). We next recall the following
standard fact: υg =
√
detgυe, where υg is the volume form of g (see Def. 2.2.4) and the determinant of
g is taken relative to rectangular coordinates. Since g
ij
= δij + g(Small)ij (Ψ), it follows that (detg)−1/2 =
1 + f(Ψ), where f is smooth in a neighborhood of 0 and vanishes at Ψ = 0. We furthermore note that
since R is the g−unit normal to St,u, it follows that υg(R,X1, X2) = υg/(X1, X2) =
√
detg/. Here, υg/ is the
volume form of g/ (see Def. 2.2.4) and detg/ is taken relative to the geometric angular coordinates (ϑ1, ϑ2).
Combining these identities, we conclude the desired identity (2.17.1).
2.18 Area forms, volume forms, and norms
In this section, we define the area forms, volume forms, and norms that we use during our L2 analysis
of solutions. We begin by noting that the results of Cor. 2.7.3 imply that relative to the geometric coor-
dinates, the geometric area and volume forms induced on St,u ΣU0t , and MT(Bootstrap),U0 are respectively
dυg/(t′,u′,ϑ) :=
√
detg/(t′, u′, ϑ)dϑ, µdυg/(t′,u′,ϑ) du′, and µdυg/(t′,u′,ϑ) du′ dt′. However, because the factor µ
in the latter two forms is extremely important, we now define rescaled volume forms in which the factor is
missing. Throughout the monograph, all integrals are defined relative to the rescaled forms. In particular,
we always explicitly indicate the factor in integrands when it is present. We stress that we do not rescale
the area form on St,u.
Definition 2.18.1 (Area forms and rescaled volume forms on St,u, Σut , Ctu, andMt,u). We respectively
define the following area and volume forms on St,u, Σut , Ctu, andMt,u :
dυg/(t′,u′,ϑ) =
√
detg/(t′, u′, ϑ)dϑ, (2.18.1a)
d$ = dυg/(t′,u′,ϑ) du′, (2.18.1b)
d$ = dυg/(t′,u′,ϑ) dt′, (2.18.1c)
d$ = dυg/(t′,u′,ϑ) du′ dt′. (2.18.1d)
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We now define our Sobolev norms. The important point is that all norms are defined relative to the area
and volume forms of Def. 2.18.1.
Definition 2.18.2 (Sobolev norms relative to the area and rescaled volume forms). We define the norms
‖ · ‖L2(St,u), ‖ · ‖L2(Σut ), ‖ · ‖L2(Ctu), and ‖ · ‖Mt,u as follows:
‖f‖2L2(St,u) :=
∫
S2
f2(t, u, ϑ)dυg/ =
∫
St,u
f2dυg/, (2.18.2a)
‖f‖2L2(Σut ) :=
∫ u
u′=0
∫
S2
f2(t, u′, ϑ)dυg/ du′ =
∫
Σut
f2 d$, (2.18.2b)
‖f‖2L2(Ctu) :=
∫ t
t′=0
∫
S2
f2(t′, u, ϑ)dυg/ dt′ =
∫
Ctu
f2 d$, (2.18.2c)
‖f‖2Mt,u :=
∫ t
t′=0
∫ u
u′=0
∫
S2
f2(t′, u′, ϑ)dυg/ du′ dt′ =
∫
Mt,u
f2 d$. (2.18.2d)
We similarly define L2 norms over subsets Ω of the above sets. For example, if Ω ⊂ Σut , then
‖f‖2L2(Ω) :=
∫
Ω
f2 d$. (2.18.3)
The relevant area/volume form corresponding to the norm ‖ · ‖L2(Ω) will always be clear from context.
We now define our C0 spaces and the corresponding norms.
Definition 2.18.3 (C0 spaces and norm). Given any subset Ω of spacetime, C0(Ω) denotes the set of
functions of the geometric coordinates (t, u, ϑ) that are continuous on Ω. We define the corresponding norm
‖ · ‖C0(Ω) as follows:
‖f‖C0(Ω) := sup
p∈Ω
|f(p)|. (2.18.4)
Remark 2.18.1 (We never explicitly state that f ∈ C0(Ω)). Whenever we state an estimate that implies
that ‖f‖C0(Ω) < ∞, we adopt the convention that the estimate also carries with it the implication f ∈
C0(Ω). That is, by our conventions, we only write estimates of the form ‖f‖C0(Ω) < ∞ whenever f ∈
C0(Ω).
2.19 Schematic notation
We often use schematic notation in our effort to highlight only the important features of our equations and
inequalities. In particular, we often encounter products of terms such that the numerical coefficients and the
precise tensorial structure are irrelevant from the point of view of proving our main sharp classical lifespan
theorem. We indicate the basic structure of such terms in a very crude fashion by using “schematic array
notation” without explicit reference to the precise frame components of the terms. For the terms whose
precise structure is important, we always either explicitly write their frame components or explicitly mention
that the term is “exact” including the numerical constants. We now give an example. Below, we derive
equation (4.1.5b), which precisely reads
k/
(Tan−Ψ)
AB =
1
2G/AB LΨ−
1
2G/LB d/AΨ−
1
2G/LA d/BΨ−
1
2G/RB d/AΨ−
1
2G/RA d/BΨ. (2.19.1)
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In view of Def. 2.16.1, in order to indicate (2.19.1) schematically, we write
k/ = G(Frame)
(
LΨ
d/Ψ
)
. (2.19.2)
Note that we have suppressed all numerical factors in (2.19.2). Whenever we use such schematic notation,
the reader should interpret this as meaning that the numerical factors have no substantial effect on the
estimates that we derive for the schematic terms. Also note that certain combinations suggested by (2.19.2)
do not actually occur on the right-hand side of the precise formula (2.19.1). For example, there is no such
term of the form GLRLΨ, and in fact, such a term does not even make sense since the left-hand side of
(2.19.1) is a type
(0
2
)
St,u tensorfield. The reader should interpret this as meaning that even if there were
such a term, it would not affect our inequalities except for possibly altering them by unimportant constant
factors.
We now give a few more examples. If we want to indicate the precise structure of the left-hand side of
(2.19.1) and also the first term on the right, we write
k/AB =
1
2G/AB LΨ +G(Frame)d/Ψ. (2.19.3)
To indicate the type
(1
0
)
St,u tensorfield lcag
(Small)
ab x
cd/#xb schematically, where ··· is the fully anti-
symmetric symbol normalized by 123 = 1 and g(Small)ab = g
(Small)
ab (Ψ) is defined in (1.2.5), we write
f(Ψ)Ψxd/#x, (2.19.4)
where f is a smooth function of Ψ (recall that g(Small)ab (0) = 0).
To indicate the type
(1
1
)
St,u tensorfield 12G/
A
B LΨ− 12G/ AL d/BΨ + 12G′/ AL d/BΨ schematically, we write G#(Frame)
G
′#
(Frame)
( LΨ
d/Ψ
)
. (2.19.5)
Again, we stress that even though the notation (2.19.5) suggests the presence of some terms that are not actu-
ally in the precise expression, the reader should interpret this as meaning that the presence or absence of such
terms will not affect any of the estimates that we derive except for possibly altering them by unimportant
constant factors.
The justification of our schematic treatment of many terms is based on the fact that our estimates are,
with only a few exceptions that we clearly point out, not sensitive to the precise tensorial structures present.
This will only become fully clear when we actually carry out the analysis.
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3
Transport Equations for the Eikonal
Function Quantities
In Chapter 3, we first calculate the Christoffel symbols of g relative to the Minkowski rectangular coor-
dinates. We then derive various transport equations for and angular differentials of µ and the rectangular
components Li, Ri of the frame vectorfields L and R. These quantities are first derivatives of the eikonal
function, so in effect, we are deriving commuted versions of the eikonal equation. We also introduce the
“re-centered” variables Li(Small), R
i
(Small), and χ
(Small), which are closely connected to Li, Ri, and χ but
vanish for the background solution Ψ ≡ 0 (because to form the re-centered variables, we subtract off the
background values from Li, Ri, and χ). We also derive transport equations for and angular differentials
of some of the re-centered variables. These transport equations are the evolution equations that we use to
estimate the eikonal function quantities, except at the top order. We then provide an expression for χ(Small)
in terms of Ψ and Li(Small). In the remainder of the monograph, we use the expression for analyzing all
derivatives of χ(Small) except those of top order. Finally, we provide some Lie derivative identities that we
use later in the monograph.
3.1 Covariant derivatives and Christoffel symbols relative to the rectangu-
lar coordinates
We often use the following lemma to compute the covariant derivatives of various vectorfields relative to the
rectangular coordinates.
Lemma 3.1.1 (Covariant derivatives and Christoffel symbols relative to the rectangular coordinates).
Let V be a spacetime vectorfield. Then relative to the rectangular coordinates, we have
DµV
ν = ∂µV ν + (g−1)νκΓµκαV α, (3.1.1a)
Γακβ =
1
2 {∂αgκβ + ∂βgακ − ∂κgαβ} =
1
2 {Gκβ∂αΨ +Gακ∂βΨ−Gαβ∂κΨ} . (3.1.1b)
Proof. The identity (3.1.1a) and the first equality in (3.1.1b) are standard identities from differential geom-
etry. The second equality in (3.1.1b) follows from the first equality, the chain rule, (1.2.5), and (1.3.3).
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3.2 Transport equation for the inverse foliation density
In this section, we derive the transport equation verified by µ.
Lemma 3.2.1 (The transport equation verified by µ). The inverse foliation density µ defined in (2.3.3)
verifies the following transport equation:
Lµ = ω(Trans−Ψ) + µω(Tan−Ψ) := ω, (3.2.1)
where
ω(Trans−Ψ) := 12GLLR˘Ψ, (3.2.2a)
ω(Tan−Ψ) := −12GLLLΨ−GLRLΨ. (3.2.2b)
Proof. Relative to rectangular coordinates, the 0 component of equation (2.3.2) is
L(Geo)L
0
(Geo) = −(g−1)0γΓαγβLα(Geo)Lβ(Geo). (3.2.3)
Multiplying (3.2.3) by µ3, referring to definition (2.3.4), using the decomposition (2.7.7c) and the identities
(g/−1)0γ = 0, L0 = 1, R0 = 0, R˘ = µR, and using equation (3.1.1b), we deduce that
µ2LL0(Geo) =
1
2
{
µLγ + R˘γ
}
{Gγβ∂αΨ +Gαγ∂βΨ−Gαβ∂γΨ}LαLβ (3.2.4)
= 12µGLLLΨ + µGLRLΨ−
1
2GLLR˘Ψ.
The desired equation (3.2.1) now follows from (3.2.4) and the identities µ2LL0(Geo) = µ2L(
1
µ) = −Lµ.
3.3 Re-centered variables
We now define re-centered versions Li(Small), R
i
(Small), and χ
(Small) of L, R, and χ. The re-centered quan-
tities vanish when Ψ ≡ 0 because to form them, we subtract off the background values from Li, Ri, and
χ.
Definition 3.3.1 (Li(Small), R
i
(Small), and χ
(Small)). We define the scalar-valued functions Li(Small) and
Ri(Small), (i = 1, 2, 3), and the symmetric type
(0
2
)
St,u tensorfield χ(Small) as follows:
Li(Small) := Li −
xi
%
, (3.3.1a)
Ri(Small) := Ri +
xi
%
, (3.3.1b)
χ(Small) := χ− g/
%
. (3.3.1c)
We often use the following lemma to reduce the analysis of the rectangular components of R to those of
L.
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Lemma 3.3.1 (Algebraic relationships between the rectangular components of L andR). The following
identities hold relative to the rectangular coordinates, (µ = 0, 1, 2, 3 and i = 1, 2, 3) :
Rµ = −Lµ − δ0µ, (3.3.2a)
Ri = −Li − (g−1)0i, (3.3.2b)
where δ0µ is the standard Kronecker delta.
Proof. To prove (3.3.2a), we use (2.3.11c) and (2.3.13) to deduce that the one-form with rectangular com-
ponents Rµ +Lµ is future-directed, length −1, and g−normal to Σt. We now note that the one-form ξ with
rectangular components ξµ = −δ0µ also is future-directed, g−normal to Σt, and has length (g−1)00 = −1
(see (1.2.4)]. Hence, the identity (3.3.2a) holds.
To prove (3.3.2b), we simply raise the indices of (3.3.2a) with g−1 to deduce that Ri = −Li − (g−1)i0.
Note that Lemma 3.3.1 implies that for i = 1, 2, 3, we have
Ri(Small) = −Li(Small) − (g−1)0i. (3.3.3)
3.4 Transport equations for the rectangular frame components
In this section, we derive transport equations for and angular differentials of the rectangular components of
L, R, and their re-centered versions.
Proposition 3.4.1 (Transport equations for and angular differentials of the rectangular frame com-
ponents). Let Li, Ri, Li(Small), and R
i
(Small) be the (scalar-valued) rectangular components given by
Defs. 2.3.3, 2.3.4, and 3.3.1. Then the following transport equations are verified by Li and Li(Small),
(i = 1, 2, 3) :
LLi = 12GLL(LΨ)R
i −G/LA (g/−1)AB(d/Bxi)LΨ +
1
2GLL(g/
−1)AB(d/Axi)d/BΨ, (3.4.1a)
L(%Li(Small)) = −
1
2%GLL(LΨ)L
i
(Small) (3.4.1b)
− 12GLL(LΨ)x
i − 12%GLL(LΨ)(g
−1)0i
+ 12%GLL(g/
−1)AB(d/AΨ)d/Bxi − %(g/−1)ABG/LA (d/Bxi)LΨ.
Furthermore, there exist St,u one-forms λ(Tan−Ψ) and θ(Tan−Ψ) and symmetric type
(0
2
)
St,u tensor-
fields Λ(Tan−Ψ) and Θ(Tan−Ψ) such that the following expressions hold for the angular differential (see
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Def. 2.11.1) of Li, Ri, Li(Small), and L
i (i = 1, 2, 3) :
d/AL
i = (g/−1)BCχABd/Cx
i + (g/−1)BCΛ(Tan−Ψ)AB d/Cx
i + λ(Tan−Ψ)A R
i, (3.4.2a)
d/AR
i = −(g/−1)BCχABd/Cxi + (g/−1)BCΘ(Tan−Ψ)AB d/Cxi + θ(Tan−Ψ)A Ri, (3.4.2b)
d/A(L
i
(Small)) = (g/−1)BCχ
(Small)
AB d/Cx
i + λ(Tan−Ψ)A R
i
(Small) −
xi
%
λ
(Tan−Ψ)
A + (g/
−1)BCΛ(Tan−Ψ)AB d/Cx
i,
(3.4.2c)
d/AR
i
(Small) = −(g/−1)BCχ(Small)AB d/Cxi + θ(Tan−Ψ)A Ri(Small) −
xi
%
θ
(Tan−Ψ)
A + (g/
−1)BCΘ(Tan−Ψ)AB d/Cx
i,
(3.4.2d)
where
λ
(Tan−Ψ)
A := −GLRd/AΨ−
1
2GRRd/AΨ, (3.4.3a)
θ
(Tan−Ψ)
A := −
1
2GRRd/AΨ, (3.4.3b)
Λ(Tan−Ψ)AB := −
1
2G/AB LΨ +
1
2G/LA d/BΨ−
1
2G/LB d/AΨ, (3.4.3c)
Θ(Tan−Ψ)AB :=
1
2G/AB LΨ−
1
2G/LA d/BΨ−
1
2G/LB d/AΨ−G/RB d/AΨ. (3.4.3d)
Proof. We first prove (3.4.1a). With ∇ denoting the Levi-Civita connection of the Minkowski metric, we
compute that
LLν = ∇LLν = DLLν − (g−1)νκLαLβΓακβ (3.4.4)
= DLLν − 12(g
−1)νκLαLβ {Gκβ∂αΨ +Gακ∂βΨ−Gαβ∂κΨ} .
Since L0 = 1, it follows that∇LLν is Σt−tangent. Hence, we can expand (i = 1, 2, 3)
∇LLi = zRi + Y i, (3.4.5)
where z is a scalar and Y is an St,u−tangent vectorfield. Next, using (2.3.2), (2.3.4), and (3.2.1), we deduce
that
DLL
ν = µ−1ω(Trans−Ψ)Lν +ω(Tan−Ψ)Lν . (3.4.6)
Contracting (3.4.5) against R˘i and using (3.2.2a), (3.2.2b), (3.4.4), (3.4.6), and the identities R˘iRi = µ and
R˘iL
i = −µ, we deduce
µz = g(∇LL, R˘) = g(DLL, R˘)− 12R˘
κLαLβ {Gκβ∂αΨ +Gακ∂βΨ−Gαβ∂κΨ} (3.4.7)
= −ω(Trans−Ψ) − µω(Tan−Ψ) − µGLRLΨ + 12GLLR˘Ψ =
1
2µGLLLΨ.
Similarly, we compute that Y i = (g/−1)ABg(Y,XA)XiB, where
g(Y,XA) = g(∇LL,XA) = g(DLL,XA)− 12X
κ
AL
αLβ {Gκβ∂αΨ +Gακ∂βΨ−Gαβ∂κΨ} (3.4.8)
= −G/LA LΨ +
1
2GLLd/AΨ.
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From (3.4.5), (3.4.7), (3.4.8), and the identity d/Ax
i = XiA, we conclude that
LLi = ∇LLi = 12GLL(LΨ)R
i −G/ AL (d/Axi)LΨ +
1
2GLLd/
AΨd/Ax
i. (3.4.9)
We have thus proved (3.4.1a).
The desired identity (3.4.1b) then follows from (3.4.1a), Def. 3.3.1, the identities Lxi = Li, L% = 1,
and (3.3.3), and straightforward computations.
The proofs of (3.4.2a) and (3.4.2c) are similar and rely on the identity (2.15.5) in place of (3.4.6); we
omit the details.
The identities (3.4.2b) and (3.4.2d) then follow from (3.4.2a), (3.4.2c), Lemma 3.3.1, the chain rule
identity −d/A(g−1)0i = (g−1)0α(g−1)iβGαβd/AΨ, (2.7.7c), and straightforward computations.
3.5 An expression for χ(Small) in terms of other quantities
In the next lemma, we show that χ(Small) is an auxiliary variable in the sense that it is completely determined
in terms of the up-to-second-order derivatives of Ψ and the up-to-first-order derivatives of Li(Small), (i =
1, 2, 3).
Lemma 3.5.1 (Expression for χ(Small) in terms of other quantities). The quantities χ(Small) and trg/χ(Small)
can be expressed as follows (see Def. 2.11.2):
χ
(Small)
AB = gab(d/Ax
a)d/BLb(Small) − Λ(Tan−Ψ)AB , (3.5.1a)
trg/χ
(Small) = d/aL
a
(Small) − (g/−1)ABΛ(Tan−Ψ)AB , (3.5.1b)
where Λ(Tan−Ψ)AB is the St,u tensorfield defined in (3.4.3c).
Proof. To derive (3.5.1a), we contract (3.4.2c) against gijd/Dx
j and use the identities gij(d/Cxi)d/Dxj = g/CD
and gij(Ri(Small) − x
i
% )d/Dxj = gijRid/Dxj = 0.
To derive (3.5.1b), we contract (3.5.1a) against (g/−1)AB and use the identity (g/−1)ABgab(d/Axa)d/B =
d/b.
3.6 Some identities involving deformation tensors and Lie derivatives
In this section, we provide some deformation tensor and Lie derivative identities that play a role in our
analysis. We begin by providing the standard definition of a deformation tensor of a vectorfield.
Definition 3.6.1 (Deformation tensor). We associate the following type
(0
2
)
tensorfield (V )pi to a vectorfield
V :
(V )piµν := LV gµν = DµVν +DνVµ. (3.6.1)
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Lemma 3.6.1 (Vectorfield commutator properties). Let Y be any St,u−tangent vectorfield. Then [L, R˘],
[L, Y ], and [R˘, Y ] are also St,u−tangent, and the following identities hold:
[L, R˘] = LLR˘ = L/LR˘ = (R˘)pi/#L = −(L)pi/#R˘ , (3.6.2a)
[L, Y ] = LLY = L/LY = (Y )pi/#L , (3.6.2b)
[R˘, Y ] = LR˘Y = L/R˘Y = (Y )pi/#R˘ . (3.6.2c)
Above, the vectorfields (V )pi/#W are the g/−duals of the one-forms (V )pi/W defined by (2.9.5).
Proof. We first prove the equalities in (3.6.2c). To prove the first two, it suffices to show that [R˘, Y ]t =
[R˘, Y ]u = 0. These identities follow easily from the identities Y t = Y u = R˘t = 0 and R˘u = 1. To deduce
the final equality in (3.6.2c), it suffices to show that (Y )piR˘A = g([R˘, Y ], XA) for A = 1, 2. To this end, we
use the torsion-free property [R˘, Y ] = DR˘Y −DY R˘, the identity g(R˘,XA) = 0, and the fact that [XA, Y ]
is St,u−tangent to compute that
(Y )piR˘A := g(DR˘Y,XA) + g(DAY, R˘) = g([R˘, Y ], XA) + g(DY R˘,XA) + g(DAY, R˘) (3.6.3)
= g([R˘, Y ], XA)− g(DYXA, R˘) + g(DAY, R˘)
= g([R˘, Y ], XA) + g([XA, Y ], R˘)
= g([R˘, Y ], XA)
as desired. The identities in (3.6.2b) follow similarly with the help of the identities Lt = 1 and Lu = 0. The
identities in (3.6.2a) then follow similarly with the help of the fact that by (3.6.2b) and (3.6.2c), [L,XA] and
[R˘,XA] are St,u−tangent.
Lemma 3.6.2 (Basic properties of the St,u projection operator). Let Π/ µν be the St,u projection operator
from Def. 2.9.1. If Y is an St,u−tangent vectorfield, and if V ∈ {L, %L, R˘} or V is also an St,u−tangent
vectorfield, then we have (µ = 0, 1, 2, 3) :
Y αLV Π/ µα = 0. (3.6.4)
Furthermore, we have
(d/Ax
a)LV Π/ µa = 0. (3.6.5)
Finally, we have (µ, ν = 0, 1, 2, 3) :
Π/ αν LV Π/ µα = 0. (3.6.6)
Proof. Since Y µ = Y αΠ/ µα , the Leibniz rule implies that LV Y µ = LV (Y αΠ/ µα ) = (LV Y α)Π/ µα +
Y αLV Π/ µα .On the other hand, Lemma 3.6.1 implies that LV Y µ = (LV Y α)Π/ µα . The desired identity (3.6.4)
now follows from equating these two identities for LV Y µ.
To prove (3.6.5), we note that d/Ax
a = XbA∂bxa = XaA. Since for each fixed A the vectorfield with
rectangular spatial components XaA is St,u−tangent, (3.6.5) follows from (3.6.4).
To prove (3.6.6), we simply note that for each fixed ν,Π/ αν can be viewed as an St,u−tangent vectorfield.
Hence, (3.6.6) follows from (3.6.4).
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Corollary 3.6.3 (Sometimes St,u projection is redundant). If ξ is a type
(0
n
)
spacetime tensorfield and if
V ∈ {L, %L, R˘} or V is an St,u−tangent vectorfield, then
L/V ξ = L/V ξ/ . (3.6.7)
Proof. The identity (3.6.7) is an easy consequence of (3.6.6).
Corollary 3.6.4 (Basic commutation formula for St,u−projected Lie derivatives). If ξ is a type
(0
n
)
St,u
tensorfield, if V ∈ {L, %L, R˘} or V is an St,u−tangent vectorfield, and if W ∈ {L, %L, R˘} or W is an
St,u−tangent vectorfield, then
[L/V ,L/W ]ξ = L/[V,W ]ξ. (3.6.8)
Proof. We give the proof in the case that ξ is an St,u one-form; the general case can be handled in the
same way. The standard commutation property for Lie derivatives is [LV ,LW ]ξ = L[V,W ]ξ. Thus, a simple
calculation yields that
[L/V ,L/W ]ξµ = L/[V,W ]ξµ + Π/ αµ (LV Π/ να )LW ξν −Π/ αµ (LWΠ/ να )LV ξν , (3.6.9)
where Π/ αµ is the St,u projection tensorfield from Def. 2.9.1. Using (3.6.6), we see that the last two terms on
the right-hand side of (3.6.9) vanish. We have thus proved (3.6.8).
Lemma 3.6.5 (Expressions for St,u−projected Lie derivatives). Let ξ be a spacetime one-form with
rectangular components ξα = ξα(Ψ) that are functions of Ψ, and let ξ′ be the one-form with rectangular
components ξ′α = ξ′α(Ψ) := ddΨξα(Ψ). Let ξ/ , ξ′/ denote the projections of ξ, ξ′ onto St,u (see Def. 2.9.3).
Let Z ∈ {L, %L, R˘, O(1), O(2), O(3)}. Then
L/Zξ/A := (L/Zξ/ )A = ξ′/A ZΨ + ξad/AZa. (3.6.10)
Furthermore, if V ∈ {L,R, ∂
∂xj
}j=1,2,3 then with ξV := ξαV α and ξ′V := ξ′αV α, we have
ZξV := Z(ξV ) = ξ′V ZΨ + ξaZV a. (3.6.11)
In addition, if V ∈ {L,R, ∂
∂xj
}j=1,2,3, then with Gµν(Ψ) and G′µν(Ψ) as defined in Def. 1.3.1, we have
ZGVW := Z(GVW ) = G′VWZΨ +GaWZV a +GV aZW a, (3.6.12a)
L/ZG/V A := (L/Z(G/V ))A = G′/V A ZΨ +G/Aa ZV a +GV ad/AZa, (3.6.12b)
L/ZG/AB := (L/ZG/ )AB = G′/AB ZΨ +G/Aa d/BZa +G/aB d/AZa. (3.6.12c)
Above, G/V is the St,u one-form formed by projecting the one-form with rectangular components GV ν onto
St,u, G/ is the symmetric type
(0
2
)
St,u tensorfield formed by projecting the symmetric type
(0
2
)
tensor with
rectangular componentsGµν onto St,u, G′/ is the symmetric type
(0
2
)
St,u tensorfield formed by projecting the
symmetric type
(0
2
)
tensor with rectangular componentsG′µν onto St,u, and similarly for the other quantities
(see Def. 2.9.3).
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Proof. We prove only (3.6.12b); the proofs of the remaining identities are essentially the same. We first note
that the ith rectangular component of the St,u one-form G/V is GαβV
αΠ/ βi , where Π/ is the St,u projection
from Def. 2.9.1. Hence, using the Leibniz and chain rules, the fact that the 0 components of Π/ are trivial,
and the fact that the 0 component of V is constant, we have
LZ(GαβV αΠ/ βi ) = V αΠ/ βi LZGαβ + Π/ βi GαβLZV α +GαβV αLZΠ/ βi (3.6.13)
= V αΠ/ βi ZGαβ︸ ︷︷ ︸
G′
αβ
ZΨ
+Π/ βi V αGαγ∂βZγ + Π/
β
i GβγV Z
γ + Π/ βi GαβZV α
−Π/ βi GαβV Zα +GαβV αLZΠ/ βi .
Contracting the left-hand side of (3.6.13) against d/Ax
i yields (L/Z(G/V ))A. On the other hand, contracting
the right-hand side of (3.6.13) against d/Ax
i and using the identity (d/Axi)LZΠ/ βi = 0 (that is, (3.6.5)) yields
G′/V A ZΨ +GV γd/AZγ +G/Aγ V Zγ +G/aA ZV a −G/αA V Zα. Noting the cancellation of the third and fifth
terms and noting that d/AZ
0 = 0, we see that the desired identity (3.6.12b) thus follows.
Corollary 3.6.6 (The structure of the L derivatives of some components of G(Frame)). The following
identities hold:
LGLL =
(
G(Frame)G
#
(Frame)
G′(Frame)
)(
LΨ
d/Ψ
)
, (3.6.14a)
L/LG/LA = G/ BL χAB +
(
G(Frame)G
#
(Frame)
G′(Frame)
)(
LΨ
d/Ψ
)
, (3.6.14b)
L/LG/AB = G/AC χ CB +G/BC χ CA +
(
G(Frame)G
#
(Frame)
G′(Frame)
)(
LΨ
d/Ψ
)
, (3.6.14c)
where G(Frame), G
#
(Frame) and G
′
(Frame) are as in Defs. 1.3.1 and 2.16.1.
Proof. We prove only (3.6.14b) since the proofs of the other identities are similar. We first use (3.6.12a)
with V = Z := L to deduce that
L/LG/LA = G′/LA LΨ +G/Aa LLa +GLad/ALa. (3.6.15)
Inserting (3.4.1a) and (3.4.2a) into (3.6.15), we deduce that
L/LG/LA = G′/LA LΨ +
1
2GLLG/AR LΨ−G/
B
A G/LB LΨ +
1
2GLLG/
B
A d/BΨ (3.6.16)
+G/ BL χAB +G/
B
L Λ
(Tan−Ψ)
AB +GLRλ
(Tan−Ψ)
A .
The desired identity (3.6.14b) now follows from (3.6.16), (3.4.3a), and (3.4.3c).
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4
Connection Coefficients of the Rescaled
Frames and Geometric Decompositions of
the Wave Operator
In Chapter 4, we compute the connection coefficients of the two rescaled frames {L, R˘,X1, X2} and
{L, L˘,X1, X2}. We refer to these frames as “rescaled” because the vectorfields R˘ and L˘ are adapted to
the behavior of µ and hence can significantly deviate from their Minkowskian counterparts, which are −∂r
and ∂t − ∂r. We then provide several decompositions of the µ−weighted covariant wave operator µg(Ψ)
relative to these frames.
4.1 Connection coefficients of the rescaled frame {L, R˘,X1, X2}
In the next lemma, we compute the connection coefficients of the rescaled frame {L, R˘,X1, X2}.
Lemma 4.1.1 (Connection coefficients of the rescaled frame {L, R˘,X1, X2} and their decomposition
into µ−1−singular and µ−1−regular pieces). Let ζ be the St,u one-form defined by (see the identity
(2.15.7))
ζA := k/RA = g(DAL,R) = µ
−1g(DAL, R˘). (4.1.1)
Then the covariant derivatives of the frame vectorfields can be expressed as follows, where the tensorfields
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k, χ, andω are defined in (2.15.1), (2.15.2), and (3.2.1):
DLL = µ−1ωL, (4.1.2a)
DR˘L = −ωL+ µζAXA + (d/Aµ)XA, (4.1.2b)
DAL = −ζAL+ χ BA XB, (4.1.2c)
DLR˘ = −ωL− µζAXA, (4.1.2d)
DR˘R˘ = µωL+
{
µ−1R˘µ+ω
}
R˘− µ(d/Aµ)XA, (4.1.2e)
DAR˘ = µζAL+ ζAR˘+ µ−1(d/Aµ)R˘+ µk/
B
A XB − µχ BA XB, (4.1.2f)
DLXA = DAL, (4.1.2g)
DAXB = ∇/AXB + k/AB L+ µ−1χABR˘. (4.1.2h)
Furthermore, we can decompose the frame components of the tensorfields k and ζ into µ−1−singular
and µ−1−regular pieces as follows:
ζA = µ−1ζ(Trans−Ψ)A + ζ
(Tan−Ψ)
A , (4.1.3a)
k/AB = µ−1k/
(Trans−Ψ)
AB + k/
(Tan−Ψ)
AB , (4.1.3b)
where
ζ
(Trans−Ψ)
A := −
1
2G/LA R˘Ψ, (4.1.4a)
k/
(Trans−Ψ)
AB :=
1
2G/AB R˘Ψ, (4.1.4b)
and
ζ
(Tan−Ψ)
A :=
1
2G/RA LΨ−
1
2GLRd/AΨ−
1
2GRRd/AΨ, (4.1.5a)
k/
(Tan−Ψ)
AB :=
1
2G/AB LΨ−
1
2G/LB d/AΨ−
1
2G/LA d/BΨ−
1
2G/RB d/AΨ−
1
2G/RA d/BΨ. (4.1.5b)
Proof. As an example, we prove (4.1.2f). The remaining identities in (4.1.2a)-(4.1.2h) can be proved using
similar arguments. To proceed, we expand DAR˘ relative to the frame as follows:
DAR˘ = aLL+ aR˘R˘+ aBXB, (4.1.6)
where aL, aR˘, and aB are scalars to be determined. To compute aR˘, we first take the inner product of
the left-hand side of (4.1.6) with L and compute that g(DAR˘, L) = g(DA(µR), L) = (d/Aµ)g(R,L) −
µg(R,DAL) = −d/Aµ− µζA. On the other hand, the inner product of the right-hand side of (4.1.6) with L
is −µaR˘. Equating these two quantities, we deduce that aR˘ = µ−1d/Aµ+ ζA as desired.
To compute aL, we first take the inner product of the left-hand side of (4.1.6) with R˘ and compute that
g(DAR˘, R˘) = 12d/Ag(R˘, R˘) =
1
2d/A(µ2) = µd/Aµ. On the other hand, the inner product of the right-hand
side of (4.1.6) with R˘ is −µaL + µ2aR˘. Equating these two quantities and using the above expression for
aR˘, we deduce that aL = µζA as desired.
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To compute aB, we take the inner product of the left-hand side of (4.1.6) with XB and use (2.15.5) and
(2.15.6) to compute that aCg/BC = g(DAR˘,XB) = g(DA(µR), XB) = µg(DAR,XB) = µg(DAN,XB)−
µg(DAL,XB) = µk/AB − µχAB as desired.
As a second example, we prove (4.1.3b), (4.1.4b), and (4.1.5b). The identities (4.1.3a), (4.1.4a), and
(4.1.5a) can be proved using similar arguments. To proceed, we use definition (2.15.1) and the chain rule
identity Ngij = GijNΨ to deduce that relative to rectangular coordinates, we have
2kij = GijNΨ + giα∂jNα + gjα∂iNα. (4.1.7)
Contracting (4.1.7) against XiAX
j
B, recalling that N = L + R = L + µ−1R˘, and using the decomposition
(2.7.7a), we deduce that
2k/AB = G/AB
{
µ−1R˘Ψ + LΨ
}
+ g/Aad/B {La +Ra}+ g/Bad/A {La +Ra} . (4.1.8)
To conclude the desired identities (4.1.3b), (4.1.4b), and (4.1.5b), we use equations (3.4.2a) and (3.4.2b)
to substitute for d/AL
a, d/BL
a, d/AR
a, and d/BR
a in (4.1.8), use the identities (g/−1)BCg/Aad/Cxa = δBA and
g/AaR
a = 0, and perform straightforward calculations.
Corollary 4.1.2 (An expression for [L, R˘]). The following identity holds:
LLR˘A = [L, R˘]A = −(g/−1)ABd/Bµ− 2µ(g/−1)ABζB. (4.1.9)
Proof. The corollary follows from the torsion-free property [L, R˘] = DLR˘ − DR˘L, (4.1.2b), and (4.1.2d).
4.2 Connection coefficients of the rescaled null frame {L, L˘,X1, X2}
For convenience, we perform some of our computations relative to the rescaled null frame {L, L˘,X1, X2}.
In the following lemma, we provide the connection coefficients of this frame.
Lemma 4.2.1 (Connection coefficients of the rescaled null frame {L, L˘,X1, X2}). We define the St,u
tensorfields
η := ζ+ µ−1d/µ, (4.2.1a)
χ := 2µk/ − µχ. (4.2.1b)
Then the covariant derivatives of the rescaled null frame vectorfields can be expressed as follow:
DLL = µ−1(Lµ)L, (4.2.2a)
DL˘L = −(Lµ)L+ 2µηAXA, (4.2.2b)
DAL = −ζAL+ χ BA XB, (4.2.2c)
DLL˘ = −2µζAXA, (4.2.2d)
DL˘L˘ = {µ−1L˘µ+ Lµ}L˘− 2µ(d/Aµ)XA, (4.2.2e)
DAL˘ = ηAL˘+ χ BA XB, (4.2.2f)
DLXA = DAL, (4.2.2g)
DAXB = ∇/AXB +
1
2µ
−1χ
AB
L+ 12µ
−1χABL˘. (4.2.2h)
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Proof. Lemma 4.2.1 follows from the identity L˘ = µL+ 2R˘, Lemma 4.1.1, and straightforward computa-
tions.
4.3 Frame decomposition of the µ−weighted wave operator
In the next proposition, we decompose the µ−weighted wave operator µg(Ψ) relative to the rescaled frame
{L, R˘,X1, X2}.
Proposition 4.3.1 (Frame decomposition of µg(Ψ)f ). Let f be a function. Then relative to the frame
{L, R˘,X1, X2}, µg(Ψ)f can be expressed in either of the following two forms:
µg(Ψ)f = −L(µLf + 2R˘f) + µ∆/ f (4.3.1a)
−trg/χR˘f︸ ︷︷ ︸
slowest decay
−trg/k/(Trans−Ψ) Lf − µtrg/k/(Tan−Ψ) Lf
− 2ζ(Trans−Ψ)# · d/f − 2µζ(Tan−Ψ)# · d/f,
µg(Ψ)f = −(µL+ 2R˘)(Lf) + µ∆/ f (4.3.1b)
−trg/χR˘f︸ ︷︷ ︸
slowest decay
−ω(Trans−Ψ)Lf − µω(Tan−Ψ)Lf
− trg/k/(Trans−Ψ) Lf − µtrg/k/(Tan−Ψ) Lf
+ 2ζ(Trans−Ψ)# · d/f + 2µζ(Tan−Ψ)# · d/f + 2(d/#µ) · d/f.
Furthermore, with L˘ = µL+ 2R˘, we also have the following alternate decompositions:
L
{
L˘(%f)
}
= −%µg(Ψ)f (4.3.2a)
+ %∆/ f + %(µ− 1)∆/ f
+ 2(µ− 1)Lf +ω(Trans−Ψ)f + µω(Tan−Ψ)f
− %trg/k/(Trans−Ψ) Lf − %µtrg/k/(Tan−Ψ) Lf
− %trg/χ(Small)R˘f − 2%ζ(Trans−Ψ)# · d/f − 2%µζ(Tan−Ψ)# · d/f,
R˘
{
%
(
Lf + 12 trg/χf
)}
= −12µL(%Lf) +
1
2%µ∆/ f (4.3.2b)
− 12%µg(Ψ)f
− 12%ω
(Trans−Ψ)Lf − 12%µω
(Tan−Ψ)Lf
− 12%trg/k/
(Trans−Ψ) Lf − 12%µtrg/k/
(Tan−Ψ) Lf
+ %ζ(Trans−Ψ)# · d/f + %µζ(Tan−Ψ)# · d/f + %(d/#µ) · d/f
+ 12µLf − Lf
+ 12%(R˘trg/χ
(Small))f − 12 trg/χ
(Small)f.
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In the above expressions, the St,u tensorfields χ, χ(Small),ω(Trans−Ψ),ω(Tan−Ψ), ζ(Trans−Ψ), k/(Trans−Ψ) ,
ζ(Tan−Ψ), and k/(Tan−Ψ) are defined by (2.15.2), (3.3.1c), (3.2.2a), (3.2.2b), (4.1.4a), (4.1.4b), (4.1.5a), and
(4.1.5b).
Proof. Using (2.7.6b), Lemmas 4.1.1 and 4.2.1, and the Leibniz rule identities XA(XBf) = (DAXB)f +
D2ABf = (∇/AXB)f +∇/ 2ABf, we compute that
µg(Ψ)f = µ(g−1)αβD2αβf = −D2LL˘f + µ(g/−1)ABD2ABf (4.3.3)
= −L(L˘f) + (DLL˘)f + µ(g/−1)AB∇/ 2ABf − µ(g/−1)ABk/AB Lf − (g/−1)ABχABR˘f
= −L(L˘f)− 2µζ# · d/f + µ∆/ f − µtrg/k/Lf − trg/χR˘f
= −L(L˘f) + µ∆/ f − trg/χR˘f − trg/k/(Trans−Ψ) Lf − µtrg/k/(Tan−Ψ) Lf
− 2ζ(Trans−Ψ)# · d/f − 2µζ(Tan−Ψ)# · d/f.
From (4.3.3) and the identity L˘ = µL+ 2R˘, we deduce (4.3.1a). The proof of (4.3.1b) is similar; we simply
interchange the order of L and L˘ in (4.3.3).
To prove (4.3.2a), we multiply both sides of (4.3.1a) by %, use the identities L% = 1 and R˘% = −1,
use Lemma 3.2.1 to substitute for Lµ, and carry out straightforward computations. To prove (4.3.2b), we
multiply both sides of (4.3.1b) by % and use a similar argument together with the decomposition trg/χ =
2%−1 + trg/χ(Small).
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5
Construction of the Rotation Vectorfields
and Their Basic Properties
In Chapter 5, we construct the St,u−tangent rotation vectorfields O and derive some of their basic proper-
ties. Our construction is not difficult: we simply project away the dangerous R component present in the
Euclidean rotations. If we did not remove this dangerous component, then the rotational derivatives of Ψ
could blow-up like µ−1 at the shock-formation points. Hence, they would be useless for detecting dispersive
behavior that persists up until the shock.
5.1 Construction of the rotation vectorfields
To begin the detailed construction, we first recall that the type
(1
1
)
St,u tensorfield Π/ , which projects onto
the spheres St,u (see Def. 2.9.1), has the following non-zero rectangular components (see (2.9.2)), (i, j =
1, 2, 3) :
Π/ ij := (g−1)iag/aj = δ ij − gjaRaRi. (5.1.1)
Definition 5.1.1 (Rotation vectorfields). For l = 1, 2, 3, we define the Euclidean rotation O(Flat;l) to be
the Σt−tangent vectorfield with the following rectangular spatial components, (i = 1, 2, 3) :
Oi(Flat;l) := laixa, (5.1.2)
where ijk is the fully antisymmetric symbol normalized by 123 = 1.
We define O(l) to be the St,u−tangent vectorfield with the following rectangular spatial components,
(i = 1, 2, 3) :
Oi(l) := Π/ iaOa(Flat;l). (5.1.3)
5.2 Basic properties of the rotation vectorfields
Some of our most delicate analysis involves the components of the Euclidean rotations in the direction of
R. This component is captured in the next definition.
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Definition 5.2.1 (The R component of O(Flat;l)). We define the following scalar-valued functions ρ(l),
(l = 1, 2, 3) :
ρ(l) := g(O(Flat;l), R). (5.2.1)
In the next lemma, we decompose O(Flat;l) into O(l) plus an error term in the radial direction R. We
also provide an explicit expression for the radial component, which we denote by ρ(l).
Lemma 5.2.1 (DecompositionO(l) intoO(Flat;l) plus an error, and an expression for ρ(l)). The following
identities hold, where g(Small)ij and R
i
(Small) are defined by (1.2.5) and (3.3.1b):
O(Flat;l) = O(l) + ρ(l)R, (5.2.2)
ρ(l) = gbclabxaRc = labxaRb(Small) + labg
(Small)
bc x
aRc(Small) −
1
%
g
(Small)
bc labx
axc. (5.2.3)
Proof. The identity (5.2.2) follows easily from definition (5.1.3), definition (5.2.1), and the fact that g(R,R) =
1.
The first equality in (5.2.3) follows directly from expressing the right-hand side of (5.2.1) in rectangular
spatial coordinates and definition (5.1.2). To deduce the second equality, we insert the decompositions
gab = δab + g(Small)ab and Rc = −%−1xc + Rc(Small) into the first equality. By the anti-symmetry of ···, the
“large” term %−1δbclabxaxc vanishes and hence the second equality follows.
Lemma 5.2.2 (The rectangular components of O(l)). The rectangular spatial components Oi(l), (i =
1, 2, 3), can be expressed as follows:
Oi(l) = laixa − ρ(l)Rj = laixa + ρ(l)
xi
%
− ρ(l)Ri(Small). (5.2.4)
Proof. Lemma 5.2.2 follows easily from definition (5.1.3), the identity (5.2.2), and the decomposition
(3.3.1b).
Lemma 5.2.3 (An expression for the St,u components of O(l)). The following identities hold, where
g
(Small)
ij is defined by (1.2.5), (A = 1, 2 and d/
Axb = (g/−1)ABd/Bxb) :
OA(l) = lcagabxcd/
Axb = labxad/Axb + lcag(Small)ab x
cd/Axb. (5.2.5)
Proof. First, using definition (5.1.2), (5.2.2), and the identities g(R,XB) = 0 andXiB = d/Bxi,we compute
that O(l)B := g/(O(l), XB) = g(O(Flat;l), XB) = gablcaxcXbB = lcagabxcd/Bxb. The first equality in
(5.2.5) now follows from contracting the previous identity against (g/−1)AB. The second then follows from
the decomposition gab = δab + g(Small)ab .
In the next lemma, we derive an expression for the Lie derivatives LO(l)O(m). The most important aspect
of the lemma is that the expression does not involve the dangerous transversal derivative RΨ = µ−1R˘Ψ.
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Lemma 5.2.4 (Expression for the commutators [O(m), O(n)]). Let Θ(Tan−Ψ) be the type
(0
2
)
St,u−tangent
tensorfield (3.4.3d), and let ρ(l) (l = 1, 2, 3), be the scalar-valued functions defined in (5.2.1). Then the
following identity holds:
LO(l)O(m) = [O(l), O(m)] = −lmnO(n) + (l,m)W#, (5.2.6)
where (l,m)W is the St,u one-form given by
(l,m)WA = −ρ(l)OB(m)χ(Small)BA + ρ(m)OB(l)χ(Small)BA (5.2.7)
+ ρ(l)OB(m)Θ
(Tan−Ψ)
BA − ρ(m)OB(l)Θ(Tan−Ψ)BA
− ρ(l)mabRa(Small)gbcd/Axc + ρ(m)labRa(Small)gbcd/Axc.
Proof. Using (5.2.2), the first equation (5.2.4), and the decomposition (3.3.1b), we compute that
O(l)O
i
(m) = Oc(l)mci − ρ(m)O(l)Ri − (O(l)ρ(m))Ri (5.2.8)
= Oc(Flat;l)mci + %−1ρ(l)xcmci − ρ(l)Rc(Small)mci + %−1ρ(m)lcixc + %−1ρ(l)ρ(m)Ri
− ρ(m)O(l)Ri(Small) − (O(l)ρ(m))Ri.
Using equation (3.4.2d) to substitute for O(l)Ri(Small) = OA(l)d/ARi(Small) on the right-hand side of (5.2.8),
we deduce that
O(l)O
i
(m) = Oc(Flat;l)mci − ρ(l)Rc(Small)mci + %−1ρ(l)mcixc + %−1ρ(m)lcixc (5.2.9)
+ ρ(m)(g/−1)BCχ
(Small)
AB O
A
(l)d/Cx
i − ρ(m)(g/−1)BCΘ(Tan−Ψ)AB OA(l)d/Cxi
+ %−1ρ(l)ρ(m)Ri − ρ(m)θ(Tan−Ψ)A OA(l)Ri − (O(l)ρ(m))Ri.
We now compute [LO(l)O(m)]i = O(l)Oi(m) − O(m)Oi(l) by interchanging the roles of l and m in (5.2.9)
and then subtracting the two identities. It is straightforward to compute that the first term on the right-hand
side of (5.2.9) generates the term [O(Flat;l), O(Flat;m)]i = −lmnOi(Flat;n) = −lmnOi(n) + τ(n)lmnRi.
Moreover, since [O(l), O(m)] is St,u−tangent, we can then apply the St,u projection tensorfield Π/ ji (5.1.1)
to both sides of the resulting expression, which preserves the vector [O(l), O(m)] on the left-hand side and
annihilates all terms that are proportional to the vector R. In total, we deduce from this line of reasoning
that (j = 1, 2, 3)
[O(l), O(m)]j = −lmnOj(n) − ρ(l)Rc(Small)Π/ ji mci + ρ(m)Rc(Small)Π/ ji lci (5.2.10)
+ ρ(m)(g/−1)BCχ
(Small)
AB O
A
(l)d/Cx
j − ρ(l)(g/−1)BCχ(Small)AB OA(m)d/Cxj
− ρ(m)(g/−1)BCΘ(Tan−Ψ)AB OA(l)d/Cxj + ρ(l)(g/−1)BCΘ(Tan−Ψ)AB OA(m)d/Cxj .
Clearly, the first term on the right-hand side of (5.2.10) is the first term on the right-hand side of (5.2.7) as de-
sired. To show that the remaining terms on the right-hand side of (5.2.10) are (when viewed as St,u−tangent
vectors with rectangular components (·)j) g/−dual to (l,m)W, we contract them against gjkd/Dxk and use the
identities gjk(d/Dxk)Π/
j
i = gicd/Dxc and gjk(d/Cxj)d/Dxk = g/CD.
6. Definition of the Commutation Vectorfields and Deformation Tensor Calculations 80
6
Definition of the Commutation Vectorfields
and Deformation Tensor Calculations
In Chapter 6, we define the set Z of commutation vectorfields that we use to commute the wave equation
µg(Ψ)Ψ = 0. We also compute the components of the deformation tensors (Z)pi of the vectorfields Z ∈ Z
relative to the rescaled frame {L, R˘,X1, X2}. In order to prove our sharp classical lifespan theorem, we
must precisely understand the structure of some of these components. The reason is that the derivatives of
the (Z)pi appear as inhomogeneous terms in the commuted wave equation (see Lemma 8.1.2 and Prop. 8.2.1),
and some of the corresponding frame components are difficult to analyze. In fact, some of them seem to be
on the border of the kinds of terms that would allow the proof of our sharp classical lifespan theorem to go
through.
6.1 The commutation vectorfields
To prove our sharp classical lifespan theorem, we commute the covariant wave equation µg(Ψ)Ψ = 0 with
the vectorfields belonging to the following set Z .
Definition 6.1.1 (Set of commutation vectorfields). We define the set Z of commutation vectorfields as
follows:
Z := {%L, R˘, O(1), O(2), O(3)}. (6.1.1)
In our analysis, we also use the following subsets of Z .
Definition 6.1.2 (Spatial and rotation commutation subsets). We define the subsetsS ,O ⊂ Z of spatial
commutation vectorfields and rotation commutation vectorfields as follows:
S := {R˘, O(1), O(2), O(3)}, (6.1.2a)
O := {O(1), O(2), O(3)}. (6.1.2b)
6.2 Deformation tensor calculations
We recall that the deformation tensor (V )pi of a vectorfield V is defined in Def. 3.6.1. In this section,
we calculate (V )pi for various vectorfields V. We begin with the next lemma, which shows that for some
important vectorfields V, the St,u projection of (V )pi is the same as L/V g/.
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Lemma 6.2.1 (Connection between projected lie derivatives of g/ and pi/). If V ∈ {L, %L, R˘} or V is an
St,u−tangent vectorfield, then
L/V g/AB = (Z)pi/AB, (6.2.1a)
(L/V g/−1)AB = −(Z)pi/AB. (6.2.1b)
Proof. The identity (6.2.1a) follows from Cor. 3.6.3 and Def. 3.6.1. The identity (6.2.1b) then follows from
(6.2.1a) and the identity (L/V g/−1)AB = −(g/−1)AC(g/−1)BDLV g/CD.
We now calculate the frame components of the deformation tensors (V )piµν of various vectorfields in-
cluding the commutation vectorfields Z . The main result is the following proposition.
Remark 6.2.1 (Some important structural features). The following three aspects of the proposition are
highly important.
• The dangerous transversal derivative RΨ = µ−1R˘Ψ is completely absent from the right-hand sides
of the expressions.
• (Z)piLL = 0 for all Z ∈ Z . This identity in particular implies the absence of the dangerous quadratic
term µ−1(Z)piLLR˘Ψ, whose derivatives would appear on the right-hand side of the identity (8.2.1).
The presence of such a term could in principle destroy our proof of sharp classical lifespan theorem
because we would have no obvious way to control the dangerous factor µ−1.
• µ−1
{
(Z)piLR˘ + Zµ
}
is either 0 or −1 for all Z ∈ Z . We elaborate upon the importance of this fact
in Remark 8.1.1.
Proposition 6.2.2 (Expressions for the frame components of various deformation tensors). We have the
following identities, where we are using the notation of Sects. 2.10 and 2.19 and the quantities f are smooth
functions of Ψ :
(R˘)piLL = 0, (6.2.2a)
(R˘)piR˘R = 2R˘µ, (6.2.2b)
(R˘)piLR˘ = −R˘µ, (6.2.2c)
(R˘)pi/LA = −d/Aµ+G(Frame)
 µLΨR˘Ψ
µd/Ψ
 , (6.2.2d)
(R˘)pi/R˘A = 0, (6.2.2e)
(R˘)pˆi/AB = −2µχˆ(Small)AB +G(Frame)⊗ˆ
 µLΨR˘Ψ
µd/Ψ
 , (6.2.2f)
trg/
(R˘)pi/ = −4
%
µ− 2µtrg/χ(Small) + 2trg/k/(Trans−Ψ) + 2µtrg/k/(Tan−Ψ) (6.2.2g)
= −4
%
µ− 2µtrg/χ(Small) +G#(Frame)
 µLΨR˘Ψ
µd/Ψ
 ,
6. Definition of the Commutation Vectorfields and Deformation Tensor Calculations 82
(L)piLL = 0, (6.2.3a)
(L)piR˘R = 2Lµ = G(Frame)
(
µLΨ
R˘Ψ
)
, (6.2.3b)
(L)piLR˘ = −Lµ = G(Frame)
(
µLΨ
R˘Ψ
)
, (6.2.3c)
(L)pi/LA = 0, (6.2.3d)
(L)pi/R˘A = d/Aµ+G(Frame)
 µLΨR˘Ψ
µd/Ψ
 , (6.2.3e)
(L)pˆi/AB = 2χˆ
(Small)
AB , (6.2.3f)
trg/
(L)pi/ = 2trg/χ(Small) +
4
%
, (6.2.3g)
(%L)piLL = 0, (6.2.4a)
(%L)piR˘R = 2%Lµ+ 2µ = %G(Frame)
(
µLΨ
R˘Ψ
)
+ 2µ, (6.2.4b)
(%L)piLR˘ = −%Lµ− µ = %G(Frame)
(
µLΨ
R˘Ψ
)
− µ, (6.2.4c)
(%L)pi/LA = 0, (6.2.4d)
(%L)pi/R˘A = %d/Aµ+ %G(Frame)
 µLΨR˘Ψ
µd/Ψ
 , (6.2.4e)
(%L)pˆi/AB = 2%χˆ
(Small)
AB , (6.2.4f)
trg/
(%L)pi/ = 2%trg/χ(Small) + 4, (6.2.4g)
(O(l))piLL = 0, (6.2.5a)
(O(l))piR˘R = 2O(l)µ, (6.2.5b)
(O(l))piLR˘ = −O(l)µ, (6.2.5c)
(O(l))pi/LA = −χ(Small)AB OB(l) + (O(l);Error)pi/LA, (6.2.5d)
(O(l))pi/R˘A = µχ
(Small)
AB O
B
(l) + ρ(l)d/Aµ+
(O(l);Error)pi/R˘A, (6.2.5e)
(O(l))pˆi/AB = 2ρ(l)χˆ
(Small)
AB +
(O(l);Error)pˆi/AB, (6.2.5f)
trg/
(O(l))pi/ = 2ρ(l)trg/χ(Small) + trg/(O(l);Error)pi/, (6.2.5g)
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(O(l);Error)pi/L = G(Frame)
(
O(l)
ρ(l)
)(
LΨ
d/Ψ
)
+ f(Ψ)L(Small)d/x, (6.2.6a)
(O(l);Error)pi/R˘ = G(Frame)
(
µO(l)
µρ(l)
)(
LΨ
d/Ψ
)
+G(Frame)ρ(l)R˘Ψ + µf(Ψ)
(
Ψ
L(Small)
)
d/x,
(6.2.6b)
(O(l);Error)pˆi/ = G(Frame)⊗ˆ
(
O(l)
ρ(l)
)(
LΨ
d/Ψ
)
+ f(Ψ)Ψd/x⊗ˆd/x, (6.2.6c)
trg/
(O(l);Error)pi/ = G(Frame)g/−1
(
O(l)
ρ(l)
)(
LΨ
d/Ψ
)
+
ρ(l)
%
+ f(Ψ)Ψ(d/#x)d/x. (6.2.6d)
Remark 6.2.2 (Clarification of the meaning of O(l) in the above schematic relations). In (6.2.6a)-
(6.2.6d), the vectorfield O(l) appearing in the first array is not acting as a differential operator, but rather
as a tensorfield that is being contracted against other tensorfields such as G(Frame) and d/Ψ.
Before proving the proposition, we first compute some covariant derivatives of the St,u projection ten-
sorfield Π/ relative to frame vectorfields {L, R˘,X1, X2}.
Lemma 6.2.3 (Frame covariant derivatives of the spherical projection tensorfield Π/ ). Let Π/ be the type(1
1
)
St,u projection tensorfield defined in (2.9.1b). Then we have the following identities:
(DLΠ/ )R = µ−1ζ(Trans−Ψ)AXA + ζ(Tan−Ψ)AXA, (6.2.7a)
(DLΠ/ )XA = −µ−1ζ(Trans−Ψ)A L− ζ(Tan−Ψ)A L, (6.2.7b)
(DR˘Π/ )R = (d/
Aµ)XA, (6.2.7c)
(DR˘Π/ )XA = ζ
(Trans−Ψ)
A L+ µζ
(Tan−Ψ)
A L+ ζ
(Trans−Ψ)
A R+ µζ
(Tan−Ψ)
A R+ (d/Aµ)R, (6.2.7d)
(DAΠ/ )R = χ BA XB − µ−1k/ (Trans−Ψ)BA XB − k/ (Tan−Ψ)BA XB, (6.2.7e)
(DAΠ/ )XB = µ−1k/(Trans−Ψ)AB L+ k/
(Tan−Ψ)
AB L+ χABR. (6.2.7f)
In the above expressions, the St,u tensorfields χ, ζ(Trans−Ψ), k/(Trans−Ψ) , ζ(Tan−Ψ), and k/(Tan−Ψ) are
defined by (2.15.2), (4.1.4a), (4.1.4b), (4.1.5a), and (4.1.5b).
Proof. The main idea of the proof is to use the decompositions provided by Lemma 4.1.1. As examples,
we prove (6.2.7a) and (6.2.7d). The remaining identities in (6.2.7a)-(6.2.7f) can be proved using similar
arguments. To prove (6.2.7a), we differentiate the identity Π/ R˘ = 0 and use the identity R˘ = µR to deduce
that (DLΠ/ )R = µ−1(DLΠ/ )R˘ = −µ−1Π/DLR˘. The desired identity (6.2.7a) now follows easily from the
previous identity, (4.1.2d), and (4.1.3a).
To prove (6.2.7d), we differentiate the identity Π/XA = XA to deduce (DR˘Π/ )XA = DR˘XA−Π/DR˘XA.
The desired identity (6.2.7e) now follows easily from the previous identity, the fact that DR˘XA − DAR˘ =
[R˘,XA] is St,u−tangent (see (3.6.2c)), (4.1.2f), and (4.1.3a).
Proof of Prop. 6.2.2. The main idea of the proof is to use the decompositions provided by Lemmas 4.1.1
and 6.2.3. We give four examples, which by far involve the most difficult computations.
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We begin by proving (6.2.5f) and (6.2.5g). These identities and (6.2.5d) are the only ones in the proposi-
tion for which it requires some effort to see the cancellation of some terms involving the dangerous transver-
sal derivative RΨ = µ−1R˘Ψ. To proceed, we use Defs. 3.6.1 and 5.1.1 to deduce that
(O(l))pi/AB = g(DA[Π/O(Flat;l)], XB) + g(DB[Π/O(Flat;l)], XA) (6.2.8)
= g([DAΠ/ ]O(Flat;l), XB) + g([DBΠ/ ]O(Flat;l), XA)
+ g(DAO(Flat;l), XB) + g(DBO(Flat;l), XA).
From (5.2.2), (6.2.7e), (6.2.7f), (4.1.3b), (4.1.4b), and (4.1.5b), we deduce that
g([DAΠ/ ]O(Flat;l), XB) + g([DBΠ/ ]O(Flat;l), XA) = 2ρ(l)χAB − 2µ−1ρ(l)k/(Trans−Ψ)AB − 2ρ(l)k/(Tan−Ψ)AB
(6.2.9)
= 2ρ(l)χAB − µ−1ρ(l)G/AB R˘Ψ + ρ(l)G(Frame)
(
LΨ
d/Ψ
)
.
Next, we use (3.1.1a), (3.1.1b), Def. 5.1.1, (5.2.2), the identity R = µ−1R˘, and the identity d/Axi = XiA to
compute (relative to rectangular coordinates) that
g(DAO(Flat;l), XB) + g(DBO(Flat;l), XA) = lcagabd/Axcd/Bxb + lcagabd/Bxcd/Axb +G/AB O(Flat;l)Ψ.
(6.2.10)
We now insert the decompositions O(Flat;l) = O(l) + ρ(l)R and gab = δab + g
(Small)
ab into (6.2.10) and
observe that by the antisymmetry of ···, the δab part cancels from the first two terms on the right-hand side
of (6.2.10). Hence, we have
g(DAO(Flat;l), XB) + g(DBO(Flat;l), XA) (6.2.11)
= lcag(Small)ab (d/Ax
cd/Bx
b + d/Bx
cd/Ax
b)
+ µ−1ρ(l)G/AB R˘Ψ +G/AB O(l)Ψ.
We now add (6.2.9) and (6.2.11) and note the cancellation of the dangerous µ−1ρ(l)G/AB R˘Ψ terms. Also
using (6.2.8) and the fact that g(Small)ab is a smooth function of Ψ that vanishes at Ψ = 0, we conclude that
(O(l))pi/AB = 2ρ(l)χAB +G(Frame)
(
O(l)
ρ(l)
)(
LΨ
d/Ψ
)
+ f(Ψ)Ψd/x⊗ d/x. (6.2.12)
The desired identities (6.2.5f) and (6.2.5g) now follow from (6.2.12).
As a third example, we now prove (6.2.5d). To proceed, we use Defs. 5.1.1 and 3.6.1 to deduce
(O(l))pi/LA = g(DL[Π/O(Flat;l)], XA) + g(DA[Π/O(Flat;l)], L) (6.2.13)
= g([DLΠ/ ]O(Flat;l), XA) + g([DAΠ/ ]O(Flat;l), L) + g(DLO(Flat;l), XA).
From (3.3.1c), (5.2.2), (5.2.5), (6.2.7a), (6.2.7b), (6.2.7e), (6.2.7f), (4.1.3a), (4.1.4a), and (4.1.5a), we deduce
that
g([DLΠ/ ]O(Flat;l), XA) + g([DAΠ/ ]O(Flat;l), L) (6.2.14)
= −χABOB(l) + µ−1ρ(l)ζ(Trans−Ψ)A + ρ(l)ζ(Tan−Ψ)A
= −1
%
lcagabx
cd/Ax
b − χ(Small)AB OB(l) −
1
2µ
−1ρ(l)G/LA R˘Ψ + ρ(l)G(Frame)
(
LΨ
d/Ψ
)
.
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Next, we use (3.1.1a), (3.1.1b), Def. 5.1.1, (5.2.2), the identity R = µ−1R˘, and the identity d/Axi = XiA to
compute (relative to rectangular coordinates) that
g(DLO(Flat;l), XA) = lcagabLcd/Axb +
1
2G/LAO(Flat;l)Ψ (6.2.15)
+ 12G/O(Flat;l)A LΨ−
1
2GLO(Flat;l)d/AΨ.
We now insert the decompositions O(Flat;l) = O(l) + ρ(l)R and Lc = x
c
% + Lc(Small) (see (3.3.1a)) into
(6.2.15) and deduce that
g(DLO(Flat;l), XA) =
1
%
lcagabx
cd/Ax
b + lcagabLc(Small)d/Ax
b + 12µ
−1ρ(l)G/LA R˘Ψ (6.2.16)
+G(Frame)
(
O(l)
ρ(l)
)(
LΨ
d/Ψ
)
.
We now add (6.2.14) and (6.2.16) and observe that the first and third terms on the right-hand sides cancel.
The desired identity (6.2.5d) thus follows.
As a final example, we prove (6.2.5e). This example is somewhat simpler than the previous examples
in the sense that we do not have to observe the cancellation of any dangerous µ−1R˘Ψ−containing terms
(although we still have to observe some other cancellations). To proceed, we use Defs. 3.6.1 and 5.1.1 to
deduce
(O(l))pi/R˘A = g(DR˘[Π/O(Flat;l)], XA) + g(DA[Π/O(Flat;l)], R˘) (6.2.17)
= g([DR˘Π/ ]O(Flat;l), XA) + g([DAΠ/ ]O(Flat;l), R˘) + g(DR˘O(Flat;l), XA).
Next, using (3.3.1c), (5.2.2), (5.2.5), (6.2.7c), (6.2.7d), (6.2.7e), (6.2.7f), (4.1.3b), (4.1.4b), and (4.1.5b), we
deduce that
g([DR˘Π/ ]O(Flat;l), XA) + g([DAΠ/ ]O(Flat;l), R˘) (6.2.18)
= ρ(l)d/Aµ− k/(Trans−Ψ)AB OB(l) − µk/(Tan−Ψ)AB OB(l) + µχABOB(l)
= 1
%
µlcagabx
cd/Ax
b + µχ(Small)AB O
B
(l) + ρ(l)d/Aµ−
1
2G/AB O
B
(l)R˘Ψ
+G(Frame)
(
µLΨ
µd/Ψ
)
O(l).
Next, from (3.1.1a), (3.1.1b), Def. 5.1.1, (5.2.2), the identity R = µ−1R˘, and the identity d/Axb = XbA, we
compute (relative to rectangular coordinates) that
g(DR˘O(Flat;l), XA) = µlcagabR
cd/Ax
b + 12G/O(Flat;l)A R˘Ψ +
1
2µG/RAO(Flat;l)Ψ−
1
2µGRO(Flat;l)d/AΨ.
(6.2.19)
We now insert the decompositions O(Flat;l) = O(l) + ρ(l)R and Rc = −xc% + Rc(Small) (see (3.3.1b)) into
(6.2.19) and deduce that
g(DR˘O(Flat;l), XA) = −
1
%
µlcagabx
cd/Ax
b + µlcagbcRc(Small)d/Ax
b + 12G/AB O
B
(l)R˘Ψ (6.2.20)
+G(Frame) (µd/Ψ)O(l) +G(Frame)ρ(l)R˘Ψ + µG(Frame)ρ(l)d/Ψ.
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Adding (6.2.18) and (6.2.20), noting that the first and third terms on the right-hand side of (6.2.20) are
exactly canceled by two terms on the right-hand side of (6.2.18), and using the fact that Ri = −Li(Small)
plus a smooth function of Ψ that vanishes at Ψ = 0 (that is, (3.3.3)), we arrive at (6.2.5e).
The remaining identities in the proposition can be proved in a similar fashion and the computations are
much simpler; we leave the details to the reader.
Corollary 6.2.4 (Expression for the spherical covariant of the rotation vectorfields). The type
(1
1
)
St,u
tensorfield ∇/O(l) can be expressed as follows, where we are using the notation of Sects. 2.10 and 2.19 and
Remark 6.2.2, and f is a smooth function of Ψ :
∇/AOB(l) = lab(d/Axa)d/Bxb + ρ(l)χ BA +G(Frame)g/−1
(
O(l)
ρ(l)
)(
LΨ
d/Ψ
)
+ f(Ψ)Ψd/x⊗ d/#x. (6.2.21)
Proof. Since ∇/AOB(l) = (g/−1)BCg(DAO(l), XB), the proof is essentially the same as the proof of (6.2.12).
The main difference is that in the present case, we do not have the cancellation of the “δab part” noted below
equation (6.2.10) because the quantity under consideration is not symmetrized over the indices A,B. This
results in the presence of the “non-small” term lab(d/Axa)d/
Bxb on the right-hand side of (6.2.21).
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7
Geometric Operator Commutator Formulas
and Notation for Repeated Differentiation
In Chapter 7, we provide geometric expressions for the commutators of some operators that we encounter
in our analysis. We also define some shorthand notation connected to repeated differentiation with respect
to commutation vectorfields Z ∈ Z .
7.1 Some differential operators
In this section, we define various differential operators that play a role in our analysis.
Definition 7.1.1 (Angular divergence). If Y is an St,u−tangent vectorfield, then we define div/ Y to be the
following function:
div/ Y := ∇/AY A. (7.1.1a)
If ξ is an St,u one-form, then we define div/ ξ to be the following function:
div/ ξ := (g/−1)AB∇/AξB. (7.1.1b)
If ξ is a type
(1
1
)
St,u tensorfield, then we define div/ ξ to be the following St,u one-form:
(div/ ξ)A := ∇/BξBA. (7.1.1c)
If ξ is a symmetric type
(0
2
)
St,u tensorfield, then we define div/ ξ to be the following St,u one-form:
(div/ ξ)A := (g/−1)BC∇/BξAC . (7.1.1d)
If ξ is a symmetric type
(2
0
)
St,u tensorfield, then we define div/ ξ to be the following St,u−tangent
vectorfield:
(div/ ξ)A := ∇/BξAB. (7.1.1e)
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Definition 7.1.2 (Trace-free St,u−projected Lie derivatives). If ξ is a type
(0
2
)
St,u tensorfield and V is a
vectorfield, then we define the trace-free type
(0
2
)
St,u tensorfield /ˆLV ξ as follows:
/ˆLV ξAB := L/V ξAB −
1
2(trg/L/V ξ)g/AB. (7.1.2)
Definition 7.1.3 (Trace-free part of ∇/ 2). If f is any function, then we define the trace-free type (02) St,u
tensorfield /ˆ∇2f as follows:
/ˆ∇2ABf := ∇/ 2ABf −
1
2(∆/ f)g/AB. (7.1.3)
Definition 7.1.4 (The operator ∇ˇ/ ). If ξ is a type (02) St,u tensorfield, then we define the type (03) St,u
tensorfield ∇ˇ/ ξ as follows:
∇ˇ/A ξBC :=
1
2 {∇/AξBC +∇/BξAC −∇/CξAB} . (7.1.4)
7.2 Operator commutator identities
In this section, we provide a collection of operator commutator identities that we use in our analysis.
Definition 7.2.1 (Commutator of two operators). If P and Q are two operators, then [P,Q] denotes their
commutator.
Lemma 7.2.1 (L, %L, R˘, O commute with d/). If f is a function and V ∈ {L, %L, R˘, O(1), O(2), O(3), },
then
L/V d/f = d/V f. (7.2.1)
Proof. We prove (7.2.1) only when V = R˘ since the other vectorfields V can be treated by using a similar
argument and the fact that d/% = 0. To proceed, we set V = R˘, contract the right-hand side of (7.2.1) against
the vector XA, and use the Leibniz rule together with the fact that [XA, R˘] is St,u−tangent (which follows
from (3.6.2c)) in order to deduce that
d/AR˘f = XA(R˘f) = R˘(XAf) + d/f · [XA, R˘]. (7.2.2)
On the other hand, we contract the left-hand side of (7.2.1) against XA and use the Leibniz rule together
with (3.6.2c) to deduce that
(L/R˘d/f) ·XA = (LR˘d/f) ·XA = R˘(d/f ·XA) + d/f · [XA, R˘]. (7.2.3)
We now note that the right-hand sides of (7.2.2) and (7.2.3) are equal, which yields the desired identity
(7.2.1).
Lemma 7.2.2 (Leibniz rules with angular differential commutators). IfX is an St,u−tangent vectorfield,
V ∈ {L, %L, R˘, O(1), O(2), O(3), }, and f is a function, then the following commutator identity holds:
V (X · d/f) = X · d/Lf + L/VX · d/f. (7.2.4)
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Proof. Lemma 7.2.2 follows from the Leibniz rule and Lemma 7.2.1.
Lemma 7.2.3 (Commutator of the Lie derivative of the trace-free part and the trace-free Lie deriva-
tive). If ξAB is a symmetric type
(0
2
)
St,u tensorfield and Z ∈ Z , then
LZ ξˆAB − /ˆLZξAB = 12
(Z)pˆi/CD ξˆCDg/AB − 12 trg/ξ
(Z)pˆi/AB. (7.2.5a)
If in addition ξ is trace-free, then
L/ZξAB − /ˆLZξAB =
1
2
(Z)pˆi/CDξCDg/AB. (7.2.5b)
Proof. From the decomposition ξ = 12 trg/ξg/ + ξˆ, the Leibniz rule, and the identities L/g/AB = (Z)pi/AB and
(L/Zg/−1)AB = −(Z)pi/AB, we compute that
Ztrg/ξ = −(Z)pi/ABξAB + trg/L/Zξ, (7.2.6)
L/Z ξˆAB = L/ZξAB −
1
2 trg/L/Zξg/AB +
1
2
(Z)pi/CDξCDg/AB − 12 trg/ξ
(Z)pi/AB (7.2.7)
= /ˆLZξAB + 12
(Z)pi/CDξCDg/AB − 12 trg/ξ
(Z)pi/AB
= /ˆLZξAB + 12
(Z)pˆi/CD ξˆCDg/AB − 12 trg/ξ
(Z)pˆi/AB,
where to deduce the second equality in (7.2.7) we used definition (7.1.2), and to deduce the last equality in
(7.2.7), we used the decompositions (Z)pi/AB = 12 trg/(Z)pi/g/AB + (Z)pˆi/AB and (Z)pi/
CD = 12 trg/(Z)pi/(g/−1)CD +
(Z)pˆi/CD. We have thus proved (7.2.5a). The identity (7.2.5b) follows trivially from (7.2.5a).
Lemma 7.2.4 (Commuting %L, R˘, O with ∇/ ). For any commutation vectorfield Z ∈ Z and for Z = L,
and for any St,u one-form ξ, we have the following commutator identity:
([∇/A,L/Z ]ξ)B = (∇ˇ/A (Z)pi/ CB )ξC . (7.2.8)
For any commutation vectorfield Z ∈ Z and for Z = L, and for any type (02) St,u tensorfield ξ, we
have the following commutator identities:
([∇/A,L/Z ]ξ)BC = (∇ˇ/A (Z)pi/ DB )ξCD + (∇ˇ/A (Z)pi/ DC )ξBD, (7.2.9)
([∇/A,L/Z ]∇/ ξ)BCD = (∇ˇ/A (Z)pi/ EB )∇/EξCD + (∇ˇ/A (Z)pi/ EC )∇/BξED + (∇ˇ/A (Z)pi/ ED )∇/BξCE . (7.2.10)
Proof. We first prove (7.2.9) in the case Z = L. We compute relative to the geometric coordinates, and we
use the fact that the vectorfield L = ∂∂t commutes with the coordinate vectorfields (
∂
∂ϑ1 ,
∂
∂ϑ2 ) = (X1, X2).
Also using Lemma 6.2.1, we deduce the following identities: ∂∂tg/AB = L/Lg/AB = (L)pi/AB, ∂∂t(g/−1)AB =
(L/Lg/−1)AB = −(L)pi/AB. To proceed, we note that the Christoffel symbols Γ/ CA B of g/ (relative to the local
coordinates (ϑ1, ϑ2)) can be expressed as
Γ/ CA B =
1
2(g/
−1)CD
{
∂
∂ϑA
g/DB +
∂
∂ϑB
g/AD − ∂
∂ϑD
g/AB
}
. (7.2.11)
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Next, we state the following standard covariant derivative identities:
∇/AξBC =
∂
∂ϑA
ξBC − Γ/ DA BξDC − Γ/ DA CξBD, (7.2.12)
∇/AL/LξBC = ∇/A
∂
∂t
ξBC =
∂
∂t
∂
∂ϑA
ξBC − Γ/ DA B
∂
∂t
ξDC − Γ/ DA C
∂
∂t
ξBD. (7.2.13)
We now set Γ/ADB := g/CDΓ/ CA B = {∂Ag/DB + ∂Bg/AD − ∂Dg/AB} , refer to definition (7.1.4), and use the
above calculations and the symmetry property Γ/ADB = Γ/BDA to compute that
∂
∂t
Γ/ CA B = −(L)pi/CDΓ/ADB +
1
2(g/
−1)CD
{
∂
∂ϑA
(L)pi/DB +
∂
∂ϑB
(L)pi/AD −
∂
∂ϑD
(L)pi/AB
}
(7.2.14)
= (g/−1)CD∇ˇ/A (L)pi/BD.
Using (7.2.12) and (7.2.14), we compute that
L/L∇/AξBC =
∂
∂t
∇/AξBC =
∂
∂ϑA
∂
∂t
ξBC − Γ/ DA B
∂
∂t
ξDC − Γ/ DA C
∂
∂t
ξBD (7.2.15)
− (g/−1)CE(∇ˇ/A (L)pi/BE)ξDC − (g/−1)DE(∇ˇ/A (L)pi/CE)ξBD.
Finally, subtracting (7.2.15) from (7.2.13) and noting that the right-hand side of (7.2.13) cancels the first
three terms on the right-hand side of (7.2.15), we arrive at the desired identity (7.2.9).
Since (%L)pi/ = %(L)pi/, the identity (7.2.9) for %L follows directly from the identity for L.
A similar argument involving one minor adjustment yields (7.2.9) when Z = R˘. The minor adjustment
is that we first endow ΣU0t with local coordinates (u, ϑ˜1, ϑ˜2) (where u is the eikonal function) in such a
way that R˘ = ∂∂u |ϑ˜1,ϑ˜2 . We already carried out such a construction in our proof of Cor. 2.7.3. We can then
proceed as in the proof of (7.2.9) in the case Z = L, but using the coordinates ϑ˜A in place of ϑA.
To prove (7.2.9) in the case Z = O, for each real number λ belonging to a small neighborhood of 0, we
let ϕ(λ) : R4 → R4 be the flow map of the St,u−tangent vectorfield O. That is, for each spacetime point p,
the four rectangular components of ϕ(λ)(p) verify the ODE system ddλϕν(λ)(p) = Oν ◦ϕ(λ)(p) and ϕ(0) = I,
where I is the identity map on R4. Let ϕ∗(λ)(∇/ ξ), ϕ∗(λ)g/, and ϕ∗(λ)ξ respectively denote the pullbacks of
the tensorfields ∇/ ξ, g/ and ξ by ϕ(λ), and let ϕ∗(λ)∇/ denote the Levi-Civita connection of ϕ∗(λ)g/. Then by
covariance, we have the identity ϕ∗(λ)(∇/ ξ) = (ϕ∗(λ)∇/ )ϕ∗(λ)ξ.
To simplify the notation, we denote (λ)∇/ := ϕ∗(λ)∇/ , (λ)g/ := ϕ∗(λ)g/, and (λ)ξ := ϕ∗(λ)ξ. We also let
(λ)Γ/ CA B denote the Christoffel symbols of (λ)g/ relative to the local coordinates (ϑ1, ϑ2). In particular, the
above covariance identity can be written as
ϕ∗(λ)(∇/ ξ) = (λ)∇/ (λ)ξ. (7.2.16)
Using the fact that the Lie derivative of a tensorfield with respect to a vectorfield is the derivative (with
respect to the flow parameter) of the pullback of the tensorfield by the flow map of the vectorfield, the fact
that O and g/ = Π/ g are St,u tensorfields, and Cor. 3.6.3, we deduce the tensorial identities ddλ |λ=0(λ)g/AB =
L/Og/AB = (O)pi/AB and ddλ |λ=0((λ)g/−1)AB = −(O)pi/AB, where (λ)g/−1 denotes the inverse of (λ)g/. From these
identities, we deduce that the identity (7.2.14) holds with the left-hand side replaced by ddλ |λ=0(λ)Γ/ CA B and
all terms (L)pi/ on the right-hand side replaced by (O)pi/. That is, we have
d
dλ
|λ=0(λ)Γ/ CA B = (g/−1)CD∇ˇ/A (O)pi/DB. (7.2.17)
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We now consider the ABC component of the right-hand side of (7.2.16), that is, (λ)∇/A(λ)ξBC . This
component is equal to the right-hand side of (7.2.12) except with (λ)∇/ , (λ)ξ, and (λ)Γ/ respectively in place
of∇/ , ξ, and Γ. Hence, applying the operator ddλ |λ=0 to the right-hand side of (7.2.16) and using the identity
(7.2.17), we deduce that(
d
dλ
|λ=0
{
(λ)∇/ (λ)ξ
})
ABC
= (∇/L/Oξ)ABC + (∇ˇ/A (O)pi/ DB )ξDC + (∇ˇ/A (O)pi/ DC )ξBD. (7.2.18)
On the other hand, applying the operator ddλ |λ=0 to the left-hand side of (7.2.16) and considering the ABC
component, we deduce (from the representation of Lie differentiation in terms of the derivative of the pull-
back by the flow map) that (
d
dλ
|λ=0
{
ϕ∗(λ)(∇/ ξ)
})
ABC
= (L/O∇/ ξ)ABC . (7.2.19)
Subtracting (7.2.19) from (7.2.18), we conclude (7.2.9) in the case Z = O. We have thus proved (7.2.9) in
all cases.
The identities (7.2.8) and (7.2.10) can be proved in an analogous fashion, and we omit the details.
Lemma 7.2.5 ([
{
L/L + trg/χ
}
, div/ ] = 0 for St,u−tangent vectorfields). If Y is an St,u−tangent vectorfield,
then {
L+ trg/χ
}
div/ Y = div/
{
L/LY + trg/χY
}
. (7.2.20)
Proof. Let ξ be the St,u one-form that is g/−dual to Y.Using the Leibniz rule and the identity (L/Lg/−1)AB =
−(L)pi/AB and commuting the operators L/L and ∇/ , we deduce that Ldiv/ Y = L
{
(g/−1)AB∇/AξB)
}
=
−(L)pi/AB∇/AYB + (g/−1)AB∇/AL/LξB + (g/−1)AB[L/L,∇/ ]AYB. Using the identity (L)pi/ = 2χ and (7.2.8)
with L in the role of Z, we deduce that (g/−1)AB[L/L,∇/ ]AξB = Y trg/χ − 2(div/χ) · Y. Furthermore, since
ξB = g/BCY C , we deduce from the Leibniz rule that L/LξB = 2χBCY C + g/BCL/LY C . Hence, we deduce
that (g/−1)AB∇/AL/LξB = 2(div/χ) · Y + 2χAB∇/AYB + div/L/LY. Combining these identities, we deduce that
Ldiv/ Y = div/L/LY + Y trg/χ. (7.2.21)
The desired identity (7.2.20) now follows easily from (7.2.21).
Lemma 7.2.6 (Commuting %L, R˘, O with ∇/ 2). For any commutation vectorfield Z ∈ Z and for Z = L,
and for any scalar-valued function f, we have the following commutator identities:
([∇/ 2,L/Z ]f)AB = (∇ˇ/A (Z)pi/ CB )d/Cf, (7.2.22a)
[∆/ ,L/Z ]f = (Z)pi/AB∇/ 2ABf + (∇ˇ/A (Z)pi/AB)d/Bf. (7.2.22b)
Proof. The identity (7.2.22a) follows from (7.2.8) with d/f in the role of ξ and Lemma 7.2.1.
To deduce (7.2.22b), we take the trace over theAB indices in (7.2.22a) and use the operator commutator
identity (g/−1)ABL/Z∇/ 2ABf = Z∆/ f + (Z)pi/AB∇/ 2ABf.
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7.3 Notation for repeated differentiation
In this section, we introduce some compact notation for repeated differentiation.
Definition 7.3.1 (Notation for repeated differentiation). We fix a labeling Z = {Z(i)}5i=1 of the five
commutation vectorfields (see Def. 6.1.1). We use the following shorthand notation.
• If ~I = (ι(1), ι(2), · · · , ι(N)) is a multi-index of lengthN with ι(1), ι(2), · · · , ι(N) ∈ {1, 2, 3, 4, 5}, then
Z
~I := Zι(1)Zι(2) · · ·Zι(N) denotes the corresponding N th order differential operator.
• When we are not concerned with the precise structure of the multi-index ~I, we abbreviate Z N :=
Zι(1)Zι(2) · · ·Zι(N) .
• Similarly, L/NZ := L/Zι(1)L/Zι(2) · · · L/Zι(N) denotes anN
th order St,u−projected Lie derivative operator
(see Def. 2.14.2).
• Similarly, /ˆLNZ := /ˆLZι(1) /ˆLZι(2) · · · /ˆLZι(N) denotes anN th order trace-free St,u−projected Lie derivative
operator (see Def. 7.1.2).
• We use similar notation with S or O in place of Z when all derivatives are spatial derivatives or
rotation derivatives (see Def. 6.1.2).
Definition 7.3.2 (Shorthand notation for a pointwise norm of a quantity and its derivatives). We use
the following shorthand notation:
• If f is a function, then
∣∣∣Z ≤Nf ∣∣∣ denotes any term that is ≤ ∑|~I|≤N c~I ∣∣∣Z ~If ∣∣∣ , where the c~I are
non-negative constants that verify
∑
|~I|≤N c~I ≤ 1. Similarly,
∣∣∣Z Nf ∣∣∣ denotes any term that is ≤∑
|~I|=N c~I
∣∣∣Z ~If ∣∣∣ , where the c~I are non-negative constants that verify ∑|~I|=N c~I ≤ 1. Similarly, if
V is a vectorfield, then
∣∣∣VZ ≤Nf ∣∣∣ denotes any term that is ≤ ∑|~I|≤N c~I ∣∣∣VZ ~If ∣∣∣ , where the c~I
are non-negative constants that verify
∑
|~I|≤N c~I ≤ 1. Similarly,
∣∣∣VZ Nf ∣∣∣ denotes any term that is
≤ ∑|~I|=N c~I ∣∣∣VZ ~If ∣∣∣ , where the c~I are non-negative constants that verify ∑~I c~I ≤ 1. Similarly,∣∣∣d/Z ≤Nf ∣∣∣ denotes any term that is ≤ ∑|~I|≤N c~I ∣∣∣d/Z ~If ∣∣∣ , where the c~I are non-negative constants
that verify
∑
~I c~I ≤ 1. We use similar notation for other expressions.
• If ξ is an St,u tensor, then
∣∣∣L/≤NZ ξ∣∣∣ denotes any term that is ≤ ∑|~I|≤N c~I
∣∣∣∣L/~IZ ξ∣∣∣∣ , where the c~I
are non-negative constants that verify
∑
|~I|≤N c~I ≤ 1. Similarly,
∣∣∣L/NZ ξ∣∣∣ denotes any term that is
≤ ∑|~I|=N c~I
∣∣∣∣L/~IZ ξ∣∣∣∣ , where the c~I are non-negative constants that verify ∑|~I|=N c~I ≤ 1. Similarly,
if V is a vectorfield, then
∣∣∣L/V L/≤NZ ξ∣∣∣ denotes any term that is ≤ ∑|~I|≤N c~I
∣∣∣∣L/V L/~IZ ξ∣∣∣∣ , where the
c~I are non-negative constants that verify
∑
|~I|≤N c~I ≤ 1. Similarly,
∣∣∣L/V L/NZ ξ∣∣∣ denotes any term that
is ≤ ∑|~I|=N c~I
∣∣∣∣L/V L/~IZ ξ∣∣∣∣ , where the c~I are non-negative constants that verify ∑|~I|=N c~I ≤ 1. We
use similar notation for other expressions, including the case in which trace-free St,u−projected Lie
derivatives Lˆ/ are present instead of ordinary St,u−projected Lie derivatives L/.
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• We use similar notation with S or O in place of Z when all derivatives are spatial derivatives or
rotation derivatives (see Def. 6.1.2).
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8
The Structure of the Wave Equation
Inhomogeneous Terms After One
Commutation
In Chapter 8, we commute the wave equation µg(Ψ)Ψ = 0 with a vectorfield Z ∈ Z (see Def. 6.1.1) and
decompose the corresponding inhomogeneous terms relative to the frame {L, R˘,X1, X2}. In order to prove
our sharp classical lifespan theorem, we need to know the precise structure, including numerical constants,
of some of the terms. Furthermore, the special properties of Z lead to some exact cancellations that are
essential for the proof of the theorem. The main result is contained in Proposition 8.2.1.
8.1 Preliminary calculations
We start with the following lemma, which provides a preliminary decomposition of the commutator term
[Z,µg(Ψ)]Ψ.
Lemma 8.1.1 (Preliminary wave equation commutator expression). Let Z be any spacetime vectorfield,
and let (Z)piµν := DµZν +DµZν be its deformation tensor. Assume that (Z)piLL := (Z)piαβLαLβ = 0. Then
the following commutation identity holds:
µg(Ψ)(ZΨ) = µDα
(
(Z)piαβDβΨ− 12 trg
(Z)piDαΨ
)
(8.1.1)
+ Z(µg(Ψ)Ψ)−µ−1
{
(Z)piLR˘ + Zµ
}
(µg(Ψ)Ψ)︸ ︷︷ ︸
potentially dangerous factor
+12 trg/
(Z)pi/(µg(Ψ)Ψ).
Proof. Using the Leibniz rule, we compute that
µg(Ψ)(ZΨ) = Z(µg(Ψ)Ψ)− (Zµ)g(Ψ)Ψ + µZαDβDβDαΨ− µZαDαDβDβΨ + µDαZβDαDβΨ
(8.1.2)
+ 12µDαpi
αβDβΨ +
1
2µD
α(DαZβ −DβZα)DβΨ.
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Furthermore, withRαβ := (g−1)κλRακβλ denoting the Ricci curvature tensor of g (our sign conventions for
the Riemann curvature tensor Rακβλ are given in Def. 10.1.1), we compute that the following commutator
identities hold:
ZαDβDβDαΨ− ZαDαDβDβΨ = R βα ZαDβΨ, (8.1.3)
1
2D
α(DαZβ −DβZα)DβΨ = 12Dα
(Z)piαβDβΨ− 12D
α(Z)pi ββ DαΨ−R βα ZαDβΨ. (8.1.4)
The desired identity (8.1.1) now follows from (8.1.2), (8.1.3), (8.1.4), Lemma 2.7.4, the decomposition
1
2 trg
(Z)pi = −µ−1(Z)piLR˘ + 12 trg/(Z)pi/, and from straightforward computations.
Remark 8.1.1 (Some good properties of the commutation vectorfields). For commutation vectorfields
Z ∈ Z (see Def. 6.1.1), we have (Z)piLL = 0. Furthermore, the “potentially dangerous factor” on the right-
hand side of (8.1.1) contains no powers of µ−1 and therefore, despite superficial appearances, is not actually
dangerous. These properties of Z are essential for closing our L2 estimates. Specifically, Prop. 6.2.2
implies that for each Z ∈ Z , µ−1
{
(Z)piLR˘ + Zµ
}
is equal to either 0 or −1.
We now define a family of commutation current vectorfields that will facilitate our analysis of the struc-
ture of the inhomogeneous terms on the right-hand side of (8.1.1).
Definition 8.1.1 (Commutation currents). Let Z be any vectorfield, and let (Z)piµν := DµZν + DµZν be
its deformation tensor. We define the corresponding commutation current (vectorfield) (Z)J α[Ψ] as follows:
(Z)J α[Ψ] := (Z)piαβDβΨ− 12 trg
(Z)piDαΨ. (8.1.5)
We now use commutation currents to provide an alternate description of the inhomogeneous terms on
the right-hand side of (8.1.1). The advantage of the alternate description is that it is easy to decompose the
corresponding expression relative to the frame {L, R˘,X1, X2}.
Lemma 8.1.2 (Basic structure of the inhomogeneous terms in the once-commuted wave equation).
Given any Z ∈ Z (note that (Z)piLL = 0), let (Z)J [Ψ] be the commutation current (8.1.5). Then ZΨ
verifies the inhomogeneous wave equation
µg(Ψ)(ZΨ) = µDα(Z)J α[Ψ] + Z(µg(Ψ)Ψ)−µ−1
{
piLR˘ + Zµ
}
(µg(Ψ)Ψ)︸ ︷︷ ︸
potentially dangerous factor
+12 trg/
(Z)pi/(µg(Ψ)Ψ).
(8.1.6)
Proof. The lemma follows easily from applying Dα to the right-hand side of (8.1.5) and comparing the
resulting expression to the right-hand side of (8.1.1).
Lemma 8.1.2 shows that in order to estimate the inhomogeneous terms in the wave equation verified
by ZΨ, we have to analyze the structure of the derivatives of the commutation currents µDα(Z)J α[Ψ]. As
a first step, in Prop. 8.2.1, we decompose µD (Z)αJ α[Ψ] relative to the frame {L, R˘,X1, X2}. We use the
following preliminary lemma in our proof of the proposition.
8. The Structure of the Wave Equation Inhomogeneous Terms After One Commutation 96
Lemma 8.1.3 (The divergence of J in terms of rescaled frame derivatives). Let J be any spacetime
vectorfield, and consider its decomposition relative to the frame {L, R˘,X1, X2} (see Remark 2.8.2):
J = −JLL− µ−1JR˘L− µ−1JLR˘+J/ , (8.1.7)
whereJ/ is the projection ofJ onto the St,u. Then the following µ−weighted spacetime covariant diver-
gence identity holds:
µDαJ
α = −L(µJL)− L(JR˘)− R˘(JL) + div/ (µJ/ ) (8.1.8)
−
{
trg/k/
(Trans−Ψ) + µtrg/k/(Tan−Ψ)
}
JL − trg/χJR˘.
The St,u tensorfields χ, k/
(Trans−Ψ) , and k/(Tan−Ψ) appearing in (8.1.8) are defined in (2.15.2), (4.1.4b),
and (4.1.5b).
Proof. We fix a hypersurface region ΣU0t . We will show that (8.1.8) holds along ΣU0t . Since the identity
(8.1.8) is invariant with respect to changes of angular coordinates of the form ϑ˜1 = f1(u, ϑ1, ϑ2), ϑ˜2 =
f2(u, ϑ1, ϑ2) (where the fA are the coordinate transformation functions), it suffices to show that (2.7.4)
holds for a well-chosen version (ϑ˜1, ϑ˜2) of such angular coordinates. To this end, we use the angular
coordinates constructed in the proof of Cor. 2.7.3, which are such that along ΣU0t , we have R˘ = ∂∂u |t,ϑ˜1,ϑ˜2 .
By transporting ϑ˜1, ϑ˜2 via the ODEs Lϑ˜1 = Lϑ˜2 = 0, we may assume that L = ∂∂t |u,ϑ˜1,ϑ˜2 along Σ
U0
t . We
now expand J relative to the coordinate frame { ∂∂t , ∂∂u , ∂∂ϑ˜1 ,
∂
∂ϑ˜2
} as follows: J = J t ∂∂t +J u ∂∂u +
J/A ∂
∂ϑ˜A
, whereJ/ is St,u−tangent. Furthermore, from the identities g(L,L) = g(L, ∂
∂ϑ˜A
) = g(R˘, ∂
∂ϑ˜A
) =
0, g(L, R˘) = −µ, and g(R˘, ∂∂u) = µ2, it is straightforward to compute that
J t = −JL − µ−1JR˘, J u = −µ−1JL. (8.1.9)
We now recall the following standard formula for the divergence DαJ α of J relative to the coordinates
(t, u, ϑ˜1, ϑ˜2) :
DαJ
α = 1√|detg|
{
∂
∂t
(
√
|detg|J t) + ∂
∂u
(
√
|detg|J u) + ∂
∂ϑ˜A
(
√
|detg|J/A)
}
. (8.1.10)
In (8.1.10), detg is taken relative to the coordinates (t, u, ϑ˜1, ϑ˜2).We next note that the identity (2.7.4) holds
relative to the coordinates (t, u, ϑ˜1, ϑ˜2). Inserting the square root of the identity into (8.1.10), using the fact
that 1√|detg/| ∂∂ϑ˜A (µ√|detg/|J/A) = div/ (µJ/ ), and multiplying the resulting equation by µ, we deduce that
µDαJ
α = ∂
∂t
(µJ t) + ∂
∂u
(µJ u) + div/ (µJ/ ) (8.1.11)
+
(
∂
∂t
ln
√
detg/
)
µJ t +
(
∂
∂u
ln
√
detg/
)
µJ u.
Next, from the standard matrix identity ∂∂t ln
√
detg/ = 12(g/−1)AB
∂
∂tg/AB and the fact that
∂
∂tg/AB = L/Lg/AB =
(L)pi/AB = 2χAB, we deduce that ∂∂t ln
√
detg/ = trg/χ. Similarly, with the help of (6.2.2g), we deduce that
∂
∂u ln
√
detg/ = 12 trg/(R˘)pi/ = −µtrg/χ+ trg/k/(Trans−Ψ) +µtrg/k/(Tan−Ψ) . Inserting these identities, the identities
∂
∂t |u,ϑ˜1,ϑ˜2 = L and ∂∂u |t,ϑ˜1,ϑ˜2 = R˘ (along Σ
U0
t ), and (8.1.9) into (8.1.11), we arrive at (8.1.8).
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8.2 Frame decomposition of µDα(Z)J α[Ψ]
We now use Lemma 8.1.3 to derive a detailed frame decomposition of the term µDα(Z)J α[Ψ] on the right-
hand side of (8.1.6). When we derive a priori L2 estimates, the top-order derivatives of this term are by far
the most difficult quantities that we have to bound. In fact, in order to close our top-order L2 estimates, we
must understand the precise structure of some of the terms in µDα(Z)J α[Ψ] including the exact numerical
constants that appear. In order to close our below-top-order L2 estimates, we need to know much less about
their structure.
Proposition 8.2.1 (Frame decomposition of the divergence of the commutation current). Let Z be any
vectorfield verifying (Z)piLL = 0, and let (Z)J [Ψ] be the commutation current (8.1.5) associated to Z. Then
µDα
(Z)J α[Ψ] = K (Z)(pi−Danger)[Ψ] +K
(Z)
(pi−Cancel−1)[Ψ] +K
(Z)
(pi−Cancel−2)[Ψ] +K
(Z)
(pi−Elliptic)[Ψ] (8.2.1)
+K (Z)(pi−Good)[Ψ] +K
(Z)
(Ψ) [Ψ] +K
(Z)
(Low)[Ψ],
where
K
(Z)
(pi−Danger)[Ψ] := −(div/ (Z)pi/#L )R˘Ψ, (8.2.2a)
K
(Z)
(pi−Cancel−1)[Ψ] :=
{1
2R˘trg/
(Z)pi/− div/ (Z)pi/#
R˘
− µdiv/ (Z)pi/#L
}
LΨ, (8.2.2b)
K
(Z)
(pi−Cancel−2)[Ψ] :=
{
−L/R˘(Z)pi/#L + d/#(Z)piLR˘
}
· d/Ψ, (8.2.2c)
K
(Z)
(pi−Elliptic)[Ψ] := µ(div/
(Z)pˆi/##) · d/Ψ, (8.2.2d)
K
(Z)
(pi−Good)[Ψ] :=
1
2µ(Ltrg/
(Z)pi/)LΨ + (L(Z)piLR˘)LΨ + (L
(Z)piR˘R)LΨ (8.2.2e)
+ 12(Ltrg/
(Z)pi/)R˘Ψ− µ(L/L(Z)pi/#L ) · d/Ψ− (L/L(Z)pi/#R˘) · d/Ψ,
K
(Z)
(Ψ) [Ψ] := %
−1
{1
2µtrg/
(Z)pi/+ (Z)piLR˘ +
(Z)piR˘R
}{
L(%LΨ) + 12 trg/χ(%LΨ)
}
(8.2.3)
+ trg/(Z)pi/
{
LR˘Ψ + 12 trg/χR˘Ψ
}
− 2%−1µ(Z)pi/#L · d/(%LΨ)− 2(Z)pi/#L · d/R˘Ψ− 2%−1(Z)pi/#R˘ · d/(%LΨ)
+ (Z)piLR˘∆/Ψ + µ
(Z)pˆi/## · /ˆ∇2Ψ,
and
K
(Z)
(Low)[Ψ] :=
1
2 trg/χ
(Small)
{
(Z)piLR˘ +
(Z)piR˘R −
1
2µtrg/
(Z)pi/
}
LΨ (8.2.4)
+ 12
{
Lµ+ trg/k/(Trans−Ψ) + µtrg/k/(Tan−Ψ) − 2%−1µ
}
trg/
(Z)pi/LΨ− ((Z)pi/#L · d/µ)LΨ
−
{
Lµ+ trg/k/(Trans−Ψ) + µtrg/k/(Tan−Ψ)
}
(Z)pi/#L · d/Ψ
−
{
2%−1 + trg/χ(Small)
}
(Z)pi/#
R˘
· d/Ψ + 12 trg/
(Z)pi/(d/#µ) · d/Ψ
+ trg/(Z)pi/
{
ζ(Trans−Ψ)# + µζ(Tan−Ψ)#
}
· d/Ψ + (d/µ) · (Z)pˆi/## · d/Ψ.
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In the above expressions, the St,u tensorfields χ, χ(Small), ζ(Trans−Ψ), k/(Trans−Ψ) , ζ(Tan−Ψ), and k/(Tan−Ψ)
are defined by (2.15.2), (3.3.1c), (4.1.4a), (4.1.4b), (4.1.5a), and (4.1.5b). The type
(0
2
)
St,u tensor /ˆ∇2Ψ is
defined by (7.1.3).
Remark 8.2.1 (The importance of (Z)piLL = 0). The assumption (Z)piLL = 0 implies the absence of the
dangerous quadratic term mentioned in Remark 6.2.1.
Remark 8.2.2 (Favorable combinations). Note that we have carefully combined various terms to create
sums of the form LZΨ + 12 trg/χZΨ (where Z ∈ Z ) and placed them on the right-hand side of in (8.2.3).
These combinations have better t−decay properties than the individual summands.
Proof. With the help of Lemma 2.7.4 and the decomposition 12 trg
(Z)pi = −µ−1(Z)piLR˘ + 12 trg/(Z)pi/, we
compute that the components of (Z)J [Ψ] relative to the frame {L, R˘,X1, X2} are:
(Z)JL[Ψ] := g((Z)J , L) = −12 trg/
(Z)pi/LΨ + (Z)pi/#L · d/Ψ, (8.2.5)
(Z)JR˘[Ψ] := g(
(Z)J , R˘) = −(Z)piLR˘LΨ− (Z)piR˘RLΨ + (Z)pi/#R˘ · d/Ψ−
1
2 trg/
(Z)pi/R˘Ψ, (8.2.6)
µJ/A[Ψ] := µg(
(Z)J , XA) = −µ(Z)pi/LALΨ− (Z)pi/R˘ALΨ− (Z)pi/LAR˘Ψ + (Z)piLR˘d/AΨ + µ(Z)pˆi/ BA d/BΨ.
(8.2.7)
The identity (8.2.1) now follows from applying Lemma 8.1.3 to the frame components (8.2.5)-(8.2.7) and
carrying out straightforward computations with the help of the commutator identity (4.1.9), Lemma 7.2.1,
the identity trg/χ = 2%−1 + trg/χ(Small), and the identity L% = 1.
Remark 8.2.3 (Explanation of the various types of error terms). We now make some remarks concerning
the terms on the right-hand side of (8.2.1) for commutation vectorfields Z ∈ Z . When we derive top-order
L2 estimates for the error terms in the commuted wave equation, we have to be very careful in how we esti-
mate the top-order derivatives ofK (Z)(pi−Danger)[Ψ],K
(Z)
(pi−Cancel−1)[Ψ],K
(Z)
(pi−Cancel−2)[Ψ],K
(Z)
(pi−Elliptic)[Ψ],
andK (Z)(pi−Good)[Ψ], for it is precisely these terms that lead to the presence of the top-order derivatives of the
eikonal function quantities; as we outlined in Sect. 1.10.4, such terms are difficult to estimate in L2 and lead
to µ−degenerate top-order L2 estimates.
• The most difficult terms are generated by the top-order derivatives ofK (Z)(pi−Danger)[Ψ]. The reason is
that the factor R˘Ψ decays at the non-integrable rate ε(1 + t)−1 (see Sect. 11.4.1). Actually, in closing
our the top-order L2 estimates for this term, we must find some special structure that allows us to
connect the product GLLR˘Ψ back to Lµ via the transport equation (3.2.1).
• We must exploit some critically important algebraic cancellation that occurs inK (Z)(pi−Cancel−1)[Ψ] and
K
(Z)
(pi−Cancel−2)[Ψ]; see just below equation (15.5.9). The cancellation is based in part on the special
structure of the deformation tensors of the vectorfields belonging to the commutation set Z . In par-
ticular, if not for the cancellation present inK (Z)(pi−Cancel−2)[Ψ], our error terms would involve certain
top-order derivatives of the eikonal function quantities that we would have no means of controlling
(that is, our estimates would lose derivatives); see Remark 1.10.2.
• The top-order derivatives of K (Z)(pi−Elliptic)[Ψ] are relatively easy to bound, even though some of the
terms must be treated with elliptic estimates.
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• The top-order derivatives of K (Z)(pi−Good)[Ψ] are relatively easy to bound because all of the top-order
derivatives of the eikonal function quantities contain at least one L differentiation; for such terms,
there is no danger of losing derivatives.
• The top-order derivatives ofK (Z)(Ψ) [Ψ] generate terms involving the top-order derivatives of Ψ, but not
of the eikonal function quantities; such terms are relatively easy to bound.
• The term K (Z)(Low)[Ψ] consists of products that are lower-order in the sense of number of derivatives.
Hence,K (Z)(Low)[Ψ] is relatively easy to bound at all derivative levels.
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9
Energy and Cone-Flux Definitions and the
Fundamental Divergence Identities
In Chapter 9, we define energies and fluxes, which are L2−type quantities that we use to control Ψ. We then
use the vectorfield multiplier method to derive divergence theorem-type identities verified by the energies
and fluxes. To derive the identities, we use two distinct vectorfield multipliers together with some modifi-
cations needed to handle the lower-order terms. We use the identities in Chapter 19 in order to derive, via a
lengthy Gronwall argument, a priori L2 estimates for Ψ and its up-to-top-order derivatives.
9.1 Preliminary calculations
We start with the following standard lemma, which we often use in our analysis.
Remark 9.1.1 (The size of the St,u area form). Throughout this monograph, the geometric spherical area
form dυg/ on St,u implicitly contains a factor of magnitude ≈ %2 (see inequality (11.30.2)) compared to
the standard Euclidean area form on the Euclidean-unit sphere (S2, e/), where e/ is the Riemannian metric
induced on the Euclidean unit sphere by the Euclidean metric e on Σt. Note that relative to the rectangular
spatial coordinates on Σt, we have eij = δij .
Lemma 9.1.1 (Derivatives of St,u integrals). We have the following identities:
∂
∂t
(∫
St,u
f dυg/
)
=
∫
St,u
Lf + trg/χf dυg/, (9.1.1a)
∂
∂u
(∫
St,u
f dυg/
)
=
∫
St,u
R˘f +
{
−2
%
− 2
%
(µ− 1)− µtrg/χ(Small) + trg/k/(Trans−Ψ) + µtrg/k/(Tan−Ψ)
}
f dυg/.
(9.1.1b)
In the above expressions, the St,u tensorfields χ(Small), k/
(Trans−Ψ) , and k/(Tan−Ψ) are defined by (3.3.1c),
(4.1.4b), and (4.1.5b).
Proof. For each real number λ belonging to a small neighborhood of 0, let ϕ(λ) : R4 → R4 be the flow
map of L. That is, for each spacetime point p, the four rectangular components of ϕ(λ)(p) verify the ODE
system ddλϕ
ν
(λ)(p) = Lν ◦ϕ(λ)(p) and ϕ(0) = I, where I is the identity map on R4. Let ϕ∗(λ) denote pullback
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by ϕ(λ) so that in particular, ϕ∗(λ)f = f ◦ ϕ(λ) for functions f. Note that since Lt = 1, it follows that ϕ(λ)
bijectively maps the sphere St,u onto the sphere St+λ,u. Hence, by covariance, we have∫
St+λ,u
f dυg/ =
∫
St,u
ϕ∗(λ)f dυϕ∗(λ)g/. (9.1.2)
We now claim that
d
dλ
|λ=0 dυϕ∗(λ)g/ = L/Ldυg/ =
1
2 trg/
(L)pi/dυg/. (9.1.3)
The identity (9.1.3) is straightforward to verify in the local St,u coordinates (ϑ1, ϑ2), in which dυϕ∗(λ)g/ =√
detϕ∗(λ)g/ dϑ
1 ∧ dϑ2. In particular, one uses the identity
d
dλ
|λ=0 ln detϕ∗(λ)g/ = ([ϕ∗(λ)g/]−1)AB |λ=0
d
dλ
|λ=0 ϕ∗(λ)g/AB = (g/−1)ABL/Lg/AB. (9.1.4)
Thus, differentiating each side of (9.1.2) with ddλ , setting λ = 0, and using (9.1.3), we deduce
∂
∂t
(∫
St,u
f dυg/
)
= d
dλ
|λ=0
∫
St+λ,u
f dυg/ =
∫
St,u
(Lf) dυg/ +
∫
St,u
f L/Ldυg/ (9.1.5)
=
∫
St,u
(Lf) dυg/ +
1
2
∫
St,u
f trg/
(L)pi/ dυg/.
Similarly, since R˘u = 1, the identity (9.1.5) holds with ∂∂t replaced by
∂
∂u andL replaced by R˘. Lemma 9.1.1
thus follows from the identity (9.1.5) and the identities
1
2 trg/
(L)pi/ = trg/χ, (9.1.6)
1
2 trg/
(R˘)pi/ =
{
−2
%
µ− µtrg/χ(Small) + trg/k/(Trans−Ψ) + µtrg/k/(Tan−Ψ)
}
, (9.1.7)
which follow from Prop. 6.2.2.
The following tensorfield is a core ingredient in our derivation of L2−type estimates for solutions to the
inhomogeneous wave equation µg(Ψ)Ψ = F.
Definition 9.1.1 (Energy-momentum tensorfield). We define the energy-momentum tensorfield Qµν [Ψ]
associated to Ψ as follows:
Qµν = Qµν [Ψ] := DµΨDνΨ− 12gµν(g
−1)αβDαΨDβΨ. (9.1.8)
In the next lemma, we provide the fundamental divergence property of Qµν [Ψ] for solutions to the
inhomogeneous wave equation.
Lemma 9.1.2 (Fundamental divergence property of Qµν [Ψ]). If Ψ verifies the µ−weighted equation
µgΨ = F, (9.1.9)
then
µDα(Qαν [Ψ]) = FDνΨ. (9.1.10)
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Proof. To derive (9.1.10), we take the divergence of the right-hand side of (9.1.8), multiply by µ, and replace
the factor µg(Ψ)Ψ = µ(g−1)αβD2αβΨ with F when it arises.
Remark 9.1.2 (The role of the µ−weighted wave operator). We consider the µ−weighted product µg(Ψ)Ψ
in (9.1.9) because this is the product that will appear when we apply the divergence theorem. The reason
that this product appears rather than g(Ψ)Ψ is that our spacetime integrals are defined through a rescaled
spacetime volume d$ in which the term µ has been factored out (see Sect. 2.18).
We use the following two multiplier vectorfields to construct the L2−type quantities that control Ψ.
Definition 9.1.2 (Multiplier vectorfields). We define the multiplier vectorfields T and K˜ by
T := (1 + µ)L+ L˘ = (1 + 2µ)L+ 2R˘, (9.1.11a)
K˜ := %2L, (9.1.11b)
where % is defined in (2.2.3).
We note that T is g−future-directed and g−timelike, while K˜ is g−future-directed and g−null. T is an
analog of the Minkowskian vectorfield 2∂t +L(Flat) = 3∂t + ∂r, but it has been carefully constructed so as
to be useful both in regions where µ is large and in regions where µ is small. K˜ is an analog of the Morawetz
multiplier, which has played an important role in the global analysis of various wave-like equations. We note
that neither T nor K˜ are Killing fields, even for the background solution Ψ ≡ 0. That is, both (T )pi and (K˜)pi
are non-zero.
We now derive expressions for the components of Q[Ψ] relative to the rescaled null frame.
Lemma 9.1.3 (Null components of Qµν). Let Q[Ψ] be the energy-momentum tensorfield defined in (9.1.8).
The components of Q[Ψ] relative to the rescaled null frame {L, L˘,X1, X2} are
QLL[Ψ] = (LΨ)2, (9.1.12a)
QL˘L˘[Ψ] = (L˘Ψ)
2, (9.1.12b)
QLL˘[Ψ] = µ|d/Ψ|2, (9.1.12c)
QLA[Ψ] = (LΨ)d/AΨ, (9.1.12d)
QL˘A[Ψ] = (L˘Ψ)d/AΨ, (9.1.12e)
QAB[Ψ] = (d/AΨ)(d/BΨ)−
1
2g/AB
{
−µ−1(LΨ)(L˘Ψ) + |d/Ψ|2g/
}
. (9.1.12f)
Proof. The proof is a series of computations that can be carried out with the help of the decomposition
(2.7.6b) of g−1 relative to the null frame. For example, using the identity g(L, L˘) = −2µ, we compute that
QLL˘[Ψ] = (LΨ)(L˘Ψ)− 12g(L, L˘)
{
−µ−1(LΨ)(L˘Ψ) + |d/Ψ|2
}
= µ|d/Ψ|2. We have thus proved (9.1.12c).
We leave the proofs of the remaining identities to the reader.
Lemma 9.1.4 (Null components of (T )pi and (K˜)pi − %2trg/χg). Let T and K˜ be the multiplier vectorfields
from Def. 9.1.2. Let (T )pi and (K˜)pi denote the corresponding deformation tensors as defined in Def. 3.6.1.
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Relative to the rescaled null frame {L, L˘,X1, X2}, the components of (T )pi are:
(T )piLL = 0, (9.1.13a)
(T )piL˘L˘ = −4µ
{
L˘µ− (1 + µ)Lµ
}
, (9.1.13b)
(T )piLL˘ = −2µ
{
µ−1(L˘µ+ Lµ) + 3Lµ
}
, (9.1.13c)
(T )piLA = −2d/Aµ− 4ζ(Trans−Ψ)A − 4µζ(Tan−Ψ)A , (9.1.13d)
(T )piL˘A = 2(1− µ)d/Aµ+ 4(1 + µ)
{
ζ
(Trans−Ψ)
A + µζ
(Tan−Ψ)
A
}
, (9.1.13e)
(T )pˆi/AB = 2
{
χˆAB + 2kˆ/
(Trans−Ψ)
AB + 2µkˆ/
(Tan−Ψ)
AB
}
, (9.1.13f)
trg/
(T )pi/ = 2
{
trg/χ+ 2trg/k/(Trans−Ψ) + 2µtrg/k/(Tan−Ψ)
}
. (9.1.13g)
Furthermore, the components of (K˜)pi − %2trg/χg are:
(K˜)piLL − %2trg/χg(L,L) = 0, (9.1.14a)
(K˜)piL˘L˘ −
1
2%
2trg/χg(L˘, L˘) = −4µ
{
2%L˘%− %2Lµ
}
, (9.1.14b)
(K˜)piLL˘ − %2trg/χg(L, L˘) = −2%2µ
{
Lµ
µ
− trg/χ(Small)
}
, (9.1.14c)
(K˜)piLA − %2trg/χg(L,A) = 0, (9.1.14d)
(K˜)piL˘A − %2trg/χg(L˘, A) = 2%2
{
d/Aµ+ 2ζ
(Trans−Ψ)
A + 2µζ
(Tan−Ψ)
A
}
, (9.1.14e)
(K˜)pˆi/AB − %2trg/χg/AB = 2%2χˆ(Small)AB , (9.1.14f)
trg/
(K˜)pi/− 2%2trg/χ = 0. (9.1.14g)
In the above expressions, the St,u tensorfields χ, χ(Small), ζ(Trans−Ψ), k/(Trans−Ψ) , ζ(Tan−Ψ), and k/(Tan−Ψ)
are defined by (2.15.2), (3.3.1c), (4.1.4a), (4.1.4b), (4.1.5a), and (4.1.5b).
Proof. The proof is a series of computations based on the rescaled null frame connection coefficient iden-
tities of Lemma 4.2.1 and the ideas used in the proof of Lemma 9.1.3. We give two examples. We use
the notation 〈V,W 〉 := g(V,W ) to simplify the presentation. As a first example, we prove (9.1.13f) and
(9.1.13g). Using (3.6.1) and (9.1.11a), we compute that
(T )pi/AB =
〈
DA
{
(1 + µ)L+ L˘
}
, XB
〉
+
〈
DB
{
(1 + µ)L+ L˘
}
, XA
〉
(9.1.15)
= (1 + µ)〈DAL,XB〉+ (1 + µ)〈DBL,XA〉+ 〈DAL˘,XB〉+ 〈DBL˘,XA〉.
Also using Lemma 4.2.1 and the decomposition (4.1.3b), we deduce that the right-hand side of (9.1.15) is
equal to 2χAB + 4k/(Trans−Ψ)AB + 4µk/
(Tan−Ψ)
AB . The desired identities (9.1.13f) and (9.1.13g) now follow
from splitting this expression into its trace and trace-free parts.
As a second example, we prove (9.1.14c). Using (3.6.1), (9.1.11b), and the identities L% = 1 and
L˘% = µ− 2, we compute that
(K˜)piLL˘ = 〈DL(%2L), L˘〉+ 〈DL˘(%2L), L〉 (9.1.16)
= −4%µ+ %2〈DLL, L˘〉+ %2〈DL˘L,L〉.
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Also using Lemma 4.2.1, we deduce that the right-hand side of (9.1.16) is equal to −4%µ − 2%2Lµ, which
is the first product on the left-hand side of (9.1.14c). Furthermore, using the decomposition trg/χ = 2%−1 +
trg/χ(Small), we compute that the second term on the left-hand side of (9.1.14c) is
−%2trg/χg(L, L˘) = 4%µ+ 2µ%2trg/χ(Small). (9.1.17)
Adding the previous term−4%µ−%2Lµ to (9.1.17) yields−%2Lµ+ 2µ%2trg/χ(Small), from which we easily
conclude the desired identity (9.1.14c).
We now define vectorfields that we use for bookkeeping when we integrate by parts to derive energy-flux
identities.
Definition 9.1.3 (Compatible currents). Let Ψ be a function, and let Q[Ψ] be the energy-momentum
tensorfield defined in (9.1.8). Let T and K˜ be the multiplier vectorfields from Def. 9.1.2. We associate to Ψ
the following four “compatible current” vectorfields:
(T )Jν [Ψ] := Qνα[Ψ]Tα, (9.1.18a)
(K˜)Jν [Ψ] := Qνα[Ψ]K˜α, (9.1.18b)
(Correction)Jν [Ψ] := 12
{
%2trg/χΨDνΨ−
1
2Ψ
2Dν [%2trg/χ]
}
, (9.1.18c)
(K˜+Correction)Jν [Ψ] := (K˜)Jν [Ψ] + (Correction)Jν [Ψ]. (9.1.18d)
In the next lemma, as a precursor to applying the divergence theorem, we compute the divergence of the
compatible currents.
Lemma 9.1.5 (Preliminary expressions for the µ−weighted divergence of the currents). If Ψ verifies
the µ−weighted inhomogeneous wave equation
µg(Ψ)Ψ = F, (9.1.19)
then the following divergence identities hold:
µDα
(T )Jα[Ψ] =
{
(1 + 2µ)LΨ + 2R˘Ψ
}
F+ 12µQ
αβ[Ψ](T )piαβ, (9.1.20a)
µDα
(K˜)Jα[Ψ] = %2(LΨ)F+ 12µQ
αβ[Ψ](K˜)piαβ, (9.1.20b)
µDα
(Correction)Jα[Ψ] = 12%
2trg/χΨF+
1
2%
2trg/χµ(g−1)αβDαΨDβΨ−
1
4µ
{
g(Ψ)[%2trg/χ]
}
Ψ2,
(9.1.20c)
µDα
(K˜+Correction)Jα[Ψ] = %2F
{
LΨ + 12 trg/χΨ
}
(9.1.20d)
+ 12µQ
αβ[Ψ]
{
(K˜)piαβ − %2trg/χgαβ
}
− 14µ
{
g(Ψ)[%2trg/χ]
}
Ψ2.
Proof. Equation (9.1.20a) follows applying Dν to (9.1.18a), using the Leibniz rule and Lemma 9.1.2, defi-
nition (3.6.1), definition (9.1.11b), and the symmetry of Qµν [Ψ] and (T )piµν . The proof of (9.1.20b) is based
on definition (9.1.18b) and is similar; we omit the details.
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Equation (9.1.20c) follows from applying Dν to (9.1.18c), using the Leibniz rule, and from using equa-
tion (9.1.19) to substitute for the term µg(Ψ)Ψ when it arises.
Equation (9.1.20d) follows from definition (9.1.18d), equations (9.1.20b) and (9.1.20c), and the identity
gαβQ
αβ[Ψ] = −(g−1)αβDαΨDβΨ, which easily follows from definition (9.1.8).
9.2 The energy-flux integral identities
We are now ready to define the energies and fluxes that we use in our L2 analysis of solutions.
Definition 9.2.1 (Energies and fluxes). Let N = 12L +
1
2µ
−1L˘ = L + R denote the future-directed
unit normal to Σt (see Lemma 2.3.2). We define the energies E[Ψ](t, u), E˜[Ψ](t, u) and the cone fluxes
F[Ψ](t, u), F˜[Ψ](t, u) as follows, where the rescaled volume forms d$ and d$ are defined in Def. 2.18.1:
E[Ψ](t, u) :=
∫
Σut
µ(T )JN [Ψ] d$, (9.2.1a)
E˜[Ψ](t, u) :=
∫
Σut
µ(K˜+Correction)JN [Ψ] d$ (9.2.1b)
− 12
∫
Σut
%2trg/χΨR˘Ψ d$ +
1
4
∫
Σut
{
µL[%2trg/χ] + R˘[%2trg/χ] +
1
2µ%
2(trg/χ)2
}
Ψ2 d$,
F[Ψ](t, u) :=
∫
Ctu
(T )JL[Ψ] d$, (9.2.2a)
F˜[Ψ](t, u) :=
∫
Ctu
(K˜+Correction)JL[Ψ] d$ +
1
4
∫
Ctu
{
L[%2trg/χΨ2] + %2(trg/χ)2Ψ2
}
d$. (9.2.2b)
The coerciveness properties of the energies and fluxes are established in Lemma 13.1.1.
In the next proposition, we derive our main energy-flux identities, which are the starting points of our
L2 analysis of Ψ and its derivatives. As a preliminary step, we first prove the following lemma, which
provides a version of the divergence theorem on the spacetime regionMt,u. Note that we explicitly indicate
the factors of µ in the lemma.
Lemma 9.2.1 (The divergence theorem on the region Mt,u). Let J be any spacetime vectorfield. Let
N = L+R be the future-directed unit normal to ΣU0t . Then the following integral identity holds, where the
rescaled volume forms are defined in Def. 2.18.1:∫
Σut
µJN d$ +
∫
Ctu
JL d$ −
∫
Σu0
µJN d$ −
∫
Ct0
JL d$ = −
∫
Mt,u
µDαJ
α d$. (9.2.3)
Proof. We can expand J relative to the geometric coordinate frame as follows: J = J t ∂∂t + Ju
∂
∂u +
J/A ∂
∂ϑA
, where J/ is St,u−tangent. Furthermore, from the identities L = ∂∂t , R˘ = ∂∂u − ΞA ∂∂ϑA , g(L,L) =
g(L, ∂
∂ϑA
) = g(R˘, ∂
∂ϑA
) = 0, g(L, R˘) = −µ, and g(R˘, R˘) = µ2, it is straightforward to compute that
J t = −JN , Ju = −µ−1JL. (9.2.4)
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We will use the following standard formula for the divergence DαJα of J :
DαJ
α = 1√|detg|
{
∂
∂t
(
√
|detg|J t) + ∂
∂u
(
√
|detg|Ju) + ∂
∂ϑA
(
√
|detg|J/A)
}
, (9.2.5)
where the determinant detg is taken relative to the geometric coordinates. Inserting the square root of (2.7.4)
into (9.2.5), we deduce that
∂
∂t
(µ
√
detg/J t) + ∂
∂u
(µ
√
detg/Ju) + ∂
∂ϑA
(µ
√
|detg/|J/A) = (µDαJα)
√
detg/. (9.2.6)
Integrating (9.2.6) over S2 with respect to dϑ and noting that the integral of the last term on the left-hand
side of (9.2.6) vanishes, we deduce that
∂
∂t
(∫
St,u
µJ t dυg/
)
+ ∂
∂u
(∫
St,u
µJu dυg/
)
=
∫
St,u
µDαJ
α dυg/. (9.2.7)
Integrating (9.2.7) with respect to du′dt′ over the coordinate rectangle [0, t]× [0, u], we deduce that∫
Σut
µJ t d$ −
∫
Σu0
µJ t d$ +
∫
Ctu
µJu d$ −
∫
Ct0
µJu d$ =
∫
Mt,u
µDαJ
α d$. (9.2.8)
Inserting the identities (9.2.4) into (9.2.8), we arrive at (9.2.3).
We now derive our main energy-flux identities.
Proposition 9.2.2 (Divergence theorem with important cancellations). Consider the energies and fluxes
of Def. 9.2.1. For solutions Ψ to
µg(Ψ)Ψ = F,
that vanish along the outer null cone C0, we have the following integral identities, where the rescaled volume
form d$ is defined in Def. 2.18.1:
E[Ψ](t, u) + F[Ψ](t, u) = E[Ψ](0, u) (9.2.9a)
−
∫
Mt,u
{
(1 + 2µ)(LΨ) + 2R˘Ψ
}
F d$
− 12
∫
Mt,u
µQαβ[Ψ](T )piαβ d$,
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E˜[Ψ](t, u) + F˜[Ψ](t, u) (9.2.9b)
= E˜[Ψ](0, u)
− 14
∫
Σu0
{
L˘[%2trg/χ]−
1
2%
2µ(trg/χ)2 + %2trg/χtrg/k/(Trans−Ψ) + %2µtrg/χtrg/k/(Tan−Ψ)
}
Ψ2 d$
+ 14
∫
Σut
{
L˘[%2trg/χ]−
1
2%
2µ(trg/χ)2 + %2trg/χtrg/k/(Trans−Ψ) + %2µtrg/χtrg/k/(Tan−Ψ)
}
Ψ2 d$
−
∫
Mt,u
%2
{
LΨ + 12 trg/χΨ
}
F d$
− 12
∫
Mt,u
µQαβ[Ψ]
{
(K˜)piαβ − %2trg/χgαβ
}
d$
+ 14
∫
Mt,u
µ
{
g(Ψ)[%2trg/χ]
}
Ψ2 d$.
In the above expressions, the St,u tensorfields χ, k/
(Trans−Ψ) , and k/(Tan−Ψ) are defined by (2.15.2), (4.1.4b),
and (4.1.5b).
Proof. The overall strategy is to apply Lemma 9.2.1 with various currents J from Def. 9.1.3. Specifically,
(9.2.9a) follows from applying Lemma 9.2.1 with the current (T )JN [Ψ] defined in (9.1.18a). The proof is
simpler than the proof of (9.2.9b), which we provide below. Hence, we omit the details of the proof of
(9.2.9a).
To prove (9.2.9b), we first apply Lemma 9.2.1 with the current (K˜+Correction)JN [Ψ] defined in (9.1.18d).
Using the fact that Ψ ≡ 0 along Ct0, we deduce the following identity:∫
Σut
µ(K˜+Correction)JN [Ψ] d$ +
∫
Ctu
(K˜)JL[Ψ] d$ =
∫
Σu0
µ(K˜+Correction)JN [Ψ] d$ (9.2.10)
−
∫
Mt,u
µDα
(K˜+Correction)Jα[Ψ] d$.
Examining (9.1.20d), (9.2.1b), (9.2.2b), (9.2.9b), and (9.2.10), we see that the desired identity (9.2.9b) will
follow once we show that the last two Σut integrals on the right-hand side of (9.2.1b) and the last Ctu integral
on the right-hand side of (9.2.2b) sum to
1
4
∫
Σut
{
L˘[%2trg/χ]−
1
2µ%
2(trg/χ)2 + %2trg/χtrg/k/(Trans−Ψ) + µ%2trg/χtrg/k/(Tan−Ψ)
}
Ψ2 d$ (9.2.11)
− 14
∫
S0,u
%2trg/χΨ2 dυg/.
Note that the integral −14
∫
S0,u
%2trg/χΨ2 dυg/ on the right-hand side of (9.2.11) does not depend on t and
hence cancels out of the expression (9.2.9b). To deduce (9.2.11), we first analyze the last two Σut integrals
on the right-hand side of (9.2.1b). To this end, we set f := %2trg/χΨ2 and integrate (9.1.1b) in u to compute
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that ∫
St,u
%2trg/χΨ2 dυg/ =
∫ u
0
∂
∂u′
(∫
St,u′
%2trg/χΨ2 dυg/
)
du′ (9.2.12)
=
∫ u
0
∫
St,u′
%2trg/χR˘(Ψ2) dυg/ du′
+
∫ u
0
∫
St,u′
{
R˘[%2trg/χ]− µ%2(trg/χ)2 + %2trg/χtrg/k/(Trans−Ψ) + µ%2trg/χtrg/k/(Tan−Ψ)
}
Ψ2 dυg/ du′.
We now use (9.2.12), the identity µL = L˘ − 2R˘, and straightforward computations to express the last
two Σut integrals on the right-hand side of (9.2.1b) as follows:
− 14
∫
Σut
%2trg/χR˘(Ψ2) d$ (9.2.13)
+ 14
∫
Σut
{
µL[%2trg/χ] + R˘[%2trg/χ] +
1
2µ%
2(trg/χ)2
}
Ψ2 d$
= −14
∫
St,u
%2trg/χΨ2 dυg/
+ 14
∫
Σut
{
L˘[%2trg/χ]−
1
2µ%
2(trg/χ)2 + %2trg/χtrg/k/(Trans−Ψ) + µ%2trg/χtrg/k/(Tan−Ψ)
}
Ψ2 d$.
Similarly, we use (9.1.1a) with f := %2trg/χΨ2 to express the last Ctu integral on the right-hand side of
(9.2.2b) as follows:
1
4
∫
Ctu
{
L[%2trg/χΨ2] + %2(trg/χ)2Ψ2
}
d$ = 14
∫
St,u
%2trg/χΨ2 dυg/ −
1
4
∫
S0,u
%2trg/χΨ2 dυg/. (9.2.14)
We now add (9.2.13) and (9.2.14) and note the cancellation of the integrals 14
∫
St,u
%2trg/χΨ2 dυg/, which
yields the desired identity (9.2.11).
9.3 Integration by parts identities for the top-order L2 estimates
In order to estimate some of the top-order F−containing integrals on the right-hand side of (9.2.9b), we
need to derive alternate expressions via integration by parts. We use the following two simple integration by
parts lemmas.
Lemma 9.3.1 (Integration by parts on Mt,u). If Ψ and f are functions, then we have the following
integration by parts identity:∫
Mt,u
f
{
L+ 12 trg/χ
}
Ψ d$ = −
∫
Mt,u
Ψ
{
L+ 12 trg/χ
}
f d$ −
∫
Σu0
Ψf d$ +
∫
Σut
Ψf d$. (9.3.1)
Proof. From (9.1.1a), we deduce that
∂
∂t
∫
Σut
Ψf d$ =
∫
Σut
Ψ
{
Lf + 12 trg/χf
}
d$ +
∫
Σut
f
{
LΨ + 12 trg/χΨ
}
d$. (9.3.2)
The desired identity (9.3.1) now follows from integrating (9.3.2) in time from 0 to t.
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Lemma 9.3.2 (Integration by parts on St,u). If Y is an St,u−tangent vectorfield and Ψ and f are functions,
then we have the following integration by parts identity:∫
St,u
(YΨ)f dυg/ = −
∫
St,u
(Y f)Ψ dυg/ −
1
2
∫
St,u
trg/
(Y )pi/Ψf dυg/. (9.3.3)
Proof. By the Leibniz rule, we have
div/ (fΨY ) = (YΨ)f + (Y f)Ψ + 12fΨ(g/
−1)AB {∇/AYB +∇/BYA} = (YΨ)f + (Y f)Ψ +
1
2fΨtrg/
(Y )pi/.
(9.3.4)
The desired identity (9.3.3) now follows from integrating (9.3.4) over St,u and noting that the St,u integral
of the angular divergence of an St,u−tangent vectorfield must vanish.
As we mentioned above, some of the integrands on the right-hand side of (9.2.9b) are not quite in a form
that allows us to close our top-order L2 estimates. Hence, in order to bound certain top-order error integrals,
we need to carry out some additional integrations by parts; see Sect. 19.4. We carry out these integrations
by parts in the next two lemmas. The proofs involve lengthy computations but are conceptually very simple.
Remark 9.3.1 (Important integrals vs. negligible integrals). In the next two lemmas, the explicitly
written integrals on the right-hand sides are the difficult ones that contribute to the degeneracy of our top-
order L2 estimates, while the integrals featuring the integrands Error(i) and E˜rror(i) have a negligible effect
on the dynamics.
Lemma 9.3.3 (Integration by parts identity useful for bounding some top-order error integrals). If η
is a function, then we have the following integration by parts identity:
−
∫
Mt,u
(R˘Ψ)
{
LZ NΨ + 12 trg/χZ
NΨ
}
Oη d$ (9.3.5)
= −
∫
Mt,u
(R˘Ψ)(Lη)OZ NΨ d$
+
∫
Σut
(R˘Ψ)ηOZ NΨ d$
+
∫
Mt,u
Error(1)[Z NΨ] d$ +
∫
Σut
Error(2)[Z NΨ] d$
+
∫
Σu0
Error(3)[Z NΨ] d$,
where
Error(1)[Z NΨ] := −(OR˘Ψ)(Lη)Z NΨ−
1
2 trg/
(O)pi/(R˘Ψ)(Lη)Z NΨ (9.3.6a)
− (R˘Ψ)(Lη)((O)pi/#L · d/Z NΨ)− ((O)pi/#L · d/R˘Ψ)(Lη)Z NΨ
− (div/ (O)pi/#L )(R˘Ψ)(Lη)Z NΨ
−
{
L(R˘Ψ) + 12 trg/χ(R˘Ψ)
}
ηOZ NΨ
−
(
O
{
L(R˘Ψ) + 12 trg/χ(R˘Ψ)
})
ηZ NΨ
− 12 trg/
(O)pi/
{
L(R˘Ψ) + 12 trg/χ(R˘Ψ)
}
ηZ NΨ,
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Error(2)[Z NΨ] := (OR˘Ψ)ηZ NΨ +
1
2 trg/
(O)pi/(R˘Ψ)ηZ NΨ, (9.3.6b)
Error(3)[Z NΨ] := −(R˘Ψ)ηOZ N − (R˘Ψ)(Lη)((O)pi/#L · d/Z NΨ) (9.3.6c)
− 12 trg/
(O)pi/(OR˘Ψ)ηZ NΨ.
Proof. We first use the identity (9.3.1) with Z NΨ in the role of Ψ and (R˘Ψ)Oη in the role of f. We then
split
{
L+ 12 trg/χ
}{
(R˘Ψ)Oη
}
=
{
L(R˘Ψ) + 12 trg/χ(R˘Ψ)
}
Oη+(R˘Ψ)LOη. Furthermore, we commute the
operators L and O on the previous term, and then integrate by parts on the St,u via Lemma 9.3.2 to pull the
O off of η and also the commutator [L,O] = (O)pi/#L (see Lemma 3.6.1) off of η. In total, these steps lead to
the lemma.
Lemma 9.3.4 (A second integration by parts identity useful for bounding some top-order error inte-
grals). Let Y be an St,u−tangent vectorfield and let w = w(t, u) be a “weight” function. Then we have
the following integration by parts identity:
−
∫
Mt,u
w(R˘Ψ)
{
LZ NΨ + 12 trg/χZ
NΨ
}
div/ Y d$ (9.3.7)
= −
∫
Mt,u
w(R˘Ψ)
({
L/L + trg/χ
}
Y · d/Z NΨ
)
d$
+
∫
Σut
w(R˘Ψ)(Y · d/Z NΨ) d$
+
∫
Mt,u
E˜rror(1)[Z N ;w] d$ +
∫
Σut
E˜rror(2)[Z N ;w] d$
+
∫
Σu0
E˜rror(3)[Z N ;w] d$,
where
E˜rror(1)[Z N ;w] := −w(d/R˘Ψ)
{
L/LY + trg/χY
}
Z NΨ (9.3.8a)
−
{
Lw − trg/χw
}
(R˘Ψ)(Y · d/Z NΨ)
−
{
Lw − trg/χw
}
(Y · d/R˘Ψ)Z NΨ
+ w(R˘Ψ)(Y · d/trg/χ(Small))Z NΨ
− w
{
LR˘Ψ + 12 trg/χR˘Ψ
}
(Y · d/Z NΨ)
− w
{
Y ·
(
d/
{
LR˘Ψ + 12 trg/χR˘Ψ
})}
Z NΨ,
E˜rror(2)[Z N ;w] := w(Y · d/R˘Ψ)Z NΨ, (9.3.8b)
E˜rror(3)[Z N ;w] := −w(R˘Ψ)(Y · d/Z NΨ)− w(Y · d/R˘Ψ)Z NΨ. (9.3.8c)
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Proof. We first use (9.3.1) with Z NΨ in the role of Ψ and f = f1f2f3 := w(R˘Ψ)div/ Y to remove the
operator
{
L+ 12 trg/χ
}
off of Z NΨ on the left-hand side of (9.3.7). After removal, we have the spacetime
integrand factor
(Z NΨ)
{
L+ 12 trg/χ
}
(f1f2f3) (9.3.9)
= w(R˘Ψ)(Z NΨ)
{
L+ trg/χ
}
div/ Y + (R˘Ψ)(Z NΨ)
{
Lw − trg/χw
}
div/ Y
+ w
{
LR˘Ψ + 12 trg/χR˘Ψ
}
(Z NΨ)div/ Y.
We rewrite the first product on the right-hand side of (9.3.9) asw(R˘Ψ)(Z NΨ)div/
{
L/LY + trg/χY
}
with the
help of Lemma 7.2.5. Finally, we integrate by parts on the St,u to remove all covariant angular derivatives
off of
{
L/LY + trg/χY
}
and Y and use the fact that d/trg/χ = d/trg/χ(Small). In total, these steps lead to the
identity (9.3.7).
9.4 Error integrals arising from the deformation tensors of the multiplier
vectorfields
In the next definition, we give names to the energy error integrands corresponding to the deformation tensors
of the multiplier vectorfields (that is, the last integrand in (9.2.9a) and the next-to-last integrand in (9.2.9b)).
Definition 9.4.1 (The error integrands corresponding to T and K˜). Given a function Ψ, we associate to
it the following quantities (T )P[Ψ] and (K˜)P[Ψ] :
(T )P[Ψ] := −12µQ
αβ[Ψ](T )piαβ, (9.4.1a)
(K˜)P[Ψ] := −12µQ
αβ[Ψ]
{
(K˜)piαβ − %2trg/χg
}
. (9.4.1b)
To derive our main results, we separately analyze the positive and negative parts of Lµ. This motivates
the following definition.
Definition 9.4.2 (f+ and f−). Given any real-valued function f, we decompose it into its positive part f+
and its negative part f− as follows:
f = f+ − f−, (9.4.2)
where
f+ := max{f, 0}, f− := max{−f, 0}. (9.4.3)
In the next lemma, decompose the quantities (T )P[Ψ] and (K˜)P[Ψ] from Def. 9.4.1 relative to the
rescaled null frame {L, L˘,X1, X2}.
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Lemma 9.4.1 (Null decomposition of the error integrands corresponding to T and K˜). Let [Lµ]− and
[Lµ]+ denote the negative and positive parts of Lµ (see Def. 9.4.2). Then the quantities (T )P[Ψ] and
(K˜)P[Ψ] from Def. 9.4.1 can be decomposed relative to the rescaled null frame {L, L˘,X1, X2} as follows:
(T )P[Ψ] =
6∑
i=1
(T )P(i)[Ψ], (9.4.4a)
(K˜)P[Ψ] = −12%
2|d/Ψ|2g/[Lµ]− +
4∑
i=1
(K˜)P(i), (9.4.4b)
where
(T )P(1)[Ψ] :=
1
2(LΨ)
2
{
L˘µ− (1 + µ)Lµ
}
, (9.4.5a)
(T )P(2)[Ψ] :=
1
2 |d/Ψ|
2
{
(L˘µ+ Lµ) + 3µLµ
}
, (9.4.5b)
(T )P(3)[Ψ] := −(L˘Ψ)(d/#Ψ) ·
{
d/µ+ 2ζ(Trans−Ψ) + 2µζ(Tan−Ψ)
}
, (9.4.5c)
(T )P(4)[Ψ] := (LΨ)(d/#Ψ) ·
{
(1− µ)d/µ+ 2(1 + µ)ζ(Trans−Ψ) + 2µ(1 + µ)ζ(Tan−Ψ)
}
, (9.4.5d)
(T )P(5)[Ψ] := −(µd/#Ψ⊗ˆd/#Ψ) ·
{
χˆ(Small) + 2kˆ/
(Trans−Ψ)
+ 2µkˆ/
(Tan−Ψ)}
, (9.4.5e)
(T )P(6)[Ψ] := −
1
2(LΨ)(L˘Ψ)
{
trg/χ+ 2trg/k/(Trans−Ψ) + 2µtrg/k/(Tan−Ψ)
}
, (9.4.5f)
and
(K˜)P(1)[Ψ] := (LΨ)2
{
2%L˘%− %2Lµ
}
, (9.4.6a)
(K˜)P(2)[Ψ] :=
1
2%
2(µ|d/Ψ|2g/)
{ [Lµ]+
µ
− trg/χ(Small)
}
, (9.4.6b)
(K˜)P(3)[Ψ] := %2(LΨ)(d/#Ψ) ·
{
d/µ+ 2ζ(Trans−Ψ) + 2µζ(Tan−Ψ)
}
, (9.4.6c)
(K˜)P(4)[Ψ] := −%2(µd/#Ψ⊗ˆd/#Ψ) · χˆ(Small). (9.4.6d)
In the above expressions, the St,u tensorfields χ, χ(Small), ζ(Trans−Ψ), k/(Trans−Ψ) , ζ(Tan−Ψ), and k/(Tan−Ψ)
are defined by (2.15.2), (3.3.1c), (4.1.4a), (4.1.4b), (4.1.5a), and (4.1.5b).
Remark 9.4.1 (Isolating the Morawetz term). Note that in (9.4.4b), we have singled out the non-positive
term −12%2(µ|d/Ψ|2g/) [Lµ]−µ by “removing it” from (K˜)P(2)[Ψ]. The reason we have singled out this term
is that it generates an important Morawetz-type spacetime integral that plays a fundamental role in our
analysis; see Lemma 13.2.1.
Proof. The basic idea is to use the null decomposition (2.7.6b) of g−1 and the null decompositions of
Lemmas 9.1.4 and 9.1.4 to expand the products (9.4.1a) and (9.4.1b) relative to the frame {L, L˘,X1, X2}.
For example, to compute (9.4.5a)-(9.4.5f), we first use (2.7.6b) to deduce that the left-hand side of (9.4.1a)
can be expressed as
− 12µ
{
−12µ
−1 (LαL˘κ + LκL˘α)+ (g/−1)ABXαAXκB}
×
{
−12µ
−1 (LβL˘λ + LλL˘β)+ (g/−1)ABXβAXλB}Qαβ[Ψ](T )piκλ.
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We then fully expand the above product in terms of the null components of Q[Ψ] and (T )pi and use Lemmas
9.1.4 and 9.1.4 to substitute for these null components. Carrying out straightforward computations, we
arrive at (9.4.5a)-(9.4.5f).
The proofs of (9.4.6a)-(9.4.6d) are similar. As we noted in Remark 9.4.1, we removed the important
term −12%2(µ|d/Ψ|2g/) [Lµ]−µ which arises as one of the terms in the product
−14µ
−1QLL˘[Ψ]
{
(K˜)piLL˘ − %2trg/χg(L, L˘)
}
,
and placed it explicitly on the right-hand side of (9.4.4b).
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10
Avoiding Derivative Loss and Other
Difficulties Via Modified Quantities
We use the results of Ch. 10 only to close our top-order L2 estimates. Specifically, in this section, we
derive transport equations for several “modified” versions of the eikonal function quantities trg/χ(Small) and
d/µ. When combined with elliptic estimates on the St,u, the modified quantities allow us to estimate some
important top-order derivatives of trg/χ(Small) without losing derivatives. These steps are necessary even
for proving an up-to-top-order local well-posedness result relative to the geometric coordinates. The idea
that one should work with modified quantities in order to close the L2 estimates for the eikonal function u
first appeared in Christodoulou-Klainerman’s proof of the global stability of the Minkowski spacetime as
a solution to Einstein’s equations [12]. A similar idea was later employed by Klainerman-Rodnianski [24]
in their proof of low regularity local well-posedness for quasilinear wave equations of the form −∂2t Ψ +
(g−1)ab(Ψ)∂a∂bΨ = N (Ψ, ∂Ψ); their work was also heavily based on using an eikonal function to prove
sharp estimates. A similar idea was later used by Christodoulou in his shock formation monograph [11]. In
the latter two works, the key step is analogous to Cor. 10.1.3 in the present work. The main idea is that for
solutions to gΨ = 0, a certain component of the Ricci curvature tensor of g, specifically (g/−1)ABRLALB
(whereR is the Riemann curvature tensor of g) can be written as a perfect L derivative of the first derivatives
of Ψ plus some error terms. The main point is that the Ψ−dependent error terms involve only Ψ and its first
derivatives, and not second-order derivatives of Ψ, which are of principal order from the point of view of
differentiability. The perfect L derivative structure is what allows us to construct suitably modified versions
of trg/χ(Small) that do not lose derivatives.
We now provide more details concerning this structure. Roughly, we have Ltrg/χ(Small) = D2Ψ +
Error(Ψ,DΨ). Integrating this identity along the integral curves of L, we find only that trg/χ(Small) has the
same degree of differentiability as D2Ψ. We can commute this identity with vectorfields Z ∈ Z to obtain
a similar result for the higher-order derivatives of trg/χ(Small). The problem is that the top-order result is
Z N trg/χ(Small) ∼ D2Z NΨ,where the right-hand side involves one more derivative of Ψ than our top-order
energy-flux quantities allow us to control. However, to close the top-order L2 estimates corresponding to
the timelike multiplier T, we need to be able to controlZ N trg/χ(Small). To overcome the apparent derivative
loss, we construct a “fully modified” version of trg/χ(Small) (to be distinguished from the “partially modified”
quantities discussed below) by rescaling it and the adding to it certain terms connected to the perfect L
derivative structure mentioned above. The new quantity verifies L(Modified) = Error(Ψ,DΨ), and
we can integrate this identity to conclude that Modified has the same regularity as DΨ, a gain of one
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derivative. Actually, these schematic expressions are somewhat misleading in the following sense: one of
the error terms on the right-hand side of the equation L(Modified) = · · · is roughly of the form |χˆ|2 and
cannot be eliminated through modification. At the top-order, the corresponding term would lead to derivative
loss. To control the top-order derivatives of |χˆ|2 we will, as we alluded to above, derive a family of elliptic
estimates on the St,u (see Ch. 17). The elliptic estimates allow us to control the top-order derivatives of χˆ
in terms of quantities that do not lose derivatives. This strategy was first employed in [12] and later in [24]
and [11]. We also stress that in [11] and the present work, the structure of the top-order and the lower-order
terms are both important. In particular, we have to take care in keeping track of factors of µ and µ−1, which
can greatly affect the dynamics near the shock. We derive the transport equation verified by the lowest-order
modified quantity in Cor. 10.2.1. We provide the higher-order versions of this equation in Lemma 10.2.2
and Prop. 10.2.3.
In [11], Christodoulou also encountered a derivative loss difficulty for the term ∆/µ, similar to one for
trg/χ(Small) described above. To circumvent it, he derived an independent transport equation and correspond-
ing estimates for a fully modified version of ∆/µ, in analogy with his treatment of trg/χ(Small). Although his
strategy solved the derivative loss problem, implementing it required a large number of complicated cal-
culations and estimates. In the present monograph, we adopt an alternate strategy to handle this term.
Specifically, in Chapter 14, we use commutation estimates to control the relevant top-order derivatives of
∆/µ in terms of related top-order derivatives of trg/χ(Small). In doing so, we avoid having to derive an analog
of Christodoulou’s transport equation for a modified version of ∆/µ, which saves a large amount of work.
Our strategy, when supplemented with elliptic estimates for ∆/µ, allows us to bound all top-order derivatives
of µ without loss, as long as the derivative operator involves an L derivative or two angular derivatives;
see Remark 1.10.2. Amazingly, the structure of the right-hand side of (8.2.1) together with the identities of
Prop. 6.2.2 imply that, thanks to the special properties of the vectorfields Z ∈ Z , all top-order derivatives
of µ that appear in our equations involve an L derivative or two angular derivatives.
In order to close the top-order L2 estimates corresponding to the Morawetz multiplier K˜, we also need
to derive transport equations for “partially modified” versions of trg/χ(Small) and d/µ. The partial modifica-
tions are not connected to avoiding derivative loss, but rather to avoiding certain error integrals that have
unfavorable time-growth properties. We derive these equations in Sects. 10.3 and 10.4.
10.1 Preliminary structural identities
In order to prove our sharp classical lifespan theorem, we must understand the sharp structure of the transport
equations verified by the modified quantities. As a first step, we analyze some components of the Riemann
curvature tensor of g.
Definition 10.1.1 (The Riemann curvature tensor R(W,X, Y, Z) of g). The Riemann curvature tensor
R of the spacetime metric g is the type
(0
4
)
spacetime tensorfield defined by
g(D2WXY −D2XWY, Z) = −R(W,X, Y, Z), (10.1.1)
where W, X, Y, and Z are arbitrary spacetime vectorfields. In (10.1.1), D2WXY := WαXβDαDβY.
In the next lemma, we compute the components of R relative to the rectangular spacetime coordinates.
This is a preliminary calculation that will help us compute some of the components of R relative to the
rescaled frame {L, R˘,X1, X2}.
10. Avoiding Derivative Loss and Other Difficulties Via Modified Quantities 116
Lemma 10.1.1 (Rectangular components of the Riemann curvature tensor of g). Relative to the rect-
angular coordinate system, the components ofR can be expressed as
Rµναβ =
1
2
{
GβµD
2
ανΨ +GανD2βµΨ−GβνD2αµΨ−GαµD2βνΨ
}
(10.1.2)
+ 14GµαGνβ(g
−1)κλ(∂κΨ)(∂λΨ)− 14GµβGνα(g
−1)κλ(∂κΨ)(∂λΨ)
+ 14(g
−1)κλ[Gλ(ν∂α)Ψ][Gκ(µ∂β)Ψ]−
1
4(g
−1)κλ[Gλ(µ∂α)Ψ][Gκ(ν∂β)Ψ]
+ 12
{
G′βµ(∂αΨ)(∂νΨ) +G′αν(∂βΨ)(∂µΨ)−G′βν(∂αΨ)(∂µΨ)−G′αµ(∂βΨ)(∂νΨ)
}
.
In the above formula, D denotes the Levi-Civita connection of g, D2Ψ (which is a symmetric type
(0
2
)
tensorfield) denotes the second covariant derivative of Ψ, Gαβ = Gαβ(Ψ) = dgαβ(Ψ)dΨ , G′αβ(Ψ) =
dGαβ(Ψ)
dΨ ,
G(µν∂λ)Ψ := Gµν∂λΨ +Gλµ∂νΨ +Gνλ∂µΨ, and Gµ(ν∂λ)Ψ := Gµν∂λΨ +Gµλ∂νΨ.
Proof. It is a standard fact (see, for example, [11, Ch.4]) that relative to an arbitrary coordinate system, the
components of the Riemann curvature tensor of g can be expressed as
Rµναβ =
1
2
{
D2ανgβµ +D2βµgαν −D2αµgβν −D2βνgαµ
}
(10.1.3)
+ 18(g
−1)κλ
{
∂(κgβµ)[∂(αgν)λ − ∂λgαν ] + ∂(κgαν)[∂(βgµ)λ − ∂λgβµ]
}
− 18(g
−1)κλ
{
∂(κgβν)[∂(αgµ)λ − ∂λgαµ] + ∂(κgαµ)[∂(βgν)λ − ∂λgβν ]
}
,
whereD denotes the Levi-Civita connection of g, the components gµν are treated as scalar-valued functions
for the purpose of covariant differentiation, ∂(λgµν) := ∂λgµν + ∂νgλµ + ∂µgνλ, and ∂(λgµ)ν := ∂λgµν +
∂µgλν . The desired expression (10.1.2) now follows readily from straightforward computations.
We now compute the curvature componentRLALB.
Corollary 10.1.2 (A µ−1−regular expression for RLALB). The curvature component RLALB can be
expressed as follows:
RLALB =
1
2
{
−G/AB L(LΨ) +G/LA d/BLΨ +G/LB d/ALΨ−GLL∇/ 2ABΨ
}
(10.1.4)
+ 12µ
−1GLLχABR˘Ψ− 12G/LA χ
C
B d/CΨ−
1
2G/LB χ
C
A d/CΨ
+
(
G2(Frame)
G′(Frame)
)(
LΨ
d/Ψ
)2
+G2(Frame)g/−1
(
LΨ
d/Ψ
)2
.
Proof. We contract each side of (10.1.2) againstLµXνAL
αXβB and use the decompositions (see Lemma 2.7.4)
(g−1)κλ = (g/−1)κλ − LκLλ − LκRλ −RκLλ = (g/−1)κλ − LκLλ − µ−1LκR˘λ − µ−1R˘κLλ. (10.1.5)
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to deduce that
RµναβL
µXνAL
αXβB =
1
2
{
−G/AB D2LLΨ +G/LAD2LBΨ +G/LB D2LAΨ−GLLD2ABΨ
}
(10.1.6)
+ 12µ
−1 {−GLLG/AB (LΨ)R˘Ψ +G/LAG/LB (LΨ)R˘Ψ}
+
(
G2(Frame)
G′(Frame)
)(
LΨ
d/Ψ
)2
+G2(Frame)g/−1
(
LΨ
d/Ψ
)2
.
In deriving (10.1.6), we used the fact that the terms arising from the last two lines on the right-hand side of
(10.1.2) generate harmless lower-order terms that are part of the last term on the right-hand side of (10.1.6).
The reason is that for the terms in these two lines, the λ, κ indices are contractions and not differentiations
of Ψ and hence we can use the decomposition (g−1)κλ = (g/−1)κλ − LκLλ − LκRλ − RκLλ. Our goal is
to show that the µ−1−containing terms on the second line of (10.1.6) are canceled by corresponding terms
in first line, so that the sum of the first two lines contains no such terms. To this end, we use Lemmas 3.2.1
and 4.1.1 to deduce
D2LLΨ = LLΨ−
1
2µ
−1GLL(LΨ)R˘Ψ +G(Frame)(LΨ)2, (10.1.7)
D2LAΨ = d/ALΨ−
1
2µ
−1G/LA (LΨ)R˘Ψ− χ BA d/BΨ +G(Frame)
(
LΨ
d/Ψ
)
LΨ, (10.1.8)
D2ABΨ = ∇/ 2ABΨ−
1
2µ
−1G/AB (LΨ)R˘Ψ− µ−1χABR˘Ψ +G(Frame)
(
LΨ
d/Ψ
)
LΨ. (10.1.9)
Inserting these identities into (10.1.6), we observe the desired cancellations and thus arrive at (10.1.4).
We now show that up to lower-order terms, (g/−1)ABRLALB can be written as a perfect L derivative
of the first derivatives of Ψ. This is the key step that will allow us to avoid losing derivatives in our es-
timates of the top-order derivatives of the eikonal function u. This structure played a fundamental role in
Christodoulou’s work [11]. Before [11], Klainerman and Rodnianski had previously used this structure in
their proof of low regularity well-posedness results for quasilinear wave equations [24].
Corollary 10.1.3 (The key identity verified by the curvature component (g/−1)ABRLALB). Assume that
g(Ψ)Ψ = 0. Then the curvature component µ(g/−1)ABRLALB can be expressed as a perfect L derivative
plus lower order terms with a favorable structure as follows:
µ(g/−1)ABRLALB = L
{
−GLLR˘Ψ− 12µG/
A
A LΨ−
1
2µGLLLΨ + µG/
A
L d/AΨ
}
+ A, (10.1.10)
where A has the following schematic structure:
A =
1∑
p=0
(
G2(Frame)g/
−1
G′(Frame)
)
(g/−1)p
 µLΨR˘Ψ
µd/Ψ
( LΨ
d/Ψ
)
. (10.1.11)
Furthermore, without assuming g(Ψ)Ψ = 0, we have
(g/−1)ABRLALB =
(Lµ)
µ
trg/χ+ L
{
−12G/
A
A LΨ−
1
2GLLLΨ +G/
A
L d/AΨ
}
− 12GLL∆/Ψ +B, (10.1.12)
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whereB has the following schematic structure:
B = G(Frame)trg/χLΨ +
1∑
p=0
(
G2(Frame)g/
−1
G′(Frame)
)
(g/−1)p
(
LΨ
d/Ψ
)2
. (10.1.13)
Proof. We first prove (10.1.10). To proceed, we contract (10.1.4) against µ(g/−1)AB to deduce that
µ(g/−1)ABRLALB = −12µG/
A
A L(LΨ) + µG/
A
L d/ALΨ−
1
2µGLL∆/Ψ (10.1.14)
+ 12GLLtrg/χR˘Ψ− µG/
A
L χ
B
A d/BΨ
+
1∑
p=0
(
G2(Frame)g/
−1
G′(Frame)
)
(g/−1)p
(
µLΨ
µd/Ψ
)(
LΨ
d/Ψ
)
.
Using Cor. 3.6.6, the identityLµ = G(Frame)
(
µLΨ
R˘Ψ
)
(that is, Lemma 3.2.1), and the identitiesL/Lg/AB =
2χAB and (L/Lg/−1)AB = −2χAB, we rewrite the first two terms on the right-hand side of (10.1.14) as
−12G/
A
A L(LΨ) = −
1
2L
{
µG/ AA LΨ
}
+
1∑
p=0
(
G2(Frame)g/
−1
G′(Frame)
)
(g/−1)p
 µLΨR˘Ψ
µd/Ψ
( LΨ
d/Ψ
)
, (10.1.15)
µG/ AL d/ALΨ = L
{
µG/ AL d/AΨ
}
+ µG/ AL χ
B
A d/BLΨ (10.1.16)
+
1∑
p=0
(
G2(Frame)g/
−1
G′(Frame)
)
(g/−1)p
 µLΨR˘Ψ
µd/Ψ
( LΨ
d/Ψ
)
.
Furthermore, from Cor. 3.6.6 and (4.3.1a), we deduce that the third term on the right-hand side of
(10.1.14) can be rewritten as
1
2µGLL∆/Ψ =
1
2L
{
GLL(µLΨ + 2R˘Ψ)
}
+ 12GLLtrg/χR˘Ψ +
(
G2(Frame)g/
−1
G′(Frame)
) µLΨR˘Ψ
µd/Ψ
( LΨ
d/Ψ
)
.
(10.1.17)
Inserting (10.1.15), (10.1.16), and (10.1.17) into (10.1.14), we deduce the desired identities (10.1.10)
and (10.1.11).
To prove (10.1.12), we repeat the above argument, but we do not use equation (10.1.17) to substitute for
the ∆/Ψ term on the right-hand side of (10.1.14). This results in the presence of the term 12µ−1GLLtrg/χR˘Ψ,
which arises from the first term on the second line of (10.1.14), on the right-hand side of (10.1.12). Using
Lemma 3.2.1, we can rewrite this term as µ−1(Lµ)trg/χ plus a term that is schematically of the form of the
right-hand side of (10.1.13). This explains the origin of the first term on the right-hand side of (10.1.12).
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10.2 Full modification for trg/χ(Small)
We now define our fully modified version of trg/χ(Small).
Definition 10.2.1 (Lowest-order fully modified version of trg/χ(Small)). We define
X := µtrg/χ(Small) + X, (10.2.1a)
X := −GLLR˘Ψ− 12µG/
A
A LΨ−
1
2µGLLLΨ + µG/
A
L d/AΨ. (10.2.1b)
In the next corollary, we derive the transport equation verified byX .
Corollary 10.2.1 (The key “Raychaudhuri-type” transport equation verified by the fully modified
version of trg/χ(Small)). Assume thatg(Ψ)Ψ = 0. LetX be the fully modified quantity defined in (10.2.1a),
and letA be the inhomogeneous term defined in (10.1.11). ThenX verifies the following transport equation:
LX = 2(Lµ)trg/χ−
1
2µ(trg/χ)
2 − 21
%
Lµ+ 2 1
%2
µ− µ|χˆ(Small)|2 − A. (10.2.2)
Proof. From the identity χAB = g(DAL,XB), the fact that [L,XA] = 0, the Def. 10.1.1 of the Riemann
curvature tensor, the torsion-free property DLXB = DBL of D , and Lemma 4.1.1, we deduce
L/LχAB = L(χAB) = L[g(DAL,XB)] = g(DL(DAL), XB) + g(DAL,DLXB) (10.2.3)
= g(DA(DLL), XB)−RLALB + g(DAL,DBL)
= (Lµ)
µ
χAB + χ CA χBC −RLALB.
Contracting the left-hand and right-hand sides of (10.2.3) with (g/−1)AB, multiplying by µ, and using the
identity (L/Lg/−1)AB = −2χAB, we deduce
µLtrg/χ = (Lµ)trg/χ− µ|χ|2 − µ(g/−1)ABRLALB. (10.2.4)
From Cor. 10.1.3, we deduce that the last term on the right-hand side of (10.2.4) can be expressed as
µ(g/−1)ABRLALB = LX+A. Equation (10.2.2) now follows from the decompositions χ = %−1g/+χ(Small),
|χ|2 = 12(trg/χ)2 + |χˆ(Small)|2, trg/χ = 2%−1 + trg/χ(Small), the identity L% = 1, and straightforward calcula-
tions.
In the next lemma, we reveal the structure of the equation that arises after commuting the modified
equation (10.2.2) with one spatial commutation vectorfield S ∈ S . The proof is somewhat delicate because
we have to carefully identify some important cancellations.
Lemma 10.2.2 (The transport equation for the fully modified version of Strg/χ(Small)). Assume that
g(Ψ)Ψ = 0. Let S ∈ S be a spatial commutation vectorfield (see Def. 6.1.2), and let X be the quantity
defined in (10.2.1b). We define
(S)X := µStrg/χ(Small) + SX. (10.2.5)
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Then the fully modified quantity (S)X verifies the following transport equation:
L(S)X = −trg/χ(S)X + µ[L, S]trg/χ(Small) + 2(Lµ)Strg/χ(Small) +
1
2 trg/χSX− S(µ|χˆ
(Small)|2) + (S)I,
(10.2.6)
where the inhomogeneous term (S)I is equal to
(S)I = −SA+ 12 trg/χS
=2Lµ+X︷ ︸︸ ︷{
−32µGLLLΨ− 2µGLR˘LΨ−
1
2µG/
A
A LΨ + µG/
A
L d/AΨ
}
(10.2.7)
− (Sµ)
{
Ltrg/χ
(Small) + 21
%
trg/χ
(Small) + 12(trg/χ
(Small))2
}
+ [L, S]X− 2 1
%2
(Lµ)S%+ 2µ 1
%2
trg/χ
(Small)S%,
and A is the inhomogeneous term defined in (10.1.11).
Proof. We apply S to both sides of (10.2.2). Clearly, the last term on the right-hand side of (10.2.2) gives
rise to the first term on the right-hand side of (10.2.7). In our analysis of the remaining terms, we will
draw boxes around the important terms that appear explicitly on either the left-hand or right-hand sides of
equation (10.2.6); the remaining terms are error terms that are by definition part of (S)I.
Referring to definitions (10.2.1a) and (10.2.5), we compute that the term SLX arising from the left-
hand side of (10.2.2) can be written as
L(S)X + µ[S,L]trg/χ(Small) + [S,L]X+ (Sµ)Ltrg/χ(Small) + (SLµ)trg/χ(Small). (10.2.8)
Using the decomposition trg/χ = 2%−1 + trg/χ(Small), we compute that the term 2S[(Lµ)trg/χ] arising
from the right-hand side of (10.2.2) can be written as
2(Lµ)Strg/χ(Small) −
4
%2
(Lµ)S%+ 2(SLµ)trg/χ. (10.2.9)
Referring to definition (10.2.5) and using the decomposition trg/χ = 2%−1 + trg/χ(Small), we compute
that the term −12S[µ(trg/χ)2] arising from the right-hand side of (10.2.2) can be written as
−trg/χ(S)X + trg/χSX +
4
%3
µS%+ 2
%2
µtrg/χ
(Small)S% (10.2.10)
− 2 1
%2
Sµ− 21
%
trg/χ
(Small)Sµ− 12(Sµ)(trg/χ
(Small))2.
We now explicitly place exactly half of the second term trg/χSX in (10.2.10) on the right-hand side of
(10.2.6). The other half is added to half of the last term on the right-hand side of (10.2.9) (that is, (SLµ)trg/χ)
and the sum is placed on the right-hand side of (10.2.7) as the second term. We then use equations (3.2.1)
and (10.2.1b) to put this sum into the form that appears on the right-hand side of (10.2.7) (the important
point is the cancellation of the factors GLLR˘Ψ). The remaining part (SLµ)trg/χ of the last term on the right-
hand side of (10.2.9) is completely canceled by the last term on the right-hand side of (10.2.8) (which gets
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multiplied by−1 when it is moved over to the right-hand side of (10.2.6)) and the last term on the right-hand
side of (10.2.11) below (the cancellation occurs because of the identity trg/χ = 2%−1 + trg/χ(Small)).
We compute that the term −2S[ 1%Lµ] arising from the right-hand side of (10.2.2) can be written as
2 1
%2
(Lµ)S%− 21
%
SLµ. (10.2.11)
We compute that the term 2S[ 1
%2µ] arising from the right-hand side of (10.2.2) can be written as
2 1
%2
Sµ− 4 1
%3
µS%. (10.2.12)
The term −S[µ|χˆ(Small)|2] arising from the right-hand side of (10.2.2) appears manifestly on the right-
hand side of (10.2.6).
Combining (10.2.8), (10.2.9), (10.2.10), and (10.2.11), taking into account the remarks made just below
(10.2.10) and the previous sentence, and carrying out straightforward computations, we arrive at the desired
equations (10.2.6) and (10.2.7).
We now define higher-order versions of the fully modified quantityX . We use the top-order version to
close our top-order L2 estimates corresponding to the timelike multiplier T.
Definition 10.2.2 (Fully modified version of the pure spatial derivatives of trg/χ(Small)). Let S N be an
N th order pure spatial commutation vectorfield operator (see Def. 6.1.2), and let X be the quantity defined
in (10.2.1b). We define the fully modified function (S
N )X as follows:
(SN )X := µS N trg/χ(Small) +S NX. (10.2.13)
In the next proposition, we reveal the structure of the equation that arises after commuting equation
(10.2.2) withS N .
Proposition 10.2.3 (The transport equation for the fully modified version of S N trg/χ(Small)). Assume
that g(Ψ)Ψ = 0. Consider an N th order pure spatial commutation vectorfield operator of the formS N =
S N−1S (see Def. 6.1.2), and let (SN )X and X be the corresponding quantities defined in (10.2.13) and
(10.2.1b). Then the fully modified quantity (S
N )X verifies the following transport equation:
L(S
N )X −
{
2Lµ
µ
− trg/χ
}
(SN )X =
{1
2 trg/χ− 2
Lµ
µ
}
S NX (10.2.14)
+ µ[L,S N ]trg/χ(Small) − 2µχˆ(Small)##L/NS χˆ(Small) + (S
N )I,
where (S
N )I is the inhomogeneous term
(SN )I := S N−1(S)I+ [L,S N−1]SX (10.2.15)
− [S N−1,µtrg/χ]Strg/χ(Small) +
1
2[S
N−1, trg/χ]SX
+ [S N−1, Lµ]
(
Strg/χ
(Small)
)
− [S N−1,µ]
(
SLtrg/χ
(Small)
)
+
{
2µχˆ(Small)##L/NS χˆ(Small) −S N (µχˆ(Small)##χˆ(Small))
}
,
and (S)I is the term given by (10.2.7).
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Proof. We applyS N−1 to the transport equation (10.2.6) for (S)X . Clearly, the last term on the right-hand
side of (10.2.6) gives rise to the first term on the right-hand side of (10.2.15). In our analysis of the remaining
terms, we draw boxes around the important terms that appear explicitly on either the left-hand or right-hand
sides of equation (10.2.14); the remaining terms are either canceled by other terms or are error terms that
are by definition part of (S
N )I. To begin, we consider definitions (10.2.5) and (10.2.13) and compute that
the corresponding left-hand side ofS N−1 applied to (10.2.6) (that is,S N−1L(S)X ) can be written as
L(S
N )X + µ[S N , L]trg/χ(Small) + [S N−1, Lµ]
(
Strg/χ
(Small)
)
+ [S N−1,µ]
(
LStrg/χ
(Small)
)
(10.2.16)
+ µS N−1
(
[L, S]trg/χ(Small)
)
+ [S N−1, L]SX.
The term −S N−1(trg/χ(S)X ) arising from the right-hand side of (10.2.6) can be written as
− trg/χ(S
N )X − [S N−1,µtrg/χ]Strg/χ(Small). (10.2.17)
The termS N−1
{
µ[L, S]trg/χ(Small)
}
arising from the right-hand side of (10.2.6) can be written as
µS N−1
(
[L, S]trg/χ(Small)
)
+ [S N−1,µ]
(
[L, S]trg/χ(Small)
)
. (10.2.18)
The term 2S N−1{(Lµ)Strg/χ(Small)} arising from the right-hand side of (10.2.6) can be written as
2Lµ
µ
(SN )X − 2Lµ
µ
S NX + 2[S N−1, Lµ]Strg/χ(Small). (10.2.19)
The term 12S
N−1(trg/χSX) arising from the right-hand side of (10.2.6) can be written as
1
2 trg/χS
NX + 12[S
N−1, trg/χ]SX. (10.2.20)
The term −S N−1S(µ|χˆ(Small)|2) arising from the right-hand side of (10.2.6) can be written as
− 2µχˆ(Small)##L/NS χˆ(Small) +
{
2µχˆ(Small)##L/NS χˆ(Small) −S N (µχˆ(Small)##χˆ(Small))
}
. (10.2.21)
Combining (10.2.16), (10.2.17), (10.2.18), (10.2.19), (10.2.20), and (10.2.21), we deduce the desired
equations (10.2.14) and (10.2.15).
10.3 Partial modification of trg/χ(Small)
To close our top-order L2 estimates involving the Morawetz multiplier K˜, we need to use the partially
modified version of trg/χ(Small) given in the next definition. The modified quantity allows us to avoid certain
spacetime error integrals with damaging time growth.
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Definition 10.3.1 (Lowest-order partially modified version of trg/χ(Small)). We define the scalar-valued
functions X˜ and X˜ as follows:
X˜ := trg/χ(Small) + X˜, (10.3.1a)
X˜ := −12G/
A
A LΨ−
1
2GLLLΨ +G/
A
L d/AΨ. (10.3.1b)
In the next lemma, we derive the transport equation verified by X˜ .
Lemma 10.3.1 (The transport equation verified by the partially modified version of trg/χ(Small)). Let
X˜ be the partially modified quantity defined in (10.3.1a), and let B be the term defined in (10.1.13). Then
%2X˜ verifies the following transport equation:
L(%2X˜ ) = −12%
2GLL∆/Ψ− %2|χ(Small)|2 − %2B. (10.3.2)
Proof. From equations (10.1.12) and (10.2.4), we deduce that
L
{
trg/χ−
1
2G/
A
A LΨ−
1
2GLLLΨ +G/
A
L d/AΨ
}
= −12GLL∆/Ψ +B− |χ|
2. (10.3.3)
The desired equation (10.3.2) now follows from (10.3.3), the decompositions χ = %−1g/+ χ(Small), |χ|2 =
1
2(trg/χ)2 + |χˆ(Small)|2, trg/χ = 2%−1 + trg/χ(Small), the fact that L% = 1, and from straightforward computa-
tions.
We now define higher-order versions of X˜ and X˜.
Definition 10.3.2 (Partially modified version ofZ N trg/χ(Small)). We define the partially modified function
(Z N )X˜ as follows:
(Z N )X˜ := Z N trg/χ(Small) + (Z
N )X˜, (10.3.4a)
(Z N )X˜ := −12G/
A
A LZ
NΨ− 12GLLLZ
NΨ +G/ AL d/AZ
NΨ. (10.3.4b)
In the next lemma, we derive the transport equation verified by (S
N−1)X˜ .
Lemma 10.3.2 (The transport equation verified by the partially modified version ofS N−1trg/χ(Small)).
Let S N−1 be an (N − 1)st order pure spatial commutation vectorfield operator and let (SN−1)X˜ be the
partially modified quantity defined in (10.3.4a). Then (S
N−1)X˜ verifies the following transport equation:
L(%2(SN−1)X˜ ) = −12%
2GLL∆/S N−1Ψ + (S
N−1)B, (10.3.5)
where the inhomogeneous term (S
N−1)B is given by
(SN−1)B = −S N−1(%2B)−S N−1(%2|χ(Small)|2) (10.3.6)
− 12[%
2GLL,S
N−1]∆/Ψ− 12%
2GLL[S N−1,∆/ ]Ψ + [L,S N−1](%2trg/χ(Small))
+ [L,S N−1](%2X˜) + L
{
[%2,S N−1]trg/χ(Small)
}
+ L
{
%2(S
N−1)X˜−S N−1(%2X˜)
}
,
B is defined in (10.1.13), X˜ is defined in (10.3.1b), and (S
N−1)X˜ is defined in (10.3.4b).
Proof. We apply S N−1 to each side of equation (10.3.2) and perform several straightforward operator
commutations.
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10.4 Partial modification of d/µ
This section complements Sect. 10.3. Specifically, we define partially modified versions of d/µ in order to
close our top-order L2 estimates corresponding to the multiplier K˜. We start by providing the definition of
the lowest order partially modified version of d/µ.
Definition 10.4.1 (Lowest order partially modified version of d/µ). We define the St,u one-forms M˜ and
M˜ as follows:
M˜ := d/µ+ M˜, (10.4.1a)
M˜ := 12µGLLd/Ψ + µGLRd/Ψ. (10.4.1b)
In the next lemma, we derive the transport equation verified by M˜ .
Lemma 10.4.1 (The transport equation verified by the partially modified version of d/µ). Let M˜ be the
partially modified St,u one-form defined in (10.4.1a). Then M˜ verifies the following transport equation:
L/LM˜ =
1
2GLLd/R˘Ψ + J (10.4.2)
where the St,u one-form J has the following schematic form:
J =
(
µLΨ
R˘Ψ
)
d/G(Frame) + µ(LG(Frame))d/Ψ +G2(Frame)
(
µLΨ
R˘Ψ
)
d/Ψ +G(Frame)(LΨ)d/µ,
(10.4.3)
and no St,u tensors such as G/L are present in the G(Frame) term on the right-hand side of (10.4.3) (that is,
only scalar-valued functions such as GLR are present).
Proof. We apply d/ to equation (3.2.1) and use Lemma 7.2.1 to rewrite the left-hand side as d/Lµ = L/Ld/µ.
We now address the terms that arise when d/ falls on the term 12GLLR˘Ψ from the right-hand side of (3.2.1).
We explicitly place the term 12GLLd/R˘Ψ on the right-hand side of (10.4.2), while the term
1
2(d/GLL)R˘Ψ is
part of the inhomogeneous term (10.4.3).
We now address the terms that arise when d/ falls on the terms −12µGLLLΨ and −µGLRLΨ from
the right-hand side of (3.2.1). When d/ falls on µ or G(Frame), we consider these terms to be part of the
inhomogeneous term (10.4.3). When d/ falls on LΨ, we use Lemma 7.2.1 to commute the L derivative
all the way out, and then move the terms −12L/L(µGLLd/Ψ) and −L/L(µGLRd/Ψ) to the left-hand side; the
products underneath the L/L differentiation are part of the quantity M˜ . The commutator terms are included
in the inhomogeneous term (10.4.3), and we use the equation (3.2.1) to replace all instances of Lµ with the
right-hand side of (3.2.1). Lemma 10.4.1 thus follows.
We now define higher-order versions of M˜ and M˜.
Definition 10.4.2 (Partially modified version of d/Z Nµ). We define the partially modified St,u one-form
(Z N )M˜ as follows:
(Z N )M˜ := d/Z Nµ+ (Z N )M˜ , (10.4.4a)
(Z N )M˜ := 12µGLLd/Z
NΨ + µGLRd/Z NΨ. (10.4.4b)
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In the next lemma, we derive the transport equation verified by (S
N−1)M˜ .
Lemma 10.4.2 (The transport equation verified by the partially modified version of d/S N−1µ). Let
S N−1 be an (N − 1)st order pure spatial commutation vectorfield operator and let (SN−1)M˜ be the par-
tially modified St,u one-form defined in (10.4.4a). Then (S
N−1)M˜ verifies the following transport equation:
L/L(S
N−1)M˜ = 12GLLd/S
N−1R˘Ψ + (SN−1)J, (10.4.5)
where the St,u one-form (S
N−1)J is given by
(SN−1)J = L/N−1S J+
1
2[L/
N−1
S , GLL]d/R˘Ψ + [L/L,L/N−1S ]d/µ+ [L/L,L/N−1S ]M˜ (10.4.6)
+ L/L
{
(SN−1)M˜ − L/N−1S M˜
}
,
the St,u one-form M˜ is defined in (10.4.1b), the St,u one-form J is defined in (10.4.3), and the St,u one-form
(SN−1)M˜ is defined in (10.4.4b).
Proof. We apply L/N−1S to each side of equation (10.4.2) and perform several straightforward operator com-
mutations.
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11
Small Data, C0 Bootstrap Assumptions, and
First Pointwise Estimates
Starting in Chapter 11, we assume that Ψ verifies g(Ψ)Ψ = 0 on a spacetime regionMT(Bootstrap),U0 . We
first define the size of the data. We then state our fundamental positivity bootstrap assumption for µ, our C0
bootstrap assumptions for Ψ and its lower-order derivatives, and our auxiliary C0 bootstrap assumptions for
µ, Li(Small), and χ
(Small) and their lower-order derivatives onMT(Bootstrap),U0 . We then use these bootstrap
assumptions to derive C0 and pointwise estimates for various quantities and their derivatives with respect
to the commutation vectorfields Z ∈ Z . The estimates that we derive in this section are tedious but not too
difficult; we derive related, but more difficult, estimates in Chapters 12 and 14-16.
Remark 11.0.1 (Suppression of the independent variables). Throughout the remainder of the monograph,
we state many of our pointwise estimates in the form
|f1| . h(t, u)|f2| (11.0.1)
for some function h. To avoid cluttering the notation, we use the convention that unless we indicate other-
wise, in such inequalities, both f1 and f2 are evaluated at the point with geometric coordinates (t, u, ϑ).
11.1 Ψ solves the wave equation
We recall that until Sect. 22.2, U0 denotes a fixed parameter that verifies 0 < U0 < 1. We are primarily
interested in the nontrivial portion of the future development of the portion of the data lying in the exterior of
S0,U0 . That is, we are interested in a spacetime region of the formMT(Bootstrap),U0 , where T(Bootstrap) > 0
(see Def. 2.2.3). Until Appendix A, we assume that on MT(Bootstrap),U0 , Ψ is a solution to the covariant
wave equation (1.2.1), that is, that
g(Ψ)Ψ = 0.
We also assume that the metric verifies gµν(Ψ) = mµν + g(Small)µν (Ψ) and g(Small)µν (0) = 0, as stated in
(1.2.5) and (1.2.7).
Remark 11.1.1 (The constants can depend onU0). Throughout our analysis, some of the explicit constants
“C” and the implicit constants tied to the notation “.” depend on U0.
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11.2 Small data
In this section, we define the size of the data for the covariant wave equation g(Ψ)Ψ = 0.
Definition 11.2.1 (Definition of the size of the data). Let (Ψ˚ := Ψ|Σ0 , Ψ˚0 := ∂tΨ|Σ0) be initial data for
the covariant wave equation (1.2.1) that are compactly supported in the Euclidean unit ball Σ10 (see (2.2.2)
and Def. 2.2.3). We define the size of the data as follows:
˚ := ‖Ψ˚‖H25e (Σ10) + ‖Ψ˚0‖H24e (Σ10). (11.2.1)
In (11.2.1), HNe is the standard Euclidean Sobolev space involving rectangular spatial derivatives along Σ10.
Preliminary small data assumption
We make the following assumption throughout our analysis:
˚ ≤ ε, (11.2.2)
where ε is the number appearing in bootstrap assumptions of Sects. 11.4.1 and 11.4.2.
11.3 Fundamental positivity bootstrap assumption for µ
We make the following bootstrap assumption for the solution onMT(Bootstrap),U0 :
µ > 0 on MT(Bootstrap),U0 . (BAµ > 0)
The bootstrap assumption (BAµ > 0) implies that no shock is present in the regionMT(Bootstrap),U0 .
11.4 C0 bootstrap assumptions
Our quantitative bootstrap assumptions involve a small parameter ε > 0. Throughout our analysis, we adjust
the smallness of ε as necessary.
11.4.1 Fundamental C0 bootstrap assumptions
Our fundamental C0 bootstraps assumption for Ψ are:
‖Z ≤13Ψ‖C0(Σut ), ‖%LZ ≤12Ψ‖C0(Σut ), ‖%d/Z ≤12Ψ‖C0(Σut ) ≤
ε
1 + t , (t, u) ∈ [0, T(Bootstrap))× [0, U0].
(BAΨ)
Remark 11.4.1 (The role of Sobolev embedding). Much later in the monograph, we use Sobolev embedding-
type estimates to derive an improvement of (BAΨ). The improvement is based on Cor. 17.2.2.
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11.4.2 Auxiliary bootstrap assumptions
Let µ, Li(Small), R
i
(Small), and χ
(Small) be the quantities from Definitions 2.3.2 and 3.3.1. Our auxiliary C0
bootstraps for these quantities are:
‖Z ≤12(µ− 1)‖C0(Σut ) ≤ ε1/2 ln(e+ t), (t, u) ∈ [0, T(Bootstrap))× [0, U0],
(AUXµ)
‖Z ≤12Li(Small)‖C0(Σut ), ‖Z ≤12Ri(Small)‖C0(Σut ) ≤ ε1/2
ln(e+ t)
1 + t , (t, u) ∈ [0, T(Bootstrap))× [0, U0],
(AUXL(Small))
‖L/≤11Z χ(Small)‖C0(Σut ) ≤ ε1/2
ln(e+ t)
(1 + t)2 , t ∈ (t, u) ∈ [0, T(Bootstrap))× [0, U0].
(AUXχ)
Remark 11.4.2 (Improving the auxiliary bootstrap assumptions). Already within Chapter 11, we derive
estimates showing that the bootstrap assumptions (AUXµ), (AUXL(Small)), and (AUXχ) in fact hold
with
√
ε replaced by Cε; see Cor. 11.27.2. It is in this sense that we consider these bootstrap assumptions
to be “auxiliary.”
Remark 11.4.3 (Conventions for repeated differentiation). In this section, we often use the conventions
for repeated differentiation described in Sect. 7.3.
11.5 Basic estimates for the geometric radial variable
In this section, we derive some simple pointwise and commutator estimates involving the geometric radial
variable % = 1− u+ t.
Lemma 11.5.1 (Basic estimates for the geometric radial variable % = 1 − u + t). There exists a
(U0−dependent) constant C > 1 such that for 0 ≤ u ≤ U0, we have the following comparison estimates:
C−1(1 + t) ≤ %(t, u) ≤ 1 + t. (11.5.1)
Furthermore, the following identities hold, where Z is the set of commutation vectorfields from defini-
tion (6.1.1):
L% = −R˘% = 1, O% = 0, (11.5.2a)
Z N% ∈ {0,−1, %} (11.5.2b)
Furthermore, if ξ is any St,u tensorfield, M is an integer (not necessarily positive), and 1 ≤ N ≤ 24 is
an integer, then we have the following commutator estimates:∣∣∣[L/NZ , %]ξ∣∣∣ . % ∣∣∣L/≤N−1Z ξ∣∣∣ , (11.5.3a)∣∣∣L{[L/NZ , %M ]ξ}∣∣∣ . ∣∣∣L/L {%ML/≤N−1Z ξ}∣∣∣+ 1%2
∣∣∣%ML/≤N−1Z ξ∣∣∣ . (11.5.3b)
Proof. The first two identities in (11.5.2a) follow from Lemmas 2.3.1 and 2.3.2. The identity O% = 0 is
trivial because O is St,u−tangent. The identity (11.5.2b) then follows from the definition (6.1.1) of Z .
Inequalities (11.5.3a) and (11.5.3b) follow easily from (11.5.2a) and (11.5.2b).
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Remark 11.5.1 (Silent use of %(t, u) ≈ 1 + t). Throughout the remainder of the monograph, we often use
the estimate (11.5.1) without explicitly mentioning it.
11.6 Basic estimates for rectangular spatial coordinate functions
In this section, we derive some simple pointwise estimates involving the rectangular spatial coordinate
functions xi and the radial coordinate r.
Lemma 11.6.1 (Basic estimates for the rectangular spatial coordinate functions xi and r). Let xi,
(i = 1, 2, 3), be the rectangular spatial coordinate functions and let r =
√∑3
a=1(xa)2 be the standard
Euclidean radial coordinate. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is
sufficiently small, then the following pointwise estimates hold onMT(Bootstrap),U0 :
|xi| ≤
(
1 + Cε1/2 ln(e+ t)1 + t
)
%, (11.6.1a)∣∣∣∣r% − 1
∣∣∣∣ ≤ Cε1/2 ln(e+ t)1 + t . (11.6.1b)
Furthermore, the following estimates hold onMT(Bootstrap),U0 :
|d/xi| ≤ 1 + Cε 11 + t . (11.6.2)
Proof. To prove (11.6.1b), we first use (1.2.5), (2.3.12c), and (3.3.1b) to deduce the identity
r
%
=
√
1− 2δabRaRb(Small) − g
(Small)
ab R
aRb + δabRa(Small)Rb(Small). (11.6.3)
Using |xi| ≤ r and the bootstrap assumptions (BAΨ) and (AUXL(Small)), we deduce that
r
%
=
√√√√1 +O(ε1/2 ln(e+ t)1 + t r%
)
+O
(
ε
1
1 + t
r2
%2
)
+O
(
ε
ln2(e+ t)
(1 + t)2
)
. (11.6.4)
The desired estimate (11.6.1b) now follows easily from (11.6.4).
The estimate (11.6.1a) then follows from (11.6.1b) and the fact that |xi| ≤ r.
To prove (11.6.2), we first use (BAΨ) to deduce that |g
ij
− δij | = |g(Small)ij | . ε(1 + t)−1. Hence,
Taylor expanding the components of g−1 in terms of the components of g, we deduce that |(g−1)ij − δij | .
ε(1 + t)−1. Using this estimate and the fact that the magnitude of the angular differential of a function as
measured by g/ is no larger than the magnitude of its spatial differential as measured by g, we conclude the
desired estimate as follows:
|d/xi|2 ≤ |(g−1)ab∂axi∂bxi| = |(g−1)ii| ≤ 1 + Cε 11 + t . (11.6.5)
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11.7 Estimates for the rectangular components of the metrics and the St,u
projection
In this section, we derive pointwise estimates for the rectangular components of the metrics and the St,u
projection tensorfield.
Lemma 11.7.1 (Pointwise estimates for the rectangular components of the metrics and the St,u projec-
tion tensorfield). Let 0 ≤ N ≤ 24 be an integer. Let g/, g/−1, and Π/ be the St,u tensors from Defs. 2.2.4 and
2.9.1. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the
following pointwise estimates hold on the spacetime domainMT(Bootstrap),U0 for their non-zero rectangular
components (µ, ν = 0, 1, 2, 3 and i, j = 1, 2, 3) :∣∣∣∣∣∣∣∣Z
N
g
(Small)
µν︷ ︸︸ ︷
{gµν −mµν}
∣∣∣∣∣∣∣∣ ,
∣∣∣Z N {(g−1)µν − (m−1)µν}∣∣∣ . |Z ≤NΨ|, (11.7.1a)
∣∣∣Z N {(g−1)ij − δij}∣∣∣ . |Z ≤NΨ|, (11.7.1b)∣∣∣∣∣Z N
{
g/ij −
(
δij − x
ixj
%2
)}∣∣∣∣∣ . |Z ≤NΨ|+
3∑
a=1
∣∣∣Z ≤NLa(Small)∣∣∣ , (11.7.1c)
∣∣∣Z N {g/ij − (δij −RiRj)}∣∣∣ . |Z ≤NΨ|+ 3∑
a=1
∣∣∣Z ≤NLa(Small)∣∣∣ , (11.7.1d)∣∣∣∣∣Z N
{
(g/−1)ij −
(
δij − x
ixj
%2
)}∣∣∣∣∣ . |Z ≤NΨ|+
3∑
a=1
∣∣∣Z ≤NLa(Small)∣∣∣ , (11.7.1e)
∣∣∣Z N {(g/−1)ij − (δij −RiRj)}∣∣∣ . |Z ≤NΨ|+ 3∑
a=1
∣∣∣Z ≤NLa(Small)∣∣∣ , (11.7.1f)∣∣∣∣∣Z N
{
Π/ ij −
(
δ ij −
xixj
%2
)}∣∣∣∣∣ . |Z ≤NΨ|+
3∑
a=1
∣∣∣Z ≤NLa(Small)∣∣∣ . (11.7.1g)
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Furthermore, the following estimates hold:∥∥∥∥∥∥∥∥Z
≤13
g
(Small)
µν︷ ︸︸ ︷
{gµν −mµν}
∥∥∥∥∥∥∥∥
C0(Σut )
,
∥∥∥Z ≤13 {(g−1)µν − (m−1)µν}∥∥∥
C0(Σut )
. ε 11 + t , (11.7.2a)
∥∥∥Z ≤13 {(g−1)ij − δij}∥∥∥
C0(Σut )
. ε 11 + t , (11.7.2b)∥∥∥∥∥Z ≤12
{
g/ij −
(
δij − x
ixj
%2
)}∥∥∥∥∥
C0(Σut )
. ε1/2 ln(e+ t)1 + t , (11.7.2c)∥∥∥Z ≤12 {g/ij − (δij −RiRj)}∥∥∥
C0(Σut )
. ε1/2 ln(e+ t)1 + t , (11.7.2d)∥∥∥∥∥Z ≤12
{
(g/−1)ij −
(
δij − x
ixj
%2
)}∥∥∥∥∥
C0(Σut )
. ε1/2 ln(e+ t)1 + t , (11.7.2e)∥∥∥Z ≤12 {(g/−1)ij − (δij −RiRj)}∥∥∥
C0(Σut )
. ε1/2 ln(e+ t)1 + t , (11.7.2f)∥∥∥∥∥Z ≤12
{
Π/ ij −
(
δ ij −
xixj
%2
)}∥∥∥∥∥
C0(Σut )
. ε1/2 ln(e+ t)1 + t . (11.7.2g)
Finally, the following pointwise estimates hold onMT(Bootstrap),U0 :
|g/ij | ,
∣∣∣(g/−1)ij∣∣∣ , ∣∣∣Π/ ij ∣∣∣ ≤ 1 + Cε1/2. (11.7.3)
In the above estimates, δij , δ ij , and δ
ij are all standard Kronecker deltas.
Proof. Recall that gµν = δµν + g(Small)µν (Ψ), where g(Small)µν (·) is smooth and verifies g(Small)µν (0) = 0. The
inequalities in (11.7.1a) thus follow easily. (11.7.2a) then follows from (11.7.1a) and (BAΨ). The proofs
of (11.7.1b) and (11.7.2b) are similar.
To prove (11.7.1e) we first use (2.7.7c) to expand (g/−1)ij = (g−1)ij+LiLj+LiRj+RiLj .We next use
Def. 3.3.1 and (3.3.3) to expand Li = %−1xi +Li(Small) and Ri = −%−1xi−Li(Small)− (g−1)0i. Inequality
(11.7.1e) now easily follows from these expansions and the estimates (11.7.1a) and (11.7.1b). (11.7.2e) then
follows from (11.7.1e), (BAΨ), and (AUXL(Small)).
The proofs of the remaining inequalities are very similar, and we omit the details.
Corollary 11.7.2 (Comparison between the norms of St,u tensors and the size of their rectangular
components). Let be ξ any St,u tensor. Then under the small-data and bootstrap assumptions of Sects. 11.1-
11.4, the following comparison estimates hold onMT(Bootstrap),U0 :
|ξ| ≈
∑
|ξRectangular|, (11.7.4)
where the left-hand side is as in Def. 2.13.1 and the sum on the right-hand side is taken over the components
of ξ relative to the spatial rectangular coordinate frame.
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Proof. We give the proof in the case that ξ is an St,u one-form. The proof will generalize in an obvious
fashion to the case of general St,u tenors. We first recall that |ξ|2 = (g/−1)abξaξb. Hence, by the estimate
(11.7.3) for the rectangular components of g/−1, we have |ξ|2 . ∑3a=1 |ξa|2, which easily implies that the
left-hand side of (11.7.4) is . the right-hand side as desired.
To prove the reverse inequality, we first note that
∑3
a=1 |ξa|2 = δabξaξb. Using (11.7.2f), we see that
we can replace δab with (g/−1)ab plus an error term that is in magnitude . ε1/2 ln(e + t)(1 + t)−1 plus
tensorial products of the vector R that are completely annihilated because they are paired with copies of ξ.
We therefore deduce that
∣∣∣δabξaξb − |ξ|2∣∣∣ . δabξaξbε1/2 ln(e+ t)(1 + t)−1, from which we easily conclude
that the right-hand side of (11.7.4) is . the left-hand side as desired.
11.8 The behavior of quantities along Σ0
In this section, we provide quantitative estimates showing that when ˚ is small (see (11.2.1)), many other
quantities such as µ− 1, Li(Small), etc. are also small along Σ10.
Lemma 11.8.1 (All rectangular derivatives of Ψ are small along Σ10). Assume that g(Ψ)Ψ = 0, and let
˚ be the size of the data as defined in Def. 11.2.1. Then if ˚ is sufficiently small, we have
25∑
M=0
∥∥∥∂Mt Ψ∥∥∥
H25−Me (Σ10)
. ˚. (11.8.1)
In (11.8.1), HNe is the standard Euclidean Sobolev space involving order ≤ N rectangular spatial deriva-
tives along Σ10.
Proof. The cases M = 0, 1 in (11.8.1) follow directly from the definition of the size of the data. To deduce
(11.8.1) in the case M = 2, we use the wave equation to solve for ∂2t Ψ as follows:
∂2t Ψ = (g−1)ab∂a∂bΨ + 2(g−1)0a∂a∂tΨ +
1
2(g
−1)αβ(g−1)κλ {2Gακ∂βΨ−Gαβ∂κΨ} . (11.8.2)
The desired estimate (11.8.1) then follows from setting t = 0 in (11.8.2) and applying the standard Sobolev
calculus. To deduce (11.8.1) in the cases M ≥ 3, we repeatedly differentiate (11.8.2) with respect to t
and use the equations to express all higher-order time derivatives in terms of spatial derivatives of Ψ and
∂tΨ. The desired estimate (11.8.1) then follows from the standard Sobolev calculus at t = 0 as in the case
M = 2.
Lemma 11.8.2 (µ− 1, Li(Small), and Ξi are small along Σ10). Let
z :=
√
(g−1)abx
axb
r2
=
√
1 +
{
(g−1)ab − δab
} xaxb
r2
, (11.8.3)
where g is as defined in Def. 2.2.4. Then along the initial data hypersurface region Σ10, the following
identities hold (i = 1, 2, 3) :
µ−2 = 1 +
{
(g−1)ab − δab
} xaxb
r2
, (11.8.4a)
Li(Small) =
1
z
{
(g−1)ia − δia
} xa
r
+
{1
z
− 1
}
xi
r
− (g−1)0i, (11.8.4b)
Ξi =
{ 1
z2
− 1
}
(g−1)iax
a
r
+
{
(g−1)ia − δia
} xa
r
. (11.8.4c)
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Above, Ξ is the St,u−tangent vectorfield defined by (2.7.1).
In addition, under the hypotheses of Lemma 11.8.1, the following estimates hold:
25∑
M=0
‖∂Mt (µ− 1)‖H25−Me (Σ10) . ˚, (11.8.5a)
25∑
M=0
‖∂Mt Li(Small)‖H25−Me (Σ10) . ˚, (11.8.5b)
25∑
M=0
‖∂Mt Ξi‖H25−Me (Σ10) . ˚. (11.8.5c)
Above, HNe is the standard Euclidean Sobolev space involving order ≤ N rectangular spatial derivatives
along Σ10.
Proof. In this proof, the identities that we state hold along Σ10. In particular, we have u = 1−r (see (2.2.2)),
where r is the standard Euclidean radial variables on R3, and hence ∂iu = −xir . From this identity and
(2.3.15), we deduce (11.8.4a). Next, to prove (11.8.4b), we first use definition (3.3.1b), the identity (3.3.3),
the above calculations, and the fact that % = r along Σ10 to deduce that Li(Small) = −Ri(Small) − (g−1)0i =
z−1(g−1)ia xar − x
i
r − (g−1)0i. The desired identity (11.8.4b) follows easily from the previous equation.
Next, to prove (11.8.4c), we note that the geometric coordinates are constructed in such a way that along
Σ10, we have ∂∂u = −∂r, where ∂r is the standard Euclidean radial derivative. Also using (2.7.1), we deduce
that along Σ10, we have
Ξi = Ξxi = −∂rxi − R˘i = −x
i
r
− µRi = −x
i
r
+ z−2(g−1)iax
a
r
.
The desired identity (11.8.4c) thus follows.
The estimates (11.8.5a)-(11.8.5c) in the case M = 0 then follow from the identities (11.8.4a)-(11.8.4c),
the fact that (g−1)ij − δij and (g−1)0i are smooth scalar-valued functions of Ψ that vanish at Ψ = 0, the
estimate (11.8.1), and the standard Sobolev calculus. To obtain the desired estimates in the cases M ≥ 1,
we inductively use the evolution equations (2.7.2) (this equation needs to be rewritten relative to rectangular
coordinates), (3.2.1), and (3.4.1b) and equations (11.8.4a)-(11.8.4c) to solve for all time derivatives (includ-
ing higher-order ones) of µ, Li(Small), and Ξi in terms of the rectangular coordinate derivatives of Ψ and the
rectangular coordinate derivatives of the eikonal function u. Furthermore, along Σ10, u is a smooth function
of the spatial coordinates, while by using the eikonal equation (2.2.1), we can solve for the time derivatives
of u in terms of the rectangular spatial derivatives of Ψ and the rectangular spatial derivatives of u. The
desired estimates thus follow from the standard Sobolev calculus.
Lemma 11.8.3 (Various Sobolev norms are initially small). Under the hypotheses of Lemma 11.8.1, we
have the following estimates (i = 1, 2, 3) :∥∥∥Z ≤25Ψ∥∥∥
L2(Σ10)
,
∥∥∥Z ≤25(µ− 1)∥∥∥
L2(Σ10)
,
∥∥∥%Z ≤25Li(Small)∥∥∥L2(Σ10) ,
∥∥∥Z ≤25Ξi∥∥∥
L2(Σ10)
. ˚, (11.8.6a)∥∥∥Z ≤23Ψ∥∥∥
C0(Σ10)
,
∥∥∥Z ≤23(µ− 1)∥∥∥
C0(Σ10)
,
∥∥∥%Z ≤23Li(Small)∥∥∥C0(Σ10) ,
∥∥∥Z ≤23Ξi∥∥∥
C0(Σ10)
. ˚. (11.8.6b)
Above, ‖·‖L2(Σ10) is the Sobolev norm from (2.18.2b).
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Furthermore, we have the following estimates, where Ξ is the St,u−tangent vectorfield defined by (2.7.1)
and Ξ[ denotes the g/−dual of Ξ : ∥∥∥L/≤25Z Ξ∥∥∥L2(Σ10) ,
∥∥∥L/≤25Z Ξ[∥∥∥L2(Σ10) . ˚, (11.8.7a)∥∥∥L/≤23Z Ξ∥∥∥C0(Σ10) ,
∥∥∥L/≤23Z Ξ[∥∥∥C0(Σ10) . ˚. (11.8.7b)
Proof. Since d$ is equal to µ−1 times the volume form induced by g on Σ0, it follows that d$ =
µ−1detgdx1dx2dx3, where the determinant is taken relative to rectangular coordinates. From (11.8.5a)
and the fact that g
ij
= δij + g(Small)ij (Ψ), we deduce that along Σ0, µ−1detgdx1dx2dx3 is near-Euclidean
in the sense that
1− C˚ ≤ µ−1detg ≤ 1 + C˚. (11.8.8)
It follows that the norm ‖·‖L2(Σ10) is comparable to the standard Euclidean Sobolev norm ‖·‖L2e(Σ10) . Hence,
to deduce (11.8.6a), it suffices to prove the same inequalities using the standard Euclidean Sobolev norm
‖·‖L2e(Σ10) in place of ‖·‖L2(Σ10) . To this end, we completely expand Z
≤25(µ − 1) in terms of rectangular
coordinate derivatives and use the standard Sobolev calculus to deduce that
∥∥∥Z ≤25(µ− 1)∥∥∥
L2e(Σ10)
.
( 25∑
M=0
∥∥∥∂Mt (µ− 1)∥∥∥
H25−Me (Σ10)
)( 24∑
M=0
max
Z∈Z
3∑
α=0
∥∥∥∂Mt Zα∥∥∥
H24−Me (Σ10)
)25
.
(11.8.9)
Inequality (11.8.5a) implies that
∥∥∥∂Mt (µ− 1)∥∥∥
H25−Me (Σ10)
. ˚. Furthermore, from the identities %L0 =
%, %Li = xi + %Li(Small), (3.3.3), and (5.2.4), it follows that all of the rectangular components Zα (α =
0, 1, 2, 3) are smooth functions of the rectangular coordinate functions, Ψ, u, µ, and the rectangular com-
ponents Li(Small). It thus follows from the remarks made in the proof of Lemma 11.8.2 about how to esti-
mate the rectangular derivatives of u, the standard Sobolev calculus, (11.8.1), and (11.8.5a)-(11.8.5b) that∥∥∥∂Mt Zα∥∥∥
H25−Me (Σ10)
. 1. We have thus proved (11.8.6a) for µ − 1. The remaining three inequalities in
(11.8.6a) can be proved using a similar argument, and we omit the details. The estimates (11.8.6b) fol-
low in a similar fashion thanks to the standard Sobolev embedding estimate ‖f‖C0(Σ10) . ‖f‖H2e (Σ10) . The
estimates (11.8.7a) and (11.8.7b) for Ξ follow similarly. In particular, by Lemma 3.6.1, the projected Lie
derivatives of Ξ agree with standard Lie derivatives. Hence, |L/NZ Ξ|2 = g/ab(LNZ Ξa)LNZ Ξb and the computa-
tions can be carried out relative to the rectangular coordinates. To derive the desired estimates (11.8.7a) and
(11.8.7b) for Ξ, we note the identity |L/NZ Ξ[|2 = (g/−1)ab(L/NZ (g/acΞc))L/NZ (g/bdΞd), which allows us to carry
out the computations relative to the rectangular coordinates.
11.9 Estimates for the derivatives of rectangular components of various vec-
torfields
In this section, we derive pointwise estimates for the derivatives of the rectangular components of various
vectorfields that we use in our analysis.
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Lemma 11.9.1 (First pointwise estimates for the spatial rectangular components of various vectorfields
and the functions ρ(l)). Let 0 ≤ N ≤ 24 be an integer, and let Li and Ri (i = 1, 2, 3) be the (scalar-
valued) rectangular spatial components of L and R. Under the small-data and bootstrap assumptions of
Sects. 11.1-11.4, if ε is sufficiently small, then the following pointwise estimates hold onMT(Bootstrap),U0 :∣∣∣∣∣
(
Z NLi
Z NRi
)∣∣∣∣∣ . |Z ≤NΨ|+ 11 + t
∣∣∣∣∣
(
Z ≤N−1(µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣+ 1, (11.9.1a)∥∥∥∥∥
(
Z ≤12Li
Z ≤12Ri
)∥∥∥∥∥
C0(Σut )
. 1. (11.9.1b)
Furthermore, for each Z ∈ Z = {%L, R˘, O(1), O(2), O(3)}, we have the following estimates for the
rectangular spatial components Zi (i = 1, 2, 3) onMT(Bootstrap),U0 :
∣∣∣Z NZi∣∣∣ . (1 + t)|Z ≤NΨ|+ ∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣+ 1 + t, (11.9.2a)∥∥∥Z ≤12Zi∥∥∥
C0(Σut )
. 1 + t. (11.9.2b)
In addition, we have the following estimates for the scalar-valued functions ρ(l), (l = 1, 2, 3), defined
in (5.2.3) onMT(Bootstrap),U0 :
|Z Nρ(l)| . (1 + t)|Z ≤NΨ|+
3∑
a=1
%
∣∣∣Z ≤NLa(Small)∣∣∣ , (11.9.3a)∥∥∥Z ≤12ρ(l)∥∥∥
C0(Σut )
. ε1/2 ln(e+ t). (11.9.3b)
Proof. We first prove (11.9.2a) by induction. Throughout this proof, we use the bootstrap assumptions
(BAΨ), (AUXµ), and (AUXL(Small)).
In the base case N = 0, we have to bound the magnitude of %Li = xi + %Lj(Small), R˘
i = −µxi% +
µRi(Small), and O
i
(l) = lajxa + ρ(l)
xi
% − ρ(l)Ri(Small) by the right-hand side of (11.9.2a). Recall that an
expression for ρ(l) is given by (5.2.3). We bound all factors xi via (11.6.1a). Furthermore, g
(Small)
ab is a
smooth function of Ψ that vanishes at Ψ = 0, and (3.3.3) implies that Ri = −Li(Small) plus a smooth
function of Ψ that vanishes at Ψ = 0, that is, |Ri(Small)| . |Li(Small)| + |Ψ|. From these facts and the
bootstrap assumptions, we deduce the desired estimate (11.9.2a) when N = 0.
To carry out the induction, we apply Z N to the right-hand side of the above identities for %Li, R˘i,
Oi(l). Using the Leibniz rule, we can easily bound most terms that arise via the bootstrap assumptions, the
estimate (11.6.1a), and the estimate (11.5.2b) (which we use to bound factors involving derivatives of %] as
in the previous paragraph (without the need for induction). The factors that require the induction hypotheses
are those of the formZ Mxi, 1 ≤M ≤ N. To bound these terms, we schematically writeZ M = Z M−1Z
and hence Z Mxi = Z M−1Zi, which can be bounded by the induction hypotheses. We have thus proved
(11.9.2a). (11.9.2b) then follows from (11.9.2a) and the bootstrap assumptions.
The estimate (11.9.3a) then follows from (5.2.3), the fact that Ri = −Li(Small) plus a smooth function
of Ψ that vanishes at Ψ = 0, the bootstrap assumptions, and the estimate (11.9.2a). (11.9.3b) then follows
from (11.9.3a) and the bootstrap assumptions.
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The estimate (11.9.1a) for Li follows similarly from the decomposition Li = xi% + Li(Small) and the
estimates (11.5.2b) and (11.9.2a). The estimate (11.9.1a) forRi then follows from the estimate forZ ≤NLi,
the fact that Ri = −Li(Small) plus a smooth function of Ψ that vanishes at Ψ = 0, and the bootstrap
assumptions. Inequality (11.9.1b) then follows from (11.9.1a) and the bootstrap assumptions.
11.10 Estimates for the rectangular components of the g−dual of R
We now derive some simple pointwise estimates for Ri + x
i
% and R
(Small)
i .
We start with the following lemma, in which we derive higher-order analogs of inequality (11.6.1b)
Lemma 11.10.1 (Estimates for r/%). Under the small-data and bootstrap assumptions of Sects. 11.1-11.4,
if ε is sufficiently small, then the following estimates hold for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :∥∥∥∥Z ≤12 (r% − 1
)∥∥∥∥
C0(Σut )
. ε1/2 ln(e+ t)1 + t . (11.10.1)
Proof. Inequality (11.10.1) follows from applying Z ≤12 to (11.6.3) and using the estimate (11.9.1b) and
the bootstrap assumptions (BAΨ) and (AUXL(Small)).
Lemma 11.10.2 (Estimates for Ri + x
i
% and R
(Small)
i .). Let 0 ≤ N ≤ 24 be an integer. Under the
small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then for i = 1, 2, 3, the
following pointwise estimates hold on the spacetime domainMT(Bootstrap),U0 :∣∣∣∣∣Z N
(
Ri +
xi
%
)∣∣∣∣∣ . |Z ≤NΨ|+
3∑
a=1
∣∣∣Z ≤NLa(Small)∣∣∣ , (11.10.2a)
∣∣∣Z NR(Small)i ∣∣∣ . |Z ≤NΨ|+ 3∑
a=1
∣∣∣Z ≤NLa(Small)∣∣∣ . (11.10.2b)
Furthermore, the following estimates hold:∥∥∥∥∥Z ≤12
(
Ri +
xi
%
)∥∥∥∥∥
C0(Σut )
. ε1/2 ln(e+ t)1 + t , (11.10.3a)∥∥∥Z ≤12R(Small)i ∥∥∥C0(Σut ) . ε1/2 ln(e+ t)1 + t . (11.10.3b)
In addition,
inequality (11.10.3a) holds with the term x
i
% on the left replaced by
xi
r . (11.10.4)
Proof. To prove (11.10.2a), we first use (1.2.5), (3.3.1a), and (3.3.2b), to deduce the identity
Ri +
xi
%
= −g(Small)ia
xa
%
− giaLa(Small) − gia(g−1)0a. (11.10.5)
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Applying Z N to (11.10.5), using the estimates (11.5.2b), (11.9.2a), and (11.9.2b), and using the bootstrap
assumptions (BAΨ), and (AUXL(Small)), we conclude the desired estimate (11.10.2a). The estimate
(11.10.3a) then follows from (11.10.2a) and the bootstrap assumptions (BAΨ), and (AUXL(Small)).
The proofs of (11.10.2b) and (11.10.3b) are similar, and we omit the details.
Inequality (11.10.4) follows from expanding xi/% = (xi/r) + (xi/r)(r/% − 1) and using the identity
Zxi = Zi and the estimates (11.5.2b), (11.6.1a), (11.9.2b), (11.10.1), and (11.10.3a).
11.11 Precise pointwise estimates for the rotation vectorfields
In this section, we derive some sharp pointwise estimates for the rotation vectorfields and their spherical
covariant derivatives. We carefully estimate the non-small constants such as the “1” on the right-hand side
of (11.11.1a). The reason that we are interested in precise constants is that the same constants appear in
the comparison estimates of Sect. 11.12, and these comparison estimates ultimately affect the number of
derivatives we need to close our top-order L2 estimates.
Lemma 11.11.1 (Precise pointwise estimates for the rotation vectorfields). Under the small-data and
bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following pointwise estimates
hold onMT(Bootstrap),U0 :
|O(l)| ≤ (1 + Cε1/2)%, (11.11.1a)∣∣∣[O(l), O(m)]∣∣∣ ≤ (1 + Cε1/2)%, (11.11.1b)∣∣∣∇/O(l)∣∣∣2 ≤ 2(1 + Cε1/2). (11.11.1c)
Furthermore, the following pointwise estimates for rectangular components hold on MT(Bootstrap),U0 ,
(a, b, i, j,m, n = 1, 2, 3): ∣∣∣∣∣(g/−1)mn − %−2
3∑
l=1
Om(l)O
n
(l)
∣∣∣∣∣ . ε1/2 ln(e+ t)1 + t , (11.11.2a)∣∣∣∣∣g/ij(g/−1)mn −Π/ ni Π/ mj −
3∑
l=1
(∇/iOm(l))(∇/jOn(l))
∣∣∣∣∣ . ε1/2 ln(e+ t)1 + t , (11.11.2b)∣∣∣∣∣(g/−1)mn −
3∑
l=1
(g/−1)ab(∇/aOm(l))(∇/bOn(l))
∣∣∣∣∣ . ε1/2 ln(e+ t)1 + t , (11.11.2c)∣∣∣∣∣
3∑
l=1
Om(l)∇/bOn(l)
∣∣∣∣∣ . ε1/2 ln(e+ t). (11.11.2d)
Proof. We first prove (11.11.1a). Since O(l) is St,u−tangent, the following identities holds relative to the
rectangular spatial coordinates: |O(l)|2 = g/abOa(l)Ob(l) = gabOa(l)Ob(l). From equations (1.2.5) and (5.2.2) and
the fact that gabRaRb = 1, we deduce that |O(l)|2 ≤ δabOa(Flat;l)Ob(Flat;l) + C|g(Small)ab Oa(Flat;l)Ob(Flat;l)|+
C|ρ(l)|2. From (5.1.2) and the estimates (11.5.1) and (11.6.1b), we deduce that δabOa(Flat;l)Ob(Flat;l) ≤∑3
a=1(xa)2 = r2 ≤ (1 + Cε1/2)%2. Inequality (11.11.1a) therefore easily follows once we show that
|g(Small)ab Oa(Flat;l)Ob(Flat;l)| ≤ Cε1/2% and |ρ(l)| ≤ Cε1/2%. The first of these two estimates follows from
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definition (5.1.2) and the estimates (11.5.1), (11.6.1a), and (11.7.2a). The second estimate follows from
(11.9.3b).
We now prove (11.11.1b). We take the norm of each term on the right-hand side of (5.2.6). By
(11.11.1a), the first term is in magnitude ≤ (1 + Cε1/2)%. It remains for us to show that the terms on
the right-hand side of (5.2.7) are in magnitude . ε1/2%. To see that the terms on the first line of the right-
hand side of (5.2.7) are in fact . ε ln2(e+ t)(1 + t)−1, we use the bootstrap assumption (AUXχ) and the
estimates (11.9.3b) and (11.11.1a). To see that the terms on the third line of the right-hand side of (5.2.7)
are in fact. ε ln2(e+ t)(1+ t)−1, we treat all lowercase Latin-indexed quantities as scalar valued functions
and the d/xc as St,u one-forms. The desired bound follows from the bootstrap assumption (AUXL(Small))
and the estimates (11.6.2), (11.7.2a), and (11.9.3b). To see that the terms on the second line of the right-
hand side of (5.2.7) are in fact . ε ln(e + t)(1 + t)−1, we use the estimates (11.9.3b), (11.11.1a), and the
estimate |Θ(Tan−Ψ)| . ε(1 + t)−2. To prove this latter bound, we first use (3.4.3d) to write Θ(Tan−Ψ) in
the schematic form Θ(Tan−Ψ) = G(Frame)
(
LΨ
d/Ψ
)
. By the bootstrap assumptions (BAΨ), the terms in
the array of Ψ derivatives are . ε(1 + t)−2 in magnitude. It remains for us to show that |G(Frame)| . 1.
To this end, we note that the entries of the array G(Frame) can be viewed as smooth functions of Ψ, of the
rectangular components of the vectorfields L and R, and of the rectangular components of the St,u projec-
tion tensorfield Π/ . Hence, from the bootstrap assumptions (BAΨ) and (AUXL(Small)) and the estimate
(11.7.3), we deduce that |G(Frame)| . 1 as desired.
We now prove (11.11.2a). To begin, we first use (2.7.7c) to expand
(g/−1)mn =
{
δmn − x
mxn
r2
}
+
{ 1
r2
− 1
%2
}
xmxn +
{
(g/−1)mn −
(
δmn − x
mxn
%2
)}
. (11.11.3)
Using (5.1.2), it is straightforward to verify that the first difference on the right-hand side of (11.11.3) can
be expressed as {
δmn − x
mxn
r2
}
=
3∑
l=1
r−2Om(Flat;l)O
n
(Flat;l). (11.11.4)
From equation (5.2.2) and the estimates (11.9.1b) and (11.9.3b), we deduce that |Om(Flat;l) − Om(l)| =
|ρ(l)||Rm| . ε1/2 ln(e + t). Also using the estimates (11.6.1a) and (11.6.1b), we deduce from (11.11.4)
that
{
δmn − xmxn
%2
}
= ∑3l=1 %−2Om(l)On(l) plus an error term that is in magnitude . ε1/2 ln(e+ t)(1 + t)−1.
To bound the second difference
{
1
r2 − 1%2
}
xmxn on the right-hand side of (11.11.3), we use the esti-
mates (11.6.1a) and (11.6.1b) to deduce that it is in magnitude . ε1/2 ln(e+ t)(1 + t)−1 as desired.
To bound the final difference on the right-hand side of (11.11.3), we quote the estimate (11.7.2b) to
deduce that its magnitude is . ε1/2 ln(e+ t)(1 + t)−1 as desired.
We now prove (11.11.2b). We use the identity (6.2.21) and as usual, we treat all uppercase Latin in-
dices as tensorial St,u indices, and all lowercase Latin-indexed quantities as scalar-valued functions. The
estimates proved above imply that the norm of the last three products on the right-hand side of (6.2.21) are
(viewed as St,u tensors) in magnitude. ε1/2 ln(e+ t)(1 + t)−1. Furthermore, the first term labd/xa⊗d/#xb
is (viewed as an St,u tensor) in magnitude by . 1. By Cor. 11.7.2, the same estimates hold for the
rectangular components of these tensors. Furthermore, using the identities d/ix
a = Π/ ai and d/
#ixj =
(g/−1)ij , we note that the i,m rectangular components of the type
(1
1
)
St,u tensor labd/xa ⊗ d/#xb are
labΠ/ ai (g/−1)mb. Hence, the main contribution to the sum
∑3
l=1(∇/iOm(l))(∇/jOn(l)) comes from the product
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term
∑3
l=1 lablcdΠ/ ai (g/−1)mbΠ/ cj (g/−1)nd = δklkablcdΠ/ ai (g/−1)mbΠ/ cj (g/−1)nd, and the desired estimate
(11.11.2b) will follow once we prove the following estimate:∣∣∣g/ij(g/−1)mn −Π/ ni Π/ mj − δklkablcdΠ/ ai (g/−1)mbΠ/ cj (g/−1)nd∣∣∣ . ε1/2 ln(e+ t)1 + t . (11.11.5)
To proceed, we first use the identity δklkablcd = δacδbd − δadδbc to deduce that the final product term on
the left-hand side of (11.11.5) is equal to
{δacδbd − δadδbc}Π/ ai (g/−1)mbΠ/ cj (g/−1)nd. (11.11.6)
Thus, to conclude (11.11.2b), it only remains to show that (11.11.6) is equal to g/ij(g/−1)mn −Π/ ni Π/ mj plus
error terms that are in magnitude. ε1/2 ln(e+ t)(1+ t)−1. To this end, we use (11.7.2d) to replace δacδbd−
δadδbc with g/acg/bd − g/adg/bc plus an error term that is in magnitude . ε1/2 ln(e+ t)(1 + t)−1 plus tensorial
products of one-forms that are g−dual to R and hence are annihilated by the term Π/ ai (g/−1)mbΠ/ cj (g/−1)nd
in (11.11.6). Finally, after this-replacement-up-to-errors, we compute that
{g/acg/bd − g/adg/bc}Π/ ai (g/−1)mbΠ/ cj (g/−1)nd = g/ij(g/−1)mn −Π/ ni Π/ mj (11.11.7)
as desired.
We now prove (11.11.2c). To this end, we contract (11.11.2b) against (g/−1)ij and use (11.7.3) to deduce
that the contracted quantity is also . the right-hand side of (11.11.2c). This immediately yields the desired
estimate (11.11.2c).
We now prove (11.11.1c) with the help of the identity (6.2.21). In our proof of (11.11.2c), we showed
that the norms of the last three terms on the right-hand side of (6.2.21) are (viewed as St,u tensors) in
magnitude . ε 11+t . Using the identity d/
Axad/Ax
c = (g/−1)ac, we deduce that the square of the norm of the
first term on the right-hand side of (6.2.21) is (viewed as an St,u tensor) equal to
|lablcd(g/−1)ac(g/−1)bd|, (11.11.8)
where there is no summation over l in (11.11.8). The expression (11.11.8) can be viewed as the square
of the norm of the projection of the type
(0
2
)
Σt tensor l··· onto St,u. Using the fact that the norm of
the projection of such a tensor is no larger than the norm of the tensor itself, we deduce that (11.11.8) is
≤ lablcd(g−1)ac(g−1)bd. Using (11.7.2b), we see that we can replace (g−1)ac (g−1)bd with δac and δbd up
to an error term that is in magnitude . ε(1 + t)−1. The remaining term verifies
|lablcdδacδbd| = 2. (11.11.9)
The desired inequality (11.11.1c) thus follows.
We finally prove (11.11.2d). Using Cor. 11.7.2, we see that it suffices to prove the following type
(2
1
)
St,u tensor bound: ∣∣∣∣∣
3∑
l=1
O(l) ⊗∇/O(l)
∣∣∣∣∣ . ε1/2 ln(e+ t). (11.11.10)
Using the identities (5.2.5) and (6.2.21) and the line of reasoning that we used at the beginning of the
proof of (11.11.2b), we see that the main contribution to the tensor on the left-hand side of (11.11.10) is
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δklkablcdx
ad/#xb⊗d/xc⊗d/#xd and that all remaining error terms are in magnitude. ε. That is, it suffices
to prove the following St,u tensor bound:∣∣∣δklkablcdxad/#xb ⊗ d/xc ⊗ d/#xd∣∣∣ . ε1/2 ln(e+ t). (11.11.11)
Using Cor. 11.7.2 and the identity δklkablcd = δacδbd − δadδbc, we see that it suffices to prove the same
bound for the rectangular m,n, p components of the St,u tensor on the left-hand side of (11.11.11), and that
the rectangular components of interest can be expressed as
{δacδbd − δadδbc}xa(g/−1)mbΠ/ cp(g/−1)nd = xcδbd(g/−1)mbΠ/ cp(g/−1)nd − xdδbc(g/−1)mbΠ/ cp(g/−1)nd.
(11.11.12)
To prove the desired estimate for the rectangular components, we first use (11.10.3a) to replace xc with
−%Rc and xd with−%Rd plus an error term with magnitude. ε1/2 ln(e+ t). Furthermore, (11.7.3) implies
that the remaining “non-x” factors on the right-hand side of (11.11.12) are in magnitude . 1, so that the
total product generated by the error term is in magnitude . ε1/2 ln(e+ t) as desired. We now note that the
%Rc and %Rd terms can be viewed as the components of one-forms that are St,u−orthogonal. Since the c
and d indices in (11.11.12) are paired with the rectangular components of St,u tensors, these terms lead to
products that completely vanish. We have thus proved (11.11.2d).
11.12 Precise pointwise differential operator comparison estimates
In this section, we derive some pointwise differential operator comparison estimates. Most of the estimates
are sharp in the sense that the explicit order 1 constants are the same constants that our proofs would yield
in the case of Minkowski spacetime.
Lemma 11.12.1 (∇/ in terms of L/O ). Let f be a function. Under the small-data and bootstrap assumptions
of Sects. 11.1-11.4, if ε1/2 is sufficiently small, then the following pointwise estimates hold onMT(Bootstrap),U0 :
%2|d/f |2 ≤ (1 + Cε1/2)
3∑
l=1
|O(l)f |2, (11.12.1a)
%2|∇/ 2f |2 + |d/f |2 ≤ (1 + Cε1/2)
3∑
l=1
|d/O(l)f |2, (11.12.1b)
%2|∆/ f |2 ≤ 2(1 + Cε1/2)
3∑
l=1
|d/O(l)f |2. (11.12.1c)
Similarly, if ξ is an St,u one-form, then
%2|∇/ ξ|2 + |ξ|2 ≤ (1 + Cε1/2)
3∑
l=1
|L/O(l)ξ|
2. (11.12.2)
In addition, if ξ is a symmetric type
(0
2
)
St,u tensorfield, then
%2|∇/ ξ|2 + 4|ξˆ|2 ≤ (1 + Cε1/2)
3∑
l=1
|L/O(l)ξ|
2 + Cε1/2(trg/ξ)2, (11.12.3)
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Finally, if ξ is a symmetric type
(0
2
)
St,u tensorfield, then
|L/Oξ| ≤ C%|∇/ ξ|+ C|ξ|. (11.12.4)
Proof. First, we note that (11.12.1c) follows from (11.12.1b) and the fact that |trg/ξ|2 ≤ 2|ξ|2 for symmetric
type
(0
2
)
St,u tensors. Next, we note that (11.12.1b) follows from (11.12.2) and the identityL/Od/f = d/L/Of =
d/Of, (that is, Lemma 7.2.1). Hence, to complete the proof of the lemma, we have to prove (11.12.1a),
(11.12.2), (11.12.3), and (11.12.4).
To prove these inequalities, we first use Lemma 2.14.1 to deduce that the following identity holds for
any type
(0
k
)
St,u tensorfield ξ with rectangular components ξj1···jk :
L/O(l)ξj1...jk = ∇/O(l)ξj1...jk +
k∑
i=1
ξ···ji−1mji+1···jk∇/jiOm(l). (11.12.5)
We now note that the desired estimate (11.12.4) follows easily from (11.12.5), (11.11.1a), and (11.11.1c).
To prove the remaining estimates, we first square the norms of both sides of (11.12.5) (viewed as St,u
tensors) and then sum over the index l to deduce that (where we suppress the j· indices from (11.12.5))
3∑
l=1
|L/O(l)ξ|
2 =
3∑
l=1
∣∣∣Om(l)∇/mξ∣∣∣2 + 2 3∑
l=1
k∑
i=1
(Om(l)∇/mξ)# · (∇/O(l))nξ···n··· +
3∑
l=1
∣∣∣∣∣
k∑
i=1
(∇/O(l))mξ···m···
∣∣∣∣∣
2
.
(11.12.6)
From (11.11.2a), we deduce that the first term on the right-hand side of (11.12.6) is equal to %2|∇/ ξ|2 plus an
error term that is in magnitude . ε1/2%2|∇/ ξ|2. Furthermore, using (11.11.2d) and Cor. 11.7.2, we deduce
that the second term is in magnitude . ε1/2%2|∇/ ξ|2 + ε1/2|ξ|2.
We split the analysis of the last sum on the right-hand side of (11.12.6) into the cases where ξ is a
function, type
(0
1
)
, and symmetric type
(0
2
)
respectively. If ξ is a function f, then the left-hand side of
(11.12.5) is equal to
∑3
l=1 |O(l)f |2 while the estimates in the previous paragraph imply that the right-hand
side is equal to %2|d/f |2 plus an error term that is in magnitude . ε1/2%2|d/f |2 (the second and third sums
on the right-hand side of (11.12.6) are absent). The desired estimate (11.12.1a) easily follows from these
inequalities.
If ξ is type
(0
1
)
, then the last sum on the right-hand side of (11.12.6) is equal to
3∑
l=1
(g/−1)jj′(∇/jOm(l))(∇/j′On(l))ξmξn. (11.12.7)
Hence, using (11.11.2c) and Cor. 11.7.2, we deduce that the last sum is equal to |ξ|2 plus an error term that
is in magnitude . ε1/2|ξ|2. Setting ξ = d/f, we see that the desired estimate (11.12.1b) now follows easily
from this estimate and our prior analysis of the first two sums on the right-hand side of (11.12.6).
If ξ is symmetric type
(0
2
)
, then the last sum on the right-hand side of (11.12.6) is equal to
2
3∑
l=1
(g/−1)jj′(g/−1)kk′ξmjξnj′(∇/kOm(l))∇/k′On(l) + 2
3∑
l=1
(g/−1)jj′(g/−1)kk′ξmjξnk′(∇/kOm(l))∇/j′On(l).
(11.12.8)
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Inequality (11.11.2c) and Cor. 11.7.2 imply that the first sum (11.12.8) is equal to 2|ξ|2 plus an error term
that is in magnitude . ε1/2|ξ|2. Furthermore, using (11.11.2b) and Cor. 11.7.2, we deduce that the second
sum in (11.12.8) is equal to 2|ξ|2 − 2(trg/ξ)2 plus an error term that is in magnitude . ε1/2|ξ|2. The desired
estimate (11.12.3) now follows easily from these two estimates for the two sums in (11.12.8), our prior
analysis of the first two sums on the right-hand side of (11.12.6), and the identity |ξ|2 = 12(trg/ξ)2 + |ξˆ|2.
This completes the proof of Lemma 11.12.1.
11.13 Useful estimates for avoiding detailed commutators
In this section, we provide some non-optimal commutator estimates for vectorfields acting on functions.
The estimates are useful when precision is not required.
Lemma 11.13.1 (Estimates for avoiding detailed commutators). Let f be a function, and let 1 ≤ N ≤ 24
be an integer. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small,
then the following pointwise estimates hold onMT(Bootstrap),U0 :∣∣∣∣∣∣∣
 %Z
NLf
Z N R˘f
%L/NZ d/f

∣∣∣∣∣∣∣ .
∣∣∣∣∣∣∣
 %LZ ≤NfR˘Z ≤Nf
%d/Z ≤Nf

∣∣∣∣∣∣∣ , (11.13.1)
∣∣∣Z Nf ∣∣∣ .
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1f
R˘Z ≤N−1f
%d/Z ≤N−1f
Z N−1f

∣∣∣∣∣∣∣∣∣ , (11.13.2)∣∣∣∣∣∣∣∣∣

%LZ ≤N−1f
R˘Z ≤N−1f
%d/Z ≤N−1f
Z N−1f

∣∣∣∣∣∣∣∣∣ .
∣∣∣Z ≤Nf ∣∣∣ . (11.13.3)
Proof. We first prove (11.13.1). The estimate for %L/NZ d/f follows trivially from Lemma 7.2.1.
To deduce the estimate for %Z NLf, we express Lf = %−1Zf, where Z := %L ∈ Z . Then using
(11.5.2b), we deduce that
∣∣∣%Z NLf ∣∣∣ . ∣∣∣Z ≤N+1f ∣∣∣ . If Z N+1 = %LZ N , or Z N+1 = R˘Z N , then
the desired bound is obvious. If Z N+1 = OZ N , then we use (11.11.1a) to deduce that |OZ Nf | .
|O|
∣∣∣d/Z Nf ∣∣∣ . % ∣∣∣d/Z Nf ∣∣∣ .
To deduce the estimate for %Z N R˘f, we first note that ifZ N+1 = %LZ N orZ N+1 = R˘Z N , then the
desired bound is obvious. IfZ N+1 = OZ N , then we argue as we did at the end of the previous paragraph.
We have thus proved (11.13.1).
Inequalities (11.13.2) and (11.13.3) can be proved using similar arguments, and we omit the details.
11.14 Estimates for d/xi
In this section, we derive pointwise estimates for the St,u−projected Lie derivatives of d/xi, (i = 1, 2, 3).
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Lemma 11.14.1. Let 0 ≤ N ≤ 24 be an integer. Under the small-data and bootstrap assumptions of
Sects. 11.1-11.4, if ε is sufficiently small, then the following pointwise estimates hold onMT(Bootstrap),U0 :
∣∣∣L/NZ d/xi∣∣∣ , ∣∣∣d/Z Nxi∣∣∣ . |Z ≤NΨ|+ 11 + t
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣+ 1, (11.14.1a)∥∥∥∥∥
(
L/≤12Z d/xi
d/Z ≤12xi
)∥∥∥∥∥
C0(Σut )
. 1. (11.14.1b)
Proof. To prove (11.14.1a) and (11.14.1b), we use Lemma 7.2.1 and (11.12.1a) to deduce that |L/NZ d/xi| .
(1 + t)−1|Z N+1xi| = (1 + t)−1|Z NZi|. The desired estimates thus follow from (11.9.1a) and (11.9.2b).
11.15 Pointwise estimates for the Lie derivatives of G(Frame) and G′(Frame)
In this section, we derive pointwise estimates for the St,u−projected Lie derivatives of the arrays of St,u
tensorfields G(Frame) and G′(Frame).
Lemma 11.15.1 (Pointwise estimates for the Lie derivatives of G(Frame) and G′(Frame)). Let G(Frame)
and G′(Frame) be the arrays of St,u tensorfields given by Defs. 1.3.1 and 2.16.1. Let 0 ≤ N ≤ 24 be
an integer. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, the following pointwise
estimates hold onMT(Bootstrap),U0 :
∣∣∣L/≤NZ G(Frame)∣∣∣ . |Z ≤NΨ|+ 11 + t
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣+ 1, (11.15.1a)∥∥∥L/≤12Z G(Frame)∥∥∥C0(Σut ) . 1. (11.15.1b)
Furthermore, the same estimates hold for G′(Frame).
Proof. We prove only the desired estimate for the St,u one-form G/L ; the proofs of the estimates for
the remaining elements of G(Frame) and for G′(Frame) are essentially the same. We use the notation of
Lemma 3.6.5. In the following argument, for convenience, we denote by G′ any derivative (including
higher-order ones) of the rectangular component functions Gµν(Ψ) with respect to Ψ. Since the G′ are
smooth functions of Ψ, the bootstrap assumptions (BAΨ) imply that |G′| . 1. Using in addition the
estimates (11.9.1a) and the estimates (11.7.3) for the rectangular components of g/−1 and the St,u projec-
tions Π/ , we conclude that the scalar functions GV a and the St,u one-forms G/V are . 1 in magnitude,
and similarly with G′ in place of G. Furthermore, Lemma 7.2.1, inequality (11.12.1a), and the estimates
(11.9.1b) and (11.9.2b) imply that
∥∥Z ≤12Lj∥∥C0(Σut ) , ∥∥Z ≤12Rj∥∥C0(Σut ) . 1 and that for any Z ∈ Z ,∥∥∥L/≤11Z d/Zj∥∥∥C0(Σut ) ,
∥∥∥L/≤11Z d/Zj∥∥∥C0(Σut ) . 1. Using all of these estimates and the bootstrap assumptions
(BAΨ), we now repeatedly L/−differentiate the identity (3.6.12b) with respect to vectorfields Z ∈ Z and
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use Lemma 7.2.1 and inequality (11.12.1a) to deduce that
∣∣∣L/NZG/V ∣∣∣ . ∣∣∣Z ≤NΨ∣∣∣+ 3∑
a=1
|Z ≤NLa|+
∑
Z∈Z
3∑
a=1
|d/Z ≤N−1Za| (11.15.2)
.
∣∣∣Z ≤NΨ∣∣∣+ 3∑
a=1
|Z ≤NLa|+ 1
%
∑
Z∈Z
3∑
a=1
|Z ≤NZa|.
The desired estimate (11.15.1a) now follows from (11.15.2), (11.9.1a), and (11.9.2a). Inequality (11.15.1b)
then follows from (11.15.1a) and the bootstrap assumptions.
11.16 Crude pointwise estimates for L/NZ (V )pi/
In this section, for various vectorfields V,we provide some crude pointwise estimates for the St,u−projected
Lie derivatives of the St,u tensorfields (V )pi/ and the Lie derivatives of some related tensorfields.
Lemma 11.16.1 (Crude pointwise estimates for the Lie derivatives of the angular components of the
deformation tensors). Let 0 ≤ N ≤ 23 be an integer, and let Z ∈ Z be a commutation vectorfield. Under
the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following
pointwise estimates hold onMT(Bootstrap),U0 :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

%L/NZ χ
%L/NZ χ#
%Z N trg/χ
L/NZ (Z)pi/
L/NZ (Z)pi/#
L/NZ (Z)pi/##
Z N trg/(Z)pi/
L/N+1Z g/
L/N+1Z g/−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
1 + t
∣∣∣∣∣
(
Z ≤N+1(µ− 1)
%
∑3
a=1 |Z ≤N+1La(Small)|
)∣∣∣∣∣+ 1,
(11.16.1a)∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

%L/≤11Z χ
%L/≤11Z χ#
%Z ≤11trg/χ
L/≤11Z (Z)pi/
L/≤11Z (Z)pi/#
L/≤11Z (Z)pi/##
Z ≤11trg/(Z)pi/
L/≤12Z g/
L/≤12Z g/−1

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
C0(Σut )
. 1. (11.16.1b)
Proof. Throughout this proof, we use the bootstrap assumptions (BAΨ), (AUXµ), and (AUXL(Small)).
We first prove (11.16.1a) for g/. We differentiate both sides of the identity g/AB = gabd/Axad/Bxb with the
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operator L/NZ and apply the Leibniz rule to the right-hand side. We treat all uppercase Latin indices as
tensorial St,u indices, and all lowercase Latin-indexed quantities as scalar-valued functions. We use (7.2.1)
to commute the operator L/NZ under d/. It follows that∣∣∣L/N+1Z g/∣∣∣ . ∑
N1+N2+N3=N+1
∣∣∣Z N1gab∣∣∣ ∣∣∣d/Z N2xa∣∣∣ ∣∣∣d/Z N3xb∣∣∣ . (11.16.2)
The desired estimate (11.16.1a) forL/N+1Z g/ now follows from (11.16.2) and the estimates (11.7.1a), (11.7.2a),
(11.14.1a), (11.14.1b), and (11.13.2). The desired estimate (11.16.1b) for L/N+1Z g/ then follows from the es-
timate (11.16.1a) for L/N+1Z g/ and the bootstrap assumptions.
To prove the estimate (11.16.1a) for (Z)pi/, we simply note that by Lemma 6.2.1, we have (Z)pi/ = L/Zg/.
Hence the desired estimate for L/NZ (Z)pi/ follows from the previously proven estimate for L/N+1Z g/. The desired
estimate (11.16.1b) for (Z)pi/ then follows from the estimate (11.16.1a) for (Z)pi/ and the bootstrap assump-
tions.
To prove the estimate (11.16.1a) for L/NZ χ, we set Z = %L and note that by Lemma 6.2.1, (6.2.4f),
and (6.2.4g), we have 2%χ = L/Zg/. Using Lemma 11.5.1, we see that the desired estimate follows from
the previously proven estimate for L/N+1Z g/. The desired estimate (11.16.1b) for L/NZ χ then follows from the
estimate (11.16.1a) for L/NZ χ and the bootstrap assumptions.
To prove the estimate (11.16.1a) for g/−1,we start with the identityL/Zg/−1 = −(Z)pi/## (see Lemma 6.2.1).
Applying L/NZ to this identity and arguing inductively, we see that the resulting expression involves only
St,u−tensorial products of g/−1 and the Lie derivatives of the pi/. From the previously proven estimate
(11.16.1b) for the lower-order derivatives of the pi/, we infer that all terms that are quadratic in the derivatives
of the pi/ can be pointwise bounded by a constant times a term that is linear in the derivatives of the pi/. It thus
follows that ∣∣∣L/N+1Z g/−1∣∣∣ . max
Z∈Z
∣∣∣L/≤NZ (Z)pi/∣∣∣ , (11.16.3)
and hence the desired estimate (11.16.1a) forL/N+1Z g/−1 follows from the previously proven estimate (11.16.1a)
for (Z)pi/. The desired estimate (11.16.1b) forL/N+1Z g/−1 then follows from the estimate (11.16.1a) forL/N+1Z g/−1
and the bootstrap assumptions. Finally, since χ# = g/−1χ, (Z)pi/# = g/−1(Z)pi/, and (Z)pi/## = (g/−1)2(Z)pi/,
the estimates (11.16.1a) and (11.16.1b) for L/NZ χ# and L/NZ (Z)pi/# follow easily from the Leibniz rule, the
previously proven estimates for g/−1, χ, and (Z)pi/ and the bootstrap assumptions.
11.17 Two additional crude differential operator comparison estimates
In this section, we provide two additional differential operator comparison estimates. We do not bother to
derive sharp constants in the estimates.
Lemma 11.17.1 (A crude differential operator comparison estimate involving L/X in terms of L/O ). Let
X be an St,u vectorfield and let ξ be an St,u one-form or a symmetric type
(0
2
)
St,u tensorfield. Under
the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following
pointwise estimate holds onMT(Bootstrap),U0 :
|L/Xξ| ≤ C
1
1 + t
(
|X||L/≤1O ξ|+ |ξ||L/≤1O X|
)
. (11.17.1)
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Proof. LetX[ be the St,u one-form that is g/−dual toX. Using the identity (11.12.5) withX in place ofO(l)
to express St,u−projected Lie derivatives in terms of St,u−covariant derivatives, we deduce the schematic
identity L/Xξ = X∇/ ξ + ξ#∇/X[. From this identity, (11.12.2), and (11.12.3), we deduce that |L/Xξ| .
(1 + t)−1
(
|X||L/≤1O ξ|+ |ξ||L/1OX[|
)
. To bound the Lie derivatives of X[, we first note that |L/OX[| =
|L/O(g/X)| . |L/OX|+ |(O)pi/||X|. Using this inequality and the estimate (11.16.1b) (to bound the magnitude
of (O)pi/), we deduce that |L/OX[| . |L/≤1O X|, and the desired estimate (11.17.1) readily follows.
Lemma 11.17.2 (A crude differential operator comparison estimate involving second spherical co-
variant derivatives). Let ξ be a symmetric type
(0
2
)
St,u tensorfield. Under the small-data and bootstrap
assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following pointwise estimate holds on
MT(Bootstrap),U0 :
%4|∇/ 2ξ|2 ≤ C|L/≤2O ξ|2. (11.17.2)
Proof. We first use the identity (11.12.6) with ∇/ ξ in the role of ξ, the line of reasoning just below it, and
inequality (11.11.1c) (to bound the final product on the right-hand side of (11.12.6)) to deduce that
%4|∇/ 2ξ|2 . %2
3∑
l=1
|L/O(l)∇/ ξ|
2 + %2|∇/ ξ|2. (11.17.3)
Using the commutator identity (7.2.9), the estimate (11.12.3), and the estimate (11.16.1b) (to bound the
magnitude of the Lie derivatives of the (O(l))pi/), we deduce that the right-hand side of (11.17.3) is
. %2
3∑
l=1
|∇/ (L/O(l)ξ)|
2 + %2
3∑
l=1
|∇/ (O(l))pi/|2|ξ|2 + %2|∇/ ξ|2 (11.17.4)
. |L/≤2O ξ|2 +
3∑
l=1
|L/≤1O (O(l))pi/|2|ξ|2 . |L/≤2O ξ|2.
11.18 Pointwise estimates for L/NZ χ(Small) in terms of other quantities
In this section, we derive pointwise estimates for the St,u−projected Lie derivatives of χ(Small).
Lemma 11.18.1 (Pointwise estimates for χ(Small) in terms of other quantities). Let 0 ≤ N ≤ 23 be an
integer. Then under the small-data and bootstrap assumptions of Sects. 11.1-11.4, the following pointwise
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estimates hold onMT(Bootstrap),U0 :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

L/NZ χ(Small)
Z N trg/χ(Small)
L/NZ χˆ(Small)
L/NZ χ(Small)#
L/NZ χˆ(Small)#
L/NZ χ(Small)##
L/NZ χˆ(Small)##

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. 11 + t
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤N+1La(Small)|
)∣∣∣∣∣ ,
(11.18.1a)∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

L/NZ χ(Small)
Z N trg/χ(Small)
L/NZ χˆ(Small)
L/NZ χ(Small)#
L/NZ χˆ(Small)#
L/NZ χ(Small)##
L/NZ χˆ(Small)##

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
C0(Σut )
. ε1/2 ln(e+ t)(1 + t)2 . (11.18.1b)
Proof. By (3.5.1a), we have the following identity, where the last product on the right-hand side is written
schematically:
χ
(Small)
AB = gab(d/Ax
a)d/BL
b
(Small) +G(Frame)
(
LΨ
d/Ψ
)
. (11.18.2)
We now apply L/NZ to both sides of (11.18.2). As in our proof of (11.16.1a), we treat all uppercase Latin
indices in the term gab(d/Axa)d/BLb(Small) as tensorial St,u indices, and all lowercase Latin-indexed quantities
as scalar-valued functions. The Leibniz rule, the identity (7.2.1), and inequality (11.12.1a) thus yield∣∣∣L/NZ χ(Small)∣∣∣ . 11 + t ∑
N1+N2+N3≤N+1
N1,N2≤N
∣∣∣Z N1gab∣∣∣ ∣∣∣d/Z N2xa∣∣∣ ∣∣∣Z N3Lb(Small)∣∣∣ (11.18.3)
+
∑
N1+N2=N
∣∣∣L/N1Z G(Frame)∣∣∣
∣∣∣∣∣
(
Z N2LΨ
d/Z N2Ψ
)∣∣∣∣∣ .
The desired estimate (11.18.1a) forL/NZ χ(Small) now follows from inequality (11.18.3), the estimates (11.7.1a),
(11.7.2a), (11.15.1a), (11.15.1b), (11.14.1a), (11.14.1b), Lemma 11.13.1, and the bootstrap assumptions.
The desired estimate (11.18.1b) for L/NZ χ(Small) then follows from the estimate (11.18.1a) for L/NZ χ(Small)
and the bootstrap assumptions.
The desired estimates (11.18.1b) and (11.18.1a) for χ(Small)# and χ(Small)## then follow from the
estimates for χ(Small) in the same way that the estimates for # quantities in Lemma 11.16.1 follow from the
estimates for the non-# quantities.
The desired estimates (11.18.1a) and (11.18.1b) for trg/χ(Small) then follow from the corresponding esti-
mates for χ(Small)#, the fact thatZ ≤N trg/χ(Small) is the pure trace of the type
(1
1
)
tensorfield L/NZ χ(Small)#,
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and the fact that magnitude of the pure trace of a type
(1
1
)
tensorfield is . the magnitude of the type
(1
1
)
tensorfield itself.
The desired estimates (11.18.1a) and (11.18.1b) for χˆ(Small) then follow from the identity χˆ(Small) =
χ(Small) − 12 trg/χ(Small)g/, the estimates (11.18.1a) and (11.18.1b) for χ(Small) and trg/χ(Small), and the esti-
mates of Lemma 11.16.1 for the quantities L/MZ g/.
The desired estimates (11.18.1b) and (11.18.1a) for χˆ(Small)# and χˆ(Small)## then follow from the
estimates for χˆ(Small) in the same way that the estimates for # quantities in Lemma 11.16.1 follow from the
estimates for the non-# quantities.
Corollary 11.18.2 (Pointwise estimates for the Lie derivatives of G#(Frame)). The estimates (11.15.1a)
and (11.15.1b) also hold with G#(Frame) in place of G(Frame).
Proof. We have the schematic identity G#(Frame) = g/
−1G(Frame). We now differentiate this identity with
L/NZ , apply the Leibniz rule, and using the estimates (11.15.1a) and (11.15.1b) for G(Frame) and (11.16.1a)
and (11.16.1b) for g/−1. The corollary thus follows.
11.19 Pointwise estimates for the Lie derivatives of the rotation vectorfields
In this section, we derive pointwise estimates for the St,u−projected Lie derivatives of the rotation vector-
fields {O(1), O(2), O(3)}.
Lemma 11.19.1 (Pointwise estimates for the Lie derivatives of the rotation vectorfields). Let 0 ≤ N ≤
24 be an integer. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently
small, then for each O ∈ {O(1), O(2), O(3)}, the following pointwise estimates hold onMT(Bootstrap),U0 :
∣∣∣L/≤NZ O∣∣∣ . (1 + t) ∣∣∣Z ≤NΨ∣∣∣+
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣+ 1 + t, (11.19.1a)∥∥∥L/≤12Z O∥∥∥C0(Σut ) . 1 + t. (11.19.1b)
Proof. To prove (11.19.1a), we decompose OA = gab(g/−1)AB(d/Bxa)Ob. We now apply L/NZ to both sides
of this identity. Arguing as in our proof of (11.16.1a), we apply the Leibniz rule to the right-hand side
and treat all uppercase Latin indices as tensorial St,u indices and all lowercase Latin-indexed quantities as
scalar-valued functions. Also using Lemma 7.2.1, we see that∣∣∣L/NZO∣∣∣ . ∑
N1+N2+N3+N4≤N
∣∣∣Z N1gab∣∣∣ ∣∣∣L/N2Z g/−1∣∣∣ ∣∣∣d/Z N3xa∣∣∣ ∣∣∣Z N4Ob∣∣∣ . (11.19.2)
The desired bounds (11.19.1a) and (11.19.1b) now follow from the estimates (11.19.2), (11.7.1a), (11.7.2a),
(11.14.1a), (11.14.1b), (11.9.2a), (11.9.2b), (11.16.1a), (11.16.1b), and (11.13.3), and the bootstrap assump-
tions (BAΨ), (AUXµ), and (AUXL(Small)).
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11.20 Pointwise estimates for (V )pi/L and (V )pi/L
In this section, for various vectorfields V, we derive pointwise estimates for the St,u−projected Lie deriva-
tives of the St,u tensorfields (V )pi/L,
(V )pi/R˘, and their g/−duals.
Lemma 11.20.1 (Pointwise estimates for the angular one-forms and vectorfields corresponding to the
commutation vectorfield deformation tensors). Let 0 ≤ N ≤ 23 be an integer and letO ∈ {O(1), O(2), O(3)}.
Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the fol-
lowing pointwise estimates hold onMT(Bootstrap),U0 :
∣∣∣∣∣
(
L/NZ (R˘)pi/L
L/NZ (R˘)pi/#L
)∣∣∣∣∣ .
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
1 + t
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ , (11.20.1a)
∥∥∥∥∥
(
L/≤11Z (R˘)pi/L
L/≤11Z (R˘)pi/#L
)∥∥∥∥∥
C0(Σut )
. ε1/2 ln(e+ t)1 + t , (11.20.1b)
∣∣∣∣∣
(
L/NZ (%L)pi/R˘
L/NZ (%L)pi/#R˘
)∣∣∣∣∣ . (1 + t)
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ , (11.20.2a)
∥∥∥∥∥
(
L/≤11Z (%L)pi/R˘
L/≤11Z (%L)pi/#R˘
)∥∥∥∥∥
C0(Σut )
. ε1/2 ln(e+ t), (11.20.2b)
∣∣∣∣∣
(
L/NZ (O)pi/L
L/NZ (O)pi/#L
)∣∣∣∣∣ .
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
1 + t
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤N+1La(Small)|
)∣∣∣∣∣ , (11.20.3a)
∥∥∥∥∥
(
L/≤11Z (O)pi/L
L/≤11Z (O)pi/#L
)∥∥∥∥∥
C0(Σut )
. ε1/2 ln(e+ t)1 + t , (11.20.3b)
∣∣∣∣∣
(
L/NZ (O)pi/R˘
L/NZ (O)pi/#R˘
)∣∣∣∣∣ . ln(e+ t)
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
ln(e+ t)
1 + t
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤N+1La(Small)|
)∣∣∣∣∣ ,
(11.20.4a)∥∥∥∥∥
(
L/≤11Z (O)pi/R˘
L/≤11Z (O)pi/#R˘
)∥∥∥∥∥
C0(Σut )
. ε1/2 ln
2(e+ t)
1 + t . (11.20.4b)
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Proof. To prove (11.20.4a) forL/≤NZ (O)pi/R˘,we first use (6.2.5e) and (6.2.6b) to decompose (see Remark 6.2.2)
(O(l))pi/R˘A = µχ
(Small)
AB O
B
(l) + ρ(l)d/Aµ (11.20.5)
+G(Frame)
(
µO(l)
µρ(l)
)(
LΨ
d/Ψ
)
+G(Frame)ρ(l)R˘Ψ + µf(Ψ)
(
Ψ
L(Small)
)
d/x.
We now apply L/NZ to the terms on the right-hand side of (11.20.5) and apply the Leibniz rule. To bound
Z M (µ − 1) for M ≤ 12, we use the bootstrap assumptions (AUXµ), while the higher-order deriva-
tives of µ − 1 appear explicitly on the right-hand side of (11.20.4a). To bound L/MZ d/µ for M ≤ 11,
we use Lemma 7.2.1, inequality (11.12.1a), and the bootstrap assumptions (AUXµ), while we bound
the higher-order derivatives by
∣∣∣L/MZ d/µ∣∣∣ . (1 + t)−1Z M+1(µ − 1), and the latter term appears explic-
itly on the right-hand side of (11.20.4a). We similarly bound L/MZ L(Small) with the help of the bootstrap
assumptions (AUXL(Small)). To bound L/MZ χ(Small), we use Lemma 11.18.1. To bound L/MZ O(l), we
use Lemma 11.19.1. To bound L/MZ ρ(l), we use inequalities (11.9.3a) and (11.9.3b). We bound the terms
L/MZ G(Frame) with Lemma 11.15.1. To bound the terms
(
Z MLΨ
L/MZ d/Ψ
)
, L/MZ f(Ψ), and Z MΨ, we use
Lemma 11.13.1 and the bootstrap assumptions (BAΨ). To bound the terms L/MZ d/x, we use the estimates
(11.14.1a) and (11.14.1b). In total, these estimates yield inequality (11.20.4a) for L/≤NZ (O)pi/R˘. We can prove
the estimate (11.20.4a) for L/≤NZ (O)pi/#R˘ = L/
≤N
Z (g/−1(O)pi/R˘) in a similar fashion, but we also need to use the
estimates (11.16.1a) and (11.16.1b) to bound the factors L/MZ g/−1 that arise in the estimates.
Inequality (11.20.4b) then follows from (11.20.4a) and the bootstrap assumptions (BAΨ), (AUXµ),
and (AUXL(Small)).
Using the identities (6.2.5d) and (6.2.6a), we similarly deduce inequalities (11.20.3a) and (11.20.3b).
A similar but simpler proof based on the identity (6.2.2d) yields inequalities (11.20.1a) and (11.20.1b).
A similar but simpler proof based on the identity (6.2.4e) yields inequalities (11.20.2a) and (11.20.2b).
11.21 Preliminary Lie commutator estimates
In this section, we derive some preliminary commutator estimates involving St,u−projected Lie derivatives.
Lemma 11.21.1 (Preliminary quantitative estimate involving Lie commutators). Let 1 ≤ N ≤ 23 be an
integer, and let ξ be an St,u one-form or a symmetric type
(0
2
)
St,u tensorfield. Let O ∈ {O(1), O(2), O(3)}.
Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the
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following pointwise estimates hold onMT(Bootstrap),U0 :
∣∣∣[L/%L,L/NZ ]ξ∣∣∣ . ∣∣∣L/LL/≤N−1Z ξ∣∣∣+ 11 + t ∑
N1+N2≤N
max
l=1,2,3
∣∣∣∣∣L/N1Z
(
%(R˘)pi/#L
%(O(l))pi/#L
)∣∣∣∣∣ ∣∣∣L/N2Z ξ∣∣∣ , (11.21.1a)
∣∣∣[L/R˘,L/NZ ]ξ∣∣∣ . ∣∣∣L/LL/≤N−1Z ξ∣∣∣+ 11 + t ∑
N1+N2≤N
max
l=1,2,3
∣∣∣∣∣∣∣∣L/
N1
Z
 %
(R˘)pi/#L
(O(l))pi/#L
(O(l))pi/#
R˘

∣∣∣∣∣∣∣∣
∣∣∣L/N2Z ξ∣∣∣ , (11.21.1b)
∣∣∣[L/O,L/NZ ]ξ∣∣∣ . 11 + t ∑
N1+N2≤N
max
l,m=1,2,3
∣∣∣∣∣∣∣∣L/
N1
Z

%(O(l))pi/#L
(O(l))pi/#
R˘
L/O(l)O(m)

∣∣∣∣∣∣∣∣
∣∣∣L/N2Z ξ∣∣∣ , (11.21.1c)
∣∣∣[L/L,L/NZ ]ξ∣∣∣ . ∣∣∣L/LL/≤N−1Z ξ∣∣∣+ 11 + t ∑
N1+N2≤N
max
l=1,2,3
∣∣∣∣∣L/N1Z
(
(R˘)pi/#L
(O(l))pi/#L
)∣∣∣∣∣ ∣∣∣L/N2Z ξ∣∣∣ , (11.21.1d)
∣∣∣[L/L,L/NS ]ξ∣∣∣ . 11 + t ∑
N1+N2≤N
max
l=1,2,3
∣∣∣∣∣L/N1Z
(
(R˘)pi/#L
(O(l))pi/#L
)∣∣∣∣∣ ∣∣∣L/N2Z ξ∣∣∣ . (11.21.1e)
Furthermore, if 1 ≤ N ≤ 24 and f is a function, then
the estimates (11.21.1a)− (11.21.1e) also hold with ξ replaced by f, (11.21.2)
but with the sums
∑
N1+N2≤N
on the right-hand sides replaced by
∑
N1+N2≤N
N1≤N−1
.
Proof. In this proof, we sometimes use Lemma 3.6.1 and Cor. 3.6.4 silently. We begin by proving (11.21.1d).
As a first step, let Z ∈ Z . Then either Z = %L, in which case [L,Z] = L, or Z = S ∈ S is a spatial
commutation vectorfield, in which case [L, S] is St,u−tangent by Lemma 3.6.1. In the former case, we
have [L/L,L/Z ]ξ = L/Lξ, while in the latter case, we have [L/L,L/S ]ξ = L/[L,S]ξ = L/(S)pi/#L ξ. Iterating these
identities, we deduce the following schematic identity, where some terms on the right-hand side may be
absent:
[L/L,L/NZ ]ξ =
∑
M≤N−1
L/LL/MZ ξ +
∑
S∈S
∑
N1+N2≤N−1
L/L/N1Z (S)pi/#LL/
N2
Z ξ. (11.21.3)
The desired estimate (11.21.1d) now follows from (11.21.3) and inequality (11.17.1).
To prove the estimate (11.21.2) in the case of [L,Z N ]f, we first use an argument similar to the one used
to derive (11.21.3) together with Lemma 7.2.1 in order to deduce that
[L,Z N ]f =
∑
M≤N−1
LZ Mf +
∑
S∈S
∑
N1+N2≤N−1
(L/N1Z (S)pi/#L ) · d/Z N2f. (11.21.4)
The desired estimate (11.21.2) in this case now follows from (11.21.4) and inequality (11.12.1a). Note that
inequality (11.21.4) involves one fewer derivatives of (S)pi/#L compared to (11.21.1d) because we do not need
to use inequality (11.17.1) in the proof of (11.21.4).
The proofs of (11.21.1a)-(11.21.1c) and (11.21.1e) are similar to the proof of (11.21.1d). To proceed,
we first note that by Lemma 3.6.1 and (11.5.2b), if Z ∈ Z , then [%L,Z] is either %(R˘)pi/#L + L or %(O(l))pi/#L ;
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[R˘, Z] is either −(%(R˘)pi/#L + L) or (O(l))pi/#R˘ ; [O,Z] is either ±%(O)pi/
#
L , −(O)pi/#R˘ , or L/OO(m); and if S ∈ S ,
then [L, S] = (S)pi/#L . Based on these commutator identities and (11.5.2b), the remainder of the proofs of
(11.21.1a)-(11.21.1c) and (11.21.1e) essentially mirrors the proof of (11.21.1d).
The proofs of the remaining estimates in (11.21.2) are similarly connected to the proof in the case of
[L,Z N ]f.
11.22 Commutator estimates for vectorfields acting on functions and St,u
covariant tensorfields
In this section, we derive pointwise commutator estimates for vectorfields acting on functions and St,u
covariant tensorfields.
Remark 11.22.1 (Floor and ceiling functions). In what follows, b·c and d·e respectively denote the floor
and ceiling functions. That is, ifM is a non-negative integer, then bM/2c = M/2 forM even and bM/2c =
(M − 1)/2 for M odd, while dM/2e = M/2 for M even and dM/2e = (M + 1)/2 for M odd.
Lemma 11.22.1 (Commutator estimates for vectorfields acting on functions). Let 1 ≤ N ≤ 24 be an in-
teger, and let f be a function. Let O ∈ {O(1), O(2), O(3)}. Under the small-data and bootstrap assumptions
of Sects. 11.1-11.4, if ε is sufficiently small, then the following pointwise estimates hold onMT(Bootstrap),U0 :
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∣∣∣∣∣
(
[Z N , %L]f
[Z N , R˘]f
)∣∣∣∣∣ . ∣∣∣LZ ≤N−1f ∣∣∣+ ε1/2 ln(e+ t)1 + t
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1f
R˘Z ≤N−1f
%d/Z ≤N−1f
Z ≤N−1f

∣∣∣∣∣∣∣∣∣ (11.22.1a)
+
∥∥∥Z ≤bN/2cf∥∥∥
C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣
+ 11 + t
∥∥∥Z ≤bN/2cf∥∥∥
C0(Σut )
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ ,
∣∣∣[Z N , O]f ∣∣∣ .
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1f
R˘Z ≤N−1f
%d/Z ≤N−1f
Z ≤N−1f

∣∣∣∣∣∣∣∣∣+ (1 + t)
∥∥∥Z ≤bN/2cf∥∥∥
C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣
(11.22.1b)
+
∥∥∥Z ≤bN/2cf∥∥∥
C0(Σut )
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ ,
∣∣∣[Z N , L]f ∣∣∣ . ∣∣∣LZ ≤N−1f ∣∣∣+ ε1/2 ln(e+ t)(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1f
R˘Z ≤N−1f
%d/Z ≤N−1f
Z ≤N−1f

∣∣∣∣∣∣∣∣∣ (11.22.1c)
+ 11 + t
∥∥∥Z ≤bN/2cf∥∥∥
C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣
+ 1(1 + t)2
∥∥∥Z ≤bN/2cf∥∥∥
C0(Σut )
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ .
In addition,
(11.22.1c) also holds with the first term on the right replaced by
∣∣∣Z ≤N−1Lf ∣∣∣ . (11.22.2)
In addition,
(11.22.1c) also holds without the first term on the right if the left-hand side is equal to (11.22.3)∣∣∣[S N , L]f ∣∣∣ , whereS N is an N th order pure spatial commutation vectorfield operator.
Proof. The two estimates in (11.22.1a) and the estimate (11.22.1c) follow from (11.21.2), (11.5.2b), (11.13.2),
(11.12.1a), (11.20.1a), (11.20.1b) (11.20.2a), (11.20.2b), (11.20.3a), (11.20.3b), (11.20.4a), (11.20.4b), and
the fact that %(R˘)pi/L = −(%L)pi/R˘. The estimate (11.22.2) then follows inductively from (11.22.1c).
The proof of (11.22.3) is similar, but relies on inequality (11.21.1e).
11. Small Data, C0 Bootstrap Assumptions, and First Pointwise Estimates 154
The proof of (11.22.1b) is similar, but we also need use the estimates (11.19.1a) and (11.19.1b), which
results in a less favorable right-hand side.
Lemma 11.22.2 (Pointwise estimates involving commutations with the operator L + 12 trg/χ). Let 1 ≤
N ≤ 23 be an integer and let f be a function. Under the small-data and bootstrap assumptions of
Sects. 11.1-11.4, if ε is sufficiently small, then the following pointwise estimates hold onMT(Bootstrap),U0 :∣∣∣∣[Z N ,{L+ 12 trg/χ
}]∣∣∣∣ . ∣∣∣∣{L+ 12 trg/χ
}
Z ≤N−1f
∣∣∣∣+ ln(e+ t)(1 + t)2
∣∣∣∣∣∣∣
 R˘Z ≤N−1f%d/Z ≤N−1f
Z ≤N−1f

∣∣∣∣∣∣∣ (11.22.4)
+ 11 + t
∥∥∥Z ≤bN/2cf∥∥∥
C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣
+ 1(1 + t)2
∥∥∥Z ≤bN/2cf∥∥∥
C0(Σut )
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ .
Proof. We first recall the decomposition 12 trg/χ = %−1 +
1
2 trg/χ
(Small). We separate the proof into case
i) Z N = Z N−1S, where S ∈ {R˘, O(1), O(2), O(3)} is a spatial commutation vectorfield, and case ii)
Z N = Z N−1Z, where Z = %L. Using the aforementioned decomposition, the identity L% = 1, and the
fact that [L, S] = (S)pi/#L (see Lemma 6.2.1), we compute that in cases i) and ii), we respectively have
Z N
{
Lf + 12 trg/χf
}
= Z N−1
{
LSf + 12 trg/χSf
}
(11.22.5)
−Z N−1((S)pi/#L · d/f) +
1
2Z
N−1 {(S%−1 + Strg/χ(Small))f} ,
Z N
{
Lf + 12 trg/χf
}
= Z N−1
{
LZf + 12 trg/χZf
}
(11.22.6)
−Z N−1
{
Lf + 12 trg/χf
}
+ 12Z
N−1 {(Ztrg/χ(Small))f} .
We now use the identities (11.22.5) and (11.22.6) to inductively commute the operators Z M through the
operator
{
L+ 12 trg/χ
}
. Using also the Leibniz rule, Lemma 7.2.1, the fact that S%−1 is equal to either %−2
or 0, and (11.5.2b), we deduce that∣∣∣∣Z N {Lf + 12 trg/χf
}
−
{
L+ 12 trg/χ
}
Z Nf
∣∣∣∣ (11.22.7)
.
∣∣∣∣{L+ 12 trg/χ
}
Z ≤N−1f
∣∣∣∣+ ∑
N1+N2≤N−1
∑
S∈S
∣∣∣L/N1Z (S)pi/#L ∣∣∣ ∣∣∣d/Z N2f ∣∣∣
+
∑
N1+N2≤N
N2≤N−1
∣∣∣Z N1 trg/χ(Small)∣∣∣ ∣∣∣Z N2f ∣∣∣+ 1(1 + t)2
∣∣∣Z ≤N−1f ∣∣∣ .
The desired bound (11.22.4) now follows from (11.22.7), inequality (11.12.1a), the estimates (11.18.1a),
(11.20.1a), (11.20.1b), (11.20.3a), (11.20.3b), and (11.27.2), and the bootstrap assumptions (BAΨ).
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Corollary 11.22.3 (Pointwise estimates involving commutations with the operator L+ 12 trg/χ). Let 0 ≤
N ≤ 23 be an integer and let Z ∈ Z . Under the small-data and bootstrap assumptions of Sects. 11.1-11.4,
if ε is sufficiently small, then the following pointwise estimates hold onMT(Bootstrap),U0 :
∣∣∣∣Z N {LZΨ + 12 trg/χΨ
}∣∣∣∣ . ∣∣∣∣{L+ 12 trg/χ
}
Z ≤N+1Ψ
∣∣∣∣+ ln(e+ t)(1 + t)2
∣∣∣∣∣∣∣
 R˘Z ≤NΨ%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣
(11.22.8a)
+ ε 1(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ ,∥∥∥∥Z ≤11 {LZΨ + 12 trg/χZΨ
}∥∥∥∥
C0(Σut )
. ε 1(1 + t)2 . (11.22.8b)
Proof. We simply use Lemma 11.22.2 with ZΨ in the role of f and the bootstrap assumptions (BAΨ).
Lemma 11.22.4 (Commutator estimates for vectorfields acting on tensorfields). Let 1 ≤ N ≤ 23 be an
integer, and let ξ be an St,u one-form or a symmetric type
(0
2
)
St,u tensorfield. Let Z ∈ Z be a commutation
vectorfield. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small,
then the following commutator estimates hold onMT(Bootstrap),U0 :∣∣∣∣∣
(
[L/NZ ,L/%L]ξ
[L/NZ ,L/R˘]ξ
)∣∣∣∣∣ . ∣∣∣L/LL/N−1Z ξ∣∣∣+ ε1/2 ln(e+ t)1 + t
∣∣∣L/≤NZ ξ∣∣∣ (11.22.9a)
+
∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣
+ 11 + t
∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤N+1La(Small)|
)∣∣∣∣∣ ,
∣∣∣[L/NZ ,L/O]ξ∣∣∣ . ∣∣∣L/≤NZ ξ∣∣∣+ (1 + t) ∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ (11.22.9b)
+
∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤N+1La(Small)|
)∣∣∣∣∣ ,∣∣∣[L/NZ ,L/L]ξ∣∣∣ . ∣∣∣L/LL/N−1Z ξ∣∣∣+ ε1/2 ln(e+ t)(1 + t)2
∣∣∣L/≤NZ ξ∣∣∣ (11.22.9c)
+ 11 + t
∥∥∥Z ≤bN/2cξ∥∥∥
C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣
+ 1(1 + t)2
∥∥∥Z ≤bN/2cξ∥∥∥
C0(Σut )
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤N+1La(Small)|
)∣∣∣∣∣ .
11. Small Data, C0 Bootstrap Assumptions, and First Pointwise Estimates 156
In addition,
(11.22.9c) also holds with the first term on the right replaced by
∣∣∣L/≤N−1Z L/Lξ∣∣∣ . (11.22.10)
In addition,
(11.22.9c) also holds without the first term on the right if the left-hand side is equal to (11.22.11)∣∣∣[L/NS ,L/L]ξ∣∣∣ , whereS N is an N th order pure spatial commutation vectorfield operator.
Proof. The proof of Lemma 11.22.4 is essentially the same as the proof of Lemma 11.22.1. but we use the
estimates (11.21.1a)-(11.21.1e) in place of (11.21.2) (the former estimates involve one additional derivative
of deformation tensors compared to the latter).
11.23 Commutator estimates for vectorfields acting on∇/ ξ
In this section, we derive pointwise commutator estimates for vectorfields acting on∇/ ξ, where ξ is a covari-
ant St,u tensorfield.
Lemma 11.23.1 (Commutator estimates for vectorfields acting on ∇/ ξ, where ξ is an St,u tensorfield).
Let 1 ≤ N ≤ 23 be an integer, and let ξ be an St,u one-form or a symmetric type
(0
2
)
St,u tensorfield. Under
the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following
commutator estimates hold onMT(Bootstrap),U0 :
∣∣∣[∇/ ,L/NZ ]ξ∣∣∣ . 11 + t
∣∣∣L/≤N−1Z ξ∣∣∣+ 11 + t
∥∥∥L/≤dN/2eZ ξ∥∥∥C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ (11.23.1)
+ 1(1 + t)2
∥∥∥L/≤dN/2eZ ξ∥∥∥C0(Σut )
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤N+1La(Small)|
)∣∣∣∣∣ .
Proof. We first prove (11.23.1) in the case that ξ is a symmetric type
(0
2
)
St,u tensor. Let Z ∈ Z . From
(7.2.9), we deduce the schematic identity
[∇/ ,L/Z ]ξ = g/−1(∇/ (Z)pi/)ξ. (11.23.2)
Iterating (11.23.2), using the schematic identity L/Zg/−1 = −(g/−1)2(Z)pi/ (see Lemma 6.2.1), and using the
fact that (Z)pi/ is also a symmetric type
(0
2
)
St,u tensor in order to commute Lie derivatives with the operator
∇/ in ∇/ (Z)pi/, we deduce the schematic identity
[∇/ ,L/NZ ]ξ (11.23.3)
=
N∑
M=1
∑
N1+N2+···+NM+2=N−M
(L/N1Z g/−1) · · · (L/NkZ g/−1)(∇/L/Nk+1Z pi/)(L/Nk+2Z pi/) · · · (L/NM+1Z pi/)L/NM+2Z ξ,
where the pi/ are the St,u projections of deformation tensors of vectorfields in Z . Inequality (11.23.1) now
follows from the identity (11.23.3) and inequalities (11.16.1a), (11.16.1b), and (11.12.3).
Thanks to the identity (7.2.8), the proof of (11.23.1) in the case that ξ is an St,u one-form is essentially
the same; we omit the details.
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11.24 Commutator estimates for vectorfields acting on∇/ 2f
In this section, we derive pointwise commutator estimates for vectorfields acting on ∇/ 2f, where f is a
function.
Lemma 11.24.1 (Commutator estimates for vectorfields acting on ∇/ 2f ). Let 1 ≤ N ≤ 23 be an inte-
ger, and let f be a function. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is
sufficiently small, then the following commutator estimates hold onMT(Bootstrap),U0 :
∣∣∣[∇/ 2,L/NZ ]f ∣∣∣ . 1(1 + t)2
∣∣∣Z ≤Nf ∣∣∣+ 1(1 + t)2
∥∥∥Z ≤dN/2ef∥∥∥
C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ (11.24.1)
+ 1(1 + t)3
∥∥∥Z ≤dN/2ef∥∥∥
C0(Σut )
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤N+1La(Small)|
)∣∣∣∣∣ ,
∣∣∣([/ˆ∇2,L/NZ ]f)∣∣∣ . 1(1 + t)2
∣∣∣Z ≤N+1f ∣∣∣+ 1(1 + t)2
∥∥∥Z ≤dN/2ef∥∥∥
C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ (11.24.2)
+ 1(1 + t)3
∥∥∥Z ≤dN/2ef∥∥∥
C0(Σut )
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤N+1La(Small)|
)∣∣∣∣∣ ,
∣∣∣([∆/ ,Z N ]f)∣∣∣ . 1(1 + t)2
∣∣∣Z ≤N+1f ∣∣∣+ 1(1 + t)2
∥∥∥Z ≤dN/2ef∥∥∥
C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ (11.24.3)
+ 1(1 + t)3
∥∥∥Z ≤dN/2ef∥∥∥
C0(Σut )
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤N+1La(Small)|
)∣∣∣∣∣ .
Proof. We first prove (11.24.1). To this end, let Z ∈ Z . From (7.2.22a), we deduce the schematic identity
[∇/ 2,L/Z ]f = g/−1(∇/ (Z)pi/)d/f. (11.24.4)
Iterating (11.24.4), using the schematic identity L/Zg/−1 = −(g/−1)2(Z)pi/ (see Lemma 6.2.1), commuting Lie
derivatives with the operator∇/ in∇/ (Z)pi/ as in our proof of (11.23.3), and using Lemma 7.2.1, we deduce the
schematic identity
[∇/ 2,L/NZ ]f (11.24.5)
=
N∑
M=1
∑
N1+N2+···+NM+2=N−M
(L/N1Z g/−1) · · · (L/NkZ g/−1)(∇/L/Nk+1Z pi/)(L/Nk+2Z pi/) · · · (L/NM+1Z pi/)d/L/NM+2Z f,
where the pi/ are the St,u projections of deformation tensors of vectorfields in Z . Inequality (11.24.1) now
follows from the identity (11.24.5) and inequalities (11.16.1a), (11.16.1b), (11.12.1a) , and (11.12.3).
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Inequality (11.24.3) can be proved in a similar fashion with the help of (7.2.22b) and (11.12.1b). Note
that the right-hand side of (7.2.22b) depends on one extra derivative of f compared to (7.2.22a) and hence
the same is true for (11.24.3) compared to (11.24.1).
To prove (11.24.2), we first use the decomposition /ˆ∇2f = ∇/ 2f− 12(∆/ f)g/ and the Leibniz rule to deduce
the following identity:
[/ˆ∇2,L/NZ ]f = [∇/ 2,L/NZ ]f −
1
2([∆/ ,L/
N
Z ]f)g/+
∑
N1+N2≤N
N1≤N−1
(∆/L/N1Z f)L/N2Z g/+
∑
N1+N2≤N
N1≤N−1
([L/N1Z ,∆/ ]f)L/N2Z g/.
(11.24.6)
To bound the magnitude first term on the right-hand side of (11.24.6) by the right-hand side of (11.24.2),
we simply use the estimate (11.24.1). Similarly, to bound the second term, we use (11.24.3). To bound the
magnitude of the third term on the right-hand side of (11.24.6) by the right-hand side of (11.24.2), we use
(11.16.1a), (11.16.1b), (11.12.1a), and (11.12.1c). To bound the magnitude of the last term on the right-
hand side of (11.24.6) by the right-hand side of (11.24.2), we use (11.16.1a), (11.16.1b), (11.24.3), and the
bootstrap assumptions (BAΨ).
Corollary 11.24.2 (Commutator estimates for vectorfields acting on ∇/ 2Ψ). Let 0 ≤ N ≤ 23 be an
integer. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then
the following estimates hold onMT(Bootstrap),U0 :
∣∣∣∣∣∣∣
 L/
N
Z∇/ 2Ψ
Z N∆/Ψ
L/NZ /ˆ∇2Ψ

∣∣∣∣∣∣∣ .
1
(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤N+1Ψ
R˘Z ≤N+1Ψ
%d/Z ≤N+1Ψ
Z ≤N+1Ψ

∣∣∣∣∣∣∣∣∣+ ε
1
(1 + t)4
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤N+1La(Small)|
)∣∣∣∣∣ ,
(11.24.7a)∣∣∣∣∣∣∣
 L/
≤11
Z ∇/ 2Ψ
Z ≤11∆/Ψ
L/≤1Z /ˆ∇2Ψ

∥∥∥∥∥∥∥
C0(Σut )
. ε 1(1 + t)3 . (11.24.7b)
Proof. The estimates (11.24.7a) and (11.24.7b) follow easily from Lemma 11.24.1 with Ψ in the role of f
and the bootstrap assumptions (BAΨ).
11.25 Commutator estimates involving the trace and trace-free parts
In this section, we derive pointwise commutator estimates involving the trace and trace-free parts of sym-
metric type
(0
2
)
St,u tensorfields.
Lemma 11.25.1 (Commutator estimates involving the trace and trace-free parts of symmetric type
(0
2
)
St,u tensorfields). Let 0 ≤ N ≤ 24 be an integer, and let ξ be a symmetric type
(0
2
)
St,u tensorfield. Under
the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following
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pointwise estimates hold onMT(Bootstrap),U0 :
∣∣∣L/NZ ξˆ∣∣∣ . ∣∣∣L/≤NZ ξ∣∣∣+ ∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣ (11.25.1)
+ 11 + t
∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ .
Furthermore, if 1 ≤ N ≤ 24 is an integer, then the following pointwise estimates hold onMT(Bootstrap),U0 :
∣∣∣L/NZ ξˆ − /ˆLNZ ξˆ∣∣∣ . ∣∣∣L/≤N−1Z ξ∣∣∣+ ∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣ (11.25.2)
+ 11 + t
∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ ,
∣∣∣trg/L/NZ ξ −Z N trg/ξ∣∣∣ . ∣∣∣L/≤N−1Z ξ∣∣∣+ ∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣ (11.25.3)
+ 11 + t
∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ ,
∣∣∣∣LNZ ξˆ − (̂L/NZ ξ)∣∣∣∣ . ∣∣∣L/≤N−1Z ξ∣∣∣+ ∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣ (11.25.4)
+ 11 + t
∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ ,
∣∣∣∣L/NZ ξ − {/ˆLNZ ξˆ + 12(Z N trg/ξ)g/
}∣∣∣∣ . ∣∣∣L/≤N−1Z ξ∣∣∣+ ∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣ (11.25.5)
+ 11 + t
∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ .
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Furthermore, if 0 ≤ N ≤ 23 is an integer, then the following estimates hold onMT(Bootstrap),U0 :
∣∣∣∣∇/L/NZ ξ − {∇/ /ˆLNZ ξˆ + 12(d/Z N trg/ξ)g/
}∣∣∣∣ . 11 + t
∣∣∣L/≤NZ ξ∣∣∣+ 11 + t
∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣
(11.25.6)
+ 1(1 + t)2
∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣
(
Z ≤N+1(µ− 1)
%
∑3
a=1 |Z ≤N+1La(Small)|
)∣∣∣∣∣ ,
∣∣∣∇/L/NZ ξˆ −∇/ /ˆLNZ ξˆ∣∣∣ . 11 + t
∣∣∣L/≤NZ ξ∣∣∣+ 11 + t
∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ (11.25.7)
+ 1(1 + t)2
∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣
(
Z ≤N+1(µ− 1)
%
∑3
a=1 |Z ≤N+1La(Small)|
)∣∣∣∣∣ ,
∣∣∣L/NZ div/ ξ − div/L/NZ ξ∣∣∣ . 11 + t
∣∣∣L/≤NZ ξ∣∣∣+ 11 + t
∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ (11.25.8)
+ 1(1 + t)2
∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣
(
Z ≤N+1(µ− 1)
%
∑3
a=1 |Z ≤N+1La(Small)|
)∣∣∣∣∣ ,
∣∣∣L/NZ div/ ξˆ − div/ /ˆLNZ ξˆ∣∣∣ . 11 + t
∣∣∣L/≤NZ ξ∣∣∣+ 11 + t
∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ (11.25.9)
+ 1(1 + t)2
∥∥∥L/≤bN/2cZ ξ∥∥∥C0(Σut )
∣∣∣∣∣
(
Z ≤N+1(µ− 1)
%
∑3
a=1 |Z ≤N+1La(Small)|
)∣∣∣∣∣ .
Proof. To prove (11.25.1), we first decompose ξˆAB = ξAB − 12(g/−1)CDξCDg/AB. Applying L/NZ to both
sides of this identity and applying the Leibniz rule to the product on the right-hand side, we deduce that∣∣∣L/NZ ξˆ∣∣∣ . ∣∣∣L/NZ ξ∣∣∣+ ∑
N1+N2+N3=N
∣∣∣L/N1Z ξ∣∣∣ ∣∣∣L/N2Z g/∣∣∣ ∣∣∣L/N3Z g/−1∣∣∣ . (11.25.10)
The desired estimate (11.25.1) now follows from (11.25.10) and the estimates (11.16.1a) and (11.16.1b).
To prove (11.25.3), we first deduce from the Leibniz rule that∣∣∣trg/L/NZ ξ −Z N trg/ξ∣∣∣ . ∑
N1+N2=N
N2≤N−1
∣∣∣L/N1Z g/∣∣∣ ∣∣∣L/N2Z ξ∣∣∣ . (11.25.11)
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The desired estimate (11.25.3) now follows from (11.25.11), (11.16.1a) and (11.16.1b).
To prove (11.25.4), we first decompose ξˆAB = ξAB − 12(g/−1)CDξCDg/AB. Applying L/NZ to both sides
of this identity and applying the Leibniz rule to the product on the right-hand side, we deduce that∣∣∣∣L/NZ ξˆ − {L/NZ ξ − 12(trg/L/NZ ξ)g/
}∣∣∣∣ . ∑
N1+N2+N3=N
N1≤N−1
∣∣∣L/N1Z ξ∣∣∣ ∣∣∣L/N2Z g/∣∣∣ ∣∣∣L/N3Z g/−1∣∣∣ . (11.25.12)
We now conclude the desired estimate (11.25.4) by noting that the term in braces on the left-hand side of
(11.25.12) is precisely (̂L/NZ ξ) and by using the estimates (11.16.1a) and (11.16.1b) to bound the magnitude
of the right-hand sides of (11.25.12) by the right-hand side of (11.25.4).
To prove (11.25.2), we let Z ∈ Z . From (7.2.5b) and the definition of the trace-free part of a tensor, we
deduce the schematic identity
LZ ξˆ − /ˆLZ ξˆ =
{
(g/−1)2(Z)pi/ξ + (g/−1)(Z)pi/g/−1ξ
}
g/. (11.25.13)
Iterating (11.25.13), using the schematic identitiesL/Zg/ = (Z)pi/ andL/Zg/−1 = −(g/−1)2(Z)pi/ (see Lemma 6.2.1),
and using (7.1.2) to express the right-hand side of (11.25.14) in terms of the Lie derivatives of ξ, g/ and g/−1,
we deduce the following schematic identity, in which not all factors on the right-hand side appear in the
“correct order” (the order is irrelevant from the point of view of our estimates):
LNZ ξˆ − /ˆLNZ ξˆ =
N∑
M=1
∑
N1+N2+···+Nk=N−M
(L/N1Z g/−1) · · · (L/NaZ g/−1)(L/Na+1Z g/) · · · (L/Nk−2Z g/)(L/Nk−1Z pi/)(L/NkZ ξ).
(11.25.14)
Above, the pi/ are the St,u projections of deformation tensors of vectorfields in Z . We now conclude the
desired estimate (11.25.2) by using the estimates (11.16.1a) and (11.16.1b) to bound the magnitude of the
right-hand side of (11.25.14) by the right-hand side of (11.25.2).
To prove (11.25.7), we first apply ∇/ to both sides of the schematic identity (11.25.14). We then use
inequality (11.12.3) and the same reasoning use just after equation (11.25.14) to bound the magnitude of the
right-hand side by the right-hand side of (11.25.7) as desired.
To prove (11.25.5), we first decompose ξAB = ξˆAB + 12(g/−1)CDξCDg/AB. Applying L/NZ to this identity
and using the Leibniz rule, we deduce that∣∣∣∣L/NZ ξ − {L/NZ ξˆ + 12(Z N trg/ξ)g/
}∣∣∣∣ . ∑
N1+N2+N3≤N
N2≤N−1
∣∣∣L/N1Z g/−1∣∣∣ ∣∣∣L/N2Z ξ∣∣∣ ∣∣∣L/N3Z g/∣∣∣ . (11.25.15)
We then use the estimates (11.16.1a) and (11.16.1b) to bound the magnitude of the right-hand side of
(11.25.15) by the right-hand side of (11.25.5) as desired.
To prove (11.25.6), we first decompose ξAB = ξˆAB + 12(g/−1)CDξCDg/AB. Applying ∇/L/NZ to this
identity and using the Leibniz rule and inequality (11.12.3), we deduce that∣∣∣∣∇/L/NZ ξ − {∇/L/NZ ξˆ + 12(d/Z N trg/ξ)g/
}∣∣∣∣ . 11 + t ∑
N1+N2+N3≤N+1
N2≤N
∣∣∣L/N1Z g/−1∣∣∣ ∣∣∣L/N2Z ξ∣∣∣ ∣∣∣L/N3Z g/∣∣∣ . (11.25.16)
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Next, we use the estimates (11.16.1a) and (11.16.1b) to bound the magnitude of the right-hand side of
(11.25.16) by the right-hand side of (11.25.6). Finally, we use the already proven estimate (11.25.7) to
replace the term ∇/L/NZ ξˆ on the left-hand side of (11.25.16) with the term ∇/ /ˆLNZ ξˆ up to error terms that are
bounded by in magnitude by the right-hand side of (11.25.6).
To prove (11.25.9), we consider the ABC components of the difference of the two type
(0
3
)
St,u tensors
on the left-hand side of (11.25.7), where the A index corresponds to∇/ . The A,B traces of these tensors are
also in magnitude . the right-hand side of (11.25.7). Furthermore, the AB trace of the second tensor on
the left-hand side of (11.25.7) is precisely div/ /ˆLNZ ξˆ. Hence, the desired estimate (11.25.9) will follow once
we show that the difference between the AB trace of the first tensor on the left-hand side of (11.25.7) and
L/NZ div/ ξˆ is in magnitude . the right-hand side of (11.25.9). To this end, we use the Leibniz rule to commute
the operators ∇/ and g/−1L/N2Z , thereby deducing that the difference under consideration can be bounded as
follows: ∣∣∣L/NZ {(g/−1)AB∇/AξˆB·)}− (g/−1)ABL/NZ∇/AξˆB·∣∣∣ . ∑
N1+N2≤N
N2≤N−1
∣∣∣L/N1Z g/−1∣∣∣ ∣∣∣∇/L/N2Z ξˆ∣∣∣ (11.25.17)
+
∑
N1+N2≤N
N2≤N−1
∣∣∣L/N1Z g/−1∣∣∣ ∣∣∣[∇/ ,L/N2Z ]ξˆ∣∣∣ ,
where the ·′s in (11.25.17) signify that the contracted quantities on the left-hand side are St,u one-forms.
To bound the first product on the right-hand side of (11.25.17) by the right-hand side of (11.25.9), we
use the estimates (11.16.1a), (11.16.1b), (11.12.3), and (11.25.1), and the bootstrap assumptions (BAΨ),
(AUXµ), and (AUXL(Small)). To bound the second product on the right-hand side of (11.25.17) by the
right-hand side of (11.25.9), we use the estimates (11.16.1a), (11.16.1b), (11.23.1), and (11.25.1), and the
bootstrap assumptions (BAΨ), (AUXµ), and (AUXL(Small)). We have thus proved inequality (11.25.9).
Inequality (11.25.8) can be proved by using essentially the same argument, and we omit the details.
11.26 Pointwise estimates for L/LL/NZ χ(Small) in terms of other quantities
In this section, we derive pointwise estimates for L/LL/NZ χ(Small) and for related quantities. We start with
the following lemma, which provides an expression for L/Lχ(Small) in terms of Ψ and Li, (i = 1, 2, 3).
Lemma 11.26.1 (Expressions for L/Lχ(Small) in terms of other quantities). The symmetric type
(0
2
)
St,u
tensorfield χ(Small) defined in (3.3.1c) verifies the following transport equation:
L/Lχ(Small)AB = %−1gab(d/Axa)d/BL(%Lb(Small)) + %−2gab(d/A(%La(Small)))d/B(%Lb(Small)) (11.26.1)
+ %−1Gab(d/Ax
a)(d/B(%L
b
(Small)))LΨ− L/LΛ(Tan−Ψ)AB ,
where Λ(Tan−Ψ)AB is the type
(0
2
)
St,u tensorfield given by (3.4.3c).
Proof. We first use the decomposition La = %−1xa + La(Small) (that is, (3.3.1a)), the identity Lxa = La,
and Lemma 7.2.1 to deduce that
L/Ld/Axa = d/ALa = %−1d/Axa + d/ALa(Small). (11.26.2)
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We now apply L/L to both sides of equation (3.5.1a) and treat all uppercase Latin indices as tensorial St,u
indices, and all lowercase Latin-indexed quantities as scalar-valued functions. Using (11.26.2), the identity
L% = 1, and the chain rule identity Lgab = GabLΨ, we deduce that
L/Lχ(Small)AB = %−1gab(d/Axa)d/BL(%Lb(Small)) + gab(d/ALa(Small))d/BLb(Small) (11.26.3)
+Gab(d/Ax
a)(d/B(%L
b
(Small)))LΨ− L/LΛ(Tan−Ψ)AB .
The desired identity (11.26.1) now easily follows from (11.26.3) and the fact that d/% = 0.
Lemma 11.26.2 (Pointwise estimates for L/LL/NZ χ(Small) in terms of other variables). Let 0 ≤ N ≤ 23
be an integer. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small,
then the following estimates hold onMT(Bootstrap),U0 :∣∣∣∣∣∣∣∣∣∣∣∣

%2L/LL/NZ χ(Small)
L/L(%2L/NZ χ(Small)#)
L(%2Z N trg/χ(Small))
%2L/LL/NZ χˆ(Small)
L/L(%2L/NZ χˆ(Small)#)

∣∣∣∣∣∣∣∣∣∣∣∣
.
∣∣∣∣∣∣∣
 %LZ ≤N+1Ψ%d/Z ≤N+1Ψ
Z ≤N+1Ψ

∣∣∣∣∣∣∣+
3∑
a=1
∣∣∣L(%Z ≤N+1La(Small))∣∣∣ (11.26.4)
+ ln(e+ t)(1 + t)2
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤N+1La(Small)|
)∣∣∣∣∣ .
Proof. We first prove the estimate (11.26.4) for %2L/LL/NZ χ(Small).As a first step, we bound %2L/NZ L/Lχ(Small)
by the right-hand side of (11.26.4). To this end, we write equation (11.26.1) in the following schematic form
(recall that %L ∈ Z ):
L/Lχ(Small) =
1
%2
f(Ψ)(d/x)d/(%L(%L(Small))) +
1
%2
f(Ψ)(d/(%L(Small)))2 +
1
%
f(Ψ)(d/x)(d/(%L(Small)))LΨ
(11.26.5)
+ 1
%
(L/%LG(Frame))
(
LΨ
d/Ψ
)
+ 1
%
G(Frame)L/%L
(
LΨ
d/Ψ
)
,
where the f are smooth scalar-valued functions of Ψ. We then apply the operator L/NZ to the right-hand
side of (11.26.5) and apply the Leibniz rule to the products on the right-hand side. We bound the terms
Z M% with (11.5.2b). We bound the terms Z Mf(Ψ) with the bootstrap assumptions (BAΨ). The fac-
tors L/MZ d/(%L(%L(Small))) are the only ones that contribute to the second term on the right-hand side of
(11.26.4); we bound them with (11.5.2b), Lemma 7.2.1, inequality (11.12.1a), and the bootstrap assump-
tions (AUXL(Small)). We bound the terms L/MZ G(Frame) and L/MZ (L/%LG(Frame)) with Lemma 11.15.1. We
bound the terms L/MZ d/x with the estimates (11.14.1a) and (11.14.1b). We bound the terms
(
Z MLΨ
L/MZ d/Ψ
)
with Lemma 11.13.1 and the bootstrap assumptions (BAΨ). Also using inequality (11.13.2), we see that in
total, these estimates imply that %2 times the magnitude of the right-hand side of (11.26.5) is. the right-hand
side of (11.26.4) as desired. To complete the proof, we must bound the commutator term %2[L/L,L/NZ ]χ(Small)
by the right-hand side (11.26.4). To derive the desired estimate, we use inequality (11.22.9c) with χ(Small)
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in the role of ξ (and the first term
∣∣∣L/LL/N−1Z χ(Small)∣∣∣ on the right-hand side of (11.22.9c) is bounded by
induction) and the estimates of Lemma 11.18.1.
To bound the magnitude of L/L(%2L/NZ χ(Small)#) by the right-hand side of (11.26.4), we first note the
following identity, which holds for any type
(0
2
)
St,u tensorfield ξ :
L/L(%2ξ#) = −2%2χ(Small)AB ξAB + %2(L/Lξ)#. (11.26.6)
The identity (11.26.6) follows easily from the identity (L/Lg/−1)AB = −2χAB, (3.3.1c), and the identity
L% = 1. We now set ξ = L/NZ χ(Small) in (11.26.6). The second term on the right-hand side of (11.26.6) has
already been suitably bounded by previously proven estimate (11.26.4) for %2L/LL/NZ χ(Small). To bound the
first term on the right-hand side of (11.26.6) in magnitude by the right-hand side of (11.26.4), we use the
estimates of Lemma 11.18.1.
To bound the magnitude of L(%2Z N trg/χ(Small)) by the right-hand side of (11.26.4), we note that
L(%2Z N trg/χ(Small)) is the pure trace of the type
(1
1
)
St,u tensorfield L/L(%2L/NZ χ(Small)#). Hence, the de-
sired estimate follows from the previously proven estimate (11.26.4) for L/L(%2L/NZ χ(Small)#).
To bound the magnitude of %2L/LL/NZ χˆ(Small) by the right-hand side of (11.26.4), we first use the Leibniz
rule to derive the following analog of (11.25.10):∣∣∣L/LL/NZ χˆ(Small)∣∣∣ . ∣∣∣L/LL/NZ χ(Small)∣∣∣+ ∑
i1+i2+i3=1
∑
N1+N2+N3=N
∣∣∣L/i1LL/N1Z χ(Small)∣∣∣ ∣∣∣L/i2LL/N2Z g/∣∣∣ ∣∣∣L/i3LL/N3Z g/−1∣∣∣ .
(11.26.7)
The desired bound now follows from (11.26.7), the previously proven estimate (11.26.4) for %2L/LL/NZ χ(Small),
the estimates of Lemmas 11.16.1 and 11.18.1, and the fact that %L ∈ Z .
Finally, the desired estimate (11.26.4) for L/L(%2L/NZ χˆ(Small)#) follows from the estimate (11.26.4) for
%2L/LL/NZ χˆ(Small) in the same way that the estimate for L/L(%2L/NZ χ(Small)#) followed from the estimate for
%2L/LL/NZ χ(Small).
11.27 Improvement of the auxiliary bootstrap assumptions
In this section, we use previously derived transport equations to derive improvements of the C0 bootstrap
assumptions for µ, Li(Small), and their lower-order derivatives. These estimates involve a loss of one order
of differentiability because the right-hand sides of the transport equations depend on higher derivatives of
Ψ.
Proposition 11.27.1 (Estimates for µ, Li(Small), and χ
(Small) derived from transport equations in the
directionL). Let 0 ≤ N ≤ 24 be an integer. Under the small data and bootstrap assumptions of Sects. 11.1-
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11.4, if ε is sufficiently small, then the following pointwise estimates hold onMT(Bootstrap),U0 :∣∣∣∣∣∣∣∣∣∣∣∣

%2L/NZ χ(Small)
%2L/NZ χ(Small)#
%2Z N trg/χ(Small)
%2L/NZ χˆ(Small)
%2L/NZ χˆ(Small)#

∣∣∣∣∣∣∣∣∣∣∣∣
. (1 + t)
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %
∣∣∣Z ≤N+1La(Small)∣∣∣
)∣∣∣∣∣ , (11.27.1a)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

LZ ≤Nµ∑3
a=1
∣∣∣L(%Z ≤NLa(Small))∣∣∣
%2L/LL/≤N−1Z χ(Small)
L/L(%2L/≤N−1Z χ(Small)#)
L(%2Z ≤N−1trg/χ(Small))
%2L/LL/≤N−1Z χˆ(Small)
L/L(%2L/≤N−1Z χˆ(Small)#)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Z ≤NLµ∑3
a=1
∣∣∣Z ≤N (L(%La(Small)))∣∣∣
L/≤N−1Z (%2L/Lχ(Small))
L/≤N−1Z (L/L(%2χ(Small)#))
Z ≤N−1(L(%2trg/χ(Small)))
L/≤N−1Z (%2L/Lχˆ(Small))
L/≤N−1Z (L/L(%2χˆ(Small)#))

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(11.27.1b)
.
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
ln(e+ t)
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %
∣∣∣Z ≤NLa(Small)∣∣∣
)∣∣∣∣∣ .
Furthermore, the following estimates hold for t ∈ [0, T(Bootstrap)) :∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

Z ≤12(µ− 1)∑3
a=1
∣∣∣%Z ≤12La(Small)∣∣∣
%2L/≤11Z χ(Small)
%2L/≤11Z χ(Small)#
%2Z ≤11trg/χ(Small)
%2L/≤11Z χˆ(Small)
%2L/≤11Z χˆ(Small)#

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
C0(Σut )
. ε ln(e+ t). (11.27.2)
Finally, the following estimates hold for t ∈ [0, T(Bootstrap)) :∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

LZ ≤12µ∑3
a=1
∣∣∣L(%Z ≤12La(Small))∣∣∣
%2L/LL/≤11Z χ(Small)
L/L(%2L/≤11Z χ(Small)#)
L(%2Z ≤11trg/χ(Small))
%2L/LL/≤11Z χˆ(Small)
L/L(%2L/≤11Z χˆ(Small)#)

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
C0(Σut )
,
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

Z ≤12Lµ∑3
a=1
∣∣∣Z ≤12(L(%La(Small)))∣∣∣
L/≤11Z (%2L/Lχ(Small))
L/≤11Z (L/L(%2χ(Small)#))
Z ≤11(L(%2trg/χ(Small)))
L/≤11Z (%2L/Lχˆ(Small))
L/≤11Z (L/L(%2χˆ(Small)#))

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
C0(Σut )
. ε 11 + t .
(11.27.3)
Proof. We first prove (11.27.1b). We prove only the estimates for the first array on the left-hand side
because the proofs of the estimates for the second array do not involve commutations and hence are simpler.
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To proceed with our estimates for the first array, we note that by Lemma 11.26.2, the estimates for the
χ(Small) terms in the array will follow once we prove inequality (11.27.1b) for only the first two terms in
the array.
We now use induction in N to prove the desired estimate for the term
∣∣∣L(%Z ≤NLi(Small))∣∣∣ on the left-
hand side of (11.27.1b). To proceed, we write equation (3.4.1b) in the schematic form
L(%Li(Small)) = G(Frame)
(
LΨ
d/Ψ
)
%Li(Small)
xi
%f i(Ψ)
%d/#xi
 := Ii, (11.27.4)
where f i(Ψ) is smooth function of Ψ that vanishes at Ψ = 0 (specifically, f i(Ψ) = (g−1)0i). Commuting
(11.27.4) with Z N , we deduce that
L(%Z NLi(Small)) = Z NIi + [L,Z N ](%Li(Small)) + L
{
[%,Z N ]Li(Small)
}
. (11.27.5)
We claim that the following bound holds for the first term Z NIi on the right-hand side of (11.27.5):
∣∣∣Z NIi∣∣∣ .
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
%d/Z ≤NΨ
R˘Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
ln(e+ t)
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %
∣∣∣Z ≤NLa(Small)∣∣∣
)∣∣∣∣∣ . (11.27.6)
Let us accept (11.27.6) for the moment; we will independently prove (11.27.6) at the end of the argument
without using induction. We note that the right-hand side of (11.27.6) is . the right-hand side of (11.27.1b)
as desired. This immediately yields the desired estimate in the base case N = 0. To carry out the induction,
we assume that the estimate (11.27.1b) for
∣∣∣L(%Z ≤N−1Li(Small))∣∣∣ has been proved.
To bound the term L
{
[%,Z N ]Li(Small)
}
on the right-hand side of (11.27.5), we use (11.5.3b) to deduce
that ∣∣∣L{[%,Z N ]Li(Small)}∣∣∣ . ∣∣∣L(%Z ≤N−1Li(Small))∣∣∣+ 1(1 + t)2
∣∣∣%Z ≤N−1Li(Small)∣∣∣ . (11.27.7)
The second term on the right-hand side of (11.27.7) is manifestly . the right-hand side of (11.27.1b) as
desired, while to bound the first, we use the induction hypothesis.
To bound the term [L,Z N ](%Li(Small)) on the right-hand side of (11.27.5), we use the commutator
estimate (11.22.1c) with f = %Li(Small), inequalities (11.5.2b) and (11.13.3), and the bootstrap assumption
(AUXL(Small)) to deduce that
∣∣∣[L,Z N ](%Li(Small))∣∣∣ . ∣∣∣LZ ≤N−1(%Li(Small))∣∣∣+ ln(e+ t)1 + t
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ (11.27.8)
+ ln(e+ t)(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ .
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The last two terms on the right-hand side of (11.27.8) are manifestly . the right-hand side of (11.27.1b) as
desired, while to bound the first, we use the induction hypothesis.
It remains for us to prove (11.27.6). We apply the operator L/NZ to the terms in (11.27.4) and use
the Leibniz rule. We bound the terms L/MZ G(Frame) with the estimates of Lemma 11.15.1. To bound(
Z MLΨ
L/MZ d/Ψ
)
, we use Lemma 11.13.1 and the bootstrap assumptions (BAΨ). To bound Z M (%Li(Small))
whenM ≤ 12, we use inequality (11.5.2b) and the bootstrap assumptions (AUXL(Small)) (whenM ≥ 13,
the term %Z MLi(Small) appears on the right-hand side of (11.27.6)). To bound Z
Mxi, we use inequalities
(11.6.1a), (11.9.2a), and (11.9.2b) as well as the observation that Z Mxi = Z M−1Zxi = Z M−1Zi. To
bound Z M (%f i(Ψ)), we use inequality (11.5.2b) and the bootstrap assumptions (BAΨ), which in partic-
ular imply that |Z Mf i(Ψ)| . |Z ≤MΨ|. To bound L/MZ (%d/#xi), we use inequalities (11.5.2b), (11.16.1a),
(11.16.1b), (11.14.1a), and (11.14.1b). In total, these estimates yield inequality (11.27.6), and our proof of
the bound for
∣∣∣L(%Z ≤NLi(Small))∣∣∣ is complete.
Proof of the bound for
∣∣∣LZ ≤Nµ∣∣∣ : We now use induction in N to prove the desired estimate for the
term
∣∣∣LZ ≤Nµ∣∣∣ on the left-hand side of (11.27.1b). The proof is simpler than our proof of the bound for∣∣∣L(%Z ≤NLi(Small))∣∣∣ . To proceed, we write equation (3.2.1) in the schematic form
Lµ = G(Frame)
(
µLΨ
R˘Ψ
)
:= I. (11.27.9)
Commuting (11.27.9) with Z N , we have∣∣∣LZ Nµ∣∣∣ . ∣∣∣[L,Z N ]µ∣∣∣+ ∣∣∣Z NI∣∣∣ . (11.27.10)
We claim that
∣∣∣Z NI∣∣∣ .
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
ln(e+ t)
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %
∣∣∣Z ≤NLa(Small)∣∣∣
)∣∣∣∣∣ . (11.27.11)
To derive the estimate (11.27.11), we apply the Leibniz rule. We bound the terms Z MG(Frame) with the
estimates of Lemma 11.15.1. To bound the terms L/MZ
(
LΨ
R˘Ψ
)
, we use Lemma 11.13.1 and the bootstrap
assumptions (BAΨ). To bound Z Mµ when M ≤ 12, we use the bootstrap assumptions (AUXµ) (when
M ≥ 13, the term Z M (µ− 1) appears on the right-hand side of (11.27.11)).
We now note that the right-hand side of (11.27.11) is manifestly . the right-hand side of (11.27.1b)
as desired. The estimate (11.27.11) therefore immediately yields the desired estimate for
∣∣∣LZ ≤Nµ∣∣∣ in the
base case N = 0. To carry out the induction, we assume that the estimate (11.27.1b) for
∣∣∣LZ ≤N−1µ∣∣∣ has
been proved.
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To bound the commutator term on the right-hand side of (11.27.10), we use the commutator estimate
(11.22.1c) with f = µ, inequality (11.13.3), and the bootstrap assumptions (AUXµ) to deduce that
∣∣∣[L,Z N ]µ∣∣∣ . ∣∣∣LZ ≤N−1µ∣∣∣+ ln(e+ t)1 + t
∣∣∣Z ≤NΨ∣∣∣+ ln(e+ t)(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ .
(11.27.12)
The last two terms on the right-hand side of (11.27.12) are manifestly bounded by the right-hand side of
(11.27.1b) as desired, while to bound the first, we use the induction hypothesis.
Proof of (11.27.2)-(11.27.3): Let 0 ≤ N ≤ 12 be an integer. To prove (11.27.2), we first simplify the
notation by defining
qN (t, u, ϑ) :=
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1
∣∣∣%Z ≤NLa(Small)∣∣∣
)∣∣∣∣∣ , q˚N (u, ϑ) := qN (0, u, ϑ). (11.27.13)
The bootstrap assumptions (BAΨ) imply that the array of Ψ quantities on the right-hand side of (11.27.1b)
is bounded in the norm ‖ · ‖C0(Σut ) by . ε(1 + t)−1. Hence, integrating inequality (11.27.1b) in time along
the integral curves of L, we deduce that
qN (t, u, ϑ) ≤ q˚N (u, ϑ) + Cε ln(e+ t) + C
∫ t
t′=0
ln(e+ t′)
(1 + t′)2 |qN |(t
′, u, ϑ) dt′. (11.27.14)
Inequality (11.8.6b) and the small data assumption ˚ ≤ ε together imply that q˚N (u, ϑ) . ε. Hence, apply-
ing Gronwall’s inequality to (11.27.14), we deduce that qN (t, u, ϑ) . ε ln(e + t). This yields the desired
inequalities for the first two terms in the array on the left-hand side of (11.27.2). The estimates for the re-
maining quantities on the left-hand side of (11.27.2) then follow from these estimates, inequality (11.18.1a),
and the bootstrap assumptions (BAΨ).
Inequality (11.27.3) then follows from inequalities (11.27.1b) and (11.27.2) and the bootstrap assump-
tions (BAΨ).
Corollary 11.27.2 (Improvement of the auxiliary bootstrap assumptions). Under the small data and
bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the auxiliary bootstrap assumptions
(AUXµ)-(AUXχ) hold with ε1/2 replaced by Cε.
Proof. The corollary follows directly from (11.27.2).
Using the estimates of Cor. 11.27.2 in place of the auxiliary bootstrap assumptions, we can repeat the
proofs of all of the previous estimates in this section to arrive at the following corollary.
Corollary 11.27.3 (ε1/2 can be replaced with Cε). Under the small data and bootstrap assumptions of
Sects. 11.1-11.4, all of the estimates in Chapter 11 that we proved before Cor. 11.27.2 and that involve an
explicit factor of precisely ε1/2 in fact hold with ε1/2 replaced by Cε.
11.28 Sharp pointwise estimates for GLL
In this section, we provide sharp pointwise estimates for GLL and LGLL. In particular, we show that GLL
is well-approximated by the future null condition failure factor (+)ℵ.
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Lemma 11.28.1 (Bounds for GLL). Let (+)ℵ be the future null condition failure factor from Def. 2.6.1.
Under the small data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the
following pointwise estimates hold onMT(Bootstrap),U0 :
|LGLL| . ε 1(1 + t)2 , (11.28.1)
∣∣∣GLL − (+)ℵ∣∣∣ . ε ln(e+ t)1 + t . (11.28.2)
Furthermore, if 0 ≤ s ≤ t, then
|GLL(t, u, ϑ)−GLL(s, u, ϑ)| . ε t− s(1 + s)(1 + t) . ε
1
1 + s. (11.28.3)
Proof. From (3.6.14a), the estimate (11.15.1b), and the bootstrap assumptions (BAΨ), we deduce that
|LGLL| . ε 1(1 + t)2 , (11.28.4)
which is the desired estimate (11.28.1).
Inequality (11.28.3) then follows from integrating (11.28.1) along the integral curves of L from time s
to time t.
To prove (11.28.2), we first note that by the mean value theorem, the estimate (11.9.1b), and the bootstrap
assumptions (BAΨ), we have ∣∣∣GLL −Gαβ(Ψ = 0)LαLβ∣∣∣ . ε1 + t . (11.28.5)
Next, we recall that L(Flat) = ∂t + (xa/r)∂a. Hence, using definition (3.3.1a), the estimates (11.6.1b) and
(11.27.2), Cor. 11.27.3, and the fact that L0 = L0(Flat) = 1, we deduce that the following estimate holds for
ν = 0, 1, 2, 3 : ∣∣∣Lν − Lν(Flat)∣∣∣ . ε ln(e+ t)1 + t . (11.28.6)
Using the estimates (11.9.1b), (11.28.5), and (11.28.6), we conclude the desired bound (11.28.2).
11.29 Pointwise estimates for ∆/Z ≤N−1Li(small)
In this section, we derive pointwise estimates for the scalar-valued functions ∆/Z ≤N−1Li(Small), (i =
1, 2, 3).
Lemma 11.29.1 (Pointwise estimate for ∆/Z ≤N−1Li(Small) in terms of other variables). Let 1 ≤ N ≤ 24
be an integer, and let Li(Small), (i = 1, 2, 3), be the scalar-valued function defined in (3.3.1a). Under
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the small data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following
pointwise estimate holds onMT(Bootstrap),U0 :
∣∣∣∆/Z ≤N−1Li(Small)∣∣∣ . 1(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ (11.29.1)
+ 1(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣+ ∣∣∣div/L/≤N−1Z χ(Small)∣∣∣ .
Proof. We first apply L/≤N−1Z and then ∇/A to each size of equation (3.4.2c). By Lemma 7.2.1, the left-
hand side of the resulting expression is equal to ∆/Z ≤N−1Li(Small). Hence, Lemma 11.29.1 will follow
once we show that the right-hand side of the resulting expression is bounded in magnitude by . the
right-hand side of (11.29.1). We begin by addressing the first product on the right-hand side of (3.4.2c):
∇/AL/≤N−1Z
{
(g/−1)BCχ(Small)AB d/Cxi
}
. When all derivatives fall on χ(Small)AB , we use the estimate (11.14.1b)
to bound this term by.
∣∣∣div/L/≤N−1Z χ(Small)∣∣∣ as desired. Using the schematic identityL/Zg/−1 = −(g/−1)2(Z)pi/,
Lemma 7.2.1 and inequalities (11.12.2) and (11.12.3), we see that the remaining terms that arise in the Leib-
niz expansion are bounded in magnitude by
. 11 + t
N∑
k=0
∑
N1+···+Nk+2≤N−k
Nk+1≤N−1
∣∣∣L/N1Z pi/∣∣∣ ∣∣∣L/N2Z pi/∣∣∣ · · · ∣∣∣L/NkZ pi/∣∣∣ ∣∣∣L/Nk+1Z χ(Small)∣∣∣ ∣∣∣d/Z Nk+2xi∣∣∣ , (11.29.2)
where the pi/ are the St,u−projections of deformation tensors of vectorfields belonging to Z . From the
estimates (11.14.1a), (11.14.1b), (11.16.1a), (11.16.1b), (11.18.1a), and (11.18.1b), we deduce that the right-
hand side of (11.29.2) is . the right-hand side of (11.29.1) as desired.
We now address the second product on the right-hand side of (3.4.2c): ∇/AL/≤N−1Z
{
λ
(Tan−Ψ)
A R
i
(Small)
}
.
From the identity (3.3.3), definition (3.4.3a), Lemma 7.2.1, inequalities (11.12.1a) and (11.12.2), and the
Leibniz rule, it follows that this term is bounded in magnitude by
. 11 + t
3∑
a=1
∑
N1+N2+N3≤N
∣∣∣L/N1Z G(Frame)∣∣∣ ∣∣∣d/Z N2Ψ∣∣∣ ∣∣∣Z N3La(Small)∣∣∣ (11.29.3)
+ 11 + t
∑
N1+N2+N3≤N
∣∣∣L/N1Z G(Frame)∣∣∣ ∣∣∣d/Z N2Ψ∣∣∣ ∣∣∣Z N3Ψ∣∣∣ .
From the bootstrap assumptions (BAΨ) and the estimates (11.15.1a), (11.15.1b), and (11.27.2), we deduce
that the right-hand side of (11.29.3) is . the right-hand side of (11.29.1) as desired.
We now address the third product on the right-hand side of (3.4.2c): ∇/AL/≤N−1Z
{
xi
% λ
(Tan−Ψ)
A
}
. From
definition (3.4.3a), inequality (11.12.2), and the Leibniz rule, it follows that this term is bounded in magni-
tude by
. 11 + t
∑
N1+N2+N3≤N
∣∣∣∣∣Z N1
(
xi
%
)∣∣∣∣∣ ∣∣∣L/N2Z G(Frame)∣∣∣ ∣∣∣d/Z N3Ψ∣∣∣ . (11.29.4)
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From the bootstrap assumptions (BAΨ), the identity (11.5.2b), the estimates (11.6.1a), (11.9.2a), (11.9.2b),
(11.15.1a), (11.15.1b), and (11.27.2), and the fact that Zxi = Zi, we deduce that the right-hand side of
(11.29.4) is . the right-hand side of (11.29.1) as desired.
We now address the final product on the right-hand side of (3.4.2c): ∇/AL/≤N−1Z
{
(g/−1)BCΛ(Tan−Ψ)AB d/Cxi
}
.
From definition (3.4.3c), Lemma 7.2.1, inequality (11.12.2), and the Leibniz rule, we argue as in the proof
of (11.29.2) to bound this term in magnitude by
. 11 + t
N∑
k=0
∑
N1+···+Nk+3≤N−k
∣∣∣L/N1Z pi/∣∣∣ ∣∣∣L/N2Z pi/∣∣∣ · · · ∣∣∣L/NkZ pi/∣∣∣ ∣∣∣L/Nk+1Z G(Frame)∣∣∣
∣∣∣∣∣L/Nk+2Z
(
LΨ
d/Ψ
)∣∣∣∣∣ ∣∣∣d/Z Nk+3xi∣∣∣ .
(11.29.5)
From the bootstrap assumptions (BAΨ) and the estimates (11.13.1), (11.14.1a), (11.14.1b), (11.16.1a),
(11.16.1b), (11.15.1b), and (11.27.2), we deduce that the right-hand side of (11.29.5) is . the right-hand
side of (11.29.1) as desired.
11.30 Estimates related to integrals over St,u
In this section, we provide a collection of estimates that are connected to integrals over St,u.
Lemma 11.30.1 (Estimates for the error terms in L/R˘dυg/). Under the small data and bootstrap assump-
tions of Sects. 11.1-11.4, if ε is sufficiently small, then the last four terms in braces in equation (9.1.1b)
verify the following pointwise estimate onMT(Bootstrap),U0 :∣∣∣∣−2%(µ− 1)− µtrg/χ(Small) + trg/k/(Trans−Ψ) + µtrg/k/(Tan−Ψ)
∣∣∣∣ . ε ln(e+ t)(1 + t) . (11.30.1)
Proof. The last two terms on the left-hand side of (11.30.1) have the schematic form G#(Frame)
 µLΨR˘Ψ
µd/Ψ
 .
Hence, the desired estimate (11.30.1) follows from Cor. 11.18.2, the estimates (11.15.1b) and (11.27.2), and
the bootstrap assumptions (BAΨ).
Lemma 11.30.2 (Comparison of the area forms dυg/ and dυe/). Let p = p(ϑ) be a non-negative function
of the geometric angular coordinates. Under the small data and bootstrap assumptions of Sects. 11.1-11.4,
if ε is sufficiently small, then the following estimate holds for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :
(1− Cε)%2(t, u)
∫
ϑ∈S2
p(ϑ)dυe/(ϑ) ≤
∫
St,u
p(ϑ)dυg/(t,u,ϑ) ≤ (1 + Cε)%2(t, u)
∫
ϑ∈S2
p(ϑ)dυe/(ϑ),
(11.30.2)
where dυe/(ϑ) denotes the standard Euclidean area form on the Euclidean-unit sphere S2.
Proof. We set P (t, u) :=
∫
St,u
p(ϑ)dυg/(t,u,ϑ). From Lemma 9.1.1 and the decomposition trg/χ = 2%−1 +
trg/χ(Small), we have
∂
∂t
P (t, u) =
∫
St,u
{2
%
+ trg/χ(Small)
}
p dυg/, (11.30.3)
∂
∂u
P (t, u) =
∫
St,u
{
−2
%
− 2
%
(µ− 1)− µtrg/χ(Small) + trg/k/(Trans−Ψ) + µtrg/k/(Tan−Ψ)
}
p dυg/. (11.30.4)
11. Small Data, C0 Bootstrap Assumptions, and First Pointwise Estimates 172
Inserting the estimates |trg/χ(Small)| . ε ln(e + t)(1 + t)−2 (that is, (11.27.2)) and (11.30.1) at t = 0 into
(11.30.3) and (11.30.4) respectively, we deduce that(
1− Cε ln(e+ t)1 + t
) 2
%(t, u)P (t, u) ≤
∂
∂t
P (t, u) ≤
(
1 + Cε ln(e+ t)1 + t
) 2
%(t, u)P (t, u), (11.30.5)
−(1 + Cε) 2
%(0, u)P (0, u) ≤
∂
∂u
P (0, u) ≤ −(1− Cε) 2
%(0, u)P (0, u). (11.30.6)
We now apply Gronwall’s inequality to (11.30.5) and (11.30.6) and recall that %(t, u) = 1−u+t, which
leads to the following inequalities:
(1− Cε) %
2(t, u)
%2(0, u) ≤
P (t, u)
P (0, u) ≤ (1 + Cε)
%2(t, u)
%2(0, u) , (11.30.7)
(1− Cε)%
2(0, u)
%2(0, 0) ≤
P (0, u)
P (0, 0) ≤ (1 + Cε)
%2(0, u)
%2(0, 0) . (11.30.8)
The desired estimate (11.30.2) now follows easily from inequalities (11.30.7) and (11.30.8) and the
identities %(0, 0) = 1 and P (0, 0) =
∫
ϑ∈S2 p(ϑ)dυe/(ϑ).
Corollary 11.30.3 (Estimates for integrals of constants). Under the small data and bootstrap assumptions
of Sects. 11.1-11.4, if ε is sufficiently small, then the following estimates hold for (t, u) ∈ [0, T(Bootstrap))×
[0, U0] :
4pi(1− Cε)%2(t, u) ≤
∫
St,u
1 dυg/ ≤ 4pi(1 + Cε)%2(t, u), (11.30.9a)
C−1%2(t, u) ≤
∫
Σut
1 d$ ≤ C%2(t, u), (11.30.9b)
C−1%(t, u) ≤ ‖1‖L2(Σut ) ≤ C%(t, u). (11.30.9c)
Proof. Cor. 11.30.3 now follows easily from the definitions of the quantities involved, Lemma 11.30.2, and
the identity
∫
ϑ∈S2 1dυe/(ϑ) = 4pi.
Lemma 11.30.4 (Pointwise estimates for
√
detg/). Let
√
detg/(t, u, ϑ) denote the area form factor of g/
relative to the geometric coordinates, and let
√
dete/(ϑ) denote the area form factor of e/ relative to the
geometric coordinates. Here, e/ is the Riemannian metric induced on the Euclidean unit sphere by the
Euclidean metric1 e on Σt. Under the small data and bootstrap assumptions of Sects. 11.1-11.4, if ε is
sufficiently small, then the following estimate holds on the spacetime domainMT(Bootstrap),U0 :∣∣∣∣∣%−2
√
detg/√
dete/
− 1
∣∣∣∣∣ . ε ln(e+ t)1 + t . (11.30.10)
Proof. Let p ∈ ΣU0t and let γ : [0, U0] → ΣU0t be the integral curve of R˘ that passes through p and that is
parametrized by the eikonal function u. From the proof of Lemma 9.1.1 and in particular (9.1.7), and the
identities ddu% ◦ γ = R˘% = −1 and R˘u = 1, we deduce that
d
du
{
ln[(%−2
√
detg/)] ◦ γ
}
= −2
%
(µ− 1)− µtrg/χ(Small) + trg/k/(Trans−Ψ) + µtrg/k/(Tan−Ψ) . (11.30.11)
1Relative to the rectangular spatial coordinates on Σt, we have eij = δij .
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Inserting the estimate (11.30.1) into the right-hand side of (11.30.11), we deduce that∣∣∣∣ ddu
{
ln[(%−2
√
detg/)] ◦ γ
}∣∣∣∣ . ε ln(e+ t)1 + t . (11.30.12)
Integrating (11.30.12) du from the point p until the initial sphere St,0 (where u = 0) and using the fact that
%−2
√
detg/|St,0 =
√
dete/, we conclude the desired estimate (11.30.10).
Lemma 11.30.5 (Pointwise estimates for the time integral of trg/χ). Under the small data and bootstrap
assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following estimate holds for (t, u) ∈
[0, T(Bootstrap))× [0, U0] :
ln
(
%2(t, u)
%2(0, u)
)
− Cε ≤
∫ t
s=0
trg/χ(s, u, ϑ) ds ≤ ln
(
%2(t, u)
%2(0, u)
)
+ Cε. (11.30.13)
Proof. The inequalities in (11.30.13) follow easily from the decomposition trg/χ = 2%−1 + trg/χ(Small) and
the pointwise estimate |trg/χ(Small)| ≤ Cε ln(e+ t)(1 + t)−2 (that is, (11.27.2)).
Lemma 11.30.6 (Estimate for the norm ‖ · ‖L2(Σut ) of time-integrated functions). Let f be a function on
spacetime, and let
F (t, u, ϑ) :=
∫ t
t′=0
f(t′, u, ϑ) dt′. (11.30.14)
Under the small data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the
following estimate holds for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :
‖F‖L2(Σut ) ≤ (1 + Cε)%(t, u)
∫ t
t′=0
‖f‖L2(Σu
t′ )
%(t′, u) dt
′. (11.30.15)
Proof. By the definitions of F and ‖F‖2L2(Σut ), the estimate (11.30.2), Minkowski’s inequality for integrals,
and the fact that %(t′, u′) ≥ %(t′, u) when 0 ≤ u′ ≤ u, we have
‖F‖2L2(Σut ) =
∫ u
u′=0
∫
St,u
F 2(t, u′, ϑ) dυg/ du′ (11.30.16)
≤ (1 + Cε)%2(t, u)
∫ u
u′=0
∫
ϑ∈S2
F 2(t, u′, ϑ) dυe/ du′
= (1 + Cε)%2(t, u)
∫ u
u′=0
∫
ϑ∈S2
(∫ t
t′=0
f(t′, u′, ϑ) dt′
)2
dυe/ du
′
≤ (1 + Cε)%2(t, u)
{∫ t
t′=0
(∫ u
u′=0
∫
ϑ∈S2
f2(t′, u′, ϑ) dυe/ du′
)1/2
dt′
}2
≤ (1 + Cε)%2(t, u)

∫ t
t′=0
(∫ u
u′=0
∫
St′,u′
f2(t′, u′, ϑ)
dυg/
%2(t′, u′) du
′
)1/2
dt′

2
≤ (1 + Cε)%2(t, u)

∫ t
t′=0
(
1
%2(t′, u)
∫ u
u′=0
∫
St′,u′
f2(t′, u′, ϑ) dυg/ du′
)1/2
dt′

2
= (1 + Cε)%2(t, u)
{∫ t
t′=0
1
%(t′, u) ‖f‖L2(Σut′ ) dt
′
}2
.
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Inequality (11.30.15) now follows from taking the square root of both sides of (11.30.16).
11.31 Faster than expected decay for certain Ψ−related quantities
We use the estimates in the following lemma in order to bound some of the error terms that appear in the
integration by parts identities of Lemmas 9.3.3 and 9.3.4.
Lemma 11.31.1 (Faster than expected decay for certain Ψ−related quantities). Recall that Ψ verifies
the covariant wave equation µg(Ψ)Ψ = 0 and that Ψ vanishes in the exterior of the outgoing null cone
C0. Under the small data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the
following estimate holds for t ∈ [0, T(Bootstrap)) :∥∥∥L(%R˘Ψ)∥∥∥
C0(Σut )
, ‖L(%LΨ)‖C0(Σut ) . ε
ln(e+ t)
(1 + t)2 , (11.31.1)
∥∥∥∥O≤1 (LΨ + 12 trg/χΨ
)∥∥∥∥
C0(Σut )
,
∥∥∥∥O≤1 (LR˘Ψ + 12 trg/χR˘Ψ
)∥∥∥∥
C0(Σut )
. ε ln(e+ t)(1 + t)3 . (11.31.2)
Proof. We first prove (11.31.2) for LΨ + 12 trg/χΨ. Writing the right-hand side of the wave operator decom-
position (4.3.2b) (with f = Ψ) in schematic form, we have
R˘
{
%
[
LΨ + 12 trg/χΨ
]}
=
(
µL(%LΨ)
µ%∆/Ψ
)
+ %G(Frame)g/−1
 µLΨR˘Ψ
µd/Ψ
( LΨ
d/Ψ
)
(11.31.3)
+
(
µ
1
)
LΨ + %g/−1(d/µ)d/Ψ +
(
%R˘trg/χ(Small)
trg/χ(Small)
)
Ψ.
From (11.31.3), the inequalities (11.12.1a) and (11.12.1c), the estimates (11.15.1b), (11.16.1b), and (11.27.2),
and the bootstrap assumptions (BAΨ), we deduce that∣∣∣∣R˘{% [LΨ + 12 trg/χΨ
]}∣∣∣∣ . ε ln(e+ t)(1 + t)2 . (11.31.4)
Fixing t, integrating (11.31.4) along the integral curves of −R˘ until reaching the sphere St,0, recalling that
R˘u = 1, and recalling that Ψ ≡ 0 in the exterior of the outgoing null cone portion CT(Bootstrap)0 , we deduce
that ∣∣∣∣% [LΨ + 12 trg/χΨ
]∣∣∣∣ . ε ln(e+ t)(1 + t)2 . (11.31.5)
The desired estimate (11.31.2) for LΨ + 12 trg/χΨ now follows from dividing inequality (11.31.5) by %.
To prove the desired estimate (11.31.2) for O(LΨ + 12 trg/χΨ), we note that O(LΨ +
1
2 trg/χΨ) verifies an
equation similar to the equation (11.31.3) verified by LΨ+ 12 trg/χΨ, but with the right-hand side of (11.31.3)
replaced by O applied to the right-hand side of (11.31.3), and with the additional commutator term (see
(3.6.2c)) %(O)pi/#
R˘
· d/(LΨ + 12 trg/χΨ) on the right-hand side. We now claim that the magnitudes of the terms
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arising fromO applied to the right-hand side of (11.31.3) are. ε ln(e+ t)(1+ t)−2. To prove this claim, we
use Lemma 7.2.1, the same estimates that we used to deduce (11.31.4), and, to bound the term O∆/Ψ, the
estimate (11.24.7b). Furthermore, using the decomposition trg/χ = 2%−1 +trg/χ(Small), inequality (11.12.1a),
the estimates (11.20.4b) and (11.27.2), and the bootstrap assumptions (BAΨ), we bound the commutator
term as follows:
%
∣∣∣∣(O)pi/#R˘ · d/(LΨ + 12 trg/χΨ)
∣∣∣∣ . ∣∣∣(O)pi/R˘∣∣∣
{ 3∑
l=1
(
|O(l)LΨ|+ |O(l)trg/χ(Small)||Ψ|+
1
%
|O(l)Ψ|
)}
(11.31.6)
. ε ln
2(e+ t)
(1 + t)3 .
Combining these estimates, we deduce that inequality (11.31.4) holds with %
[
LΨ + 12 trg/χΨ
]
replaced by
O
{
%
[
LΨ + 12 trg/χΨ
]}
, and the desired estimate (11.31.2) for O
{[
LΨ + 12 trg/χΨ
]}
follows by integrating
along the integral curves of −R˘ as above.
To prove estimate (11.31.2) for LR˘Ψ + 12 trg/χR˘Ψ, we first use the wave operator decomposition (4.3.1a)
with f = Ψ, Lemma 3.2.1, and the simple identity LLΨ = 1%L(%LΨ) − 1%LΨ to deduce the schematic
equation
LR˘Ψ + 12 trg/χR˘Ψ =
( 1
%µL(%LΨ)
µ∆/Ψ
)
+ 1
%
µLΨ +G(Frame)g/−1
 µLΨR˘Ψ
µd/Ψ
( LΨ
d/Ψ
)
. (11.31.7)
Using the same estimates we used to prove (11.31.4) and also (11.5.2b), we bound the right-hand side of
(11.31.7) in magnitude by . ε ln(e + t)(1 + t)−3. We have thus proved the desired estimate (11.31.2) for
LR˘Ψ + 12 trg/χR˘Ψ.
To prove the estimate (11.31.2) for O
{
LR˘Ψ + 12 trg/χR˘Ψ
}
, we apply O to both sides of (11.31.7).
Using Lemma 7.2.1, the same estimates we used to bound the right-hand side of (11.31.7), and the estimate
(11.24.7b) to bound the term O∆/Ψ, we conclude that
∣∣∣O {LR˘Ψ + 12 trg/χR˘Ψ}∣∣∣ . ε ln(e + t)(1 + t)−3 as
desired.
The desired estimate (11.31.1) forL(%R˘Ψ) follows from the identityL(%R˘Ψ) = %
{
LR˘Ψ + 12 trg/χR˘Ψ
}
−
1
2%trg/χ
(Small)R˘Ψ, the estimate (11.31.2) for LR˘Ψ + 12 trg/χR˘Ψ, the estimate (11.27.2) for trg/χ(Small), and
the bootstrap assumption ‖R˘Ψ‖C0(Σut ) ≤ ε(1 + t)−1.
The desired estimate (11.31.1) for L(%LΨ) follows easily from the bootstrap assumption |%L(%LΨ)| ≤
ε(1 + t)−1 (that is, (BAΨ)).
11.32 Pointwise estimates for Ξ
In this section, we derive pointwise estimates for the vectorfield Ξ from the decomposition R˘ = ∂∂u − Ξ.
Lemma 11.32.1 (Estimates for Ξ). Let Ξ be the St,u−tangent vectorfield from (2.7.1), and let Ξ[ be the
corresponding g/−dual one-form. Let 0 ≤ N ≤ 23 be an integer. Under the small data and bootstrap
assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following pointwise estimates hold on the
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spacetime domainMT(Bootstrap),U0 :
∣∣∣L/L(%−2L/NZ Ξ[)∣∣∣ . 1(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)3
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤N+1La(Small)|
)∣∣∣∣∣ (11.32.1a)
+ ln(e+ t)(1 + t)2
∣∣∣%−2L/≤NZ Ξ[∣∣∣ .
Furthermore, the following estimate holds for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :∥∥∥L/≤11Z Ξ∥∥∥C0(Σut ) . ε(1 + t). (11.32.1b)
Furthermore, the following estimate holds for the rectangular spatial components Ξi, (i = 1, 2, 3) :∥∥∥Z ≤11Ξi∥∥∥
C0(Σut )
. ε(1 + t). (11.32.1c)
Proof. We first lower the index in equation (2.7.2) with g/, use the identities L/Lg/ = 2%−1g/+ 2χ(Small) (see
(2.15.4) and (3.3.1c)) and L% = 1, use the fact that [L, R˘][ = (R˘)pi/L (see (3.6.2a)), and commute with %−2
followed by L/NZ to deduce that
L/L(%−2L/NZ Ξ[) = 2L/NZ
{
%−2χ(Small)# · Ξ[
}
− L/NZ (%−2(R˘)pi/L) + [L/L,L/NZ ](%−2Ξ[) + L/L
{
[%−2,L/NZ ]Ξ[
}
.
(11.32.2)
We now derive bounds for the right-hand side of (11.32.2). To simplify the proof, we make the following
temporary bootstrap assumptions:∥∥∥L/≤11Z Ξ[∥∥∥C0(Σut ) ≤ 1 + t, (t, u) ∈ [0, T(Bootstrap))× [0, U0]. (TEMP−BAΞ[)
From the Leibniz rule, the estimates (11.5.2b), (11.18.1a), and (11.27.2), and the bootstrap assumptions
(BAΨ) and (TEMP−BAΞ[), we deduce that
∣∣∣L/NZ {%−2χ(Small)# · Ξ[}∣∣∣ . 1(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤N+1La(Small)|
)∣∣∣∣∣
(11.32.3)
+ ε ln(e+ t)(1 + t)2
∣∣∣%−2L/≤NZ Ξ[∣∣∣ .
From the Leibniz rule, the identity (6.2.2d), Lemma 7.2.1, inequalities (11.12.1a) and (11.13.1), the esti-
mates (11.5.2b), (11.15.1a), (11.15.1b), and (11.27.2), and the bootstrap assumptions (BAΨ), it follows
that
∣∣∣L/NZ (%−2(R˘)pi/L)∣∣∣ . 1(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)3
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ . (11.32.4)
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In addition, using inequality (11.5.3b), inequality (11.22.9c) with %−2Ξ[ in the role of ξ (and the first term∣∣∣L/LL/N−1Z (%−2Ξ[)∣∣∣ on the right-hand side of (11.22.9c) is bounded by induction), Cor. 11.27.3, the estimates
(11.5.2b) and (11.27.2), and the bootstrap assumptions (BAΨ) and (TEMP−BAΞ[), we deduce that
∣∣∣[L/L,L/NZ ](%−2Ξ[)∣∣∣ . 1(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)3
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ (11.32.5)
+
∣∣∣L/L(%−2L/≤N−1Z Ξ[)∣∣∣+ ln(e+ t)(1 + t)2
∣∣∣%−2L/≤NZ Ξ[∣∣∣ .
Furthermore, from (11.5.3b), we deduce that∣∣∣L/L {[%−2,L/NZ ]Ξ[}∣∣∣ . ∣∣∣L/L(%−2L/≤N−1Z Ξ[)∣∣∣+ 1(1 + t)2
∣∣∣%−2L/≤NZ Ξ[∣∣∣ . (11.32.6)
Combining (11.32.2), (11.32.3), (11.32.4), (11.32.5), and (11.32.6), and applying induction in N to handle
the next-to-last term on the right-hand side of (11.32.5) and the first term on the right-hand side of (11.32.6),
we deduce that
∣∣∣L/L(%−2L/NZ Ξ[)∣∣∣ . 1(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)3
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤N+1La(Small)|
)∣∣∣∣∣ (11.32.7)
+ ln(e+ t)(1 + t)2
∣∣∣%−2L/≤NZ Ξ[∣∣∣ .
In particular, we have proved the desired bound (11.32.1a).
We now use the identities L% = 1 and L/Lg/−1 = −2%−1g/−1 − 2χ(Small)## to deduce that for any St,u
one-form ξ, we have L|%ξ|2 = 2%2χ(Small)AB ξAξB +2%2ξAL/LξA. Using this identity with ξ = %−2L/NZ Ξ[, the
Cauchy-Schwarz inequality, the estimates (11.27.2) and (11.32.7), and the bootstrap assumptions (BAΨ),
we deduce that ∣∣∣L ∣∣∣%−1L/≤NZ Ξ[∣∣∣∣∣∣ . ε ln(e+ t)(1 + t)2 + ln(e+ t)(1 + t)2
∥∥∥%−1L/≤NZ Ξ[∥∥∥C0(Σut ) . (11.32.8)
We now set N = 11, use the small data estimate (11.8.7b), and apply Gronwall’s inequality to the quantity∣∣∣%−1L/≤11Z Ξ[∣∣∣ in (11.32.8) along the integral curves of L. We thus conclude that ∥∥∥%−1L/≤11Z Ξ[∥∥∥C0(Σut ) . ε.
In particular, we have improved the bootstrap assumption (TEMP−BAΞ[) and proved (11.32.1b) with
Ξ[ in place of Ξ. To conclude the desired bound (11.32.1b) for Ξ, we apply the Leibniz rule to the right-
hand side of the identity L/NZ Ξ = L/NZ (g/−1Ξ[) and use the estimate for
∥∥∥%−1L/≤11Z Ξ[∥∥∥C0(Σut ) together with
(11.16.1b).
Inequality (11.32.1c) then follows from the identity Z NΞi = L/NZ (Ξ · d/xi), the Leibniz rule, and in-
equalities (11.14.1b) and (11.32.1b).
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11.33 Estimates for the components of Z relative to the geometric coordi-
nates
In this section, we prove a lemma that provides estimates for the components of the commutation vectofields
Z ∈ Z relative to the geometric coordinates. As a simple corollary, we deduce that if f is a function,
0 ≤ N ≤ 12, and Z ≤Nf is a continuous function of the geometric coordinates (t, u, ϑ1, ϑ2), then f is a
CN function of (t, u, ϑ1, ϑ2).
Lemma 11.33.1 (Estimates for the components of the commutation vectorfields relative to the geomet-
ric coordinates). Let 0 ≤ N ≤ 11 be an integer and let Z ∈ Z . Let {(Di, ϑ1i , ϑ2i )}i=1,2 be the atlas from
Def. 2.4.1 and let D′i ⊂ Di be compact subsets such that S2 = D′1∪D′2. Under the small-data and bootstrap
assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then forD′ ∈ {D′1,D′2} andA = 1, 2, the following
pointwise estimates hold for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :∥∥∥LZ ≤NZϑA∥∥∥
C0({t}×[0,u]×D′)
D′
. ln(e+ t)(1 + t)2 , (11.33.1a)∥∥∥Z ≤NZϑA∥∥∥
C0({t}×[0,u]×D′)
D′
. 1. (11.33.1b)
Furthermore, the following estimates hold:∥∥∥LZ ≤NZt∥∥∥
C0(Σut )
. 1, (11.33.2a)∥∥∥Z ≤NZt∥∥∥
C0(Σut )
. 1 + t, (11.33.2b)
∥∥∥LZ ≤NZu∥∥∥
C0(Σut )
= 0, (11.33.3a)∥∥∥Z ≤NZu∥∥∥
C0(Σut )
. 1. (11.33.3b)
Proof. We first note that since LϑA = 0, it follows that
LZ NZϑA = [L,Z NZ]ϑA = [L,Z N+1]ϑA. (11.33.4)
Hence, by making straightforward changes to the proof of (11.22.1c), using the bootstrap assumptions
(BAΨ) and (AUXµ)-(AUXχ), and arguing inductively to bound the term analogous to the first term
on the right-hand side of (11.22.1c), we deduce the following estimate on [0, T(Bootstrap))× [0, U0]× D′ :∣∣∣LZ ≤NZϑA∣∣∣ . ∣∣∣LZ ≤N+1ϑA∣∣∣ . ln(e+ t)(1 + t)2
∣∣∣Z ≤N+1ϑA∣∣∣ . (11.33.5)
Applying Gronwall’s inequality to the quantity
∣∣∣Z ≤N+1ϑA∣∣∣ in (11.33.5) and using the small-data estimate∣∣∣Z ≤N+1ϑA∣∣∣ (0, u, ϑ) D′. 1, which is straightforward to verify using the estimates of Sect. 11.8, we conclude
the desired estimate (11.33.1b). The estimate (11.33.1a) then follows from (11.33.5) and (11.33.1b). Next,
since Zt ∈ {0, %}, the estimates (11.33.2a)-(11.33.2b) follow easily from Lemma 11.5.1. Finally, since
Zu ∈ {0, 1}, the desired estimates (11.33.3a)-(11.33.3b) follow easily.
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Corollary 11.33.2 (Geometric coordinate regularity follows from vectorfield differential operator reg-
ularity). Let f be a function and let 0 ≤ N ≤ 12 be an integer. Assume that for 0 ≤ M ≤ N, Z Mf is
a continuous function of (t, u, ϑ). Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε
is sufficiently small, the f is N−times continuously differentiable with respect to the geometric coordinates
(t, u, ϑ1, ϑ2) onMT(Bootstrap),U0 .
Proof. We first show that if Z ∈ Z , then the components of Z relative to the geometric coordinates are
C11 functions of (t, u, ϑ). To this end, we first note that the commutation set Z has span equal to the span
of the geometric coordinate vectorfields { ∂∂t , ∂∂u , X1, X2}. From Lemma 11.33.1 with N = 0, it follows
that each coordinate vectorfield can (locally) be written as a linear combination of the vectorfields in Z
with coefficients that are C0 functions of (t, u, ϑ1, ϑ2). Hence, we can use Lemma 11.33.1 with N = 1
to conclude that these coefficients are in fact C1 functions of (t, u, ϑ1, ϑ2) and that the same regularity
statement holds for the components Zt, Zu, Zϑ1, Zϑ2 of the vectorfields Z ∈ Z relative to the geometric
coordinates. Continuing by induction with the help of Lemma 11.33.1, we conclude that the components
are C11 as desired. Cor. 11.33.2 now follows from expressing the geometric coordinate derivatives of f
in terms of the aforementioned linear combinations of vectorfields Z ∈ Z and noting that in the resulting
expressions, no more than 11 derivatives fall on the components of the Z.
11.34 Estimates for the rectangular spatial derivatives of u
Lemma 11.34.1 (Estimates for the rectangular spatial derivatives of u). Under the small-data and boot-
strap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then for i = 1, 2, 3, the following estimates
hold for the rectangular spatial derivatives of the eikonal function for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :∥∥∥∥∥Z ≤12
(
µ∂iu+
xi
r
)∥∥∥∥∥
C0(Σut )
≤ Cε ln(e+ t)1 + t . (11.34.1)
Proof. Inequality (11.34.1) follows from the identity (2.3.16), the estimate (11.10.4), and Cor. 11.27.3.
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12
Sharp Estimates for µ
In Chapter 12, we derive a variety of sharp pointwise estimates for the inverse foliation density µ and some
of its derivatives. We then derive corresponding estimates for time integrals of some related quantities. The
time integral estimates play a critical role in our proof of the main Gronwall-type lemma (see Lemma 19.2.3),
which we use to deduce a priori L2 estimates for Ψ. Our time integral estimates are sensitive and affect the
degree of degeneracy-in-µ−1 of our L2 estimates, which in turn affects the number of derivatives we need
to close the proof of the sharp classical lifespan theorem. The most difficult estimates in this section are
based on the fact that L(%Lµ) is integrable in time along the integral curves of L. This fact leads to the
approximate monotonicity of µ along the integral curves, where along a fixed integral curve, the sign of the
monotonicity up to some “late” time t is determined by the sign of Lµ at time t; see Sect. 1.10.5 for an
overview.
Remark 12.0.1 (The role of a posteriori estimates). The most difficult estimates involving µ in this section
are not a priori nature, but rather a posteriori. Hence, many of our estimates are derived on time intervals of
the form 0 ≤ s ≤ t, and the arguments are based, on a case-by-case basis, on the possible (but not known in
advance) behavior of various quantities at time t.
12.1 Basic ingredients in the analysis
We begin by recalling that µ verifies the transport equation (see (3.2.1))
Lµ = ω. (12.1.1)
In this section, we often view µ = µ(s, u, ϑ) and similarly for other quantities. In doing so, we are referring
to the moving time coordinate as “s” in order to distinguish it from a “fixed later time” t verifying t ≥ s.
We recall that relative to these coordinates, we have L = ∂∂s :=
∂
∂s |u,ϑ. In summary, we have
∂
∂s
µ(s, u, ϑ) = ω(s, u, ϑ). (12.1.2)
If a function f depends on the geometric coordinates (s, u, ϑ) as well as the late time t ≥ s, then we
indicate this by writing f(s, u, ϑ; t).
We now define some auxiliary quantities that we use to analyze µ.
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Definition 12.1.1 (Auxiliary quantities used to analyze µ). We define the following quantities, where we
assume that 0 ≤ s ≤ t for those quantities that depend on both s and t :
Ω(s, u, ϑ) := %(s, u)ω(s, u, ϑ) = %(s, u)Lµ(s, u, ϑ), (12.1.3a)
m(s, u, ϑ; t) := Ω(t, u, ϑ)− Ω(s, u, ϑ)
%(s, u) , (12.1.3b)
M(s, u, ϑ; t) :=
∫ s′=t
s′=s
m(s′, u, ϑ; t) ds′, (12.1.3c)
µ˚(u, ϑ) := µ(s = 0, u, ϑ), (12.1.3d)
Ω˜(s, u, ϑ; t) := Ω(s, u, ϑ)
µ˚(u, ϑ)−M(0, u, ϑ; t) , (12.1.3e)
m˜(s, u, ϑ; t) := m(s, u, ϑ; t)
µ˚(u, ϑ)−M(0, u, ϑ; t) , (12.1.3f)
M˜(s, u, ϑ; t) := M(s, u, ϑ; t)
µ˚(u, ϑ)−M(0, u, ϑ; t) , (12.1.3g)
µ(Approx)(s, u, ϑ; t) := 1 + Ω˜(t, u, ϑ; t) ln
(
%(s, u)
%(0, u)
)
+ M˜(s, u, ϑ; t). (12.1.3h)
Remark 12.1.1 (The role of µ(Approx)(s, u, ϑ; t)). The main point of Def. 12.1.1 is that µ(Approx)(s, u, ϑ; t)
is a good approximation to µ(s, u, ϑ) that is monotonic along each integral curve of L for 0 ≤ s ≤ t up
to the error term M˜(s, u, ϑ; t). Furthermore, the sign of the approximate monotonicity is determined by
Ω˜(t, u, ϑ; t).
The identities stated in the next lemma follow easily from Def. 12.1.1; we omit the simple proofs.
Lemma 12.1.1 (Some identities verified by the auxiliary quantities). The following identities hold, where
we assume that 0 ≤ s ≤ t for those quantities that depend on both s and t :
∂
∂s
µ(s, u, ϑ) = Ω(s, u, ϑ)
%(s, u) =
Ω(t, u, ϑ)
%(s, u) −m(s, u, ϑ; t), (12.1.4a)
∂
∂s
M(s, u, ϑ; t) = −m(s, u, ϑ; t), (12.1.4b)
∂
∂s
µ(Approx)(s, u, ϑ; t) =
Ω˜(t, u, ϑ; t)
%(s, u) − m˜(s, u, ϑ; t), (12.1.4c)
∂
∂sµ(Approx)(s, u, ϑ; t)
µ(Approx)(s, u, ϑ; t)
=
∂
∂sµ(s, u, ϑ)
µ(s, u, ϑ) , (12.1.4d)
∂
∂s
µ(Approx)(s, u, ϑ; t) =
µ(Approx)(s, u, ϑ; t)− 1
%(s, u)
{
1 + ln
(
%(s,u)
%(0,u)
)} + Ω˜(t, u, ϑ; t)− M˜(s, u, ϑ; t)
%(s, u)
{
1 + ln
(
%(s,u)
%(0,u)
)} − m˜(s, u, ϑ; t),
(12.1.4e)
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∂
∂s
µ(s, u, ϑ) = Ω(t, u, ϑ)
%(s, u) −m(s, u, ϑ; t), (12.1.4f)
∂
∂s
µ(s, u, ϑ) = {µ˚(u, ϑ)−M(0, u, ϑ; t)}
{
Ω˜(t, u, ϑ; t)
%(s, u) − m˜(s, u, ϑ; t)
}
, (12.1.4g)
µ(s, u, ϑ) = {µ˚(u, ϑ)−M(0, u, ϑ; t)}µ(Approx)(s, u, ϑ; t). (12.1.4h)
We now define some quantities that play a role in our analysis of µ.
Definition 12.1.2 (µ(Min), µ?, and Ω˜(Min)). We define the following quantities, where we assume that
0 ≤ s ≤ t in (12.1.7):
µ(Min)(s, u) := minΣus
µ = min
u′∈[0,u],ϑ∈S2
µ(s, u′, ϑ), (12.1.5)
µ?(s, u) := min
{
1,min
Σus
µ
}
= min
{
1,µ(Min)(s, u)
}
, (12.1.6)
Ω˜(Min)(s, u; t) := min
u′∈[0,u],ϑ∈S2
Ω˜(s, u′, ϑ; t). (12.1.7)
In the next lemma, we provide some basic estimates for the auxiliary quantities. Below, we use these
basic estimates to prove more intricate estimates (see Prop. 12.2.1).
Lemma 12.1.2 (First estimates for the auxiliary quantities used to analyze µ). Under the small data and
bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following pointwise estimates
hold for (t, u, ϑ) ∈ [0, T(Bootstrap))× [0, U0]× S2 and 0 ≤ s ≤ t :
|˚µ(u, ϑ)− 1| . ε, (12.1.8)
|˚µ(u, ϑ)−M(0, u, ϑ; t)− 1| . ε, (12.1.9)
|Ω(s, u, ϑ)|, |Ω˜(s, u, ϑ; t)| . ε, (12.1.10)∣∣∣∣Ω(t, u, ϑ)− 12[%GLLR˘Ψ](t, u, ϑ)
∣∣∣∣ . ε 11 + t . (12.1.11)
In addition, the following pointwise estimates hold:
|Ω(s, u, ϑ)− Ω(t, u, ϑ)|, |Ω˜(s, u, ϑ; t)− Ω˜(t, u, ϑ; t)| . ε ln(e+ s)1 + s
(
t− s
1 + t
)
, (12.1.12)
|m(s, u, ϑ; t)|, |m˜(s, u, ϑ; t)| . ε ln(e+ s)(1 + s)2
(
t− s
1 + t
)
, (12.1.13)
|M(s, u, ϑ; t)|, |M˜(s, u, ϑ; t)| . ε ln(e+ s)1 + s
(
t− s
1 + t
)
, (12.1.14)
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|µ(Approx)(s, u, ϑ; t)− 1| ≤ Cε ln(e+ s), (12.1.15)
(1− Cε)µ(Approx)(s, u, ϑ; t) ≤ µ(s, u, ϑ) ≤ (1 + Cε)µ(Approx)(s, u, ϑ; t), (12.1.16)
(1− Cε) ∂
∂s
µ(Approx)(s, u, ϑ; t) ≤ Lµ(s, u, ϑ) ≤ (1 + Cε)
∂
∂s
µ(Approx)(s, u, ϑ; t), (12.1.17)
∣∣∣∣µ(s, u, ϑ)− {µ˚(u, ϑ) + 12 ln
(
%(s, u)
%(0, u)
)
[%GLLR˘Ψ](t, u, ϑ)
}∣∣∣∣ . ε. (12.1.18)
Proof. The estimate (12.1.8) was already proved in (11.8.6b).
The estimate (12.1.10) for Ω follows from definition (12.1.3a) and the estimate (11.27.3).
To prove (12.1.11), we first use (3.2.1) and (12.1.3a) to deduce that
Ω− 12%GLLR˘Ψ = %G(Frame)LΨ. (12.1.19)
The desired estimate (12.1.11) now follows from (12.1.19), the estimate (11.15.1b), and the bootstrap as-
sumptions (BAΨ).
We now prove the estimate (12.1.12) for Ω. We first use (3.2.1) and (12.1.3a) to deduce that
LΩ = L
{1
2GLL%R˘Ψ−
1
2µGLL%LΨ− µGLR%LΨ
}
, (12.1.20)
where we view the left-hand and right-hand sides as functions of (s′, u, ϑ) and L = ∂∂s′ . From the estimates
(11.15.1b), (11.27.2), (11.27.3), (11.28.1), and (11.31.1) and the bootstrap assumptions (BAΨ), it follows
that the magnitude of the right-hand side of (12.1.20) is . ε ln(e+ s′)(e+ s′)−2. Hence, we have
|Ω(s, u, ϑ)− Ω(t, u, ϑ)| . ε
∫ t
s′=s
ln(e+ s′)
(e+ s′)2 ds
′ (12.1.21)
= ε
{ ln(e+ s) + 1
e+ s
}
− ε
{ ln(e+ t) + 1
e+ t
}
≤ ε
{ ln(e+ s) + 1
e+ s
}
− ε
{ ln(e+ s) + 1
e+ t
}
. ε ln(e+ s)
e+ s
(
t− s
e+ t
)
≤ ε ln(e+ s)1 + s
(
t− s
1 + t
)
.
We have thus proved the desired inequality (12.1.12) that involves Ω.
The estimate (12.1.13) involving m then follows easily from definition (12.1.3b) and the inequality
(12.1.12) involving Ω.
The estimate (12.1.14) involving M then follows easily from definition (12.1.3c) and the inequality
(12.1.13) involving m.
The estimate (12.1.9) then follows from (12.1.8) and the estimate (12.1.14) for |M(0, u, ϑ; t)|.
The estimates (12.1.10), (12.1.12), (12.1.13), and (12.1.14) involving Ω˜, m˜, and M˜ then follow from
definitions (12.1.3e), (12.1.3f), (12.1.3g), the corresponding estimates for the non-tilded quantities, and
inequality (12.1.9).
The estimate (12.1.15) then follows from definition (12.1.3h) and the estimates (12.1.10) and (12.1.14)
involving Ω˜ and M˜.
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The estimate (12.1.16) follows from the identity (12.1.4h) and the estimate (12.1.9).
The estimate (12.1.17) follows from the identity (12.1.4d) and the estimate (12.1.16).
To prove (12.1.18), we first use definition (12.1.3a) and the estimates (12.1.11) and (12.1.12) to deduce
that for 0 ≤ s′ ≤ t, we have∣∣∣∣Lµ(s′, u, ϑ)− 12 1%(s′, u) [%GLLR˘Ψ](t, u, ϑ)
∣∣∣∣ . ε ln(e+ s′)(1 + s′)2 . (12.1.22)
Integrating (12.1.22) along the integral curves of L = ∂∂s′ from s′ = 0 to s′ = s, we conclude (12.1.18).
12.2 Sharp pointwise estimates for µ, Lµ, and R˘µ
When we derive our a priori L2 estimates, it will be essential that we treat the region where µ is not apprecia-
bly shrinking in a different fashion than we treat the region where µ is appreciably shrinking. The estimates
of Lemma 12.1.2 imply that along the portion of the integral curve ofL corresponding to 0 ≤ s ≤ t and fixed
(u, ϑ), the behavior of µ is essentially determined by Ω˜(t, u, ϑ; t). This discussion motivates the following
definitions.
Definition 12.2.1 (Regions of distinct µ behavior). Let Ω˜ be the function defined in (12.1.3e). For each
s ∈ [0, t] and u ∈ [0, U0], we partition
[0, u]× S2 = (+)Vut ∪ (−)Vut , (12.2.1a)
Σus = (+)Σus;t ∪ (−)Σus;t, (12.2.1b)
where
(+)Vut :=
{
(u′, ϑ) ∈ [0, u]× S2 | Ω˜(t, u′, ϑ; t) ≥ 0
}
, (12.2.2a)
(−)Vut :=
{
(u′, ϑ) ∈ [0, u]× S2 | Ω˜(t, u′, ϑ; t) < 0
}
, (12.2.2b)
(+)Σus;t :=
{
(s, u′, ϑ) ∈ Σus | Ω˜(t, u′, ϑ; t) ≥ 0
}
, (12.2.2c)
(−)Σus;t :=
{
(s, u′, ϑ) ∈ Σus | Ω˜(t, u′, ϑ; t) < 0
}
. (12.2.2d)
In the next proposition, we provide the sharp pointwise estimates for the inverse foliation density µ and
some of its derivatives.
Proposition 12.2.1 (Sharp pointwise estimates for µ, Lµ, and R˘µ). Assume that the small data and
bootstrap assumptions of Sects. 11.1-11.4 hold for (t, u, ϑ) ∈ MT(Bootstrap),U0 . If ε is sufficiently small,
0 ≤ s ≤ t < T(Bootstrap), and 0 ≤ u ≤ U0, then the following estimates hold.
Weak upper bound for Lµ under all conditions.
‖Lµ‖C0(Σus ) ≤ Cε
1
1 + s. (12.2.3)
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Upper bounds for [Lµ]+µ under all conditions.∥∥∥∥ [Lµ]+µ
∥∥∥∥
C0(Σus )
≤ (1 + Cε) 1
%(s, u)
{
1 + ln
(
%(s,u)
%(0,u)
)} . (12.2.4)
Furthermore, ∥∥∥∥ [Lµ]+µ
∥∥∥∥
C0(Σus )
≤ Cε 11 + s. (12.2.5)
Small µ implies Lµ is negative.
µ(s, u, ϑ) ≤ 14 =⇒ Lµ(s, u, ϑ) ≤ −
2
%(s, u)
{
1 + ln
(
%(s,u)
%(0,u)
)} . (12.2.6)
Upper bound for [R˘µ]+µ under all conditions.∥∥∥∥∥ [R˘µ]+µ
∥∥∥∥∥
C0(Σus )
≤ Cε1/2 ln(e+ s)√
ln(e+ t)− ln(e+ s) + Cε ln(e+ s). (12.2.7)
Upper bound for [Lµ+L˘µ]+µ under all conditions.∥∥∥∥∥ [Lµ+ L˘µ]+µ
∥∥∥∥∥
C0(Σus )
≤ Cε1/2 ln(e+ s)√
ln(e+ t)− ln(e+ s) + Cε ln(e+ s). (12.2.8)
Sharp spatially uniform estimates when µ is not decaying. Consider a time interval s ∈ [0, t], and assume
the right endpoint inequality
Ω˜(Min)(t, u; t) ≥ 0, (12.2.9)
where Ω˜(Min) is defined in (12.1.7). Let
B > 0
be a real number. There exists a constant C > 0 such that if B
√
ε < 1, then the following estimates hold
for s ∈ [0, t] :
1− Cε ≤ µ?(s, u) ≤ 1, (12.2.10a)
1− C√ε ≤ µB? (s, u) ≤ 1, (12.2.10b)
‖%[Lµ]−‖C0(Σus ) ≤ Cε
ln(e+ s)
1 + s . (12.2.10c)
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Sharp spatially uniform estimates when µ is decaying. Consider a time interval s ∈ [0, t], and assume the
right endpoint inequality
δ := −Ω˜(Min)(t, u; t) > 0, (12.2.11)
where Ω˜(Min) is defined in (12.1.7). Then the following short-time and large-time estimates hold.
Short-time estimates. Let
B > 0
be a real number. There exists a constantC > 0 such that ifB
√
ε| ln ε| < 1 and s ∈ [0, (1− u) ε
δ2 − (1− u)),
then
1− Cε| ln ε| ≤ µ?(s, u) ≤ 1, (12.2.12a)
1− C√ε ≤ µB? (s, u) ≤ 1, (12.2.12b)
‖%[Lµ]−‖C0(Σus ) = ‖Ω−‖C0(Σus ) ≤ (1 + Cε)
{
δ+ Cε ln(e+ s)1 + s
}
. (12.2.12c)
Large-time estimates. Under the short-time estimate hypotheses, there exists a constant C > 0 such that if
B
√
ε| ln ε| < 1 and s ∈ [(1− u) ε
δ2 − (1− u), t], then
(1− Cε| ln ε|)
{
1− δ ln
(
%(s, u)
%(0, u)
)}
≤ µ?(s, u) ≤ (1 + Cε| ln ε|)
{
1− δ ln
(
%(s, u)
%(0, u)
)}
, (12.2.13a)
(
1− C√ε) {1− δ ln(%(s, u)
%(0, u)
)}B
≤ µB? (s, u) ≤
(
1 + C
√
ε
) {
1− δ ln
(
%(s, u)
%(0, u)
)}B
, (12.2.13b)
‖%[Lµ]−‖C0(Σus ) = ‖Ω−‖C0(Σus ) ≤
(
1 + C
√
ε
)
δ. (12.2.13c)
Sharp estimates when (u′, ϑ) ∈ (+)Vut For each t ≥ 0, we define the (t−dependent) constant γ ≥ 0 by
γ := sup
(u′,ϑ)∈(+)Vut
Ω˜(t, u′, ϑ; t), (12.2.14)
where Ω˜ is defined in (12.1.3e) and (+)Vut is defined in (12.2.2a).
The following estimate holds:
γ ≤ Cε. (12.2.15)
If 0 ≤ s1 ≤ s2 ≤ t, then the following estimates hold:
sup
(u′,ϑ)∈(+)Vut
µ(s2, u′, ϑ)
µ(s1, u′, ϑ)
≤ (1 + Cε)1 + γ ln(e+ s2)1 + γ ln(e+ s1) , (12.2.16a)
sup
(u′,ϑ)∈(+)Vut
µ(s2, u′, ϑ)
µ(s1, u′, ϑ)
≤ (1 + Cε) ln(e+ s2). (12.2.16b)
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Furthermore, there exists a constant C > 0 such that if 0 < a ≤ 1 is any constant, then
sup
1≤sa2≤s1≤s2≤t
(u′,ϑ)∈(+)Vut
µ(s2, u′, ϑ)
µ(s1, u′, ϑ)
≤ (1 + Cε)1
a
. (12.2.17)
In addition, if s ∈ [0, t] and (+)Σus;t is as defined in (12.2.2c), then we have∥∥∥∥Lµµ
∥∥∥∥
C0((+)Σus;t)
≤ (1 + Cε) γ(1 + s)[1 + γ ln(e+ s)] + Cε
ln(e+ s)
(1 + s)2 . (12.2.18)
Furthermore, if s ∈ [0, t], then we have∥∥∥∥ [Lµ]−µ
∥∥∥∥
C0((+)Σus;t)
≤ Cε ln(e+ s)(1 + s)2 . (12.2.19)
Sharp estimates when (u′, ϑ) ∈ (−)Vut Assume that the set (−)Vut defined in (12.2.2b) is non-empty, and
consider a time interval s ∈ [0, t]. Let δ > 0 be as in (12.2.11) and note that since (−)Vut is non-empty, we
have δ = −min(u′,ϑ)∈(−)Vut Ω˜(t, u
′, ϑ; t). Then the following estimate holds:
sup
0≤s1≤s2≤t
(u′,ϑ)∈(−)Vut
µ(s2, u′, ϑ)
µ(s1, u′, ϑ)
≤ 1 + C√ε. (12.2.20)
Furthermore, if s ∈ [0, t] and (−)Σus;t is as defined in (12.2.2d), then the following estimate holds:
‖[Lµ]+‖C0((−)Σus;t) ≤ Cε
ln(e+ s)
(1 + s)2 . (12.2.21)
In addition, there exists a constant C > 0 such that if 0 ≤ s ≤ (1− u) ε
δ2 − (1− u) ≤ t, then
‖%[Lµ]−‖C0((−)Σus;t) ≤ (1 + Cε)
{
δ+ Cε ln(e+ s)1 + s
}
. (12.2.22a)
Finally, there exists a constant C > 0 such that if (1− u) ε
δ2 − (1− u) ≤ s ≤ t, then
‖%[Lµ]−‖C0((−)Σus;t) ≤
(
1 + C
√
ε
)
δ. (12.2.22b)
Approximate time-monotonicity of µ−B? (s, u) under all conditions. Let
B > 0
be a real number. There exists a constant C > 0 such that if B
√
ε| ln ε| ≤ 1 and 0 ≤ s1 ≤ s2 ≤ t, then
µ−B? (s1, u) ≤ (1 + C
√
ε)µ−B? (s2, u). (12.2.23)
A localized-in−u−and-ϑ signed upper bound for Lµµ under all conditions. The following estimate holds:
Lµ(s, u, ϑ)
µ(s, u, ϑ) ≤ Cε
1
1 + s. (12.2.24)
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Remark 12.2.1 (A choice made out of convenience). There is nothing special about the value 1/4 in
inequality (12.2.6); we could prove a similar estimate with “1/4” replaced by any positive constant less than
1 (but the smallness of ε would have to be adapted to that constant).
Proof. Proof of (12.2.3): The estimate (12.2.3) has already been proved as (11.27.3).
Proof of (12.2.4)-(12.2.5): To prove (12.2.4), we note that by (12.1.4d), it suffices to bound the ratio
[ ∂∂sµ(Approx)(s, u, ϑ; t)]+
µ(Approx)(s, u, ϑ; t)
(12.2.25)
by the right-hand side of (12.2.4). To bound the ratio (12.2.25), we first divide both sides of the identity
(12.1.4e) by µ(Approx)(s, u, ϑ; t) to deduce
∂
∂sµ(Approx)(s, u, ϑ; t)
µ(Approx)(s, u, ϑ; t)
= 1
%(s, u)
{
1 + ln
(
%(s,u)
%(0,u)
)} − 1
µ(Approx)(s, u, ϑ; t)%(s, u)
{
1 + ln
(
%(s,u)
%(0,u)
)}
(12.2.26)
+ Ω˜(t, u, ϑ; t)− M˜(s, u, ϑ; t)
µ(Approx)(s, u, ϑ; t)%(s, u)
{
1 + ln
(
%(s,u)
%(0,u)
)} − m˜(s, u, ϑ; t)
µ(Approx)(s, u, ϑ; t)
.
We now observe that the right-hand side of (12.2.26) is negative (and hence the quantity (12.2.25) is 0)
unless
µ(Approx)(s, u, ϑ; t)− 1 ≥
−Ω˜(t, u, ϑ; t) + M˜(s, u, ϑ; t)
%(s, u)
{
1 + ln
(
%(s,u)
%(0,u)
)} + m˜(s, u, ϑ; t)%(s, u){1 + ln(%(s, u)
%(0, u)
)}
.
(12.2.27)
We may thus assume that inequality (12.2.27) holds, in which case the estimates (12.1.10), (12.1.13), and
(12.1.14) imply that
1
µ(Approx)(s, u, ϑ; t)
≤ 1 + Cε 1
%(s, u)
{
1 + ln
(
%(s,u)
%(0,u)
)} . (12.2.28)
Now since the positive part of the left-hand side of (12.2.26) is bounded by the sum of the first term on
the right-hand side and the sum of the magnitude of the last two terms on the right-hand side, the estimates
(12.1.10), (12.1.13), (12.1.14), and (12.2.28) thus yield that (12.2.25) is bounded by the right-hand side of
(12.2.4) as desired.
To prove (12.2.5), we use a slightly different argument that takes into account the bound (12.1.15). In-
serting this bound and the estimates (12.1.10), (12.1.13), (12.1.14), and (12.2.28) into (12.2.26), we deduce
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that
[ ∂∂sµ(Approx)(s, u, ϑ; t)]+
µ(Approx)(s, u, ϑ; t)
≤ 1
%(s, u)
{
1 + ln
(
%(s,u)
%(0,u)
)} |µ(Approx)(s, u, ϑ; t)− 1|
µ(Approx)(s, u, ϑ; t)
(12.2.29)
+ 1
%(s, u)
{
1 + ln
(
%(s,u)
%(0,u)
)} 1
µ(Approx)(s, u, ϑ; t)
∣∣∣Ω˜(t, u, ϑ; t)− M˜(s, u, ϑ; t)∣∣∣
+ 1
µ(Approx)(s, u, ϑ; t)
|m˜(s, u, ϑ; t)|
≤ Cε 11 + s.
The desired estimate (12.2.5) now follows from (12.1.4d) and (12.2.29).
Proof of (12.2.6): To prove (12.2.6), we first note that the identity (12.2.26) and the estimates (12.1.10),
(12.1.13), and (12.1.14) imply that whenever
µ(Approx)(s, u, ϑ; t) ≤
1
3.5 , (12.2.30)
the following inequality necessarily holds:
∂
∂s
µ(Approx)(s, u, ϑ; t) ≤
1− 3.5 + Cε
%(s, u)
{
1 + ln
(
%(s,u)
%(0,u)
)} . (12.2.31)
The desired conclusion (12.2.6) follows from the estimates (12.1.9), (12.1.16), and (12.2.31), and the iden-
tity
Lµ(s, u, ϑ) = {µ˚(u, ϑ)−M(0, u, ϑ; t)} ∂
∂s
µ(Approx)(s, u, ϑ; t), (12.2.32)
which follows from (12.1.4h).
Proof of (12.2.10a) - (12.2.10c): To prove (12.2.10a) and (12.2.10b), we first note that since Ω˜(t, u, ϑ; t) ≥
Ω˜(Min)(t, u; t) ≥ 0, (12.1.3h) and (12.1.14) imply that the following estimate holds for s ∈ [0, t] :
µ(Approx)(s, u, ϑ; t) ≥ 1− Cε. (12.2.33)
Furthermore, (12.1.4h), (12.1.6), (12.1.9), and the estimate (12.2.33) imply that the following estimate holds
for s ∈ [0, t] :
µB? (s, u) ≥ (1− Cε)B. (12.2.34)
In particular, we have proved (12.2.10a) (the upper bound is trivial). Furthermore, since the function h(y) :=
(1 − y)1/y monotonically increases to e−1 as y decreases to 0, we can set y = Cε and use (12.2.34) and
the trivial bound exp(−CBε) ≥ 1 − CBε to conclude the desired estimate (12.2.10b) (the upper bound is
trivial).
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To prove (12.2.10c), we first decompose
Ω˜(s, u, ϑ; t) = Ω˜(t, u, ϑ; t) +
{
Ω˜(s, u, ϑ; t)− Ω˜(t, u, ϑ; t)
}
. (12.2.35)
Then since Ω˜(t, u, ϑ; t) ≥ 0, it follows from (12.1.12) and (12.2.35) that
Ω˜−(s, u, ϑ; t) ≤
∣∣∣Ω˜(s, u, ϑ; t)− Ω˜(t, u, ϑ; t)∣∣∣ ≤ Cε ln(e+ s)1 + s
(
t− s
1 + t
)
≤ Cε ln(e+ s)1 + s . (12.2.36)
The desired estimate (12.2.10c) now easily follows from definitions (12.1.3a) and (12.1.3e) and inequalities
(12.1.9) and (12.2.36).
Proof of (12.2.12a)-(12.2.12c): We first prove (12.2.12a). In order to simplify the presentation, we define
t1 := (1− u) ε
δ2
− (1− u). (12.2.37)
Note that by (12.1.10), the following simple inequality holds:
δ ≤ Cε. (12.2.38)
Hence, it follows from (12.2.37) and (12.2.38) that if ε is sufficiently small, then
t1 ≥ 1
Cε
. (12.2.39)
We may thus assume that (12.2.39) holds.
For the estimates under consideration, we are assuming that
0 ≤ s ≤ t1. (12.2.40)
From (12.2.37), (12.2.38), and the identities ln
(
%(t1,u)
%(0,u)
)
= ln
(
ε
δ2
)
≤ | ln δ| +
∣∣∣ln δε ∣∣∣ , we deduce that for
0 ≤ s ≤ t1, we have
1− δ ln
(
%(s, u)
%(0, u)
)
≥ 1− δ ln
(
%(t1, u)
%(0, u)
)
≥ 1− δ
{
| ln δ|+
∣∣∣∣ln δε
∣∣∣∣} (12.2.41)
≥ 1− Cε| ln ε|.
It then follows from (12.1.3h), (12.1.4h), (12.1.9), (12.1.14), (12.2.11), and (12.2.41) that for 0 ≤ s ≤ t1,
we have
µ(s, u, ϑ) ≥ 1− Cε| ln ε|. (12.2.42)
Since inequality (12.2.42) is independent of u and ϑ, the same estimate holds for µ?(s, u). Hence, we have
µB? (s, u) ≥ (1− Cε| ln ε|)B. (12.2.43)
In particular, we have proved (12.2.12a) (the upper bound is trivial). Furthermore, by arguing as in our proof
of (12.2.10b) and in particular using (12.2.43), we deduce that
µB? (s, u) ≥ exp(−CBε| ln ε|) ≥ 1− CBε| ln ε| ≥ 1− C
√
ε. (12.2.44)
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We have thus shown that the desired bounds (12.2.12b) hold for 0 ≤ s ≤ t1 (the upper bound is trivial).
To prove (12.2.12c), we first use the splitting (12.2.35) and the estimate (12.1.12) to deduce that
Ω˜−(s, u, ϑ; t) ≤ δ+ Cε ln(e+ s)1 + s . (12.2.45)
Hence, the desired bound (12.2.12c) follows from definitions (12.1.3a) and (12.1.3e) and inequalities (12.1.9)
and (12.2.45).
Proof of (12.2.13a)-(12.2.13c): Let t1 be as in (12.2.37). We introduce the logarithmic variables
τ := ln
(
%(t, u)
%(0, u)
)
, (12.2.46)
τ1 := ln
(
%(t1, u)
%(0, u)
)
= ln
(
ε
δ2
)
, (12.2.47)
σ := ln
(
%(s, u)
%(0, u)
)
. (12.2.48)
To prove (12.2.13a), we first note that (12.1.3h) implies that for (t, u) ∈ [0, T(Bootstrap)) × [0, U0], we
have
µ(Approx)(t, u, ϑ; t) = 1− δ ln
(
%(t, u)
%(0, u)
)
. (12.2.49)
Since (BAµ > 0), (12.1.4h), and (12.1.9) imply that 0 < µ(Approx), it follows from (12.2.49) that
δ ln
(
%(t, u)
%(0, u)
)
< 1. (12.2.50)
We now use (12.1.3h), (12.1.4h), and (12.1.14) to deduce that for s ∈ [t1, t], we have
µ(s, u, ϑ) ≥ {µ˚(u, ϑ)−M(0, u, ϑ; t)}
{
1− δ ln
(
%(s, u)
%(0, u)
)
− Cε ln(e+ s)1 + s
(
t− s
1 + t
)}
. (12.2.51)
Using (12.2.51) and the inequalities
ln(e+ s)
1 + s ≤ C
1 + σ
exp(σ) , (12.2.52)
t− s
1 + t ≤
%(t, u)− %(s, u)
%(t, u) , (12.2.53)
0 ≤ %(t, u)− %(s, u)
%(t, u) =
exp(τ)− exp(σ)
exp(τ) = 1− exp(σ− τ) ≤ τ− σ, (12.2.54)
we deduce that for s ∈ [t1, t], we have
µ(s, u, ϑ) ≥ {µ˚(u, ϑ)−M(0, u, ϑ; t)}
{
1− δσ− Cε 1 + σexp(σ)(τ− σ)
}
(12.2.55)
= {µ˚(u, ϑ)−M(0, u, ϑ; t)}
{
1− δτ+ δ
(
1− C ε
δ
1 + σ
exp(σ)
)
(τ− σ)
}
.
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We now estimate the crucially important term εδ
1+σ
exp(σ) appearing in the second line of (12.2.55). To this end,
we use the fact that s ∈ [t1, t] and inequalities (12.2.38) and (12.2.39) to deduce that
ε
δ
1 + σ
exp(σ) ≤
ε
δ
1 + τ1
exp(τ1)
= δ
{
1 + ln
(
ε
δ2
)}
≤ Cε| ln ε|. (12.2.56)
Inserting the bound (12.2.56) into inequality (12.2.55) and using the bound (12.1.9), we deduce the following
lower bound for s ∈ [t1, t] :
µ(s, u, ϑ) ≥ {µ˚(u, ϑ)−M(0, u, ϑ; t)}
{
1− δτ+ δ
(
1− C ε
δ
1 + σ
exp(σ)
)
(τ− σ)
}
(12.2.57)
≥ {µ˚(u, ϑ)−M(0, u, ϑ; t)} {(1− Cε| ln ε|) (1− δτ) + δ (1− Cε| ln ε|) (τ− σ)}
= {µ˚(u, ϑ)−M(0, u, ϑ; t)} (1− Cε| ln ε|) (1− δσ)
≥ (1− Cε| ln ε|) (1− δσ).
Note that by (12.2.50), the right-hand side of (12.2.57) is positive. Since the final inequality in (12.2.57) is
independent of ϑ and since −δσ = −δσ(s, u) is decreasing in u, the same estimate holds for µ?(s, u). We
have thus deduced the desired lower bound in (12.2.13a). A similar argument yields the upper bound. Then
by using an argument similar to the one we used just after inequality (12.2.34), we also deduce from the
bounds (12.2.13a) that the upper and lower bounds in (12.2.13b) hold.
To prove (12.2.13c), we first decompose Ω˜(s, u, ϑ; t) as in (12.2.35) and use inequalities (12.1.12) and
(12.2.52) to deduce
Ω˜−(s, u, ϑ; t) ≤ δ+ Cε 1 + σexp(σ) = δ
{
1 + C ε
δ
1 + σ
exp(σ)
}
. (12.2.58)
Arguing as in our proof of (12.2.56), we deduce from inequality (12.2.58) that
Ω˜−(s, u, ϑ; t) ≤ (1 + Cε| ln ε|) δ ≤
(
1 + C
√
ε
)
δ. (12.2.59)
From definition (12.1.3e) and the estimates (12.1.9) and (12.2.59), we deduce the following bound for
s ∈ [t1, t] :
Ω−(s, u, ϑ) ≤
(
1 + C
√
ε
)
δ. (12.2.60)
Since inequality (12.2.60) is independent of u and ϑ, the desired bound (12.2.13c) now follows from defini-
tion (12.1.3a).
Proof of (12.2.15): Inequality (12.2.15) follows from (12.1.10).
Proof of (12.2.16a)-(12.2.17): To prove (12.2.16a), we first note that by (12.1.4h), it suffices to show that
for each (u′, ϑ) ∈ (+)Vut and each 0 ≤ s1 ≤ s2 ≤ t, the ratio µ(Approx)(s2,u
′,ϑ)
µ(Approx)(s1,u′,ϑ) is ≤ the right-hand side of
(12.2.16a). To this end, we use (12.1.3h) and the estimates (12.1.10) and (12.1.14) to deduce that
µ(Approx)(s2, u′, ϑ)
µ(Approx)(s1, u′, ϑ)
= 1 +O(ε) + Ω˜(t, u
′, ϑ; t) ln(e+ s2)
1 +O(ε) + Ω˜(t, u′, ϑ; t) ln(e+ s1)
(12.2.61)
≤ (1 + Cε)1 + Ω˜(t, u
′, ϑ; t) ln(e+ s2)
1 + Ω˜(t, u′, ϑ; t) ln(e+ s1)
.
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Since the right-hand side of (12.2.61) is increasing when viewed as a function of Ω˜(t, u′, ϑ; t), it follows
that the right-hand side of (12.2.61) is
≤ (1 + Cε)1 + γ ln(e+ s2)1 + γ ln(e+ s1) (12.2.62)
as desired.
The estimate (12.2.16b) follows from (12.2.16a) and (12.2.15).
To deduce (12.2.17), we use (12.2.16a) and the following simple estimate, which holds when 0 < a ≤ 1
and 1 ≤ sa2 ≤ s1 ≤ s2 : ln(e+ s1) ≥ a ln(e+ s2).
Proof of (12.2.18): To prove (12.2.18), we first note that by (12.1.4d), it suffices to bound the ratio on the
left-hand side of (12.2.26) on the domain (s, u′, ϑ) ∈ (+)Σus;t by the right-hand side of (12.2.18). To this
end, for each (u′, ϑ) ∈ (+)Vut , we use (12.1.3h) and (12.1.4c) and the estimates (12.1.10), (12.1.13), and
(12.1.14) to deduce that
∂
∂sµ(Approx)(s, u′, ϑ; t)
µ(Approx)(s, u′, ϑ; t)
= 1
%(s, u′)
Ω˜(t, u′, ϑ; t)[
1 + Ω˜(t, u′, ϑ; t) ln
(
%(s,u′)
%(0,u′)
)] +O(ε ln(e+ s)(1 + s)2 (t− s)(1 + t)
)
. (12.2.63)
Since the ratio Ω˜(t,u
′,ϑ;t)[
1+Ω˜(t,u′,ϑ;t) ln
(
%(s,u′)
%(0,u′)
)] is increasing when viewed as a function of Ω˜(t, u′, ϑ; t), it follows
that the right-hand side of (12.2.63) is bounded by
≤ 1
%(s, u′)
γ[
1 + γ ln
(
%(s,u′)
%(0,u′)
)] +O(ε ln(e+ s)(1 + s)2
)
. (12.2.64)
The desired estimate (12.2.18) now follows easily from (12.2.15) and (12.2.64).
Proof of (12.2.19): To prove (12.2.19), we first use the splitting (12.2.35) and the estimate (12.1.12) to
deduce that for (s, u′, ϑ) ∈ (+)Σus;t, we have
Ω˜−(s, u′, ϑ; t) ≤ Cε ln(e+ s)1 + s . (12.2.65)
It thus follows from (12.1.3a), (12.1.3e), (12.1.9), and (12.2.65) that
[Lµ]−(s, u′, ϑ) ≤ Cε ln(e+ s)(1 + s)2 , (12.2.66)
Lµ(s, u′, ϑ) ≥ −Cε ln(e+ s)(1 + s)2 . (12.2.67)
Integrating (12.2.67) along the integral curves of L = ∂∂s emanating from Σ0 and using the small-data
estimate (12.1.8), we deduce that
µ(s, u, ϑ) ≤ 1− Cε. (12.2.68)
The desired estimate (12.2.19) now follows from (12.2.66) and (12.2.68).
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Proof of (12.2.20): Note that we are investigating points (s, u′, ϑ) such that (u′, ϑ) ∈ (−)Vut (see definition
(12.2.2b)). We start by repeating the proof of inequality (12.2.42), but with δ in the proof everywhere
replaced by Ω˜(t, u, ϑ; t), which changes the value of t1 as defined in (12.2.37). The net effect is that for this
new value of t1, if s ∈ [0, t1], then we have
µ(s, u, ϑ) ≥ 1− C√ε. (12.2.69)
In addition, by making straightforward modifications to the proof of (12.2.69), we find that if s ∈ [0, t1],
then
µ(s, u, ϑ) ≤ 1 + C√ε. (12.2.70)
Similarly, we repeat the proof of inequality (12.2.57), but with δ in the proof everywhere replaced by
Ω˜(t, u, ϑ; t). As above, this replacement changes the value of t1 as defined in (12.2.37) and τ1 as defined in
(12.2.47). In total, we find that for this new value of t1, if s ∈ [t1, t], then we have
µ(s, u′, ϑ) ≥ (1− C√ε) {1 + Ω˜(t, u′, ϑ; t) ln(%(s, u′)
%(0, u′)
)}
. (12.2.71)
In addition, by making straightforward modifications to the proof of (12.2.71), we find that for s ∈ [t1, t],
we have
µ(s, u′, ϑ) ≤ (1 + C√ε) {1 + Ω˜(t, u′, ϑ; t) ln(%(s, u′)
%(0, u′)
)}
. (12.2.72)
We now separately investigate the short-time regime s2 ≤ t1 and the large-time regime s2 ≥ t1, where
we are referring to the new value of t1 defined above. In the short-time regime, we easily bound the ratio
µ(s2,u′,ϑ)
µ(s1,u′,ϑ) by ≤ the right-hand side of (12.2.20) with the help of (12.2.69) and (12.2.70).
We now consider the large-time regime s2 ≥ t1. We split this regime into two sub-cases: s1 ≥ t1 and
s1 ≤ t1. In the first sub-case, we bound the ratio µ(s2,u
′,ϑ)
µ(s1,u′,ϑ) by ≤ the right-hand side of (12.2.20) by using
the estimates (12.2.71) and (12.2.72), the assumption Ω˜(t, u′, ϑ; t) < 0, and the fact that ln
(
%(s,u′)
%(0,u′)
)
is
increasing in s. In the second sub-case s1 ≤ t1, we bound the ratio µ(s2,u
′,ϑ)
µ(s1,u′,ϑ) by ≤ the right-hand side of
(12.2.20) by using the estimates (12.2.69) and (12.2.72).
Proof of (12.2.21): To prove (12.2.21), we first use the splitting (12.2.35) and the estimate (12.1.12) to
deduce that for (s, u′, ϑ) ∈ (−)Σus;t, we have
Ω˜+(s, u′, ϑ; t) ≤ Cε ln(e+ s)1 + s . (12.2.73)
From (12.1.3a) and (12.1.3e) and the estimates (12.1.9) and (12.2.73), we conclude the desired estimate
(12.2.73).
Proof of (12.2.22a)-(12.2.22b): Inequality (12.2.22a) can be proved by using essentially the same argument
that we used to prove (12.2.12c).
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Inequality (12.2.22b) can be proved by using essentially the same argument that we used to prove
(12.2.13c).
Proof of (12.2.23): We separately investigate the cases Ω˜(Min)(t, u; t) ≥ 0 and Ω˜(Min)(t, u; t) < 0. In the
former case, the desired estimate (12.2.23) follows from (12.2.10b).
We now investigate the remaining case in which (as in (12.2.11)) δ := −Ω˜(Min)(t, u; t) > 0. We
separately investigate the short-time regime s2 ≤ t1 and the large-time regime s2 ≥ t1, where t1 is defined
in (12.2.37). In the short-time regime s2 ≤ t1, the desired estimate (12.2.23) follows from (12.2.12b).
We now consider the large-time regime s2 ≥ t1. This regime splits into two sub-cases: s1 ≥ t1 and
s1 ≤ t1. In the first sub-case, the desired estimate (12.2.23) follows from (12.2.13b) and the fact that
1 − δ ln
(
%(s,u)
%(0,u)
)
is decreasing in s. In the second sub-case, the desired estimate (12.2.23) follows from
(12.2.12b) and (12.2.13b).
Proof of (12.2.24): If Lµ(s, u, ϑ) < 0, then the bound (12.2.24) is trivial. If Lµ(s, u, ϑ) ≥ 0, then the
bound (12.2.24) follows from (12.2.5).
Proof of (12.2.7):
Case 1: Ω˜(Min)(t, U0; t) ≥ 0: In this (easy) case, (12.1.3h) and (12.1.4h) and the estimates (12.1.9) and
(12.1.14) imply that
µ(s, u, ϑ) ≥ 1− Cε. (12.2.74)
Furthermore, from the estimate (11.27.2), we have
‖R˘µ‖C0(Σus ) ≤ Cε ln(e+ s). (12.2.75)
Hence, in this case, we can use (12.2.74) and (12.2.75) to deduce that [R˘µ(s,u,ϑ)]+
µ(s,u,ϑ) is ≤ the second term on
the right-hand side of (12.2.7) as desired.
Case 2: Mild decay rate: In this case, we assume that Ω˜(Min)(t, U0; t) < 0. Using the notation δ :=
−Ω˜(Min)(t, U0; t) > 0 much as in (12.2.11), we define the open sets
V(U0; t) :=
{
(u, ϑ) ∈ [0, U0]× S2 | Ω˜(t, u, ϑ; t) < −δ2
}
, (12.2.76)
U(s, U0; t) :=
{
(s, u, ϑ) ∈ ΣU0s | (u, ϑ) ∈ V(U0; t)
}
. (12.2.77)
Roughly, U(s, U0; t) is the “dangerous” subset of ΣU0s where µ can decay at a relatively rapid rate.
Now if (s, u, ϑ) ∈ ΣU0s \U(s, U0; t), then we can slightly modify our proof of (12.2.74) (which was
based in part on (12.1.3h)) and also use the bound (12.2.50) to deduce the following estimate:
µ(s, u, ϑ) ≥ (1− Cε)
{
1− 12δ ln
(
%(s, u)
%(0, u)
)}
≥ (1− Cε)
{
1− 12δ ln
(
%(t, u)
%(0, u)
)}
(12.2.78)
≥ 12(1− Cε).
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From (12.2.75) and (12.2.78), we see that [R˘µ(s,u,ϑ)]+
µ(s,u,ϑ) is≤ the second term on the right-hand side of (12.2.7)
as desired, as in Case 1.
Case 3: Dangerous decay rate, but short times: In this case, we assume that δ := −Ω˜(Min)(t, U0; t) > 0,
that (s, u, ϑ) ∈ U(s, U0; t), and that s ≤ t1, where we set
t1 := (1− u) exp(τ1)− (1− u), (12.2.79)
τ1 :=
1
2δ . (12.2.80)
Using the estimate (12.2.38), we conclude that if ε is sufficiently small, then
τ1 ≥ 1
Cε
. (12.2.81)
As in our proof of (12.2.78), we can slightly modify our proof of (12.2.74) (which was based in part on
(12.1.3h)) and also use the assumption s ≤ t1 to deduce the following estimate:
µ(s, u, ϑ) ≥ (1− Cε)
{
1− δ ln
(
%(s, u)
%(0, u)
)}
≥ (1− Cε) {1− δτ1} (12.2.82)
= 12(1− Cε).
Also using the bound (12.2.75), we see that [R˘µ(s,u,ϑ)]+
µ(s,u,ϑ) is ≤ the second term on the right-hand side of
(12.2.7) as desired, as in Cases 1 and 2.
Case 4: The most difficult case involving dangerous decay rates and large times: In this case, we assume
that δ := −Ω˜(Min)(t, U0; t) > 0, that (s, u, ϑ) ∈ U(s, U0; t), and that t1 ≤ s ≤ t, where t1 is defined
in (12.2.79). In particular, in terms of the logarithmic change of variable σ := ln
(
%(s,u)
%(0,u)
)
, the following
estimate holds for t1 ≤ s ≤ t :
2δ ≥ 1
σ
≥ 1
σ+ 1 . (12.2.83)
Furthermore, with τ := ln
(
%(t,u)
%(0,u)
)
, then as in (12.2.50), the following inequality holds:
δτ < 1. (12.2.84)
We may assume that R˘µ(s, u, ϑ) > 0, since otherwise the estimate (12.2.7) is trivial. To prove (12.2.7)
under the assumption R˘µ(s, u, ϑ) > 0, we study the integral curves of R˘. Thus, let
γ : [0, U0]→ ΣU0s (12.2.85)
denote the integral curve of R˘ passing through the point p := (s, u, ϑ). We parametrize γ via the eikonal
function u′, that is, γ = γ(u′), where u′ ∈ [0, U0], and u is the value of u′ that corresponds to the point p of
interest. We use notation such as
γ˙(u′) := d
du′
γ(u′), γ¨(u′) := d
2
d(u′)2γ(u
′). (12.2.86)
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We also set
F (u′) := µ ◦ γ(u′), (12.2.87)
which implies that
F˙ (u′) = R˘µ|γ(u′), (12.2.88)
F¨ (u′) = R˘R˘µ|γ(u′). (12.2.89)
Note that by assumption, we have
F˙ (u′ = u) > 0. (12.2.90)
We now set
u∗ := inf
{
u′ ∈ [0, u] : γ(u′) ∈ U(s, U0; t)
}
. (12.2.91)
Note that γ(u) ∈ U(s, U0; t) by assumption, while γ(0) /∈ U(s, U0; t) because Ω˜(t, 0, ϑ; t) ≡ 0 (recall that
u′ = 0 corresponds to a point on the null cone C0, where the solution is trivial). Also using the fact that
U(s, U0; t) is open, we deduce that
0 < u∗ < u ≤ U0, (12.2.92)
γ(u∗) ∈ ΣU0s \U(s, U0; t). (12.2.93)
We consider two sub-cases. In the first sub-case, we assume that
F˙ (u′) > 0 for u′ ∈ [u∗, u]. (12.2.94)
In this first sub-case, it follows from (12.2.94) that
F (u∗) < F (u). (12.2.95)
Furthermore, the identity (12.2.93) and the argument used in Case 2 imply that the bound (12.2.78) holds
for F (u∗) = µ ◦ γ(u∗). Also using the identity (12.2.95), we deduce that
µ(s, u, ϑ) = F (u) > F (u∗) ≥ 12(1− Cε). (12.2.96)
Also using the bound (12.2.75), we see that [R˘µ(s,u,ϑ)]+
µ(s,u,ϑ) is ≤ the second term on the right-hand side of
(12.2.7) as desired, as in the other cases we have previously considered.
In the final (most difficult) sub-case, we assume that the statement (12.2.94) is false. Hence, there exists
a point u∗∗ ∈ (u∗, u] such that
F˙ (u∗∗) = 0, (12.2.97)
F˙ (u′) > 0 for u′ ∈ (u∗∗, u]. (12.2.98)
In this case, our analysis involves the following function H(·) of a single real variable:
H(s) := sup
ΣU0s
R˘R˘µ. (12.2.99)
12. Sharp Estimates for µ 198
By (11.27.2), we have the following bound:
H(s) ≤ Cε ln(e+ s). (12.2.100)
By carefully studying the integral curves of R˘, we will prove that the following two inequalities also hold
in this case:
H(s) > 0, (12.2.101)
[R˘µ(s, u, ϑ)]+
µ(s, u, ϑ) ≤
√
H(s)
µ(Min)(s, u)
, (12.2.102)
where µ(Min)(s, u) is defined in (12.1.5). Let us accept (12.2.101) and (12.2.102) for the moment; we show
that these inequalities hold at the end of the proof.
In order to derive an upper bound for the right-hand side of (12.2.102), we now derive a lower bound
for µ(Min)(s, u). We use the logarithmic change of variables σ := ln
(
%(s,u)
%(0,u)
)
, τ := ln
(
%(t,u)
%(0,u)
)
, and
τ1 := ln
(
%(t1,u)
%(0,u)
)
= 12δ . Using essentially the same reasoning that led to the first line of (12.2.55) together
with the estimates (12.1.9) and (12.2.84), we deduce that
µ(Min)(s, u) ≥ (1− Cε)
{
1− δσ− Cε 1 + σexp(σ)(τ− σ)
}
(12.2.103)
≥ (1− Cε)
{
δ(τ− σ)− Cε 1 + σexp(σ)(τ− σ)
}
≥ 12δ
{
1− C ε
δ
1 + σ
exp(σ)
}
(τ− σ).
We now estimate the crucially important term C εδ
1+σ
exp(σ) on the right-hand side of (12.2.103). Since
σ ≥ τ1, we have
C
ε
δ
1 + σ
exp(σ) ≤ C
ε
δ
1 + τ1
exp(τ1)
= 2Cε 12δ
{
1 + 12δ
}
exp
(
− 12δ
)
. (12.2.104)
Since
lim
y→∞ y(1 + y) exp(−y) = 0, (12.2.105)
it follows from (12.2.103) (where we view y = 12δ ), (12.2.104), the estimate (12.2.83), and the simple
bound (12.2.38) that if ε is sufficiently small, then the quantity in braces on the right-hand side of (12.2.103)
is ≥ 1/2, and hence
µ(Min)(s, u) ≥
1
8
(τ− σ)
1 + σ . (12.2.106)
Inserting the bounds (12.2.100) and (12.2.106) into the right-hand side of inequality (12.2.102), we
deduce that
[R˘µ(s, u, ϑ)]+
µ(s, u, ϑ) ≤ Cε
1/2 (1 + σ)√
τ− σ . (12.2.107)
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It is straightforward to check using the basic properties of the function f(x) = ln(x) that the right-hand side
of (12.2.107) is ≤ the first term on the right-hand side of (12.2.7) as desired. Hence, in order to conclude
the desired estimate (12.2.7) in this final sub-case, it remains only for us to prove inequalities (12.2.101) and
(12.2.102).
To prove (12.2.101), we first use (12.2.90) and (12.2.97) to deduce that∫ u′=u
u′=u∗∗
F¨ (u′) du′ = F˙ (u) > 0. (12.2.108)
Hence, it follows from the definition (12.2.99) of H(s), (12.2.89), and (12.2.108) that H(s) > 0 as desired.
We now derive inequality (12.2.102). To this end, we first use the fundamental theorem of calculus to
deduce that if uˆ ∈ [u∗∗, u], then
F˙ (u)− F˙ (uˆ) =
∫ u′=u
u′=uˆ
F¨ (u′) du′ ≤ H(s)(u− uˆ). (12.2.109)
From inequality (12.2.109), it follows that whenever uˆ ∈ [u∗∗, u] and
|uˆ− u| ≤ 12
F˙ (u)
H(s) , (12.2.110)
we have
F˙ (uˆ) ≥ 12 F˙ (u) > 0. (12.2.111)
In particular, by choosing uˆ = u1 := u− 12 F˙ (u)H(s) and using the lower bound (12.2.111), we deduce that
F (u)− F (u1) =
∫ u′=u
u′=u1
F˙ (u′) du′ ≥ 12 F˙ (u)(u− u1) (12.2.112)
= 14
F˙ 2(u)
H(s) .
Moreover, since F˙ (u∗∗) = 0, the bound (12.2.111) for the domain of uˆ values defined by (12.2.110) implies
that u∗∗ cannot belong to the domain, that is, that
u∗∗ < u1. (12.2.113)
Since (12.2.98) implies that F˙ (u′) > 0 for u′ ∈ (u∗∗, u1], we also have
F (u∗∗) < F (u1). (12.2.114)
Hence, using the trivial bound F (u1) ≥ µ(Min)(s, u) (which follows from the definitions of F (u1) and
µ(Min)(s, u)) and the estimate (12.2.112), we deduce that
µ(s, u, ϑ)− µ(Min)(s, u) = F (u)− µ(Min)(s, u) ≥ F (u)− F (u1) (12.2.115)
≥ 14
F˙ 2(u)
H(s) ≥
1
4
[R˘µ(s, u, ϑ)]2+
H(s) .
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Solving for µ(s, u, ϑ) in inequality (12.2.115) and then using the resulting bound to deduce a bound for
[R˘µ(s,u,ϑ)]+
µ(s,u,ϑ) , we find that
[R˘µ(s, u, ϑ)]+
µ(s, u, ϑ) ≤
[R˘µ(s, u, ϑ)]+
1
4
[R˘µ(s,u,ϑ)]2+
H(s) + µ(Min)(s, u)
. (12.2.116)
We now deduce an “algebraic” bound from inequality (12.2.116). To this end, we note that a standard
calculus exercise yields that for any constant a > 0, the function
h(x, y) := x
a−1x2 + y (12.2.117)
on the domain [0,∞)× [0,∞) is bounded by
|h(x, y)| ≤
√
a
2√y . (12.2.118)
Applying inequality (12.2.118) to the right-hand side of (12.2.116) with a = 4H(s), x = [R˘µ(s, u, ϑ)]+,
and y = µ(Min)(s, u), we arrive at the desired inequality (12.2.102). This completes our proof of (12.2.7)
in this final sub-case.
Proof of (12.2.8): From the identity L˘µ = µL + 2R˘ and the estimates (12.2.3), (12.2.5), and (12.2.7), we
deduce the desired estimate as follows:
[Lµ(s, u, ϑ) + L˘µ(s, u, ϑ)]+
µ(s, u, ϑ) ≤ |Lµ(s, u, ϑ)|+
[Lµ(s, u, ϑ)]+
µ(s, u, ϑ) + 2
[R˘µ(s, u, ϑ)]+
µ(s, u, ϑ) (12.2.119)
≤ Cε1/2 ln(e+ s)√
ln(e+ t)− ln(e+ s) + Cε
1
1 + s.
The following simple corollary plays a role in our analysis of the transport inequalities of Sect. 16.3.
Corollary 12.2.2 (Analysis of 12 trg/χ−2Lµµ ). Under the small-data and bootstrap assumptions of Sects. 11.1-
11.4, if ε is sufficiently small, then the following pointwise estimate holds onMT(Bootstrap),U0 :
(1− Cε)%−1 ≤ 12 trg/χ− 2
Lµ
µ
≤ 12 trg/χ+ 2
[Lµ]−
µ
. (12.2.120)
Proof. From the decomposition trg/χ = 2%−1 + trg/χ(Small) and inequality (11.27.2), we have that 12 trg/χ ≥
(1 − Cε)%−1. Furthermore, by (12.2.5), we have −2Lµµ ≥ −Cε%−1. Adding these two estimates, we
conclude (12.2.120).
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12.3 Fundamental estimates for time integrals involving µ−1
We now use the estimates of Prop. 12.2.1 to derive estimates for time integrals that involve powers of µ−1.
These estimates play a crucial role in our derivation of a priori L2 estimates for Ψ. Specifically, the time
integrals appear in Chapter 19, when we bound the error integrals of Prop. 9.2.2.
Proposition 12.3.1 (Fundamental estimates for time integrals involving µ−1). Let µ?(t, u) be as defined
in (12.1.6). Let
B > 1
be a real number. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently
small, then the following estimates hold for 0 ≤ t < T(Bootstrap) and 0 ≤ u ≤ U0.
Estimates relevant for Gronwall estimates for borderline top-order spacetime integrals. There exists a con-
stant C > 0 such that if B
√
ε| ln ε| ≤ 1, then∫ t
s=0
‖[Lµ]−‖C0(Σus )
µB? (s, u)
ds ≤ 1 + C
√
ε
B − 1 µ
1−B
? (t, u). (12.3.1)
In addition, there exists a constant C > 0 such that if
√
ε < b ≤ 1/2 is a constant, then
1
%(t, u)
∫ t
s=0
∥∥∥∥∥
(
µ(t, ·)
µ
)2∥∥∥∥∥
C0(Σus )
ds ≤ 1 + Cb+ C ln
2(e+ t)
(1 + t)b . (12.3.2)
Estimates relevant for Gronwall estimates for borderline top-order hypersurface integrals. Let (+)Σus;t ⊂
Σus and (−)Σus;t ⊂ Σus be as defined in (12.2.2c) and (12.2.2d). There exists a constant C > 0 such that if
B
√
ε| ln ε| ≤ 1 and if (−)Σut;t is non-empty, then we have
‖%Lµ‖C0((−)Σut;t)
∫ t
s=0
1
%(s, u)µB? (s, u)
ds ≤ 1 + C
√
ε
B − 1 µ
1−B
? (t, u). (12.3.3a)
In addition, if A ≥ 0 is a real number and (+)Σut;t is non-empty, we have∥∥∥∥Lµµ
∥∥∥∥
C0((+)Σut;t)
∫ t
s=0
∥∥∥∥∥∥
√
µ(t, ·)
µ
∥∥∥∥∥∥
C0((+)Σus;t)
lnA(e+ s) ds ≤ 1 + Cε
A+ 1/2 ln
A(e+ t). (12.3.3b)
Estimates relevant for Gronwall estimates for less dangerous top-order spacetime integrals. There exists a
constantC > 0 depending on upper bounds for a andA but independent ofB such that if a ≥ ε1/4, Aε ≤ 1,
and B
√
ε| ln ε| ≤ 1, then∫ t
s=0
lnA(e+ s)
(1 + s)1+aµB? (s, u)
ds ≤ C
{
1 + 1
B − 1
} 1
aA+1
µ1−B? (t, u). (12.3.4)
In addition, there exists a constant C > 0 such that if B
√
ε| ln ε| ≤ 1, then∫ t
s=0
1
(1 + s)µB? (s, u)
ds ≤ C
{
1 + 1
B − 1
}
ln(e+ t)µ1−B? (t, u). (12.3.5)
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Estimates for integrals that lead to only lnµ−1? degeneracy. There exists a constant C > 0 such that∫ t
s=0
‖[Lµ]−‖C0(Σus )
µ?(s, u)
ds ≤ (1 + C√ε) lnµ−1? (t, u) + C
√
ε. (12.3.6)
Furthermore, there exists a constant C > 0 depending on upper bounds for a and A such that if a ≥ ε1/4
and Aε ≤ 1, then ∫ t
s=0
lnA(e+ s)
(1 + s)1+aµ?(s, u)
ds ≤ C 1
aA+1
{
lnµ−1? (t, u) + 1
}
. (12.3.7)
In addition, there exists a constant C > 0 such that∫ t
s=0
1
(1 + s)
1
µ?(s, u)
ds ≤ C ln(e+ t)
{
lnµ−1? (t, u) + 1
}
. (12.3.8)
Estimates for integrals that break the µ−1? degeneracy. There exists a constant C > 0 depending on upper
bounds for a and A such that if a ≥ ε1/4 and Aε ≤ 1, then∫ t
s=0
lnA(e+ s)
(1 + s)1+aµ3/4? (s, u)
ds ≤ C
aA
. (12.3.9)
In addition, there exists a constant C > 0 such that∫ t
s=0
1
(1 + s)µ3/4? (s, u)
ds ≤ C ln(e+ t). (12.3.10)
Proof. Proof of (12.3.1) and (12.3.6): We prove only (12.3.1). Inequality (12.3.6) can be proved by making
simple modifications to our proof of (12.3.1). To prove (12.3.1), we first recall that
[Lµ(s, u, ϑ)]− =
[Ω(s, u, ϑ)]−
%(s, u) . (12.3.11)
We consider separately the cases Ω˜(Min)(t, u; t) ≥ 0 and Ω˜(Min)(t, u; t) < 0. In the case Ω˜(Min)(t, u; t) ≥
0, the estimates (12.2.10b) and (12.2.10c) imply that∫ t
s=0
‖[Lµ]−‖C0(Σus )
µB? (s, u)
ds ≤
∫ t
s=0
‖Ω−‖C0(Σus )
%(s, u)µB? (s, u)
ds (12.3.12)
≤ Cε
∫ t
s=0
ln(e+ s)
(1 + s)2 ds ≤ Cεµ
1−B
? (s, u).
We have thus proved (12.3.1) in this case.
In the remaining case, which is δ := −Ω˜(Min)(t, u; t) > 0, we split the integral under consideration into
the two portions
∫ t1
s=0 · · · ds and
∫ t
s=t1 · · · ds, where as in (12.2.37),
t1 = (1− u) ε
δ2
− (1− u),
τ1 = ln
(
%(t1, u)
%(0, u)
)
= ln
(
ε
δ2
)
.
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We recall that if ε is sufficiently small, then we have t1 > 0 (see (12.2.39)). To estimate the integral
portions, we use the change of variables (12.2.46)-(12.2.48). In particular, dσ = %−1(s, u) ds. We first
estimate the integral portion
∫ t1
s=0 · · · ds. Using the change of variables, the short-time estimates (12.2.12b)
and (12.2.12c), the estimate (12.2.38), and the estimate
∫∞
σ=0(1 + σ) exp(−σ) ≤ C, we bound the integral
of interest as follows:∫ t1
s=0
‖[Lµ]−‖C0(Σus )
µB? (s, u)
ds ≤
∫ t1
s=0
‖Ω−‖C0(Σus )
µB? (s, u)
ds
%(s, u) (12.3.13)
≤ (1 + C√ε)
∫ τ1
σ=0
{δ+ Cε(1 + σ) exp(−σ)} dσ
≤ (1 + C√ε) {τ1δ+ Cε}
≤ (1 + C√ε) {2δ| ln δ|+ δ| ln ε|+ Cε}
≤ Cε| ln ε|
≤ C 1
B − 1(B − 1)ε| ln ε|µ
1−B
? (t, u).
Using our upper bound assumptions on the size of B in terms of ε, it is straightforward to see that the
right-hand side of (12.3.13) is ≤ the right-hand side of (12.3.1) as desired.
In the final step, we bound the integral portion
∫ t
s=t1 · · · ds by ≤
1+C
√
ε
B−1 µ
1−B
? (t, u). To this end, we
use the large-time estimates (12.2.13b) and (12.2.13c) and the change of variables (12.2.46) and (12.2.48)
to bound the integral of interest as follows:∫ t
s=t1
‖[Lµ]−‖C0(Σus )
µB? (s, u)
ds ≤
∫ t
s=t1
‖Ω−‖C0(Σus )
µB? (s, u)
ds
%(s, u) (12.3.14)
≤ (1 + C√ε)δ
∫ τ
σ=τ1
1
(1− δσ)B dσ
≤ 1
B − 1(1 + C
√
ε) 1(1− δτ)B−1
≤ 1
B − 1(1 + C
√
ε)µ1−B? (t, u).
Clearly, the right-hand side of (12.3.14) is≤ the right-hand side of (12.3.1) as desired. Combining (12.3.12)
and the sum of (12.3.13) and (12.3.14), we conclude the desired estimate (12.3.1) in all cases.
Proof of (12.3.4), (12.3.7), and (12.3.9): We prove only (12.3.4); the estimates (12.3.7) and (12.3.9) can be
proved by making straightforward modifications to our proof of (12.3.4). To prove (12.3.4), we modify our
proof of (12.3.1). We use the fact that the function
f(σ) := (1 + σ)A exp(−a(1 + σ)) (12.3.15)
defined on the domain [−1,∞) achieves its maximum at σ(Max) := Aa − 1 and that
f ′(σ) ≥ 0, σ ∈ [−1,σ(Max)), (12.3.16)
f(σ(Max)) =
(
A
e
)A 1
aA
, (12.3.17)
f ′(σ) < 0, σ ∈ (σ(Max),∞). (12.3.18)
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Furthermore, f verifies the integral bound∫ ∞
σ=0
f(σ) dσ ≤ A!
aA+1
. (12.3.19)
We consider separately the cases Ω˜(Min)(t, u; t) ≥ 0 and Ω˜(Min)(t, u; t) < 0. In the case Ω˜(Min)(t, u; t) ≥
0, we use the estimates (12.2.10b) and (12.3.19) and the change of variables σ := ln
(
%(s,u)
%(0,u)
)
to deduce
∫ t
s=0
lnA(e+ s)
(1 + s)1+aµB? (s, u)
ds ≤ C
∫ t
s=0
{
1 + ln
(
%(s,u)
%(0,u)
)}A{
1 + %(s,u)%(0,u)
}a
µB? (s, u)
ds
%(s, u) (12.3.20)
≤ C
∫ ∞
σ=0
(1 + σ)A exp {−a(1 + σ)} dσ ≤ C 1
aA+1
≤ C 1
aA+1
µ1−B? (t, u).
We have thus proved the desired bound (12.3.4) in this case.
In the remaining case, which is δ := −Ω˜(Min)(t, u; t) > 0, we split the time integration into the
two portions
∫ t1
s=0 · · · ds and
∫ t
s=t1 · · · ds, where we now set t1 := (1 − u) exp
(
1
2Bδ
)
− (1 − u), τ1 :=
ln
(
%(t1,u)
%(0,u)
)
= 12Bδ , τ := ln
(
%(t,u)
%(0,u)
)
. We first bound the integral portion
∫ t1
s=0 · · · ds. To this end, we first
use the estimates (12.2.12b) and (12.2.13b), the fact that 1− δ ln
(
%(s,u)
%(0,u)
)
≥ 1− 12B for 0 ≤ s ≤ t1, and the
fact that there exists a uniform constant C > 1 such that C−1 ≤ {1− 12B}B ≤ C for B > 1 to deduce that
there exists a uniform constant C > 1 independent of B > 1 such that the following estimates hold:
C−1 ≤ µB? (s, u) ≤ C, s ∈ [0, t1], (12.3.21)
C−1 ≤ µ1−B? (s, u) ≤ C, s ∈ [0, t1]. (12.3.22)
Also using (12.3.19), we can estimate the integral portion of interest by using essentially the same argument
that we used in deriving inequality (12.3.20):∫ t1
s=0
lnA(e+ s)
(1 + s)1+aµB? (s, u)
ds ≤ C 1
aA+1
µ1−B? (t, u). (12.3.23)
Clearly, the right-hand side of (12.3.23) is ≤ the right-hand side of (12.3.4) as desired.
We now bound the integral portion
∫ t
s=t1 · · · ds.We first note that the estimate (12.2.38) and our assump-
tions on A, B, and a imply that τ1 > 1 + σ(Max) and thus by (12.3.18), f(σ) is decreasing for σ ≥ τ1 − 1.
Hence, using the estimate (12.2.13b), the fact that f(σ) < f(σ(Max)) over the integration range, and the
definition of τ1, we deduce that∫ t
s=t1
lnA(e+ s)
(1 + s)1+aµB? (s, u)
ds ≤ C
∫ τ
σ=τ1
(1 + σ)A exp(−a(1 + σ))
µB?
dσ (12.3.24)
≤ CτA1 exp(−aτ1)
∫ τ
σ=τ1
1
{1− δσ}B ds
≤ CτA1 exp(−aτ1)
1
δ
1
(B − 1)(1− δτ)
1−B
≤ C B
B − 1
(
a
2Bδ
)A+1
exp
(
− a2Bδ
) 1
aA+1
µ1−B? (t, u).
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Using the fact that the function h(x) := xA+1 exp(−x) is ≤ {(A+ 1)/e}A+1 on the domain x ∈ [0,∞),
we deduce (with x := a2Bδ ) that the product
(
a
2Bδ
)A+1 exp (− a2Bδ) on the right-hand side of (12.3.24) is
≤ {(A+ 1)/e}A+1 . The desired estimate (12.3.4) thus follows in this case.
Proof of (12.3.5), (12.3.8), and (12.3.10): The proof of (12.3.5) is similar to the proof of (12.3.1) but
requires a few simple changes. To prove (12.3.5), we consider separately the cases Ω˜(Min)(t, u; t) ≥ 0 and
Ω˜(Min)(t, u; t) < 0. In the case Ω˜(Min)(t, u; t) ≥ 0, we use the estimate (12.2.10b) to deduce that∫ t
s=0
1
(1 + s)µB? (s, u)
ds ≤ C
∫ t
s=0
1
1 + s ds ≤ C ln(e+ t)µ
1−B
? (t, u)
as desired.
In the remaining case, which is δ := −Ω˜(Min)(t, u; t) > 0, we set t1 := (1− u) exp
(
1
2Bδ
)
− (1− u),
τ1 := ln
(
%(t1,u)
%(0,u)
)
= 12Bδ . We use the change of variables (12.2.46) and (12.2.48). We first consider the
sub-case t ≤ t1. In this sub-case, we use the estimates (12.3.21) and (12.3.22) to bound the integral of
interest as follows: ∫ t
s=0
1
(1 + s)µB? (s, u)
ds ≤ C
∫ t
s=0
1
µB? (s, u)
ds
%(s, u) (12.3.25)
≤ C
∫ τ
σ=0
1 dσ ≤ Cτµ1−B? (t, u)
≤ C ln(e+ t)µ1−B? (t, u).
We now consider the sub-case δ := −Ω˜(Min)(t, u; t) > 0, t1 < t. We split the integral under consid-
eration into the two portions
∫ t1
s=0 · · · ds and
∫ t
s=t1 · · · ds. We first estimate the integral portion
∫ t1
s=0 · · · ds.
We use the same argument used to prove (12.3.25) together with the approximate monotonicity inequality
(12.2.23) to bound the integral of interest as follows:∫ t1
s=0
1
(1 + s)µB? (s, u)
ds ≤ C ln(e+ t1)µ1−B? (t1, u) (12.3.26)
≤ C ln(e+ t)µ1−B? (t, u).
It remains for us to bound the integral portion
∫ t
s=t1 · · · ds by ≤ C
{
1 + 1B−1
}
ln(e+ t)µ1−B? (t, u). To
this end, we use the short-time estimate (12.2.12b), large-time estimate (12.2.13b), the change of variables
(12.2.46) and (12.2.48), and the inequalities
1
(B − 1)δ =
2B
B − 1τ1 ≤ C
{
1 + 1
B − 1
}
τ ≤ C
{
1 + 1
B − 1
}
ln(e+ t) (12.3.27)
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to bound the integral of interest as follows:∫ t
s=t1
1
(1 + s)µB? (s, u)
ds ≤ C
∫ t
s=t1
1
µB? (s, u)
ds
%(s, u) (12.3.28)
≤ C
∫ τ
σ=τ1
1
{1− δσ}B dσ
≤ C(B − 1)δ {1− δτ}
1−B
≤ C
{
1 + 1
B − 1
}
ln(e+ t)µ1−B? (t, u).
We have thus proved the desired estimate (12.3.5) in all cases.
The estimate (12.3.8) can be proved in a similar fashion by taking t1 := (1− u) exp
(
1
2δ
)
− (1− u).
The estimate (12.3.10) can be proved in a similar fashion by taking t1 := (1−u) exp
(
1
(3/2)δ
)
−(1−u).
Proof of (12.3.2): To prove (12.3.2), we first consider the case 0 ≤ t ≤ 1. In this case, we use the bound∥∥∥µ(t,·)µ ∥∥∥C0(Σus ) ≤ 1 + C√ε implied by Def. 12.2.1 and the estimates (12.2.16b) and (12.2.20) (with s1 := s
and s2 := t) in order to deduce that
1
1− u+ t
∫ t
s=0
∥∥∥∥∥
(
µ(t, ·)
µ
)2∥∥∥∥∥
C0(Σus )
ds ≤ (1 + C√ε) t1− u+ t ≤ C
ln2(e+ t)
(1 + t)b (12.3.29)
as desired.
We now consider the case t ≥ 1. To proceed, we split the integral into the two portions ∫ t1−bs=0 · · · ds and∫ t
s=t1−b · · · ds. To bound the first portion, we use the bound
∥∥∥µ(t,·)µ ∥∥∥C0(Σus ) ≤ (1 + C√ε) ln(e+ t) implied
by Def. 12.2.1 and the estimates (12.2.16b) and (12.2.20) (with s1 := s and s2 := t) in order to deduce that
1
1− u+ t
∫ t1−b
s=0
∥∥∥∥∥
(
µ(t, ·)
µ
)2∥∥∥∥∥
C0(Σus )
ds ≤ C ln
2(e+ t)
1 + t (t
1−b) ≤ C ln
2(e+ t)
(1 + t)b (12.3.30)
as desired.
To bound the second portion, we use the bound sups∈[t1−b,t]
∥∥∥µ(t,·)µ ∥∥∥C0(Σus ) ≤ 1 + C√ε + Cb implied
by Def. 12.2.1 and the estimates (12.2.17) and (12.2.20) (with a := 1− b, s1 := s, and s2 := t) in order to
deduce that
1
1− u+ t
∫ t
s=t1−b
∥∥∥∥∥
(
µ(t, ·)
µ
)2∥∥∥∥∥
C0(Σus )
ds ≤ (1 + C√ε+ Cb) t(1− t
−b)
1− u+ t (12.3.31)
≤ 1 + C√ε+ Cb+ C 11 + t .
We now observe that since
√
ε ≤ b, the sum of (12.3.30) and (12.3.31) is ≤ the right-hand side of (12.3.2)
as desired.
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Proof of (12.3.3b): We start by considering inequality (12.2.18) with s = t.We now derive a suitable bound
for the term on the left-hand side of (12.3.3b) generated by the first term on the right-hand side of (12.2.18).
To this end, we use (12.2.15), (12.2.16a) with s1 = s and s2 = t, the change of variables σ = ln(e + s),
and the trivial bound (e+ t)−1 ≤ (e+ s)−1 for 0 ≤ s ≤ t to deduce that
≤ (1 + Cε) γ√
1 + γ ln(e+ t)
∫ t
s=0
lnA(e+ s)
(e+ s)
√
1 + γ ln(e+ s)
ds (12.3.32)
= (1 + Cε) γ√
1 + γ ln(e+ t)
∫ ln(e+t)
σ=1
σA√
1 + γσ dσ.
Using the trivial bound σA/
√
1 + γσ ≤ σA−1/2/√γ to pointwise bound the integrand, we deduce that the
right-hand side of (12.3.32) is
≤ (1 + Cε) γ
(e+ t)
√
1 + γ ln(e+ t)
1√
γ
∫ ln(e+t)
σ=1
σA−1/2 dσ (12.3.33)
≤ (1 + Cε)
√
γ√
1 + γ ln(e+ t)
lnA+1/2(e+ t)
(A+ 1/2) .
It now easily follows that the right-hand side of (12.3.33) is≤ the right-hand side of (12.3.3b) as desired.
It remains for us to address the term on the left-hand side of (12.3.3b) generated by the second term on
the right-hand side of (12.2.18) (where we set s = t in (12.2.18)). Using (12.2.16b) with s1 = s and s2 = t,
we deduce that the product under consideration is
≤ Cε ln(e+ t)(1 + t)2
∫ t
s=0
lnA+1/2(e+ s) ds ≤ Cε ln
A+3/2(e+ t)
1 + t . (12.3.34)
Clearly, the right-hand side of (12.3.34) is ≤ the right-hand side of (12.3.3b) as desired.
Proof of (12.3.3a): The proof of (12.3.3a) is very similar to that of (12.3.1), so we are somewhat terse
concerning the details. We begin with the trivial estimate
‖%Lµ‖C0((−)Σut;t) ≤ ‖%[Lµ]−‖C0((−)Σut;t) + ‖%[Lµ]+‖C0((−)Σut;t). (12.3.35)
We separately bound the terms corresponding to the two terms in (12.3.35). We first prove the easier bound
involving ‖%[Lµ]+‖C0((−)Σut;t). To this end, we use the estimates (12.2.21) (with s = t) and (12.3.5) to
deduce the bound
‖%[Lµ]+‖C0((−)Σut;t)
∫ t
s=0
1
%(s, u)µB? (s, u)
ds ≤ Cε ln(e+ t)1 + t
∫ t
s=0
1
(e+ s)µB? (s, u)
ds (12.3.36)
≤ Cε 1
B − 1
ln2(e+ t)
1 + t µ
1−B
? (t, u).
Clearly, the right-hand side of (12.3.36) is ≤ the right-hand side of (12.3.3a) as desired.
To prove the bound corresponding to the second term ‖%[Lµ]−‖C0((−)Σut;t) on the right-hand side of
(12.3.36), we first note that since (−)Σut;t is non-empty, the positivity assumption on δ stated in (12.2.11)
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holds. We separately consider the cases 0 ≤ t ≤ t1 and t ≥ t1, where t1 := (1 − u) εδ2 − (1 − u).
In the first case 0 ≤ t ≤ t1, we use the estimates (12.2.12b), (12.2.22a), and (12.2.38) and the bounds∫ t
s=0
1
e+s ds ≤ ln
(
e+ ε
δ2
)
,
∫ t
s=0
1
e+s ds ≤ ln(e+ t) to deduce the desired estimate as follows:
‖%[Lµ]−‖C0((−)Σut;t)
∫ t
s=0
1
%(s, u)µB? (s, u)
ds ≤ C
{
δ+ Cε ln(e+ t)1 + t
}∫ t
s=0
1
e+ s ds (12.3.37)
≤ C
{
δ ln
(
e+ ε
δ2
)
+ Cε ln
2(e+ t)
1 + t
}
≤ Cε| ln ε| ≤ C 1
B − 1(B − 1)ε| ln ε|µ
1−B
? (t, u)
≤ C√ε 1
B − 1µ
1−B
? (t, u).
In the remaining case t ≥ t1, we use the estimates (12.2.12b), (12.2.13b), (12.2.22a), (12.2.22b), and
(12.2.38) to deduce the desired bound as follows:
‖%[Lµ]−‖C0((−)Σut;t)
∫ t
s=0
1
%(s, u)µB? (s, u)
ds (12.3.38)
≤ (1 + C√ε) δ ∫ t1
s=0
1
e+ s ds+
(
1 + C
√
ε
)
δ
∫ t
s=t1
1
%(s, u)
{
1− δ ln
(
%(s,u)
%(0,u)
)}B ds
≤ Cε| ln ε|+ 1 + C
√
ε
B − 1
{
1− δ ln
(
%(t, u)
%(0, u)
)}1−B
≤ 1 + C
√
ε
B − 1 µ
1−B
? (t, u).
We have thus proved the desired estimate (12.3.3a).
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13
L2 Coerciveness and the Fundamental
L2−Controlling Quantities
In Chapter 13, we reveal the coercive nature of the energies and fluxes defined in Def. 9.2.1. We then define
a related family of coercive L2−based quantities that we later use to derive a priori L2 estimates for Ψ and
its derivatives.
13.1 Coerciveness of the energies and fluxes
In this section, we show that the energy-flux quantities from Def. 9.2.1 are coercive.
Lemma 13.1.1 (Coerciveness of the energies and fluxes). Under the small data and bootstrap assumptions
of Sects. 11.1-11.4, if ε is sufficiently small, then the energies E[Ψ](t, u), E˜[Ψ](t, u) and the cone fluxes
F[Ψ](t, u), F˜[Ψ](t, u) from Def. 9.2.1 have the following coerciveness properties (see Remark 9.1.1):
E[Ψ](t, u) = 12
∫
Σut
{
µ(1 + µ)(LΨ)2 + (L˘Ψ)2 + µ(1 + 2µ)|d/Ψ|2
}
d$ (13.1.1a)
≥ max
{
C−1‖Ψ‖2L2(St,u), C−1‖Ψ‖2L2(Σut ),
1
2‖
√
µLΨ‖2L2(Σut ),
1
2‖µLΨ‖
2
L2(Σut )
, ‖R˘Ψ‖2L2(Σut )
}
+ 12‖
√
µd/Ψ‖2L2(Σut ) + ‖µd/Ψ‖
2
L2(Σut )
,
F[Ψ](t, u) =
∫
Ctu
{
(1 + µ)(LΨ)2 + µ|d/Ψ|2
}
d$ (13.1.1b)
= ‖LΨ‖2L2(Ctu) + ‖
√
µLΨ‖2L2(Ctu) + ‖
√
µd/Ψ‖2L2(Ctu),
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E˜[Ψ](t, u) = 12
∫
Σut
{
%2µ
(
LΨ + 12 trg/χΨ
)2
+ %2µ|d/Ψ|2
}
d$ (13.1.2a)
≈ (1 + t)2
∥∥∥∥√µ(LΨ + 12 trg/χΨ
)∥∥∥∥2
L2(Σut )
+ (1 + t)2‖√µd/Ψ‖2L2(Σut ),
F˜[Ψ](t, u) =
∫
Ctu
%2
(
LΨ + 12 trg/χΨ
)2
d$ (13.1.2b)
≈
∥∥∥∥(1 + t′)(LΨ + 12 trg/χΨ
)∥∥∥∥2
L2(Ctu)
.
Proof. To prove (13.1.2a), we first use Lemma 9.1.3 and definition (9.1.18d) to compute that (recall that
N = 12L+
1
2L = L+ µ−1R˘)
µ(K˜+Correction)JN [Ψ] =
1
2µ%
2
{
LΨ + 12 trg/χΨ
}2
+ 12µ%
2|d/Ψ|2 (13.1.3)
+ 12%
2trg/χΨR˘Ψ−
1
8µ%
2(trg/χ)2Ψ2 −
1
4µΨ
2L[%2trg/χ]−
1
4Ψ
2R˘[%2trg/χ].
From (13.1.3), it follows that the right-hand side of (9.2.1b) is equal to the integral lying to the right of the
equal sign in (13.1.2a) as desired. The final inequality the right-hand side of (13.1.2a) follows trivially from
the estimate %(t′, u) ≈ 1 + t′.
To prove (13.1.2b), we first use Lemma 9.1.3 and definition (9.1.18d) to compute that
(K˜+Correction)JL[Ψ] = %2
{
LΨ + 12 trg/χΨ
}2
− 14%
2(trg/χ)2Ψ2 −
1
2%
2trg/χΨLΨ−
1
4Ψ
2L[%2trg/χ] (13.1.4)
= %2
{
LΨ + 12 trg/χΨ
}2
− 14%
2(trg/χ)2Ψ2 −
1
4Ψ
2L[%2trg/χΨ2].
From (13.1.4), it follows that the right-hand side of (9.2.2b) is equal to the integral lying to the right of the
equal sign in (13.1.2b) as desired. The final inequality the right-hand side of (13.1.2b) follows trivially from
the estimate %(t′, u) ≈ 1 + t′.
With two exceptions, the proofs of estimates (13.1.1a) and (13.1.1b) are similar, and we omit the de-
tails. The two exceptions are the estimates for the terms C−1‖Ψ‖2L2(St,u) and C−1‖Ψ‖2L2(Σut ) in inequality
(13.1.1a). The latter follows from the former by integrating in u. Hence, we only prove the former estimate.
To this end, we first use the identity (9.1.1b) and the estimate (11.30.1) to deduce that∣∣∣∣∣ ∂∂u
∫
St,u
Ψ2 dυg/(t,u,ϑ)
∣∣∣∣∣ ≤
∫
St,u
2|ΨR˘Ψ|+
{2
%
+ Cε ln(e+ t)1 + t
}
Ψ2 dυg/(t,u,ϑ). (13.1.5)
From (13.1.5) and Cauchy-Schwarz, we deduce that∣∣∣∣ ∂∂u‖Ψ‖L2(St,u)
∣∣∣∣ ≤ ‖R˘Ψ‖L2(St,u) + C‖Ψ‖L2(St,u). (13.1.6)
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Applying Gronwall’s inequality to (13.1.6), using the fact that ‖Ψ‖L2(St,0) = 0, using the fact that 0 ≤ u ≤
U0, and using Cauchy-Schwarz, we deduce that
‖Ψ‖L2(St,u) ≤ C
∫ u
u′=0
‖R˘Ψ‖L2(St,u′ ) du′ (13.1.7)
≤ C
(∫ u
u′=0
‖R˘Ψ‖2L2(St,u′ ) du
′
)1/2
= C‖R˘Ψ‖L2(Σut ).
Since the already proven inequality (13.1.1a) for ‖R˘Ψ‖L2(Σut ) implies that the right-hand side of (13.1.7) is
. E1/2[Ψ](t, u), the desired estimate (13.1.1a) for ‖Ψ‖L2(St,u) thus follows.
13.2 The fundamental L2−controlling quantities
In this section, we define the main quantities that we use to control Ψ and its derivatives in L2. In particular,
we define a family of Morawetz spacetime integrals and exhibit their key coerciveness properties.
Definition 13.2.1 (The main coercive quantities used for deriving L2 estimates). In terms of the energies
and fluxes of Def. 9.2.1, we define
Q(N)(t, u) := max
|~I|=N
sup
(t′,u′)∈[0,t]×[0,u]
{
E[Z ~IΨ](t′, u′) + F[Z ~IΨ](t′, u′)
}
, (13.2.1a)
Q˜(N)(t, u) := max
|~I|=N
sup
(t′,u′)∈[0,t]×[0,u]
{
E˜[Z ~IΨ](t′, u′) + F˜[Z ~IΨ](t′, u′)
}
, (13.2.1b)
Q(≤N)(t, u) := max0≤M≤N Q(M)(t, u), (13.2.1c)
Q˜(≤N)(t, u) := max0≤M≤N Q˜(M)(t, u). (13.2.1d)
The following coercive spacetime integrals play a fundamental role in controlling some of the error
integrals.
Definition 13.2.2 (The coercive Morawetz spacetime integral). To a function Ψ, we associate the follow-
ing integrals:
K˜[Ψ](t, u) := 12
∫
Mt,u
%2[Lµ]−|d/Ψ|2 d$, (13.2.2a)
K˜(N)(t, u) := max
|~I|=N
K˜[Z ~IΨ](t, u), (13.2.2b)
K˜(≤N)(t, u) := max0≤M≤N K˜(M)(t, u). (13.2.2c)
Remark 13.2.1 (The origin of the Morawetz integral). Recall that the integral (13.2.2a) appears in the
energy-flux identities for Ψ generated by the Morawetz multiplier K˜; see (9.4.4b).
We now quantify the L2 coerciveness of the integrals from Def. 13.2.2.
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Lemma 13.2.1 (Quantification of the L2 coerciveness of K˜[Ψ](t, u)). Let 1{µ≤1/4}(t, u, ϑ) denote the
characteristic function of the spacetime set {µ ≤ 1/4}. Under the small-data and bootstrap assumptions
of Sects. 11.1-11.4, if ε is sufficiently small, then the following inequality holds for the Morawetz spacetime
integral (13.2.2a) whenever (t, u) ∈ [0, T(Bootstrap))× [0, U0] :
K˜[Ψ](t, u) ≥
∫
Mt,u
1{µ≤1/4}
%(t′, u′)
1 + ln
(
%(t′,u′)
%(0,u′)
) |d/Ψ|2 d$. (13.2.3)
Proof. Inequality (13.2.3) follows from the estimate (12.2.6).
In the next proposition, we explicitly quantify the L2 coerciveness of Q(N)(t, u) and Q˜(N)(t, u) in a
manner that will help us estimate the error integrals on the right-hand side of the identities of Prop. 9.2.2.
Remark 13.2.2 (The importance of some sharp constants). Some of the sharp constants, such as the 1 on
the right-hand side of (13.2.4e) and the
√
2 on the right-hand side of (13.2.5d), are important because they
affect the number of derivatives we need to close our estimates; see, for example, inequalities (19.4.21),
(19.6.7), and (19.7.5).
Proposition 13.2.2 (Quantitative L2 coerciveness of Q(N)(t, u) and Q˜(N)(t, u)). Let 0 ≤ N ≤ 24 be an
integer. Under the small data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then
the quantities Q(N)(t, u) and Q˜(N)(t, u) from Def. 13.2.1 have the following coerciveness properties.
Coerciveness along Σut . ∥∥∥Z NΨ∥∥∥
L2(St,u)
≤ CQ1/2(N)(t, u), (13.2.4a)∥∥∥Z NΨ∥∥∥
L2(Σut )
≤ CQ1/2(N)(t, u), (13.2.4b)∥∥∥√µLZ NΨ∥∥∥
L2(Σut )
≤ √2Q1/2(N)(t, u), (13.2.4c)∥∥∥µLZ NΨ∥∥∥
L2(Σut )
≤ √2Q1/2(N)(t, u), (13.2.4d)∥∥∥R˘Z NΨ∥∥∥
L2(Σut )
≤ Q1/2(N)(t, u), (13.2.4e)∥∥∥√µd/Z NΨ∥∥∥
L2(Σut )
≤ √2Q1/2(N)(t, u), (13.2.4f)∥∥∥µd/Z NΨ∥∥∥
L2(Σut )
≤ Q1/2(N)(t, u), (13.2.4g)
(1 + t)
∥∥∥LZ NΨ∥∥∥
L2(Σut )
≤ CQ1/2(N)(t, u) + C
1
µ
1/2
? (t, u)
Q˜1/2(N)(t, u), (13.2.5a)
(1 + t)
∥∥∥√µLZ NΨ∥∥∥
L2(Σut )
≤ C ln1/2(e+ t)Q1/2(N)(t, u) + CQ˜
1/2
(N)(t, u), (13.2.5b)∥∥∥∥%√µ{L+ 12 trg/χ
}
Z NΨ
∥∥∥∥
L2(Σut )
≤ √2Q˜1/2(N)(t, u), (13.2.5c)∥∥∥%√µd/Z NΨ∥∥∥
L2(Σut )
≤ √2Q˜1/2(N)(t, u), (13.2.5d)
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∥∥∥Z NΨ∥∥∥
L2(Σut )
≤ CQ1/2(N−1)(t, u) + C
1
µ
1/2
? (t, u)
Q˜1/2(N−1)(t, u), (13.2.6)
(1 + t)
∥∥∥LZ NΨ∥∥∥
L2(Σut )
≤ CQ1/2(N+1)(t, u), (13.2.7a)
(1 + t)
∥∥∥d/Z NΨ∥∥∥
L2(Σut )
≤ CQ1/2(N+1)(t, u). (13.2.7b)
Coerciveness along Ctu. ∥∥∥LZ NΨ∥∥∥
L2(Ctu)
≤ Q1/2(N)(t, u), (13.2.8a)∥∥∥√µLZ NΨ∥∥∥
L2(Ctu)
≤ Q1/2(N)(t, u), (13.2.8b)∥∥∥√µd/Z NΨ∥∥∥
L2(Ctu)
≤ Q1/2(N)(t, u), (13.2.8c)
∥∥∥∥(1 + t′){L+ 12 trg/χ
}
Z NΨ
∥∥∥∥
L2(Ctu)
≤ CQ˜1/2(N)(t, u). (13.2.9)
Proof. Most of the inequalities in Prop. 13.2.2 follow directly from Lemma 13.1.1 and Def. 13.2.1. We
sketch the proofs of the estimates that require some additional ingredients. To deduce (13.2.5a), we split
LZ NΨ =
{
L+ 12 trg/χ
}
Z NΨ − 12 trg/χZ NΨ and use the estimate %|trg/χ| . 1 (that is, (11.16.1b)). To
deduce (13.2.5b), we also use the estimate µ . ln(e+ t) (that is, (11.27.2)). The estimate (13.2.6) follows
from separately considering the three cases Z N = %LZ N−1, Z N = R˘Z N−1, and Z N = OZ N−1,
where in last case, we first use the estimate (11.11.1a) to bound |OZ N−1Ψ| . C(1 + t)|d/Z N−1Ψ|. To
deduce (13.2.7a), we only need to note that since %L ∈ Z , we have LZ N = %−1Z N+1. To deduce
(13.2.7b), we only need to use inequality (11.12.1a) to deduce that
∣∣∣d/Z NΨ∣∣∣ . %−1∑3l=1 ∣∣∣O(l)Z NΨ∣∣∣ .
In the next lemma, we quantify the smallness of Q(N) and Q˜(N) along Σ10 under our small data and
bootstrap assumptions.
Lemma 13.2.3 (Smallness of Q(N) and Q˜(N) along Σ10). Let 0 ≤ N ≤ 24 be an integer, and let ˚ be the
size of the data as defined by (11.2.1). Under the small data and bootstrap assumptions of Sects. 11.1-11.4,
if ε is sufficiently small and u ∈ [0, U0], then
Q˜1/2(N)(0, u) ≤ CQ
1/2
(N)(0, u) (13.2.10)
and
Q1/2(N)(0, u) ≤ C˚. (13.2.11)
Proof. Lemma 13.2.3 follows easily from Lemma 11.8.3, Lemma 13.1.1, Def. 13.2.1, and the fact that
%|trg/χ| . 1 (that is, (11.16.1b)).
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14
Top-Order Pointwise Commutator
Estimates Involving the Eikonal Function
In Chapter 14, we derive a collection of pointwise commutator estimates for various quantities that are
constructed out of the eikonal function. In Chapter 19, we use these commutator estimates to help us derive
top-order L2 estimates without losing derivatives.
14.1 Top-order pointwise commutator estimates connecting∇/ 2µ toL/R˘χ(Small)
Our main goal in this section is to show that all top-order derivatives of ∇/ 2µ can be controlled in terms of
the top-order derivatives of L/R˘χ(Small) and vice versa. This will save us a great deal of redundant effort
by allowing us to avoid deriving a fully modified equation and separate fully modified estimates for ∆/µ.
Specifically, by the last inequality in (14.1.1), the top-order derivatives ∆/Z N−1µ are determined by the
top-order derivatives Z N−1R˘trg/χ(Small) up to error terms; the error terms can be controlled without the
need to use modified quantities, and furthermore, we already derived the necessary fully modified equation
for Z N−1R˘trg/χ(Small) in Prop. 10.2.3 (in the case Z N−1 = S N−1, where full modification is needed).
Proposition 14.1.1 (Top-order pointwise commutator estimates connecting ∇/ 2µ to L/R˘χ(Small)). Let
1 ≤ N ≤ 24 be an integer. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is
sufficiently small, then the following pointwise estimates hold onMT(Bootstrap),U0 :∣∣∣∇/ 2Z N−1µ− L/N−1Z L/R˘χ(Small)∣∣∣ , (14.1.1)∣∣∣/ˆ∇2Z N−1µ− L/R˘L/N−1Z χˆ(Small)∣∣∣ ,∣∣∣∆/Z N−1µ−Z N−1R˘trg/χ(Small)∣∣∣ ,∣∣∣∆/Z N−1µ− R˘Z N−1trg/χ(Small)∣∣∣
. 11 + t
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ .
Our proof of Prop. 14.1.1 is based on the following commutator-type lemma.
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Lemma 14.1.2 (An expression for L/R˘χ(Small) in terms of other variables). The symmetric type
(0
2
)
St,u
tensorfield χ(Small) defined in (3.3.1c) verifies the following transport equation, where the capital Latin-
indexed terms are exact and the remaining ones are schematic:
L/R˘χ
(Small)
AB = ∇/ 2ABµ+
µ− 1
%2
g/AB (14.1.2)
+G(Frame)
 µLR˘Ψd/R˘Ψ
µ∇/ 2Ψ

+ µχ(Small)##χ(Small) +G(Frame)χ(Small)
(
µLΨ
R˘Ψ
)
+G(Frame)g/−1χ(Small)
 µLΨR˘Ψ
µd/Ψ

+G(Frame)(d/µ)
(
LΨ
d/Ψ
)
+ 1
%
G(Frame)g/
(
µLΨ
R˘Ψ
)
+ 1
%
G(Frame)
 µLΨR˘Ψ
µd/Ψ

+ (∇/G(Frame))
 µLΨR˘Ψ
µd/Ψ

+
(
G2(Frame)
G′(Frame)
) µLΨR˘Ψ
µd/Ψ
( LΨ
d/Ψ
)
+G2(Frame)g/−1
 µLΨR˘Ψ
µd/Ψ
( LΨ
d/Ψ
)
.
Before proving Lemma 14.1.2, we first use it to prove the proposition.
Proof of Prop. 14.1.1. We first prove the bound for the first term
∣∣∣∇/ 2Z N−1µ− L/R˘L/N−1Z χ(Small)∣∣∣ on the
left-hand side of (14.1.1). To this end, we write equation (14.1.2) in the form
L/R˘χ
(Small)
AB = ∇/ 2ABµ+ IAB, (14.1.3)
where I denotes all of the terms on the right-hand side of (14.1.2) except for the first one. Applying L/N−1Z
to equation (14.1.3), we deduce that
L/N−1Z L/R˘χ
(Small)
AB −∇/ 2ABZ N−1µ = [L/R˘,L/N−1Z ]χ
(Small)
AB + L/N−1Z IAB. (14.1.4)
The desired estimate will follow once we show that the terms on the right-hand side of (14.1.4) are in mag-
nitude . the right-hand side of (14.1.1). To bound the term ([∇/ 2,L/N−1Z ]µ)AB, we use inequality (11.24.1)
with N − 1 in the role of N and µ− 1 in the role of f and inequality (11.27.2) to deduce that
∣∣∣[∇/ 2,L/N−1Z ](µ− 1)∣∣∣ . ln(e+ t)(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ .
(14.1.5)
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It remains for us to bound the magnitude of L/N−1Z I by the right-hand side of (14.1.1). To this end,
we apply L/N−1Z to (14.1.2) and apply the Leibniz rule to the terms on the right-hand side of (14.1.2) (ex-
cept for ∇/ 2µ, which we have already handled). We bound the terms Z M% with (11.5.2b). We bound
the terms Z Mµ, Z M (µ − 1), and L/MZ d/µ with Lemma 7.2.1, (11.12.1a), and (11.27.2). We bound the
terms L/MZ g/ and L/MZ g/−1 with Lemma 11.16.1. We bound the terms L/MZ G(Frame) and L/MZ G′(Frame) with
Lemma 11.15.1. We bound the terms L/MZ ∇/G(Frame) with Lemma 7.2.1, (11.12.1a), (11.12.2), (11.12.3),
(11.23.1), Lemma 11.15.1, (11.27.2), and the bootstrap assumptions (BAΨ). We bound the termsL/MZ χ(Small)
and L/MZ χ(Small)## with (11.18.1a) and (11.27.2). We bound the terms
 Z
MLΨ
Z M R˘Ψ
L/MZ d/Ψ
 with Lemma 11.13.1
and the bootstrap assumptions (BAΨ). In total, these estimates imply that
∣∣∣L/N−1Z I∣∣∣ is. the right-hand side
of (14.1.1) as desired, which completes the proof of the bound for
∣∣∣∇/ 2Z N−1µ− L/R˘L/N−1Z χ(Small)∣∣∣ .
To prove (14.1.1) for
∣∣∣∆/Z N−1µ− R˘Z N−1trg/χ(Small)∣∣∣ , we first note that it follows trivially from the
previously proven estimate for
∣∣∣∇/ 2Z N−1µ− L/N−1Z L/R˘χ(Small)∣∣∣ that ∣∣∣∆/Z N−1µ− trg/L/N−1Z L/R˘χ(Small)∣∣∣ is
. the right-hand side of (14.1.1). Hence, to prove the desired estimate, it suffices to show that∣∣∣[L/R˘,L/N−1Z ]χ(Small)∣∣∣ , (14.1.6)∣∣∣trg/L/R˘L/N−1Z χ(Small) − R˘Z N−1trg/χ(Small)∣∣∣
. 11 + t
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ .
To deduce the desired estimate (14.1.6) for the first term on the left-hand side of (14.1.6), we use in-
equality (11.22.9a) with N − 1 in the role of N and χ(Small) in the role of ξ, inequality (11.18.1a) and
inequality (11.27.2). To deduce the desired estimate (14.1.6) for the second term on the left-hand side
of (14.1.6), we use inequality (11.25.3) with χ(Small) in the role of ξ, (11.27.2), and (11.18.1a) with
N − 1 in the role of N (to bound the first term on the right-hand side of (11.25.3)). We have thus
proved the desired bound for
∣∣∣∆/Z N−1µ− R˘Z N−1trg/χ(Small)∣∣∣ . The proof of the estimate (14.1.6) for∣∣∣∆/Z N−1µ−Z N−1R˘trg/χ(Small)∣∣∣ is similar; we omit the details.
Finally, since the trace-free part of a tensor is in magnitude . the magnitude of the tensor itself, we
infer from the previously proven estimate for
∣∣∣∇/ 2Z N−1µ− L/N−1Z L/R˘χ(Small)∣∣∣ that in order to prove that∣∣∣/ˆ∇2Z N−1µ− L/R˘L/N−1Z χˆ(Small)∣∣∣ is . the right-hand side of (14.1.1), it suffices to show that∣∣∣∣L/R˘L/N−1Z χˆ(Small) − {(L/R˘L/N−1Z χ(Small))− 12 trg/(L/R˘L/N−1Z χ(Small))g/
}∣∣∣∣ (14.1.7)
. 11 + t
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ .
14. Top-Order Pointwise Commutator Estimates Involving the Eikonal Function 217
The estimate (14.1.7) follows from inequality (11.25.4) with χ(Small) in the role of ξ, (11.27.2), and (11.18.1a)
with N − 1 in the role of N (to bound the first term on the right-hand side of (11.25.4)).
It remains for us to prove Lemma 14.1.2. Our proof is based in part on the following lemma, which
is an analog of Cor. 10.1.2. Among the most important aspects of the lemma is our identification of the
µ−1−singular terms, which are on the second line of the right-hand side of (14.1.8).
Lemma 14.1.3 (An expression for the curvature component RR˘ALB). Let R be the Riemann curvature
tensor of the spacetime metric g from Def. 10.1.1. Then the curvature componentRR˘ALB can be expressed
as follows:
RR˘ALB =
1
2
{
µG/RA d/BLΨ +G/LA d/BR˘Ψ−G/AB LR˘Ψ− µGLR∇/ 2ABΨ
}
(14.1.8)
+ 14µ
−1G/LAG/LB (R˘Ψ)
2 − 12µ
−1G/LA (d/Bµ)R˘Ψ
+ 12
{
GLRχABR˘Ψ + µG/LA χ CB d/CΨ− µG/RB χ CA d/CΨ
}
+
(
G2(Frame)
G′(Frame)
) µLΨR˘Ψ
µd/Ψ
( LΨ
d/Ψ
)
+G2(Frame)g/−1
 µLΨR˘Ψ
µd/Ψ
( LΨ
d/Ψ
)
.
Proof. We claim that by contracting (10.1.2) against R˘µXνAL
αXβB, we can deduce the following identity:
RR˘ALB =
1
2
{
G/LAD
2
R˘B
Ψ + µG/RB D
2
LAΨ−G/AB D2LR˘Ψ− µGLRD2ABΨ
}
(14.1.9)
+
(
G2(Frame)
G′(Frame)
) µLΨR˘Ψ
µd/Ψ
( LΨ
d/Ψ
)
+G2(Frame)g/−1
(
µLΨ
µd/Ψ
)(
LΨ
d/Ψ
)
.
Clearly, the terms on the first line of the right-hand side of (14.1.9) arise from the terms in the first line on the
right-hand side of (10.1.2). To analyze the terms that arise from the terms in the second line of the right-hand
side of (10.1.2), we first factor the contraction vector R˘ as follows: R˘µ = µRµ. We then pair this factor µ
with the factor (g−1)κλ and use the decomposition (10.1.5) to deduce that the terms of interest are a product
of G(Frame)G
#
(Frame) and µ(g
−1)κλ(∂κΨ)(∂λΨ) = µ|d/Ψ|2 − µ(LΨ)2 − 2(LΨ)(R˘Ψ). Hence, these terms
are of the form of the terms on the second line of the right-hand side of (14.1.9). In the terms that arise
from the terms on the third line of the right-hand side of (10.1.2), the λ, κ indices are contractions and not
differentiations of Ψ. Hence we can use the decomposition (g−1)κλ = (g/−1)κλ − LκLλ − LκRλ − RκLλ
and thus conclude that the terms that arise are a product of µG2(Frame) and two distinct elements of the set
{RΨ, LΨ, d/AΨ, d/BΨ}. Hence, these terms are of the form of the terms on the second line of the right-hand
side of (14.1.9). Similarly, the terms that arise from the terms on the last line of the right-hand side of
(10.1.2) are a product of µG′(Frame) and two distinct elements of the set {RΨ, LΨ, d/AΨ, d/BΨ} and thus
are of the form of the terms on the second line of the right-hand side of (14.1.9).
We now further analyze the terms on the first line of the right-hand side of (14.1.9). To this end, we use
Lemma 4.1.1, the decompositions (4.1.3a) and (4.1.3b), and the identity Lµ = G(Frame)
(
µLΨ
R˘Ψ
)
(which
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follows from Lemma 3.2.1) to deduce that
D2
R˘B
Ψ = d/BR˘Ψ +
1
2µ
−1G/LB (R˘Ψ)2 − µ−1(d/Bµ)R˘Ψ + µχ CB d/CΨ (14.1.10)
+G(Frame)
(
µLΨ
R˘Ψ
)(
LΨ
d/Ψ
)
+G(Frame)g/−1
 µLΨR˘Ψ
µd/Ψ
 d/Ψ,
D2
LR˘
Ψ = LR˘Ψ +G(Frame)
(
µLΨ
R˘Ψ
)
LΨ +G(Frame)g/−1
 µLΨR˘Ψ
µd/Ψ
 d/Ψ. (14.1.11)
Substituting these two identities and also the identities (10.1.8) and (10.1.9) into the terms on the first line
of the right-hand side of (14.1.9), we arrive at the desired decomposition (14.1.8).
The next lemma provides an analog of the identity (10.2.3) but with the derivative L/R˘ in place of L/L.
Among the most important aspects of the lemma is our identification of the µ−1−singular terms, which are
on the second line of the right-hand side of (14.1.12).
Lemma 14.1.4 (A preliminary expression forL/R˘χ in terms of other variables). The type
(0
2
)
St,u tensor χ
verifies the following transport equation, where the capital Latin-indexed terms are exact and the remaining
ones are schematic:
L/R˘χAB = ∇/ 2ABµ+
1
2 {∇/A(µζ)B +∇/B(µζ)A} −
1
2
{
RR˘ALB +RR˘BLA
}
(14.1.12)
+ 14µ
−1G/LAG/LB (R˘Ψ)
2 − 14µ
−1G/LA d/Bµ−
1
4µ
−1G/LB d/Aµ
− µχ CA χBC
+
{
−12GLLR˘Ψ +
1
2µGLLLΨ + µGLRLΨ
}
χAB +
1
2
{
µχ CA k/BC + µχ
C
B k/AC
}
+
(
G2(Frame)
G′(Frame)
) µLΨR˘Ψ
µd/Ψ
( LΨ
d/Ψ
)
+G2(Frame)g/−1
 µLΨR˘Ψ
µd/Ψ
( LΨ
d/Ψ
)
+G(Frame)(d/µ)
(
LΨ
d/Ψ
)
.
Proof. Using the torsion-free property LR˘XA = [R˘,XA] = DR˘XA −DAR˘, we compute that
L/R˘χAB = LR˘χAB = R˘(χAB)− χ(LR˘XA, XB)− χ(XA,LR˘XB) (14.1.13)
= R˘(χAB) + χ(DAR˘,XB) + χ(DBR˘,XA)− χ(DR˘XA, XB)− χ(DR˘XB, XA).
We next use the Def. 10.1.1 of the Riemann curvature tensor to express the first term on the right-hand side
of (14.1.13) as follows:
R˘(χAB) = R˘(g(DAL,XB)) = g(DR˘(DAL), XB) + g(DAL,DR˘XB) (14.1.14)
= g(DA(DR˘L), XB) + g(D[R˘,XA]L,XB) + g(DAL,DR˘XB)−RR˘ALB.
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Using the above torsion-free property, Lemma 3.6.1, and Lemma 4.1.1, we compute that
g(DA(DR˘L), XB) = ∇/ 2ABµ+∇/A(µζ)B − (Lµ)χAB, (14.1.15)
g(D[R˘,XA]L,XB) = χ([R˘,XA], XB) = χ(DR˘XA, XB)− χ(DAR˘,XB), (14.1.16)
g(DAL,DR˘XB) = −ζAg(L,DR˘XB) + χ(XA,DR˘XB) = ζAg(DR˘L,XB) + χ(XA,DR˘XB)
(14.1.17)
= µζAζB + ζAd/Bµ+ χ(XA,DR˘XB),
χ(DAR˘,XB) = −µχ CA χBC + µχ CA k/BC . (14.1.18)
The first two terms on the second line of (14.1.17) are the only µ−1−singular terms. More precisely,
using the decomposition 4.1.3a, we deduce that
µζAζB =
1
4µ
−1G/LAG/LB (R˘Ψ)
2 +G2(Frame)
 µLΨR˘Ψ
µd/Ψ
( LΨ
d/Ψ
)
, (14.1.19)
ζAd/Bµ = −
1
2µ
−1G/LA d/Bµ+G(Frame)(d/µ)
(
LΨ
d/Ψ
)
. (14.1.20)
Substituting (14.1.14)-(14.1.18) into the right-hand side of (14.1.13), using (14.1.19)-(14.1.20), using Lemma 3.2.1
to express the factor Lµ in (14.1.15) in terms of derivatives of Ψ, and symmetrizing over the indices AB
(since L/R˘χ is symmetric), we arrive at the desired identity (14.1.12).
Proof of Lemma 14.1.2. We first claim that L/R˘χAB can be expressed as follows:
L/R˘χAB = ∇/ 2ABµ+
1
2
{
G/AB LR˘Ψ−G/LA d/BR˘Ψ−G/LB d/AR˘Ψ− µGRR∇/ 2ABΨ
}
(14.1.21)
− µχ CA χBC +G(Frame)χ
(
µLΨ
R˘Ψ
)
+G(Frame)g/−1χ
 µLΨR˘Ψ
µd/Ψ

+G(Frame)(d/µ)
(
LΨ
d/Ψ
)
+ (∇/G(Frame))
 µLΨR˘Ψ
µd/Ψ

+
(
G2(Frame)
G′(Frame)
) µLΨR˘Ψ
µd/Ψ
( LΨ
d/Ψ
)
+G2(Frame)g/−1
 µLΨR˘Ψ
µd/Ψ
( LΨ
d/Ψ
)
.
To derive (14.1.21), we first substitute the right-hand side of (14.1.8) for the curvature terms in the first line
on the right-hand side of (14.1.12). We observe that the µ−1−singular terms on the second line of (14.1.8)
exactly cancel the µ−1−singular terms on the second line of (14.1.12).
Next, we use the decomposition (4.1.3a) to compute that
∇/A(µζ)B =
1
2
{
−G/LB d/AR˘Ψ + µG/RB d/ALΨ− µGLR∇/ 2ABΨ− µGRR∇/ 2ABΨ
}
(14.1.22)
+
 µLΨR˘Ψ
µd/Ψ
∇/G(Frame) +G(Frame)(d/µ)
(
LΨ
d/Ψ
)
.
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Substituting the right-hand side of (14.1.22) for the first terms in braces on the right-hand side of (14.1.12),
we arrive at the desired identity (14.1.21).
It remains for us to use the equation (14.1.21) verified by L/R˘χ to derive an analogous equation for
L/R˘χ(Small). To this end, we use the identities χ
(Small)
AB = χAB − %−1g/AB, R˘% = −1, L/R˘g/AB = (R˘)pi/AB =
−2µχAB + G(Frame)
 µLΨR˘Ψ
µd/Ψ
 (see (3.3.1c), Lemma 6.2.1, (6.2.2f)-(6.2.2g), and (11.5.2a)) to compute
that
L/R˘χ
(Small)
AB = L/R˘χAB −
1
%2
g/AB + 2
1
%2
µg/AB + 2
1
%
µχ
(Small)
AB +
1
%
G(Frame)
 µLΨR˘Ψ
µd/Ψ
 , (14.1.23)
µχ CA χBC = µχ
(Small)C
A χ
(Small)
BC + 2
1
%
µχ
(Small)
AB +
1
%2
µg/AB. (14.1.24)
Using equation (14.1.23) to substitute for L/R˘χAB in equation (14.1.21), and substituting the right-hand side
of (14.1.24) for the first product on the second line of (14.1.21), we finally arrive at the desired decomposi-
tion (14.1.2).
14.2 Top-order pointwise commutator estimates corresponding to the St,u
Codazzi equations
From Propositions 6.2.2 and 8.2.1 and Lemma 8.1.2, it follows that the terms div/χ(Small) and div/ χˆ(Small)
are present in the commuted wave equation. If we estimated the top-order derivatives of these quantities in
a naive fashion via transport estimates, then our estimates would lose a derivative. However, the next lemma
shows that these quantities can be expressed in terms of d/trg/χ(Small) plus terms that do not lose derivatives.
The main point is that later in the monograph, we will show how to use the fully modified quantities defined
in Chapter 10 in conjunction with some elliptic estimates on the St,u to estimate the top-order derivatives
of d/trg/χ(Small) without losing derivatives. The lemma is essentially a version of the Codazzi equations for
the Riemannian manifolds (St,u, g/) viewed as embedded submanifolds of the Lorentzian manifold-with-
boundary (MT(Bootstrap),U0 , g). In order to close our estimates, we do not need to know much about the
precise structure of the terms on the right-hand side of (14.2.1), except for the first one.
Lemma 14.2.1 (Codazzi-type identities involving div/χ(Small), div/ χˆ(Small), and d/trg/χ(Small)). The St,u
one-forms div/χ(Small) and div/ χˆ(Small) verify the following equations, where the terms on the left-hand side
and the first term on the right-hand side are exact, and the remaining terms are schematic:
div/χ(Small), 2div/ χˆ(Small) =
precise term︷ ︸︸ ︷
d/trg/χ
(Small) +
∑
i1+i2=1
g/−1(∇/ i1G(Frame))∇/ i2
(
LΨ
d/Ψ
)
(14.2.1)
+
∑
i1+i2=1
(∇/ i1f(Ψ))(∇/ i2d/#x)d/L(Small),
and the quantities f are smooth scalar-valued functions of Ψ.
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Remark 14.2.1 (Absence of µ−1). An important structural feature of the right-hand side of (14.2.1) is that
there are no factors µ−1.
Proof. We apply ∇/A to both sides of (3.5.1a). When carrying out spherical covariant differentiation with
∇/ , we view all lowercase Latin-indexed quantities as scalar-valued functions on St,u. Using the fact that
∇/Bd/A = ∇/Ad/B when applied to functions and the chain rule identity d/Bgab = Gabd/BΨ, we see that the
first term on the right-hand side of the resulting identity can be written as
d/B
( d/ALa(Small)︷ ︸︸ ︷
gab(d/Ax
a)d/ALb(Small)
)
+Gab(d/AΨ)(d/Ax
a)d/BL
b
(Small) −Gab(d/BΨ)(d/Axa)d/ALb(Small) (14.2.2)
+ gab(∆/ xa)d/BLb(Small) − gab(∇/ 2ABxa)d/ALb(Small).
Furthermore, the second term on the right-hand side of the resulting identity is
∇/AΛ(Tan−Ψ)AB = g/−1G(Frame)∇/
(
LΨ
d/Ψ
)
+ g/−1(∇/G(Frame))
(
LΨ
d/Ψ
)
. (14.2.3)
From (3.5.1b) and (3.4.3c), we see that the first product in parentheses in (14.2.2) is equal to trg/χ(Small) +
trg/Λ(Tan−Ψ) = trg/χ(Small)− 12G/ AA LΨ. Combining these identities, we arrive at the desired identity (14.2.1)
for div/χ(Small). The corresponding identity for div/ χˆ(Small) follows easily from the identity div/ χˆ(Small) =
div/χ(Small) − 12d/trg/χ(Small).
We now provide a commuted version of Lemma 14.2.1.
Lemma 14.2.2 (Commutator estimates for the Codazzi equation). Let 1 ≤ N ≤ 23 be an integer. Under
the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following
pointwise commutator estimates hold onMT(Bootstrap),U0 :∣∣∣L/N−1Z div/χ(Small) − d/Z N−1trg/χ(Small)∣∣∣ , (14.2.4)∣∣∣∣L/N−1Z div/ χˆ(Small) − 12d/Z N−1trg/χ(Small)
∣∣∣∣ ,∣∣∣div/L/N−1Z χ(Small) − d/Z N−1trg/χ(Small)∣∣∣ ,∣∣∣∣div/ /ˆLN−1Z χˆ(Small) − 12d/Z N−1trg/χ(Small)
∣∣∣∣
. 1(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ .
Proof. We prove the estimate (14.2.4) for L/N−1Z div/χ(Small) in detail. The estimate for L/N−1Z div/ χˆ(Small) can
be proved by a nearly identical argument. The estimate (14.2.4) for div/L/N−1Z χ(Small) then follows from the
estimate for L/N−1Z div/χ(Small), the commutator estimate (11.25.8) with χ(Small) in the role of ξ and N − 1
in the role of N, and inequalities (11.18.1a) and (11.27.2). The final estimate (14.2.4) for div/ /ˆLN−1Z χˆ(Small)
can be proved similarly with the help of the commutator estimate (11.25.9).
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To derive the estimate for L/N−1Z div/χ(Small), we first use equation (14.2.1) and Lemma 7.2.1 to deduce
that
∣∣∣L/N−1Z div/χ(Small) − d/Z N−1trg/χ(Small)∣∣∣ .
∣∣∣∣∣∣L/N−1Z
∑
i1+i2=1
g/−1(∇/ i1G(Frame))∇/ i2
(
LΨ
d/Ψ
)∣∣∣∣∣∣ (14.2.5)
+
∣∣∣∣∣∣L/N−1Z
∑
i1+i2=1
%−1(∇/ i1f(Ψ))(∇/ i2d/#x)d/(%L(Small))
∣∣∣∣∣∣ .
We now apply the Leibniz rule to the terms on the right-hand side of (14.2.5). We bound the terms L/MZ g/−1
by using the estimates of Lemma 11.16.1. We bound the terms L/MZ G(Frame) and L/MZ ∇/G(Frame) by us-
ing Lemma 7.2.1, (11.23.1), (11.12.1a), (11.12.2), (11.12.3), and the estimates of Lemma 11.15.1. To
bound
(
Z MLΨ
L/MZ d/Ψ
)
and L/MZ ∇/
(
LΨ
d/Ψ
)
, we use Lemma 7.2.1, (11.12.1b), (11.24.1), and Lemma 11.13.1.
We bound the terms L/MZ %−1 by using (11.5.2b). We bound the terms Z Mf(Ψ) by using the bootstrap
assumptions (BAΨ) to deduce that
∣∣∣Z Mf(Ψ)∣∣∣ . ∣∣∣Z ≤MΨ∣∣∣ + 1. We bound the terms L/MZ d/f(Ψ) by
using Lemma 7.2.1 to deduce that
∣∣∣L/MZ d/f(Ψ)∣∣∣ . ∣∣∣d/Z ≤MΨ∣∣∣ . We bound the terms L/MZ d/#x by using
Lemma 7.2.1 and the estimates (11.14.1a), (11.14.1b), (11.16.1a), and (11.16.1b). We bound the terms
L/MZ ∇/ d/#x = L/MZ (g/−1∇/ d/x) by using Lemma 7.2.1, (11.23.1) and (11.12.2) with d/xi in the role of ξ,
(11.14.1a), (11.14.1b), (11.16.1a), and (11.16.1b). We bound the termsL/MZ d/(%L(Small)) by using Lemma 7.2.1,
(11.5.2b), (11.12.1a), and (11.27.2).
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15
Pointwise Estimates for the Easy Error
Integrands and Identification of the Difficult
Error Integrands Corresponding to the
Commuted Wave Equation
Recall that we derived our energy-flux identities for solutions to µg(Ψ)Ψ = 0 in Prop. 9.2.2. Furthermore,
similar identities hold for its higher-order analogs Z NΨ, which verify µg(Ψ)(Z NΨ) = (Z
N )F, where
Z = {%L, R˘, O(1), O(2), O(3)} is the set of commutation vectorfields. In Chapter 15, our main goal is to
derive pointwise estimates for the “easy factors” in the integrands on the right-hand side of the identities
of Prop. 9.2.2. These pointwise estimates play an important role in Chapter 19, where we use them to
bound the corresponding error integrals in terms of the fundamental L2−controlling quantities defined in
Chapter 13. Most of the integrand factors are easy to pointwise bound, but some terms found in F := (Z N )F
(see Prop. 9.2.2) are not; we postpone the analysis of the difficult terms until Ch. 16. More precisely, in
Sects. 15.1-15.6, we decompose (Z
N )F and identify those terms that lead to error integrals that are easy
to bound. This analysis is among the most important of the entire monograph, for our pointwise estimates
for the few important terms in (Z
N )F, which are provided in Chapter 16, affect the degree to which our a
priori L2 estimates can degenerate with respect to µ−1? . In Sect. 15.7, we derive pointwise estimates for the
remaining non-F integrand factors appearing in Prop. 9.2.2, which are relatively easy to bound. Finally, in
Sect. 15.8, we derive some simple pointwise estimates that we need to close our top-order elliptic estimates.
15.1 Preliminary analysis and the definition of Harmless≤N terms
We start by proving a preliminary lemma. Roughly speaking, when combined with Cor. 15.1.3, the lemma
shows that difficult inhomogeneous terms in the N−times-commuted wave equation can only arise from
repeatedly differentiating some of the inhomogeneous terms that arise after a single commutation. In partic-
ular, the difficult terms involve certain top-order derivatives of the eikonal function quantities µ and χ(Small).
Lemma 15.1.1 (Basic structure of the inhomogeneous terms in the N−times commuted wave equa-
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tion). Assume that Ψ verifies the wave equation
g(Ψ)Ψ = 0, (15.1.1)
and let 0 ≤ N ≤ 24 be an integer. LetZ N be an N th order commutation vectorfield operator consisting of
iterated vectorfields belonging to the commutation set Z = {%L, R˘, O(1), O(2), O(3)}. Assume that Z N is
of the formZ N = Z N−1Z, and let (Z)J [Ψ] be the commutation current (8.1.5). Under the small-data and
bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then Z NΨ verifies the inhomogeneous
wave equation
µg(Ψ)(Z NΨ) = (Z
N )F, (15.1.2)
(Z N )F = Z N−1(µDα(Z)J α[Ψ]) + (Z
N )F(Eikonal−Low), (15.1.3)
where (Z
N )F(Eikonal−Low) = 0 ifN = 1 and otherwise (Z
N )F(Eikonal−Low) verifies the following pointwise
inequality onMT(Bootstrap),U0 :∣∣∣(Z N )F(Eikonal−Low)∣∣∣ . ∑
N1+N2+N3≤N−1
N1,N2≤N−2
∑
Z1,Z2∈Z
(∣∣∣Z N1 trg/(Z1)pi/∣∣∣+ 1) ∣∣∣Z N2(µD (Z2)α J α[Z N3Ψ])∣∣∣ .
(15.1.4)
Proof. We iterate the identity (8.1.6). Clearly the first term on the right-hand side of (15.1.3) arises when
Z N−1 falls on the first term on the right-hand side of (8.1.6). Using the observation made in Remark 8.1.1
and the estimate
∥∥∥Z ≤11trg/(Z)pi/∥∥∥
C0(Σut )
. 1 (that is, (11.16.1b)), we deduce that all of the remaining terms
that arise are in magnitude . the right-hand side of (15.1.4) as desired.
The term Z N−1(µD (Z)αJ α[Ψ]) on the right-hand side of (15.1.3) is difficult to bound The two sums
on the right-hand side of (15.1.4) are lower-order in terms of number of derivatives of the eikonal function
quantities and are relatively easy to bound.
In our analysis of Z N−1(µDα(Z)J α[Ψ]) and (Z
N )F(Eikonal−Low), the vast majority of the terms that
we encounter have a negligible effect on the dynamics. We call such terms “harmless.” We now give a
precise definition of what we mean by “harmless.”
Definition 15.1.1 (Harmless terms). Let 0 ≤ N ≤ 24 be an integer. A “Harmless≤N” term is any term
such that under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then
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on the spacetime domainMT(Bootstrap),U0 , it verifies the following bound:
∣∣∣Harmless≤N ∣∣∣ . ∣∣∣∣{L+ 12 trg/χ
}
Z ≤NΨ
∣∣∣∣+ ln(e+ t)(1 + t)2
∣∣∣∣∣∣∣∣∣

%(1 + µ)LZ ≤NΨ
R˘Z ≤NΨ
%(1 + µ)d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ (15.1.5)
+ ε 1(1 + t)2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

LZ ≤Nµ
%
∑3
a=1 |LZ ≤NLa(Small)|
%2L/LL/≤N−1Z χ(Small)
L/L(%2L/≤N−1Z χ(Small)#)
L(%2Z ≤N−1trg/χ(Small))
%2L/LL/≤N−1Z χˆ(Small)
L/L(%2L/≤N−1Z χˆ(Small)#)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+ ε ln(e+ t)(1 + t)3
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤N−1La(Small)|
%2L/≤N−1Z χ(Small)
%2L/≤N−1Z χ(Small)#
%2Z ≤N−1trg/χ(Small)
%2L/≤N−1Z χˆ(Small)
%2L/≤N−1Z χˆ(Small)#

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Remark 15.1.1 (The main features of the termsHarmless≤N ). The important features ofHarmless≤N
terms are the following.
• Various L2 norms of the terms on the right-hand side of (15.1.5) can be controlled without the need
for introducing modified versions and/or elliptic estimates.
• The t weight factors on the right-hand side of (15.1.5) are strong enough that these terms have a
negligible effect on the dynamics inMT(Bootstrap),U0 .
In the next proposition, we identify the difficult products in the main term Z N−1(µD (Z)αJ α[Ψ]) on the
right-hand side of (15.1.3). The difficult products depend on the innermost commutation vectorfield Z.
Proposition 15.1.2 (Identification of the key difficult error term factors). Let (Z)J [Ψ] be the commuta-
tion current (8.1.5). Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently
small, then the following pointwise estimates hold onMT(Bootstrap),U0 :
Z N−1(µDα(R˘)J α[Ψ]) = (R˘Ψ)∆/Z N−1µ− (µd/#Ψ) · (µd/Z N−1trg/χ(Small)) +Harmless≤N ,
(15.1.6a)
Z N−1(µDα(%L)J α[Ψ]) = %(d/#Ψ) · (µd/Z N−1trg/χ(Small)) +Harmless≤N , (15.1.6b)
Z N−1(µDα(O(l))J α[Ψ]) = (R˘Ψ)O(l)Z N−1trg/χ(Small) + ρ(l)(d/#Ψ) · (µd/Z N−1trg/χ(Small)) (15.1.6c)
+Harmless≤N .
We provide the proof of Prop. 15.1.2 in Sect. 15.5.
In the next corollary, we show that the second term on the right-hand side of (15.1.3) is Harmless≤N .
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Corollary 15.1.3 (Pointwise estimates for (Z N )F(Eikonal−Low)). Let 0 ≤ N ≤ 24 be an integer. Under
the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following
pointwise estimates hold for the term (Z
N )F(Eikonal−Low) from (15.1.4) onMT(Bootstrap),U0 :
(Z N )F(Eikonal−Low) = Harmless≤N , (15.1.7)
where Harmless≤N terms are defined in Def. 15.1.1.
We provide the proof of Cor. 15.1.3 in Sect. 15.6.
The main point of the next corollary is that when a few factors of %L are present in the differential
operator Z N from (15.1.2), we can completely avoid the use of modified quantities and elliptic estimates
in deriving our a priori L2 estimates. Thus, in order to close our L2 estimates, we only have to perform
a detailed analysis for a handful of cases in which Z N contains at most one factor of %L. Furthermore,
corresponding to each of these handful of cases, there are only one or two terms that are difficult to estimate.
Corollary 15.1.4 (Reduction of the L2 analysis to essentially estimates for pure spatial commutation
vectorfield operators). Assume that the differential operator Z N contains precisely one factor of %L.
Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the term
(Z N )F from the right-hand side of (15.1.2) verifies one of the following two estimates onMT(Bootstrap),U0 :
(Z N )F = Harmless≤N , (15.1.8)
(Z N )F = %(d/Ψ#) · (µd/S N−1trg/χ(Small)) +Harmless≤N , (15.1.9)
whereS N−1 is an (N − 1)st order pure spatial commutation vectorfield operator (see Definition (6.1.2a)).
Furthermore, if the differential operator Z N contains at least two factors of %L, then
(Z N )F = Harmless≤N . (15.1.10)
Proof. We first assume that Z N contains precisely one factor of %L and prove (15.1.8) and (15.1.9). We
split the argument into three cases: i)Z N = Z N−1%L, ii)Z N = Z N−1R˘, iii)Z N = Z N−1O(l). In case
i), the estimate (15.1.9) follows from (15.1.3), (15.1.6b), and Cor. 15.1.3. In case ii), Z N−1 must contain a
factor of %L.We will show that (Z
N )F = Harmless≤N in this case. By (15.1.3), (15.1.6a), and Cor. 15.1.3,
(Z N )F is equal to the first two terms on the right-hand side of (15.1.6a) +Harmless≤N . Using inequalities
(11.12.1a) and (11.12.1c) and the bootstrap assumption ‖R˘Ψ‖C0(Σut ) ≤ ε(1 + t)−1 (that is, (BAΨ)), we
deduce that the first term on the right-hand side of (15.1.6a) is bounded in magnitude by
. ε 1(1 + t)3
3∑
l,m=1
∣∣∣O(l)O(m)Z N−1µ∣∣∣ . (15.1.11)
Next, we repeatedly use inequalities (11.22.1a) and (11.22.1b) with f = µ − 1, (11.27.2), and (11.13.3) to
commute the factor Z := %L inZ N−1 all the way in front, which allows us to bound the right-hand side of
(15.1.11) by
. ε 1(1 + t)2
∣∣∣LZ ≤Nµ∣∣∣+ ε ln(e+ t)(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣ (15.1.12)
+ ε ln(e+ t)(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ .
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Referring to Def. 15.1.1, we see that the right-hand side of (15.1.12) is = Harmless≤N as desired. Using a
similar argument, we also deduce that the second term on the right-hand side of (15.1.6a) is = Harmless≤N
as desired. This completes the proof in ii). In case iii), we use arguments similar to the ones we used in
the case ii), except that we use (15.1.6c) in place of (15.1.6a). We conclude that (Z N )F = Harmless≤N in
case iii). We have thus proved (15.1.8) and (15.1.9).
We now prove (15.1.10). Under the present assumptions, in the cases ii) and iii) from above, Z N−1
must contain two factors of %L. The desired estimate (15.1.10) follows from the previously proven results
for cases ii) and iiii) since it was enough for Z N−1 to contain a single factor of %L. In case i), the estimate
(15.1.9) implies that (Z
N )F = %(d/Ψ#) · (µd/Z N−1trg/χ(Small)) + Harmless≤N . The main point is that
Z N−1 must contain at least one factor of %L. Hence, essentially the same arguments given for case ii)
in the previous paragraph imply that %(d/Ψ#) · (µd/Z N−1trg/χ(Small)) = Harmless≤N , which yields the
desired estimate (15.1.10) in this case.
15.2 The important terms in the top-order derivatives of (Z)pi
As we noted above, the most difficult terms in the commuted wave equation (15.1.2) are contained in the
first term Z N−1(µD (Z)αJ α[Ψ]) on the right-hand side of equation (15.1.3). Specifically, the difficult terms
arise from the top-order derivatives of the deformation tensors of the commutation vectorfields, whose first
derivatives appear after a single commutation; see Prop. 8.2.1. The terms are difficult precisely because at
top order, we need to use modified quantities and elliptic estimates to bound them in L2. In the next three
lemmas, in the three cases Z = %L, Z = R˘, Z = O, we identify these “important” difficult terms in
Z N−1(µD (Z)αJ α[Ψ]). The important terms appear on the left-hand sides of the inequalities of the lemmas.
Lemma 15.2.1 (Identification of the important top-order terms in the derivatives of (R˘)pi). Let 1 ≤
N ≤ 24 be an integer. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently
small, then the following estimates hold onMT(Bootstrap),U0 :∣∣∣L/N−1Z L/R˘(R˘)pi/#L + d/#Z N−1R˘µ∣∣∣ , (15.2.1a)∣∣∣Z N−1R˘trg/(R˘)pi/+ 2µZ N−1∆/µ∣∣∣
.
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
1 + t
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣+ 11 + t ,
(1 + t)
∣∣∣Z N−1div/ (R˘)pi/#L + ∆/Z N−1µ∣∣∣ , (15.2.1b)∣∣∣L/N−1Z d/#(R˘)piLR˘ + d/#Z N−1R˘µ∣∣∣ ,
(1 + t)
∣∣∣L/N−1Z div/ (R˘)pˆi/## + µd/#Z N−1trg/χ(Small)∣∣∣
.
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
1 + t
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ .
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Proof. We first prove the bound (15.2.1a) for L/N−1Z L/R˘(R˘)pi/#L + d/#Z N−1R˘µ. We apply L/N−1Z L/R˘ to the
g/−dual of the right-hand side of (6.2.2d). By Lemma 7.2.1 and the Leibniz rule, the first term on right-
hand side is equal to the principal term −d/#Z N−1R˘µ plus an error term that is bounded in magnitude by
.∑N1+N2≤NN2≤N−1 ∣∣∣L/N1Z g/−1∣∣∣ ∣∣∣d/Z N2µ∣∣∣ .We bring the principal term over to the left, while by inequality
(11.12.1a) and the estimates (11.16.1a), (11.16.1b), and (11.27.2), the error term is . the right-hand side of
(15.2.1a) as desired. Hence, to conclude the desired bound, it only remains for us to bound the magnitude
of L/N−1Z L/R˘ = L/NZ applied to the g/−dual of the second product on the right-hand side of (6.2.2d) by the
right-hand side of (15.2.1a). This product is of the form ξ := G(Frame)g/−1
 µLΨR˘Ψ
µd/Ψ
 . To bound L/NZ ξ
in magnitude by the right-hand side of (15.2.1a), we use the Leibniz rule and the estimates (11.13.2) (with
Ψ in the role of f ), (11.15.1a), (11.15.1b), (11.16.1a), (11.16.1b), (11.27.2), and the bootstrap assumptions
(BAΨ) to deduce that
∣∣∣L/NZ ξ∣∣∣ . ∑
N1+N2+N3+N4≤N
∣∣∣L/N1Z G(Frame)∣∣∣ ∣∣∣L/N2Z g/−1∣∣∣ ∣∣∣Z N3µ∣∣∣
∣∣∣∣∣L/N4Z
(
LΨ
d/Ψ
)∣∣∣∣∣ (15.2.2a)
+
∑
N1+N2+N3≤N
∣∣∣L/N1Z G(Frame)∣∣∣ ∣∣∣L/N2Z g/−1∣∣∣ ∣∣∣Z N3R˘Ψ∣∣∣
. ln(e+ t)1 + t
∣∣∣∣∣∣∣
 %LZ ≤NΨ%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣+
∣∣∣R˘Z ≤NΨ∣∣∣+ ε 1(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ ,∥∥∥L/≤12Z ξ∥∥∥C0(Σut ) . ε 11 + t . (15.2.2b)
as desired (we use the bound (15.2.2b) below).
To prove the bound (15.2.1a) for Z N−1R˘trg/(R˘)pi/ + 2µZ N−1∆/µ, we apply Z N−1R˘ to the right-hand
side of (6.2.2g). The last term is of the form ξ := G(Frame)g/−1
 µLΨR˘Ψ
µd/Ψ
 and hence the proof of (15.2.2a)
yields the desired bound (15.2.2a) for ξ. To bound the first term on the right-hand side of (6.2.2g), we use
(11.5.2b) to deduce that
∣∣∣Z N−1R˘(%−1µ)∣∣∣ . (1+ t)−1 ∣∣∣Z ≤N (µ− 1)∣∣∣+(1+ t)−1 as desired. It remains for
us to address the important term −2Z N−1R˘(µtrg/χ(Small)) and to show that it is equal to −2µZ N−1∆/µ
plus an error term that is in magnitude . the right-hand side of (15.2.1a). To see that this is the case, we
apply the Leibniz rule. We bound all terms except the one in which all derivatives fall on trg/χ(Small) by
using (11.27.2) and (11.18.1a). To handle the one term in which all derivatives fall on trg/χ(Small), we use in
addition the third inequality in (14.1.1). We have thus proved the desired bound.
We now prove the bound (15.2.1b) forZ N−1div/ (R˘)pi/#L + ∆/Z N−1µ. We applyZ N−1div/ to the g/−dual
of the right-hand side of (6.2.2d). We begin by addressing the second term on the right-hand side, which is
equal to the g/−dual of an St,u one-form ξ that is of the form ξ := G(Frame)
 µLΨR˘Ψ
µd/Ψ
 . We now note that
a similar proof to that of (15.2.2a) and (15.2.2b) yields that ξ verifies the bounds (15.2.2a) and (15.2.2b).
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Next, to derive the desired bound for Z N−1div/ ξ#, we use the Leibniz rule to deduce that∣∣∣Z N−1div/ ξ#∣∣∣ . ∑
N1+N2≤N−1
∣∣∣L/N1Z g/−1∣∣∣ ∣∣∣∇/L/N2Z ξ∣∣∣+ ∑
N1+N2≤N−1
∣∣∣L/N1Z g/−1∣∣∣ ∣∣∣[L/N2Z ,∇/ ]ξ∣∣∣ . (15.2.3)
To deduce that the first sum on the right-hand side of (15.2.3) is. the product of (1+t)−1 and the right-hand
side of (15.2.1b), we use the estimates (11.12.3), (11.16.1a), (11.16.1b), and the aforementioned bounds
(15.2.2a) and (15.2.2b). To deduce that the second sum on the right-hand side of (15.2.10) is . the product
of (1+t)−1 and the right-hand side of (15.2.1b), we combine similar reasoning with the commutator estimate
(11.23.1), where N2 is in the role of N. We now address the term −Z N−1∆/µ arising from the first term on
the right-hand side of (6.2.2d). We commute Z N−1 and ∆/ and move the principal term ∆/Z N−1µ to the
left-hand side. To complete the proof of the bound for Z N−1div/ (R˘)pi/#L + ∆/Z N−1µ, it only remains for us
to bound the magnitude of the commutator term [Z N−1,∆/ ]µ by the product of (1+ t)−1 and the right-hand
side of (15.2.1b). To this end, we use the estimate (11.24.3) with N − 1 in the role of N and µ in the role of
f and inequality (11.27.2).
We now prove the bound (15.2.1b) for L/N−1Z d/#(R˘)piLR˘+d/#Z N−1R˘µ. We apply L/N−1Z d/# to the right-
hand side of (6.2.2c). The quantity we must estimate is −L/N−1Z d/#R˘µ. From Lemma 7.2.1 and the Leibniz
rule, it follows that this quantity is equal to the principal term −d/#Z N−1R˘µ plus an error term that is
bounded in magnitude by
.
∑
N1+N2≤N
∣∣∣L/N1Z g/−1∣∣∣ ∣∣∣d/L/N2Z µ∣∣∣ . (15.2.4)
We bring the principal term over to the left-hand side. To complete the proof, we need to show that the
right-hand side of (15.2.4) is . the right-hand side of (15.2.1b). To deduce the desired bound, we use the
estimates (11.16.1a), (11.16.1b), (11.12.1a), and (11.27.2).
Finally, we prove (15.2.1b) for the term L/N−1Z div/ (R˘)pˆi/## +µd/#Z N−1trg/χ(Small).We apply L/N−1Z div/ to
the double g/−dual of the right-hand side of (6.2.2f). We begin by addressing the first term, which is the dif-
ficult one: −2L/N−1Z ∇/B
{
µ(g/−1)AC(g/−1)BDχˆ(Small)CD
}
. When all derivatives fall on (g/−1)BDχˆ(Small)CD , we
use (11.27.2) and the second inequality in (14.2.4) to rewrite it as the principal term−µd/#Z N−1trg/χ(Small)
plus an error term with magnitude. the product of (1 + t)−1 and the right-hand side of (15.2.1b). We bring
the principal term over to the left-hand side. Using Lemma 7.2.1, we see that the remaining terms arising
from the Leibniz expansion of −2L/N−1Z ∇/B
{
µ(g/−1)AC(g/−1)BDχˆ(Small)CD
}
are bounded in magnitude by
.
∑
N1+N2+N3+N4≤N−1
N4≤N−2
∣∣∣L/N1Z µ∣∣∣ ∣∣∣L/N2Z g/−1∣∣∣ ∣∣∣L/N3Z g/−1∣∣∣ ∣∣∣L/N4Z ∇/ χˆ(Small)∣∣∣ (15.2.5)
+
∑
N1+N2+N3+N4≤N−1
∣∣∣d/L/N1Z µ∣∣∣ ∣∣∣L/N2Z g/−1∣∣∣ ∣∣∣L/N3Z g/−1∣∣∣ ∣∣∣L/N4Z χˆ(Small)∣∣∣ .
Using inequalities (11.12.1a) and (11.12.3), the estimates (11.16.1a), (11.16.1b), (11.18.1a), and (11.27.2),
the commutator estimate (11.23.1) with ξ = χˆ(Small), and (11.25.1) with ξ = χ(Small), we deduce that the
right-hand side of (15.2.5) is . the product of (1 + t)−1 and the right-hand side of (15.2.1b) as desired.
To complete the proof, it remains for us to show that the L/N−1Z div/ derivatives of the double g/−dual of the
remaining terms on the right-hand side of (6.2.2f) have magnitudes that are . the product of (1 + t)−1
and the right-hand side of (15.2.1b). To this end, we let ξˆ## denote the remaining terms, where we note
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that ξ is of the form ξ := G(Frame) ⊗
 µLΨR˘Ψ
µd/Ψ
 . We now note that a similar proof to that of (15.2.2a)
and (15.2.2b) yields that ξ verifies the bounds (15.2.2a) and (15.2.2b). We now recall that our goal is to
bound L/N−1Z div/ ξˆ## in magnitude by . the product of (1 + t)−1 and the right-hand side of (15.2.6b). To
proceed, we use the Leibniz rule to deduce that inequality (15.2.3) holds with L/N−1Z div/ ξˆ## in place of
Z N−1div/ ξˆ## on the left-hand side and ξˆ in place of ξ on the right-hand side. Finally, to bound the right-
hand side of (15.2.3) (with ξˆ in place of ξ) by. the product of (1+t)−1 and the right-hand side of (15.2.6b),
we use the estimates (11.12.3), (11.16.1a), (11.16.1b), (11.23.1), (11.25.1), and the aforementioned bounds
(15.2.2a) and (15.2.2b).
Lemma 15.2.2 (Identification of the important top-order terms in the derivatives of (O(l))pi). Let 1 ≤
N ≤ 24 be an integer. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently
small, then the following estimates hold onMT(Bootstrap),U0 :∣∣∣L/N−1Z L/R˘(O(l))pi/#L + (∇/ 2#Z N−1µ) ·O(l)∣∣∣ , (15.2.6a)∣∣∣Z N−1R˘trg/(O(l))pi/− 2ρ(l)∆/Z N−1µ∣∣∣
.
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
1 + t
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ ,
(1 + t)
∣∣∣Z N−1div/ (O(l))pi/#L +O(l)Z N−1trg/χ(Small)∣∣∣ , (15.2.6b)
(1 + t)
ln(e+ t)
∣∣∣Z N−1div/ (O(l))pi/#
R˘
−
{
µO(l)Z
N−1trg/χ(Small) + ρ(l)∆/Z N−1µ
}∣∣∣ ,∣∣∣L/N−1Z d/#(O(l))piLR˘ + (∇/ 2#Z N−1µ) ·O(l)∣∣∣ ,
(1 + t)
∣∣∣L/N−1Z div/ (O(l))pˆi/## − ρ(l)d/#Z N−1trg/χ(Small)∣∣∣
.
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
1 + t
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ .
Proof. We first prove (15.2.6a) for L/N−1Z L/R˘(O(l))pi/#L + (∇/ 2#Z N−1µ) · O(l). We apply L/N−1Z L/R˘ to the
g/−dual of the right-hand side of (6.2.5d). We begin by addressing the first term, which is the difficult one:
−L/N−1Z L/R˘
{
(g/−1)ABχ(Small)BC OC(l)
}
.When all derivatives fall on χ(Small)BC ,we use (11.11.1a) and the first in-
equality in (14.1.1) to rewrite this term as the principal eikonal function term −(g/−1)AB(∇/ 2BCZ N−1µ)OC(l)
plus an error term with magnitude . the right-hand side of (15.2.6a). We then bring the principal term over
to the left-hand side. To conclude the desired inequality, it remains for us to show that all remaining terms
arising from the right-hand side of (6.2.5d) have magnitudes that are . the right-hand side of (15.2.6a).
15. Pointwise Estimates for the Easy Error Integrands 231
The remaining terms arising in the Leibniz expansion of −L/N−1Z L/R˘
{
(g/−1)ABχ(Small)BC OC(l)
}
are bounded
in magnitude by
.
∑
N1+N2+N3≤N
N2≤N−1
∣∣∣L/N1Z g/−1∣∣∣ ∣∣∣L/N2Z χ(Small)∣∣∣ ∣∣∣L/N3Z O(l)∣∣∣ . (15.2.7)
From the estimates (11.16.1a), (11.16.1b), (11.18.1a), (11.19.1a), (11.19.1b), and (11.27.2), we conclude
that the right-hand side of (15.2.7) is . the right-hand side of (15.2.6a) as desired. To bound the first
term L/N−1Z L/R˘
{
G(Frame)g/
−1
(
O(l)
ρ(l)
)(
LΨ
d/Ψ
)}
arising from the right-hand side of (6.2.6a) by the
right-hand side of (15.2.6a), we use the estimates (11.13.1), (11.9.3a), (11.9.3b), (11.15.1a), (11.15.1b),
(11.16.1a), (11.16.1b), (11.19.1a), and (11.19.1b) and the bootstrap assumptions (BAΨ). To bound the sec-
ond term L/N−1Z L/R˘
{
f(Ψ)L(Small)d/#x
}
arising from the right-hand side of (6.2.6a) by the right-hand side
of (15.2.6a), we use the estimates (11.13.1), (11.14.1a) (11.14.1b), (11.16.1a), (11.16.1b), and (11.27.2),
and the bootstrap assumptions (BAΨ).
We now prove (15.2.6a) for Z N−1R˘trg/(O(l))pi/ − 2ρ(l)∆/Z N−1µ. We apply Z N−1R˘ to the right-hand
side of (6.2.5g) and apply the Leibniz rule. We begin by addressing the first term, which is the difficult one:
2Z N−1R˘(ρ(l)trg/χ(Small)).When all derivatives fall on trg/χ(Small),we use (11.9.3b) and the third inequality
in (14.1.1) to rewrite this term as the principal term 2ρ(l)∆/Z N−1µ plus an error term with magnitude .
the right-hand side of (15.2.6a). We then bring the principal term over to the left-hand side. To complete
the proof, it remains for us to show that the Z N−1R˘ derivatives of the remaining terms on the right-hand
side of (6.2.5g) have magnitudes that are . the right-hand side of (15.2.6a). To bound the remaining terms
arising from the Leibniz expansion of 2Z N−1R˘(ρ(l)trg/χ(Small)), we use inequalities (11.9.3a), (11.9.3b),
(11.18.1a), and (11.27.2). To bound the magnitude of the term Z N−1R˘
(
ρ(l)
%
)
arising from the right-hand
side of (6.2.6d) by the right-hand side of (15.2.6a), we use (11.5.2b) and (11.9.3a). To bound the magnitude
of the termL/N−1Z L/R˘
{
f(Ψ)Ψ(d/#x)d/x
}
arising from the right-hand side of (6.2.6d) by the right-hand side of
(15.2.6a), we use the estimates (11.14.1a), (11.14.1b), (11.16.1a), (11.16.1b), and the bootstrap assumptions
(BAΨ). To bound the magnitude of the remaining terms L/N−1Z L/R˘
{
G(Frame)g/
−1
(
O(l)
ρ(l)
)(
LΨ
d/Ψ
)}
arising from the right-hand side of (6.2.6d) by the right-hand side of (15.2.6a), we note that these terms have
essentially the same structure as the g/−dual of some of the terms in (6.2.6a). Hence, the analysis in the
previous paragraph yields the desired bound.
We now prove (15.2.6b) for the term Z N−1div/ (O(l))pi/#
R˘
−
{
µO(l)Z
N−1trg/χ(Small) + ρ(l)∆/Z N−1µ
}
.
We applyZ N−1div/ to the g/−dual of (6.2.5e) and apply the Leibniz rule to the terms on the right-hand side.
We begin by addressing the first term, which is the difficult one: Z N−1
{
(∇/A(µ(g/−1)ABχ(Small)BC OC(l))
}
.
When all derivatives fall on (g/−1)ABχ(Small)BC , we use (11.11.1a), (11.27.2), and the first inequality in
(14.2.4) to deduce that this term is equal to the principal term µO(l)Z N−1trg/χ(Small) plus an error term
with magnitude . the product of ln(e + t)(1 + t)−1 and the right-hand side of (15.2.6b). We move the
principal term to the left-hand side. From the Leibniz rule, we deduce that the remaining terms in the ex-
pansion ofZ N−1
{
(∇/A(µ(g/−1)ABχ(Small)BC OC(l))
}
are bounded in magnitude (we are also using the identity
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div/O(l) = 12 trg/
(O(l))pi/) as follows:
.
∑
N1+N2+N3+N4≤N−1
N3≤N−2
∣∣∣L/N1Z µ∣∣∣ ∣∣∣L/N2Z g/−1∣∣∣ ∣∣∣L/N3Z ∇/χ(Small)∣∣∣ ∣∣∣L/N4Z O(l)∣∣∣ (15.2.8)
+
∑
N1+N2+N3+N4≤N−1
∣∣∣d/L/N1Z µ∣∣∣ ∣∣∣L/N2Z g/−1∣∣∣ ∣∣∣L/N3Z χ(Small)∣∣∣ ∣∣∣L/N4Z O(l)∣∣∣
+
∑
N1+N2+N3+N4≤N−1
∣∣∣L/N1Z µ∣∣∣ ∣∣∣L/N2Z g/−1∣∣∣ ∣∣∣L/N3Z χ(Small)∣∣∣ ∣∣∣Z N4 trg/(O(l))pi/∣∣∣ .
Using inequalities (11.16.1a), (11.16.1b), (11.19.1a), (11.19.1b), (11.18.1a), (11.12.1a), (11.12.3), (11.27.2),
and (11.23.1), we deduce that the right-hand side of (15.2.8) is . the product of ln(e + t)(1 + t)−1 and
the right-hand side of (15.2.6a) as desired. We now address the estimates corresponding to the second
term on the right-hand side of (6.2.5e), that is, corresponding to Z N−1
{
ρ(l)∆/µ+ (d/#ρ(l)) · d/µ
}
. Using
Lemma 7.2.1, we see that these terms are equal to the principal term ρ(l)∆/Z N−1µ, which we move to the
left, plus an error term with magnitude
. |ρ(l)|
∣∣∣[Z N−1,∆/ ]µ∣∣∣+ ∑
N1+N2≤N−1
N2≤N−2
∣∣∣Z N1ρ(l)∣∣∣ ∣∣∣Z N2∆/µ∣∣∣ (15.2.9)
+
∑
N1+N2+N3≤N−1
∣∣∣L/N1Z g/−1∣∣∣ ∣∣∣d/Z N2ρ(l)∣∣∣ ∣∣∣d/Z N3µ∣∣∣ .
Using inequalities (11.12.1a) and (11.12.1c), the estimates (11.9.3a), (11.9.3b), (11.16.1a), (11.16.1b),
(11.27.2), and the commutator estimate (11.24.3) with µ in the role of f and N2 in the role of N, we
deduce that the right-hand side of (15.2.9) is . the product of ln(e+ t)(1 + t)−1 and the right-hand side of
(15.2.6a). To complete the proof, it remains for us to show that the Z N−1div/ derivatives of the remaining
terms on the right-hand side of (6.2.5e) have magnitudes that are . the product of ln(e + t)(1 + t)−1 and
the right-hand side of (15.2.6b). To this end, we let ξ# denote the remaining terms, which are the g/−dual
of the terms on the second line of (11.20.5). Our goal is to bound Z N−1div/ ξ#. To this end, we first use the
Leibniz rule to deduce that inequality (15.2.3) holds. Next, we note that the argument given in the discussion
following equation (11.20.5) implies that
∣∣∣L/≤NZ ξ∣∣∣ . ln(e+ t)
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
ln(e+ t)
1 + t
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ , (15.2.10)
∣∣∣L/≤12Z ξ∣∣∣ . ln2(e+ t)1 + t . (15.2.11)
From (11.12.2), (11.16.1a), (11.16.1b), (15.2.10), and (15.2.11), we deduce that the first sum on the right-
hand side of (15.2.3) is . the product of ln(e+ t)(1 + t)−1 and the right-hand side of (15.2.6b) as desired.
To show that the second sum on the right-hand side of (15.2.3) is. the product of ln(e+ t)(1+ t)−1 and the
right-hand side of (15.2.6b), we combine similar reasoning with the commutator estimate (11.23.1), where
N2 is in the role of N.
The proof of the estimate (15.2.6b) for the term Z N−1div/ (O(l))pi/#L + O(l)Z N−1trg/χ(Small) is similar
to the one for Z N−1div/ (O(l))pi/#
R˘
−
{
µO(l)Z
N−1trg/χ(Small) + ρ(l)∆/Z N−1µ
}
but easier because the terms
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have a similar but slightly simpler structure. We applyZ N−1div/ to the g/−dual of right-hand side of (6.2.5d)
and argue as in the previous paragraph; we omit the details.
We now prove the estimate (15.2.6b) forL/N−1Z div/ (O(l))pˆi/##−ρ(l)d/#Z N−1trg/χ(Small).We applyL/N−1Z div/
to the double g/−dual of (6.2.5f) and apply the Leibniz rule to the terms on the right-hand side. We begin
by addressing the first term, which is the difficult one: 2L/N−1Z ∇/B
{
ρ(l)(g/−1)AC(g/−1)BDχˆ
(Small)
CD
}
. When
all derivatives fall on (g/−1)BDχˆ(Small)CD , we use (11.9.3b) and the second inequality in (14.2.4) to rewrite
this term as the principal eikonal function term ρ(l)d/
#Z N−1trg/χ(Small) plus an error term with magnitude
. the product of (1 + t)−1 and the right-hand side of (15.2.6b). We move the principal term the left-
hand side. Using Lemma 7.2.1, we see that the remaining terms arising from the Leibniz expansion of
2L/N−1Z ∇/B
{
(g/−1)AC(g/−1)BDρ(l)χˆ
(Small)
CD
}
are bounded in magnitude as follows:
.
∑
N1+N2+N3+N4≤N−1
N4≤N−2
∣∣∣L/N1Z ρ(l)∣∣∣ ∣∣∣L/N2Z g/−1∣∣∣ ∣∣∣L/N3Z g/−1∣∣∣ ∣∣∣L/N4Z ∇/ χˆ(Small)∣∣∣ (15.2.12)
+
∑
N1+N2+N3+N4≤N−1
∣∣∣d/L/N1Z ρ(l)∣∣∣ ∣∣∣L/N2Z g/−1∣∣∣ ∣∣∣L/N3Z g/−1∣∣∣ ∣∣∣L/N4Z χˆ(Small)∣∣∣ .
Using inequalities (11.12.1a) and (11.12.3), the estimates (11.9.3a), (11.9.3b), (11.16.1a), (11.16.1b), (11.18.1a),
and (11.27.2), the commutator estimate (11.23.1) with ξ = χˆ(Small) and N4 in the role of N, and (11.25.1)
with ξ = χ(Small), we deduce that the right-hand side of (15.2.12) is . the product of (1 + t)−1 and the
right-hand side of (15.2.6b) as desired. To complete the proof, it remains for us to show that the L/N−1Z div/
derivatives of the g/−dual of the remaining terms on the right-hand side of (6.2.5f) have magnitudes that are
. the product of (1+t)−1 and the right-hand side of (15.2.6b). To this end, we let ξˆ## denote the remaining
terms, which are the g/−dual of the terms in equation (6.2.6c). We first claim that the following bounds hold
for
ξ := G(Frame) ⊗
(
O(l)
ρ(l)
)(
LΨ
d/Ψ
)
+ f(Ψ)Ψd/x⊗ d/x : (15.2.13)
∣∣∣L/≤NZ ξ∣∣∣ .
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ , (15.2.14)
∥∥∥L/≤12Z ξ∥∥∥C0(Σut ) . ε 11 + t . (15.2.15)
To prove (15.2.14), we apply L/≤NZ to ξ and apply the Leibniz rule. We bound the terms L/MZ G(Frame) with
the estimates of Lemma 11.15.1. We bound the terms
 Z
MLΨ
L/MZ d/Ψ
Z MΨ
 with Lemma 11.13.1 and the bootstrap
assumptions (BAΨ). We bound the termsZ Mf(Ψ) by using the bootstrap assumptions (BAΨ) to deduce
that
∣∣∣Z Mf(Ψ)∣∣∣ . ∣∣∣Z ≤MΨ∣∣∣+1.We bound the terms L/MZ d/xwith (11.14.1a), and (11.14.1b). We bound the
termsZ Mρ(l) with (11.9.3a) and (11.9.3b). We bound the terms L/MZ O(l) with (11.19.1a) and (11.19.1b). In
total, these estimates yield the desired bound (15.2.14). The bound (15.2.15) then follows from (15.2.14),
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(11.27.2), and the bootstrap assumptions (BAΨ). We now recall that our goal is to bound L/N−1Z div/ ξˆ##
in magnitude by . the product of (1 + t)−1 and the right-hand side of (15.2.6b). To proceed, we use the
Leibniz rule to deduce that∣∣∣L/N−1Z div/ ξˆ##∣∣∣ . ∑
N1+N2+N3≤N−1
∣∣∣L/N1Z g/−1∣∣∣ ∣∣∣L/N2Z g/−1∣∣∣ ∣∣∣∇/L/N3Z ξˆ∣∣∣ (15.2.16)
+
∑
N1+N2+N3≤N−1
∣∣∣L/N1Z g/−1∣∣∣ ∣∣∣L/N2Z g/−1∣∣∣ ∣∣∣[L/N3Z ,∇/ ]ξˆ∣∣∣ .
Finally, to bound the right-hand side of (15.2.16) by . the product of (1 + t)−1 and the right-hand side of
(15.2.6b), we use the estimates (11.12.3), (11.16.1a), (11.16.1b), the commutator estimate (11.23.1) with ξˆ
in the role of ξ and N3 in the role of N, (11.25.1), (15.2.14), and (15.2.15).
Lemma 15.2.3 (Identification of the important top-order terms in the derivatives of (%L)pi). Let 1 ≤
N ≤ 24 be an integer. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently
small, then the following estimates hold onMT(Bootstrap),U0 :∣∣∣Z N−1R˘trg/(%L)pi/− 2%∆/Z N−1µ∣∣∣ (15.2.17a)
.
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
1 + t
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ ,
∣∣∣L/N−1Z d/#(%L)piLR˘∣∣∣ , (15.2.17b)∣∣∣Z N−1div/ (%L)pi/#
R˘
− %∆/Z N−1µ
∣∣∣ ,
(1 + t)
∣∣∣L/N−1Z div/ (%L)pˆi/## − %d/#Z N−1trg/χ(Small)∣∣∣
.
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
1 + t
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ .
Proof. We first prove (15.2.17a). From (6.2.4g), we see that we have to estimate Z N−1R˘(%trg/χ(Small)).
When all derivatives fall on trg/χ(Small), we use the third inequality in (14.1.1) to rewrite this term as the
principal eikonal function term 2%∆/Z N−1µ plus an error term with magnitude . the right-hand side of
(15.2.17a). We move the principal term to the left-hand side. We claim that the remaining terms arising in
the Leibniz expansion of Z N−1R˘(%trg/χ(Small)) are error terms with magnitudes that are . the right-hand
side of (15.2.17a) as desired. To prove the claim, we use (11.5.2b), (11.18.1a), and (11.27.2).
We now prove (15.2.17b) for L/N−1Z d/#(%L)piLR˘. We apply L/N−1Z d/# to the terms on the right-hand side
of (6.2.4c). From the Leibniz rule, Lemma 7.2.1, (11.5.2b), (11.12.1a), we deduce that the terms of interest
are bounded in magnitude by
.
∑
N1+N2≤N
N1≤N−1
∣∣∣L/N1Z g/−1∣∣∣ ∣∣∣L/N2Z Lµ∣∣∣+ 11 + t ∑
N1+N2≤N
N1≤N−1
∣∣∣L/N1Z g/−1∣∣∣ ∣∣∣L/N2Z (µ− 1)∣∣∣ . (15.2.18)
15. Pointwise Estimates for the Easy Error Integrands 235
To bound the right-hand side of (15.2.18) by . the right-hand side of (15.2.17b), we use (11.16.1a),
(11.16.1b), (11.27.1b), (11.27.2), and (11.27.3).
We now prove (15.2.17b) forZ N−1div/ (%L)pi/#
R˘
− %∆/Z N−1µ. We applyZ N−1div/ to the g/−dual of the
right-hand side of (6.2.4e). We begin by addressing the first term, which is the difficult one: Z N−1(%∆/µ).
By the Leibniz rule and (11.5.2b), we see that this term is equal to the principal eikonal function term
%∆/Z N−1µ plus an error term that is bounded in magnitude by
. (1 + t)
∣∣∣[Z ≤N−1,∆/ ]µ∣∣∣+ (1 + t) ∣∣∣∆/Z ≤N−2µ∣∣∣ . (15.2.19)
From inequalities (11.12.1a) and (11.12.1c), the commutator estimate (11.24.3) with N − 1 in the role of
N and µ in the role of f, and the estimate (11.27.2), we deduce that the right-hand side of (15.2.19) is .
the right-hand side of (15.2.17b). We then bring the principal term over to the left-hand side. To complete
the proof, it remains for us to show that the Z N−1div/ derivatives of the g/−dual of the remaining terms
on the right-hand side of (6.2.4e) have magnitudes that are . the right-hand side of (15.2.17b). To this
end, we let ξ# denote the remaining terms, which are the g/−dual of St,u one-forms of the form ξ :=
%G(Frame)
 µLΨR˘Ψ
µd/Ψ
 . We now claim that ξ verifies the following bounds:
∣∣∣L/≤NZ ξ∣∣∣ .
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
1 + t
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ , (15.2.20)
∥∥∥L/≤12Z ξ∥∥∥C0(Σut ) . ε 11 + t . (15.2.21)
To prove (15.2.20), we applyL/≤NZ to ξ and apply the Leibniz rule. We bound the termsZ M%with (11.5.2b).
We bound the termsL/MZ G(Frame) with the estimates of Lemma 11.15.1. We bound the terms
 Z
MLΨ
Z M R˘Ψ
L/MZ d/Ψ

with Lemma 11.13.1 and the bootstrap assumptions (BAΨ). We bound the terms Z Mµ with (11.27.2). In
total, these estimates yield the desired bound (15.2.20). The bound (15.2.21) then follows from (15.2.20),
(11.27.2), and the bootstrap assumptions (BAΨ). We now recall that our goal is to bound Z N−1div/ ξ#
in magnitude by . the right-hand side of (15.2.6b). To proceed, we use the Leibniz rule to deduce that
inequality (15.2.3) holds. Finally, to bound the right-hand side of (15.2.3) by . the right-hand side of
(15.2.17b), we use the estimates (11.12.1a), (11.16.1a), (11.16.1b), (11.23.1) with N2 in the role of N,
(15.2.20), and (15.2.21).
Finally, we prove (15.2.17b) for the term L/N−1Z div/ (%L)pˆi/##−%d/#Z N−1trg/χ(Small). We apply L/N−1Z div/
to the double g/−dual of the product on the right-hand side of (6.2.4f), that is, we apply L/N−1Z ∇/B to
2%(g/−1)AC(g/−1)BDχˆ(Small)CD .We then apply the Leibniz rule. When all derivatives fall on (g/−1)BDχˆ
(Small)
CD ,
we use the second inequality in (14.2.4) to deduce that the product is equal to the principal eikonal function
term %d/AZ N−1trg/χ(Small) plus an error term that is bounded in magnitude by . (1 + t)−1 times the right-
hand side of (15.2.17b) as desired. Using (11.5.2b), we deduce that the remaining terms arising from the
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Leibniz expansion of L/N−1Z ∇/B
{
%(g/−1)AC(g/−1)BDχˆ(Small)CD
}
are bounded in magnitude as follows:
. (1 + t)
∑
N1+N2+N3≤N−1
N3≤N−2
∣∣∣L/N1Z g/−1∣∣∣ ∣∣∣L/N2Z g/−1∣∣∣ ∣∣∣L/N3Z ∇/ χˆ(Small)∣∣∣ . (15.2.22)
Using (11.12.3), (11.16.1a), (11.16.1b), (11.18.1a), (11.27.2), and the commutator estimate (11.23.1) with
ξ = χˆ(Small) and N3 in the role of N, we deduce that the right-hand side of (15.2.22) is . (1 + t)−1 times
the right-hand side of (15.2.17b) as desired.
15.3 Crude pointwise estimates for the below-top-order derivatives of (Z)pi
In Lemmas 15.3.1 and 15.3.2, we establish some rather crude pointwise estimates for the frame compo-
nents of the deformation tensors that appear in the wave equation error terms (8.2.3) and (8.2.4) and their
below-top-order derivatives. The lemmas collectively show that there are no difficult terms present in the
below-top-order derivatives of the frame components of (Z)pi for Z ∈ Z . The quantities that we bound in
Lemma 15.3.2 involve covariant angular differentiation. Hence, in proving the corresponding estimates, we
use a few additional ingredients that are not needed in the proof of Lemma 15.3.1.
We now state and prove Lemma 15.3.1. From the point of view of proving our sharp classical lifespan
theorem, the most important aspect of these estimates is that the quantities in (15.3.1b) can experience some
logarithmic growth in time while those in (15.3.2b) do not.
Lemma 15.3.1 (Crude pointwise estimates for the below-top-order derivatives of some frame compo-
nents of (Z)pi). Let 0 ≤ N ≤ 23 be an integer and let Z ∈ Z . Under the small-data and bootstrap assump-
tions of Sects. 11.1-11.4, if ε is sufficiently small, then the following estimates hold on MT(Bootstrap),U0 :
∣∣∣∣∣∣∣
 Z
N (Z)piLR˘
Z N (Z)piR˘R
L/NZ (Z)pi/#R˘

∣∣∣∣∣∣∣ . (1 + t)
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤N+1La(Small)|
)∣∣∣∣∣+ 1,
(15.3.1a)∥∥∥∥∥∥∥
 Z
≤11(Z)piLR˘
Z ≤11(Z)piR˘R
L/≤11Z (Z)pi/#R˘

∥∥∥∥∥∥∥
C0(Σut )
. ln(e+ t), (15.3.1b)
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∣∣∣∣∣∣∣∣∣∣∣∣

L/NZ (Z)pi/#L
L/NZ (Z)pi/#
Z N trg/(Z)pi/
L/NZ (Z)pi/
L/NZ (Z)pˆi/##

∣∣∣∣∣∣∣∣∣∣∣∣
.
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
1 + t
∣∣∣∣∣
(
Z ≤N+1(µ− 1)∑3
a=1 %|Z ≤N+1La(Small)|
)∣∣∣∣∣+ 1,
(15.3.2a)∥∥∥∥∥∥∥∥∥∥∥∥

L/≤11Z (Z)pi/#L
L/≤11Z (Z)pi/#
Z ≤11trg/(Z)pi/
L/NZ (Z)pi/
L/≤11Z (Z)pˆi/##

∥∥∥∥∥∥∥∥∥∥∥∥
C0(Σut )
. 1. (15.3.2b)
Proof. The desired estimates for L/NZ (Z)pi/#L , L/NZ (Z)pi/#R˘ , L/
N
Z
(Z)pi/, and Z N trg/(Z)pi/ have already been estab-
lished in Lemma 11.16.1 and Lemma 11.20.1. The desired estimates for L/NZ (Z)pˆi/## = (g/−1)2(Z)pˆi/ then
follow from these bounds together with Lemma 11.16.1, (11.25.1), (11.27.2), and the bootstrap assumptions
(BAΨ).
The desired estimates (15.3.1a) for (Z)piLR˘ and
(Z)piR˘R follow easily from the identities (6.2.2b), (6.2.2c),
(6.2.4b), (6.2.4c), (6.2.5b), and (6.2.5c) and the estimates (11.5.2b), and (11.27.1b).
The desired estimates (15.3.1b) for (Z)piLR˘ and
(Z)piR˘R then follow from the bounds (15.3.1a) and
(11.27.2), and the bootstrap assumptions (BAΨ).
Lemma 15.3.2 (Pointwise estimates for the below-top-order derivatives of (Z)pi involving at least one
angular derivative). Let 2 ≤ N ≤ 24 be an integer. Under the small-data and bootstrap assumptions of
Sects. 11.1-11.4, if ε is sufficiently small, then the following estimates hold onMT(Bootstrap),U0 :∣∣∣Z N−2div/ (R˘)pi/#L ∣∣∣ , ∣∣∣Z N−2div/ (O(l))pi/#L ∣∣∣ (15.3.3a)
. 11 + t
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ ,
∥∥∥Z ≤10div/ (R˘)pi/#L ∥∥∥C0(Σut ) ,
∥∥∥Z ≤10div/ (O(l))pi/#L ∥∥∥C0(Σut ) (15.3.3b)
. ε ln(e+ t)(1 + t)2 .
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Furthermore, the following estimates hold onMT(Bootstrap),U0 :∣∣∣L/N−2Z div/ (%L)pˆi/##∣∣∣ , ∣∣∣L/N−2Z div/ (R˘)pˆi/##∣∣∣ , ∣∣∣L/N−2Z div/ (O(l))pˆi/##∣∣∣ (15.3.4a)
. 11 + t
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ ,
∥∥∥L/≤10Z div/ (R˘)pˆi/##∥∥∥C0(Σut ) ,
∥∥∥L/≤10Z div/ (%L)pˆi/##∥∥∥C0(Σut ) ,
∥∥∥L/≤10Z div/ (O(l))pˆi/##∥∥∥C0(Σut ) . ε ln(e+ t)(1 + t)2 .
(15.3.4b)
Proof. We first prove (15.3.3a) forZ N−2div/ (R˘)pi/#L . From inequality (15.2.1b) with N − 1 in the role of N,
we deduce that
∣∣∣Z N−2div/ (R˘)pi/#L ∣∣∣ ≤ ∣∣∣∆/Z N−2µ∣∣∣ plus error terms that are . the right-hand side of (15.3.3a)
as desired. To bound
∣∣∣∆/Z N−2µ∣∣∣ by . the right-hand side of (15.3.3a), we use inequality (11.12.1c). The
inequality (15.3.3a) forZ N−2div/ (O(l))pi/#L follows similarly from the first inequality in (15.2.6b) and the fact
that
∣∣∣O(l)Z N−2trg/χ(Small)∣∣∣ is . the right-hand side of (15.3.3a), which follows from (11.18.1a).
The inequality (15.3.4a) for L/N−2Z div/ (%L)pˆi/## follows similarly from the last inequality in (15.2.17b)
and the fact that
∣∣∣%d/#Z N−2trg/χ(Small)∣∣∣ is. the right-hand side of (15.3.3a), which follows from (11.12.1a)
and (11.18.1a). The inequality (15.3.4a) for L/N−2Z div/ (R˘)pˆi/## follows similarly from the last inequality in
(15.2.1b), the bound for
∣∣∣d/#Z N−2trg/χ(Small)∣∣∣ mentioned just above, and the inequality µ . ln(e+ t) (that
is, (11.27.2)). The inequality (15.3.4a) for L/N−2Z div/ (O(l))pˆi/## follows similarly from the last inequality in
(15.2.6b), the bound for
∣∣∣d/#Z N−2trg/χ(Small)∣∣∣ mentioned just above, and the inequality |ρ(l)| . ln(e + t)
(that is, (11.9.3b)).
The estimate (15.3.3b) then follows from (15.3.3a), (11.27.2), and the bootstrap assumptions (BAΨ).
Similarly, the estimate (15.3.4b) then follows from (15.3.4a), (11.27.2), and the bootstrap assumptions
(BAΨ).
15.4 Pointwise estimates for the top-order derivatives of L/L(Z)pi
In the next lemma, we establish pointwise estimates for the top-order derivatives of some deformation tensor
components where one of the derivatives is in the direction L. Unlike the other top-order derivatives of
the deformation tensors, top-order derivatives involving an L derivative are relatively easy to bound. In
particular, to bound them in L2, we do not need to use the modified quantities of 10.
Lemma 15.4.1 (Pointwise estimates for the top-order derivatives, involving an L derivative, of (Z)pi).
Let 1 ≤ N ≤ 24 be an integer. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4,
if ε is sufficiently small, and Z ∈ Z is a commutation vectorfield, then the following estimates hold on
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MT(Bootstrap),U0 :
∣∣∣∣∣∣∣
 Z
N−1L(Z)piLR˘
Z N−1L(Z)piR˘R
L/N−1Z L/L(Z)pi/#R˘

∣∣∣∣∣∣∣ .
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
1 + t
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ , (15.4.1a)

∥∥∥Z ≤11L(Z)piLR˘∥∥∥C0(Σut )∥∥∥Z ≤11L(Z)piR˘R∥∥∥C0(Σut )∥∥∥L/≤11Z L/L(Z)pi/#R˘∥∥∥C0(Σut )
 . ε ln(e+ t)1 + t . (15.4.1b)
Furthermore, the following estimates hold onMT(Bootstrap),U0 :
∣∣∣L/N−1Z L/L(Z)pi/#L ∣∣∣ . 11 + t
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ ,
(15.4.2a)∥∥∥L/≤11Z L/L(Z)pi/#L ∥∥∥C0(Σut ) . ε ln(e+ t)(1 + t)2 . (15.4.2b)
Finally, the following estimates hold onMT(Bootstrap),U0 :
∣∣∣Z N−1Ltrg/(Z)pi/∣∣∣ . 11 + t
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣+ ln(e+ t)(1 + t)2 ,
(15.4.3a)∥∥∥Z ≤11Ltrg/(Z)pi/∥∥∥
C0(Σut )
. ln(e+ t)(1 + t)2 . (15.4.3b)
Proof. Once we have proved (15.4.1a), (15.4.2a), and (15.4.3a), the remaining estimates (15.4.1b), (15.4.2b),
and (15.4.3b) then follow from (11.27.2) and the bootstrap assumptions (BAΨ).
It remains for us to prove (15.4.1a), (15.4.2a), and (15.4.3a). The proofs are very similar to the proofs
of the estimates for Z N (Z)piLR˘, Z
N (Z)piRR˘, L/NZ (Z)pi/#L , L/NZ (Z)pi/#R˘ , and Z N trg/(Z)pi/ that we derived in
Lemma 15.3.1, so we only highlight the three important differences. First, the fact %L ∈ Z and inequality
(11.5.2b) together imply that the estimates (15.4.1a), (15.4.2a), and (15.4.3a), which involve the operator
Z N−1L, are better by a factor of (1 + t)−1 than their counterpart estimates from Lemma 15.3.1. Second,
and by far most importantly, the right-hand sides of the estimates (15.4.1a), (15.4.2a), and (15.4.3a) involve
one fewer derivatives of µ and Li(Small) compared to the corresponding estimates of Lemma 15.3.1. This
crucially important fact essentially follows from inequality (11.27.1b), whose right-hand side involves one
fewer derivatives of the eikonal function quantities µ and Li(Small) compared to the number of derivatives
that one would obtain by using (11.27.1a). Finally, unlike the estimate (15.3.1a), the right-hand side of the
estimates (15.4.1a) and (15.4.2a) do not involve a constant “+1” type term. The reason is that the +1 term
on the right-hand side of (15.3.1a) arises from the 2µ = 2 + 2(µ − 1) and µ = 1 + (µ − 1) terms on the
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right-hand sides of (6.2.4b) and (6.2.4c); the constants are therefore annihilated by the L derivative on the
left-hand side of (15.4.1a).
15.5 Proof of Prop. 15.1.2
We now prove Prop. 15.1.2. Our goal is to analyze Z N−1(µD (Z)αJ α[Ψ]) for each of the 5 commutation
vectorfields Z ∈ Z = {%L, R˘, O(1), O(2), O(3)}. To this end, we first use the identity (8.2.1) to decompose
µDα
(Z)J α[Ψ] = K (Z)(pi−Danger)[Ψ] +K
(Z)
(pi−Cancel−1)[Ψ] +K
(Z)
(pi−Cancel−2)[Ψ] +K
(Z)
(pi−Elliptic)[Ψ]
+K (Z)(pi−Good)[Ψ] +K
(Z)
(Ψ) [Ψ] +K
(Z)
(Low)[Ψ].
We now separately analyze Z N−1 applied to each of the above 7 terms. Throughout our analysis, we
implicitly use the definition of Harmless≤N terms; see Def. 15.1.1.
Analysis of Z N−1K (Z)(pi−Danger)[Ψ]: We first consider the case Z = O(l). We will show that
Z N−1K
(O(l))
(pi−Danger)[Ψ] = (R˘Ψ)O(l)Z
N−1trg/χ(Small) +Harmless≤N ,
whereK
(O(l))
(pi−Danger)[Ψ] is defined by (8.2.2a). By the Leibniz rule, we have to bound the following terms:
−
(
Z N−1div/ (O(l))pi/#L
)
R˘Ψ−
∑
N1+N2≤N−1
N1≤N−2
(
Z N1div/ (O(l))pi/#L
)
Z N2R˘Ψ. (15.5.1)
Using the first inequality in (15.2.6b) and the bootstrap assumption ‖R˘Ψ‖C0(Σut ) ≤ ε(1 + t)−1 (that is,
(BAΨ)), we deduce that the first term in (15.5.1) is equal to the top-order-eikonal function-containing
product (R˘Ψ)O(l)Z N−1trg/χ(Small) plus a quadratic error term that is bounded in magnitude by
. ε 1(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+ ε
1
(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ = Harmless≤N (15.5.2)
as desired. To bound the magnitude of the remaining sum in (15.5.1) by (15.5.2), we use the second inequal-
ities in (15.3.3a) and (15.3.3b) and the bootstrap assumptions (BAΨ).
Similarly, in the case Z = R˘,we use the first inequality in (15.2.1b) and the first inequalities in (15.3.3a)
and (15.3.3b) to deduce that the analog of the expression (15.5.1) is equal to the top-order-eikonal function-
containing product (R˘Ψ)∆/Z N−1µ plus a quadratic error term that is bounded in magnitude by the right-
hand side of (15.5.2).
In the case Z = %L, we have (%L)pi/#L = 0 (see (6.2.4d)) and the desired estimate is trivial.
Analysis of Z N−1K (Z)(pi−Cancel−1)[Ψ]: We first consider the case Z = O(l). We will show that
Z N−1K
(O(l))
(pi−Cancel−1)[Ψ] = Harmless
≤N ,
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whereK
(O(l))
(pi−Cancel−1)[Ψ] is defined by (8.2.2b). By the Leibniz rule, we have to analyze the following sum:∑
N1+N2≤N−1
(
Z N1
{1
2R˘trg/
(O(l))pi/− div/ (O(l))pi/#
R˘
− µdiv/ (O(l))pi/#L
})
Z N2LΨ. (15.5.3)
From the second inequality in (15.2.6a) and the first two inequalities in (15.2.6b) we deduce that the dan-
gerous terms ρ(l)∆/Z N1µ and µO(l)Z N1 trg/χ(Small) completely cancel out of the sum in braces in (15.5.3).
Using in addition the estimate µ . ln(e+ t) (that is, (11.27.2)), we deduce that for N1 ≤ N − 1, we have∣∣∣∣Z N1 {12R˘trg/(O(l))pi/− div/ (O(l))pi/#R˘ − µdiv/ (O(l))pi/#L
}∣∣∣∣ (15.5.4)
.
∣∣∣∣∣∣∣∣∣

%LZ ≤N1+1Ψ
R˘Z ≤N1+1Ψ
%d/Z ≤N1+1Ψ
Z ≤N1+1Ψ

∣∣∣∣∣∣∣∣∣+
1
1 + t
∣∣∣∣∣
(
Z ≤N1+1(µ− 1)∑3
a=1 %|Z ≤N1+1La(Small)|
)∣∣∣∣∣ .
Furthermore, from (15.5.4), (11.27.2), and the bootstrap assumptions (BAΨ), we deduce that∥∥∥∥Z ≤11 {12R˘trg/(O(l))pi/− div/ (O(l))pi/#R˘ − µdiv/ (O(l))pi/#L
}∥∥∥∥
C0(Σut )
. ε ln(e+ t)1 + t . (15.5.5)
From (15.5.4), (15.5.5), Lemma 11.13.1, and the bootstrap assumptions (BAΨ), we deduce that the sum
(15.5.3) = Harmless≤N as desired.
Similarly, in the case Z = %L, we use (6.2.4d), (15.2.17a), and the first inequality in (15.2.17b) to
deduce that the terms %∆/Z N−1µ cancel from the analog of the term in braces in (15.5.3) and that
Z N−1K (%L)(pi−Cancel−1)[Ψ] = Harmless
≤N (15.5.6)
as desired.
Similarly, in the case Z = R˘, we use (6.2.2e), the second inequality in (15.2.1a), and the first inequality
in (15.2.1b) to deduce that the terms µ∆/Z N−1µ cancel from the analog of the term in braces in (15.5.3)
and that
Z N−1K (R˘)(pi−Cancel−1)[Ψ] = Harmless
≤N (15.5.7)
as desired.
Analysis of Z N−1K (Z)(pi−Cancel−2)[Ψ] The analysis is similar to our analysis of Z
N−1K (Z)(pi−Cancel−1)[Ψ].
We first consider the case Z = O(l). We will show that
Z N−1K
(O(l))
(pi−Cancel−2)[Ψ] = Harmless
≤N ,
where K
(O(2))
(pi−Cancel−2)[Ψ] is defined by (8.2.2c). By the Leibniz rule and Lemma 7.2.2, we have to analyze
the following sum: ∑
N1+N2≤N−1
(
L/N1Z
{
−L/R˘(O(l))pi/#L + d/#(O(l))piLR˘
})
· d/Z N2Ψ. (15.5.8)
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Using the first inequality in (15.2.6a) and the third inequality in (15.2.6b), we deduce that the dangerous
terms (∇/ 2#Z N−1µ) · O(l) completely cancel out of the sum in braces in (15.5.8). Thanks to this can-
cellation, we can argue as in our analysis of the sum (15.5.3) to deduce that Z N−1K
(O(l))
(pi−Cancel−2)[Ψ] =
Harmless≤N as desired.
Similarly, in the case Z = R˘, we use the first inequality in (15.2.1a) and the second inequality in
(15.2.1b) to deduce that the terms d/#Z N−1R˘µ cancel from the analog of the term in braces in (15.5.8), and
a similar argument yields
Z N−1K (R˘)(pi−Cancel−2)[Ψ] = Harmless
≤N (15.5.9)
as desired. This cancellation is critically important because we do not have any way to estimate the top-
order terms d/#Z 23R˘µ.
In the case of the vectorfield Z = %L, (6.2.4d) and the first inequality in (15.2.17b) together imply that
there are no dangerous top-order eikonal function quantities present in the analog of the term in braces in
(15.5.8), and a similar argument yields the desired estimate
Z N−1K (%L)(pi−Cancel−2)[Ψ] = Harmless
≤N . (15.5.10)
Analysis of Z N−1K (Z)(pi−Elliptic)[Ψ] We first consider the case Z = O(l). We will show that
Z N−1K
(O(l))
(pi−Elliptic)[Ψ] = ρ(l)(d/
#Ψ) · (µd/Z N−1trg/χ(Small)) +Harmless≤N ,
where K
(O(l))
(pi−Elliptic) is defined by (8.2.2d). By the Leibniz rule and Lemma 7.2.2, we have to analyze the
following sum:
µ(L/N−1Z div/ (O(l))pˆi/##) · d/Ψ +
∑
N1+N2+N3≤N−1
N2≤N−2
(Z N1µ)(L/N2Z div/ (O(l))pˆi/##) · d/Z N3Ψ. (15.5.11)
Using the last inequality in (15.2.6b), the estimate |d/Ψ| . ε(1 + t)−2 (see (BAΨ)), and the bound µ .
ln(e + t) (which follows from (11.27.2)), we deduce that the first term in (15.5.11) is equal to the top-
order-eikonal function-containing product ρ(l)(d/Ψ) · (µd/#Z N−1trg/χ(Small)) plus a quadratic error term
that = Harmless≤N as desired.
To bound the sum in (15.5.11), we use the bootstrap assumptions and the estimates (11.27.2), (15.3.4a),
and (15.3.4b) to deduce that it = Harmless≤N as desired.
Similarly, in the case Z = R˘, we use the third inequality in (15.2.1b), (11.27.2), (15.3.4a), and (15.3.4b)
to deduce that the analog of the sum (15.5.11) is equal to the top-order-eikonal function-containing product
(d/#Ψ) · (µd/Z N−1trg/χ(Small)) plus a quadratic error term that = Harmless≤N as desired.
Similarly, in the case Z = %L, we use the second inequality in (15.2.17b), (11.27.2), (15.3.4a), and
(15.3.4b) to deduce that the analog of the sum (15.5.11) is equal to the top-order-eikonal function-containing
product (%d/#Ψ) · (µd/Z ≤N−1trg/χ(Small)) plus a quadratic error term that = Harmless≤N as desired.
Analysis of Z N−1K (Z)(pi−Good)[Ψ]: We will show that
Z N−1K (Z)(pi−Good)[Ψ] = Harmless
≤N ,
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where K (Z)(pi−Good)[Ψ] is given by (8.2.2e). To begin, we use (8.2.2e) to deduce the following schematic
identity:
K
(Z)
(pi−Good)[Ψ] =
 Ltrg/(Z)pi/L(Z)piLR˘
L(Z)piR˘R
µLΨ + (Ltrg/(Z)pi/)R˘Ψ +
(
µL/L(Z)pi/#L
L/L(Z)pi/#R˘
)
d/Ψ. (15.5.12)
We now apply L/N−1Z to (15.5.12) and then apply the Leibniz rule to the products on the right-hand side. Us-
ing Lemma 7.2.1, inequality (11.13.1) with f = Ψ, the estimates (11.27.2), (15.4.1a), (15.4.1b), (15.4.2a),
(15.4.2b), (15.4.3a), and (15.4.3b), and the bootstrap assumptions (BAΨ), we deduce that
∣∣∣Z N−1K (Z)(pi−Good)[Ψ]∣∣∣ . ln(e+ t)(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+ ε
ln(e+ t)
(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣
= Harmless≤N
as desired.
Analysis of Z N−1K (Z)(Ψ) [Ψ]: We will show that
Z N−1K (Z)(Ψ) [Ψ] = Harmless
≤N ,
where K (Z)(Ψ) [Ψ] is given by (8.2.3). To this end, we apply Z
N−1 to both sides of (8.2.3). We first address
the terms that arise from the first line of the right-hand side of (8.2.3). Using the Leibniz rule, (11.5.2b), the
estimates (11.27.2), (15.3.1a), (15.3.1b), (15.3.2a), (15.3.2b), (11.22.8a), and (11.22.8b), and the bootstrap
assumptions (BAΨ), we bound the terms of interest by
.
∣∣∣∣{L+ 12 trg/χ
}
Z ≤NΨ
∣∣∣∣+ ln(e+ t)(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+ ε
1
(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣
(15.5.13)
= Harmless≤N
as desired.
We now address the terms that arise from the second and third lines of the right-hand side of (8.2.3). Us-
ing the Leibniz rule, (11.5.2b), the estimates (11.27.2), (15.3.1a), (15.3.1b), (15.3.2a), (15.3.2b), (11.24.7a),
and (11.24.7b), and the bootstrap assumptions (BAΨ), we bound the terms of interest by
. ln(e+ t)(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+ ε
1
(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ (15.5.14)
= Harmless≤N
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as desired.
Analysis of Z N−1K (Z)(Low)[Ψ]: We will show that
Z N−1K (Z)(Low)[Ψ] = Harmless
≤N ,
where K (Z)(Low)[Ψ] is given by (8.2.4). To this end, we apply L/N−1Z to both sides of (8.2.4) and then apply
the Leibniz rule to terms on the right-hand side. We claim that all resulting products are in magnitude . the
right-hand side of (15.5.14) and hence are Harmless≤N as desired. We bound all derivatives of all defor-
mation tensors with the estimates of Lemma 15.3.1. We bound the quantities Z M%−1 with (11.5.2b). To
bound
(
Z MLΨ
L/MZ d/Ψ
)
andZ MΨ, we use Lemma 11.13.1 and the bootstrap assumptions (BAΨ). To bound
Z Mµ and L/MZ d/µ, we use Lemma 7.2.1, inequality (11.12.1a), and (11.27.2). To bound L/MZ d/#µ, we use
Lemma 7.2.1, inequality (11.12.1a), (11.27.2), and the estimates of Lemma 11.16.1 (to bound the derivatives
of g/−1). To bound Z M trg/χ(Small), we use (11.18.1a) and (11.27.2). The quantities Lµ, trg/k/
(Trans−Ψ) ,
µtrg/k/
(Tan−Ψ) , ζ(Trans−Ψ)# and µζ(Tan−Ψ)# are all schematically of the form G(Frame)g/−1
 µLΨR˘Ψ
µd/Ψ

(see (3.2.1), (4.1.4b), (4.1.5b), (4.1.4a), and (4.1.5a)). Hence, we can bound their derivatives by using the
estimates of Lemma 11.15.1, the previously mentioned estimates for Z Mµ, L/MZ g/−1, and
(
Z MLΨ
L/MZ d/Ψ
)
,
and the bootstrap assumptions (BAΨ). In total, these estimates yield that the terms of interest are . the
right-hand side of (15.5.14) as desired.
15.6 Proof of Cor. 15.1.3
We now prove Cor. 15.1.3. We first consider inequality (15.1.4) in the caseN1 ≤ 11. Then from the estimate∥∥∥Z ≤11trg/(Z)pi/∥∥∥
C0(Σut )
. 1 (that is, (11.16.1b)), we deduce that
∣∣∣(Z N )F(Eikonal−Low)∣∣∣ . ∑
N2+N3≤N−1
N2≤N−2
∑
Z∈Z
∣∣∣Z N2(µD (Z)αJ α[Z N3Ψ])∣∣∣ . (15.6.1)
Our goal is to show that
the right-hand side of (15.6.1) is = Harmless≤N . (15.6.2)
To prove (15.6.2), we begin by repeating the proof of Prop. 15.1.2 with N − 1 replaced by N2 (where
N2 ≤ N−2) and Ψ replaced byZ N3Ψ. The same proof yields that all terms in (15.6.1) areHarmless≤N2
(and hence they are also Harmless≤N ) except for the terms corresponding to the explicitly written terms
in (15.1.6a)-(15.1.6c), that is, for terms of the form (R˘Z N3Ψ)∆/Z N2µ, (R˘Z N3Ψ)OZ N2 trg/χ(Small),
(µd/#Z N3Ψ) · (µd/Z N2 trg/χ(Small)), and ρ(l)(d/#Z N3Ψ) · (µd/Z N2 trg/χ(Small)). To handle the first two of
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these terms, we use the bootstrap assumptions (BAΨ), inequalities (11.12.1a) and (11.12.1c), the pointwise
estimate (11.18.1a), inequality (11.27.2), and the fact that N2 ≤ N − 2 to deduce that∑
N2+N3≤N−1
N2≤N−2
∣∣∣(R˘Z ≤N3Ψ)∆/Z ≤N2µ∣∣∣ . ε ln(e+ t)(1 + t)2
∣∣∣R˘Z ≤NΨ∣∣∣+ ε 1(1 + t)3
∣∣∣Z ≤N (µ− 1)∣∣∣ ,
(15.6.3)
∑
N2+N3≤N−1
N2≤N−2
∣∣∣(R˘Z N3Ψ)OZ N2 trg/χ(Small)∣∣∣ . ε ln(e+ t)(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ (15.6.4)
+ ε 1(1 + t)3
∣∣∣∣∣
(
Z ≤N−1(µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ .
Hence, by Def. 15.1.1, the terms in (15.6.3)-(15.6.4) are = Harmless≤N . Also using the pointwise esti-
mates µ . ln(e+ t) and |ρ(l)| . ε ln(e+ t), we use a similar argument to deduce that∑
N2+N3≤N−1
N2≤N−2
∣∣∣(µd/#Z N3Ψ)(µd/Z N2 trg/χ(Small))∣∣∣ = Harmless≤N , (15.6.5)
∑
N2+N3≤N−1
N2≤N−2
∣∣∣ρ(l)(d/#Z N3Ψ)(µd/Z N2 trg/χ(Small))∣∣∣ = Harmless≤N . (15.6.6)
We have thus proved (15.6.2).
It remains for us to consider inequality (15.1.4) in the case that N1 ≥ 12 and thus N2 + N3 ≤ 11.
The proof in the previous paragraph yields that Z N2(µD (Z)αJ α[Z N3Ψ]) = Harmless≤12. Hence, by
Def. 15.1.1, the bootstrap assumptions (BAΨ), the estimate |trg/χ| . (1 + t)−1 (that is, (11.16.1b)), and
inequality (11.27.2), we have that∑
N2+N3≤11
∥∥∥Z N2(µD (Z)αJ α[Z N3Ψ])∥∥∥
C0(Σut )
. ε 1(1 + t)2 . (15.6.7)
Actually, by treating the first term on the right-hand side of (15.1.5) with more refined arguments like those
used in the proof of Lemma 11.31.1, we could show that the right-hand side of (15.6.7) can be improved
to ε ln(e + t)(1 + t)−3, but we have no need for the improvement here. Then from (15.6.7), the estimates
(11.16.1a) and (11.16.1b) for the derivatives of trg/(Z)pi/, (15.6.2), and Def. 15.1.1, we deduce that∑
N1+N2+N3≤N−1
N1,N2≤N−2
N2+N3≤11
∑
Z1,Z2∈Z
∣∣∣Z N1 trg/(Z)pi/∣∣∣ ∣∣∣Z N2(µD (Z)αJ α[Z N3Ψ])∣∣∣ (15.6.8)
. ε 1(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣+ ε
1
(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣+Harmless≤N
= Harmless≤N
as desired.
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15.7 Pointwise estimates for the error integrands involving (T )pi and (K˜)pi
We have now derived all of the necessary pointwise estimates corresponding to the inhomogeneous terms
in the commuted wave equation. However, in order to derive our desired L2 estimates, we also have to
derive pointwise estimates for the error integrands from Def. 9.4.1 and Lemma 9.4.1. We derive the desired
pointwise estimates in the next proposition.
Proposition 15.7.1 (Pointwise estimates for (T )P[Ψ] and (K˜)P[Ψ]). Let (T )P[Ψ] and (K˜)P[Ψ] be the
error integrands from Def. 9.4.1 and Lemma 9.4.1. There exists a constant C > 0 such that under the small-
data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then we have the following
upper bound for (t′, u′, ϑ) ∈ MT(Bootstrap),U0 (without taking the absolute value on the left-hand side),
where we view both the left and right-hand sides as functions of (t′, u′, ϑ) and t is any fixed time verifying
t′ ≤ t < T(Bootstrap) :
(T )P[Ψ] ≤ C ln(e+ t
′)
(1 + t′)2 Ψ
2 + C ln(e+ t′)
{
LΨ + 12 trg/χΨ
}2
+ C 1(1 + t′)2 (R˘Ψ)
2 (15.7.1a)
+ C ln2(e+ t′)µ|d/Ψ|2 + Cε1/2 ln(e+ t
′)√
ln(e+ t)− ln(e+ t′)µ|d/Ψ|
2
+ Cε ln2(e+ t′)1{µ≤1/4}|d/Ψ|2.
In addition, the following pointwise estimate holds for (t′, u′, ϑ) ∈MT(Bootstrap),U0 :∣∣∣∣(K˜)P[Ψ] + 14%2|d/Ψ|2[Lµ]−
∣∣∣∣ ≤ C ln3(e+ t′)1 + t′ Ψ2 + C ln3(e+ t′)(1 + t′)
{
LΨ + 12 trg/χΨ
}2
(15.7.1b)
+ 12(1 + Cε)
 1%(t′, u′){1 + ln (%(t′,u′)%(0,u′) )}
 %2(t′, u′)µ|d/Ψ|2
+ Cε (1 + t
′)
ln(e+ t′)1{µ≤1/4}|d/Ψ|
2.
Proof. Throughout this proof, we freely use the trivial bound |L˘f | . µ|Lf | + |R˘f | without mentioning it
each time. We also silently use the simple inequality (Lf)2 ≤
{
Lf + 12 trg/χf
}2
+ C(1 + t′)−2f2, which
follows easily from the estimate |%trg/χ| . 1 (that is, (11.16.1b)). Furthermore, we silently use simple
inequalities of the form |f1f2| . hf21 + h−1f22 , where h > 0 is allowed to depend on time.
We first prove (15.7.1a). We separately bound each term (T )P(i)[Ψ] in the sum (9.4.4a). From (9.4.5a),
(11.27.2), and (11.27.3), we deduce that
∣∣∣(T )P(1)[Ψ]∣∣∣ . ε ln(e+ t′)(LΨ)2, which is easily seen to be ≤ the
right-hand side of (15.7.1a). To bound the term (T )P(2)[Ψ] from (9.4.5b), we first use (11.27.3), to deduce
that |d/Ψ|2|3µLµ| . ε(1+t′)−1µ|d/Ψ|2 as desired. We then use (12.2.8) to deduce that the remaining product
in (9.4.5b) verifies 12(L˘µ + Lµ)|d/Ψ|2 ≤ Cε1/2 ln(e+t
′)√
ln(e+t)−ln(e+t′)µ|d/Ψ|
2 + Cε ln(e + t′)µ|d/Ψ|2 as desired
(we do not take the absolute value on the left-hand side because of the nature of the estimate (12.2.8)). To
bound the term (T )P(4)[Ψ] from (9.4.5d), we first note that the terms in braces multiplying (LΨ)(d/#Ψ) are
schematically of the form d/µ, µd/µ, or (1 + µ)G(Frame)
 µLΨR˘Ψ
µd/Ψ
 . Hence, from inequality (11.12.1a),
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Lemma 11.15.1, the estimate (11.27.2), and the bootstrap assumptions (BAΨ), we deduce that the terms in
braces multiplying (LΨ)(d/#Ψ) are in magnitude . ε ln2(e+ t′)(1 + t′)−1. When µ ≤ 1/4, it thus follows
that
∣∣∣(T )P(4)[Ψ]∣∣∣ . ε1{µ≤1/4} ln2(e+t′)(1+t′)−1(LΨ)2 +ε1{µ≤1/4} ln2(e+t′)(1+t′)−1|d/Ψ|2 as desired.
When µ > 1/4, it thus follows that
∣∣∣(T )P(4)[Ψ]∣∣∣ . ε ln2(e+t′)(1+t′)−1(LΨ)2+ε ln2(e+t′)(1+t′)−1µ|d/Ψ|
as desired. To bound the term (T )P(3)[Ψ] from (9.4.5c), we first note that the same reasoning we used in
analyzing (T )P(4)[Ψ] yields that the terms in braces multiplying−(L˘Ψ)(d/#Ψ) are in magnitude. ε ln(e+
t′)(1 + t′)−1. Hence, using the bound µ . ln(e + t′) (that is, (11.27.2)), we deduce that
∣∣∣(T )P(3)[Ψ]∣∣∣ .
ε ln2(e+ t′)(1 + t′)−1(LΨ)2 + ε ln(e+ t′)(1 + t′)−1µ|d/Ψ|2 + ε ln(e+ t′)(1 + t′)−1|R˘Ψ||d/Ψ|. The first two
terms are . the right-hand side of (15.7.1a) as desired. Furthermore, by separately considering the cases
µ ≤ 1/4 and µ > 1/4 (as we did at end of the proof of the bound for (T )P(4)[Ψ]), we deduce that ε ln(e+
t′)(1+ t′)−1|R˘Ψ||d/Ψ| . ε(1+ t′)−2(R˘Ψ)2 +ε1{µ≤1/4} ln2(e+ t′)|d/Ψ|2 +ln2(e+ t′)µ|d/Ψ|2 as desired. To
bound the term (T )P(5)[Ψ] from (9.4.5e), we first note that the terms in braces are schematically of the form
χˆ(Small) or the trace-free part of G(Frame)
 µLΨR˘Ψ
µd/Ψ
 . Hence, using the estimate |ξˆ| . |ξ| for symmetric
type
(0
2
)
tensors, the argument used to bound the terms in braces in (T )P(4)[Ψ], and (11.27.2), we deduce
that the terms in braces are in magnitude . ε(1 + t′)−1. It follows that
∣∣∣(T )P(5)[Ψ]∣∣∣ . ε(1 + t′)−1µ|d/Ψ|2
as desired. To bound the term (T )P(6)[Ψ] from (9.4.5f), we first note that the terms in braces multiplying
−12(LΨ)(L˘Ψ) are schematically of the form trg/χ plus the trace (with respect to g/) of G(Frame)
 µLΨR˘Ψ
µd/Ψ
 .
Hence, using the fact that |trg/ξ| . |ξ| for symmetric type
(0
2
)
tensors, the estimate |%trg/χ| . 1 mentioned at
the beginning of the proof, and the above bound for the terms in braces in (T )P(5)[Ψ], we deduce that the
terms in braces are in magnitude . (1 + t′)−1. Also using the estimate µ . ln(e + t′) (that is, (11.27.2)),
we deduce that
∣∣∣(T )P(6)[Ψ]∣∣∣ . (LΨ)2 + (1 + t′)−2(R˘Ψ)2, which can easily be seen to be ≤ the right-hand
side of (15.7.1a) as desired.
We now prove (15.7.1b). We separately bound each term (K˜)P(i)[Ψ] in the sum (9.4.1b). To bound
the term (K˜)P(1)[Ψ] from (9.4.6a), we first use the identity %L˘% = %(µ − 2) and the estimates (11.27.2)
and (11.27.3) to deduce that the terms in braces multiplying (LΨ)2 are in magnitude . ln(e + t′)(1 +
t′). The desired bound now readily follows. To bound the term (K˜)P(2)[Ψ] from (9.4.6b), we first use
(11.27.2) and (12.2.4) to deduce that the terms in braces multiplying 12%
2µ(|d/Ψ|2) are in magnitude ≤ (1 +
Cε) 1
%(t′,u′)
{
1+ln
(
%(t′,u′)
%(0,u′)
)} . It follows that ∣∣∣(K˜)P(2)[Ψ]∣∣∣ ≤ 12(1+Cε) 1
%(t′,u′)
{
1+ln
(
%(t′,u′)
%(0,u′)
)}%2(t′, u′)µ|d/Ψ|2
as desired. To bound the term (K˜)P(3)[Ψ] from (9.4.6c), we first use essentially the same analysis that we
used in analyzing (T )P(4)[Ψ] to deduce that the terms in braces multiplying %2(LΨ)(d/#Ψ) are in magnitude
. ε ln(e + t′)(1 + t′)−1. It follows that
∣∣∣(K˜)P(2)[Ψ]∣∣∣ . ε ln3(e + t′)(1 + t′)(LΨ)2 + ε 1+t′ln(e+t′) |d/Ψ|2. The
first term is easily seen to be ≤ the right-hand side of (15.7.1b). To bound the second term ε 1+t′ln(e+t′) |d/Ψ|2
by the right-hand side of (15.7.1b), we use the same reasoning that we used at end of the proof of the bound
for (T )P(4)[Ψ], where we separately considered the cases µ ≤ 1/4 and µ > 1/4 (in the case µ > 1/4,
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ε 1+t
′
ln(e+t′) |d/Ψ|2 is bounded by the term on the second line of the right-hand side of (15.7.1b)). To bound the
last term (K˜)P(4)[Ψ] from (9.4.6d), we first use (11.27.2) to deduce that |χˆ(Small)| . ε ln(e+ t′)(1 + t′)−2.
Using this bound and the fact that |ξˆ| . |ξ| for symmetric type (02) tensors, we conclude that ∣∣∣(K˜)P(4)[Ψ]∣∣∣ .
ε ln(e+ t′)µ|d/Ψ|2, which is ≤ the term on the second line of the right-hand side of (15.7.1b) as desired.
In order to derive our desired a priori estimates for the energy quantities Q˜(≤N), we still have to derive
pointwise estimates for two more terms: the remaining two error integrands present on the right-hand side
of (9.2.9b). We derive these simple estimates in the next lemma.
Lemma 15.7.2 (Pointwise estimates for the remaining easy energy error integrands). Under the small-
data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following estimates
hold onMT(Bootstrap),U0 :∣∣∣∣L˘[%2trg/χ]− 12%2µ(trg/χ)2 + %2trg/χtrg/k/(Trans−Ψ) + %2µtrg/χk/(Tan−Ψ)
∣∣∣∣Ψ2 . ln(e+ t)Ψ2, (15.7.2a)∣∣∣µg(Ψ)[%2trg/χ]∣∣∣Ψ2 . 11 + tΨ2. (15.7.2b)
Proof. We first prove (15.7.2a). Using (3.3.1c) and the identity L˘% = µ − 2, we compute that L˘[%2trg/χ] =
2(µ − 2) + µL[%2trg/χ(Small)] − 4%trg/χ(Small) + 2%2R˘trg/χ(Small). Hence, from (11.27.2) and (11.27.3),
we deduce that the magnitude of this term is . ln(e + t) as desired. From (11.16.1b) and (11.27.2), we
deduce that the second term in the absolute value verifies
∣∣∣%2µ(trg/χ)2∣∣∣ . ln(e + t) as desired. The third
and fourth terms are schematically of the form %2trg/χG(Frame)g/−1
 µLΨR˘Ψ
µd/Ψ
 . Hence, by Lemma 11.15.1,
the estimates (11.16.1b) and (11.27.2), and the bootstrap assumptions (BAΨ), these terms are in magnitude
. ε as desired.
To deduce (15.7.2b), we use the wave operator decomposition identity (4.3.1a) with %2trg/χ = 2% +
%2trg/χ(Small) in the role of f and hence Lf = 2 + L(%2trg/χ(Small)) and R˘f = −2 − 2%trg/χ(Small) +
%2R˘trg/χ(Small). Up to an overall minus sign, the first term on the right-hand side of (4.3.1a) is equal to
µLLf + 2LR˘f + (Lµ)Lf, which in the present case can be expressed as
µLL(%2trg/χ(Small))− 4%−1L(%2trg/χ(Small)) + 4trg/χ(Small) (15.7.3)
+ 2L(%2trg/R˘χ(Small)) + (Lµ)
{
2 + L(%2trg/χ(Small))
}
.
From (11.27.2) and (11.27.3), we deduce that all terms in (15.7.3) are in magnitude. ε(1+ t)−1 as desired.
The second term on the first line of the right-hand side of (4.3.1a) is equal to %2µ∆/ trg/χ(Small). Hence, from
(11.12.1a), (11.12.1c), and (11.27.2), we deduce that its magnitude is . ε ln2(e + t)(1 + t)−2 as desired.
The term trg/χR˘f on the second line of (4.3.1a) is equal to (2%−1 + trg/χ(Small))(−2 − 2%trg/χ(Small) +
%2R˘trg/χ(Small)). Hence, from (11.27.2), we deduce that this term is in magnitude . (1 + t)−1 as desired.
The last four terms on the right-hand side of (4.3.1a) are schematically of the form
G(Frame)g/
−1
 µLΨR˘Ψ
d/Ψ
( 2 + L(%2trg/χ(Small))
%2d/trg/χ(Small)
)
.
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Hence, by inequality (11.12.1a), Lemma 11.15.1, the estimates (11.16.1b) (11.27.2), and (11.27.3), and the
bootstrap assumptions (BAΨ), these terms are in magnitude . ε(1 + t)−1 as desired.
15.8 Pointwise estimates needed to close the elliptic estimates
In Lemma 19.3.8, we derive our main top-order elliptic estimates for µ and χ(Small). In the next lemma,
we provide a collection of preliminary pointwise estimates that play a role in our derivation of the elliptic
estimates.
Lemma 15.8.1 (Pointwise estimates needed to close the elliptic estimates). Let 1 ≤ N ≤ 24 be an
integer. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then
the following estimates hold onMT(Bootstrap),U0 :∣∣∣∣∇/L/N−1Z χ(Small) − {∇/L/N−1Z χˆ(Small) + 12(d/Z N−1trg/χ(Small))g/
}∣∣∣∣ (15.8.1)
. 1(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ ,
∣∣∣∇/L/N−1Z χˆ(Small) −∇/ /ˆLN−1Z χˆ(Small)∣∣∣ (15.8.2)
. 1(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ ,
∣∣∣OZ N−1trg/χ(Small)∣∣∣ . % ∣∣∣∇/L/N−1Z χ(Small)∣∣∣ (15.8.3)
+ 11 + t
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ ,
∣∣∣/ˆLN−1Z χˆ(Small)∣∣∣ . 11 + t
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ . (15.8.4)
Proof. The estimate (15.8.1) follows from (11.25.6) with χ(Small) in the role of ξ and N − 1 in the role of
N, (11.18.1a), and (11.27.2).
The estimate (15.8.2) follows from (11.25.7) with χ(Small) in the role of ξ and N − 1 in the role of N,
(11.18.1a), and (11.27.2).
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To prove (15.8.3), we first use inequality (11.25.3) with χ(Small) in the role of ξ and OZ N−1 in the role
of Z N together with the fact that the trace of a type
(0
2
)
St,u tensor is in magnitude . the magnitude of the
tensor itself in order to deduce that
∣∣∣OZ N−1trg/χ(Small)∣∣∣ is. ∣∣∣L/OL/N−1Z trg/χ(Small)∣∣∣ plus the right-hand side
of (11.25.3). Using (11.27.2) and the estimate (11.18.1a) with N − 1 in the role of N, we deduce that the
right-hand side of (11.25.3) is. the right-hand side of (15.8.3) as desired. Furthermore, using (11.12.4), we
deduce that
∣∣∣L/OL/N−1Z trg/χ(Small)∣∣∣ . % ∣∣∣∇/L/N−1Z χ(Small)∣∣∣+ ∣∣∣L/N−1Z χ(Small)∣∣∣ . The first term on the right-hand
side of the previous inequality is the first term on the right-hand side of (15.8.3), while the second is . the
remaining terms on the right-hand side of (15.8.3) by virtue of the estimate (11.18.1a) with N − 1 in the
role of N.
To prove (15.8.4), we first use inequalities (11.25.1) and (11.25.2) with χ(Small) in the role of ξ and
N−1 in the role ofN to deduce that
∣∣∣/ˆLN−1Z χˆ(Small)∣∣∣ is. ∣∣∣L/≤N−1Z χ(Small)∣∣∣ plus the terms on the right-hand
sides of (11.25.1) and (11.25.2). Using inequalities (11.18.1a) and (11.27.2), we deduce that all of these
terms are . the right-hand side of (15.8.4) as desired.
16. Pointwise Estimates for the Difficult Error Integrands 251
16
Pointwise Estimates for the Difficult Error
Integrands Corresponding to the
Commuted Wave Equation
Recall that for solutions to the commuted wave equation µg(Ψ)(Z NΨ) = (Z
N )F, the basic energy-flux
identities verified by Z NΨ were established Prop. 9.2.2, with Z NΨ in the role of Ψ and (Z N )F in the
role of F. In Chapter 16, we complete the task, initiated in Chapter 15, of deriving pointwise estimates for
the error integrands on the right-hand sides of the identities of the proposition; these pointwise estimates
are a preliminary ingredient in our derivation of a priori L2 estimates, which we carry out in Chapter 19.
In particular, thanks to the decomposition (15.1.3), Prop. 15.1.2, and Cor. 15.1.3, we have already derived
pointwise estimates for all terms in (Z
N )F except for a handful, and in fact, aside from the handful, the terms
are Harmless≤N in the sense of Def. 15.1.1. Our goal in this section is to derive pointwise estimates for
the remaining terms in (Z
N )F that are not Harmless≤N . These difficult terms would cause derivative loss
and other problems if they were not properly handled, and to derive suitable pointwise estimates for them,
we need to use the modified quantities of Ch. 10.
The pointwise estimates that we derive in Chapter 16 can be split into two classes. In Chapter 19, we
use the first class of estimates to bound the difficult top-order error integrals corresponding to the timelike
multiplier T. We derive the first class estimates with the help of the fully modified quantities of Ch. 10. We
provide the main estimates in Prop. 16.4.1 of Sect. 16.4, but in order to prove the proposition, we first prove
a series of auxiliary lemmas in Sects. 16.1 and 16.3. Similarly, in Chapter 19, we use the second class of
estimates to bound the difficult top-order error integrals corresponding to the Morawetz multiplier K˜. We
derive the second class estimates with the help of the partially modified quantities of Ch. 10. These estimates
are easier to derive than those of the first class. We prove some auxiliary lemmas in Sect. 16.2, and we then
provide the main estimates in Sect. 16.5.
16.1 Preliminary pointwise estimates for Z NX and Z N−1(S)I
Recall that Prop. 10.2.3 provides the transport equation verified by the fully modified quantity (S
N )X and
thatS NX andS N−1(S)I are two source terms in the equation (see the right-hand side of (10.2.15)). In the
next lemma, we derive pointwise estimates for these source terms.
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Lemma 16.1.1 (Pointwise estimates for Z NX and Z N−1(S)I). Let 0 ≤ N ≤ 24 be an integer. Let X be
the quantity defined in (10.2.1b). Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε
is sufficiently small, then the following estimates hold onMT(Bootstrap),U0 :
∣∣∣Z NX∣∣∣ . ln(e+ t)1 + t
∣∣∣∣∣∣∣
 %LZ ≤NΨ%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣+
∣∣∣R˘Z ≤NΨ∣∣∣+ ε 1(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ ,
(16.1.1a)∥∥∥Z ≤12X∥∥∥
C0(Σut )
. ε 11 + t . (16.1.1b)
Furthermore, the following estimates hold onMT(Bootstrap),U0 :∣∣∣∣Z NX− {−GLLR˘Z NΨ− 12µG/ AA LZ NΨ− 12µGLLLZ NΨ + µG/ AL d/AZ NΨ
}∣∣∣∣ (16.1.2)
. ln(e+ t)1 + t
∣∣∣∣∣∣∣
 %LZ ≤N−1Ψ%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣+
∣∣∣R˘Z ≤N−1Ψ∣∣∣+ ε 1(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ .
Furthermore, let S ∈ S be a spatial commutation vectorfield, and let (S)I be the inhomogeneous term
(10.2.7). Then the following estimates hold onMT(Bootstrap),U0 :
∣∣∣Z N−1(S)I∣∣∣ . ln(e+ t)(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+ ε
ln(e+ t)
(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ ,
(16.1.3a)∥∥∥Z ≤11(S)I∥∥∥
C0(Σut )
. ε ln
2(e+ t)
(1 + t)3 . (16.1.3b)
Proof. Proof of (16.1.1a) and (16.1.1b): We note the schematic identityX = G#(Frame)
 µLΨR˘Ψ
µd/Ψ
 .Hence,
our proofs of (15.2.2a) and (15.2.2b) also yield the desired bounds (16.1.1a) and (16.1.1b).
Proof of (16.1.2): We first use definition (10.2.1b) and Lemma 7.2.1 to deduce that the term in the absolute
value on the left-hand side of (16.1.2) can be written as
− [Z N , GLL]R˘Ψ− 12[L/
N
Z ,µG/
A
A ]LΨ−
1
2[Z
N ,µGLL]LΨ + [L/NZ ,µG/ AL ]d/AΨ (16.1.4)
−GLL[Z N , R˘]Ψ− 12µG/
A
A [L/NZ , L]Ψ−
1
2µGLL[Z
N , L]Ψ.
Hence, using the Leibniz rule and the reasoning used to prove (15.2.2a) and (16.1.1a), we deduce that the
terms on the first line of (16.1.4) are in magnitude . the right-hand side of (15.2.2a), with N − 1 in place
of N in the Ψ−containing terms on the right-hand side. It follows that these terms are in magnitude .
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the right-hand side of (16.1.2) as desired. To deduce that the terms on the second line of (16.1.4) are in
magnitude . the right-hand side of (16.1.2), we use the estimates (11.15.1b) and (11.27.2), inequalities
(11.22.1a) and (11.22.1c) with f = Ψ, and the bootstrap assumptions (BAΨ). We have thus proved the
desired bound (16.1.2).
Proof of (16.1.3a) and (16.1.3b): It suffices to prove (16.1.3a) since (16.1.3b) follows from (16.1.3a),
(11.27.2), and the bootstrap assumptions (BAΨ). To proceed, we apply L/N−1Z to the right-hand side of
(10.2.7). We begin by bounding the term L/N−1Z L/SA arising from the first term on the right-hand side of
(10.2.7), where A is given by (10.1.11). To this end, we apply the Leibniz rule to the terms on the right-hand
side of (10.1.11). The terms of interest can be bounded by using essentially the same argument used to
deduce (16.1.1a) and (16.1.1b), except that we use Lemma 11.15.1 in place of Cor. 11.18.2 and we also
use the estimates (11.16.1a) and (11.16.1b) to bound the Lie derivatives of g/−1. We note that the resulting
bounds are better by a factor of (1 + t)−2 compared to (16.1.1a) and (16.1.1b) because the right-hand side
of (10.1.11) features an additional factor of
(
LΨ
d/Ψ
)
compared to the term X = G#(Frame)
 µLΨR˘Ψ
µd/Ψ
 from
(16.1.1a) and (16.1.1b).
We now bound the terms arising from the last products on the first line of the right-hand side of (10.2.7)
(that is, the product involving the terms in braces). This term can be schematically written as
trg/χL/S
{
G#(Frame)
(
µLΨ
µd/Ψ
)}
. (16.1.5)
Applying L/N−1Z to the right-hand side of (16.1.5) and using the Leibniz rule, we bound the resulting terms
by
.
∑
N1+N2+N3+N4≤N
N1≤N−1
∣∣∣Z ≤N1 trg/χ∣∣∣ ∣∣∣L/≤N2Z G#(Frame)∣∣∣ ∣∣∣Z ≤N3µ∣∣∣
∣∣∣∣∣L/≤N4Z
(
LΨ
d/Ψ
)∣∣∣∣∣ . (16.1.6)
Using (16.1.6), Lemma 11.13.1 with f = Ψ, Lemma 11.16.1 withN1 ≤ N−1 in the role ofN,Cor. 11.18.2,
(11.27.2), and the bootstrap assumptions (BAΨ), we deduce that the right-hand side of (16.1.6) is . the
right-hand side of (16.1.3a) as desired.
We now bound the first product (Sµ)Ltrg/χ(Small) on the second line of the right-hand side of (10.2.7).
We apply Z N−1 to this product and use the Leibniz rule, which leads to the following bound:∣∣∣Z N−1 {(Sµ)Ltrg/χ(Small)}∣∣∣ . ∣∣∣Z ≤12(µ− 1)∣∣∣ ∣∣∣Z ≤N−1Ltrg/χ(Small)∣∣∣ (16.1.7)
+
∣∣∣Z ≤11Ltrg/χ(Small)∣∣∣ ∣∣∣Z ≤N (µ− 1)∣∣∣ .
We then use the estimates (11.5.2b), (11.18.1a), (11.27.1b), (11.27.2), and (11.27.3) to deduce that the right-
hand side of (16.1.7) is . the right-hand side of (16.1.3a) as desired. The remaining products on the second
line of the right-hand side of (10.2.7) can be bounded in a similar fashion. The last two terms on the last
line of the right-hand side of (10.2.7) can also be bounded in a similar fashion. For these estimates, it is
important that S% ∈ {0,−1} for spatial commutation vectorfields S ∈ S .
It remains for us to bound the first term on the last line of the right-hand side of (10.2.7). To this end,
we note that the identity [L, S] = (S)pi/#L (see (3.6.2b)) implies that the term can be written as (S)pi/
#
L · d/X.
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Applying L/N−1Z to this product and using the Leibniz rule, Lemma 7.2.1, and inequality (11.12.1a), we see
that it suffices to bound
1
1 + t
∣∣∣L/≤11Z (S)pi/#L ∣∣∣ ∣∣∣Z ≤NX∣∣∣+ 11 + t
∣∣∣Z ≤12X∣∣∣ ∣∣∣L/≤N−1Z (S)pi/#L ∣∣∣ . (16.1.8)
Using (16.1.1a), (16.1.1b), (11.20.1a), (11.20.1b), (11.20.3a), and (11.20.3b), we see that (16.1.8) is . the
right-hand side of (16.1.3a) as desired.
In the next lemma, we derive pointwise estimates for the inhomogeneous term (S
N )I appearing on the
right-hand side of (10.2.14).
Lemma 16.1.2 (Pointwise estimate for the inhomogeneous term (SN )I). Let 1 ≤ N ≤ 24 be an integer,
and let (S
N )I be the inhomogeneous term defined in (10.2.15). Under the small-data and bootstrap assump-
tions of Sects. 11.1-11.4, if ε is sufficiently small, then the following estimates hold onMT(Bootstrap),U0 :
∣∣∣(SN )I∣∣∣ . ln(e+ t)(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
ln(e+ t)
(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ . (16.1.9)
Proof. We begin by noting that many of the commutator terms that we estimate in this proof are absent
when N = 1. To bound the first term S N−1(S)I on the first line of (10.2.15) by the right-hand side of
(16.1.9), we simply quote the estimate (16.1.3a).
To bound the second term [L,S N−1]SX on the first line of (10.2.15) by the right-hand side of (16.1.9),
we first use the commutator estimate (11.22.3) withN−1 in the role ofN and SX in the role of f to deduce
that
∣∣∣[L,S N−1]SX∣∣∣ . ε1/2 ln(e+ t)(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NX
R˘Z ≤NX
%d/Z ≤NX
Z ≤NX

∣∣∣∣∣∣∣∣∣+
1
1 + t
∥∥∥Z ≤12X∥∥∥
C0(Σut )
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣
(16.1.10)
+ 1(1 + t)2
∥∥∥Z ≤12X∥∥∥
C0(Σut )
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ .
The desired bound now follows from (16.1.10), (16.1.1a), and (16.1.1b).
To bound the first term −[S N−1,µtrg/χ]Strg/χ(Small) on the second line of (10.2.15) by the right-hand
side of (16.1.9), we first use the Leibniz rule, the decomposition trg/χ = 2%−1 + trg/χ(Small), and the bound∣∣∣S ≤N−1%−1∣∣∣ . 11+t (which follows from (11.5.2a)) to deduce that∣∣∣[S N−1,µtrg/χ]Strg/χ(Small)∣∣∣ . 11 + t ∑
N1+N2≤N
N1,N2≤N−1
∣∣∣Z N1µ∣∣∣ ∣∣∣Z N2 trg/χ(Small)∣∣∣ (16.1.11)
+
∑
N1+N2+N3≤N
N1,N2,N3≤N−1
∣∣∣Z N1µ∣∣∣ ∣∣∣Z N2 trg/χ(Small)∣∣∣ ∣∣∣Z N3 trg/χ(Small)∣∣∣ .
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The desired bound now follows from (16.1.11), (11.18.1a) and (11.27.2).
To bound the second term 12 [S N−1, trg/χ]SX =
1
2 [S N−1, 2%−1 + trg/χ(Small)]SX on the second line of
(10.2.15) by the right-hand side of (16.1.9), we first use the Leibniz rule and the bound
∣∣∣SM%−1∣∣∣ . 1(1+t)2
(which holds for M ≥ 1 and follows from (11.5.2a)) to bound its magnitude by
.
∣∣∣Z ≤11trg/χ(Small)∣∣∣ ∣∣∣Z N−1X∣∣∣+ 1(1 + t)2
∣∣∣Z N−1X∣∣∣+ ∣∣∣Z 11X∣∣∣ ∣∣∣Z ≤N−1trg/χ(Small)∣∣∣ . (16.1.12)
The desired bound now follows from (16.1.12), (11.16.1a) with N − 1 in the role of N, (11.16.1b) (16.1.1a)
with N − 1 in the role of N, and (16.1.1b).
We omit the proof of the desired bound for the first term on the third line of (10.2.15) because it can be
bounded by using the same argument that we now use to bound the last term on the third line. To bound
this last term −[S N−1,µ]
(
SLtrg/χ(Small)
)
by the right-hand side of (16.1.9), we first use the Leibniz rule
to deduce that its magnitude is
.
∣∣∣Z ≤12(µ− 1)∣∣∣ ∣∣∣Z ≤N−1Ltrg/χ(Small)∣∣∣+ . ∣∣∣Z ≤11Ltrg/χ(Small)∣∣∣ ∣∣∣Z ≤N−1(µ− 1)∣∣∣ . (16.1.13)
The desired bound now follows from (16.1.13), (11.5.2b), and the estimates of Prop. 11.27.1.
To bound the difference on the last line of (10.2.15) by the right-hand side of (16.1.9), we use the Leibniz
rule, the estimates (11.16.1a), (11.16.1b), (11.27.1a), (11.27.2) and the bootstrap assumptions (BAΨ) to
deduce that ∣∣∣2µχˆ(Small)##L/NS χˆ(Small) −S N (µχˆ(Small)##χˆ(Small))∣∣∣ (16.1.14)
.
∑
N1+N2+N3+N4+N5≤N
N4,N5≤N−1
∣∣∣Z N1µ∣∣∣ ∣∣∣L/N2Z g/−1∣∣∣ ∣∣∣L/N3Z g/−1∣∣∣ ∣∣∣L/N4Z χˆ(Small)∣∣∣ ∣∣∣L/N5Z χˆ(Small)∣∣∣
. ln
2(e+ t)
(1 + t)3
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
ln(e+ t)
(1 + t)4
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ .
We have thus proved the desired estimate (16.1.9).
16.2 Preliminary pointwise estimates for (S N−1)B
Recall that Lemma 10.3.2 provides the transport equation verified by the partially modified quantity %2(S
N−1)X˜
and that (S
N−1)B is a source term in the equation. In the next lemma, we derive pointwise estimates for this
source term.
Lemma 16.2.1 (Pointwise estimates for the inhomogeneous terms corresponding to the partially modi-
fied version ofS N−1trg/χ(Small)). Let 1 ≤ N ≤ 24 be an integer and letS N−1 be an (N−1)st order pure
spatial commutation vectorfield operator (see definition (6.1.2a)). Let (S
N−1)B be the inhomogeneous term
defined in (10.3.6). Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently
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small, then the following estimates hold onMT(Bootstrap),U0 :
∣∣∣(SN−1)B∣∣∣ .
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣+
ln(e+ t)
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ . (16.2.1)
Proof. We start by bounding the first term S N−1(%2B) on the right-hand side of (10.3.6). To this end,
we apply L/N−1S to %2 times the right-hand side of (10.1.13) and apply the Leibniz rule. We bound SM%
with (11.5.2a). We bound the terms L/MS
(
G(Frame)
G′(Frame)
)
with the estimates of Lemma 11.15.1. We bound
L/MS g/−1 and L/MS trg/χ with Lemma 11.16.1. We bound the terms L/MS
(
LΨ
d/Ψ
)
with Lemma 11.13.1 and the
bootstrap assumptions (BAΨ). In total, these estimates yield that
∣∣∣S N−1(%2B)∣∣∣ is . the right-hand side
of (16.2.1) as desired.
We next bound the second termS N−1(%2|χ(Small)|2) on the right-hand side of (10.3.6). From (11.5.2b)
and (11.27.2), we deduce that the magnitude of this term is
. ε ln(e+ t)
∣∣∣L/≤N−1S χ(Small)∣∣∣ . (16.2.2)
Using inequality (11.18.1a) with N − 1 in the role of N, we deduce that (16.2.2) is . the right-hand side of
(16.2.1) as desired.
We next bound the first term 12 [%2GLL,S N−1]∆/Ψ on the second line of the right-hand side of (10.3.6).
The second term on this line can be bounded by using a similar argument, and we omit those details. From
(11.5.2a) and the Leibniz rule, we deduce that the magnitude of the first term is
. %2
∣∣∣S ≤12GLL∣∣∣ ∣∣∣S ≤N−2∆/Ψ∣∣∣+ %2 ∣∣∣S ≤11∆/Ψ∣∣∣ ∣∣∣S ≤N−1GLL∣∣∣ . (16.2.3)
From inequalities (11.15.1a), (11.15.1b), (11.24.7a), and (11.24.7b), and the bootstrap assumptions (BAΨ),
we deduce that the magnitude of this right-hand side of (16.2.3) is . the right-hand side of (16.2.1) as
desired.
We next bound the last term [L,S N−1](%2trg/χ(Small)) on the second line of the right-hand side of
(10.3.6). Using the commutator estimate (11.22.3) with N − 1 in the role of N and %2trg/χ(Small) in the role
of f, and inequalities (11.5.2b), (11.18.1a), (11.27.1b), and (11.27.2), we deduce that the magnitude of this
term is . the right-hand side of (16.2.1) as desired.
We next bound the first term [L,S N−1](%2X˜) on the last line of the right-hand side of (10.3.6). Refer-
ring to definition (10.3.1b), we see that we have to bound
[L/L,L/N−1S ]
{
−12%
2G/ AA LΨ−
1
2%
2GLLLΨ + %2G/ AL d/AΨ
}
. (16.2.4)
From Lemma 7.2.1, inequality (11.5.2b), inequality (11.12.1a), the estimates of Cor. 11.18.2, inequality
(11.22.3) with N − 1 in the role of N and f equal to the terms in braces in (16.2.4), and the bootstrap
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assumptions (BAΨ), we deduce that
∣∣∣∣[L/L,L/N−1S ]{−12%2G/ AA LΨ− 12%2GLLLΨ + %2G/ AL d/AΨ
}∣∣∣∣ . ln(e+ t)1 + t
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣ (16.2.5)
+ 1(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ ,
which is . the right-hand side of (16.2.1) as desired.
We now bound the second term on the last line of the right-hand side of (10.3.6). We first use (11.5.2a)
and the fact that %L ∈ Z to deduce that∣∣∣L{[%2,S N−1]trg/χ(Small)}∣∣∣ . ∣∣∣Z ≤N−1trg/χ(Small)∣∣∣ . (16.2.6)
To conclude that the right-hand side of (16.2.6) is . the right-hand side of (16.2.1) as desired, we use
inequality (11.18.1a) with N − 1 in the role of N.
We now bound the final term on the last line of the right-hand side of (10.3.6). We first use definitions
(10.3.1b) and (10.3.4b) to deduce that the term can be rewritten as follows:
L
{
%2(S
N−1)X˜−S N−1(%2X˜)
}
= −12L[%G/
A
A ,L/N−1S ](%LΨ)−
1
2L[%GLL,L/
N−1
S ](%LΨ) (16.2.7)
+ L/L[%2G/ AL ,L/N−1S ]d/AΨ.
We show how to bound the last term on the right-hand side of (16.2.7); the first two terms can be bounded
using essentially the same reasoning. From the fact that %L ∈ Z , Lemma 7.2.1, inequality (11.5.2b), the
estimates of Cor. 11.18.2, and the bootstrap assumptions (BAΨ), we deduce that
%
∣∣∣L/L[%2G/ AL ,L/N−1S ]d/AΨ∣∣∣ . 1(1 + t)2
∣∣∣Z ≤N (µ− 1)∣∣∣+ ln(e+ t) ∣∣∣d/Z ≤N−1Ψ∣∣∣ (16.2.8)
+ ln(e+ t)
∣∣∣d/Z ≤12Ψ∣∣∣ ∣∣∣L/≤NZ G/ #L ∣∣∣ .
Cor. 11.18.2, inequality (11.15.1a), and the bootstrap assumptions (BAΨ) then yield that the right-hand
side of (16.2.8) is . the right-hand side of (16.2.1) as desired.
Recall that Lemma 10.4.2 provides the transport equation verified by the partially modified quantity
d/S N−1µ and that (SN−1)J is a source term in the equation. In the next lemma, we derive pointwise
estimates for this source term.
Lemma 16.2.2 (Pointwise estimates for the inhomogeneous terms corresponding to the partially modi-
fied version of d/S N−1µ). Let 1 ≤ N ≤ 24 be an integer and letS N−1 be an (N−1)st order pure spatial
commutation vectorfield operator (see definition (6.1.2a)). Let (S
N−1)J be the St,u one-form inhomoge-
neous term (10.4.6). Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently
small, then the following estimates hold onMT(Bootstrap),U0 :
%
∣∣∣(SN−1)J∣∣∣ .
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣+
ln(e+ t)
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ . (16.2.9)
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Proof. We start by bounding the product %L/N−1S J arising from the first term on the right-hand side of
(10.4.6), where the St,u one-form J is defined in (10.4.3). We apply % times L/N−1S to the right-hand side of
(10.4.3) and apply the Leibniz rule. We bound the termsSMG(Frame),SMLG(Frame), andL/MS d/G(Frame)
by using the fact that %L ∈ Z , inequality (11.5.2b), Lemma 7.2.1, Lemma 11.13.1, inequality (11.12.1a),
and the estimates of Lemma 11.15.1. We bound the terms SMµ and L/MS d/µ with Lemma 7.2.1 and in-
equality (11.27.2). We bound the terms L/MS
 LΨR˘Ψ
d/Ψ
 with Lemma 11.13.1 and the bootstrap assumptions
(BAΨ). In total, these estimates yield that %
∣∣∣L/N−1S J∣∣∣ is . the right-hand side of (16.2.9) as desired.
To bound % times the second term on the right-hand side of (10.4.6), we first use the Leibniz rule and
Lemma 7.2.1 to deduce that
%
∣∣∣[L/N−1S , GLL]d/R˘Ψ∣∣∣ . ∣∣∣L/≤12S GLL∣∣∣ ∣∣∣%d/S ≤N−2R˘Ψ∣∣∣+ % ∣∣∣d/S ≤12Ψ∣∣∣ ∣∣∣L/≤N−1S GLL∣∣∣ . (16.2.10)
Inequalities (11.15.1a) and (11.15.1b) and the bootstrap assumptions (BAΨ) then yield that the right-hand
side of (16.2.10) is . the right-hand side of (16.2.9) as desired.
To bound % times the third term on the right-hand side of (10.4.6), we use inequality (11.22.11) with
N − 1 in the role of N and d/µ in the role of ξ, Lemma 7.2.1, and inequalities (11.12.1a) and (11.27.1b) to
deduce the following desired bound:
%
∣∣∣[L/L,L/N−1S ]d/µ∣∣∣ .
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
%d/Z ≤N−1Ψ
R˘Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣+
ln(e+ t)
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ . (16.2.11)
To bound % times the fourth term on the right-hand side of (10.4.6), we refer to definition (10.4.1b) to
see that we have to bound %[L/L,L/N−1S ]
{
1
2µGLLd/Ψ + µGLRd/Ψ
}
. We now address the term µGLLd/Ψ (the
term µGLRd/Ψ can be handled using the same arguments). The estimates (11.15.1b), (11.27.2), the bootstrap
assumptions (BAΨ), and Lemma 7.2.1 together imply that
∣∣∣L/≤12Z (µGLLd/Ψ)∣∣∣ . ε ln(e + t)(1 + t)−2.
Combining this estimate with inequality (11.22.11), where µGLLd/Ψ plays the role of ξ and N − 1 plays the
role of N, we deduce that
%
∣∣∣[L/L,L/N−1S ](µGLLd/Ψ)∣∣∣ . ln(e+ t)1 + t
∣∣∣L/≤N−1Z (µGLLd/Ψ)∣∣∣ (16.2.12)
+ ln(e+ t)(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤N−1Ψ
%d/Z ≤N−1Ψ
R˘Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣+
ln(e+ t)
(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ .
The last two terms in (16.2.12) are manifestly . the right-hand side of (16.2.9) as desired. To bound the
first term by the right-hand side of (16.5.1) we use the Leibniz rule, Lemma 7.2.1, the estimates (11.15.1a),
(11.15.1b), (11.27.2), and the bootstrap assumptions (BAΨ).
To bound % times the last term on the right-hand side of (10.4.6), we use definitions (10.4.1b) and
(10.4.4b) and Lemma 7.2.1 to deduce that the term can be rewritten as follows:
L/L
{
(SN−1)M˜ − L/N−1S M˜
}
= 12L/L[L/
N−1
S ,µGLL]d/Ψ (16.2.13)
+ L/L[L/N−1S ,µGLR]d/Ψ.
16. Pointwise Estimates for the Difficult Error Integrands 259
We show how to bound the first term on the right-hand side of (16.2.13); the proof of the bound for the
second one is identical. From the fact that %L ∈ Z , Lemma 7.2.1, the estimates (11.15.1b) and (11.27.2),
and the bootstrap assumptions (BAΨ), we deduce that
%
∣∣∣L/L[L/N−1S ,µGLL]d/Ψ∣∣∣ . 1(1 + t)2
∣∣∣Z ≤N (µ− 1)∣∣∣+ ln(e+ t) ∣∣∣d/Z ≤N−1Ψ∣∣∣ (16.2.14)
+ ln(e+ t)
∣∣∣d/Z ≤12Ψ∣∣∣ ∣∣∣Z ≤NGLL∣∣∣ .
Inequality (11.15.1a) and the bootstrap assumptions (BAΨ) then yield that the right-hand side of (16.2.14)
is . the right-hand side of (16.2.9) as desired.
16.3 Inverting the transport equation verified by the fully modified version
ofS N trg/χ(Small)
In Sect. 16.4, we derive pointwise estimates for the most difficult top-order wave equation error integrands
that arise from the multiplier T. Our derivation of these pointwise estimates is based on a detailed analysis
of the fully modified quantities defined in Sect. 10.2. In this section, we carry out a preliminary step.
Specifically, we invert the transport equation (10.2.14) verified by the fully modified quantities (S
N )X
in order to obtain preliminary pointwise estimates for them, where the S N are N th order pure spatial
commutation vectorfield operators. One minor difficulty is that the estimates for distinct (S
N )X are weakly
coupled due to the presence of the important top-order term µ[L,S N ]trg/χ(Small) on the right-hand side of
(10.2.14). We overcome this difficulty by a deriving Gronwall-type estimate that simultaneously involves
all of the N th order quantities (S
N )X . The details are provided in the next lemma.
Lemma 16.3.1 (Inverting the transport equation verified by (SN )X ). Let 0 ≤ N ≤ 24 be an integer.
Let (S
N )X , X, and (S
N )I be as in Prop. 10.2.3. Under the small-data and bootstrap assumptions of
Sects. 11.1-11.4, if ε is sufficiently small, then the following estimates hold onMT(Bootstrap),U0 :
%2(t, u)
∣∣∣(SN )X ∣∣∣ (t, u, ϑ) (16.3.1)
≤ (1 + Cε) sup
0≤s≤t
(
µ(s, u, ϑ)
µ(0, u, ϑ)
)2
%2(0, u)
∣∣∣X [N ]∣∣∣ (0, u, ϑ)
+ 2(1 + Cε)
∫ t
s=0
(
µ(t, u, ϑ)
µ(s, u, ϑ)
)2
%2(s, u) [Lµ(s, u, ϑ)]−
µ(s, u, ϑ)
∣∣∣X[N ]∣∣∣ (s, u, ϑ) ds
+ 12(1 + Cε)
∫ t
s=0
(
µ(t, u, ϑ)
µ(s, u, ϑ)
)2
%2(s, u)trg/χ(s, u, ϑ)
∣∣∣X[N ]∣∣∣ (s, u, ϑ) ds
+ 2(1 + Cε)
∫ t
s=0
(
µ(t, u, ϑ)
µ(s, u, ϑ)
)2
%2(s, u)
∣∣∣χˆ(Small)∣∣∣ (s, u, ϑ) ∣∣∣µL/≤NS χˆ(Small)∣∣∣ (s, u, ϑ) ds
+ (1 + Cε)
∫ t
s=0
(
µ(t, u, ϑ)
µ(s, u, ϑ)
)2
%2(s, u)
{∣∣∣I[N ]∣∣∣ (s, u, ϑ) + ∣∣∣I˜N ∣∣∣ (s, u, ϑ)} ds.
Above,
∣∣∣X [N ]∣∣∣ denotes a term that is ≤ ∑|~I|=N c~I ∣∣∣(S ~I)X ∣∣∣ , where the c~I are non-negative constants ver-
ifying
∑
|~I|=N c~I ≤ 1. Similarly,
∣∣∣X[N ]∣∣∣ denotes a term that is ≤ ∑|~I|=N c~I ∣∣∣S ~IX∣∣∣ , where the c~I are
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non-negative constants verifying
∑
|~I|=N c~I ≤ 1, and
∣∣∣I[N ]∣∣∣ denotes a term that is ≤ ∑|~I|=N c~I ∣∣∣(S ~I)I∣∣∣ ,
where the c~I are non-negative constants verifying
∑
|~I|=N c~I ≤ 1. Furthermore, I˜N is an inhomogeneous
term that verifies the pointwise estimate
∣∣∣I˜N ∣∣∣ (t, u, ϑ) . ln(e+ t)(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
ln(e+ t)
(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ . (16.3.2)
Proof. We view the terms in the transport equation (10.2.14) as functions of (s, u, ϑ).We multiply both sides
of (10.2.14) by the integrating factor ι(s, u, ϑ) := exp
(∫ s
t′=0
{
trg/χ− 2Lµµ
}
(t′, u, ϑ) dt′
)
(corresponding
to the coefficient of (S
N )X on the left-hand side of (10.2.14)) and then integrate the resulting transport
equation for ι(S
N )X along the integral curves of L = ∂∂s from s = 0 to s = t. With the help of the estimate
(11.30.13), we see that
ι(s, u, ϑ) := exp
(∫ s
t′=0
{
trg/χ− 2
Lµ
µ
}
(t′, u, ϑ) dt′
)
= µ
2(0, u, ϑ)
µ2(s, u, ϑ) exp
(∫ s
t′=0
trg/χ(t′, u, ϑ) dt′
)
(16.3.3)
= (1 +O(ε))%
2(s, u)
%2(0, u)
µ2(0, u, ϑ)
µ2(s, u, ϑ) .
We also use the inequality 0 < −2Lµµ + 12 trg/χ ≤ 2 [Lµ]−µ + 12 trg/χ, which follows from (12.2.120), in order
to bound the magnitude of the coefficient of the factorS NX on the right-hand side of (10.2.14). This leads
to the pointwise estimate (16.3.1) except that on the right-hand side of (16.3.1), in place of the termsX [N ],
X[N ], and I[N ], there respectively appears (S
N )X , S NX, and (S
N )I, and in place of the integrand term∣∣∣I˜N ∣∣∣ , there appears the commutator term ∣∣∣µ[L,S N ]trg/χ(Small)∣∣∣ from the right-hand side of (10.2.14).
We now claim that the following estimate holds:
∣∣∣µ[L,S N ]trg/χ(Small)∣∣∣ (t, u, ϑ) ≤ Cε ln(e+ t)(1 + t)2 ∑
|~I|=N
(S ~I)X + C ln(e+ t)(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ (16.3.4)
+ C ln(e+ t)(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ .
Once we have shown (16.3.4), in order to deduce the desired estimate (16.3.1), we first sum the integral
inequalities verified by each fixed
∣∣∣(SN )X ∣∣∣ in order to deduce an integral inequality for ∑|~I|=N ∣∣∣(S ~I)X ∣∣∣ .
We then use Gronwall’s inequality to derive a pointwise estimate for the quantity
∑
|~I|=N
∣∣∣(S ~I)X ∣∣∣ in which
the quantity
∑
|~I|=N
∣∣∣(S ~I)X ∣∣∣ no longer appears on the right-hand side. In deriving the Gronwall estimate,
we use the time-integrability of the factor ε ln(e+ t)(1 + t)−2 that multiplies∑|~I|=N ∣∣∣(S ~I)X ∣∣∣ on the right-
hand side of (16.3.4). We then revisit the original integral inequality verified by the fixed
∣∣∣(SN )X ∣∣∣ and
insert the Gronwall estimate for
∑
|~I|=N
∣∣∣(S ~I)X ∣∣∣ into the first term on the right-hand side of (16.3.4). The
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remaining terms on the right-hand side of (16.3.4) result in the presence of the term
∣∣∣I˜N ∣∣∣ on the right-hand
side of (16.3.1).
It remains for us to prove (16.3.4). As a first step, we use the pointwise estimates µ . ln(e + t) and∣∣∣Z ≤11trg/χ(Small)∣∣∣ . ε ln(e+ t)(1+ t)−2 (which follow from (11.27.2)), the commutator estimate (11.22.3)
with trg/χ(Small) in the role of f, the bound (11.27.1b) for
∣∣∣L(%2Z ≤N−1trg/χ(Small))∣∣∣ , the identity L% =
1, the bound (11.18.1a) for
∣∣∣Z ≤N−1trg/χ(Small)∣∣∣ in terms of other variables, Cor. 11.27.3, and inequality
(11.12.1a) to deduce that
∣∣∣µ[L,S N ]trg/χ(Small)∣∣∣ . ε ln(e+ t)(1 + t)2
3∑
l=1
∣∣∣∣∣
(
µR˘Z ≤N−1trg/χ(Small)
µO(l)Z
≤N−1trg/χ(Small)
)∣∣∣∣∣+ ε ln2(e+ t)(1 + t)3
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤N−Ψ

∣∣∣∣∣∣∣∣∣
(16.3.5)
+ ε ln
2(e+ t)
(1 + t)4
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ .
Next, we consider the first array on the right-hand side of (16.3.5). We repeatedly use inequalities (11.22.1a)
and (11.22.1b) with f = trg/χ(Small), (11.27.2), and (11.13.3) to commute any factor Z := %L in R˘Z ≤N−1
or OZ ≤N−1 all the way in front. We then use the estimates described just above inequality (16.3.5) to
bound all derivatives of trg/χ(Small) except the pure spatial top-order ones S N in terms of other variables,
thus deducing that
ε
ln(e+ t)
(1 + t)2
3∑
l=1
∣∣∣∣∣
(
µR˘Z ≤N−1trg/χ(Small)
µO(l)Z
≤N−1trg/χ(Small)
)∣∣∣∣∣ . ε ln(e+ t)(1 + t)2
∣∣∣µS N trg/χ(Small)∣∣∣ (16.3.6)
+ ε ln
2(e+ t)
(1 + t)3
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣
+ ε ln
2(e+ t)
(1 + t)4
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ .
Using the identity µS ~I trg/χ(Small) = (S
~I)X −S ~IX, and the estimate µ . ln(e + t), we bound the first
term on the right-hand side of (16.3.6) as follows:∣∣∣µS N trg/χ(Small)∣∣∣ . ∑
|~I|=N
(S ~I)X +
∑
|~I|=N
∣∣∣S ~IX∣∣∣ . (16.3.7)
Combining (16.3.5), (16.3.6), and (16.3.7), and using (16.1.1a) to bound the terms
∣∣∣S ~IX∣∣∣ on the right-hand
side of (16.3.7), we conclude the desired bound (16.3.4). We have thus proved Lemma 16.3.1.
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16.4 Pointwise estimates for the difficult error integrands requiring full mod-
ification
In the next proposition, we derive precise pointwise estimates for the difficult error integrand products
(R˘Ψ)OS N−1trg/χ(Small) and (R˘Ψ)∆/S N−1µ from Prop. 15.1.2, whereS N−1 is an (N − 1)st order pure
spatial commutation vectorfield operator. More precisely, the last inequality in (14.1.1) allows us to estimate
(R˘Ψ)R˘S N−1trg/χ(Small) instead of (R˘Ψ)∆/S N−1µ. We must use the fully modified quantities defined in
Sect. 10.2 to derive these estimates, which play an important role in our derivation of a priori estimates for
the top-order L2 quantityQ(≤24). We stress that the large µ−1? −degeneracy of our a priori estimates for
Q(≤24) (see inequality (19.2.7e)) stems in part from the “boxed” constants appearing on the right-hand
sides of the estimates of Prop. 16.4.1.
Proposition 16.4.1 (Pointwise estimates for (R˘Ψ)OS N−1trg/χ(Small)) and (R˘Ψ)R˘S N−1trg/χ(Small)) ).
Let 1 ≤ N ≤ 24 be an integer and let S N−1 be an (N − 1)st order pure spatial commutation vectorfield
operator (see definition (6.1.2a)). Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε
is sufficiently small, then the following pointwise estimates hold onMT(Bootstrap),U0 , where
∣∣∣X [N ]∣∣∣ denotes
a term that is ≤ ∑|~I|=N c~I ∣∣∣(S ~I)X ∣∣∣ , where (S ~I)X is defined by (10.2.13) and the c~I are non-negative
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constants verifying
∑
|~I|=N c~I ≤ 1 :∣∣∣(R˘Ψ)OS N−1trg/χ(Small)∣∣∣ , ∣∣∣(R˘Ψ)R˘S N−1trg/χ(Small)∣∣∣ (16.4.1)
≤ 2
∥∥∥∥Lµµ
∥∥∥∥
C0(Σut )
∣∣∣R˘S NΨ∣∣∣
+ 4 (1 + C
√
ε) 1
%(t, u)
∥∥∥∥Lµµ
∥∥∥∥
C0(Σut )
∫ t
t′=0
‖[Lµ]−‖C0(Σu
t′ )
µ?(t′, u)
%(t′, u)
∣∣∣R˘S NΨ∣∣∣ (t′, u, ϑ) dt′
+ 2 (1 + Cε) 1
%2(t, u)
∥∥∥∥Lµµ
∥∥∥∥
C0(Σut )
∫ t
t′=0
∥∥∥∥∥
(
µ(t, ·)
µ
)2∥∥∥∥∥
C0(Σu
t′ )
%(t′, u)
∣∣∣R˘S NΨ∣∣∣ (t′, u, ϑ) dt′
+ Cεµ−1? (t, u)
ln2(e+ t)
(1 + t)3 |X
[N ]|(0, u, ϑ)
+ Cεµ−1/2? (t, u)
1
(1 + t)2
∣∣∣∣∣∣∣
 %
√
µ
{
L+ 12 trg/χ
}
S ≤NΨ
R˘S ≤NΨ
%
√
µd/S ≤NΨ

∣∣∣∣∣∣∣
+ Cεµ−1? (t, u)
1
(1 + t)
∣∣∣∣∣
(
R˘Z ≤N−1Ψ
Z ≤N−1Ψ
)∣∣∣∣∣+ Cεµ−3/2? (t, u) ln(e+ t)(1 + t)2
∣∣∣∣∣
(
%
√
µ
{
L+ 12 trg/χ
}
Z ≤N−1Ψ
%
√
µd/Z ≤N−1Ψ
)∣∣∣∣∣
+ Cεµ−1? (t, u)
1
(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣
+ Cεµ−1? (t, u)
ln3(e+ t)
(1 + t)3
∫ t
t′=0
1
µ?(t′, u)
∣∣∣∣∣∣∣
 %
√
µ
{
L+ 12 trg/χ
}
Z ≤NΨ
R˘Z ≤NΨ
%
√
µd/Z ≤NΨ

∣∣∣∣∣∣∣ (t′, u, ϑ) dt′
+ Cεµ−1? (t, u)
ln2(e+ t)
(1 + t)3
∫ t
t′=0
%(t′, u) 1
µ?(t′, u)
∣∣∣∣∣
(
R˘Z ≤N−1Ψ
Z ≤N−1Ψ
)∣∣∣∣∣ (t′, u, ϑ) dt′
+ Cεµ−1? (t, u)
ln3(e+ t)
(1 + t)3
∫ t
t′=0
1
µ
3/2
? (t′, u)
∣∣∣∣∣
(
%
√
µ
{
L+ 12 trg/χ
}
Z ≤N−1Ψ
%
√
µd/Z ≤N−1Ψ
)∣∣∣∣∣ (t′, u, ϑ) dt′
+ Cεµ−1? (t, u)
ln3(e+ t)
(1 + t)3
∫ t
t′=0
∣∣∣∣∣
(
µ∇ˆ/ 2S ≤N−1µ
%µ∇/L/≤N−1S χˆ(Small)
)∣∣∣∣∣ (t′, u, ϑ) dt′
+ Cεµ−1? (t, u)
ln2(e+ t)
(1 + t)3
∫ t
t′=0
1
(1 + t′)
1
µ?(t′, u)
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ (t′, u, ϑ) dt′.
Proof. For definiteness, we prove inequality (16.4.1) only for the term (R˘Ψ)OS N−1trg/χ(Small); the proof
for the term (R˘Ψ)R˘S N−1trg/χ(Small) is identical. We begin by setting S N := OS N−1 and using
Def. 10.2.2 (see also (10.2.1b)) to deduce that∣∣∣µOS N−1trg/χ(Small) − (SN )X ∣∣∣ (16.4.2)
≤
∣∣∣GLLR˘S NΨ∣∣∣+ 12
∣∣∣µG/ AA LS NΨ∣∣∣+ 12
∣∣∣µGLLLS NΨ∣∣∣+ ∣∣∣µG/ AL d/AS NΨ∣∣∣
+
∣∣∣∣S NX− {−GLLR˘S NΨ− 12µG/ AA LS NΨ− 12µGLLLS NΨ + µG/ AL d/AS NΨ
}∣∣∣∣ .
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From (16.4.2), the bootstrap assumption ‖R˘Ψ‖C0(Σut ) ≤ ε(1+t)−1 (that is, (BAΨ)), inequalities (11.15.1b)
and (16.1.2), and the bound |µ− 1| . ε ln(e+ t) (that is, (11.27.2)), we deduce that∣∣∣(R˘Ψ)OS N−1trg/χ(Small)∣∣∣ (16.4.3)
≤ 1
%2
∣∣∣∣∣R˘Ψµ (%2(SN )X )
∣∣∣∣∣+
∣∣∣∣∣GLL R˘Ψµ R˘S NΨ
∣∣∣∣∣+ Cε 1(1 + t)2
∣∣∣∣∣
(
%LS NΨ
%d/S NΨ
)∣∣∣∣∣
+ Cε ln(e+ t)(1 + t)2
1
µ
∣∣∣∣∣∣∣
 %LZ ≤N−1Ψ%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣+ Cε
1
(1 + t)
1
µ
∣∣∣R˘Z ≤N−1Ψ∣∣∣
+ Cε 1(1 + t)3
1
µ
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ .
We now bound the right-hand side of (16.4.3) by the right-hand side of (16.4.1) by using a separate argument
for each term. Throughout the remainder of this proof, we use the definition of µ? and in particular the
estimate µ? ≤ 1 without mentioning it each time. We also silently use the simple inequality |Lf | ≤∣∣∣{Lf + 12 trg/χf}∣∣∣+C(1 + t)−1|f |, which follows easily from the estimate |%trg/χ| . 1 (that is, (11.16.1b)).
The first term on the right-hand side of (16.4.3) is the most difficult, and we handle it at the end of the proof.
To bound the second term on the right-hand side of (16.4.3), we first use the transport equation (3.2.1) for
Lµ, the bootstrap assumption ‖%LΨ‖C0(Σut ) ≤ ε(1 + t)−1 (that is, (BAΨ)), and inequality (11.15.1b) to
deduce that ∣∣∣∣∣GLL R˘Ψµ R˘S NΨ
∣∣∣∣∣ ≤ 2
∥∥∥∥Lµµ
∥∥∥∥
C0(Σut )
∣∣∣R˘S NΨ∣∣∣+ Cε 1(1 + t)2
∣∣∣R˘S NΨ∣∣∣ . (16.4.4)
The first term on the right-hand side of (16.4.4) accounts for the first term on the right-hand side of (16.4.1),
and the second term is also easily seen to be ≤ the right-hand side of (16.4.1). The last term on the first
line of the right-hand side of (16.4.3) and the terms on the second and third lines of the right-hand side of
(16.4.3) are also easily seen to be ≤ the right-hand side of (16.4.1) as desired.
Bounding the difficult term piece by piece: To bound the (difficult) first term on the right-hand side
of (16.4.3) by the right-hand side of (16.4.1), we use the preliminary pointwise estimates provided by
Lemma 16.3.1, which provide a pointwise bound for %2(S
N )X . Specifically, we see that it suffices to
bound 1
%2
R˘Ψ
µ times the right-hand side of (16.3.1); we derive the desired bounds by arguing term by term.
To bound 1
%2
R˘Ψ
µ times the first term on the right-hand side of (16.3.1), we use the bootstrap assumption
‖R˘Ψ‖C0(Σut ) ≤ ε(1 + t)−1 (that is, (BAΨ)) and the aforementioned bound |µ− 1| . ε ln(e+ t) to deduce
that ∣∣∣∣∣ 1%2(t, u) R˘Ψ(t, u, ϑ)µ(t, u, ϑ) max0≤s≤t
(
µ(s, u, ϑ)
µ(0, u, ϑ)
)2
%2(0, u)
∣∣∣∣∣ |X [N ]|(0, u, ϑ) (16.4.5)
≤ Cε 1
µ?(t, u)
ln2(e+ t)
(1 + t)3 |X
[N ]|(0, u, ϑ),
where |X [N ]| is defined just below (16.3.1). Clearly the right-hand side of (16.4.5) is ≤ the right-hand side
of (16.4.1) as desired.
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Bound for the term arising from the first time integral on the right-hand side of (16.3.1): We now
address the first time integral on the right-hand side of (16.3.1). To this end, we first note that by the
definition of
∣∣∣X[N ]∣∣∣ , which is defined just below (16.3.1), the estimate (11.13.2) (with Ψ in the role of f ),
the estimate (11.15.1b), and inequality (16.1.2), we have
∣∣∣X[N ]∣∣∣ ≤ |GLLR˘S NΨ|+ C 11 + tµ
∣∣∣∣∣
(
%
{
L+ 12 trg/χ
}
S ≤NΨ
%d/S ≤NΨ
)∣∣∣∣∣ (16.4.6)
+ C ln(e+ t)1 + t
∣∣∣∣∣∣∣
 %
{
L+ 12 trg/χ
}
Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣+ C
∣∣∣R˘Z ≤N−1Ψ∣∣∣
+ Cε 1(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ .
Next, we pointwise bound the product of the first and third integrand terms in the first time integral on
the right-hand side of (16.3.1) by using Def. 12.2.1 and the estimates (12.2.15), (12.2.16a), (12.2.19), and
(12.2.20) to deduce that for 0 ≤ s ≤ t, we have(
µ(t, u, ϑ)
µ(s, u, ϑ)
)2 [Lµ(s, u, ϑ)]−
µ(s, u, ϑ) ≤ (1 + C
√
ε) [Lµ(s, u, ϑ)]−
µ(s, u, ϑ) + Cε
ln3(e+ s)
(1 + s)2 . (16.4.7)
We now use (16.4.6), (16.4.7), (11.15.1b), the estimate |[Lµ]−|(s, u, ϑ) ≤ |Lµ|(s, u, ϑ) . ε(1 + s)−1,
(which follows from (11.27.3)), the bootstrap assumption ‖R˘Ψ‖C0(Σut ) ≤ ε(1 + t)−1 (that is, (BAΨ)), and
the definition of µ? to deduce that 1%2
R˘Ψ
µ times the first time integral on the right-hand side of (16.3.1) is
bounded in magnitude by
≤ 2(1 + Cε) 1
µ
1
%2
|R˘Ψ|
∫ t
s=0
(
µ(t, u, ϑ)
µ(s, u, ϑ)
)2
%2(s, u) [Lµ(s, u, ϑ)]−
µ(s, u, ϑ)
∣∣∣X[N ]∣∣∣ (s, u, ϑ) ds (16.4.8)
≤ 2(1 + C√ε) 1
µ
1
%2
|R˘Ψ|
∫ t
s=0
%2(s, u)
‖[Lµ]−‖C0(Σus )
µ?(s, u)
∣∣∣GLLR˘S NΨ∣∣∣ (s, u, ϑ) ds
+ Cε 1
µ?
ln3(e+ t)
(1 + t)3
∫ t
s=0
∣∣∣R˘S NΨ∣∣∣ (s, u, ϑ) ds
+ Cε 1
µ?
1
(1 + t)3
∫ t
s=0
∣∣∣∣∣
(
%
{
L+ 12 trg/χ
}
S ≤NΨ
%d/S ≤NΨ
)∣∣∣∣∣ (s, u, ϑ) ds
+ Cε 1
µ?
1
(1 + t)3
∫ t
s=0
%(s, u) 1
µ?(s, u)
∣∣∣R˘Z ≤N−1Ψ∣∣∣ (s, u, ϑ) ds
+ Cε 1
µ?
ln(e+ t)
(1 + t)3
∫ t
s=0
1
µ?(s, u)
∣∣∣∣∣∣∣
 %
{
L+ 12 trg/χ
}
Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣ (s, u, ϑ) ds
+ Cε 1
µ?
1
(1 + t)3
∫ t
s=0
1
(1 + s)
1
µ?(s, u)
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ (s, u, ϑ) ds.
The main challenge is to bound the (difficult) first product 2(1+C
√
ε) · · · on the right-hand side of (16.4.8)
by the right-hand side of (16.4.1); it is straightforward to see that the remaining products on the right-hand
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side of (16.4.8) are ≤ the right-hand side of (16.4.1) as desired. To bound the difficult first product on the
right-hand side of (16.4.8), we first use the estimate (11.28.3), the estimate ‖[Lµ]−‖C0(Σus ) . ε(1 + s)−1
(that is, (11.27.3)) and the bootstrap assumption ‖R˘Ψ‖C0(Σut ) ≤ ε(1 + t)−1 (that is, (BAΨ)) to replace the
integrand factorGLL(s, u, ϑ) withGLL(t, u, ϑ) up to error terms, which allows us to bound the first product
by
≤ 2(1 + C√ε)1
%
1
µ
|R˘Ψ||GLL|
∫ t
s=0
%(s, u)
‖[Lµ]−‖C0(Σus )
µ?(s, u)
∣∣∣R˘S NΨ∣∣∣ (s, u, ϑ) ds (16.4.9)
+ Cε 1(1 + t)3
1
µ?
∫ t
s=0
1
µ?(s, u)
∣∣∣R˘S NΨ∣∣∣ (s, u, ϑ) ds.
Clearly, the second product on the right-hand side of (16.4.9) is ≤ the right-hand side of (16.4.1) as desired.
To bound the first product on the right-hand side of (16.4.9), we use essentially the same reasoning that we
used to deduce (16.4.4) in order to bound it by
≤ 4(1 + C√ε)1
%
∥∥∥∥Lµµ
∥∥∥∥
C0(Σut )
∫ t
s=0
%(s, u)
‖[Lµ]−‖C0(Σus )
µ?(s, u)
∣∣∣R˘S NΨ∣∣∣ (s, u, ϑ) ds (16.4.10)
+ Cε 1(1 + t)3
∫ t
s=0
1
µ?(s, u)
∣∣∣R˘S NΨ∣∣∣ (s, u, ϑ) ds.
Finally, we observe that both terms on the right-hand side of (16.4.10) are ≤ the right-hand side of (16.4.1)
as desired.
Bound for the term arising from the second time integral on the right-hand side of (16.3.1): We
now bound 1
%2
R˘Ψ
µ times the second time integral on the right-hand side of (16.3.1). We begin by using
the estimate (11.27.2) to pointwise bound the integrand factor as follows: trg/χ(s, u, ϑ) = 2%−1(s, u) +
trg/χ(Small)(s, u, ϑ) ≤ 2(1 + Cε)%−1(s, u). Next, we substitute this bound and the bound (16.4.6) for the
integrand factor
∣∣∣X[N ]∣∣∣ into the second time integral. We give a separate argument for each term on the
right-hand side of (16.4.6). First, using the above estimate for trg/χ, we bound 1%2
R˘Ψ
µ times the part of the
second time integral that arises from the first term on the right-hand side of (16.4.6) by
≤ (1 + Cε) 1
%2
1
µ
|R˘Ψ|
∫ t
s=0
(
µ(t, u, ϑ)
µ(s, u, ϑ)
)2
%(s, u)
∣∣∣GLLR˘S NΨ∣∣∣ (s, u, ϑ) ds. (16.4.11)
We now use arguments similar to the ones we used above in order to replace the integrand factorGLL(s, u, ϑ)
with GLL(t, u, ϑ) in (16.4.11) up to error terms and to then bound the product 1µ |GLL||R˘Ψ| by 2
∣∣∣Lµµ ∣∣∣ up
to error terms. This line of reasoning allows us to bound the right-hand side of (16.4.11) by the product
2 (1 + Cε) 1
%2(t,u) · · · on the right-hand side of (16.4.1) plus other non-boxed-constant-multiplied error
terms on the right-hand side of (16.4.1).
Next, we use the estimate |%trg/χ| . 1 noted above and the bootstrap assumption ‖R˘Ψ‖C0(Σut ) ≤ ε(1 +
t)−1 to bound 1
%2
R˘Ψ
µ times the part of the second time integral that arises from the second product on the
right-hand side of (16.4.6) by
≤ Cε 1(1 + t)3
∫ t
s=0
µ(t, u, ϑ)
µ(s, u, ϑ)
∣∣∣∣∣
(
%
{
L+ 12 trg/χ
}
S ≤NΨ
%d/S ≤NΨ
)∣∣∣∣∣ (s, u, ϑ) ds. (16.4.12)
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Furthermore, from Definition (12.2.1) and the estimates (12.2.16b) and (12.2.20), it follows that the factor
µ(t,u,ϑ)
µ(s,u,ϑ) in (16.4.12) is . ln(e + t). In total, we see that (16.4.12) is ≤ the right-hand side of (16.4.1) as
desired.
Using similar reasoning, we bound 1
%2
R˘Ψ
µ times the part of the second time integral that arises from the
third, fourth, and fifth products on the right-hand side of (16.4.6) respectively by
≤ Cε 1
µ?
ln3(e+ t)
(1 + t)3
∫ t
s=0
∣∣∣∣∣∣∣
 %
{
L+ 12 trg/χ
}
Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣ (s, u, ϑ) ds, (16.4.13)
≤ Cε 1
µ?
ln2(e+ t)
(1 + t)3
∫ t
s=0
%(s, u, ϑ)
∣∣∣R˘Z N−1Ψ∣∣∣ (s, u, ϑ) ds, (16.4.14)
and
≤ Cε 1
µ?
ln2(e+ t)
(1 + t)3
∫ t
s=0
1
1 + s
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ (s, u, ϑ) ds (16.4.15)
as desired.
Bound for the term arising from the third time integral on the right-hand side of (16.3.1): We now
pointwise bound 1
%2
R˘Ψ
µ times the third time integral on the right-hand side of (16.3.1). We first note that
(11.27.2) implies the pointwise bound
∣∣∣χˆ(Small)∣∣∣ (s, u, ϑ) .  ln(e+ s)(1 + s)−2. Also using the bootstrap
assumption ‖R˘Ψ‖C0(Σut ) ≤ ε(1 + t)−1 (that is, (BAΨ)), we deduce that 1%2 R˘Ψµ times the third time integral
on the right-hand side of (16.3.1) is bounded in magnitude by
≤ Cε ln(e+ t)(1 + t)3
1
µ(t, u, ϑ)
∫ t
s=0
µ2(t, u, ϑ)
µ2(s, u, ϑ)
∣∣∣µL/≤NS χˆ(Small)∣∣∣ (s, u, ϑ) ds. (16.4.16)
We now notice that the analysis of the right-hand side of (16.4.16) easily reduces to the case of the
top-order operators L/NS ; in the cases of the lower-order operators L/≤N−1S , we use inequality (11.18.1a) with
≤ N − 1 in the role of N and the pointwise bound
∣∣∣ µ(t,u,ϑ)µ(s,u,ϑ) ∣∣∣ . ln(e + t), (which follows from the line of
reasoning just below (16.4.12)) to bound the below-top-order terms on the right-hand side of (16.4.16) by
≤ the right-hand side of (16.4.1) as desired.
We now consider two cases depending on the structure of the top-order operators L/NS in (16.4.16): i)
S N = R˘S N−1, and ii) S N = OS N−1. If S N = R˘S N−1, then we use inequality (11.13.2) with Ψ in
the role of f, the second inequality in (14.1.1), and the pointwise bound µ(t,u,ϑ)
µ(s,u,ϑ) . ln(e+ t) noted above to
deduce that the right-hand side of (16.4.16) is
≤ Cε ln
3(e+ t)
(1 + t)3
1
µ?(t, u)
∫ t
s=0
∣∣∣µ/ˆ∇2S ≤N−1µ∣∣∣ (s, u, ϑ) ds (16.4.17)
+ Cε ln(e+ t)(1 + t)3
∫ t
s=0
1
1 + s
∣∣∣∣∣∣∣∣∣∣

%
{
L+ 12 trg/χ
}
Z ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣∣
(s, u, ϑ) ds
+ Cε ln(e+ t)(1 + t)3
∫ t
s=0
1
(1 + s)2
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ (s, u, ϑ) ds.
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It is easy to see that the right-hand side of (16.4.17) is ≤ the right-hand side of (16.4.1) as desired.
IfS N = OS N−1, then we first use inequality (11.12.4) to deduce that∣∣∣µL/NS χˆ(Small)∣∣∣ (s, u, ϑ) . % ∣∣∣µ∇/L/≤N−1S χˆ(Small)∣∣∣ (s, u, ϑ) + ∣∣∣µL/≤N−1S χˆ(Small)∣∣∣ (s, u, ϑ). (16.4.18)
Using inequality (16.4.18), reasoning as in the previous caseS N = R˘S N−1, and using inequality (11.18.1a)
with N − 1 in the role of N to pointwise bound the second (lower-order) term on the right-hand side of
(16.4.18), we conclude that in the present case S N = OS N−1, the right-hand side of (16.4.16) is ≤ the
right-hand side of (16.4.1) as desired.
Bound for the term arising from the final time integral on the right-hand side of (16.3.1): We now
pointwise bound 1
%2
R˘Ψ
µ times the final time integral on the right-hand side of (16.3.1). The integrand
terms
∣∣∣I[N ]∣∣∣ (s, u, ϑ) and ∣∣∣I˜N ∣∣∣ (s, u, ϑ) have already been suitably bounded by virtue of the definition of∣∣∣I[N ]∣∣∣ (s, u, ϑ), which is defined just below (16.3.1), and the estimates (16.1.9) and (16.3.2) (with s in the
role of t in these estimates). The bootstrap assumption ‖R˘Ψ‖C0(Σut ) ≤ ε(1 + t)−1 (that is, (BAΨ)) yields
the pointwise estimate
∣∣∣ 1%2 R˘Ψµ ∣∣∣ . ε 1µ(1 + t)−3. Furthermore, we have already proved the integrand factor
estimate µ(t,u,ϑ)
µ(s,u,ϑ) . ln(e + t). Also accounting for the integrand factor %2(s, u), we see that these esti-
mates imply that 1
%2
R˘Ψ
µ times the final time integral on the right-hand side of (16.3.1) is in magnitude ≤ the
right-hand side of (16.4.1) as desired.
In the next lemma, we provide a cruder version of Prop. 16.4.1 that is useful for bounding some of the
top-order terms that we encounter in our analysis.
Lemma 16.4.2 (Cruder pointwise estimates for µOS N−1trg/χ(Small), µR˘S N−1trg/χ(Small), µ∆/S N−1µ).
Let 1 ≤ N ≤ 24 be an integer, and let S N−1 be an (N − 1)st order pure spatial commutation vectorfield
operator. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then
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the following pointwise estimates hold onMT(Bootstrap),U0 :∣∣∣µOS N−1trg/χ(Small)∣∣∣ , (16.4.19)∣∣∣µR˘S N−1trg/χ(Small)∣∣∣ ,∣∣∣µ∆/S N−1µ∣∣∣
.
∣∣∣∣∣∣∣∣∣

µLZ ≤NΨ
R˘Z ≤NΨ
µd/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣+
1
(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣
+ 1
%
∫ t
t′=0
‖[Lµ]−‖C0(Σu
t′ )
µ?(t′, u)
%(t′, u)
∣∣∣∣∣
(
R˘Z ≤NΨ
Z ≤NΨ
)∣∣∣∣∣ (t′, u, ϑ) dt′
+ 1
%2
∫ t
t′=0
∥∥∥∥∥
(
µ(t, ·)
µ
)2∥∥∥∥∥
C0(Σu
t′ )
%(t′, u)
∣∣∣∣∣
(
R˘Z ≤NΨ
Z ≤NΨ
)∣∣∣∣∣ (t′, u, ϑ) dt′ + ln2(e+ t)(1 + t)2
∣∣∣X [N ]∣∣∣ (0, u, ϑ)
+ ln
3(e+ t)
(1 + t)2
∫ t
t′=0
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ (t
′, u, ϑ) dt′
+ ε ln
3(e+ t)
(1 + t)2
∫ t
t′=0
∣∣∣∣∣
(
µ∇ˆ/ 2S ≤N−1µ
%µ∇/L/≤N−1S χˆ(Small)
)∣∣∣∣∣ (t′, u, ϑ) dt′
+ ln
3(e+ t)
(1 + t)2
∫ t
t′=0
1
(1 + t′)
1
µ?(t′, u)
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ (t′, u, ϑ) dt′.
The term
∣∣∣X [N ]∣∣∣ appearing on the right-hand side of (16.4.19) is defined just below (16.3.1).
Proof. The estimate (16.4.19) for
∣∣∣µR˘S N−1trg/χ(Small)∣∣∣ and ∣∣∣µR˘S N−1trg/χ(Small)∣∣∣ can be proved by using
arguments similar to the ones we used in the proof of (16.4.1), along with inequality (11.13.3) with Ψ in the
role of f. We omit the details (note however that the present estimates contain an extra factor of µ compared
to (16.4.1) and that the factor R˘Ψ from (16.4.1) is not present). The argument is in fact significantly simpler
because we are no longer seeking to pair R˘Ψ with GLL in an effort to generate the factor Lµ. Hence, we
do not bother to replace the integrand factor GLL(t′, u, ϑ) with GLL(t, u, ϑ) up to error terms as we did in
(16.4.9). Moreover, to derive (16.4.19), it suffices to use the following cruder version of inequality (16.4.6):
∣∣∣X[N ]∣∣∣ . ∣∣∣∣∣
(
R˘Z ≤NΨ
Z ≤NΨ
)∣∣∣∣∣+ 11 + tµ
∣∣∣∣∣
(
%LZ ≤NΨ
%d/Z ≤NΨ
)∣∣∣∣∣+ ε 1(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ .
(16.4.20)
Inequality (16.4.19) for
∣∣∣µ∆/S N−1µ∣∣∣ then follows from the bound (16.4.19) for ∣∣∣µR˘S N−1trg/χ(Small)∣∣∣ ,
the final inequality in (14.1.1), and the bound µ . ln(e+ t) (that is, (11.27.2)).
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16.5 Pointwise estimates for the difficult error integrands requiring partial
modification
In order to derive suitable a priori estimates for the top-order L2 quantity Q˜(≤24), we need to derive sharp-
ened pointwise and L2 estimates for the partially modified versions of S 23trg/χ(Small) and d/S 23µ defined
in Sects. 10.3 and 10.4; the estimates that would follow from Prop. 11.27.1 are not sufficient to close the
top-order estimates. We provide the sharpened pointwise estimates in the next two lemmas.
Lemma 16.5.1 (Sharp transport inequalities for partially modified versions of d/S N−1µ,S N−1trg/χ(Small)).
Let 1 ≤ N ≤ 24 be an integer and let S N−1 be an (N − 1)st order pure spatial commutation vectorfield
operator (see definition (6.1.2a)). Let (S
N−1)X˜ be the partially modified quantity defined in (10.3.4a)
and let (S
N−1)M˜ be the partially modified St,u one-form defined in (10.4.4a). Under the small-data and
bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following estimates hold on
MT(Bootstrap),U0 :∣∣∣∣∣∣∣L ∣∣∣%(SN−1)M˜ ∣∣∣∣∣∣− 12
∣∣∣%GLLd/S N−1R˘Ψ∣∣∣∣∣∣∣ , (16.5.1)∣∣∣∣%{L/L + trg/χ} (SN−1)M˜ # − 12%GLLd/#S N−1R˘Ψ
∣∣∣∣ ,∣∣∣∣L{%2(SN−1)X˜ }+ 12%2GLL∆/S N−1Ψ
∣∣∣∣ ,∣∣∣∣%2 {L+ trg/χ} (SN−1)X˜ + 12%2GLL∆/S N−1Ψ
∣∣∣∣
.
∣∣∣∣∣∣∣∣∣∣

%
{
L+ 12 trg/χ
}
Z ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣∣
+ ln(e+ t)(1 + t)2
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ .
Proof. Proof of the second inequality in (16.5.1): We begin by proving the inequality (16.5.1) for the sec-
ond term on the left-hand side. From equation (10.4.5) and the identity
{
L/L + trg/χ
}
g/−1 = −2χˆ(Small)##,
which follows from (2.15.4), (3.3.1c), and (6.2.1b), we see that the desired inequality (16.5.1) will follow
once we show that %
∣∣∣χˆ(Small)∣∣∣ ∣∣∣(SN−1)M˜ ∣∣∣ and % ∣∣∣(SN−1)J∣∣∣ are each bounded in magnitude by . the right-
hand side of (16.5.1), where (S
N−1)J is the inhomogeneous term (10.4.6). We have already proved the
desired bound for %
∣∣∣(SN−1)J∣∣∣ in Lemma 16.2.2. To bound the remaining product, we first use (11.12.1a),
(11.15.1b), and the bound µ . ln(e+t) (that is, (11.27.2)) to deduce that %
∣∣∣χˆ(Small)∣∣∣ . ε ln(e+t)(1+t)−1
and
∣∣∣(SN−1)M˜ ∣∣∣ . (1+ t)−1 ∣∣∣Z ≤N (µ− 1)∣∣∣+ln(e+ t) ∣∣∣d/S N−1Ψ∣∣∣ . It follows that % ∣∣∣χˆ(Small)∣∣∣ ∣∣∣(SN−1)M˜ ∣∣∣
is . the right-hand side of (16.5.1) as desired.
Proof of the first inequality in (16.5.1): We first note the following simple inequality, which holds for any
St,u one-form ξ :
|L(%|ξ|)| ≤ |χ(Small)||%ξ|+ %
∣∣∣(L/L + trg/χ)ξ#∣∣∣ . (16.5.2)
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Inequality (16.5.2) follows easily from the identity L/Lg/−1 = −2χ(Small)##, the decomposition χ =
%−1g/ + χ(Small), and the fact that L% = 1. We now set ξ = (SN−1)M˜ . A suitable estimate for the term
%
∣∣∣(L/L + trg/χ)ξ#∣∣∣ is provided by the already proven second inequality in (16.5.1). Furthermore, the same
reasoning that we used in our proof of the second inequality in (16.5.1) also implies that |χ(Small)||%ξ| =
|χ(Small)||%ξ#| is. the right-hand side of (16.5.1). We have thus proved the desired bound for the first term
on the left-hand side of (16.5.1).
Proof of the third inequality in (16.5.1): We now prove inequality (16.5.1) for the third term on the left-
hand side. To derive the desired bound, we have to show that
∣∣∣(SN−1)B∣∣∣ is. the right-hand side of (16.5.1),
where (S
N−1)B is the inhomogeneous term defined in (10.3.6). The desired bound follows from Lemma
16.2.1 and the estimate %
∣∣∣trg/χ∣∣∣ . 1 (that is, (11.16.1b)).
Proof of the fourth inequality in (16.5.1): We begin by noting that if f is any function, then
%2
{
L+ trg/χ
}
f − L(%2f) = %2trg/χ(Small)f. (16.5.3)
The identity (16.5.3) follows easily from the decomposition trg/χ = 2%−1 + trg/χ(Small) and the fact that
L% = 1. We now set f = (SN−1)X˜ , that is, equal to the relevant factor in the fourth term on the left-hand
side of (16.5.1). A suitable estimate for the term L(%2f) is provided by the already proven third inequality in
(16.5.1). By inequality (11.27.1b), the magnitude of the remaining term %2trg/χ(Small)f is . ε ln(e+ t)|f |.
From (11.15.1b), Cor. 11.18.2, the estimate %
∣∣∣trg/χ∣∣∣ . 1 (that is, (11.16.1b)), and inequality (11.18.1a) with
N − 1 in the role of N, we deduce that ε ln(e+ t)|f | is . the right-hand side of (16.5.1) as desired.
In the next lemma, we provide time-integrated versions of the estimates of Lemma 16.5.1.
Lemma 16.5.2 (Sharp pointwise estimates for partially modified versions of d/S N−1µ,S N−1trg/χ(Small)).
Let 1 ≤ N ≤ 24 be an integer. Let (SN−1)X˜ be the partially modified quantity defined in (10.3.4a)
and let (S
N−1)M˜ be the partially modified St,u one-form defined in (10.4.4a). Under the small-data and
bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following estimates hold on
MT(Bootstrap),U0 :∣∣∣%(SN−1)M˜ ∣∣∣ ≤ 12 |GLL|
∫ t
t′=0
∣∣∣%d/S NΨ∣∣∣ (t′, u, ϑ) dt′ (16.5.4)
+ Cε
∫ t
t′=0
∣∣∣d/S NΨ∣∣∣ (t′, u, ϑ) dt′ + Cε
+ C
∫ t
t′=0
∣∣∣∣∣∣∣∣∣∣

%
{
L+ 12 trg/χ
}
Z ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣∣
(t′, u, ϑ) dt′
+ C
∫ t
t′=0
ln(e+ t′)
(1 + t′)2
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ (t′, u, ϑ) dt′,
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∫ t
t′=0
∣∣∣%2∆/S N−1Ψ∣∣∣ (t′, u, ϑ) dt′ (16.5.5)
+ Cε
∫ t
t′=0
∣∣∣d/S NΨ∣∣∣ (t′, u, ϑ) dt′ + Cε
+ C
∫ t
t′=0
∣∣∣∣∣∣∣∣∣∣

%
{
L+ 12 trg/χ
}
Z ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣∣
(t′, u, ϑ) dt′
+ C
∫ t
t′=0
ln(e+ t′)
(1 + t′)2
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ (t′, u, ϑ) dt′.
Proof. To deduce (16.5.4), we integrate the first inequality of (16.5.1) along the integral curves of L. We
use the estimate (11.28.3) to replace the integrand factor GLL(t′, u, ϑ) with GLL(t, u, ϑ) up to an error term
that is bounded by the second time integral on the right-hand side of (16.5.4). We also use Lemma 11.8.3 to
deduce that the initial data term is . ε in magnitude. The estimate (16.5.4) thus follows.
The estimate (16.5.5) follows from the third inequality of (16.5.1), inequality (11.12.1c) with f =
S N−1Ψ, and the same argument.
In the next lemma, we derive pointwise estimates for some negligible error terms that arise when we
a priori derive estimates for the top-order quantity Q˜(≤24). Specifically, these terms arise in Sect. 19.7
when, to avoid error integrals with unfavorable time-growth, we substitute the partially modified quantities
O(S
N−1)X˜ and div/ (S
N−1)M˜ in place of OS N−1trg/χ(Small) and ∆/S N−1µ.
Lemma 16.5.3 (Pointwise estimates for some harmless error terms that arise from the top-order
Morawetz multiplier estimates). Let 1 ≤ N ≤ 23 be an integer and let S N−1 be an (N − 1)st or-
der pure spatial commutation vectorfield operator (see Def. 6.1.2). Let (S
N−1)X˜ be the function defined
in (10.3.4b) and let (S
N−1)M˜
#
be the St,u−tangent vectorfield that is g/−dual to the one-form defined in
(10.4.4b). Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then
the following estimates hold onMT(Bootstrap),U0 :
(R˘Ψ)O(SN−1)X˜ = Harmless≤N , (16.5.6)
(R˘Ψ)div/ (SN−1)M˜
#
= Harmless≤N . (16.5.7)
Proof. We first prove (16.5.6). From definition (10.3.4b), the Leibniz rule, the bootstrap assumptions
(BAΨ), inequality (11.13.1) with Ψ in the role of f, the estimate (11.15.1b), and Cor. 11.18.2, we deduce
that
∣∣∣(R˘Ψ)O(SN−1)X˜∣∣∣ . ε 1(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ . (16.5.8)
In view of Def. 15.1.1, we see that the desired result (16.5.6) follows from (16.5.8).
We now prove (16.5.7). From definition (10.4.4b), the Leibniz rule, inequalities (11.12.1a) and (11.12.1c),
the estimate(11.15.1b), the estimate µ . ln(e+t) (that is, (11.27.2)), and the bootstrap assumptions (BAΨ),
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we deduce that
∣∣∣∣(R˘Ψ)div/ (SN−1)M˜#∣∣∣∣ . ε ln(e+ t)(1 + t)2
∣∣∣∣∣∣∣∣∣

%LZ ≤NΨ
R˘Z ≤NΨ
%d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ . (16.5.9)
In view of Def. 15.1.1, we see that the desired result (16.5.7) follows from (16.5.9).
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17
Elliptic Estimates and Sobolev Embedding
on the Riemannian manifolds (St,u, g/)
In Chapter 17, we provide some elliptic estimates corresponding to various elliptic operators on the Rieman-
nian manifolds (St,u, g/). We use these estimates in Chapter 19 in order to close our top-order a priori L2
estimates. Specifically, we must use the elliptic estimates when we bound the top-order derivatives of ∇/ 2µ
and ∇/χ(Small). We also prove a standard Sobolev embedding-type proposition, which we eventually use to
improve the fundamental C0 bootstrap assumptions (BAΨ).
17.1 Elliptic estimates
To derive the desired elliptic estimates, we first have to obtain pointwise estimates for the Gaussian curvature
K of g/. We start with the following basic lemma, which provides a connection between K and the Riemann
curvature tensor RABCD of g/.
Lemma 17.1.1 (Connection between the Gaussian and Riemann curvatures of g/). Let K and RABCD
respectively denote the Gaussian curvature and Riemann curvature tensor of the Riemannian metric g/ on
the two-dimensional manifold St,u. Then
RABCD = K {g/ACg/BD − g/ADg/BC} . (17.1.1)
Proof. This is a standard result. See, for example, [21, Sect. 3.3] for a proof.
We now state a second basic lemma that provides the well-known formula for the first variation of the
scalar curvature R of g/.
Lemma 17.1.2 (First variation formula for the first variation of R). Let (λ)g/ be a one-parameter family
of Riemannian metrics on St,u verifying (0)g/ = g/, and let g˙/ := ddλ |λ=0(λ)g/. Similarly, let (λ)R denote the
scalar curvature of (λ)g/, and let R˙ := ddλ |λ=0(λ)R. Then we have the following identity for the first variation
of the scalar curvature:
R˙ = −RAB g˙/AB −∆/ trg/g˙/+ (g/−1)AB(g/−1)CD∇/ 2AC g˙/BD, (17.1.2)
where RAB := (g/−1)CDRACBD is the Ricci curvature tensor of g/.
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Proof. This is another standard result. See, for example, [8, Ch. 2].
Next, we use Lemma (17.1.2) to derive an expression for R˘R.
Corollary 17.1.3 (An expression R˘R). Let RAB := (g/−1)CDRACBD and R := (g/−1)ABRAB respec-
tively denote the Ricci curvature tensor and scalar curvature of g/. Then we have the following evolution
equation:
R˘R = −RAB(R˘)pi/AB −∆/ trg/(R˘)pi/+∇/ 2AB(R˘)pi/AB. (17.1.3)
Proof. We use Lemma 17.1.2 in the case that (λ)g/ is the pullback of g/ by the flow map ϕ(λ) of R˘ (cf. the
proof of Lemma 7.2.4 in the case Z = O). Then using Lemma 6.2.1 and the fact that the Lie derivative of a
tensorfield with respect to a vectorfield is the derivative (with respect to the flow parameter) of the pullback
of the tensorfield by the flow map of the vectorfield, we have g˙/ = L/R˘g/ = (R˘)pi/ and R˙ = R˘R. Substituting
for g˙/ and R˙ in (17.1.2), we arrive at the desired identity (17.1.3).
The following corollary provides an evolution equation for K along the integral curves of R˘.
Corollary 17.1.4 (Evolution equation for the Gaussian curvature K of g/). Let K denote the Gaussian
curvature of the Riemannian metric g/ on St,u. Then %2K verifies the following transport equation:
R˘(%2K) = (%2K)
{
µ− 1
%
+ µtrg/χ(Small) − trg/k/(Trans−Ψ) + µtrg/k/(Tan−Ψ)
}
(17.1.4)
+ %∆/µ+ %2∆/ (µtrg/χ(Small))− %2∆/ trg/k/(Trans−Ψ) − %2∆/ (µtrg/k/(Tan−Ψ) )
− %2(∇/ 2)AB(µχ(Small)AB ) + %2(∇/ 2)ABk/(Trans−Ψ)AB + %2(∇/ 2)AB(µk/(Tan−Ψ)AB ).
In (17.1.4), the St,u tensors χ(Small), k/
(Trans−Ψ) , and k/(Tan−Ψ) are defined by (3.3.1c), (4.1.4b), and
(4.1.5b).
Proof. Contracting the identity (17.1.1) against (g/−1)AC and (g/−1)AC(g/−1)BD, we see thatRAB = Kg/AB
and R = 2K, where RAB and R respectively denote the Ricci curvature and the scalar curvature of g/. The
desired identity (17.1.4) now follows from these identities, (17.1.3), the identity R˘% = −1, and the identity
(R˘)pi/AB = −2%−1µg/AB − 2µχ(Small)AB + 2k/(Trans−Ψ)AB + 2µk/(Tan−Ψ)AB (see (6.2.2f)-(6.2.2g)).
We proceed to the next lemma, which, based on the bootstrap assumptions and some previously proven
C0 estimates, provides pointwise estimates for the Gaussian curvature K of g/. This lemma is important
because in order to derive our desired elliptic estimates, we use the following consequence of the lemma:
K ≥ 0. Actually, we prove a much stronger estimate in the lemma.
Lemma 17.1.5 (Pointwise estimate for the Gaussian curvature K of g/). Under the small-data and boot-
strap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following pointwise estimate holds
for the Gaussian curvature K of g/ onMT(Bootstrap),U0 :∣∣∣%2K− 1∣∣∣ (t, u, ϑ) . ε ln(e+ t)1 + t . (17.1.5)
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Proof. We fix the time t. We will apply a Gronwall argument to the quantity
q := %2K− 1 (17.1.6)
along the integral curves of R˘, which are contained in ΣU0t . Recall that R˘u = 1 and hence we can view
R˘ = ddu along the integral curves. We first derive suitable pointwise estimates for the non-K terms on the
right-hand side of (17.1.4) at time t. To begin, we use (4.1.4b) and (4.1.5b) to deduce the following schematic
identities: k/(Trans−Ψ) = G(Frame)R˘Ψ, k/(Tan−Ψ) = G(Frame)
(
LΨ
d/Ψ
)
. Furthermore, the same identi-
ties hold for trg/k/
(Trans−Ψ) and trg/k/
(Tan−Ψ) but with G(Frame)g/−1 in place of G(Frame). We then use
these schematic identities, inequalities (11.12.1a), (11.12.1c), and (11.17.2), the C0 estimates (11.15.1b),
(11.16.1b), and (11.27.2), and the bootstrap assumptions (BAΨ) to deduce that at time t, all terms on the
second and third lines of the right-hand side of (17.1.4) have magnitudes bounded by. ε ln(e+ t)(1+ t)−1.
Similarly, we deduce that the terms in braces multiplying %2K in the first line on the right-hand side of
(17.1.4) are in magnitude bounded by . ε ln(e + t)(1 + t)−1. Inserting these estimates into (17.1.4), we
deduce that ∣∣∣∣ dduq
∣∣∣∣ . ε ln(e+ t)1 + t |q|+ ε ln(e+ t)1 + t . (17.1.7)
Integrating (17.1.7) (along the integral curves of R˘) from 0 to u and using the fact that q(u = 0) ≡ 0 (that
is, that St,0 is a round Euclidean sphere of radius %(t, 0) = 1 + t and Gaussian curvature (1 + t)−2), we
deduce that
|q(u)| ≤ Cε ln(e+ t)1 + t + Cε
ln(e+ t)
1 + t
∫ u
u′=0
∣∣q(u′)∣∣ du′. (17.1.8)
Finally, applying Gronwall’s inequality to (17.1.8) and using the fact that 0 ≤ u ≤ U0 < 1, we conclude
that |q(u)| . ε ln(e+ t)(1 + t)−1, which is precisely the desired inequality (17.1.5).
We now use Lemma 17.1.5 to derive the desired elliptic estimates. We split the estimates into two
lemmas. The first lemma is for scalar-valued functions f, and we later apply it with f equal to a high-order
derivative of µ. The second is for symmetric, trace-free type
(0
2
)
St,u tensorfields ξ, and we later apply it
with ξ equal to a high-order derivative of χˆ(Small).
Lemma 17.1.6 (Elliptic estimates for solutions to Poisson’s equation on St,u). Let f be a function. Under
the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following
integral inequalities hold for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :∫
St,u
µ2|∇/ 2f |2 dυg/ ≤ 4
∫
St,u
µ2(∆/ f)2 dυg/ + Cε2
ln2(e+ t)
(1 + t)2
∫
St,u
|d/f |2 dυg/. (17.1.9)
Proof. Integrating by parts on the Riemannian manifold (St,u, g/) and using the commutator identity∇/A∆/ f =
∇/B∇/ 2ABf − Kd/Af (where K is the Gaussian curvature of g/), we deduce that∫
St,u
µ2
{
|∇/ 2f |2 + K|d/f |2
}
dυg/ = −2
∫
St,u
µ(∇/ 2ABf)(d/Af)d/Bµ dυg/ (17.1.10)
+
∫
St,u
µ2(∆/ f)2 + 2µ(∆/ f)(d/Af)d/Aµ dυg/.
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Applying Cauchy-Schwarz to the last integral on the right-hand side of (17.1.10), we deduce that∫
St,u
µ2
{1
2 |∇/
2f |2 + K|d/f |2
}
dυg/ ≤ 2
∫
St,u
µ2(∆/ f)2 dυg/ + 3
∫
St,u
|d/µ|2|d/f |2 dυg/. (17.1.11)
By (17.1.5), we have K > 0. Also using the inequality |d/µ| . ε ln(e + t)(1 + t)−1, which follows from
(11.12.1a) and (11.27.2), to estimate the last integral on the right-hand side of (17.1.11), we arrive at the
desired inequality (17.1.9).
Lemma 17.1.7 (Elliptic estimates for symmetric, trace-free type
(0
2
)
tensorfields on the St,u). Let ξ
be a symmetric, trace-free type
(0
2
)
St,u tensorfield. Under the small-data and bootstrap assumptions
of Sects. 11.1-11.4, if ε is sufficiently small, then the following integral inequalities hold for (t, u) ∈
[0, T(Bootstrap))× [0, U0] :∫
St,u
µ2|∇/ ξ|2 dυg/ ≤ 6
∫
St,u
µ|div/ ξ|2 dυg/ + Cε2
ln2(e+ t)
(1 + t)2
∫
St,u
|ξ|2 dυg/. (17.1.12)
Proof. For ξ verifying the hypotheses of the lemma, it is straightforward to verify using the identity (17.1.1)
that we have the commutator identity∇/ 2CAξ CB −∇/ 2ACξ CB = 2KξAB,whereRABCD is the Riemann curvature
tensor of the metric g/AB on St,u, K is its Gaussian curvature, and our curvature sign conventions are as in
Def. 10.1.1. Using this identity and the identity |∇/ ξ|2 = |div/ ξ|2 + (∇/AξBC)∇/BξAC (which holds for ξ
verifying the hypotheses of the lemma), we carry out a series of tedious but straightforward calculations to
deduce that
|∇/ ξ|2 + 2K|ξ|2 = 2|div/ ξ|2 + div/ Y, (17.1.13)
Y A := ξBC∇/BξAC − ξAB(div/ ξ)B. (17.1.14)
Multiplying (17.1.13) by µ2 and integrating by parts over St,u, we deduce that∫
St,u
µ2
{
|∇/ ξ|2 + 2K|ξ|2
}
dυg/ = 2
∫
St,u
µ2|div/ ξ|2 dυg/ − 2
∫
St,u
µY Ad/Aµ dυg/. (17.1.15)
Applying Cauchy-Schwarz to the integrals on the right-hand side of (17.1.15), we deduce that∫
St,u
µ2
{1
2 |∇/ ξ|
2 + 2K|ξ|2
}
dυg/ ≤ 3
∫
St,u
µ2|div/ ξ|2 dυg/ + 3
∫
St,u
|d/µ|2|ξ|2 dυg/. (17.1.16)
The desired estimate (17.1.12) now follows from (17.1.16), as in the end of our proof of Lemma 17.1.6.
17.2 Sobolev embedding
After we have derived suitable a priori L2 estimates, we then use the following Sobolev embedding-type
proposition and the subsequent corollary to improve the fundamental C0 bootstrap assumptions (BAΨ) for∥∥Z ≤13Ψ∥∥C0(Σut ) . For an alternate proof, see [11, Lemma 13.1].
Proposition 17.2.1 (C0 bounds for f in terms of the norm ‖ · ‖L2(St,u) of angular derivatives of f ). Let
O := {O(1), O(2), O(3)} denote the set of St,u−tangent rotation vectorfields. Let f be any function. Under
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the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following
Sobolev embedding estimate holds for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :
‖f‖C0(St,u) .
1
1 + t
∥∥∥O≤2f∥∥∥
L2(St,u)
. (17.2.1)
Proof. We will prove the following Sobolev embedding result:
%2(t, u) ‖f‖2C0(St,u) ≤ C
∫
St,u
|f |2 + %2|d/f |2 + %4|∇/ 2f |2 dυg/. (17.2.2)
Inequality (17.2.1) then follows from (11.12.1a), (11.12.1b), and (17.2.2).
To prove (17.2.2), we fix t, u and define the rescaled metric h/ := %−2g/ on St,u. From scaling considera-
tions, we deduce that (17.2.2) is equivalent to
‖f‖2C0(St,u) ≤ C
∫
St,u
|f |2 + |d/f |2h/ + |∇/ 2f |2h/ dυh/ = C
∫
ϑ∈S2
|f |2 + |d/f |2h/ + |∇/ 2f |2h/ dυh/(t,u,ϑ), (17.2.3)
where | · |h/ denotes the pointwise norm of a tensor as measured by h/, and there is no ambiguity in the
meaning of∇/ 2 since the Levi-Civita connections of g/ and h/ agree.
To prove (17.2.3), we let i(inject)(h/)(t, u) denote the radius of injectivity of (S2, h/(t, u, ·)). By [6, The-
orem 2.20], an estimate of the form (17.2.3) holds, and furthermore, the constant C can be bounded from
above by a continuous function that depends only on a lower bound for i(inject)(h/)(t, u) and the absolute
value of the Gaussian curvature K(h/)(t, u, ϑ) of h/(t, u, ϑ) (this follows from the proof of [6, Theorem 2.20]).
To complete the proof of the proposition, it only remains for us to derive these bounds. To proceed, we first
use scaling considerations and the estimate (17.1.5) for K(g/) to deduce
|K(h/)− 1| (t, u, ϑ) . ε ln(e+ t)1 + t . (17.2.4)
The desired bounds for |K(h/)| clearly follow from (17.2.4). Furthermore, since (17.2.4) implies in particular
that K(h/) is positive, an argument of Klingenberg (see [7, Theorem 5.9] or the proof given on [12, pg. 34])
implies that
i(inject)(h/)(t, u) ≥
pi√
supϑ∈S2 K(h/)(t, u, ϑ)
≥ pi − Cε ln(e+ t)1 + t . (17.2.5)
The desired lower bound for i(inject)(h/)(t, u) clearly follows from (17.2.5). We have thus proved the propo-
sition.
Corollary 17.2.2 (C0 bounds for Z NΨ in terms of the energies). Let E[·](t, u) be the energy functional
defined in (9.2.1a) and let f be any function. Under the small-data and bootstrap assumptions of Sects. 11.1-
11.4, if ε is sufficiently small, then the following estimates hold for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :
‖f‖C0(St,u) ≤ C
1
1 + t sup(t′,u′)∈[0,t]×[0,u]
E1/2[O≤2f ](t′, u′). (17.2.6)
Proof. Inequality (17.2.6) follows from (13.1.1a) and (17.2.1).
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18
L2 Estimates for the Eikonal Function
Quantities That Do Not Rely on Modified
Quantities
In Chapter 18, we use the pointwise estimates of Prop. 11.27.1 to derive corresponding L2 estimates for
the below-top-order derivatives of µ, Li(Small), and χ
(Small) in terms of the fundamental L2−controlling
quantities. We also estimate the top-order derivatives involving at least one L differentiation. They are easy
to derive because we allow them to lose one derivative relative to Ψ and hence we do not need to invoke the
modified quantities of Ch. 10.
18.1 L2 estimates for the eikonal function quantities that do not rely on mod-
ified quantities
We provide the desired L2 estimates in the next lemma.
Lemma 18.1.1 (Preliminary L2 estimates for the below-top-order derivatives and the top-order L
derivatives of µ, Li(Small), and χ
(Small)). Let 0 ≤ N ≤ 23 be an integer. Under the small-data and
bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then we have the following estimates for
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(t, u) ∈ [0, T(Bootstrap))× [0, U0] :∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
%2L/≤N−1Z χ(Small)
%2L/≤N−1Z χ(Small)#
%2Z ≤N−1trg/χ(Small)
%2L/≤N−1Z χˆ(Small)
%2L/≤N−1Z χˆ(Small)#

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
L2(Σut )
. (1 + t)ε+ (1 + t)
∫ t
s=0
Q1/2(≤N+1)(s, u)
1 + s ds, (18.1.1a)
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

LZ ≤Nµ
%
∑3
a=1 |LZ ≤NLa(Small)|
%2L/LL/≤N−1Z χ(Small)
L/L(%2L/≤N−1Z χ(Small)#)
L(%2Z ≤N−1trg/χ(Small))
%2L/LL/≤N−1Z χˆ(Small)
L/L(%2L/≤N−1Z χˆ(Small)#)

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
L2(Σut )
. ε ln(e+ t)1 + t +Q
1/2
(≤N+1)(t, u). (18.1.1b)
Furthermore, if 0 ≤ N ≤ 24 is an integer, we have the following estimates:∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
%2L/≤N−1Z χ(Small)
%2L/≤N−1Z χ(Small)#
%2Z ≤N−1trg/χ(Small)
%2L/≤N−1Z χˆ(Small)
%2L/≤N−1Z χˆ(Small)#

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
L2(Σut )
. (1 + t)ε+ (1 + t)
∫ t
s=0
Q
1/2
(≤N)(s, u)
1 + s +
Q˜1/2(≤N)(s, u)
(1 + s)µ1/2? (s, u)
 ds,
(18.1.2a)∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

LZ ≤Nµ
%
∑3
a=1 |LZ ≤NLa(Small)|
%2L/LL/≤N−1Z χ(Small)
L/L(%2L/≤N−1Z χ(Small)#)
L(%2Z ≤N−1trg/χ(Small))
%2L/LL/≤N−1Z χˆ(Small)
L/L(%2L/≤N−1Z χˆ(Small)#)

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
L2(Σut )
. ε ln(e+ t)1 + t +Q
1/2
(≤N)(t, u) + µ
−1/2
? (t, u)Q˜1/2(≤N)(t, u).
(18.1.2b)
Proof. To simplify the notation, we set
qN (t, u, ϑ) :=
∣∣∣∣∣∣∣
 Z
≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
Z ≤N−1(L(%2trg/χ(Small)))

∣∣∣∣∣∣∣ (t, u, ϑ), q˚N (u, ϑ) := qN (0, u, ϑ). (18.1.3)
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Integrating inequality (11.27.1b) along the integral curves of L to derive a pointwise bound for qN and then
using Lemma 11.30.6 to obtain an L2 bound for qN , we deduce that
1
1 + t‖qN‖L2(Σut ) ≤
1
1 + t‖q˚N‖L2(Σut ) + C
∫ t
s=0
1
1 + s
∥∥∥∥∥∥∥∥∥

%LZ ≤NΨ
%d/Z ≤NΨ
R˘Z ≤NΨ
Z ≤NΨ

∥∥∥∥∥∥∥∥∥
L2(Σus )
ds (18.1.4)
+ C
∫ t
s=0
ln(e+ s)
(1 + s)3 ‖qN‖L2(Σus ) ds.
To bound the first term on the right-hand side of (18.1.4) by . ε, we use Lemma 11.30.2 and the definition
(2.18.2b) of the norm ‖·‖L2(Σut ) to deduce that (1+t)−1‖q˚N‖L2(Σut ) . ‖q˚N‖L2(Σu0 ), and then Lemma 11.8.3,
Lemma 11.18.1, and (11.2.2) to deduce that ‖q˚N‖L2(Σu0 ) . ˚ ≤ ε.
To bound the second term on the right-hand side of (18.1.4), we first use Prop. 13.2.2 to deduce that the
array under the time integral is bounded in the norm ‖·‖L2(Σus ) by. Q
1/2
(≤N)(s, u)+µ
−1/2
? (s, u)Q˜1/2(≤N)(s, u).
Hence, the second term is
≤ C
∫ t
s=0
1
1 + sQ
1/2
(≤N)(s, u) ds+ C
∫ t
s=0
1
(1 + s)µ1/2? (s, u)
Q˜1/2(≤N)(s, u) ds. (18.1.5)
We now insert these two bounds into the right-hand side of (18.1.4) and apply Gronwall’s inequality to
the quantity (1 + t)−1‖qN‖L2(Σut ), which thus leads to the desired bound (18.1.2a) for the first two terms
and the fifth term in the array on the left-hand side.
To obtain the desired bounds (18.1.2a) for %2L/≤N−1Z χ(Small) and %2L/≤N−1Z χˆ(Small), we first note the
following inequality, which holds for any symmetric type
(0
2
)
St,u tensorfield:∣∣∣L(%2|ξ|)∣∣∣ ≤ ∣∣∣%2L/Lξ∣∣∣+ 2|χ(Small)||%2ξ| (18.1.6)
≤
∣∣∣%2L/Lξ∣∣∣+ Cε ln(e+ t)(1 + t)2 |%2ξ|.
The inequality (18.1.6) follows easily from the decomposition trg/χ = %−1g/+χ(Small), the fact that L% = 1,
and the estimate (11.27.2). We now apply (18.1.6) with L/≤N−1Z χ(Small) and L/≤N−1Z χˆ(Small) in the role of
ξ and also use inequality (11.27.1b) to bound the term
∣∣%2L/Lξ∣∣ . A Gronwall argument similar to the one
used in the previous paragraph now yields the desired estimates. We remark that the smallness of the data
of %2L/≤N−1Z χ(Small) and %2L/≤N−1Z χˆ(Small) follows easily from (11.27.1a) at t = 0.
To obtain the desired bounds (18.1.2a) for %2L/≤N−1Z χ(Small)# and %2L/≤N−1Z χˆ(Small)#, we first note the
following inequality, which holds any type
(1
1
)
St,u tensorfield:
|L|ξ|| ≤ |L/Lξ|+ 2|χ(Small)||ξ| (18.1.7)
≤ |L/Lξ|+ Cε
ln(e+ t)
(1 + t)2 |ξ|.
The inequality (18.1.7) follows easily from the decomposition χ = %−1g/ + χ(Small), the fact that L% = 1,
and the estimate (11.27.2). We now apply (18.1.7) with %2L/≤N−1Z χ(Small)# and %2L/≤N−1Z χˆ(Small)# in the
role of ξ and also use inequality (11.27.1b) to bound the term |L/Lξ| .A Gronwall argument similar to the one
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used above now yields the desired estimates. We remark that the smallness of the data of %2L/≤N−1Z χ(Small)#
and %2L/≤N−1Z χˆ(Small)# follows easily from (11.27.1a) at t = 0.
The proof of (18.1.1a) is very similar. The only difference is that we use Prop. 13.2.2 to bound the
array under the time integral in the second term on the right-hand side of (18.1.4) in the norm ‖ · ‖L2(Σus ) by
. Q1/2(≤N+1)(s, u).
Inequality (18.1.2b) follows from the estimates (11.27.1b) and (18.1.2a), inequality (12.3.10), the fact
that the first array on the right-hand side of (11.27.1b) is bounded in the norm ‖·‖L2(Σut ) by. Q
1/2
(≤N)(t, u)+
µ
−1/2
? (t, u)Q˜1/2(≤N)(t, u) (this fact follows from Prop. 13.2.2), and the fact thatQ(≤N) and Q˜(≤N) are increas-
ing in their arguments.
Inequality (18.1.1b) similarly follows from the estimates (11.27.1b) and (18.1.1a) and the fact that the
first array on the right-hand side of (11.27.1b) is bounded in the norm ‖ · ‖L2(Σut ) by . Q
1/2
(≤N+1)(t, u) (this
fact follows from Prop. 13.2.2).
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19
A Priori Estimates for the Fundamental
L2−Controlling Quantities
In Chapter 19, we derive the most important estimates of the monograph: a priori estimates for the funda-
mental L2−controlling quantities Q(N)(t, u), Q˜(N)(t, u), and K˜(N)(t, u). To this end, we first carry out the
main precursor step: we use the pointwise estimates from Chapters 15 and 16 to bound the error integrals
that arise in the energy-flux identities for the commuted wave equation. By “energy-flux identities,” we
mean the identities of Prop. 9.2.2 for Z ≤24Ψ. To make the analysis more tractable, we devote different
sections to bounding the different kinds of error integrals. We carry out this analysis in Sects. 19.3-19.7,
and in particular, we bound the most difficult error integrals in Sects. 19.6-19.7. We then combine the
large number of error integral estimates into our two main propositions of this section, which are stated in
Sect. 19.2: Propositions 19.2.1 and 19.2.2. The first proposition provides inequalities verified by the up-to-
top-order (N ≤ 24) L2−controlling quantities, while the second provides less degenerate inequalities for
the lower-order (N ≤ 23) L2−controlling quantities. The main point is that the estimates of the proposi-
tions imply that the hypotheses of the Gronwall-type Lemma 19.2.3 are verified by Q(N)(t, u), Q˜(N)(t, u),
and K˜(N)(t, u). Hence, the lemma yields the desired a priori estimates. We provide the proofs of Proposi-
tions 19.2.1 and 19.2.2 in Sects. 19.8 and 19.9. In Sect. 19.10, we provide the proof of the Gronwall-type
lemma.
19.1 Bootstrap assumptions for the fundamental L2−controlling quantities
In deriving our a priori estimates, we find it convenient to make bootstrap assumptions on theL2−controlling
quantities Q(N)(t, u), Q˜(N)(t, u), and K˜(N)(t, u) from Definitions 13.2.1 and 13.2.2. To state the bootstrap
assumptions, we first recall that µ?(t, u) := min{1, infΣut µ} and that ε is the small constant from Ch. 11.
Our L2 bootstrap assumptions are that the following inequalities hold for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :
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Q1/2(N)(t, u) ≤ ε, (0 ≤ N ≤ 15), (19.1.1a)
Q˜1/2(N)(t, u) + K˜
1/2
(N)(t, u) ≤ ε ln2(e+ t), (0 ≤ N ≤ 15), (19.1.1b)
Q1/2(16+M)(t, u) ≤ εµ−.75−M? (t, u), (0 ≤M ≤ 7), (19.1.1c)
Q˜1/2(16+M)(t, u) + K˜
1/2
(16+M)(t, u) ≤ ε ln2(e+ t)µ−.75−M? (t, u), (0 ≤M ≤ 7), (19.1.1d)
Q1/2(24)(t, u) ≤ ε lnA∗(e+ t)µ−8.75? (t, u), (19.1.1e)
Q˜1/2(24)(t, u) + K˜
1/2
(24)(t, u) ≤ ε lnA∗+2(e+ t)µ−8.75? (t, u), (19.1.1f)
where A∗ > 4 is a large constant that we choose below. Our goal in Chapter 19 is to use the results from the
previous sections to prove that for sufficiently small data, the above bootstrap assumptions in fact hold with
C˚ in place of ε, where ˚ is the size of the data (see Def. 11.2.1).
Remark 19.1.1 (We do not need the top-order bootstrap assumptions). In our proof of the fundamental
Gronwall lemma, Lemma 19.2.3, we do not rely on the top-order bootstrap assumptions (19.1.1e)-(19.1.1f).
However, we make them anyway for the sake illustrating the expected behavior of Q(24)(t, u), Q˜(24)(t, u),
and K˜(24)(t, u).
19.2 Statement of the two main propositions and the fundamental Gronwall
lemma
We begin by defining four classes of quantities that appear in the statements of the two main propositions.
These quantities collectively provide suitable upper bounds for the various error integrals that arise in our
analysis.
Remark 19.2.1 (The importance of the boxed constants). The “boxed” constants that appear in the below
definitions (and on the right-hand sides of the top-order estimates of Prop. 19.2.1) are the ones that force
us to prove estimates for the top-order quantities Q(≤24), Q˜(≤24), and K˜(≤24) that feature a somewhat large
degeneracy with respect to powers of µ−1? . The size of the boxed constants is intimately connected to the
powers of µ−1? that appear in our a priori estimates for Q(≤N), Q˜(≤N), and K˜(≤N). The most important
feature of the top-order estimates is that in the solution regime that we study in this monograph, the boxed
constants can be chosen to be independent of the number of times the equations are commuted with
vectorfields Z ∈ Z .
Definition 19.2.1 (Quantities that bound difficult top-order error integrals generated by the multi-
plier T ). We define the classes of terms I)
(≤N)(t, u), II)(≤N)(t, u), · · · , and VIII)(≤N)(t, u) to be any
functions of (t, u) such that there exist a constant 0 < a < 1/2 and a constant C > 0 such that under
the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following
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estimates hold for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :
I)
(≤N) ≤ 9
∫ t
t′=0
‖[Lµ]−‖C0(Σu
t′ )
µ?(t′, u)
Q1/2(≤N)(t
′, u)
∫ t′
s=0
‖[Lµ]−‖C0(Σus )
µ?(s, u)
Q1/2(≤N)(s, u) ds dt
′, (19.2.1a)
II)(≤N) ≤ Cε
∫ t
t′=0
1
(1 + t′)1+aµ?(t′, u)
Q1/2(≤N)(t
′, u)
∫ t′
s=0
1
(1 + s)
1
µ?(s, u)
Q1/2(≤N)(s, u) ds dt
′,
(19.2.1b)
III)(≤N) ≤ Cε
∫ t
t′=0
1
(1 + t′)1+aµ?(t′, u)
Q1/2(≤N)(t
′, u)
∫ t′
s=0
1
(1 + s)
1
µ?(s, u)
Q˜1/2(≤N)(s, u) ds dt
′,
(19.2.1c)
IV)(≤N) ≤ 9
∫ t
t′=0
1
%(t′, u)
{
1 + ln
(
%(t′,u)
%(0,u)
)}Q1/2(≤N)(t′, u) ∫ t′
s=0
‖[Lµ]−‖C0(Σus )
µ?(s, u)
Q1/2(≤N)(s, u) ds dt
′,
(19.2.1d)
V)
(≤N) ≤ 9
∫ t
t′=0
‖[Lµ]−‖C0(Σu
t′ )
µ?(t′, u)
Q(≤N)(t′, u) dt′, (19.2.1e)
VI)(≤N) ≤ 9
∫ t
t′=0
1
%(t′, u)
{
1 + ln
(
%(t′,u)
%(0,u)
)}Q(≤N)(t′, u) dt′, (19.2.1f)
VII)(≤N) ≤ Cε
∫ t
t′=0
1
(1 + t′)1+aµ?(t′, u)
Q(≤N)(t′, u) dt′, (19.2.1g)
VIII)(≤N) ≤ Cε
∫ t
t′=0
1
(1 + t′)1+aµ?(t′, u)
Q˜(≤N)(t′, u) dt′. (19.2.1h)
Definition 19.2.2 (Quantities that bound easy top-order and below-top-order error integrals gener-
ated by the multiplier T ). We define the classes of terms 0)(≤N+1)(t, u), i)(≤N)(t, u), ii)(≤N)(t, u), · · · ,
vi)(≤N)(t, u), to be any functions of (t, u) such that there exists a constant C > 0 such that under the small-
data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following estimates
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hold for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :
0)(≤N+1) ≤ Cε
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q1/2(≤N)(t
′, u)
∫ t′
s=0
1
1 + sQ
1/2
(≤N+1)(s, u) ds dt
′
︸ ︷︷ ︸
depends on an order N + 1 quantity
(19.2.2a)
+ Cε
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q1/2(≤N)(t
′, u)
∫ t′
s=0
1
(1 + s)µ1/2? (s, u)
Q˜1/2(≤N+1)(s, u) ds dt
′
︸ ︷︷ ︸
depends on an order N + 1 quantity
,
i)(≤N) ≤ C
∫ t
t′=0
1
(1 + t′)3/2
Q(≤N)(t′, u) dt′, (19.2.2b)
ii)(≤N) ≤ Cε1/2
∫ t
t′=0
ln(e+ t′)
(1 + t′)2
√
ln(e+ t)− ln(e+ t′)Q˜(≤N)(t
′, u) dt′, (19.2.2c)
iii)(≤N) ≤ C
∫ t
t′=0
1
(1 + t′)3/2
Q˜(≤N)(t′, u) dt′, (19.2.2d)
iv)(≤N) ≤ C
∫ u
u′=0
Q(≤N)(t, u′) du′, (19.2.2e)
v)(≤N) ≤ C
1
(1 + t)1/2
∫ u
u′=0
Q˜(≤N)(t, u′) du′, (19.2.2f)
vi)(≤N) ≤ C sup
t′∈[0,t]
K˜(≤N)(t′, u)
(1 + t′)1/2
. (19.2.2g)
Definition 19.2.3 (Quantities that bound difficult top-order error integrals generated by the multi-
plier K˜). We define the classes of terms I˜)
(≤N)(t, u), I˜I)(≤N)(t, u), · · · , and V˜III)(≤N)(t, u) to be
any functions of (t, u) such that there exists a constant C > 0 such that under the small-data and boot-
strap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following estimates hold for
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(t, u) ∈ [0, T(Bootstrap))× [0, U0] :
I˜)
(≤N) ≤ 5
∫ t
t′=0
‖[Lµ]−‖C0(Σu
t′ )
µ?(t′, u)
Q˜(≤N)(t′, u) dt′, (19.2.3a)
I˜I)(≤N) ≤ 5
∫ t
t′=0
1
%(t′, u)
{
1 + ln
(
%(t′,u)
%(0,u)
)}Q˜(≤N)(t′, u) dt′, (19.2.3b)
I˜II)(≤N) ≤ Cε
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q(≤N)(t′, u) dt′, (19.2.3c)
I˜V)(≤N) ≤ Cε
∫ t
t′=0
1
(1 + t′)3/2µ?(t′, u)
Q˜(≤N)(t′, u) dt′, (19.2.3d)
V˜)
(≤N) ≤ 5
‖Lµ‖C0((−)Σut;t)
µ
1/2
? (t, u)
Q˜1/2(≤N)(t, u)
∫ t
t′=0
1
µ
1/2
? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′, (19.2.3e)
V˜I)(≤N) ≤ 5
∥∥∥∥Lµµ
∥∥∥∥
C0((+)Σut;t)
Q˜1/2(≤N)(t, u)
∫ t
t′=0
∥∥∥∥∥∥
√
µ(t, ·)
µ
∥∥∥∥∥∥
C0((+)Σu
t′;t
Q˜1/2(≤N)(t
′, u) dt′, (19.2.3f)
V˜II)(≤N) ≤ Cε
1
µ
1/2
? (t, u)
Q˜1/2(≤N)(t, u)
∫ t
t′=0
1
(1 + t′)3/2
Q1/2(≤N)(t
′, u) dt′, (19.2.3g)
V˜III)(≤N) ≤ Cε
1
µ
1/2
? (t, u)
Q˜1/2(≤N)(t, u)
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′. (19.2.3h)
Definition 19.2.4 (Quantities that bound easy top-order and below-top-order error integrals gener-
ated by the multiplier K˜). We define the classes of terms 0˜)(≤N+1)(t, u), i˜)(≤N)(t, u), i˜i)(≤N)(t, u),
· · · , v˜)(≤N)(t, u), to be any functions of (t, u) such that there exists a constant C > 0 such that under
the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following
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estimates hold for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :
0˜)(≤N+1) ≤ Cε
∫ t
t′=0
1
(1 + t′)2
∫ t′
s=0
Q1/2(≤N+1)(s, u)
1 + s ds
2 dt′
︸ ︷︷ ︸
depends on an order N + 1 quantity
(19.2.4a)
+Cε
∫ t
t′=0
1
(1 + t′)2
∫ t′
s=0
Q˜1/2(≤N+1)(s, u)
(1 + s)µ1/2? (s, u)
ds
2 dt′
︸ ︷︷ ︸
depends on an order N + 1 quantity
,
i˜)(≤N) ≤ C ln4(e+ t)Q(≤N)(t, u), (19.2.4b)
i˜i)(≤N) ≤ 2
∫ t
t′=0
1
%(t′, u)
{
1 + ln
(
%(t′,u)
%(0,u)
)}Q˜(≤N)(t′, u) dt′, (19.2.4c)
i˜ii)(≤N) ≤ C
∫ t
t′=0
1
(1 + t′)3/2
Q˜(≤N)(t′, u) dt′, (19.2.4d)
i˜v)(≤N) ≤ C
∫ u
u′=0
Q˜(≤N)(t, u′) du′, (19.2.4e)
v˜)(≤N) ≤ CK˜(≤N)(t, u). (19.2.4f)
We now state the two propositions. We provide their proofs in Sects. 19.8 and 19.9.
Proposition 19.2.1 (The main top-order energy-flux integral inequalities). Assume that g(Ψ)Ψ = 0
and consider the quantities defined in Def. 19.2.1-Def. 19.2.4. Let 0 ≤ N ≤ 24 be an integer. There
exists a constant C > 0 such that under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if
ε is sufficiently small and ς > 0, ς˜ > 0 are any real numbers, then the following inequalities hold for
(t, u) ∈ [0, T(Bootstrap))× [0, U0] :
Q(≤N)(t, u) ≤ Q(≤N)(0, u) + Cε3µ−1? (t, u) + CεQ(≤N)(t, u) (19.2.5a)
+ Cεµ−1? (t, u) ln8(e+ t)Q(≤N−1)(t, u) + Cεµ−1? (t, u)Q˜(≤N−1)(t, u)
+ I)
(≤N)(t, u) + II)(≤N)(t, u) + · · ·+VIII)(≤N)(t, u)
+
{
1 + ς−1
}
i)(≤N)(t, u) + ii)(≤N)(t, u) +
{
1 + ς−1
}
iii)(≤N)(t, u)
+ iv)(≤N)(t, u) +
{
1 + ς−1
}
v)(≤N)(t, u) + {ε+ ς}vi)(≤N)(t, u),
Q˜(≤N)(t, u) + K˜(≤N)(t, u) ≤ CQ(≤N)(0, u) + Cε3µ−1? (t, u) + CεQ(≤N)(t, u) + CεQ˜(≤N)(t, u)
(19.2.5b)
+ Cεµ−1? (t, u) ln2(e+ t)Q(≤N−1)(t, u) + Cεµ−1? (t, u) ln2(e+ t)Q˜(≤N−1)(t, u)
+ I˜)
(≤N)(t, u) + I˜I)(≤N)(t, u) + · · ·+ V˜III)(≤N)(t, u)
+
{
1 + ς˜−1
}
i˜)(≤N)(t, u) + i˜i)(≤N)(t, u) +
{
1 + ς˜−1
}
i˜ii)(≤N)(t, u)
+
{
1 + ς˜−1
}
i˜v)(≤N)(t, u) + {ε+ ς˜} v˜)(≤N)(t, u).
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Proposition 19.2.2 (The main below-top-order energy-flux integral inequalities). Assume thatg(Ψ)Ψ =
0 and let 0 ≤ N ≤ 23 be an integer. Consider the quantities defined in Def. 19.2.1-Def. 19.2.4. There ex-
ists a constant C > 0 such that under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if
ε is sufficiently small and ς > 0, ς˜ > 0 are any real numbers, then the following inequalities hold for
(t, u) ∈ [0, T(Bootstrap))× [0, U0] :
Q(≤N)(t, u) ≤ Q(≤N)(0, u) + Cε3 (19.2.6a)
+ 0)≤N+1(t, u)
+
{
1 + ς−1
}
i)(≤N)(t, u) + ii)(≤N)(t, u) +
{
1 + ς−1
}
iii)(≤N)(t, u)
+ iv)(≤N)(t, u) +
{
1 + ς−1
}
v)(≤N)(t, u) + {ε+ ς}vi)(≤N)(t, u),
Q˜(≤N)(t, u) + K˜(≤N)(t, u) ≤ Q˜(≤N)(0, u) + Cε3 (19.2.6b)
+ 0˜)≤N+1(t, u)
+
{
1 + ς˜−1
}
i˜)(≤N)(t, u) + i˜i)(≤N)(t, u) +
{
1 + ς˜−1
}
i˜ii)(≤N)(t, u)
+
{
1 + ς˜−1
}
i˜v)(≤N)(t, u) + {ε+ ς˜} v˜)(≤N)(t, u).
Before proving Prop. 19.2.1 and Prop. 19.2.2, we first state our main Gronwall-type lemma. The lemma
allows us to derive suitable a priori estimates for Q(≤N)(t, u), Q˜(≤N)(t, u), and K˜(≤N)(t, u). The previous
two propositions imply that the hypotheses of the Gronwall lemma are satisfied. We provide the proof of
the lemma in Sect. 19.10. Its proof is lengthy because of the sheer number of terms involved. However, it is
not difficult; we all already established the difficult estimates in Prop. 12.3.1.
Lemma 19.2.3 (The fundamental Gronwall lemma). Let ˚ be the size of the data as defined in Def. 11.2.1.
Assume that on the domain (t, u) ∈ [0, T(Bootstrap)) × [0, U0], the quantities Q(≤N)(t, u), Q˜(≤N)(t, u),
K˜(≤N)(t, u) verify the estimates of Prop. 19.2.1 for 0 ≤ N ≤ 24 and the estimates of Prop. 19.2.2 for
0 ≤ N ≤ 23. Assume in addition that the bootstrap assumptions (19.1.1a)-(19.1.1f) hold on the same
domain. Then if A∗ > 4 is sufficiently large, there exists a large constant C > 0 (depending on A∗) such
that if ε is sufficiently small, then the following estimates hold for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :
Q1/2(N)(t, u) ≤ C
{˚
+ ε3/2
}
, (0 ≤ N ≤ 15), (19.2.7a)
Q˜1/2(N)(t, u) + K˜
1/2
(N)(t, u) ≤ C
{˚
+ ε3/2
}
ln2(e+ t), (0 ≤ N ≤ 15), (19.2.7b)
Q1/2(16+M)(t, u) ≤ C
{˚
+ ε3/2
}
µ−.75−M? (t, u), (0 ≤M ≤ 7), (19.2.7c)
Q˜1/2(16+M)(t, u) + K˜
1/2
(16+M)(t, u) ≤ C
{˚
+ ε3/2
}
ln2(e+ t)µ−.75−M? (t, u), (0 ≤M ≤ 7), (19.2.7d)
Q1/2(24)(t, u) ≤ C
{˚
+ ε3/2
}
lnA∗(e+ t)µ−8.75? (t, u), (19.2.7e)
Q˜1/2(24)(t, u) + K˜
1/2
(24)(t, u) ≤ C
{˚
+ ε3/2
}
lnA∗+2(e+ t)µ−8.75? (t, u). (19.2.7f)
19.3 Estimates for all but the most difficult error integrals
In our proofs of Prop. 19.2.1 and Prop. 19.2.2, we encounter many quadratic spacetime error integrals that
we must bound in terms of the L2−type quantities Q(≤N), Q˜(≤N), and K˜(≤N). In this section, we derive
estimates for all such error integrals except the most difficult top-order ones.
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We begin with the next three lemmas, in which we derive estimates for most of the error integrals
appearing our analysis, including the ones corresponding to the Harmless≤N inhomogeneous terms (see
Def. 15.1.1) appearing in the commuted wave equation.
Lemma 19.3.1 (Bounds for spacetime integrals in terms of the fundamental L2−controlling quanti-
ties). Let A be a constant. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is
sufficiently small, then the following inequalities hold for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :
∫
Mt,u
lnA(e+ t′)
(1 + t′)2
∣∣∣∣∣∣∣∣∣

%(1 + µ)LZ ≤NΨ
R˘Z ≤NΨ
%(√µ+ µ)d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣
∣∣∣∣∣
(
(1 + µ)LZ ≤NΨ
R˘Z ≤NΨ
)∣∣∣∣∣ d$ (19.3.1a)
A
.
∫ t
t′=0
1
(1 + t′)3/2
Q(≤N)(t′, u) dt′ +
∫ t
t′=0
1
(1 + t′)3/2
Q˜(≤N)(t′, u) dt′
+ 1
(1 + t)1/2
∫ u
u′=0
Q(≤N)(t, u′) du′,
∫
Mt,u
lnA(e+ t)
(1 + t′)2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

LZ ≤Nµ
%
∑3
a=1 |LZ ≤NLa(Small)|
%2L/LL/≤N−1Z χ(Small)
L/L(%2L/≤N−1Z χ(Small)#)
L(%2Z ≤N−1trg/χ(Small))
%2L/LL/≤N−1Z χˆ(Small)
L/L(%2L/≤N−1Z χˆ(Small)#)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣
(
(1 + µ)LZ ≤NΨ
R˘Z ≤NΨ
)∣∣∣∣∣ d$ (19.3.1b)
A
.
∫ t
t′=0
1
(1 + t′)3/2
Q(≤N)(t′, u) dt′ +
∫ t
t′=0
1
(1 + t′)3/2
Q˜(≤N)(t′, u) dt′
+
∫ u
u′=0
Q(≤N)(t, u′) du′ + ε2,
∫
Mt,u
lnA(e+ t)
(1 + t′)3
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
%2L/≤N−1Z χ(Small)
%2L/≤N−1Z χ(Small)#
%2Z ≤N−1trg/χ(Small)
%2L/≤N−1Z χˆ(Small)
%2L/≤N−1Z χˆ(Small)#

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣
(
(1 + µ)LZ ≤NΨ
R˘Z ≤NΨ
)∣∣∣∣∣ d$ (19.3.1c)
A
.
∫ t
t′=0
1
(1 + t′)3/2
Q(≤N)(t′, u) dt′ +
∫ t
t′=0
1
(1 + t′)3/2
Q˜(≤N)(t′, u) dt′
+
∫ u
u′=0
Q(≤N)(t, u′) du′ + ε2.
Remark 19.3.1 (We need the Morawetz integral to control non µ−weighted angular derivatives of
Ψ). Note that Lemma 19.3.1 does not provide control of integrals involving the non µ−weighted quantity
|d/Z ≤NΨ|.We obtain control of this term in Lemma 19.3.3 with the help of the Morawetz spacetime integral
of Def. 13.2.2.
19. A Priori Estimates for the Fundamental L2−Controlling Quantities 291
Proof. The proof is essentially a tedious exercise in Cauchy-Schwarz. Since the estimates are all very
similar, we bound only one representative product from (19.3.1a). Specifically, we use spacetime Cauchy-
Schwarz and Prop. 13.2.2 to deduce that∣∣∣∣∣
∫
Mt,u
lnA(e+ t′)
(1 + t′)2
[
%
√
µd/Z ≤NΨ
]
LZ ≤NΨ d$
∣∣∣∣∣ (19.3.2)
.
∫
Mt,u
lnA(e+ t′)
(1 + t′)2 %
2µ|d/Z ≤NΨ|2 d$ +
∫
Mt,u
lnA(e+ t′)
(1 + t′)2 |LZ
≤NΨ|2 d$
.
∫ t
t′=0
lnA(e+ t′)
(1 + t′)2 Q˜(≤N)(t
′, u) dt′ + ln
A(e+ t)
(1 + t)2
∫ u
u′=0
∫ t
t′=0
∫
St′,u′
|LZ ≤NΨ|2 dυg/ dt′ du′
+
∫ t
t′=0
∫ u
u′=0
∫ t′
s=0
∫
Ss,u′
|LZ ≤NΨ|2 dυg/(s,u′,ϑ) ds du′
∣∣∣∣∣ ddt′ ln
A(e+ t′)
(1 + t′)2
∣∣∣∣∣ dt′
.
∫ t
t′=0
lnA(e+ t′)
(1 + t′)2 Q˜(≤N)(t
′, u) dt′ + ln
A(e+ t)
(1 + t)2
∫ u
u′=0
Q(≤N)(t, u′) du′
+
∫ t
t′=0
∣∣∣∣∣ ddt′ ln
A(e+ t′)
(1 + t′)2
∣∣∣∣∣Q(≤N)(t′, u) dt′,
where to conclude the next-to-last inequality, we integrated by parts in t′, and to conclude the last inequality,
we used the fact that Q(≤N) and Q˜(≤N) are increasing in their arguments and the fact that u ≤ U0. Clearly,
the right-hand side of (19.3.2) is bounded by the right-hand side of (19.3.1a) as desired.
The proof of (19.3.1c) is similar, but after using Cauchy-Schwarz and suitably distributing the t′ weights,
we have to estimate integrals such as∫
Mt,u
1
(1 + t′)4 |Z
≤N (µ− 1)|2 d$ =
∫ t
t′=0
1
(1 + t′)4
∫
Σu
t′
|Z ≤N (µ− 1)|2 d$ dt′. (19.3.3)
We use (18.1.2a) to deduce that the right-hand side of (19.3.3) is
≤
∫ t
t′=0
1
(1 + t′)2 ε
2 dt′ +
∫ t
t′=0
1
(1 + t′)2
∫ t′
s=0
Q1/2(≤N)(s, u)
1 + s ds
2 dt′ (19.3.4)
+
∫ t
t′=0
1
(1 + t′)2
∫ t′
s=0
Q˜1/2(≤N)(s, u)
(1 + s)µ1/2? (s, u)
ds
2 dt′
. ε2 +
∫ t
t′=0
1
(1 + t′)3/2
Q(≤N)(t′, u) dt′ +
∫ t
t′=0
1
(1 + t′)3/2
Q˜(≤N)(t′, u) dt′,
where in the last step, we used the estimate (12.3.10) to destroy the factor µ1/2? (s, u) in the denominator.
The proof of (19.3.1b) is similar, thanks to the estimate (18.1.2b).
Lemma 19.3.2 (Bounds for spacetime integrals involving {L + 12 trg/χ}Z ≤NΨ in terms of the fun-
damental L2−controlling quantities). Let A be a constant. Under the small-data and bootstrap as-
sumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following inequalities hold for (t, u) ∈
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[0, T(Bootstrap))× [0, U0] :
∫
Mt,u
lnA(e+ t′)
∣∣∣∣{L+ 12 trg/χ
}
Z ≤NΨ
∣∣∣∣
∣∣∣∣∣∣∣∣∣

%(1 + µ)LZ ≤NΨ
R˘Z ≤NΨ
%(√µ+ µ)d/Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ d$ (19.3.5a)
A
.
∫ t
t′=0
1
(1 + t′)3/2
Q(≤N)(t′, u) dt′ +
∫ t
t′=0
1
(1 + t′)3/2
Q˜(≤N)(t′, u) dt′
+ 1
(1 + t)1/2
∫ u
u′=0
Q˜(≤N)(t, u′) du′,∫
Mt,u
%2
∣∣∣∣{L+ 12 trg/χ
}
Z ≤NΨ
∣∣∣∣2 d$ (19.3.5b)
.
∫ u
u′=0
Q˜(≤N)(t, u′) du′,
∫
Mt,u
lnA(e+ t′)
∣∣∣∣{L+ 12 trg/χ
}
Z ≤NΨ
∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

LZ ≤Nµ
%
∑3
a=1 |LZ ≤NLa(Small)|
%2L/LL/≤N−1Z χ(Small)
L/L(%2L/≤N−1Z χ(Small)#)
L(%2Z ≤N−1trg/χ(Small))
%2L/LL/≤N−1Z χˆ(Small)
L/L(%2L/≤N−1Z χˆ(Small)#)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d$ (19.3.5c)
A
.
∫ t
t′=0
1
(1 + t′)3/2
Q(≤N)(t′, u) dt′ +
∫ t
t′=0
1
(1 + t′)3/2
Q˜(≤N)(t′, u) dt′
+
∫ u
u′=0
Q˜(≤N)(t, u′) du′ + ε2,
∫
Mt,u
lnA(e+ t′)
1 + t′
∣∣∣∣{L+ 12 trg/χ
}
Z ≤NΨ
∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
%2L/≤N−1Z χ(Small)
%2L/≤N−1Z χ(Small)#
%2Z ≤N−1trg/χ(Small)
%2L/≤N−1Z χˆ(Small)
%2L/≤N−1Z χˆ(Small)#

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d$ (19.3.5d)
A
.
∫ t
t′=0
1
(1 + t′)3/2
Q(≤N)(t′, u) dt′ +
∫ t
t′=0
1
(1 + t′)3/2
Q˜(≤N)(t′, u) dt′
+
∫ u
u′=0
Q˜(≤N)(t, u′) du′ + ε2.
Proof. The proof is very similar to that of Lemma 19.3.1. Since the estimates are all very similar, we esti-
mate only one representative product from (19.3.5a). For example, decomposing LΨ =
{
LΨ + 12 trg/χΨ
}
−
1
2 trg/χΨ, using the bound |trg/χ|(t, u, ϑ) . (1 + t)−1 (that is, (11.16.1b)), using Prop. 13.2.2, and arguing as
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in our proof of (19.3.2), we deduce that∫
Mt,u
lnA(e+ t′)
∣∣∣∣{L+ 12 trg/χ
}
Z ≤NΨ
∣∣∣∣ ∣∣∣%LZ ≤NΨ∣∣∣ d$ (19.3.6)
.
∫ u
u′=0
∫ t
t′=0
∫
St′,u′
lnA(e+ t′)
1 + t′
∣∣∣∣%{L+ 12 trg/χ
}
Z ≤NΨ
∣∣∣∣2 dυg/ dt′ du′
+
∫ t
t′=0
1
(1 + t′)3/2
∫
Σu
t′
|Z ≤NΨ|2 d$ dt′
. ln
A(e+ t)
1 + t
∫ u
u′=0
Q˜(≤N)(t, u′) du′ +
∫ t
t′=0
∣∣∣∣∣ ddt′ ln
A(e+ t′)
1 + t′
∣∣∣∣∣ Q˜(≤N)(t′, u) dt′
+
∫ t
t′=0
1
(1 + t′)3/2
Q(≤N)(t′, u) dt′,
where to deduce the last inequality, we integrated by parts in t′ and used the facts that Q(≤N) and Q˜(≤N)
are increasing in their arguments and that u ≤ U0 (as in our proof of (19.3.2)). Clearly, the right-hand side
of (19.3.6) is bounded by the right-hand side of (19.3.5a) as desired.
The bound (19.3.5b) follows easily from (13.2.9). The bounds (19.3.5c) and (19.3.5d) can be proved by
using arguments similar to those used in proving (19.3.1b) and (19.3.1c).
The following key lemma, which is based on the availability of the coercive Morawetz spacetime integral
(13.2.3), provides us with control over error integrals involving non-µ−weighted angular derivatives of Ψ.
Lemma 19.3.3 (Bounds for spacetime integrals in terms of the coercive Morawetz integral K˜). Let A
be a constant. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small,
then the following inequalities hold for (t, u) ∈ [0, T(Bootstrap))× [0, U0] (and the constants implicit in “
A
.”
are independent of ς):
∫
Mt,u
1{µ≤1/4}
lnA(e+ t′)
1 + t′
∣∣∣d/Z ≤NΨ∣∣∣
∣∣∣∣∣∣∣∣∣

(1 + µ)LZ ≤NΨ
d/Z ≤NΨ
R˘Z ≤NΨ
Z ≤NΨ

∣∣∣∣∣∣∣∣∣ d$ (19.3.7a)
A
. ς−1
∫ t
t′=0
1
(1 + t′)3/2
Q(≤N)(t′, u) dt′ + ς−1
∫ u
u′=0
Q(≤N)(t, u′) du′
+ ς sup
t′∈[0,t)
K˜(≤N)(t′, u)
(1 + t′)1/2
,
∫
Mt,u
1{µ≤1/4} lnA(e+ t′)
∣∣∣d/Z ≤NΨ∣∣∣ ∣∣∣∣∣
(
%
{
L+ 12 trg/χ
}
Z ≤NΨ
Z ≤NΨ
)∣∣∣∣∣ d$ (19.3.7b)
A
. ς−1
∫ t
t′=0
1
(1 + t′)3/2
Q(≤N)(t′, u) dt′ + ς−1
∫ u
u′=0
Q˜(≤N)(t, u′) du′
+ ςK˜(≤N)(t, u).
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Proof of Lemma 19.3.3. We prove the estimate for the term lnA(e + t′)(1 + t′)−1|d/Z ≤NΨ||LZ ≤NΨ|
in (19.3.7a); the proofs of the remaining estimates in (19.3.7a) are similar. The proof essentially involves
Cauchy-Schwarz and a suitable partitioning of [0, t]. To proceed, we partition [0, t] into sub-intervals [t1, t2],
[t2, t3], · · · , [tM−1, tM ],where tm is the sequence of times defined by tm = m4−1 and the last sub-interval
may be a partial one. In particular, m = (1 + tm)1/4, and (1+tm+1)
1/4
(1+tm)1/4
≤ 2. From this last inequality,
spacetime Cauchy-Schwarz, Prop. 13.2.2, and Lemma 13.2.1, we deduce that∫
Mt,u
lnA(e+ t′)
1 + t′ 1{µ≤1/4}|LZ
≤NΨ||d/Z ≤NΨ| d$ (19.3.8)
≤ C
M−1∑
m=1
(∫ tm+1
t′=tm
∫
Σu
t′
(1 + t′)
ln(e+ t′)1{µ≤1/4}|d/Z
≤NΨ|2 d$ dt′
)1/2
×
(∫ tm+1
t′=tm
∫
Σu
t′
ln2A+1(e+ t′)
(1 + t′)3 |LZ
≤NΨ|2 d$ dt′
)1/2
≤ C
M−1∑
m=1
K˜1/2(≤N)(tm+1, u)
(1 + tm+1)1/4
(1 + tm+1)1/4
(1 + tm)1/4
(∫ tm+1
t′=tm
∫
Σu
t′
ln2A+1(e+ t′)
(1 + t′)5/2
|LZ ≤NΨ|2 d$ dt′
)1/2
≤ C sup
s∈[0,t)
K˜1/2(≤N)(s, u)
(1 + s)1/4
M−1∑
m=1
(∫ tm+1
t′=tm
∫
Σu
t′
ln2A+1(e+ t′)
(1 + t′)5/2
|LZ ≤NΨ|2 d$ dt′
)1/2
≤ C
 sup
s∈[0,t)
K˜1/2(≤N)(s, u)
(1 + s)1/4
( ∞∑
m=1
m−2
)1/2(M−1∑
m=1
∫ tm+1
t′=tm
∫
Σu
t′
m2
ln2A+1(e+ t′)
(1 + t′)5/2
|LZ ≤NΨ|2 d$ dt′
)1/2
≤ C
 sup
s∈[0,t)
K˜1/2(≤N)(s, u)
(1 + s)1/4
(∫ u
u′=0
∫
Ct
u′
|LZ ≤NΨ|2 d$ du′
)1/2
≤ C
 sup
s∈[0,t)
K˜1/2(≤N)(s, u)
(1 + s)1/4
(∫ u
u′=0
Q(≤N)(t, u′) du′
)1/2
≤ Cς sup
s∈[0,t)
K˜(≤N)(s, u)
(1 + s)1/2
+ Cς−1
∫ u
u′=0
Q(≤N)(t, u′) du′,
which is in turn bounded by the right-hand side of (19.3.7a) as desired.
The estimates in (19.3.7b) can similarly be proved by taking tm = mB − 1 for a suitable choice of B.
We summarize the content of the previous three lemmas in the next two corollaries.
Corollary 19.3.4 (Integral estimates for the Harmless spacetime error integrals corresponding to the
multiplier T ). Let 0 ≤ N ≤ 24 be an integer and let ς > 0 be a number. Under the small-data and
bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following inequalities hold for
the Harmless≤N terms from Def. 15.1.1 for (t, u) ∈ [0, T(Bootstrap))× [0, U0] (and the implicit constants
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are independent of ς):∫
Mt,u
{∣∣∣(1 + 2µ)LZ ≤NΨ∣∣∣+ ∣∣∣2R˘Z ≤NΨ∣∣∣} ∣∣∣Harmless≤N ∣∣∣ d$ (19.3.9)
. (1 + ς−1)
∫ t
t′=0
1
(1 + t′)3/2
Q(≤N)(t′, u) dt′ + (1 + ς−1)
∫ t
t′=0
1
(1 + t′)3/2
Q˜(≤N)(t′, u) dt′
+ (1 + ς−1) 1
(1 + t)1/2
∫ u
u′=0
Q˜(≤N)(t, u′) du′ + ς sup
t′∈[0,t]
K˜(≤N)(t′, u)
(1 + t′)1/2
+ ε3.
Proof. Referring to Def. 15.1.1 and using the trivial bound |d/Z NΨ| . 1{µ≤1/4}|d/Z NΨ| +√µ|d/Z NΨ|,
we see that all of the terms on the left-hand side of (19.3.9) can be bounded by the right-hand side of (19.3.9)
with the help of the estimates of Lemma 19.3.1, Lemma 19.3.2, and Lemma 19.3.3.
Corollary 19.3.5 (Estimates for the Harmless error integrals corresponding to the multiplier K˜). Let
0 ≤ N ≤ 24 be an integer and let ς˜ > 0 be a number. Under the small-data and bootstrap assumptions of
Sects. 11.1-11.4, if ε is sufficiently small, then the following inequalities hold for the Harmless≤N terms
from Def. 15.1.1 for (t, u) ∈ [0, T(Bootstrap))× [0, U0] (and the implicit constants are independent of ς˜):∫
Mt,u
%2
∣∣∣∣{L+ 12 trg/χ
}
Z ≤NΨ
∣∣∣∣ ∣∣∣Harmless≤N ∣∣∣ d$ (19.3.10)
. (1 + ς˜−1)
∫ t
t′=0
1
(1 + t′)3/2
Q(≤N)(t′, u) dt′ + (1 + ς˜−1)
∫ t
t′=0
1
(1 + t′)3/2
Q˜(≤N)(t′, u) dt′
+ (1 + ς˜−1)
∫ u
u′=0
Q˜(≤N)(t, u′) du′ + ς˜K˜(≤N)(t, u) + ε3.
Proof. The proof is essentially the same as that of Cor. 19.3.4.
As we will see, when deriving some of our L2 estimates for the below-top-order derivatives of Ψ, we
must allow some of the error integrals to lose one derivative. This is essential, for if we instead chose to
avoid losing derivatives, then we would have to use the modified quantities of Ch. 10, and the resulting L2
estimates would be as degenerate with respect to powers of µ−1? as they at the top order; such degeneracy
would prevent us from deriving improvements of the lower-order bootstrap assumptions of Sect. 19.1. In the
next two lemmas, we derive estimates that are sufficient for controlling the derivative-losing error integrals.
Lemma 19.3.6 (Estimates for the error integrals corresponding to the multiplier T involving a loss
of one derivative). Let 1 ≤ N ≤ 23 be an integer. Under the small-data and bootstrap assumptions of
Sects. 11.1-11.4, if ε is sufficiently small, then the following inequalities hold for (t, u) ∈ [0, T(Bootstrap))×
[0, U0] : ∫
Mt,u
1
1 + t′
∣∣∣(1 + 2µ)LZ NΨ + R˘Z NΨ∣∣∣ ∣∣∣∣∣
(
∆/Z N−1µ
OZ N−1trg/χ(Small)
)∣∣∣∣∣ d$ (19.3.11)
.
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q1/2(≤N)(t
′, u)
∫ t′
s=0
1
1 + sQ
1/2
(≤N+1)(s, u) ds dt
′
+
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q1/2(≤N)(t
′, u)
∫ t′
s=0
1
(1 + s)µ1/2? (s, u)
Q˜1/2(≤N+1)(s, u) ds dt
′
+
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q(≤N)(t′, u) dt′ + ε2.
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Proof. Since the proofs of both of the estimates are similar, we provide only the proof of one of them.
Specifically, using (11.12.1a) and (11.12.1c), we see that |∆/Z N−1µ| . (1+ t)−2|Z ≤N+1µ|. Hence, using
this bound, Cauchy-Schwarz on the Σut′ , Prop. 13.2.2, and (18.1.2a), we have∫
Mt,u
1
1 + t′ |LZ
NΨ||∆/Z N−1µ| d$ (19.3.12)
.
∫ t
t′=0
1
(1 + t′)3
∫
Σu
t′
|LZ NΨ||Z ≤N+1µ| d$ dt′
. ε
∫ t
t′=0
1
(1 + t′)2µ1/2? (t′, u)
Q1/2(≤N)(t
′, u) dt′
+
∫ t
t′=0
1
(1 + t′)2µ1/2? (t′, u)
Q1/2(≤N)(t
′, u)
∫ t′
s=0
1
1 + sQ
1/2
(≤N+1)(s, u) ds dt
′
+
∫ t
t′=0
1
(1 + t′)2µ1/2? (t′, u)
Q1/2(≤N)(t
′, u)
∫ t′
s=0
1
(1 + s)µ1/2? (s, u)
Q˜1/2(≤N+1)(s, u) ds dt
′.
To complete the proof of inequality (19.3.11), it remains only for us to bound the first integral on the right-
hand side of (19.3.12) by the last two terms on the right-hand side of (19.3.11). To derive this bound, we
use the simple inequality εQ1/2(≤N)(t
′, u) . ε2 +Q(≤N)(t′, u) together with inequality (12.3.9).
Lemma 19.3.7 (Estimates for the error integrals corresponding to the multiplier K˜ involving a loss
of one derivative). Let 1 ≤ N ≤ 23 be an integer. Under the small-data and bootstrap assumptions of
Sects. 11.1-11.4, if ε is sufficiently small, then the following inequalities hold for (t, u) ∈ [0, T(Bootstrap))×
[0, U0] :∫
Mt,u
%
∣∣∣∣LZ NΨ + 12 trg/χZ NΨ
∣∣∣∣
∣∣∣∣∣
(
∆/Z N−1µ
%d/Z N−1trg/χ(Small)
)∣∣∣∣∣ d$ (19.3.13)
.
∫ t
t′=0
1
(1 + t′)2
∫ t′
s=0
Q1/2(≤N+1)(s, u)
1 + s ds
2 dt′ + ∫ t
t′=0
1
(1 + t′)2
∫ t′
s=0
Q˜1/2(≤N+1)(s, u)
(1 + s)µ1/2? (s, u)
ds
2 dt′
+
∫ u
u′=0
Q˜(≤N)(t, u′) du′ + ε2.
Proof. Since the proofs of both of the estimates are similar, we provide only the proof of one of them.
Specifically, using the bound |∆/Z N−1µ| . (1 + t)−2|Z ≤N+1µ| noted in the proof of Lemma 19.3.6,
Cauchy-Schwarz, and Prop. 13.2.2, we have∫
Mt,u
%
∣∣∣∣LZ NΨ + 12 trg/χZ NΨ
∣∣∣∣ |∆/Z N−1µ| d$ (19.3.14)
.
∫
Mt,u
%2
∣∣∣∣LZ NΨ + 12 trg/χZ NΨ
∣∣∣∣2 d$ + ∫ t
t′=0
1
(1 + t′)4
∫
Σu
t′
|Z ≤N+1(µ− 1)|2 d$ dt′
.
∫ u
u′=0
Q˜(≤N)(t, u′) du′ +
∫ t
t′=0
1
(1 + t′)4
∫
Σu
t′
|Z ≤N+1(µ− 1)|2 d$ dt′.
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To bound the second spacetime integral on the right-hand side of (19.3.14), we use the estimate (18.1.2a) to
deduce that ∫ t
t′=0
1
(1 + t′)4
∫
Σu
t′
|Z ≤N+1(µ− 1)|2 d$ dt′ (19.3.15)
. ε2
∫ t
t′=0
1
(1 + t′)2 dt
′
+
∫ t
t′=0
1
(1 + t′)2
∫ t′
s=0
Q1/2(≤N+1)(s, u)
1 + s ds
2 dt′
+
∫ t
t′=0
1
(1 + t′)2
∫ t′
s=0
Q˜1/2(≤N+1)(s, u)
(1 + s)µ1/2? (s, u)
ds
2 dt′.
Combining (19.3.14) and (19.3.15), we deduce the desired estimate (19.3.13).
The next lemma, which is based on a combination of transport equation estimates and elliptic esti-
mates, will allow us to derive non-sharp (but suitable for proving our sharp classical lifespan theorem)
top-order Sobolev estimates for µ∇/ 2Z N−1µ and µ∇/Z N−1χ(Small). The main point is that the tensorfields
µ/ˆ∇2Z N−1µ and µ∇/Z N−1χˆ(Small) cannot be estimated via pure energy estimates. The obstacle is that we
have not been able to derive a transport equation for a modified version of them with a consistent number of
derivatives on the right-hand side. To overcome this difficulty, we combine the elliptic estimates of Ch. 17
with a Gronwall argument, which will allow us to bound these tensorfields in terms of other quantities that
do not lose derivatives.
Lemma 19.3.8 (Non-sharp top-orderL2 estimates for∇/ 2Z N−1µ,∇/ 2Z N−1Li(Small), and∇/Z N−1χ(Small)
in terms of Q(N) and Q˜(N)). Let 1 ≤ N ≤ 24 be an integer. Under the small-data and bootstrap assump-
tions of Sects. 11.1-11.4, if ε is sufficiently small, then for (t, u) ∈ [0, T(Bootstrap)) × [0, U0], we have the
following estimates:
‖µ∇/ 2Z ≤N−1µ‖L2(Σut )∑3
a=1 ‖%µ∇/ 2Z ≤N−1La(Small)‖L2(Σut )
‖%µ∇/L/≤N−1Z χ(Small)‖L2(Σut )
‖%µd/Z ≤N−1trg/χ(Small)‖L2(Σut )
‖%µ∇/L/≤N−1Z χˆ(Small)‖L2(Σut )
 (19.3.16a)
.
∫ t
t′=0
‖[Lµ]−‖C0(Σu
t′ )
µ?(t′, u)
Q1/2(≤N)(t
′, u) dt′ +
∫ t
t′=0
1
(1 + t′)3/2µ?(t′, u)
Q1/2(≤N)(t
′, u) dt′ +Q1/2(≤N)(t, u)
+
∫ t
t′=0
1
(1 + t′)3/2µ?(t′, u)
Q˜1/2(≤N)(t
′, u) dt′ + ε
{
lnµ−1? (t, u) + 1
}
,
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∫ t
t′=0
∣∣∣∣∣∣∣∣∣∣∣∣

µ∇/ 2Z ≤N−1µ∑3
a=1 ‖%µ∇/ 2Z ≤N−1La(Small)‖L2(Σut )
%µ∇/L/≤N−1Z χ(Small)
%µd/Z ≤N−1trg/χ(Small)
%µ∇/L/≤N−1Z χˆ(Small)

∣∣∣∣∣∣∣∣∣∣∣∣
(t′, ·) dt′
∥∥∥∥∥∥∥∥∥∥∥∥
L2(Σut )
(19.3.16b)
. ln(e+ t)(1 + t)Q1/2(≤N)(t, u) + ln(e+ t)(1 + t)Q˜
1/2
(≤N)(t, u) + ε ln(e+ t)(1 + t).
We provide the proof of Lemma 19.3.8 in Sect. 19.5.
In the next two lemmas, we estimate some top-order error integrals. The integrals are nontrivial to
bound in the sense that in order to avoid losing derivatives, we need to use the transport-elliptic estimates of
Lemma 19.3.8. However, because of the favorable time decay factors present in the integrands, the integrals
are not too difficult to estimate.
Lemma 19.3.9 (Estimates for the easy eikonal top-order error integrals corresponding to the multi-
plier T ). Let 1 ≤ N ≤ 24 be an integer. Under the small-data and bootstrap assumptions of Sects. 11.1-
11.4, if ε is sufficiently small, then the following inequalities hold for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :
∫
Mt,u
∣∣∣(1 + 2µ)LZ ≤NΨ + 2R˘Z ≤NΨ∣∣∣
∣∣∣∣∣∣∣
 (µd/
#Ψ) · (µd/Z N−1trg/χ(Small))
%(d/Ψ#) · (µd/Z N−1trg/χ(Small))
ρ(l)(d/#Ψ) · (µd/Z N−1trg/χ(Small))

∣∣∣∣∣∣∣ d$ (19.3.17)
. εQ(≤N)(t, u) + ε
∫ t
t′=0
1
(1 + t′)2 Q˜(≤N)(t
′, u) dt′ + ε3.
Proof. Since the proofs of all of the estimates involving LZ ≤NΨ, µLZ ≤NΨ, and R˘Z ≤NΨ are similar,
we provide only the proof for one representative product. First, using the pointwise estimates µ . ln(e+ t)
(that is, (11.27.2)), |ρ(l)| . ε ln(e+ t) (that is, (11.9.3b) and Cor. 11.27.3), and |d/Ψ| . ε(1 + t)−2 (that is,
the bootstrap assumptions (BAΨ)), we deduce that∣∣∣∣∣∣∣
 (µd/
#Ψ) · (µd/Z N−1trg/χ(Small))
%(d/Ψ#) · (µd/Z N−1trg/χ(Small))
ρ(l)(d/#Ψ) · (µd/Z N−1trg/χ(Small))

∣∣∣∣∣∣∣ . ε
1
(1 + t)2
∣∣∣%µd/Z N−1trg/χ(Small)∣∣∣ . (19.3.18)
Hence, using spacetime Cauchy-Schwarz, inequality (12.3.6), inequality (12.3.9), inequality (19.3.16a),
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inequality (19.3.18), and Prop. 13.2.2, we have
∫
Mt,u
∣∣∣LZ ≤NΨ∣∣∣
∣∣∣∣∣∣∣
 (µd/
#Ψ) · (µd/Z N−1trg/χ(Small))
%(d/Ψ#) · (µd/Z N−1trg/χ(Small))
ρ(l)(d/#Ψ) · (µd/Z N−1trg/χ(Small))

∣∣∣∣∣∣∣ d$ (19.3.19)
. ε
∫ u
u′=0
∫
Ct
u′
1
(1 + t′)2
∣∣∣LZ ≤NΨ∣∣∣2 d$ du′ + ε ∫ t
t′=0
1
(1 + t′)2
∫
Σu
t′
∣∣∣%µd/Z N−1trg/χ∣∣∣2 d$ dt′
. ε
∫ u
u′=0
Q(≤N)(t, u′) du′ + ε
∫ t
t′=0
1
(1 + t′)2
(∫ t′
s=0
‖[Lµ]−‖C0(Σus )
µ?(s, u)
Q1/2(≤N)(s, u) ds
)2
dt′
+ ε
∫ t
t′=0
1
(1 + t′)2Q(≤N)(t
′, u) dt′ + ε
∫ t
t′=0
1
(1 + t′)2 Q˜(≤N)(t
′, u) dt′ +
∫ t
t′=0
1
(1 + t′)2 ε
3 dt′
. εQ(≤N)(t, u) +
∫ t
t′=0
1
(1 + t′)3/2
Q(≤N)(t′, u)(lnµ−1? +
√
ε)2 dt′ + ε
∫ t
t′=0
1
(1 + t′)2 Q˜(≤N)(t
′, u) dt′ + ε3
. εQ(≤N)(t, u) + ε
∫ t
t′=0
1
(1 + t′)2 Q˜(≤N)(t
′, u) dt′ + ε3
as desired.
Lemma 19.3.10 (Estimates for the easy eikonal top-order error integrals corresponding to the multi-
plier K˜). Let 0 ≤ N ≤ 24 be an integer. Under the small-data and bootstrap assumptions of Sects. 11.1-
11.4, if ε is sufficiently small, then the following inequalities hold for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :
∫
Mt,u
%2
∣∣∣∣{L+ 12 trg/χ
}
Z ≤NΨ
∣∣∣∣
∣∣∣∣∣∣∣
 (µd/
#Ψ) · (µd/Z N−1trg/χ(Small))
%(d/Ψ#) · (µd/Z N−1trg/χ(Small))
ρ(l)(d/#Ψ) · (µd/Z N−1trg/χ(Small))

∣∣∣∣∣∣∣ d$ (19.3.20)
. εQ(≤N)(t, u) + εQ˜(≤N)(t, u) + ε3.
Proof. Using spacetime Cauchy-Schwarz, inequality (19.3.18), and Prop. 13.2.2, we have
∫
Mt,u
%2
∣∣∣∣{L+ 12 trg/χ
}
Z ≤NΨ
∣∣∣∣
∣∣∣∣∣∣∣
 (µd/
#Ψ) · (µd/Z N−1trg/χ(Small))
%(d/Ψ#) · (µd/Z N−1trg/χ(Small))
ρ(l)(d/#Ψ) · (µd/Z N−1trg/χ(Small))

∣∣∣∣∣∣∣ d$ (19.3.21)
. ε
∫ u
u′=0
∫
Ct
u′
(1 + t′)2
∣∣∣∣{L+ 12 trg/χ
}
Z ≤NΨ
∣∣∣∣2 d$ du′
+ ε
∫ t
t′=0
∫
Σu
t′
1
(1 + t′)2
∣∣∣%µd/Z N−1trg/χ(Small)∣∣∣2 d$ dt′
. εQ˜(≤N)(t, u) + ε
∫
Mt,u
1
(1 + t′)2
∣∣∣%µd/Z N−1trg/χ(Small)∣∣∣2 d$.
The remainder of the proof now proceeds as in (19.3.19).
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In the next lemma, we derive estimates for the error integrals corresponding to the deformation tensors
of the multiplier vectorfields T and K˜. Thanks to the pointwise estimates we have previously derived, the
lemma is not difficult to prove.
Lemma 19.3.11 (The main estimates for the error integrals corresponding to the deformation tensors
of T and K˜ in terms of Q(N), Q˜(N), and K˜(N)). Assume that the small data and bootstrap assumptions
of Sects. 11.1-11.4, hold for (t, u) ∈ [0, T(Bootstrap)) × [0, U0]. There exists a constant C > 0 such that
if ε is sufficiently small, then for (t, u) ∈ [0, T(Bootstrap)) × [0, U0], we have the following bounds for the
non-F−containing integrals appearing on the right-hand sides of the inequalities of Prop. 9.2.2 (the terms
(T )P[Ψ] and (K˜)P[Ψ] are the energy error integrands from Def. 9.4.1 and Lemma 9.4.1, and the Morawetz
spacetime integral with a good sign has been subtracted from the term (K˜)P[Ψ] on the left-hand side of
(19.3.22b)):∫
Mt,u
(T )P[Z NΨ] d$ ≤ C
∫ t
t′=0
ln2(e+ t′)
(1 + t′)2 Q(N)(t
′, u) dt′ (19.3.22a)
+ C
∫ t
t′=0
ln2(e+ t′)
(1 + t′)2 Q˜(N)(t
′, u) dt′
+ Cε1/2
∫ t
t′=0
ln(e+ t′) + 1
(1 + t′)2
√
ln(e+ t)− ln(e+ t′)Q˜(N)(t
′, u) dt′
+ Cε
∫ u
u′=0
Q(N)(t, u′) du′
+ C ln
2(e+ t)
(1 + t)2
∫ u
u′=0
Q˜(N)(t, u′) du′
+ Cε sup
t′∈[0,t]
K˜(N)(t′, u)
(1 + t′)1/2
,
∫
Mt,u
∣∣∣∣(K˜)P[Z NΨ] + 12%2[Lµ]−|d/Z NΨ|2
∣∣∣∣ ≤ C ∫ t
t′=0
ln3(e+ t′)
(1 + t′) Q(N)(t
′, u) dt′ (19.3.22b)
+ (1 + Cε)
∫ t
t′=0
1
%(t′, u) ln
(
%(t′,u)
%(0,u)
)Q˜(N)(t′, u) dt′
+ C ln
3(e+ t)
(1 + t)2
∫ u
u′=0
Q˜(N)(t, u′) du′
+ CεK˜(N)(t, u),
∫
Σut
∣∣∣∣{L˘[%2trg/χ]− 12%2µ(trg/χ)2 + %2trg/χk/(Trans−Ψ) + %2µtrg/χk/(Tan−Ψ)
}∣∣∣∣ (Z NΨ)2 d$ (19.3.22c)
≤ C ln(e+ t)Q(N)(t, u),
∫
Mt,u
µ
{
g(Ψ)[%2trg/χ]
}
(Z NΨ)2 d$ ≤ C ln(e+ t)Q(N)(t, u). (19.3.22d)
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Remark 19.3.2 (Isolating the Morawetz term −12%2|d/Ψ|2[Lµ]−). Recall that we have isolated the space-
time integral of −12%2|d/Z NΨ|2[Lµ]− by “removing” it from the left-hand side of (19.3.22b); this isolated
term generates the coercive Morawetz spacetime integral (13.2.2a).
Proof. To prove (19.3.22a) and (19.3.22b), we integrate inequalities (15.7.1a) and (15.7.1b) (with Z NΨ in
the role of Ψ) over the spacetime regionMt,u. The vast majority of the terms can be suitably bounded by
using Prop. 13.2.2 and the fact that Q(≤N) and Q˜(≤N) are increasing in their arguments. There are only two
terms that are slightly subtle to estimate. The first subtle term is the term ε ln2(e + t′)1{µ≤1/4}
∣∣∣d/Z NΨ∣∣∣2
from the right-hand side of (15.7.1a). To bound the corresponding spacetime integral, we use the estimate
(19.3.7a) to deduce that
ε
∫
Mt,u
ln2(e+ t′)1{µ≤1/4}
∣∣∣d/Z NΨ∣∣∣2 d$ ≤ Cε sup
t′∈[0,t]
K˜(N)(t′, u)
(1 + t′)1/2
as desired. The second subtle integral is
∫
Mt,u ε
(1+t′)
ln(e+t′)1{µ≤1/4}|d/Z NΨ|2 d$, which is generated by the
last term on the right-hand side of (15.7.1b). To bound the integral by . εK˜(N)(t, u), we simply use
Lemma 13.2.1.
The hypersurface integral inequality (19.3.22c) and the spacetime integral inequality (19.3.22d) fol-
low easily from the pointwise estimates (15.7.2a) and (15.7.2b), Prop. 13.2.2, and the fact that Q(≤N) is
increasing in its arguments.
19.4 Difficult top-order error integral estimates
We now derive suitable estimates for the difficult top-order error integrals, which are generated when we
commute the wave equation µg(Ψ)Ψ = 0 with a top-order pure spatial commutator vectorfield operator
S N (see Def. 6.1.2). These are the most important estimates in the monograph. We state them in the next
two “primary” lemmas. In order to break up the proofs into manageable pieces, we devote the remainder
of the present section to proving a series auxiliary lemmas. We then give the proof of the two lemmas of
primary interest, along with Lemma 19.3.8 above, in Sects. 19.5-19.7.
19.4.1 Statement of the two primary lemmas
We now state the two lemmas of primary interest.
Lemma 19.4.1 (The main estimates for the difficult top-order error spacetime integrals corresponding
to the multiplier T ). Let 1 ≤ N ≤ 24 be an integer, let S N−1 be an (N − 1)st order pure spatial
commutation vectorfield operator (see Def. 6.1.2), and let ς > 0 be a number. Under the small-data and
bootstrap assumptions of Sects. 11.1-11.4, there exist a small constant a > 0 and a large constant C > 0
such that if ε is sufficiently small, then the following estimates hold for (t, u) ∈ [0, T(Bootstrap)) × [0, U0]
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(and the constants are independent of ς):∣∣∣∣∣
∫
Mt,u
{
(1 + 2µ)LS N−1R˘Ψ + 2R˘S N−1R˘Ψ
}
(R˘Ψ)∆/S N−1µ d$
∣∣∣∣∣ , (19.4.1)∣∣∣∣∣
∫
Mt,u
{
(1 + 2µ)LS N−1OΨ + 2R˘S N−1OΨ
}
(R˘Ψ)OS N−1trg/χ(Small) d$
∣∣∣∣∣
≤ CεQ(≤N)(t, u) + Cε3
1
µ?(t, u)
+ Cε ln8(e+ t) 1
µ?(t, u)
Q(≤N−1)(t, u) + Cε
1
µ?(t, u)
Q˜(≤N−1)(t, u)
+ 9
∫ t
t′=0
‖[Lµ]−‖C0(Σu
t′ )
µ?(t′, u)
Q1/2(≤N)(t
′, u)
∫ t′
s=0
‖[Lµ]−‖C0(Σus )
µ?(s, u)
Q1/2(≤N)(s, u) dt
′ ds
+ Cε
∫ t
t′=0
1
(1 + t′)1+aµ?(t′, u)
Q1/2(≤N)(t
′, u)
∫ t′
s=0
1
(1 + s)
1
µ?(s, u)
Q1/2(≤N)(s, u) ds dt
′
+ Cε
∫ t
t′=0
1
(1 + t′)1+aµ?(t′, u)
Q1/2(≤N)(t
′, u)
∫ t′
s=0
1
(1 + s)
1
µ?(s, u)
Q˜1/2(≤N)(s, u) ds dt
′
+ 9
∫ t
t′=0
‖[Lµ]−‖C0(Σu
t′ )
µ?(t′, u)
Q(≤N)(t′, u) dt′
+ 9
∫ t
t′=0
1
%(t′, u)
{
1 + ln
(
%(t′,u)
%(0,u)
)}Q1/2(≤N)(t′, u) ∫ t′
s=0
‖[Lµ]−‖C0(Σus )
µ?(s, u)
Q1/2(≤N)(s, u) ds dt
′
+ 9
∫ t
t′=0
1
%(t′, u)
{
1 + ln
(
%(t′,u)
%(0,u)
)}Q(≤N)(t′, u) dt′
+ Cε
∫ t
t′=0
1
(1 + t′)1+aµ?(t′, u)
Q(≤N)(t′, u) dt′
+ Cε
∫ t
t′=0
1
(1 + t′)1+aµ?(t′, u)
Q˜(≤N)(t′, u) dt′
+ C(1 + ς−1)
∫ t
t′=0
1
(1 + t′)3/2
Q(≤N)(t′, u) dt′
+ C(1 + ς−1)
∫ t
t′=0
1
(1 + t′)3/2
Q˜(≤N)(t′, u) dt′
+ C(1 + ς−1) 1
(1 + t)1/2
∫ u
u′=0
Q˜(≤N)(t, u′) du′ + Cς sup
t′∈[0,t]
K˜(≤N)(t′, u)
(1 + t′)1/2
.
We provide the proof of Lemma 19.4.1 in Sect. 19.6.
Lemma 19.4.2 (The main estimates for the difficult top-order error spacetime integrals corresponding
to the multiplier K˜). Let 1 ≤ N ≤ 24 be an integer, let S N−1 be an (N − 1)st order pure spatial
commutation vectorfield operator (see Def. 6.1.2), and let ς˜ > 0 be a number. Under the small-data and
bootstrap assumptions of Sects. 11.1-11.4, there exist a small constant a > 0 and a large constant C > 0
such that if ε is sufficiently small, then the following estimates hold for (t, u) ∈ [0, T(Bootstrap)) × [0, U0]
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(and the constants are independent of ς˜):∣∣∣∣∣
∫
Mt,u
%2
{
LS N−1R˘Ψ + 12 trg/χS
N−1R˘Ψ
}
(R˘Ψ)∆/S N−1µ d$
∣∣∣∣∣ , (19.4.2)∣∣∣∣∣
∫
Mt,u
%2
{
LS N−1OΨ + 12 trg/χS
N−1OΨ
}
(R˘Ψ)OS N−1trg/χ(Small) d$
∣∣∣∣∣
≤ CεQ(≤N)(t, u) + CεQ˜(≤N)(t, u) + Cε3
1
µ?(t, u)
+ Cε 1
µ?(t, u)
ln2(e+ t)Q(≤N−1)(t, u) + Cε
1
µ?(t, u)
ln2(e+ t)Q˜(≤N−1)(t, u)
+ 5
∫ t
t′=0
‖[Lµ]−‖C0(Σu
t′ )
µ?(t′, u)
Q˜(≤N)(t′, u) dt′
+ 5
∫ t
t′=0
1
%(t′, u)
{
1 + ln
(
%(t′,u)
%(0,u)
)}Q˜(≤N)(t′, u) dt′
+ Cε
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q(≤N)(t′, u) dt′
+ Cε
∫ t
t′=0
1
(1 + t′)3/2µ?(t′, u)
Q˜(≤N)(t′, u) dt′
+ C(1 + ς˜−1)
∫ t
t′=0
1
(1 + t′)3/2
Q(≤N)(t′, u) dt′
+ C(1 + ς˜−1)
∫ t
t′=0
1
(1 + t′)3/2
Q˜(≤N)(t′, u) dt′
+ C ln4(e+ t)Q(N)(t, u)
+ 5
‖Lµ‖C0((−)Σut;t)
µ
1/2
? (t, u)
Q˜1/2(≤N)(t, u)
∫ t
t′=0
1
µ
1/2
? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′
+ 5
∥∥∥∥Lµµ
∥∥∥∥
C0((+)Σut;t)
Q˜1/2(≤N)(t, u)
∫ t
t′=0
∥∥∥∥∥∥
√
µ(t, ·)
µ
∥∥∥∥∥∥
C0((+)Σu
t′;t)
Q˜1/2(≤N)(t
′, u) dt′
+ Cε 1
µ
1/2
? (t, u)
Q˜1/2(≤N)(t, u)
∫ t
t′=0
1
(1 + t′)3/2
Q1/2(≤N)(t
′, u) dt′
+ Cε 1
µ
1/2
? (t, u)
Q˜1/2(≤N)(t, u)
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′
+ C(1 + ς˜−1)
∫ u
u′=0
Q˜(≤N)(t, u′) du′ + Cς˜K˜(≤N)(t, u).
We provide the proof of Lemma 19.4.2 in Sect. 19.7.
19.4.2 Auxiliary lemmas
We now state and prove a series of auxiliary lemmas in order to help us prove the previous two lemmas as
well as Lemma 19.3.8 above.
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Lemma 19.4.3 (Preliminary L2 bounds for some top-order derivatives of χ(Small) and Li(Small)). Let
1 ≤ N ≤ 24 be an integer. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is
sufficiently small, then the following estimates hold for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :∥∥∥%µ∇/L/N−1Z χ(Small)∥∥∥L2(Σut ) .
3∑
l=1
∥∥∥µO(l)Z N−1trg/χ(Small)∥∥∥
L2(Σut )
+
∥∥∥%µ∇/ /ˆLN−1Z χˆ(Small)∥∥∥L2(Σut )
(19.4.3)
+Q1/2(≤N)(t, u) +
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′ + ε,
∥∥∥%µd/Z N−1trg/χ(Small)∥∥∥
L2(Σut )
, (19.4.4)∥∥∥µOZ N−1trg/χ(Small)∥∥∥
L2(Σut )
.
∥∥∥%µ∇/L/N−1Z χ(Small)∥∥∥L2(Σut ) +Q1/2(≤N)(t, u) +
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′ + ε,
∥∥∥%µ∇/L/N−1Z χˆ(Small)∥∥∥L2(Σut ) .
∥∥∥%µ∇/L/N−1Z χ(Small)∥∥∥L2(Σut ) (19.4.5)
+Q1/2(≤N)(t, u) +
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′ + ε,
∥∥∥%µdiv/ /ˆLN−1Z χˆ(Small)∥∥∥L2(Σut ) .
3∑
l=1
∥∥∥µO(l)Z N−1trg/χ(Small)∥∥∥
L2(Σut )
(19.4.6)
+Q1/2(≤N)(t, u) +
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′ + ε,
∥∥∥%/ˆLN−1Z χˆ(Small)∥∥∥L2(Σut ) . ln(e+ t)Q1/2(≤N)(t, u) +
∫ t
t′=0
1
(1 + t′)µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′ + ε.
(19.4.7)
Furthermore, the following estimate holds for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :∥∥∥%µL/R˘L/N−1Z χ(Small)∥∥∥L2(Σut ) .
∥∥∥µ∇/ 2Z N−1µ∥∥∥
L2(Σut )
(19.4.8)
+Q1/2(≤N)(t, u) +
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′ + ε.
Finally, the following estimate holds for (t, u) ∈ [0, T(Bootstrap))× [0, U0] (for i = 1, 2, 3):∥∥∥%µ∆/Z ≤N−1Li(Small)∥∥∥L2(Σut ) .
3∑
l=1
∥∥∥µO(l)Z N−1trg/χ(Small)∥∥∥
L2(Σut )
(19.4.9)
+Q1/2(≤N)(t, u) +
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′ + ε.
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Proof. We first prove (19.4.3). To this end, we multiply both sides of inequalities (15.8.1) and (15.8.2) by
%µ and then take the L2(Σut ) norm of both sides. Using Prop. 13.2.2, inequality (18.1.2a), the estimate
%µ . (1 + t) ln(e+ t) (that is, (11.27.2)), and the fact that Q(≤N) is increasing in its arguments, we deduce
that the products of %µ and the right-hand sides of (15.8.1) and (15.8.2) are bounded in the norm ‖ · ‖L2(Σut )
by
. Q1/2(≤N)(t, u) +
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′ + ε. (19.4.10)
We note that the right-hand side of (19.4.10) is manifestly . the right-hand side of (19.4.3). The desired
estimate (19.4.3) now follows from inequalities (15.8.1) and (15.8.2), the triangle inequality, and the estimate
(11.12.1a), which implies that
∥∥∥µ%d/Z N−1trg/χ(Small))∥∥∥
L2(Σut )
.∑3l=1 ∥∥∥µO(l)Z N−1trg/χ(Small)∥∥∥
L2(Σut )
.
The estimate (19.4.4) for
∥∥∥µOZ N−1trg/χ(Small)∥∥∥
L2(Σut )
can be proved in a similar fashion with the help
of the pointwise inequality (15.8.3). The estimate (19.4.4) for
∥∥∥%µd/Z N−1trg/χ(Small)∥∥∥
L2(Σut )
then follows
from the estimate for
∥∥∥µOZ N−1trg/χ(Small)∥∥∥
L2(Σut )
and the inequality
∥∥∥µ%d/Z N−1trg/χ(Small))∥∥∥
L2(Σut )
.∑3
l=1
∥∥∥µO(l)Z N−1trg/χ(Small)∥∥∥
L2(Σut )
noted above.
To prove the estimate (19.4.5), we again base our argument on the pointwise inequality (15.8.1), but this
time we use the triangle inequality to bound
∥∥∥%µ∇/L/N−1Z χˆ(Small)∥∥∥L2(Σut ) in terms of the remaining quantities
in (15.8.1), which we have already shown to be bounded in the norm ‖ · ‖L2(Σut ) by the right-hand side of
(19.4.5).
To prove (19.4.6), we apply similar reasoning to the fourth pointwise inequality in (14.2.4).
To prove (19.4.7), we apply similar reasoning to the pointwise inequality (15.8.4) with N − 1 in the role
of N.
To prove (19.4.8), we apply similar reasoning to the first pointwise inequality in (14.1.1).
To prove (19.4.9), we apply similar reasoning to the pointwise inequality (11.29.1). As a preliminary
step, we use the third pointwise inequality in (14.2.4) to bound the last term on the right-hand side of
(11.29.1) in terms of d/Z N−1trg/χ(Small) and the error terms on the right-hand side of (14.2.4).
Lemma 19.4.4 (Preliminary non-sharp L2 bounds for ‖µOZ N−1trg/χ(Small)‖L2(Σut ) and µ∆/Z N−1µ ).
Let 1 ≤ N ≤ 24 be an integer. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is
sufficiently small, then the following estimates hold for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :
‖µOZ N−1trg/χ(Small)‖L2(Σut ), ‖µ∆/Z N−1µ‖L2(Σut ) (19.4.11)
.
∫ t
t′=0
‖[Lµ]−‖C0(Σu
t′ )
µ?(t′, u)
Q1/2(≤N)(t
′, u) dt′ +
∫ t
t′=0
1
(1 + t′)3/2µ?(t′, u)
Q1/2(≤N)(t
′, u) dt′
+Q1/2(≤N)(t, u) +
∫ t
t′=0
1
(1 + t′)3/2µ?(t′, u)
Q˜1/2(≤N)(t
′, u) dt′
+ ε
∫ t
t′=0
1
(1 + t′)3/2

∥∥∥µ/ˆ∇2Z ≤N−1µ∥∥∥
L2(Σu
t′ )∥∥∥%µ∇/L/≤N−1Z χˆ(Small)∥∥∥L2(Σu
t′ )
 dt′ + ε{lnµ−1? (t, u) + 1} .
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Proof. We first assume that Z N−1 = S N−1 is an (N − 1)st order pure spatial commutation vectorfield
operator. Then to prove (19.4.11), it suffices to bound the L2(Σut ) norm of the right-hand side of (16.4.19)
by the right-hand side of (19.4.11). To bound the norm ‖ · ‖L2(Σut ) of the first term on the right-hand side of
(16.4.19) by . Q1/2(≤N)(t, u), we use Prop. 13.2.2.
To bound the norm ‖·‖L2(Σut ) of the second term on the right-hand side of (16.4.19) by. Q
1/2
(≤N)(t, u)+∫ t
t′=0
1
(1+t′)3/2µ1/2? (t′,u)
Q˜1/2(≤N)(t
′, u) dt′+ ε, we use inequality (18.1.2a) and the fact thatQ(≤N) is increasing
in both of its arguments.
To bound the norm ‖ · ‖L2(Σut ) of the third term on the right-hand side of (16.4.19) by the first term on
the right-hand side of (19.4.11), we use Lemma 11.30.6 and Prop. 13.2.2.
To bound the norm ‖·‖L2(Σut ) of the fourth term on the right-hand side of (16.4.19), we use Lemma 11.30.6,
the estimate (12.3.2) with b = 1/2, Prop. 13.2.2, and the fact that Q(≤N) is increasing in both of its argu-
ments to bound it by
. Q1/2(≤N)(t, u)
1
%(t, u)
∫ t
t′=0
∥∥∥∥∥
(
µ(t, ·)
µ
)2∥∥∥∥∥
C0(Σu
t′ )
dt′ . Q1/2(≤N)(t, u) (19.4.12)
as desired.
To bound the norm ‖·‖L2(Σut ) of the fifth term
ln2(e+t)
(1+t)2 |X [N ]|(0, u, ϑ) on the right-hand side of (16.4.19)
(which is defined just below (16.3.1)), we use the definition ofX [N ], inequality (11.30.2), and Lemma 11.8.6a
to deduce that ∥∥∥X [N ](0, ·)∥∥∥2
L2(Σut )
=
∫ u
u′=0
∫
St,u
∣∣∣X [N ]∣∣∣2 (0, u′, ϑ) dυg/(t,u′,ϑ) du′ (19.4.13)
. %2(t, u)
∫ u
u′=0
∫
St,u
∣∣∣X [N ]∣∣∣2 (0, u′, ϑ) dυg/(0,u′,ϑ) du′
= %2(t, u)
∥∥∥X [N ](0, ·)∥∥∥2
L2(Σu0 )
. ε2%2(t, u).
From (19.4.13), it follows that ln
2(e+t)
(1+t)2 ‖X [N ](0, ·)‖L2(Σut ) . ε
ln2(e+t)
1+t as desired.
To bound the norm ‖·‖L2(Σut ) of the sixth term on the right-hand side of (16.4.19), we use Lemma 11.30.6,
Prop. 13.2.2, the estimate (12.3.10), and the fact that Q(≤N) and Q˜(≤N) are increasing in both of their argu-
ments to bound it by
. ln
3(e+ t)
1 + t
∫ t
t′=0
1
(1 + t′)µ1/2? (t′, u)
Q1/2(≤N)(t
′, u) dt′ + ln
3(e+ t)
1 + t
∫ t
t′=0
1
(1 + t′)µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′
(19.4.14)
. Q1/2(≤N)(t, u) +
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′
as desired.
To bound the norm ‖ · ‖L2(Σut ) of the seventh term on the right-hand side of (16.4.19) by the next-to-last
term on the right-hand side of (19.4.11), we use Lemma 11.30.6.
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To bound the norm ‖·‖L2(Σut ) of the final term on the right-hand side of (16.4.19), we use Lemma 11.30.6,
the estimate (18.1.2a), the estimates (12.3.8) and (12.3.10), and the fact that Q(≤N) and Q˜(≤N) are increas-
ing in both of their arguments to bound it by
. ε ln
3(e+ t)
1 + t
∫ t
t′=0
1
(1 + t′)
1
µ?(t′, u)
ε dt′ + ln
3(e+ t)
1 + t
∫ t
t′=0
1
(1 + t′)
1
µ?(t′, u)
∫ t′
s=0
Q1/2(≤N)(s, u)
1 + s ds dt
′
(19.4.15)
+ ln
3(e+ t)
1 + t
∫ t
t′=0
1
(1 + t′)
1
µ?(t′, u)
∫ t′
s=0
Q˜1/2(≤N)(s, u)
(1 + s)µ1/2? (s, u)
ds dt′
. ε
{
lnµ−1? (t, u) + 1
}
+
∫ t
t′=0
1
(1 + t′)3/2
1
µ?(t′, u)
Q1/2(≤N)(t
′, u) dt′
+
∫ t
t′=0
1
(1 + t′)3/2
1
µ?(t′, u)
Q˜1/2(≤N)(t
′, u) dt′
as desired. We have thus proved the desired estimate (19.4.11) when Z N−1 = S N−1.
We now assume that Z N−1 contains a factor of %L. We prove the desired estimate (19.4.11) for
‖µ∆/Z N−1µ‖L2(Σut ) in detail. The estimate (19.4.11) for ‖µOZ N−1trg/χ(Small)‖L2(Σut ) can be proved in a
similar fashion, and we omit those details. To proceed, we first use the commutator estimates that we used
to prove (15.1.12), inequality (11.27.1b), and the estimate |%trg/χ| . 1 (that is, (11.16.1b)) in order to deduce
that
∣∣∣∆/Z N−1µ∣∣∣ . 11 + t
∣∣∣∣∣∣∣∣∣∣

%
{
L+ 12 trg/χ
}
Z ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣∣
+ ln(e+ t)(1 + t)3
∣∣∣∣∣
(
Z ≤N (µ− 1)∑3
a=1 %|Z ≤NLa(Small)|
)∣∣∣∣∣ .
(19.4.16)
We now multiply both sides of (19.4.16) by µ, take the L2(Σut ) norm of each side, and use the estimates
µ . ln(e+ t) (that is, (11.27.2)) and (18.1.2a) and Prop. 13.2.2 to deduce that
‖µ∆/Z N−1µ‖L2(Σut ) . Q
1/2
(≤N)(t, u) +
ln2(e+ t)
(1 + t)2
∫ t
s=0
Q
1/2
(≤N)(s, u)
1 + s +
Q˜1/2(≤N)(s, u)
(1 + s)µ1/2? (s, u)
 ds
(19.4.17)
+ ε ln
2(e+ t)
(1 + t)2 .
The desired estimate (19.4.11) for ‖µ∆/Z N−1µ‖L2(Σut ) now follows easily from (19.4.17) and the fact that
Q(≤N) is increasing in its arguments.
Lemma 19.4.5 (Sharp L2 estimates for a partially modified version of d/S N−1µ). Let 1 ≤ N ≤ 24
and let S N−1 be an (N − 1)st order pure spatial commutation vectorfield operator (see Def. 6.1.2). Let
(SN−1)M˜ be the partially modified St,u one-form defined in (10.4.4a). Recall the splitting Σut = (+)Σut;t ∪
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(−)Σut;t. from Def. 12.2.1. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is
sufficiently small, then the following estimates hold for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :∥∥∥∥∥ 1√µ%(R˘Ψ)(SN−1)M˜
∥∥∥∥∥
L2((−)Σut;t)
(19.4.18a)
≤ √2(1 + Cε)‖%Lµ‖C0((−)Σut;t)
1
µ
1/2
? (t, u)
∫ t
t′=0
1
%(t′, u)µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′
+ Cε 1
µ
1/2
? (t, u)
∫ t
t′=0
1
(1 + t′)3/2
Q1/2(≤N)(t
′, u) dt′
+ Cε 1
µ
1/2
? (t, u)
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′
+ Cε ln(e+ t) 1
µ
1/2
? (t, u)
Q1/2(≤N−1)(t, u) + Cε ln(e+ t)
1
µ
1/2
? (t, u)
Q˜1/2(≤N−1)(t, u) + Cε
2 1
µ
1/2
? (t, u)
,
∥∥∥∥∥ 1√µ%(R˘Ψ)(SN−1)M˜
∥∥∥∥∥
L2((+)Σut;t)
(19.4.18b)
≤ √2(1 + Cε)
∥∥∥∥%Lµµ
∥∥∥∥
C0((+)Σut;t)
∫ t
t′=0
∥∥∥∥∥∥
√
µ(t, ·)
µ
∥∥∥∥∥∥
C0((+)Σu
t′;t)
1
%(t′, u)Q˜
1/2
(≤N)(t
′, u) dt′
+ Cε 1
µ
1/2
? (t, u)
∫ t
t′=0
1
(1 + t′)3/2
Q1/2(≤N)(t
′, u) dt′
+ Cε 1
µ
1/2
? (t, u)
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′
+ Cε ln(e+ t) 1
µ
1/2
? (t, u)
Q1/2(≤N−1)(t, u) + Cε ln(e+ t)
1
µ
1/2
? (t, u)
Q˜1/2(≤N−1)(t, u) + Cε
2 1
µ
1/2
? (t, u)
.
Furthermore, the following less sharp estimate also holds:∥∥∥%(SN−1)M˜ ∥∥∥
L2(Σut )
≤ C(1 + t) ln(e+ t)Q1/2(≤N)(t, u) + C(1 + t) ln(e+ t)Q˜
1/2
(≤N)(t, u) (19.4.19)
+ Cε(1 + t).
Proof. To prove (19.4.18a), we first multiply inequality (16.5.4) by 1√µ(R˘Ψ) and take the norm ‖·‖L2((−)Σut;t)
of both sides. It is only for the quantity arising from the first term on the right-hand side of (16.5.4) that we
use the subset norm ‖ · ‖L2((−)Σut;t). We bound all other terms in the (larger) norm ‖ · ‖L2(Σut ). Next, we use
Lemma 3.2.1, inequalities (11.15.1b) and (11.27.2), and the bootstrap assumptions (BAΨ) to deduce that
1
2GLLR˘Ψ = Lµ+O
(
ε
ln(e+ t)
(1 + t)2
)
. (19.4.20)
Using (19.4.20), Lemma 11.30.6, and inequality (13.2.5d), we derive the desired bound for the quantity
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arising from the first term on the right-hand side of (16.5.4) as follows:
1
2
∥∥∥∥∥ 1√µ |(R˘Ψ)GLL|
∫ t
t′=0
∣∣∣%d/S NΨ∣∣∣ (t′, u, ϑ) dt′∥∥∥∥∥
L2((−)Σut;t)
(19.4.21)
≤ 12
∥∥∥∥∥ 1√µ(R˘Ψ)GLL
∥∥∥∥∥
C0((−)Σut;t)
∥∥∥∥∫ t
t′=0
∣∣∣%d/S NΨ∣∣∣ (t′, u, ϑ) dt′∥∥∥∥
L2(Σut )
≤ (1 + Cε) 1
µ
1/2
? (t, u)
‖%Lµ‖C0((−)Σut;t)
∫ t
t′=0
∥∥∥d/S NΨ∥∥∥
L2(Σut )
dt′
+ Cε ln(e+ t)1 + t
1
µ
1/2
? (t, u)
∫ t
t′=0
∥∥∥d/S NΨ∥∥∥
L2(Σut )
dt′
≤ √2(1 + Cε)‖%Lµ‖C0((−)Σut;t)
1
µ
1/2
? (t, u)
∫ t
t′=0
1
%(t′, u)µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′
+ Cε 1
µ
1/2
? (t, u)
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′
as desired.
Similarly, we use Lemma 11.30.6, Prop. 13.2.2, and the bootstrap assumption ‖R˘Ψ‖C0(Σut ) ≤ ε(1+t)−1
(that is, (BAΨ)) to deduce the following desired estimate for the quantity arising from the next-to-last term
on the right-hand side of (16.5.4):∥∥∥∥∥∥∥∥∥∥
1√
µ
(R˘Ψ)
∫ t
t′=0
∣∣∣∣∣∣∣∣∣∣

%
{
L+ 12 trg/χ
}
Z ≤N−1Ψ
R˘Z ≤N−1Ψ
%d/Z ≤N−1Ψ
Z ≤N−1Ψ

∣∣∣∣∣∣∣∣∣∣
(t′, u, ϑ) dt′
∥∥∥∥∥∥∥∥∥∥
L2(Σut )
(19.4.22)
≤ Cε 1
µ
1/2
? (t, u)
∫ t
t′=0
1
1 + t′Q
1/2
(≤N−1)(t
′, u) dt′ + Cε 1
µ
1/2
? (t, u)
∫ t
t′=0
1
(1 + t′)µ1/2? (t′, u)
Q˜1/2(≤N−1)(t
′, u) dt′
≤ Cε ln(e+ t) 1
µ
1/2
? (t, u)
Q1/2(≤N−1)(t, u) + Cε ln(e+ t)
1
µ
1/2
? (t, u)
Q˜1/2(≤N−1)(t, u).
In the last step of (19.4.22), we used the fact that Q(≤N−1) and Q˜(≤N−1) are increasing in their arguments,
and we used the estimate (12.3.10) to annihilate the factor µ1/2? (t′, u) in the denominator of the integrand.
Similarly, we bound the quantity arising from the last term on the right-hand side of (16.5.4) with the
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help of the estimate (18.1.2a) as follows:
C
∥∥∥∥∥ 1√µ(t, u)(R˘Ψ)
∫ t
t′=0
ln(e+ t′)
(1 + t′)2
∣∣∣∣∣
(
Z ≤N (µ− 1)
%
∑3
a=1 |Z ≤NLa(Small)|
)∣∣∣∣∣ (t′, u, ϑ) dt′
∥∥∥∥∥
L2(Σut )
(19.4.23)
. ε2 1
µ
1/2
? (t, u)
∫ t
t′=0
ln(e+ t′)
(1 + t′)2 dt
′ + ε 1
µ
1/2
? (t, u)
∫ t
t′=0
ln(e+ t′)
(1 + t′)2
∫ t′
s=0
1
1 + sQ
1/2
(≤N)(s, u) ds dt
′
+ ε 1
µ
1/2
? (t, u)
∫ t
t′=0
ln(e+ t′)
(1 + t′)2
∫ t′
s=0
1
(1 + s)µ1/2? (s, u)
Q˜1/2(≤N)(s, u) ds dt
′
. ε2 1
µ
1/2
? (t, u)
+ ε 1
µ
1/2
? (t, u)
∫ t
t′=0
1
(1 + t′)3/2
Q1/2(≤N)(t, u) dt
′
+ ε 1
µ
1/2
? (t, u)
∫ t
t′=0
1
(1 + t′)3/2
Q˜1/2(≤N)(t, u) dt
′.
Next, using the bootstrap assumption ‖R˘Ψ‖C0(Σut ) ≤ ε(1 + t)−1 and the estimate (11.30.9c), we bound
the quantity arising from the term Cε on the right-hand side of (16.5.4) as follows:∥∥∥∥∥ 1√µ(R˘Ψ)Cε
∥∥∥∥∥
L2(Σut )
≤ Cε2 1(1 + t)
1
µ
1/2
? (t, u)
‖1‖L2(Σut ) ≤ Cε2
1
µ
1/2
? (t, u)
. (19.4.24)
Finally, using the bootstrap assumption ‖R˘Ψ‖C0(Σut ) ≤ ε(1 + t)−1, (11.15.1b), and Lemma 11.30.6,
we deduce that the quantity arising from the term Cε
∫ t
t′=0
∣∣∣d/S NΨ∣∣∣ (t′, u, ϑ) dt′ on the right-hand side of
(16.5.4) can be bounded as follows:∥∥∥∥∥Cε 1√µ(R˘Ψ)
∫ t
t′=0
∣∣∣d/S NΨ∣∣∣ (t′, u, ϑ) dt′∥∥∥∥∥
L2(Σut )
(19.4.25)
≤ Cε2 1
µ
1/2
? (t, u)
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′.
We now observe that the right-hand side of (19.4.25) is . the right-hand side of (19.4.18a) as desired. We
have thus proved the estimate (19.4.18a).
The estimate (19.4.18b) can be proved by making minor changes to our proof of (19.4.18a).
The proof of (19.4.19) is much easier. We estimate the right-hand side of (16.5.4) in the norm ‖ ·‖L2(Σut )
by using arguments similar to the ones we used to deduce (19.4.18a), but we treat the first term on the right-
hand side rather crudely with the help of the estimate ‖GLL‖C0(Σut ) . 1 (that is, (11.15.1b)), and without
using an analog of (19.4.20). In doing so, we encounter the integrals
∫ t
t′=0
1
%(t′,u)µ1/2? (t′,u)
Q˜1/2(≤N)(t
′, u) dt′
and
∫ t
t′=0
1
%(t′,u)Q
1/2
(≤N)(t
′, u) dt′, and we respectively bound them by . ln(e+ t)Q˜1/2(≤N)(t, u) and . ln(e+
t)Q1/2(≤N)(t, u), where in the first estimate, we use inequality (12.3.10).
Lemma 19.4.6 (Sharp L2 estimates for a partially modified version ofS N−1trg/χ(Small)). Let 1 ≤ N ≤
24 and letS N−1 be an (N − 1)st order pure spatial commutation vectorfield operator (see Def. 6.1.2). Let
(SN−1)X˜ be the partially modified quantity defined in (10.3.4a). Recall the splitting Σut = (+)Σut;t∪ (−)Σut;t.
19. A Priori Estimates for the Fundamental L2−Controlling Quantities 311
from Def. 12.2.1. Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently
small, then the following estimates hold for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :∥∥∥∥∥ 1√µ(R˘Ψ)%2(SN−1)X˜
∥∥∥∥∥
L2((−)Σut;t)
(19.4.26a)
≤ (√12 + Cε)‖%Lµ‖C0((−)Σut;t)
1
µ
1/2
? (t, u)
∫ t
t′=0
1
%(t′, u)µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′
+ Cε2 1
µ
1/2
? (t, u)
∫ t
t′=0
1
%(t′, u)µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′
+ Cε 1
µ
1/2
? (t, u)
∫ t
t′=0
1
(1 + t′)3/2
Q1/2(≤N)(t
′, u) dt′
+ Cε 1
µ
1/2
? (t, u)
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′
+ Cε ln(e+ t) 1
µ
1/2
? (t, u)
Q1/2(≤N−1)(t, u) + Cε ln(e+ t)
1
µ
1/2
? (t, u)
Q˜1/2(≤N−1)(t, u) + Cε
2 1
µ
1/2
? (t, u)
,
∥∥∥∥∥ 1√µ(R˘Ψ)%2(SN−1)X˜
∥∥∥∥∥
L2((+)Σut;t)
(19.4.26b)
≤ (√12 + Cε)
∥∥∥∥%Lµµ
∥∥∥∥
C0((+)Σut;t)
∫ t
t′=0
∥∥∥∥∥∥
√
µ(t, ·)
µ
∥∥∥∥∥∥
C0((+)Σu
t′;t
1
%(t′, u)Q˜
1/2
(≤N)(t
′, u) dt′
+ Cε2 1
µ?(t, u)
∫ t
t′=0
∥∥∥∥∥∥
√
µ(t, ·)
µ
∥∥∥∥∥∥
C0((+)Σu
t′;t)
1
%(t′, u)Q˜
1/2
(≤N)(t
′, u) dt′
+ Cε 1
µ
1/2
? (t, u)
∫ t
t′=0
1
(1 + t′)3/2
Q1/2(≤N)(t
′, u) dt′
+ Cε 1
µ
1/2
? (t, u)
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′
+ Cε ln(e+ t) 1
µ
1/2
? (t, u)
Q1/2(≤N−1)(t, u) + Cε ln(e+ t)
1
µ
1/2
? (t, u)
Q˜1/2(≤N−1)(t, u) + Cε
2 1
µ
1/2
? (t, u)
.
Furthermore, the following less sharp estimate also holds:∥∥∥%2(SN−1)X˜ ∥∥∥
L2(Σut )
≤ C ln(e+ t)(1 + t)Q1/2(≤N)(t, u) + C ln(e+ t)(1 + t)Q˜
1/2
(≤N)(t, u) (19.4.27)
+ Cε(1 + t).
Proof. We apply essentially the same reasoning used in the proof of Lemma 19.4.5 to the pointwise estimate
(16.5.5). The factors of
√
12 arise because in order to estimate the first term on the right-hand side of
(16.5.5), we use inequalities (11.12.1c) and (13.2.5d) and Cor. 11.27.3.
19. A Priori Estimates for the Fundamental L2−Controlling Quantities 312
Lemma 19.4.7 (Sharp L2 estimates for L/L + trg/χ applied to a partially modified version of d/S N−1µ).
Let 1 ≤ N ≤ 24 and let S N−1 be an (N − 1)st order pure spatial commutation vectorfield operator (see
Def. 6.1.2). Let (S
N−1)M˜
#
be St,u−tangent vectorfield that is g/ dual to the partially modified St,u one-form
defined in (10.4.4a). Recall the splitting Σut = (+)Σut;t ∪ (−)Σut;t. from Def. 12.2.1. Under the small-data
and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then the following estimate holds for
(t, u) ∈ [0, T(Bootstrap))× [0, U0] :∥∥∥∥∥ 1√µ(R˘Ψ)%
{
L/L + trg/χ
}
(SN−1)M˜
#
∥∥∥∥∥
L2(Σut )
(19.4.28)
≤ √2
‖[Lµ]−‖C0(Σut )
µ?(t, u)
Q˜1/2(≤N)(t, u) +
√
2
∥∥∥∥ [Lµ]+µ
∥∥∥∥
C0(Σut )
Q˜1/2(≤N)(t, u)
+ Cε 1
(1 + t)3/2
1
µ
1/2
? (t, u)
Q1/2(≤N)(t, u) + Cε
1
(1 + t)3/2
1
µ?(t, u)
Q˜1/2(≤N)(t, u)
+ Cε 1(1 + t)
1
µ
1/2
? (t, u)
Q1/2(≤N−1)(t, u) + Cε
1
(1 + t)
1
µ?(t, u)
Q˜1/2(≤N−1)(t, u).
Furthermore, the following less sharp estimate also holds:∥∥∥∥%{L/L + trg/χ} (SN−1)M˜ #∥∥∥∥
L2(Σut )
≤ CQ1/2(≤N)(t, u) + C
1
µ
1/2
? (t, u)
Q˜1/2(≤N)(t, u). (19.4.29)
Proof. To prove (19.4.28), we start by multiplying the second inequality in (16.5.1) by 1√µ(R˘Ψ) and taking
the L2(Σut ) norm. To bound the norm ‖·‖L2(Σut ) of the quantity arising from the term 12%GLLd/
#S N−1R˘Ψ,
we use the estimate (19.4.20), the inequality∥∥∥∥Lµµ
∥∥∥∥
C0(Σut )
≤ 1
µ?(t, u)
‖[Lµ]−‖C0(Σut ) +
∥∥∥∥ [Lµ]+µ
∥∥∥∥
C0(Σut )
,
and the inequality
∥∥∥%√µd/#S N−1R˘∥∥∥
L2(Σut )
≤ √2Q˜1/2(≤N)(t, u) (that is, (13.2.5d)) to deduce that∥∥∥∥∥ 1√µ(R˘Ψ)%12GLLd/#S N−1R˘Ψ
∥∥∥∥∥
L2(Σut )
(19.4.30)
≤ √2 1
µ?(t, u)
‖[Lµ]−‖C0(Σut ) Q˜
1/2
(≤N)(t, u) +
√
2
∥∥∥∥ [Lµ]+µ
∥∥∥∥
C0(Σut )
Q˜1/2(≤N)(t, u)
+ Cε ln(e+ t)(1 + t)2
1
µ?(t, u)
Q˜1/2(≤N)(t, u).
Clearly, the right-hand side of (19.4.30) is bounded by the right-hand side of (19.4.28) as desired.
The quantities arising from the remaining terms on the right-hand side of (16.5.1) can be bounded in the
norm ‖ · ‖L2(Σut ) by the right-hand side of (19.4.28) with the help of Prop. 13.2.2, the bootstrap assumption
‖R˘Ψ‖C0(Σut ) ≤ ε(1 + t)−1, the estimates (18.1.2a) and (11.27.2), and inequality (12.3.10).
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The proof of (19.4.29) is simpler. We bound the term 12%GLLd/
#S N−1R˘Ψ from inequality (16.5.1) by
using Prop. 13.2.2 and the estimate ‖GLL‖C0(Σut ) . 1 (that is, (11.15.1b)) as follows:∥∥∥∥12%GLLd/#S N−1R˘Ψ
∥∥∥∥
L2(Σut )
. 1
µ
1/2
? (t, u)
Q˜1/2(≤N)(t, u). (19.4.31)
The remaining terms from inequality (16.5.1) can be bounded by using arguments similar to the ones we
used in our proof of (19.4.28).
Lemma 19.4.8 (Sharp L2 estimates for L applied to a partially modified version of S N−1trg/χ(Small)).
Let 1 ≤ N ≤ 24 and let S N−1 be an (N − 1)st order pure spatial commutation vectorfield operator
(see Def. 6.1.2). Let (S
N−1)X˜ be the partially modified quantity defined in (10.3.4a). Recall the splitting
Σut = (+)Σut;t ∪ (−)Σut;t. from Def. 12.2.1. Under the small-data and bootstrap assumptions of Sects. 11.1-
11.4, if ε is sufficiently small, then the following estimate holds for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :∥∥∥∥∥ 1√µ(R˘Ψ)L
{
%2(S
N−1)X˜
}∥∥∥∥∥
L2(Σut )
(19.4.32)
≤ √12(1 + Cε)
‖[Lµ]−‖C0(Σut )
µ(t, u) Q˜
1/2
(≤N)(t, u)
+
√
12(1 + Cε)
∥∥∥∥ [Lµ]+µ
∥∥∥∥
C0(Σut )
Q˜1/2(≤N)(t, u)
+ Cε 1
(1 + t)3/2
1
µ
1/2
? (t, u)
Q1/2(≤N)(t, u) + Cε
1
(1 + t)3/2
1
µ?(t, u)
Q˜1/2(≤N)(t, u)
+ Cε 1(1 + t)
1
µ
1/2
? (t, u)
Q1/2(≤N−1)(t, u) + Cε
1
(1 + t)
1
µ?(t, u)
Q˜1/2(≤N−1)(t, u).
Furthermore, the following less sharp estimates also hold:∥∥∥L{%2(SN−1)X˜ }∥∥∥
L2(Σut )
, (19.4.33)∥∥∥%2 {L+ trg/χ} (SN−1)X˜ ∥∥∥
L2(Σut )
≤ CQ1/2(≤N)(t, u) + C
1
µ
1/2
? (t, u)
Q˜1/2(≤N)(t, u).
Proof. We apply the same reasoning used in the proof of Lemma 19.4.7 to the third and fourth pointwise
inequalities in (16.5.1). The factors of
√
12 arise because in order to bound the norm ‖ · ‖L2(Σut ) of the
term−12%2GLL∆/Z N−1Ψ from the pointwise inequalities, we use inequalities (11.12.1c) and (13.2.5d) and
Cor. 11.27.3.
Lemma 19.4.9 (Estimates for some easy error integrals corresponding to the partially modified version
of OS N−1trg/χ(Small)). Let 1 ≤ N ≤ 24 be an integer, and let S N−1 be an (N − 1)st order pure spatial
commutation vectorfield operator (see Def. 6.1.2). Let (S
N−1)X˜ be the partially modified quantity defined in
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(10.3.4a). Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is sufficiently small, then
we have the following spacetime integral estimate for the quantity Error(1)[S N−1OΨ] defined in (9.3.6a),
with η := %2(SN−1)X˜ , for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :∫
Mt,u
∣∣∣Error(1)[S N−1OΨ]∣∣∣ d$ . εQ(≤N)(t, u) + ε ∫ t
t′=0
1
(1 + t′)3/2µ?(t′, u)
Q˜(≤N)(t′, u) dt′
(19.4.34a)
+ ε ln2(e+ t)Q(≤N−1)(t, u) + ε ln2(e+ t)
1
µ
1/2
? (t, u)
Q˜(≤N−1)(t, u)
+ ε3.
Furthermore, we have the following hypersurface integral estimate for the quantity Error(2)[S N−1OΨ]
defined in (9.3.6b):∫
Σut
∣∣∣Error(2)[S N−1OΨ]∣∣∣ d$ . εQ(≤N)(t, u) + εQ˜(≤N)(t, u) (19.4.34b)
+ ε ln2(e+ t) 1
µ?(t, u)
Q(≤N−1)(t, u) + ε ln2(e+ t)
1
µ?(t, u)
Q˜(≤N−1)(t, u)
+ ε3 1
µ?(t, u)
.
Finally, we have the following hypersurface integral estimate for the quantity Error(3)[OS N−1] defined
in (9.3.6c): ∫
Σu0
∣∣∣Error(3)[S N−1OΨ]∣∣∣ d$ . ε3. (19.4.34c)
Proof. To prove (19.4.34a), we first express the spacetime integral as a time integral of integrals over
Σut′ :
∫
Mt,u · · · d$ =
∫ t
t′=0
∫
Σu
t′
· · · d$ dt′. We bound all spatial integrals ∫Σu
t′
· · · d$ by using Cauchy-
Schwarz in the form
∫
Σu
t′
|v1v2v3| d$ dt′ . ‖v1‖C0(Σu
t′ )
‖v2‖L2(Σu
t′ )
‖v3‖L2(Σu
t′ )
. The product v1v2v3 repre-
sents any of the products from the right-hand side of (9.3.6a) with Z N := S N−1O, where v2 is equal
to either the factor S N−1OΨ, OS N−1OΨ, or d/S N−1OΨ, v3 is either LF or F, and v1 is the prod-
uct of the remaining factors. To bound v2, we use the estimates ‖S N−1OΨ‖L2(Σu
t′ )
. Q1/2(≤N−1)(t′, u) +
µ
−1/2
? (t′, u)Q˜1/2(≤N−1)(t
′, u), ‖OS N−1OΨ‖L2(Σu
t′ )
. µ−1/2? (t′, u)Q˜1/2(≤N)(t′, u), and ‖d/S N−1OΨ‖L2(Σut′ ) .
(1+t′)−1µ−1/2? (t′, u)Q˜1/2(≤N)(t
′, u),which follow from (11.13.2) with f = Ψ, the estimate |trg/χ| . (1+t)−1
(that is, (11.16.1b)), Prop. 13.2.2, and (11.11.1a). To bound v3, we respectively bound ‖LF‖L2(Σu
t′ )
and
‖F‖L2(Σu
t′ )
via the estimates (19.4.33) and (19.4.27). To bound v1, we use the inequalities ‖R˘Ψ‖C0(Σu
t′ )
.
ε(1 + t′)−1, ‖OR˘Ψ‖C0(Σu
t′ )
. ε(1 + t′)−1, ‖(O)pi/#L ‖C0(Σut′ ) . ε ln(e+ t
′)(1 + t′)−1, ‖div/ (O)pi/#L ‖C0(Σut′ ) .
ε ln(e+t′)(1+t′)−2, ‖trg/(O)pi/‖C0(Σu
t′ )
. ε ln(e+t′)(1+t′)−1, ‖LR˘Ψ+ 12 trg/χR˘Ψ‖C0(Σut′ ) . ε ln(e+t
′)(1+
t′)−3, and
∥∥∥O {LR˘Ψ + 12 trg/χR˘Ψ}∥∥∥C0(Σu
t′ )
. ε ln(e+t′)(1+t′)−3. The first two of these inequalities follow
from the bootstrap assumptions (BAΨ), the next two from inequality (11.12.2), the estimate (11.20.3b), and
Cor. 11.27.3, the fifth one from (6.2.5g), (11.6.2), (11.9.3b), (11.11.1a), (11.15.1b), (11.27.2), Cor. 11.27.3,
and the bootstrap assumptions (BAΨ), and the last two from (11.31.2).
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Examining the products on the right-hand side of (9.3.6a), combining the above estimates for v1, v2,
and v3, using simple estimates of the form ab . a2 + b2, using the fact that Q(≤N), Q˜(≤N), Q(≤N−1), and
Q˜(≤N−1) are increasing in their arguments, and using the estimates (12.3.7), (12.3.9), and (12.3.10), we
deduce that all of the integrals
∫
Mt,u · · · d$ are . one of the following:
ε
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q(≤N)(t′, u) dt′ . εQ(≤N)(t, u), (19.4.35)
ε
∫ t
t′=0
1
(1 + t′)3/2µ?(t′, u)
Q˜(≤N)(t′, u) dt′, (19.4.36)
ε
∫ t
t′=0
1
(1 + t′)Q
1/2
(≤N−1)(t
′, u)Q1/2(≤N)(t
′, u) dt′ . εQ(≤N)(t, u) + ε ln2(e+ t)Q(≤N−1)(t, u), (19.4.37)
ε
∫ t
t′=0
1
(1 + t′)µ1/2? (t′, u)
Q1/2(≤N−1)(t
′, u)Q˜1/2(≤N)(t
′, u) dt′ . εQ˜(≤N)(t, u) + ε ln2(e+ t)Q(≤N−1)(t, u),
(19.4.38)
ε
∫ t
t′=0
1
(1 + t′)µ1/2? (t′, u)
Q˜1/2(≤N−1)(t
′, u)Q1/2(≤N)(t
′, u) dt′ . εQ(≤N)(t, u) + ε ln2(e+ t)Q˜(≤N−1)(t, u),
(19.4.39)
ε
∫ t
t′=0
1
(1 + t′)µ?(t′, u)
Q˜1/2(≤N−1)(t
′, u)Q˜1/2(≤N)(t
′, u) dt′ . εQ˜(≤N)(t, u) (19.4.40)
+ ε ln2(e+ t) 1
µ
1/2
? (t, u)
Q˜(≤N−1)(t, u),
ε3
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
dt′ . ε3. (19.4.41)
We have therefore proved the desired estimate (19.4.34a).
Applying similar reasoning to the terms on the right-hand side of (9.3.6b) (without having to integrate
in time), we deduce (19.4.34b).
Finally, the estimate (19.4.34c) follows easily from the estimates of Sect. 11.8 since the integrands on
the right-hand side of (9.3.6c) are cubic and depend on the data.
Lemma 19.4.10 (Estimates for some easy error integrals corresponding to the partially modified ver-
sion of ∆/S N−1µ). Let 1 ≤ N ≤ 24 be an integer, and let S N−1 be an (N − 1)st order pure spatial
commutation vectorfield operator (see Def. 6.1.2). Let (S
N−1)M˜ be the partially modified St,u one-form
defined in (10.4.4a). Consider the St,u−tangent vectorfield Y := (SN−1)M˜ #, and define the weight func-
tion w(t, u) := %2(t, u). Under the small-data and bootstrap assumptions of Sects. 11.1-11.4, if ε is suffi-
ciently small, then we have the following spacetime integral estimate for the quantity E˜rror(1)[S N−1R˘Ψ;w]
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defined in (9.3.8a) for (t, u) ∈ [0, T(Bootstrap))× [0, U0] :∫
Mt,u
∣∣∣E˜rror(1)[S N−1R˘Ψ;w]∣∣∣ d$ . εQ(≤N)(t, u) + ε ∫ t
t′=0
1
(1 + t′)3/2µ?(t′, u)
Q˜(≤N)(t′, u) dt′
(19.4.42a)
+ ε ln2(e+ t)Q(≤N−1)(t, u) + ε ln2(e+ t)
1
µ
1/2
? (t, u)
Q˜(≤N−1)(t, u)
+ ε3.
Furthermore, we have the following hypersurface integral estimate for the quantity E˜rror(2)[R˘S N−1;w]
defined in (9.3.8b):∫
Σut
∣∣∣E˜rror(2)[S N−1R˘Ψ;w]∣∣∣ d$ . εQ(≤N)(t, u) + εQ˜(≤N)(t, u) (19.4.42b)
+ ε ln2(e+ t) 1
µ?(t, u)
Q(≤N−1)(t, u) + ε ln2(e+ t)
1
µ?(t, u)
Q˜(≤N−1)(t, u)
+ ε3 1
µ?(t, u)
.
Finally, we have the following hypersurface integral estimate for the quantity E˜rror(3)[R˘S N−1;w] de-
fined in (9.3.8c): ∫
Σu0
∣∣∣E˜rror(3)[S N−1R˘Ψ;w]∣∣∣ d$ . ε3. (19.4.42c)
Proof. We apply reasoning similar to the reasoning that we used to prove Lemma 19.4.9. We use the
estimates (19.4.19) and (19.4.29) in place of the estimates (19.4.27) and (19.4.33) used in the proof of
Lemma 19.4.9.
In Sects. 19.5-19.7, we use the auxiliary lemmas to prove the three lemmas of primary interest, namely
Lemmas 19.3.8, 19.4.1, and 19.4.2. We begin with the proof of Lemma 19.3.8.
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19.5 Proof of Lemma 19.3.8
We now prove Lemma 19.3.8. To deduce (19.3.16a), we show that
‖µ∇/ 2Z ≤N−1µ‖L2(Σut )∑3
a=1 ‖%µ∇/ 2Z ≤N−1La(Small)‖L2(Σut )
‖%µ∇/L/≤N−1Z χ(Small)‖L2(Σut )
‖%µd/Z ≤N−1trg/χ(Small)‖L2(Σut )
‖%µ∇/L/≤N−1Z χˆ(Small)‖L2(Σut )
 .
∫ t
t′=0
‖[Lµ]−‖C0(Σu
t′ )
µ?(t′, u)
Q1/2(≤N)(t
′, u) dt′ (19.5.1)
+
∫ t
t′=0
1
(1 + t′)3/2µ?(t′, u)
Q1/2(≤N)(t
′, u) dt′ +Q1/2(≤N)(t, u)
+
∫ t
t′=0
1
(1 + t′)3/2µ?(t′, u)
Q˜1/2(≤N)(t
′, u) dt′ + ε
{
µ−1? (t, u) + 1
}
+ ε
∫ t
t′=0
1
(1 + t′)3/2
 ‖µ∇/ 2Z ≤N−1µ‖L2(Σut′ )
‖%µ∇/L/≤N−1Z χ(Small)‖L2(Σut′ )
 dt′.
The desired estimate (19.3.16a) then follows from applying Gronwall’s inequality to the quantity on the
left-hand side of (19.5.1).
It remains for us to prove (19.5.1). We first prove the desired estimate for
(
‖%µ∇/L/≤N−1Z χ(Small)‖L2(Σut )
‖%µ∇/L/≤N−1Z χˆ(Small)‖L2(Σut )
)
.
To this end, we first use (19.4.3) and (19.4.5) to deduce that(
‖%µ∇/L/≤N−1Z χ(Small)‖L2(Σut )
‖%µ∇/L/≤N−1Z χˆ(Small)‖L2(Σut )
)
.
3∑
l=1
∥∥∥µO(l)Z ≤N−1trg/χ(Small)∥∥∥
L2(Σut )
+
∥∥∥%µ∇/ /ˆLN−1Z χˆ(Small)∥∥∥L2(Σut )
(19.5.2)
+Q1/2(≤N)(t, u) +
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′ + ε.
Next, applying the elliptic estimate (17.1.12) to∇/ /ˆLN−1Z χˆ(Small) and using inequalities (19.4.6) and (19.4.7),
we bound the second term on the right-hand side of (19.5.2) as follows:∥∥∥%µ∇/ /ˆLN−1Z χˆ(Small)∥∥∥L2(Σut ) .
∥∥∥%µdiv/ /ˆLN−1Z χˆ(Small)∥∥∥L2(Σut ) + ε ln(e+ t)1 + t
∥∥∥%/ˆLN−1Z χˆ(Small)∥∥∥L2(Σut )
(19.5.3)
.
3∑
l=1
∥∥∥µO(l)Z ≤N−1trg/χ(Small)∥∥∥
L2(Σut )
+Q1/2(≤N)(t, u) +
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′ + ε.
With the exception of
∥∥∥µOZ ≤N−1trg/χ(Small)∥∥∥
L2(Σut )
, all terms on the right-hand side of (19.5.2) and
(19.5.3) are clearly . the right-hand side of (19.5.1) as desired. To bound
∥∥∥µOZ ≤N−1trg/χ(Small)∥∥∥
L2(Σut )
,
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we use inequality (19.4.11), the simple inequality
∥∥∥µ/ˆ∇2Z ≤N−1µ∥∥∥
L2(Σut )
≤
∥∥∥µ∇/ 2Z ≤N−1µ∥∥∥
L2(Σut )
, in-
equality (19.4.5), and the estimate
∫ t′
s=0
1
(1+s)3/2µ1/2? (s,u)
Q˜1/2(≤N)(s, u) ds . Q˜
1/2
(≤N)(t
′, u) (which follows from
(12.3.9) and the fact that Q˜(≤N) is increasing in its arguments) to deduce that∥∥∥µOZ ≤N−1trg/χ(Small)∥∥∥
L2(Σut )
(19.5.4)
.
∫ t
t′=0
‖[Lµ]−‖C0(Σu
t′ )
µ?(t′, u)
Q1/2(≤N)(t
′, u) dt′ +
∫ t
t′=0
1
(1 + t′)3/2µ?(t′, u)
Q1/2(≤N)(t
′, u) dt′
+Q1/2(≤N)(t, u) +
∫ t
t′=0
1
(1 + t′)3/2µ?(t′, u)
Q˜1/2(≤N)(t
′, u) dt′
+ ε
∫ t
t′=0
1
(1 + t′)3/2

∥∥∥µ∇/ 2Z ≤N−1µ∥∥∥
L2(Σu
t′ )∥∥∥%µ∇/L/≤N−1Z χ(Small)∥∥∥L2(Σu
t′ )
 dt′ + ε{lnµ−1? (t, u) + 1} .
Clearly, the right-hand side of (19.5.4) is. the right-hand side of (19.5.1) as desired. We have thus bounded
‖%µ∇/L/≤N−1Z χ(Small)‖L2(Σut ) by the right-hand side of (19.5.1) as desired. Using in addition inequality
(11.12.1a), we deduce from (19.5.4) that ‖%µd/Z ≤N−1trg/χ(Small)‖L2(Σut ) is also . the right-hand side of
(19.5.1) as desired.
The proof that ‖µ∇/ 2Z ≤N−1µ‖L2(Σut ) is bounded by the right-hand side of (19.5.1) is similar but simpler
because the elliptic estimates involve a scalar quantity rather than a trace-free tensorial one. Specifically, we
first use inequalities (11.12.1a), (11.12.3), (18.1.2a), and the elliptic estimate (17.1.9) to deduce that∥∥∥µ∇/ 2Z ≤N−1µ∥∥∥
L2(Σut )
.
∥∥∥µ∆/Z ≤N−1µ∥∥∥
L2(Σut )
(19.5.5)
+Q1/2(≤N)(t, u) +
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′ + ε.
All terms on the right-hand side of (19.5.5) except for the first one are manifestly bounded by the right-hand
side of (19.5.1) as desired. To bound the remaining term
∥∥∥µ∆/Z ≤N−1µ∥∥∥
L2(Σut )
by the right-hand side of
(19.5.1), we use inequality (19.4.11) and then argue as in the previous paragraph to bound this quantity by
the right-hand side of (19.5.4) as desired.
To complete the proof of (19.5.2), it only remains for us to bound
∑3
a=1 ‖%µ∇/ 2Z ≤N−1La(Small)‖L2(Σut )
by the right-hand side of (19.5.2). The proof is based on the inequality (19.4.9) and the elliptic estimate
(17.1.9) . We omit the details because they are very similar to the bound for ‖µ∇/ 2Z ≤N−1µ‖L2(Σut ) proved
in the previous paragraph.
To prove (19.3.16b), we first use inequalities (12.3.6) and (12.3.7) and the fact that Q(≤N) and Q˜(≤N)
are increasing in both of their arguments to deduce that the right-hand side of (19.3.16a) is
.
{
lnµ−1? (t, u) + 1
}
Q1/2(≤N)(t, u) +
{
lnµ−1? (t, u) + 1
}
Q˜1/2(≤N)(t, u) + ε
{
lnµ−1? (t, u) + 1
}
. (19.5.6)
Next, we combine inequality (19.5.6) with Lemma 11.30.6, which allows us to bound the left-hand side of
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(19.3.16b) by
. (1 + t)
∫ t
t′=0
1
1 + t′ (lnµ
−1
? (t, u) +
√
ε)Q1/2(≤N)(t
′, u) dt′ + (1 + t)
∫ t
t′=0
1
1 + t′ Q˜
1/2
(≤N)(t
′, u) dt′
(19.5.7)
+ ε(1 + t)
∫ t
t′=0
1
1 + t′
{
lnµ−1? (t, u) + 1
}
dt′.
Again using the fact that Q(≤N) and Q˜(≤N) are increasing in both of their arguments and also using
(12.3.10), we deduce that the right-hand side of (19.5.7) is
. ln(e+ t)(1 + t)Q1/2(≤N)(t, u) + ln(e+ t)(1 + t)Q˜
1/2
(≤N)(t, u) + ε ln(e+ t)(1 + t)
as desired.
19.6 Proof of Lemma 19.4.1
We now use the auxiliary lemmas to prove the first lemma of primary interest, namely Lemma 19.4.1. We
give the proof for the first integral on the left-hand side of (19.4.1). The proof for the second one is nearly
identical, and we describe the minor differences at the end of the proof. To begin, we split the integrand into
two pieces as follows:{
(1 + 2µ)LS N−1R˘Ψ + 2R˘S N−1R˘Ψ
}
(R˘Ψ)∆/S N−1µ (19.6.1)
= (1 + 2µ)(LS N−1R˘Ψ)(R˘Ψ)∆/S N−1µ+ 2(R˘S N−1R˘Ψ)(R˘Ψ)∆/S N−1µ.
The integral of the first product on the right-hand side of (19.6.1) is much easier to bound than that of the
second; we bound the integral of the easier product at the end of the proof using a separate argument.
Bound for
∫
Mt,u(R˘S
N−1R˘Ψ)(2R˘Ψ)∆/S N−1µ d$ : Our goal is to bound the spacetime integral∫
Mt,u
(2R˘S N−1R˘Ψ)(R˘Ψ)∆/S N−1µ d$ (19.6.2)
in magnitude by the right-hand side of (19.4.1). To this end, we first use the final inequality in (14.1.1), the
bootstrap assumption ‖R˘Ψ‖C0(Σut ) ≤ ε(1 + t)−1, and Def. 15.1.1 to deduce that
(R˘Ψ)∆/S N−1µ = (R˘Ψ)R˘S N−1trg/χ(Small) +Harmless≤N . (19.6.3)
By Cor. 19.3.4, the part of the spacetime integral (19.6.2) involving the Harmless≤N terms from (19.6.3)
has already been bounded by the right-hand side of (19.4.1). It remains for us to bound the spacetime
integral (19.6.2) with ∆/S N−1µ replaced by R˘S N−1trg/χ(Small). To this end, we first express it as a time
integral of integrals over Σut′ :
∫
Mt,u · · · d$ =
∫ t
t′=0
∫
Σu
t′
· · · d$ dt′. Next, using Cauchy-Schwarz on Σut′
and inequality (13.2.4e), we deduce that∣∣∣∣∣
∫
Mt,u
(2R˘S N−1R˘Ψ)(R˘Ψ)R˘S N−1trg/χ(Small) d$
∣∣∣∣∣ (19.6.4)
≤ 2
∫ t
t′=0
‖R˘S N−1R˘Ψ‖L2(Σu
t′ )
‖(R˘Ψ)R˘S N−1trg/χ(Small)‖L2(Σu
t′ )
dt′
≤ 2
∫ t
t′=0
Q1/2(≤N)(t
′, u)‖(R˘Ψ)R˘S N−1trg/χ(Small)‖L2(Σu
t′ )
dt′.
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The main part of the argument consists of showing that there exists a small constant a > 0 such that the
following key inequality holds for the integrand factor on the right-hand side of (19.6.4):∥∥∥(R˘Ψ)R˘S N−1trg/χ(Small)∥∥∥
L2(Σut )
(19.6.5)
≤ 4.5 ‖[Lµ]−‖C0(Σut )
µ?(t, u)
∫ t
s=0
‖[Lµ]−‖C0(Σus )
µ?(s, u)
Q1/2(≤N)(s, u) ds
+ Cε 1(1 + t)1+a
1
µ?(t, u)
∫ t
s=0
1
(1 + s)
1
µ?(s, u)
Q1/2(≤N)(s, u) ds
+ Cε 1(1 + t)1+a
1
µ?(t, u)
∫ t
s=0
1
(1 + s)
1
µ?(s, u)
Q˜1/2(≤N)(s, u) ds
+ 4.5
‖[Lµ]−‖C0(Σut )
µ?(t, u)
Q1/2(≤N)(t, u)
+ 4.5
∥∥∥∥ [Lµ]+µ
∥∥∥∥
C0(Σut )
∫ t
s=0
‖[Lµ]−‖C0(Σus )
µ?(s, u)
Q1/2(≤N)(s, u) ds
+ 4.5
∥∥∥∥ [Lµ]+µ
∥∥∥∥
C0(Σut )
Q1/2(≤N)(t, u)
+ Cε 1(1 + t)1+a
1
µ?(t, u)
Q1/2(≤N)(t, u) + Cε
1
(1 + t)1+a
1
µ?(t, u)
Q˜1/2(≤N)(t, u)
+ Cε ln
3(e+ t)
1 + t
1
µ
3/2
? (t, u)
Q(≤N−1)(t, u) + Cε
1
(1 + t)3/2
1
µ
3/2
? (t, u)
Q˜(≤N−1)(t, u)
+ Cε2 1
(1 + t)3/2
1
µ
3/2
? (t, u)
.
Once we have shown (19.6.5), in order to bound the right-hand side of (19.6.4) by the right-hand side of
(19.4.1), we insert inequality (19.6.5) (with t replaced by t′) into the right-hand side of (19.6.4) and then
integrate the inequality from t′ = 0 to t′ = t. We use inequality (12.2.4) to bound the factors
∥∥∥ [Lµ]+µ ∥∥∥C0(Σu
t′ )
arising from the right-hand side of (19.6.5). The factor of 2 on the right-hand side of (19.6.4) results in the
doubling of the “boxed” constants on the right-hand side of (19.6.5), that is, the boxed constants in (19.4.1)
are twice as large as the ones in (19.6.5). These estimates allow us to bound the integrals corresponding
to all but the last 5 terms on the right-hand side of (19.6.5) by the right-hand side of (19.4.1). We now
explain how to suitably bound these last 5 terms. Specifically, to bound the integral arising from the term
Cε ln3(e+ t)(1 + t)−1µ−3/2? (t, u)Q(≤N−1)(t, u) on the right-hand side of (19.6.5) by the right-hand side of
(19.4.1), we use the fact that Q(≤N−1) and Q(≤N) are increasing in both of their arguments and inequality
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(12.3.5) to deduce that
ε
∫ t
t′=0
ln3(e+ t′)
(1 + t′)
1
µ
3/2
? (t′, u)
Q1/2(≤N)(t
′, u)Q1/2(≤N−1)(t
′, u) dt′ (19.6.6)
. ε ln3(e+ t)Q1/2(≤N)(t, u)Q
1/2
(≤N−1)(t, u)
∫ t
t′=0
1
(1 + t′)
1
µ
3/2
? (t′, u)
dt′
. ε ln4(e+ t) 1
µ
1/2
? (t′, u)
Q1/2(≤N)(t, u)Q
1/2
(≤N−1)(t, u)
. ε ln8(e+ t) 1
µ?(t′, u)
Q(≤N−1)(t, u) + εQ(≤N)(t, u),
which is clearly . the right-hand side of (19.4.1) as desired. We can similarly bound the integrals gen-
erated by the second term on the next-to-last line of the right-hand side of (19.6.5) and the term on the
last line of the right-hand side of (19.6.5), but we use inequality (12.3.4) in place of inequality (12.3.5).
Finally, it is straightforward to see that we can bound the integrals generated by the two terms on the
third-to-last line of the right-hand side of (19.6.5) by the terms Cε
∫ t
t′=0
1
(1+t′)1+aµ?(t′,u)Q(≤N)(t
′, u) and
Cε
∫ t
t′=0
1
(1+t′)1+aµ?(t′,u)Q˜(≤N)(t
′, u) on the right-hand side of (19.4.1). We have thus shown that the de-
sired inequality (19.4.1) follows from (19.6.5).
It remains for us to prove (19.6.5). By Prop. 16.4.1, it suffices to bound the norm ‖ · ‖L2(Σut ) of the
terms on the right-hand side of (16.4.1) by the right-hand side of (19.6.5). We proceed by arguing one term
at a time. We begin by using the estimate ‖R˘S NΨ‖L2(Σut ) ≤ Q
1/2
(≤N)(t, u), which follows from inequality
(13.2.4e), to deduce that the norm ‖ · ‖L2(Σut ) of the first product on the right-hand side of (16.4.1) is
= 2
∥∥∥∥Lµµ
∥∥∥∥
C0(Σut )
‖R˘S NΨ‖L2(Σut ) ≤ 2
‖[Lµ]−‖C0(Σut )
µ?(t, u)
Q1/2(≤N)(t, u) + 2
∥∥∥∥ [Lµ]+µ
∥∥∥∥
C0(Σut )
Q1/2(≤N)(t, u),
(19.6.7)
which in turn is manifestly bounded by the right-hand side of (19.6.5).
To bound the norm ‖ · ‖L2(Σut ) of the second product on the right-hand side of (16.4.1), we first use
Lemma 11.30.6 and inequality (13.2.4e) to bound the norm ‖ · ‖L2(Σut ) of the time integral term as follows:∥∥∥∥∥∥
∫ t
t′=0
‖[Lµ]−‖C0(Σu
t′ )
µ?(t′, u)
%(t′, u)
∣∣∣R˘S NΨ∣∣∣ (t′, u, ϑ) dt′
∥∥∥∥∥∥
L2(Σut )
(19.6.8)
≤ (1 + Cε)%(t, u)
∫ t
t′=0
‖[Lµ]−‖C0(Σu
t′ )
µ?(t′, u)
Q1/2(≤N)(t
′, u) dt′.
The factor on the right-hand side of (16.4.1) that multiplies the first time integral is bounded in the norm
‖ · ‖C0(Σut ) by
≤ 4(1 + C√ε) 1
%(t, u)
‖[Lµ]−‖C0(Σut )
µ?(t, u)
+ 4(1 + C
√
ε) 1
%(t, u)
∥∥∥∥ [Lµ]+µ
∥∥∥∥
C0(Σut )
. (19.6.9)
We now multiply (19.6.9) by the right-hand side of (19.6.8) and note that the resulting product is bounded
by the right-hand side of (19.6.5) as desired. Note that this argument does not exhaust the full amount of the
constant 4.5 in front of the first term on the right-hand side of (19.6.5), but rather only 4(1 + C
√
ε).
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To bound the norm ‖ · ‖L2(Σut ) of the third product on the right-hand side of (16.4.1), we first use
Lemma 11.30.6, inequality (12.3.2) with the parameter b > 0 chosen to be small enough so that 1+Cb ≤ 1.1
on the right-hand side of (12.3.2), and inequality (13.2.4e) to bound the norm ‖ · ‖L2(Σut ) of the time integral
(more precisely, the second time integral on the right-hand side of (16.4.1)) as follows:∥∥∥∥∥∥
∫ t
t′=0
∥∥∥∥∥
(
µ(t, ·)
µ
)2∥∥∥∥∥
C0(Σu
t′ )
%(t′, u)
∣∣∣R˘S NΨ∣∣∣ (t′, u, ϑ) dt′
∥∥∥∥∥∥
L2(Σut )
(19.6.10)
≤ (1 + Cε)%(t, u)
∫ t
t′=0
∥∥∥∥∥
(
µ(t, ·)
µ
)2∥∥∥∥∥
C0(Σu
t′ )
Q1/2(≤N)(t
′, u) dt′
≤ (1.1)(1 + Cε)%2(t, u)Q1/2(≤N)(t, u) + C%2(t, u)
ln2(e+ t)
(1 + t)b Q
1/2
(≤N)(t, u)
≤ (1.2)%2(t, u)Q1/2(≤N)(t, u) + C%2(t, u)
1
(1 + t)aQ
1/2
(≤N)(t, u),
where 0 < a < b is a constant. The factor on the right-hand side of (16.4.1) that multiplies the second time
integral (which is under consideration) is bounded in the norm ‖·‖C0(Σut ) by (19.6.9), except %−1 is replaced
by %−2 and 4(1+C
√
ε) is replaced with 2(1+Cε).Multiplying this factor by the first term on the right-hand
side of (19.6.10), we see that the resulting product is bounded by the right-hand side of (19.6.5) as desired.
Note that in bounding this term and the first one, we did not exhaust the full amount of the constant 4.5
in front of the fourth term on the right-hand side of (19.6.5), but rather only 2 + 2(1.2) + Cε = 4.4 + Cε.
Next, we use the estimate (11.27.3) for Lµ to deduce the following easier estimate for the factor on the
right-hand side of (16.4.1) that multiplies the second time integral: it is bounded in the norm ‖ · ‖C0(Σut ) by
. ε(1+t)−3µ−1? (t, u). Hence, multiplying the factor by the second term on the right-hand side of (19.6.10),
we see that the resulting product is bounded by . ε(1 + t)−(1+a)µ−1? (t, u)Q
1/2
(≤N)(t, u), which is in turn .
the right-hand side of (19.6.5) as desired.
The remaining terms on the right-hand of (16.4.1) are relatively easy to bound in the norm ‖·‖L2(Σut ) and
have only a tiny effect on the dynamics. Many of the estimates we derive in this paragraph are non-optimal.
Throughout this paragraph, we silently use the coerciveness estimates provided by Prop. 13.2.2 as well as the
fact that Q(≤N) and Q˜(≤N) are increasing in their arguments. To bound the norm ‖ · ‖L2(Σut ) of the product
on the right-hand of (16.4.1) involving the factor |X [N ]|(0, u, ϑ) by . ε2 ln2(e + t)(1 + t)−2µ−1? (t, u)
as desired, we use inequality (19.4.13). Next, we see that the terms in the next line of (16.4.1) (which
involve an array of non-time-integrated top-order terms including %
√
µ
{
L+ 12 trg/χ
}
S ≤NΨ) are bounded
in the norm ‖ · ‖L2(Σut ) by . ε(1 + t)−2µ
−1/2
? (t, u)Q1/2(≤N)(t, u) + ε(1 + t)
−2µ−1/2? (t, u)Q˜1/2(≤N)(t, u) as
desired. Similarly, we bound the terms on the next line of the right-hand side of (16.4.1) (which involve
two arrays of non-time-integrated below-top-order terms including R˘Z ≤N−1Ψ) in the norm ‖ · ‖L2(Σut ) by
. ε(1 + t)−1µ−1? (t, u)Q(≤N−1)(t, u) + ε(1 + t)−3/2µ
−3/2
? (t, u)Q˜(≤N−1)(t, u). We remark in passing that
the ε(1 + t)−1µ−1? (t, u)Q(≤N−1)(t, u) term leads to some logarithmic-in-time growth in the top-order L2
quantities Q(≤N). To bound the terms in the next line of the right-hand of (16.4.1) (which involve an array
of non-time integrated terms including Z ≤N (µ− 1)) in the norm ‖ · ‖L2(Σut ) by
. ε 1
(1 + t)3/2µ?(t, u)
Q1/2(≤N)(t, u) + ε
1
(1 + t)3/2µ?(t, u)
Q˜1/2(≤N)(t, u) + ε
2 1
(1 + t)3/2µ?(t, u)
,
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we use (18.1.2a) and the estimate (12.3.10). To bound the terms in the next line of the right-hand of (16.4.1)
(which involve an array of time-integrated top-order terms that include the term %
√
µ
{
L+ 12 trg/χ
}
S ≤NΨ)
in the norm ‖ · ‖L2(Σut ) by the sum of the second and third terms on the right-hand side of (19.6.5) (where
a > 0 is a small constant), we use Lemma 11.30.6. To bound the terms in the next two lines of the right-hand
of (16.4.1) (which involve two arrays of time-integrated below-top-order terms such as %R˘Z ≤N−1Ψ) in the
norm ‖ · ‖L2(Σut ) by
. ε ln
3(e+ t)
(1 + t)µ3/2? (t, u)
Q(≤N−1)(t, u) + ε
1
(1 + t)3/2µ3/2? (t, u)
Q˜(≤N−1)(t, u),
we use Lemma 11.30.6 and the estimates (12.3.5) and (12.3.8). To bound the terms on the next-to-last line
of (16.4.1) in the norm ‖ · ‖L2(Σut ) by the right-hand side of (19.6.5), we use the estimate (19.3.16b) and
the simple inequality |∇ˆ/ 2S ≤N−1µ| . |∇/ 2S ≤N−1µ|. Finally, using Lemma 11.30.6, the estimate (18.1.2a),
and the estimate (12.3.8), we see that the terms on the last line of (16.4.1) are bounded in the norm ‖·‖L2(Σut )
by . the sum of the second, third, and last terms on the right-hand side of (19.6.5). We have thus proved
the desired estimate (19.6.5).
Bound for
∫
Mt,u(1 + 2µ)(LS
N−1R˘Ψ)(R˘Ψ)∆/S N−1µ d$ : We now bound the integral corresponding to
the easier piece in (19.6.1). More precisely, our goal is to bound the spacetime integral∫
Mt,u
(1 + 2µ)(LS N−1R˘Ψ)(R˘Ψ)∆/S N−1µ d$ (19.6.11)
in magnitude by the right-hand side of (19.4.1). To this end, we first bound the integral of the integrand
piece (LS N−1R˘Ψ)(R˘Ψ)∆/S N−1µ; the integral of the remaining piece 2µ(LS N−1R˘Ψ)(R˘Ψ)∆/S N−1µ
can be handled similarly. To proceed, we further decompose the first factor as
LS N−1R˘Ψ =
{
LS N−1R˘Ψ + 12 trg/χS
N−1R˘Ψ
}
− 12 trg/χS
N−1R˘Ψ. (19.6.12)
We now bound the spacetime integral corresponding to the term 12 trg/χS
N−1R˘Ψ in (19.6.12). Integrating
by parts on the St,u in order to remove an angular derivative from ∆/S N−1µ and referring to definition
(3.3.1c), we see that it suffices to bound the spacetime integrals∫
Mt,u
trg/χ(R˘Ψ)(d/S N−1R˘Ψ)d/#S N−1µ d$ +
∫
Mt,u
(d/trg/χ(Small))(R˘Ψ)(S N−1R˘Ψ)d/#S N−1µ d$
(19.6.13)
+
∫
Mt,u
trg/χ(d/R˘Ψ)(S N−1R˘Ψ)d/#S N−1µ d$.
To this end, we first express all spacetime integrals as integrals over Σut′ :
∫
Mt,u · · · d$ =
∫ t
t′=0
∫
Σu
t′
· · · d$ dt′.
None of the
∫
Σu
t′
integrals are difficult to bound because of the favorable time decay that is available. To
bound the integrals
∫
Σu
t′
· · · d$, we use Cauchy-Schwarz. The quantities d/S N−1R˘Ψ, S N−1R˘Ψ, and
d/#S N−1µ, are bounded in the norm ‖ · ‖L2(Σu
t′ )
as follows with the help of Prop. 13.2.2, inequalities
19. A Priori Estimates for the Fundamental L2−Controlling Quantities 324
(11.12.1a) and (18.1.2a), and the estimate
∫ t′
s=0
Q˜1/2(≤N)(s,u)
(1+s)µ1/2? (s,u)
ds . ln(e + t′)Q˜1/2(≤N)(t′, u), which follows
from (12.3.10):
‖d/S N−1R˘Ψ‖L2(Σu
t′ )
. 11 + t′µ
−1/2
? (t′, u)Q˜1/2(≤N)(t
′, u), (19.6.14)
‖S N−1R˘Ψ‖L2(Σu
t′ )
. Q1/2(≤N)(t
′, u), (19.6.15)
‖d/#S N−1µ‖L2(Σu
t′ )
. 11 + t′ ‖Z
Nµ‖L2(Σu
t′ )
. ε+ ln(e+ t′)Q1/2(≤N)(t
′, u) + ln(e+ t′)Q˜1/2(≤N)(t
′, u).
(19.6.16)
The remaining factors in
∫
Σu
t′
· · · d$ are bounded in the norm ‖ · ‖C0(Σu
t′ )
as follows: ‖R˘Ψ‖C0(Σu
t′ )
≤
ε(1+ t′)−1, ‖d/R˘Ψ‖C0(Σu
t′ )
. ε(1+ t′)−2, ‖trg/χ‖C0(Σu
t′ )
. (1+ t′)−1, and ‖d/trg/χ(Small)‖C0(Σu
t′ )
. ε ln(e+
t′)(1 + t′)−3. These estimates follow from the bootstrap assumptions (BAΨ), (11.12.1a), (11.16.1b), and
(11.27.2). Also using simple estimates of the form ab . a2 + b2, we deduce the following bound for the
spacetime integrals
∫
Mt,u · · · d$ =
∫ t
t′=0
∫
Σu
t′
· · · d$ dt′ of interest:
. ε
∫ t
t′=0
1
(1 + t′)3/2
Q(≤N)(t′, u) dt′ + ε
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜(≤N)(t′, u) dt′ (19.6.17)
+ ε3
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
dt′.
Using (12.3.9) to destroy the factor µ−1/2? in the last integral in (19.6.17), we conclude that (19.6.17) is .
the right-hand side of (19.4.1) as desired.
We now bound the spacetime integral corresponding to the first term in (19.6.12), that is, the integral
−
∫
Mt,u
(R˘Ψ)
{
LS N−1R˘Ψ + 12 trg/χS
N−1R˘Ψ
}
∆/S N−1µ d$. (19.6.18)
To this end, we first integrate by parts with Lemma 9.3.4, where the weight function w is equal to 1 and
d/#Z N−1µ plays the role of the vectorfield Y from the lemma. We therefore have to bound the integrals
on the right-hand side of (9.3.7). To this end, we first express all spacetime integrals as integrals over
Σut′ :
∫
Mt,u · · · d$ =
∫ t
t′=0
∫
Σu
t′
· · · d$ dt′. None of the ∫Σu
t′
integrals are difficult to bound because of the
favorable time decay that is available. Specifically, when bounding integrals over
∫
Σu
t′
, we use Cauchy-
Schwarz and bound the terms d/S N−1R˘Ψ, S N−1R˘Ψ, d/#S N−1µ, and
{
L/L + trg/χ
}
d/#S N−1µ in the
norm ‖ · ‖L2(Σu
t′ )
. The first three of these terms are bounded with the estimates (19.6.14)-(19.6.16). To
bound the final term, we first use Lemma 7.2.1, the identity
{
L/L + trg/χ
}
g/−1 = −2χˆ(Small), inequality
(11.12.1a), and the bounds ‖χˆ(Small)‖C0(Σu
t′ )
. ε ln(e+t
′)
(1+t′)2 and ‖[L,O]‖C0(Σut′ ) . ε ln(e + t
′)(1 + t′)−1,
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which follow from (3.6.2b), (11.20.3b), (11.27.2), and Cor. 11.27.3, to deduce the estimate∣∣∣{L/L + trg/χ} d/#S N−1µ∣∣∣ . ∣∣∣d/LS N−1µ∣∣∣+ ∣∣∣χˆ(Small)∣∣∣ ∣∣∣d/S N−1µ∣∣∣ (19.6.19)
. 11 + t′
3∑
l=1
∣∣∣LO(l)Z N−1µ∣∣∣+ 11 + t′
3∑
l=1
∣∣∣[L,O(l)]∣∣∣ ∣∣∣d/Z N−1µ∣∣∣
+
∣∣∣χˆ(Small)∣∣∣ ∣∣∣d/Z N−1µ∣∣∣
. 11 + t′
∣∣∣LZ ≤Nµ∣∣∣+ ε ln(e+ t′)(1 + t′)3
∣∣∣Z ≤N (µ− 1)∣∣∣ ,
where all terms above are evaluated at time t′. We then use inequalities (12.3.10), (18.1.2a), and (18.1.2b)
to bound the norm ‖ · ‖L2(Σu
t′ )
of the right-hand side of (19.6.19), which leads to the bound
∥∥∥{L/L + trg/χ} d/#S N−1µ∥∥∥L2(Σu
t′ )
. ε ln(e+ t
′)
(1 + t′)2 +
1
1 + t′Q
1/2
(≤N)(t
′, u) + 11 + t′µ
−1/2
? (t′, u)Q˜1/2(≤N)(t
′, u).
(19.6.20)
All of the remaining integrand factors on the right-hand side of (9.3.7) are bounded in the norm ‖ · ‖C0(Σu
t′ )
via the estimates ‖R˘Ψ‖C0(Σu
t′ )
. ε(1 + t′)−1, ‖d/R˘Ψ‖C0(Σu
t′ )
. ε(1 + t′)−2, ‖trg/χ‖C0(Σu
t′ )
. (1 + t′)−1,
‖d/trg/χ(Small)‖C0(Σu
t′ )
. ε ln(e + t′)(1 + t′)−3, ‖
{
L+ 12 trg/χ
}
R˘Ψ‖C0(Σu
t′ )
. ε ln(e + t′)(1 + t′)−3,
‖d/
{
L+ 12 trg/χ
}
R˘Ψ‖C0(Σu
t′ )
. ε ln(e + t′)(1 + t′)−4. All of these C0 estimates except for the last two
were justified just above. The last two follow from (11.12.1a) and (11.31.2).
In total, this argument leads to the following bound for the spacetime integrals on the right-hand side of
(9.3.7):
. ε2
∫ t
t′=0
1
(1 + t′)3/2
Q1/2(≤N)(t
′, u) dt′ + ε
∫ t
t′=0
1
(1 + t′)3/2µ1/2?
Q(≤N)(t′, u) dt′ (19.6.21)
+ ε2
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′ + ε
∫ t
t′=0
1
(1 + t′)3/2µ?(t′, u)
Q˜(≤N)(t′, u) dt′
. ε
∫ t
t′=0
1
(1 + t′)3/2µ1/2?
Q(≤N)(t′, u) + ε
∫ t
t′=0
1
(1 + t′)3/2µ?(t′, u)
Q˜(≤N)(t′, u) dt′ + ε3,
where in the last step, we used the simple inequalities ε2Q1/2(≤N) . ε3+εQ(≤N) and ε2Q˜
1/2
(≤N) . ε3+εQ˜(≤N)
as well as the estimate ε3
∫ t
t′=0
1
(1+t′)3/2µ1/2? (t′,u)
dt′ . ε3, which follows from (12.3.9). We now note that
the right-hand side of (19.6.21) is manifestly . the right-hand side of (19.4.1) as desired.
To bound the two Σut integrals on the right-hand side of (9.3.7) (that is, the explicitly written one and
the one corresponding to the integrand (9.3.8b)), we use Cauchy-Schwarz, (11.12.1a), (18.1.2a), (19.6.14),
(19.6.15), the above C0(Σut ) estimates for R˘Ψ and d/R˘Ψ, and simple estimates of the form ab . a2 + b2 to
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bound them (in a non-optimal fashion) by
. ε 1
µ
1/2
? (t, u)
Q˜1/2(≤N)(t, u)
∫ t
t′=0
1
(1 + t′)3/2
Q1/2(≤N)(t
′, u) dt′ (19.6.22)
+ ε 1
µ
1/2
? (t, u)
Q˜1/2(≤N)(t, u)
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′
+ ε 11 + tQ(≤N)(t, u) + ε
1
1 + tQ˜(≤N)(t, u) + ε
3 1
(1 + t)
1
µ?(t, u)
,
where the time integrals in (19.6.22) arise from bounding Y = d/#Z N−1µ in the norm ‖ · ‖L2(Σut ) with
(18.1.2a). Clearly, the right-hand side of (19.6.22) is . the right-hand side of (19.4.1) as desired.
The initial data hypersurface integrals on the right-hand side of (9.3.7) (corresponding to the integrand
(9.3.8c)) are cubic and hence it follows easily from the estimates of Sect. 11.8 that they are bounded by. ε3
as desired. This completes our proof of the bound for the first integral on the left-hand side of (19.4.1).
Minor changes needed to bound the second integral on the left-hand side of (19.4.1). The overall strategy
for bounding the integral
∫
Mt,u
{
(1 + 2µ)LS N−1OΨ + R˘S N−1OΨ
}
(R˘Ψ)OS N−1trg/χ(Small) d$ is the
same as the one we used for bounding the first integral. We split the integrand as in (19.6.1). The difficult part
of the proof is showing the analog of (19.6.5), namely that ‖(R˘Ψ)OS N−1trg/χ(Small)‖L2(Σut ) is bounded
by the right-hand side of (19.6.5). However, this proof is exactly the same as our proof of (19.6.5). More
precisely, again use Prop. 16.4.1 to reduce the proof of the bound for ‖(R˘Ψ)OS N−1trg/χ(Small)‖L2(Σut ) to
bounding the norm ‖ · ‖L2(Σut ) of the right-hand side of inequality (16.4.1), which we already accomplished
in the argument following (19.6.5). The rest of the proof of the bound for ‖(R˘Ψ)OS N−1trg/χ(Small)‖L2(Σut )
is also identical to the proof of the bound for ‖(R˘Ψ)∆/S N−1µ‖L2(Σut ).
Some minor changes are needed to bound the spacetime integral corresponding to the easier piece in
(19.6.1), namely the integral
∫
Mt,u(1 + 2µ)(LS
N−1OΨ)(R˘Ψ)OS N−1trg/χ(Small) d$. We once again
use the splitting (1 + 2µ)(LS N−1OΨ) = LS N−1OΨ + 2µLS N−1OΨ and then further decompose
LS N−1OΨ as in (19.6.12). To bound the spacetime integral corresponding to the term 12 trg/χS N−1OΨ
from the analog of (19.6.12), we use an analog of the integration by parts identity (19.6.13) in order to
remove the vectorfield O from the factor OS N−1trg/χ(Small). This integration by parts also leads to the
presence of some additional lower-order integrals containing the factor trg/(O)pi/. This factor in fact enhances
the decay of the corresponding integrals over Σut′ due to the bound ‖trg/(O)pi/‖C0(Σu
t′ )
. ε ln(e+ t′)(1 + t′)−1
noted in the proof of Lemma 19.4.9.
In order to bound the spacetime integral corresponding to the term
{
LS N−1OΨ + 12 trg/χS N−1OΨ
}
from the analog of (19.6.12), we integrate by parts to remove O from the factor OS N−1trg/χ(Small). This is
the analog of the integration by parts performed just after equation (19.6.18) to remove an angular derivative
off of ∆/S N−1µ. To carry out this integration by parts, in place of Lemma 9.3.4 used above, we now use
Lemma 9.3.3 with the function η from the lemma equal to S N−1trg/χ(Small) and S N−1OΨ in the role of
Z NΨ. We then estimate the integrals on the right-hand side of the integration by parts identity (9.3.5) by
using arguments very similar to the ones we used in the discussion following equation (19.6.18). In total,
this line of reasoning allows us to deduce that the right-hand side of (9.3.5) is ≤ the right-hand side of
(19.6.21) as desired.
19. A Priori Estimates for the Fundamental L2−Controlling Quantities 327
19.7 Proof of Lemma 19.4.2
We now use the auxiliary lemmas to prove the second lemma of primary interest, namely Lemma 19.4.2.
We provide complete details for the estimate of
−
∫
Mt,u
{
LS N−1OΨ + 12 trg/χS
N−1OΨ
}
(R˘Ψ)(%2OS N−1trg/χ(Small)) d$. (19.7.1)
At the end of the proof, we sketch the minor changes needed to estimate the other integral on the left-
hand side of (19.4.2). In order to avoid error integrals that lead to damaging top-order estimates, we need
to replace the factor %2S N−1trg/χ(Small) in (19.7.1) with the partially modified quantity %2(S
N−1)X˜ . We
recall that (S
N−1)X˜ is defined in (10.3.4a); for convenience, we state:
%2(S
N−1)X˜ := %2S N−1trg/χ(Small) −
1
2%
2G/ AA LS
N−1Ψ− 12%
2GLLLS
N−1Ψ + %2G/ AL d/AS
N−1Ψ.
(19.7.2)
The reason that we must estimate the quantity (19.7.2) rather than %2S N−1trg/χ(Small) is that we need to
use the sharp L2 estimates (19.4.26a), (19.4.26b), and (19.4.32) for %2(S
N−1)X˜ ; if we did not exploit these
sharp L2 estimates, then we would encounter error integrals that could grow in time at a rate that is just
damaging enough to spoil our top-order a priori L2 estimates.
Upon making this replacement, we generate an additional error integral equal to the vectorfieldO applied
to difference betweenS N−1trg/χ(Small) and %2(S
N−1)X˜ . Equivalently, in view of definitions (10.3.4a) and
(10.3.4b), we generate the following additional error integrals:∫
Mt,u
%2
{
LS N−1OΨ + 12 trg/χS
N−1OΨ
}
(R˘Ψ)O(SN−1)X˜ d$. (19.7.3)
From the estimate (16.5.6) and Cor. 19.3.5, it follows that the magnitude of the integral (19.7.3) can be
bounded by the non-boxed-constant-multiplied integrals on the right-hand side of (19.4.2).
Thus, to complete the proof, we have to estimate the main error integral
−
∫
Mt,u
{
LS N−1OΨ + 12 trg/χS
N−1OΨ
}
(R˘Ψ)O(%2(SN−1)X˜ ) d$. (19.7.4)
We first integrate by parts with Lemma 9.3.3 (with %2(S
N−1)X˜ in the role of η from the lemma) and therefore
have to estimate both the spacetime and the hypersurface integrals on the right-hand side of (9.3.5). All
of these integrals except the first two (the most difficult ones) were bounded by the non-boxed-constant-
multiplied integrals on the right-hand side of (19.4.2) in Lemma 19.4.9.
We now bound the first difficult integral, which is the first spatial integral
∫
Σut
· · · on the right-hand side
of (9.3.5).
Estimate of
∫
Σut
(OS N−1OΨ)(R˘Ψ)
(
%2(S
N−1)X˜
)
d$ : To bound this integral, we first use inequality
(13.2.5d), the estimate (11.11.1a), and Cor. 11.27.3 to deduce that∥∥∥√µOS N−1OΨ∥∥∥
L2(Σut )
≤ (1 + Cε)
∥∥∥%√µd/S N−1OΨ∥∥∥
L2(Σut )
≤ √2(1 + Cε)Q˜1/2(≤N)(t, u). (19.7.5)
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Then from Cauchy-Schwarz and (19.7.5), we deduce that∣∣∣∣∣
∫
Σut
(OS N−1OΨ)(R˘Ψ)
(
%2(S
N−1)X˜
)
d$
∣∣∣∣∣ ≤ √2(1 + Cε)
∥∥∥∥∥ 1√µ(R˘Ψ)
(
%2(S
N−1)X˜
)∥∥∥∥∥
L2(Σut )
Q˜1/2(≤N)(t, u).
(19.7.6)
Hence, splitting Σut = (−)Σut;t ∪ (+)Σut;t (see Def. 12.2.1), applying Lemma 19.4.6, and using simple in-
equalities of the form ab . a2 + b2, we bound the right-hand of (19.7.6) side by
≤ (√24 + Cε)Q˜1/2(≤N)(t, u)‖%Lµ‖C0((−)Σut;t)
1
µ
1/2
? (t, u)
∫ t
t′=0
1
%(t′, u)µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′ (19.7.7)
+ (
√
24 + Cε)Q˜1/2(≤N)(t, u)
∥∥∥∥%Lµµ
∥∥∥∥
C0((+)Σut;t)
∫ t
t′=0
∥∥∥∥∥∥
√
µ(t, ·)
µ
∥∥∥∥∥∥
C0((+)Σu
t′;t)
1
%(t′, u)Q˜
1/2
(≤N)(t
′, u) dt′
+ Cε 1
µ
1/2
? (t, u)
Q˜1/2(≤N)(t, u)
∫ t
t′=0
1
(1 + t′)3/2
Q1/2(≤N)(t
′, u) dt′
+ Cε 1
µ
1/2
? (t, u)
Q˜1/2(≤N)(t, u)
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q˜1/2(≤N)(t
′, u) dt′
+ CεQ˜(≤N)(t, u)
+ Cε 1
µ?(t, u)
ln2(e+ t)Q(≤N−1)(t, u) + Cε
1
µ?(t, u)
ln2(e+ t)Q˜(≤N−1)(t, u) + Cε3
1
µ?(t, u)
.
Since
√
24 < 5 , we observe that all terms on the right-hand side of (19.7.7) are manifestly bounded by the
right-hand side of (19.4.2) as desired.
To complete the proof, it remains only for us to estimate the second difficult integral, which is the first
spacetime integral
∫
Mt,u · · · on the right-hand side of (9.3.5) (with %2(S
N−1)X˜ in the role of η from the
lemma).
Estimate of − ∫Mt,u(OS N−1OΨ)(R˘Ψ)L (%2(SN−1)X˜ ) d$ : To bound this spacetime integral, we first
express it as a time integral of integrals over Σut′ :
∫
Mt,u · · · d$ =
∫ t
t′=0
∫
Σu
t′
· · · d$ dt′. We then use
Cauchy-Schwarz and the estimate (19.7.5) to deduce that∣∣∣∣∣
∫
Σu
t′
(OS N−1OΨ)(R˘Ψ)L
(
%2(S
N−1)X˜
)
d$
∣∣∣∣∣ (19.7.8)
≤ √2(1 + Cε)Q˜1/2(≤N)(t′, u)
∥∥∥∥∥ 1√µ(R˘Ψ)L
(
%2(S
N−1)X˜
)∥∥∥∥∥
L2(Σu
t′ )
.
We now use the key L2 estimate (19.4.32), simple estimates of the form ab . a2 + b2, and inequality
(12.2.4) to bound the last factor on the right-hand side of (19.7.8), thereby concluding that the right-hand
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side of (19.7.8) is bounded by
≤ √24(1 + Cε)
‖[Lµ]−‖C0(Σu
t′ )
µ?(t′, u)
Q˜(≤N)(t′, u) (19.7.9)
+
√
24(1 + Cε) 1
%(t′, u)
{
1 + ln
(
%(t′,u)
%(0,u)
)}Q˜(≤N)(t′, u)
+ Cε 1
(1 + t′)3/2
Q(≤N)(t′, u) + Cε
1
(1 + t′)3/2
1
µ?(t′, u)
Q˜(≤N)(t′, u)
+ Cε 1(1 + t′)
1
µ
1/2
? (t′, u)
Q1/2(≤N−1)(t
′, u)Q˜1/2(≤N)(t
′, u) + Cε 1(1 + t′)
1
µ?(t′, u)
Q˜1/2(≤N−1)(t
′, u)Q˜1/2(≤N)(t
′, u).
We now integrate inequality (19.7.9) dt′. Noting that
√
24 < 5 , we observe that the time integrals of
the first four products on the right-hand side of (19.7.9) are bounded by the right-hand side of (19.4.2) as
desired. To bound the time integrals of the terms on the last line of (19.7.9), we first note that we can
bound all factors Q1/2(≤N)(t
′, u), Q˜1/2(≤N)(t
′, u), Q1/2(≤N−1)(t
′, u), and Q˜1/2(≤N−1)(t
′, u) by their values at time t
and then pull these factors out of the time integrals (since these factors are increasing in t′). We then use
the estimates (12.3.8) and (12.3.10) to deduce that the remaining time integrals are bounded as follows:∫ t
t′=0
1
(1+t′)µ
−1/2
? (t′, u) dt′ ≤ C ln(e + t) and
∫ t
t′=0
1
1+t′µ
−1
? (t′, u) dt′ ≤ C ln(e + t)
{
lnµ−1? (t, u) + 1
}
.
Also using simple inequalities of the form ab . a2 + b2, we see that in total, the time integrals of the terms
on the last line of (19.7.9) are bounded by the terms on the first two lines on right-hand side of (19.4.2). We
have thus bounded the integral
∫
Mt,u · · · d$ by the right-hand side of (19.4.2) as desired. This completes
our proof of the desired bound for the second integral on the left-hand side of (19.4.2).
Minor changes needed to bound− ∫Mt,u %2 {LS N−1R˘Ψ + 12 trg/χS N−1R˘Ψ} (R˘Ψ)∆/S N−1µ d$. To bound
the first spacetime integral on the left-hand side of (19.4.2), we use the same overall strategy that we used in
bounding the second one. We again need to use a modified quantity in analogy with the quantity (19.7.2).
More precisely, we view ∆/S N−1µ = div/ d/#S N−1µ and replace d/#S N−1µ with the partially modified
St,u−tangent vectorfield (SN−1)M˜# , which is g/−dual to the one-form (SN−1)M˜ defined in (10.4.4a). For
convenience, we state the following identity:
(SN−1)M˜# = d/#S N−1µ+ 12µGLLd/
#S N−1Ψ + µGLRd/#S N−1Ψ. (19.7.10)
The reason that we must estimate the quantity (19.7.10) rather than d/#S N−1µ is that we need to use the
sharp L2 estimates of Lemma 19.4.5 and Lemma 19.4.7. This replacement leads to the generation of an
additional error integral that is of the form (19.7.3) but with div/ (S
N−1)M˜# (see definition (10.4.4b)) in
place of the factor O(S
N−1)X˜. This additional error integral can be suitably bounded with the help of the
estimate (16.5.7) and Cor. 19.3.5, in analogy with the way we bounded the integral (19.7.3).
The difficult part of the analysis is bounding the remaining spacetime integral involving (S
N−1)M˜# ,
which is the analog of the integral (19.7.4). To estimate this integral, we integrate by parts to remove the
div/ operator from (S
N−1)M˜# . Rather than integrating by parts with Lemma 9.3.3 as above, this time we
use Lemma 9.3.4, where the role of Y from the lemma is played by (S
N−1)M˜# and the weight function w
is equal to %2 because of the presence of this weight in the integrand. After integrating by parts, we have
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to estimate both the spacetime and the hypersurface integrals on the right-hand side of (9.3.7). All of these
integrals except the first two (the most difficult ones) were bounded by the non-boxed-constant-multiplied
integrals on the right-hand side of (19.4.2) in Lemma 19.4.10. This leaves the two difficult error integrals to
estimate: a) the first hypersurface error integral on the right-hand side of (9.3.7), which we first bound via
Cauchy-Schwarz and (13.2.5d) as follows:∣∣∣∣∣
∫
Σut
%2(R˘Ψ)(d/S N−1R˘Ψ)(SN−1)M˜# d$
∣∣∣∣∣ ≤ √2(1 + Cε)Q˜1/2(≤N)(t, u)
∥∥∥∥∥ 1√µ%(R˘Ψ)(SN−1)M˜
∥∥∥∥∥
L2(Σut )
,
(19.7.11)
and b) the first spacetime integral on the right-hand side of (9.3.7), which we first bound via Cauchy-Schwarz
and (13.2.5d) as follows:∣∣∣∣∣
∫
Mt,u
%2(R˘Ψ)(d/S N−1R˘Ψ)
{
L/L + trg/χ
}
(SN−1)M˜ d$
∣∣∣∣∣ (19.7.12)
≤ √2(1 + Cε)
∫ t
t′=0
Q˜1/2(≤N)(t
′, u)
∥∥∥∥∥ 1√µ%(R˘Ψ)
{
L/L + trg/χ
}
(SN−1)M˜
∥∥∥∥∥
L2(Σu
t′ )
dt′.
To derive a suitable bound for the right-hand side of (19.7.11), we argue as in our proof of (19.7.7),
using Lemma 19.4.5 in place of Lemma 19.4.6 to estimate the last factor ‖ · · · ‖L2(Σut ) on the right-hand side
of (19.7.11). This line of reasoning allows us to bound the right-hand side of (19.7.11) by ≤ the right-hand
side of (19.4.2) as desired.
To derive a suitable bound for the integrand on the right-hand side of (19.7.12), we argue as in our
proof of (19.7.9), using Lemma 19.4.7 in place of Lemma 19.4.8 to bound the last factor ‖ · · · ‖L2(Σu
t′ )
in the
integrand on the right-hand side of (19.7.12). This line of reasoning allows us to bound the right-hand side
of (19.7.12) by ≤ the right-hand side of (19.4.2) as desired.
19.8 Proof of Prop. 19.2.1
We now use the previously derived estimates estimates to prove Prop. 19.2.1. Let 0 ≤ N ≤ 24 be an integer.
Let Z ∈ Z = {%L, R˘, O(1), O(2), O(3)} and for N ≥ 1, let Z N be an N th order commutation vectorfield
differential operator of the form Z N = Z N−1Z. We recall that by (15.1.2)-(15.1.4) and Cor. 15.1.3, we
have
µg(Ψ)Z NΨ = (Z
N )F, (19.8.1)
(Z N )F = Z N−1(µD (Z)αJ α) +Harmless≤N . (19.8.2)
We now state and separately consider four cases depending on the structure ofZ N . It is easy to see that the
four cases exhaust all possibilities.
The four cases for the structure of Z N
Using Lemma 15.1.1, Prop. 15.1.2, Cor. 15.1.3, and Cor. 15.1.4, we deduce the following estimates in the
four cases.
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1. Z N contains more than one factor of %L. Then
(Z N )F = Harmless≤N .
2. Z N contains precisely one factor of %L. Then one of the following two possibilities must occur:
(Z N )F = Harmless≤N ,
(Z N )F = %(d/Ψ#) · (µd/S N−1trg/χ(Small)) +Harmless≤N ,
where S N−1 is an (N − 1)st order pure spatial commutation vectorfield operator (see definition
(6.1.2a)).
3. Z N = S N−1R˘, where S N−1 is an (N − 1)st order pure spatial commutation vectorfield operator.
Then
(Z N )F = (R˘Ψ)∆/S N−1µ+ (µd/#Ψ) · (µd/S N−1trg/χ(Small)) +Harmless≤N .
4. Z N = S N−1O(l),whereS N−1 is an (N−1)st order pure spatial commutation vectorfield operator.
Then
(Z N )F = (R˘Ψ)O(l)Z N−1trg/χ(Small) + ρ(l)(d/#Ψ) · (µd/S N−1trg/χ) +Harmless≤N .
We now give an overview of the proof of the proposition. We must derive suitable estimates for the
error integrals on the right-hand sides of the energy-flux inequalities (9.2.9a) and (9.2.9b), where Z NΨ
is in the role of Ψ, and the inhomogeneous term F appearing in (9.2.9a) and (9.2.9b) is equal to the term
(Z N )F given in equation (19.8.2). This difficult analysis has already been carried out in the previous lemmas.
That analysis allows us to bound E[Z NΨ] and F[Z NΨ] by the right-hand side of (19.2.5a), and E˜[Z NΨ],
F˜[Z NΨ], and K˜[Z NΨ] by the right-hand side of (19.2.5b). We will then take the max of these estimates
over all such operators of the formZ N , 0 ≤ N ≤ 24, and then the sup over t and u. This will immediately
imply the desired top-order inequalities (19.2.5a) and (19.2.5b) for Q(≤N), Q˜(≤N), and K˜(≤N).
Estimate for Q(≤N) : We now derive the desired inequality (19.2.5a). In our analysis, we implicitly use the
quantities defined in Defs. 19.2.1 and 19.2.2. We now carry out the main step, which is deriving suitable
bounds for the quantities E[Z NΨ](t, u) + F[Z NΨ](t, u) on the left-hand side of (9.2.9a) (where Z NΨ is
in the role of Ψ). To obtain the desired bounds, we bound the right-hand side of (9.2.9a) by the right-hand
side of (19.2.5a). To this end, we first analyze the difficult error integral
−
∫
Mt,u
{
(1 + 2µ)(LZ NΨ) + 2R˘Z NΨ
}
(Z N )F d$
on the right-hand side of (9.2.9a), which is absent whenN = 0.We separately consider the exhaustive cases
(1)− (4) (depending on the structure of Z N ) stated above. We bound all error integrals of the form∫
Mt,u
∣∣∣(1 + 2µ)(LZ NΨ) + 2R˘Z NΨ∣∣∣Harmless≤N d$
in magnitude by the right-hand side of (19.2.5a) with Cor. 19.3.4.
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In case (2), we bound the error integral∫
Mt,u
{
(1 + 2µ)(LZ NΨ) + 2R˘Z NΨ
}
%(d/Ψ#) · (µd/Z N−1trg/χ(Small)) d$
in magnitude by the right-hand side of (19.2.5a) by Lemma 19.3.9.
In case (3), we bound the dangerous error integral∫
Mt,u
{
(1 + 2µ)(LS N−1R˘Ψ) + 2R˘S N−1R˘Ψ
}
(R˘Ψ)∆/S N−1µ d$
in magnitude by the right-hand side of (19.2.5a) by Lemma 19.4.1. We stress that the error terms on the
right-hand side of Lemma 19.4.1 are the only ones that result in the difficult capital Roman numeral error
terms I)
(≤N), II)(≤N), · · · on the right-hand side of (19.2.5a). Furthermore, we bound the error integral∫
Mt,u
{
(1 + 2µ)(LS N−1R˘Ψ) + 2R˘S N−1R˘Ψ
}
(µd/#Ψ) · (µd/S N−1trg/χ(Small)) d$
in magnitude by the right-hand side of (19.2.5a) by Lemma 19.3.9.
In case (4), we bound the dangerous error integral∫
Mt,u
{
(1 + 2µ)(LS N−1OΨ) + 2R˘S N−1OΨ
}
(R˘Ψ)O(l)S N−1trg/χ(Small) d$
in magnitude by the right-hand side of (19.2.5a) by Lemma 19.4.1. Furthermore, we bound the error integral∫
Mt,u
{
(1 + 2µ)(LS N−1OΨ) + 2R˘S N−1OΨ
}
%(d/Ψ#) · (µd/S N−1trg/χ(Small)) d$
in magnitude by the right-hand side of (19.2.5a) by Lemma 19.3.9.
We now bound the error integral on the right-hand side of (9.2.9a) that is not related to the inhomoge-
neous term (Z
N )F, that is, the integral
−12
∫
Mt,u
µQαβ(T )piαβ d$.
This integral is bounded by the right-hand side of (19.2.5a) by (19.3.22a) (see definition (9.4.1a)).
Finally, we note that the terms E[Z NΨ](0, u) corresponding to the first term on the right-hand side of
(9.2.9a) are trivially bounded by ≤ Q(≤N)(0, u).
We have thus bounded the sum E[Z NΨ](t, u) + F[Z NΨ](t, u) by the right-hand side of (19.2.5a) as
desired. Taking the max of these estimates over all such operators of the formZ N , 0 ≤ N ≤ 24, taking the
sup over t and u, and recalling Def. 13.2.1, we conclude the desired inequality (19.2.5a).
Estimate for Q˜(≤N) : We now derive the desired inequality (19.2.5b). In our analysis, we implicitly use the
quantities defined in Defs. 19.2.3 and 19.2.4. We now carry out the main step, which is deriving suitable
bounds for the quantities E˜[Z NΨ](t, u) + F˜[Z NΨ](t, u) on the left-hand side of (9.2.9b) (where Z NΨ
is in the role of Ψ). To obtain the desired bounds, we a) show that on the right-hand side of (9.2.9b), the
non-positive integral −K˜[Z NΨ](t, u) (see definition (13.2.2a)) is present and hence we can bring it over
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to the left-hand side to generate a coercive spacetime integral and b) bound the remaining integrals on the
right-hand side of (9.2.9b) by the right-hand side of (19.2.5b). To accomplish a), we simply appeal to
definition (13.2.2a) (with Z NΨ in the role of Ψ), which shows that K˜[Z NΨ] is equal to the first term on
the right-hand side of the error term (9.4.4b). We emphasize that by (9.4.1b), K˜[Z NΨ] is in fact part of
the integral −12
∫
Mt,u µQ
αβ[Z NΨ]
{
(K˜)piαβ − %2trg/χgαβ
}
d$ and hence it would have appeared on the
right-hand side of (19.2.5b) if we did not bring it to the left.
We now accomplish b); the proof is similar to the bound we derived for Q(≤N) above. Our goal is to
bound the right-hand side of (9.2.9b) (except for the coercive term K˜[Z NΨ] that was addressed in a)) by
the right-hand side of (19.2.5b). To this end, we first analyze the difficult error integral
−
∫
Mt,u
%2
{
LZ NΨ + 12 trg/χZ
NΨ
}
(Z N )F d$
on the right-hand side of (9.2.9b), which is absent when N = 0. We consider the same four cases (based on
the structure of Z N ) that we did in our estimates for Q(≤N). We bound all error integrals of the form∫
Mt,u
%2
∣∣∣∣LZ NΨ + 12 trg/χZ NΨ
∣∣∣∣Harmless≤N d$
in magnitude by the right-hand side of (19.2.5b) with the help of Cor. 19.3.5.
In case (2), we bound the error integral∫
Mt,u
%2
{
LZ NΨ + 12 trg/χZ
NΨ
}
%(d/Ψ#) · (µd/Z N−1trg/χ(Small)) d$
in magnitude by the right-hand side of (19.2.5b) by Lemma 19.3.10.
In case (3), we bound the dangerous error integral∫
Mt,u
{
LS N−1R˘Ψ + 12 trg/χS
N−1R˘Ψ
}
(R˘Ψ)∆/S N−1µ d$
in magnitude by the right-hand side of (19.2.5b) by Lemma 19.4.2. We stress that the error terms on the
right-hand side of Lemma 19.4.2 are the only ones that result in the difficult capital Roman numeral error
terms I˜)
(≤N), I˜I)≤N , · · · on the right-hand side of (19.2.5b). Furthermore, we bound the error integral∫
Mt,u
{
LS N−1R˘Ψ + 12 trg/χS
N−1R˘Ψ
}
(µd/#Ψ) · (µd/S N−1trg/χ(Small)) d$
in magnitude by the right-hand side of (19.2.5b) by Lemma 19.3.10.
In case (4), we bound the dangerous error integral∫
Mt,u
{
LS N−1OΨ + 12 trg/χS
N−1OΨ
}
(R˘Ψ)O(l)S N−1trg/χ(Small) d$
in magnitude by the right-hand side of (19.2.5b) by Lemma 19.4.2. Furthermore, we bound the error integral∫
Mt,u
{
LS N−1OΨ + 12 trg/χS
N−1OΨ
}
%(d/Ψ#) · (µd/S N−1trg/χ(Small)) d$
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in magnitude by the right-hand side of (19.2.5b) by Lemma 19.3.10.
We now bound the error integrals on the right-hand side of (9.2.9b) that are not related to the inho-
mogeneous term (Z
N )F, that is, the first, second, fourth, and fifth (final) integrals on the right-hand side
of (9.2.9b). The coercive Morawetz part of the third integral was handled in a), while the remaining part
(see definitions (9.4.1b) and (9.4.4b)) is bounded by the right-hand side of (19.2.5b) by (19.3.22b). The re-
maining two error integrals are bounded by (19.3.22c) and (19.3.22d), where in bounding the hypersurface
integral −14
∫
Σu0
· · · , we use the fact that by Lemma 13.2.3, we have Q˜(≤N)(0, u) ≤ CQ(≤N)(0, u).
Finally, we note that by Lemma 13.2.3, the terms E˜[Z NΨ](0, u) corresponding to the first term on the
right-hand side of (9.2.9b) are bounded by ≤ Q˜(≤N)(0, u) ≤ CQ(≤N)(0, u).
We have thus bounded the sum E˜[Z NΨ](t, u) + F˜[Z NΨ](t, u) + 12K˜[Z NΨ](t, u) by the right-hand
side of (19.2.5b) as desired. Taking the max of these estimates over all such operators of the form Z N ,
0 ≤ N ≤ 24, taking the sup over t and u, and recalling Def. 13.2.1, we conclude the desired inequality
(19.2.5b).
19.9 Proof of Prop. 19.2.2
We now use the previously derived estimates to prove Prop. 19.2.2. The proof is very similar to the proof
of Prop. 19.2.1 with only one key change: we estimate all of the error integrals that cause top-order L2
degeneracy with respect to µ−1? in a different way. Specifically, we estimate these integrals in terms of
higher-order L2 quantities (that is, these estimates lose one derivative), which will result in the presence
of the terms 0)(≤N+1) and 0˜)(≤N+1) (see definitions (19.2.2a) and (19.2.4a)) on the right-hand sides of
(19.2.6a) and (19.2.6b). The major gain is the following: because of this alternate strategy, the top-order
error terms I)
(≤N) −VIII)(≤N) and I˜) (≤N) − V˜III)(≤N) which are present on the right-hand sides of
the top-order estimates (19.2.5a)-(19.2.5b), are not present on the right-hand sides of the below-top-order
estimates (19.2.6a) and (19.2.6b). For the same reason, many terms on the first two lines of the right-hand
sides of (19.2.6a) and (19.2.6b) are absent from the below-top-order estimates (19.2.6a) and (19.2.6b).
We now provide the details for the proof of (19.2.6a). We repeat the proof of (19.2.5a) and note that
the only reason that the worst terms I)
(≤N)−VIII)(≤N) are present on the right-hand side of (19.2.5a) is
because we had to use them as an upper bound for the dangerous error integrals
−
∫
Mt,u
{
(1 + 2µ)(LZ NΨ) + (R˘Z NΨ)
}
(R˘Ψ)
(
∆/S N−1µ
O(l)S
N−1trg/χ(Small)
)
d$ (19.9.1)
from cases (3) and (4) above. Similarly, the error integrals (19.9.1) are the only reason that the terms on the
first two lines of the right-hand side of (19.2.5a) are present, aside from the initial data term Q(≤N)(0, u)
(although the term Cε3µ−1? (t, u) from the first line appears without the factor of µ−1? (t, u) in many other
error integrals). Since we are no longer bounding a top-order quantity, to bound the integral (19.9.1), rather
than using the argument given in the proof of (19.2.5a), we instead allow a permissible loss of one derivative
by using the bootstrap assumption ‖R˘Ψ‖C0(Σut ) ≤ ε(1 + t)−1 (that is, (BAΨ)) and the derivative-losing
19. A Priori Estimates for the Fundamental L2−Controlling Quantities 335
Lemma 19.3.6 to deduce that (19.9.1) is bounded in magnitude by
. ε
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q1/2(≤N)(t
′, u)
∫ t′
s=0
1
1 + sQ
1/2
(≤N+1)(s, u) ds dt
′ (19.9.2)
+ ε
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q1/2(≤N)(t
′, u)
∫ t′
s=0
1
(1 + s)µ1/2? (s, u)
Q˜1/2(≤N+1)(s, u) ds dt
′
+ ε
∫ t
t′=0
1
(1 + t′)3/2µ1/2? (t′, u)
Q(≤N)(t′, u) dt′ + ε3
as desired (see definition (19.2.2a)). We have thus proved inequality (19.2.6a).
The proof of (19.2.6b) is similar. More precisely, we repeat the proof of (19.2.5b) and make the following
key change, which completely eliminates the dangerous terms I˜)
(≤N)− V˜III)(≤N) that are present on the
right-hand side of the top-order estimate (19.2.5b) as well as the terms on the first two lines of the right-hand
side of (19.2.5b) (aside from the initial data term CQ(≤N)(0, u) and the term Cε3µ−1? (t, u), which appears
in the ameliorated form Cε3): we bound the integrals
−
∫
Mt,u
%2
{
LZ NΨ + 12 trg/χZ
NΨ
}
(R˘Ψ)
(
∆/S N−1µ
O(l)S
N−1trg/χ(Small)
)
d$ (19.9.3)
by using the bootstrap assumption ‖R˘Ψ‖C0(Σut ) . ε1+t and Lemma 19.3.7 to deduce that (19.9.3) is bounded
in magnitude by
. ε
∫ t
t′=0
1
(1 + t′)2
∫ t′
s=0
Q1/2(≤N+1)(s, u)
1 + s ds
2 dt′ + ε ∫ t
t′=0
1
(1 + t′)2
∫ t′
s=0
Q˜1/2(≤N+1)(s, u)
(1 + s)µ1/2? (s, u)
ds
2 dt′
(19.9.4)
+ ε
∫ u
u′=0
Q˜(≤N)(t, u′) du′ + ε3
as desired (see definition (19.2.4a)). We have thus proved inequality (19.2.6b).
19.10 Proof of Lemma 19.2.3
Before proving Lemma 19.2.3, we first provide the following simple lemma, which will be used to estimate
the right-hand side of (19.2.2c).
Lemma 19.10.1 (Integral estimate for an unusual Gronwall factor). Let t ≥ 0. There exists a constant
C > 0 independent of t such that∫ t
t′=0
ln5(e+ t′)
(1 + t′)2
√
ln(e+ t)− ln(e+ t′) dt
′ ≤ C. (19.10.1)
Proof of Lemma 19.10.1. We make the change of variables τ′ := ln(e + t′), τ := ln(e + t), dτ′ = dt′e+t′ .
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We then split the integration domain into the intervals [1, τ/2] and [τ/2, τ] and bound each piece as follows:∫ t
t′=0
ln5(e+ t′)
(1 + t′)2
√
ln(e+ t)− ln(e+ t′) dt
′ (19.10.2)
≤ C
∫ t
t′=0
ln5(e+ t′)
(e+ t′)2
√
ln(e+ t)− ln(e+ t′) dt
′
≤ C
∫ τ/2
τ′=1
exp(−τ′)τ′5√
τ− τ′ dτ
′ +
∫ τ
τ′=τ/2
exp(−τ′)τ′5√
τ− τ′ dτ
′
≤ C√
τ
∫ ∞
τ′=1
exp(−τ′)τ′5 dτ′ + C exp(−τ/2)τ5
∫ τ
τ′=τ/2
1√
τ− τ′ dτ
′
≤ C√
τ
+ C exp(−τ/2)τ11/2 ≤ C.
We now prove Lemma 19.2.3.
Proof of the estimates for the top-order quantities. Throughout the proof, we often use the estimate %(t, u) ≈
1 + t (onMT(Bootstrap),U0) and the fact that Q(≤N)(t, u) and Q˜(≤N)(t, u) are increasing in their arguments
without explicitly mentioning them each time. We first prove the desired (difficult) estimates for the top-
order quantities Q(≤24)(t, u), Q˜(≤24)(t, u), and K˜(≤24)(t, u). Our argument involves the following func-
tions:
ι1(t, u) := exp(u), (19.10.3)
ι2(t, u) := exp
(∫ t
s=0
1
(1 + s)1+a ds
)
, (19.10.4)
ι3(t, u) := 1 + ln
(
%(t, u)
%(0, u)
)
, (19.10.5)
ι(t, u) := ι2P1 (t, u)ι2P2 (t, u)ι2A∗3 (t, u)µ−17.5? (t, u), (19.10.6)
ι˜(t, u) := ι2P1 (t, u)ι2P2 (t, u)ι2A∗+43 (t, u)µ−17.5? (t, u), (19.10.7)
where P > 0 and A∗ > 4 are constants to be determined below, and 0 < a < 1/2 is the small pos-
itive constant on the right-hand side of (19.2.1b), (19.2.1g), and (19.2.1h). Note the important discrep-
ancy factor ι43(t, u) between ι(t, u) and ι˜(t, u). The functions ι−1(t, u) and ι˜−1(t, u) can be thought of
as products of approximate integrating factors for the inequalities of Prop. 19.2.1 and hence ι(t, u) and
ι˜(t, u) are connected to the expected behavior of Q(≤24)(t, u), Q˜(≤24)(t, u), and K˜(≤24)(t, u). Note that
ι1(t, u), ι2(t, u), ι3(t, u),µ−1? (t, u), ι(t, u), ι˜(t, u) are increasing in u, that ι1(t, u), ι2(t, u), ι3(t, u) are also
increasing in t, and that µ−1? (t, u), ι(t, u) and ι˜(t, u) are approximately increasing in t in the sense that
µ−1? (t1, u) ≤ (1 + C
√
ε)µ−1? (t2, u), if t1 ≤ t2, (19.10.8)
ι(t1, u) ≤ (1 + C
√
ε)ι1(t2, u), if t1 ≤ t2, (19.10.9)
ι˜(t1, u) ≤ (1 + C
√
ε)ι˜(t2, u), if t1 ≤ t2. (19.10.10)
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To deduce (19.10.8), we have used the approximate monotonicity inequality (12.2.23). Note also that for
a fixed P, ιP1 (t, u) and ιP2 (t, u) are uniformly bounded from above by a positive constant for (t, u) ∈
[0, T(Bootstrap)) × [0, U0]. Throughout this proof, we often use these increasing/approximately increasing
properties without explicitly mentioning them every time.
In order to generate sufficient smallness that will allow us to absorb error integrals during this Gronwall-
type argument, we use the crucially important estimates of Prop. 12.3.1 together with the following simple
inequalities: ∫ u
u′=0
ιP1 (t, u′) du′ ≤
1
P
ιP1 (t, u), (19.10.11)∫ t
t′=0
1
(1 + t′)1+a ι
P
2 (t′, u) dt′ ≤
1
P
ιP2 (t, u), (19.10.12)∫ t
t′=0
1
%(t′, u)
{
1 + ln
(
%(t′,u)
%(0,u)
)} ιA∗3 (t′, u) dt′ ≤ 1A∗ ιA∗3 (t, u). (19.10.13)
The above estimates are straightforward to verify by explicit computation. The “smallness factors” that we
exploit are the factors 1P and
1
A∗ as well as the bootstrap parameter ε.
To proceed, we define the following rescaled functions q(t, u) and q˜(t, u), which we would like to show
are small on the domain of interest:
q(t, u) := sup
(tˆ,uˆ)∈[0,t]×[0,u]
ι−1(tˆ, uˆ)Q(≤24)(tˆ, uˆ), (19.10.14)
q˜(t, u) := sup
(tˆ,uˆ)∈[0,t]×[0,u]
ι˜−1(tˆ, uˆ)
{
Q˜(≤24)(tˆ, uˆ) + K˜(tˆ, uˆ)
}
. (19.10.15)
In order to prove (19.2.7e) and (19.2.7f), it suffices to prove that the following estimates hold for (t, u) ∈
[0, T(Bootstrap))× [0, U0] :
q(t, u) ≤ C
{˚
2 + ε3
}
, (19.10.16)
q˜(t, u) ≤ C
{˚
2 + ε3
}
. (19.10.17)
The reason that the bounds (19.10.16) and (19.10.17) are sufficient for proving (19.2.7e) and (19.2.7f) is
that ι1(t, u) and ι2(t, u) are each bounded from above by a uniform constant C on the domain (t, u) ∈
[0,∞)× [0, U0], while ι3(t, u) ≈ ln(e+ t).
Our first goal is to derive a suitable bound for q˜(t, u) in terms of q(t, u). More precisely, we will show
that if P > 1 and A∗ > 4 are large enough, then the following bound holds for (t, u) ∈ [0, T(Bootstrap)) ×
[0, U0] :
q˜(t, u) ≤ C
{˚
2 + ε3 + q(t, u)
}
. (19.10.18)
To this end, we will prove that
q˜(t, u) ≤ C
{˚
2 + ε3 + q(t, u)
}
+ αq˜(t, u), (19.10.19)
where 0 < α < 1 is a constant. The desired estimate (19.10.18) easily follows from (19.10.19) by absorbing
the product αq˜(t, u) on the right-hand side of (19.10.19) back into the left.
19. A Priori Estimates for the Fundamental L2−Controlling Quantities 338
In order to prove (19.10.19), we evaluate both sides of (19.2.5b) at (tˆ, uˆ),multiply both sides of (19.2.5b)
by ι˜−1(tˆ, uˆ), and then take sup(tˆ,uˆ)∈[0,t]×[0,u] . The left-hand side of the resulting inequality is precisely the
term q˜(t, u) on the left-hand side of (19.10.19). The most difficult terms on the right-hand side of the re-
sulting inequality are the ones involving “boxed constants terms,” that is, terms arising from I˜)
(≤24) and
V˜)
(≤24) (see Def. 19.2.3). We now derive a suitable bound for these difficult terms. We give complete de-
tails for bounding the term corresponding to I˜)
(≤24).We then provide abbreviated proofs for the remaining
terms. To handle the term corresponding to I˜)
(≤24) (see definition (19.2.3a)), we have to bound
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ) I˜)
(≤24)(tˆ, uˆ)
}
. (19.10.20)
We now multiply and divide by µ17.5? (t′, uˆ) in the integral on the right-hand side of the bound (19.2.3a) for
I˜)
(≤24)(tˆ, uˆ) and use the fact that ι1, ι2, ι3, and µ
−1
? are increasing in both of their arguments, thereby
bounding the terms in braces in (19.10.20) by
≤ 5 ι˜−1(tˆ, uˆ)
∫ tˆ
t′=0
‖[Lµ]−‖C0(Σuˆ
t′ )
µ?(t′, uˆ)
Q˜(≤24)(t′, uˆ) dt′ (19.10.21)
≤ 5 ι˜−1(tˆ, uˆ)
{
sup
(t′,u′)∈[0,tˆ]×[0,uˆ]
µ17.5? (t′, u′)Q˜(≤24)(t′, u′)
}∫ tˆ
t′=0
‖[Lµ]−‖C0(Σuˆ
t′ )
µ?(t′, uˆ)
µ−17.5? (t′, uˆ) dt′
≤ 5 ι˜−1(tˆ, uˆ)ι2P1 (tˆ, uˆ)ι2P2 (tˆ, uˆ)ι2A∗3 (tˆ, uˆ)q˜(tˆ, uˆ)
∫ tˆ
t′=0
‖[Lµ]−‖C0(Σuˆ
t′ )
µ?(t′, uˆ)
µ−17.5? (t′, uˆ) dt′
= 5 q˜(tˆ, uˆ)µ17.5? (tˆ, uˆ)
∫ tˆ
t′=0
‖[Lµ]−‖C0(Σuˆ
t′ )
µ?(t′, uˆ)
µ−17.5? (t′, uˆ) dt′
≤ (1 + C√ε) 5 × 117.5 q˜(t, u).
In the last step of (19.10.21), we used the crucially important integral estimate (12.3.1) and the fact that
q˜ is increasing in both of its arguments. We have therefore bounded (19.10.20) by the right-hand side of
(19.10.21).
A similar argument based on the crucially important estimate (12.3.3a) leads to the following bound (see
definition (19.2.3e)):
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ) V˜)
(≤24)(tˆ, uˆ)
}
≤ (1 + C√ε) 5 × 18.25 q˜(t, u). (19.10.22)
The important point is that the constants 517.5 and
5
8.25 from the estimates (19.10.21) and (19.10.22) verify5
17.5 +
5
8.25 < .9 < 1. This sum makes up the bulk of the constant α on the right-hand side of (19.10.19).
The estimates (19.10.21) and (19.10.22) are the only two that force us to prove bounds for Q˜(≤24)(t, u)
that involve large degeneracy with respect to powers of µ−1? . As we will see, the remaining terms on the
right-hand side of (19.2.5b) can be suitably bounded by choosing P and A∗ to be sufficiently large.
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To bound the term corresponding to I˜I)(≤24) (see definition (19.2.3b)), we use a similar argument based
on the estimate (19.10.13) and the increasing/approximately increasing properties of the integrating factors
to deduce that
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ)I˜I)(≤24)(tˆ, uˆ)
}
≤ C2A∗ + 4 q˜(t, u). (19.10.23)
By choosing A∗ to be large in (19.10.23), we can ensure that C2A∗+4 is as small as we need it to be.
Next, using a similar argument based on the estimate (12.3.4) (with A = 0 and a = 1/2), we deduce
that (see definitions (19.2.3c), (19.2.3d), (19.2.3g), and (19.2.3h))
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ)I˜II)(≤24)(tˆ, uˆ)
}
≤ Cεq, (19.10.24)
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ)I˜V)(≤24)(tˆ, uˆ)
}
≤ Cεq˜, (19.10.25)
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ)V˜II)(≤24)(tˆ, uˆ)
}
≤ Cεq1/2q˜1/2 ≤ Cεq + Cεq˜, (19.10.26)
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ)V˜III)(≤24)(tˆ, uˆ)
}
≤ Cεq˜. (19.10.27)
To bound the term corresponding to V˜I)(≤24) (see definition (19.2.3f)), we use a similar argument based
on the estimate (12.3.3b) to deduce that
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ)V˜I)(≤24)(tˆ, uˆ)
}
≤ C
A∗ + 1/2
q˜(t, u). (19.10.28)
By choosing A∗ to be large in the previous estimate, we can ensure that CA∗+1/2 is as small as we need it to
be. We have thus accounted for all of the capital roman numeral terms on the right-hand side of (19.2.5b).
To bound the terms corresponding to the easy terms i˜)(≤24)− v˜)(≤24) (see Def. 19.2.4) on the right-hand
side of (19.2.5b), we use similar arguments to deduce that
(1 + ς˜−1) sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ)˜i)(≤24)(tˆ, uˆ)
}
≤ C(1 + ς˜−1)q(t, u), (19.10.29)
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ)i˜i)(≤24)(tˆ, uˆ)
}
≤ C2A∗ + 4 q˜(t, u), (19.10.30)
(1 + ς˜−1) sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ)i˜ii)(≤24)(tˆ, uˆ)
}
≤ C
P
(1 + ς˜−1)q˜(t, u), (19.10.31)
(1 + ς˜−1) sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ)i˜v)(≤24)(tˆ, uˆ)
}
≤ C
P
(1 + ς˜−1)q˜(t, u), (19.10.32)
(ς˜ + ε) sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ)v˜)(≤24)(tˆ, uˆ)
}
≤ C(ς˜ + ε)q˜(t, u). (19.10.33)
We make the following clarifying remarks concerning the above estimates. The estimate (19.10.29) relies on
the inequality ι˜−1(t, u) ln4(e+ t) ≤ Cι−1(t, u). The estimate (19.10.30) was already proved in (19.10.23).
The estimate (19.10.31) relies on inequality (19.10.12) in analogy with the way that (12.3.1) was used to
19. A Priori Estimates for the Fundamental L2−Controlling Quantities 340
deduce (19.10.21), while the estimate (19.10.32) relies on inequality (19.10.11). The estimate involving
(19.10.33) follows easily from the definitions.
In order to complete the proof of (19.10.19), it remains for us to bound the terms arising from the terms
on the first two lines of the right-hand side of (19.2.5b). We begin by bounding the terms generated by
the terms on the first line. By Lemma 13.2.3, the term corresponding to CQ(≤24)(0, u) is ≤ C˚2. The term
corresponding toCε3µ−1? (t, u) can easily be bounded by≤ Cε3. The term corresponding toCεQ(≤N)(t, u)
can easily be bounded by ≤ Cεq(t, u), while the term corresponding to CεQ˜(≤N)(t, u) can easily bounded
by ≤ Cεq˜(t, u). To bound the term arising from the first term on the second line of the right-hand side of
(19.2.5b), we use the bootstrap assumption (19.1.1c) for Q(≤23)(t, u) to deduce that
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
Cει˜−1(tˆ, uˆ)µ−1? (tˆ, uˆ) ln2(e+ tˆ)Q(≤23)(tˆ, uˆ)
}
(19.10.34)
≤ Cε3 sup
(tˆ,uˆ)∈[0,t]×[0,u]
µ?(tˆ, uˆ) ≤ Cε3.
Using a similar argument based on the bootstrap assumption (19.1.1d) for Q˜(≤23)(t, u), we also bound the
term arising from the second term on the second line of the right-hand side of (19.2.5b) by ≤ Cε3.
Combining all of the above estimates, we deduce that
q˜(t, u) ≤ C
{˚
2 + ε3 + ς˜−1
}
q(t, u) (19.10.35)
+
{
(1 + C
√
) 517.5 + (1 + C
√
) 58.25 +
C
A∗
+ C
P
(1 + ς˜−1) + Cς˜ + Cε
}
q˜(t, u).
The bound (19.10.19) now follows from (19.10.35) if we first choose ε and ς˜ to be sufficiently small and
we then choose A∗ and P to be sufficiently large. We remark that later in the proof, just below inequality
(19.10.62), we may need to further enlarge A∗ and P.
We now use the estimate (19.10.18) to help us derive the desired estimate (19.10.16) for q(t, u). The
desired estimate (19.10.17) for q˜ then follows easily from (19.10.18) and (19.10.16). To prove (19.10.16),
we will argue as in our proof of (19.10.19) to show that there exists a constant 0 < β < 1 such that
q(t, u) ≤ C
{˚
2 + ε3
}
+ βq(t, u). (19.10.36)
Clearly, the desired bound (19.10.16) follows once we have shown (19.10.36). Our proof of (19.10.36) is
very similar to our proof of (19.10.19). More precisely, in order to prove (19.10.36), for each term on the
right-hand side of (19.2.5a) involving an integral, we find an effective approximate integrating factor and
then multiply both sides of (19.2.5a) by the product of all the integrating factors. Specifically, we evaluate
both sides of (19.2.5a) at (tˆ, uˆ), multiply both sides of (19.2.5a) by ι−1(tˆ, uˆ) (see (19.10.6)) and then take
sup(tˆ,uˆ)∈[0,t]×[0,u] . The left-hand side of the resulting inequality is precisely the term q(t, u) on the left-hand
side of (19.10.36). The most difficult terms on the right-hand side of the resulting inequality are the ones
involving “boxed constants terms” that is, terms arising from I)
(≤24) and V) (≤24) (see Def. 19.2.1). We
now derive a suitable bound for these difficult terms. To handle the term corresponding to I)
(≤24) (see
definition (19.2.1a)), we have to bound
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι(tˆ, uˆ) I)
(≤24)(tˆ, uˆ)
}
. (19.10.37)
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Using an argument similar to the one we used to prove inequality (19.10.21), and in particular using the
crucially important integral estimate (12.3.1) twice since the right-hand side of (19.2.1a) involves two time
integrations, we deduce that the right-hand side of (19.10.37) is
≤ (1 + C√ε) 9 × 18.75 ×
1
8.75q(t, u). (19.10.38)
A similar argument based on the same crucially important estimate (12.3.1) leads to the following bound
for the term involving V)
(≤24) (see definition (19.2.1e)):
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι(tˆ, uˆ) V)
(≤24)(tˆ, uˆ)
}
≤ 9 × 117.5 . (19.10.39)
As before, the important point is that the constants 9 × 98.75 × 18.75 and 9 × 117.5 from the estimates
(19.10.38) and (19.10.39) verify 9(8.75)2 +
9
17.5 < .65 < 1. As we will see, the remaining terms on the
right-hand side of (19.2.5a) can be suitably bounded by choosing P and A∗ to be sufficiently large.
In our analysis of the remaining terms, in order to connect the quantity Q˜(≤24)(t, u) to the quantity
q(t, u) and to account for the ι43(t, u) discrepancy between ι(t, u) and ι˜(t, u), we use the following esti-
mate, which follows from the definitions of the quantities involved, the approximate monotonicity of the
integrating factors, and (19.10.18):
ι−1(t, u) sup
(t′,u′)∈[0,t]×[0,u]
{
ι−2P1 (t′, u′)ι−43 (t′, u′)Q˜(≤24)(t′, u′)
}
(19.10.40)
≤ Cι−2P1 (t, u) sup
(t′,u′)∈[0,t]×[0,u]
{
ι−2P1 (t′, u′)ι−2P2 (t′, u′)ι
−(2A∗+4)
3 (t′, u′)µ17.5? (t′, u′)Q˜(≤24)(t′, u′)
}
≤ Cι−2P1 (t, u)
{˚
2 + ε3 + q(t, u)
}
.
Furthermore,
(19.10.40) also holds with any of 1, ι−2P2 (t, u), ι−2A∗3 (t, u), or µ17.5? (t, u) in the role of ι−2P1 (t, u),
(19.10.41)
and the same estimates hold with K˜(≤24) in place of Q˜(≤24). (19.10.42)
We now claim that the following estimates hold for the remaining terms on the last three lines of the
right-hand side of (19.2.5a) (see Def. 19.2.1 and Def. 19.2.2):
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)II)(≤24)(tˆ, uˆ)
}
≤ Cεq(t, u), (19.10.43)
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)III)(≤24)(tˆ, uˆ)
}
≤ C
{˚
2 + ε3 + εq(t, u)
}
, (19.10.44)
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)IV)(≤24)(tˆ, uˆ)
}
≤ C
A∗
q(t, u), (19.10.45)
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)VI)(≤24)(tˆ, uˆ)
}
≤ C
A∗
q(t, u), (19.10.46)
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)VII)(≤24)(tˆ, uˆ)
}
≤ Cεq(t, u), (19.10.47)
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)VIII)(≤24)(tˆ, uˆ)
}
≤ C
{˚
2 + ε3 + εq(t, u)
}
, (19.10.48)
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and
(1 + ς−1) sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)i)(≤24)(tˆ, uˆ)
}
≤ C
P
(1 + ς−1)q(t, u), (19.10.49)
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)ii)(≤24)(tˆ, uˆ)
}
≤ C
{˚
2 + ε3
}
+ Cε1/2q(t, u), (19.10.50)
(1 + ς−1) sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)iii)(≤24)(tˆ, uˆ)
}
≤ C
P
(1 + ς−1)
{˚
2 + ε3 + q(t, u)
}
, (19.10.51)
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)iv)(≤24)(tˆ, uˆ)
}
≤ C
P
q(t, u), (19.10.52)
(1 + ς−1) sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)v)(≤24)(tˆ, uˆ)
}
≤ C
P
(1 + ς−1)
{˚
2 + ε3 + q(t, u)
}
, (19.10.53)
(ς + ε) sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)vi)(≤24)(tˆ, uˆ)
}
≤ C
{˚
2 + ε3 + (ς + ε)q(t, u)
}
. (19.10.54)
We now explain how to derive the bounds (19.10.43)- (19.10.48).
The bound (19.10.45) (see definition (19.2.1d)) can be proved by using an argument similar to the one
used to prove (19.10.21). More precisely, the inner time integral on the right-hand side of (19.2.1d) is
handled with the key integral estimate (12.3.1), and then the outer time integral on the right-hand side of
(19.2.1d) is bounded with the help of inequality (19.10.13), which provides the smallness factor 1A∗ on the
right-hand side of (19.10.45).
To obtain the bound (19.10.44) (see definition (19.2.1c)), we first use the approximate monotonicity of
the integrating factors to bound the term in braces on the left-hand side of (19.10.44) as follows:
≤ Cει−1(tˆ, uˆ)
∫ tˆ
t′=0
1
(1 + t′)1+aµ?(t′, uˆ)
Q1/2(≤N)(t
′, u)
∫ t′
s=0
1
(1 + s)
1
µ?(s, uˆ)
Q˜1/2(≤N)(s, uˆ) ds dt
′
(19.10.55)
≤ Cει−1(tˆ, uˆ)
{
sup
(t′,u′)∈[0,tˆ]×[0,uˆ]
µ8.75? (t′, u′)Q
1/2
(≤24)(t
′, u′)
}
×
{
sup
(t′,u′)∈[0,tˆ]×[0,uˆ]
ι−23 (t′, u′)µ8.75? (t′, u′)Q˜
1/2
(≤24)(t
′, u′)
}
×
∫ tˆ
t′=0
1
(1 + t′)1+aµ9.75? (t′, uˆ)
ι23(t′, uˆ)
∫ t′
s=0
1
(1 + s)
1
µ9.75? (s, uˆ)
ds dt′.
We bound the inner time integral on the right-hand side of (19.10.55) with the estimate (12.3.5) and then the
outer time integral with the estimate (12.3.4), which yields that the right-hand side of (19.10.55) is
≤ Cεµ−17.5? (tˆ, uˆ)ι−1(tˆ, uˆ)
{
sup
(t′,u′)∈[0,tˆ]×[0,uˆ]
µ8.75? (t′, u′)Q
1/2
(≤24)(t
′, u′)
}
(19.10.56)
×
{
sup
(t′,u′)∈[0,tˆ]×[0,uˆ]
ι−23 (t′, u′)µ8.75? (t′, u′)Q˜
1/2
(≤24)(t
′, u′)
}
.
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Using the monotonicity of ι1, ι2, and ι3 in both of their arguments and the bound (19.10.18), we deduce that
the right-hand side of (19.10.56) is
≤ Cεq1/2(tˆ, uˆ)q˜1/2(tˆ, uˆ) ≤ C
{˚
2 + ε3 + q(t, u)
}
. (19.10.57)
The desired estimate (19.10.44) now follows from taking sup(tˆ,uˆ)∈[0,t]×[0,u] in inequality (19.10.57).
The bound (19.10.43) (see definition (19.2.1b)) can be proved by using arguments similar to the ones
we used to prove (19.10.44).
The bound (19.10.46) (see definition (19.2.1f)) can be proved by using the same argument used to prove
(19.10.23).
The bound (19.10.47) (see definition (19.2.1g)) can similarly be proved by using inequality (12.3.4) with
A = 0 and B = 17.5 + 1 = 18.5. The bound (19.10.48) (see definition (19.2.1h)) can similarly be proved
with the help of the estimate (19.10.18).
We now explain how to derive the easier estimates (19.10.49)-(19.10.54). The bound (19.10.49) (see
definition (19.2.2b)) can be proved by using an argument similar to the one we used to prove (19.10.21), but
with ι−2P2 in place of µ
−17.5
? and the estimate (19.10.12) in place of the estimate (12.3.1).
To obtain the bound (19.10.50) (see definition (19.2.2c)), we use inequality (19.10.41) in the case of the
constant function 1 to bound the term in braces on the left-hand side of (19.10.50) as follows:
Cε1/2ι−1(tˆ, uˆ)
∫ tˆ
t′=0
ln(e+ t′)
(1 + t′)2
√
ln(e+ tˆ)− ln(e+ t′)
Q˜(≤N)(t′, uˆ) dt′ (19.10.58)
≤ Cε1/2
{˚
2 + ε3 + q(t, u)
}∫ tˆ
t′=0
ln5(e+ t′)
(1 + t′)2
√
ln(e+ t)− ln(e+ t′) dt
′.
The desired estimate (19.10.50) now follows from (19.10.58) and Lemma 19.10.1.
To obtain the bound (19.10.51) (see definition (19.2.2d)), we use inequality (19.10.41) in the case of the
function ι−2P2 to bound the term in braces on the left-hand side of (19.10.51) as follows:
C(1 + ς−1)ι−1(tˆ, uˆ)
∫ tˆ
t′=0
1
(1 + t′)3/2
Q˜(≤N)(t′, uˆ) dt′ (19.10.59)
≤ C(1 + ς−1)
{˚
2 + ε3 + q(t, u)
}
ι−2P2 (tˆ, uˆ)
∫ tˆ
t′=0
ι42(t′, u)
(1 + t′)3/2
ι2P2 (t′, u) dt′.
The desired bound (19.10.51) now follows from (19.10.59) and inequality (19.10.12).
The bound (19.10.52) (see definition (19.2.2e)) can be proved by using an argument similar to the one
we used to prove (19.10.49), but with ι−2P1 in place of ι
−2P
2 and the estimate (19.10.11) in place of the
estimate (19.10.12).
To obtain the bound (19.10.54) (see definition (19.2.2g)), we first use inequality (19.10.42) in the case
of the constant function 1 to deduce that
ι−1(t′, uˆ)
K˜(≤N)(t′, uˆ)
(1 + t′)1/2
≤ C ι
4
3(t′, uˆ)
(1 + t′)1/2
(˚
2 + ε3 + q(t′, uˆ)
)
. (19.10.60)
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Hence, the term in braces on the left-hand side of (19.10.54) can be bounded as follows:
≤ Cι−1(tˆ, uˆ) sup
t′∈[0,tˆ]
K˜(≤N)(t′, uˆ)
(1 + t′)1/2
≤ C sup
t′∈[0,tˆ]
{
ι−1(t′, uˆ)
K˜(≤N)(t′, uˆ)
(1 + t′)1/2
}
(19.10.61)
≤ C sup
t′∈[0,tˆ]
{
ι43(t′, u)
(1 + t′)1/2
(˚
2 + ε3 + q(t′, u)
)}
≤ C
{˚
2 + ε3 + q(t, u)
}
.
The desired bound (19.10.54) now easily follows from inequality (19.10.61).
To obtain the bound (19.10.53) (see definition (19.2.2f)), we use an argument similar to the one used to
prove (19.10.54), but we use inequality (19.10.41) in the case of the constant function 1 in place of inequality
(19.10.42).
In order to complete the proof of (19.10.36), it remains for us to bound the terms arising from the terms
on the first two lines of the right-hand side of (19.2.5a). The five corresponding terms are respectively
bounded from above by ≤ C˚2, Cε3, Cεq(t, u), Cε3, and Cε3. The first of these bounds follows from
Lemma 13.2.3, while the next two are easy to derive. To bound the two terms on the second line of the
right-hand side of (19.2.5a) by ≤ Cε3, we argue as in our proof of (19.10.34).
Combining all of the above bounds, we arrive at the following analog of (19.10.35):
q(t, u) ≤ C(1 + ς−1)
{˚
2 + ε3
}
(19.10.62)
+
{
(1 + C
√
) 6(8.75)2 + (1 + C
√
) 217.5 +
C
A∗
+ C
P
(1 + ς−1) + Cς + Cε1/2
}
q(t, u).
The desired bound (19.10.36) thus follows from (19.10.62) if we first choose ς and ε to be sufficiently small
and we then choose A∗ and P to be sufficiently large (at least as large as they were chosen to be in the part
of the proof following inequality (19.10.35)).
Proof of the estimates for the just-below-top-order quantities. We now prove the desired estimates for the
below top-order quantities Q(≤N)(t, u), Q˜(≤N)(t, u), K˜(≤N)(t, u), 0 ≤ N ≤ 23. These estimates are much
easier to prove than the top-order estimates. We give complete details for the estimates of Q(≤23)(t, u),
Q˜(≤23)(t, u), and K˜(≤23)(t, u).We then indicate the minor changes in the proof needed to derive the desired
estimates for Q(≤N)(t, u), Q˜(≤N)(t, u), and K˜(≤N)(t, u) when 0 ≤ N ≤ 22.
To begin, in place of (19.10.6) and (19.10.7), we define
ι(t, u) := ι2P1 (t, u)ι2P2 (t, u)µ−15.5? (t, u), (19.10.63)
ι˜(t, u) := ι2P1 (t, u)ι2P2 (t, u)ι43(t, u)µ−15.5? (t, u). (19.10.64)
Notice in particular that the power of µ−1? in (19.10.63) and (19.10.64) has been reduced by 2 and that there
is no logarithmic factor ι3(t, u) in (19.10.63). Next, in place of (19.10.6) and (19.10.7), we define
q(t, u) := sup
(tˆ,uˆ)∈[0,t]×[0,u]
ι−1(tˆ, uˆ)Q(≤23)(tˆ, uˆ), (19.10.65)
q˜(t, u) := sup
(tˆ,uˆ)∈[0,t]×[0,u]
ι˜−1(tˆ, uˆ)
{
Q˜(≤23)(tˆ, uˆ) + K˜(≤23)(tˆ, uˆ)
}
. (19.10.66)
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Our goal is to prove the following analogs of (19.10.16) and (19.10.17):
q(t, u) ≤ C
{˚
2 + ε3
}
, (19.10.67)
q˜(t, u) ≤ C
{˚
2 + ε3
}
. (19.10.68)
The desired estimates (19.2.7c) and (19.2.7d) forQ(≤23), Q˜(≤23), and K˜(≤23) easily follow from (19.10.67)-
(19.10.68) and the definitions of the quantities involved.
In order to prove (19.10.67) and (19.10.68), we first prove the following analog of (19.10.18):
q˜(t, u) ≤ C
{˚
2 + ε3 + q(t, u)
}
. (19.10.69)
In order to prove (19.10.69), we will prove the following analog of (19.10.19):
q˜(t, u) ≤ C
{˚
2 + ε3 + q(t, u)
}
+ αq˜(t, u), (19.10.70)
where 0 < α < 1 is a constant.
We now claim that the following estimates hold for the terms on the second through fourth lines of the
right-hand side of (19.2.6b) in the case N = 23 (see Def. 19.2.4):
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ)0˜)(≤24)(tˆ, uˆ)
}
≤ Cε3, (19.10.71)
(1 + ς˜−1) sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ)˜i)(≤23)(tˆ, uˆ)
}
≤ C(1 + ς˜−1)q(t, u), (19.10.72)
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ)i˜i)(≤23)(tˆ, uˆ)
}
≤ 12 q˜(t, u), (19.10.73)
(1 + ς˜−1) sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ)i˜ii)(≤23)(tˆ, uˆ)
}
≤ C
P
(1 + ς˜−1)q˜(t, u), (19.10.74)
(1 + ς˜−1) sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ)i˜v)(≤23)(tˆ, uˆ)
}
≤ C
P
(1 + ς˜−1)q˜(t, u), (19.10.75)
(ς˜ + ε) sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι˜−1(tˆ, uˆ)v˜)(≤23)(tˆ, uˆ)
}
≤ C(ς˜ + ε)q˜(t, u). (19.10.76)
The bounds (19.10.72)-(19.10.75) can be proved by using arguments similar to the ones we used to prove
(19.10.29)-(19.10.33). We note that the factor 12 on the right-hand side of (19.10.73) arises from the fact that
the constant on the right-hand side of (19.2.4c) is precisely 2.
To obtain (19.10.71), we set N = 23 in (19.2.4a), insert the estimatesQ1/2(≤24) ≤ C
{˚
+ ε3/2
}
lnA∗(e+
t)µ−8.75? (t, u) and Q˜
1/2
(≤24) ≤ C
{˚
+ ε3/2
}
lnA∗+2(e+t)µ−8.75? (t, u),which follow from (19.10.16)-(19.10.17)
(and the constant A∗ has already been chosen above), and use the integral estimates (12.3.4) and (12.3.5) to
deduce that
0˜)(≤24)(tˆ, uˆ) ≤ Cε3
∫ tˆ
t′=0
ln2A∗+4(e+ t′)
(1 + t′)2
(∫ t′
s=0
1
(1 + s)µ8.75+.5? (s, u)
ds
)2
dt′ (19.10.77)
≤ Cε3
∫ tˆ
t′=0
1
(1 + t′)3/2
( 1
µ8.25? (t′, u)
)2
dt′ ≤ Cε3µ−15.5? (tˆ, uˆ).
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The desired estimate (19.10.71) now follows from (19.10.77) and the definitions of the quantities involved.
In order to complete the proof of (19.10.70), it remains for us to bound the terms arising from the terms
on the first line of the right-hand side of (19.2.6b). Arguing as in our proof of the bounds for the terms on
the first line of the right-hand side of (19.2.5b), we deduce that the two corresponding terms are respectively
bounded by ≤ C˚2 and Cε3.
Combining all of the above bounds, we arrive at the following analog of (19.10.35):
q˜(t, u) ≤ C
{˚
2 + ε3 + q(t, u)
}
+
{1
2 +
C
P
(1 + ς˜−1) + Cς˜ + Cε
}
q˜(t, u), (19.10.78)
and the desired bound (19.10.70) thus follows if first ς˜ and ε are chosen to be sufficiently small and then P
is chosen to be sufficiently large.
We now use inequality (19.10.69) to help us derive the estimate (19.10.67). To prove (19.10.67), we will
argue as in our proof of (19.10.69) to show that there exists a constant 0 < β < 1 such that
q(t, u) ≤ C
{˚
2 + ε3
}
+ βq(t, u). (19.10.79)
The desired bound (19.10.67) follows easily once we have shown (19.10.79).
We claim that the following estimates hold for the terms on the second through fourth lines of the right-
hand side of (19.2.6a) in the case N = 23 (see Def. 19.2.2):
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)0)(≤24)(tˆ, uˆ)
}
≤ Cε3, (19.10.80)
(1 + ς−1) sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)i)(≤23)(tˆ, uˆ)
}
≤ C
P
(1 + ς−1)q(t, u), (19.10.81)
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)ii)(≤23)(tˆ, uˆ)
}
≤ C
{˚
2 + ε3 + ε1/2q(t, u)
}
, (19.10.82)
(1 + ς−1) sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)iii)(≤23)(tˆ, uˆ)
}
≤ C
P
(1 + ς−1)
{˚
2 + ε3 + q(t, u)
}
, (19.10.83)
sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)iv)(≤23)(tˆ, uˆ)
}
≤ C
P
q(t, u), (19.10.84)
(1 + ς−1) sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
ι−1(tˆ, uˆ)v)(≤23)(tˆ, uˆ)
}
≤ C
P
(1 + ς−1)
{˚
2 + ε3 + q(t, u)
}
, (19.10.85)
sup
(tˆ,uˆ)∈[0,t]×[0,u]
(ς + ε)
{
ι−1(tˆ, uˆ)vi)(≤23)(tˆ, uˆ)
}
≤ C
{˚
2 + ε3 + (ς + ε)q(t, u)
}
. (19.10.86)
The estimate (19.10.80) can be proved by using an argument similar to the one used to prove (19.10.71).
The estimates (19.10.81)-(19.10.86) can be proved by using arguments similar to the ones we used to prove
(19.10.49)-(19.10.54).
In order to complete the proof of (19.10.70), it remains for us to bound the terms arising from the terms
on the first line of the right-hand side of (19.2.6a). Arguing as in our proof of the bounds for the terms on
the first line of the right-hand side of (19.2.5a), we deduce that the two corresponding terms are respectively
bounded by ≤ C˚2 and Cε3.
Combining all of the above bounds, we arrive at the following analog of (19.10.62):
q(t, u) ≤ C(1 + ς−1)
{˚
2 + ε3
}
+
{
C
P
(1 + ς−1) + Cς + Cε
}
q(t, u), (19.10.87)
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and the desired bound (19.10.79) thus follows if first ς and ε are chosen to be sufficiently small and then P
is chosen to be sufficiently large.
Further descent. We now explain how to inductively derive the desired estimates for the remaining lower-
order quantities Q(≤N)(t, u), Q˜(≤N)(t, u), K˜(≤N)(t, u), 0 ≤ N ≤ 22 by descending. At each step in the
descent, we define the approximating integrating factors (19.10.63)-(19.10.64), except we reduce the power
of µ−1? by two at each step. Starting at the case N = 15, the factor involving µ−1? is absent. At each step,
we prove the estimates (19.10.71)-(19.10.76) and (19.10.80)-(19.10.86) (with 24 replaced by N + 1 and
23 replaced by N ) using essentially the same arguments used in the case N = 23. One small change is
needed starting at N = 15; N = 15 is the first instance in which the µ−1? degeneracy is completely absent.
Specifically, when proving the desired estimates for N ≤ 15, we use the inequalities (12.3.9) and (12.3.10)
to help prove the corresponding analogs of the estimates (19.10.71) and (19.10.80); inequalities (12.3.9) and
(12.3.10) are the ones that break the µ−1? degeneracy.
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20
Local Well-Posedness and Continuation
Criteria
In Chapter 20, we sketch the proof of a proposition that provides local well-posedness and related continua-
tion criteria for the covariant wave equation g(Ψ)Ψ = 0. We state some results in terms of the rectangular
coordinates (t, x1, x2, x3) and others in terms of the geometric coordinates (t, u, ϑ1, ϑ2). The rectangular
coordinates are a natural coordinate system for showing that the solution exists on some region and thus
for initiating the bootstrap argument that we use in the proof of the sharp classical lifespan theorem (The-
orem 21.1.1). On the other hand, the geometric coordinates are the ones we have used throughout the
monograph to derive sharp estimates.
20.1 Local well-posedness and continuation criteria
We now provide the proposition. For convenience, we assume the amount of regularity on the data that we
use in proving our sharp classical lifespan theorem; this assumption is highly non-optimal.
Proposition 20.1.1 (Local well-posedness and continuation criteria). Let N = 24, let 0 < U0 < 1
be a constant, and let ΣU00 = ∪u∈[0,U0]S0,u ⊂ R3 be the annular region foliated by the level sets S0,u
of the function u = 1 − r defined on ΣU00 . Let (Ψ˚ := Ψ|ΣU00 , Ψ˚0 := ∂tΨ|ΣU00 ) be initial data for the
covariant wave equation g(Ψ)Ψ = 0 (that is, equation (1.2.1)) that are defined on ΣU00 and that have
vanishing trace on the outer sphere S0,0. Assume that the metric g(Ψ) verifies (1.2.5) and (g−1)00 = −1.
Let ˚ := ‖Ψ˚‖HN+1e (Σ10) + ‖Ψ˚0‖HNe (Σ10) denote the size of the data
1 as defined in Def. 11.2.1, and let H be
the set of real numbers2 b such that the following conditions hold:
• The rectangular components gµν(·), (µ, ν = 0, 1, 2, 3), are smooth on a neighborhood of b.
• g00(b) < 0.
• The eigenvalues of the 3× 3 matrix g
ij
(b) (see Def. 2.2.4), (i, j = 1, 2, 3), are positive.
1Because we are only studying the influence of the nontrivial portion of the data belonging to the subset ΣU00 of Σ10, we could
replace the data norms ‖ · ‖H·e(Σ10) with ‖ · ‖H·e(ΣU00 ) without altering any of the conclusions of the proposition.
2 H can be viewed as the set of Ψ for which the metric g(Ψ) is Lorentzian and for which the hypersurfaces Σt are spacelike.
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Part I): Statements relative to the rectangular coordinates.
Local well-posedness. Assume that there is a compact subset K ⊂ interior(H) such that Ψ˚(ΣU00 ) ⊂ K.
If ˚ < ∞, then these data launch a unique classical solution Ψ to the equation gΨ = 0 and a unique
outgoing eikonal function u that is a classical solution to (g−1)αβ(Ψ)∂αu∂βu = 0, that takes on the initial
conditions 1 − r along ΣU00 , and that verifies (g−1)αβ(Ψ)∂αt∂βu < 0 along ΣU00 . The solution exists on a
nontrivial spacetime region of the formMT(Local),U0 (see definition (2.2.4e)) for some T(Local) > 0. There
exists a compact subset K′ such that K ⊂ K′ ⊂ interior(H) and such that onMT(Local),U0 , we have Ψ ∈
K′. Furthermore, on MT(Local),U0 , we have
∑3
a=1 |∂au| > 0, the one-form with rectangular components
(∂1u, ∂2u, ∂3u) on ΣU00 is inward-pointing relative to St,u, (g−1)αβ(Ψ)∂αt∂βu < 0, 0 < µ <∞, and each
St,u is an embedded two-dimensional sphere. In addition, on MT(Local),U0 , the scalar-valued functions µ
and Li(Small), (i = 1, 2, 3), which are defined by (2.2.3), (2.3.3), (2.3.4), (3.3.1a), and the geometric angular
coordinates (ϑ1, ϑ2) constructed in Chapter 2 are CN−2 functions of the rectangular coordinates. A similar
statement holds (with, in some cases, a different degree of differentiability) for the rectangular components
Ξµ, χ(Small)µν , Lµ, Ri(Small), Rµ, R˘µ, L˘
µ
, and Oµ, (µ, ν = 0, 1, 2, 3), and for the rectangular components
of all of the other geometric quantities defined throughout the monograph.
The (open-at-the-top) region MT(Local),U0 = {∪u∈[0,U0]C
T(Local)
u } ∩ {∪t∈[0,T(Local))Σt} is foliated by
level sets CT(Local)u of the eikonal function u, where each CT(Local)u is a truncated null hypersurface of the
metric g(Ψ), which itself is foliated by spheres St,u = CT(Local)u ∩ ΣU0t . That is, we have C
T(Local)
u =
∪t∈[0,T(Local)]St,u.
The solution has the following regularity properties relative to the rectangular coordinates:
Ψ, u ∈ CN−1(MT(Local),U0), (20.1.1a)
∂
~IΨ, ∂~Iu ∈ C([0, T(Local)), HN+1−|~I|e (ΣU0t )), |~I| ≤ N + 1, (20.1.1b)
where ~I denotes a multi-index corresponding to repeated differentiation with respect to the rectangular
spacetime coordinate vectorfields ∂ν , (ν = 0, 1, 2, 3), ΣU0t = ∪u∈[0,U0]St,u, and HNe (ΣU0t ) is the standard
Euclidean Sobolev space involving order ≤ N rectangular spatial derivatives along ΣU0t .
In addition, the solution depends continuously on the data. Furthermore, if ˚ is sufficiently small, then
the existence time T(Local) from above can be bounded from below by f (˚−1), where f is a continuous
increasing function such that f ↑ ∞ as ˚ ↓ 0.
Regularity of the change of variables map. The change of variables map Υ : [0, T(Local))× [0, U0]×S2 →
MT(Local),U0 from geometric to rectangular coordinates (see Lemma 2.17.1) is a C22 diffeomorphism with
an everywhere positive Jacobian determinant. Hence, on MT(Local),U0 , we have that the scalar-valued
functions Ψ, u, µ, Li(Small), etc. are many times continuously differentiable with respect to the geometric
coordinates (t, u, ϑ). The same statement holds for the rectangular vectorfield components Lµ, Rµ, R˘µ,
L˘
µ
, Oµ, and the rectangular components of all of the other geometric quantities defined throughout the
monograph.
Regularity of the geometric norms and energies. The geometric norm and energy quantities appearing on
the left-hand sides of (21.1.6)-(21.1.14p) are well-defined, continuous functions of (t, u) on [0, T(Local)) ×
[0, U0]. Furthermore, if ˚ is sufficiently small, then at (t, u) = (0, U0), these quantities are all bounded by
. ˚.
Part II): Continuation criteria. Assume that none of the following 4 breakdown scenarios occur onMT(Local),U0 :
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1. infMT(Local),U0 µ = 0.
2. supMT(Local),U0 µ =∞.
3. There exists a sequence pn ∈ MT(Local),U0 such that Ψ(pn) escapes every compact subset of H as
n→∞.
4. supMT(Local),U0 maxκ=0,1,2,3 |∂κΨ| =∞.
In addition, assume that the following condition is verified:
5. The change of variables map Υ extends to the compact set [0, T(Local)] × [0, U0] × S2 as a (global)
C1 diffeomorphism onto its image.
Then there exists a ∆ > 0 such that Ψ, u, µ, Υ, ϑ1, ϑ2, Lµ, Li(Small), Ξµ, and all of the other quantities
can be extended (where Ψ and u are solutions) to a strictly larger region of the form MT(Local)+∆,U0 on
which they have all of the properties stated in Part I).
Remark 20.1.1 (Controlling top-order derivatives of u). The proof of the finiteness of the quantities
(21.1.14j)-(21.1.14p), which play an essential role in our proof of the sharp classical lifespan theorem, is
highly nontrivial. These quantities involve some 26th geometric derivatives of u, whereas (20.1.1b) yields
only the finiteness of the L2 norms of the 25th rectangular derivatives of u. The gain of one derivative is
made possible by the following key ingredients:
• The special structure of the right-hand side of the divergence identity (8.2.1) and of the deformation
tensors for the commutation vectorfields Z (see Prop. 6.2.2).
• The special structure of the equations verified by the modified quantities from Ch. 10.
• The availability of the elliptic estimates of Sect. 17.1.
Sketch of a proof.
Discussion of aspects of the proof of Part I) involving rectangular coordinates.
These aspects of the proposition can be proved with rather standard techniques. For the main ideas
behind the proof of local well-posedness for the wave equation (1.2.1) relative to the rectangular coordi-
nates, readers may consult, for example, [15, Ch. VI]. After Ψ has been solved for relative to rectangular
coordinates, we can then solve for the eikonal function u and deduce its regularity properties relative to the
rectangular coordinates. To achieve this, we first use the eikonal equation (g−1)αβ(Ψ)∂αu∂βu = 0 to solve
for ∂tu = f(Ψ, ∂1u, ∂2u, ∂3u), where f is smooth. We then apply the standard L2−type energy methods
to this scalar equation, which leads to the existence of u and its properties. The remaining quantities µ,
Lµ(Small), etc. are constructed out of Ψ and u. Hence, their existence and regularity properties are easy
consequences of the properties of Ψ and u.
Discussion of aspects of the proof of Part I) involving geometric coordinates.
We first note that we have already sketched a proof that Ψ, u, µ, Lµ(Small), etc. are many times differen-
tiable with respect to the rectangular coordinates onMT(Local),U0 .
We now show that (shrinking T(Local) if necessary) the change of variables map Υ from geometric to
rectangular coordinates (see Lemma 2.17.1) is a bijection from [0, T(Local))× [0, U0]× S2 toMT(Local),U0 .
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Since t is the same function in both coordinate systems, we have to show only that for any t ∈ [0, T(Local)),
Υ(t, ·) : [0, U0]× S2 → ΣU0t is bijective. The main point is that the estimates proved relative to rectangular
coordinates guarantee that the rectangular components Lν = Lxν are C21 functions of the rectangular co-
ordinates onMt,U0 . Hence, since Lt = 1, it follows from the standard theory of ODEs that the restriction
ϕt|ΣU00 to Σ
U0
0 of the flow map ϕt of L (see the proof of Lemma 9.1.1) is, relative to the rectangular spatial
coordinates, a bijection from ΣU00 to Σ
U0
t . In view of the manner in which we constructed the geometric
coordinates in Chapter 2, we see that Υ(t, u, ϑ) is equal to ϕt|ΣU00 pre-composed with the smooth diffeo-
morphism [0, U0]× S2 → ΣU00 that maps the geometric coordinates (u, ϑ) ∈ [0, U0]× S2 along ΣU00 to the
rectangular spatial coordinates (x1, x2, x3) along ΣU00 . We have thus shown the bijectivity of Υ.
Furthermore, examining the proof of Lemma 2.17.1, we see that at t = 0, the Jacobian of Υ−1 is a
C21 matrix ∂(t,u,ϑ
1,ϑ2)
∂(x0,x1,x2,x3) of the form
(
1 0
∗ M
)−1
, where M is an invertible 3 × 3 matrix. Hence, at least
for short times, the Jacobian of Υ−1 remains invertible, and by the inverse function theorem, Υ has the
same regularity as Υ−1. We remark that the Ξi are the terms in the Jacobian (see equation (2.17.2)) with the
least regularity (that is, C21); their regularity can be derived with the help of the transport equation (2.7.2),
expressed relative to the rectangular coordinates.
The statements concerning the finiteness and the (t, u)−continuity of the geometric norms and energies
(21.1.6)-(21.1.14p) are difficult to derive. However, the only difficult step is obtaining a priori estimates
for these quantities and in particular, avoiding derivative loss in some of the top-order eikonal function
quantities (see Remark 20.1.1). In our proof of Theorem 21.1.1, we show how to derive such a priori
estimates and hence we do not repeat the lengthy argument here. To bound the geometric norms and energies
at (t, u) = (0, U0) by . ˚, we use the small-data estimates derived in Sect. 11.8.
Discussion of the proof of Part II).
The continuation principle of Part II) can also be proved by using mostly standard arguments; see, for
example, [29] for the main ideas behind a proof. The main idea is that once we rule out the breakdown in
the hyperbolic character of the equations and the possible blow-up of first rectangular derivatives of various
quantities, we can then ensure that the solutions Ψ and u can be continued relative to rectangular coordinates.
Furthermore, assuming that the condition (5) holds and using the extendibility of the solution relative to the
rectangular coordinates, it is straightforward to show that we can extend the change of variables map Υ to
a strictly larger set [0, T(Local) + ∆) × [0, U0] × S2 (for some ∆ > 0) as a diffeomorphism onto its image.
We can then derive the desired properties, on the domain [0, T(Local) + ∆) × [0, U0] × S2, for all of the
quantities of interest relative to the geometric coordinates by using the same arguments as in the proof of
local well-posedness.
We now provide the proof of the one somewhat subtle aspect, which is showing, under the assumption
that none of the 4 breakdown scenarios occur, that u remains regular in the following sense:
0 < inf
MT(Local),U0
3∑
a=1
|∂au| ≤ sup
MT(Local),U0
3∑
a=1
|∂au| <∞. (20.1.2)
Assuming that none of the 4 breakdown scenarios occur, we have in particular that the 3 × 3 matrices
g
ij
(Ψ) and (g−1)ij(Ψ) are uniformly positive definite onMT(Local),U0 (their eigenvalues are bounded from
above and uniformly from below away from 0). Hence, the inequalities in (20.1.2) follow from the identity
(g−1)ab∂au∂bu = µ−2 (see (2.3.15)).
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21
The Sharp Classical Lifespan Theorem
In Chapter 21, we state and prove our sharp classical lifespan theorem, which is the main theorem of the
monograph. It guarantees that the solution persists unless µ? becomes 0 in finite time, in which case some
rectangular derivatives of Ψ blow-up and a shock singularity has started to form. We also prove Cor. 21.2.1,
which shows that if the data have “very small” angular derivatives, then this property is propagated by the
solution. We use the theorem and the corollary in Chapter 22, when we prove finite-time shock formation
for an open set of nearly spherically symmetric small data.
21.1 The sharp classical lifespan theorem
We now state and prove the main theorem of the monograph.
Theorem 21.1.1 (The sharp classical lifespan theorem together with estimates). Let (Ψ˚ := Ψ|Σ0 , Ψ˚0 :=
∂tΨ|Σ0) be initial data for the covariant wave equation (1.2.1) under the assumption1 (1.2.4). Assume that
the data are supported in the Euclidean unit ball Σ10. Let ˚ = ‖Ψ˚‖H25e (Σ10) + ‖Ψ˚0‖H24e (Σ10) be the size of the
data as defined in Def. 11.2.1. Assume that the data verify the hypotheses of Prop. 20.1.1 (the local well-
posedness proposition), and let 0 < U0 < 1 be a fixed constant. Let Ψ denote the solution corresponding
to the data existing on a nontrivial region of the form MT(Local),U0 (see definition (2.2.4e)) Recall that
µ?(t, u) := min{1,minΣut µ}, t denotes the Minkowski time coordinate, u is the eikonal function (with
initial data u|Σ0 = 1 − r, where r =
√∑3
a=1(xa)2), and %(t, u) := 1 − u + t is the geometric radial
coordinate. There exist large constants C > 0, C(Lower−Bound) > 0, and A∗ > 4 and a small constant
0 > 0 such that if ˚ < 0, then the following statements hold true. In the statements, the constants can
depend on U0 and the nonlinearities in (1.2.1) and in particular, C can blow-up as U0 ↑ 1.
Existence as long as µ? > 0 and a classical lifespan lower bound. Let
T(Lifespan);U0 := sup{t | inf
s∈[0,t)
µ?(s, U0) > 0}. (21.1.1)
Then T(Lifespan);U0 is the classical lifespan of the solution in the region determined by the portion of the data
in Σ0 belonging to the exterior of the Euclidean sphere S0,U0 of radius 1−U0 (see (2.2.2) and (2.2.4d)). That
is, Ψ can be extended as a classical solution (relative to both the geometric and the rectangular coordinates)
1As we described in Chapter 1, this assumption is easy to eliminate.
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to the regionMT(Lifespan);U0 ,U0 on which it has all of the properties stated in Prop. 20.1.1. Furthermore, if
T(Lifespan);U0 <∞, then
sup
MT(Lifespan);U0 ,U0
max
ν=0,1,2,3
|∂νΨ| =∞. (21.1.2)
In addition, with µ˚(u, ϑ) = µ(0, u, ϑ), GLL = ddΨgαβ(Ψ)LαLβ, and (+)˚ℵ(ϑ) as in Def. 2.6.1, we have
the following estimates for 0 ≤ s ≤ t < T(Lifespan);U0 :∣∣∣∣µ(s, u, ϑ)− {µ˚(u, ϑ) + 12 ln
(
%(s, u)
%(0, u)
)
[%GLLR˘Ψ](t, u, ϑ)
}∣∣∣∣ ≤ C˚, (21.1.3a)∣∣∣GLL(t, u, ϑ)− (+)˚ℵ(ϑ)∣∣∣ ≤ C˚, (21.1.3b)
|˚µ(u, ϑ)− 1| ≤ C˚, (21.1.3c)∣∣∣%R˘Ψ∣∣∣ (t, u, ϑ) ≤ C˚. (21.1.3d)
Furthermore, µ?(t, U0) > 0 whenever t < exp
({
C(Lower−Bound)˚
}−1)
, and hence
T(Lifespan);U0 > exp
(
1
C(Lower−Bound)˚
)
. (21.1.4)
µ remains large along outgoing null curves with GLL(t, u, ϑ) = 0. For (t, u) ∈ [0, T(Lifespan);U0)×[0, U0],
the following pointwise estimate holds along the portions of the integral curves of the outgoing null vec-
torfield L that terminate at the (possibly empty) set of points in ΣU0t with geometric coordinates (t, u, ϑ)
verifying GLL(t, u, ϑ) = 0 :
µ(t, u, ϑ) ≥ 1− C˚. (21.1.5)
The lower-order Z derivatives of Ψ remain regular relative to (t, u, ϑ). The following C0 estimates2 for
the lower-order derivatives of Ψ hold on the domain (t, u) ∈ [0, T(Lifespan);U0)× [0, U0] :
‖Z NΨ‖C0(Σut ) ≤ C˚
1
1 + t , (N ≤ 13). (21.1.6)
In (21.1.6), Z N denotes an arbitrary N th order differential operator corresponding to repeated differ-
entiation with respect to commutation vectorfields belonging to the set Z defined in (6.1.1). In partic-
ular, if T(Lifespan);U0 < ∞, then the quantities Z ≤12Ψ extend as continuous functions of (t, u, ϑ) to
ΣU0T(Lifespan);U0 .
The lower-order Z derivatives of the rectangular metric components remain regular relative to (t, u, ϑ). The
followingC0 estimates for the lower-order derivatives of the rectangular components gµν , (µ, ν = 0, 1, 2, 3),
2See Remark 2.18.1 concerning our use of the norm ‖ · ‖C0(Σu
t
).
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of the spacetime metric and the rectangular spatial components g/ij , (i, j = 1, 2, 3), of the metric induced
by g on St,u (see Def. 2.2.4) hold on the domain (t, u) ∈ [0, T(Lifespan);U0)× [0, U0] :∥∥∥Z N {gµν −mµν}∥∥∥
C0(Σut )
≤ C˚ 11 + t , (N ≤ 13), (21.1.7a)∥∥∥∥∥Z N
{
g/ij −
(
δij − x
ixj
%2
)}∥∥∥∥∥
C0(Σut )
≤ C˚ ln(e+ t)1 + t , (N ≤ 12). (21.1.7b)
In (21.1.7a), mµν = diag(−1, 1, 1, 1) denotes the Minkowski metric. In particular, if T(Lifespan);U0 < ∞,
then the quantities Z ≤12 {gµν −mµν} and Z ≤11
{
g/ij −
(
δij − xixj%2
)}
extend as continuous functions of
(t, u, ϑ) to ΣU0T(Lifespan);U0 .
The lower-order Z derivatives of the eikonal function quantities remain regular relative to (t, u, ϑ). For
(t, u) ∈ [0, T(Lifespan);U0) × [0, U0], the following C0 estimates hold for the inverse foliation density
µ, the rectangular components Li(Small) = Li − x
i
% and R
i
(Small) = Ri +
xi
% , and the St,u tensorfield
χ(Small) = χ− g/% :
‖Z N (µ− 1)‖C0(Σut ) ≤ C˚ ln(e+ t), (N ≤ 12), (21.1.8a)
‖Z NLi(Small)‖C0(Σut ), ‖Z NRi(Small)‖C0(Σut ) ≤ C˚
ln(e+ t)
1 + t , (N ≤ 12), (21.1.8b)
‖L/NZ χ(Small)‖C0(Σut ) ≤ C˚
ln(e+ t)
(1 + t)2 , (N ≤ 11). (21.1.8c)
In particular, if T(Lifespan);U0 < ∞, then the quantities Z ≤11µ, Z ≤11Li(Small), Z ≤11Ri(Small), and
L/≤10Z χ(Small) extend as continuous functions of (t, u, ϑ) to ΣU0T(Lifespan);U0 .
Behavior of the change of variables map Υ : If T(Lifespan);U0 < ∞, then the change of variables map
(from geometric to rectangular coordinates) Υ : [0, T(Lifespan);U0) × [0, U0] × S2 → MT(Lifespan);U0 ,U0 ,
Υ(t, u, ϑ) = (t, x1, x2, x3), extends as a C10 function to [0, T(Lifespan);U0 ] × [0, U0] × S2. In addition,
Υ is a bijection from3 [0, T(Local)) × [0, U0] × S2 to MT(Local),U0 with a positive Jacobian determinant.
Furthermore, if T(Lifespan);U0 < ∞, then on [0, T(Lifespan);U0 ] × [0, U0] × S2, its Jacobian determinant
vanishes precisely on the subset
{(T(Lifespan);U0 , u, ϑ) | µ(T(Lifespan);U0 , u, ϑ) = 0}. (21.1.9)
What happens when µ→ 0: In the subset ofMT(Lifespan);U0 ,U0 such that the following two conditions hold:
i) µ ≤ 1/4 and ii) GLL 6= 0 we have
Lµ(t, u, ϑ) ≤ − 2
%(t, u)
{
1 + ln
(
%(t,u)
%(0,u)
)} , (21.1.10)
|RΨ|(t, u, ϑ) ≥ 1
µ(t, u, ϑ)
1
%(t, u)
{
1 + ln
(
%(t,u)
%(0,u)
)} 1|GLL(t, u, ϑ)| , (21.1.11)
3Recall thatMT(Local),U0 is, by definition, “open at the top.”
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where the vectorfield R verifies the Euclidean estimate |R− (−∂r)|e . ˚ ln(e+ t)(1 + t)−1. Here, |V |2e :=
δabV
aV b and ∂r is the standard Euclidean radial derivative.
If T(Lifespan);U0 <∞, then let
ΣU0T(Lifespan);U0 ;(Blow−up) := {(T(Lifespan);U0 , u, ϑ) | µ(T(Lifespan);U0 , u, ϑ) = 0}. (21.1.12)
In particular, since (21.1.5) shows that no point p with GLL(p) = 0 can belong to ΣU0T(Lifespan);U0 ;(Blow−up),
it follows from (21.1.11) that at any point in ΣU0T(Lifespan);U0 ;(Blow−up), the near-Euclidean-unit-length
derivative RΨ blows up.
A hierarchy of L2 estimates for Ψ with no µ−1? degeneracy at the lower orders. The following estimates hold
for the L2−based quantities Q(N) and Q˜(N) defined in Def. 13.2.1 and the spacetime Morawetz integral
K˜(N) defined in Def. 13.2.2 on the domain (t, u) ∈ [0, T(Lifespan);U0)× [0, U0] :
Q1/2(N)(t, u) ≤ C˚, (0 ≤ N ≤ 15), (21.1.13a)
Q˜1/2(N)(t, u) + K˜
1/2
(N)(t, u) ≤ C˚ ln2(e+ t), (0 ≤ N ≤ 15), (21.1.13b)
Q1/2(16+M)(t, u) ≤ C˚µ−.75−M? (t, u), (0 ≤M ≤ 7), (21.1.13c)
Q˜1/2(16+M)(t, u) + K˜
1/2
(16+M)(t, u) ≤ C˚ ln2(e+ t)µ−.75−M? (t, u), (0 ≤M ≤ 7), (21.1.13d)
Q1/2(24)(t, u) ≤ C˚ lnA∗(e+ t)µ−8.75? (t, u), (21.1.13e)
Q˜1/2(24)(t, u) + K˜
1/2
(24)(t, u) ≤ C˚ lnA∗+2(e+ t)µ−8.75? (t, u). (21.1.13f)
A hierarchy of L2 estimates for the eikonal function quantities with no µ−1? degeneracy at the lower orders.
The followingL2 estimates hold for the eikonal function quantities on the domain (t, u) ∈ [0, T(Lifespan);U0)×
[0, U0] :
‖Z N (µ− 1)‖L2(Σut ) ≤ C˚(1 + t) ln(e+ t), (0 ≤ N ≤ 15), (21.1.14a)
‖Z NLi(Small)‖L2(Σut ) ≤ C˚ ln(e+ t), (0 ≤ N ≤ 15), (21.1.14b)
‖L/NZ χ(Small)‖L2(Σut ) ≤ C˚
ln(e+ t)
1 + t , (0 ≤ N ≤ 14), (21.1.14c)
‖Z 16+Mµ‖L2(Σut ) ≤ C˚(1 + t) ln3(e+ t)µ−.25−M? (t, u), (0 ≤M ≤ 7), (21.1.14d)
‖Z 16+MLi(Small)‖L2(Σut ) ≤ C˚ ln3(e+ t)µ−.25−M? (t, u), (0 ≤M ≤ 7), (21.1.14e)
‖L/15+MZ χ(Small)‖L2(Σut ) ≤ C˚
ln3(e+ t)
1 + t µ
−.25−M
? (t, u), (0 ≤M ≤ 7), (21.1.14f)
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‖Z 24µ‖L2(Σut ) ≤ C˚(1 + t) lnA∗+3(e+ t)µ−8.25? (t, u), (21.1.14g)
‖Z 24Li(Small)‖L2(Σut ) ≤ C˚ lnA∗+3(e+ t)µ−8.25? (t, u), (21.1.14h)
‖L/23Z χ(Small)‖L2(Σut ) ≤ C˚
lnA∗+3(e+ t)
1 + t µ
−8.25
? (t, u), (21.1.14i)
‖LZ 24µ‖L2(Σut ) ≤ C˚ lnA∗+2(e+ t)µ−9.25? (t, u), (21.1.14j)
‖L
[
%Z 24Li(Small)
]
‖L2(Σut ) ≤ C˚ lnA∗+2(e+ t)µ−9.25? (t, u), (21.1.14k)
‖L/L
[
%2L/23Z χ(Small)
]
‖L2(Σut ) ≤ C˚ lnA∗+2(e+ t)µ−9.25? (t, u), (21.1.14l)
‖µL/R˘L/23Z χ(Small)‖L2(Σut ) ≤ C˚ lnA∗+2(e+ t)µ−8.75? (t, u), (21.1.14m)
‖µ∇/ 2Z 23µ‖L2(Σut ) ≤ C˚ lnA∗(e+ t)µ−8.75? (t, u), (21.1.14n)
‖µ∇/ 2Z 23Li(Small)‖L2(Σut ) ≤ C˚
lnA∗(e+ t)
1 + t µ
−8.75
? (t, u), (21.1.14o)
‖µ∇/L/23Z χ(Small)‖L2(Σut ) ≤ C˚
lnA∗(e+ t)
1 + t µ
−8.75
? (t, u). (21.1.14p)
Remark 21.1.1 (Global existence when the classic null condition holds). When Klainerman’s classic null
condition [22] is verified, that is, when (+)ℵ ≡ 0, it is straightforward to show that the estimate (21.1.3b) can
be improved to |GLL| (t, u, ϑ) ≤ C˚ ln(e+t)(1+t)−1. Consequently, Theorem 21.1.1 implies, in particular
via the estimates (21.1.3a) and (21.1.3d), that µ? never vanishes and hence the solution exists globally in the
spacetime region bounded by the outgoing null cone CU0 and the flat outgoing null cone C0.
Remark 21.1.2 (Extensions to data with additional regularity). Theorem 21.1.1 can of course be ex-
tended to apply to data of higher Sobolev regularity, that is, with the smallness of ‖Ψ˚‖H25e (Σ10)+‖Ψ˚0‖H24e (Σ10)
replaced by the smallness of ‖Ψ˚‖
H
N(Top)+1(Σ10)
+ ‖Ψ˚0‖HN(Top) (Σ10), where N(Top) ≥ 25 is an integer. In
this case, the estimates (21.1.13e)-(21.1.13f) hold with 24 replaced by N(Top), the estimates (21.1.13c)-
(21.1.13d) hold with 16 + M replaced by N(Top) − 8 + M, the estimates (21.1.13a)-(21.1.13a) hold with
0 ≤ N ≤ 15 replaced by 0 ≤ N ≤ N(Top) − 9, and similarly for the other estimates in the theorem.
Alternatively, we could assume the smallness of ‖Ψ˚‖H25e (Σ10) + ‖Ψ˚0‖H24e (Σ10) and that ‖Ψ˚‖H˙M+1e (Σ10) +
‖Ψ˚0‖H˙Me (Σ10) < ∞ (without smallness) for M = 25, 26, · · · , N(Top). Here, ‖ · ‖H˙Me (Σ10) denotes the stan-
dard homogeneous Sobolev norm corresponding to M th order rectangular derivatives along Σ10. The re-
sults of Theorem 21.1.1 would of course hold verbatim, and we could also prove estimates of the form
Q1/2(25+M)(t, u) ≤ f(‖Ψ˚‖H25+Me (Σ10) + ‖Ψ˚0‖H24+Me (Σ10)) ln
A(e + t)µ−B? (t, u), where f is a smooth increas-
ing function and A, B are positive constants. We could also prove similar estimates for Q˜1/2(25+M)(t, u). We
could prove these higher-order estimates by using arguments similar to the ones we used to prove (19.2.7e)-
(19.2.7f). In particular, in order to avoid derivative loss, the proofs of these estimates must rely on the
modified quantities of Ch. 10, at least at the top order.
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Proof of Theorem 21.1.1. We set
T(Max);U0 := The supremum of the set of times T(Bootstrap) ≥ 0 such that: (21.1.15)
•Ψ, u, µ, Li(Small), Υ, and all of the other quantities
defined throughout the monograph exist classically on MT(Bootstrap),U0
and all of the solution properties from Part I) of Prop. 20.1.1 hold on MT(Bootstrap),U0 .
• inf
{
µ?(t, U0) | t ∈ [0, T(Bootstrap))
}
> 0.
• The fundamental C0 bootstrap assumptions (BAΨ)
hold with ε := C∗˚ for (t, u) ∈ ×[0, T(Bootstrap))× [0, U0].
• The L2−type bootstrap assumptions (19.1.1a)− (19.1.1f)
hold with ε := C∗˚ for (t, u) ∈ ×[0, T(Bootstrap))× [0, U0].
Actually, the property involving µ?(t, U0) is redundant in the sense that one of the solution properties stated
in Prop. 20.1.1 is that µ > 0 onMT(Bootstrap),U0 . However, we have nonetheless included the property in the
definition of T(Max);U0 in order to clarify our discussion below. From Proposition 20.1.1, we deduce that if
˚ is sufficiently small and C∗ > 1 is sufficiently large, then T(Max);U0 > 0.
In the first part of the proof, we focus mostly on deriving the quantitative estimates stated in the the-
orem, but with the time T(Lifespan);U0 defined by (21.1.1) replaced by the time T(Max);U0 defined by
(21.1.15). In the second part of the proof, we focus mostly on proving the qualitative statements, show-
ing that T(Max);U0 = T(Lifespan);U0 , and showing that T(Lifespan);U0 is the classical lifespan of the solu-
tion. Note that the definitions imply that T(Max);U0 ≤ T(Lifespan);U0 and hence to show that T(Max);U0 =
T(Lifespan);U0 , we have to show only that T(Max);U0 ≥ T(Lifespan);U0 .
To proceed, we use Lemma 19.2.3 and enlargeC∗ if necessary to deduce that ifC∗ε1/2 = C3/2∗ ˚1/2 < 1,
then the L2 bootstrap assumptions (19.1.1a)-(19.1.1f) hold for (t, u) ∈ ×[0, T(Max);U0) × [0, U0] with the
factor ε = C∗˚ on the right-hand side replaced by the following smaller quantity:
1
4C∗
{˚
+ ε3/2
}
= 14
{
1 + C∗ε1/2
}
ε ≤ 12ε =
1
2C∗˚. (21.1.16)
In particular, the estimates (21.1.13a)-(21.1.13f) follow from (21.1.16). Furthermore, using Cor. 17.2.6,
Def. 13.2.1, and inequality (11.12.1a), and enlarging the constant C∗ from (21.1.16) if necessary, we de-
duce that the C0 bootstrap assumptions (BAΨ) for Ψ hold for (t, u) ∈ ×[0, T(Max);U0) × [0, U0] with ε
on the right-hand side of (BAΨ) replaced by the right-hand side of (21.1.16) and the norm C0(Σut ) on the
left-hand side replaced by C0(St,u). To recover the fact that for N ≤ 13, Z NΨ is an element of C0(Σut )
and not just C0(St,u), we simply need non-quantitative estimates showing that Z NΨ is jointly continuous
in the eikonal and angular coordinates. To this end, we note that at each point inMT(Max);U0 ,U0 , the vec-
torfields belonging to the commutation setZ have span equal to that of the geometric coordinate derivative
frame { ∂∂t , ∂∂u , ∂∂ϑ1 , ∂∂ϑ2 } and have components relative to this frame that are many times differentiable with
respect to (t, u, ϑ1, ϑ2). Hence, the desired non-quantitative fact follows from the L2 bootstrap assumption
(19.1.1a), the assumption that µ? > 0, and standard Sobolev embedding H2(Σut ) ↪→ C0(Σut ).
Throughout the remainder of the proof, we silently use the estimate %(t, u) ≈ 1 + t (onMT(Max);U0 ,U0)
and the fact that Q(≤N) and Q˜(≤N) are increasing in their arguments.
The estimate (21.1.6) now follows from the above reasoning and (21.1.16). Furthermore, the estimate
(21.1.6) implies that ‖LZ ≤12Ψ‖
C0(ΣU0t )
is uniformly bounded for 0 ≤ t < T(Max);U0 . Hence, recalling
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that L = ∂∂t , we conclude that if T(Max);U0 <∞, then the functionsZ ≤12Ψ extend as continuous functions
of (t, u, ϑ) to ΣU0T(Max);U0 .
The estimates (21.1.7a) and (21.1.7b) now follow from inequalities (11.7.2a) and (11.7.2c), Cor. 11.27.3,
and (21.1.16). As in the previous paragraph, the estimates (21.1.7a) and (21.1.7b) imply that if T(Max);U0 <
∞, then the quantities Z ≤12 {gµν −mµν} , etc. extend as continuous functions of (t, u, ϑ) to ΣU0T(Max);U0 .
The estimates (21.1.8a)-(21.1.8c) now follow from (11.27.2), (21.1.6), and the fact that Ri(Small) =
−Li(Small) plus a smooth function of Ψ that vanishes at Ψ = 0 (that is, (3.3.3)). As in the previous two
paragraphs, the estimates (21.1.8a)-(21.1.8c) imply that if T(Max);U0 <∞, then the quantities Z ≤11µ, etc.
extend as continuous functions of (t, u, ϑ) to ΣU0T(Max);U0 .
The estimates (21.1.14n)-(21.1.14p) now follow from inserting the already proven estimates for Q(≤24)
and Q˜(≤24) into inequality (19.3.16a) and using the inequalities (12.3.1) and (12.3.4).
The estimate (21.1.14m) now follows from inserting the already proven estimates forQ(≤24) and Q˜(≤24)
and (21.1.14n) into inequality (19.4.8) and using inequality (12.3.4).
The estimates (21.1.14j)-(21.1.14l) now follow from inserting the already proven estimates for Q(≤24)
and Q˜(≤24) into inequality (18.1.2b).
The estimates (21.1.14g)-(21.1.14i) now follow from inserting the already proven estimates for Q(≤24)
and Q˜(≤24) into inequality (18.1.2a) and using inequality (12.3.5).
The estimates (21.1.14d)-(21.1.14f) now follow from inserting the already proven estimates forQ(≤16+M)
and Q˜(≤16+M) into inequality (18.1.2a) and using inequality (12.3.5).
The estimates (21.1.14a)-(21.1.14c) now follow from inserting the already proven estimates for Q(≤16)
and Q˜(≤16) into inequality (18.1.1a) and, in the case of ‖Z 15(µ − 1)‖L2(Σut ), ‖Z 15Li(Small)‖L2(Σut ), and
‖L/14Z χ(Small)‖L2(Σut ), using inequality (12.3.10).
The estimate (21.1.3a) now follows from (12.1.18) and (21.1.16). The estimate (21.1.3b) now follows
from (11.28.2), (11.28.3), and (21.1.16). The estimate (21.1.3c) was proved as (11.8.5a). The estimate
(21.1.3d) is a special case of (21.1.6), which we have already proved.
The estimate (21.1.10) was proved as (12.2.6). Inequality (21.1.11) then follows from the identity R =
µ−1R˘, definition (12.1.3a), and the estimates (12.1.11) and (21.1.10). To estimate the Euclidean length of
the difference ofR and−∂r,we use the identity ∂r = xar ∂a, the identity (3.3.1b), and the estimates (11.6.1b)
(by Cor. 11.27.3 and (21.1.16), this estimate is valid with ε1/2 replaced by C˚) and (21.1.8b) to deduce that
|R− (−∂r)|e .
3∑
a=1
∣∣∣∣xar
∣∣∣∣ ∣∣∣∣1− r%
∣∣∣∣+ 3∑
a=1
∣∣∣Ra(Small)∣∣∣ . ˚ ln(e+ t)1 + t . (21.1.17)
We now prove the statements concerning the behavior of the change of variables map Υ in the case
T(Max);U0 < ∞. Using equation (2.17.2) and the argument that we used in the proof of Cor. 11.33.2, it is
straightforward to see that the extendibility of Υ to ΣU0T(Max);U0 as a C
10 function of (t, u, ϑ1, ϑ2) follows
after we prove that i) Z ≤10Ξi, Z ≤11Li, Z ≤11R˘i, Z ≤11Ξi, and Z ≤11XiA extend as continuous functions
of (t, u, ϑ1, ϑ2) to ΣU0T(Max);U0 and ii) for each Z ∈ Z , the components of Z relative to the geometric
coordinates extend as C10 functions of (t, u, ϑ1, ϑ2) to ΣU0T(Max);U0 . The result ii) follows from the estimates
of Lemma 11.33.1, the argument that we used in the proof of Cor. 11.33.2, and the argument that we used to
prove the continuous extendibility ofZ ≤12Ψ. We note for later use that ii) and Lemma 3.6.1 imply that the
vectorfields L/≤10Z XA = L≤10Z XA also continuously extend as functions of (t, u, ϑ1, ϑ2) to ΣU0T(Max);U0 . To
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prove i), we first note that the previous arguments have shown that Z ≤11Li and Z ≤11R˘i = Z ≤11(µRi)
extend as continuous functions of (t, u, ϑ1, ϑ2) to ΣU0T(Max);U0 . Using similar reasoning and the estimate
(11.32.1c), we conclude that Z ≤10Ξi extends as a continuous function of (t, u, ϑ1, ϑ2) to ΣU0T(Max);U0 . To
handle the rectangular components XiA, we first use similar reasoning and the estimate (11.14.1b) to deduce
that the St,u one-form d/Z ≤11xi extends as a continuous function of (t, u, ϑ1, ϑ2) to ΣU0T(Max);U0 . Using the
aforementioned continuous extendibility of the vectorfields L/≤10Z XA, and the identity XiA = XA · d/xi,
we conclude that Z ≤10XiA extends as a continuous function of (t, u, ϑ1, ϑ2) to Σ
U0
T(Max);U0
. We have thus
proved the extendibility of Υ as a C10 function of (t, u, ϑ1, ϑ2).
With the help of the above results, we now show that either a) T(Max);U0 =∞ or b) T(Max);U0 <∞ and
inf
{
µ?(t, U0) | t ∈ [0, T(Max);U0)
}
= 0. We note that after we have shown that either a) or b) must hold,
it follows from the comments made in the second paragraph of the proof that T(Max);U0 = T(Lifespan);U0
(where T(Lifespan);U0 is defined in (21.1.1)). Furthermore, in the case T(Lifespan);U0 < ∞, it follows from
the estimates (21.1.11) and (21.1.17) that the vanishing of µ?(t, U0) at time T(Lifespan);U0 leads to the blow-
up result (21.1.2).
It remains for us show that a) or b) must hold. It suffices to show that it is impossible to have
T(Max);U0 < ∞ unless inf
{
µ?(t, U0) | t ∈ [0, T(Max);U0)
}
= 0. To proceed, we assume for the sake of
deriving a contradiction that: T(Max);U0 < ∞ and inf
{
µ?(t, U0) | t ∈ [0, T(Max);U0)
}
> 0. We now rule
out, on the spacetime domainMT(Max);U0 ,U0 , the 4 breakdown scenarios from Part II) of Prop. 20.1.1, and
we also show that the condition (5) for Υ is verified (when ε is sufficiently small). Scenario (1) is ruled out
by assumption. Scenario (2) is ruled out by the estimate (11.27.2). Scenario (3) is ruled out by the bootstrap
assumptions (BAΨ) and the fact that g(Small)µν (·) is a smooth function of Ψ that vanishes at Ψ = 0 (see
(1.2.5) and (1.2.7)).
In the next paragraph, we show that Υ is aC10 diffeomorphism from [0, T(Max);U0 ]×[0, U0]×S2 onto its
image and hence Υ verifies the condition (5). Given this fact, we can easily rule out the breakdown scenario
(4). To this end, we first use the previously shown fact that the functions Z ≤12Ψ extend as continuous
functions of (t, u, ϑ) to ΣU0T(Max);U0 and argue as in our proof that Υ extends as a C
10 function of (t, u, ϑ)
in order to conclude that Ψ extends to ΣU0T(Max);U0 as a C
12 function of (t, u, ϑ). Hence, we deduce from the
regular nature of Υ−1 that ∂κΨ, (κ = 0, 1, 2, 3), extends to MT(Max);U0 ,U0 ∪ Σ
U0
T(Max);U0
as a continuous
function of the rectangular coordinates and that supMT(Max);U0 ,U0∪Σ
U0
T(Max);U0
maxκ=0,1,2,3 |∂κΨ| <∞. We
have thus ruled out the breakdown scenario (4).
It remains for us to show that condition (5) from Part II) of Prop. 20.1.1 is verified. We first recall that
we have already shown that Υ is a bijection on [0, T(Max);U0)× [0, U0]×S2 that extends as a C10 function of
(t, u, ϑ) to the compact set [0, T(Max);U0 ]× [0, U0]×S2. Furthermore, from equation (2.17.1), the estimates
(11.27.2), (11.30.10), and (21.1.6), and the assumption inf
{
µ?(t, U0) | t ∈ [0, T(Max);U0)
}
> 0, we con-
clude that the Jacobian determinant of Υ is strictly positive on [0, T(Max);U0 ]× [0, U0]×S2. From the inverse
function theorem, we conclude that Υ extends to [0, T(Max);U0 ]×[0, U0]×S2 as a locally invertibleC10 func-
tion. We now show that Υ is aC10 (global) diffeomorphism from [0, T(Max);U0 ]×[0, U0]×S2 onto its image.
To this end, we first note that inequality (11.34.1), the assumption inf
{
µ?(t, U0) | t ∈ [0, T(Max);U0)
}
> 0,
and the estimate r ≥ (1−O(ε))% ≥ (1−O(ε))(1−U0) (which follows from (11.6.1b) and Cor. 11.27.3) im-
ply that
∑3
a=1 |∂au| is uniformly bounded from above and below strictly away from 0. It follows that the out-
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going null cone portions CT(Max);U0u corresponding to two distinct values u ∈ [0, U0] cannot intersect. Hence,
to prove the global invertibility of Υ, it remains only for us to show that4 for each u ∈ [0, U0], the integral
curves of L, which rule CT(Max);U0u , do not intersect5 at time T(Max);U0 . Equivalently, we show that for each
fixed (t, u) ∈ [0, T(Max);U0 ]× [0, U0], the map Υ(t, u, ·), defined on the domain S2, is injective. To this end,
we define, relative to the rectangular coordinates, the map F (t, x1, x2, x3) : Σt \ {(t, 0, 0, 0)} → S2 ⊂ R3
by F (t, x1, x2, x3) = (x1/r, x2/r, x3/r). Consider the composition F ◦Υ(t, u, ·) : S2 → S2, which is C10
in view of the estimate r ≥ (1−O(ε))(1−U0) mentioned above. Just below we show that F ◦Υ(t, u, ·) is a
C10 immersion.6 Given this fact, it follows from the compactness of S2 that F ◦Υ(t, u, ·) is a covering map.7
Then, since S2 is simply connected, it is a basic result of algebraic topology that F ◦Υ(t, u, ·) must be a C10
diffeomorphism from S2 to S2, which yields the desired injectivity of Υ(t, u, ·). It remains for us to show
that for each fixed (t, u) ∈ [0, T(Max);U0 ] × [0, U0], F ◦ Υ(t, u, ·) is an immersion. That is, we must show
that the 3×2 matrix ∂(F◦Υ)
∂(ϑ1,ϑ2) is rank 2. To proceed, we first compute that the 3×4 matrix ∂F∂(t,x1,x2,x3) is rank
2 with kernel K given by K = span{(1, 0, 0, 0)ᵀ, (0, x1/r, x2/r, x3/r)ᵀ}, where ᵀ denotes the transpose.
Next, we note that inequality (11.34.1) implies that the Euclidean outward normal to St,u in Σt at the point
(t, x1, x2, x3) = Υ(t, u, ϑ) has rectangular components equal to (0, x1/r, x2/r, x3/r)ᵀ up to an error vector
of Euclidean length O (ε ln(e+ t)(1 + t)−1) . Hence, since the two columns of the 4 × 2 matrix ∂Υ
∂(ϑ1,ϑ2)
are tangent to St,u, they do not belong to K. Since the two columns are also linearly dependent, it follows
that their union with K forms a basis of R4. It thus follows from the chain rule that the 4×2 matrix ∂(F◦Υ)
∂(ϑ1,ϑ2)
is rank 2 as desired.
In total, we conclude from Part II) of Prop. 20.1.1 that there exists a ∆ > 0 such that Ψ, u, µ, Li(Small),
etc. can be extended as solutions to a strictly larger region of the formMT(Max);U0+∆,U0 for some ∆ > 0.
Furthermore, the proposition also yields that the quantities appearing on the left-hand sides of (19.1.1a)-
(19.1.1f) are continuous in t and u. In view of this fact and the bound (21.1.16), we deduce that if ∆ is small
enough, then (19.1.1a)-(19.1.1f) hold for (t, u) ∈ ×[0, T(Max);U0 + ∆)× [0, U0] with ε replaced by 34ε. We
have thus arrived at the desired contradiction of the definition of T(Max);U0 .
To prove (21.1.4), that is, that there exists a constant C(Lower−Bound) > 0 such that µ?(t, U0) > 0
whenever t < exp
({
C(Lower−Bound)˚
}−1)
, we only have to combine (21.1.3a), (21.1.3c), and (21.1.3d).
Similar reasoning also yields (21.1.5).
Finally, to conclude, in the case T(Lifespan);U0 < ∞, that the Jacobian determinant of Υ vanishes pre-
cisely on the subset (21.1.9), we use equation (2.17.1), the estimate (21.1.6) for Ψ, and inequality (11.30.10)
(which, by (21.1.16), is valid with ε replaced by C˚).
21.2 More precise control over angular derivatives.
We now state and prove a corollary of Theorem 21.1.1 that provides additional information about some of
the angular derivatives of Ψ. Roughly, the corollary allows us to infer that nearly spherically symmetric data
launch nearly spherically solutions, even though the wave equation (1.2.1) is not necessarily invariant under
4Recall that the angular coordinates ϑA are, by construction, constant along the integral curves of L.
5Equivalently, we must show that if q ∈ CT(Max);U0u , then no point in CT(Max);U0u can belong to the null cut locus of q.
6Recall that F ◦Υ(t, u, ·) is said to be an immersion if the Jacobian ∂(F◦Υ)
∂(ϑ1,ϑ2) is rank 2 at each point in its domain S
2.
7 A continuous surjective function f : X → S2 is said to be a covering map of S2 if for every p ∈ S2, there exists a neighborhood
Ω of p such that f−1(Ω) is a disjoint union of open sets in X, each of which is mapped homeomorphically onto Ω by f.
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Euclidean rotations. The estimates from the corollary play an important role in our proof of small data shock
formation, which is based on arguments that are valid for nearly spherically symmetric solutions.
Corollary 21.2.1 (More precise control over the lower-order angular derivatives). Assume the hypothe-
ses and conclusions of Theorem 21.1.1. In particular, let ˚ be the size of the data, and let T(Lifespan);U0 and
U0 be the numbers appearing in the statement of the theorem. Let E[· · · ], F[· · · ], E˜[· · · ], F˜[· · · ], and K˜[· · · ]
be the energies, fluxes, and Morawetz spacetime integral from Defs. 9.2.1 and 13.2.2. Let
δ˚ := max
2≤|~I|≤4
E1/2[O~IΨ](0, U0). (21.2.1)
There exists a constantC > 0 such that the following estimates hold for (t, u) ∈ [0, T(Lifespan);U0)×[0, U0] :
max
2≤|~I|≤4
E1/2[O~IΨ](t, u) + F1/2[O~IΨ](t, u) ≤ C (˚δ+ ˚3/2), (21.2.2a)
max
2≤|~I|≤4
E˜1/2[O~IΨ](t, u) + F˜1/2[O~IΨ](t, u) + K˜1/2[O~IΨ](t, u) ≤ C (˚δ+ ˚3/2) ln2(e+ t), (21.2.2b)
‖∆/Ψ‖C0(Σut ) ≤ C (˚δ+ ˚3/2)
1
(1 + t)3 . (21.2.2c)
Proof. The estimate (21.2.2c) follows from (21.2.2a) and inequalities (11.12.1a), (11.12.1c), and (17.2.6).
Hence, we need to prove only inequalities (21.2.2a) and (21.2.2b).
To this end, we commute the wave equation (1.2.1) with iterated rotational differential operators O~I ,
where 2 ≤ |~I| ≤ 4, to derive an equation of the form
µg(Ψ)O
~IΨ = (O
~I)F. (21.2.3)
Using (15.1.3), (15.1.4), (6.2.5a)-(6.2.5g), (8.2.1), and theC0 estimates of Theorem 21.1.1, we see that (O
~I)F
is quadratically small in the sense that its magnitude is bounded by a decaying function of time multiplied
by ˚2. This quadratic smallness is in particular based on the fact that the deformation tensors (O)pi of the
rotations completely vanish for the background solution Ψ ≡ 0 (see (6.2.5a)-(6.2.5g)). The reason is that
the rotations O are equal to the Euclidean rotations when Ψ ≡ 0, and the Euclidean rotations are Killing
fields8 of the background Minkowski metric. We remark that this stands in contrast to (R˘)pi and (%L)pi, which
do not vanish even when Ψ ≡ 0.
We now revisit the energy-flux identities (9.2.9a)-(9.2.9b), where O~IΨ plays the role of Ψ and (O
~I)F
plays the role of F. To simplify the notation, we set
Q(O)(t, u) := max
2≤|~I|≤4
E[O~IΨ](t, u) + F[O~IΨ](t, u), (21.2.4)
Q˜(O)(t, u) := max
2≤|~I|≤4
E˜[O~IΨ](t, u) + F˜[O~IΨ](t, u), (21.2.5)
K˜(O)(t, u) := max
2≤|~I|≤4
K˜[O~IΨ](t, u), (21.2.6)
8That is, we have LO(Flat)m = 0.
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where K˜[·](t, u) is the Morawetz integral from (13.2.2a). Our goal is to use the already proven non-
µ−1? −degenerate estimates for the lower-order derivatives of various quantities implied by Theorem 21.1.1
in order to prove that the following estimates hold for (t, u) ∈ [0, T(Lifespan);U0)× [0, U0] :
Q(O)(t, u) ≤ Cδ˚2 + C˚3 + C
∫ t
t′=0
ln2(e+ t′)
(1 + t′)2 Q(O)(t
′, u) dt′ (21.2.7)
+ C
∫ t
t′=0
ln2(e+ t′)
(1 + t′)2 Q˜(O)(t
′, u) dt′
+ C˚1/2
∫ t
t′=0
ln(e+ t′)
(e+ t′)2
√
ln(e+ t)− ln(e+ t′)Q˜(O)(t
′, u) dt′
+ C ln
2(e+ t)
(1 + t)2
∫ u
u′=0
Q˜(O)(t, u′) du′,
Q˜(O)(t, u) + K˜(O)(t, u) ≤ Cδ˚2 + C˚3 + C ln4(e+ t)Q(O)(t, u) (21.2.8)
+ (1 + Cε)
∫ t
t′=0
1
%(t′, u) ln
(
%(t′,u)
%(0,u)
)Q˜(O)(t′, u) dt′
+ C ln
3(e+ t)
(1 + t)2
∫ u
u′=0
Q˜(O)(t, u′) du′.
Once we have shown (21.2.7)-(21.2.8), the desired estimates (21.2.2a)-(21.2.2b) follow from applying a
Gronwall-type argument to the system of inequalities (21.2.7)-(21.2.8) in the variables Q(O), Q˜(O), and
K˜(O). Because the argument is much simpler than the Gronwall estimates proved for the below-top-order
quantitiesQ(≤23), Q˜(≤23), and K˜(≤23)(t, u) (the proof of those estimates starts just above equation (19.10.63)),
we omit the details. However, we remark that we again use Lemma 19.10.1 to handle the next-to-last term
on the right-hand side of (21.2.7).
In order to prove (21.2.7)-(21.2.8), we have to estimate the integrals on the right-hand sides of (9.2.9a)-
(9.2.9b), where O~IΨ plays the role of Ψ and (O
~I)F plays the role of F. For each fixed ~I, we show how to
deduce an inequality of the form (21.2.7)-(21.2.8), but with E[O~IΨ](t, u) + F[O~IΨ](t, u) on the left-hand
side of (21.2.7) in place of Q(O)(t, u) and E˜[O
~IΨ](t, u) + F˜[O~IΨ](t, u) + K˜[O~IΨ](t, u) on the left-hand
side of (21.2.8) in place of Q˜(O)(t, u) + K˜(O)(t, u). We then take the max of both sides of the inequalities
over all relevant quantities with 2 ≤ |~I| ≤ 4 in order to deduce (21.2.7)-(21.2.8).
To begin the detailed analysis, we remark that we will handle the integrals involving (O
~I)F at the end of
the proof. From the assumption (21.2.1), we see that the terms E[O~IΨ](0, u) arising from the first term on
the right-hand side of (9.2.9a) are ≤ δ˚2 and hence are ≤ the right-hand side of (21.2.7) as desired. We now
explain how we bound the integral
∫
Mt,u µQ
αβ[O~IΨ](T )piαβ d$ from the right-hand side of (9.2.9a) by ≤
the right-hand side of (21.2.7). To derive the desired bound, we examine the proof of inequality (19.3.22a)
and conclude that the same inequality holds true withO~IΨ in place ofZ NΨ on the left-hand side andQ(O),
Q˜(O), and K˜(O) respectively in place of Q(N), Q˜(N), and K˜(N) on the right-hand side. Theorem 21.1.1
implies that Lemma 19.3.11 holds with ε replaced by C˚ and furthermore, by (21.1.13a) and (21.1.13b), the
fourth and last integrals on the right-hand side of (19.3.22a) (with Q(O) in the role of Q(N) and K˜(O) in the
role of K˜(N)) are . ˚3 and hence are bounded by the right-hand side of (21.2.7) as desired.
We now address the terms on the right-hand side of (9.2.9b) that do not involve the integrand factor
(O~I)F, where O~IΨ plays the role of Ψ. The integral over the hypersurface Σu0 is quadratic in O
~IΨ and is
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controlled by the data. Hence, by (13.1.1a) and the assumption (21.2.1), the magnitude of this integral is
. δ˚2 and thus ≤ the right-hand side of (21.2.8) as desired. Clearly, the same bound holds for the first term
E˜[· · · ](0, u) on the right-hand side of (9.2.9b). To bound the integral over the hypersurface Σut and the
last spacetime integral on the right-hand side of (9.2.9b) by ≤ the right-hand side of (21.2.8), we examine
the proofs of inequalities (19.3.22c) and (19.3.22d) and conclude that the same inequalities hold true with
O
~IΨ in place of Z NΨ on the left-hand side and Q(O) in place of Q(N) on the right-hand side. Hence, the
integrals under consideration are in magnitude . ln(e + t)Q(O)(t, u) as desired. To handle the spacetime
integral −12
∫
Mt,u µQ
αβ[O~IΨ]
{
(K˜)piαβ − %2trg/χgαβ
}
d$ from the right-hand side of (9.2.9b), we appeal
to definition (13.2.2a) (with O~IΨ in the role of Ψ) and (9.4.4b), which show that −K˜[O~IΨ] is equal to the
one of the terms that make up this integral. We bring the term K˜[O~IΨ] over to the left-hand side of (9.2.9b)
as a positive integral. We then bound the remaining part of this spacetime integral in magnitude by ≤ the
right-hand side of (21.2.8) with the help of (19.3.22b). More precisely, examining the proof of (19.3.22b),
we see that the inequality holds true with with O~IΨ in place ofZ NΨ on the left-hand side andQ(O), Q˜(O),
and K˜(O) respectively in place of Q(N), Q˜(N), and K˜(N) on the right-hand side, which yields the desired
bounds. We remark that using the argument given at the end of the previous paragraph, we have bounded
the last term on the right-hand side of (19.3.22b) (with K˜(O) in the role of K˜(N)) by . ˚3 as desired.
To complete the proof of (21.2.7)-(21.2.8), it remains for us to show that the second term on the right-
hand side of (9.2.9a) and the fourth term on the right-hand side of (9.2.9b) are bounded as follows:∣∣∣∣∣
∫
Mt,u
(1 + 2µ)(LO~IΨ)(O
~I)F+ 2(R˘O~IΨ)(O
~I)F d$
∣∣∣∣∣ . ˚3, (21.2.9)∣∣∣∣∣
∫
Mt,u
%2
{
LO
~IΨ + 12 trg/χO
~IΨ
}
(O~I)F d$
∣∣∣∣∣ . ˚3. (21.2.10)
The important point is that all integrands on the left-hand sides of (21.2.9) and (21.2.10) are in fact cubi-
cally small. We stress again that we have cubic smallness only because all commutation vectorfields under
consideration are rotations. More precisely, to prove (21.2.9) and (21.2.10), we first note that the estimates
(15.1.3) and (15.1.4) imply that for |~I| ≤ 4, the terms (O~I)F are . the right-hand side of (15.1.4) with
N = 5. Hence, by (15.1.7), we deduce that for |~I| ≤ 4, the terms (O~I)F are Harmless≤5; see definition
(15.1.5) and note that by Theorem 21.1.1, the estimate |(O~I)F| = Harmless≤5 holds with C˚ in place of
ε in (15.1.5). However, in the present context, there is additional structure present in the terms beyond the
structure indicated on the right-hand side of (15.1.5). The new feature in the present context is that |(O~I)F|
is . a modified version of the right-hand side of (15.1.5) (with N = 5) in which the terms on the first line
of the right-hand side are also multiplied by a ˚ factor. This factor is simply a reflection of the quadratic
smallness of (O
~I)F. It is straightforward to verify that thanks to this ˚ factor, the left-hand sides of (21.2.9)
and (21.2.10) are . ˚ times the terms on the right-hand sides of (19.3.9) and (19.3.10) with N = 5 and
with C˚ in place of ε. Also using the estimates (21.1.13a) and (21.1.13b) to bound the terms by . ˚2, we
conclude the desired estimates (21.2.9) and (21.2.10).
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22
Proof of Shock Formation for Nearly
Spherically Symmetric Data
In Chapter 22, we use the estimates of Theorem 21.1.1 and Cor. 21.2.1 to show that there exists an open set
S of nearly spherically symmetric small data that launch shock-forming solutions. For technical reasons to
be explained, the setS consists of data on Σ−1/2 that are compactly supported in the Euclidean ball of radius
1/2 centered at the origin. We state the main result as Theorem 22.3.1. As we described in Sect. 1.11.3,
the theorem can be extended to show shock formation for a significantly larger set of compactly supported
small data.
By Theorem 21.1.1, in order to show that a shock forms, we must show that µ vanishes in finite time.
The main idea of the proof is to use the estimates (21.1.3a)-(21.1.3d) of Theorem 21.1.1 to effectively
reduce the problem to proving that the term %GLLR˘Ψ from inequality (21.1.3a) becomes negative along
some integral curve of L; see Sects. 1.8 and 1.9 for a sketch of the argument. The main term that we have
yet to suitably estimate is the product %R˘Ψ. To estimate it, we consider the wave equation in the form
(4.3.2a) (with f = Ψ), which, thanks to the estimates of Theorem 21.1.1 and Cor. 21.2.1, can be viewed as a
transport equation along the integral curves of L = ∂∂t |u,ϑ with small error sources. The role of Cor. 21.2.1
is that it allows us to prove that for nearly spherically symmetric data, the linear term %∆/Ψ on the right-hand
side of (4.3.2a) has a sufficiently small amplitude and can be treated as a negligible error term, even near
t = 0; all of the remaining terms on the right-hand side are quadratic and are therefore much more easily
seen to be negligible error terms. In total, for data in S, this line of reasoning allows us to prove that for
sufficiently large times, the following estimate holds along some integral curve of L (that is, a curve with
fixed geometric coordinates (u∗, ϑ∗)):
µ(t, u∗, ϑ∗) ≤ 1 + C˚− α∗ ln
(
%(t, u∗)
%(0, u∗)
)
, (22.0.1)
where α∗ > 0 is a small constant depending on a neighborhood of the data. It easily follows from (22.0.1)
that µ?(t, U0) := min{infΣU0t µ, 1} vanishes by the time t ∼ exp
(
1+C˚
α∗
)
.
22.1 Preliminary pointwise estimates based on transport equations
We begin our detailed analysis with the following simple lemma, which shows that for the solutions Ψ under
consideration, the equation µg(Ψ)Ψ = 0 can be treated as a transport equation with small error sources.
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Lemma 22.1.1 (Wave equation approximately reduces to a transport equation). Assume the hypotheses
and conclusions of Theorem 21.1.1 and Cor. 21.2.1. In particular, let ˚ be the size of the data as defined
in Def. 11.2.1, let δ˚ be the initial size of the geometric rotational derivatives of Ψ defined in (21.2.1), and
let T(Lifespan);U0 and U0 be the numbers appearing in the statement of the theorem and corollary. Then the
following estimates hold on the spacetime domainMT(Lifespan);U0 ,U0 :
|LL˘[%Ψ]|(t, u, ϑ) ≤ C (˚δ+ ˚3/2) ln(e+ t)(1 + t)2 , (22.1.1a)∣∣∣∣[%R˘Ψ](t, u, ϑ)− 12 L˘[%Ψ](0, u, ϑ)
∣∣∣∣ ≤ C (˚δ+ ˚3/2) + C˚ ln(e+ t)1 + t , (22.1.1b)∣∣∣∣[%R˘Ψ](t, u, ϑ)− 12
{
rΨ˚0 − r∂rΨ˚− Ψ˚
}
(u, ϑ)
∣∣∣∣ ≤ C (˚δ+ ˚3/2) + C˚ ln(e+ t)1 + t , (22.1.1c)
where ∂r = x
a
r ∂a is the standard Euclidean radial derivative.
Proof. To deduce (22.1.1a), we use the wave equation in the form (4.3.2a) with f = Ψ. By Cor. 21.2.1, the
linear term %∆/Ψ on the right-hand side of (4.3.2a) verifies the pointwise bound
|%∆/Ψ| . (˚δ+ ˚3/2) ln(e+ t)(1 + t)2 , (22.1.2)
which is . the right-hand side of (22.1.1a). The remaining terms on the right-hand side of (4.3.2a) are of
the schematic form
%(µ− 1)∆/Ψ + (µ− 1)LΨ +G(Frame)
(
µLΨ
R˘Ψ
)
Ψ (22.1.3)
+ %G(Frame)g/−1
 µLΨR˘Ψ
µd/Ψ
( LΨ
d/Ψ
)
+ %trg/χ(Small)R˘Ψ.
In particular, the terms in (22.1.3) are quadratically small, and from inequality (11.12.1c), the estimates
(11.15.1b), (11.16.1b), and (11.27.2), the bootstrap assumptions (BAΨ), and the fact that Theorem 21.1.1
implies that these estimates hold with ε replaced by C˚, we deduce that these terms are bounded in magni-
tude by . ˚2 ln(e+ t)(1 + t)−2 as desired. We have thus proved (22.1.1a).
To prove (22.1.1b), we first integrate (22.1.1a) along the integral curves of L to deduce that∣∣∣L˘[%Ψ](t, u, ϑ)− L˘[%Ψ](0, u, ϑ)∣∣∣ . δ˚+ ˚3/2. (22.1.4)
Next, noting that the identities L˘Ψ = 2R˘Ψ + µLΨ and L˘% = µ − 2 imply that L˘[%Ψ] = 2%R˘Ψ − (µ −
2)Ψ + %µLΨ, and using the estimates |(µ− 1)Ψ|, |%µLΨ| . ˚ ln(e+ t)(1 + t)−1, which follow from the
estimates stated just after (22.1.3), we deduce that∣∣∣∣%R˘Ψ(t, u, ϑ)− 12 L˘[%Ψ](t, u, ϑ)
∣∣∣∣ . ˚ ln(e+ t)1 + t . (22.1.5)
The desired estimate (22.1.1b) now follows from (22.1.4) and (22.1.5).
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Next, once we have shown that
L˘[%Ψ](0, u, ϑ) = rΨ˚0 − r∂rΨ˚− Ψ˚ +O(˚2), (22.1.6)
the estimate (22.1.1c) follows from inequalities (22.1.1b) and (22.1.6). To prove (22.1.6), we first further
expand the term L˘[%Ψ] as follows:
L˘[%Ψ] = 2%R˘Ψ + %LΨ−Ψ + (µ− 1)Ψ + %(µ− 1)LΨ. (22.1.7)
The last two terms on the right-hand side of (22.1.7) are quadratically small and hence from the estimates
stated just after (22.1.3), they are . ˚2. By virtue of the estimates
%(0, u, ϑ) = r(0, u, ϑ) = 1− u, (22.1.8)
R˘0 = 0, (22.1.9)
R˘i(0, u, ϑ) = −x
i
r
+O(˚), (22.1.10)
L0 = 1, (22.1.11)
Li(0, u, ϑ) = x
i
r
+O(˚) (22.1.12)
(where (22.1.10) and (22.1.12) follow from Def. 3.3.1 and Lemma 11.8.2), we can further expand the first
two terms on the right-hand side of (22.1.7) as
[2%R˘Ψ](0, u, ϑ) = −2r∂rΨ(0, u, ϑ) +O(˚), (22.1.13)
[%LΨ](0, u, ϑ) = r∂tΨ(0, u, ϑ) + r∂rΨ(0, u, ϑ) +O(˚). (22.1.14)
The estimate (22.1.6) now follows from (22.1.7), the sentence after (22.1.7), (22.1.13), and (22.1.14).
As we will see in Lemma 22.1.2, the following data-dependent function appearing in Lemma 22.1.1
plays a central role in our proof of shock formation.
Definition 22.1.1 (The data-dependent function that drives shock formation). Let L(Flat) := ∂t − ∂r
denote the standard Minkowskian ingoing null vectorfield. Let (Ψ˚ := Ψ|ΣU00 , Ψ˚0 := ∂tΨ|ΣU00 ) be initial
data for the wave equation (1.2.1). We define the following data-dependent function:
S[(Ψ˚, Ψ˚0)] :=
1
4L(Flat)(rΨ)|(Ψ,∂tΨ)=(Ψ˚,Ψ˚0) =
1
4
{
rΨ˚0 − r∂rΨ˚− Ψ˚
}
. (22.1.15)
In the next lemma, we insert the estimates of Lemma 22.1.1 into some estimates proved in Theo-
rem 21.1.1. We arrive at the key pointwise estimate (22.1.16) verified by µ, which is the main ingredient in
our proof of finite-time shock formation.
Lemma 22.1.2 (The key estimate that drives the shock formation). Let (Ψ˚ := Ψ|ΣU00 , Ψ˚0 := ∂tΨ|ΣU00 )
be initial data for the wave equation (1.2.1). Assume the hypotheses and conclusions of Lemma 22.1.1 and
Lemma 22.1.2. In particular, let ˚ be the size of the data as defined in Def. 11.2.1, and let δ˚ be the initial
size of the geometric rotational derivatives of Ψ defined by (21.2.1). Let (+)˚ℵ be as in Def. 2.6.1 and let
S[(Ψ˚, Ψ˚0)](· · · ), viewed as a function of the geometric coordinates (u, ϑ), be as in Def. 22.1.15. Then the
following pointwise estimate holds on the spacetime domainMT(Lifespan);U0 ,U0 :∣∣∣∣µ(t, u, ϑ)− 1− (+)˚ℵ(ϑ)S[(Ψ˚, Ψ˚0)](u, ϑ) ln( %(t, u)%(0, u)
)∣∣∣∣ ≤ C (˚δ+ ˚3/2) ln( %(t, u)%(0, u)
)
+ C˚. (22.1.16)
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Proof. The estimate (22.1.16) follows from the estimates (21.1.3a)-(21.1.3d) and (22.1.1c).
22.2 Existence of small, stable, shock-forming data
In Lemma 22.2.3, we construct an open set of small initial data with properties that lead to finite-time shock
formation in their solutions. We provide the proof of shock formation in the subsequent Theorem 22.3.1,
which is located in Sect. 22.3.
As a preliminary step, we prove the following lemma, which is based on an argument of John given in
[17]. The lemma sets the stage for proving our shock formation result, roughly by showing that compactly
supported spherically symmetric data always induce the “shock-driving” sign in the quantity that drives
shock formation. It is a spherically symmetric analog of Prop. 1.11.1 for wave equations of the form (1.2.1).
Lemma 22.2.1 (Nontrivial spherically symmetric data force Sˇ to take on both signs). Let (Ψˇ, Ψˇ0) ∈
C1(R3) × C0(R3) be data for the wave equation (1.2.1) given along Σ−1/2 with support contained in the
Euclidean ball of radius 1/2 centered at the origin. Assume that the data are spherically symmetric in the
sense that they depend on only1 the Euclidean radial variable r and not on the Euclidean angular variable θ,
that is, Ψˇ = Ψˇ(r) and Ψˇ0 = Ψˇ0(r). For p ∈ [−1/2, 1/2], we define the data-dependent function Sˇ[(Ψˇ, Ψˇ0)]
by
Sˇ[(Ψˇ, Ψˇ0)](p) :=
1
4
{
pΨˇ0(|p|)− |p|Ψˇ′(|p|)− Ψˇ(|p|)
}
. (22.2.1)
Then if the data are nontrivial, we have
inf
p∈[−1/2,1/2]
Sˇ[(Ψˇ, Ψˇ0)](p) < 0 < sup
p∈[−1/2,1/2]
Sˇ[(Ψˇ, Ψˇ0)](p). (22.2.2)
Remark 22.2.1 (Relationship between Sˇ and S). Note that for p > 0, Sˇ[(Ψˇ, Ψˇ0)](p) = S[(Ψˇ, Ψˇ0)](p),
where the latter function is defined by (22.1.15). For p < 0, Sˇ[(Ψˇ, Ψˇ0)](p) can be viewed as an extension of
S[(Ψˇ, Ψˇ0)](·) constructed by extending the data (Ψˇ, Ψˇ0) to be even functions of their argument.
Proof of Lemma 22.2.1. Throughout, we suppress the dependence of Sˇ on (Ψˇ, Ψˇ0).We view the data as even
functions of the real variable p ∈ [−1/2, 1/2] that verify (Ψˇ, Ψˇ0) ∈ C1([−1/2, 1/2]) × C0([−1/2, 1/2]).
Note that 4Sˇ(p) = pΨˇ0(p)−∂p(pΨˇ(p)). It easily follows from this identity and the previous discussion that∫ 1/2
p=−1/2
Sˇ(p) dp = 0. (22.2.3)
We now show that if minp∈[−1/2,1/2] Sˇ(p) > 0, then the data must completely vanish. We therefore assume
that minp∈[−1/2,1/2] Sˇ(p) > 0. It then follows from (22.2.3) that Sˇ(p) ≡ 0 for p ∈ [−1/2, 1/2]. But since
Ψˇ(p) and Ψˇ0(p) are even functions, we have the following identities:
0 = 4
{
Sˇ(p) + Sˇ(−p)
}
= −2∂p(pΨˇ), (22.2.4)
0 = 4
{
Sˇ(p)− Sˇ(−p)
}
= 2pΨˇ0(p). (22.2.5)
1Since equation (1.2.1) is not generally invariant under Euclidean rotations, spherically symmetric data do not generally launch
spherically symmetric solutions.
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Since the data are compactly supported, we easily conclude from (22.2.4) and (22.2.5) that they are trivial.
We have thus proved that the first inequality in (22.2.2) must hold when the data are nontrivial. The second
inequality can be proved in a similar fashion.
In the next lemma, we show that for small spherically symmetric data given on Σ−1/2, the function
Sˇ[(Ψˇ, Ψˇ0)] effectively determines the function S[(Ψ˚, Ψ˚0)] corresponding to the “data” induced by the solu-
tion on Σ10.
Lemma 22.2.2 (Quantitative relationship between S[(Ψ˚, Ψ˚0)] and Sˇ[(Ψˇ, Ψˇ0)]). Let (Ψˇ, Ψˇ0) be spher-
ically symmetric data for the wave equation (1.2.1) given along Σ−1/2 with support contained in the Eu-
clidean ball of radius 1/2 centered at the origin, as in Lemma 22.2.1. Let  = [(Ψˇ, Ψˇ0)] := ‖Ψˇ‖H25e (Σ−1/2)+
‖Ψˇ0‖H24e (Σ−1/2) <∞ denote their size,2 and let Ψ denote the corresponding solution. Let (Ψ˚ := Ψ|Σ10 , Ψ˚0 :=
∂tΨ|Σ10) be the “data” along Σ0 induced by Ψ. Then if  is sufficiently small, Ψ persists beyond time 0 and
along Σ10, we have
˚[(Ψ˚, Ψ˚0)] := ‖Ψ˚‖H25e (Σ10) + ‖Ψ˚0‖H24e (Σ10) . . (22.2.6)
Furthermore, let S[(Ψ˚, Ψ˚0)] be the data-dependent function from Def. 22.1.1 viewed as a function of
standard spherical coordinates (r, θ) on Σ10, and let Sˇ[(Ψˇ, Ψˇ0)] be the function of the real variable p ∈
[−1/2, 1/2] as defined by (22.2.1). If  is sufficiently small, then the following estimates hold for (r, θ) ∈
[0, 1]× S2 :
S[(Ψ˚, Ψ˚0)](r, θ) = Sˇ[(Ψˇ, Ψˇ0)](r − 1/2) +O(2), (22.2.7)
where the implicit constants in O can be chosen to be independent of (r, θ).
Proof. The persistence result and inequality (22.2.6) are standard results that can be proved using the
same techniques that we described in sketch of the proof of the local well-posedness proposition (that is,
Prop. 20.1.1). More generally, for t ∈ [−1/2, 0], we have the following standard estimate:
25∑
M=0
‖∂Mt Ψ‖H25−Me (Σt) . . (22.2.8)
Next, we reduce the analysis to that of an effectively spherically symmetric problem over the time
interval t ∈ [−1/2, 0]. To this end, we first write the nonlinear wave equation (1.2.1) as a perturbation of the
spherically symmetric linear wave equation as follows:
∂2t (rΨ)− ∂2r (rΨ) = r∆/m/Ψ +N (Ψ, ∂2Ψ) +N (Ψ)(∂Ψ, ∂Ψ), (22.2.9)
where ∆/m/ is the angular Laplacian corresponding to the metric m/ induced by the Minkowski metric m on
the Euclidean spheres of constant t and r and N (·, ·),N (Ψ)(·, ·) are nonlinear terms that are quadratic in
their arguments. We now show that for t ∈ [−1/2, 0], we have
∂2t (rΨ)− ∂2r (rΨ) = O(2). (22.2.10)
2As always in this monograph, HNe is a standard Euclidean Sobolev space involving rectangular spatial derivatives.
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To prove (22.2.10), we first deduce from (22.2.8) that for t ∈ [−1/2, 0], the two quadratic terms N on the
right-hand side of (22.2.9) are O(2). To show that the term r∆/m/Ψ is O(2), we can argue as in the proof
of Cor. 21.2.1, but using the Euclidean rotations O(Flat) (see Def. 5.1.1) as commutators instead of the
geometric ones. More precisely, since the data are spherically symmetric, we have ‖O≤25(Flat)Ψ‖L2e(Σt) = 0,
where O(Flat) denotes the set of (three) Euclidean rotations. Furthermore, for t ∈ [−1/2, 0], we have the
following estimate:
3∑
α=0
‖∂αO≤24(Flat)Ψ‖L2e(Σt) . 2, (22.2.11)
To prove (22.2.11), we commute equation (1.2.1) with≤ 24 Euclidean rotations, derive standard Minkowskian
energy estimates, and use the fact that all error terms in the commuted equations are quadratic (in particular,
they vanish in the case of the linear wave equation). The desired estimate r∆/m/Ψ = O(2) then follows
from (22.2.11), the Minkowskian analog of Lemma 11.12.1, and Sobolev embedding. We have thus shown
(22.2.10).
We now recall (see Def. 22.1.1) that S[(Ψ˚, Ψ˚0)] = 14L(Flat)(rΨ)|(Ψ,∂tΨ)=(Ψ˚,Ψ˚0). In view of this identity
and (22.2.1), we see that the desired estimate (22.2.7) will follow once we establish the following estimate
for t ∈ [−1/2, 0] (and set t = 0 to conclude (22.2.7)):
[L(Flat)(rΨ)](t, r, θ) = (r − t− 1/2)Ψˇ0(|1/2 + t− r|)− |(1/2 + t− r)|Ψˇ′(|1/2 + t− r|) (22.2.12)
− Ψˇ(|1/2 + t− r|) +O(2).
To prove (22.2.12), we view the solution Ψ of (22.2.10) as the sum of two solutions: i) a truly spherically
symmetric solution to the homogeneous linear wave equation with data (Ψˇ, Ψˇ0) and ii) a solution to the
inhomogeneous equation (22.2.10) (whose source term is size 2) but with trivial data. The desired expres-
sion (22.2.12) then follows from the standard formula for solutions to the spherically symmetric linear wave
equation in 3 spatial dimensions in terms of its data, where in the formula (22.2.12), we have accounted
for the fact that the data (Ψˇ, Ψˇ0) are given at t = −1/2. We stress that the inhomogeneous solution ii) is
completely responsible for the term O(2) in (22.2.12).
We now construct an open set S of small data along Σ−1/2 that lead to finite-time shock formation.
Lemma 22.2.3 (Small, nontrivial spherically symmetric data are stable, shock-forming data). We as-
sume that the null condition fails in the covariant wave equation (1.2.1), and we define
(+)ℵ∗ := max
ϑ∈S2
|(+)˚ℵ(ϑ)| > 0, (22.2.13)
where (+)˚ℵ is as in Def. 2.6.1. Let ϑ∗ ∈ S2 be any angular direction such that |(+)˚ℵ(ϑ∗)| = (+)ℵ∗. Then
there exists a non-empty open3 set S ⊂ H25e (Σ−1/2) × H24e (Σ−1/2) of ϑ∗−dependent data given along
Σ−1/2 with support contained in the Euclidean ball of radius 1/2 and featuring the following properties.
In the statements below, (Ψˇ, Ψˇ0) denotes data on Σ−1/2, (Ψ˚ := Ψ|Σ0 , Ψ˚0 := ∂tΨ|Σ0) denotes the “data”
induced on Σ10 by the solution Ψ, and ˚ = ˚[(Ψ˚, Ψ˚0)] := ‖Ψ˚‖H25e (Σ10) +‖Ψ˚0‖H24e (Σ10) denotes the size of the
latter, as in (11.2.1).
3 By “open,” we mean open relative to the topology corresponding to the function space H25e (Σ−1/2)×H24e (Σ−1/2).
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1. S is by definition the union of open neighborhoods Ω[(Ψˇ(Radial), Ψˇ(Radial)0 )] of spherically symmetric
data (Ψˇ(Radial), Ψˇ(Radial)0 ), as described in item 3.
2. If (Ψˇ(Radial), Ψˇ(Radial)0 ) ∈ H25e (Σ−1/2) × H24e (Σ−1/2) are nontrivial and spherically symmetric in
the sense that they depend on only the Euclidean radial variable r, and λ > 0 is sufficiently small
(where the required smallness depends on (Ψˇ(Radial), Ψˇ(Radial)0 )), then (λΨˇ(Radial), λΨˇ
(Radial)
0 ) ∈ S.
3. For any spherically symmetric data (Ψˇ(Radial), Ψˇ(Radial)0 ) ∈ S, there exist a number U0 ∈ (0, 1),
an open (in H25e (Σ−1/2)×H24e (Σ−1/2)) subset Ω[(Ψˇ(Radial), Ψˇ(Radial)0 )] ⊂ S containing it, a data-
dependent constant α∗ := α∗[(Ψˇ(Radial), Ψˇ(Radial)0 )] > 0, and a number u∗ ∈ (0, U0) such that if
(Ψˇ, Ψˇ0) ∈ Ω[(Ψ˚(Radial), Ψ˚(Radial)0 )], then the following inequalities hold for the data (Ψ˚, Ψ˚0) induced
on ΣU00 by the solution Ψ :
(+)˚ℵ(ϑ∗)S[(Ψ˚, Ψ˚0)](u∗, ϑ∗) + C
(˚
δ+ ˚3/2
)
< −α∗ < 0. (22.2.14)
In (22.2.14), S[(Ψ˚, Ψ˚0)] is the function defined in (22.1.15) and C
(˚
δ+ ˚3/2
)
is the factor in the first
product on the right-hand side of (22.1.16). Furthermore, α∗ > 0 (see Lemma 22.2.1) is defined by
α∗ :=
12 (+)ℵ∗ supp∈[−1/2,1/2] Sˇ[(Ψˇ(Radial), Ψˇ
(Radial)
0 )](p) if (+)˚ℵ(ϑ∗) < 0,
−12 (+)ℵ∗ infp∈[−1/2,1/2] Sˇ[(Ψˇ(Radial), Ψˇ
(Radial)
0 )](p) if (+)˚ℵ(ϑ∗) > 0.
(22.2.15)
There exists a constant C > 0 such that
α∗ ≤ C˚. (22.2.16)
4. For all data in S, the “data” (Ψ˚ := Ψ|Σ10 , Ψ˚0 := ∂tΨ|Σ10) induced by the solution Ψ are small and
nearly spherically symmetric in the sense that the hypotheses and conclusions of Theorem 21.1.1 and
Cor. 21.2.1 are verified.
5. All constants can depend on U0.
Proof. The main idea of the proof is to first use an approximate scaling argument to show that given any
spherically symmetric data (Ψˇ(Radial), Ψˇ(Radial)0 ) on Σ−1/2, we can rescale it so that the desired inequalities
are verified by the rescaled data. We then show that the inequalities are stable under small general pertur-
bations. The set S will therefore be the union of open neighborhoods of rescaled spherically symmetric
data.
We assume throughout the proof that (+)˚ℵ(ϑ∗) < 0; the case (+)˚ℵ(ϑ∗) > 0 can be treated using similar
arguments. To begin, we let (Ψˇ(Radial), Ψˇ(Radial)0 ) ∈ H25e (Σ−1/2)×H24e (Σ−1/2) be spherically symmetric
data on Σ−1/2 supported in the Euclidean ball of radius 1/2 centered at the origin. For λ > 0, let (λ)Ψ denote
the solution launched by the rescaled data (λΨˇ(Radial), λΨˇ(Radial)0 ), and let ((λ)˚Ψ := (λ)Ψ|Σ10 ,
(λ)˚Ψ0 :=
∂t
(λ)Ψ|Σ10) denote the “data” induced on Σ
1
0 by
(λ)Ψ. For the remainder of the proof, we will assume that
λ is sufficiently small, where the required smallness is allowed to depend on (Ψˇ(Radial), Ψˇ(Radial)0 ). From
(22.2.2), (22.2.7), and the fact that Sˇ[· · · ] scales linearly in its functional argument · · · , we deduce that there
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exist a parameter U0 ∈ (0, 1) and a number u∗ ∈ (0, U0) such that relative to the geometric coordinates
(u, ϑ) along Σ10, we have
(+)˚ℵ(ϑ∗)S[((λ)˚Ψ, (λ)˚Ψ0)](u∗, ϑ∗) = −λ(+)ℵ∗ sup
p∈[−1/2,1/2]
Sˇ[(Ψˇ(Radial), Ψˇ(Radial)0 )](p) +O(λ2) < 0.
(22.2.17)
We now claim that the factorC
(˚
δ+ ˚3/2
)
in the first product on the right-hand side of (22.1.16) isO(λ3/2).
It then follows from this estimate and (22.2.17) that inequality (22.2.14) holds for the rescaled spherically
symmetric data (Ψˇ(Radial), Ψˇ(Radial)0 ), where α∗ is defined in (22.2.15) (note the factor of 1/2 in the defini-
tion). It remains for us to establish that C
(˚
δ+ ˚3/2
)
is . λ3/2. To bound the factor C˚3/2 by . λ3/2, we
simply use the estimate (22.2.6).
We now show that the quantity δ˚, which is defined by (21.2.1) and appears in the estimate (22.1.16),
verifies the desired bound
δ˚ . λ2. (22.2.18)
To prove (22.2.18), we first use (22.2.11) to deduce that
3∑
α=0
‖∂αO≤24(Euc)(λ)Ψ‖L2e(Σ10) . λ
2. (22.2.19)
Furthermore, from (22.2.6), we deduce that
‖(λ)Ψ‖H25e (Σ10) + ‖∂t
(λ)Ψ‖H24e (Σ10) . λ, (22.2.20)
and thus the solution is small along Σ0. Hence, it follows from the analysis of Sect. 11.8 that along Σ10, all of
the tensorfields defined throughout the monograph have rectangular components equal to their Minkowskian
counterparts plus an error bounded by O(λ), that is, µ = 1 +O(λ), Lν = Lν(Flat) +O(λ), R˘ν = Rν(Flat) +
O(λ), Oi = Oi(Flat) +O(λ), etc. Furthermore, similar estimates hold for the rectangular derivatives of these
components. The desired bound (22.2.18) easily follows from (22.2.19) and these observations.
To prove (22.2.16), we solve, relative to the rectangular coordinates, the wave equation (1.2.1) with
data of small size ˚ on Σ10 backwards in time and deduce that the “data” (Ψˇ(Radial), Ψˇ
(Radial)
0 ) appearing in
definition (22.2.15), which we view to be induced by the solution on Σ−1/2, have size . ˚; this is a basic
bound that can be proved using the ideas mentioned in our sketch of a proof of Prop. 20.1.1. Inequality
(22.2.16) follows easily from this bound.
To finish the proof of the lemma, it remains only for us to show that the inequalities proved above for
the small spherically symmetric data on Σ−1/2 are stable with respect to small non-symmetric perturbations
belonging to H25e (Σ−1/2) ×H24e (Σ−1/2) and supported in the Euclidean ball of radius 1/2 centered at the
origin. The stability follows easily from Sobolev embedding without changing the parameter U0 associated
to the spherically symmetric data since inequality (22.2.14) is strict, and since Prop. 20.1.1 implies that on
the interval t ∈ [−1/2, 0], the solution varies continuously with respect to the data given at Σ−1/2.
22.3 Proof of shock formation for small, nearly spherically symmetric data
In this section, we prove our main shock-formation theorem. Specifically, we prove that the open set S of
data from Lemma 22.2.3 launches solutions that develop a shock singularity in finite time.
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Theorem 22.3.1 (Finite-time shock formation for data in S). Let (Ψˇ := Ψ|Σ−1/2 , Ψˇ0 := ∂tΨ|Σ−1/2)
be data for the covariant wave equation (1.2.1) under the assumption4 (1.2.4). Assume that (Ψˇ, Ψˇ0) be-
long to the open set S (of small, nearly spherically symmetric data) from Lemma 22.2.3. In particular,
the data are supported in the Euclidean ball of radius 1/2 centered at the origin. Let Ψ denote the cor-
responding solution. Let ˚ = ˚[(Ψ˚, Ψ˚0)] := ‖Ψ˚‖H25e (Σ10) + ‖Ψ˚0‖H24e (Σ10) denote the size of the “data”
(Ψ˚ := Ψ|Σ10 , Ψ˚0 := ∂tΨ|Σ10) (which are supported in the Euclidean unit ball Σ
1
0) induced by the solution
on Σ10, and let δ˚ be the size of the geometric rotational derivatives of Ψ on Σ10 as defined in (21.2.1). Note
that by the definition of S, the hypotheses and conclusions of Theorem 21.1.1 and Cor. 21.2.1 hold for
data in S. In particular, we have ˚ < 0, where 0 is the small positive constant from Theorem 21.1.1.
Let U0 ∈ (0, 1) and α∗ > 0 be the data-neighborhood-dependent parameters appearing in the statement
of Lemma 22.2.3 and let T(Lifespan);U0 be the classical lifespan of Ψ appearing in the statement of Theo-
rem 21.1.1 and Cor. 21.2.1. Then T(Lifespan);U0 <∞ precisely because µ vanishes for the first time at one
more points in ΣT(Lifespan);U0 , thus, according to Theorem 21.1.1, signifying the onset of shock formation.
Furthermore, there exists a constant C > 0 depending on U0 such that
T(Lifespan);U0 ≤ exp
(1 + C˚
α∗
)
. (22.3.1)
Remark 22.3.1 (Beyond nearly spherically symmetric data.). Although the data in S are nearly spheri-
cally symmetric, equation (1.2.1) is not generally invariant under Euclidean rotations. Thus, even when the
data are exactly spherically symmetric, the solution does not generally inherit this property. It might there-
fore seem a bit unnatural to prove shock formation for the data inS. It is only for technical convenience that
we have treated these data in detail; in Sect. 1.11.3, we outlined how to extend our results to prove shock
formation for a much larger set of compactly supported small data.
Proof. Recall that (see Theorem 21.1.1) T(Lifespan);U0 = sup{t | inf [0,t) µ?(t, U0) > 0}, where µ? is
defined in (12.1.6). Let u∗ and ϑ∗ be as in Lemma 22.2.3. From inequality (22.1.16), the properties of the
data in S that are stated in Lemma 22.2.3, and the definition of µ?, it follows that
µ?(t, U0) ≤ µ(t, u∗, ϑ∗) ≤ 1 + C˚− α∗ ln
(
%(t, u∗)
%(0, u∗)
)
. (22.3.2)
It now easily follows from (22.2.16), (22.3.2), and the definition %(t, u) = 1 − u + t that µ?(t, U0) must
vanish before the time on the right-hand side of (22.3.1).
4As we described in Chapter 1, this assumption is easy to eliminate.
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Appendix A
Extension of the Results to a Class of
Non-Covariant Wave Equations
In Appendix A, we sketch how to extend the results of Theorems 21.1.1 and 22.3.1 (Remark 22.3.1 also
applies in the present context) to non-covariant equations of the form
(h−1)αβ(∂Φ)∂α∂βΦ = 0, (A.0.1)
where
hµν = mµν + h(Small)µν (∂Φ) (A.0.2)
and h(Small)µν (0) = 0. As in (1.2.4), in order to simplify the calculations, we make the non-essential assump-
tion (h−1)00 = −1.
Remark A.0.2 (A big difference between equation (1.2.1) and equation (A.0.1)). Even though equation
(A.0.1) does not contain any semilinear terms, it nonetheless exhibits small-data future shock formation1
whenever (+)ℵ 6≡ 0, where (+)ℵ is defined in (A.1.5). We recall that in contrast, small-data global existence
holds for equation (1.2.1) if we delete the semilinear terms that are present when the equation is expanded
relative to the rectangular coordinates; see Remark 1.4.2.
A.1 From the scalar quasilinear wave equation to the equivalent system of
wave equations
The main idea is that the overwhelming majority of the analysis of solutions to (A.0.1) is essentially the
same as the analysis we used on the covariant scalar equation g(Ψ)Ψ = 0. As we will see, the reason is
that we can differentiate equation (A.0.1) to transform it into a coupled system of equations that are closely
related to equation (1.2.1). Specifically, we will commute the wave equation (A.0.1) with the rectangular
derivatives ∂∂xν = ∂ν . This motivates the following definition.
1That is, an analog of Theorem 22.3.1, showing that nearly spherically symmetric small data lead to finite future time shock
formation, holds for equation (A.0.1).
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Definition A.1.1 (The quantities Ψν). We define Ψν , (ν = 0, 1, 2, 3), and ~Ψ as follows:
Ψν := ∂νΦ, (A.1.1)
~Ψ := (Ψ0,Ψ1,Ψ2,Ψ3). (A.1.2)
We view the Ψν as the new unknowns. The following functions of ~Ψ, which are analogs of the functions
Gµν from (1.3.3), play a fundamental role in our analysis.
Definition A.1.2 (Metric component derivative functions). We define
Hλµν = Hλµν(~Ψ) :=
∂h
(Small)
µν (~Ψ)
∂Ψλ
. (A.1.3)
It is straightforward to calculate that the analog of equation (3.1.1b) for the Christoffel symbols relative
to the rectangular coordinates is
Γακβ =
1
2 {∂αhκβ + ∂βhακ − ∂κhαβ} =
1
2
{
Hλκβ∂αΨλ +Hλακ∂βΨλ −Hλαβ∂κΨλ
}
. (A.1.4)
Recall that for equation (1.2.1), the future null condition failure factor is provided in equation (2.6.1).
We now provide, for equation (A.0.1), the appropriate analog in the region {t ≥ 0}.
Definition A.1.3 (Future null condition failure factor for the equation (h−1)αβ(∂Φ)∂α∂βΦ = 0). We
define (+)ℵ, the future null condition failure factor corresponding to equation (A.0.1), by
(+)ℵ := mκλHκµν(~Ψ = 0)Lλ(Flat)Lµ(Flat)Lν(Flat), (A.1.5)
wheremµν = diag(−1, 1, 1, 1) is the Minkowski metric, L(Flat) = ∂t+∂r, and ∂r = xa/r∂a is the standard
Euclidean radial derivative.
We now explain the relevance of Def. A.1.3. Our discussion here closely parallels the discussion in
Sect. 1.4. We first note that the nonlinear terms in equation (A.0.1) verify Klainerman’s classic null con-
dition [22] (see the discussion in Sect. 1.3) if and only if mκλHκµν(~Ψ = 0)`λ`µ`ν = 0 for all Minkowski-
null vectors `. Furthermore, the previous equation holds if and only if (+)ℵ ≡ 0; see Footnote 11 on pg.
9. In particular, when (+)ℵ ≡ 0, the methods of [23] and [10] yield small-data global existence. More-
over, upon Taylor expanding equation (A.0.1) to quadratic order around the 0 solution and then decom-
posing the quadratic terms relative to the flat frame (1.4.2), we find that (+)ℵ is the coefficient of the term
(R(Flat)Φ)R(Flat)(R(Flat)Φ). As we mentioned in Remark A.0.2, when (+)ℵ is nontrivial, equation (A.0.1)
exhibits small-data future shock formation caused precisely by the term (R(Flat)Φ)R(Flat)(R(Flat)Φ); the
methods of [23] and [10] imply that in the region {t ≥ 0}, the other quadratic terms are compatible with
small-data future-global existence.
Remark A.1.1 (Past null condition failure factor for equation (A.0.1)). We could also study shock forma-
tion in the region {t ≤ 0}. As we described in Remark 2.6.3, in this region, the relevant past null condition
failure factor (−)ℵ is defined by replacing L(Flat) with −∂t + ∂r in equation (A.1.5).
In the next lemma, we provide the wave equations verified by the Ψν = ∂νΦ, (ν = 0, 1, 2, 3). For
reasons to be explained, we also further commute the equations with the Minkowski scaling vectorfield
S := xα∂α, which is a conformal Killing field2 of the Minkowski metric.
2That is, LSm is equal to a scalar function multiple of m.
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Lemma A.1.1 (The structure of the commuted equations). Assume that Φ verifies equation (A.0.1).
Let Ψ ∈ {∂νΦ}ν=0,1,2,3. Then the scalar-valued function Ψ verifies the following equation relative to the
rectangular Minkowski coordinates:
∂α
(
(h−1)αβ∂βΨ
)
= Hµαβ(~Ψ) {∂βΨα∂µΨ− ∂µΨα∂βΨ} , (A.1.6)
Hµαβ(~Ψ) := (h−1)αα′(h−1)ββ′Hµα′β′ . (A.1.7)
Similarly, let S be the Minkowski scaling vectorfield
S := xα∂α, (A.1.8)
and let
Ψ := SΦ− Φ = xαΨα − Φ. (A.1.9)
Then Ψ verifies the following equation relative to the rectangular Minkowski coordinates:
∂α
(
(h−1)αβ∂βΨ
)
= Hµαβ(~Ψ) {∂βΨα∂µΨ− ∂µΨα∂βΨ} . (A.1.10)
Proof. Equation (A.1.6) follows from commuting (A.0.1) with ∂ν and performing straightforward calcula-
tions. Similarly, (A.1.10) follows from commuting (A.0.1) with S and performing straightforward calcula-
tions.
Just below, we verify that (A.1.6) and (A.1.10) can be rewritten as covariant wave equations whose
right-hand sides have a good null structure. The following functions play a role in our identification of this
geometric structure.
Definition A.1.4. We define the rectangular components Ων , (ν = 0, 1, 2, 3), to be the following scalar-
valued functions of ~Ψ :
Ων = Ων(~Ψ) := 1√
|deth|(~Ψ)
∂
√
|deth|(~Ψ)
∂Ψν
= 12
∂ ln
(
|deth|(~Ψ)
)
∂Ψν
, (A.1.11)
where the determinant in (A.1.11) is taken relative to rectangular coordinates.
In the next lemma, we rewrite the equations from Lemma A.1.1 as covariant wave equations with inho-
mogeneous terms.
Lemma A.1.2 (Rewriting the equations as covariant wave equations). Relative to the rectangular co-
ordinates, the system of wave equations (A.1.6) can be equivalently expressed as the following system of
covariant wave equations in the unknowns ~Ψ := (Ψ0,Ψ1,Ψ2,Ψ3), where Ψν := ∂νΦ is viewed to be a
scalar-valued function:

h(~Ψ)Ψν = Q(∂~Ψ, ∂Ψν), (ν = 0, 1, 2, 3), (A.1.12)
Appendix A. Extension of the Results to a Class of Non-Covariant Wave Equations 376

h(~Ψ)Ψ :=
1√|deth|∂α
(√
|deth|(h−1)αβ∂βΨ
)
(A.1.13)
is the covariant wave operator of h applied to Ψ, and
Q(∂~Ψ, ∂Ψ) := Hµαβ {∂βΨα∂µΨ− ∂µΨα∂βΨ}+ (h−1)αβΩλ∂αΨλ∂βΨ. (A.1.14)
The quantities Hαβµ and Ωλ are defined in (A.1.7) and (A.1.11).
Similarly, the wave equation (A.1.10) for the scalar-valued function Ψ := SΦ− Φ can be expressed as

h(~Ψ)Ψ = Q(∂~Ψ, ∂Ψ). (A.1.15)
Proof. Lemma A.1.2 follows from Lemma A.1.1, Def. A.1.4, and straightforward computations.
The next lemma is at the heart of the connection between equations (A.0.1) and (1.2.1). It shows shows
that the quadratic termsQ(·, ·) from Lemma A.1.2 have a special null structure and hence have a negligible
effect on the dynamics of small-data solutions. Before we state the lemma, we first state the definitions of
the standard null forms relative to h.
Definition A.1.5 (Standard null forms relative to h). We define the following bilinear forms Q(0) and
Q(αβ), which act on pairs of functions φ and φ˜ as follows:
Q(0)(∂φ, ∂φ˜) := (h−1)αβ∂αφ∂βφ˜, (A.1.16a)
Q(αβ)(∂φ, ∂φ˜) := ∂αφ∂βφ˜− ∂αφ˜∂βφ. (A.1.16b)
We now recall the important property of the standard null forms. By expanding h−1(~Ψ) relative to the
frame {L,R,X1, X2} as (h−1)µν = −LµLν − (LµRν +RµLν) + (h/−1)µν (as in (2.7.7c)) and noting that
(h/−1)µν is a smooth function of ~Ψ and the rectangular components Lµ, Rµ, we see that
Q(0)(∂φ, ∂φ˜) = f1LφLφ˜+ f2LφRφ˜+ f3RφLφ˜+ fAB4 d/Aφd/Bφ˜, (A.1.17)
where f1, f2, and f3 are smooth scalar-valued functions of ~Ψ and the rectangular components Lµ, Rµ,
and the same statement holds for the rectangular components fαβ4 of the symmetric type
(2
0
)
St,u tensor
f4. The important point is that there are no quadratic terms on the right-hand side of (A.1.17) involv-
ing two Ctu−transversal derivatives, that is, no terms proportional to RφRφ˜. Similarly, upon expanding
Q(αβ)(∂φ, ∂φ˜) relative to the non-rescaled frame {L,R,X1, X2}, we find that the coefficients depend
smoothly on ~Ψ and the rectangular components Lµ, Rµ, and that there are no terms proportional to RφRφ˜.
We capture the absence of the component RφRφ˜ with the following definition, which is relevant in the
region {t ≥ 0}.
Definition A.1.6 (Future strong null condition). We say that Q(∂φ, ∂φ˜) verifies the future strong null
condition if, relative to the non-rescaled frame {L,R,X1, X2}, we have
Q(∂φ, ∂φ˜) = f1LφLφ˜+ f2LφRφ˜+ f3RφLφ˜ (A.1.18)
+ fA4 d/AφLφ˜+ f
A
5 d/AφRφ˜+ f
A
6 Lφd/Aφ˜+ f
A
7 Rφd/Aφ˜+ f
AB
8 d/Aφd/Bφ˜,
where the scalars f1, f2 and f3 and the rectangular components fα4 , f
α
5 , f
α
6 , f
α
7 , and f
αβ
8 are smooth scalar-
valued functions of ~Ψ and the rectangular components of the vectorfields L and R.
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Remark A.1.2 (The future strong null condition is nonlinear in nature). Note that the future strong null
condition is a nonlinear condition tied to the dynamic metric h. In particular, it is not necessarily verified by
cubic terms, which could contain dangerous factors involving two or more derivatives in the R direction.
Remark A.1.3 (Past strong null condition). We could also formulate a past strong null condition, which
would be the correct condition in the region {t ≤ 0}. To define such a condition, one would first need
to replace the frame {L,R,X1, X2} with an analogous frame in which the null vectorfield is outgoing as
we head towards the past. We would then define the past strong null condition by replacing, in definition
(A.1.18), L with the new outgoing null vectorfield.
We now provide the aforementioned lemma.
Lemma A.1.3 (Special null structure of the inhomogeneous terms). The quadratic termQ(∂~Ψ, ∂Ψ) on
the right-hand sides of (A.1.12) and (A.1.15) verifies the future strong null condition.
Proof. Lemma A.1.3 follows from comparing the right-hand sides of (A.1.12) and (A.1.15) to the null forms
Q(0)(·, ·) andQ(αβ)(·, ·) from Def. A.1.5.
The important consequence of Lemma A.1.3 is that the quadratic terms Q(∂~Ψ, ∂Ψ) on the right-hand
sides of (A.1.12) and (A.1.15) have a negligible influence on the future dynamics of small-data solutions,
even those that form shocks. Specifically, because of their special null structure, the Z N derivatives of µ
times3 Q(·, ·) are Harmless≤N in the sense of Def. 15.1.1 and are therefore easy to treat.
A.2 The main new estimate needed at the top order
Lemma A.1.3 implies that ~Ψ verifies the coupled system (A.1.12) of covariant wave equations with quadratic
inhomogeneous terms that have a special null structure. We now explain how to prove an analog of Theo-
rem 21.1.1 for the system. The main point is that we can derive L2 estimates for each component Ψν , which
verifies a scalar wave equation, by using essentially the same arguments that we used to treat the scalar
equation (1.2.1). To control ~Ψ, we replace the controlling quantity Q(N) from Def. 13.2.1 with
Q(N)(t, u) := max
|~I|=N
max
ν=0,1,2,3
sup
(t′,u′)∈[0,t]×[0,u]
{
E[Z ~IΨν ](t′, u′) + F[Z
~IΨν ](t′, u′)
}
, (A.2.1)
and similarly for the other controlling quantities. As we explained in the previous paragraph, the quadratic
terms on the right-hand side of (A.1.12) are easy to treat without invoking any new ideas. However, we do
need one new ingredient to close the estimates, one that is needed for the top-order L2 estimates for the Ψν .
To clarify matters, we recall the analogous situation that arose in our analysis of the scalar equation (1.2.1).
At various points in our argument for deriving top-order L2 estimates, it was essential that we could use
equation (3.2.1) to make the replacement
GLLR˘Ψ = 2Lµ+ Error, (A.2.2)
where the error terms are small and decay at an integrable-in-time rate. One example of the importance of
this identity was explained in detail just before equation (1.10.20). The main point is that we can treat the
coupled system ~Ψ by separately analyzing each Ψν , but we need an analog of (A.2.2) for each of the four Ψν .
3Recall that in our analysis, we always work with the µ−weighted wave operator µh(~Ψ)Ψν .
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An analog of the factor GLLR˘Ψ from (A.2.2) arises when we derive top-order L2 estimates for the scalar
component Ψν in equation (A.1.12). Specifically, the analog is −HLLLR˘Ψν , where HLLL := HκαβLαLβLκ.
On the other hand, as we will see in equation (A.2.5a) below, µ verifies a transport equation of the form
Lµ = −12HLLLRaR˘Ψa + Error. Hence, it is not entirely obvious that for solutions to the system (A.1.12),
the following analog of (A.2.2), which is sufficient for closing the top-order L2 estimates, should hold for
ν = 0, 1, 2, 3 : ∣∣∣HLLLR˘Ψν ∣∣∣ ≤ 2 |Lµ|+ Error. (A.2.3)
We stress that inequality (A.2.3) is exactly the new ingredient mentioned above that we need to close the
top-order L2 estimates. We dedicate the remainder of this section to deriving the estimate (A.2.3). We prove
the final estimate of interest in Prop. A.2.3.
In the next lemma, we provide the analog of equation (3.2.1), that is, the transport equation equation
verified by µ. Our main goal is to identify the dangerous slow-decaying component ω(Trans−~Ψ), which
arises from the failure of the classic null condition and which can drive µ to 0.
Lemma A.2.1 (The transport equation verified by µ). In the case of equation (A.0.1), the inverse foliation
density µ defined in (2.3.3) verifies the following transport equation:
Lµ = ω(Trans−~Ψ) + µω(Tan−~Ψ) := ω, (A.2.4)
where
ω(Trans−~Ψ) := −12H
L
LLR
aR˘Ψa, (A.2.5a)
ω(Tan−~Ψ) := −12H
L
LLR
aLΨa − 12H
R
LLR
aLΨa +
1
2H/
A
LLR
ad/AΨa −
1
2H
λ
LLLΨλ −HλLRLΨλ.
(A.2.5b)
The scalar-valued functionHλµν above is defined in (A.1.3),H
L
LL := HκαβLαLβLκ, H/
λ
LL := HκαβLαLβΠ/ λκ,
H/ALL := HκαβLαLβΠ/ λκg/λµX
µ
A, etc.
Proof. The proof is very similar to the proof of Lemma 3.2.1. The main difference is that we use the identity
∂αΨβ = ∂βΨα to rewrite
HλLLR˘Ψλ = µHλLLRa∂λΨa (A.2.6)
= −HLLLRaR˘Ψa − µHLLLRaLΨa − µHRLLRaLΨa + µH/ALLRad/AΨa.
The next lemma provides the key technical estimates that allow us to conclude (A.2.3).
Lemma A.2.2 (Approximate identities verified by R˘Ψν). Under the small-data and bootstrap assump-
tions of Sects. 11.1-11.4 (with ~Ψ in place of Ψ), if ε is sufficiently small, then the following estimates hold
for (t, u) ∈ [0, T(Bootstrap))× [0, U0] (i = 1, 2, 3):∥∥∥R˘Ψ0 −RaR˘Ψa∥∥∥
C0(Σut )
≤ Cε ln(e+ t)(1 + t)2 , (A.2.7a)∥∥∥∥∥R˘Ψi + txir2 RaR˘Ψa
∥∥∥∥∥
C0(Σut )
≤ Cε ln(e+ t)(1 + t)2 . (A.2.7b)
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Proof. We first sketch the proof of (A.2.7a). From (3.3.1b), (11.6.1a), and (AUXL(Small)) (which together
imply that |Ra| . 1) and (BAΨ), we see that (A.2.7a) easily follows for t ≤ 1. Hence, we have to address
only the case t > 1. To this end, we use direct computation and (3.3.1b) to compute that
R˘(SΦ− Φ) = tR˘Ψ0 + xaR˘Ψa (A.2.8)
= tR˘Ψ0 − %RaR˘Ψa + %Ra(Small)R˘Ψa,
where S = xα∂α is the Minkowskian scaling vectorfield. By (3.3.3) (with h in place of g), (BAΨ),
(11.5.1), and (11.27.2), we see that the last term on the right-hand side of (A.2.8) is bounded in magnitude
by . ε ln(e+ t)(1 + t)−1. Also using the fact that % = 1− u+ t, we see that (A.2.7a) for t ≥ 1 will follow
once we show that
‖R˘(SΦ− Φ)‖C0(Σut ) ≤ Cε
1
1 + t . (A.2.9)
To this end, we first multiply both sides of (A.1.15) by µ. By Lemma A.1.3, we have
µ
h(~Ψ)(SΦ− Φ) = F, (A.2.10)
where F can be expressed as f(~ψ,µ, L1, L2, L3) times terms that are quadratic in the derivatives of SΦ−Φ
relative to the rescaled frame L, R˘,X1, X2, with at least one factor involving a derivative that is tangential
to Ctu, where f is a smooth function. Hence, we can apply essentially the same reasoning that we used to
derive the estimates (21.1.13a)-(21.1.13b) in order to deduce that
E1/2[Z ≤2R˘(SΦ− Φ)] + F1/2[Z ≤2R˘(SΦ− Φ)] ≤ C˚, (A.2.11)
E˜1/2[Z ≤2R˘(SΦ− Φ)] + F˜1/2[Z ≤2R˘(SΦ− Φ)] + K˜1/2[Z ≤2R˘(SΦ− Φ)] ≤ C˚ ln2(e+ t). (A.2.12)
Then from (17.2.6) and (A.2.11), we deduce the desired bound (A.2.9).
To prove (A.2.7b), we first use the identity ∂jΨi = ∂iΨj to compute that
R˘Ψi =
xi
r
xaR˘Ψa + µRaVΨa, (A.2.13)
where V is the ΣU0t −tangent vectorfield (depending on i) with rectangular components
V j = δji −
xi
r
xj
r
. (A.2.14)
From the bound |Ra| . 1 noted above, (3.3.1b), (3.3.3), and (A.2.13), the estimates (11.6.1b) and (11.27.2),
and the bootstrap assumptions (BAΨ), we see that the desired bound (A.2.7b) will therefore follow once
we show that for a = 1, 2, 3, we have
µ|VΨa| . ε ln(e+ t)(1 + t)2 . (A.2.15)
To prove (A.2.15), we first note that since the Euclidean length of V is . 1 and since V is tangent to the
spheres in ΣU0t of constant Euclidean radius, it is a standard fact (that can be proved by arguing as in our
proof of (11.12.1a)) that
|VΨa| . 1
r
3∑
l=1
|O(Flat;l)Ψa|, (A.2.16)
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where O(Flat;l) are the Euclidean rotations from Def. 5.1.1. The desired bound (A.2.15) now follows from
(5.2.2), (BAΨ), (11.6.1b), (11.9.3b), (11.27.2), Cor. 11.27.3, and (A.2.16).
We now use the above estimates to derive the main estimate of interest, namely (A.2.3).
Proposition A.2.3 (Sharp pointwise estimates for HLLLR˘Ψν in terms of Lµ). Under the small-data and
bootstrap assumptions of Sects. 11.1-11.4 (with ~Ψ in place of Ψ), if ε is sufficiently small, then the following
estimates hold on the spacetime regionMT(Bootstrap),U0 (ν = 0, 1, 2, 3):∣∣∣HLLLR˘Ψν ∣∣∣ ≤ 2 |Lµ|+ Cε ln(e+ t)(1 + t)2 . (A.2.17)
Proof. We consider equation (A.2.4). Using an argument similar to the one we used to prove (16.4.4), we de-
duce that |ω(Tan−~Ψ)| . ε(1+t)−2 and |HLLL| . 1.Using these two inequalities and inequality (A.2.7a) and
examining the expression (A.2.5a) forω(Trans−~Ψ), we immediately deduce the desired estimate (A.2.17) in
the case ν = 0.
To prove the desired estimate (A.2.17) in the cases ν = 1, 2, 3, we use the following inequalities:∣∣∣∣∣ txir2
∣∣∣∣∣ ≤
∣∣∣∣ t%
∣∣∣∣ ∣∣∣∣%r
∣∣∣∣ ≤ 1 + ln(e+ t)1 + t . (A.2.18)
The first inequality in (A.2.18) is trivial, while the second follows from (11.6.1b), the definition % = 1−u+t,
and the bound 0 ≤ u ≤ U0 < 1.Using inequalities (A.2.7a), (A.2.7b), and (A.2.18), the estimate |HLLL| . 1
mentioned above, and the bound |RaR˘Ψa| . ε(1 + t)−1 (which follows from the bound |Ra| . 1 proved
above and the bootstrap assumption ‖R˘Ψi‖C0(Σut ) ≤ ε(1 + t)−1), we deduce that∣∣∣HLLLR˘Ψi∣∣∣ ≤ ∣∣∣HLLLR˘Ψ0∣∣∣+ Cε ln(e+ t)(1 + t)2 . (A.2.19)
The desired estimate now follows from (A.2.19) and the estimate (A.2.17) in the case ν = 0.
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Appendix B
Summary of Notation
In Appendix B, we collect some important notation and conventions that we use throughout the monograph
so that the reader can refer to it as needed.
B.1 Coordinates
• x0, x1, x2, x3 denote the rectangular spacetime coordinates.
• x1, x2, x3 denote the rectangular spatial coordinates.
• We often use the alternate notation t = x0.
• (t, u, ϑ1, ϑ2) are the geometric coordinates (where t is the rectangular time coordinate and u is the
eikonal function).
• r =
√∑3
a=1(xa)2 is the Euclidean radial variable.
• θ = (θ1, θ2) are local angular coordinates corresponding to standard spherical coordinates on Minkowski
spacetime.
• % = 1− u+ t is the geometric radial variable.
B.2 Indices
Lowercase Greek indices µ, ν, etc. correspond to components with respect to the rectangular spacetime
coordinates x0, x1, x2, x3, and lowercase Latin indices i, j, etc. correspond to components with respect to
the rectangular spatial coordinates x1, x2, x3. That is, lowercase Greek indices vary over 0, 1, 2, 3 and low-
ercase Latin indices vary over 1, 2, 3. All lowercase Greek indices are lowered and raised with the spacetime
metric g and its inverse g−1, and not with the Minkowski metric. Capital Latin letters A,B etc. correspond
to components with respect to the geometric coordinate derivative frame {X1 = ∂∂ϑ1 , X2 = ∂∂ϑ2 } on the
spheres St,u. These indices are lowered and raised with g/ and g/−1.We use Einstein’s summation convention
in that repeated indices are summed over their respective ranges.
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B.3 Constants
• C denotes a uniform constant that is free to vary from line to line.
• If we want to emphasize that the constant C depends on an a quantity Q, then we use notation such
as “CQ.”
• We use the notation
f1 . f2
to indicate that there exists a uniform constant C > 0 such that f1 ≤ Cf2. We sometimes use the
alternate notation O(f2) to denote a quantity f1 that verifies f1 . f2.
• If we want to emphasize that the implicit constant C depends on an a quantity Q, then we use the
alternate notation
f1
Q
. f2.
B.4 Spacetime subsets
• Σt = {(x0, x1, x2, x3) | x0 = t}; pg. 45.
• Cu = the outgoing null hypersurface equal to the corresponding level set of the eikonal function; pg.
45.
• St,u = a topological two-dimensional sphere equal to Σt ∩ Cu; pg. 45.
• Σut = the portion of Σt in between C0 and Cu; pg. 45.
• Ctu = the portion of Cu in between Σ0 and Σt; pg. 45.
• Mt,u = the spacetime region trapped in between Σu0 , Σut , Ctu, and Ct0; pg. 45.
B.5 Metrics and musical notation
• g = g(Ψ) denotes the spacetime metric.
• Relative to rectangular coordinates, gµν = mµν + g(Small)µν , where mµν = diag(−1, 1, 1, 1); pg. 6.
• Relative to rectangular coordinates, Gµν(Ψ) = ddΨgµν(Ψ) and G′µν(Ψ) = ddΨGµν(Ψ); pg. 8.
• g denotes the first fundamental form of Σt, that is, gij = gij ; pg. 46.
• g−1 denotes the inverse first fundamental form of Σt; pg. 46.
• g/ denotes the first fundamental form of St,u; pg. 46.
• g/−1 denotes the inverse first fundamental form of St,u; pg. 46.
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• We denote the g/−dual of a St,u one-form ξ by ξ#. In particular, (ξ#)A = (g/−1)ABξB. We often use
the abbreviated notation ξA := (g/−1)ABξB,which is the standard convention of differential geometry.
Similarly, Y is an St,u−tangent vector, then Y[ denotes the g/−dual of Y, which is an St,u covector.
That is, (Y[)A = (g/−1)ABY B. We often abbreviate YA := (Y[)A. Similarly, we denote the g/−dual
of a symmetric type
(0
2
)
tensor ξ by ξ# and we denote its double g/−dual by ξ##. In particular,
(ξ#)AB = (g/−1)ACξCB and (ξ##)AB = (g/−1)AC(g/−1)BDξCD. We use similar notation to denote
the g/−duals of general type (m0 ) and type (0n) St,u tensors, and we use abbreviations similar to the
ones mentioned above for vectors and covectors; pg. 57.
B.6 Eikonal function quantities
• The eikonal function u verifies the eikonal equation (g−1)αβ∂αu∂βu = 0 and has initial conditions
u|t=01− r; pg. 45.
• µ = −
{
(g−1)αβ∂αu∂βt
}−1
denotes the inverse foliation density; pg. 47.
• Lν(Geo) = −(g−1)να∂αu denotes the rectangular components of the outgoing null geodesic vector-
field; pg. 46.
• Lν = µLν(Geo) denotes a rescaled outgoing null vectorfield; pg. 47.
• Li(Small) = Li − %−1xi is a re-centered version of the rectangular component Li; pg. 65.
• Ri(Small) = Ri + %−1xi is a re-centered version of the rectangular component Ri; pg. 65.
• χAB = 12L/Lg/AB is the null second fundamental form of Cu relative to g; pg. 58.
• χ(Small)AB = χAB − %−1g/AB is a re-centered version of χAB; pg. 65.
B.7 Additional St,u tensorfields related to the frame connection coefficients
• k = 12LNg is the second fundamental form of Σt relative to g; pg. 58.
• ζA = g(DAL,R) = µ−1g(DAL, R˘); pg. 72.
• ζA = µ−1ζ(Trans−Ψ)A + ζ(Tan−Ψ)A ; pg. 73.
• k/AB = µ−1k/(Trans−Ψ)AB + k/(Tan−Ψ)AB ; pg. 73.
• ηA = ζA + µ−1d/Aµ; pg. 74.
• χ
AB
= 2µk/−AB µχAB; pg. 74.
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B.8 Vectorfields
• L is Ctu−tangent, outward pointing, and verifies g(L,L) = 0 and Lt = 1.
• L = ∂∂t relative to the geometric coordinates; pg. 50.
• R˘ is Σut−tangent, St,u−orthogonal, inward pointing, and verifies g(R˘, R˘) = µ2, R˘u = 1; pg. 48.
• R˘ = ∂∂u − Ξ relative to the geometric coordinates, where Ξ is St,u−tangent; pg. 52.
• R = µ−1R˘; pg. 48.
• L˘ = µL+ 2R˘ is an inward pointing null vectorfield that verifies g(L, L˘) = −2µ; pg. 47.
• For A = 1, 2, XA = ∂∂ϑA is the geometric angular coordinate derivative vectorfield; pg. 50.
• N = L+R is the future-directed normal to Σt; pg. 48.
• {L,R,X1, X2} denotes the non-rescaled frame.
• {L, R˘,X1, X2} denotes the rescaled frame.
• {L, L˘,X1, X2} denotes the rescaled null frame.
B.9 Contraction and component notation
• If ξ is a symmetric type (02) spacetime tensor and V, W are vectors, then ξVW = ξαβV αW β and ξV
is the one-form with rectangular components (ξV )ν = ξανV α; pg. 54.
• If ξ is a symmetric type (20) spacetime tensor, then ξVW = ξαβVαWβ.
• We use similar contraction notation for tensors ξ of any type.
• We use abbreviations such as ξA = ξXA when contracting against the St,u frame vectors X1 and X2.
• We sometimes use a “·” to emphasize contraction between two tensors. For example, if T is a sym-
metric type
(2
0
)
St,u tensorfield and ξ is a St,u one-form, then (div/ T ) · ξ = (∇/ATAB)ξB.
• If V is a spacetime vector, then V = V LL+V R˘R˘+V AXA denotes its decomposition relative to the
rescaled frame {L, R˘,X1, X2}.
• We have V L = −VL − µ−1VR˘, V R˘ = −µ−1VL, and V A = (g/−1)ABVB.
B.10 Projection operators and frame components
• Π denotes the type (11) tensorfield that projects onto Σut ; pg. 54.
• Π/ denotes the type (11) tensorfield that projects onto St,u; pg. 54.
• If ξ is a spacetime tensor, then ξ/ = Π/ ξ is the projection of ξ onto St,u; pg. 55.
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• If ξ is a type (02) spacetime tensor, then ξ/V = Π/ (ξV ); pg. 55.
• G(Frame) = (GLL, GLR, GRR, G/L , G/R , G/ ) is the array of components of Gµν relative to the non-
rescaled frame {L,R,X1, X2}; pg. 59.
• G′(Frame) = (G′LL, G′LR, G′RR, G′/L , G′/R , G′/ ) is the array of components of G′µν relative to the non-
rescaled frame {L,R,X1, X2}; pg. 59.
B.11 Tensor products and the trace and trace-free parts of tensors
• trgpi = (g−1)αβpiαβ denotes the g−trace of the type
(0
2
)
spacetime tensor piµν .
• trg/ξ = (g/−1)ABξAB denotes the g/−trace of the type
(0
2
)
St,u tensor ξAB; pg. 56.
• ξˆAB = ξAB − 12 trg/ξg/AB denotes the trace-free part of the type
(0
2
)
St,u tensor ξAB; pg. 56.
• (ξ ⊗ ω)AB = ξAωB denotes the tensor product of the St,u one-forms ξA and ωA.
• (ξ⊗ˆω)AB = 12(ξAωB + ξBωA)− 12(g/−1)CDξCωDg/AB denotes the symmetrized trace-free part of the
type
(0
2
)
St,u tensor (ξ ⊗ ω)AB; pg. 56.
B.12 Energy-momentum tensor, multiplier vectorfields, and compatible cur-
rents
• Qµν [Ψ] = DµΨDνΨ − 12gµν(g−1)αβDαΨDβΨ denotes the energy-momentum tensor associated to
Ψ; pg. 101.
• T = (1 + 2µ)L+ 2R˘ denotes the timelike multiplier vectorfield; pg. 102.
• K˜ = %2L denotes the Morawetz multiplier vectorfield; pg. 102.
• (T )Jν [Ψ] = Qνα[Ψ]Tα denotes the compatible current associated to T ; pg. 104.
• (K˜)Jν [Ψ] = Qνα[Ψ]K˜α denotes the compatible current associated to K˜; pg. 104.
• (Correction)Jν [Ψ] = 12
{
%2trg/χΨDνΨ− 12Ψ2Dν [%2trg/χ]
}
denotes a lower-order correction current;
pg. 104.
• (K˜+Correction)Jν [Ψ] = (K˜)Jν [Ψ] + (Correction)Jν [Ψ]; pg. 104.
B.13 Commutation vectorfields
• For l = 1, 2, 3, O(Flat;l) denotes the Euclidean rotation vectorfield with rectangular spatial compo-
nents Oj(Flat;l) = lajx
a; pg. 77.
• O(l) = Π/O(Flat) denotes an St,u−tangent rotation vectorfield; pg. 77.
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• Z = {%L, R˘, O(1), O(2), O(3)} denotes the full set of commutation vectorfields; pg. 80.
• S = {R˘, O(1), O(2), O(3)} are the spatial commutators; pg. 80.
• O = {O(1), O(2), O(3)} are the rotation commutators; pg. 80.
B.14 Differential operators and commutator notation
• ∂µ denotes the rectangular coordinate derivative ∂∂xµ .
• ∂∂t , ∂∂u , ∂ϑ1 , ∂ϑ2 denote the geometric coordinate derivatives.
• V f = V α∂αf denotes the V−directional derivative of a function f.
• df = standard differential of a function f on spacetime.
• d/f = Π/ df, where f is a function on spacetime and Π/ denotes projection onto St,u; pg. 56. Alterna-
tively, d/f can be viewed as the inherent angular differential of a function f on the St,u.
• D = Levi-Civita connection of g.
• ∇ = Levi-Civita connection of the Minkowski metric m.
• ∇/ = Levi-Civita connection of g/.
• d/A = XA · d/, DA = DXA , ∇/A = ∇/XA , and similarly for other differential operators.
• ∇/ 2ξ denotes the second St,u covariant derivative of ξ.
• ∆/ f = trg/∇/ 2f denotes the angular Laplacian of f.
• /ˆ∇2f denotes the trace-free part of the second St,u covariant derivative of the function f ; pg. 88.
• If Y is an St,u−tangent vectorfield, then div/ Y = ∇/AY A denotes its angular divergence; pg. 87.
Similarly, if ξ is a type
(1
1
)
St,u tensorfield, then div/ ξ is the St,u one-form with components (div/ ξ)A =
∇/BξBA; pg. 87. We similarly define the angular divergence of symmetric type
(2
0
)
or symmetric type(0
2
)
St,u tensorfields.
• If ξ is a symmetric type (02) St,u tensorfield, then ∇ˇ/A ξBC = 12 {∇/AξBC +∇/BξAC −∇/CξAB} ; pg. 88.
• LV ξ denotes the Lie derivative of ξ with respect to V ; pg. 58.
• [V,W ] = LVW when V and W are vectorfields.
• More generally, if P and Q are two operators, then [P,Q] denotes their commutator.
• LV ξ = ΠLV ξ is the Σt−projected Lie derivative of ξ with respect to V ; pg. 58.
• L/V ξ = Π/LV ξ is the St,u−projected Lie derivative of ξ with respect to V ; pg. 58.
• If ξ is type (02) tensorfield, then /ˆLV ξ denotes the trace-free St,u−projected Lie derivative operator; pg.
88.
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B.15 Floor and ceiling functions and repeated differentiation
• If M is a non-negative integer, then bM/2c = M/2 for M even and bM/2c = (M − 1)/2 for M
odd, while dM/2e = M/2 for M even and dM/2e = (M + 1)/2 for M odd; pg. 152.
• We fix a labeling Z = {Z(i)}5i=1 of the commutation vectorfields. If ~I = (ι(1), ι(2), · · · , ι(N)) is
a multi-index of length N with ι(1), ι(2), · · · , ι(N) ∈ {1, 2, 3, 4, 5}, then Z ~I = Zι(1)Zι(2) · · ·Zι(N)
denotes the corresponding N th order differential operator.
• When we are not concerned with the precise structure of the multi-index ~I, we abbreviate Z N =
Zι(1)Zι(2) · · ·Zι(N) .
• Similarly, L/NZ = L/Zι(1)L/Zι(2) · · · L/Zι(N) denotes an N
th order St,u−projected Lie derivative operator.
• Similarly, /ˆLNZ = /ˆLZι(1) /ˆLZι(2) · · · /ˆLZι(N) denotes an N th order trace-free St,u−projected Lie derivative
operator.
• If f is a function, then
∣∣∣Z ≤Nf ∣∣∣ denotes any term that is ≤ ∑|~I|≤N c~I ∣∣∣Z ~If ∣∣∣ , where the c~I are
non-negative constants that verify
∑
|~I|≤N c~I ≤ 1. Similarly,
∣∣∣Z Nf ∣∣∣ denotes any term that is ≤∑
|~I|=N c~I
∣∣∣Z ~If ∣∣∣ , where the c~I are non-negative constants that verify ∑|~I|=N c~I ≤ 1. Similarly, if
V is a vectorfield, then
∣∣∣VZ ≤Nf ∣∣∣ denotes any term that is ≤ ∑|~I|≤N c~I ∣∣∣VZ ~If ∣∣∣ , where the c~I
are non-negative constants that verify
∑
|~I|≤N c~I ≤ 1. Similarly,
∣∣∣VZ Nf ∣∣∣ denotes any term that is
≤ ∑|~I|=N c~I ∣∣∣VZ ~If ∣∣∣ , where the c~I are non-negative constants that verify ∑~I c~I ≤ 1. Similarly,∣∣∣d/Z ≤Nf ∣∣∣ denotes any term that is ≤ ∑|~I|≤N c~I ∣∣∣d/Z ~If ∣∣∣ , where the c~I are non-negative constants
that verify
∑
~I c~I ≤ 1. We use similar notation for other expressions.
• If ξ is an St,u tensor, then
∣∣∣L/≤NZ ξ∣∣∣ denotes any term that is ≤ ∑|~I|≤N c~I
∣∣∣∣L/~IZ ξ∣∣∣∣ , where the c~I
are non-negative constants that verify
∑
|~I|≤N c~I ≤ 1. Similarly,
∣∣∣L/NZ ξ∣∣∣ denotes any term that is
≤ ∑|~I|=N c~I
∣∣∣∣L/~IZ ξ∣∣∣∣ , where the c~I are non-negative constants that verify ∑| ~I| = Nc~I ≤ 1. Simi-
larly, if V is a vectorfield, then
∣∣∣L/V L/≤NZ ξ∣∣∣ denotes any term that is≤∑|~I|≤N c~I
∣∣∣∣L/V L/~IZ ξ∣∣∣∣ , where the
c~I are non-negative constants that verify
∑
|~I|≤N c~I ≤ 1. Similarly,
∣∣∣L/V L/NZ ξ∣∣∣ denotes any term that
is ≤ ∑|~I|=N c~I
∣∣∣∣L/V L/~IZ ξ∣∣∣∣ , where the c~I are non-negative constants that verify ∑|~I|=N c~I ≤ 1. We
use similar notation for other expressions, including the case in which trace-free St,u−projected Lie
derivatives Lˆ/ are present instead of ordinary St,u−projected Lie derivatives L/.
• We use similar notation with S or O in place of Z when all derivatives are spatial derivatives or
rotation derivatives.
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B.16 Area and volume forms
• dυg/(t′,u′,ϑ) =
√
detg/(t′, u′, ϑ)dϑ denotes the area form on St,u induced by g; pg. 61.
• d$ = dυg/(t′,u′,ϑ) du′ denotes a volume form on ΣU0t ; µ d$ is the volume form on Σut induced by g;
pg. 61.
• d$ = dυg/(t′,u′,ϑ) dt′ denotes a volume form on Ctu; pg. 61.
• d$ = dυg/(t′,u′,ϑ) du′ dt′ denotes a volume form onMt,u; µ d$ is the volume form onMt,u induced
by g; pg. 61.
B.17 Norms
• |ξ|2 = (g/−1)B1B˜1 · · · (g/−1)BnB˜ng/
A1A˜1
· · · g/
AmA˜m
ξA1···AmB1···Bn ξ
A˜1···A˜m
B˜1···B˜n
denotes the square of the norm of
the type
(m
n
)
St,u tensor ξ; pg. 57.
• ‖f‖C0(Ω) = supp∈Ω |f(p)|; pg. 62.
• Throughout the monograph, whenever we state an estimate implying that ‖f‖C0(Ω) <∞, we are also
implicitly indicating that f ∈ C0(Ω),whereC0(Ω) is the set of functions of the geometric coordinates
(t, u, ϑ) that are continuous on Ω.
• ‖f‖2L2(St,u) =
∫
S2 f
2(t, u, ϑ)dυg/ =
∫
St,u
f2dυg/; pg. 62.
• ‖f‖2L2(Σut ) =
∫ u
u′=0
∫
S2 f
2(t, u′, ϑ)dυg/ du′ =
∫
Σut
f2 d$; pg. 62.
• ‖f‖2L2(Ctu) =
∫ t
t′=0
∫
S2 f
2(t′, u, ϑ)dυg/ dt′ =
∫
Ctu f
2 d$; pg. 62.
• ‖f‖2Mt,u =
∫ t
t′=0
∫ u
u′=0
∫
S2 f
2(t′, u′, ϑ)dυg/ du′ dt′ =
∫
Mt,u f
2 d$; pg. 62.
• We use similar notation for the norms ‖ · ‖L2(Ω) of functions defined on subsets Ω of St,u, Σut , Ctu, or
Mt,u.
B.18 L2−controlling quantities
• E[Ψ](t, u) denotes the energy of Ψ along Σut corresponding the multiplier T ; pg. 105.
• F[Ψ](t, u) denotes the flux of Ψ along Ctu corresponding the multiplier T ; pg. 105.
• E˜[Ψ](t, u) denotes the energy of Ψ along Σut corresponding the multiplier K˜, including a lower-order
correction term; pg. 105.
• F˜[Ψ](t, u) denotes the flux of Ψ along Ctu corresponding the multiplier K˜, including a lower-order
correction term; pg. 105.
• Q(N)(t, u) = max|~I|=N sup(t′,u′)∈[0,t]×[0,u]
{
E[Z ~IΨ](t′, u′) + F[Z ~IΨ](t′, u′)
}
; pg. 211.
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• Q˜(N)(t, u) = max|~I|=N sup(t′,u′)∈[0,t]×[0,u]
{
E˜[Z ~IΨ](t′, u′) + F˜[Z ~IΨ](t′, u′)
}
; pg. 211.
• Q(≤N)(t, u) = max0≤M≤N Q(M)(t, u); pg. 211.
• Q˜(≤N)(t, u) = max0≤M≤N Q˜(M)(t, u); pg. 211.
• K˜[Ψ](t, u) = 12
∫
Mt,u %
2[Lµ]−|d/Ψ|2 d$ denotes the coercive Morawetz spacetime integral associated
to Ψ; pg. 211.
• K˜(N)(t, u) = max|~I|=N K˜[Z
~IΨ](t, u); pg. 211.
• K˜(≤N)(t, u) = max0≤M≤N K˜(M)(t, u); pg. 211.
B.19 Modified quantities
• X = µtrg/χ(Small) + X is the lowest-order fully modified version of trg/χ(Small); pg. 119.
• (SN )X = µS N trg/χ(Small) +S NX is a higher-order fully modified version of trg/χ(Small); pg. 121.
• X˜ = trg/χ(Small) + X˜ is the lowest-order partially modified version of trg/χ(Small); 123.
• (Z N )X˜ = Z N trg/χ(Small) + (Z N )X˜ is a higher-order partially modified version of trg/χ(Small); pg.
123.
• M˜ = d/µ+ M˜ is the lowest-order partially modified version of d/µ; pg. 124.
• (Z N )M˜ = d/Z Nµ+ (Z N )M˜ is a higher-order partially modified version of d/µ; pg. 124.
B.20 Curvatures
• Rµναβ is the Riemann curvature tensor of g; pg. 115.
• RABCD is the Riemann curvature tensor of g/; pg. 274.
• RAB is the Ricci curvature tensor of g/; pg. 274.
• K is the Gaussian curvature of g/; pg. 274.
B.21 Omission of the independent variables in some expressions
• Many of our pointwise estimates are stated in the form
|f1| . h(t, u)|f2|
for some function h. Unless we otherwise indicate, it is understood that both f1 and f2 are evaluated
at the point with geometric coordinates (t, u, ϑ).
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• Unless we otherwise indicate, in integrals ∫St,u f dυg/, the integrand f and the area form dυg/ are
viewed as functions of (t, u, ϑ) and ϑ is the integration variable.
• Unless we otherwise indicate, in integrals ∫Σut f d$, the integrand f and the volume form d$ are
viewed as functions of (t, u′, ϑ) and (u′, ϑ) are the integration variables.
• Unless we otherwise indicate, in integrals ∫Ctu f d$, the integrand f and the volume form d$ are
viewed as functions of (t′, u, ϑ) and (t′, ϑ) are the integration variables.
• Unless we otherwise indicate, in integrals ∫Mt,u f d$, the integrand f and the volume form d$ are
viewed as functions of (t′, u′, ϑ) and (t′, u′, ϑ) are the integration variables.
B.22 Functions that drive shock formation
• (Ψ˚, Ψ˚0) are data on Σ10 that are compactly supported in the Euclidean unit ball centered at the origin;
pg. 44.
• (Ψˇ, Ψˇ0) are spherically symmetric data on Σ−1/2 that are compactly supported in the Euclidean ball
of radius 1/2 centered at the origin; pg. 367.
• S[(Ψ˚, Ψ˚0)] is the data-dependent function that drives nearly spherically symmetric small-data shock
formation pg. 366.
• Sˇ[(Ψˇ, Ψˇ0)] is the data-dependent function that effectively determines the behavior of S[(Ψ˚, Ψ˚0)]; pg.
367.
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