Object tracking in videos by evolutionary clustering and locally linear neuro-fuzzy models by Fatemeh Saadian
F. Saadian                                                                    Praćenje predmeta u video snimkama pomoću modela evolucijskog grupiranja i lokalno linearnih neuro-fuzzy modela 
Tehnički vjesnik 24, 3(2017), 809-816                                                                                                                                                                                                             809 
ISSN 1330-3651 (Print), ISSN 1848-6339 (Online) 
DOI: 10.17559/TV-20151005211208 
 





Original scientific paper 
In this paper a new method based on evolutionary clustering and locally linear neuro-fuzzy (LLNF) models is proposed for the problem of object tracking 
in videos. This approach utilizes clustering on color feature space to obtain a model of object which is given at the initial frame. To achieve the optimal 
clustering, evolutionary optimization methods are used. Based on the results of clustering, parameters of LLNF model is determined so it can be used as 
an identifier of object during the real time video streaming. To track the object, a swarm of weighted evolving linear models are used to estimate the 
location and size of the object at next frame based on its current and previous states. The performance of the proposed method is evaluated on a 
benchmark data set and compared to other methods performed on the same data set. The results show that the accuracy of the proposed method is superior 
to previous methods. 
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Praćenje predmeta u video snimkama pomoću modela evolucijskog grupiranja i lokalno linearnih neuro-fuzzy modela 
 
Izvorni znanstveni članak 
U radu se za problem praćenja objekta u video snimkama predlaže nova metoda koja se zasniva na modelima evolucijskog grupiranja i lokalno linearnim 
neuro-fuzzy modelima (LLNF). Taj pristup koristi grupiranje na prostoru karakteristike u boji kako bi se dobio model predmeta zadanog u početnom 
okviru. Za postizanje optimalnog grupiranja, primijenjene su metode evolucijske optimizacije. Na temelju rezultata grupiranja određeni su parametri 
LLNF modela te se on može rabiti kao identifikator objekta tijekom video prijenosa u realnom vremenu. Za praćenje objekta koristi se roj ponderiranih 
izvedenih linearnih modela za procjenu lokacije i veličine objekta u sljedećem okviru na temelju njegovog postojećeg i prethodnih stanja. Učinkovitost 
predložene metode procijenjena je na referentnom nizu podataka i uspoređena s drugim metodama provedenim na istom nizu podataka. Rezultati pokazuju 
da je po točnosti predložena metoda bolja od prethodnih.  
 
Ključne riječi: evolucijski izračun; grupiranje; lokalno linearni neuro-fuzzy model; optimizacija roja; praćenje predmeta 
 
 
1 Introduction  
 
The advancements of machine vision technology in 
recent decades have provided a broad range of new 
capabilities for human beings. Currently, the applications 
of machine vision, image and video processing include, 
but are not limited to, biology and medical applications, 
space and aeronautics, surveillance and traffic control, 
robotics technology, sports, arts and media, etc. [1, 2] 
One of the most important and challenging issues in 
machine vision is tracking of moving objects in videos in 
real time applications. Several aspects of this problem 
make it relatively hard for system developers: It is often 
necessary to perform real time computations, even 
sometimes with a faster output generation than the 
sensory sampling of the system, which means one needs 
the output of tracking algorithm before the arrival of next 
image in the sequence of video recording. Objects with 
high speeds and variations in their movement are 
naturally more difficult to be tracked. Changes in the 
position of camera, the structure, lighting and scenery of 
the background, and also variations in shape, appearance 
and orientation of the objects are other possible 
challenges in a tracking problem.  
The next sections of this paper summarize as follows. 
In section 2 the previous works and literature related to 
the problem of object tracking in videos are reviewed 
which include research in either applications or methods.  
Section 3 introduces the problem of object tracking in a 
more formal and definitive way. That part also describes 
several challenges in application of different approaches 
to this problem. In section 4 of the paper the features as 
used to model and identify object in an image (frame in 
video) are described, and the problem of clustering for the 
feature space is introduced. Also in that section the 
evolutionary approach to the clustering problem is 
described. The concepts of fitness function, genetic 
algorithm, and particle swarm optimization are presented 
to be utilized for clustering of points in the feature space. 
Locally Linear Neuro-Fuzzy (LLNF) model as a main 
part of the proposed tracking method in this paper is 
presented in section 5. Section 6 provides a holistic 
description of the proposed tracking method which 
combines concepts of evolutionary algorithms, clustering, 
and LLNF. In section 7 the data used for evaluation, the 
results of operating the proposed method on data set, and 
comparison with other approaches and methods are 
presented. Section 8 provides the concluding remarks.  
 
2 Related works 
 
The problem of object tracking has been studied by 
many researchers during recent decades, and with a 
diverse range of approaches [3]. The challenges of this 
problem for different applications and situations are not 
the same. Many of previous works have been focused on 
tracking of human face in videos [4, 5]. Others have been 
concerned on robotic applications of object tracking [6, 7, 
8].  
One of the most familiar approaches to object 
tracking is Kalman filter tracking and its various extended 
versions [9, 10, 11].  Kalman filters assume linear models 
for state evolution of a system and try to estimate the 
underlying dynamics based on sequential observations of 
outputs. But the need for generalization to nonlinear 
systems and non-Gaussian noise on observations has 
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made researchers to propose more complex methods 
[12÷15]. In the context of object tracking in videos, 
particle filters have attracted researchers in recent years 
[16÷18].  
One of the challenges in object tracking is to provide 
a simple but robust model of background and/or the 
object itself. Many of previous works have tried to model 
the background of videos [19, 20], but this approach only 
works well when the background is near steady, for 
example when camera is not moving itself. In any case, it 
is almost necessary to segment object in the background. 
To achieve such segmentation, clustering approaches 
have been used in previous works [21, 22]. Weng et al. 
proposed a combination of k-means clustering and 
extended Kalman filters for object tracking [23].   
Recently, utilization of neural networks [24] and 
neuro-fuzzy models [25] have been also introduced in 
literature for the problem of tracking. The benefits of 
these models include their high capability in mapping 
nonlinear relations and their generality of application. 
Using boosted learning is also one of the advanced 
approaches to the problem of object tracking in videos 
[26].   
To implement these general methods for the problem 
of tracking, one needs to set their parameters as a task of 
learning. The approach of using evolutionary computation 
for learning of fuzzy neural networks is one of the most 
reliable strategies [27].   
 
3 Object tracking problem 
 
Generally, in object tracking tasks one tries to 
identify, locate and predict the motion of one or several 
objects in a video signal as a sequence of ordered images 
(frames). Based on different circumstances, the problem 
of tracking can be considered in different versions. In 
some of the tracking tasks, the object of interest is 
predefined to the algorithm by user, but in other tracking 
tasks the object may not be predetermined to the system. 
As an example, in some surveillance systems, the 
detection of a suspicious motion in the steady background 
may be considered as a part of the system which 
determines the moving object automatically, without the 
need for predetermination by a user. Another issue is the 
movement of camera, as for the steady camera systems 
one may have a simpler background model. In single 
object tracking, the system tries to locate the position of a 
single object, but in other multi-object tracking problems 
there could be several objects of interest.  
In this section we formalize the definition of object 
tracking problem that we address in this paper. A video 
signal is a function of discrete time and two dimensions of 
position (we do not consider depth in this paper) from 
points in a subspace of ℕ3to a grey (or color) intensity 
variable c which is generally in ℝ (or ℝ3) space. We 
define T as the sequence (set) of natural numbers from 1 
to tf which counts the number of frames. Also consider 
screen S as a subspace of ℕ2 which defines the set of all 
possible pixel positions in a frame. Then a video V maps 
an intensity value I(t, x, y) = c  C to each pixel (x, y)  
S  at a time t  T: 
 
CST:yxtIV →×= ) , ,(                                                (1) 
where  𝑇𝑇 ⊂  ℕ, 𝑆𝑆 ⊂  ℕ2, and 𝐶𝐶 ⊂  ℝ (or ℝ3 for RGB 
color signals). 
An object 𝑂𝑂𝑡𝑡 at the time t is a subset of pixels in 
screen S. Then tracking is to find an estimation 𝑂𝑂�𝑡𝑡 in a 
way that 
 
tttttttt OOÔOOÔOÔ →→→    and    i.e.              (2) 
 
it means we want to find the set of pixels 𝑂𝑂�𝑡𝑡  as much as 
equivalent to 𝑂𝑂𝑡𝑡. Practically in implementations, we will 
define bounding boxes 𝐵𝐵𝐵𝐵𝑡𝑡 and 𝐵𝐵𝐵𝐵�𝑡𝑡 for 𝑂𝑂𝑡𝑡  and 𝑂𝑂�𝑡𝑡 , and 
try to maximize their mutual overlap.  
In addressing such tracking problems, there are 
several considerations which should be taken into 
account. In some of the situations one might be able to 
incorporate some assumptions into the problem to make it 
easier to solve. On the other hand, in some situations 
camera movements, the variations in motion pattern, 
shape and orientation of the object, and also variations in 
lighting situations may need to be taken into account and 
the solution method can be more difficult.  
In a complete tracking problem, several steps have to 
be performed. First is the definition or detection of the 
object. In some systems, the object will be detected by its 
novelty or distinguishable movement in the background. 
In most of such situations, a near steady model of 
background can be defined. Then every region of a frame 
which is not correlated to that background model can be 
suspected as a foreground object of interest. In a simpler 
situation, one may assume a steady background and use 
the differential image (the difference of two consecutive 
frames) to find the moving object. But in such 
assumptions, one has to be careful about issues like 
temporal stopping of the object, moving in depth, or 
rotations. Anyway, either by automatic detection or 
predefinition of object by user, the next step is to identify 
the object in each frame, by estimating the location of 
pixel sets assigned to it on the screen set. In this paper, we 
use modeling of the object based on its features, and then 
find regions of screen with same feature content to the 
object. The other important step in tracking is the 
prediction of the location of the object in the next frame. 
It is not only important because of its application related 
necessity, but is important because it can cause a 
significant improvement in the speed of computations 
since it reduces the search space in the screen for the 
object at the next frame. As an example for application 
necessity of location prediction (in many works this step 
is actually called the tracking step) consider designing a 
robot arm with task of grasping a moving ball.   
 
4 Clustering in colour feature space using evolutionary 
methods 
 
In this section we describe the procedure of extracting 
a model for the object, which is assumed to be given by 
user in our considerations in this paper. Therefore, at the 
beginning of the tracking procedure, a region in the first 
frame (or a bounding box around it) is determined by user 
of the object. Then automatically, the system extracts a 
model based on several features of the object in order to 
be utilized in next frame as the identification tool of the 
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object. In the context of image analysis, one can have a 
very broad range of features of the signal. These include 
frequency domain features like Fourier coefficients or 
wavelet coefficients, Hough transforms, color features, 
geometric features, etc. The selection of appropriate 
feature representation for each specific problem is a very 
sensitive, important, and almost intuitive task. A feature 
representation very useful for one situation may be no 
good for another one at all. In addition, trying to use an 
optimally fewer number of features in modeling the object 
is not only effective in reduction of computation time, but 
also may increase the generalization of the model. A good 
feature representation has to be robust to variations of 
lighting, shape, and orientation of the object.  
In this paper we address the tracking of objects in 
color videos, so the use of color features to extract a 
model of object seems straightforward. Anyway, in this 
paper we develop a method for tracking of objects based 
on clustering and LLNF models, and then in other 
applications with other appropriate feature representations 
the same approach can be used. In fact, as we introduce a 
general procedure of clustering, then this would be non-
relevant that what kinds of features one tries to use for 
modeling, as long as it can be locally defined on regions 
and be used in clustering.  
 
4.1  Local colour features 
 
Local features are extracted by considering small 
neighborhoods around pixels, and calculation of some 
quantities from these tiny images. In this paper we use 
color features of such local neighborhoods. For each pixel 
in the RGB color image, there are three values of intensity 
for each component {c1, c2, c3} = {r, g, b}. We can also 
represent pixels in their HSV representation {c4, c5, c6} =
{h, s, v}  [28]. Then consider a rectangular d-
neighborhood 𝐷𝐷(𝑥𝑥,𝑦𝑦) around pixel (𝑥𝑥, 𝑦𝑦): 
 
𝐷𝐷(𝑥𝑥, 𝑦𝑦) = {(𝑥𝑥 − 𝑑𝑑, 𝑦𝑦 − 𝑑𝑑), (𝑥𝑥 − 𝑑𝑑 + 1, 𝑦𝑦 − 𝑑𝑑),
… , (𝑥𝑥,𝑦𝑦), … , (𝑥𝑥 + 𝑑𝑑, 𝑦𝑦 + 𝑑𝑑 − 1), (𝑥𝑥 + 𝑑𝑑,𝑦𝑦 + 𝑑𝑑)}          (3) 
 
Then we can assign average values of c1 to c6 for 
𝐷𝐷(𝑥𝑥, 𝑦𝑦) as the feature representation assigned to (𝑥𝑥,𝑦𝑦). 
Other quantities like variances, or even all the c values in 
𝐷𝐷(𝑥𝑥, 𝑦𝑦) can be also considered as features.  
 
4.2  Clustering of samples 
 
Clustering is used in the proposed method of this 
paper for learning (setting the parameters) of LLNF as the 
model of object. In this regard, on an initial frame, for 
which the object is determined by user, several random 
positions are selected, and the feature values assigned to 
them are calculated. Consider a random selection of N 
sample points (𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖) on screen where 𝑖𝑖 = 1,2, … ,𝑁𝑁. 
Then there are 𝑁𝑁 feature vectors 𝑓𝑓(𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖) with length 6. 
Also for each point (𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖) a label 𝐿𝐿 is assigned based on 









) ,(  ,0




ii                                           (4) 
 
The goal of clustering is to partition the whole set of 
sample points into several subsets (cluster), and assign a 
cluster center to each cluster in a way minimizing an 
objective function which is mainly the summation of 
distances of points in each cluster to its assigned center. 
Other kinds of objectives like maximization of distances 
between centers may be incorporated.  
Many methods of data clustering have been 
introduced in literature. The most famous one of 
clustering methods is k-means algorithm [23]. This 
algorithm is fast and useful to many problems, but it has 
several drawbacks. In fact, it may be incapable of finding 
the globally optimum solution to the clustering problem 
in some cases, and be not very accurate confronting 
highly mixed datasets.  
The approach of this paper to clustering is using 
evolutionary methods. In recent decades, evolutionary 
computation has been grown majorly and found a very 
diverse range of applications in engineering, science, 
management, economics, and even arts. Generally, in 
evolutionary methods, one generates initial solutions to a 
problem almost randomly at the beginning. Then by 
means of several appropriate evolution operators 
performing iteratively on the solutions, tries to find better 
solutions based on the fitness (objective) function of the 
problem. Most of famous evolutionary methods have been 
inspired from biological processes in nature like genetic 
evolutions, or flocking of organisms. In the next 
subsection, main ideas of evolutionary methods of genetic 
algorithms and particle swarm optimization are described, 
and their use in clustering of data is explained. 
 
4.3  Evolutionary clustering   
 
For any evolutionary method to be used, we need to 
define an appropriate representation of the possible 
solution for the problem, and also define a fitness function 
which maps each possible solution to a real value as the 
measure of fitness of that solution to be the best one for 
the problem in hand. In most of cases the solution 
representation is an array of values, with each element 
representing one aspect or dimension of that solution 
[29÷32]. In genetic algorithm (GA) [33] such array is 
called chromosome, and in particle swarm optimization 
(PSO) [34] it is called particle position. Let 𝑋𝑋 =
(𝑋𝑋1,𝑋𝑋2, … ,𝑋𝑋𝑚𝑚) represent such array in any of those 
algorithms, where m is the dimension of the problem. 
Fitness function is a real value 𝐹𝐹(𝑋𝑋), which has to be 
minimized or maximized by the algorithm. In 
minimization problem, one wants to find 𝑋𝑋� for which 
𝐹𝐹(𝑋𝑋�) < 𝐹𝐹(𝑋𝑋) for all 𝑋𝑋 in the domain of the problem. The 
specific thing to each algorithm is the way they evolve the 
initial solutions iteratively to find 𝑋𝑋� or at least a good 
estimation of it.  
In conventional GA, there are two types of genetic 
operators used to evolve chromosomes: crossover, and 
mutation. Crossover operator combines a partial 
chromosome with the complementary parts of another 
chromosome to generate a new offspring chromosome 
(parent1 ⨂ parent2 →  child). For mutation operator, 
one or several genes (elements of chromosome array) are 
selected and changed randomly. The selection of parent 
chromosomes is done based on their assigned selection 
probabilities which depend on their fitness values. In this 
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way, being better a chromosome, the more is its chance to 
produce new generation. The next population of 
chromosomes would be composed of the best 
chromosomes among parent, offspring, and mutated 
chromosomes according to their corresponding fitness 
values.  
The evolution of solutions in PSO is inspired from 
the flocking of birds (namely particles). Initial solutions 
are considered as position vectors of several particles with 
some initial random velocities 𝑣𝑣𝑖𝑖 . Based on fitness 
function, a globally best position gbest among all 
particles in iteration is found. Also each particle i has its 
own memory of best experienced position pbest𝑖𝑖  from 
beginning to the current iteration. Then the velocities of 
all particles are updated as 
 
)()()( best22best11 iii XprcXgrctv −+−=                          (5) 
 
Then the updated position of particle is Xi(t + 1) = 
Xi(t) + vi(t). This procedure utilizes the tendency of 
particles toward the best experienced position, and so 
during their movement they may find new better 
positions.  
To use evolutionary methods in our clustering 
problem of sample points in the initial frame of the video, 
we take the positions of cluster centers in color features 
space (6-dimensional in our choice of features) as the 
solution array (chromosome or particle position). The 
fitness function that we try to minimize is  
 
∑∑∑ +−−−= j jk,j kji,j i,jj ||w|GG|w|fG|wF 2321 σ (6) 
 
The first term in fitness function is the sum of 
distance between a cluster centers 𝐺𝐺𝑗𝑗 to its connected 
sample points 𝑓𝑓𝑗𝑗,𝑖𝑖. Each sample point is considered as 
connected to its closest cluster center. The second term is 
the sum of distances between cluster centers, and it has 
negative sign because we want it to be maximized. The 
third term is the sum of variances of labels in clusters. In 
fact, the third term is considered to ensure the maximized 
uniformity of labels within clusters. The weights 𝑤𝑤𝑖𝑖  are 
introduced to make all terms in same order of magnitudes; 
these are set by intuitive considerations on numbers of 
clusters and data points.  
 
5 Locally linear neuro-fuzzy model 
 
The goal of neuro-fuzzy systems is to combine and 
take the advantages of artificial neural networks with 
fuzzy inference. Artificial neural networks (ANN) are 
mathematical models capable of representing a mapping 
between inputs and outputs. To obtain such mapping, 
several learning algorithms have been introduced in 
literature. There are also diverse types of ANNs including 
feed-forward networks and radial basis function (RBF) 
networks. Fuzzy inference systems (FIS) are methods 
used for decision about a value by means of several rules 
based on fuzzy logic in an environment for which the data 
can be uncertain. The concept of fuzzy membership 
functions helps to generalize the notion of membership of 
elements in sets. In fact, in fuzzy logic an element can be 
a member of a set by membership degree of 𝑢𝑢 (with 
0 < 𝑢𝑢 < 1), and at the same time be a non-member of it 
with degree 1 − 𝑢𝑢.  
Locally linear neuro-fuzzy (LLNF) systems [35] are 
RBF like neural networks with each neuron accompanied 
with a set of (usually Gaussian) fuzzy membership 
functions and a linear function of inputs. It is locally 
linear because the fuzzy functions act as selective 
weighting functions for the linear part, and weigh high for 
some regions of input space and weigh low for other 
parts.  
For a n-dimensional vector of inputs x, the output of 
the rth neuron is calculated by rules decision Ar and with 
weight wr: 
 







rrr cxcxw                                     (8) 
 
where the n-vector 𝑎𝑎𝑟𝑟  and number 𝑎𝑎0𝑟𝑟 define the linear 
rule; cr is the mean n-vector, and the Σr is the n × n 
variance matrix of the n dimensional Gaussian function. 
The overall output of the network can be calculated by 











y                                                                   (9) 
 
The learning of system means to find the appropriate 
values for parameters 𝑐𝑐𝑟𝑟, 𝛴𝛴𝑟𝑟, 𝑎𝑎𝑟𝑟 , and 𝑎𝑎0𝑟𝑟 in a way 
providing the minimum error in mapping between inputs 
and outputs. The approach of this paper to set those 
parameters is using evolutionary algorithms and 
clustering, with the goal of finding the best model for the 
object presented by user in the first frame of the video. 
The proposed method is described in the next section of 
paper. 
 
6 Proposed method 
 
In order to construct a model of object to distinguish 
it from the background based on its color features, in this 
paper the clustering of sampled points from the initial 
frame is done by means of evolutionary optimization of 
the clustering fitness function. Then, the result of 
clustering is used to set the parameters of LLNF model. 
The output of LLNF for the object sample points has to be 
equal to 1, and for the background points to be 0. Then 
during the tracking task when video is streaming, the 
trained LLNF model is used to decide for each sample 
point in a frame is a part of object or it is not. It is 
emphasized that this method decides a point being 
foreground (object) or not, but it does not decide that a 
point is in background. In other word, a background 
model is not constructed in this method, because the 
background generally can be varying.  
The way the results of clustering define the 
parameters of LLNF is described as follows. Let’s assume 
we have R clusters found by means of evolutionary 
clustering as described in previous sections. Then we 
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consider R neurons for the LLNF model. The mean vector 
cr of Gaussian function of r-th neuron is set to be equal to 
the center point of that cluster. The Σr matrix is 
considered as a diagonal matrix with the ith diagonal 
element equal to the square of maximum distance in the 
ith dimension within the cluster from its center point. For 
linear rule coefficients, at first ar is set equal to zero 
vector, and 𝑎𝑎0𝑟𝑟 is equal to Lr, which is the label of cluster 
i.e. the average label of points in that cluster. If the results 
are satisfactory, there would be no need to complicate the 
model with incorporation of non-zero ar. However, it is 
always possible to turn those coefficients on and try to set 
them optimally as a part of evolutionary optimization 
step.   
For the tracking of the object in video stream, two 
tasks have to be done for each frame; predicting the 
location and size of the object in the new frame before its 
observation, and identifying the object when the frame is 
observed. For the second part, the LLNF as trained by 
clustering is used by its operation on random sample 
points on the screen of the new frame. For the other task, 
predicting the behavior of the object, a combination of 
weighted linear predictors with evolutionary search is 
used in this paper. If the location and size state of the 
bounding box of the object at time t is, Xt = (x, y, wx, wy) 
then the next state is calculated by a linear predictor being 
 
12101 −+ ++= ttt XBXBBX                                           (10) 
 
where 𝐵𝐵0, 𝐵𝐵1 and 𝐵𝐵2 are 4 × 1, 4 × 4, and 4 × 4 matrices 
respectively. To achieve the goal of evolving predictor, 
we use a swarm of those linear predictors and assign a 
weight to each. The weight of each model depends on its 
performance in predicting the object. In fact, at each 
frame, the best linear predictor obtains the highest weight. 
Then the coefficient parameters of the ith model (the 
elements of 𝐵𝐵0, 𝐵𝐵1 and 𝐵𝐵2), if all represented in one 
1 × 36 array Pi will be updated as 
 





















where the index "best" represents the current best one of 
linear predictors with highest weight, and 𝛿𝛿 is a random 
coefficient. For the next time step, the new B matrices are 
obtained again from the new P arrays. This procedure is 
similar to the idea of PSO algorithm, and it provides the 
evolution of predictor model towards better performance 




The dataset of videos used for evaluation of the 
proposed method is named BoBoT (Bonn Benchmark on 
Tracking) [26]. This data set is purposefully generated for 
testing object tracking algorithms. It includes cases with 
color videos of moving objects, moving cameras, low and 
fast movements, rigid and non-rigid objects, indoor and 
outdoor sceneries.  
At first a distribution of sample points in color feature 
space obtained from one frame of a video, which is shown 
in Fig. 1, is generated by random spreading sampler 
windows on the image. The sample points in space of 3-
features {r, g, b} and in 3-features {h, s, v} are shown in 
Fig. 2. The points from object and from background are 
marked with different markers. It is clear that many points 
from object have very distinctive features from the points 
of background. Of course, there are some overlaps 
between the two classes, but the idea of the proposed 
method is to weigh more on distinctive regions by means 
of LLNF. It should be noted that in next frames there may 
be several points in background with close features to 
some of object points, and then be classified as 
foreground during the tracking procedure. This effect is 
reduced by utilization of predictor model to limit the 
search region on the screen. In addition, by sampling 
enough points, the aggregated results will eliminate 
effects of such false foreground estimation points.  
 
 
Figure 1 A frame from one of the videos of data set, object shown in 
bounding box [26] 
 
       
                                                           a)                                                                                                                          b) 
Figure 2 Sampled points from initial frame shown in (a) RGB colour space, and (b) HSV colour space. Foreground (object) and background points are 
distinguished with different markers.
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    g) 
 
           h) 
 
i) 
Figure 3 The tracking performance results in the form of overlapping percent of estimated and actual bounding boxes around the objects for sequences A 
to I from the data set. 
 
To compare the results of tracking with other 
approaches, a performance score is used which calculates 
the percent of overlapping between tracked (estimated) 
and actual bounding box of the object. It should be noted 
that, for frames with full occlusion effects, this score 
should be calculated as non-existing. For the simulations, 
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the following settings have been used. For all sequences, 
10 clusters have been found for 5000 sample points of 
initial frame. To find optimal clustering, PSO is used with 
30 particles and 20 iterations. GA is not used in final 
results, because PSO was faster in this problem. There 
was no need to introduce coefficients of LLNF rules more 
than a0, based on the satisfactory results. When tracking 
the object during the video stream, 1000 sample points 
from the screen were used for each frame, and 8 linear 
predictors have been utilized accompanied with co-
evolution of initial random parameters as described.  
For several videos of the dataset, the tracking results 
in the form of performance scores versus time are shown 
in Fig. 3. Various behaviors on plots are obtained based 
on the various situations of corresponding videos. For 
example, in video sequence F, there are several full 
occlusions, and on the plot it is seen as non-existing 
values for the performance score. As for sequence H, 
there is no actual movement of object or camera, then the 
predictor model converges to a stable position and then 
performance trend with time is constant.  
To compare the results, in Tab. 1 the average 
performance for each sequence is presented for several 
methods compared to the results of the proposed method. 
The results show that the performance of the proposed 
method is better than other approaches, for most of the 
sequences. Only for 3 of 9 sequences, the results of the 
proposed method are slightly lower than other methods. 
Based on the average of all results, the higher accuracy of 
proposed method is concluded. 
 
Table 1Comparison of tracking performances for various methods [26] 
Sequence 










































A 70,73 63,24 38,35 65,06 59,35 82,18 
B 67,02 50,73 6,02 79,01 77,38 81,85 
C 47,58 63,71 89,33 90,66 91,33 74,56 
D 63,35 76,39 62,78 71,12 75,21 77,87 
E 78,21 77,42 83,12 84,49 86,32 82,61 
F 44,43 40,02 63,99 60,82 68,32 86,66 
G 46,27 49,62 34,34 77,30 71,16 78,87 
H 62,19 86,50 95,79 94,41 94,47 90,71 
I 68,94 47,63 48,97 75,02 56,33 89,30 




The object tracking method proposed in this paper 
combines the ideas of clustering, evolutionary 
computation, and neuro-fuzzy models. The evolutionary 
optimization is used to obtain a good clustering of sample 
points on the initial frame accompanied with the 
determination of the object. The clustering results set the 
parameters of locally linear neuro-fuzzy model in a 
simple way. The resulted identifier is used to segment the 
object based on random sample points during the video 
stream. Another swarm of linear models co-evolve based 
on their performances for estimating the behavior of 
object and predict the next location. The performance 
analysis and comparison to previous methods on same 
data set showed that the accuracy of the proposed method 
is higher than that of previous methods. For the extension 
of this work, other neuro-fuzzy models, clustering, and 
evolutionary computation of object tracking can be used. 
Future studies would extend the efficient optimization 
models or the problem of object tracking in videos. 
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