We give an explicit algorithm to compute a projective resolution of a module over the noncommutative ring based on the noncommutative Gröbner bases theory.
Introduction
Let K be a field and Γ be a ring over K. We generally assume that Γ has a unit, ǫ : K → Γ, as well as an augmentation η : Γ → K. For graded Γ-module M and N, Ext * , * Γ (M, N) is defined with a projective resolution of M. This Ext-functor appears in various areas. In algebraic topology, it appears as a E 2 -terms of the Adams spectral sequence, which is one of the most important tools to compute homotopy sets. Especially, it is given by Ext * , * Ap (F p , F p )that E 2 -terms of the spectral sequence which converges to the stable homotopy groups of the sphere (p) Π * S . Here A p denotes the mod p Steenrod algebra and
(p) Π * S = Π * S /{elements of finite order prime to p}.
The study of the stable homotopy groups of sphere has a long history, so many tools has been developed. For example, there exists a spectral sequence converging to Ext A brief explanation of Ext-functor can be seen in the section 9.2 of [3] . We fix a positive integer k. It is enough to compute Ext s,t (M, −) for 0 ≤ t ≤ k that we have a sequence of degree-preserving Γ-homomorphisms between graded Γ modules
which is exact in degree less than or equal to k, and each P i is a projective Γ-module. A resolution (1) We study the explicit algorithm to compute such a resolution.
Definition 0.2. Let P be a graded Γ-module. {g 1 , . . . , g N } ⊂ P is (Γ, k)-generating set of P if inclusion g 1 , . . . , g N ֒→ P
induces an isomorphism of K-vector spaces in degree less than or equal to k.
Suppose that we have a part of the resolution (1)
We also suppose that we have a Γ-basis {e 1 , . . . , e N } (resp. {e ′ 1 , . . . , e ′ M }) of P n (resp. P n+1 ). That is,
We assume that {d n (e ′ 1 ), . . . , d n (e ′ M )} is minimal generating set in the sense of Definition 2.17. To extend the resolution (2), we need to know an (Γ, k)-generating set {h 1 , . . . , h L } of ker d n :
Section 3 gives us an algorithm to compute it. Especially, we can choose {h 1 , . . . , h L } as a minimal generating set in the sense of Definition 2.17.
Then we have a longer resolution P n−1
which is minimal and exact in degree less than or equal to k (see Proposition 2.19). Thus we have Ext
Noncommutative ring
The most important theory in computational algebra is Gröbner basis theory. In this paper, we are interested in noncommutative algebras. Thus we need to construct noncommutative Gröbner basis theory. It is now used in various fields. Such fields are listed in the introduction of [2] . In this section, we give the noncommutative Gröbner basis theory following the commutative theory given in [1] .
Monomial order and division algorithm
Let K be a field and R = K x 1 , x 2 , · · · be a free non commutative graded K-algebra with grading
Similarly, we call an element cX of R a term of R where c ∈ K and X is a monomial of R.
Definition 1.1. Let < be a well-ordering on the set of the monomials of R. < is a monomial ordering of R if the following conditions are satisfied. Remark. If R is a commutative ring K[x 1 , . . . , x n ], then any ordering on the set of monomial which satisfies above two condition is a well-ordering. On the contrary, if R is a noncommutative ring, being a well-ordering does not follow from the above two condition. Example 1.2. We define a monomial ordering on R as follows.
In this section, we fix a monomial ordering < of R. For a non-zero polynomial f ∈ R, we may write f as a linear combination of monomials of R. That is,
where c i ∈ K \ {0}, X i is a monomial satisfying X 1 > X 2 > · · · > X m . We define:
• lm(f ) = X 1 , the leading monomial of f ;
• lc(f ) = a 1 , the leading coefficient of f ;
• lt(f ) = a 1 X 1 , the leading term of f .
We also define lp(0) = lc(0) = lt(0) = 0. Definition 1.3. Let X and Y be monomials of R. X is divisible by Y if there exists monomials U, V of R such that X = UY V .
Let (f 1 , . . . , f n ) be ordered n-tuple of R. We study the division of f ∈ R by (f 1 , . . . , f n ). First we consider the special case of the division of f by g, where f, g ∈ R.
Definition 1.4. Given f, g, h in R with g = 0, we says that f reduces to h modulo g in one step, written f g − → h, if lm(g) divides a non-zero monomial X i that appears in f and
Also, let the order be that defined in Example 1.2. Then
We extend the process defined above to more general setting. Definition 1.6. Let f, h be polynomials in R and F = {f λ } λ∈Λ be a family of non-zero polynomials. We say that f reduces to h modulo F , denoted
if there exists a sequences of indices λ 1 , λ 2 , . . . , λ t ∈ Λ and a sequences of polynomials h 1 , . . . , h t ∈ R such that
Definition 1.7. A polynomial r ∈ R is called reduced with respect to F = {f λ } λ∈Λ if r = 0 or no monomial that appears in r is divisible by any one of the lm(f λ ), λ ∈ Λ. If f F − → + r and r is reduced with respect to F , then we call r a remainder for f with respect to F . Proposition 1.8. Let f be a polynomial in R and Let F = {f λ } λ∈Λ be a family of non-zero polynomials in R. Then f can be written as
where c i ∈ K, p i , q i , r ∈ R, i = 1, . . . , t such that r is reduced with respect to F and
Unfortunately, this decomposition depends on the choice of the order of F = {f λ } λ∈Λ , and f ∈ f λ |λ ∈ Λ does not imply f F − → + 0. Here f λ |λ ∈ Λ denotes the two-side ideal generated by F = {f λ } λ∈Λ . We can overcome this difficulty of remainders by choosing a Gröbner basis defined as: Definition 1.9. A family of non-zero polynomials G = {g λ } λ∈Λ contained in a twoside ideal I of R, is a called Gröbner basis for I if for all f ∈ I \ {0}, there exists λ ∈ Λ satisfying that lp(g λ ) divides lp(f ).
Remark. Since R is not Noetherian ring, Gröbner basis is not necessarily a finite set. Theorem 1.10. Let I be a non-zero two-side ideal of R. The following statements are equivalent for a set of non-zero polynomials G = {g λ } λ∈Λ ⊂ I.
1. G is a Gröbner basis for I.
f ∈ I if and only if
f G − → + 0.
4. A basis of the space R/I consists of the coset of all the monomials X in R which is reduced with respect to G.
Proof. (4 ⇒ 2) Set f ∈ R. By Proposition 1.8, there exists a reduced polynomial r ∈ R such that f G − → + r. Then r is a linear combination of reduced monomials with respect to R. Since f and r represent the same element in R/I, f is zero in R/I if and only if r = 0 in R.
For the remaining part of the proof, see [1, Theorem 1.6.2 and Proposition 2.1.6].
Let G = {g λ } λ∈Λ be a Gröbner basis. For any f ∈ R, let r be a reduced polynomial in R such that f G − → + r. Theorem 1.10 implies that r is unique. We call r the normal form of f with respect to G, denoted N G (f ).
S-polynomials
The key to compute a Gröbner basis is the S-polynomial. In the contrast to the commutative case, the S-polynomial of noncommutative polynomials f and g in R is not unique. Definition 1.11. Let f, g be polynomials in R. Set lm(f ) = x i 1 . . . x in and lm(g) = x j 1 . . . x jm . We define the coefficient set of the S-polynomial of f and g, denoted C(f, g) by
Let f, g be polynomials and (z, p, q) ∈ C(f, g). We define the S-polynomial of f and g associated with (z, p, q), denoted S(f, g; z, p, q), by S(f, g; z, p, q) = zf − pgq. Theorem 1.12 (Buchberger's theorem for noncommutative algebra). Let G = {g λ } λ∈Λ be a family of non-zero polynomials in R. Then G is a Gröbner basis for the ideal I = g λ |λ ∈ Λ if and only if for all λ, γ ∈ Λ, and for all (z, p, q) ∈ C(g λ , g γ ),
In [2] , there are no explicit description of the proof of Buchberger's theorem for noncommutative algebra. We give the proof according to the proof for commutative case by [1] . Before we can prove this result, we need one preliminary lemma.
Proof. See the proof of [1, Lemma 1.7.5].
Proof of Theorem 1.12. If G = {g λ } λ∈Λ is a Gröbner basis of I = g λ |λ ∈ Λ , then S(g λ , g γ ; z, p, q) G − → + 0 by Theorem 1.10, since S(g λ , g γ ; z, p, q) ∈ I. Conversely, let us assume that S(g λ , g γ ; z, p, q)
We will use Theorem 1.10, 3 to show that G is a Gröbner basis for I. Set f ∈ I. Then f can be written in many ways as linear combination of the g λ 's. We choose to write f = lower terms and
Now, by the definition of S, for i, j ∈ S we have
so it follows that,
Substituting these expressions into g above, and g into f , we get a desired contradiction. Then, by a monomial in R m we mean a vector of the type
Similarly, by a term, we mean a vector of the type cX, where c ∈ K \ {0} and X is a monomial.
Example 2.2. (0, 5x 1 x 1 x 3 , 0, 0) is a term of R 4 but not a monomial.
If X = cXe i and Y = dY e j are terms of R m , we say that X divides Y provided i = j and there is a monomial Z in R such that Y = ZX. We write
If there exists a monomial Z ∈ R such that X = ZY or Y = ZX, then we define the least common multiple of X and Y, denoted lcm(X, Y), by
Otherwise we define lcm(X, Y) = 0. Definition 2.4. By a term order on the monomials of R m , we mean a well-ordering < on these monomials satisfying the following conditions:
1. If X < Y then ZX < ZY for all monomials X, Y and every monomial Z in R.
2. X < ZX , for every monomial X in R m and monomial Z = 1 in R.
We define an order on R m using an order of R. We now adopt some notation. We first fix a term order < on the monomials of R m .
Then for all f ∈ R m , with f = 0, we may write
We define
• lm(f) = X 1 , the leading monomial of f.
• lc(f) = a 1 , the leading coefficient of f.
• lt(f) = a 1 X 1 , the leading term of f.
We define lm(0) = lt(0) = 0 and lc(0) = 0.
Remark. lm, lc and lt are multiplicative in the following sense: lm(f g) = lp(f )lm(g), lc(f g) = lc(f )lc(g) and lt(f g) = lt(f )lt(g), for all f ∈ R and g ∈ R m .
Similar to the reduction of polynomials, we introduce the reduction of vectors.
Definition 2.6. Given vectors f, g, h in R m with g = 0, we says that f reduces to h modulo g in one step, written f
if lt(g) divides a non-zero term X i that appears in f and
the order be POT. Then,
Let Ω = {ω λ } λ∈Λ be a subset of R and Ω denote the two-side ideal of R generated by Ω. We suppose that Ω is a Gröbner basis. For a positive integer k, set Ω(k) = Ω ∪ {g ∈ R||g| > k}. Then Ω(k) is also a Gröbner basis. We define a map N Ω,k :
Definition 2.8. Let f, h and f 1 , . . . , f s be vectors in R m with f i = 0, and set F = {f 1 , . . . , f s }. We say that f (Ω, k)-reduces to h modulo F , denoted
if there exists a sequences of indices i 1 , i 2 , . . . , i t ∈ {1, . . . , s} and a sequences of vectors h 1 , . . . , h t ∈ R such that
and N Ω,k (h t ) = h.
A vector r ∈ R is called (Ω, k)-reduced with respect to F = {f 1 , . . . , f t } if r = 0 or no monomial that appears in r is divisible by any one of the lm(f i ), i ∈ {1, . . . , t} and N Ω,k (r) = r.
(Ω, k)-Gröbner basis
Definition 2.9. Let f 1 , . . . , f s be vectors in
Definition 2.10. A set of non-zero vectors
. . , g t Ω,k if for all f ∈ M such that f = 0, one of the following two conditions is satisfied.
1. There exists i ∈ {1, . . . , t} satisfying that lm(g i ) divides lm(f).
2. There exists j ∈ {1, . . . , m} and q ∈ (Ω(k − |e j |)) such that lm(qe j ) divides lm(f).
Here Lt(Ω(k − |e i |)) denotes the two side ideal generated by {lm(g)e i |g ∈ Ω(k − |e i |)}. The proof is straightforward. See [1, Theorem 1.5.9. and Theorem 1.6.7.]. Let f and g be vectors in R m . The S-vector of f and g, denoted S(f, g), is
Definition 2.12. Let f ∈ M be a vector and g ∈ R be polynomial. Set lm(f) = x i 1 x i 2 . . . x i k e i f and lp(g) = x j 1 x j 2 . . . x j h . We define the coefficient set of S-vectors of f with g, denoted C(f; g) as
The S-vector of g i and ω ∈ Ω, with regard to (z, p, q) ∈ C(g i ; ω) is, given by
where µ i represents a position of the non-zero coordinate of g i .
Theorem 2.13. Let G = {g 1 . . . , g t } be a set of non-zero vectors in m i=1 Re i . Then G is a (Ω, k)-Gröbner basis for the submodule M = g 1 . . . , g t Ω,k if and only if for all i, j ∈ {1, . . . , t} S(g i , g j )
and for all i ∈ {1, . . . , t}, ω ∈ Ω and (z, p, q) ∈ C(g i , ω),
The proof is basically the same as the one for Theorem 1.12.
Re i , let r be a (Ω, k)-reduced vector with respect to G such that f G − → + r. Proposition 2.11 implies that r is unique. We call r the (Ω, k)-normal form of f with respect to G, denoted N G,Ω,k (f).
Projective resolution
The proof of Proposition 2.14 and Theorem 2.15 in this section is based on the arguments in [1, Section 3.4.]. Let M be a graded projective R-module generated by e 1 , . . . , e s . That is,
Re i .
Let ρ Ω,k be a natural projection
Let F = {f 1 , . . . , f s } be a subset of M. We define the graded R-module N as
with grading |e ′ j | = |f j |. We also define the degree preserving R-homomorphism ϕ :
In this section, we study an algorithm to find a (Ω, k)-generating set of the submodule Syz Ω,k (F ) of N for a given finite subset F of M. The next proposition shows how to compute these generating set in a special case. Proposition 2.14. Set Lt(Ω) := {lm(ω)|ω ∈ Ω}. Let X 1 , . . . , X s ∈ R m be monomials
Proof. It is easy to see that
To prove the converse, let (h 1 , . . . , h s ) ∈ Syz Lt(Ω),k (X 1 , . . . , X s ). That is, Let c i 1 , . . . , c it , with i 1 < i 2 < · · · < i t be the non-zero c j 's. Therefore, we have:
If h 1 X 1 + · · · + h s X x = 0, then we have c i 1 + · · · + c it and it follows that (h 1 , . . . , h s ) ∈ LM(X 1 , . . . , X s ) . If not, there exists i ∈ {0, . . . m} and ω ∈ Ω(k − |e
Lt(Ω(k − |e
Thus we have desired conclusion.
Let {g 1 , . . . , g t } be a (Ω, k)-Gröbner basis, where we assume that the g i 's are monic. For i ∈ {1, . . . , t}, we let lm(g i ) = X i and for i = j ∈ {1, . . . , t}, we let X ij = lcm(X i , X j ). Then the S-polynomial of g i and g j is, given by
We note that lm(S(g i , g j )) < X ij . By Proposition 2.11, we have
.
We now define
It is easy to see that s ij ∈ Syz(g 1 , . . . , g t ).
Similarly, the S-polynomial of g i and ω λ , λ ∈ Λ, with regard to (z, p, q) ∈ C(g i ; ω λ ) is, given by S(g i , ω λ ; z, p, q) = zg i − pω λ qe µ i where µ i represents a position of the non-zero coordinate of g i . We note that lm(S(g i , ω λ ; w)) < w. By Proposition 2.11, we have
for some h
We now define s i (ω λ ; z, p, q) = ze
. It is also easy to see that s i (ω λ ; z, p, q) ∈ Syz(g 1 , . . . , g t ).
Theorem 2.15. Syz Ω,k (g 1 , . . . , g t ) is (Ω, k)-generated by M(g 1 , . . . , g t ) := {s i,j |i, j ∈ {1, . . . , t}}
Proof. Suppose to the contrary that there exists (u 1 , . . . ,
Then we can choose such a (u 1 , . . . , u t ) with X = max 1≤i≤t (lp(u i )lm(g i )) least. Let S be the subset of {1, . . . , t} such that
Now for each i ∈ {1, . . . , t} we define u ′ i as follows:
Also, for i ∈ S, let lt(
Lt(Ω(k − |e i |))e i and so
Thus, by Proposition 2.14 we have
for some monomials d ij , b iλ;z , p ǫi , q ǫi ∈ R and ω ǫi ∈ Ω. Since each coordinate of the vector in the left-hand side of the equation above is homogeneous, and since X ′ i X i = X, we can choose d ij to be a constant multiple of X X ij . Similarly, we can choose b iλ;z to be a constant multiple of
. . , g t ) Ω,k . We will obtain the desired contradiction by proving that max 1≤ν≤t (lm(v ν )lm(g ν )) < X. For each ν ∈ {1, . . . , t} we have
, we have
Also, by the definition ofω ǫν ,
Therefore lm(v ν )lm(g ν ) < X for each ν ∈ {1, . . . , t} violating the condition that X = max 1≤ν≤t (lm(u ν )lm(g ν )) is least.
Finally we study the algorithm to compute Syz Ω,k (f 1 , . . . , f s ) for {f 1 , . . . , f s } be a collection of (Ω, k)-reduced vectors in M = u i=1 Re i which may not form a Gröbner basis. First we compute an (Ω, k)-Gröbner basis {g 1 , . . . , g t }. We again assume that g 1 , . . . , g t are monic. Let
be non-zero matrix of row vectors in M. There exists an s × t matrix S and a t × s matrix T with entries in R such that F = N Ω,k (SG) and G = N Ω,k (T F ). Using Theorem 2.15, we can compute a generating set {s 1 , . . . , s r } for Syz Ω,k (G). Therefore for each i = 1, . . . , r
and hence
Moreover, if we let I s be the s × s identity matrix, we have
and hence the rows r 1 , . . . , r s of I s − T S are also in Syz Ω,k (F ). To compute Ext efficiently, we need to find a generating set of the syzygy which has a small cardinality. 
where Ω Adem denotes the two-side ideal of R generated by Ω Adem .
Definition 3.1. A sequence I = (a 1 , . . . , a n ) ⊂ N is called an admissible sequence if a 1 , . . . , a n satisfies a i ≥ 2a i+1 for i = 1, . . . , n − 1. Sq I = Sq a 1 · · · Sq an is called an admissible element if (a 1 , . . . , a n ) is an admissible sequence.
Considering the action of the Steenrod algebra on the Z/2-cohomology of RP ∞ , it follows that Admissible elements form a basis of 
