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ABSTRACT 
This thesis is a study of the implementation of parallel algorithms for solving 
Elliptic and Parabolic partial differential equations on a network of TRANSPUTERS. 
The thesis commences with a general introduction to parallel processing. Here a 
discussion of the various ways of introducing parallelism in computer systems and the 
classification of parallel Architectures is presented. 
In chapter 2, the transputer architecture and the associated language OCCAM are 
described. The transputer development system (TDS) is also described as well as a 
short account of other transputer programming languages. Also, a brief description of 
the methodologies for programming transputer networks is given. The chapter is 
concluded by a detailed description of the hardware used for the research. 
Chapter 3 is a general introduction to the numerical solution of partial differential 
equations by the [mite difference method. The different methods of solving the resultant 
linear systems of equations for the Elliptic and Parabolic problems are also described. 
In chapter 4, the transputer implementation of three classes of methods for solving 
Elliptic problems in 2 dimensions, namely point (SOR); block (SLOR, S2LOR) and 
group (4-point group explicit, 9-point group explicit), are presented and their 
performances on transputer networks using Occam 2 analysed. The iterative nature of 
these methods posses the problem of convergence testing on the distributed network of 
. processors. This problem is addressed in chapter 5, where a strategy to eliminate 
convergence testing is proposed and implemented for model problems. The chapter 
concludes with a comparison of the performance of the 3 classes of methods for 
solving Elliptic problems on transputer networks. 
Chapter 6 is concerned with the solution of Parabolic problems in I-space 
dimension on transputer networks and also evaluating 3L Parallel Pascal. The 
transputer implementations of 2 methods of solution, namely the traditional Explicit 
method and the Partition algorithm for solving the Implicit Crank Nichelson method, . 
are presented and analysed. 
In chapter 7, a new method, the AGE method, of solving the Crank Nicolson 
method for one dimensional Parabolic problems is presented. The transputer 
implementation of the method using Occam 2 is also described and the performance 
analysed. An extension of the AGE algorithm to solving 2-dimensional Parabolic 
ii 
problems is then presented and its implementation and performance on a network of 
transputers also described. 
Finally. the thesis concludes with a summary of the main results and 
recommendations for further work. 
iii 
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CHAPTER 1 
INTRODUCTION 
1.1 Introduction 
The mathematical fonnulation of most problems dealt with in physics and engineering, 
which involve rates of change with respect to two or more independent variables, leads to 
either a partial differential equation (abbreviated as p.d.e.) or a set of such equations. The 
independent variables usually represent time, length or angle. The analytical solution (Le. 
separation of variables) of most of these equations is extremely difficult or in some cases 
too cumbersome. 
In view of the above, to date, only a limited number of special types of p.d.e.s have 
been solved analytically. Further, the usefulness of these analytical solutions is restricted to 
problems involving regular shapes (Le. square, rectangular, circular etc.) for which 
boundary conditions can be satisfied Problems with boundary curves that are undefined in 
tenns of equations and many for which the boundary conditions are difficult to satisfy even 
though the equations for the boundary curves are known are thus eliminated. Apart from 
analogue devices, approximate methods become the only means of solution in such cases. 
Analytical methods are more difficult to apply than numerical methods. Of the 
"approximation methods" available for solving p.d.e.s, those employing finite differences 
are more frequently used and more universally applicable than any other. Finite difference 
methods generally give solutions that are either as accurate as is necessary for the technical 
purposes for which the solutions are required or as accurate as the data warrants. The finite 
difference method will be discussed in greater detail in chapter three. A more recent method 
is finite element method. 
The finite element method is based on the idea of dividing the region R of the problem 
into a finite number of non-overlapping sub-regions or elements (say Re). The shape of 
these finite elements is generally simple polygons such as triangles and quadrilaterals in 2-
dimensions, pyramids and triangular and rectangular prisms in 3-dimensions. The side of 
those elements may be curved and their size and the degree of interpolation polynomials can 
be varied readily. On these elements the p.d.e. is discretised into a set of linear equations. 
Generally, the finite element method consists of the following steps: 
1. Choose the geometric shape of the subregions Re. 
2. Divide the region R into a large but [mite number of elements. 
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3. Define the number and location of nodes that will be associated with this division of 
R into the {Re}. 
4. Derive an elemental coefficient matrix by using suitable physical principles and then 
by using these matrices one can assemble the total coefficient matrix. 
5.Apply the appropriate boundary conditions to the coefficient matrix then solve this 
modified matrix. 
The method has been applied to 3-dimensional problems such as time-dependent 
problems involving fluid flow, heat transfer,magnetic field analysis [Fenner 75, Bathe 76}. 
The 2-dimensional forms of p.d.e.s when solved by the finite difference methods 
leads to a large system of linear equations. These algebraic equations may be solved by 
either iterative methods or direct methods. The solution of Au = b by elimination is a 
typical example of direct methods. These methods yield the exact answer in a finite number 
of steps if there were no round-off errors. Ordinarily the algorithm of a direct method is 
rather complicated and non-repetitive. Iterative methods on the other hand, consist of the 
repeated application of a simple algorithm, which yields the exact answer only as a limit of 
a sequence, even in the absence of round-off errors. 
Iterative methods are preferred for solving large sparse matrices such as those arising 
from treating p.d.e.s by the finite difference method. This is because they usually can take 
fuII advantage of the numerous zeros in the coefficient matrix, both in storage and in 
operation. Moreover they tend to be self-correcting, in contrast to direct methods, and 
hence minimise round-off effects. A detailed discussion of methods for solving linear 
systems of equations arising from p.d.e.s is presented in chapter 3. 
The numbefof unknowns for these systems of linear equations is usuaIly very large, 
varying from several hundreds to miIIions. The numerical solution of such large problems 
on the computer requires many hours of computer time as weIl as storage space. On 
conventional computer systems their solution may take an inordinate length of time. The 
advent of high performance computer systems (paraIlel computers), of which transputer 
networks are one, has gone a long way towards simplifying these problems. A transputer 
is a microcomputer with its own local memory and with links for connecting one transputer 
to another transputer. The transputer wiII be discussed in detail in chapter 2. 
In considering the solution ofp.d.e.s on paraIlel computers, it wiII be seen that almost 
all of the standard numerical techniques which have been used successfuIly on serial 
computers, involve the repeated solution of independent tridiagonal systems or the repeated 
transform of independent sets of data. The independent systems or independent transforms 
may be computed in parallel, making the methods well suited to efficient implementation on 
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parallel computers. The problem is thus to match the natural parallelism of the computer to 
the existing parallelism of the algorithm, or to design a new parallel algorithm that will 
match the existing parallelism of the computer. 
To further understand parallel processing of p.d.e.s on transputer networks, it is 
important to have a general understanding of parallel processors. To this end, the next 
section is devoted to the basic concepts of parallel processing. 
1.2 Introduction To Parallel Processing. 
The concept of Parallel Processing can be defined as a method of the organisation of 
operations in a computing system where more than one operation is performed concurrently 
[Tabak 90]. There is more than one way of performing concurrent operations on a 
computer. The term" Parallel Processing" is very general. It does not reveal the kind of 
system in question and what exactly is being performed concurrently. There is thus a need 
for a method of classification of parallel processing systems. 
The above matter will be addressed in section (1.2.3). Firstly we must justify the need 
for parallel processing. 
1.2.1 The Need For Parallel Processing. 
Technological advances have made it possible for data sensors to produce more and 
more output. Also, algorithms have become more sophisticated and thus demand higher 
performance in computer systems. Good examples are: 
(i) Air traffic controllers which have to control an increasing number of aircrafts in a 
limited air space. 
(ii) Image processing, whereby the processor needs to implement complex algorithms 
to produce powerful automatic image-understanding systems. 
(iii) Meteorologists and Geologists processing vast quantities of observational data. 
(iv) Scientists simulating more complex systems. 
(vi) Engineers and Scientists solving very large systems of equations. For instance, 
those arising from the solution of p.d.e.s by finite difference/element methods. 
The demand for more computer power seems to be unsatisfied by current computers. 
This is evidenced by the common occurrence amongst computer scientists of always asking 
how a program can be made to run faster or process more data as soon as it is running. 
The conventional computer systems are based on the Von-Neumann model of 
computation. It has a global addressable memory to hold data objects and program with the 
program frequently updating the contents of the memory during execution. It has a program 
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counter which holds the address of the next instruction to be executed. The program 
counter is explicitly or implicitly updated to provide the machine with a sequence of 
instructions to execute. There is thus a single locus of control, which is the fundamental 
limitation to the Von-Neumann model for high performance. 
1.2.2 Ways Of Introducing Parallelism In Computer Systems. 
Performance in computer systems may be enhanced by improving technology, for 
instance, logic and storage speed. Current technology has gone a long way in this direction 
and development continues. However, the fact that no signal can propagate faster than the 
speed of light is the natural limitation in this development 
Another approach is refining the logic design of computer subsystems, for instance, 
using a Carry Look Ahead (CLA) in addition or using the Booth algorithm for 
multiplication [Hayes 88]. Higher speeds of operation may also be achieved by improving 
algorithms to solve various classes of problems. 
Yet another approach is by architectural changes. This is often based on some form of 
parallel activity in the system hardware. Computation speed is increased by performing as 
many operations as possible simultaneously, in parallel, instead of sequentially. 
As computers developed from the sequential Von-Neumann architecture, more and 
more operations were performed in parallel on a time-overlap basis, for instance, the 
prefetch operation whereby a fetch procedure of a new instruction could be stored before 
the previous one was completed. 
The principal ways of introducing parallelism into the architecture of computers will 
now be listed and discussed. 
(i) Pipelining:- This is an application of assembly line techniques which are used in 
industrial manufacturing. An operation such as processing an instruction is 
subdivided into a number of stages. In each stage an elementary operation is 
,Performed on a set of operands. If these stages are separated by buffer registers, 
then each pipeline section may contain a different instruction under execution. In 
this way concurrency of instruction execution may be achieved. Both arithmetic and 
instruction pipelines have been developed. The pipeline is particularly efficient for 
long sequences of operands, i.e. highly dimensional vector operands. The concept 
has been practically implemented in third generation computers such as the mM 
360/91. 
(ii) Array:- The approach here is to provide a parallel array of processors which are 
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identical and operating under the same control. Each processor operates on different 
data stored in its private memory. Such systems have proved successful in many 
ways. A good example is the ICL Distributed Array Processor (DAP) [Hockney 
88]. 
(iii)Functional:-Several independent units are provided for performing different 
functions. Such functions may be logic, addition or multiplication. These are then 
allowed to operate in parallel on different data. 
(iv) Multiprocessing:- Several processors are provided. Each processor obeys its own 
instructions. Communication is via a common bus, e.g. shared memory 
machines, or via links, e.g. distributed processors. Shared memory machines and 
__ distributed processors will be described in section (1.2.3). 
It is uncommon for individual designs to combine some or all of the above parallel 
features. Architectural changes may also be made to make a process better suited to its 
appointed task. Examples are array processors, which use many processors which 
simultaneously operate on arrays of data, and vector processors, which are designed to 
process a stream of data and frequently use pipeline techniques to achieve a high execution 
rate. 
1.2.3 Classification Of Parallel Processors 
In the past, a number of classification schemes have been proposed [Baer 80, Hwang 
84, Hayes 88]. Only one scheme has become the most known and widely accepted to 
Computer Scientists. Flynn's classification scheme [Flynn 66, Flynn 72), recognizes four 
basic types of systems. This scheme will be described in detail in the next section. 
As will be seen, the generality of the scheme gives rise to anomalies, for instance, it 
does not distinguish processors with either or both arithmetic or instruction pipelines. To 
this ena Handler [Handler 77, Hwang 84] proposed a scheme which stressed the 
availability of pipelining and the number of stages. Another scheme by Feng [Feng 77, 
Hwang 84] stressed the degree of parallelism which he described as the maximal number of 
bits that can be processed within a time unit by a computing system. Although these 
classifications are interesting, they are rarely used in Professional literature. 
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1.2.3.1 Flynn's Classification Scheme 
In 1972 Flynn proposed a macroscopic classification scheme based on how the 
machine relates it's instructions to the data being processed. He defmed a "stream" to be a 
sequence of items (instructions or data), operated on by a processor. He then emerged with 
four classifications according to the quantity of the items. 
(a) Single Instruction Stream, Single Data Stream (SISDl:- This is illustrated in fig. (1.1) 
and represents a basic uniprocessor system. A classical Von-Neumann architecture 
computer which is totally sequential in nature is a suitable candidate for this class, for 
instance, the IBM 701. It may also encompass some more sophisticated systems 
implementing multiple functional units ( CDC 6600, CYBER 205) or pipelining (V AX 
8600), or both. 
control instruction. 
... 
data main 
unit stream processor stream memory 
, 
instruction 
stream 
Fig. (1.1) SISD 
(b) Single Instruction Stream. Multiple Data Stream (SIMDl:- Machines in this class have a 
single control unit and multiple execution units. A number of processors execute the same 
instruction concurrently. This instruction is transmitted by the control unit in the instruction 
stream. Each instruction is executed on a different set of data transmitted from a local 
memory. The results are temporarily stored in the local memory. Fig. (1.2) illustrates this 
class of machines. 
The main memory is interconnected with the local memories through a 
bidirectional bus. The program is stored in the main memory and transmitted to the control 
unit. Such types of systems are also called Array Processors. Examples are ,ILLIAC iv , 
BSP and the ICL DAP. 
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proce- data _ .. memory 
ssor 1 strearr 1 
instruction stream 
, proce- .data .. memory 
ssor 2 strearr 2 
main pontrd 4 
memory ~nit 
.. 
proce- .. data .. memory 
ssor N stream N 
.. • 
Fig. (1.2) SIMD 
Vector machines can be regarded as SIMD machines because storage is arranged to 
allow data streaming into the processing unit i.e, a pipeline. A good example is the Cray-l 
which is a pipelined vector computer. 
(c) Multiole Instructjon Stream. Sjn2"Je Data Stream (MISD): This implies that several 
instructions are operated on a single data item simultaneously. A data stream is transmitted 
to a sequence of processors each of which executes a different instruction sequence. An 
illustration of this class is given in fig.(1.3). 
data stream 
I -! 
control instruction processo 
unit 1 stream 1 
-! 
control instruction 
main processo unit 2 stream 2 
memory 
f . 
. 
J 
control instruction 
stream processo 
unit N N 
i I 
Fig. (1.3) MISD 
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To-date there has been no product implementation of this classification. 
(d) Multiple Instruction Stream. Multiple Data Stream (MIMP): These are multiprocessors, 
capable of executing several independent programs using different sets of data 
simultaneously. They constitute the more general type of parallel processors. They can be 
regarded as independent arrays of Von Neumann processors capable of communicating 
with one another either by sharing all or pan of their storage space or by sending messages 
to one another through a communications network. Fig. (1.4) illustrates such machines. 
control Instruction proce- data unit 1 ssor 1 memory I-stream stream 1 
-
control instruction proce- ~ data ~ unit 2 ssor 2 memory 
stream stream 2 I-
main 
memory . . 
. 
.. 
control instruction 
.. 
proce- ... data memory 
unit N stream ssor N stream N r-
... 
Fig. (1.4) MIMD 
A program can be subdivided into subprograms that can be run simultaneously on a 
number of processors. In the same machine, some of the processors can execute parts of 
the same program while other processors are running other programs. 
Multiprocessors are of interest in this thesis because transputer based architectures can 
be used as MIMD machines. The concept of multiprocessors is not very clear in Flynn's 
classification. A more precise definition is necessary towards their understanding. 
1.2.4 Multiprocessors. 
A multiprocessor can be classified as being either tightly coupled or loosely coupled. 
Enslow [Enslow 77] originated a definition for tightly coupled multiprocessors which has 
become widely accepted. Later [Enslow 78], he proposed a definition for loosely coupled 
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multiprocessors. His definitions are presented in the following sections. 
1.2.4.1 Tightly Coupled Multiprocessors 
Enslow defines a tightly coupled multiprocessor to satisfy the following properties: 
(1) It must contain 2 or more processors of approximately comparable capabilities. 
(2) All processors share access to a common memory. This does not preclude the 
existence of local memories for each or some of the processors. 
(3) All processors share access to I/O channels, control units and devices. This does 
not preclude the existence of some local I/O interface and devices. 
(4) The entire system is controlled by one operating system. 
Fig. (1.5) illustrates a tightly coupled multiprocessor. 
rocessor processo processo 
1 2 ... N 
~ 
communication network 
~ 
r 
,....... 
memo· !nemo- memo 
ry 1 y 2 . . . ry N 1/0 1/0 ... 10 
1 2 N 
L...-. 
shared memory modules shared 1/0 interface 
Fig. (1.5) Tightly Coupled Multiprocessors 
Tightly coupled mUltiprocessors are also known as shared memory machines or bus-
oriented systems. Their communication network consists of one or more system buses 
(including data, address and control lines) to which all of the system components are 
interconnected. The advantage of single bus systems is that they offer immense 
configuration flexibility to both the user and the designer. Addition and removal of 
components and subsystems from the bus is very easy. 
Two major disadvantages are: 
(i) Bus bottleneck:- only 2 devices can establish communication through the bus at a 
time. 
(ii) Failure of the bus is catastrophic to the whole system. 
Multiple bus systems alleviate both the above problems[Mudge 87]. The major drawback 
here is the costs involved in building a multibus system. Examples of single bus systems 
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are the Sequent, Encore and ELXSI. The Allient system with its dual system bus is a good 
example of a multibus system. 
1.2.4.2 Loosely Coupled Multiprocessors 
Loosely coupled multiprocessors have been defined by Enslow to have the following 
properties: 
(1) A multiplicity of general purpose, physical and logical resources that can be 
assigned to specific tasks on a dynamic basis. 
(2) A physical distribution of the above resources interacting through a communication 
network. 
(3) A high-level Operating System that unifies and integrates the control of the 
distributed components. Individual processors may have their own local operating 
__ systems. 
(4) System transparency which permits services to be requested by name only, without 
having to identify the serving resource. 
(5) Cooperative Autonomy, which characterizes the operation and interaction of both 
physical and logical resources. Although cooperation between resources is 
predesigned, the notion of autonomy pennits a serving resource to refuse a request 
of service, or delay it, if it is busy processing another task. There is no hierarchy of 
control within the system 
Figure (1.6) illustrates loosely coupled multiprocessors. 
memor It 1/0 memory 1/0 memory 1/0 
1 1 2 2 N N 
~ , 
r 
local bus local bus local bus 
+ + + 
processor processor processor 
1 2 ... N 
+ + + 
communication network 
Fig. (1.6) Loosely Coupled Multiprocessor 
Loosely coupled multiprocessors are sometimes identified in professional literature as 
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Local Memory Machines or Distributed Systems. Two major examples of distributed 
systems are the Hypercube systems and Transputer based architectures. 
A transputer is a VLSI device integrated with memory, processor and communication 
links on chip for direct connection to other transputers. The transputer will be the subject of 
chapter 2. A brief description of Hypercube Systems will be given next. 
Hypercube Systems 
This structure is characterised by the presence of N = 2n processors (nodes), 
interconnected as an n-dimensional binary cube [Seltz 85, Hayes 86]. Each node has local 
memory and direct channels for communication to n other nodes (fig. (1.7». 
1 node, 0 channels 
2 nodes, 1 channel 
4 nodes, 4 channels 
8 nodes, 12 channels 
Fig. (1.7) The Hypercube topology 
Ea(;h node has got a unique address. A single node can be regarded as a zero-cube; 2 
nodes interconnected by a path form a one-cube; 4 nodes interconnected as a square form a 
two-cube; 8 nodes interconnected as a cube form a three-cube and so on. The original 
hypercube, Caltech Cosmic Cube, has 64 nodes and hence it is a six-cube. 
The Hypercube configuration is implemented commercially by NCUBE, Intel and 
Floating Point Systems (FPS). The interconnection structure makes it well suited for some 
classes of problems, but may prove inefficient for others. 
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CHAPTER 2 
THE TRANSPUTER 
2.1 Introduction 
A Transputer is a VLSI device manufactured by Inmos Ltd., which is purpose built as a 
building block for large multiprocessor arrays. The word transputer is derived from 
"transistor" and "computer", since the transputer is both a computer on a chip and a silicon 
component like a transistor [Inmos[l] 86]. 
The Inmos transputer family [Inmos [2] 88] is a range of system components each of 
which combines processing, memory and interconnect in a single VLSI chip. The family 
consists of the following members: 
!MS T222 l6-bit processor 
!MS T2l2 l6-bit processor with disk interface 
!MS T4l4 32-bitprocessor 
!MS T800 32-bit processor with on-chip floating-point unit. 
A multiprocessor can be built from a collection of transputers which operate 
concurrently and communicate via serial communication links. Such systems can be 
designed and programmed in Occam, a language based on a model suggested by Hoare 
[Hoare 78] of" Communicating Sequential Processes". In this model individual processes 
are sequential, but can be run in parallel with other processes. 
Transputers have been successfully used in application areas ranging from embedded 
systems to supercomputers. The !MS T4l4 introduced in 1985, has enabled concurrency to 
be applied in applications such as simulation, robot control, image synthesis and digital and 
signal processing. Most computationally intensive applications can exploit large transputer 
arrays whereby the system performance depends on the number of transputers, the speed 
of inter-transputer communication and the performance of each transputer. 
The IMS T800 introduced in 1987 incorporates a floating point unit capable of 
sustaining over 1.5 million floating point operations per second. This addition to the 
transputer family enhances the performance of transputer systems by offering improved 
floating point and communication performance. 
The transputer provides a direct implementation of the "process" computational model. 
A process in this case is an independent computation, with its own data, which can 
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communicate with other processes executing at the same time. Communication is by 
message passing, using explicitly defined channels. A set of concurrent processes can be 
implemented on the transputer. Systems containing multiple interconnected transputers in 
which each transputer implements a set of processes can be programmed. 
The associated language Occam, enables an application to be described as a collection 
of processes which operate concurrently and communicate through channels. Each Occam 
process describes the behaviour of one component of the implementation, while each 
channel describes a connection between components. 
Occam can therefore be mapped onto transputer networks in many different ways, so as 
to suit available technology, to optimize performance, or to minimise cost. 
Although transputers were originally designed to implement Occam, other high level 
languages such as Pascal, "C" and Fortran may also be used to program them. High level 
languages do not however support inter-processor communications which must be 
provided in Occam. The special properties of the transputer are still best achieved by 
programming in Occam. 
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2.2 Transputer Architecture 
2.2.1 VLSI Technology And The Transputer 
In VLSI technology communication between devices is much slower than 
communication within a device. Nearly every operation that the processor performs in a 
computer involves the use of memory. For this reason a transputer includes both memory 
and processor in the same integrated circuit device. 
Much of the physical bulk of any system constructed from integrated circuit devices 
arises from connections between devices. The package size for an integrated circuit is 
determined more by the number of connection pins than by the size of the device itself. 
Moreover, connections between devices provided by paths on a circuit board occupies a 
considerable amount of space. 
Communication speed between electronic devices is optimized by using one-directional 
signal wires, each connecting 2 devices. Connecting many devices by a shared bus greatly 
reduces the speed of communication. This is because electrical problems of driving the bus 
require that the speed is reduced. Moreover, additional control logic and wiring are required 
to control sharing of the bus. 
In order to provide maximum speed with minimal wiring, the transputer uses point-to-
point serial communication links for direct connection to other transputers. The advantages 
of point-to-point communication links over multiprocessor buses are: 
(1) There is no contention for communication mechanisms regardless of the number of 
transputers in the system. 
(2) There is no capacitive load penalty as transputers are added to a system. 
(3) The communications bandwidth does not saturate as the size of the system 
increases. The larger the number of transputers in the system the higher the total 
communications bandwidth of the system. 
(4) However large the system, all the connections between transputers are short and 
local. 
Sequential processors provide the most effective implementation of simple programs by 
a programmable computer. The transputer consequently has a fairly conventional 
microcoded processor. A small core, about 32 instructions, is provided to implement sinple 
sequential programs. Other more specialized groups of instructions provide facilities like 
long arithmetic and process scheduling. 
The transputer has to support the Occam programming model internally. This implies 
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that a process executed by a transputer may itself consist of a number of concurrent 
processes. The transputer, therefore has a microcoded schedular which shares the 
processor time between the concurrent processes. This scheduler provides 2 priority levels; 
high priority processes which can run will do so in preference to any low priority 
processes. 
2.2.2 The Transputer Internal Structure 
The IMS T414 (fig. 2.1) internally consists of a memory, processor and 
communications system connected via a 32-bit bus . 
.. CPU 
RAM • 
~ , 
.. 
~ LINKS 
MEMORY INTERFACE 
Fig.(2.1) The IMS T414 Internal Architecture 
input 
output 
To enable additional local memory to be used, the bus also connects to the external 
memory interface. Only 25% of the total silicon area is occupied by the processor, memory 
and communication system. The remainder is used for power distribution, clock generators 
and external connections. 
The IMS T800 (fig. 2.2) is only 20% larger than the !MS T414, despite the fact that it 
has an on-chip floating point unit 
The transputer's Central Processing Unit (CPU) contains 3 registers (A,B, and C) 
which are used for integer and address arithmetic. In the same way the floating point unit 
(FPU) contains 3 floating point registers, AP, BP and CF. The CPU controls transfer of 
values between the addressed memory locations and the FPU. 
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FPU 
A 
.. CPU 
RAM 
... ~ 
... 
.. 
LINKS 
• , 
MEMORY INTERFACE 
Fig.(2.2) The !MS T800 Internal Structure 
input 
output 
Two priority levels are provided by the scheduler. The FPU register stack is duplicated 
so that when the IMS T800 switches from low to high priority none of the states in the 
floating point unit is written to memory. The duplication of the register stack also enables 
floating point arithmetic to be used in an interrupt routine without any performance penalty. 
2.2.2.1 Transputer Registers 
The transputer's fast on-chip memory makes it possible that only 6 registers are 
provided for use in the execution of a sequential process. Figure (2.3) shows the transputer 
registers. 
The works pace pointer indicates an area of store where local variables are kept. The 
instruction pointer indicates the next instruction to be executed. The operand register is 
used in the formation of instruction operands. A, Band C registers form the evaluation 
stacks, 'and are the sources and destinations for most arithmetic and logical operations. 
Instructions refer to the stack implicitly and there is no need for instructions to re-specify 
the location of their operands. 
Loading a value onto the stack pushes B into C, and A into B, before loading A. 
Storing a value from A pops B into A and C into B. The same principle applies for the 
FPU. 
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REGISTERS LOCALS PROGRAM 
A 
B 
C 
workspace .. 
next instruction • 
operand 
Fig.(2.3) Transputer Registers 
The wordlength of the CPU is independent of that of the FPU since the CPU stack is 
used only to hold the addresses of floating point values. It is therefore possible to use the 
same FPU together with the IMS 1'212 16-bit CPU for example. 
2.2.2.2 The Transputer Instruction Set 
Only a relatively small number of instructions are included in the set giving a compact 
representation of the operations most frequently occurring in programs. Figure (2.4) shows 
the instruction format 
function data 
7 4 3 o 
Fig.(2.4) The Transputer Instruction Format 
The instruction set is independent of the processor wordlength so that the same 
microcode can be used for transputers with different wordlengths. 
The instruction consists of a single byte divided into 4-bit parts, the function code and 
the data value. Sixteen of the functions are direct functions, each of which has a data value 
ranging from 0-15. Thirteen of these which are used to encode the most important 
computer functions, include: 
(1) load constant and add constant, which enable the values to be loaded or added with 
a single byte instruction. 
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(2) load local and store local, which access locations in memory relative to the 
workspace pointer. The first 16 locations can be accessed using a single byte 
instruction. The load local pointer instruction is also included here. 
(3) load non-local and store non-local instructions, which access locations in memory 
relative to the A register. Compact sequences of these instructions provide for simple 
implementations of the static links or displays used in the implementation of block 
structured programming languages such as Occam. 
(4) jump, conditional jump and the call functions. These instructions are executed by 
loading the 4 data bits into the operand register, which becomes the instruction's 
operand and finally clearing the operand register. 
Two more of the function codes are the prefIx functions used to allow the operand of any 
instruction to be extended in length. They are the prefix and negative prefix functions. 
The prefIx instruction loads its 4 data bits into the operand register and then shifts the 
operand register up 4 places. The negative prefix instruction is similar, except that it 
complements the operand register before shifting it up. Operands can thus be extended to 
any length up to the length of the operand register by performing a sequence of prefIx 
instructions. 
The remaining function code is the indirect function, operate. It causes its operand to be 
interpreted as an operation on the values held in the evaluation stack. Encoding of the 
function is chosen so that the most frequently occurring operations like add, XOR and 
greater than are represented without using the prefix instruction. 
Some additions have been made to the IMS T800 instruction set. Instructions which 
load into, operate on and store from the floating point register stack have been added. New 
instructions which support colour graphics, pattern recognition and the implementation of 
error-correcting codes have also been included. The extensible instruction encoding used in 
transputers has made it possible to have these additions whilst retaining the existing IMS 
T414 instruction set. 
2.2.2.3 The Transputer Support For Concurrency 
The processor's rnicrocoded scheduler enables any number of concurrent processes to 
be executed together, sharing the processor time. There is thus no need for a software 
kernel. For Occam programs the dynamic allocation of storage is performed by the Occam 
compiler. A concurrent process may either be: 
active -being executed 
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-on a list waiting to be executed 
inactive - ready to input 
- ready to output 
- waiting until a specified time. 
Active processes waiting to be executed are held on a linked list, of process workspaces 
implemented using 2 registers. Figure (2.5) shows process "S" executing and "P" , "Q" 
and "R" active awaiting execution. 
Execution proceeds until a processor is unable to proceed either because it is waiting to 
input or output, or it is waiting for the timer. At this point the pointer is saved in its 
workspace and the next process is taken from the list. 
In order to support the process model of computing, the processor provides a number 
of special operations which include the start process and the end process. 
PROGRAM 
REGISTERS LOCALS 
~ 
_ .. front P r-. 
back ~l 
--Q A r-P 8 R .. C 
workspace S 
next list 
-
operand 
Fig.(2.S) Linked Process List 
The start process instructions are used to create the necessary concurrent processes 
when executing a parallel construct. The end process instruction ensures the correct 
termination of a parallel construct. 
2.2.2.4 Communication 
A channel between 2 processes executing on the same transputer is implemented by a 
single word in memory. A channel between processes executing on different transputers is 
implemented by point-to-point links. 
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Internal Channel Communication. 
The internal channel is initiated to empty before it is used. When a message is passed 
down the channel, the message of the fIrst ready process is stored in the channe1.When the 
second process to use the channel is ready, the message is copied and the channel reset to 
its initial empty state. 
External Channel Communication 
An autonomous link interface is delegated the job of transferring the message by the 
processor. The process executing the I/O instruction is then descheduled. After the message 
has been transferred, the link interface causes the processor to reschedule the waiting 
process. The processor is thus allowed to continue the execution of other processes whilst 
the external message transfer is taking place. 
The transputer Communication Links. 
A link interface on one transputer connected to a link interface on another transputer by 
2 one-directional signal wires constitute a link between 2 transputers. Messages along these 
2 wires are transmitted as a sequence of bytes, each of which must be acknowledged before 
the next is transmitted. 
Initially a byte of data is transmitted as a start bit. This is followed by one bit which in 
turn is followed by 8 bits of data, and then the stop bit (fIg. (2.6». 
1 1 o 
data byte 
acknowledge message 
Fig.(2.6) Link Data and Acknowledge Formats 
A start bit followed by a stop bit acknowledges transmission, indicating that a process 
was able to receive the data byte and that it is able to buffer another byte. The protocol 
permits an overlapped link acknowledge (fIg. (2.7». In this case an acknowledgement is 
generated as soon as the receiver has identifIed a data packet so that it can be received 
before all of the data packet has been transmitted and the next data packet can be transmitted 
immediately. 
20 
I .. data .. 1 ••.•.• 0,11 
time 
Fig.(2.7) Overlapped Link Acknowledge 
The !MS TSOO implements the overlapping and achieves data rates of 1.S Mbytes per 
second in one direction, 2.4 Mbytes per second when the link carries data in both 
directions. The IMS T414 which does not implement this overlapping only achieves data 
rates of O.S Mbytes per second in one direction. 
2.2.2.5 Other Transputer Features 
The transputer has a clock which ticks every microsecond. The current value of the 
processor clock can be read by executing a read timer instruction. The !MS TSOO includes a 
floating point instruction set whose core includes the simple load, store and arithmetic 
instructions. Table (2.1) shows its operation times. 
Table (2.1) IMS T800 Floating Point Performance 
Operation Single Double 
add 350 nsee. 350 nsee 
subtract 350 350 
multiply 550 1000 
divide 850 1600 
The IMS T414 has microcode support for 32-bit floating point arithmetic which 
provides an operation time of about 10Ilsec on single-length IEEE 754 floating point 
numbers. The performances of the IMS T414 and TSOO transputers as measured by the 
Whetstone (typical scientific program) benchmark is shown in table (2.2). 
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Table (2.2) Floating Point Performance 
Whetstones/sec 
Processor (single length) 
IMS T414 Occam 663K 
IMS T800 Occam 4000K 
. The !MS T414 incorporates a fast block move which makes it suitable for use in 
graphical applications using byte-per-pixel colour displays. Using the transputer's internal 
memory the block move sustains a transfer rate of 40 Mbytes/sec. This capability is 
extended in the !MS T800 by incorporating a 2-dimensional (2-D) version of the block 
move (move2d) which can move windows around a screen at full memory bendwidth. 
Conditional versions of the same block move can be used to place templates and text into 
windows. 
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2.3 Transputer Networks 
Several interconnection topologies may be implemented using the 4 transputer links. A 
list and brief description of the various networks is given below: 
(I) Pipeline This is a frequently used network since programmers are familiar with the 
pipeline concept. However, pipeline networks do not make optimum use of the transputer 
communication facilities (fig. (2.8». All the disadvantages of MISD machines apply in 
such networks. 
Tl T2 t3 T4 
Fig.(2.8) Pipeline 
(2) Tree Such networks are suitable for hierarchical processes such as sorting with data 
being passed down the tree, or data reduction whereby data is passed up the tree. Figure 
(2.9) illustrates a tree network. 
I 
Tl 
-
T2 I- - T3 I- - T4 -
I I I 
Fig.(2.9) Tree 
(3) 2-D Array This type of network is suitable for array structured data, such as 
matrices or images. It is applicable to low-level image processing. The topology (fig. 
(2.10» is similar to one used in SIMD array processors. 
The transputer links are utilized fully. Tree structures and pipelines can easily be 
mapped onto such an array. Large 2-D arrays have 2 potential problems, which are data 
transfer into and out of the array and irregular communications. A good example is the 
situation whereby the processor at the top left coruer is required to communicate with the 
processor at the bottom right at the same time as the top right processor is communicating 
with the bottqm left. In such a situation data messages all get routed through the centre 
processors causing a bottleneck. 
23 
I I I 
Tll T12 T13 t-
-
T21 T22 T23 t-
- -T31 T32 T33 
I I 
Fig.(2.10) 2-D Array 
The bottleneck problem can be overcome by a node of totally connected transputers 
(fig. (2.11». However. with only 4 links per transputer. the maximum node size is five 
transputers. 
Tl 
T2 T3 
T4 T5 
Fig.(2.11) S-Node (no free links) 
(4) Switched The problems inherent in fixed networks may be overcome by using a 
reconfi~rable topology (fig.(2.12». 
TO Tl T2 T3 
SWITCH 
Fig.(2.12) Switched Network 
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The switched network provides maximum flexibility and greatly reduces 
communication time by reducing the number of intennediate processors that messages or 
data have to be passed through. 
Such networks are particularly useful for large multiprocessor development systems. 
An added advantage of such networks is ease of programming and the provision of some 
degree of fault tolerance as faulty processors can be bypassed or switched out of the 
network. 
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2.4 Transputer Based Architectures 
Before the advent of the transputer, MIMD machines were restricted to a relatively 
small number of processors due to the difficulties in programming and synchronising such 
machines. Transputers and the associated language Occam over-came these difficulties. 
Three major classes of applications for transputers are: (1) as accelerator boards for 
PCs and workstations, (2) as embedded systems and (3) as general-purpose computers. 
Each of these wiII be discussed in turn. 
2.4.1 Accelerator Boards For PCs and Workstations 
The early transputer products were mostly accelerator boards to boost the performance 
of existing computers. A list of add-in boards is given in table (2.3). 
Table (2.3) Add-In Boards For Computers 
Computer Supplier 
Inmos, computer Systems Architects 
IBM PCs Transtech, Definicon. 
Apple Macintosh Levco Corp. 
Transtech, Topologix Inc. , Gems 
Sun Wrkstations of Cambridge Ltd. 
Apollo Workstation Archipel, Gems, Significat Inc .. 
Atari ST 
Perihelion Software Ltd., 
Megabyte Computer Inc. 
Dec micro Vax Caplin Cybernetics Corp. 
A good application of this class is VLSI simulation (Harp 89). 
2.4.2 Embedded Systems 
In this class transputers are used in embedded systems such as laser printer controIIers. 
Typical embedded systems are Image processing systems, for instance the Kodak Corp. 
image processing workstation using multiple T800's capable of 240 Mips, and Spacebome 
applications like those carried out by Smith Associates Ltd. and the European Space 
Technology Centre (ESTEC) for the European Space Agency [Harp 89]. 
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2.4.3 General.Purpose Computers 
This type of application is the stand-alone general-pmpose parallel computer. Examples 
are given in table (2.4)_ 
Table (2.4) Transputer Based Parallel Computers 
Machine Manufacturer 
Computing Surface Meiko Ltd. (UK) 
SN Series Parsys (UK) 
T-Node Telmat Informatique (France) 
XTM Cogent Research Inc. (USA) 
-
Target Parsytec GmbH (Germany) 
Superset.64 Computer Systems Architects (USA) 
Research into transputer·based products is being funded by industry, national 
governments and by the Commission of the European Communities nationally funded 
under the Esprit programme. The ParSiFaI project [Capon' 86] under the U.K. Alvey 
program is a good example of such projects. 
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2.5 OCCAM Overview 
2.5.1 Introduction 
Occam was developed in parallel with the transputer hardware. The language was 
named after the philosopher William of Occam. It is based on a model of "Communicating 
Sequential Processes" in which individual processes are sequential, but can be run parallel 
with other processes. Communication between parallel processes in Occam is effected by 
point to point "channels", which may connect processes on the same or on different 
processors. 
The language is also based on the idea of concurrency. Concurrency means that parts of 
the program are executing together at the same time. In a multiprocessor system one 
processor runs one part of the program, and another processor runs another part of the 
program and so on. In a single processor system, the processor spends its time between 
different parts of the program, giving the user the illusion of concurrency. 
Occam bears a special relationship with the transputer, which executes Occam programs 
more or less directly. Parallel computer systems can be designed in Occam, and then 
implemented using transputers as "hardware Occam Processes". Occam was infact 
developed as a low level language for transputers. It can, however, also be implemented 
on other computers. 
The initial version of Occam, known as Occam 1, was introduced by Inmos in 1983. 
The language has since developed further to the current version known as Occam 2. 
Throughout this thesis "Occam" will be taken to mean Occam 2. Only an overview of the 
language will be given in this thesis. A full description of the language can be found in 
[Brookes 89, May 87, Pountain 86, Inmos [4] 88]. 
2.5.2 Occam Language Model 
In Occam processes exist as self contained units, complete with local variables. 
Communication between processes is performed by a defined mechanism known as 
channels. A channel in this case is a path along which a process passes messages and data 
to another process. 
Each channel provides a one way connection between 2 concurrent processes, one of 
the processes outputs to the channel, and the other inputs from it. A process may be ready 
and waiting for input from anyone of a number of channels, in which case the input is 
taken from the first channel on which output by another process is available. 
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A process will start, perfonn a sequence of instructions and then terminates. An action 
may be an assignment, which changes the value of a variable, an input, which receives a 
value from a channel or an output, which sends a value on a channe1.At any time between 
its start and tennination, a process may be ready and waiting to communicate on one or 
more of its channels. When both the input process and the output process are ready to 
communicate on the same channel, the value to be output is copied from the output process 
to the input process, and then the processes continue. 
Each of the parallel processes in Occam has its own private field of data, which 
becomes the only data it can manipulate. Information about other processes is only 
available through channels.Occam can be used to program a network of transputers. In this 
case each transputer executes a process with local variables, and each communication link 
between 2 transputers implements a channel between 2 processes. The language can also be 
used to program an individual transputer. In this case, the transputer shares its time 
between the concurrent processes, and the channels are implemented by values in memory. 
A program designed for a network of transputers may be executed unchanged by a single 
transputer (fig.(2.13». 
(a) Processes executing on one transputer. 
~oa ~:~ 
(b) The same processes distributed on n transputers. 
Fig. (2.13) Mapping Occam Processes onto I or selleral transputers. 
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2.5.3 Main Features Of Occarn 
To further understand the language, this section briefly describes the language syntax. 
The general structure of Occam programs is described and fmally the configuration issue is 
addressed. 
Occam Primitives. 
Occam provides 3 basic primitives which are: 
(1) the assignrnent:- v:= e 
It sets the variable v to the value of the expression e. 
(2) the output:- c! e 
The value of the expression e is output to the channel c. 
(3) the input:- c? v 
_ .. The variable v is set to a value input from the channel c. 
A combination of these most fundamental processes forms more complex processes 
called Constructs. 
Occam ConSIDlcts. 
There are 5 basic constructs in Occam which are processes in themselves and may be 
used as a component of another construct. These will be described in turn. 
(1) SEQ:-this is a sequence. It starts with the start of the flISt process, then executes the 
processes in a sequential order and terminates on termination of the last process. 
(2) PAR:-This is a parallel construct. All processes start simultaneously, and proceed 
together. The PAR terminates when all of the processes have terminated. Its components 
may not share access to variables, and only communicate through channels. The PAR is the 
construct that organizes concurrency in Occam. 
(3) ALT:- This is the alternative construct. Its inclusion allows for programs which 
need to input from anyone of several other concurrent processes. Each of its components 
starts with a guard, usually an input, possibly accompanied by a boolean expression. The 
earliest process which is ready is chosen, then the guard is executed followed by the 
guarded process. If several alternative guards are ready, an arbitrary one is chosen. 
(4) IF:- This is a conditional construct. It is similar to ALT but instead of a guard, a 
condition is used. The conditions are tested sequentially and the first one which is true is 
executed. If none of the conditions is true, the IF construct terminates. 
(5) WHILE:- This is a loop construct used to provide for repetition. It consists of a 
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boolean expression imd only 1 process. It repeats until the result of evaluating the 
expression is false. 
Replicators. 
These are used to describe collections of similar processes and can be applied to any of 
PAR, SEQ and ALT. 
The sequential replicator ( SEQ i = 1 FOR n) is similar to the conventional FOR loop, 
but the identifier, i, may not be changed by assignment and there are no exits. 
The PAR replicator is mainly used to construct arrays of concurrent processes. For 
example: 
PARi=OFORn 
process 
One copy of the process is created for each value of the identifier i, starting with 0 and 
ending with (n-l). 
The ALT replicator (ALT i = 0 FOR n) is mainly used to input from anyone of an 
array of channels. 
Variables. Channels. Constants and The Timer. 
Occam provides the following types for variables: 
(1) INT - an integer or whole number. 
(2) REAL - a real number. 
(3) BYTE - an integer between 0 and 255. 
(4) BOOL - one of TRUE or FALSE. 
Also provided are a variety of lengths of number representation, REAL32, REAL64, 
INT16, INT32, and INT 64 are numeric types represented using 16, 32, or 64 bits 
respectively. 
Channels are all of type: CHAN of type. It is required that the data type and structure 
of values that they are to carry be specified. 
Timers are used as clocks by processes and are of type: TIMER. A timer behaves like a 
channel which can only provide input. The value input from a timer is the current time 
represented as a value of type: INT. 
Characters are represented as numbers of type: BYTE and strings as arrays of numbers 
of type: BYTE. 
A name can be given a constant value by specifying it with: V AL type name IS value. A 
few examples of how declarations are made in Occam are given in table (2.5) 
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Table (2.5) Declarations In Occam 
Declaration Meaning 
INT i, j: i and j are integer variables. 
CHAN OF INT c: c is a channel which carries integers. 
TIMER clock: clock is a timer. 
. 
VAL INT yr IS 1991: yr is a constant whose value is 1991. 
REAL32 r: r is a real variable. 
..• 
BOOL flag: flag is a boolean variable. 
[m] [n] REAL32 x: x is a 2-D array of real values. 
Apart from individual elements, multidimensional arrays of constant, variable and 
channel type are also available. 
Layout of Occam Programs. 
An Occam program is a process, which contains a number of component processes. 
These processes may in turn contain their own component processes. This gives a program 
a hierarchical tree structure. 
Each primitive process and each constructor occupies a line by itself. The components 
of the constructor are indented 2 more spaces than the keyword of the construct. The body 
of a process in a guarded process must also be indented 2 more spaces than the guard. 
Occam declarations are prefixed to constructors. The variables they declare have the 
scope of the construct to which the declaration is prefixed. 
In order to illustrate Occam's features described so far, an example of a process is 
given (example (2.1» 
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Example (2.1) Occam Process 
(4] CHAN OF REAL32 c: 
PAR i = 0 FOR 4 
REAL32 r: 
BOOL running: 
SEQ 
running := TRUE 
r:=lO.0(REAL32) 
WHILE running 
IF 
i = 0 
SEQ 
r:= r+l.0(REAL32) 
c(i] ! r 
i = 3 
SEQ 
c(i-l] ? r 
TRUE 
SEQ 
c(i] ! r 
c(i-l] ? r 
The process describes 4 concurrent component processes, each of which is sequential 
and communicates with neighboring processes through the channels cri]. The whole 
process is a pipeline(fig. (2.14». 
process c (0.] process . c(l]. process c(2] process c(3] 
0 1 2 3 
Fig.(2.14) Layout Of Example (2.1) 
Process 0 increments the value of r by one at each step before passing it on to the next 
process. Processes 1 and 2 receive a value from their preceding processes then pass it on to 
the next process unaltered. The last process receives a value from its predecessor then 
performs some operations with it. It should be pointed out that the process will not 
terminate. This has been done to simplify the example because terminating concurrent 
processes is a complex task. 
In the example, all the sending processes initially send a value 10. Each of the 4 
processes has 3 assignment primitives and a WHILE construct. The WHILE has an IF 
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construct which consists of 3 components. The 2 variables, r and running, are local to each 
of the parallel processes. 
Configuration. 
Configuration allows the performance criteria to be met but does not alter the program 
logic. An Occam program may be built without considering configuration until the very last 
stages. Some caution has to be exercised here because the process topology has to be one 
which can be mapped readily onto the target configuration and which takes account of the 
maximum of 4 links per transputer. The major issue in configuration is allocation. 
Occam programs may be developed on a single processor workstation, or on a host 
system such as the Sun, and then transferred to a network of transputers. This requires that 
parallel processes in the program are allocated to different transputers. This is achieved by 
replacing PAR with PLACED PAR in the appropriate parts of the program. 
PLACED PAR is foIlowed by a placement, consisting of the processor number and 
transputer type, then the process name. This is foIlowed by one or more placements for the 
channels. A typical configuration section is given below while the corresponding diagram 
is illustrated in fig. (2.15). 
PLACED PAR 
PROCESSOR 0 T8 
PLACE anticwise AT 5 
PLACE cwise AT 1 
process 1 (anticwise,cwise) 
PROCESSOR 1 T8 
PLACE anticwise AT 0 
PLACEcwiseAT4· 
. process2(cwise, anticwise) 
TRANSPUTER 0 TRANSPUTER·l 
5 .... 0 
processl process2 
1 4 
Fig.(2.15) Configuration Example 
Processes 1 and 2 run in parallel on different transputers. T8 denotes the type of 
transputer used, in this case T800. Anticwise and cwise are the channels through which the 
2 processes communicate. These channels are placed on the transputers'links 5,1,0 and 4. 
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2.6 The Transputer Development System 
Occam programs for a network of transputers are developed using the Transputer 
Development System (TDS). It consists of a plug in board for an mM PC or compatible 
and all the appropriate development system software. The plug in board may be the IMS 
BOO4 board with an IMS T414 transputer with 2 Mbytes of RAM (fig. 2.16). 
IMS T4l4 
(2 Mbytes) IBM XT/AT 
TDS file server 
editor and 
compiler terminal 
utilities t IBM BUS handler 
Fig.(2.16) The Transputer Development System 
Most of TDS runs on the transputer board. The mM PC runs a program called a 
"server", which provides the TDS with access to the terminal and filing system of the PC. 
The TDS comes with an editor, compiler and utilities to support program development. 
Occam programs can be edited, compiled and run entirely within the TDS. They can then 
be configured to run on a network of transputers with code being loaded onto the network 
from the TDS. In this case, the combination of tranSJiuter board and PC is referred to as the 
"host computer", and the transputer network known as the "target system". Alternatively an 
operating system file can be created, which wiIl boot a single transputer or a network of 
transputers. The TDS can also be used to create programs for a single transputer or 
networks of transputers operating completely independently of the TDS. Such programs 
are called" stand-alone" programs. 
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A variety of libraries to support mathematical functions and input! output (I/O) are 
provided with the system. Also included is a sophisticated debugging tool and software to 
analyse the state of a network. 
The editor is the principal interface to the IDS. As soon as the IDS starts up, the user 
is placed in the editor. Program editing, compilation and running is carried out within the 
editing environment using a set of function keys. There is no command language to the 
operating system for file management. Instead, file operations automatically occur as a 
result of certain editing operations. A set of "utility" function keys also exists which may be 
assigned to different functions during a session. The actual keys associated with the 
function keys used in the IDS are given in Appendix A. 
The basis of the editor interface is a concept known as "folding". Folding operations 
allow text currently being entered to be given a "fold structure", which is hierarchical and 
reflects the structure of the program under development. 
This thesis will not discuss the IDS in any further detail. Interested readers are referred 
to [Inmos [3] 88]. Also, a tutorial file is provided with the IDS software for those with 
access to it. However, the "folding" concept is so important within the IDS that it is worth 
describing briefly in the following section. 
2.6.1 The Folding Concept 
The folding editor provides the ability to conceal blocks of lines in a document in the 
same way that a sheet of paper may be folded to hide portions of the sheet from view. 
There are 2 ways of displaying a block of lines contained in a fold: 
(1) Open, in which case the fold lines are displayed between 2 marker lines called 
creases. A top crease is marked with the symbol .. { { ( ", while a bottom crease is marked 
with the symbol .. ) ) ) ". 
(2) Closed, in which case the fold lines are replaced by a single marker line called a fold 
line. The fold line is marked with 3 dots ....... . 
A fold is created by inserting creases around the text to be folded. The fold closes 
automatically as soon as the bottom crease is made. Any text may be placed on the fold line 
to indicate the contents of the fold. This is referred to as the "fold header". 
It is possible to remove a fold, in which case its contents are once again placed in 
sequence with the surrounding lines. 
The editor has functions to "enter" the fold, in which case the fold is opened and the 
contents edited; and to "exit .. the fold, in which case the fold is closed and the editor returns 
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to the level from which the fold was entered. Entering a fold makes its lines the only ones 
visible on the screen. 
Not all folds are text folds. Data folds also exist. which are created by certain utilities in 
the system for data storage. Such folds cannot be opened and displayed by the editor. A 
fold can be designated a "filed fold" which indicates that the contents of the fold are stored 
in a separate file. Most data folds are filed. Opening a filed fold causes the contents of the 
file to be read in for editing. Closing a filed fold causes the lDS to write out the contents of 
all the files which have changed since they were last written out. All the files are contained 
within the "top level" files which are contained in the lDS directory. 
Folds can be nested. which means that folds may also contain fold lines. The maximum 
nesting depth is 50. A large program or document consists of many nested files. 
Examples of how folds are displayed by the editor are given next: 
Example (2.2) A program with closed folds 
... declaration section 
SEQ 
... initialisation section 
IF 
pnum = 1 
procl(chl) 
TRUE 
SKIP 
Example (2.3) A program with an open fold 
({{ declaration section 
INT pnum: 
CHAN OF REAL32 chl: 
PROC procl(CHAN OF ANY chl) 
... procl body 
} } } 
SEQ 
... initialisation section 
IF 
pnum = 1 
procl(chl) 
TRUE 
SKIP 
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The line marked "proc1 body" is a fold inside the declaration section fold. 
Example (2.4) Entering The Declaration Section Fold 
{{I declaration section 
INT pnum: 
CHAN OF REAL32 chl: 
PROC procl(CHAN OF ANY chl) . 
. . . procl body 
) ) ) 
2.6.1.1 Advantages Of The Folding Editor 
The folding structure enables a large file to be handled with ease by organizing it 
hierarchically. Most of the folds are shorter than the length of the screen so that fold 
operations are the main method of traversing a document leaving screen scrolling 
operations only for small local movements. 
Some of the editor line operations act on fold lines as well as text lines. An operation 
applied to a fold line also applies to the contents of that fold. This implies that deleting, 
moving or copying a fold line deletes, moves or copies all its contents as well. 
A fold has got associated with it an indentation level, where the fold and crease line 
markers begin. No text is to be inserted to the left of the indentation. This feature is 
important for Occam, where the indentation of a line is significant, in that it makes it 
relatively easy to change the indentation of part of an Occam program. 
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2.7 Other Transputer Languages 
Existing algorithms are written in programming languages other than Occam. Code 
written in other languages may be included in an Occam program and visa-versa. Parallel 
high level languages (HLL) have been developed to run on the transputer, such as the 3L 
parallel Pascal, Fortran and "C" [3L Ltd. 89]. 
2.7.1 Including Foreign Code In The Occam Framework 
The Occam programming model allows the inclusion of code written in other 
languages, such as "C", Pascal and Fortran. In this case such programs are considered as 
separately compiled, sequential Occam processes. Input and output from these processes 
are considered as communications on Occam channels. Moreover, the HLL processes may 
run in parallel with other Occam processes and can be assigned to a processor in a network, 
loaded and debugged in the same way as an Occam process.The HLL compiler compiles 
the program into a code file. This code is imported into an Occam program by the use of an 
#IMPORT directive. It is then run as a procedure. A call to the procedure provides the 
imported program with its channel environment and memory in which it is to run. 
The memory allocated to the HLL program is used to set up its runtime system, for 
example Pascal and "C" will set up the runtime stack and heap for memory allocation by the 
runtime program. HLL programs provide sets of "runtime library" procedures for 
formatted input and output of the various data types available in the language. Versions of 
these procedures must be provided in the Occam framework which implement the 
procedures in terins of channel communications (fig. (2.17». The Occam harness then has 
the job of implementing the required functions, for instance by communicating with a 
server program running on a host computer. 
Channel Library 
HLL runtime library 
HLL program 
OCCAM FRAMEWORK 
• 
from server 
to server 
Fig. (2.17) High Level Language Runtime Library communications 
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It is also possible to call Occam procedures from within the other languages programs. 
Mathematical function libraries may then be written in Occam to make the best use of the 
transputer's floating point performance, and then called by programs written in other 
languages. 
2.7.2 Parallel High Level Languages 
Parallel programs to run on the transputer can also be written entirely in a parallel 
HLL. 3L parallel Pascal will be given as an example because it was used to program some 
of the programs for this research. 
2.7.2.1 3L Parallel Pascal 
The language is based on the same abstract model of communicating sequential 
processes as the transputer hardware. An application is viewed as a collection of 1 or more 
concurrently executing "tasks". Each task has its own region of memory for code and data, 
a vector of "input ports", and a vector of "output ports". Port vectors are passed to the task, 
and may be accessed by a Pascal program via pointers defined by "IMPORT" statements. 
The code of a task is a file of transputer instructions generated by the language's compiler 
and linker. A task can be treated as a software "black box" connected to other tasks via 
ports (fig. (2.18}). 
input 
ports 
.. 
.. 
task 
.. 
output 
ports 
Fig. (2.18) A Task Viewed As a "Black Box" 
Each element in the input port vectors and output port vectors is a pointer to a channel 
word. Configuration software external to the task itself, binds ports to real channel 
addresses. The bindings can be changed without recompiling or relinking the task. Pascal 
programs send and receive messages over the channels bound to a task's ports using 
extended Pascal runtime library functions supplied with the Parallel Pascal compiler. 
The configuration software allocates tasks to hardware processors, each of which can 
support any number of tasks, limited only by available memory. Tasks placed on the same 
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processor can have any number of interconnecting channels. Tasks on different processors 
can only be connected where physical wires connect to the processors' links. The number 
of channels is therefore limited by the number of hardware links each possesses. 
Configuring An AIlIllication, 
Each individual task is built by compiling its source file with the Pascal compiler to 
form a binary object file of transputer instructions. This file is linked with any external 
procedures it requires before it can be run, including procedures from the parallel Pascal 
runtime library. The result is a task image file. 
The "configurer" generates a "bootable" application image file from the task image fIle. 
The configurer is driven by a user-supplied "configuration file" which specifies the 
following: 
(1) Processors and wires connecting them, on which the application is to be run. 
(2) The names of the task image files. 
(3) The connections between the various tasks's ports. 
(4) The placements of particular tasks onto particular processors in the physical 
network. 
The output of the configurer can be booted into the specified hardware network and run 
using the "afserver" program. The afserver runs on the host computer in parallel with the 
transputer network (fig.(2.I9». Instructions are sent from the Pascal runtime library to the 
afserver whenever the program needs to perform operating system functions of the host. 
host computer root transputer (TO) Tn 
0 -'" 0 1--.1 2 I- ~ r 
afserver filter user program 
user 
program 
0 0 111-1 2 1--
Fig. (2.19) Parallel Pascal Program On a Network Of Transputers 
The results are sent back to the transputer board by the afserver. A "filter" task is 
interposed between the afserver and the user program which runs in parallel with them and 
whose job it is to pad out I-byte messages to 2 bytes in order to cater for the T4I4 
hardware links which cannot handle single-byte message transfers. 
Figure (2.20) shows a typical configuration file for the user program task running on 
the root transputer of fig. (2.19). The character (!) denotes a comment. 
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USERPROGRAM.CFG 
! 
processor host 
processor root 
wire jumper root[O] host[O] 
task userprogram 
task filter 
task afserver 
ins=2 outs=2 
ins=2 outs=2 
ins=l outs=l 
place afserver host 
place userprogram root 
place filter root 
! the host computer 
! the root transputer 
!connects link 0 TO to 
!the host computer bus. 
data=lOk 
connect? filter[O] afserver[O] 
connect? afserver[O] filter[O] 
connect? filter[l] userprogram[l] 
connect? userprogram[l] filter[l] 
Fig. (2.20) Example Configuration File ·For One Task 
Processor Fanns 
Parallel Pascal allows you to create applications which will automatically configure 
themselves to run on any network of transputers provided the application can be 
implemented by a "processor fann" and the availability of memory on each processor to 
support the support software. In this technique 1 "master task" is coded for the whole 
application, which breaks the job down to small, independent pieces called "work packets". 
These work packets are automatically distributed across an arbitrary network of transputers 
by the compiler's routing software and processed by anonymous "worker tasks". All 
worker tasks run the same code. A simplified algorithm for a worker task would be: 
(1) read a task packet 
(2) process the work packet 
. (3) send back a result packet 
(4) . goto (1). 
The technique requires that the worker tasks handle work packets without 
communication with other tasks. This requirement limits the technique's implementation to 
only those applications whose master tasks can be written to its satisfaction, for instance 
graphics applications like ray-tracing where different sections of the screen can be worked 
on independently. 
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3L Parallel Pascal General Features 
The language is merely an extension of the Pascal language [BSI 82; Bishop 89]. 
Procedures have been added to the language's runtime library to implement concurrent 
features and to access the host computer's facilities. These procedures have been divided 
into groups called packages, which can be accessed by making IMPORT declarations: 
$INCLUDE 'package.inc;'. 
There are 9 packages altogether which are briefly described as follows: 
(1) alt --provided to enable the programmer to perform guarded input. 
(2) chan -- whose procedures allow programs t 0 access the transputer's basic 
communication facility. For channels bound to ports, each port is a pointer to a channel 
variable. Internal channels are variables. Procedures are provided for byte, integer and 
string communication only. The exclusion of real communication is a major drawback 
especially for applications like solving p.d.e.'s. 
(3) dos --whose procedures allow a program running on a transputer system hosted 
by MS-DOS to access the software interrupts, DOS function calls and memory of the 
host system. 
(4) net --provide procedures for communication between the tasks of a processor 
farm. 
(5) sema --whose procedures allow a Pascal program to create and manipulate 
semaphores, for the synchronization of concurrently executing threads. Parallel Pascal 
threads resemble the "process" of Modula-2, and the "coroutines" of some other 
languages. 
(6) thread --whose procedures allow a program to create new threads of execution 
within a single task. 
(7) timer --whose procedures allow threads to manipulate the transputer timer 
ass?Ciated with the priority at which they are executing. 
(8) utils--whose procedure is used to access the program's command-line parameter 
which is useful ,for example, in opening a specified file at run-time. 
(9) Compatibility procedures--which are provided to maintain compatibility with 
earlier versions of the compiler. 
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2.8 Methodologies For Parallel Programming Of Transputer 
Networks And The Measure Of Performance 
An application program which runs on a sequential machine can be implemented on a 
single transputer without making any changes. However, increased performance is 
achieved by introducing some parallelism into the program. This may be done by 
expressing the application as a number of independent entities (modules), which can be 
made to execute concurrently, and form the atomic components of parallelism in the 
system. In developing code for execution on transputer networks, it is important to identify 
the different application possibilities for parallelism at the design stage. The type of 
parallelism implemented will then dictate the configuration of the transputer links, subject to 
the constraint of a maximum of 4 links per transputer. 
2.8.1 -Methodologies For Parallel Programming 
Listed below are the 3 broad types of parallelism that can be introduced into an 
application [Inmos 89, Hey 87]: 
(1) Algorithmic: The application is divided into modules, each one of which can 
execute concurrently on different transputers. This is the simplest strategy to implement, 
since there is no need to change much of the existing application. The modules are 
allowed to process data in parallel with only occasional communication. It is not 
necessary to divide up the problem-space or modify the structure of the application. 
(2) Geometric: The input data space of the application is partitioned into independent 
data sets according to the "geometry" of the problem. These data sets are then distributed 
over a network of transputers. This form of parallelism is best suited to applications 
where the amount of work done in each fragment of the geometry is nearly the same. 
Introducing this type of parallelism may be more complex than algorithmic parallelism, 
because the data space is subdivided. Also, the computations occurring on one transputer 
may have to access data on neighboring transputers, which may lead to increased 
communication overheads. 
(3) Farming: This approach is similar to geometric parallelism in that the input data is 
partitioned into independent sets of data, which are then distributed over a transputer 
network. Farming, which has already been described in section (2.7.2.1), is however a 
more general-purpose technique and the farm topology is independent of the application 
geometry. The strategy is best suited to applications where the unit of work varies in 
complexity. 
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The basic idea behind parallel processing is that an algorithm consisting of M 
independent processes running on P processors should run P times as fast as the same 
process running on just one processor. In practice, however, the actual speedup (gain in 
. speed) is often smaller, mainly because of communication and synchronization overheads. 
An efficient application program design must therefore minimise these overheads. The next 
section will examine the measurements of performance of transputer netwOIks. 
2.8.2 Performance Measurements Of A Transputer Network 
The 2 measures of a parallel system's performance are the speedup (S) and efficiency 
(E). The speedup of a transputer system has been defined as follows[SchendeI84]: 
S _ T(l) 
- T(N) , (2.1) 
where T(N) is the total runtime consumed by an application program running on N 
transputers and T(l) is the time on one transputer. The efficiency of a transputer system has 
been defined as follows [Fox 85]: 
E = T(l) 
Nx T(N) (2.2) 
Transputer systems have their performance inevitably degenerated by inter-processor 
communications. There is a processor time overhead for each input and output statement of 
about l~s. This overhead is not significantly dependent on the size of the message 
communicated therefore the use of fewer and longer messages is an advantage. 
Although transputer links are synchronized, data can not always be available when 
needed owing to the low speed of the link. If the process runtime is smaller than the time 
the input message takes to communicate through the link, the processor will be idle for a 
period of time even when all communications are done as high priority processes and data 
is ready on the sender. This helps to increase the overhead time and consequently decrease 
the system performance. In such cases, long messages may not be the best solution and a 
compromise has to be reached between the number and size of the messages. 
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2.9 Hardware Used For This Research 
The transputer system at Loughborough University comprises an Inmos Transputer 
Evaluation Module 400 (ITEM 4(0), which is capable of holding 10 !MS B003-2 Inmos 
transputer evaluation boards. It can also hold any mix of standard evaluation boards 
providing additional system capability. A full description of the ITEM box can be found in 
[Inmos [2] 86]. The configuration consists of 2 Inmos evaluation cards (IMS B003-2) and 
1 IMS B012 eurocard TRAM motherboard. 
Each of the IMS B003-2 contains 4 !MS T414B-G20S transputers with 256Kbytes 
DRAM each and capable of 10 MIP's performance. The 4 transputers on each boru:d are 
connected as a ring (fig. (2.21», leaving 2 uncommitted links per transputer. 
I I 
1 0 
-0 2 3 1 link 
3 2 
2 3 
-1 3 2 0 
0 1 
I I 
Fig. (2.21) IMS B003 Configuration 
The 8 uncommitted links are available on an edge connector allowing a wide range of 
system configurations to be achieved using link cables to connect between boards. 
The IMS B012 holds 16 IMS B411 TRAMS (Transputer ModuleS) in its slots (fig. 
(2.22» 
SLOT 1 SLOT 2 
SLOT 5 SLOT 6 Pl 
SLOT 9 SLOT 10 
SLOT 13 SLOT 14 
SLOT 0 SLOT 3 
SLOT 4 sLOT 7 
P2 
SLOT 8 sLOT 11 
SLOT 12 SLOT 15 
Fig. (2.22) IMS BOl2 TRAM Positions 
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Each TRAM incorporates an IMS T800 transputer and 1 Mbyte of dynamic RAM as 
shown in figure (2.23). 
T800 1 Mbyte 
TRANSPUTER DRAM 
Fig. (2.23) The IMS B411 TRAM 
Links 1 and 2 of each of the 16 transputers are used to connect them as a 16 stage 
pipeline (fig. (2.24». The pipeline can however be broken using a jumper block supplied 
to allow other combinations. 
pipe 
head 
1 TO 2 1 Tl 2 1 T15 2 
Fig. (2.24) IMS B012 Standard Configuration 
In figure (2.22), PI and P2 are 96-way edge connectors. P2 carries power, pipeline 
and configuration links,reset, analyse and error signals. Links 0 and 3 of each transputer 
are in general connected to P2 such that links 0 on any transputer may be routed to any link 
3 on any transputer but may not be routed to any of the link O's. The same applies to link 
3's on any transputer. 
The IMS T800 incorporates a floating point unit capable of sustaining over 1.5 millions 
of floating point operations per second. Full details of the IMS T800 can be obtained in 
[Inmos'[I] 86]. The IMS BOO3 and B012 evaluation boards are described in greater detail . 
in [Inmos [3] 86] and [Inmos [5] 88] respectively. 
A Tandon Plus PC acts as the host computer providing terminal and file storage 
facilities. An IBM PC/AT version of the TDS runs on the host computer. The TDS 
comprises an IMS T414 transputeron a BOO4 board and 2 M bytes of DRAM. 
Figure (2.25) is an illustration of the transputer system. The 3 boards can be connected 
together using link cables. Alternatively, networks comprising only T414's or T800's can 
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Fig (2.25) The Tronsputer System 
CHAPTER 3 
INTRODUCTION TO THE NUMERICAL SOLUTION OF 
PARTIAL DIFFERENTIAL EQUATIONS 
3.1 Classification of Partial Differential Equations 
The most general form of the two dimensional second-order p.d.e. can be expressed 
as: 
iu A- + 
ai 
iu 
B axay + + D au + E aaUy + FU + G = 0 
. ax 
(3.1) 
The independent variables, x and y may both be space coordinates, or one may be a 
space ,coordinate and the other the time variable. A, B, ...• G may be functions of the 
independent variables and of the dependent variable U. 
Equation 3.1 can be classified into three particular types depending on the sign of the 
discriminant B2 - 4AC. When B2 - 4AC < 0 the equation is said to be ELLIPTIC. when 
B2_4AC = 0 the equation is said to be PARABOLIC and when B2_4AC > 0 it is said to 
be HYPERBOLIC [Smith 85]. This classification of p.d.e's into the three categories is 
crucial in determining the fundamental features of the solution. 
The classification scheme generally depends on the region in which the p.d.e. is 
defmed since the coefficients A. B, and C are functions of the independent variables x and 
y and/or the dependent variable U. 
For example, the p.d.e. 
iu 
2x axay = 0, , (3.2) 
is hyperbolic in the region when x2 - y2 > 0, parabolic along the boundary x2 _ y2 = 0 and 
elliptic 'in the region where x2 - y2 < o. 
In general, elliptic p.d.e's are associated with steady-state or equilibrium problems. 
The best known examples are: 
Laplace's equation (3.3a) 
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Poisson's equation 
iu ilu 
=--+--= 
ax? al 
f(x, y) , (3.3b) 
where V2 is the two-<li.mensional Laplacian differential operator, i.e. (a2 + i). 
ai a/ 
Laplace's equation describes the velocity potential for the steady flow of an 
incompressible non-viscous fluid and is the mathematical expression of the physical law 
that the rate at which such fluid enters a given region is equal to the rate at which it leaves 
it. Contrary, the electric potential associated with a two-<li.mensional electron distribution 
of charge density, satisfies Poisson's equation, stating that the total electric flux through 
any closed surface is equal to the total charge enclosed. 
Parabolic and Hyperbolic p.d.e's result from diffusion, equalization or oscillatory 
processes and the usual independent variables are time and space. The best known 
example for the Hyperbolic p.d.e's is the Wave equation: 
iu 1 iu 
--=---, 
a 2 2 ... 2 x c ot 
(3.4) 
where c is the propagation velocity. 
The best known example for the Parabolic p.d.e's is the diffusion or heat conduction 
equation: 
(3.5) 
where a2 is a physical constant 
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3.2 Types of Boundary Conditions 
To complete the formulation of a "meaningful problem" each of the classified 
equations, i.e. elliptic, parabolic and hyperbolic equations, must have the appropriate 
boundary and/or initial conditions. Elliptic p.d.e's are classified as boundary value 
problems, since boundary conditions are given round the (closed) region (fig. 3.1). 
Y 
bf== 
U=f on aR 
a 
Fig. (3.1) Boundary value problem 
Parabolic and Hyperbolic equations are either initial value problems or initial boundary 
value problems, in which case the initial and/or boundary conditions are supplied on the 
sides of the open region, and the solution proceeds towards the open side (Fig. 3.2.) and 
(Fig. 3.3). 
This thesis is mainly concerned with elliptic and parabolic problems. 
t t 
U(O,t) 
given 
o U(x,O) given 
U(a,t) 
given 
a x 
aZU 1 au 
--=--
(jx2 k2 at 
o U(x,O) given x 
(a) Initial boundary value problem (b) Initial value problem 
Fig. (3.2) Parabolic equations boundary conditions 
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t t 
a2u 1 a2u tu 1 a2u 
U(O, t) ai = c2 at2 U(a,t) U(O,t) --=---a'; c2 at2 given given given 
0 U andl1l given a x 
0 U andl1! given a x 
at at 
Fig. (3.3) Initial boundary value problems for Hyperbolic equations. 
In general, elliptic problems lie in four main categories depending on the conditions 
defme-d on the boundary (aR) of the closed region R. These categories are given below: 
1 Dirichlet problem:- In this case the solution U is specified at each point on oR. 
2 Neumann problem:- Values of the nonnal derivatives (~~) are given on oR. 
( ~~) denotes the directional derivative of U along the outward nonnal to oR. 
3 Mixed Problem: In this case the solution U is specified on part of oR and 
(~~) is specified on the remainder of oR. 
4 Periodic boundary problem:- In this case the desired solution must satisfy the 
p~riodicity conditions. In the interval (0, 1) U 0 = U 1 and ~~ 
1 
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3.3 SOLUTION OF P.D.E'S BY FINITE DIFFERENCE METHODS 
3.3.1 Elliptic Equations 
Consider the solution of an elliptic equation with independent variables x and y, 
where the region of problem solution is a connected region R in the x-y plane. Let R = 
R u aR denote the closure of the region R with the boundary aR. The region R is overlaid 
with a system of rectangular meshes (fig. 3.4), formed by two sets of equally spaced lines, 
one set parallel to the x-axis and the other parallel to the y-axis. 
boun.dary 
point 
y 
hy { 
o 
_ .. .;- f-' 
/ 
R 
...... 
r--... 
aR 
..... 
(xi , yj 
-
-V 
hx 
Fig. (3.4). 
1\ 
J.. 
r-- Inte rior 
t -pain 
x 
The intersections of these parallel lines are called the (unknown) mesh points (other 
names used in the literature are nodal, grid, net, pivotal or lattice points). An 
approximate solution to the differential equation is then found at each mesh point internal to 
aR in terms of the function values at the mesh point itself and other certain neighboring 
mesh points and boundary points. This always leads to a set of algebraic equations (linear, 
if the original differential equation is linear). The solution of this set of equations is then an 
approximate solution to the partial differential equation and will be referred to by u. 
The best known method for deriving finite difference approximations is by the Taylor 
Series Expansion which is described below. For simplicity it will be assumed that the grid 
is uniform and the mesh is square of size h (hx = hy = h). The region R is also assumed 
to be the unit square. 
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TayJor Series Expansion 
Assuming that U(x, y) is sufficiently differentiable, then by Taylor's theorem 
The point (x, y) and its four neighboring points (x, y ± h), (x ± h, y) are contained in R. 
Combinations of the formulae in equation (3.6) yield 
(3.7) 
2 a U = U(x + h, y) - 2U(x, y) + U(x-h, y)+ 0(h2) 
ax2 h2 
(3.8) 
au = U(x, y + h) - (U(x, y-h) + 0(h2) 
ay 2h (3.9) 
2 a U = U(x, y+ h) -2U(x, y)+ U(x,y-h) + O(hl 
al h2 (3.10) 
Equations (3.7) and (3.9) are called central-difference approximations. Alternatively the 
forward difference formulae are given by: 
au U(x + h, y) - U(x, y) 
ax = h 
au 
; ay = 
and the backward difference formulae are given by: 
au 
ax = 
U(x, y)- U(x-h, y) au 
h ; ay = 
U(x, h+y)- U(x, y) 
h 
U(x, y)- U(x, y-h) 
h 
(3.11) 
(3.12) 
For a general internal mesh point (Xi, Yj) = (ih, jh), denote U(xi' Yj) by Uij. Using 
equations (3.8) and (3.10), Poisson's equation (3.3b) can be replaced at the point (Xi, Yj) = 
(ih, jh) by: 
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1 {u. 1 . + U. 1 . + U. '+1 + U .. 1 - 4U .. } 2 1+ ,J 1- , J 1, J 1, J- 1,) h2 {a4u a4U} = f .. + - --4 + -4 + ... (3.13) 
I) 12 ax ay h ij 
or multiplying through by (-h2), 
2 h 
4 {a4u a4UJ 4U .. -U. l' -U. 1 .- U .. 1- U .. 1 = -h f.. --12 -4 + -4-IJ 1+ J 1- J 1,)+ 1,)- IJ ax a y .. I,J (3.14) 
The terms on the right hand side of (3.14), excluding (_h2 fi' j), are defined as the "local 
truncation error" of the formula. The O(h4) term is defined as the "principal part" of this 
error. By choosing h to be small we can neglect the local truncation error in (3.14). By 
scanning over the mesh points with such a formula we get a set of simultaneous equations 
to be .. solved for the unknown functions ui, j' which denotes the finite difference 
approximation of the exact solution Ui, j at the point (ih, jh). These equations can be 
written in matrix notation as 
Au = b (3.15) 
where, b is a vector whose components consist of the known values (_h2 fi,j) plus values 
of ui, j given on the boundary aR (uij = Uij if (Xi' Yj) = ih, jh) EaR). If the unit 
square is considered and there are N2 internal mesh points, then u and b are (N2 xl) 
column vectors and the matrix A is of order N2. The equations of (3.15) are assumed to 
be ordered row-wise or column-wise. 
In view of equation (3.14), the smaller the value of h the better the accuracy of the 
solution obtained. For the unit square h-1 = N + 1 and decreasing h increases accuracy as 
well as the set of equations to be solved. 
3.3.2 Parabolic Equations 
Consider next the initial-boundary value problem defined by the equation 
in the region O~x~a; t~O, 
subject to the initial conditions 
U(x,o)=f(x); O~x~a 
and the boundary conditions 
55 
(3.16) 
U(o, t) = go(t), U(a, t) = ga(t); t ~ O. 
The region is covered by a rectangular grid with spacing h in the x-direction and ~t in the 
t (time) direction (fig. 3.5). 
Open 
t 
{ 
(i, k) 
) (i-I, k-I) (i, k-I) (i+I, k-I) 
ga(t) 
~ 
~ . 
o f(x» a x 
Fig. (3.5) 
Let U?<), denote the exact solution U(ih, ~t) and u?<) denote the finite difference solution 
1 1 
u(ih, k~t). The finite difference approximations to equation (3.16) using Taylor series 
expansions and employing the forward difference formula is 
~t 
which is usually written in the form 
U~k+1)= (1 - 2r)U~k4 r(dk) + Ul~_k1» + O(t,} + ~t h2) 
1 1 1+1 (3.17) 
r = ~tlh2 is called the mesh ratio. 
It c~n be noted that U/k+1) is obtained solely in terms of the values of U at the (k)th 
time level. Such schemes are termed "explicit". An "implicit" scheme on the other hand is 
one which involves more than one point at the (k + l)th level. Neglecting the local 
truncation error terms in (3.17) and scanning over each mesh point (in the interval 0 < x < 
a) in turn, leads to a set of simultaneous equations expressed in matrix form as 
U(k+1) = Au(k) , k~O (3.18) 
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A corresponding implicit scheme could be likewise written as: 
Al u(\<+I) = A2u(\<), k~O 
Equations (3.18) and (3.19) represent a step by step procedure for the numerical 
integration of the differential equation (3.16). This process continues until the final 
solution u(\<) is obtained at some time T = ~t. 
3.3.3 Properties of the matrices resulting from the Finite Difference 
method 
(3.19) 
It has been established that applying finite difference methods to the numerical solution 
of p.d.e's such as equations (3.3) and (3.16) leads to the required solution of a system of 
simultaneous equations as represented by equations (3.15) and (3.19) respectively. The 
system (3.15) for example, has a unique solution u = A-Ib provided A is non-singular 
(Le.det A ~ 0). The matrix A derived in this way is usually sparse (Le. many of its 
elements are zero), e.g. in view of fonnula (3.14) which involves only five mesh points 
(usually referred to in literature as the five point fonnula), the matrix A in (3.15) will have 
no more than that number of non-zero elements in each row. 
The coefficient matrix A derived in this way, often has particular properties such as 
diagonal dominance, irreducibility and positive definiteness. These and other properties 
will be defined and inter-related in the remainder of this section. The principal concern in 
this thesis is with real (square) matrices. 
Basic Matrix Algebra 
The matrix A = [a .. ] of order N is, 
I,] 
(1) Symmetric, if'A=AT 
(2) Orthogonal, if A-I = AT 
(3) Herrnitian, if AH = A [AH is the herrnitian transpose of A (conjugate transpose), 
which is the transpose of A (i.e. AH = (A )T)] 
(4) Null, usually denoted by 0, if a .. = 0 (i,j = I, 2, 3 ... N) 
I, J 
(5) Diagonal, if a. . = 0 for i '# j (Ii - jl > 0) 
I, J 
(6) Banded. if a .. = 0 for li - jl > r, where 2r + 1 is the bandwidth of A. 
I,] 
(7) Tridiagonal, if r = 1 (fig. 3.6a) 
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(8) Quindiagonal, if r = 2 (fig. 3.6b) 
x x 
x x x 
x x x 0 '" '" '" 
'" '" '" A= '" '" '" 
'" '" '" 
'" '" '" 
'" '"'" 0 '" '"'" x x x x x x 
x x 
Fig.(3.6a) Tridiagonal matrix 
x x x 
x x x x 0 x x x x x 
'"'" '" '" '" 
'"'" '" '" '" 
'"'" '" '" '" A= 
'" '" '" '" '" 
'"'" '" '" '" 
'"'" '" '" '" 0 '"'" '" '" '" x x x x x 
x x x x 
x x x 
Fig. (3.6b) Quindiagonal matrix 
(9) Lower triangular, (strictly lower triangular), if a. . = 0 for i < j (i :S: j). 
1,] 
(10) Upper triangular, (strictly upper triangular), if a .. = 0 for i > j (i ~ j) 
1,] 
(11) B~ock Diagonal, if: 
Dl 
D2 
A= 
o 
o 
D 
s 
where each Di (i = 1,2, ... , s) is a square matrix, not necessarily of the same order. 
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(12) Block Tridiagonal, if 
Dl Fl 
E2 D2 
A= 
o 
o 
where the Dj are square diagonal matrices, not necessarily of the same order, 
y;hile the E's and F's are rectangular matrices. Such a matrix is also referred to 
as a T-matrix [young 71]. 
Inner Product 
For any two vectors a and b, both of dimension n we define the inner product of a 
and b by 
n 
(a, b) = aHb =L ii.b .. j=1 1 1 
Further, for any matrix A 
H (a, Ab) = (A a,b). 
Diagonal Dominance and Irreducibility 
Definition 3.1 
An (N x N) matrix A is diagonally dominant if 
N 
la .. 1 <! L la . .I, for all 1 :s; i :s; N 
I, 1 .i=1 I,) . 
j;o'i 
and for at least one i 
N 
la .. 1> L fa .. 1. 
1,1 j=1 IJ 
j;ti 
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(3.20) 
(3.21) 
Definition 3.2 
An (N x N) matrix is irreducible if N = 1 or if N > 1 and given any two non- empty 
disjoint subsets S and T of W, the set of the fIrst N positive integers, such that S + T 
== W, there exists i e S and jeT such that ~j ;c 0 [Young 71]. 
Varga [Varga 62] stated that the (1 x 1) matrix is irreducible if its single element is 
non-zero and reducible otherwise. An alternative defInition of irreducibility given by 
Young [Young 71], is given below: 
Theorem 3.1 
A is irreducible if and only if there does not exist a permutation matrix P such that, 
-1 [F 0] 
PAP=GH' (3.22) 
where- F and H are square matrices and 0 is the null matrix. 
The concept of irreducibility can further be illustrated graphically. Firstly the defInition 
of a fmite directed graph, as given by Varga [Varga 62], is introduced. 
DefInition 3.3 
Let A be an (N x N) matrix, and consider any N distinct points, PI' P2, ... PN ' in the 
same plane, which we shall call nodes. For every non-zero element a .. of the matrix, Id . 
connect the node Pi to the node Pj by means of a path PiPj , directed from Pi to 
Pj (fIg. 3.7a). For non-zero diagonal elements ~'i the path goes from Pi to itself forming a 
loop (3.7b). The resulting diagram is called a fInite directed graph (G(A». 
P. 
I 
(a) 
Fig. 3.7 Finite Directed Graph 
As an example, the following two matrices will be considered, 
[4 -1 0] B = -1 4-1 o -1 4 and C = U ~] 
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(b) 
Fig (3.8a) and fig (3.8b) are illustrations ofG(B) and G(e) respectively. 
Fig.(3.8a) G(B) Fig.(3.8b) G(e) 
Definition 3.4 
A directed graph is strongly connected if for any ordered pair of nodes Pi and Pj , there 
- , 
exists a directed path, Plk , Pk Pk ,Pk,Pk , ... ,Pk Pk =. connecting Pi topj . 1 1 2 '-z 3 f-l f J 
Such a path has length r [Varga, 62]. 
It is clear that the directed graph G(B) is strongly connected. G(e), on the other hand, 
is not strongly connected since there is no path from PI to P2· 
Theorem 3.2 
A square matrix A is irreducible if and only if its directed graph G(A) is strongly 
connected. 
Definition 3.5 
An irreducible matrix which is also diagonally dominant with strict inequalities holding 
for at least one i in definition (3.2) is said to be iniducibly diagonally dominant. 
If definition (3.2) holds for all i, then A has strong diagonal dominance .. 
Positive Definite Matrices 
Definition 3.6 
If a matrix A is Hermitian, and 
(x, Ax) > 0, (3.23) 
for all x *" 0, then A is positive definite. A is non-negative definite if (x, Ax) ~ O. An 
.th . ,-
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alternative defmition of positive definiteness is provided by the following theorem. which 
is given without proof. 
Theorem 3.3 
Necessary and sufficient conditions for a Hermitian (or real symmetric) matrix A to be 
possitively definite is that the eigenvalues of A are all positive. 
Property A and Consistently Ordered matrices 
Definition 3.7. 
A matrix A = [a . .] of order N has Property A if there exists two disjoint subsets SI 
1, ) 
and S2 of W = {I, 2 ..... N} such that if i .. j and if either a .... 0 or aJ·.j" O. then i e 1,) 
SI andje S20relseie S2 andje SI' 
Definition 3.8 
A matrix A of order N is said to have Property A if there exists a permutation matrix 
P such that PApThastheform 
where DI and D2 are square diagonal matrices. 
Definition 3.9 
A matrix A of order N is consistently ordered if for some t there exist disjoint 
t 
subsets SI' S2' ...• St of W = {I. 2 ..... N} such that L Sk = Wand such that if i and 
k=I 
j are associated. then j e Sk+ 1 if j > i and j e Sk_l if j < i where Sk is the subset containing 
i. 
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3.4 METHODS FOR SOLVING LINEAR SYSTEMS OF EQUATIONS 
This section deal with well-known methods of solving the systems (3.15), (3.18) 
and (3.19) arising from solving Elliptic and Parabolic p.d.e·s respectively, by the finite 
difference method. 
3.4.1 Equations arising from Elliptic p.d.e's 
It has been established that the application of the finite difference (FD) method for 
solving 2--dimensional elliptic p.d.e·s yields a system of linear, simultaneous equations 
which can be represented in matrix notation (equation (3.15» as 
Au = b, 
where A is a coefficient matrix of order (N x N) (the order of A equals the number of 
interior mesh points), b is a column vector containing known sources and boundary 
values, and u is an unknown column vector. 
This section deals with methods of solving the system (3.15). Firstly, the model 
problem will be introduced. 
3.4.1.1 The Model Problem 
The Dirichlet problem for the Laplace equation 
iu a2u 
-- + -- = 0, 
ax2 al (x. y) E R, (3.24) 
U(x. y) = g(x, y), (x, y) E aR (3.25) 
will be considered. which requires to determine the solurion U(x, y) satisfying (3.24) 
inside a closed region R (the unit square) and is determined on the boundary aR by the 
boundary conditions (3.25). Following the procedure of the finite difference (FD) method, 
the region R is covereu by a rectilinear net 'Witb. mesb. sllacin<& b. \l\ fue "1.. anil 'J 
direction and mesh points (x .• y.). where x. = ih, YJ' = jh (i = 0, I, .... N+l ).Substituting 
1 J 1 . 
the finite difference approximations for the derivatives in (3.24) yields the following 
five-point formula: 
- u. l' - u. 1 . + 4u. . - u. . 1 - u.. 1 = O. H J 1- .J I.J 1,]+ IJ- (3.26) 
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uij = gij - g(ih,jh), i = O,N+ 1 for j = 1,2, ... ,N 
j = O,N+l for i = 1,2, ... ,N (3.27) 
The solution ui_ j at the point (ih, jh) can be obtained by solving the linear system 
(3.26), which can be represented by the computational molecule shown in fig. (3.9). 
(i, j+1) 
(i-1, j) 
E)I--r (i, j) (i+1, j) 
(i, j-1) 
Fig. (3.9) Five-point computational molecule for the 
Laplace Operator on a Rectangular Grid. 
When the molecule is applied at each mesh point, it yields the system, 
Au = b, (3.28) 
Ifthe N2 internal mesh points are ordered column-wise (fig. (3.10», the coefficient 
matrix A (3.28) is a real symmetric, square, sparse matrix which has the block tridiagonal 
Dl -1 
-1 D2 -1 o 
A= 
-1 D -1 
, ,3 , 
, , , 
form, o '<>~ (3.29) 
where 1 is a unit matrix of order N and the Di (1 :s; i :s; N) also of order N, are given by, 
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D.= 
1 
4 -1 
-1 
y A 
(0,1) 
(0,0) 
4 -1 
-1 4 -1 
, ' , 
4 
3 
2 
1 
, , , 
, , , 
, , -1 
, , 
-1 4 
8 12 
7 11 
6 le 
5 9 
1 ~ i ~ N 
16 
15 
14 
13 
~ .. 
(1,0) x 
Fig. (3.10) Column-wise ordering of internal mesh points 
(3.30) 
There are many different methods of ordering the internal mesh points. In general, a 
given set of mesh points (xo + Pih, Yo + qih) i, = 1,2, ... , N, can be ordered as follows: 
(1) Natural ordering; i.e. row or column-wise ordering: a point (x + ph, y + qh) 
o 0 
occurs before (xo + p'h, Yo + q'h), if q < q' or if q = q' and p < p'. 
(2) Diagonal ordering; a point (xo + ph, y 0 + qh) occurs before (xo + p'h, y 0 + q'h) 
if P + q < p' + q'. 
(3) Red-black ordering (chequerboard); all points (xo + ph, Yo + qh) with p + q even 
(red points) occur before those with p + q odd (black points). 
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For a problem arising from the solution of a five-point difference equation on a 
square mesh, the orderings described above all lead to consistently ordered matrices. 
3.4.1.2 The solution of Linear Systems of Equations 
System (3.28) can be solved numerically by either iterative methods or direct methods 
(Elimination methods). Direct methods obtain a solution to a problem in a fmite number of 
steps or arithmetic operations. They are used when the coefficient matrix is dense as in 
statistical problems where the dimension is small. Their advantage is that no initial vector 
is required and the accuracy of the final solution usually turns out to be satisfactory 
depending on the chosen wordlength of the machine. Direct methods cannot easily be used 
for large sparse unordered matrices because of the problem of fill-in which occurs during 
the elimination process and the storage requirements are prohibitive. However, if the 
matrix A is of regular shape or structure, then special methods for storing the matrix can be 
devised in order to minimise the amount of storage used. 
Iterative methods mainly depend on the structure of the coefficient matrix A. If A is 
a large sparse matrix, iterative methods are usually employed, since they will not change 
the structure of the original matrix and hence preserve sparsity. Generally, iterative 
methods start with a guess for the values of u, at all mesh points and use the difference 
equation as a basis to calculate new improved values. This process is repeated until 
convergence is attained at all mesh points. The iterative procedure is said to be convergent 
when the differences between the exact solution and the successive approximations tend to 
zero as the number of iterations increase. No arithmetic is associated with zero 
coefficients, so considerably fewer numbers have to be stored in the computer (often only 
the non-zero elements of the coefficient matrix) and hence the amount of storage used is 
minimized. As a result they can be used to solve systems of equations that are too large for 
the use of direct methods. Programming and data handling are also much simpler than for 
direct ~ethods. The disadvantages of these methods are mainly the problem of selecting a 
good initial vector with which the iterative process may commence and also the accuracy of 
the fmal solution. 
The following sections will be devoted to the iterative methods which were 
implemented on the transputer network. Direct methods will not be discussed any further 
since they are not relevant to the work carried out in this thesis. 
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A. Point Iterative Methods 
Let the coefficient matrix A of the system (3.28) be expressed as 
A=Q-S (3.31) 
where Q and S are also (N x N) matrices, and Q is non-singular. This represents the 
splitting of the matrix· A. Equation (3.28) then becomes 
Qu = Su + b (3.32) 
Different splittings of the matrices Q and S will clearly give different iterative 
methods. The most common ones are the Jacobi method, the Gauss-Seidel method and the 
successive--over-relaxation (SOR) method. 
(i) The Jacobi en method 
In this method it is assumed without loss of generality, that Q = D and S = E + F, 
where D is the main diagonal element of the matrix A. E and F are strictly lower and 
upper (N x N) triangular matrices respectively. Equation (3.32) can then be written as 
Du = (E + F) u + b (3.33) 
By the assumption that A is non-singular, D-1 exists and (3.33) can be replaced by 
the system 
u = D-1(E + F)u + D-1b 
The Jacobi iterative method is thus defined by 
u(\c+1) = Bu(\c) + g 
(3.34) 
(3.35) 
where B is the Jacobi iterative matrix associated with the matrix A and is given by 
B = D-'(E + F) (3.36) 
and g = D-1b. 
The method requires that the components of the vector u(\c) must be saved while 
computing the components of u(\c+ 1). 
(ii) The Gauss-Seidel Method (The GS method) 
The method is based on the immediate use of the improved values ui(\c+1) instead of 
u?)' By setting Q = D - E and S = F, equation (3.32) becomes 
(D - E)u = Fu + b (3.37) 
where the matrices D, E and F are as defined before. 
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The OS method is then defmed by: 
Du(k+I) = Eu(k+I) + Fu(k) + b 
Multiplying both sides by D-I gives 
u(k+I) = Lu(k+I) + Ru(k) + g 
(3.38) 
(3.39) 
-1 -1 -1 
where L = D E, R = D F and g = D b. L and R are both strictly lower 
and upper triangular matrices respectively. The equation (3.39) can be written as 
(I_L)u(k+l) = Ru(k) + g (3.40) 
Now det (1- L) = 1 since L is strictly a lower triangular matrix. (I-L) is therefore 
non-singular and hence (I_L)-1 exists and the OS iterative method will take the form 
U(k+l) = [u(k) + t 
where [ is the OS iterative matrix and is given by 
and 
[ = (I-L)-IR 
t = (I_L)-lg 
(iii) The Successive Over relaxation Method (SOR method) 
(3.41) 
(3.42) 
(3.43) 
This method is an improvement on the OS method in that it converges faster. Its 
application makes a current change in an unknown equal to "co" times the corres-
ponding change specified by the OS process. The term "co" is called the relaxation 
factor. 
(k+l) 
. Let u be the vector obtained from the OS method. From equation (3.39) we 
then have 
(k+ I) (k+ I) (k) u =Lu +Ru +g (3.44) 
and by choosing co, the actual vector u(k+l) of this iteration method is determined from 
(k+I) (k+I) (k) 
u = coli + (1 - co)u (3.45) 
(k+l) 
elimination of ii between equations (3.44) and (3.45) leads to 
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U(k+l) = CO(Lu(k+l) + Ru(k) + g) + (1 _ CO)u(k) (3.46) 
Equation (3.46) can be written in the form 
(1 - COL)u(k+l) = [coR + (1- CO)I]u(k) + cog (3.47) 
(1- coL) is non-singular for any choice of co, since det(l--coL) = I, so (3.47) can be 
solved for u(k+l) obtaining 
u(k+l) = L u(k) + (1 - coLfl cog 
ro 
where L ro is the SOR iteration matrix and is given by 
L ro = (I - coL)-l (coR + (1 - co)n. 
(3.48) 
(3.49) 
w~en co = 1 we have the as method. When co > 1«1) corresponds to over-i'elaxation 
(under-i'e1axation). 
The determination of the optimal value of co is very important to the convergence of 
the SOR method. In fact, %, which is the optimum value of co, maximizes the 
convergence rate of the method. For an arbitrary set of linear equations, no formula 
exists for the detennination of %. A simple but time consuming procedure for 
estimating % is to run the problem on a computer for a range of values of co then 
take cot, to be that value which gives the most rapid convergence. 
For most of the difference equations approximating second order p.d.e's, cot, can be 
calculated because their matrices possess Property (A). Young [Young 54] showed 
that 
2 
co = ---=== b r-:::2 
I+V 1 -Jl (3.50) 
wh"re Jl denotes the largest eigenvalue ofB (p(B), the spectral radius of B) where B 
is the Jacobi iteration matrix associated with A. 
Equation (3.50) can thus also be written in terms of the spectral radius as 
2 
1 +J 1-p(Bl (3.51) 
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The evaluation of oot, depends on whether p(B) can be detennined. Several methods 
have been suggested for estimating p(B) [Varga 62. Carre 61. Hageman 68]. 
For the Laplace equation over a rectangle of sides ph and qh. with Dirichlet boundary 
conditions it can be shown [Smith 85] that for the five-point difference approximation 
using a square mesh of side h 
p(B) = .!.(cos lL + cos lL) 2 P q (3.52) 
Thus for the model problem of Laplaces' equation in the unit square with N2 internal 
mesh points 
p(B) = ~ = cos(~ ) = cos1th (3.53) 
(iv) Comparison of the Point Iterative methods 
The Jacobi method is the simplest algorithm to program but the slowest to converge. 
In fact. for consistently ordered matrices with property A the rate of convergence of the 
OS method is twice that of the Jacobi method and for the model problem it has been 
shown [Varga 62] that for N large. the superiority of the SOR method over the OS 
method is by an order of magnitude in h-1. 
The order in which the mesh points are scanned in the Jacobi method does not affect 
the values of successive iterates at a particular mesh point [Smith 85]. However in the 
OS and SOR methods. the ordering is important and affects the convergence of the 
method. 
The Jacobi method reqnires that the values of both the old and new iteration levels be 
stored. However. the OS and SOR methods overwrite the old value with the new one 
immediately the new value is calculated. This not only halves the storage requirements 
of the methods but improves their convergence. 
The SOR method is the faster to converge if an optimum over-relaxation factor is 
found. For complicated matrices. the detennination of a suitable over-i"elaxation 
factor may not be easy. Exact methods of detennining 0ltJ can be as costly in 
computation as the solution itself. 
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B. Block Iterative Methods 
Block iterative methods are an extension of point iterative methods in which several 
unknowns are connected together in the iteration formula in such a way that a linear system 
must be solved before any single one of them can be determined. The best known block 
iterative methods are the line iterative methods and the two-line iterative methods. The 
blocks in these methods each consist of all points on a column (or row), or on two columns 
(or rows) respectively. These two methods are special cases of a wider class of methods 
known as the k-line iterative methods. [Parter 61]. 
The line iterative method and the two-line iterative method will be illustrated for the 
model problem .. For convenience, the model problem will be assumed to have an even 
number of columns. If t denotes the number of columns then we will have t line blocks 
and t(2 two-line blocks. 
(i) The Line Iterative Method 
The mesh points in this method are ordered as in fig.(3.10) and all the mesh points 
along a particular line are considered as a block. For the five-point difference 
approximation, the resulting coefficient matrix A is block tridiagonal with each diagonal 
submatrix a tridiagonal matrix. 
~I 'YI 0 ~ ~2 ,,(2 
" " " 
" " " 
1 S:rs:t-l. 
A= 
" " " 
" " " "( C-I 0 " <\ ~C (3.54) 
where 
4 -I 0 
-I 4 -1 
" " " 13 = 
" " " 
1 s: rS: t r 
" " " 
" " -1 0 " " -1 4 
NxN 
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and 
-1 
-1 
et. = Y = 
r+1 r 
o 
, 
, 
o 
, 
, 
, 
-1 
l:5r:5t;-l 
(3.55) 
For the column vector U in equation (3.28) column vectors u 1' u 2' ... , u£ 
are defined, where Us is formed from u by deleting all elements of u except those 
--. 
corresponding to group s (l :5 s:5 t;). Similarly, column vectors cl' C2 ' ••• , C£ are 
defined for the given vector b. The system (3.28) can be written in this case as 
1\ Y 0 u1 Cl 1 ~ ~2 Y u2 C 2 2 , , , , 
, , , = 
, , , 
0 , , Y "- , £-
et.£ ~£ u£ c£ 
From equation (3.56) we must solve subsystems of the form 
et.r ur_1 + q.ur + yr ur+1 = <;.. 
Equation (3.57) can be reduced to 
R U = t (say), 
- Yr r r 
(3.56) 
(3.57) 
(3.58) 
where t denotes (c - et. u 1 - 1. u 1) and et., ~ , 1. , 1:5 r :5 t; are given in equation 
r r r r- r r+ r r r 
(3.55) with et.1 = Y £ = 0 and ur is the column vector of values on the rth line. 
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Yousif [Yousif 84], shows that the solution of (3.57) by the block SOR iterative 
method is obtained by solving 
for R ~ (k+l) 
Pr r ' and then solving 
p. ~ (k+l) = t 
r r r 
for G (k+l), and extrapolating to get the final solution 
-r 
(3.59) 
(3.60) 
(3.61) 
This line iterative method is often called the Successive Line Over-relaxation method 
(SLOR). 
There exist efficient algorithms for solving equation (3.60) where the matrices Pr 
have the general form 
P = r 
b 
1 
a 
2 
" 
" 
" 
" , 
, 
(3.62) 
A well-known algorithm which is based on Gaussian Elimination without pivoting 
because b. > I a. 1+ Ic.1 is as follows 
1 1 1 
1 Compute initial values 
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2 Compute recursive1y 
.. C. 
1 
Cj = ---''--.Oo-, 
.. 
t. = 
1 
b. -a. c. 1 1 1 1-
• t. - a. t. I 1 1 l-
Oo 
b.-a.c· 1 1 1 1-
This transforms the matrix to 
.. 
1 Cl 0 
* 1 c2 , 
, , , , , 
0 , .. , cN_1 1 
i = 2, 3, ... , N-1 
i = 2, 3, .... N 
u1 
* tl 
u2 
t * 
2 
= 
UN t* N 
3 Compute the components of u by back substitution 
.. .. 
uj = tj - cj uj +I ' i = N-1, N-2, ... , 1 
(ii) The Two-Line Iterative Method 
(3.63a) 
(3.63b) 
(3.64) 
In this method a block consists of all the mesh points lying on two grid lines and 
among the two lines, the points may be re-ordered diagonally as in frg. (3.11) 
y , 
(0,1) 
. ~ 15 16 
0 ~ 13 14 ... 
: 
'" 
11 12 
, S 10 
~ (0,0) (1,0) x 
Fig. (3.11) 
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For the five-point difference approximation, the resulting coefficient matrix A has a 
block structure with ~/2 blocks (as in equation 3.54) and each block submatrix 13r, 1 ~ r ~ 
(/2, is a quindiagonal matrix of the form 
13 = r 
and 
'Y,= r 
4 -1 -1 0 -1 4 0 -1 
-1 0 4 -1 -1 
-1 -1 4 0 -1 
...... ...... ...... ...... 
...... 
...... ...... ...... ...... 
...... 
...... ...... 
...... 
...... 
..... 
...... 
...... 
...... 
...... 
0 
a = r 
0 -1 0 0 0 , 
-1 , , 
, , 
0 0 • 0 -1 0 
o 
-1 0 
o ' 
-1 , 
, , 
, , 
o 0 
-1 
...... 
...... 
..... ...... ...... 
...... ...... 
...... 
..... ...... ...... 
...... ...... 
...... ...... ...... 
... ... ... 
. 
-1 -1 4 0 
-1 0 4 
-1 -1 
( 
2~r~2 
2N 
2N 
...... 
-1 
-1 
4 2N 
(3.65) 
As in the line iterative method equation (3.28) can be written in the form of equation 
(3.56) but in this case there are (~/2) equations to be solved. By following the same steps, 
equation (3.65) can be solved for ~ r(k+l), 1 ~ r ~ (/2, with 13
r 
a quindiagonal matrix, and 
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then extrapolating to obtain the final solution. this iterative method is known as the 
successive two-line over-relaxation method (S2LOR). 
An algorithm based on Gaussian Elimination without pivoting exists [Conte 72], for 
solving equation (3.60) where the matrices ~r have the general form 
Cl d l e l 
b2 c2 d2 e2 0 ~ b3 c3 d3 e3 
a4 b4 c4 d4 e4 \ 
" " " " ~ = \ \ 
" " " 
r \ \ 
\ \ 
\ 
0 ~-2 
The algorithm is as follows: 
(1) Compute initial values 
* d l 
d l = c' 
1 
* el 
e l = c' 
1 
" 
" \ 
bN_2 
~-l 
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" " 
" " 
" " " cN_2 ~-2 ~-2 
bN_l cN_l ~-l 
~ bN ~ (3.66) 
(3.67a) 
(2) Compute recursively 
* • 
b. = b. - a. d. 2 ' 1 1 1 1-
'" '" * '" cj = cj - aj ej~ - bj dj_1 ' i = 3,4, ... N 
* * 
• d. - b. e. 1 d. = 1 1 1-
1 • 
C 
• e. 1 
* 1 
ei =.' c. * 0, 1 i = 3,4, .... N 
(3) Compute 
C. 
1 
* tl 
t =-
1 c' 
1 
• •• 
t. - a. t. 2 - b. t. 1 111- 11-
* C. 
1 
(4) Solve for u by back substitution 
* * IL. = t - cl IL . 
. N-l N-l '"'N-l . N 
•• • 
uj = tj - dj uj+1 - ej u j+2 
(iii) Comparison with Point Methods 
i = 3,4, .... N 
i = N-2, N-3, ... 1 
(3.67b) 
(3.67c) 
(3.67d) 
Block iterative methods converge much faster than the point iterative methods but 
take more computational effort. It has been shown [Cuthill 59] that it is possible to 
normalise the equation in such a way that the SOR and SLOR both require exactly the 
same arithmetic computations per mesh point. It has also been shown that this 
normalized method is stable with respect to the growth of rounding errors. 
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For the model problem it has been shown [Varga 62] that 
cos7th (3.68) 
2 - cos7th 
Yousif [Yousif 84] showed that the line Jacobi method converges at the same rate as the 
point OS method and that the convergence rate of S2LOR method is asymptotically 
twice that of the SOR method for small h. Table (3.1) shows the convergence rates of 
the point and block iterative methods. 
Table 3.1 Comparison of Convergence Rates 
Iterative Method Convergence rate h -70 
Jacobi 1 2 h2 
- 7t 2 
Oauss-5eidel ih2 
SOR 27th 
SLOR 2j2 7th 
S2LOR _ 47th 
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c. Group Explicit Iterative Methods 
The approach in these methods is to use small groups of mesh points, of fixed size, 
per block, as opposed to using lines. Each group is then treated in a similar way as a 
single point in the point iterative methods. New groupings of mesh points into small 
size groups of2, 4,6,9,12,16 and 25 points have been constructed [Yousif 84]. The 
experimental results he obtained, based on the least amount of computational work, 
minimum complexity, cost and programming flexibility, revealed that the 4, 9 and 
25-point grouping of the mesh points were more efficient than the remaining groups in 
their class. In fact, in terms of execution times for each method he showed that the 
9-point group method was the most efficient. 
In view of the above, only the 4-point and the 9-point methods will be studied in 
this thesis. 
(i) The Explicit 4-Point Group Method 
Consider the linear system (3.28) defined in the unit square O!> x, y!> 1, with N2 
internal mesh points in the region shown in fig. (3.12). 
y 
(1, 1) 
(0, 1 ) I I 
N 2N I I N(N-I) N*N 
I 
N-I 2N-I I 
I I N(N-l)-1 N*N-l 
I I 
I I 
I I 
2 N+2 I I N(N-2)+2 N(N-l)+2 
I 
: N(N-2)+1 N(N-l)+l 1 N+l I 
I I 
I I 
(0,0) (1,0) x 
Fig. (3.12) 
Suppose that the mesh points are ordered in groups of four as shown in fig. (3.13), 
where t = (rN + I), (2), (r + 1) N-1 and 
r = 0, (2), N-2. 
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t+2 N+t+2 
t+1 N+t+1 t-N+l 2N+t+l 
t N+t 
t-N 2N+t 
t-l N+t-l 
Fig. (3.13) 
For simplicity N shall be taken to be an even number. such that each group GC. C = 
1.2 •...• N2/4 consists of 4 elements (to t + 1. N + t. N + t + 1). For h = 1/7• 
assume that the groups are ordered in red-black ordering as in fig. (3.14). 
YJ 
(1. 1) (0. 1) I----T---r----r---,----,--~-__. 
I I I I 
• 13 15, 33 35 • 17 19 
~ ~ ~ ... -' ~ 
26 28 110 - 121 30 32 
25 27 ~ 9 11 : 29 31 
I I I I 
• 1 3 • 21 23. 5 7, 
(0,0) (1.0) 
Fig. (3.14) 
• 
x 
By using the five-point approximation scheme. the finite difference equation at the 
point P in fig. (3.15) takes the form 
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(3.69) 
where B, R, T and L denote the Bottom, Right, Top and Left of the point P 
respectively. 
T 
L P R 
0:4 ... -----1 ____ --.. 0:2 
B 
Fig. (3.15) 
If equation (3.69) is applied to each of the mesh points in turn, the resulting coefficient 
matrix has the following block structure 
R R2 R3 0 0 0 
Ro R4 0 R 3 0 
Ro Rl R R2 R3 4 
R 0 ~ 0 R4 0 
A= R I 0 0 Rl R4 
- - - --
-~I--
- --
R4 Rz R3 0 0 I R 0 
Rl 0 R2 R3 0 R 0 
0 Rl R4 0 R3 R 0 
0 0 Rl R4 R2 R 0 (3.70a) 
where 
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o Ctl : 0 
o 0 I 
RI = - - - - L- - - - .. , O!: : 
I 01 0 0:0 0 I . ~ 0 I 
R2 = 
____ 1 ____ . 
I 
., R3 = ----1----. ., ~ 0 0 1 0 0 I I 0 ~I 0 I Ct3 
and 
(3.70b) 
The explicit block SOR method is derived by transfonning the matrix A into A E and 
modifying vector b into bE (their explicit forms) whereby 
E -1 A = [diag {Ro)) A 
(3.71) 
E -1 
and b = [diag {Ro)) b 
(3.72) 
The [diag {Ro))-l is simply diag{Ro-l } and Ro-l is given by 
Cts Ct3Ct6 Ct2Ct7 2Ct2et3 
-1 1 
Ct l Ct6 Cts 2Ct let2 et2Ct7 
R =- 2Ct3Ct4 o d Ct4Ct7 Cts Ct3Ct6 (3.73a) 
2Ct lCt4 Ct4Ct7 Ct lCt6 et5 
(3.73b) 
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J , 
1 
j 
I 
1 
i ~ 
(3.73c) 
Hence 
E [I A = B ~] (3.74) 
A E possesses the same block structure as A except that the submatrices Ra are 
replaced by identity matrices and the submatrices Ri, (i = 1,2,3,4) are replaced by 
Ra-I~. 
For example 
0 0:10:5 0 0:10:20:7 
0 2 0 2 
R-I R 1 
0: 10:6 20:10:2 
a I =(f 0 0:10:40:7 0 0:10:5 (3.75) 
0 2 0 2 20:1 0:4 0:10:6 
For the model problem 
0:1 = 0: = 0: = 0: =_.1 2 3 4 4 (3.76) 
so that 7 0:6= -I, a.7 = -1 and 
3 
a.5 = 8' d=-4 
Hence 
. [' 2 2 !l Ra- 1 =! ~ 7 1 1 7 (3.77) 2 2 
[0 7 0 !l -I -1 2 0 and Ra RI = 24 ~ 2 0 (3.78) 1 0 
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Similarly, R~I R2, R~I R3 and R~IR4 can be obtained from which the computational 
molecule at the point P is found to be 
1/12 1/24 
( 
1/12 ~----l-----I------~ 1/24 
P 7/24 1/12 
( 
7/24 1/12 
Fig.(3.16) 
We thus have the explicit group Jacobi method given by 
(le+I)" _ 1 [7(U (le) + u (le), 2(lL (le) + u (le) + U (le) + U (le») 
uI - 24 I-N I-I) + N+t-I 2N+t 1+2 I-N+I + 
u (le) + U (k)] 
2N+t+l N+t+2' 
(le+I) = _1_ [7(U (le) + U (le») 2(U (le) + U (le) + u (le) + UN+I+(le2»)+ uI+I 24 1+2 I-N+I + I-N I-I 2N+t+1 
11.. +u (le)] N+t-I 2N+I • 
~~+I) = 2~ [ 7 (uN+~l + U2N~;) + 2( uI_~ + UI~) + u2N+~1 + UN+~2)+ 
u(le)+u (le)] 
1+2 I-N+I 
_ 1 [7 (u (le) + u (le) ) 2(U..(le) ~+I+I - 24 2N+t+1 N+t+2 +N+t.1 + u(le) + u(le) + 2N+t 1+2 
u (le) ) + u (le) + u(le)]. 
I-N+ I I-N I-I (3,79) 
where t = (rN + 1), (2), (r + l)N-l and r = 0, (2), N-2. 
If any of the u's on the right hand sides of (3.79) is a point on the boundary aR 
then the appropriate value at this point is calculated using (3.25). Similar sets of 
equations can then be written for the 4-point explicit SOR iterative method. 
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(ii) The 9-Point Group 
Each group is formed from 9 points as illustrated by fig.(3.17) 
t+3 2N+t+3 
, < < 
t+2 N+t+2 2N+t+2 
t-N+2 v 3N+t+2 
t+1 N+t+1 2N+t+2 
t-N+l 3N+t+l 
t N+t 2N+t 
t-N 3N+t . 
, 
1+1 N+T-l 2N+t-l 
Fig. (3.17) 
where t = (rN + 1), (3), (r + I)N-2 and r = 0, (3), N-3. It is necessary that N 
be divisible by 3, and each subset G, (~ = 1, 2, ... , ~) consists of 9 elements. 
If the same linear system is considered (equation (3.28», and h = ~ , and a similar 
strategy as for the 4-point group is applied, the coefficient matrix A has the 
following block structure 
R 0 I R2 R3 
° 
0 R I R R4 
A= _0.j... .2 
R4 R3 I R ° ° 
RI R2 I 
° 
R 
° (3.80a) 
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where 
1 
R = 
1 
o 
o 
o 
o 
o I 
I 
o 
~ 0 
o 
I 0 
I 
1 
o 
o o 
o 
a 
2 
o 
o 
o 001 
- - - - J - - - - --1-
0 
- -0 - al-
o I o I 0 
o 
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o 
o 
o 
o 
~= 
R = 
3 
R = 4 
o I o o 
- - - - l- - - - - -1- - - - - -
o 10 1 o 
---L-----l------
o 0 I 
<X 2 0I 0 0 
o <X2 I 
000 
o o o o 
<X 0 0 I I 
1.. - - - r - - - - -1- - - - - -
o 
o 
o 
o 0 0 I 
I 
I 0 o o o 
I <X3 0 0 I 
1----- 1------
I 0 0 0 I o 10 o 
o 
o 
o 
<X4 0 0 o 0 0 <X4 0 
I 0 0 <X4 
- - - - l- - - - - -1- - - -
o o o 
____ L _____ I _____ _ 
o o o 
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and 
(3.80b) 
Ro-1 can be obtained, for example using computer software tools like REDUCE, which 
is a system for carrying out algebraic operations accurately on relatively complicated 
expressions. The inverse is given by 
a ~ 
4 3 
-I 1 A 
R =_ a a '"' 
o d I 4 4 
2 (Xla4~S 
2 (X4~6 
2 ala4~7 
2 2 (Xla4~g 
where 
2 
a3/l2 la2/l3 
I 
a 3/l 1 lal (X2/l4 
I 2 
aa/l I I 2 S 
- - - - 2- - - ---
aa/l aa/l l "{ all 
3 3 4 3 4 SI 3 "3 11 
a /l 
4 9 
a a ~ la ~ 
3441"111 
I 2 
(XI a4/l4 a4~3 I <x1/l12 : :>; -2 2A - 1-;; A-
3 4'"'7 a3a4'"'g I 4'"'3 
2 2 
a4/l1O a 3a4/l7 laa ~ I 1 4 4 
2 
lal<x4/lS 
I 
"( 
4 
-'2-
all 
3 12 
a~ 
3 11 
la <X ~ 
I I 2 4 
lia/l 
I I 2 S 
I"{ 
I I 
lal~1 " 
I 2 
lal~2 
aa A 
I 2'"'4 
aa A 
2 3'"'4 
[ 2 2 2 d =4~(X2(X3a4 4(al a3-a2(X4) -2(al a3 + a2(4)+31-2ala3(4al(X3-6al(X3+3)-
2 2 2a2a4(4 a2a4 - 6 a2a4 + 3) + 1 (3.81b) 
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2 2 ~3 = 2CXICX2CX3CX4 (4 CX ICX4 - 6cxI cx3 -1) -4cx2 cx4(cx2CX4-1) + cx I cx3(4cxlcx3 - 4cxI cx3 + 3)-1 
~4 = 2[(2CXI CX3 -1) (2cx2cx4 -1)] 
(3.81c) 
[ 2 2 2 'Y I = 2'1. cx2cx3cx4 2(cxI cx3 - cx2cx4) - (cxI cx3 - cx2cx4) + 3] - cx I cx3(4 cx I cx3 - 8 cxI cx3 + 5)-
2 2 CX2CXi4 CX2CX4 - 8 cx2cx4 + 5) + 1 
2 2 
'Y2 = 2cxlcx2cx3cx4 (4 cxlcx3 -2cx2cx4 -3) + 4CX I cx/cxlcx3-1) + cx2cxi4cx2cx4 - 8cx2cx4 + 5) + 1 
2 2 2 2 
'Y3 = 4cxI CX3 (CX2CX4 - cxlcx3+ 2) - CXICX3(8CX2CX4 - 6cx2cx4 + 5) + 4cx2cx4(cx2cx4 - 1) + 1 
and 
'Y4 = 4cxlcx2cx3cx4 (3 -2 cx I cx3 - 2cx2 CX4) + 4cxI CX3(CXICX3-1) + 4cx2cx/CX2CX4 - 1) + 1 
The transfonnation matrix A E can thus be fonned as for the 4-point group method, 
which has the same block structure as that of A with the submatrices Ro replaced by 
the identity matrices I, and Rj(i = 1,2,3,4) replaced by Rc -IRi' 
For example 
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3 
a 2 ~6 
2 a2a3~7 3 2 a2a3~ 8 0 00000 
3 ala2~7 3 a2~10 3 a2a3~7 0 0 
2 3 ala~7 3 ala2~8 a2~6 0 0 
-1 1 2 2 2 2 R R =- a2~3 a2a3~4 a2a3~5 0 0 o 2 d 
2 ala2~4 2 a2~9 2 <Y:2a3~ 4 0 0 
2 2 2 2 ala2~5 ala2~4 a2~3 0 0 
a2a3~1 2 a£'1 1 a2a3~2 0 0 
ala2~1 a2'Y 2 a2a3~1 0 0 
2 a1a2~1 0 00000 a1a2~2 a 2'Y 1 
(3.82) 
1 For the model problem, a 1 = a 2 = a 3 = a 4 = - 4' so that 
67 22 7 22 14 6 7 6 3 
22 74 22 14 28 14 6 10 6 
7 22 67 6 14 22 3 6 7 
22 14 6 74 28 10 22 14 6 
-1 1 14 28 14 28 84 28 14 28 14 Ro = 56 
6 14 22 10 28 74 6 14 22 
7 6 3 22 14 6 67 22 7 
6 10 6 14 28 14 22 74 22 
3 6 7 6 14 22 7 22 67 (3.83a) 
7 6 3 
6 10 6 
3 6 7 
-1 1 22 14 6 0 hence Ro R2 =- 224 14 28 14 
6 14 22 
67 22 7 
22 74 22 
7 22 67 (3.83b) 
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· 1 -1 -1 
Similarly, R~ RI' Ro R3 and Ro R4 can be obtained and the computational 
molecule at the points PI' P2 and P3 can be established as follows 
7 
22 
67 
7 
2. ~Pl 
67 
6 
22 
(a) 
3 
7 
1 
1 
2 
1 
1 
3 
6 
7 
2 
16 P3 
2 
(c) 
Fig. (3.18) 
1 
1 
11 7 3 
11 If---I----1I----+---li: 3 
11 r-t--t--;--'"'* 3 
11 
1 
2 
1 
7 
(b) 
3 
The explicit equations derived from the new computational molecule can be applied to 
obtain the explicit group Jacobi method. It is given by the following equations. 
(Ie+I) 1 [ (le) (le») ( (le) (le») ( (le) Ut = 224 67 ut_N + ut_1 + 22 uN+t_1 + ut_N+ 1 + 7 u2N+t_l + 
(le) (le) (le») 6 (u(k) + u(le) ) 
u3N+t + ut+3 + ut_N+2 + 3N+t+I N+t+3 
( (k) (k»)] + 3 u3N+t+2 + u2N+t+3 
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(le+l) _ 1 [37 (le) l1(U(le) + u(le) + U (le) + u(le) ) ((le) + (le) ) 
Ut+l - 112 ut_N+1 + t-N t-l t+3 t-N+2 + 7 DN+l-l un+l+3 + 
5 (le) 3 (U(le) + (1<) + (le) + (le) )] 
u3N+t+l + 2N+l-l u3N+l u3N+t+2 u2N+l+3 
(le+l) _ 1 r ((le) + (le») ((le) (le») ((le) (le) 
u t+2 -224l 67 ut+3 ut_N+2 + 22 uN+l+3 + ut_N+1 + 7 u3N+l+2 + u2N+l+3 + 
(le) (le») ((le) (le») ((le) (le) )] 
ut-N + ut_1 + 6 DN+t-l + u3N+t+l + 3 u2N+l_1 + u3N+l 
(le+ I) 1 [ (le) ((le) (le) (le) (le) ) 
uN+l = 112 37+ uN+t_1 + 11 ut_N + Ut_I + u2N+t_1 + u3N+l + 
( (le) (le») (le) ( (le) (le) (le) (le) )] 7 u3N+t+l + ut_N+1 + 5uN+l+3 + 3 u3N+l+2 + u2N+t+3 + ut+3 + ut_N+2 
u(le+I) _ ~ [2(U.~) + u(le) + u.~) + (le) ) (le) (le) N+l+l - 16 N +t-l 3N+l+l . N +l+3 u t_N+1 + ut_N + u t_1 + 
u (le) + (le) (le) (le) (le) (le) 1 
2N+l-l U3N+t + U3N+l+2 + U2N+l+3 + Ut+3 + ut- N+2J 
(le+l) _ 1 [(le) (u(le) + u(le) + (le) + (le) ) 
UN+l+2 - 112 37 DN+l+3 + 11 3N+l+2 2N+l+3 ut+3 ut_N+2 + 
(le) (le) (le) ((le) (le) (K) (le»)] 7(u3N+l+1 + ut_N+1)+5 DN+l-l + 3 ut_N + ut_1 + u2N+l_1 u3N +l 
(le+l) 1 [ ((le) . (le») ((le) (k) ) ((le) (le) 
u2N+l = 224 67 u2N+t_1 + u3N+l + 22 DN+t-l + u3N+t+l +7 u t_N + ut_1 + 
(le) (le») (U(le) + (le) ) ((le) (le) J 
. . u3N+l+2 + u2N+l+3 + 6 N+t+3 ut_N+1 + 3 ut+3 + ut- N+21 
(le+l) 
u2N+l+1 
1 [(le) ( (le) (le) (le) (le») 
= 112 37u3N+t+1 + 11 u2N+l_1 u3N+l + u3N+l+2 + u2N+l+3 + 
( u (le) + (le») (le) ((le) (le) (le) (le) )1 7 N+l-l uN+l+3 + 5ut_N+1 + 3 ut_N + ut_1 + ut+3 + ut_N+2 ~ 
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(k+V 1 [ ((k) (k») ((k) (le») ((k) 
u2N+t+2 = 224 67 u3N+t+2 + u2N+t+3 + 22 u3N+t+l + uN+t+3 + 7 u2N+t_l + 
+ 6(U(k) + u(k) \ 3(U(k) + U(k»)] 
t+N-l t-N+J} t-N t-l 
(3.84) 
where t = (rN + 1), (3), (r + 1)N-2 and r = 0, (3), N-3. 
Similar sets of equations can then be written for the 9-point explicit SOR iterative 
method. 
(iii)Estimation of optimum Relaxation Factor (rob) for Group Methods 
The efficient application of the SOR method requires the estimation of the optimum 
relaxation factor (cot,), i.e. 
2 
ro = ----,==== 
b 1 + J 1 _ [p(J
p
)]2 
(3.85) 
where p(Jp) is the spectral radius of the p x p group Jacobi scheme. An estimation of 
p(Jp)' according to Parter [Parter 81] for the model problem is as follows 
2 2 
p(Jp) = 1 -Pf2 1t h (3.86) 
For the model problem, the spectral radius of the 2 x 2 group Jacobi scheme is thus 
estimated as 
and for the 3 x 3 group Jacobi scheme as 
2 2 p(9 = 1 - 312 1t h . 
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(3.87) 
(3.88) 
3.4.2 Equations Arising from Parabolic P.d.e's 
It was established in section (3.3.2) that the application of the fmite difference 
method for solving one-dimensional parabolic p.d.e's yields systems of equations 
which can be expressed in matrix form as 
k~O (3.89) 
k~O 
(3.90) 
The above equations correspond to the explicit and implicit forms respectively. 
This section deals with methods of solving the above system of equations. As in 
the elliptic case the model problem will be described fIrst. 
3.4.2.1 The Model Problem 
Let us consider the numerical solution of 
au iu 
Tt=-2-' 
ax 
o~x~l 
satisfying the boundary conditions 
u = 0 at x = 0 and 1, t > 0 
and the initial conditions 
{
u = 2x, 
U = 2(1-x), 
t = 0 
(3.91 a) 
(3.91b) 
(3.91c) 
In the application of the F.D. method, the region is covered by a rectangular grid 
with spacing h in the x-direction and k in the t direction (fIg. 3.19). 
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Fig. (3.19) 
The fmite-difference approximation to (3.91) using the forward difference formula 
(3.11) is 
u. 1 . - 2u .. + u. 1· 1+,) It] I-J 
h2 
where 
and 
x. = ih, 
1 
i = 0, 1, 2, ... , 
j = 0, 1, 2, .... 
The above is normally written as, 
where 
ilt k 
r=_= 
. (ilxl h2 
(3.92) 
(3.93) 
(3.93b) 
Equation (3.93) gives a formula for the unknown value, Ui,j+ 1, at the (i, j+ l)th mesh 
point in terms of known values along the jth time-row (fig.3.19). 
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3.4.2.2. The Explicit Method of Solution 
Using equation (3.93) the unknown pivotal values of u along the fIrst time-row, 
t = k, can be calculated in terms of known boundary and initial values along t = 0, then 
the unknown pivotal values along the second time-row can be calculated in terms of the 
calculated pivotal values along the fIrst, and so on. Such a formula is called an explicit 
formula since it expresses one unknown pivotal value directly in terms of known 
pivotal values. 
The value of r is important in the solution of parabolic p.d.e.s. It has been proved 
[Smith 85] that the Explicit method is valid only for 0 < r ~~. This is a major 
2 
drawback to an otherwise computationally simple method because it implies that the 
time s.tep dt = kis necessarily very small (0 < k2 ~ ~ => k ~ ~h2). The grid spacing 
. h 2 2 
h must be kept small in order to attain reasonable accuracy. 
3.4.2.3 Crank-Nicholson Implicit Method 
In 1947 Crank and Nicholson proposed, and used, a method which is convergent 
and stable for all fInite values of r > O. They approximated the equation 
(~t 1 = (::~) 
IJ+':- .. 1 
2 It)+-:-
2 
using central differences by 
u - u 1 [u. 1 j 1 - 2 u .. 1 + u. 1 . 1 ij+l i,j:;::: _ 1+ t + 1,1+ 1- ,)+ 
k 2 h2 
u. l' - 2 u ... + u. 1 .] + H J I.J I-,J 
h2 
(3.94) 
which is normally written as, 
-ru: l' 1 + (2+2r)u .. 1 - ru. l' 1 ~ ru. 1 . + (2-2r)u .. + ru. 1" 1- J+ IJ+ H J+ 1- J IJ H J (3.95) 
k 
where r = - as before. 
h2 
Generally, the left side of equation (3.95) contains three unknowns, and the right 
side three known, pivotal values of u as illustrated in (fIg.3.20). 
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t J 
j+l unknown v alues ofu 
j known val ues ofu 
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1-1 i i+ 1 x 
Fig. (3.20) 
If there are N internal mesh points along each time row then equation (3.94) gives for 
j = 0, N simultaneous equations for the N unknown pivotal values along the fIrst 
time-row in terms of known initial and boundary values. Similarly, j = 1 expresses N 
unknown values of u along the second time-row in terms of the calculated values 
along the fIrst, etc. 
The Crank-Nicholson method is an Implicit Method since the calculation of an 
unknown pivotal value necessitates the solution of a set of simultaneous equations. 
For the model problem equation (3.91) with h = 1~ and k = 1~0 hence r = 1 and the 
coeffIcient of Uj'i in equation (3.95) is zero. The equation (3.95) then reads 
-U. 1 . 1 + 4u. . 1 - u. 1 . 1 = u. 1 . + U. 1 .. 1- ,J+ 1, J+ 1+ ,J+ 1- ,J 1+, J (3.96) 
Fig (3.21) shows the corresponding computational molecule. 
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i-I, j+1 i j+l i+I,j+1 
i-I,j i+I,j 
(Fig. (3.21) 
If equation (3.96) is applied to each of the mesh points in turn, the problem reduces to 
solving the equation 
or 
(k+I) (1<) 
Alu =A2u, ~O 
A (\<+1) = d IU , 
(3.97a) 
(3.97b) 
The right hand side of the above equation is known at each time step. The coefficient 
matrix AI has the following structure 
'\= 
a3 b3 c3 o 
" \. \. 
""\. 
""" 
'\. \. " o "" " ~l iN-I ~-l 
IN IN 
\\here a. = -I, 
1 
Cj = -I, 
and b. = 4, 
1 
2SiSN 
1 Si$N-I 
1 S iSN 
(3.97c) 
At each time step therefore, a tridiagonal linear system must be solved for the 
unknown pivotal values of u. Several methods exist for the solution of the tridiagonal 
system of equations. In this section, only those methods which were found to be more 
suitable for implementation on a transputer network will be described. Later, a new 
method, which is extended to solving 2-dimensional parabolic equations will be 
discussed. 
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(i) Gaussian Elimination Method 
A well known algorithm for solving tridiagonal systems. which is based on Gaussian 
Elimination has already been described in section (3.4.3). This algorithm can be used to 
solve equation (3.97) since the coefficient matrix Al has the same form as !lr of equation 
(3.62). 
(ii) Wang's Partition Method 
The standard Gaussian Elimination algorithm is recursive and therefore very difficult to 
parallelise. for implementation on MIMD machines. The Partition method is a version of 
Gaussian Elimination suitable for MIMD machines. The algorithm works directly on the 
tridiagonal matrix and aims to eliminate the lower and upper diagonals using a series of 
matrix manipulative operations chosen such that they can be applied in parallel. 
This is achieved by dividing the matrix into a series of partitions (fig.3.22). then each 
partition can be treated independently. so that elimination of a series of elements. one from 
each partition can be effected simultaneously. 
To simplify the description of the algorithm. it will be assumed that pivoting for 
numerical stability is not required (diagonal dominance). the number of equations N = 12 
and the number of partitions Pi (i = 1. 2. 3) p = 3. 
1, Cl d -1 1 
a2 b2 C2 d2 
a3 b3 c3 d3 
a4 b4 c4 d4 
as bs Cs ds 
a6 b6 C6 d6 
37 b7 C7 ~ 
3g bg cg dg 
~ b9 c9 d9 
ala blO clO dl 0 
all bu Cll dll 
"-
a12 b12 d12 ~-
Fig. (3.22) Partitioning of augmented matrix 
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The first stage of the algorithm eliminates the elements aj and Cj in the diagonal block of 
each processor concurrently. The resultant matrix is shown in flg.(3.23). The order of 
elimination in P2, for example, would be: a6, a7, ag' c7' c6 and c5. 
* 
* 
* 
* 
* 
1 l 
S2 
-
gl 
g2 
S3 g3 
S4 g4 
f5 S5 
f6 
t, 
fg 
g5 
S6 g6 
S7 g7 
A 
bg gg 
~ S9 
flO SlO 
fll Sll 
f12 
Fig. (3.23) Final matrix of Partition method 
g9 
glO 
gu 
S12 
al-
a 2 
a 3 
a 4 
a 5 
a 6 
a7 
ag 
a9 
alO 
all 
a12 ._-
The next step is to solve 2p - 1 = 5 linear equations identified by an asterisk (*) in fig. 
(3.23) This process decomposes the system into three separate subsystems that can be 
solved independently. 
Wang [Wang 81], used slightly more sophisticated elimination to obtain the matrix 
shown in fig. (3.24). In Wang's method only p equations need to be solved (*) before 
the en~e system is decomposed. The order of elimination in P 2 would be: 
a6, a7, ag' c6 ' c5 and c4. 
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-
- -bl gl d l 
b 2 ~ d 2 
b3 g3 d 3 
* 
b4 g4 d4 
fS b S gs dS 
f6 b 6 g6 d 6 
£, b 7 g7 d 7 
* 
fg bg gg d g 
f9 b9 g9 d 9 
f10 bIO glo d10 
fll b ll gll d ll 
* L.. 
fl2 b l2 d 12_ 
Fig. (3.24) Final matrix of Wang's method 
All the steps of Wang's algorithm will be shown next. In the description q = Nip. 
Step 1 
Partition i, 1 S;iS;p, eliminates aj,j = (i-I)q +2, (i-I) q+3, ... , iq, 
( 1) f(i-1)qH = b 6:-1)qt1 
(2) for j = (i.-l)q+2, 0-), iq 
(i) m,= a/b, 1 
J J -
(ii) b, = b,-m 'C'l 
J J J:r 
(ill) 1 = -m lj-1 
(h.r) d, = dj-m ,d'l 
J J :r 
In the fIrst partition (PI) fs are not calculated. 
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Step 2 
Partition i. 1 !5: i!5: p. eliminates cr j = iq-2. iq-3 •...• (i-l)q+1. 
(1) grr-1 = ci:ti 
(2) For j= :q-2, (-1), (:t-1)q+1 
(:i) m j = cl bjrl 
(jj) gj = - mj gjrl 
(ill) f. = f. -m f. 1 
J J J:t 
(tT) d j = dj-m fjrl 
(3) m i = C 1).-3.F! b (i,-l)qH 
(4) g (i,-l)q = -re P (i,-l)qH 
(5) b (i,-l)q = a 1).-3.)q -m l (i,-l)qH 
(6) d (i,-l)q = d 1).-3.)q -m id 1).-3.)qH 
In the fIrst partition. fs. gCi-l)q' bCi.1)q and dCi.1)q are not calculated. 
Step 3 
Solve the p tridiagonal equations: 
f.u. + b.u. + g.u. = d .• 
1 l·q 1 1 1 Hq 1 
where i = q. 2q. 3q ..... pq 
and f = g =0· q pq. 
Step 4 
Partition i. 1!5: i !5: p. calculate remaining variables. 
(1) fur j= (:t-l)q+1, (1), :q-l 
(i) u.= 
J 
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CHAPTER 4 
ELLIPTIC PROBLEM SOLVING ON THE TRANSPUTER 
NETWORK 
4.1 Introduction 
The mathematical background of the well known algorithms (SOR, SLOR, and 
S2LOR.) and the group iterative methods was described in chapter 3. This chapter is 
devoted to the implementation of these methods on a transputer network. The results of the 
experiments carried out in order to establish their performance are presented and discussed. 
Firstly, the implementation of the SOR method is described in section (4.2), then in 
section (4.3) the implementation of the SLOR method is presented. Section (4.4) describes 
the parallel S2LOR which is followed by a discussion of the parallel forms of the 4-point 
group and the 9-point group explicit methods in sections (4.5) and (4.6) respectively. 
Finally, the chapteris concluded by a general discussion of the experimental results. All the 
programs were coded in Occam 2. 
For simplicity all the experiments were performed on the model problem (section 
(3.4.1.1», in the unit square. Figure (4.1) is a simplified diagram of the model problem for 
1 
. boundary 1 
(1) 
o 
o 
boundary 4 (0) 
boundary 3 
b !~ (0) 
b !~ 
1 
boundary 2 (1) 
Fig. (4.1) Model of the 2-D Elliptic Problem 
The internal mesh points are denoted alphabetically from A-P. 
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4.2 Parallel Implementation Of The Point SOR Method 
The SOR method requires that each mesh point is assigned an initial guessed value, 
which is then corrected at each iteration using the five-point formula (equation 3.26) until 
convergence is attained. The method also requires that the value of the optimum 
overrelaxation factor (wb), be calculated. Before the algorithm commences therefore, all 
the mesh points are initialized to zero and the overrelaxation parameter is calculated. 
To calculate the new value at each internal mesh point, information is required from the 
points immediately to the left, right, above and below it, for instance, the point marked "F" 
in fig. (4.1) is updated in terms of points marked B, J, G and E. The SOR algorithm at 
. 1 
each mesh point is given by: new=old+wb{i<up+down+left+right)-oldl, (4.1) 
where "new" is the new value at the mesh point, up down, left and right, denote the 
most recent values at the 4 nearest neighbors, and old is the current value to be updated. 
The old value is overwritten with the new value as soon as it is calculated. The new value at 
each mesh point depends upon 2 old and 2 new values. 
Clearly, the mesh points nearest the boundary obtain some of the values from the 
boundary, for instance updating the point marked A (fig. (4.1» requires a value from 
boundary 1 and from boundary 2. Equation (4.1) must be solved at each internal mesh 
point at each iteration. 
The method imposes a constraint on the ordering of the updates within an iterative 
cycle. The ordering scheme and structure of the linear system are important to the 
convergence power of the method as was described in chapter 3. the natural ordering 
whereby components are considered in strictly increasing order is a consistent ordering. 
The drawback to this scheme is that it is sequential in nature making it difficult to device a 
parallel. algorithm to complete an iteration. It might be possible to evaluate several iterations 
in parallel in a pipelined manner but there are considerable difficulties in organizing this 
satisfactorily. 
The Red-black ordering (Chequer-Board method) is compatible with the idea of 
concurrency. In this scheme, each iteration is split into 2 stages, the black cells (fig.4.2) 
being updated in the first stage using old values at the white cells, and then the white cells 
are updated using the new values of the black cells. 
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Fig. (4.2) Chequer-board Method For the Internal Mesh Points 
4.2.1 Choice Of Parallelism 
In chapter 2 it was established that the different application possibilities for parallelism 
must be identified in the design stage of an algorithm because it dictates the configuration 
of the transputer links which are only limited to a maximum of 4. The 3 broad classes of 
parallelism prevailing in most Scientific and Engineering applications have already been 
described in chapter 2. 
For the implementation of the SOR method on the transputer network, Geometric 
parallelism was chosen. This is because the problem can easily be arranged such that each 
processing element is responsible for a subset of the total data, with communication 
occurring between them only to obtain the data at the mesh points on the partition 
boundaries. The essential feature for the suitability is that the calculations at each mesh 
point only requires information from its 4 nearest neighbors and is completely independent 
of the remaining mesh points. 
Algorithmic decomposition was not chosen because it would be more complicated to 
organise than the geometric form. The farming technique was found to be inappropriate 
because its topology is independent of the application geometry. 
4.2.2 Organisation Of Geometric Parallelism 
The data space of our problem can be subdivided into strips (fig. (4.3» or blocks (fig. 
(4.4», each containing more or less the same number of mesh points. Data for each 
strip/block is placed on a different transputer and the same code is run on each of the 
transputers. 
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4 
3 
2 
1 
16 
15 
14 
13 
12 
11 
10 
9 
boundary 4 
24 32 40 
23 31 39 
22 30 38 
21 29 37 
20 28 36 
19 27 35 
18 26 34 
17 25 33 
boundary 2 
48 56 
47 55 
46 54 
45 53 
44 52 
43 51 
42 50 
41 49 
64 
63 
62 
61 
60 
59 
58 
57 
~ oundary 3 
Fig. (4.3) Data Subdivided Into 4 Strips (h = 1/9) 
The five-point fonnula requires that the calculation at each internal mesh point involves 
values from the 4 nearest neighbors. This implies that when calculating new values at the 
boundaries of each transputer (e.g. points 9-16 of fig. (4.3) and points 29-32 of fig. 
(4.4», communication has to occur to obtain values from the neighboring transputers. In 
the first organisation (fig. (4.3» the first and last transputers require communication at only 
one boundary while the remainder wiII communicate at 2 boundaries. In the second 
organisation (fig. (4.4», all processors wiII communicate at 2 boundaries. A worse case 
would occur if the data were subdivided into more than 4 blocks because the central 
boundary 
·1 
8 
7 
6 
5 
4 
3 
2 
1 
16 24 
15 23 
14 22 
13 21 
12 20 
11 19 
10 18 
9 17 
boundary 4 
32 40 
31 39 
30 38 
29 37 
28 36 
27 35 
26 34 
25 33 
boundary 2 
48 56 
47 55 
46 54 
45 53 
44 52 
43 51 
42 50 
41 49 
64 
63 
62 
61 
60 
59 
58 
57 
oundary 
3 
Fig. (4.4) Data Subdivided Into 4 Blocks (h = 1/9) 
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Transputers would communicate at all 4 boundaries. In view of the fact established in 
chapter 2 that communication speed is independent of the size of the data, it would seem 
that the fIrst organisation is the better choice. However, if the code is designed such that 
communication totally overlaps computation then the number of participating boundaries 
ceases to be an issue. 
For the solution of the model problem using the SOR method, organisation into strips 
was selected because it is easier to organise communication. The confIguration for this 
organisation is also simpler since the transputers only have to be connected as a chain 
whereas in the second organisation some of the transputers would have to use up all their 
links. 
4.2.3 Designing Occam Code For Each Transputer 
In .chapter 2 it was established that Occam allows both sequential and parallel code to be 
run on a single transputer. In the latter, the transputer spends its time between different 
parts of the program, giving the illusion of con currency . In the former the calculations at 
each mesh point would be done sequentially for each iteration. The chequer-board method 
for the sequential approach would imply that all the black squares are calculated 
sequentially in the fIrst half of the iteration and then all the white squares in the other half. 
The chequreboard method allows that all black squares be calculated at the same time and 
then all the white squares be calculated at the same time. For the parallel approach, parallel 
code must be executed in each transputer, whilst all transputers execute in parallel. Each of 
these approaches will now be described in turn. 
Ca) The Parallel Approach 
A process must be designed whose job it is to perform the fIve point formula, and 
which is executed for each internal mesh point inside the transputer. The process must have 
8 channels connectirig it to its nearest neighbors (fig. (4.5». For processes near the 
boundaries, some of the channels connect with boundary processes which also execute in 
parallel with all the processes (fIg. (4.6». 
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u.in u.out 
• 
loin .. r.out 
process 
l.out r.in 
~ 
r 
d.out d.in 
Fig. (4.5) Channels at each Mesh Point Process 
Two more processes have to be set up as multiplexors, for communication with 
neighboring transputers (fig. (4.6». 
Transputer (i) (Ti) 
Inmos left 
Links ulti-
lexor 
results accumulator 
Key 
D internal mesh point process 
boundary process 
Inmos 
Links 
two channels in either direction 
Ti+l 
left 
ulti-
lexor 
Fig. (4.6) Parallel Processes On a Central Transputer 
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The left multiplexor communicates with the transputer to the left while the right 
multiplexor communicates with the transputer to the right. Both multiplexors run in parallel 
with all the other processes inside the transputer so that communication is overlapped with 
computation. They collect values on the transputer boundary into an array which is sent 
down the Inmos links to the destination transputer. They also receive an array of values 
from the Inmos link, then they distribute the values to their corresponding mesh point 
processes. The fIrst transputer on the network does not have a left multiplexor but instead 
has the left boundary processes. Similarly, the last transputer does not have a right 
multiplexor but has got the right boundary processes executing in parallel with the 
remaining processes. 
Another process is required whose job it is to get the values at all the mesh points after 
the desired number of iterations ("results accumulator" in fIg. (4.6)). This process is 
conne~ted to all the mesh point processes. It communicates results to the neighboring 
transputer to its left and obtains results from the transputer to its right. This process 
continues until there are no more results to be sent to the host processor. The implication is 
that the last transputer sends all its results and shuts down. The fIrst transputer is connected 
to the host so it passes onto the host all the results from all the transputers on the network 
before it shuts down. There exists a monitor program running on the host processor which 
obtains results from the transputer network and then transmits them to a fIle in the fIling 
system of the host computer (see Appendix B). The transputer network confIguration for 
such a design is shown in fIgure (4.7). 
Host 
Trans-
puter I+--l 
TO Tl 
Fig. (4.7) Network Configuration for the Parallel Strategy 
The Occam code running on each transputer takes the following format: 
PAR 
PAR i = 0 FOR square. width 
PAR 
boundary 1. process( channels) 
boundary2.process(channe1s) 
boundary3. process( channels) 
boundary4.process(channels) 
PAR j = 0 FOR strip.width 
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--only for the fIrst transputer 
--only for the last transputer 
TN 
meshpoint.process(channels) 
left.multiplexor(channels) -- not for first transputer 
right.multiplexor(channels) --not for last transputer 
results.accumulator(channels) 
In the above, "channels" represents all the relevant channel parameters. The code for 
the meshpoint.processes is as follows: 
PROe meshpoint.process(channels) 
... declarations 
SEQ 
IF 
red. square 
WHILE running 
SEQ 
TRUE 
count :=eount+ 1 
. ? u.m. up 
d.in? down 
. ? • h r.m. ng t 
!.in? left 
... update point 
d.out ! new.val 
U.out ! new.val 
r.out ! new. val 
1.out! new.val 
old.val := new.val 
IF 
count >=maxiter 
running := FALSE 
TRUE 
SKIP 
WHILE running 
SEQ 
count :=eount+ 1 
d.out ! new.val 
u.out! new.val 
1.out ! new. val 
r.out ! new.val 
u.in ? up 
d.in? down 
1.in ? left 
dn ? right 
... update point 
old. val := new. val 
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IF 
count >=maxiter 
running := FALSE 
TRUE 
SKIP 
The organisation of the code in each transputer such that all processes execute in 
parallel looks elegant on paper and allows part or whole of the communication to be 
overlapped with computation. Experience has shown [Chikohora 87] that the overheads of 
having separate parallel processes dealing with the mesh points, in terms of storage 
requirements and computing, are substantial. Part of the reason is that channels in Occam 
are stored as variables and hence consume storage space. 
All the parallel processes require channels for communication and in particular each 
mesh point process is connected to its 4 nearest neighbors by 8 channels and another 
channel connects it to the result accumulator. If there are 32x32 internal mesh points per 
transputer then altogether there are 3136 channels per transputer. 
Executing parallel Occam code on a single transputer implies that the transputer spends 
its time between different processes giving the illusion of concurrency. The organisation is 
therefore expensive in terms of storage and also introduces overheads of process changing 
and channel set up. The elegance of such an approach has to be balanced against the saving 
resulting from using essentially serial code on individual transputers. 
Cb) The Sequential Approach 
Instead of having multiple processes in each transputer, procedures are used. 
Information is then transferred from one procedure to another within the transputer through 
either global variables or variables passed as parameters. 
For simplicity the data space will be decomposed such that the strip-width is even and 
each transputer has the same amount of data (fig. (4.8)). One procedure is responsible for 
the calculation of new values at all the internal mesh points. The Dirichlet boundary values 
are stored as global constant variables. 
Using figure (4.8) as an example, each of the 3 transputers can calculate all their black 
squares sequentially using white squares and then all the white squares. The order of 
evaluation in each transputer is 1,3, 5, 7, 10, 12, 14, 16, 17, 19,21,23,26,28,30,32 
for the black squares and 2, 4,6,8,9, 11, 13, 15, 18,20,22,24,25,27,29,31 for the 
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TO Tl T2 
Fig. (4.8) Organisation of Data in Each Transputer (12 x 8 mesh) 
white squares. Clearly T1 and T2 require values 25, 27, 29 and 31 from their left neighbor 
in order to evaluate their fIrst column black squares and similarly TO and Tl require values 
2,4, 6 and 8 for their last column black squares. The algorithms at each iteration for the 3 
transputers are as follows: 
TO 
1. send white values (vals) on the last column (col) to T1 
2. calculate (calc) black vals on 1st, 2nd 3rd cols sequentially 
3. receive (rec) white vals from T1 
4. calc black vals on last col 
5. send black vals on the last col to T1 
6. calc white vals on 1st, 2nd and 3rd cols sequentially 
7. rec black vals from T1 
8. calc white vals on last col. 
Tl 
1. send white vals on the last col to T2 
2. ree white vals from TO 
3. calc black vals on cols I, 2 and 3 sequentially 
4. send white vals on 1st col to TO 
5. ree white vals from T2 
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6. calc black vals on last col 
7. send black vals on last col to 1'2 
8. rec black vals from TO 
9. calc white vals on cols 1,2 and 3 sequentially 
10. send black vals on 1st col to TO 
11. ree black vals from 1'2 
12. calc white vals on last col 
T2 
1. ree white vals from T1 
2. - calc black vals on cols 1, 2 and 3 sequentiall y 
3. send white vals on 1st col to Tl 
4. calc black vals on last col 
5. rec black vals from T1 
6. calc white vals on cols 1, 2 and 3 sequentially 
7. send black vals on 1st col to T1 
8. calc white vals on last col. 
The Occam program for this design is given in Appendix C. 
4.2.4 Performance Of The Parallel SOR Algorithm On The Transputer 
Network. 
Several experiments were performed on the model problem in order to measure the 
perfonnance of the algorithm on a variety of network configurations. The size and 
complexity of the problem were varied for each configuration. The. network comprised only 
T800 transputers on the B012 board. 
The elapsed time Ct) was obtained from the transputer system clock using the timer of 
the first transputer on the network. This was taken to be the difference between the time all 
calculations ended and the time that all calculations began. The time lapse does not include 
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time spent transmitting the final results to the host processor from the network. The timing 
results taken after the first 1000 iterations is presented in table (4.1). The table also 
includes entries for the relative speedups and efficiencies of the algorithm for the various 
problem sizes and network configurations. The speedup and efficiency are calculated using 
equations (2.1) and (2.2) respectively. The program running on a single transputer is the 
straight forward sequential form of the algorithm. The corresponding speedup and 
efficiency graphs are presented in figures (4.9) and (4.10) respectively. 
Table (4.1) Timing Results For The Parallel SOR Algorithm 
(After 1000 iterations). 
Problem Size 
Network Time Lapse Relative Efficiency (internal 
points) Size (seconds) Speedup (%) 
1 31.82 1.00 100.00 
2 16.24 1. 96 98.00 
32 x 32 4 8.56 3.72 93.00 
8 4.63 6.87 86.00 
16 2.84 11.20 70.00 
1 129.34 1.00 100.00 
2 64.98 1. 99 99.50 
64 x64 4 33.44 3.87 97.00 
8 17.39 7.44 93.00 
16 9.45 13.69 86.00 
1 520.23 1.00 100.00 
2 261. 66 1. 99 99.40 
128 x 128 4 132.53 3.93 98.00 
8 67.14 7.75 97.00 
16 34.96 14.88 93.00 
1 2122.84 1.00 100.00 
256· x 256 2 1053.55 2.02 100.0S 4 533.15 3.98 99.60 
8 269.09 7.S9 98.60 
16 136.94 15.50 96.90 
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4.2.5 Discussion Of The Point Method Results 
An analysis of the results shows that the system's performance is improved by 
increasing the number of computing transputers. Fig.(4.9) shows a nearly linear speedup 
for moderate to large problems (64 x 64 - 256 x 256). For small problems (32 x 32) the 
graph is nearly linear up to a point when only a few mesh points exist per transputer. 
The graph denoted "optimum" assumes overheads of 0%. The graph for a 256 x 256 
problem nearly coincides with the optimum graph until the number of transputers on the 
network approaches 16. This suggests that the communication to computation ratio 
for each transputer is low owing to the fact that the number of points to be 
communicated by the transputers is insignificant compared to the total number of points in 
each transputer. The T800 permits an overlapped link acknowledge as described in chapter 
2 which plays a great role in reducing communication delay. For small size problems e.g. 
32 x 32 on 16 transputers, only 2 columns of mesh points exist in each transputer, which 
implies that the central transputers have increased communicatkn ove~heads since 
all the points are on the boundary. Communication has thus got to occur before any of the 
points can be updated. 
Figure (4.10) shows efficiencies of over 70 % for a 32 x 32 problem and over 96% for 
a 256 x 256 problem. The major reason for the drop in the efficiencies for each problem 
size is that the number of points in a single transputer is no longer sufficient for 
communication overheads to be offset by computations thus magnifying the idling time for 
the chequer-board method. However, even for as small problem as the 32 x 32 efficiencies 
of over 70% have been recorded implying a great potential for the algorithm on transputer 
networks. 
The efficiency for the 256 x 256 problem on 2 transputers is over 100%. This does not 
however imply that there are 0% communication overheads. The situation is explained by 
the fact that each T800 on the B012 board is connected to an external memory which is 
slower than the on-chip RAM. When the problem is solved on one transputer some of the 
data is stored on the external memory which tends to increase the time lapse. When the 
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problem is then solved on a network of size 2 the amount of data per transputer is 
decreased such that most or all of it is now stored on the fast on-chip memory. The 
communication overheads of solving the problem on a network are offset by the overheads 
of accessing the secondary memory on a single transputer. 
In general, the parallel SOR algorithm will give a nearly linear speedup when the 
number of transputers on the network is increased as long as there are sufficient 
computations per transputer to offset communication overheads. The geometric 
decomposition will yield an efficient implementation provided the number of mesh points 
per transputer is sufficiently large. 
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4.3 Parallel Implementation Of The Block Iterative Methods 
4.3.1 The SLOR Method 
The SLOR method requires that each mesh point be assigned an initial guessed value 
which is corrected at each iteration by solving blocks of points until convergence is 
attained. Each block consists of all the mesh points along a line. The description of the 
method in chapter 3 shows that new values at each line are updated using current values at 
the preceding and the succeeding line(equation (3.59)). By taking our model problem of 
fig. (4.1) as an example. the line whose points are denoted by E. F. G and H are solved 
using the 2 lines consisting of the points (A. B. C. D) and (1. J. K. L) respectively. 
Clearly the lines nearest the boundary get some of the values from the boundary. for 
instance. the fIrst line of fIg. (4.1) obtains values from boundary 1. The SLOR algorithm at 
each line is given from equation (3.57) by: 
4 -1 u I Cl u I u I 
-1 4 -1 0 u2 c2 u2 u2 
= + + 
-1 
0 
4 -1 
-1 4 ~ cN UN UN 
new boulllary left right (4.2) 
where "new" is the current line being updated. "left" is the preceding line. "right" is the 
succeeding line and "boundary" are the corresponding boundary 2 and boundary 4 values if 
they exist. for instance: Cl = cN = 1. and 
ci = O. for i = 2,3, ...• N-1. 
The fmal solution of the line. is obtained by extrapolating: 
u = u + co (u - u ). final old b new old 
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4.3.1.1 Parallelising The SLOR Algorithm 
A straightforward method of implementing the algorithm is to solve the lines in their 
natural order at each iteration. This approach is sequential in nature and thus not easy to 
parallelise. A more parallelisable approach is to split the iteration into 2 stages. At the fIrst 
stage all the even-numbered lines are updated using the old values of their neighboring 
lines. On the second stage all the odd numbered lines are updated, using the most recent 
values of their neighboring lines (fIg. (4.11». 
p 
o 
N 
M 
Fig. (4.11) Ordering for the Parallel SLOR AlgorithPl j 
With the above ordering it is then possible to decompose the problem geometrically. 
Each processor is then responsible for a subset of the total data space. Communication 
occurs at the boundaries to obtain the values of the neighboring lines from the neigh boring 
transputers.The obvious organisation of the geometric parallelism in this case is to 
subdivide the data space into strips (fIg. (4.12» containing more or less the same number 
of lines. 
'!'U '!'1 '!'L 
lines 0 1 2 3 o 1 2 3 o 1 2 3 
Fig. (4.12) Organisation of data in each Transputer (12 x 8 points) 
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The lines for each strip are placed on a different transputer and similar code is executed 
on each of the transputers. 
4.3.1.2 Designing Occam Code For Each Transputer 
Each transputer executes sequential code and all the transputers run in parallel. For 
simplicity, the width of the strip will be chosen to be even and constant for all the 
transputers as in fig. (4.12). 
All the even numbered lines are updated sequentially in the first half of the iteration by 
applying equation (4.2) extrapolated. The same equation is then applied to update the odd 
numbered lines in the second phase of the iteration. The right hand side of equation (4.2) is 
known for each line although it varies at each iteration. 
One procedure is thus designed whose task it is to calculate the right hand side of 
equation (4.2) for each line (procedure calcrhs say). Once this has been done, the equation 
takes the same form as equation (3.60) and hence the modified Gaussian elimination 
algorithm described in section 3.4.1.2B can be applied to obtain the updates. 
The Gaussian Elimination algorithm can be decomposed into 2 procedures, one 
responsible for the elimination process (procedure elimination) and the other for 
backsubstitution (procedure backsubstitution). Another procedure is required for 
extrapolation (procedure extrapolate). 
The pseudo-Occam code executed on each transputer to update a line at every iteration 
takes the form of fig. (4.13). The line number is indicated by the parameter "1 no". This 
parameter is essential for the correct usage of boundary values by the procedure calcrhs. 
FRoe line(VAL INT lno) 
... declaration of local variables 
•.. procedure calcrhs 
... procedure elimination 
•.. procedure backsubstitution 
... procedure extrapolate 
SEQ 
calcrhs 
elimination 
backsubstitution 
extrapolate 
Fig. (4.13) Procedure to Update a Line 
The Occam code executed at each iteration is presented in fig. (4.14) 
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SEQ 
SEQ i - 0 FOR numberoflines 
IF 
«i REM 2)=0) -- even numbered line 
line (i) 
TRUE 
SKIP 
SEQ i - 0 FOR numberoflines 
IF 
«i REM 2)<>0) -- odd numbered line 
line (i) 
TRUE 
SKIP 
Fig. (4.14) SLOR Sequential Code for each Iteration 
The sequential algorithm described above requires ,';; modification in order to execute it 
on a network of transputers. In order to update the lines along the boundary of a transputer 
the values of the lines on the neighboring transputers' boundaries must be made available to 
the procedure calcrhs. Taking fig. (4.12) as an example, in order to update line 3, TO 
requires line 0 of Tl and T1 requires line 0 of TI. In order to update line 0, T1 requires line 
3 of TO and TI requires line 3 of Tl. The following are the parallel algorithms computed at 
each iteration for the three transputers: 
TO 
1. update line 0; send line 3 to T1 
2." "2; receive line 0 from Tl 
3." 11 1 
4. 11 11 3 
T1 
1. receive line 3 from TO; send line 3 to TI 
2. update line 0 
3. ." "2; receive line 0 from T2; send line 0 to TO 
4. 
5. 
" 
" 
" 1 
" 3 
TI 
1. receive line 3 from T1 
2. update line 0 
3. update line 2; send line 0 to T1 
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4. update line 1 
5. 11 tt 3 
For a network consisting of more than 3 transputers, the algorithm for T1 would apply 
to all the central transputers. The parallel Occam program for this design is presented in 
appendixD. 
4.3.1.3 Performance Of The Parallel SLOR Algorithm On The Transputer 
Network 
Experiments similar to those performed for the SOR method were carried out to 
measure the algorithm's performance on a network of T800 transputers configured as a 
pipeline. A sUIIllDary of the timing results for the first 1000 iterations is presented in Table 
(4.2). -The speedup and efficiency graphs are presented in figures (4.15) and (4.16) 
respectively. 
Table (4.2) Timing Results For The Parallel SLOR Algorithm 
(After 1000 iterations). 
~roblem Size 
Network Time Lapse Relative Efficiency (internal 
points) Size (seconds) Speedup (% ) 
1 24.80 1.00 100.00 
2 12.80 1. 94 97.00 
32 x 32 4 6.50 3.80 95.00 
8 3.50 7.10 88.75 
16 1.90 13.10 81.88 
1 101.00 1. 00 100.00 
2 51.10 1. 98 99.00 
64 x64 4 25.80 3.91 97.75 
8 13.10 7.71 96.38 
16 7.20 14.03 87.69 
1 405.00 1.00 100.00 
2 208.00 1.95 97.35 
128 x 128 4 104.00 3.89 97.36 
8 51.70 7.83 97.88 
16 26.30 15.40 96.25 
1 1662.00 1.00 100.00 
256 x 256 2 828.00 2.01 100.50 4 417.79 3.98 99.50 
8 209.93 7.92 99.00 
16 105.98 15.68 98.00 
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4.3.2 The S2LOR Method 
The procedure for parallelising the S2LOR algorithm is similar to that of the LSOR 
algorithm. The difference in this case is that instead of parallelising a tridiagonal solver. it is 
desired to parallelise a quindiagonal solver. This is because the blocks in this method 
comprise all the mesh points along 2 contiguous lines. The description of the algorithm in 
chapter 3 showed that each block is updated implicitly in terms of some of the current 
values at the preceding and succeeding blocks. 
For the model problem (fig. 4.1). the points marked A. B. C. D. E. F. G and H 
comprise the first block while the points marked I. J. K. L. M. N. 0 and P form the 
second block. In order to update the first block. some values from the second block (I.J.K 
and L) must be made available. Similarly. the second block requires some values from the 
first block (E.F.G and H). to be updated. The S2LOR algorithm for each block is given by: 
ul Cl 
U 0 2 
u2 
c2 0 ul 
~ c3 u4 0 
4 -1 -1 0 -1 4 0 -1 -1 0 4 -1 -1 
"- "- "- "- "- u4 c4 0 u3 "- "- "- "- "-
"- "- "- "- "-
"- "- "- "- "-
= + + "- "- "- "- "-
"- "- "- "- "-
"- "- "- "-
"-
0 "- "- "- "- "-.... ... . , -1 -1 4 0 -1 -1 0 4 -1 U2N_2 c2N_2 ~N-2 0 u2N_l c2N_l 0 u2N_l 
-1 -1 4 ~N c2N ~N 0 
new boundary left right 
(4.3) 
where suffix "new" denotes the current block being updated. "left" denotes the 
preceding block. "right" denotes the succeeding block and "boundary" are the 
corresponding boundary 2 and boundary 4 values if they exist. For the model problem: 
cr' c2• c2N.r and c2N are equal to 1 while 
ci = O. for i = 3. 4. 5 •...• 2N-2. 
The final solution is obtained by extrapolating. 
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4.3.2.1 ParalIelising The S2LOR Algorithm. 
The iteration is split into 2 stages such that all the even numbered blocks are updated in 
the first stage, then all the odd numbered blocks are updated in the second stage 
(fig.4.17). 
15 16 31 32 47 48 
13 14 29 30 45 46 
11 12 27 28 43 44 
9 10 25 26 41 42 
blockO block1 block2 block3 block4 block5 
Fig.(4.17) Red·B1ack Ordering For The Parallel 2LSOR Algorithm( 4 x 12 points) 
With such an ordering it is then possible to implement the geometric decomposition 
strategy. Each subdomain is processed in a different transputer with communication 
occurring between neighboring transputers to obtain the required values. 
As in the line method, the data is subdivided into strips with more or less the same 
number of blocks(fig. 4.18). Each transputer is responsible for the subdomain allocated to 
it and all transputers execute similar code. 
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4.3.2.2 Designing Occam Code For Each Transputer. 
Sequential code is designed to run on each transputer while all the transputers in the 
network execute in parallel. For simplicity each transputer is responsible for an even 
number of blocks. Basically, inside each transputer, equation (4.3) is applied to update all 
the even numbered blocks in the first phase of an iteration. The same equation is applied to 
update the odd numbered blocks in the second phase of the iteration. For each iteration the 
right hand side of equation (4.3) is known although it varies for each iteration. 
A procedure responsible for the calculation of the right hand sides at each iteration for 
each block is designed. After executing this procedure the equation at the block takes the 
same form as equation (3.60) and hence the quindiagonal solver described in chapter 3 can 
be applied to solve the block. 
As in the line method, 3 procedures are designed for the quindiagonal solver, one is 
resporisible for the elimination process, the second for the back substitution stage and the 
3rd for the extrapolation. The pseudo-Occam code for the sequential algorithm takes the 
form of fig. (4.13). However, the parameter "lno" in fig. (4.13) is replaced by "bno" 
which indicates the block number. Moreover, the name of the procedure is conveniently 
"block" instead of "line". The code executed at each iteration is shown in fig. (4.19). 
SEQ 
SEQ i = 0 FOR numberofblocks 
IF 
«i REM 2)=0) -- even numbered block 
block (i) 
TRUE 
SKIP 
SEQ i = 0 FOR numberofblocks 
IF 
«i REM 2)<>0) -- odd numbered block 
block(i) 
TRUE 
SKIP 
Fig. (4.19) Sequential S2LOR Algorithm Code For Each Iteration. 
In order to run on a network of transputers the sequential algorithm has to be modified 
to include communication between neighboring transputers. The algorithms repeated every 
iteration for each transputer for the example of fig. (4.18) are as follows: 
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TO 
1. update block 0; send even points of block 3 to Tl 
2. " " 
3. " " 
2; rec odd points of block 0 from Tl 
1 
4. " .. 3 
Tl 
1. rec even points of block 3 from TO; Send even points of block 3 to T2 
2. update block 0 
2." "2; rec odd points of block 0 from T2; Send block 0 vals to TO 
4. It 11 1 
5. If " 3 
T2 
1. rec even points of block 3 from Tl 
2. update block 0 
2. update block 2; Send block 0 vals to Tl 
4. 11 11 1 
5. fI It 3 
For network size greater than 3, all central transputers would execute the Tl code. The 
Occam program for a network of transputers is given in appendix E. 
4.3.2.3 Performance Of The Parallel 2LSOR Algorithm On A Network Of 
Transputers. 
Timing results were obtained for the model problem on a network of T800 transputers 
configured as a pipeline. Table (4.3) presents a summary of the results for the first 500 
iterations. The corresponding speedup and efficiency graphs are presented in figs. (4.20) 
and (4.21) respectively. For simplicity, the problem sizes were chosen such that there is an 
even number of blocks per transputer. Moreover, the program design· assumes at least 2 
blocks per transputer. 
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Table (4.3) Timing Results For The Parallel S2LOR Algorithm 
(After 500 iterations) 
!Problem Size 
(internal Network Time Lapse Relative Efficiency 
points) Size (seconds) Speedup (% ) 
1 16.61 1.00 100.00 
32 x 32 2 8.35 1.99 99.50 4 4.61 3.60 90.00 
8 2.87 5.79 72 .38 
1 67.51 1.00 100.00 
2 33.56 2.01 100.50 
64 x64 4 16.89 3.99 99.75 
8 8.52 7.92 99.00 
16 5.12 13.19 82.44 
1 266.23 1.00 100.00 
2 134.22 1. 98 99.00 
. 
4 67.75 3.93 98.25 128 x 128 
8 33.52 7.94 99.25 
16 16.78 15.87 99.19 
1 1078.03 1.00 100.00 
256 x 256 2 528.89 2.03 101.50 4 266.95 4.04 101. 00 
8 134.44 8.01 100.13 
16 67.68 15.93 99.56 
128 
>-
u 
c 
'" u 
-
-
'" 
20 
18 
16 
14 
g.12 
." 
'" l!l. 1 0 
., 
8 
6 
4 
2 
0 
0 
.' 
.. ' 
.' 
.' 
... 
.' 
.' 
... 
." 
.' 
.' 
optimum 
-_.-•. _--. 32x32 
••••••••••. 64x64 
_.-.-.-._.. 128x128 
-- ... --. 256x256 
2 4 6 8 10 12 14 16 18 20 
number of transputers 
Fig. (4.20) Speedup Graphs For The Parallel 2LSOR Algorithm 
105 
100 
95 
90 
85 
80 
75 
70 
0 
• 1III1.""'"~.".-*"._&_''''=-._-e:: _ - - - - - __ _ 
-- .... --- ., 
.'. 
'. 
'. 
' . 
.......... 
., 
., 
., 
., 
\ 
., 
., 
., 
.. 
., 
• 
........ -......... 32x32 
_.-.- ... _.. 64x64 
----. 128x128 
256x256 
2 4 6 8 10 12 14 16 18 20 
number of transputers 
Fig. (4.21) Efficiency Graphs For The Parallel 2LSOR Algorithm 
129 
4.3.3 Discussion Of The Block Iterative Methods Results 
Ca) The SLOR AlwitbmJ 
Fig (4.15) shows that a near linear speedup is obtained for the various problem sizes. 
For small size problems (32 x 32; 64 x 64), there is less and less gain as the network size 
increases. This is because commuoication can no longer be overlapped by computation, for 
instance, for a 32 x 32 problem on a network of 16 transputers there are only 2 lines per 
transputer. The implication is that before either line can be computed at each iteration, 
communication must occur between neighboring transputers. The only exceptions here are 
the first and last transputers. 
The speedup graphs for the larger size problems are very close to the optimum graph, 
infact table (4.2) shows that when 2 transputers are used to compute a 256 x 256 problem, 
a speedup of 2.01 is achieved which is greater than the optimum speedup. The explanation 
for the super speedup is that the time taken to access data in the external memory of the 
single transputer system offsets the time required for communication on a network of 2 
transputers. Communication may also be totally overlapped with computation on the 2 
transputers. 
Fig. (4.16) shows a dramatic decrease in efficiency for a 32 x 32 problem as the 
network size increases. The reason for this is that the problem is too small for signiflcant 
gains in speed to be achieved by increasing the network size. 
The graph for a 64 x 64 problem shows a gradual decrease in efficiency when the 
network size is increased from 2 to 8 and then a rapid decrease when the network is 
increased further. For medium size problems (128 x 128) the graph gradually increases 
from 2 to 8 transputers and then gradually falls as the network size is increased to 16. The 
results indicate that there is an optimum in the amount of data per transputer which can 
provide worthwhile gains in efficiency. Maximum efficiency is obtained when there are 16 
lines per transputer for a 128 x 128 problem and 32 lines for a 64 x 64 problem, indicating 
an optimum of about 2048 points per transputer. 
The efficiency graph for the largest problem shows generally very high efflciencies (> 
100% when network size is 2). This decreases very slowly as the network size increases to 
16. The amount of data in this case is large enough to guarantee highly efficient 
implementations of the algorithm on large networks. 
A comparison between tables (4.1) and (4.2) shows that the absolute times for the 
SLOR algorithm are superior per iteration than those for the SOR algorithm which has less 
computational complexity. This extraordinary behaviour is explained by the different way 
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communication is organised in the two algorithms. The SLOR algorithm overlaps 
communication with computations by the use of PAR constructs which is not the case in 
the SOR algorithm. 
Cb) The S2LOR AI!,!orithm 
The speedup graphs for this algorithm(fig. 4.20) are linear for the medium to large 
problems. The graphs for such size problems coincide with the optimum graph. However, 
for smaller size problems the speedup is not linear, degradation being even more 
pronounced for the smallest problem. 
Super speedups are obtained for the 64 x 64 problem on 2 transputers and for the 256 x 
256 problem on 2-8 transputers. Even when 16 transputers are employed to solve a 256 x 
256 problem, a speedup as high as 15.93 is obtained. The algorithm generally performs 
well on networks of "reasonable" size (depending on the size of the problem). This is 
evidenced by the fact that for a 32 x 32 problem, the graph is linear until the network size is 
greater than 2, and for the 64 x 64 problem it is linear until the network size is greater than 
8. A possible explanation for this behaviour is that the quindiagonal solver is compute 
intensive and so the overheads caused by communication tend to be offset as long as there 
is a "sufficient" number of blocks per transputer to do so. Moreover, this depends on 
whether the blocks are large enough as evidenced by the gains in speed for larger problems 
on large networks. 
The efficiency graphs (fig. (4.21» show that for very small problems efficiency 
decreases rapidly as the network size increases. This is because communication to 
computation ratio is high. For the 64 x 64 problem the efficiency graph rises up to a point 
when the network size is 2 and then slowly falls until the network size is 8 when it rapidly 
falls on further increase in network size. The initial rise is due to the effect of the external 
memory. The slight fall is when some of the communication is overlapped successfully 
with computation. The rapid fall is when there is no longer sufficient data to overlap 
communication with computation. 
The efficiency graph for the 128 x 128 is interesting in that it falls to a point then rises 
and then more or less levels off. The initial fall is explained by the fact that although the 
data space is distributed on a network the amount of data per transputer is still too large to 
be stored wholly on the fast on-chip RAM. An additional overhead is thus introduced on 
the network to the already existing communication overheads. The rise occurs when the 
amount of data per transputer is small enough to be stored on the fast on-chip memory. 
\ 
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4.4 Parallel Implementation Of The Explicit Group Iterative 
Methods 
In chapter 3 the 4-point and 9-point group explicit iterative methods were discussed and' 
the theory behind them described. It was established that the idea is to subdivide the mesh 
points into groups of 4 (9) and then each group is treated in a similar way that a point is in 
the point iterative methods. This section is concerned with the mapping of the group 
methods onto a network of transputers. 
4.4.1 The 4-Point Group Explicit Iterative Method 
The method requires that each mesh point be assigned an initial guessed value which is 
then corrected at each iteration by solving small groups of 4 points until convergence is 
attained. The grouping of the mesh points for our model problem when h = In is 
illustrated in fig. (3.14). Figure (4.22) shows the ordering of the points in 'each group. 
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Fig. (4.22) Ordering Of Points In A Group 
The 4 elements in the group are updated at each iteration explicitly in terms of 2 points each 
from their nearest neighboring groups. The groups nearest the boundaries obtain some of 
the values from the boundaries. For instance, the explicit J acobi equation for updating the 
first point in the group marked "*" in fig. (4.22), is given from equation (3.79) by: 
new 1 old 
pOintl = 24 [7(1eft3 + down21 + 2(down4 + rightl + uPl + left4) + right2 + uP3] '(4.4) 
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where suffix "new" denotes the new value to be calculated, suffix "old" denotes the old 
values of the bracketted points, "up", "down", "left" and "right" denote the position of the 
groups relative to the central group marked "*". 
Similar equations can be written for the remaining 3 points in the group. The equations 
for the 4-point explicit SOR method are obtained by extrapolation as before. 
4.4.1.1 Parallelising The 4-point Group Explicit Method 
The approach is more or less similar to the point methods in that the groups are ordered 
into a chequer-board fashion in order to achieve parallelism. Each iteration is then divided 
into 2 levels, all the black groups being updated at the first level and then all the red groups 
being updated at the second level. The illustration of the chequer-board method for the 
point method (fig. (4.2» applies to the group method except that each cell represents a 
group -and not a point. 
The data space is partitioned geometrically into strips containing more or less the same 
number of groups . Each partition is placed on a different transputer as shown in fig. 
(4.23) for the case when h = 1/33. 
Fig. (4.23) Data partitioned into strips of 16 groups (h = 1/33) 
A variety of strategies for designing the parallel code for the network are possible. All 
the groups represented by black squares can be updated in parallel inside each transputer at 
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the fIrst iteration level and then all the remaining groups are also updated in parallel at the 
second level. Alternatively, the code can be designed such that at each level the groups are 
updated sequentially inside each transputer. These 2 approaches will be described in the 
next section and will be referred to as the "parallel" strategy and the "sequential" strategy 
respectively. 
4.4.1.2 Designing Occam Code For The Transputer Network 
A, The Parallel Strategy. 
This approach is similar to the one described for point methods in section (4.2.3(a». 
Fig. (4.24) shows all the Occam processes running in parallel on a typical central 
transputer with 16 groups. 
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Fig. (4.24) Parallel Processes On The ith Transputer 
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A process is designed for each group whose task it is to update the group elements by 
applying the explicit equations (3.79). The process is connected to its 4 nearest neighboring 
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processes by 8 channels as shown in fig. (4.5). Processes nearest boundaries have some 
uncommitted channels. Such processes have boundary values declared as constants (this is 
possible since we have Dirichlet conditions). 
The two multiplexors collect values from the group processes at the transputer's 
boundaries into an array which is then sent down the transputer link to the destination 
transputer. They also receive an array of values from the neighboring transputer through 
the link then distribute the values to the relevent processes. 
The "results accumulator" has got channels connecting it to every group process. Its 
task is to accumulate the final solutions from all the groups and then transmit these down 
the network to the host computer as described for the point method. 
The parallel Pseudo-Occam code executed on each transputer of the network then takes 
the following format: 
PAR 
results.accumulator( channels) 
left.multiplexor(channels) -- not on first transputer 
right.multiplexor(channels) -- not on last transputer 
PAR i=O FOR tota1.number.of.groups 
group.process(gno, channels) 
In the above, "channels" represents all the actual channel parameters associated with the 
process, "gno" denotes the identity of the group which is useful in establishing the color of 
the group. 
The "group.process" algorithms for typical central groups are as follows: 
Ca) Black Group 
WHll.-E running 
SEQ 
PAR 
rec points 1 and 2 from right group 
rec points 3 and 4 from left group 
rec points 2 and 4 from down group 
rec points 1 and 3 from up group 
update group points 
PAR 
send points 1 and 2 to left group 
send points 3 and 4 to right group 
send points 2 and 4 to up group 
send points 1 and 3 to down group 
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Cb) Red Group 
WHILE running 
SEQ 
PAR 
send points I and 2 to left group 
send points 3 and 4 to right group 
send points 2 and 4 to up group 
send points I and 3 to down group 
PAR 
rec points I and 2 from right group 
rec points 3 and 4 from left group 
rec points 2 and 4 from down group 
rec points I and 3 from up group 
update group points 
Special cases exist for instance, those groups near the boundaries do not communicate with 
their "up" or "down" groups, and for those groups connected to the multiplexor channels, 
their "left" and "right" groups are in their neigh boring transputers. For such groups 
communication with their neigh boring groups implies communication between the two 
transputers through the multiplexor processes. 
The actual Occam program for the transputer network is presented in Appendix F. 
B. The Sequential Strategy. 
The approach in this case is to avoid parallel processes being executed on each 
transputer. Instead, essentially sequential code is designed for each transputer and only the 
transputers themselves execute concurrently. Instead of having processes each transputer 
has procedures. All the variables on each transputer can then be declared globally for easy 
access by every procedure. With such an organisation, Each of the transputers on the 
network executes the black groups sequentially whilst all the transputers perform this 
operati<;m in parallel. Similarly all the transputers execute the red groups sequentially in the 
second level of the iteration. 
Only one procedure is designed whose task it is to update the group points by applying 
equation (3.79). Some of the groups require values from groups in the neighboring 
transputer and hence the algorithm design must allow for such communications at certain 
points. The pseudo-Occam code executed by the transputers at every iteration are as 
follows: 
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SEQ 
-- update all black groups sequentially 
FOR all fIrst column black groups 
SEQ 
send vals of points 3 and 4 of white group on last column to Tl 
update black group 
update all central black groups 
FOR all last column black groups 
SEQ 
rec vals from Tl 
update black group 
--update all white groups sequentially 
FOR all fIrst column white groups 
SEQ 
send vals of points 3 and 4 of black group on last column to Tl 
update white group 
update all central white groups 
FOR all last column white groups 
SEQ 
SEQ 
rec vals from Tl 
update white group 
Ti i=1,2, ... ,(nt-2) 
-- update all black groups sequentially 
FOR all fIrst column black groups 
SEQ 
rec vals from Ti-l 
-nt is the number of transputers. 
send vals of points 3 and 4 of white group on last column to Ti+ 1 
update black group 
update all central black groups 
FOR all last column black groups 
. SEQ 
send vals of points 1 and 2 of white group on last column to Ti-l 
rec vals from Ti+ 1 
update black group 
--update all white groups sequentially 
FOR all fIrst column white groups 
SEQ 
rec vals from Ti-l 
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send vals of points 3 and 4 of black group on last column to T + I 
update white group 
update all central white groups 
FOR all last column white groups 
SEQ 
SEQ 
send vals of points I and 2 of black group on last column to Ti-I 
rec vals from Ti+ I 
update white group 
TN -- last transputer on the network 
-- update all black groups sequentiaIly 
FOR all fIrst column black groups 
SEQ 
rec vals from TN-I 
update black group 
update all central black groups 
FOR all last column black groups 
SEQ 
send vals of points I and 2 of white group on last column to TN-I 
update black group 
--update all white groups sequentially 
FOR all fIrst column white groups 
SEQ 
rec vals from TN-I 
update white group 
update all central white groups 
FOR all last column white groups 
SEQ 
send vals of points I and 2 of black group on last column to TN-I 
update white group 
In fIgure (4.23) for example, in order to update group 0 (denoted by gO) of T1 the 
following sequence of events occur: 
1. TO sends the values of points 3 and 4 of g8 to T1 
2. TI receives the above values from TO 
3. T1 sends values of points 3 and 4 of g8 to T2 
4. T1 updates gO. 
A similar sequence of events takes place for the evaluation of the remaining groups in the 
transputer's fIrst column (gI - g7). The sequence of events for the evaluation of g8 of TI is 
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as follows: 
1. T1 sends the values of points 1 and 2 of gO to TO 
2. T2 sends the values of points 1 and 2 of gO to T1 
3. T1 receives the above values from T2 
4. T1 updates gS. 
A similar sequence of events occurs for the evaluation of the remaining groups in the 
transputer's last column (g9 to gI5). The groups in the central columns of each transputer 
proceed without the need for communication because all the values they require are stored 
within the transputer and have been declared in the program globally. The Occam program 
for this design is given in appendix O. 
4.4.1.3 Performance Of The 4-Point Group Explicit Method On The 
Transputer Network. 
The method was applied on the model problem and executed on transputer networks of 
varying sizes. The networks comprised of TSOO transputers configured as a pipeline. The 
timing results for the parallel strategy taken after the first 100 iterations are presented in 
table (4.4). The speedup and efficiency graphs for the smallest problem solved are 
presented in figures (4.25) and and (4.26) respectively. Table (4.5) shows the timing 
results for the sequential strategy after 100 iterations. The associated speedup and 
efficiency graphs are given in figures (4.27) and (4.2S) respectively. 
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Table (4.4) Timing Results For The 4-Point Group Explicit Algorithm:- The 
Parallel Strategy (After 100 iterations) 
~roblem Size 
(internal 
points) 
48 x 48 
96 x 96 
192 x 192 
c. 
:> 
'C 
.. 
.. 
c. 
I/) 
14 
12 
10 
8 
6 
4 
2 
Network 
Size 
1 
2 
4 
6 
12 
1 
2 
4 
6 
8 
12 
1 
2 
4 
6 
8 
12 
16 
Time Lapse Relative 
(seconds) Speedup 
8.99 1.00 
4.50 2.00 
2.28 3.94 
.1.55 5.80 
0.82 10.96 
18.10 ;/ 9.13 6.08 4.61 3.15 
N/A 
24.30 
18.34 
12.22 
9.29 
-_e- optimum 
--------. 48x48 
O+-T-~~~~~~~-r~~~ 
o 2 4 6 8 10 12 14 
number of transputers 
Efficiency 
(%) 
100.00 
100.00 
98.50 
96.67 
91.33 
:/ 
;/ 
Fig. (4.25) Speedup Graph For The 4-Point Group Explicit Algorithm:-
The Parallel Strategy 
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Fig. (4.26) Efficiency Graph For The 4-Point Group Explicit Algorithm:-
The Parallel Strategy 
Table (4.5) Timing Results For The 4-Point Group Explicit Algorithm:- The 
Sequential Strategy (After 100 iterations) 
~roblem Size 
Network Time Lapse Relative Efficiency (internal 
points) Size (seconds) Speedup (%) 
1 5.73 1.00 100.00 
2 2.97 1.93 96.50 
48 x 48 4 1.52 3.77 94.25 
6 1.04 5.51 91.83 
12 0.55 10.42 86.83 
1 23.28 
2 11.89 1.00 100.00 
96 x 96 4 5.95 1. 96 98.00 
6 4.02 3.91 97.75 
8 3.06 5.79 96.50 
12 2.09 7.60 95.00 11.14 92.83 
1 92.93 1.00 100.00 
2 47.93 1.94 97.00 
4 23.81 3.90 97.50 
192 x 192 6 16.00 5.81 96.83 
8 12.09 7.69 96.13 
12 8.07 11.52 96.00 
16 6.13 15.16 94.75 
141 
>-
18 
16 
14 
12 
Q. 10 
" ...
CD 
CD 8 Q. 
.. 
6 
4 
2 
0 
0 2 4 B 8 
optimum 
48x48 
96x9B 
192x192 
10 12 14 lB 18 
number of trensputer. 
Fig. (4.27) Speedup Graphs For The 4-Point Group Explicit Algorithm:-
The Sequential Strategy 
100 
~ 95 
CD 
u 
-
-CD 
90 
o 2 4 
--0·-··· 48x48 
- - -0- - 9Bx9B 
• 192x192 
6 8 10 12 14 16 18 20 
number of transputers 
Fig. (4.28) Efficiency Graphs For The 4-Point Group Explicit Algorithm:-
The Sequential Strategy 
142 
4.4.1.4 Discussion Of The 4·Point Group Explicit Method Results 
It can be seen that there are several blank entries in table (4.4). No results were 
obtained for a 96 x 96 problem on one transputer. A similar situation occurred for the 192 x 
192 problem on network sizes less than or equal to 4. The reason is that there was 
insufficient memory available. The entries for the speedup and efficiency are therefore 
empty since their calculations are dependent on the timing results of one transputer. 
Considering the problem sizes that could not be accommodated on a single transputer, 
the parallel strategy seems to have very high storage overheads. Part of the reason is that 
the channels used to connect the parallel processes on each transputer are stored as integer 
variables and hence consume storage space. The "PAR" construct also consumes a 
significant amount of storage space [Inmos 87]. Infact, the storage space consumed by a 
PAR construct is given by: 
PAR storage space = (11.5 + (np - 1) * 7.5) bytes, (4.5) 
where np is the number of component processes in the construct. 
However the results for "permissible" problem sizes are very impressive. The speedup 
graph for the 48 x 48 problem (fig. (4.4» is nearly linear. The result for a network of 2 
transputers is very good partly due to the effect of the external memory and also because 
communication is overlapped with computation. To underline the effectiveness of the 
parallel strategy on permissible problem sizes, efficiencies as high as 91.33% have been 
recorded for the worst case (i.e. smallest problem distributed on a large network). 
An analysis of the results of table (4.4) for the 96 x 96 and 192 x 192 problems shows 
a potential linear speedup. For the larger problem, approximately half the time is taken 
. when the netwok size is doubled (e.g. 24.30 seconds on 6 transputers and 12.22 seconds 
on 12 transpu ters). 
The sequential strategy is generally more efficient in terms of storage requirements than 
the parallel strategy. Problems as large as 192 x 192 were solved on a single transputer 
using this approach (table (4.5». The timing results are also superior throughout. The gain 
in time and efficiency of storage usage are explained by the fact that the "SEQ" construct 
requires no storage space and consumes no processor time. In contrast, the "PAR" 
construct requires storage space (equation (4.5» and consumes time as follows: 
PAR time = (19.5 + (np - 1) 830.5) cycles, (4.6) 
where np is defined as for equation (4.5). 
The speedup graphs for this strategy are generally nearly linear (fig. (4.27», with 
speedup increasing as the size of the problem increases. For small problems 
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efficiencies drop below 90% as the network size increases beyond 6 transputers. This is 
because the problem is too small to effectively overlap communication with computation. 
Efficiencies for medium to large problems are generally high (above 92%). 
The sequential strategy for parallelising the 4-point group explicit method seems better 
suited for implementation on transputer networks. The parallel strategy cannot be written 
off completely since it displays higher efficiencies on very small size problems. If the 
number of parallel processes is reduced, for instance by increasing the size of the group, it 
might perhaps prove a worthwhile approach. 
144 
4.4.2 The 9·Point Group Explicit Iterative Method 
In this method the initial guessed value is corrected at each iteration by solving larger 
groups of 9 points until convergence is attained. For the model problem with h=l/lO the 
mesh points are grouped as shown in fig. (4.29). 
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Fig. (4.29) Grouping Of Points For The 9·Point Method 
The 9 points in the group are updated at each iteration explicitly in terms of 3 points 
each from their nearest neighboring groups. Also, the groups near the boundaries obtain 
some of the values from the boundary. The ordering of points inside each group is shown 
in fig. (4.30). 
From equations (3.84), the explicit Jacobi equation for updating the first point in the 
group marked "*" in fig. (4.30) is given by the following equation: 
new 1 
pointl . = 224 [ 67(left7 + down3) + 22(down6 + lefts) + 7(down9 + rightl + uPl + left9) 
old 
+ 6(righ~ + up 4) + 3(righ~ + uP7)] 
(4.7) 
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where the suffix "new" denotes the new value to be calculated, the suffix "old" denotes 
the old values of the bracketted elements, "up", "down", "left" and "right" denote the 
position of the group relative to the group marked "*", for instance, "left3" denotes the 
point 3 of the group marked "left". 
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Fig. (4.30) Ordering or Points In A Group 
Similar equations can be written for the remaining 8 points in the group. The equations for 
the 9-point group explicit S.O.R. method are obtained by extrapolating as follows: . 
. SOR . old (. new . old) 
POIDt1 = POIDt1 + co POIDt1 - POIDt1 ' 
(4.8) 
where co is the optimum relaxation parameter. 
4.4.2.1 Parallelising The 9-point Group Explicit Method 
The 2 approaches described for the 4-point group explicit method Il:~so apply to the 9-
point group explicit method. The only difference in this case is that the size of the group 
has increased. The implication is that there is more computational work to be done per 
group and for the same size of problem the total number of groups has decreased. It is then 
worth investigating the parallel strategy whose suitability for the 4-point group was 
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hampered by the resultant large number of parallel processes. 
A. The Parallel Strategy. 
The overall layout of the parallel processes on each transputer is as described before for 
the 4-point group explicit method (fig. (4.24». However, the process executed for each 
group now communicates 3 values down each channel instead of 2. Moreover 9 points are 
updated in each group implying more computation. The general layout of the code executed 
in each group per iteration is similar to that given for the 4-point method. In this case arrays 
of 3 elements are communicated between neighboring groups. by taking fig. (4.30) as an 
example, the group marked "*" receives the following values from its neighbors: 
points 1, 2 and 3 from right group 
" 7,8" 9" left " 
" 
" 
1,4 " 7" up " 
3, 6" 9 " down " 
The same group in turn communicates the following values to its neighbors: 
points 1, 2 and 3 to left group 
" 7,8 " 9 " right " 
" 1,4 " 7 " down " 
" 3,6 " 9 " up " 
The 9 elements in the group are updated at each iteration using the explicit equations (3.84) 
as described before. 
E. The Sequential Strategy. 
The code for the sequential strategy is similar to that of the 4-point group method except 
that each transputer now communicates 3 values at a time instead of 2. If we assume that 
the data of fig. (4.23) is organised into 9-point groups, the sequence of events for the 
evaluation of gO of T1 is as follows: 
1. TO sends vals of points 7, 8, and 9 of g8 to T1 
2. Tl receives above vals from TO 
3. T1 sends vals of elements 7,8 and 9 of g8 to T2 
4. Tl updates gO. 
A similar sequence occurs for the evaluation of all the groups in the first column ofT!. The 
sequence of events for the evaluation of g8 of Tl is as follows: 
1. T1 sends the values of elements 1,2 and 3 of gO to TO 
2. T2 sends " " " " 1, 2, U 3 It 11 11 Tt 
3. Tl receives above vals from T2 
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4. T1 updates g8. 
A similar sequence occurs for the evaluation of the remaining groups in the last column of 
Tl. 
4.4.2.2 Performance Of The 9-Point Group Explicit Method On The 
Transputer Network. 
The 9-point group' explicit method was applied to the model problem for various 
problem sizes and various network sizes. As for the 4-point method the network consisted 
of T800 transputers configured as a pipeline. 
Table (4.6) shows the timing results for the parallel strategy. The corresponding 
speedup and efficiency graphs for the 96 x 96 problem are presented in figures (4.31) and 
(4.32) respectively. 
The timing results for the sequential strategy are presented in table (4.7). The speedup 
and efficiency graphs for this approach are presented in figures (4.33) and (4.34) 
respectively. 
All the experimental results were taken after the first 100 iterations. The programs were 
designed such that there is an even number of groups per transputer and also that there are 
at least 2 columns of groups in each transputer. 
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Fig. (4.31) Speedup Graph For The 9-Point Group Explicit Algorithm:-
The Parallel Strategy 
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Table (4.6) Timing Results For The 9-Point Group Explicit Algorithm:- The 
Parallel Strategy (After 100 iterations) 
Problem Size 
(internal Network Time Lapse Relative Efficiency 
points) Size (seconds) Speedup (% ) 
1 7.36 1.00 100.00 
48 x 48 2 3.67 2.00 100.00 4 1.85 3.99 99.75 
8 0.94 7.83 97.88 
1 29.65 1.00 100.00 
96 x 96 2 14.80 2.00 100.00 4 7.42 4.00 100.00 
8 3.74 7.93 99.13 
16 1. 94 15.28 95.50 
1 N/A N/A 
2 
4 29.70 
192 x 192 8 14.98 
16 7.56 
101 
100 
99 
>-
u 98 c 
CD 
u 97 
-CD 
96 
95 
0 2 4 6 8 10 12 14 16 18 
number of transputers 
Fig. (4.32) Efficiency Graph For The 9-Point Group Explicit 
Algorithm:- The Parallel Strategy (96 x 96 problem) 
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Table (4.7) Timing Results For The 9-Point Group Explicit Algorithm:- The 
Sequential Strategy (After 100 iterations) 
Problem Size 
(internal Network 
points) Size 
1 
48 x 48 2 4 
8 
1 
2 
96 x 96 4 
8 
16 
-
1 
192 x 192 2 4 
8 
16 
20 
18 
16 
... 14 
:::J 
]12 
" g-10 
8 
6 
4 
2 
0 
0 2 4 
Time Lapse 
(seconds) 
5.25 
2.71 
1.40 
0.74 
21.33 
10.93 
5.44 
2.80 
1.48 
85.50 
43.50 
21.95 
11.14 
5.61 
Relative Efficiency 
Speedup (%) 
1.00 100.00 
1. 94 
3.75 
7.09 
1.00 
1.96 
3.93 
7.64 
14.45 
1.00 
1.97 
3.90 
7.68 
15.24 
optimum 
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•••••••••• 96x96 
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Fig. (4.33) Speedup Graphs For The 9·Point Group Explicit Algorithm:· 
The Sequential Strategy 
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4.4.2.3 Discussion or The 9·Point Group Explicit Method Results 
A. The Parallel Strategy. 
18 
The timing results for the parallel strategy for the 48 x 48 and 96 x 96 problems are 
very impressive. Maximum speedups are obtained when a 48 x 48 problem is solved on a 
network of 2 transputers and when a 96 x 96 problem is solved on networks of 2 and 4 
transputers. The communication overheads of solving the problem on a network are offset 
by the time required to access data stored in the secondary memory of the TRAM on a 
single transputer. When a small size network is used, some of the data is stored in the 
secondary memory which is slow and hence communication can be overlapped wholly with 
computation within each transputer. 
As the network size increases the effects of communication increase very slightly, 
although the arnmount of data per transputer has decreased such that it can be held on the 
transputer's on-chip high speed memory. Such high performances indicate that 
communication has been overlapped with computation. 
No results were obtained for a 192 x 192 problem on networks of size 1 and 2 because 
there was insufficient memory. A comparison of the results of table (4.6) and those of table 
(4.4) show a significant improvement in the use of memory and execution time. The 4-
point group explicit method applied to a 96 x 96 problem using the parallel approach would 
not fit on one transputer, whereas the same problem applying the 9-point method using the 
same approach was executed to completion on 1 transputer. A possible explanation is that 
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as the group size increases the total number of parallel processes executing on each 
transputer decreases. This has the effect of reducing the total number of channels per 
transputer. The storage space required for the Occam channels therefore decreases as well 
as the space for the PAR construct. The improvement in execution times is explained by the 
fact that channel setup time and PAR construct execution time is reduced. 
B. The Sequential Strategy. 
Near linear speedups were obtained with this approach (fig.(4.33», degradation 
increasing only slightly as the number of groups per transputer decreased. Highly efficient 
implementations were obtained for large size problems (192 x 192). Efficiencies as high as 
95.25% were recorded for the worst case when the network size is 16. For smaller 
problems (48 x 48) there is a more significant decrease in efficiency as the network size 
increa~es. This is attributed to the fact that there is insufficient data to overlap computation 
with ·communication. 
The efficiency graph for the 96 x 96 problem is interesting (fig. (4.34» in that it 
decreases as the network size is increased to 2 then rises as the network is increased to 4 
transputers before finally falling gradually as the network size is increased further. The 
initial gain in efficiency from 2 to 4 transputers is explained by the existence of the external 
memory on the BOl2 board. On 1 and 2 transputers some of the data is stored in the 
external memory which is slower, whereas on 4 transputers most or all of the data is in the 
transputer's memory. At this point it appears that the optimum value of the computation to 
communication ratio is reached since there is a gradual decrease in efficiency as the network 
size is further increased. 
Generally the computation times for the sequential approach are superior to the parallel 
approach. This is mainly because of the extra time required in executing the PAR constructs 
and in channel set up. However, the speedups and efficiencies of the pertnissible problems 
when the parallel approach is applied are more impressive. The parallel approach has a 
great potential if the group size is increased. 
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CHAPTER 5 
CONVERGENCE TESTING ON THE TRANSPUTER NETWORK 
5.1 Introduction 
The methods described in chapter 4 are iterative in nature but so far no mention has 
been made concerning the incorporation of convergence testing in the distributed parallel 
algorithms. The reason for this is that convergence testing on distributed processors is a 
complex task and hence warrants a dedicated chapter. 
The obvious implementation of convergence testing on a distributed system is that each 
processor monitors its own subdomain and decides whether a certain "local termination 
condition" holds. The global termination condition is decomposed into a collection of these 
.. 
local termination conditions, one for each processor. In the case of transputer networks, 
communication of local termination conditions can only occur between neighboring 
transputers. Global termination on the other hand necessitates knowledge of the conditions 
of all the transputers at that particular time. This is indeed a complex problem and may 
greatly increase communication overheads. 
Global convergence testing costs on transputer networks can be broken down into 2 
groups which will be referred to as the convergence computation costs and the 
communication costs. The former is the total computation time required to perform the 
convergence test. In the case of the absolute test, this would be the total time required to 
evaluate the equations: 
new old 
11 xi -Xi 11 S; E , (5.1) 
where E is a predefined small number. The latter is the total time required for all the 
processors in the network to communicate and combine their respective local convergence 
results in order to determine whether global convergence has occurred at that particular 
time, for instance at the end of an iteration. 
In this chapter, methods of implementing convergence testing will be discussed. 
Experimental results, based on the SOR method applied to the model problem will be 
presented and analysed. Finally, a scheme to eliminate convergence testing altogether is 
recommended and experimental results to investigate its feasibility are presented and 
analysed. 
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5.2 Parallel Implementation Of Convergence Testing. 
The configuration for the geometric decomposition of our model problem has already 
been described (fig. (4.7» in chapter 4. With such a configuration, 2 methods of 
implementing convergence testing will be described. One method is synchronous in nature 
while the other is asynchronous. 
5.2.1 The synchronous Method 
In this method, each transputer monitors the convergence of its subdomain after every 
iteration. There exists a convergence flag (flag[i]) inside each transputer which is set to 1 if 
the transputer subdomain has converged, otherwise it is set to O. For example, if all the 
elements of TO (fig. (4.7» have converged, flag[O] is set to 1, else it is set to O. Similarly if 
Ti has converged, flag[i] is set to 1, else it is set to 0, (i = 1, 2, ... ,N). 
Global convergence is achieved if and only if every transputer's convergence flag is 
equal to 1. In other words a mechanism has to be devised to enable every transputer in the 
network to know the status of every other transputer's convergence flag after each iteration, 
subject to the limitation of 4 communication links per transputer. According to our 
configuration each transputer can only communicate with its 2 nearest neighbors, for 
instance Tl can only communicate with TO and T2. 
The only possibility for our network is to have one of the transputers acting as the 
controller. After each iteration the controller performs the following actions: 
1. Determine the status of each transputer 
2. If global convergence has been achieved pass a message to all the transputers to 
terminate else send a message to proceed onto the next iteration. 
To effectively implement this strategy with minimal communication delays, the 
configuration must be altered from a pipeline to a chain by connecting the last transputer in 
the network to the first (fig. (5.1». The first transputer then acts as the controller. 
Host TO 
Trans-
puter ~~contro-~~ 
ller 
Tl 
fig. (5.1) Configuration For Convergence Testing 
TN 
All the transputers perform an iteration in parallel as described in chapter 4. At the end 
of an iteration all the transputers perform the convergence test on their subdomain and set 
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their convergence flags accordingly. The controller then examines the value of its flag. In 
the event of the flag being set to 0, the controller sends a message to TI that it has not 
converged ("negative" message), and then waits for a message from TN which will be 
negative. The controller then proceeds to the next iteration. In the event of the controller's 
convergence flag being set to I, it sends a "positive" message to TI and then waits for a 
message from TN. If the message from TN is "positive", it sends a "stop" message to TI 
and then dies. If the message from TN is "negative", it sends a "proceed" message to TI 
and then proceeds to the next iteration. 
The remaining transputers (TI, T2, ..• , TN) after performing a convergence test on 
their subdomains and setting their convergence flags, will wait for a message from their 
preceding transputers. In the event of a "negative" message, the same will be sent to the 
succeeding transputer and then wait for a "proceed" message before proceeding to perform 
the next iteration. For the final transputer in the network, the succeeding transputer is the 
controller. In the event of a "positive" message, the transputer examines the status of its 
convergence flag. If the flag is 0 it sends a "negative" message to the next transputer and 
waits for another message from the preceding transputer which will be to proceed. If the 
flag is 1 it sends a "positive" message to the next transputer and again waits for another 
message from the previous transputer. If the message is "proceed" , the same will be 
passed to the next transputer (TN will not pass the message) and the next iteration is 
performed. If the message is "stop", global convergence has been attained and the 
computations terminate after the transputer has transmitted the message to the next one on 
the network. 
This strategy for implementing convergence testing is synchronous in nature. It has got 
a time complexity of 0 (N+I) communications, where (N+I) is the total number of 
transputers in the network. 
5.2.2 The Asynchronous Method 
The basic idea in this strategy is to check for global convergence only when certain 
necessary conditions have been fulfilled. One such condition might be that some prescribed 
transputer has detected convergence at some point in its computations. This might be a 
good idea if the user has got a fair idea of the subdomain which changes fastest. The 
transputer executing such a subdomain then acts as the controller and it is the only one 
which is monitoring convergence initially, until it detects convergence. It then sends a 
message to the rest of the network to commence performing global convergence checks 
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after each iteration as described in section (5.2.1). 
Whereas the above method minimizes the costs of global convergence checking, it 
demands prior knowledge of the behaviour of the problem. In practice, however not all 
problems are as "nicely" laid out as that which makes the strategy's feasibility questionable. 
Another more practicable strategy would be to start checking for convergence after a 
prescribed number of iterations. This will certainly reduce the cost of convergence checking 
and is a more realistic strategy since it is futile to check for convergence after the fIrst few 
iterations. All the transputers therefore initially just perform their iterations without 
bothering with convergence checking until the predetermined iteration number. After this 
they perform the global convergence check after every iteration as described in section 
(5.2.1). 
The above strategy can be modifIed to check for global convergence only at selected 
iterati9ns, for instance it may be desired to perform the check after every 5 or 10 iteration 
cycles etc. This strategy and its original version certainly minimise convergence checking 
costs but there is a danger of performing more iterations than are required. In the fIrst 
version for example it might be decided to start checking for convergence after 20 iterations 
whereas the algorithm has converged at the 10th iteration etc. In the second version, it 
might be decided to check for convergence after every 10 iterations. It is possible that 
convergence occurs at the 11th iteration cycle in which case 9 more iterations are performed 
unnecessarily. 
5.3. Analysis Of Convergence Testing Costs 
Whatever strategy is implemented on transputer networks, convergence testing will still 
prove expensive in terms of time. The magnitude of communication delays caused 
increases as the network size increases and can be crippling for very large networks. 
Experiments were carried out to determine the costs of implementing convergence 
checks. Basically, the aim was to establish the convergence computation costs and 
communication costs, which were described in section (5.1). The average test was 
implemented, i. e. the iteration was continued until the following condition was satisfIed, 
new old 
11 u. - u. 11 
1 1 
old 
(l+lIui 11) 
:S: e, (i = 1,2, ... , N), (5.2) 
-4 
where e is a constant small number equal to 10 , and N is the number of internal mesh 
points. 
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The experiments were performed on a 96 x 96 point model problem on a network 
comprising up to 8 T414 transputers. The parallel SOR algorithm was applied and timing 
results were obtained for the fIrst 127 iterations. 
In order to determine the convergence computation costs, the algorithm was fIrst run 
with each transputer performing the local convergence test after every iteration and then the 
algorithm was run with each transputer not performing any convergence test. In both cases 
timing results were noted. We shall refer to the timing of the former experiment as Timel 
and for the latter as Time2. The convergence computation cost was then calculated as 
follows: Convergence Computation Cost = (Time I - Time2). (5.3) 
In order to determine the communication costs, the program was executed with the 
synchronous global convergence test implemented. The time taken here will be referred to 
as Time3. The communication cost was then calculated as follows: 
Convergence Communication Cost = (Time3 - Timel) 
, 
(5.4) 
The percentage time consumed in convergence testing is given by: 
(Time3 - Time2) 
Convergence Testing Time % = TlIIle3 X 100 (5.5) 
A summary of the experimental results is presented in table (5.1). The graphs showing 
the convergence computation costs and convergence communication costs on various 
network sizes are presented in fIgures (5.2) and (5.3) respectively. Figure (5.4) is a pie 
chart showing the proportions of the total time to solve a problem that is taken up by 
implementing convergence testing on a network of 8 transputers. 
Table (5.1) Convergence Costs For A 192 x 192 Problem 
(SOR Algorithm after 127 iterations) 
Time Lapse(seconds) Convergence Costs (sec) proportion of 
Network convergence 
Size Time3 Time2 Time1 computation communication costs (%) 
1 252.0 174.1 252.0 77 .9 0.0 30.9 
2 134.6 95.2 134.2 39.0 0.4 29.3 
4 68.9 48.9 68.3 19.4 0.6 29.1 
6 47.9 34.0 47.0 13.0 0.9 29.0 
8 38.4 26.9 36.6 9.7 1.8 30.1 
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69.95% 
other costs 
convergence 
computation cost 
4.69% convergenc~ 
communicat1on cost 
Fig. (5.4) Break-down Of Costs For The Implementation Of Convergence 
Testing On 8 Transputers (The SOR Algorithm) 
An analysis of the experimental results shows that there is a substantial amount of time 
required to perform the global convergence test on a network of transputers. Table (5.1) 
and fig. (5.4) show that approximately 30% of the total time taken to reach a solution is 
consumed in convergence checking for any network size. 
A greater percentage of convergence checking time is clearly spent on computation 
whilst only a smaller fraction is taken up by communication. However, figures (5.2) and 
(5.3) indicate that convergence computation time decreases as the network size increases 
while convergence communication costs increase as the network grows bigger. The 
implication is that for very large networks, communication costs might become dominant. 
In the remainder of this chapter a strategy to eliminate convergence testing costs 
altogether will be presented and its feasibility discussed. 
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5.4 Elimination Of Convergence Testing Costs. 
The previous section clearly shows that convergence testing reduces an algorithm's 
efficiency on a network of transputers. Methods to reduce the total costs of convergence 
testing are asynchronous in nature and either assume prior knowledge of the behaviour of 
the algorithm or run the risk of performing unnecessary iterations. More efficient 
implementations would be obtained by eliminating convergence checking altogether. In this 
section, a strategy to estimate the asymptotic convergence iterations of an iterative algorithm 
is proposed. Once this has been determined the algorithm can then be run for that number 
of iterations after which the results can be reported together with their maximum error value 
so as to provide the user with the degree of accuracy of the solution. If more accuracy is 
required the algorithm can be rerun using the current results as the starting guess for a few 
more iterations as desired. 
The above can be modified to running the algorithm for the asymptotic number of 
iterations plus some extra predetermined number of iterations before terminating and 
reporting the degree of accuracy. Employing asymptotic convergence iterations will ensure 
that each transputer only concentrates on performing useful work. 
5.4.1 Asymptotic Rate Of Convergence Of An Iterative Algorithm 
Definition 5.1 
For any convergent iterative method of the form, 
(k+l) (k) 
u = Gu + r, 
where G is the iteration matrix and r is a vector as described in chapter 3, the quantity 
k 
1\(G) = -In ~G 11 , 
is the average rate of convergence after k iterations. 
Definition 5,2 
The asymptotic average rate of convergence is defmed by, 
(5.6) 
(5.7) 
(5.8) 
where p(G) denotes the spectral radius of G. Equation (5.8) holds because it has been 
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proved [Young 71] that 
k Ilk 
p(G) = li1l1c __ =-(1I G 11) (5.9) 
Throughout this thesis, the rate of convergence of the iteration matrix G shall be referred to 
as R(G). 
It has also been proved [Young 71] that for sufficiently large matrices, the number of 
iterations (k) required to reduce the size of the error by a predetermined factor, say e, is 
given by, 
k~ Ine 
In p(G) 
. -Ine l.e·k ~ __ 
R(G) . (5.10) 
The value of k obtained from the equality of equation (5.10) could be much lower than 
k ~1 k 
the number required. In such a case 11 G 11 behaves like kp(G) ,instead of p(G) 
[Young 71]. The number of iterations required is then estimated in this case by finding the 
k-l 
smallest value of k such that, k[p(G)] ~ £. (5.11) 
From the above it is clear that the underlying factor in determining the asymptotic rate 
of convergence is the spectral radius of the associated iteration matrix. Convergence rate 
analysis is assessed from the basic Jacobi iteration equation [Hey 87]. This can be done by 
either Harmonic Analysis or by eigenvalue analysis [peaceman 77]. Once the convergence 
rate for the Jacobi iteration has been determined, it provides the machinery necessary to 
determine the convergence rates forthe more advanced algorithms (SOR, SLOR, S2LOR 
and the successive 4 (9) point group explicit methods). From the convergence rates, the 
number of iterations can then be estimated using equations (5.10) or (5.11). 
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5.4.2 Determination Of The Convergence Rate Of The Jacobi Iteration By 
Harmonic Analysis. 
It has already been established in chapter 3 that the totality of difference equations 
arising from solving elliptic partial differential equations may be represented in matrix form 
by: Au=b. (5.12) 
where u is a vector whose elements are u .• b is a vector whose elements are b .• and A is 
1 1 
an (N-I) x (M-I) coefficient matrix whose structure for our model problem is as described 
by equation (3.29). The Jacobi method for solving equation (5.12) has also been described 
in chapter 3 and is represented in matrix form at the (k+ I)th iterate by: 
(k+ 1) (k) (k) 
Du = Eu + Fu + b • (5.13) 
where D. E and F are as described in section (3.4.1.2A). Equation (5.13) may also be 
written as: 
(k+I) (k) (k) 
Du = Du - Au + b . (5.14) 
(k+I) (k) 
If we let uoo be the solution after convergence. then at convergence: u = u and 
hence. 00 
-Au + b = 0 . (5.15) 
(k) (k) 00 
Let the error vector be defined by: e = u - u (5.16a) 
Substituting equations (5.15) and (5.16a) into (5.14) gives the error equation. 
(k+ 1) (k) (k) 
De =De -Ae . (5.16b) 
Equation (5.16b) can be written in the difference form for the Laplace equation as: 
(k+l) 1 (k) (k) (k) (k) 
Eij = 4" [Ei_1j + Ei+1j + Eij_1 + Eij+1 ] • (5.17) 
where Eij defines the i.j element of e (i = O. 1 •...• N; j = O. 1 •...• M). We will assume 
that the error is a sum of components. chosen according to the type of boundary condition 
used. 
en Dirichlet Boundruy Conditions 
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When Dirichlet boundary conditions are specified on the boundary then from Fourier 
analysis. Sine functions can be used in the error expansion. corresponding to a zero error 
on the boundary. Thus the error term at each point on the grid can be expanded in a double 
N-l M-I 
E(k) - "" "" (k) p7ti q7tJ' Fourier series of the form ij - LJ LJ 'Ypq Sin(-) Sin(-) • 
p=1 IFI N M 
(5.18) 
(k+l) 
Y, 
where JXl(k) is the amplification factor of the error vector e. By substituting equation 
'YJXl 
(5.18) into (5.17) and simplifying the trigonometric expressions. the error equation for 
each component is reduced to. 
1 . p7t q7t 
"2 (Cos(jif) +Cos(M) ). p =1.2 •...• N-1; q=1.2 .... M-1 
Finally. equation (5.19) can further be simplified to 
(k+l) 
~-
Y,(k) 
pq 
(5.19) 
(5.20) 
For convergence. each component of the error must be reduced in magnitude. Therefore it 
(k+l) 
is required that I 'YJXl I < 1 for convergence. The maximum modulus of (5.20) is the 
Y,(k) . 
JXl . 
spectral radius of the Jacobi iteration matrix (p(GJ» . The asymptotic rate of convergence is 
then obtained from equation (5.8) and is dermed to be 
(k+l) 
R (GJ) =-max In 11L1 ~ p,q (1<) 
'Ypq 
(5.21) 
It is therefore necessary to seek the component of equation (5.20) with the largest ratio. 
This occurs when both the sine expressions of equation (5.20) are close to zero (i.e. when 
p=l. q=l) or when both sines are close to unity (i.e. p=N-1. q=M-1). Each of these cases 
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• 
will be analysed in turn. 
case I: p=I, q=l 
(Ie+I) 
'YI I 
-'-
'Y(j() 
1,1 
(S.22a) 
(S.22b) 
3 
x {Sin x is expanded by Maclaurin's Series to give Sin x ~ x - 3! + .... For small x we then 
have Sin x '" x) 
case 2 p=N-l, q=M-l 
(j(+I) 
'YN-I,M_I 
(le) 
'YN-I,M-I 
(S.23) 
Equations (S.22) and (S.23) have the same maximum magnitude although of opposite 
signs. Thus, the spectral radius for the Jacobi matrix is given by 
rc
2 1 1 l-~-+-) 
4N2 M2 • 
Thus, from equation (S.21) the rate of convergence is then given by 
(S.24) 
(S.2S) 
Finally, the minimum number of iterations necessary to reduce the error by a factor (e) is 
obtained from equation (S.lO) by: (S.26) 
164 
(m Neumann Boundary Conditions 
When Neumann boundary conditions are specified on the boundary then Cosine 
functions can be used in the error expansion. The Fourier Series of expansion for the error 
term is thus given by: 
N M 
E<::? = ~ ~ 1.(Ie) p. C (Plti) C (qltj ) 
IJ L.J LJ pq (Xi Pj os N os M ' 
p=O q=O 
where the Fourier Coefficients (X and 13 are given by: 
(5.27) 
(Xi = ; fori = 0 or N; (Xi = !for 1 ~ i ~ N-l; 13j = ; for j = 0 or M; 13j = 1 for 1 ~ j ~ 
M-I. 
We now analise the different cases. 
case 1 when i = 0, j = 0 
(k) ~ ~ (le) 1 1 
Eo,o = L.J L.J 1. -2' 2"' Cos(O) Cos(O) 
p=Oq=Opq 
and substituting equation (5.28) into the error equation gives the result 
(Ie+l) 
~= 1 . 
1.(k) 
pq 
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(5.28) 
(5.29) 
case 2 wheni = N,j =M 
N M 
(k) "" (1<) 1 1 EN,M = £..i £..i 'Ypq 2"' 2"' Cos(p1t) Cos(q1t) 
p=Oq=O 
(5.30) 
=> = ±1 . (5.31) 
~ wheni=O,j=M 
N M 
E(k) _"" (1<) 1 1 
O.M - ~ ~ 'Ypq 2"' 2" . Cos( 0) Cos(q1t) 
=> = ±1 . (5.32) 
case 4 when i = N, j = 0 
N M . 
E(k) ="" 'Y,(k) 1 1 
N.O .~ ~ pq 2"' 2"' Cos(p1t) Cos( 0) 
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=> 
(k+l) 
~ l) 
pq 
= ±1 . 
case 5 when1~i~N-1; 1~j~M-1 
N M 
E?'! = ~ ~'Y,(k) c (plti) c (qltj ) 
IJ L. L. pq os N os M ' 
p=O q=O 
(5.33) 
(5.34) 
If we substitute equation (5.34) into the error equation (5.17) and simplify, we obtain the 
following equation for each component of the error: 
(k+l) 
'Ypq 
'Y,(k) 
pq 
1 plt qlt 
= - ( Cos(-) + Cos(-) 2 N M 
Finally, equation (5.35a) can further be simplified to 
(k+l) 
'Ypq = 1- [Sin2(plt) + Sin2(qlt )] l) 2N 2M 
pq 
(5.35a) 
(5.35b) 
Following a similar procedure as the Dirichlet analysis we seek the largest ratio of 
equation (5.35), i.e. 
(i) p - O. q - 0: 
(k+l) 
'YO,O 
-t) 
0,0 
(ii) p - 1. q - 0: 
(k+l) 
'Y1,0 
l) 
1.0 
= 1 
2 
It 
= 1--
4N2 
(5.36) 
(5.37) 
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(iii) p - O. q - 1; 
(le+l) 2 1t YO,I 
= 1--4r.r l) 
0,1 
(iv) p - 1, a. = 1; 
(le+l) 
Y1,1 1 -= 
y(le) 
1,1 
(v)p=N-l, q=M-1; 
(le+l) 
YN-1,M-l ....:.:-:=~= (le) 
YN-1,M-l 
i(N2 +M2) 
4N2M2 
(5.38) 
(5.39) 
(5.40) 
Cases 5(iv) and 5(v) are of the same magnitude although of opposite signs. Equations 
for cases 1-5(i) cannot be reduced further because they correspond to the arbitrary constant 
in the integration. Thus the largest ratio is obtained from equations (5.37) and (5.38). 
Hence the spectral radius for the Jacobi matrix with Neumann boundaries is given by; 
2 
1 _ ~ . min [_1_ _1_] 
4 N2'~' (5.41) 
The rate of convergence can then be approximated by 
2 
(G) 1t . 1 1 R = -.mm[- -] 
.. J 4 N2'~ (5.42) 
(iiil Periodic Boundaty Conditions 
When Periodic boundaries are specified Sine functions of twice the periodicity can be 
used. The error expansion in this case is given by; 
N-I M-I 
(le) "" (le) 2' 2' Eij = £..J £..J Ypq Sin( pm ) Sin( q1tJ ) 
p=Oq=O N M (5.43) 
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So substituting equation (5.43) into the error equation (5.17) and simplifying gives the 
following equation: 
(k+l) 
L= l) 
IX! 
(5.44) 
We then proceed as before to fmd the component of equation (5.44) with the largest ratio. 
This occurs when both the Sine functions are close to zero or both expressions are close to 
unity. We shall therefore examine the possible cases in turn. 
Case 1 p=l, q=l 
(1<+1) 
'Y1•1 1 [S' 2( 7t) S' 2( 7t)] '-- = - m -+ In -(1<) N M 
'Y1 1 , 
2 2 
7t 7t 
'" 1- (-+-) 
N2 M2 
Case 2 p=N-1, q=M-1 
(1<+1) 
'YN-1,M-l 
(1<) 
'YN-1,M-l 
Case 3 p=l, q=O 
(1<+1) 
'Y1,O = 
l) 
I,D 
Case 4 p=O, q=l 
2 7t 2 7t 
= 1 - [Cos ( N) + Cos ( M)] 
2 2 
7t 7t 
= -1+(-+-) 
N2 M2 
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,(5.45) 
(5.46) 
(5.47) 
(\<+1) 
'YO.l = l) 
0.1 
2 
1t 
'" 1--M2 
The spectral radius of the Jacobi matrix is then given by: 
2 2 
1t 1t p(O) '" 1 - MIN (- , -) 
J N2 Nf' 
(5.48) 
(5.49) 
2 2 
. 
and and the asymptotic convergence rate estimated as: R (OJ) '" MIN (~, .::...) (5.50) 
00 N2 M2 
(iv) Mixed Boundary Conditions 
The above analysis can also be extended to mixed boundary conditions (Le. 2 sides of 
the square satisfy one type of boundary conditions while the other 2 satisfy another type of 
boundary conditions) covering a wide variety of problems. An analysis of the situation 
whereby 2 sides satisfy periodic conditions while the other 2 satisfy Neumann conditions 
(fig.(5.5» will now be illustrated. The results obtained from a similar analysis of other 
mixed conditions will be presented in tabular form. 
2 Sides Periodic. 2 Sides Neumann 
y 
periodic 
M-I ~----~----------~ 
Neumann Neumann 
.. 
o periodic N x 
Fig. (5.5) Mixed Boundary Conditions 
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In this case, for the Fourier Analysis then Sine functions of double period will be used for 
the periodic boundaries while Cosine functions will be used for the Neumann conditions in 
the error expansion. The error expansion is then given by: 
N M 
=~ ~ 
p:O Q'O 
E~! IJ (S.51) 
By substituting equation (5.S1) into the error equation and simplifying we obtain the 
following equation: 
(S.S2) 
A~ before different combinations of p and q are examined to determine the largest ratio 
of equation (S.52). This occurs when p=1 and q=O giving the result 
2 
1t 
p(GJ) = 1- 4~ (S.S3) 
(S.S4) 
The results obtained for other combinations of boundary conditions are summarised in 
table (5.2). 
Table (5.2) Convergence Rates For Other Mixed Boundary Conditions 
Boundary conditions R .. G} 
2 
1t 
Dirichlet(x-plane) 
- 2 Neumann(y-plane) 4M 
2 
Dirichlet(y-plane) 1t 
--Periodic (x-plane) 4N 2 
For our model problem in the unit square, we have N=M. The expressions for the 
spectral radius and the asymptotic rates of convergence can thus be simplified even further. 
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Table (5.3) shows the estimates for the model problem in the unit square for various 
boundary conditions. 
Table (5.3) Harmonic Analysis Results For The 
Model Problem In The Unit Square 
Boundary conditions R f;) 00 J 
. 2 
1t 
--Dirichlet 21'12 
2 
1t 
Neumann --2 
4N 
2 
Periodic 1t 
--2 
N 
2 
Dirichlet/periodic 1t 
- 2 
4N 
2 
1t 
Neumann/Dirichlet 
--
4N 2 
2 
1t 
Periodic/Neumann --2 4N 
5.4.3 Determination Of The Convergence Rates For The Other Iterative 
Methods 
A. The 'Gauss-Seidel And SOR Methods 
The convergence rates fo! the Gauss-Seidel and SOR iterative methods can be 
determined from the convergence rates of the Jacobi iteration matrix provided that the 
matrix possesses property "A" . It is well known that the Gauss-Seidel method converges 
twice as fast as the Jacobi and for optimum SOR we have the result [peaceman 77], 
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3 1 
- -
R (L) 22[R (0)]2 
.. rob = .. J ' (5.55) 
where Lrob is the SOR iteration matrix. The optimum value of omega (rob) is also calculated 
using the spectral radius of the Jacobi (p(OJ») as follows: 
2 
rob = (5.56) 
B. The SLOR and S2LOR Methods 
For the k-line SOR method, with optimum omega, Parter [Parter 61] showed that the 
convergence rate is approximately -V(2k) as fast as the SOR method. From this relationship 
and equations (5.55) we can derive the following relationship for the SLOR and S2LOR 
1 
methods: 
and 
R (Llline) = 4 [R (0 )]2 
.. rob 00 J 
1 
R..(L~~e) = 4 -V2 [R .. (OJ)]2, 
(5.57) 
(5.58) 
kline 
where Lrob is the iteration matrix of the successive k-line overrelaxation method with 
optimum omega. 
C. The 4-point and 9-point Group Explicit Methods 
The (p x p) group Jacobi iterative methods are approximately p times as fast as the 
point Jacobi method [Parter 81]. From equation (5.54) we can deduce the following 
relationship for the (p x p) group successive overrelaxation method: 
3 1 
- -
R (LPxP) = 22[ R (G)]2 
.. rob p .. J ' (5.59) 
where L~~ P is the SOR iteration matrix for the (p x p) group method. From equation 
(5.59) the convergence rates for the 4-point and 9-point group methods are as follows: 
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1 
2x2 '2 
R..,(Lrob ) '" 4 [R .. (GJ)] • (5.60) 
1 
3x3 2 
R .. (Lrob ) '" 2..J6[R .. (GJ)] • (5.61) 
From the above analysis and from table (5.3), the asymptotic convergence rates derived 
for the various relaxation methods for the model problem in a unit square are presented in 
table (5.4). 
Table (5.4) Asymptotic Convergence Rates For Various Relaxation 
Methods (The Model Problem In the Unit Square) 
. 
Asymptotic Convergence Rate (R (G) ) Method .. 
Dirichlet Neumann Periodic Mixed 
2 2 2 2 1t 1t 1t 1t 
Jacobi - -- - --2 2 2 2 2N 4N N 4N 
2 2 21t 2 2 1t 1t 1t 
Gauss-Seidel - - - -2 2:'1 2 
2 
2N
2 
N N 
21t 
..J2!:.. 2..J2!:.. ..J2!:. SOR -N N N N 
1t 21t 41t 21t 
SLOR 2..Jz-N N N N 
41t 2..J2!:. 4..J2.?:... 2..J22:... S2LOR -N N N N 
2..J2~ 21t 41t 21t 4-Point group - - -N N N N 
9-Point group 2..J~ ..J~ 2..J~ ..J~ 
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5.4.4 Feasibility Of The Strategy. 
In order to verify the practicality of implementing the preceding results in programs 
running on a network of transputers, several experiments were performed. The aim of the 
experiments was to find out how close these asymptotic rates of convergence were to the 
actual rates of convergence. For simplicity all experiments were performed on the model 
problem in the unit square. AIl the experiments were carried out on the host transputer. 
The series of experiments involved executing the programs with the average 
convergence test implemented (equation (5.2) with e=104) and noting the number of 
iterations necessary to arrive at the solution. These were then compared against the 
theoretical number of iterations obtained by using the approximation given by equation 
(5.10). 
The Successive Overrelaxation Method 
The optimum relaxation factor (rob) was determined by evaluating the foIlowing 
2 
equation [Young 54]: rob = (5.62) 
where p(GJ) is the quantity derived from Harmonic or Fourier analysis. The results are 
presented in tables (5.5) to (5.8). 
Square 
Length 
(N+1) 
10 
20 
40 
60 
80 
100 
Table (5.5) Dirichlet Boundary Conditions 
(U(O,l) = U(x,O) = 0; U(1,y) = U(x,l) = 1; (O$x,y:S;J» 
optimum Theoretical Number Experimental Number 
omega Of Iterations Of Iterations 
1.526 15 18 
1.729 29 33 
1.855 59 59 
1.901 88 83 
1.924 117 111 
1.939 146 141 
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Table (5.6) Neumann Boundary Conditions 
au au 
(ax = 0, (x = 0 or 1); ay = 0, (y = 0 or 1» 
Square 
optimum Theoretical Number Experimental Number Length 
(N+1) omega Of Iterations Of Iterations 
10 1.638 21 23 
20 1. 800 41 45 
40 1.895 83 90 
60 1. 928 124 134 
80 1. 946 166 181 
100 1. 957 207 224 
Table (5.7) Periodic Boundary Conditions 
(U(O,y) = U(I,y), (O!::ySI); U(x,O) = U(x,l), (OSx,y!::I» 
Square 
optimum Theoretical Number Experimental Number Length 
(N+1) omega Of Iterations Of Iterations 
10 1. 396 10 15 
20 1. 638 21 25 
40 1. 800 41 42 
60 1.862 61 53 
80 1.895 83 78 
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Table (5.8) Mixed Boundary Conditions 
Theoretical Number Experimental Number 
Square optimum Of Iterations Of Iterations 
Length omega 
(N+l) equation equation Periodic Periodic Neumann 
(5.10) (5.11) Dirichle Neumann Dirichlet 
10 1.638 21 22 28 27 29 
20 1.800 41 54 55 53 55 
40 1.895 83 120 110 105 109 
60 1. 928 124 189 167 154 164 
80 1. 946 166 260 219 205 216 
Group Iterative Methods 
The optimum relaxation factor was calculated as follows [parter 81]: 
2 
cob = (S.63) 
where p(Jp) is the spectral radius of the (p x p) group Jacobi scheme and can be estimated 
(S.64) 
The number of iterations in this case can be approximated as follows [Parter 81]: 
k = 
In (e) (S.6S) 
In (cob - 1) 
Equation (S.6S) is a variation of equation (S.10). It is well known [Varga 62] that at the 
optimuin omega the spectral radius of the SOR iteration matrix p(L rob) is given by: 
(S.66) 
Table (S.9) shows the results obtained for the 4-point group explicit method. The 
results for the 9-point group explicit method are presented in table (S.lO). In both tables the 
results for the mixed boundary conditions represent an average taken for the various mixed 
boundary conditions which were described for the point method. 
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Table (5.9) Results For The 4-Point Group Explicit Method 
Number Of Iterations 
Square Dirichlet Neumann Periodic Mixed 
Length Theory Experi- Theory Experi- Theory Experi- [theory Experi-(N+l) 
ment ment ment ment 
16 17 20 24 28 12 14 24 30 
32 34 36 48 51 24 26 48 54 
64 67 68 95 97 47 49 . 95 99 
128 133 131 188 185 94 92 188 191 
Table (5.10) Results For The 9-Point Group Explicit Method 
Number Of Iterations 
Square Dirichlet Neumann Periodic Mixed 
Length Theory Experi Theory Experi Theory Experi- .. heory Experi (N+l) 
rnent ment rnent rnent 
48 41 43 58 61 29 32 58 65 
72 61 64 87 90 43 44 87 93 
96 82 81 115 116 58 57 115 119 
144 122 120 173 170 87 85 173 175 
Block Iterative Methods 
In order to determine the optimum relaxation parameters for the k-Iine methods for 
various boundary conditions we require to determine their corresponding spectral radii 
P(Jldine). The result for the model problem with Dirichlet boundaries is well known [Parter 
81] and·is given by: 
2 
=1-klL. 
N2 
Equation (5.67) can be generalised to 
P(Jkline) = 1 - k( R (OS» , 00 
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(5.67) 
(5.68) 
where GS is the Gauss-Seidel iteration matrix. The Gauss-Seidel asymptotic rates for the 
other boundary conditions are presented in table (5.4). These were then combined with 
equation (5.68) to obtain the corresponding k-line spectral radii. The optimum relaxation 
2 
factor was then calculated as follows: rob = (5.69) 
and the asymptotic number of iterations were calculated using equation (5.10). Tables 
(5.11) and (5.12) show the results obtained for the SLOR and S2LOR methods 
respectively. 
Table (5.11) Results For The SLOR Method 
Number Of Iterations 
Square Dirichlet Neumann Periodic Mixed 
Length Theory Experi- Theory Experi Theory Experi- Lheory Experi (N+l) 
rnent ment rnent rnent 
16 17 22 24 29 12 15 24 31 
32 33 39 47 56 24 27 47 58 
64 66 69 94 99 47 45 94 111 
128 133 132 188 190 94 92 188 195 
Table (5.12) Results For The S2LOR Method 
Number Of Iterations 
Square Dirichlet Neumann Periodic Mixed 
Length Theory Experi- Theory Experi Theory Exper~- Theory ExperJ. (N+l) 
rnent rnent ment ment 
16' 12 15 17 22 9 12 17 24 
32 24 26 33 38 17 20 33 40 
64 47 44 67 63 33 34 67 66 
128 94 91 133 129 67 65 133 131 
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5.4.4.1 Discussion Of The Asymptotic Results 
When equation (5.10) is applied to the SOR method, the Dirichlet, Neumann and 
periodic problems (tables 5.4-5.7) give results that correspond closely to the theoretical 
results for large N. The mixed boundary problems (table (5.8» display a wide discrepancy. 
A closer agreement is obtained for the mixed problems when equation (5.11) is applied. 
This behaviour may be attributed to the non-linear elementary divisors in the Jordan 
Camonical form. 
The results for the Group iterative methods (tables (5.9 ) and (5.10» show an 
agreement between the theoretical and the experimental results. For the various boundary 
conditions, the experimental number of iterations tend to the asymptotic number of 
iterations as N increases. The same analysis is true for the results of the block iterative 
methods. 
From the experimental results, it can be concluded that the asymptotic number of 
iterations for the model problem in the unit square, may be confidently used for moderate to 
large size grids, to terminate the iterative algorithms distributed on a network of 
transputers. Although the experimental results for the point method with mixed boundary 
conditions are not in close agreement with theory, nowadays emphasis is given to block 
and group methods rather than point methods. 
Implementation of the asymptotic number of iterations not only gives accurate results 
but also greatly improves the performance of the algorithm by eliminating the time 
overheads caused by convergence testing on transputer networks. The technique provides 
the programmer with the environment to concentrate on designing more efficient algorithms 
without concern for the problem imposed by convergence testing which is associated with 
distributed processing on transputer networks. 
It is worth pointing out that the technique depends critically on having a good estimate 
of the spectral radius of the associated Jacobi matrix. This is difficult to determine for 
complex problems. 
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5.4.5 Performance Comparison Of The Iterative Methods On A Network Of 
Transputers 
It has generally been accepted since [Varga 60] that the S2LOR algorithm strikes the 
best balance of increasing convergence rate and increasing work. Later studies of iterative 
methods [Yousif 84] established that the 9·point group explicit method struck an even 
better balance. The advent of new computer architectures such as transputer networks calls 
for a reconsideration of this point of view. 
On conventional computers the iterative methods can be compared in terms of their 
computational complexity and the total number of iterations required to obtain a solution. 
The computational complexity can be examined from the point of view of arithmetic 
operations performed per iteration. 
An analysis due to Yousif [Yousif 84] of the computational complexities of solving the 
model problem using various iterative methods gave the results of table (5.13). The 
analysis disregarded convergence checking. In the table "additional complexity" represents 
the operations that are performed only once, either before or after the iterations. 
Table (5.13) Computational Complexities For The Various Iterative 
Methods (N2 internal mesh points) 
Computational Complexity Additional Complexity 
Method Per iteration 
Multipli- Additions Multipli- Additions 
cations cations 
SOR 2N2 5N 2 0 0 
SLOR 3N 2-N 5N 2 N N-1 
S2LOR 2 5 5N --N 
2 
2 6N -N 8N-5 6N-5 
4-Point 5 2 11 2 0 0 
Group ~ 7 
9-Point 34 2 61 2 0 0 
Group gooN gN 
The results of table (5.13) were combined with results obtained from experiments 
carried out on the ICL 19045 computer, to determine the number of iterations each method 
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required to arrive at the solution. Table (5.14) shows the results obtained from such a 
combination for the case when N=60 and epsilon = 10-7. The programs were coded in 
Fortran. 
Table (5.14) Total Computational Complexities For N= 60 
Number Computational Complexity 
Method Of Execution Time 
Iterations Multiplications Additions (seconds) 
SOR 179 1,288800 3,222000 25.78 
SLOR 109 1,170720 1,962059 19.56 
S2LOR 81 1,446325 1,745095 21.44 
4-Point 116 1,044000 2,296800 19.63 Group 
9-Point 93 1,264800 2,269200 21.72 
Group 
From the timing results of table (5.14), it would appear that the SLOR method 
performed best on this type of machine. However when their convergence rates (number of 
iterations) and ease of programming were taken into consideration, then Yousif concluded 
that the 9-Point Group Explicit method gave the best overall performance on that machine. 
Our interest in this thesis is to determine which method is best suited or performs best 
on a network of transputers. The major issue here is no longer computational complexity 
but communication to computation ratio, which determines the efficiency of the algorithm. 
Several experiments were carried out on a network of 16 T800 transputers to find out 
the total time taken by each of the algorithms to solve the model problem with Dirichlet 
boundaries. A similar set of experiments was carried out on a single transputer in order to 
determine the efficiencies. The asymptotic number of iterations for epsilon = 10-4 were 
implemented to terminate the algorithms. The results for a 192 x 192 problem are presented 
in table (5.15). 
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Table (5.15) Performance Of The Iterative Methods On A Transputer 
Network (model problem in the unit square with Dirichlet boundaries, N=192) 
Asymptotic 
computation Time 
(Seconds) Efficiency 
Method Number of 1 Tran- 16 Tran-Iterations 
sputer sputers 
(%) 
SOR 278 325.28 21.31 95.40 
SLOR 200 182.01 11.67 97.50 
S2LOR 141 167.95 10.51 99.87 
4-point (PAR) 200 -- 18.63 N/A 
Group 
(SEQ) 200 186.58 12.26 95.11 
9-Point (PAR) 163 12.35 N/A 
--Group (SEQ) 163 139.74 9.13 95.65 
The entries for the parallel strategies for the group iterative methods on one transputer are 
blank because there was not sufficient memory available. The reasons for this have already 
been explained in chapter 4. 
A comparison of the computation times reveals that the sequential strategy of the 9-
point group explicit algorithm is the fastest on the network. The S2LOR algorithm however 
is the most efficient implementation, infact both block methods outperform the remaining 
methods in terms of efficiency. The reason for this is that more useful work has to be done 
by each transputer in solving the tridiagonal (quindiagonal) matrix at each iteration. This 
makes the block methods more compute intensive than communication intensive. On the 
other hand the sequential strategy of the 9-point group explicit algorithm involves less 
work per iteration which tends to increase the communication to computation ratio. 
The group explicit methods possess more programming flexibility than the block 
methods due to the fact that the programmer requires to distribute small groups on the 
network as opposed to large blocks. Perhaps their flexibility can best be exploited on a very 
large network of transputers configured as a 2-dimensional array (large enough to hold one 
group per transputer) as illustrated in fig (5.6). 
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• • • • • • • • 
I--
• • • • • • • • 
• • • • • • • • 
• • • • • • • • 
Fig. (5.6) Distribution Of Groups Of 4 Points On A Network Of 16 
Transputers 
This was not investigated in this thesis because we were limited to only 16 transputers 
which would only permit experiments on very small problems (maximum size 8 x 8 for the 
4-point group explicit method and 12 x 12 for the 9 point group explicit method.) This then 
opens up the question of whether the larger size groups are worth investigating on 
transputer networks. 
Overall, the sequential strategy of the 9-point group explicit algorithm performs best on 
the transputer network. 
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CHAPTER 6 
PARABOLIC PROBLEM SOLVING ON A TRANSPUTER NETWORK 
6.1 Introduction 
This chapter is dedicated to the solution of Parabolic Equations in I-space dimension, 
on a transputer network. The mathematical background of the algorithms to be implemented 
has already been described in chapter 3. 
Firstly, the parallel implementation of the explicit method of solution is described in 
section (6.2), then the implementation of the Crank-Nicholson method will be described in 
section (6.3). The 2 methods of solving the tridiagonal matrix resulting from the Crank-
Nicholson method have already been described (chapter 3), namely the traditional Gaussian 
Elimination method and Wang's Partition algorithm. The Gaussian Elimination Method is 
sequential in nature and hence difficult to implement efficiently on parallel processors. 
Concern will thus be for the transputer implementation of Wang's Partition Algorithm. 
Experimental results to evaluate the algorithms' performance on a network of transputers 
will be presented and analysed. All the programs were coded in 3L Parallel Pascal and run 
on networks of up to 8 T414 transputers. The algorithms were applied to solve the model 
problem (equation (3.91» described in chapter 3. 
6.2 Parallel Implementation Of The Explicit Method 
The explicit method of solution may be represented diagranunatically as in fig.(6.1), 
where the initial condition f(x) is given by equation (3.9Ic) At each time step, the unknown 
pivotal values of u are updated explicitly in terms of 3 known pivotal values along the 
previous time step (equation (3.93». The three known values are the point's old value and 
the old values of it's 2 nearest neighbors. 
The implementation of this method on a network of transputers is very straight-
forward. The solution domain can be geometrically distributed over a pipeline of 4 
transputers as illustrated in fig. (6.2) for h=1/15. Ti, (i=O,1,2,3) ate the transputers on the 
network. 
In fig. (6.2) the points marked by a dot are the known boundary points while those 
marked "x" are the internal mesh points. 
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Fig. (6.1) Explicit Method Of Solution (h=1I10) 
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Fig. (6.2) Transputer Implementation Of The Explicit Method. 
The problem is subdivided such that each transputer contains more or less the same 
number of mesh points. In order to update certain points, (u4 for all transputers except 1'3 
and u1 for all transputers except T1) the transputers require values from their nearest 
neighboring transputers. For instance, in order to update point ul, Tl requires a 
knowledge of the old value ofu4 of TO, and so on for all encircled points in fig.(6.2). The 
code running on each transputer has got to be organised such that communication occurs 
between neighboring transputers before such points can be updated. 
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6.2.1 Designing Parallel Pascal Code For Each Transputer. 
The code running on each transputer varies slightly mainly on the number of values to 
be communicated to neighboring transputers and visa-versa. For example, TO in fig.(6.2) 
only requires to communicate with Tt whereas Tt communicates with TO as well as n. 
Effectively the code executed on the first transputer (TO) is slightly different from that 
executed on the last transputer(T3). The central transputers however run similar code. The 
Parallel Pascal Farming Technique can thus not be implemented since it thrives on having 
all transputers in the network executing exactly the same code. 
In the solution of our Parabolic problem, 2 main procedures are designed which are 
common for all the transputers. One procedure is responsible for initialising the points at to 
using equation (3.91c), while the other updates the values of the transputer's subdomain at 
each time step using equation (3.93). The former will be called procedure "init", while the 
latter will be referred to as procedure "calculator". 
The algorithms for the code executed by each transputer for the example of fig. (6.2) 
are as follows: IQ 
k 
1. evaluate r (~ ) 
. h 
2. call procedure init 
3. REPEAT 
(i) send u4 to Tt 
(ii) receive u 1 from T1 
(iii) call procedure calculator 
UNTIL maxtime (the desired number of time steps) 
4. send results to host. 
Ti (i=I,2) [For larger networks this applies to all central transputers] 
1. evaluate r 
2. call procedure init 
3. REPEAT 
(i) receive u4 from Ti·l 
(ii) send u4 to Ti+l 
(iii) send ul to Ti-l 
(iv) receive ul from Ti+ 1 
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(v) call procedure calculator 
UNTIL maxtime 
4. send results to host. 
1. evaluate r 
2. call procedure init 
3. REPEAT 
(i) receive u4 from T2 
(ii) send u 1 to T2 
(iii) call procedure calculator 
UNTIL maxtime 
4. send results to host. 
Step 4 is not as straightforward as it has been described since only the first transputer is 
connected to the host. Effectively each transputer sends the results of its subdomain as well 
as the results of all its succeeding transputers, to the preceding transputer. All the 
transputers execute in parallel only stopping at intervals to communicate with their 
neighbors. The Parallel Pascal Code For A network of 8 transputers is given in appendix 
H. Also, the Parallel Pascal configuration file for the network is included in the same 
appendix. 
6.2.2 Performance Of The Explicit Method On A Transputer Network 
Experiments were performed on the model problem to determine the performance of the 
explicit method on a network of T414 transputers configured as a pipeline. The 
configuration for the Parabolic problem is illustrated in fig. (6.3). 
~ .. 
~ ~ 
HOST 
-
roo 
I/O 
t TO Tl TN-l 
~ .. parti- ~ 
tion 1 
parti-
tion 2 
~ - - - __ parti-
tion 
(N) 
Fig. (6.3) Configuration For Parabolic Problems 
The timing results for various sizes of problems are presented in table (6.1). Figures 
(6.4) and (6.5) are the corresponding speedup and efficiency graphs respectively. 
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It is necessary for the stability of this method to have the value of r ~ 0.5. In our 
experiments the value of r was chosen to be 0.5. The number of time steps necessary to 
arrive at a meaningful solution were then calculated as follows: 
Cl. 
:::I 
"0 
Cl) 
Cl) 
Cl. 
III 
maxtime = 2 (problem size)2 • (6.1) 
Table (6.1) T,iming Results For The Explicit Method (r=O.5) 
Problem 
Size 
(l/h) 
49 
97 
193 
.9 
8 
7 
6 
5 
4 
3 
2 
1 
0 
0 
Network 
Maxtime Size 
1 
4802 2 
4 
6 
8 
1 
2 
18818 4 
6 
8 
1 
74498 2 
4 
6 
8 
optimum 
.......... ' ... "'.- 48 points 
••.. o()o.... 96 poi nts 
---g-_. 192 points 
1 2 3 4 
Time Lapse 
(minutes) 
2.52 
1.33 
0.73 
0.52 
0.42 
19.78 
10.15 
5.37 
3.72 
2.89 
128.90 
65.46 
33.92 
23.14 
17.76 
5 6 
number of transputers 
Relative 
Speedup 
1.00 
1.89 
3.45 
4.85 
6.00 
1.00 
1.95 
3.68 
5.32 
6.84 
1.00 
1. 97 
3.80 
5.57 
7.26 
7 8 
Fig. (6.4) Speedup Graphs For The Explicit Method 
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Efficiency 
(\) 
100.00 
94.50 
86.25 
80.83 
75.00 
100.00 
97.50 
92.00 
88.67 
85.50 
100.00 
98.50 
95.00 
92.83 
90.75 
9 
100 
95 
>- 90 
" c 
" 
" 
85 
-
" 80 
75 
70 
0 
---0--
c 
48 points 
96 points 
192 points 
2 3 4 5 
number of transputers 
6 7 8 
Fig. (6.5) Efficiency Graphs For The Explicit Method 
6.2.3 Discussion Of The Explicit Method Results 
9 
The results of table (6.1) show a considerable decrease in computation time as the 
network size is increased for all sizes of problems. For the smallest size problem (48 
points) the speedup graph shows a considerable deviation from the optimum graph. This 
occurs because there is insufficient data per transputer for computation overheads to 
offset communication overheads. 
The speedup graphs for the 96 and 192 points problems, are nearly linear indicating 
that. the communication to computation ratio is very low. . In general, a balance has 
to be achieved between the problem size and the network size. The 48 points problem 
solved on a network of 8 transputers implies that each transputer is responsible for only 6 
points whereas a 192. points problem on the same network implies that each transputer 
solves 24 points. Clearly, the latter is a more efficient implementation. Figure (6.5) shows 
efficiencies of over 90% for the 192 points problem and over 85% for the 96 points 
problem. The efficiency graph for the 48 points problem drops very rapidly to 75%. Even 
for such small size problems efficiencies as high as this indicate a great potential for the 
explicit method on transputer networks. 
It can be concluded that the Explicit method gives a nearly linear speedup for average to 
large size problems and that the implementation is highly efficient provided that the number 
of points per transputer is sufficiently large. 
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6.3 Parallel Implementation Of The Crank Nicholson Method 
The application of the Crank Nicholson method in solving Parabolic equations 
effectively reduces the problem to that of solving a system of simultaneous equations at 
every time step. It was established in chapter 3 that the systems of equations can be 
represented by: (6.2) 
or A (k+1) - d k ~ 0, d = A u(k) • 1u -, ''"2 (6.3) 
The right hand side of equation (6.3) is known at each time step since it consists of the 
mesh point values at the previous time step. If the value of r is taken to be 1 (r = 1), the 
coefficient matrix A1 for our model problem (equation 3.91) takes the form given by 
equation (3.97c). Wang's Partition algorithm for solving such systems, described in 
chapter 3, is well suited for implementation on a network of transputers. This is because it 
involves dividing the augmented matrix into a series of partitions (fig. 3.22). The partitions 
can be distributed over a network of transputers. Each transputer can then perform 
operations on its subdomain to decompose the system into separate subsystems as shown 
in fig.(3.24). The sophisticated elimination process occurring inside each transputer 
requires knowledge of some values from the transputer's nearest neighbors at certain 
stages. Such communications must be provided for in order to implement the algorithm on 
a network of transputers. 
For our model problem in which the coefficient matrix is constant, once the system has 
been decomposed into separate subsystems, the coefficients of the [mal matrix (f., b , g. ) 
1 i 1 
may be stored by each transputer for use at every time step. The right hand side values, 
however vary at every time step and hence the elimination process for the right hand side 
values occurs at every time step. For generality, the parallel program designed will assume 
a varying coefficient matrix at every time step. 
Figure (6.6) demonstrates how the augmented matrix for a problem of size 12 points is 
distributed over a network of 3 transputers. 
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1 S ~-
~ b 2 C2 ~ 
TO ~ ~ b 3 c3 
a4 b 4 c4 
d4 
'\ b l Cl d l 
~ b2 C2 ~ 
Tl b 3 ~ ~ S 
a4 b 4 C4 d4 
'\ b l Cl dl 
~ b 2 C2 ~ 
T2 
b 3 ~ S ~ 
-
a4 b 4 
d4 ,-
Fig. (6.6) Augmented Matrix Distributed Over 3 Transputers (l/h =13) 
Such a partition corresponds to the decomposition of the solution domain as shown in 
fig.(6.7) 
t 
t ] 
, 
ul 
TO 
u2 u3 u4 1 
Tl T2 
u2 u3 u4 ul u2 u3 u4 x 
Fig.(6.7) Decomposition Of The Solution Domain At The jth and (j-l)th 
time steps 
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In the next section, we shall go through the 4 steps of the Partition Algorithm showing 
the sequence of events in each transputer. Emphasis will be placed on the stages which 
require communication between transputers. Much reference will be made to the steps of 
Wang's algorithm described in chapter 3. 
6.3.1 Designing Parallel Pascal Code For Each Transputer 
A procedure is designed common to all transputers whose task it is to initialize the mesh 
point values. We shall call this procedure "init". Another procedure also common to all 
transputers assigns values to the variables ai' bi and ci for all i. We shall call this procedure 
"initabctl • 
T~e right hand side vector d of each transputer from equation (3.96) is determined in 
terms of the old values of the mesh points immediately to the mesh point's left and right. 
Some of these values involve mesh points of neighboring transputers, for instance d1 of Tl 
is calculated in terms of u4 of TO and u2 of Tl, similarly d4 of Tl requires ul of T2 etc. 
Separate procedures are designed for each transputer for the evaluation of the vector d. We 
shall refer to the procedures as "calcdi". The algorithms for the code executed by each 
transputer for this procedure are as follows: 
Procedure Calcdi 
IQ 
1. send u4 to Tl 
2. receive ul from Tl 
3. evaluate d 
Tl 
1. receive u4 from TO 
2. send u4 to T2 
3. receive ul from T2 
4. send ul to TO 
5. evaluate d 
T2 
1. receive u4 from Tl 
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2. send ul to Tl 
3. evaluate d 
The 4 steps of Wang's Partition algorithm will be made into separate procedures. 
Procedure "step 1" responsible for the elimination of a can be done simultaneously since all 
the calculations involve elements within the transputer. After the execution of this 
procedure the augmented matrix is reduced to figure (6.8) 
-
--
b l Cl d l 
-
b2 c2 ~ 
-
TO b 3 c3 ~ 
-
b 4 c4 d 4 
f -
I b l Cl d l 
f -
2 b2 C2 ~ Tl 
f -
3 b3 C3 ~ 
f -
4 b 4 C4 d 4 
f ~I -I Cl d l 
f -
2 b 2 C2 ~ T2 
f -
3 b3 C3 ~ 
f -
4 b 4 d 4 
'---
-
Fig.(6.8) Augmented matrix After stept 
The procedure for eliminating c (procedure step2) involves values from neigh boring 
transputers. Each one of the transputers performs the operations to eliminate c3' c2 and Cl 
in that order simultaneously. This creates new coefficients which will be denoted by 
g3' g2 and gl in fig.(6.9). Elimination of c4 in each transputer requires knowledge of the 
194 
... ... - -
values b,f andd from the succeeding transputer and the values c4,b4 andd4 from 1 1 1 
the current transputer. According to Wang's algorithm, the elimination of c4 is performed 
" " in the succeeding transputer after which the values g4' b and d will be sent back to the 
4 4 
preceding transputer. 
The sequence of events for the elimination of c 4 for each transputer is as follows: 
IQ 
- -l.sendc4, b andd toTl 
4 4 
" " 2.receive S4' b and d from Tl 
4 4 
Tl 
- -
l.receive c 4' b and d from TO 
4 4 
- -2. send c4, b and d to T2 4 4 
" " 3.calculate S4' b andd 
4 4 
" " 
for TO and store 
4. send S4' b and d to TO 
4 4 
" 5. receive S4' b 
4 
" 
andd from T2 
4 
- -
l.receive c 4' b and d from Tl 
4 4 
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1\ 1\ 
2.calculate !l4' b and d for T1 and store 
4 4 
1\ 1\ 
3.send !l4' b and d to Tl 
4 4 
After the execution of this procedure the augmented matrix is reduced to figure (6.9) 
r--:;- A -
b 1 gl d 1 
A A 
b2 g2 d2 
TO A A b 3 g3 d3 
A A 
b4 g4 d 4 * 
f 
A A 
1 b 1 gl d 1 
f 
A A 
2 b2 g2 d 2 
f A A 
3 b 3 g3 d 3 
Tl 
f 
A A 
4 b 4 g4 d 4 * 
f 
A A 
1 b 1 gl d 1 
f A A 
2 b2 g2 d 2 T2 
f A A 
3 b 3 g3 d 3 
f 
A A 
4 b 4 d 4 * 
'--
-
Fig.(6.9) Augmented Matrix After Step2 
Procedure step3 solves the equation marked "*" in each transputer by elimination and 
back substitution. Basically the first task is to eliminate f4 of T1 and f4 of 1'2. This requires 
1\ 1\ 
a knowledge of the values of !l4' b and d of the the preceding transputer. Fortunately 
4 4 
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these values have already been stored (see procedure step2) in the relevant transputers so 
that the elimination process in TI and T2 involve no further communication. The solution 
of u4 can then be obtained by back substitution. The sequence of events for the back 
substitution in each transputer is as follows: 
T2 
1. solve for u4 
2. send u4 to T1 
.Il 
1. receive u4 from T2 
2.solve for u4 
3.send u4 to TO 
IQ. 
1. receive u4 from TI 
2. solve for u4. 
The final procedure (step4) is responsible for the solution of the remaining unknowns 
(i.e. uI, u2 and u3). For TO this is straightforward because all the calculations involve 
variables stored within the transputer. For the remaining transputers a knowledge of the 
current value of u4 of the preceding transputer is required. The following are the algorithms 
for each transputer for this procedure: 
TO 
1. send u4 to T1 
2. calculate uI, u2 and u3 
T1 
1. send u4 to T2 
2. receive u4 from TO 
3. calculate uI, u2 and u3 
T2 
1. receive u4 from TI 
2. calculate u I, u2 and u3 
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For a network of more than 3 transputers all the algorithms described for Tl apply to the 
central transputers while those for TO and T2 apply to the flrst and last transputers on the 
network respectively. 
The main algorithm executed by each transputer is as follows: 
1. evaluate r 
2. call procedure init 
3. REPEAT 
(i) call procedure initabc 
(ii) .. .. calcdi 
(iii) call procedure step 1 
(iii)" .. step2 
(iii) .. .. step3 
(iii) .. .. step4 
UNTIL maxtime 
4. send results to host. 
The Parallel Pascal program for the above algorithm for a network of 8 transputers is 
given in appendix (I). 
6.3.2 Performance Of Wang's Partition Algorithm On A Transputer Network 
Experimental results for the Partition method on a network of T414 transputers 
conflgured as a pipeline(flg.(6.3» are presented in table (6.2). Figures (6.10) and (6.11) 
are the corresponding speedup and efflciency graphs respectively. The sequential code 
running on one transputer implements the Gaussian Elimination Method. 
The Crank Nicholson method is valid for all values ofr > O. In our experiments r=1. 
The number of time steps required to arrive at the solution were calculated as follows: 
maxtime = (problem size)2 , (6.2) 
which is half the number of time steps required by the explicit method. 
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Table (6.2) Timing Results For The Partition Algorithm (r=l) 
Problem 
Size 
(l/h) 
49 
97 
-
193 
9 
8 
7 
6 
g.S 
'0 
Q) 
~4 
tI) 
3 
2 
1 
0 
0 
Time Lapse Relative Efficiency Network 
Maxtime Size 
1 
2401 2 
4 
6 
8 
1 
2 
9409 4 
6 
8 
1 
37249 2 
4 
6 
8 
optimum 
--... --.. --_. 48 points 
-----[]'--- 96 points 
---0--- 192 points 
I (minutes) I Speedup ('is) 
2.28 1.00 100.00 
2.56 0.89 44.50 
1. 49 1. 53 38.25 
1.25 1. 82 30.40 
1.20 1.90 23.75 
17.94 1.00 100.00 
19.81 0.90 45.28 
10.73 1. 67 41. 79 
8.07 2.22 37.05 
7.03 2.55 31. 90 
128.75 1. 00 100.00 
149.25 0.86 43.13 
77.95 1. 65 41. 29 
55.55 2.32 38.63 
45.44 2.83 35.42 
_ ... -0 
... _--: ......... -a 
... _I"Y~ .. _ __ .. -
.,.JC :"- ..... -c=l' 
_...... --. ..._-. 
--"""""",g:::: 
---0---
1 2 3 4 s 6 7 8 
number of transputers 
Fig. (6.10) Speedup Graphs For The Partition Algorithm 
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number of transputers 
Fig. (6.11) Efficiency Graphs For The Partition Algorithm 
6.3.3 Discussion Of The Partition Method Results 
The results for the Partition method are generally poor. There is infact a loss of speed 
when the algorithm is implemented on a network of 2 transputers for any of the problems 
solved. This is evidence of excessive communication overheads. Although the amount of 
computational work has been halved, the overheads in communication introduced is greater 
than the computational overheads for half the problem. The nature of Wang's algorithm is 
such that communication cannot be overlapped with computation. The 4 steps of the 
algorithm rely on successful completion of the preceding step. 
Wben the network size is increased from 2 there is a slight gain in speed. This gain is 
due to the reduction in computation time which is due to the reduced number of points per 
transputer. The dominant communication overheads however are still constant .. 
Another explanation for the algorithm's inefficiency on a network of transputers is the 
fact that the Gaussian Elimination method implemented on the single transputer is very 
straightforward only requiring a forward elimination and back substitution. The Partition 
algorithm on the other hand requires extra time to partition the solution domain. Two 
overheads are thus introduced by implementing the algorithm on the network, namely, 
partition time and communication time. 
It can be concluded that the Partition algorithm is not suitable for efficient 
implementation on transputer networks. 
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6.4 Comparison Between The Implicit Method And The Explicit 
Method 
The traditional Explicit method of solution requires a very large number of time steps in 
order to arrive at the solution. The Crank Nicholson method on the other hand requires 
fewer time steps (in our experiments half the number required by the explicit method). 
The timing results of tables (6.1) and (6.2) show that the Explicit method is much faster 
on a network of transputers despite the fact that twice the number of time steps are being 
performed. Their speedup and Efficiency graphs also reveal the superiority of the Explicit 
method on the transputer network. Perhaps on such networks Parabolic problems in 1-
dimension are best solved by the Explicit method. The simplicity of the method ensures that 
although many more time steps are performed, it does so in a shorter period of time. 
The straightforward implementation of the Crank Nicholson method by partitioning the 
naturally sequential Gaussian Elimination algorithm is very inefficient due to the high 
communication and computation overheads incurred from the partitioning process. Perhaps 
this algorithm would be better suited to implementation on a shared memory machine. Such 
an architecture would greatly reduce the communication overheads. 
It would be unfair to dismiss the Crank Nicholson method of solution based only on 
the performance of a direct method of solving the resultant tridiagonal matrix. A parallel 
iterative method of solving the tridiagonal matrix will thus be investigated in the next 
chapter. 
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CHAPTER 7 
PARABOLIC PROBLEM SOLVING BY THE ALTERNATING 
GROUP EXPLICIT METHOD ON TRANSPUTER NETWORKS 
7.1 Introduction 
The traditional Explicit method of solving one--dimensional parabolic problems 
suffers from poor stability characteristics which require extensive amounts of conventional 
computer time. The unconditionally stable implicit Crank Nicholson method allows larger 
time steps of integration and is much more accurate. The implicit method inevitably leads 
to the problem of solving a large linear system of equations which is tridiagonal. The 
solution of such systems is difficult to parallelise making the implementation of the implicit 
method on parallel processors very inefficient. 
The Partition Algorithm investigated in Chapter 6 is a parallelisation of the Gaussian 
Elimination method which is a direct method of solution. The implementation of this 
method on transputer networks was out-performed by the poorly stable explicit method 
which not only offered simplicity but also the capability of obtaining the solution at every 
point concurrently.' Evans [Evans 87], found a new method of solving Parabolic 
Equations, which has improved stability and possesses the required convergence 
characteristics. The Alternating Group Explicit (AGE) method is an iterative method which 
is explicit in nature. The algorithm has great potential on parallel computers because it 
breaks down the solution domain into small groups which can be executed concurrently. 
The fIrst part of this chapter investigates the implementation of the AGE algorithm on 
transputer networks in solving one-dimensional Parabolic problems. The second part is . 
concerned with the extension of the algorithm to solving two-dimensional parabolic 
problems on transputer networks. 
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7.2 The AGE Method for Parabolic Problems in One Space 
Dimension 
From Chapter 3 the solution of the parabolic equation in one-dimension, (equation 
(3.91)) by the implicit Crank Nicholson method, reduces the problem to that of solving the 
equation (3.97b), where the matrix A1 is given by equation (3.97c). 
The procedure for the derivation of the algorithm will be presented in the following 
paragraphs [Evans [1], 87]. 
If N is even, we split the matrix A1 into the sum of two matrices 01 and 02 such that 
where: 
and 
A1 = 01 + 02 (7.1) 
°2 = 
I 
___ 1. 
o 
b'1 
1 
_1-
1 b' 
2 
I a 
_12 
-1-
L 
c2 I 
b' I 
.2L 
I' , 
I , 
I-
I 0 
-1- I-
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o 
(7.2) 
..!. 
1 0 I 
of _1-
I I 
,I 
-t _1-
b I N-2 cN_2 1 
I ,I 
-t ~-1 _ bN-1 L 
Ib' 
N (7.3) • 
If N is odd, the matrices G1 and G2 are as follows: 
, 1 1 1 
b1 
_I _ _ L .L _ _ _ L 
, 
1 b2 c2 1 
1 ' 1 1 _1~3_ ~3l J __ _ o L __ _ 
G = 1 
1 I' , 
1 , 
1 
L _'.1 
, 1 
b1 cll 
a2 b~ 1 
T , -,-
1 b3 c3 1 
, a4 b~ 1 
- -- I -I, 
G = 1 , 2 , 
, 
- -- , 
0 , 
- -- I -,-
In equations (7.1 - 7.5) we set 
bi = b/2, i = 1, 2, ... N 
1----
-1- -
0 1 , 
-,- -
~I-
1 ' 
c ' bN
_
2 N-2, 1 , 
, ~-1 bN _1, 
-,- -I- . , 
I bN 
(7.4) 
(7.5) 
, , 
and the matrices G1 and G2 satisfy the condition that (G1 + r I) and (G2 + r I) are non-
, 
singular for any r > O. 
Using equation (7.1), the original equation (3.97) can now be written in the form: 
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(0 + 0 ) U(k+I) = d 
I 2 (7.6) 
u (k + 112) and u (k+ I) can then be detennined implicitly by following a strategy similar to 
the AD! method [peaceman & Rachford, 1955] by 
(0 +~I)u(k+I12) = d-(O _~I)u(k) 
I 2 
(0 +~I)u(k+I) = d-(O _~I)u(k+I12) 
2 I 
or explicitly by: 
u(k+I12) = (0 +;1)-1 [d-(02-~I)u(k)] 
I , 
where r' is given by [Evans, 85]: 
r' = (uv)l12 
(7.7a) 
(7.7b) 
(7.8) 
where u and v are the minimum and maximum eigenvalues of the submatrices of 0 1 and 
G2 . When the submatrices are singular and the smallest eigenvalue is zero, then the 
second smallest eigenvalue is considered [Kellogg, 65]. 
I I I I 
Thematrices (GI +rI), (G2 +rI), (Ol-rl) and(G2 -rI)canbedetenninedby 
, , 
inspection and the inverses of (01 + r I) and (G2 + r I) are easy to find because they 
consist of Simple (2 x 2) diagonal submatrices. Hence equation (7.7b) for N even can be 
simplified to the following: 
(k+l/2 
uI ~fl -<;[1 I 0 ~ ~a.jl (Xlf4 __ ~ +- __ _ 
I <Y.!; --<3i31 I 
= ___ ..j..-ah _asS _ .t- ____ x 
\ 
I I \ I 
___ L ~ _,L ___ _ 
O I I~-I -'N-Ikl I-WN-I CN_IfN-I ~1-aN-IuN~-~_IUN_ dN-~N I 
(7.9a) 
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(k) 
UN-2 
, , 
et. = b. + r. 
where 1 1 
R ' , 
Pi = bi - r. 
o 
x 
i = 1. 2 •...• N 
i = 1.2 ..... N-l. 
Equations (7.9a) and (7.9b) can be written in explicit fonn as: 
= 
[et2 (d1 - f3lu~-cl (d2 - f32u 2 -c2u3)]fl 
[-~ (d l - f3 1u1) + <1. (d2 - f32u2 - c2u3)]fl 
d l - ~IUl - Cl ~ 4c-t1i2) 
d2-~Ul-~2~ 
d3-~~-C3U4 
cl -a U - ~ Q. 
""N-2 N-2 N-3 N-2 N--2 
~l- ~N-l ~l- CN_lUN 
dN - ~UN_l - ~NUN 
(7.9b) 
(7.10) 
(le) 
tN-I [~ (~_I - ~-luN-2 - ~I uN_I) - <N-I (dN - f3NuJ]fN_I 
tN f-~ (dN_I - ~_I ~-2 - f3N-I uN-I) + ~_I (dN - f3NuN)]~_1 
= 
(dl - ~l ul - Cl ~Y(Xl 
[~(d2.-~uI -~~)-C2 (~- ~3U3- c3u4)lf2 
[-a3 (~- ~Ul - ~2U:Z>+~ (d3 - ~~ -SU4)] ~ 
UN-2 [~-I(~-2 -a N-2~-3'~N-2 UN-:Z>'1._2(dN-l-~N-lUN-l-CN-lUN)] ~-2 
UN-I [- aN-l (~2-lN_2UN-3- ~N_2UN-2) + <N-2 (~-I-Ik--1 ~1-1.-l ~)] fN_2 
UN (~- ~N-l - ~N~)/~ 
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(7. 11 a) 
(k+li2) 
(7. 11 b) 
Equations (7.lla) can be derived from the computational molecule shown in fig. (7.1) and 
the equations: 
(k+ 1/2) (k) (k) (k) (k) 
u. = A.u. 1 + B.u. +C.u· 1 +D.u. 2+E. 1 11- 11 11+ 11+ 1 
where: 
A. = --<l. la.f., 
I 1+ 1 1 
E. = (ex. Id.- C.d. I)f.; 
1 1+ 1 1 1+ 1 
Ai+l = a.a. If., Bi+1 = a. I ~.f., 1 1+ 1 1+ 1 1 
Ci+1 = --<li~i+li' Di+l = exici+li, 
fori = 1,3,5, ... N-l with al =cN = 0 
i-I i i+l i+2 
i-I i i+l i+2 
Fig. (7.1) Explicit Computational Molecule for (k+~) sweep. 
(i=I, 3, ... N-l) 
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(7.12a) 
(7.12b) 
(7.13a) 
(7.13b) 
1 (k+"2) 
(k) 
(k) 
Similarly, the explicit computational molecule for the (k+ l)th sweep given by 
equation (7.11b) is given by fig. (7.2.) and the equations: 
(1<+ 1) _ P (1<+1/2) + ~ (1<+1/2) R (1<+1/2) S (k+ 1/2) T 
u. -. u. 1 .u. + .u. 1 + .u. 2 +. 1 1 1- 1 1 1+ 1 1+ 1 
(k+I) - (k+l/2) - (k+l/2) - (k+I/2) - (k+l/2)-
u. 1 =P. l u . 1 + (). IU' + R. l u . 1 + S. l u . 2 + T. 1 1+ 1+1- '9+1 1+1+ 1+1+ 1+ 
where: for i = 2, 4, ... , N-2: 
T. = (ex. Id .-c.d. If., 1 1+ 1 1 1+ 1 
Q. 1 = a. IIH . 1+ 1+ 1 1 
It 1" -ex.~. If., 1+ 1 1+ 1 S. 1 = -a.c. If. 1+ 1 1+ 1 
fori =0: 
andfori = N: 
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(7. 14a) 
(7.14b) 
(7.15a) 
(7. 15b) 
i-I 
i-I 
(k+1) 
i i+1 i+2 
(k+1) 
i i+1 i+2 
Fig. (7.2) Explicit computational molecules for (k+l)th sweep. 
(i = 2, 4, •.• , N-2) 
Following the same procedure, a similar set of equations can be obtained for the case 
when N is odd. 
The AGE algorithm can thus be completed explicitly by using equations (7.12) and 
(7.14) in alternative sweeps until a suitable convergence to a specific level of accuracy e is 
achieved. 
The computational complexity for the sequential AGE algorithm is eight multi-
plications and eight additions per point per iteration plus an additional two multiplications 
and three additions before the first iteration to evaluate fi (i = 1, ... , N). The algorithm 
becomes extremely competitive if a good previous approximation is used as a starting 
guess, for instance in Parabolic problems, in which case only 2-3 iterations are required to 
produce the solution. 
The parabolic equation can thus be solved by performing the AGE algorithm at every 
time step for the desired number of time steps. 
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7.2.1 Implementation of the AGE Method (1 Space Dimension) on a 
Transputer Network 
The AGE algorithm divides the solution domain into small groups of 1 or 2 points 
which can be solved explicitly in terms of the points immediately to the left and right of the 
point Each iteration is split into 2 levels, the (k + -i)th and the (k + l)th iteration levels 
respectively. The grouping of points for each iteration level is shown in fig. (7 .3) for the 
case when the number of points (N) in the interval is even. 
ltemtion 
level 
k+l k~ .. . - (.~ 
boundary 
point 
/' 
- -
k 
123456 points (N-3) (N-2)(N-l) N 
Fig. (7.3) Grouping of Points at Each Iteration Level (AGE - 1 SPACE-D) 
At the (k + -i) sweep, the values of each group of points is calculated explicitly in 
terms of the values of the group at level (k) and a value each from the preceding and 
succeeding groups also at the kth level. As an example, the evaluation of the second 
grouping of points (consisting of points 3 and 4) at the (k + -i) iteration level, is performed 
in terms of points 2, 3, 4 and 5·· at the (k)th iteration level.The grouping of points alters at 
the second half of the iteration as shown in fig. (7 .3). The first and last groups now 
compri~e of only one element while the remainder consist of 2 points each. Each group is 
now updated explicitly in terms of the values of the (k + -i )th sweep, in a similar fashion to 
the evaluation of points at the (k + -i )th sweep. 
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It should be noted that the groups nearest the boundaries get some of the values from 
the boundaries. The computational molecules (fig.(7.2)) apply at all the groupings of 2 at 
the (k + 1 )th level. However, specialised molecules apply at the groups comprising a 
single element. The AGE algorithm is completed explicitly by solving the required 
equations at the (k + ±)th and (k + l)th iteration levels in alternative sweeps along all the 
points in the interval until the specified convergence criteria is met. 
In order to implement the AGE algorithm on to a network of transputers the Geometric 
Decomposition Strategy is applied. The solution domain is partitioned into a number of 
sub-domains equal to the size of the network and having more or less the same number of 
points (fig.(7.4)). 
Iteration 
level 
k+l 
k+~ 
z 
k 
,..... 
• 
1 
TO 
2 3 4 5 
Tl 
-1-.~ ' .. ",./ 
6 1 2 3 4 5 
points 
T2 T3 
"T'" " '-~ ... <.- .~ '.-.. .. / • . ' ..... '''~ #' 
6 1 2 3 4 5 6 1 2 3 4 5 6 
Fig. (7.4) Geometric Decomposition for the AGE Algorithm (N = 24) 
In fig.(7.4) each transputer (Tj , i = 0 ... 3) solves a subdomain of 6 points. The number 
of points in each transputer has been chosen to be equal for simplicity. 
At the (k + ±)th level, transputers TO' Tt and T2 require a value from the first group of the 
transputers to their right in order to update their last groups. Similarly, Tt, T2 and T3 
require a value from their left neighbor in order to update their first groups. At the (k + 
1)th iteration level, some of the groupings overlap with neighboring transputers (indicated 
by dotted lines in fig.(7.4)). Effectively, the second element must be communicated from 
the neighboring transputer. Consequently, To, Tl and T2 require 2 values from their 
211 
right neighbour in order to evaluate their last point (group). Similarly, TI, T2 and T3 
require 2 values from their left neighbor in order to update their first point (group). 
If the algorithm is mapped onto a network of transputers, conflgured as a pipeline, all 
the transputers can perform the same iteration level concurrently communicating with their 
neighboring transputers to obtain the required values. 
7.2.2 Designing Parallel Code for each Transputer 
The general procedure for the solution of the model problem is to solve a large 
tridiagonal system of linear equations for the desired number of time-steps. The AGE 
algorithm is employed to solve the linear system of equations at every time step. 
Throughout this description the configuration of figure (7.4) will be assumed. 
The model problem (equation (3.91» is an initial value problem and so a procedure is 
designed whose job it is to initialize· all mesh point values according to the initial 
conditions. This procedure will be referred to as procedure "initu". Another procedure 
"calcvals" common to all transputers is the one where the non-zero coefflcients of the 
tridiagonal matrix (AI) are initialized. For our model problem they are given by: 
a. = -r 
1 
c. = -r 
1 
2 ~i ~N, 
1 ~ i ~ N-l, 
and b. = (2 + 2r) 1 ~ i ~ N. 
1 
In the same procedure the values (b:, fi• Cti and Pi) are calculated. Also the values of A, B, 1 
C, D, A, H, C, D, P, Q, R, S, P, Q, R, and S are calculated. The evaluation of 
P[I] and R[I] oftransputers TI, T2 and T3 (fig. 7.4) require prior knowledge of the value 
of f[n] <;>f the preceding transputer. (n is the total number of points per transputer, in this 
case 6). Communication for these values must therefore be organised in the procedure 
design. Procedures "initu" and "calcvals" only need be executed once at the beginning of 
the program. For this reason, the evaluation of E and T have been left out of procedure 
"calcvals" because these need to be updated at every time step. 
The vector d of equation (3.91) is obtained from the values of the previous time step as 
well as the boundary values. A procedure is therefore designed for all transputers 
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responsible for initialising the vector d at the start of every time step procedure "calcrhs"). 
The evaluation of some of the elements of this vector require prior knowledge of the values 
from neigh boring transputers. for instance. the evaluation of d[l] of T1 requires a 
knowledge of u[6] of TO and the evaluation of d[6] ofTl requires of knowledge of u[l] of 
T2. Before procedure "calcrhs" is invoked. transputers TO. T1 and T2 must send their 
last point values to the transputers on their right and transputers T1. T2 and T3 must send 
their first point values to their left neighbors. 
A separate procedure is also designed for the evaluation of the vectors E and Tat 
every time step. This procedure will be referred to as procedure "initnewvals". 
The procedure responsible for the solution of the tridiagonal system of linear 
equations will be referred to as "age". This is the procedure implementing the AGE 
algorithm. Two procedures are designed for this procedure; one responsible for the 
(k + -i )th sweep (procedure "khsweep") and the other responsible for the (k + l)th sweep 
(procedure "klsweep"). From the early description of the AGE algorithm. provision must 
be made for communicating certain values between transputers. The algorithm for 
procedure "age" executed by each transputer for the example of flg.(7.4) takes the 
following format: 
Procedure age 
To 
1. For maximum iterations 
(i) send u~) to Tl 
(ii) receive ui) from Tl 
(ill) call khsweep 
(v) receive (u
1 
and u/)<o+I12) from Tl 
(vi) call klsweep 
(vii) u{k) ~ u{k+1) 
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T i (i = 1, 2) 
For maximum iterations 
(i) 
(ii) 
(11° °1°) d (k) T sen u1 to i-I 
(0) ° (k)f T IV receIve U1 rom i+1 
(v) call khsweep 
(vi) receive (us and u6)(k+1J2) from Ti-1 
(vii) send(u
s 
and u6)(k+1J2) to Ti+1 
(viii) send (u and u )(k+1J2) to Ti_1 
1 2 
(ix) receive (u and u )(k+1J2) from Ti+1 
1 2 
(x) call klsweep 
(xi) u(k) f- u(k+1) 
For maximum iterations 
(i) 
(ii) 
(iii) 
(k) 
send u1 to T2 
call khsweep 
(iv) receive (us and U6)(k+1J2) from T2. 
(v) send (u
1 
and u2)(k+1J2) to Tz 
(vi) call klsweep 
(vii) u(k) f- u(k+1) 
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• 
The overall layout of the algorithm executed by each transputer is as follows: 
Main Routine 
1. Calculate r 
2. If fIrst or last Transputer, initialise boundary points. 
3. Call "initu" 
4. Call "initvals" 
5. For maximum time steps 
(i) Solve step 
6. Send results to host computer. 
Step 5(i) will be expanded to show the algorithm for each transputer. 
Solve.step 
To 
(i) send u~) to T1 
(ii) receive u~) from T1 
(iii) call calcdi 
(iv) receive d[l] from T1 
(v) send d[6] to T1 
(vi) call initnewvals 
(vii) call Age 
T· I (i = 1, 2) 
(i) . (k) T receIve u6 fro", i-I 
(ii) (k) send u6 to Ti+1 
(ill) (k) send u 1 to Ti_1 
(iv) . (k)fr T receive u I om i+ I 
(v) call calcdi 
(vi) send d[1] to Ti_1 
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(vii) receive d[1] from Tj+1 
(viii) send d[6] to Tj+1 
(ix) receive d[6] from Tj_1 
(x) call initnewvals 
(xi) call Age 
T3 
(i) • (le) f T receIve u6 rom 2 
(ii) send ur) to T2 
(ill) call calcdi 
(iv) send d[l] to T2 
(v) receive d[6] from T2 
(vi) call initnewvals 
(vii) call age 
For an arbitrary network of size m, the algorithm for TO holds for the first transputer 
on the network, that for T3 holds for Tm_1 and the code for Tj holds for i = 1,2, ... , m-2. 
The Occam code for the above algorithm is presented in appendix J. 
7.2.3 Performance Evaluation of the Parallel AGE (I-D) algorithm 
Experiments were performed on the model problem (equation (3.91» to fmd the effect 
on speed and efficiency of increasing the network size for various problem sizes and 
complexity. For simplicity the programs were designed only for the case when N is even. 
Similar to the case for Wang's Partition algorithm, the value of (r) was chosen to be unity. 
The iteration parameter for the AGE algorithm (r') was determined as follows for the model 
problems: 
Let A. be the eigenvalue of the submatrix G1 and G2, 
then [
1 +r-A. 
det 
-r 
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2 2 
=> (1 + r - A) - r = 0 
=> A = l+r±r 
=> u = 1 and v = (1 + 2r) 
From equation (7.8) 
r' = Jl + 2r. (7.16) 
In our experiments r = 1 and hence r' =.j3. 
The AGE algorithm is iterative in nature and therefore requires implementation of 
convergence checking. On transputer networks, such an exercise greatly reduces an 
algorithm's perfonnance as described in Chapter 5. Fortunately, the AGE algorithm is 
known to be extremely competitive if a good previous approximation is used as a starting 
guess, as in the case in our parabolic problem, in which case only 2-3 iterations are 
required. [Evans 87]. To ensure that the method has converged, the AGE algorithm was 
terminated after 6 iterations. 
The timing results for the experiments are presented in table (7.1) and their graphical 
interpretations are shown in figures (7.5) and (7.6). 
217 
Table (7.1) Timing Results for the AGE Method (ID) (r = 1) 
Problem Size MaxTime Number of Time Lapse Speedup Efficiency (points) Transputers (secs) % 
1 20.52 1.00 100.00 
2 12.14 1.69 84.51 
4 6.81 3.01 75.33 
48 2401 6 5.25 65.10 3.91 
8 4.47 4.59 57.35 
12 3.78 5.42 45.19 
1 160.72 1.00 100.00 
2 92.30 1.74 87.07 
4 50.68 3.17 79.28 
96 9409 6 36.51 4.40 73.37 
8 27.82 5.78 72.22 
12 21.71 7.40 61.70 
16 18.95 8.48 53.01 
1 1274.23 1.00 100.00 
2 720.37 1.77 88.44 
4 378.01 3.37 84.25 
192 37249 6 262.95 4.85 80.76 
8 205.42 6.20 77.54 
12 149.20 8.54 71.17 
16 115.91 10.99 68.71 
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7.2.4 Discussion of the AGE (ID) algorithm results 
A considerable amount of time is saved by solving the problem on a network of 
transputers even for small problems (e.g. 48 points). The speedup graphs deviate from 
linearity for large networks depending on the size of the problem. Naturally, for the 
smallest problem (48 points) the graph deviates when the network size is greater than 4; for 
the medium size problem (96 points). This happens when the size is greater than 8 and 
for large problems (192) the graph is nearly linear for up to 16 transputers. 
It thus appears that in order to fully exploit the parallelism potential of the Age 
Algorithm, the number of points per transputer must be at least 12. When the number of 
points per transputer is less than 12 the communication overheads tend to be more 
pronounced thus slowing down the speed of the system. 
Efficiencies are high for large size problems (192 points). For a network of up to 16 
transputers they remain above 70%. For moderate problem sizes (96 points) the efficiency 
graph falls gradually up to the 8 transputer mark where the efficiency is above 70%, then 
drops drastically as the size of the network is increased. The efficiency graph for the 
smallest size problem (48 points) falls drastically to below 50%. We can conclude that the 
AGE algorithm provides an efficient implementation as long as there is sufficient data per 
transputer to minimize communication to computation ratio. 
In order to compare the AGE algorithm with the basic explicit method and the Partition 
method, Parallel Pascal code was designed for the algorithm and experimental results 
obtained for the solution of a 192 points problem. Table (7.2) shows the corresponding 
timing results for the 3 methods. For our model problem, the AGE algorithm converges 
after 2 iterations hence on the network 2 AGE iterations were performed at every time step. 
Table (7.2) Comparison Of The Performance of the Methods for solving I-D 
Parabolic Problems on a Transputer Network 
Number COMPUTATION TIME (Minutes) 
of EXPLICIT METHOD PARTmON METIlOD AGE METHOD 
Transputers (Timesteps = 74498) (Timesteps = 37249) (Timesteps = 37249) 
1 128.90 128.75 305.63 
2 65.46 149.25 153.84 
4 33.92 77.95 78.14 
6 23.14 55.55 52.83 
8 17.76 45.44 40.33 
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Table (7.2) shows that the basic Explicit method is the fastest on transputer networks (= 
twice as fast as the other 2 methods), despite the fact that twice the number of time steps are 
being performed. This is because the algorithm involves the least work per time step. 
However, we should bear in mind the fact that the basic method is only stable for values of 
r::;O.5 as described in chapter 4. The choice of r to be 0.5 in our experiments thus provides 
the least number of time steps necessary for stability. The Crank Nicolson method 
(implemented via the Partition algorithm and the AGE algorithm) on the other hand, is 
unconditionally stable. This implies that r can be greater than I, thus reducing the number 
of time steps necessary to arrive at a meaningful solution. If, for example, r is chosen to be 
2 then only half the number of time steps are required in which case the computational 
times would be halved, and so on for any value of r>O. The real contest here is thus 
between the Partition method and the AGE method. 
An analysis of the results for these 2 methods on transputer networks shows that the 
Partition method performs better on smaller networks (2-4 transputers). However, when 
the network size is increased further, the AGE method gives better results. The reason for 
this behaviour is that in the Partition algorithm, the communication overheads increase as 
the network grows in size whereas the AGE algorithm communication overheads remain 
constant. On small networks, the AGE algorithm is outperformed because it involves more 
work per time step. 
From our analysis, it would appear that on large transputer networks, parabolic 
problems in one space dimension are best solved by the Crank Nicolson method utilising 
the AGE algorithm. The AGE algorithm has been formulated for parabolic equations in 
2-space dimensions [Evans [2] 87]. It is interesting to find out how this two dimensional 
form of the algorithm may be implemented on a network of transputers as well as 
evaluating the algorithmic performance. The AGE method for 2-D parabolic problems will 
be the subject of Section (7.4). 
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7.3 The AGE Method for the Solution of 2-D Parabolic Problems 
7.3.1 The Model 2 Dimensional Parabolic Problem 
We shall consider the solution of the heat conduction problem 
au 
at + hex, y, t) , 
where (x, y, t) E R x (0, T], 
with initial condition: 
U(x, y, 0) = F(x, y), 
and boundary condition: 
U(x, y, t) = G(x, y, t), 
«x, y, t) E R x (O}), 
«x, y, t) E aR x (0, T]), 
where aR is the boundary of the region R. 
For simplicity we shall assume that the region R is a rectangle defined by: 
R = {(x, y»: 0::; x ::; X, 0::; y ::; Y}. 
(7.17) 
(7.17a) 
(7. 17b) 
Let the value of U(x, y, t) at the point P(Xj' yj' tk) in the solution domain be denoted by 
Uij,k where xi = ihx' Yj = jhy for 0::; i::; (M+l), 0 S;j ::; (N+l) and hx = X/(M+l), 
hy = Y/(N+l). The increment in the time t, ht is chosen such that t k = kht for k = 0, I, 
2, .... If we assume that M and N are chosen such that hx = hy' we have consequently 
the mesh ratio (r) defined by: 
2 
r = h/(h) . (7.18) 
Following the procedure for the Crank-Nicolson scheme, the weighted finite-
difference approximation to equation (7.17) at the point P(Xj, yj' t(k+l/2» is given by: 
Vu .. k t 1.1, 
h
t 
1 {I (2 2) 1 (2 2) } = -- - B +B u +_ B +B u (h l 2 x Y i,j,(k+l) 2 x Y ij, k + hij (k+lf2} 
x 
(7.19) 
Equation (7.19) leads to the five-point formula: 
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r r r r 
--2 u, l'k 1+(1+2r)u",k 1--2 U, l'k 1--2 U"lk 1--2 U" lk 1 J - J, + IJ + 1+ J, + IJ- , + I,J+ , + 
r r r r 
=-2 u, l'k+(1-2r)u",k+-2 u, l'k+-2 u"I,k+-2 u" lk+ hh"k 1/2' (7.20) 1- J. IJ 1+ J. IJ- IJ+ • t IJ. + 
for i = 1,2 •... M; j = 1, 2, ... N, 
Similar to the I-space dimension, the Crank-Nicolson scheme is unconditionally stable. 
The computational molecule for the Crank-Nicolson scheme is presented in fig. (7.7) 
t 
I 
I I I 
I I I I 
I I I I 
J 
I I 
I I 
I 
I 
as 
I 
I 
I 
I 
I 
I 
levelk+I 
j+I Y 
levelk 
a 1 = a 2 = a 3 = a4 == rfl ; 
a =a =a =a =-rfl' 6 7 8 9 ' 
a 10 = I +2r. 
Fig. (7.7) Computational Molecule for the Crank-Nicolson Scheme 
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Equations (7.20) can be expressed in the more compact matrix form as: 
AU(k+l) = Bu(k) + g 
r r 
(7.21) 
=d (7.22) 
The vector u(k) in equation (7.21) are the known u-values at the time level k ordered 
row-wise (denoted by suffix r) such that 
for j = I, 2, ... N. 
The ordering of the MN internal mesh points is shown in fig. (7.8). 
y 
J 
(O,y) 
h y { 
(M+l) 
1 
(0,0) 
(M+2 
2 
MN-l MN 
M(N-l) 
:LM-! :LM 
3 (M-l) M 
h 
x 
Fig. (7.8) Ordering of Internal Mesh Points 
(X,O) x 
The vector g consists of the boundary values plus the original source term of equation 
(7.20). 
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The coefficient matrix A in equation (7.21) takes the block tridiagonaI form: 
Al ~ 0 ~ Al ~ ~ Al ~ 
A= 
" 
...... 
" 
" " " 
" " 
...... 
A A A 
2 1 2 0 A2 Al 
with Al and A2 as follows: 
b a 
a b a 
..................... 
o 
....... ....... ....... 
....... ....... ....... 
a b a. o 
a b 
I . 
(MxM) 
a 
a 
" 
" 
o 
o 
, 
a 
where: b = 1 + 2r and a = - r/2. 
a 
(MxM) 
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(MNxMN) (7.23) 
(7.23a) 
(7.23b) 
(7.23c) 
/ 
Similarly, the coefficient matrix B of equation (7.21) is as follows: 
BI B2 
0 B2 BI B2 
B2 BI B2 
B = 
" 
..... 
" 
" " " 0 " " ..... 
with 
B = I 
B = 2 
c e 
e c e 
" ,," 
" " 
B 2 
o ....... " 
e 
e 
o 
" 
" 
e 
o 
, 
e 
where c = 1-2r and e = r/2. 
B B I 2 
B2 BI 
(MNxMN) 
o 
c e 
e c 
(MxM) 
e , 
(M xM) 
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(7.24) 
(7.24a) 
(7.24b) 
(7.24c) 
7.3.2 Formulation of the AGE Algorithm for 2-D Parabolic Problems 
In the previous section (7.3) it was established that the solution of the Parabolic 
equation (equation 7.17) by the Crank Nicolson method, reduces the problem to that of 
solving the system of equations (7.21) where the matrix A has the form of equation 
(7.23). 
The procedure for the derivation of the AGE algorithm will now be presented [Evans 
[2] 87]. The matrix A is split into the sum of its constituent symmetric and positive 
defmite matrices G1, G2. G3 and G4. such that: 
where-
A 
1 
o 
A3 A2 
A2 A3 
, 
G3 +G4 = 
, 
0 
and 
" 
" 
A2 
, 
, 
, 
, 
o 
" 
" A' 
1 
0 
, 
, 
, , 
A A , 3 2 
A A 
2 3 
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(7.25) 
(MNxMN) (7.26) 
(MNxMN) (7.27) 
, 
Al = 
~= 
b/2 a 
a 
" 
blz 
" 
" 
" 
0 
b/2 
"\. 
o 
a 0 
" 
" " 
" " 
" 
" " " " " a blz 'a 
a blz (MxM) 
o 
"\. 
b/2 (M xM) 
The original equation (7.22) can now be written in the fonn: 
(G
1 
+G
2
+G
3
+G4)ur(k+l) = d 
(7.28) 
(7.29) 
(7.30) 
(p-r.!.) (p~ ) (p+ I) 
u 2, U 4 and u can then be detennined by the Douglas-Rachford 
fonnula as follows (p denotes the iteration level): 
(G1 + r'l)u;') = (r'I-G1 -2G2 -2G3 -2G4) J~l + 2d (7.3la) 
(G 'I) <P+i) ( ) f~l) 2 +r u =G uP + r'u\!'4 
r 2 r r' (7.31b) 
( G 'I) <P4) (p) (p-r.!.) 3 + r u = G u + r'u 2, 
r 3 r r (7.31c) 
(G 'I) (P+I) (pl <P4) 4+ r u =Gu +r'u . 
r 4 r r' (7.31d) 
where (Gj + r'l) (i = 1,2,3,4) are non-singular for any r' > O. Equations (7.31 a - d) 
constitute the 4 intennediate levels for the iterative formula. Each level will be considered 
in turn. 
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(i) The First Intermediate Level (p + ± )th iterate 
From equation (7.25) and using equations (7.31a) and (7.22) we have: 
1 . 
( G '1) (p + 4) (( )) ( 1 4c) 1 + r U
r 
= r'l + G1 -2A U~ + 2Bur + 2g 
For the case where the size of the matrix A is odd, we fmd that: 
c 1 
C2 
(:'I+G1r
1 
= 
0 
where: 
!1 J r 
1 C =-1 /:,. 
-I-
C 1 
0 
"-
"-
.... 
C 
2 
C (MNxMN) 1 
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(MxM) 
(7.32) 
(7.33) 
(7.34) 
I C =-2 IJ. 
I r r -a I 
I 1 
-a r 
1. I- - 1- - -1-
1 rl -a 1 
1 -a rl 1 
I 
1 
-1--
r -I, 1 0 r 
1 I" " 1 1 
I- - I- -1- - - I-
1 0 1 r l -a 1 
_ L __ 1_ _I~a rL L 
1 1 IJ. 
(MxM) (7.35) 
(7.36) 
The R.H.S. of equation (7.28) can thus be simplified [Evans [2] 87] and the resultant 
equations can be written component-wise as follows: 
(a) For row 1 
i = 2,4, ... , M-I, 
<P+±> [ 'J u. = -a v. + rlv. /IJ. 1+1 I 1 1 
• 
(7.37) 
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where 
and 
~) ~) v~ = (-a Uil + <Xl Ui+l •l + <X2( Ui+2•1 + Ui+I•2)) +( <X3Ui+I•I+ <xi Ui1+Ui+2.I+Ui+l.2)) 
+ 2gi+1•1 
with ui.1 = 0 for i> M; 
(b) For the last row (row N) 
(P~) 
Ui•N 4 = [rlzi-alz;]/Ll 
(P~) ui+l.~ = [-al zl+ r l z; ] ILl 
i = 2. 4 •...• M-I. 
(7.38) 
where 
zi = (<XIUi•N + <x£ ui- I•N + ui•N_1) - aiUi+I.Nfp)+( <x3ui•N + <X( ui_I •N + ui•N_1 + Ui+I •N) t> 
+ 2giN • 
and 
with ui. N = 0 for i > M. 
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(c) For even numbered rows (rows, 2, 4, ... , N-l) 
~) [( . )M 
UM,j = 0.1 uMj + 0.£ UM_1,j + UM,j_1 + UM,j+l) + 
(k)' 
+( o.3uMj + a{ uM_1j +uMj_1 +UM,j+I)) +2gMJ Irl , G=2,4, ... ,N.I» 
~) [ 'J U" = r1v .. -av .. It:;. 
I'J IJ, 1 
~) , 
U 4 = [-a v .. + r1v.J/t:;. i+ I,j IJ IJ 
j = 2, 4, .•. N-l, i = 1,3, ... , M·2. 
(7.39) 
where 
v .. = (o.lu .. + 0;2(U" 1 + u .. 1 + U. I') -au. I' .{p\ (0;3U" IJ. IJ IJ- IJ+ 1- J I+ J) IJ 
tic} 
+ 0; (u .. 1 + u .. 1 + U. I' + U. 1 .)) + 2g .. 4 IJ- IJ+ I+ J 1- J IJ 
and 
with 
(d) For odd numbered rows (row 3, 5, ••• N-2) 
Ui;.) = [( O;IUI/ 0;2( Ulj_1 +U1j+1 + u2,D t) +( 0;3Ulj+ o;Ju Ij_1 + U1,j+1 + U2j) r 
+ 2glj] /r 1 (j = 3, 5, ... N-2), 
(p-t-!.) 
u. 2. = [-aw.. + rlw:.] It:;. 
I+IJ IJ IJ 
j = 3, 5, ... N-2, i = 2, 4, ... M-I. 
(7.40) 
where 
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w .. =( a.lu .. + a.1 u. I· + u .. 1+ u. J·+l) - aU·+1 .)(p) + (a.3u .. + IJ IJ 4.. 1- ,J I,J- I, 1 ,J IJ 
+ a. (u. I . + u. . I + u.. I + u. I .'1\6<)+ 2g ~ 1- ,J IJ- I,J+ 1+ ,i)) ij 
with Uij = 0 for i > M. 
(ii) The Second Intermediate level ( p+~ iterat e) 
From equation (7.31b) we have 
The inverse of ( G2 +r'!) is as follows: 
,-1 1 (G +rI) =-
2 !J. 
C' 
2 
C' 
I 
o 
, 
C~ 
" 
" ... 
o 
C' 
1 C' 
2 (MNxMN) 
(7.41) 
(7.42) 
where the matrices Cl == Cl as in equation (7.34) with the diagonal elements rl replaced 
, 
by (b/4+r') and C2==C2 as in (7.35) with the diagonal elements rl also replaced by b/4T r! 
The R.H.S. of equation (7.41) can then be simplified and the resultant equations can be 
, 
written component-wise as follows: Let r2 = b/4rl and r3 = r Irl . 
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(a) For odd numbered points in columns (1, 2, 3 ... , M-I) 
j=I,3, ... ,N; i = 1, 3, ... , M-2 
(7.43) 
where 
b (p) (P) ,(P+~) 
V .. = 14 u .. + au. l' +ru .. 
I) I) 1+ J I) 
and I (P) b (p) v .. = au .. + 14 u. I' + 
I) I) 1+ J 
(p+.!.) 
, 4 
rUi+1j . 
(b) For the odd points in the last column (column M) 
j = 1, 3, ... N (7.44) 
(c) Even numbered points of first column (column 1) 
j = 2, 4, ... , N-I (7.45) 
(d) Even numbered points in all remaining columns (columns 2, 3, ... M) 
(p;,!.) [ , ] 
Ujj 2 = r1vjj-avjj It. 
<P+i) [ '] u. . = -av .. + r 1v .. It. 1+1.) I) I) 
j = 2, 4, ... N-I, . i = 2, 4, ... M-I 
(7.46) 
where Vjj and V'jj are given as in (7.43): 
(iii) The Third intermediate level ( P ~ iterate) 
The mesh points are now reordered column-wise parallel to the y-axis so that 
T T 
U
c 
= (u1, u2 .. , uM) with uj = (uil, ui2 ' ... UjN) (i = 1,2, ... , M) 
whereby the suffIx c denotes column. 
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We have 
and 
(7.47) 
Equation (7.3Ic) is thus transformed to 
( 
0 0) (P+:i) 0 (p) 0 <P+i-) 
G1 + rI u = G1u + r u c c c 
~)] 
rOil 
c • (7.48) 
o 
The inverse of (G1 + r
O
!) is of exactly the same form as that of (G1 + r
O!) (equation 
(7.33) but with the matrices Cl and ~ of order (N x N). 
Equation (7.48) can then be simplified and the equations written componet-wise as 
follows: Let r 1 = b/4; r = b/4r . 2 1 0 
(a) Odd points on first row 
(b) Odd points on remaining rows 
i = I. 30 ••• M 
i= I. 3 •...• M; 
where (P) (P) w .. +b/4 u .. + a1u .. 1 IJ IJ IJ+ 
I 
o <P+i:) 
+ r u .. IJ 
and o (P) b (P) wij = a uij + /4 uiJ+1 
o <p+i) 
+ ru .. 1 . IJ+ 
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(7.49) 
j = 2.4 •...• N-I. 
(7.50) 
(c) Even points on rows (1, 2, ... , N-l) 
U>+?) , 
Ui,j 4 = [rl~j-aWij] If>. 
~) [ '] u. . = -aw.. +r1w.· If>. IJ+ 1 IJ IJ 
i = 2, 4, .. ,' M-I; 
where Wij and w'ij are given as in (7.50). 
(d) Even points on last row (row N) 
j = 1. 3 ..... N-2, 
i = 2. 4 ..... M-I. 
(iv) The Fourth intermediate level «p+l)th iterate) 
From equation (7.47) the equation (7.31d) can be transfonned to 
( ') , U>+?) G +r'I u(P+l)=G u(P)+r'u 4 2 c 2 c c 
or explicitly as 
uti) = ( G~ + r' I) -I [ G~ u~) + r'u~)] 
(7.51) 
(7.52) 
(7.53) 
whose simplification [Evans [2) 87) leads to the following explicit equations. Let 
r = b/4 '. r = b/4r . 1 2 I • 
(a) Points (1, 2, ... N-l) on all odd columns 
(P+I) [ , ] 
u. . = rI1J·-a'J' If>. 
l,j 
i = 1. 3 •...• M ; 
~) 
- (P) (P) 
where z .. - b/4 u.. + a u .. I IJ IJ IJ+ 
, 4 
+ r u .. IJ 
and z:. = a u.~) + b/4 u.<J:) I IJ IJ IJ+ 
3 (pt-) 
, 4 
+ ru. '+1 I.J 
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j = 1. 3 ..... N-2, 
(7.54) 
(b) Last points on all odd columns (points N) 
3 
U (p+l) = r u (P) + r u <P-+i) iN 2iN 3iN' i = I, 3, ... M 
(c) First points on all even columns (points 1) 
i = 2, 4, ... , M-I. 
(d) Remaining points on all even columns (points 2, 3, ... N) 
i = 2, 4, ... , M-I; j = 2, ~ ... , N-l, 
where ZoO and z'.. are given as in (7.54) 
1) 1) 
(7.55) 
(7.56) 
(7.57) 
Following the same procedure, a similar set of equations can be obtained for the case when 
the size of the matrix A is even. The AGE algorithm thus corresponds to sweeping 
through the mesh alternatively parallel to the coordinate x and y axes. At each stage this 
involves the solution of 2 x 2 block systems (or groups of 2 points). The iterative 
procedure is continued until a suitable convergence to a specified level of accuracy is 
achieved. For Parabolic problems, the starting guesses are good estimates to the final 
solution and hence only a few iterations are required. 
7.3.3 Implementing the AGE (2-Dimensions) on a Transputer 
Network 
The AGE algorithm divides the solution domain into small groups of one and two 
points at each iteration level. These small groups are solved explicitly in terms of their 
nearest neighbor points. The algorithm splits each iteration into 4 levels. Figure (7.9) 
shows the grouping of points at each of the 4 iteration levels for the case when both N and 
M are odd (N = M = 5). 
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t y 
3 P"'4 I'--'-..J--l---L----''--J 
1 P"'4 "---!-l--!2:-3!:-~4--!5:-.L---- x 
Figure (7.9) Grouping of Points at the Iteration levels (AGE 2-D) 
At the (p+~) iteration level, the general format of the computational molecule is shown in 
fig. (7.lOa). Each group is updated explicitly in terms of the group's values as well as 
values from the group's 6 nearest neighbors at the pth iterate and the kth time-step, as 
shown in the molecule. Specialised molecules apply to the group 
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o o 
p 0,----£ 
j+l 
j 0,----£ 
i-I i+l 1+2 i-I i+l 1+2 
Fig. (7.10a) Explicit Computational molecule for (P+~)th iteration level 
comprising a single element. Also, the groups nearest the boundaries obtain some of the 
values from the boundaries. 
The computational molecule at the (p+~) th iterate is shown in fig. (7. lOb). 
p+~ 
2 
p+~ 
• 
p 
i+l i i+l 
Fig. (7.10b) Explicit Computational Molecule for the ( p +f) th iteration level. 
Clearly each group is now updated in terms of the group's values at the pth and ( p+±) th 
iteration levels. 
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The grouping of points at the (P+±)th and ( P-1) th iteration levels is along the x axis. 
Figure (7.9) shows that as we move to the (P+~)th and (p+1)th levels the grouping of 
points is now along the y-axis. For the ( p+~ )th iterate. the computational molecule is 
given in fig. (7 .1 Qc). 
j+l 
P j 
i i 
Fig. (7.10c) Explicit Computational Molecule for the ( P+:.) th level 
Each group is updated in terms of the group's values at the pth and ( p+~)th iteration levels. 
The computational molecule at the (p+1)th iterate is shown in fig. (7.1Od). 
P+l 
P+~ 
• • 
j+l 
P j o 
i 
Fig (7.10d) Explicit Computational Molecule for the (p+l)th level 
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Each group is updated in tenns of the group's pili and ( p+}) th iterate. In general, at every 
iteration level, the groups are updated in tenns of values at the pth iterate and the previous 
iterate. 
In order to implement this algorithm on a network of transputers the solution domain is 
partitioned into strips, the number of which is equal to the number of transputers in the 
network. Figure (7.11) shows the decomposition for the case where N = 5, M = 11 and 
the network size is 3. This can be generalised to an arbitrary network of size P with N 
and M odd. t 
/ .J.. J'l 1-. /j \ I .J.. /.l .J.. /.l t... -J:.. J L /jfJ'. TT;;"" r ,;,r:..- h J ~ /:)~ I 
11:1: '/jIl1:/J rJ:/.F' /.. I.J 
I P' ,., :.t r ~ I:.t ",PU 'f /. Y I 
Ln If _ '/ _ "(j 'if I", '(J I 
p+l I1 y/ 'f" 'P 'f 'f' 'j I{.I 'FJY' y- 'P / 
4 
In. 
/ IL 
I U 
ILL 
L~ 
I 
I 
I '-f. 
/ / 
I' '/. J 
I) "f}".. :/. r. I 
I j I 
I I 
1117 I I III I 
7 I 
/ / 
I I I I I 
.! 
I 
J 
J 
""P I 
ri/IIIIIIU 
1 2 3 4' 1 2 3 4'1 2 3 
mesh points 
'/ 
x 
Fig.(7.11) Geometric Decomposition For The AGE Algorithm (2-D) 
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Transputers TO and T 1 solve subdomains of 4 x 5 points whilst the last transputer (T 2) 
solves a smaller subdomain (size 3 x 5 points). At the (p+~th and ( p+~) th iterates, some 
groups overlap between 2 transputers, indicated in fig. (7.11) by dotted lines. 
For the (p+~)th iteration level we wiII consider the computational molecule of fig. 
(7.10a). This together with fig. (7.11) shows that each group of points requires some 
values from its 6 neighbor groups at 2 iteration levels. In To for example, the group 
consisting of the points u2,3 and u3.3 require values from the 6 groups surrounding it In 
the same transputer, the group consisting of the elements u3.4 and u4,4 also require values 
from the 5 groups surrounding it as weIl as a group in T l' Certain groups denoted by 
dotted lines in fig. (7.11) overlap between 2 transputers. Updating elements of such 
groups requires access to the values of 3 groups within the same transputer and 3 groups 
from the neighbor transputer. The AGE algorithm requires to be modified accordingly so 
as to aIlow for the necessary communications between transputers for this iteration level. 
We wiII now consider the ( p+~) th iteration level. The corresponding computational 
molecule (fig. 7. lOb) shows that all the values necessary for updating each group lie within 
the group. However, after partitioning (fig. 7.11) some groups indicated by dotted lines 
overlap between 2 transputers. Each element of such groups therefore requires 
communication with the neighbor transputer to obtain the necessary values of the other 
element in the group. 
The algorithms at the (p+~) th and (p+1)th iterates are not affected by the partitioning. 
This is because each group is dependent whoIly on its constituent elements for updating 
and none of the groups overlap between 2 transputers. 
In order to take advantage of the nearest neighbor relationship, the transputers are 
configured as a pipeline. AIl the transputers in the network can then execute the same 
iteration level in paraIlel. At the (P+~)th and ( p+~) th iteration levels, communication 
between neighboring transputers occurs simultaneously to obtain the necessary values. 
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7.3.4 Designing Parallel Code for Each Transputer 
This description of the Parallel Code design is based on the example of fig. (7.11). A 
common procedure which initialises the mesh points using equations (7.17a) and (7. 17b) is 
designed for all the transputers on the network. We will refer to this procedure as 
procedure "initpoints". Each of the transputers executes this procedure to initialise its 
subdomain. Another procedure "initvals", also common to all transputers, is responsible 
for evaluating the values of the variables a, b, c, e, rlt r2, r3, (X1t (X2, (X3 and (X4 as 
described in section (7.3.2). These values remain constant throughout the time steps. 
A procedure is designed for each of the iteration levels, procedures "p~sweep", 
1 • 3 
"p-s sweep" ,,"p+;;" sweep" and "p+ 1 sweep". These procedures perform the series of 
steps corresponding to the iteration levels as described in section (7.3.2). Procedures "p~ 
sweep" and "p~ sweep" require modifications to allow for communication between 
neighboring transputers. Basically TO and T 1 must communicate the values of their last 
column of points at the kth time step and pth levels, T 1 and T 2 must communicate their ftrst 
column points at the kth time step and pth levels. The kth time step values are 
communicated at the beginning of each time step while the pth level values are 
communicated at the beginning of every iteration. For the overlapping groups at the 
(p+±)th iterates, further communication must be organised in procedure "p~sweep" for 
the additional values required by the groups. This also applies for the overlapping groups 
of the ( p+~) th iterate. These 2 procedures will be described in greater detail later. 
Firstly, the main algorithms for each transputer will be presented. 
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Main Algorithm 
(A) To 
1. call initpoints 
2. call initvals 
3. For maximum time-steps 
(i) send kth iterate values of column 4 to T 1 
(ii) receive kth iterate values of column 1 from T 1 
(ill) For maximum iterations 
(a) send pth level values of column 4 to T 1 
(b) receive pth level values of column 1 from T 1 
(c) call p+.!. sweep 
4 
(d) 1 call P+"2 sweep 
(e) 3 call p+ '4 sweep 
(f) call p+ 1 sweep 
4. Send results to host. 
(B) Tl 
1. call initpoints 
2. call initvals 
3. For maximum time-steps 
(i) send kth iterate values of column 4 from TO 
(ii) send kth iterate values of column 4 to T2 
(ill) send kth iterate values of column 1 to To 
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(iv) receive kth iterate values of column 1 from T2 
(v) For maximum iterations 
(a) receive pth level values of column 4 from To 
(b) send pth level values of column 4 to T2 
(c) send pth level values of column 1 to TO 
(d) receive pth level values of column 1 from T 2 
(e) call p+1. sweep 
4 
1 (f) call p+ 2" sweep 
3 (g) callp+'4 sweep(e) callp+ sweep 
(h) call p+ 1 sweep 
4. Send results to host. 
(C) T2 
1. call initpoints 
2. call initvals 
3. For maximum time-steps 
(i) receive kth iterate values of column 4 from T 1 
(ii) send kth iterate values of column 1 to T 1 
(iii) For maximum iterations 
(a) receive pth level values of column 4 from T 1 
(b) send pth level values of column 1 to Tl 
(c) call p+1. sweep 
4 
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(d) 1 call p+ '2 sweep 
(e) 3 call p+ '4 sweep 
(f) call p+ 1 sweep 
4. Send results to host. 
The Algorithms for the procedure "p+.!. sweep" are as follows: 
4 
Procedure p+ .!. sweep algorithm 
4 
TO 
1. For all odd rows G = 1, 3, 5) 
(i) send point u(3, j) values to Tl 
(ii) calculate points u(i, j) (i = 1, 2, 3) 
(ill) receive point u(2, j) values from T 1 
(iv) calculate point u( 4, j) 
2. Calculate even row points (i = 1, 2, 3, 4; j = 2, 4). 
Tl 
1. For all odd rows G = 1,3,5) 
(i) receive point u(3,j) values from To 
(ii) send points u(3, j) values to T2 
(ill) calculate points u(i, j) (i = 1, 2, 3) 
(iv) send point u(2j) values to TO 
(v) receive point u(2, j) values from T2 
(vi) calculate point u( 4, j) 
2. Calculate even row points (i = 1,2,3,4; j = 2, 4). 
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TZ 
1. For all odd rows (j = 1,3,5) 
(i) receive point u(3,j) values from Tl 
(ii) calculate points u(i, j) (i = 1,2, 3) 
send points u(2, j) values to T 1 
2. Calculate even row points (i = 1,2,3,4; j = 2, 4). 
The values being communicated are the kth time step and the pth level values. 
The algorithms for the procedure "p+ ~ sweep" are as follows: 
1 
Proce.dure P+2" sweep 
TO 
1. Calculate all odd rows points (i = 1,2,3,4; j = 1, 3, 5) 
2. For all even rows (j = 2, 4) 
(i) send point u(4, j) value to Tl 
(ii) calculate point u(l, j) 
(iii) receive point u(1, j) value from T 1 
(iv) calculate points u(i, j) (i = 2, 3, 4). 
Tl 
1. Calculate all odd row points (i = 1,2,3,4; j = 1,3,5) 
2. For all even rows (j = 2, 4) 
(i) receive point u(4, j) value from TO 
(ii) send point u( 4, j) value to T 2 
(iii) calculate point u(l, j) 
(iv) send point u(l,j) value toTo 
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(v) receive point u(l, j) value from T2 
(iv) calculate points u(i, j) (i = 2, 3, 4). 
Tz 
1. Calculate all odd row points (i = 1, 2, 3, 4; j = 1, 3, 5) 
2. For all even rows G = 2, 4) 
(i) receive point u(4, j) value from Tl 
(ii) calculate point u(lj) 
(ill) send point u(l, j) value to T 1 
(iv) calculate points u(i, j) (i = 2, 3). 
The values being communicated are the p+.!. level values. The algorithms hold for an 
4 
arbitrary network of size P whereby N and M are odd. In this case, the algorithms for To 
and T2 hold for the first and last transputers on the network respectively and that for Tt 
holds for all other transputers (T., i = 1, 2, ... P-2). 
1 
The corresponding Occam program is presented in Appendix K. 
7.3.5 Performance Evaluation of the Parallel AGE - 2D Algorithm 
In order to evaluate the performance of the 2-D AGE algorithm on a network of 
transputers the following problem was solved on a network of T800 transputers: 
au a2u a2u 
-=--+--
at ai al' 
subject to the initial condition 
U(x, y, 0) = sin (1ty) sin(21tx), 
and boundary conditions 
U(O, y, t) = U(2, y, t) = U(x, 0, t) = U(x, I, t) = 0 
(7.58) 
(7.58a) 
(7.58b) 
The value of the iteration parameter for the AGE algorithm (r') was chosen to be unity. 
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The AGE algorithm was tenninated after 6 iterations. The timing results for various 
transputer configurations are presented in table (7.3) and the corresponding speedup and 
efficiency graphs in figures (7.12) and (7.13) respectively. 
Table (7.3) Timing Results for the AGE Method (2D) (t = 0.0018; ht = 0.002) 
Problem Size Number of Time Lapse Speedup Efficiency (M xN) points Transputers (secs) % 
1 51.00 1.00 100.00 
2 24.71 2.06 103.20 
4 12.48 4.09 102.16 
191 x 47 6 8.42 6.06 100.95 
8 6.38 7.99 99.92 
12 4.36 11.70 97.48 
16 3.34 15.27 95.43 
1 106.86 1.00 100.00 
2 50.86 210 105.05 
4 25.81 4.14 103.51 
191 x 95 6 17.28 6.18 103.07 
8 13.09 8.16 102.04 
12 8.92 11.98 99.83 
16 6.79 15.74 98.36 
1 218.23 1.00 100.00 
2 131.07 1.66 83.25 
4 66.28 3.29 82.31 
191x 191 6 44.58 4.90 81.59 
8 33.73 6.47 80.87 
12 22.89 9.53 79.45 
16 17.37 1256 78.52 
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7.3.6 Discussion of the AGE (2·D) Algorithm Results 
The overall results for the AGE algorithm are very impressive. The speedup graphs for 
the (192 x 48) and the (192 x 96) problems virtually coincide with the optimum graph. 
Table (7.3) indicates "super" speedups for such size problems. Their efficiencies are also 
extremely high (over 100% falling gradually to above 95%). 
This extraordinary behaviour is explained by the fact that each of the T800 transputers 
on the network is connected to an external memory which is much slower than the on--<:hip 
RAM When the program is executed on a single transputer therefore some of the data is 
stored in the external memory so that extra time is required in accessing the slow external 
memory. When the same program is then run on a network of 2 transputers, the amount of 
data per transputer is halved and can thus all be stored on the fast on--<:hip RAM. The gain 
in speed from the on-chip RAM offsets the new constraint introduced by communication. 
In addition to the above, each of the transputers have enough data to process to be able to 
minimise communication to computation ratio. i 
As the size of the network is increased, the amount of data per transputer decreases. 
The overheads due to computation decrease and hence the communication overheads are 
more pronounced. It should be noted that the amount of data to be communicated is a 
constant for each problem size for the various network sizes. 
The efficiency graph for the largest problem solved (192 x 192) is different from the 
other 2. Efficiency drops to 83.25% when the network size is 2 and drops very slightly to 
about 79% as the network size is increased to 16. The initial drop is explained by the fact 
that although the amount of data has been halved it is still too large to be held on the 
on--<:hip memory alone. There is thus no significant gain from elimination of external 
memory access time. Communication overheads have also increased with the increase in 
problem size. As the network size is increased further, we would expect the graph to rise 
due to the gain of storing most of the data on fast on--<:hip RAM. However, the graph 
remains more or less constant. This implies that the gain we expected cancels out with the 
increased communication overheads which we would get due to decrease in computation to 
communication ratio. 
Overall, the algorithm has a high computation to communication ratio because the 
amount of work required to complete a time-step is very large, in fact this takes 6 
iterations each comprising 4 iteration levels. Only 2 of these levels involve 
communication which makes the algorithm generally compute bound, as opposed to 
communication bound. 
The AGE algorithm for solving 2-D Parabolic problems is thus well suited to 
implementation on a network of transputers. 
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CHAPTER 8 
SUMMARY AND CONCLUSIONS 
The main study in this thesis has been the implementation of parallel algorithms for the 
solution of Elliptic and Parabolic problems on a transputer network. A general introduction 
to parallel processing was also presented in chapter 1. 
In chapter 2 the hardware design of the transputer was discussed in great detail as well 
as its associated parallel language Occam and the development system for running Occam 
programs (TDS). A brief description of a transputer high level language (3L Parallel 
Pascal) was also included. An introductory survey of methods for the numerical solution of 
partial differential equations was outlined in chapter 3, where many of the more recent 
methods of solving Elliptic and Parabolic problems were discussed. 
In chapter 4, the solution of Elliptic problems on the transputer was presented. Parallel 
strategies for implementing the point SOR method, the block (SLOR and S2LOR) methods 
and the group (4-point and 9-point) explicit methods were presented and their timing results 
analysed. The point method gave nearly linear speedups and high efficiencies for moderate 
to large size problems, showing that the algorithm is well suited to implementation on 
transputer networks. 
The SLOR method also gave near linear speedups for moderate to large size problems 
whilst the S2LOR method gave near linear speedups only for large problems. 
The "Sequential" strategy for implementing both group explicit methods gave very high 
efficiencies and the speedups were generally nearly linear. A detailed analysis of the 
behaviour of the "Parallel" strategy for implementing the group methods was hampered by 
the excessive storage requirements introduced by the numerous parallel processes running 
on each transputer. The results for the smaller problems which could be accommodated 
reveal a great potential for this strategy on transputer networks in terms of speedups and 
efficiencies. However, the "Parallel" strategy was outperformed by the "Sequential" 
strategy in absolute times. Further work is required here to design and implement bigger 
size groupings, such that each transputer is only responsible for a single group of points or 
a very small number of groups. 
The important problem of convergence testing on transputer networks was addressed in 
chapter 5. A strategy to eliminate convergence testing by implementing asymptotic 
convergence rates was introduced. The experimental results for implementing this strategy 
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showed that the asymptotic convergence rates may be used confidently to correctly 
terminate the iterative algorithms for model type problems on transputer networks, resulting 
in more efficient implementations. It remains to be seen whether this strategy can be done 
for more general problems. 
In the same chapter, the performances of the parallel point, block and group algorithms 
for solving Elliptic problems on the transputer were compared. The "sequential" strategy of 
the 9-point group explicit algorithm was found to give the best overall results. 
In chapter 6 the solution of the one-dimensional Parabolic problems on the transputer 
network was studied. The transputer implementation of both the traditional explicit method 
and the implicit Crank-Nicolson method, using 3L Parallel Pascal, were discussed. The 
traditional explicit method is well suited to implementation on transputer networks as 
evidenced by the high efficiencies and near linear speedups obtained. The Implicit methods 
of solution (Crank-Nicolson) yield the problem of solving a tridiagonal set of equations on 
a distributed network which can be attempted via the Partition algorithm. The Partition 
process is essentially sequential in nature and demands a lot of communication between 
transputers leading to very poor performance. It was also concluded that the code produced 
by the current version of 3L Parallel Pascal for transputers is much slower than Occam 2 
code. Also, further developments are required to improve the language's reliability 
[Appendix LJ. 
In chapter 7 a newer strategy for solving the tridiagonal systems (the AGE method) due 
to the Crank-Nicolson scheme was presented. The algorithm gave high efficiencies and 
near linear speedups for large problems on a network of transputers. It was also concluded 
that for the model problem, the AGE method performs better than the Partition method on 
large networks of transputers. The extension of the AGE algorithm to solving 2-
dimensional parabolic problems on the transputer network also yielded very high 
efficiencies for a variety of problem sizes. The potential of this algorithm can be further 
improved by reducing the number of intermediate time steps. Further work is thus required 
here to reduce the number of intermediate time steps perhaps by a coupled algorithm which 
combines the intermediate steps. 
Finally, more work is required to study the parallel implementation of Hyperbolic 
problems and extension of this work to implementing 3- dimensional Parabolic and Elliptic 
problems on transputer networks. 
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APPENDIX B 
Host Transputer Occam Program For Elliptic Problems 
lIUSE uservals 
iiUSE userio 
fUSE interf 
VAL link20ut IS 2: 
VAL link2in IS 6: 
PROC host(CHAN OF ANY screen,CHAN OF INT keyboard,CHAN OF ANY exit, 
CHAN OF ANY entrance,CHAN OF ANY from.user.filer, 
CHAN OF ANY to.user.filer,CHAN OF ANY tofile) 
fUSE uservals 
fUSE userio 
lIUSE interf 
INT anny,pw: 
BOOL FLAG: 
REAL32 buffer: 
SEQ 
·write.full.string(screen,H .••••• RUNNING •••••• H) 
exit ? anny 
write. full. string (tofile, Hnumber of transputers = H) 
write.int(tofile,anny,0) 
newline (tofile) 
exit ? anny 
pw:=anny 
write. full. string (tofile, Hplate width size - H) 
write. int (tofile,anny, 0) 
newline (tofile) 
exit? buffer 
write.full.string(tofile,Homega = H) 
write.real32(tofile,buffer,l,6) 
newline (tofile) 
--print iteration number 
exit ? anny 
--only for SOR 
write. full. string (tofile, Hiteration number H) 
write.int(tofile,anny,0) 
riewline (tofile) 
FLAG:= TRUE 
--print time lapse 
write. full. string (tofile, "time lapse ") 
exit ? buffer 
write.real32(tofile,buffer,4,8) 
newline (tofile) 
--print results 
INT s: 
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SEQ 
write.text.line(tofile,"results printed columnwise ") 
newline (tofile) 
s:=O 
WHILE (s< (pw-1) ) 
SEQ 
SEQ col = 0 FOR (pw-1) 
SEQ 
exit ? buffer --get val 
write.rea132 (tofile,buffer, 1, 6) 
newline (tofile) 
s:=s+l 
write.endstream(tofile) 
INT foldnum: 
INT error: 
CRAN OF ANY exit: 
CRAN OF ANY entrance: 
CRAN OF ANY tofile: 
PLACE entrance AT link20ut: 
PLACE exit AT 1ink2in: 
SEQ 
PAR 
scrstream.to.file(tofile,from.user.filer[O],to.user.filereO], 
"results file",foldnum,error) 
IF 
host (screen,keyboard,exit,entrance,from.user.filer(O), 
to.user.fi1er(O],tofile) 
error <> 0 
write.text.line (screen, "ERROR**********************"} 
TRUE 
write.text.line(screen,"filing system ok") 
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APPENDIX C 
Occam Program For The Point SOR Method 
VAL linkOin IS 4: 
VAL linkOout IS 0: 
VAL linklin IS 5: 
VAL linklout IS 1: 
VAL link2in IS 6: 
VAL link20ut IS 2: 
VAL link3in IS 7: 
VAL link30ut IS 3: 
VAL nt IS 16: 
[nt] GRAN OF ANY dumin,dumout,dumin2,dumout2,cwise,anticwise: 
GRAN OF ANY exit, entrance: 
PROG main(GRAN OF ANY li,ro,ri,lo,ui,uo,di,do,VAL INT k) 
#USE snglmath 
#USE mathhdr 
VAL INT nt IS 16: --number of transputers 
VAL INT pw IS 192: --square width(192 x 192 points problem) 
VAL INT sw IS (pw/nt): -- strip width 
VAL REAL32 epsilon IS O.OOOl(REAL32): 
VAL REAL32 up IS O.O(REAL32): --Dirichlet conditions 
VAL REAL32 down IS 1.O(REAL32): 
REAL32 time.lapse,xx,right,left,t,relerr,err1,err2,w: 
[sw*pw] REAL32 xold,xnew,xo: 
INT kount,ikount,m,maxiter,flag,prev.flag, 
anny,prev.kount,new.kount, start, finish: 
BOOL running,check,convged: 
TIMER time: 
PROG param(VAL INT pw,REAL32 w,INT m) 
--proc to calculate parameters (omega(w) and maxiter (m) 
VAL REAL32 eps IS O.OOOl(REAL32): 
VAL REAL32 pi IS 3.14l5926(REAL32): 
BOOL flag: 
REAL32 lj,lnlw,R,xx,yy,zz: 
SEQ 
zz:= REAL32 TRUNG (pw+1) 
xx:=GOS(pi/zz) 
w: a (2.0(REAL32)/(1.0(REAL32)+SQRT(1.0(REAL32)-(xx*xx»))) 
yy:=(1.0(REAL32)-(2.0(REAL32)*(pi/zz») 
m:=INT ROUND (4.0(REAL32)/(-ALOG10(yy») 
SEQ 
right :=0.0 (REAL32) 
left:=1.0(REAL32) 
SEQ i = 0 FOR (sw*pw) --initialise all points 
SEQ 
xold[i]:=0.O(REAL32) 
xnew[i]:=0.0(REAL32) 
m:=nt 
running: =TRUE 
prev.kount:=O 
check:=TRUE 
ikount:=o 
param(pw,w,maxiter) 
time ? start 
WHILE running 
SEQ 
ikount:=ikount + 1 
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--compute black squares 
SEQ i = 0 FOR (pw*sw) 
IF 
«(i/pw)+(i REM pw» REM 2) = 0 --even square 
SEQ 
IF 
i<pw 
SEQ 
IF 
k<>(m-l) 
ro ! xold((sw-l)*pw)+i] 
TRUE 
SKIP 
IF 
k<>O 
IF 
11 ? left 
TRUE 
SKIP 
i = 0 
SEQ 
t:=( (up+left)+ (xold(1+pw]+xold(1+1] » 
xnew(i] :=xold[i]+(w*«t/4.0(REAL32»-xold[i]» 
i =(pw-1) 
SEQ 
t:=«xold[i-1]+left)+(xold[i+pw]+down» 
xnew[i]:=xold[i]+(w*«t/4.0(REAL32»-xold[i]» 
TRUE 
SEQ 
t:=«xo1d[i-l]+left)+(xold[i+pw]+xold[i+1]» 
xnew[i] :=xold[i]+(w*«t/4.0(REAL32»-xold[i]» 
i>=(pw*(sw-1» 
SEQ 
IF 
IF 
k<>O 
10 xold[i- «sw-1) *pw)] 
TRUE 
SKIP 
k<> (m-1) 
ri ? right 
TRUE 
SKIP 
IF 
TRUE 
SEQ 
IF 
i = (pw* (sw-1) ) 
SEQ 
t:=«up+xold[i-pw])+(right+xo1d[i+1]» 
xnew[i] :=xold[i]+(w*«t/4.0(REAL32»-xold[i]» 
i = «pw*sw) -1) 
SEQ 
t:=«xold[i-l]+xold[i-pw])+(right+down» 
xnew[i] :=xold[i]+(w*«t/4.0(REAL32»-xold[i]» 
TRUE 
SEQ 
t:=«xold[i-l]+xold[i-pw])+(right+xold[i+1]» 
xnew[i]:=xold[i]+(w*«t/4.0(REAL32»-xold[i]» 
(i REM pw) = 0 
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SEQ 
t:=«up+xold[i-pw])+(xold[i+pw]+xold(i+l]» 
xnew[i]:-xold[i]+(w*«t/4.0(REAL32»-xold[i]» 
(i REM pw) = (pw-1) 
SEQ 
t:=«xold[i-1]+xold[i-pw])+(xold(i+pw]+down» 
xnew[i]:=xold[i]+(w*«t/4.0(REAL32»-xold[i]» 
TRUE 
SEQ 
t:= «xold(i-1] +xold(i-pw) + (xold[i+pw] +XOld[i+1)) 
xnew(i]:=xold[i]+(w*«t/4.0(REAL32»-xold[i)) 
xo[i] :=xold[i] 
xold[i) :=xnew[ij 
TRUE 
SKIP 
--compute red squares 
SEQi = 0 FOR (pw*sw) 
IF 
«(i/pw)+(i REM pw» REM 2) <> 0 --odd square 
SEQ 
IF 
i<pw 
SEQ 
IF 
k<>(m-1) 
ro ! xold[ ( (sw-1) *pw) +i] 
TRUE 
SKIP 
IF 
k<>O 
li ? left 
TRUE 
IF 
SKIP 
i = 0 
SEQ 
t:=«up+left)+(xold[i+pw]+xold[i+1)) 
xnew[i]:=xold[ij+(w*«t/4.0(REAL32»-xold[i]» 
i =(pw-1) 
SEQ 
t:=«xold[i-1]+left)+(xold[i+pw]+down» 
xnew[i):=xo1d[i)+(w*«t/4.0(REAL32»-xold[i)) 
TRUE 
SEQ 
t:=«xold[i-1)+left)+(xold[i+pwj+xold[i+1)) 
xnew[i) :=xold[i]+(w* «t/4.0 (REAL32»-xold[i)) 
i>=(pw* (sw-1» 
SEQ 
IF 
. k<>O 
IF 
IF 
10 xo1d[i- «sw-1) *pw) ] 
TRUE 
SKIP 
k<> (m-1) 
ri ? right 
TRUE 
SKIP 
i = (pw* (sw-1» 
SEQ 
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IF 
IF 
TRUE 
TRUE 
SEQ 
IF 
t:=«up+xold[i-pw)+(right+xold[i+l)) 
xnew[i):=xold[i)+(w*«t/4.0(REAL32»-xold[i)) 
i = «pw*sw) -1) 
SEQ 
t:=«xold[i-l)+xold[i-pw)+(right+down» 
xnew[i):=xold[i)+(w*«t/4.0(REAL32»-xold[i)) 
TRUE 
SEQ 
t:=«xold[i-l)+xold[i-pw)+(right+xOld[1+1)) 
xnew[i):=xold[i)+(w*«t/4.0(REAL32»-xold[i)) 
(i REM pw) = 0 
SEQ 
t:=«up+xold[i-pw)+(xold[i+pw)+xold[i+l]» 
xnew[1):=xold[1)+(w*«t/4.0(REAL32»-xold[i)) 
(i REM pw) = (pw-l) 
SEQ 
t:=«xold[i-l)+xold[i-pw)+(xold[i+pw]+down» 
xnew[1]:=xOld[i]+(w*«t/4.0(REAL32»-xold[i)) 
TRUE 
SEQ 
t:=«xold[i-l)+xold[i-pw)+(xold[i+pw)+xold[i+lJ» 
xnew[i]:=xold[i)+(w*«t/4.0(REAL32»-xold[i)) 
xo[i) :=xold[i) 
xold[i) : =xnew [i) 
SKIP 
ikount >= maxiter 
running:=FALSE 
TRUE 
SKIP 
NOT running 
SEQ 
time ? finish 
IF 
k = 0 
SEQ 
time.lapse:=(REAL32 TRUNC(finish MINUS 
start»/15625.0(REAL32) 
10 nt 
10 (pw+l) 
10 w 
10 ikount --maxiter 
10 time. lapse 
TRUE 
SKIP 
TRUE 
SKIP 
prev.kount:=new.kount 
--send results 
INT s,r: 
[pw) REAL32 buffer: 
SEQ 
IF 
k = (m-I) 
SEQ 
s:=O 
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WHILE (s<sw) 
SEQ 
SEQ i = 0 FOR pw 
10 ! xnew [ (s*pw) +i] 
s:=s+l 
TRUE 
SEQ 
s:=O 
r:=O 
PLACED PAR 
WHILE (s«(m-(k+1»*sw» 
SEQ 
SEQi=OFORpw 
ri ? buffer[i] 
SEQ col = 0 FOR pw 
INT p: 
IF 
SEQ 
10 ! xnew [ (r*pw) +co1] 
xnew[(r*pw)+co1]:=buffer[col] 
r< (sw-l) 
r:=r+1 
TRUE 
r:=O 
s:=s+l 
s:=O 
WHILE (s<sw) 
SEQ 
SEQ col = 0 FOR pw 
10 ! xnew [ (s*pw) +co1] 
s:=s+l 
PROCESSOR 0 TB 
PLACE entrance AT 1inklin: 
PLACE exit AT 1ink10ut: 
PLACE cwise[O] AT 1ink20ut: 
PLACE anticwise[O] AT 1ink2in: < 
PLACE dumin2[0] AT 1inkOin : 
PLACE dumout2[0] AT 1inkOout : 
PLACE dumout [0] AT link3in : 
PLACE dumin[O] AT 1ink30ut : 
main (entrance,cwise[0],anticwise[O],exit,dumin2[O], 
dumout2[O],dumout[O],dumin[O],O) 
PLACED PAR i = 0 FOR 15 
PROCESSOR (i+1) TB 
PLACE cwise[i) AT 1inklin: 
PLACE cwise[i+l] AT link20ut: 
PLACE anticwise[i+l] AT link2in: 
,PLACE anticwise [i) AT linklout: 
PLACE dumin[i+l] AT link3in: 
PLACE dumin2[i+1] AT linkOin: 
PLACE dumout[i+l] AT link30ut: 
PLACE dumout2[i+l] AT linkOout: 
main (cwise[i],cwise[i+l],anticwise[i+l],anticwise[i), 
dumin[i+l),dumout[i+l],dumin2[i+l],dumout2[i+l),i+l) 
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APPENDIX D 
OCCAM Program For The Block SLOR Method 
VAL linkOin IS 4: 
VAL linkOout IS 0: 
VAL linklin IS 5: 
VAL link10ut IS 1: 
VAL link2in IS 6: 
VAL link20ut IS 2: 
VAL link3in IS 7: 
VAL link30ut IS 3: 
VAL nt IS 16: 
[ntJ CHAN OF ANY durnin,dumout,dum1n2,dumout2,cwise,anticwise: 
CHAN OF ANY exit, entrance: 
PROC main(CHAN OF ANY li,ro,ri,lo,ui,uo,di,do,VAL INT k) 
fUSE snglmath 
fUSE mathhdr 
VAL INT nt IS 16: 
VAL INT pw IS 192: 
VAL INT 11 IS pw: --line length 
VAL INT sw IS (pw/nt): 
VAL INT totl IS sw: --total number of lines per transputer 
VAL REAL32 epsilon IS 0.OOOl(REAL32): 
VAL REAL32 up IS 0.O(REAL32): 
VAL REAL32 down IS 1. 0 (REAL32) : 
REAL32 time.lapse,xx,right,left,t,relerr,errl,err2,w: 
[sw*pwJ REAL32 xold,xnew,xo: 
[11] REAL32 l,r,lastl,firstl,c: 
INT kount,ikount,m,maxiter, 
anny,prev.kount, new.kount, start, finish: 
BOOL running, check: 
TIMER time: 
PROC param (VAL INT pw, REAL32 w, INT m) 
VAL REAL32 eps IS 0.0001 (REAL32) : 
VAL REAL32 pi IS 3.1415926(REAL32): 
BOOL flag: 
REAL32 xx,yy,zz: 
SEQ 
zz:= REAL32 TRUNC (pw+1) 
xx:= 1.0 (REAL32) -«pi*pi)/(zz*zz» 
xx:=SQRT«1.0(REAL32)-(xx*xx») 
w:=2.0(REAL32)/(1.O(REAL32)+xx) 
m:=INT ROUND (ALOG(eps)/ALOG(w-1.O(REAL32») 
PROC send.last.line( ) 
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SEQ 
SEQ i = 0 FOR 11 
lastl[i] := xold[«totl-l)*ll)+i] 
ro ! last 1 
PROC send. first. line ( ) 
SEQ 
SEQ i = 0 FOR 11 
firstl [i] := xold[i] 
10 ! firstl 
PRoe rec.right.vals( 
SEQ 
ri ? r 
PRoe rec.left.vals( 
SEQ 
li ? 1 
PROC line (VAL INT Ino, VAL [] REAL32 c) 
[11] REAL32 t: 
INT x: 
PROC calcrhs( 
SEQ 
IF 
Ino =0 
SEQi=OFORll 
t[i] := xold[i+ll] + l[i] 
Ino = (totl-l) 
SEQ i = 0 FOR 11 
t[i] := xold[i+( (lno-l) *11) ] + r[i] 
TRUE 
SEQ i = 0 FOR 11 
t[i] := xold[x+(i-ll)]+xold[x+(i+ll)] 
PROC gauss( 
SEQ 
t[O]:=t[O]/4.0(REAL32) 
SEQ i = 0 FOR (11-1) 
SEQ 
t[i+1]:=(t[i+1]+t[i])/(4.0(REAL32)+c[l]) 
PROC backsub ( 
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Imii: 
SEQ 
xnew[x+(ll-l)]:=t[ll-l] 
11:= (11-2) 
WHILE (ii>=O) 
SEQ 
xnew[x+ii]:=t[ii]-(c[ii]*xnew[x+(ii+l)]) 
ii:=ii-l 
PROC calc.newln.vals( 
--extrapolate 
SEQ 
SEQ i = 0 FOR 11 
xnew[x+i]:=xold[x+ij+(w*(xnew[x+i]-xold[x+ij» 
--BEGIN LINE 
SEQ 
x:=(ll*lno) 
calcrhs( ) 
gauss ( ) 
backsub( 
calc.newln.vals( ) 
SEQ i = 0 FOR 11 
SEQ 
IF 
ikount >= maxiter 
xo[x+i]:=xold[x+i] 
TRUE 
SEQ 
SKIP 
xold[x+ij:=xnew[x+ij 
right :=0.0 (REAL32) 
left:=1.0(REAL32) 
SEQ i = 0 FOR (sw*pw) --initialise internal points 
SEQ 
xold[i]:=0.0(REAL32) 
xnew[ij:=0.0(REAL32) 
SEQ i = 0 FOR 11 --initialise boundary points 
SEQ 
l[i] := 1.0 (REAL 32) 
reil := 0.0(REAL32) 
m:=nt 
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running: =TRUE 
prev.kount:=O 
eheek:=TRUE 
ikount:=O 
IF 
k = 0 
time ? start 
TRUE 
SKIP 
param(pw,w,maxiter) 
--maxiter:=1000 
e[O) :=(-1.0(REAL32»/4.0(REAL32) 
SEQ i = 0 FOR (11-1) 
SEQ 
e[i+l]:=(-1.0(REAL32»/(4.0(REAL32)+e[i» 
WHILE running 
SEQ 
ikount:=ikount + 1 
PAR 
IF 
k<>(m-l) 
send. last • line ( 
TRUE 
SKIP 
IF 
PAR 
k<>O 
SEQ 
ree.left.vals( 
line (0, c) 
TRUE 
line (0, c) 
SEQ i = 0 FOR totl 
IF 
«i REM 2)=0)AND(i<>0) --even line 
line (i, c) 
TRUE 
SKIP 
IF 
k<>(m-l) 
ree.right.vals( ) 
TRUE 
SKIP 
IF 
k<>O 
270 
send. first. line ( 
TRUE 
SKIP 
SEQ i = 0 FOR totl 
IF 
IF 
(i REM 2) <> 0 --odd line 
line (i, c) 
TRUE 
SKIP 
ikount >= maxiter 
SEQ 
TRUE 
running := FALSE 
IF 
k = 0 
SEQ 
time ? finish 
time.lapse:=(REAL32 TRUNC(finish MINUS start» 
time.lapse:=(time.lapse)/15625.0(REAL32) 
10 nt 
10 (pw+l) 
10 ! w 
10 maxiter 
10 time. lapse 
TRUE 
SKIP 
SKIP 
--send results to host 
INT s,r: 
[pwJ REAL32 buffer: 
SEQ 
IF 
k = (m-l) 
SEQ 
s:=O 
WHILE (s<sw) 
SEQ 
SEQ i = 0 FOR pw 
TRUE 
SEQ 
s:=O 
r:=O 
10 ! xnew[(s*pw)+iJ 
s:=s+l 
WHILE (s< «m- (k+1» *sw» 
271 
PLACED PAR 
SEQ 
SEQ i = 0 FOR pw 
ri ? buffer[i] 
SEQ col = 0 FOR pw 
INT p: 
s:=O 
IF 
SEQ 
10 ! xnew[ (r*pw) +col] 
xnew[(r*pw)+col]:=buffer[col] 
r«sw-1) 
r:=r+l 
TRUE 
r:=O 
s:=s+l 
WHILE (S<sw) 
SEQ 
SEQ col = 0 FOR pw 
10 ! xnew[(s*pw)+col] 
s:=s+l 
PROCESSOR 0 T8 
PLACE entrance AT link1in: 
PLACE exit AT linklout: 
PLACE cwise[O] AT link20ut: 
PLACE anticwise[O] AT link2in: 
PLACE dumin2[0] AT linkOin : 
PLACE dumout2[0] AT linkOout : 
PLACE dumout[O] AT link3in : 
PLACE dumin[O] AT link30ut : 
main (entrance,cwise[0],anticwise[0],exit,durnin2[0], 
dumout2[0],dumout[0] ,dumin[O] ,0) 
PLACED PAR i = ° FOR (nt-l) --2 
PROCESSOR (i+l) Ta 
PLACE cwise[i] AT linklin: 
,PLACE cwise[i+l] AT link20ut: 
PLACE anticwise[i+l] AT link2in: 
PLACE anticwise[i] AT linklout: 
PLACE dumin[i+l] AT link3in: 
PLACE dumin2[i+l] AT linkOin: 
PLACE dumout[i+l] AT link30ut: 
PLACE dumout2[i+1] AT 1inkOout: 
main (cwise[i],cwise[i+l],anticwise[i+l],anticwise[i], 
dumin[i+l] ,dumout[i+l],durnin2[i+l] ,dumout2[i+l] ,i+1) 
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APPENDIX E 
OCCAM Program For The Block S2LOR Method 
VAL linkOin IS 4: 
VAL linkOout IS 0: 
VAL linklin IS 5: 
VAL link10ut IS 1: 
VAL link2in IS 6: 
VAL 1ink2out IS 2: 
VAL link3in IS 7: 
VAL link30ut IS 3: 
VAL nt IS 16: 
[nt] CRAN OF ANY durnin,durnout,durnin2,dumout2,cwise,anticwise: 
CRAN OF ANY exit: 
CRAN OF ANY entrance: 
PROC main(CRAN OF ANY li,ro,ri,lo,ui,uo,di,do,VAL INT k) 
#USE snglmath 
#USE mathhdr 
VAL INT nt IS 16: 
VAL INT pw IS 192: 
VAL INT bl IS (2*pw): --block length 
VAL INT sW IS (pw/nt): 
VAL INT blocks IS sw/2: --number of blocks 
VAL REAL32 epsilon IS 0.000l(REAL32): 
VAL REAL32 up IS 0.0(REAL32): 
VAL REAL32 down IS l.0(REAL32): 
REAL32 time.lapse,xx,right,left,t,re1err,errl,err2,w: 
[sw*pw] REAL32 xold,xnew,xo: 
[pw] REAL32 l,r,firstl,lastl: 
[bl] REAL32 c,a,b,d,e: 
INT kount,ikount,m,maxiter, 
anny,prev.kount,new.kount, start, finish: 
BOOL running,check: 
TIMER time: 
PROe param (VAL INT pw, REAL32 w, INT m) 
VAL REAL32 eps IS 0.0001(REAL32): 
VAL REAL32 pi IS 3.l4l5926(REAL32): 
REAL32 xx,yy,zz: 
SEQ 
zz:= REAL32 TRUNC (pw+l) 
xx:= l.0(REAL32) -(2.0(REAL32)*«pi*pi)/(zz*zz») 
xx:=SQRT«l.0(REAL32)-(xx*xx») 
w:=2.0(REAL32)/(l.0(REAL32)+xx) 
m:=INT ROUND (ALOG(eps)/ALOG(w-l.0(REAL32») 
PRoe send.last.line( 
SEQ 
SEQ i = 0 FOR pw 
1astl[i] := xold[«sw-l)*pw)+i] 
ro ! lastl 
PROC send.first.line( 
SEQ 
SEQ i = 0 FOR pw 
firstl[i]:= xold[i] 
273 
10 ! firstl 
PROC rec.right.vals( 
SEQ 
ri ? r 
PROC rec.left.vals( 
SEQ 
li ? 1 
PROC gaussl( 
SEQ 
SEQ i = 0 FOR bl 
SEQ 
a[i] := (-1. 0 (REAL32» 
e[i] :=(-1.0 (REAL32» 
cri] :=4.0 (REAL32) 
IF 
(1 REM 2) = 0 
SEQ 
d[1]:=(-1.0(REAL32» 
b[1]:=0.0(REAL32) 
TRUE 
SEQ 
b[1]:=(-1.0(REAL32» 
d[i]:=0.0(REAL32) 
--initialise 
a[O] :=0.0 (REAL32) 
a[1]:=0.0(REAL32) 
b[0]:=0.0(REAL32) 
d[b1-1]:=0.0(REAL32) 
e[bl-1]:=0.0(REAL32) 
e[bl-2]:=0.0(REAL32) 
d[O] :=d[O] /c[O] 
e[O] :=e[O]/c[O] 
c [1] := (c [1]- (b [1] *d[O] ) ) 
d[l] :=(d[l]-(b[l]*e[O] »/c[l] 
e[l] :=e[l]/c[l] 
SEQ i = 0 FOR bl 
IF 
i<2 
SKIP 
TRUE 
SEQ 
b[1] :=b[i]-(a[i]*d[i-2]) 
c[i]:=(c[i]-(a[i]*e[i-2]»-(b[i]*d[i-1]) 
IF 
IF 
i«bl-1) 
d[i]:=(d[i]-(b[i]*e[i-1]»/c[i] 
TRUE 
SKIP 
i< (bl-2) 
e[i] :=e[i]/c[i] 
TRUE 
SKIP 
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PROC line2(VAL INT bno,VAL [] REAL32 a,VAL [] REAL32 b,VAL [] REAL32 e, 
VAL [] REAL32 d, VAL [] REAL32 e) 
[b1] REAL32 t: 
INT x: 
PROC ea1erhs( 
SEQ 
IF 
bno =0 
SEQ i = 0 FOR b1 
IF 
i<pw 
t [i] :=1 [i] 
TRUE 
t[i] := xo1d[i+pw] 
bno = (b1oeks-1) 
SEQ i = 0 FOR b1 
IF 
TRUE 
i>=pw 
t[i] :=r[i-pw] 
TRUE 
t[i] := xo1d[(i+(bno*b1»-pw] 
SEQ i = 0 FOR b1 
IF 
i<pw 
t[1] := xo1d[(1+(bno*b1»-pw] 
TRUE 
t[1] := xo1d[(i+(bno*b1»+pw] 
PROC gauss2 ( 
SEQ 
t[O] :=t[O]/e[O] 
t[l] :=(t[l]-(b[l]*t[O] »/e[l] 
SEQ i = 0 FOR b1 
IF 
i<2 
SKIP 
TRUE 
t [1] := ( (t [1J - (a [1] *t [1-2] ) ) - (b [i] *t [1-1] ) ) /e [i] 
PROC baeksub ( 
'INT H: 
SEQ 
xnew[x+(b1-1)]:=t[b1-1] 
xnew[x+(bl-2)]:=t[bl-2] - (d[bl-2]*xnew[x+(b1-1)]) 
H:=(bl-3) 
WHILE (H>=O) 
SEQ 
xnew[x+ii]:=(t[ii]-(d[ii]*xnew[x+(ii+1)]»-(e[ii]*xnew[x+(ii+2)J) 
11:=11-1 
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PRoe calc.newln.vals( 
SEQ 
SEQ i = 0 FOR bl 
xnew[x+i):=xold[x+i)+(w*(xnew[x+i)-xold[x+i)) 
--BEGIN line2 
SEQ 
x:=(bl*bno) 
calcrhs( ) 
gauss2 ( ) 
backsub ( ) 
calc.newln.vals( 
SEQ i = 0 FOR bl 
SEQ 
IF 
ikount >= maxiter 
xo[x+i):=xold[x+i) 
TRUE 
SEQ 
SKIP 
xold[x+i):=xnew[x+i) 
right :=0.0 (REAL32) 
left:=1.0(REAL32) 
SEQ i = 0 FOR (sw*pw) --initialise all points 
SEQ 
xold[i):=0.0(REAL32) 
xnew[i):=0.0(REAL32) 
SEQ i = 0 FOR pw --initialise all boundary points' 
SEQ 
l[i) :=l.0(REAL32) 
r[i) :=0.0 (REAL32) 
m:=nt 
running: =TRUE 
prev.kount:=O 
check:=TRUE 
ikount:=O 
IF 
k = 0 
SEQ 
time? start 
TRUE 
SKIP 
param(pw,w,maxiter) 
maxiter:=500 
gaussl ( ) 
WHILE running 
SEQ 
ikount:=ikount + 1 
PAR 
SEQ 
IF 
k<>O 
rec.left.vals( 
TRUE 
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SKIP 
line2(0,a,b,c,d,e) 
IF 
k<>(m-l) 
send. last • line ( 
TRUE 
SKIP 
PAR 
SEQ i = 0 FOR blocks 
IF 
IF 
IF 
«i REM 2) =0) AND (i<>O) --even blocks 
line2(i,a,b,c,d,e) 
TRUE 
SKIP 
k<>(m-l) 
rec.right.vals( 
TRUE 
SKIP 
k<>O 
send. first. line ( 
TRUE 
SKIP 
SEQ i = 0 FOR blocks 
IF 
IF 
(i REM 2) <> 0 --odd block 
line2(i,a,b,c,d,e) 
TRUE 
SKIP 
ikount >= maxiter 
SEQ 
TRUE 
running := FALSE 
IF 
k = 0 
SEQ 
time ? finish 
time .lapse:= (REAL32 TRUNC (finish MINUS start)) 
time.lapse:=(time.lapse)/15625.0(REAL32) 
10 nt 
10 (pw+l) 
10 w 
10 maxiter 
10 time. lapse 
TRUE 
SKIP 
SKIP 
--send results to host 
INT s,r: 
[pw] REAL32 buffer: 
SEQ 
IF 
k = (m-l) 
SEQ 
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s:=O 
WHILE (s<sw) 
SEQ 
SEQ i = 0 FOR pw 
10 ! xnew[(s*pw)+i) 
s:=s+l 
TRUE 
SEQ 
8:=0 
r:=O 
PLACED PAR 
WHILE (s«(m-(k+1»*sw» 
SEQ 
SEQ i = 0 FOR pw 
ri ? buffer[i) 
SEQ col = 0 FOR pw 
INT p: 
IF 
SEQ 
10 ! xnew [ (r*pw) +col) 
xnew[(r*pw)+col):=buffer[col) 
r«sw-1) 
r:=r+1 
TRUE 
r:=O 
s:=s+l 
s:=O 
WHILE (s<sw) 
SEQ 
SEQ col = 0 FOR pw 
10 ! xnew[(s*pw)+co1) 
s:=s+l 
PROCESSOR 0 TB 
PLACE entrance AT link1in: 
PLACE exit AT link10ut: 
PLACE cwise[O) AT link20ut: 
PLACE anticwise[O) AT link2in: 
PLACE dumin2[O) AT linkOin : 
PLACE dumout2[O) AT linkOout : 
PLACE dumout[O) AT link3in : 
PLACE dumin[O) AT link30ut : 
main (entrance,cwise[O),anticwise[O),exit,dumin2[O), 
dumout2[O),dumout[O) ,dumin[O) ,0) 
PLACED PAR i = 0 FOR (nt-1) --2 
PROCESSOR (i+1) TB 
PLACE cwise[i) AT link1in: 
PLACE cwise[i+1) AT link20ut: 
PLACE anticwise[i+1) AT link2in: 
PLACE anticwise[i) AT link10ut: 
PLACE dumin[i+1) AT link3in: 
PLACE dumin2[i+1) AT linkOin: 
PLACE dumout[i+1) AT link30ut: 
PLACE dumout2[i+1) AT linkOout: 
main (cwise[i),cwise[i+1),anticwise[i+1),anticwise[i), 
dumin[i+1) ,dumout[i+1) ,dumin2[i+1) ,dumout2[i+1) ,i+1) 
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APPENDIX F 
OCCAM Program For The 4-Point Group Explicit Method 
(The Parallel Strategy) 
VAL 1inkOin IS 4: 
VAL 1inkOout IS 0: 
VAL 1ink1in IS 5: 
VAL 1ink1out IS 1: 
VAL 1ink2in IS 6: 
VAL 1ink2out IS 2: 
VAL 1ink3in IS 7: 
VAL 1ink30ut IS 3: 
VAL nt IS 16: 
[nt] CHAN OF ANY dumin,dumout,dumin2,dumout2,cwise,anticwise: 
CHAN OF ANY exit: 
CHAN OF ANY entrance: 
PROC main(CHAN OF ANY 11i,rro,rri,110,uui,uuo,ddi,ddo,VAL INT k) 
#USE sng1rnath 
#USE mathhdr 
VAL INT nt IS 16: 
VAL INT pw IS 192: 
VAL INT sW IS (pw/nt): 
VAL INT gw IS (sw/2): --group width 
VAL INT gl IS (pw/2): --group length 
VAL INT ng IS (gl*gw): --number of groups per transputer 
VAL REAL32 epsilon IS 0.0001(REAL32): 
[ng] CHAN OF ANY grp.to.mixer: 
[(gw+l)*gl] CHAN OF ANY wb,eb: 
[(gl+1)*gw] CHAN OF ANY nb,sb: 
[gl/2] CHAN OF ANY rprw,rprb,rp1w,rplb,lprw,lprb,lp1w,lp1b: 
[sw*pw] REAL32 xold: 
INT any,maxiter,start,finish: 
TIMER time: 
REAL32 w,time.lapse: 
PROC pararn(VAL INT pw,REAL32 w,INT m) 
VAL REAL32 eps IS 0.0001(REAL32): 
VAL REAL32 pi IS 3.1415926(REAL32): 
REAL32 xx,yy,zz: 
SEQ 
zz:= REAL32 TRUNC (pw+1) 
xx:= 1.0(REAL32) -«pi*pi)/(zz*zz» 
xx:=SQRT«1.0(REAL32)-(xx*xx») 
w:=2.0(REAL32)/(1.0(REAL32)+xx) 
m:=INT ROUND (ALOG(eps)/ALOG(w-1.0(REAL32») 
PROC result.mixer ([] CHAN OF ANY grp. to.mixer) 
[pw*sw] REAL32 xn,xo: 
[ng] [4] REAL32 x: 
REAL32 relerr,err1,err2,xx: 
SEQ 
PAR j = 0 FOR ng 
VAL INT i IS j: 
VAL INT a IS «i REM gl)*2)+«(i/gl)*pw)*2): 
gtrn IS grp.to.mixer[i]: 
SEQ 
gtrn ? x[i] 
xn[a] :=x[i] [0] 
xn[a+1] :=x[i] [1] 
xn [a+pw] :=X [i] [2] 
xn[a+(pw+1)]:=x[i] [3] 
PAR j = 0 FOR ng 
VAL INT i IS j: 
VAL INT a IS «i REM gl)*2)+«(i/gl)*pw)*2): 
gtrn IS grp.to.mixer[i]: 
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IF 
SEQ 
gtm ? x[i] 
xo[a] :=x[i] [0] 
xo[a+l] :=x[i] [1] 
xo[a+pw] :=x[i] [2] 
xo[a+ (pw+1)] :=x[i] [3] 
k = 0 
SEQ 
TRUE 
time ? finish 
time.lapse:=(REAL32 TRUNC(finish MINUS start»/15625.0(REAL32) 
110 ! nt 
110 (pw+l) 
110 w 
110 maxiter 
110 time • lapse 
SKIP 
-- send results 
INT s,r: 
[pw] REAL32 buffer: 
SEQ 
IF 
k = (nt-l) 
SEQ 
s:=O 
WHILE (s<sw) 
SEQ 
TRUE 
SEQ i = 0 FOR pw 
110 ! xn[ (s*pw) +i] 
s:=s+l 
SEQ 
s:=O 
r:=O 
WHILE (s< ( (nt- (k+l) ) *sw) ) 
SEQ 
SEQ i = 0 FOR pw 
rri ? buffer[i] 
SEQ col = 0 FOR pw 
INT p: 
SEQ 
110 ! xn[(r*pw)+col] 
xn[(r*pw)+col] :=buffer[col] 
IF 
r«sw-l) 
r:=r+1 
TRUE 
r:=O 
s:=s+l 
s:=O 
WHILE (s<sw) 
SEQ 
SEQ col = 0 FOR pw 
110 ! xn[(s*pw)+col] 
s:=s+l 
PROC right.plexor([] CRAN OF ANY rprw,rprb,rplw,rplb) 
REAL32 anny: 
BOOL running: 
INT kount: 
[pw] REAL32 w,b: 
SEQ 
running: =TRUE 
kount:=O 
WHILE running 
SEQ 
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kount:=kount+l 
PAR 
SEQ 
PAR ii = 0 FOR (gl/2) 
VU INT i IS 11: 
wl IS [w FROM (i*2) FOR 2]: 
rprw[i] ? wl 
rro ! w 
SEQ 
rri ? b 
PAR jj = 0 FOR (gl/2) 
VU INT j IS jj: 
bl IS [b FROM (j*2) FOR 2]: 
rplb[j] ! bl 
PAR 
SEQ 
IF 
PAR ii = 0 FOR (gl/2) 
VU INT i IS 11: 
bl IS [b FROM (i*2) FOR 2]: 
rprb[i] ? bl 
rro ! b 
SEQ 
rri ? w 
PAR jj = 0 FOR (gl/2) 
VlU. INT j IS jj: 
wl IS [w FROM (j*2) FOR 2] : 
rplw[j] ! wl 
(kount >= maxiter) 
running:=FUSE 
TRUE 
SKIP 
PROC left.plexor([] CHAN OF ANY lprw,lprb,lplw,lplb) 
=32 anny: 
BOOL running: 
INT kount: 
[pw] =32 w,b: 
SEQ 
running: =TRUE 
kount:=O 
WHILE running 
SEQ 
kount:=kount+l 
PAR 
SEQ . 
PAR ii = 0 FOR (gl/2) 
VU INT i IS 11: 
wl IS [w FROM (i*2) FOR 2]: 
lplw[i] ? wl 
110!w 
SEQ 
11i ? b 
PAR jj = 0 FOR (gl/2) 
VU INT j IS jj: 
PAR 
SEQ 
bl IS [b FROM (j*2) FOR 2]: 
lprb[j] ! bl 
PAR ii = 0 FOR (gl/2) 
VU INT i IS 11: 
bl IS [b FROM (i*2) FOR 2]: 
lplb[i] ? bl 
110 ! b 
SEQ 
11i ? w 
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IF 
PAR jj = 0 FOR (gl/2) 
VAL INT j IS jj: 
wl IS [w FROM (j*2) FOR 2]: 
lprw[j] ! wl 
(kount >= maxiter) 
running:=FALSE 
TRUE 
SKIP 
PROC group(CHAN OF [2] REAL32 ui,uo,do,di,li,lo,ro,ri, 
CHAN OF [4] REAL32 g.to.mixer,VAL INT gk) 
[4] REAL32 xo,xn,xoo: 
[2] REAL32 u,d,l,r,su,sd,sl,sr: 
PROC calc.b ( ) 
REAL32 z: 
INT kount: 
BOCL running: 
SEQ 
kount :=0 
running:=TRUE 
WHILE running 
SEQ 
kount:=kount+l 
PAR 
IF 
(k=O) AND (gk<gl) 
ri ? r 
(k=(nt-l»AND(gk>=(gl*(gw-l») --rec vals 
IF 
li ? 1 
TRUE 
PAR 
ri ? r 
li ? 1 
(gk REM gl) = 0 
ui ? u 
(gk REM gl)=(gl-l) 
di ? d 
TRUE 
PAR 
di ? d 
ui ? u . 
z:=«r[O]+d[l])+(u[O]+l[l]» 
z:=«7.0(REAL32)*(1[0]+d[0]»+(2.0(REAL32)*z» 
z:=(z+(r[1]+u[1]»/24.0(REAL32) 
xn[O]:=xo[O]+(w*(z-xo[O]» 
z:=«l[O]+d[O])+(r[l]+u[l]» 
z:=«7.0(REAL32)*(u[O]+1[1]»+(2.0(REAL32)*z» 
z:=(z+(d[1]+r[0]»/24.0(REAL32) 
xn[l]:=xo[l]+(w*(z-xo[l]» 
z:=«l[O]+d[O])+(r[l]+u[l]» 
z:=«7.0(REAL32)*(d[1]+r[O]»+(2.0(REAL32)*z» 
z:=(z+(u[0]+1[1]»/24.0(REAL32) 
xn[2]:=xo[2]+(w*(z-xo[2]» 
z:=«r[O]+d[l])+(u[O]+l[l]» 
z:=«7.0(REAL32)*(r[1]+u[1]»+(2.0(REAL32)*z» 
z:=(z+(1[0]+d[0]»/24.0(REAL32) 
xn[3] :=xo[3]+(w*(z-xo[3]» 
sl[O]:=xn[O] 
sl [1] :=xn[l] 
sd[O] :=xn[O] 
sd[l] :=xn[2] 
su[O] :=xn[l] 
su[l] :=xn[3] 
sr [0] :=xn[2] 
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sr[l] :=xn[3] 
SEQi=OFOR4 
SEQ 
PAR 
IF 
IF 
kount >= maxiter 
xoo[i] :=xo[i] 
TRUE 
SKIP 
xo[i] :=xn[i] 
(k=O) AND (gk<gl) 
ro ! sr 
(k=(nt-l»AND(gk>=(gl*(gw-l») 
10 ! sl 
TRUE 
PAR 
10 ! sl 
ro ! sr 
IF 
IF 
(gk REM gl) = 0 
uo ! su 
(gk REM gl)=(gl-1) 
do ! sd 
TRUE 
PAR 
uo ! su 
do ! sd 
kount >= maxiter 
SEQ 
running:=FALSE 
g.to.mixer ! xn 
g.to.mixer ! xoo 
TRUE 
SKIP 
PRoe calc.w( ) 
REAL32 z: 
INT kount: 
BOOL running: 
SEQ 
kount :=0 
running: =TRUE 
WHILE running 
SEQ 
kount:=kount+l 
PAR 
IF 
IF 
(k=O) AND (gk<gl) 
ro ! sr 
(k=(nt-l»AND(gk>=(gl*(gw-l») 
10 ! sl 
TRUE 
PAR 
10 ! sl 
ro ! sr 
(gk REM gl) = 0 
uO ! su 
(gk REM gl)=(gl-1) 
do ! sd 
TRUE 
PAR 
uo su 
do sd 
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--rec vals 
--reo vals 
SEQ 
SEQ 
PAR 
IF 
IF 
(k=O),AND (gk<gl) 
ri ? r 
(k=(nt-1))AND(gk>=(gl*(gw-1))) 
11 ? 1 
TRUE 
PAR 
ri ? r 
11 ? 1 
(gk REM g1) = 0 
ui ? u 
(gk REM g1)=(gl-1) 
di ? d 
TRUE 
PAR 
di ? d 
ui ? u 
--rec va1s 
z:=«r[O]+d[l])+(u[O]+l[l])) 
z:=«7.0(REAL32)*(1[0]+d[0]))+(2.0(REAL32)*z)) 
z:=(z+(r[1]+u[1]))/24.0(REAL32) 
xn[O]:=xo[O]+(w*(z-xo[O])) 
z:=«l[O]+d[O])+(r[l]+u[l])) 
z:=«7.0(REAL32)*(u[0]+1[1]))+(2.0(REAL32)*z)) 
z:=(z+(d[1]+r[0]))/24.0(REAL32) 
xn[l]:=xo[l]+(w*(z-xo[l])) 
z:=«l[O]+d[O])+(r[l]+u[l])) 
z:=«7.0(REAL32)*(d[1]+r[0]))+(2.0(REAL32)*z)) 
z:=(z+(u[0]+1[1]))/24.0(REAL32) 
xn[2]:=xo[2]+(w*(z-xo[2])) 
z:=«r[O]+d[l])+(u[O]+l[l])) 
z:=«7.0(REAL32)*(r[1]+u[1]))+(2.0(REAL32)*z)) 
z:=(z+(1[0]+d[0]))/24.0(REAL32) 
xn[3]:=xo[3]+(w*(z-xo[3])) 
sl[O] :=xn[O] 
sl [1] :=xn [1] 
sd[O] :=xn[O] 
sd[l] :=xn[2] 
su[O] :=xn[l] 
su[l] :=xn[3] 
sr[O] :=xn[2] 
sr[l] :=xn[3] 
SEQi=OFOR4 
IF 
SEQ 
IF 
kount < maxiter 
xo[i] :=xn[i] 
TRUE 
SKIP 
kount >= maxiter 
SEQ 
running:=FALSE 
g.to.mixer ! xn 
g.to.mixer ! xo 
TRUE 
SKIP 
SEQ i = 0 FOR 4 
SEQ 
xo[i]:=1.0(REAL32) 
xn[i]:=1.0(REAL32) 
SEQi=OFOR2 
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SEQ 
su[i):=1.0(REAL32) 
u[i):=0.0(REAL32) 
sd[i):=1.0(REAL32) 
d[i) :=0. 0 (REAL32) 
sl[i):=1.0(REAL32) 
l[i) :=1.0 (REAL32) 
sr[i):=1.0(REAL32) 
r[i) :=0.0 (REAL32) 
SEQ 
SEQi=OFOR4 
SEQ 
xo[i):=0.0(REAL32) 
xn[i):=0.0(REAL32) 
SEQi=OFOR2 
SEQ 
su[i):=0.0(REAL32) 
u[i):=0.0(REAL32) 
sd[i):=0.0(REAL32) 
d[i):=1.0(REAL32) 
sl[i):=0.0(REAL32) 
l[i):=1.0(REAL32) 
sr[i):=0.0(REAL32) 
r[i):=0.0(REAL32) 
IF 
SEQ 
IF 
«(gk REM gl)+(gk/gl)) REM 2) = 0 
calc.b( ) 
TRUE 
calc.w( ) 
k = 0 
time ? start 
TRUE 
SKIP 
param (pw,w, maxiter) 
--maxiter:=100 
PAR 
result.mixer(grp.to.mixer) 
IF 
k<> 0 
left.plexor(lprw,lprb,lplw,lplb) 
TRUE 
SKIP 
IF 
k<>(nt-1) 
right.plexor(rprw,rprb,rplw,rplb) 
TRUE 
SKIP 
PAR j = 0 FOR (gw*gl) 
VAL INT i IS j: 
VAL INT i1 IS (i + (i/gl)): 
VAL INT i2 IS (i1 +1): 
VAL INT i3 IS (i+gl): 
VAL INT i4 IS «i-(gl*(gw-1)))/2): 
VAL INT i5 IS (i/2): 
gtm IS grp.to.mixer[i): 
ui IS sb [i2) : 
uo IS nb [i2) : 
do IS sb[il): 
di IS nb[il]: 
IF 
(k<>(nt-1))AND(i>=(gl*(gw-1))) 
liISeb[i): 
10 IS wb[i): 
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IF 
(i REM 2) = 0 --white 
rprw. c IS rprw [i4] : 
rplw.c IS rplw[i4]: 
group(ui,uo,do,di,li,lo,rprw.c,rplw.c,gtm,i) 
TRUE 
rprb.c IS rprb[i4]: 
rplb.c IS rplb[i4]: 
group(ui,uo,do,di,li,lo,rprb.c,rplb.c,gtm,i) 
(k<>O)AND (i<gl) 
ro IS eb[i3] : 
ri IS wb[i3] : 
IF 
(i REM 2) = 0 --black 
Iprb.c IS Iprb[iS]: 
Iplb.c IS Iplb[iS]: 
group (ui,uo,do,di,lprb.c,lplb. c,ro,ri,gtm,i) 
TRUE 
Iprw.c IS Iprw[iS]: 
Iplw.c IS Iplw[iS]: 
group (ui,uo,do,di,lprw. c,lplw.c,ro,ri,gtm,i) 
TRUE 
li IS eb[i]: 
10 IS wb[i]: 
ro IS eb[i3] : 
ri IS wb[i3]: 
group (ui,uo,do,di,li,lo,ro,ri,gtm,i) 
PLACED PAR 
PROCESSOR 0 Ta 
PLACE entrance AT link1in: 
PLACE exit AT link1out: 
PLACE cwise[O] AT link20ut: 
PLACE anticwise[O] AT link2in: 
PLACE durnin2[0] AT linkOin : 
PLACE durnout2[0] AT linkOout : 
PLACE durnout[O] AT link3in : 
PLACE durnin[O] AT link30ut : 
main (entrance,cwise[0],anticwise[0],exit,durnin2[0], 
durnout2[0] ,durnout[O] ,durnin[O] ,0) 
PLACED PAR i = 0 FOR (nt-1) --2 
PROCESSOR (i+1) Ta 
PLACE cwise[i] AT 1ink1in: 
PLACE cwise[i+1] AT link20ut: 
PLACE anticwise[i+1] AT link2in: 
PLACE anticwise[i] AT link1out: 
PLACE durnin[i+1] AT link3in: 
PLACE durnin2[i+1] AT linkOin: 
PLACE durnout[i+1] AT link30ut: 
PLACE durnout2[i+1] AT linkOout: 
main (cwise[i],cwise[i+1],anticwise[i+1],anticwise[i], 
durnin[i+1] ,durnout[i+1] ,durnin2[i+1] ,durnout2[i+1] ,i+1) 
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APPENDIX G 
OCCAM Program For The 4-Point Group Explicit Method 
(The Sequential Strategy) 
VAL linkOin IS 4: 
VAL linkOout IS 0: 
VAL link1in IS 5: 
VAL link10ut IS 1: 
VAL link2in IS 6: 
VAL link20ut IS 2: 
VAL link3in IS 7: 
VAL link30ut IS 3: 
VAL INT nt IS 16: 
[nt] CHAN OF ANY dumin,dumout,dumin2,dumout2,cwise,anticwise: 
CHAN OF ANY exit: 
CHAN OF ANY entrance: 
PROCmain(CHAN OF ANY lli,rro,rri,llo,uui,uuo,ddi,ddo,VAL INT k) 
iUSE snglmath 
iUSE mathhdr 
VAL INT nt IS 16: 
VAL INT pw IS 192: 
VAL INT sW IS (pw/nt): 
VAL INT gw IS (sw/2): 
VAL INT gl IS (pw/2): 
VAL INT ng IS (gl*gw): 
VAL REAL32 epsilon IS 0.0001 (REAL32) : 
[sw*pw] REAL32 xO,xn,xoo: 
[2] REAL32 l,lo,r,ro,u,d: 
INT ikount,any,maxiter,start,finish: 
TIMER time: 
REAL32 w,time.lapse: 
REAL32 relerr,errl,err2,xx: 
BOOL running: 
PROC param(VAL INT pw,REAL32 w,INT m) 
VAL REAL32 eps IS 0.0001(REAL32): 
VAL REAL32 pi IS 3.l4l5926(REAL32): 
REAL32 xx,yy,zz: 
SEQ 
zz:= REAL32 TRUNC (pw+l) 
xx:= 1.0(REAL32) -«pi*pi)/(zz*zz» 
xx:=SQRT «1.0 (REAL32) - (xx*xx») 
w:=2.0(REAL32)/(1.0(REAL32)+xx) 
m:=INT ROUND (ALOG(eps)/ALOG(w-1.0(REAL32») 
PROC group(VAL INT a) 
REAL32 z: 
SEQ 
z:=«r[O]+d[l])+(u[O]+l[l]» 
z:=«7.0(REAL32)*(l[O]+d[0]»+(2.0(REAL32)*z» 
z:=(z+(r[l]+u[1]»/24.0(REAL32) 
xn[a]:=xo[a]+(w*(z-xo[a]» 
.z:=( (l[O]+d[O])+ (r[l]+u[l]» 
z:=«7.0(REAL32)*(u[0]+l[l]»+(2.0(REAL32)*z» 
z:=(z+(d[1]+r[O]»/24.0(REAL32) 
xn[a+l] :=xo[a+l]+(w*(z-xo[a+l]» 
z:=«l[O]+d[O])+(r[l]+u[l]» 
z:=«7.0(REAL32)*(d[l]+r[O]»+(2.0(REAL32)*z» 
z:=(z+(u[O]+l[l]»/24.0(REAL32) 
xn[a+pw]:=xo[a+pw]+(w*(z-xo[a+pw]» 
z:=«r[O]+d[l])+(u[O]+l[l]» 
z:=«7.0(REAL32)*(r[l]+u[l]»+(2.0(REAL32)*z» 
z:=(z+(l[O]+d[O]»/24.0(REAL32) 
xn[a+(pw+l)]:=xo[a+(pw+1)]+(w*(z-xo[a+(pw+l)]» 
IF 
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SEQ 
IF 
ikount >= maxiter 
SEQ 
xoo[a] :=xo[a] 
xoo[a+1]:=xo[a+1] 
xoo[a+pw]:=xo[a+pw] 
xoo[ (a+pw) +1] :=xo[ (a+pw)+1] 
TRUE 
SKIP 
xo[a] :=xn[a] 
xo[a+1]:=xn[a+1] 
xo[a+pw]:=xn[a+pw] 
xo [ (a+pw) +1] :=xn [ (a+pw) +1] 
k = 0 
time? start 
TRUE 
SKIP 
SEQ i = 0 FOR (pw*sw) 
SEQ 
xo[i]:=0.0(REAL32) 
xn[i]:=0.0(REAL32) 
running: =TRUE 
ikount:=O 
param(pw,w,maxiter) 
maxiter:=100 
WHILE running 
SEQ 
ikount:=ikount+1 
SEQ i =0 FOR ng 
IF 
«(i REM gl)+(i/g1» REM 2) = 0 
VAL INT a IS «i REM gl)*2)+«(i/g1)*pw)*2): 
SEQ 
IF 
IF 
i<gl 
IF 
k=O 
PAR 
SEQ 
1[0] := 1.0 (REAL32) 
1[1] := 1.0(REAL32) 
SEQ' 
ro[O]:=xo[(pw*(sw-1»+(2*i)] 
TRUE 
PAR 
ro [1] :=xo [ (pw* (sw-1) ) + ( (2*i) +1) ] 
rro ! ro 
11i ? 1 
IF 
k<>(nt-1) 
SEQ 
ro[O]:=xo[(pw*(sw-1»+(2*i)] 
ro [1] :=xo [ (pw* (sw-1) ) + ( (2*i) +1) ] 
rro ! ro 
TRUE 
SKIP 
TRUE 
SEQ 
1 [0] :=xo[a-pw] 
1[1] :=xo[a-(pw-1)] 
i>=(gl* (gw-l» 
IF 
k=(nt-l) 
PAR 
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IF 
IF 
SEQ 
r[O] := 0.0(REAL32) 
r[l] := 0.0(REAL32) 
SEQ 
10[O]:=xo[a-(pw*(sw-2»] 
10[l]:-xo[(a-(pw*(sw-2»)+1] 
110 ! 10 
TRUE 
PAR 
TRUE 
SEQ 
rri ? r 
IF 
k<>O 
SEQ 
10[O]:=xo[a-(pw*(sw-2»] 
10[l]:=xo[(a-(pw*(sw-2»)+1] 
110 ! 10 
TRUE 
SKIP 
r[O] :=xo[a+(2*pw)] 
r[l] :=xo[a+( (2*pw) +1) ] 
(i REM gl) = 0 
SEQ 
d[O] := 1.0(REAL32) 
d[l] := 1.0(REAL32) 
TRUE 
SEQ 
d[O]:=xo[a-l] 
d[l]:=xo[a+(pw-1)] 
(1 REM gl) = (gl-l) 
SEQ 
u[O] := 0.0(REAL32) 
u[l] := 0.0(REAL32) 
TRUE 
SEQ 
u[O]:=xo[a+2] 
u[l]:=xo[a+(pw+2)] 
group (a) 
TRUE 
SKIP 
SEQ 1 =0 FOR ng 
IF 
«(i REM gl)+(1/g1» REM 2) <> 0 
VAL INT a IS «i REM gl)*2)+«(1/g1)*pw)*2): 
SEQ 
IF 
1<gl 
IF 
k=O 
PAR 
SEQ 
1[0] := 1.0(REAL32) 
1[1] := 1.0 (REAL32) 
SEQ 
ro[O]:=xo[(pw*(sw-l»+(2*i)] 
TRUE 
PAR 
ro [1] :=xo [ (pw* (sw-l) ) + ( (2*i) +1) ] 
rro ! ro 
11i ? 1 
IF 
k<>(nt-l) 
SEQ 
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IF 
ro[O] :=xo[ (pw* (sw-l»+ (2*i)] 
ro[l] :=xo[ (pw* (sw-l) )+( (2*i)+1)] 
rro ! ro 
TRUE 
SKIP 
TRUE 
IF 
IF 
IF 
SEQ 
l[O]:=xo[a-pw] 
l[l]:=xo[a-(pw-l)] 
i>= (gl* (gw-l) ) 
IF 
k=(nt-l) 
PAR 
TRUE 
SEQ 
r[O] := O.O(REAL32) 
r[l] :- O.O(REAL32) 
SEQ 
TRUE 
PAR 
10[O]:=xo[a-(pw*(sw-2»] 
lo[1]:=xo[(a-(pw*(sw-2»)+1] 
110 ! 10 
rri ? r 
IF 
k<>O 
SEQ 
10[O]:=xo[a-(pw*(sw-2»] 
10[1]:=xo[(a-(pw*(sw-2»)+1] 
110 ! 10 
TRUE 
SKIP 
SEQ 
r[O]:=xo[a+(2*pw)] 
r[l]:=xo[a+«2*pw)+1)] 
(i REM gl) = 0 
SEQ 
d[O] := l.O(REAL32) 
d[l] := l.O(REAL32) 
TRUE 
SEQ 
d[O] :=xo[a-l] 
d[l]:=xo[a+(pw-l)] 
(i REM gl) = (gl-l) 
SEQ 
u[O] := O.O(REAL32) 
u[l] := O.O(REAL32) 
TRUE 
SEQ 
u[O]:=xo[a+2] 
u[l]:=xo[a+(pw+2)] 
group (a) 
TRUE 
SKIP 
ikount >- maxiter 
SEQ 
running:=FALSE 
IF 
k = 0 
SEQ 
time ? finish 
time.lapse:=(REAL32 TRUNC(finish MINUS start» 
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TRUE 
SKIP 
tirne.1apse:=time.1apse/15625.0(REAL32) 
110 ! nt 
110 (pw+1) 
110 w 
110 maxiter 
110 time. lapse 
TRUE 
SKIP 
send reu1ts to host 
INT s,r: 
[pw] REAL32 buffer: 
SEQ 
IF 
k = (nt-1) 
SEQ 
s:=O 
WHILE (s<sw) 
SEQ 
TRUE 
SEQ i = 0 FOR pw 
110 ! xn[(s*pw)+i] 
s:=s+l 
SEQ 
s:=O 
r:=O 
WHILE (s< «nt- (k+l» *sw) ) 
SEQ 
SEQ i = 0 FOR pw 
rri ? buffer[i] 
SEQ col = 0 FOR pw 
INT p: 
SEQ 
110 ! xn[ (r*pw)+col] 
xn[(r*pw)+col] :=buffer[co1] 
IF 
r«sw-1) 
r:=r+1 
TRUE 
r:=O 
s:=s+1 
s:=O 
WHILE (s<sw) 
SEQ 
SEQ col = 0 FOR pw 
110 ! xn[(s*pw)+c01] 
s:=s+1 
PLACED PAR 
PROCESSOR 0 T8 
PLACE entrance AT 1ink1in: 
PLACE exit AT link10ut: 
PLACE cwise[O] AT link20ut: 
PLACE anticwise[O] AT 1ink2in: 
PLACE dumin2[0] AT 1inkOin : 
PLACE dumout2[0] AT 1inkOout : 
PLACE dumout[O] AT link3in : 
PLACE dumin[O] AT link30ut : 
main (entrance,cwise[O],anticwise[O],exit,dumin2[O], 
dumout2[O] ,dumout[O] ,dumin[O] ,0) 
PLACED PAR i = 0 FOR (nt-1) 
PROCESSOR (i+1) T8 
PLACE cwise[i] AT 1ink1in: 
PLACE cwise[i+1] AT link20ut: 
PLACE anticwise[i+1] AT link2in: 
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PLACE anticwise[i) AT linklout: 
PLACE dumin[i+l) AT link3in: 
PLACE dumin2[i+l) AT linkOin: 
PLACE dumout[i+l) AT link30ut: 
PLACE dumout2[i+l) AT linkOout: 
main (cwise[i),cwise[i+l),anticwise[i+l),anticwise[i), 
dumin[i+l) ,dumout[i+l) ,dumin2[i+l) ,dumout2[i+l),i+l) 
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APPENDIX H(i) 
3L Parallel Pascal Program For The Explicit Method 
{This program runs on the first transputer of the network} 
MODULE parabf; 
$INCLUDE 'Chan.inc' 
$INCLUDE 'tirner.inc' 
CONST 
nt = 8; 
rodl = 192; {problem size} 
length = (rodl div nt); {number of points per transputer} 
maxtime = 100; {number of time steps} 
left - 0; {left boundary} 
STATIC time:integer; 
STATIC right:real; 
STATIC buffer:integer; 
STATIC i:integer; 
STATIC j:integer; 
STATIC r:real; 
STATIC k:real; 
STATIC h:real; 
STATIC xo:array [l •• length) of real; 
STATIC xn:array [l •• length) of real; 
PROCEDURE init; 
VAR 
i:integer; 
BEGIN 
for i := 1 to length DO 
xo [i) := ( (2*i) *h) ; 
END; 
PROCEDURE calculator; 
VAR 
i:integer; 
BEGIN 
i:=l; 
WHILE (i<=length) DO BEGIN 
if (i=l) then 
xn[i):=«r*left)+«l-(2*r»*xo[i)+(r*xo[i+l)) 
else if (i=length) 
then 
xn[i):=«r*xo[i-l)+«1-(2*r»*xo[i))+(r*right) 
else 
xn[i):=«r*xo[i-l)+«1-(2*r»*xo[i)+(r*xo[i+l)); 
i :=1+1; END; 
END; 
BEGIN (main) 
h:= (l/(rodl+l»; 
k:= (l/maxtirne); 
r:'= (k/ (h*h) ) ; 
init; 
j :=0; 
tirne:=Timer_Now; 
REPEAT 
j :=j+l; 
Chan_Out_Word(round(xo[length)*lOOOO),Out_ChanA[l)A); 
Chan In Word(buffer,In ChanA[l)A); 
right:=buffer/10000.O;-
calculator; 
for i:=l to length DO 
xo[i) :=xn[i); 
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UNTIL 
(j=rnaxtime) ; 
time:=(Timer_Now - time); 
Chan_Out_Word(time,Out_ChanA[OjA); 
Chan_Out_Word(rodl,Out_ChanA[OlA); 
REPEAT 
for i := 1 to length DO begin 
Chan_Out_Word(ROUND(xn[i1*10000),Out_chanA[01A); 
Chan In Word(buffer,In ChanA[11A); 
xn[i]:=buffer/10000.0;-end; 
Chan_In_Word(buffer,In_ChanA[11 A); 
UNTIL 
(buffer = -1); 
for i := 1 to length DO 
Chan_Out_Word(ROUND(xn[i1*10000),Out_ChanA[OjA); 
Chan_Out_Word(nt,Out_ChanA[OlA); 
Chan_Out_Word(maxtime,Out_ChanA[OlA); 
END. 
(This program runs on all the central transputers) 
MODULE parabml; 
$INCLUDE ·Chan.inc· 
CONST 
nt = 16; 
rodl = 192; 
length = (rodl div nt); 
maxtime = lOO; 
STATIC i:integer; 
STATIC j:integer; 
STATIC r:real; 
STATIC h:real; 
STATIC k:real; 
STATIC left:real; 
STATIC right:real; 
STATIC buffer:integer; 
STATIC xo:array[1 •• length1 of real; 
STATIC xn:array[1 •• length1 of real; 
PROCEDURE init; 
STATIC i:integer; 
BEGIN 
for i := 1 to length DO 
xo[i1:=2*(i*h); (xo[i1:=2*(1-(i*h»;) 
END; 
PROCEDURE calculator; 
STATIC i:integer; 
BEGIN 
i:=l; 
·WHILE (i<=length) DO BEGIN 
if (i=l) then 
xn[i1:=«r*left)+«1-(2*r»*xo[ij»+(r*xo[i+11) 
else if (i=length) 
then 
xn[ij:=«r*xo[i-l1)+«1-(2*r»*xo[ij»+(r*right) 
else 
xn [ij :=( (r*xo [i-11 ) + ( (1- (2*r) ) *xo [ij ) ) + (r*xo [i+1] ) ; 
i:=1+l; END; 
END; 
BEGIN (main) 
h:=(1/(rodl+1»; 
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k:=(I/maxtime) ; 
r:=(k/(h*h»; 
init; 
j:=O; 
REPEAT 
j:=j+1; 
Chan In Word(buffer,In ChanA[O)A); 
left:=b~ffer/l0000.0; -
Chan Out Word (round (xo [length) *10000) ,Out ChanA[I)A); 
Chan=Out=word(round(xo[I)*lOoOO),Out_Chan~[O)A); 
Chan In Word(buffer,In ChanA[I)A); 
right:=buffer/l0000.0;-
calculator; 
for i:=l to length DO 
xo[i) :=xn[i); 
UNTIL 
(j=maxtime) ; 
REPEAT 
for i := 1 to length DO BEGIN 
Chan_out_Word(round(xn[i)*10000),OUt_ChanA[O)A); 
Chan In Word(buffer,In ChanA[I)A); 
right:=buffer/lOOOO.O;-
xn[i) :=right; end; 
Chan_In_Word(buffer,In_ChanA[l)A); 
Chan_OUt_Word(O,Out_ChanA[O)A); 
UNTIL (buffer = -1); 
for i :=1 to length DO 
Chan Out Word (round (xn (1) *10000) ,OUt ChanA[O)A); 
Chan_oUt_wOrd(-I,OUt_ChanA[O)A); -
END. 
{This program runs on the last transputer of the network} 
MODULE parabl; 
$INCLUDE 'Chan.inc' 
CONST 
nt = 16; 
rodl = 192; 
length - (rodl div nt); 
maxtime = 100; 
right = 0; 
STATIC i:integer; 
STATIC j:integer; 
STATIC r:real; 
STATIC h:real; 
STATIC k:real; 
STATIC left:real; 
STATIC buffer:integer; 
STATIC xo:array[I •• 1ength) of real; 
STATIC xn:array[I •• 1ength) of real; 
PROCEDURE init; 
STATIC i:integer; 
BEGIN 
for i := 1 to length DO 
xo[i):=2*(1-(i*h»; 
END; 
PROCEDURE calculator; 
STATIC i:integer; 
BEGIN 
i:=I; 
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WHILE (i<=length) DO BEGIN 
if (i=l) then 
xn[i):=«r*left)+«l-(2*r»*xo[i)+(r*xo[i+l)) 
else if (i=length) 
then 
xn[i):=«r*xo[i-l)+«1-(2*r»*xo[i))+(r*right) 
else 
xn[i):=«r*xo[i-l)+«1-(2*r»*xo[i)+(r*xo[i+l)); 
i:=i+l; END; 
END; 
BEGIN {main} 
h:=(l/(rodl+l»; 
k:=(l/maxtime} ; 
r:=(k/(h*h}}; 
init; 
j :=0; 
REPEAT 
j :=j+1; 
Chan_In_Word(buffer,In_ChanA[O)A); 
left:=buffer/10000.O; 
Chan_Out_Word(round(xo[l)*lOOOO),OUt_ChanA[O)A); 
calculator; 
for i:=l to length DO 
xo[i) :=xn[i); 
UNTIL 
(j=maxtime) ; 
for i := 1 to length DO 
Chan_OUt_Word(round(xn[i)*lOOOO),Out_ChanA[O)A); 
Chan_OUt_Word(-l,Out_ChanA[O)A); 
END. 
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APPENDIX H(ii) 
Configuration File For The Pipeline Of 8 
Transputers 
parab8.cfg 
Hardware 
processor host 
processor root 
processor TO 
processor T1 
processor T2 
processor T3 
processor T4 
processor TS 
processor T6 
processor T7 
wire ? T2[2] T3[3] 
wire ? T4[2] TS [3] 
wire ? T6[2] T7 [3] 
wire ? TS[2] T6[3] 
wire ? T3 [0] T4[O] 
wire ? T1[2] T2 [3] 
wire ? TO [2] T1 [3] 
wire ? root [1] TO[O] 
wire ? root [0] host[O] 
Task declarations indicating channel I/O ports and memory 
requirements 
task afserver ins=l outs=l 
task filter ins=2 outs=2 data=lOK 
task link ins=3 outs=3 
task parabf ins=2 outs=2 
task parabml ins=2 outs=2 
task parabm2 ins=2 outs=2 
task parabm3 ins=2 outs=2 
task parabm4 ins=2 outs=2 
task parabmS ins=2 outs=2 
task parabm6 ins=2 outs=2 
task parabl ins=l outs=l 
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Assign software tasks to physical processors 
place afserver host 
place link root 
place parabf TO 
place parabml Tl 
place parabm2 T2 
place parabm3 T3 
place parabm4 T4 
place parabm5 T5 
place parabm6 T6 
place parabl T7 
place filter root 
! Set up the connections between the 
connect ? afserver[O] filter[O] 
connect ? filter [0] afserver[O] 
connect ? filter [1] link[l] 
connect ? link[l] filter [1] 
connect ? link[2] parabf[O] 
connect ? parabf[O] link[2] 
connect ? parabf[l] parabm1[0] 
connect ? parabm1[0] parabf[l] 
connect ? parabm1[1] parabm2[0] 
connect ? parabm2 [0] parabm1[1] 
connect ? parabm2[1] parabm3[0] 
connect ? parabm3[0] parabm2 [1] 
connect ? parabm3[1] parabm4[0] 
connect ? parabm4[0] parabm3 [1] 
connect ? parabm4[1] parabm5 [0] 
connect ? parabm5[0] parabm4 [1] 
connect ? parabm5[1] parabm6 [0] 
connect ? parabm6 [0] parabm5[1] 
connect ? parabm6[1] parabl[O] 
connect ? parabl[O] parabm6[1] 
298 
tasks. 
APPENDIX I 
3L Parallel Pascal Program For The Partition Method 
{This is executed by the first transputer on the network} 
MODULE partf; 
$INCLUDE 'Chan.inc' 
$INCLUDE 'timer.inc' 
CONST 
nt = 8; 
rodl = 192; 
length = (rodl div nt); 
maxtime = (rodl +1) * (rodl +1); 
left = 0; 
STATIC buffer:integer; 
STATIC time:integer; 
STATIC i:integer; 
STATIC j:integer; 
STATIC right:real; 
STATIC aa:real; 
STATIC gg:real; 
STATIC tt:real; 
STATIC rr:real; 
STATIC r:real; 
STATIC k:real; 
STATIC h:real; 
STATIC xo:array [l •• length] of real; 
STATIC xn:array [l •• length] of real; 
STATIC t:array [l •• length] of real; 
STATIC a:array [l •• length] of real; 
STATIC b:array [l •• length] of real; 
STATIC c:array [l •• length] of real; 
STATIC m:array [l •• length] of real; 
STATIC g:array [l •• length] of real; 
PROCEDURE initx; 
VAR 
i:integer; 
BEGIN 
for i := 1 to length DO 
xo [i] := «2*i) *h) ; 
END; 
PROCEDURE initabc; 
VAR 
i:integer; 
BEGIN 
for i := 1 to length DO BEGIN 
b[i] :=(-r); 
a[i]:=(2+(2*r»; 
c[i]:=(-r); END; 
END; 
PROCEDURE calcti; 
VAR 
i:integer; 
BEGIN 
rr:=(2-(2*r»; 
Chan OUt Word(ROUND(xo[length]*lOOOO),OUt ChanA[l]A); 
Chan-In Word (buffer, In ChanA[l]A); -
right:=buffer/10000.0;-
for i:=l to length DO 
if (i=l) then 
t[i]:=«rr*xo[1])+«r*xo[2])+(2*(left*r»» 
else if (i=length) 
then 
t[i]:=«r*xo[length-l)+«rr*xo[i])+(right*r») 
else 
t[i]:=«r*xo[i-l])+«rr*xo[i])+(r*xo[i+l]»); 
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END; 
PROCEDURE elimb; 
VAR 
i:integer; 
BEGIN 
for i := 2 to length DO BEGIN 
m[i]:=b[i]/a[i-l]; 
a[i]:=a[i]-(m[i]*c[i-l]); 
t[i]:=t[i]-(m[i]*t[i-l]); END; 
END; 
PROCEDURE elimc;· 
VAR i:integer; 
BEGIN 
g[length-1]:=c[length-1]; 
for i:=(length-2) downto 1 DO BEGIN 
m[i]:=c[i]/a[i+1]; 
g[i]:=-(m[i]*g[i+1]); 
t[i]:=t[i]-(m[i]*t[i+1]); END; 
Chan Out Word (ROUND (c[length] *10000) ,Out ChanA[l]A); 
Chan-Out-Word(ROUND(a[length]*lOOOO),Out-ChanA[l]A); 
Chan-Out-Word(ROUND(t[length]*lOOOO),Out-ChanA[l]A); 
Chan-In Word(buffer,In ChanA[l]A); -
g[length]:=buffer/10000.0; 
Chan In Word(buffer,In ChanA[l]A); 
a[length]:=buffer/10000.0; 
Chan In Word(buffer,In ChanA{l]A); 
t [length] :=buffer/IOOOO. 0; 
END; 
PROCEDURE solveIast; 
BEGIN 
{backsub} 
Chan In Word(buffer,In ChanA[l]A); 
right:=buffer/IOOOO.O;-
xn[length]:=(t[length]-(g[length]*right»/a[length]; 
Chan Out Word (ROUND (xn[length] *10000) ,Out ChanA[l]A); 
END; - - -
PROCEDURE solverem; 
{calculates remaining vars} 
VAR 
i:integer; 
BEGIN 
for i:=l to (length-I) DO 
xn[i]:=(t[i]-(g[i]*xn[length]»/a[i]; 
END; 
BEGIN {main} 
h:= (l/(rodl+l)}; 
k:= (I/maxtime); 
r:= (k/ (h*h»; 
initx; 
j :=0; 
time:=Timer Now; 
REPEAT -
j:=j+1; 
initabc; 
calcti; 
elimb; 
elimc; 
solvelast; 
solverem; 
for i:=l to length DO 
xo[i] :=xn[i]; 
UNTIL 
(j=maxtime) ; 
time:=(Timer_Now - time); 
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Chan Out Word (time, Out ChanA[O] A); 
Chan-Out-word(rodl,Out-ChanA[O]A); 
REPEAT - -
for i := 1 to length DO begin 
Chan Out Word (ROUND (xn[i]*lOOOO),Out ChanA[O]A); 
Chan-In Word (buffer, In ChanA[l]A); -
xn[iT:=buffer/lOOOO.O;- end; 
Chan_In_Word(buffer,In_ChanA[l]A); 
UNTIL 
(buffer=-l) ; 
for i := 1 to length DO 
Chan Out Word(ROUND(xn[i]*lOOOO),Out ChanA[O]A); 
Chan OUt Word(nt,Out ChanA[O]A); -
Chan=Out=Word(maxtime,Out_ChanA[O]A); 
END. 
{This is executed by all central transputersj 
MODULE partm1; 
$INCLUDE 'Chan.inc' 
CONST 
nt = 8; 
rodl = 192; 
length = (rodl div nt); 
maxtime = (rodl+l)*(rodl+l); 
STATIC i:integer; 
STATIC j:integer; 
STATIC buffer:integer; 
STATIC 1eft:rea1; 
STATIC right:real; 
STATIC r:real; 
STATIC k:real; 
STATIC h:real; 
STATIC aa:real; 
STATIC gg:real; 
STATIC tt:rea1; 
STATIC rr:real; 
STATIC xo:array [l .• length] of real; 
STATIC xn:array [l •• length] of real; 
STATIC t:array [l •• length] of real; 
STATIC a:array [l •• length] of real; 
STATIC b:array [l •• length] of real; 
STATIC c:array [l •• length] of real; 
STATIC m:array [l •• length] of real; 
STATIC f:array [l •• length] of real; 
STATIC g:array [l •• length] of real; 
PROCEDURE initx; 
VAR 
i:integer; 
BEGIN 
for i := 1 to length DO 
xo[i] :=( (2*i)*h); 
END; 
PROCEDURE initabc; 
VAR 
i:integer; 
BEGIN 
for i := 1 to length DO BEGIN 
b [i] := (-r) ; 
a[i]:=(2+(2*r»; 
c[i]:=(-r); END; 
END; 
PROCEDURE calcti; 
VAR 
i:integer; 
BEGIN 
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rr:=(2-(2*r»: 
Chan In Word(buffer,In ChanA[o)A): 
left:=buffer/loooo.o: -
Chan Out Word (ROUND (xo[length) *10000) ,OUt ChanA[l)A): 
Chan-In Word(buffer,In ChanA[l)A): -
right:=buffer/loooo.o:-
Chan OUt Word (ROUND (xo[l)*loooo) ,OUt ChanA[o)A): 
for 1:=1-to length DO -
if (i=l) then 
t[i):=«rr*xo[i)+«r*xo[2)+(left*r») 
else if (i=length) 
then 
t[i):=«r*xo[length-l)+«rr*xo[i)+(right*r») 
else 
t[i):=«r*xo[i-l)+«rr*xo[i)+(r*xo[i+l)): 
END: 
PROCEDURE elirnb: 
VAR 
i:integer: 
BEGIN 
f[l):=b[l): 
for i := 2 to length DO BEGIN 
m[i):=b[i)/a[i-l): 
a[i):=a[i)-(m[i)*c[i-l): 
f[i) :=-(m[i)*f[i-l): 
t[i):=t[i)-(m[i)*t[i-l): END: 
END: 
PROCEDURE elimc: 
VAR i: integer: 
BEGIN 
g[length-l):=c[length-l): 
for i:=(length-2) downto 1 DO BEGIN 
m[i):=c[i)/a[i+l): 
g[i) :=-(m[i)*g[i+l): 
f[i) :=f[i)-(m[i)*f[Hl): 
t[i):=t[i)-(m[i)*t[i+l): END: 
Chan In Word(buffer,In ChanA[o)A): 
left:=buffer/loooo.o: -
Chan Out Word (ROUND (c[length) *10000) ,OUt ChanA[l)A): 
m[l):=(left/a[l): -
gg:=-(m[l)*g[l): 
Chan In Word(buffer,In ChanA[o)A): 
left:=buffer/loooo.o: -
Chan OUt Word (ROUND (a [length) *10000) ,Out ChanA[l)A): 
aa:=left=(m[l)*f[l): -
Chan In Word(buffer,In ChanA[o)A): 
left:=buffer/loooo.o: -
Chan Out Word(ROUND(t [length) *10000) ,OUt ChanA[l)A): 
tt:=(left-(m[l)*t[l)): -
Chan Out Word (ROUND (gg*loooo) ,Out ChanA[o)A): 
Chan-In Word(buffer,In ChanA[l)A); 
g[length):=buffer/loooO.o: 
Chan Out Word (ROUND (aa*loooo) ,OUt ChanA[o)A): 
'Chan-In Word(buffer,In ChanA[l) A); 
a[length) :=buffer/loooO.o: 
Chan OUt Word (ROUND (tt*looOO) ,OUt ChanA[O)A): 
Chan-In Word(buffer,In ChanA[l)A); 
t[length):=buffer/10oOO.0: 
END: 
PROCEDURE solvelast: 
BEGIN 
{gaus} 
m[l] :=f[length)/aa: 
a[length]:=(a[length]-(gg*m[l]»: 
t[length]:=t[length]-(tt*m[l]): 
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{backsub} 
Chan In Word(buffer,In ChanA[l]A); 
right:=buffer/10000.0;-
xn[length]:=(t[length]-(g[length]*right»/a[length]; 
Chan Out Word(ROUND(xn[length]*lOOOO),Out ChanA[O]A); 
Chan-Out-Word(ROUND(xn[length]*lOOOO),Out-ChanA[l]A); 
Chan-In Word(buffer,In ChanA[O]A); -
left:=buffer/10000.0; -
END; 
PROCEDURE solverern; 
{calculates remaining vars} 
VAR 
i:integer; 
BEGIN 
for i:=l to (length-1) DO 
xn[i]:=«t[i]-(f[i]*left»-(g[i]*xn[length]»/a[i]; 
END; 
BEGIN {main} 
h:= (1/(rodl+1); 
k:= (l/rnaxtime); 
r:- (k/ (h*h»); 
initx; 
j:=O; 
REPEAT 
j:=j+l; 
initabc; 
calcti; 
elimb; 
elimc; 
solvelast; 
solverern: 
for i:=l to length DO 
xo[i] :=xn[i]; 
UNTIL 
(j=rnaxtime) ; 
REPEAT 
for i := 1 to length DO begin 
Chan Out Word(round(xn[i]*lOOOO),Out ChanA[O]A); 
Chan-In Word(buffer,In ChanA[l]A); -
right:=buffer/lOOOO.O;-
xn[i]:=right; end; 
Chan In Word(buffer,In ChanA[l]A); 
Chan-Out Word(O,Out ChanA[O]A); 
UNTIL - - -
(buffer=-l) ; 
for i := 1 to length DO 
Chan Out Word(round(xn[i]*lOOOO),Out ChanA[O]A); 
Chan OUt Word(-1,Out ChanA[O]A); -
END. - - -
{This is executed by the last transputer on the n~twork} 
MODULE partl; 
$INCLUDE 'Chan.inc' 
CONST 
nt = 8; 
rodl = 192; 
length = (rodl div nt); 
rnaxtirne = (rodl +l)*(rodl +1); 
right = 0; 
STATIC i:integer; 
STATIC j:integer; 
STATIC buffer:integer; 
STATIC left:real; 
STATIC r:real; 
STATIC k:real; 
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STATIC h:real; 
STATIC aa:real; 
STATIC gg:real; 
STATIC tt:real; 
STATIC rr:real; 
STATIC xo:array [l •• length) of real; 
STATIC xn:array [l •• length) of real; 
STATIC t:array [l •• length) of real; 
STATIC a:array [l •• length) of real; 
STATIC b:array [l •• length) of real; 
STATIC c:array [l •• length) of real; 
STATIC m:array [l •• length) of real; 
STATIC f:array [l •• length) of real; 
STATIC g:array [l •• length) of real; 
PROCEDURE 1nitx; 
VAR 
1:1nteger; 
BEGIN 
for 1 := 1 to length DO 
xo[i):=2*(I-(1*h)); 
END; 
PROCEDURE 1n1tabc; 
VAR 
1:1nteger; 
BEGIN 
for 1 := 1 to length DO BEGIN 
b[1) :=(-r); 
a[1):=(2+(2*r)); 
c[1) :=(-r); END; 
END; 
PROCEDURE calct1; 
VAR 
1:1nteger; 
BEGIN 
rr:=(2-(2*r)); 
Chan In Word(buffer,In Chan~[O)~); 
left:=buffer/IOOOO.O; -
Chan Out Word (ROUND (xo[1)*10000) ,Out Chan~[O)~); 
for i:=l-to length DO -
" 1f (1=1) then 
t[i):=«rr*xo[1))+«r*xo[2))+(left*r))) 
else 1f (1=length) 
then 
t[1):=«r*xo[length-I))+«rr*xo[1))+(2*(r1ght*r)))) 
else 
t[1):=«r*xo[1-1))+«rr*xo[1))+(r*xo[1+1)))); 
END; 
PROCEDURE elimb; 
VAR 
1 :1nteger; 
BEGIN 
f[l") :=b[l); 
for 1 := 2 to length DO BEGIN 
m[1):=b[1)/a[1-1); 
a[1):=a[1)-(m[1)*c[1-1)); 
f[1):=-(m[i)*f[1-1]); 
t[1]:=t[1]-(m[1]*t[1-1]); END; 
END; 
PROCEDURE e11mc; 
VAR 1:1nteger; 
BEGIN 
g[length-l):=c[length-1); 
for 1:=(length-2) downto 1 DO BEGIN 
m[1):=c[1]/a[1+1); 
g[1] :=-(m[1)*g[1+1]); 
f[1] :=f[1)-(m[1)*f[Hl]); 
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t[i] :=t[i]-(m[i]*t[i+l]); END; 
Chan In Word(buffer,In ChanA[O]A); 
1eft:=buffer/10000.0; -
m[l]:=(left/a[l]); 
gg:=-(m[l]*g[l]); 
Chan In Word(buffer,In ChanA[O]A); 
1eft:=buffer/10000.0; -
aa:=left-(m[l]*f[l]); 
Chan In Word(buffer,In ChanA[O]A); 
1eft:=buffer/10000.0; -
tt:=(left-(m[l]*t[l]»; 
Chan Out Word (ROUND (gg*10000) ,Out ChanA[O]A); 
Chan-Out-Word(ROUND(aa*10000),Out-ChanA[0]A); 
Chan=Out~ord(ROUND(tt*10000),Out=ChanA[0]A); 
END; 
PROCEDURE solve1ast; 
BEGIN 
{gaus} 
m[l):=f[length)/aa; 
a[length) :=(a[length]-(gg*m[l)); 
t[length]:=t[length]-(tt*m[l]); 
(backsub) 
xn[length) :=t[length]/a[length); 
Chan Out Word (ROUND (xn[length] *10000) ,Out ChanA[O]A); 
Chan-In Word(buffer,In ChanA[O]A); -
1eft:=buffer/10000.0; -
END; 
PROCEDURE solverem; 
{calculates remaining vars} 
VAR 
i:integer; 
BEGIN 
for i:=l to (length-I) DO 
xn [i] := ( (t [i]- (f [i] *left) ) - (g[i] *xn [length] ) ) /a [1] ; 
END; 
BEGIN {main} 
h:= (1/ (rodl+l) ) ; 
k:= (l/maxtime); 
r:= (k/(h*h»; 
initx; 
j ·-0· . .
REPEAT 
j :=j+l; 
initabc; 
ca1cti; 
e1imb; 
e1imc; 
solve1ast; 
solverem; 
for. 1:=1 to length DO 
xo[i] :=xn[i]; 
UNTIL 
(j=maxtime) ; 
for i := 1 to length DO 
Chan Out Word (round(xn [1) *10000) ,Out ChanA[O)A); 
Chan OUt Word(-l,Out ChanA[O)A); -
END. - - -
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APPENDIX J 
OCCAM Program For The AGE 1-D Method 
VAL linkOin IS 4: 
VAL linkOout IS 0: 
VAL linklin IS 5: 
VAL linklout IS 1: 
VAL link2in IS 6: 
VAL link20ut IS 2: 
VAL link3in IS 7: 
VAL link30ut IS 3: 
VAL nt IS 16: 
[nt) CHAN OF ANY cwise,anticwise: 
[nt) CHAN OF ANY dumin,dumout,dumin2,dumout2: 
CHAN OF ANY exit, entrance: 
PROC main(CHAN OF ANY li,ro,ri,lo,ui,uo,di,do,VAL INT k) 
#USE snglmath 
#USE mathhdr 
--declaratin section 
VAL INT nt IS 16: 
VAL INT rodl IS 192: --problem size 
VAL INT max IS 6: --number of iterations 
VAL INT length IS (rodl/nt): --number of points per transputer 
VAL REAL32 epsilon IS 0.00001(REAL32): 
VAL INT maxtime IS «rodl + 1)*(rodl+1»: --time steps 
VAL INT n IS length: 
REAL32 br,bl,aar,bbr,ar,cr,dr,aal,bbl,al,cl,dl: 
REAL32 fl,leftl,left2,rightl,right2: 
REAL32 kk,h,rr: 
INT buffer,time,i,j,start,finish,time.lapse: 
[length+l) REAL32 a,d,c,b,xo,xn,xx,aa,bb: 
[length+l) REAL32 f,al,bl,cl,dl,el,pl,rl,ql,sl,tl: 
[length+1) REAL32 a1l,bll,cll,dll,ell,p,q,ra,s,t: 
TIMER time: 
--initialise points 
PReC initx ( ) 
INT i: 
REAL32 xx: 
SEQ 
IF 
«k+l»(nt/2» 
SEQ i = 1 FOR length 
SEQ 
TRUE 
xx:=REAL32 ROUND (i + (k*length» 
xo[i):=2.0(REAL32)*(1.0(REAL32)-(xx*h» 
.SEQ i = 1 FOR length 
SEQ 
xx:=REAL32 ROUND (i + (k*length» 
xo[i):=«2.0(REAL32)*xx)*h) 
PROC calcrhs ( --calculate rhs 
REAL32 rn: 
INT i: 
SEQ 
rn:=(2.0(REAL32)-(2.0(REAL32)*rr» 
SEQ i = 1 FOR length 
IF 
(i = 1) 
IF 
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(k=O) 
b[1):=«rn*xo[l)+«rr*xo[2)+(2.0(REAL32)*(leftl*rr»» 
TRUE 
b[l):=«rr*leftl)+«rn*xo[l)+(rr*xo[l+l)) 
(1 = length) 
IF 
(k= (nt-l» 
b[l) :=( (rr*xo[length-l) ) + ( (rn*xo [1) ) + (2.0 (REAL32) * (rlghtl*rr») 
TRUE . 
b[l):=«rr*xo[l-l)+«rn*xo[l)+(rr*rlghtl») 
TRUE 
b[l):=«rr*xo[l-l)+«rn*xo[i)+(rr*xo[i+l)) 
PROC initnewvals( ) 
--initialise new vals 
V7\L INT n IS length: 
INT i: 
SEQ 
i:=l 
WHILE (i<=(n-l» 
SEQ 
el[i):=«aa[i+l)*b[i)-(c[l)*b[i+l))*f[i) 
ell[i+l):=«-(a[i+l)*b[i)+(aa[i)*b[i+l)))*f[i) 
i:=1+2 
i:=2 
WHILE (i<=(n-2» 
SEQ 
t[i]:=«aa[i+l]*b[i])-(c[i]*b[i+l]»*f[i] 
tl[i+l]:=«-(a[i+l]*b[i]»+(aa[i]*b[i+l]»*f[i] 
i:=1+2 
IF 
(k=O) 
tl[l]:=b[l]/aa[l] 
TRUE 
tl[l]:=«-(a[l]*bl»+(aal*b[l]»*fl 
IF 
(k=(nt-l» 
t[n]:=b[n]/aa[n] 
TRUE 
t[n]:=«aar*b[n)-(c[n]*br»*f[n] 
PROC initvals() --initialise constant variables 
VAL INT n IS length: 
V7\L REAL32 r IS 1.732(REAL32): 
INT i: 
SEQ 
SEQi=lFORn 
IF 
SEQ 
a[i] :=(-rr) 
c[i] :=(-rr) 
d[i]:=(2.0(REAL32)+(2.0(REAL32)*rr»/2.0(REAL32) 
aa [i] :=d[i] +r 
bb[i]:=d[i]-r 
(k=O) 
a[1]:=O.O(REAL32) 
(k= (nt-l) ) 
c[n]:=O.O(REAL32) 
TRUE 
SKIP 
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ar:=(-rr) 
cr:-(-rr) 
aar:=aa[n] 
bbr:=bb[n] 
aa1:=aa[n] 
bb1:=bb[n] 
c1:=(-rr) 
a1:=(-rr) 
SEQ 1 = 1 FOR (n-1) 
f[1]:=1.O(REAL32)/«aa[1]*aa[1+1])-(aa[1+1]*c[1]» 
f[n]:=1.O(REAL32)/«aa[n]*aar)-(aar*c[n]» 
1:=1 
WHILE (1<=(n-1» 
SEQ 
a1[1]:=-(aa[1+1]*(a[1]*f[1]» 
bl[1]:=-(aa[1+l]*(bb[1]*f[1]» 
cl[1]:=(c[1]*(bb[1+l]*f[1]» 
dl[i] :=(c[i]*(c[1+l]*f[l]» 
all[l+l]:=«a[l]*a[l+l])*f[i]) 
bll[1+l]:=«a[1+l]*bb[1])*f[l]) 
cll[l+l]:=-«aa[l]*bb[l+l])*f[l]) 
dll[l+l]:=-«aa[l]*c[l+l])*f[l]) 
1:=1+2 
1:=2 
WHILE (1<=(n-2» 
SEQ 
p[1]:=-(aa[1+l]*(a[l]*f[1]» 
q[l]:=-(aa[l+l]*(bb[l]*f[l]» 
ra [1] := (c [1] * (bb [1+1] *f[l] ) ) 
s[l]:=(c[l]*(c[l+l]*f[l]» 
pl[l+l]:=«a[l]*a[l+l])*f[l]) 
ql[l+l]:=«a[1+l]*bb[1])*f[l]) 
rl[l+l]:=-«aa[l]*bb[l+l])*f[l]) 
sl[1+l]:=-«aa[1]*c[1+1])*f[1]) 
1:=1+2 
IF 
(k=O) 
re ! f[n] 
(k=(nt-l» 
li?fl 
TRUE 
SEQ 
li?fl 
re ! f[n] 
IF 
(k=O) 
IF 
SEQ 
pl[l]:=O.O(REAL32) 
ql[l]:=O.O(REAL32) 
rl[l]:=-(bb[l]/aa[l]) 
sl[l]:=-(c[l]/aa[l]) 
TRUE 
SEQ 
pl [1] :=( (a1*a[l]) *fl) 
ql[l]:=(a[l]*(bb1*f1» 
rl[l]:=-«aal*bb[l])*fl) 
sl[l]:=-(aa1*(c[l]*f1» 
(k=(nt-l) ) 
SEQ 
p[n] :=-(a[n]/aa[n]) 
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TRUE 
q[n):=-(bb[n)/aa[n) 
ra[n):=O.O(REAL32) 
s[n):=O.O(REAL32) 
SEQ 
p[n):=-(aar*(a[n)*f[n)) 
q[n):=-(aar*(bb[n)*f[n)) 
ra[n):=(c[n)*(bbr*f[n)) 
s[n) :=(c[n)*(cr*f[n)) 
--k+ 1/2 sweep 
PROC khsweep ( 
INT i: 
SEQ 
i:=l 
WHILE (i<=(length-1» 
SEQ 
IF 
(i=l) 
SEQ 
xn[i):=«al[i)*left1)+(bl[i)*xo[i)) 
xn[i):=«c1[i)*xo[i+l)+(dl[i)*xo[i+2)+(e1[i)+xn[i)) 
xn[i+l) := «all [i+1) *leftl) + (bll [i+1) *xo[i) ) ) + (ell [i+1) *xo [i+1)) 
xn[i+l):=«dl1[i+l)*xo[i+2)+(ell[i+l)+xn[i+l)) 
(i = (length-l» 
SEQ 
TRUE 
xn[i):=«a1[i)*xo[i-l)+(bl[i)*xo[i)) 
xn[i):=«c1[i)*xo[i+l)+(dl[i)*rightl»+(el[i)+xn[i) 
xn[i+l):=«al1[i+l)*xo[i-l)+(bl1[i+l)*xo[i))+(cl1[i+l)*XO[iTU) 
xn[i+l):=«dll[i+l)*rightl)+(ell[i+l)+xn[i+l)) 
SEQ 
xn[i]:=«a1[i]*xo[i-l])+(bl[i]*xo[i]» 
xn[i]:=«cl[i)*xo[i+l])+(dl[i]*xo[i+2]»+(el[i]+xn[i]) 
xn[i+l]:=«all[i+l)*xo[i-l)+(bll[i+l]*xo[i))+(cll[i+l]*xo[itij) 
xn[i+l]:=«dll[i+l)*xo[i+2)+(ell[i+l]+xn[i+l]» 
i:=i+2 
--k+l sweep 
PROC klsweep ( ) 
VAL INT n IS length: 
INT i: 
SEQ 
IF 
(k=O) 
xx[1):=«b[1)-(bb[1)*xn[l)-(c[1)*xn[2)))/aa[1) 
TRUE 
SEQ 
xx[l):=«p1[1)*left2)+(ql[1)*leftl» 
xx[1):=«rl[1)*xn[1)+(sl[1)*xn[2)+(tl[1)+xx[1)) 
i:=2 
WHILE (i<=(n-2» 
IF 
SEQ 
xx [i) := ( (p [i) *xn [i-l) ) + (q[i) *xn [i) ) ) 
xx[i):=«ra[i)*xn[i+1)+(s[i)*xn[i+2)+(t[i)+xx[i)) 
xX[i+l):=«pl[i+l)*xn[i-1)+(ql[i+l)*xn[i))+(r1[i+l)*xn[i+l) 
xx[i+l]:=«sl[i+l]*xn[i+2)+(tl[i+l)+xx[i+l)) 
i:=i+2 
(k= (nt-l) ) 
xx [n) := ( (b [n)- (a[n) *xn [n-l) ) ) - (bb [n) *xn [n) ) ) /aa[n) 
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TRUE 
--age 
SEQ 
xx[n]:=«p[n]*xn[n-l])+(q[n]*xn[n]» 
xx[n]:=«ra[n]*rightl)+(s[n]*right2»+(t[n]+xx[n]) 
PROC age( ) 
INT i,j: 
SEQ 
j:=l 
WHILE (j<=max) 
SEQ 
SEQ 
j :=j+1 
IF 
(k=O) 
SEQ 
ro ! xo[n] 
ri ? rightl 
khsweep( ) 
ro ! xn[n] 
ro ! xn[n-l] 
ri ? rightl 
ri ? right2 
klsweep ( ) 
SEQ i = 1 FOR length 
xo[i]:=xx[i] 
(k= (nt-l) ) 
SEQ 
TRUE 
11 ? leftl 
10 ! xO[l] 
khsweep( ) 
11 ? leftl 
11 ? left2 
10 ! xn[l] 
10 ! xn[2] 
klsweep( ) 
SEQ i = 1 FOR length 
xo[ij :=xx[ij 
SEQ 
11 ? leftl 
ro ! xo[nj 
10 ! xo[lj 
ri ? rightl 
khsweep ( ) 
11 ? leftl 
11 ? left2 
ro xn[nj 
ro ! xn[n-lj 
10 ! xn[lj 
10 ! xn[2] 
ri ? rightl 
ri ? right2 
klsweep ( ) 
SEQ i = 1 FOR length 
xo[ij:=xx[ij 
--initialisation section 
h:=(1.O(REAL32)/(REAL32 ROUND(rodl+l») 
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kk:=(1.O(REAL32)/(REAL32 ROUND maxtime» 
rr:= (kk/ (h*h» 
IF 
(k=O) 
SEQ 
leftl:=O.O(REAL32) 
time? start 
(k=(nt-l) ) 
rightl:=O.O(REAL32) 
TRUE 
SKIP 
initx( ) 
initvals( 
j:=l 
WHILE (j<=rnaxtime) 
IF 
SEQ 
j:=j+1 
--solvestep 
IF 
(k=O) 
SEQ 
ro ! xo[n] 
ri ? rightl 
calcrhs ( ) 
ri ? br 
ro ! b[n] 
initnewvals ( 
age( ) 
(k=(nt-l» 
SEQ 
11 ? leftl 
10 ! xo[l] 
calcrhs ( ) 
10 ! b[l] 
11 ? bl 
initnewvals( 
age ( ) 
TRUE 
(k=O) 
SEQ 
SEQ 
11 ? leftl 
ro ! xo[n] 
10 ! xo[l] 
ri ? rightl 
calcrhs ( ) 
10 ! b[l] 
ri ? br 
ro ! b[n] 
11 ? bl 
initnewvals( 
age ( ) 
time ? finish 
time.lapse:=(finish MINUS start) 
10 ! time.lapse 
10 rodl 
10 nt 
10 maxtime 
10 rnax 
--send results 
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TRUE 
INT buffer,i: 
SEQ 
buffer: =0 
WHILE (buffer <> (-1» 
SEQ 
SEQ i = 1 FOR length 
SEQ 
10 ! xo[i] 
ri ? xo[i] 
ri ? buffer 
SEQ i = 1 FOR length 
10 ! xo[i] 
--send results 
INT buffer,i: 
SEQ 
IF 
k = (nt-1) 
SEQ 
SEQ i = 1 FOR length 
10 ! xo[i] 
10 ! -1 
TRUE 
SEQ 
PLACED PAR 
PRCCESSOR 0 TB 
buffer:=O 
WHILE (buffer <> (-1» 
SEQ 
SEQ i = 1 FOR length 
SEQ 
10 ! xo[i] 
ri ? xo[i] 
ri ? buffer 
10 ! 0 
SEQ i = 1 FOR length 
10 ! xo[i] 
10 ! -1 
PLACE entrance AT 1ink1in: 
PLACE exit AT link10ut: 
PLACE cwise[O] AT link20ut: 
PLACE anticwise[O] AT link2in: 
PLACE dumin2[0] AT linkOin : 
PLACE dumout2[0] AT linkOout : 
PLACE dumout[O] AT link3in : 
PLACE dumin[O] AT link30ut : 
main (entrance,cwise[0],anticwise[0],exit,dumin2[0], 
dumout2[0] ,dumout[O] ,dumin[O] ,0) 
PLACED PAR i = 0 FOR (nt-1) 
PROCESSOR (i+1) TB 
PLACE cwise[i) AT link1in: 
PLACE cwise[i+1) AT link20ut: 
PLACE anticwise[i+1) AT link2in: 
PLACE anticwise[i) AT linklout: 
PLACE dumin[i+1) AT link3in: 
PLACE dumin2[i+1) AT linkOin: 
PLACE dumout[i+1) AT link30ut: 
PLACE dumout2[i+l) AT linkOout: 
main (cwise[i),cwise[i+l) ,anticwise[i+1),anticwise[i) , 
dumin[i+1),dumout[i+l) ,dumin2[i+1),dumout2[i+1) ,i+l) 
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APPENDIX K 
OCCAM Program For The AGE 2-D Method 
VAL linkOin IS 4: 
VAL linkOout IS 0: 
VAL link1in IS 5: 
VAL 1ink10ut IS 1: 
VAL 1ink2in IS 6: 
VAL link20ut IS 2: 
VAL link3in IS 7: 
VAL link30ut IS 3: 
VAL nt IS 16: 
[nt] CHAN OF ANY dumin,dumout,dumin2,dumout2,cwise,anticwise: 
CHAN OF ANY exit,entrance: 
PROC main(CHAN OF ANY li,ro,ri,lo,ui,uo,di,do,VAL INT k) 
#USE snglmath 
#USE mathhdr 
--declaration section 
VAL INT nt IS 16: number of transputers 
VAL INT pw IS 191: --problem width 
VAL INT pl IS 191: --length 
VAL INT sw IS «pl + l)/nt): --width per transputer 
VAL INT maxtime IS 9: 
VAL INT maxiter IS 6: 
VAL REAL32 ht IS 0.0002(REAL32): 
VAL REAL32 hx IS 0.02(REAL32): 
VAL REAL32 hy IS 0.02(REAL32): 
VAL REAL32 r IS 1.0(REAL32): 
VAL REAL32 epsilon IS 0.0001(REAL32): 
VAL REAL32 up IS 0.0(REAL32): 
VAL REAL32 down IS 0.0(REAL32): 
REAL32 vl,v2,delta,rl,r2,r3,c,d,el,11,a1,a2,a3,a4,lx02,rx02,1xk2,rxk2: 
REAL32 a11,relerr,err1,err2,w,lxn2,rxn2: --,lx03,lxk3: 
[sw+1] [pw+1] REAL32 xo,xn,xk,xx: 
[pw+1] REAL32 lxo, rxo, lxk,rxk,left,right: 
INT i,j,iter,kount,ikount,m,new.kount,prev.kount, 
anny,start,finish,tirne.lapse: 
BOOL running,check,convged: 
TIMER time: 
PROC initpoints( ) 
--initialise points 
VAL REAL32 pi IS 3.1415926(REAL32): 
INTii: 
SEQ 
SEQ i = 1 FOR sw 
SEQ 
ii:=(k*sw)+i 
SEQ j = 1 FOR pw 
SEQ 
xo[i] [j] :=SIN«pi* (REAL32 ROUND j) )*hy) 
xo[i] [j] :=xo[i] [j]*SIN«2.0(REAL32)*pi) * «REAL32 ROUND ii)*h~:» 
xk[i] [j] :=xo[i] [j] 
xxIi] [j] :=xo[i] [j] 
xn[i] [j] :=xo[i] [j] 
PROC initvals( ) 
--initialise values 
SEQ 
ll:=ht/(hx*hy) 
c:=1.0 (REAL32) + (2.0 (REAL32) *11) 
d:=1.0(REAL32)-(2.0(REAL32)*11) 
e1:=11/2.0(REAL32) 
all:=-e1 
r1:=r+(c/4.0(REAL32» 
delta:= (r1-a11) * (r1+a11) 
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. 
al:=rl-(2.0(REAL32)*c) 
a2:=-(2.0(REAL32)*all) 
a3:=2.0(REAL32)*d 
a4:=2_0(REAL32)*el 
r2:=c/(4.0(REAL32)*rl) 
r3:=r/rl 
PROC p14sweep () 
--p+ 1/4 level 
SEQ 
--ca1c first poit 
IF 
IF 
k<> (nt-l) 
SEQ 
ro xo[sw-1) [1) 
ro ! xk[sw-1) [1) 
TRUE 
SKIP 
k<> 0 
SEQ 
11 ? 1x02 
11 ? 1xk2 
TRUE 
SKIP 
IF 
k=O 
SEQ 
xn (1) [1) := ( ( (a1*xo [1) [1)) + (a2* (xo[2) [1) +xo [1) (2) ) ) ) + (a3*xk [1) [lll) 
xn[l) [1) :=(xn[l) [l)+(a4*(xk[2) [l)+xk[l) [2))/r1 
TRUE 
SEQ 
vl:= ( (- (all*xo [1) [1) ) ) + (al*lxo [1) ) + (a2* (lx02+lxo [2) ) ) 
v1:= (vl+ «a3*lxk[l) ) + (a4* (lxk2+ (xk [1) [1) + 1xk[2))) 
v2:=«-(all*lxo[1])+(a1*xo[l) [1])+(a2*(xo[2) [l)+xo[l) [2]» 
v2:=(v2+«a3*xk[1] [1])+(a4*(lxk[1]+(xk[2] [1] + xk[l] [2]»») 
xn[l] [1]:=«-(a11*v1»+(r1*v2»/de1ta 
--ca1c rem first row points 
IF 
IF 
IF 
k<> 0 
SEQ 
10 xo [2] [1] 
10 xk[2] (1) 
TRUE 
SKIP 
k<> (nt-l) 
SEQ 
ri ? rx02 
ri ? rxk2 
TRUE 
SKIP 
k<> (nt-1) 
SEQ 
i:=2 
WHILE i<=(sw) 
SEQ 
IF 
i = (sw) 
SEQ 
v1: =«-(all *rxo[l]))+(al *xo[i][1]))+(a2*(xo[i-l][1]+xo[i][2])) 
v1: =(vl +«a3*xk[i][1])+(a4*(xk[i-l][1]+(rxk[1] + xk[i] [2]))))) 
v2:=«-(a11*xo[i] [l]»+(a1*rxo[l)+(a2*(rx02+rxo[2])) 
v2:=(v2+«a3*rxk[l])+(a4*(xk[i] [1] + (rxk2 + rxk[2]»») 
xn[i] [1]:=«r1*v1)-(a11*v2»/delta 
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TRUE 
SEQ 
vI: =«-(all *xo[i+ 1][I]))+(al *xo[i][I]))+(a2*(xo[i-l][I]+xo[i] [2])) 
vI: =(vl+«a3*xk[i][I])+(a4*(xk[i-l][I]+(xk[i+ 1][1] + xk[i][Z]))))) 
v2: =«-(all *xo[i][I]))+(al *xo[i+ 1][I]))+(a2*(xo[i+Z][I]+xo[i+ l]Om 
v2: =(vZ+«a3*xk[i+ 1][I])+(a4*(xk[i][I]+(xk[i+Z][I] + xk[i+ 1] [2J»») 
xn[1] [l]:=«r1*v1)-(a11*v2»/de1ta 
xn[1+1] [l]:=«-(a11*v1»+(r1*v2»/de1ta 
1:=H2 
TRUE 
SEQ 
1:=2 
WHILE 1<=(sw-2) 
SEQ 
IF 
1 = (sw-2) 
SEQ 
rxo2:=O.O(REAL32) 
rxk2:=O.O(REAL32) 
TRUE 
SEQ 
rxo2:=xo[H2] [1] 
rxk2:=xk[1+2] [1] 
vI: =«-(al1 *xo[i+ 1][I]))+(al *xo[i][I]))+(a2*(xo[i-l][I]+xo[i][Z])) 
v1:= (vl+ «a3*xk [1] [1]) + (a4* (xk [1-1] [1] + (xk[H1] [1] + xk [1] [2]))))) 
v2: = «- (al1*xo [1] [1] ) ) + (a1 *xo [HI] [1] ) ) + (a2* (rxo2+xo [HI] [2 J » 
v2:=(v2+«a3*xk[H1] [l])+(a4*(xk[1] [l]+(rxk2 + xk[H1] [2]»)}) 
xn[l] [l]:=«r1*v1)-(a11*v2»/de1ta 
xn[l+1] [l]:=«-(a11*v1»+(r1*v2»/de1ta 
1:=H2 
--ca1c even row groups 
IF 
k = 0 
SEQ 
j:=2 
WHILE j<=(pw-1) 
SEQ 
1:=1 
WHILE 1<=(sw-1) 
SEQ 
IF 
1 = (sw-I) 
SEQ 
v2 : =(al *xo[i+ 1] [j])+(a2*(xo[i+ 1][j-l]+(xo[i+ 1][j+ 1]+rxo[j])) 
v2:=(v2+(a3*xk[HI] [j]»-(all*(xo[l] [jJ» 
v2 : =(vZ+(a4*«xk[i][j]+xk[i+ 1] [j-l])+(xk[i+ 1] [j+ 1]+rxk[j])))) 
TRUE 
SEQ 
v2: =(al *xo[i+ 1][j])+(a2*(xo[i+ 1][j-l]+(xo[i+ 1][j+ 1]+xo[i+ 2JIiI)) 
v2:= (v2+ (a3*xk [HI] [j]) ) - (all * (xo [1] [j] ) ) 
IF 
(1=1) 
v2 : =(vZ+(a4*«xk[i][j]+xk[i+ 1][j-l])+(xk[i+ 1][j+ 1 ]+xk[i+ 21UJ»» 
SEQ 
1xo2:=O.O(REAL32) 
lxk2:=O.O(REAL32) 
TRUE 
SEQ 
lxo2:=xo[l-1] [j] 
lxk2:=xk[l-1] [j] 
v1:=(a1*xo[1] [j])+(a2*(xo[1] [j-l]+(xo[l] [j+1]+1xo2») 
vl:=(vl+(a4*«xk[l] [j-l]+xk[l] [j+l])+ (xk[Hl] [j]+lxk2»» 
vI :=(vl+ «a3*xk[1] [j] ) - (all*xo [HI] [j] ) ) ) 
xn[l] [j]:=«r1*v1)-(a11*v2»/de1ta 
xn[l+1] [j]:=«-(all*v1»+(r1*v2»/delta 
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i:=i+2 
j:=j+2 
k = (nt-1) 
SEQ 
j:=2 
WHILE j<=(pw-1) 
SEQ 
TRUE 
i:=1 
WHILE i<=(sw-3) 
SEQ 
v2 : =«al *xo[i+ lJOl»+(a2*(xo[i+ l][j-lJ+(xo[i+ lJU+ IJ+xo[i+2)[j]))) 
v2:=(v2+(a3*xk[1+1] [j] »-(al1*(xo[ij [j]» 
v2: =(v2+(a4*«xk[iJUl+xk[i+ l][j-l])+(xk[i+ lJU+ lJ+xk[i+2][j])))) 
IF 
(i=1) 
SEQ 
lx02 : =lxo [ j] 
lxk2 :=lxk[ j] 
TRUE 
SEQ 
lx02:=xo[i-1] [j] 
1xk2:=xk[i-l] [j] 
vl:=(al*xo[i] [j] )+(a2* (xo[i] [j-l]+ (xo[i] [j+l]+lx02») 
vl:=(vl+(a4*«xk[i] [j-l]+xk[i] [j+l)+ (xk[i+l) [j)+1xk2») 
vl:= (vl+ ( (a3*xk [i) [j) ) - (al1*xo[1+1) [j) ) ) ) 
xn[i) [j) := «rl*vl) - (al1*v2» /delta 
xn [i +l] [j] := ( (- (al1*vl) ) + (rl*v2) ) /de1ta 
i:=1+2 
j:=j+2 
SEQ 
j:=2 
WHILE j<=(pw-l) 
SEQ 
i:=1 
WHILE i<=(sw-l) 
SEQ 
IF 
(i=l) 
SEQ 
1x02: =1xo [j] 
1xk2: =1xk [j] 
TRUE 
SEQ 
lx02:=xo[i-l] [j] 
lxk2:=xk[i-l) [j] 
vl:=(al*xo[i) [j] )+(a2*(xo[i) [j-l)+(xo[i) [j+l]+lx02») 
vl:=(vl+(a4*«xk[i] [j-l]+xk[i] [j+l))+ (xk[1+1] [j]+lxk2»» 
vl:= (vl+ «a3*xk [i] [j] ) - (all*xo[1+l] [j] ) ) ) 
IF 
i = (sw-I) 
SEQ 
v2 : =«al *xo[i+ 1 )[j]))+(a2*(xo[i+ lJU-IJ+(xo[i+ l][j+ IJ+rxolj J)) 
v2: = (v2+ (a3*xk [1+1] [j] ) ) - (al1* (xo[i) [j] ) ) 
v2 : =(v2+(a4*«xk[iJOl+xk[i+ lJU-l])+(xk[i+ l][j+ IJ+rxkU J)J)) 
TRUE 
SEQ . 
v2: =«al *xo[i+ IJUJ)+(a2*(xo[i+ l][j-lJ+(xo[i+ l][j+ IJ+xol i+J)[i}))) 
v2 :=(v2+ (a3*xk[1+1] [j)) - (all* (xo[i] [j)) 
v2: =(v2+(a4*«xk[i][jJ+xk[i+ l][j-lJ)+(xk[i+ l][j+ IJ+xk[i+~JIjO») 
xn[i] [j] :=«rl*vl)-(all*v2»/delta 
xn[i+l] [j] :=( (-(all*vl) )+(rl*v2) )/delta 
1:=1+2 
j:=j+2 
--calc last points of even rows 
IF 
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k = (nt-1) 
SEQ 
j:=2 
i:=(sw-1) 
WHILE j<=(pw-1) 
TRUE 
SKIP 
SEQ 
v1:=(a1*xo[i] [j])+(a2*(xo[i-1] [j]+(xo[i] [j-1]+xo[i] [j+1]») 
v1:=(v1+(a4*((xk[i-1] [j]+xk[i] [j-1])+ (xk[i] [j+1])) 
v1:=(v1+(a3*xk[i] [j]) 
xn[i] [j] :=v1/r1 
j:=j+2 
--ca1c rem first points of odd rows (except last) 
IF 
k = 0 
SEQ 
j:=3 
WHILE j<=(pw-2) 
SEQ 
TRUE 
SEQ 
j:=3 
ro ! xo[sw-1] [j] 
ro ! xk[sw-1] [j] 
v1:=(a1*xo [1] [j] ) + (a2* (xo [1] [j-1] + (xo [1] [j+1] +xo [2] [j] » ) 
v1:= (v1+ (a4* ((xk [1] [j-1] +xk [1] [j+1] ) + (xk [2] [j] » » 
v1:=(v1+(a3*xk[1] [j]) 
xn[l] [j] :=v1/r1 
j:=j+2 
WHILE j<=(pw-2) 
SEQ 
1i ? lx02 
1i ? 1xk2 
IF 
k <> (nt-1) 
SEQ 
ro ! xo[sw-1] [j] 
ro ! xk[sw-1] [j] 
TRUE 
SKIP 
v1 :=(a1*lxo [j] ) + (a2* (lx02+ (lxo [j-1] +1xo [j+1] ) » 
v1: = (v1+ (a4* ( (lxk2+1xk [j-1] ) + (lxk [j+1] +xk [1] [j] ) ) ) ) 
v1:=(v1+ ((a3*lxk[j]) - (all*xo [1] [j]») 
v2:=((a1*xo[1] [j])+(a2*(xo[1] [j-1]+(xo[1] [j+1]+xo[2] [j])) 
v2:= (v2+ (a3*xk[1] [j]) - (all* (lxo[j] ) ) 
v2:=(v2+(a4* ((lxk[j]+xk[l] [j-1])+ (xk[l] [j+1]+xk[2] [j]»» 
xn[l] [j] := ((- (all*v1» + (r1*v2» /delta 
j :=j+2 
--ca1c odd row grps remaining 
IF 
k = (nt-1) 
SEQ 
j:=3 
WHILE j<= (pw-2) 
SEQ 
10 ! xo[2] [j] 
10 ! xk[2] [j] 
i:=2 
WHILE i<=(sw-2) 
SEQ 
v1:=(a1*xo[i] [j])+(a2*(xo[i-1] [j]+(xo[i] [j-1]+xo[i] [j+l]») 
v1 : =(vl +(a4*«xk[i-lJ[jJ+xk[iJU-l])+ (xk[i](j+ IJ+xk[i+ l](j])))) 
vl:= (v1+ ((a3*xk [i] [j] ) - (all*xo [i+l] [j] ) » 
IF 
(i=(sw-2) ) 
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SEQ 
rx02:=O.O(REAL32) 
. rxk2:=O.O(REAL32) 
TRUE 
SEQ 
rx02:=xo[i+2] [j] 
rxk2:=xk[i+2] [j] 
v2:= «a1*xo [1+1] [j]) )+(a2*(xo[1+1] [j-1]+(xo[1+1] [j+1]+rxol))) 
v2:= (v2+ (a3*xk [1+1] [j] » - (all * (xo [i] [j] » 
v2:=(v2+(a4*«xk[i] [j]+xk[1+1] [j-1])+(xk[1+1] [j+1]+rxk2)}» 
xn[i] [j]:=«r1*v1)-(a11*v2»/de1ta 
xn[i+1] [j]:=«-(a11*v1»+(r1*v2»/de1ta 
i:=1+2 
j:=j+2 
TRUE 
SEQ 
j:=3 
WHILE j<=(pw-2) 
SEQ 
ri ? rx02 
ri ? rxk2 
IF 
k <> 0 
SEQ 
10 xo[2] [j] 
10 xk[2] [j] 
TRUE 
SKIP 
i:=2 
WHILE i<=(sw) 
SEQ 
IF 
i = sw 
SEQ 
v1 : =(al *xo[iJUJ)+(a2*(xo[i-1JUJ+(xo[i]fj-1J+xo[i][j+ 1]))) 
v1: =(vl +(a4*«xk[i-1JUJ+xk[i]fj-1J)+ (xk[i]fj+ I]+rxkfj])))) 
v1:= (v1+ ( (a3*xk [i] [j] ) - (all*rxo [j] ) ) ) 
v2:-«a1*rxo[j]»+(a2*(rxo[j-1]+(rxo[j+1]+rx02») 
v2:=(v2+(a3*rxk[j]) )-(all*(xo[i] [j]» 
v2:=(v2+(a4*( (xk[i] [j]+rxk[j-1] )+(rxk[j+1]+rxk2) l l) 
xn[i] [j]:=«r1*v1)-(a11*v2»/de1ta 
TRUE 
SEQ 
v1 : =(al *xo[i]fjJ)+(a2*(xo[i-l] UJ+(xo[i]fj-I]+xo[i]fj+ I]))) 
v1: =(vl +(a4*«xk[i-1JUJ+xk[i]fj-1J)+ (xk[i]fj+ I]+xk[i+ l][j])))) 
v1:= (v1+ «a3*xk[i] [j] ) - (all*xo [1+1) [j]) ) ) 
v2: =«al *xo[i+I]fj]))+(a2*(xo[i+ 1]fj-IJ+(xo[i+ l]fj+ IJ+xo[i+2Jm))) 
v2:= (v2+ (a3*xk [1+1) [j] ) ) - (all* (xo [i) [j]) ) 
v2 : =(v2+(a4*«xk[i][j]+xk[i+ l]fj-l])+(xk[i+ l][j+ 1]+xk[i+2]0J)) 
xn[i) [j) :=«r1*v1)-(a11*v2»/de1ta 
xn[i+1) [j]:=«-(a11*v1»+(r1*v2»/de1ta 
i:=i+2 
j:=j+2 
--ca1e first point of last row 
IF 
k = 0 
SEQ 
ro ! xo[sw-1] [pw) 
ro ! xk[sw-1) [pw] 
xn (1) [pw] : =«tal *xo[l] [pw])+(a2*(xo[1][pw-l]+xo[2] [pw ])))+(a3*xk[l][pwj)) 
xn[l] [pw) := (xn (1) [pw) + (a4* (xk [1] [pw-1] +xk (2) [pw] ) ) ) /r1 
TRUE 
SEQ 
j:=pw 
11 ? lx02 
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11 ? lxk2 
IF 
k <> (nt-1) 
SEQ 
ro ! xo[sw-1] [pw] 
ro ! xk[sw-1] [pw] 
TRUE 
SKIP 
v1:=(a1*lxo[j])+(a2*(lx02+1xo[j-1]» 
v1:= (v1+ (a4* «lxk2+1xk[ j-1] ) + (xk[l] [j] II ) ) 
v1:=(v1+«a3*lxk[j])-(a11*xo[1] [j]») 
v2:=«a1*xo[1] [j] ll+(a2*(xo[1] [j-1]+xo[2] [j]ll 
v2:= (v2+ (a3*xk[1] [j] ) ) - (all* (lxo [j] ) ) 
v2: = (v2+ (a4* «lxk [j] +xk [1] [j-1]) +xk [2] [j] II ) 
xn[l] [j] :=«-(all*v1ll+(r1*v2ll/delta 
--ca1c odd row grps rem on last row 
IF 
k = (nt-1) 
SEQ 
i:=2 
j:=pw 
10 ! xo[2] [pw] 
10 ! xk[2] [pw] 
WHILE i<=(sw-2) 
'TRUE 
SEQ 
v1:=(a1*xo[i] [j])+(a2*(xo[i-1] [j]+xo[i] [j-1]ll 
vI: = (v1+ (a4* «xk [i-I] [j] +xk [i] [j-1] ) + (xk [1+1] [j] II II 
v1:= (v1+ «a3*xk[i] [j] ) - (all*xo [1+1] [j] ) » 
IF 
(i= (sw-2) ) 
SEQ 
rx02:=O.O(REAL32) 
rxk2:=O.O(REAL32) 
TRUE 
SEQ 
rx02:=xo[i+2] [j] 
rxk2:=xk[1+2] [j] 
v2:= «a1*xo [i+1] [j] II + (a2* (xo [i+1] [j-1] +rx02» 
v2:= (v2+ (a3*xk[1+1] [j] » - (all* (xo[i] [j] II 
v2:= (v2+ (a4* ( (xk [i] [j] +xk [1+1] [j-1]) +rxk2» ) 
xn[i] [j]:=«r1*v1)-(a11*v2»/de1ta 
xn[i+1] [j]:=«-(a11*v1»+(r1*v2»/de1ta 
i:=1+2 
SEQ 
i:=2 
j:=pw 
ri ? rx02 
ri ? rxk2 
IF 
k <> 0 
SEQ 
10 xo [2] [pw] 
10 xk [2] [pw] 
TRUE 
SKIP 
WHILE i<=(sw) 
SEQ 
IF 
i = sW 
SEQ 
v1:=(a1*xo[i] [j] )+(a2*(xo[i-1] [j]+xo[i] [j-1]» 
v1:= (v1+ (a4* «xk [i-I] [j] +xk[i] [j-1] ) + (rxk [j] ) II ) 
v1:=(v1+( (a3*xk[i] [j] )-(all*rxo[j]») 
v2:=«a1*rxo[j]»+(a2*(rxo[j-1]+rx02» 
v2:=(v2+(a3*rxk[j] ll-(all*(xo[i] [j]» 
v2:= (v2+ (a4* ( (xk [i] [j] +rxk [j-1] ) +rxk2) ) ) 
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. 
xn[i] [j]:=«r1*v1)-(a11*v2))/de1ta 
TRUE 
SEQ 
i:=H2 
v1:=(a1*xo[i) [j))+(a2*(xo[i-1) [j]+xo[i] [j-1])) 
v1:=(v1+ (a4* «xk[i-1) [j]+xk[i] [j-1])+ (xk[i+1] [j])))) 
v1:= (v1+ «a3*xk [i] [j] ) - (all*xo [H1] [j] ) ) ) 
v2:= «a1 *Xo [H1] [j]) ) + (a2* (XO [H1] [j-1] +XO [H2] [j]) ) 
v2:= (v2+ (a3*xk [H1] [j]) ) - (all* (xo [i] [j] ) ) 
v2:= (v2+ (a4* «xk[i] [j] +xk[H1] [j-1]) +xk[H2] [j])) ) 
xn[i] [j]:=«r1*v1)-(a11*v2))/de1ta 
xn[i+1] [j]:=«-(a11*v1))+(r1*v2))/de1ta 
PROC p12sweep( ) 
--p+1/2 level 
SEQ 
--odd row grps 
IF 
k = (nt-l) 
SEQ 
j:=l 
WHILE j<=pw 
SEQ 
i:=l 
WHILE i<=(sw-3) 
SEQ 
vl: =«c/4.0(REAL32»*xo[i][j))+((all *xo[i+ l)fj))+(r*xn[i][j])) 
v2: =((c/4.0(REAL32»*xo[i+ l][j])+((all *xo[i][j))+(r*xn[i+ 1][j])) 
xx[i] [j]:=«r1*v1)-(a11*v2))/delta 
xx[i+1] [j]:=«-(a11*v1))+(r1*v2))/de1ta 
TRUE 
SEQ 
j :=1 
i:=H2 
j:=j+2 
WHILE j<=pw 
SEQ 
i:=l 
WHILE i<=(sw-1) 
SEQ 
v1: =((c/4.0(REAL32»*xo[i][j))+((all *xo[i+ 1] [j])+(r*xn[i][j])) 
v2: =((c/4.0(REAL32»*xo[i+ l][j))+((all *xo[i)fj])+(r*xn[i+ 1][j])) 
xx[i] [j]:=«r1*v1)-(a11*v2))/de1ta 
xx[i+1] [j]:=«-(a11*v1))+(r1*v2))/de1ta 
i:=H2 
j:=j+2· 
--last pts of odd rows 
IF 
k = (nt-1) 
SEQ 
j:=l 
WHILE j<= (pw) 
SEQ 
xx [sw-1] [j] :=«r2*xo[sw-1] [j] )+(r3*xn[sw-1] [j])) 
j:=j+2 
TRUE 
SKIP 
--first points of even rows 
IF 
k = 0 
SEQ 
j:=2 
WHILE j<=(pw-1) 
SEQ 
ro ! xn[sw] [j] 
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TRUE 
SEQ 
j:=2 
xx [1) [j) :m (r2*xo [1) [j) ) + (r3*xn [1) [j) ) 
j:=j+2 
WHILE j<=(pw-1) 
SEQ 
11 ? lxn2 
IF 
k <> (nt-1) 
ro ! xn[sw) [j) 
TRUE 
SKIP 
v1: c ( (c/4. 0 (RE1\L32) ) *1xo [j) ) + ( (all *xo [1) [j) ) + (r*1xn2) ) 
v2:= «c/4. 0 (RE1\L32) ) *xo [1) [j) ) + «all*1xo [j) ) + (r*xn [1) [j)) ) 
xx[1) [j) :=«-(all*vl))+(r1*v2))/delta 
j:=j+2 
--even row groups 
IF 
k = (nt-l) 
SEQ 
j:=2 
WHILE j<=(pw-1) 
TRUE 
SEQ 
10 ! xn[1) [j) 
1:=2 
WHILE 1<=(sw-2) 
SEQ 
v1 : =((c/4.0(REAL32»*xo[i][j])+((all *xo[i+ l][j])+(r*xn[i] fj])) 
v2: =((c/4.0(REAL32»*xo[i+ l][j])+((all *xo[i][j])+(r*xn[i+ 1][j])) 
xx[1) [j):=«r1*vl)-(a11*v2))/delta 
xx[1+l) [j):=«-(a11*vl))+(rl*v2))/delta 
1:=1+2 
j:=j+2 
SEQ 
j:=2 
WHILE j<=(pw-1) 
SEQ 
r1 ? rxn2 
IF 
k <> 0 
10 ! xn[l) [j) 
TRUE 
SKIP 
1:=2 
WHILE 1<=(sw) 
SEQ 
IF 
1 = sW 
SEQ 
vl : =((c/4.0(REAL32»*xo[i][j])+((all *rxofj])+(r*xn[i][j]» 
v2:= «c/4. 0 (REAL32) ) *rxo [j) ) + ( (all*xo [i) [j) ) + (r*rxhl)) 
xx[1) [j) :=«rl*v1)-(all*v2))/delta 
TRUE 
SEQ 
1:=1+2 
j:=j+2 
vl : =((c/4.0(REAL32»*xo[i][j])+((al1 *xo[i+ l][j])+(r*xn[iJ fjJ» 
v2: =((cl4.0(REAL32»*xo[i+ 1][j])+((al1 *xo[i][j])+(r*xn[i+ 1111])) 
xx[1) [j):=«r1*v1)-(a11*v2))/delta 
xx[1+l) [j):=«-(all*v1))+(r1*v2))/delta 
--swap vals of xx and xn 
SEQ 1 = 1 FOR sW 
SEQj=lFORpw 
xn[1) [j) :=xx[1) [j) 
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PROC p34sweep( ) 
--p+3/4 level 
SEQ 
--odd pts on first row 
i:=l 
WHILE i<=(sw-l) 
SEQ 
xx[i] [1] :=(r2*xo[i] [1]) + (r3*xn[i] [1]) 
i :=1+2 
--odd col grps 
i:=l 
WHILE i<= (sw-1) 
SEQ 
j:=2 
WHILE j<=(pw-1) 
SEQ 
v1:= «c/4. 0 (REAL32) ) *xo [i] [j] ) + «al1*xo [i] [j+1]) + (r*xn[i] [j] ) ) 
v2:= «c/4. 0 (REAL32) ) *xo [i] [j+1]) + «all*xo [i] [j]) + (r*xn [i] [j+1J» 
xx[i] [j]:=«r1*v1)-(a11*v2»/de1ta 
xx[i] [j+1]:=«-(a11*v1»+(r1*v2»/delta 
j:=j+2 
i:=1+2 
-- even col grps 
i:=2 
WHILE i<=(sw) 
SEQ 
IF 
(i > (sw-2»AND (k = (nt-l» 
SKIP 
TRUE 
SEQ 
j :=1 
WHILE j<= (pw-2) 
SEQ 
v1 : =«c/4.0(REAL32»*xo[iJU])+«all *xo[i][j+ l])+(r*xn[i][j])) . 
v2 : =«c/4.0(REAL32»*xo[i]fj+ 1])+«al1 *xo[i][j])+(r*xn[i]fj+ 1])) 
xx[i] [j]:=«r1*v1)-(a11*v2»/de1ta 
xx[i] [j+l]:=«-(all*v1»+(rl*v2»/delta 
j:=j+2 
i:=i+2 
--last pts of even col 
i:=2 
WHILE i<=(sw) 
SEQ 
IF 
(i> (sw-2» AND (k=(nt~l» 
SKIP 
TRUE 
xx[i] (pw] :=(r2*xo[i] [pw]) + (r3*xn[i] [pw]) 
i :=1+2 
--swap vals of xx and xn 
SEQ i = 1 FOR sw 
SEQj=lFORpw 
xn[i] [j] :=xx[i] [j] 
PROC p1sweep ( ) 
--p+1 level 
SEQ 
--odd col grps 
i:=l 
WHILE i<=(sw-l) 
SEQ 
j:=l 
WHILE j<= (pw-2) 
SEQ 
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SEQ 
vl:= ( (c/4. 0 (REAL32» *xo[i) [j)) + «all*xo [i) [j+l) ) + (r*xn[i) [j)) ) 
v2:= «c/4. 0 (REAL32») *xo[i) [j+l))+ «all*xo[i) [j)) + (r*xn[i) [j+l)) 
xx[i) [j):=«rl*vl)-(all*v2))/delta 
xx[i) [j+l):=«-(all*vl))+(rl*v2))/delta 
j :=j+2 
i:=1+2 
--last pts of odd cols 
i:=l 
WHILE i<= (sw-l) 
SEQ 
xx [i) [pw) : = (r2*xo [i) [pw) ) + (r3*xn [i) [pw) ) 
i:=1+2 
--first pts of even cols 
i:=2 
WHILE i<=(sw) 
SEQ 
IF 
(i > (sw-2))AND (k = (nt-l)) 
SKIP 
TRUE 
xx[i) (1) :=(r2*xo[i) [1) )+(r3*xn[i) (1)) 
i:=1+2 
--even col grps 
i:=2 
WHILE i<=(sw) 
SEQ 
IF 
(i > (sw-2»)AND (k = (nt-l) 
SKIP 
TRUE 
SEQ 
j:=2 
WHILE j<=(pw-l) 
SEQ 
vl: =«c/4.0(REAL32))*xo[iJ[j])+«all *xo[iJ[j+ 1])+(r*xn[i][j])) 
v2: =«c/4.0(REAL32))*xo[iJ[j+ 1])+«all *xo[iJ[j])+(r*xn[iJ[j+ 1])) 
xxIi) [j):=«rl*vl)-(all*v2))/delta 
xx[i) [j+l):=«-(all*vl))+(rl*v2))/delta 
j:=j+2 
i :=1+2 
time ? start 
initpoints( ) 
initvals ( ) 
ikount:=l 
WHILE (ikount <= maxtime) 
SEQ 
ikount:=ikount+l 
--send xk vals 
IF 
k = (nt-l) 
SEQ 
PAR j = 1 FOR pw 
left[j) :=xk[l) [j] 
10 ! left 
11 ? lxk 
k = (0) 
SEQ 
TRUE 
ri ? rxk 
PAR j = 1 FOR pw 
right[j) :=xk[sw] [j] 
ro ! right 
PAR 
SEQ 
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PAR j = 1 FOR pw 
left[j) :=xk[l) [j) 
10 ! left 
11 ? lxk 
SEQ 
ri ? rxk 
PAR j = 1 FOR pw 
right[j) :=xk[sw) [j) 
ro ! right 
iter:=l 
WHILE (iter <= maxiter) 
SEQ 
iter:=iter+1 
--send xo vals 
IF 
k = (nt-1) 
SEQ 
PAR j = 1 FOR pw 
1eft[j) :=xo[l) [j) 
10 ! left 
11 ? lxo 
k = (0) 
SEQ 
ri ? rxo 
PAR j = 1 FOR pw 
right[j) :=xo[sw) [j) 
ro ! right 
TRUE 
PAR 
SEQ 
PAR j = 1 FOR pw 
left[j) :=xo[l) [j) 
10 ! left 
11 ? lxo 
SEQ 
ri ? rxo 
PAR j = 1 FOR pw 
right[j):=xo[sw)[j) 
ro ! right 
--perform iter 
p14sweep ( ) 
p12sweep ( ) 
p34sweep( ) 
p1sweep ( ) 
IF 
iter > maxiter 
SEQ 
TRUE 
SEQ i = 1 FOR sw 
SEQj=lFORpw 
SEQ 
xo[i) [j) :=xx[i) [j) 
xk[i) [j) :=xx[i) [j) 
SEQ i = 1 FOR sw 
SEQj=lFORpw 
xo[i) [j) :=xx[i) [j) 
time ? finish 
IF 
k = 0 
SEQ 
time.lapse:=«finish MINUS start» --/15625) 
10 ! nt 
10 ! (pw) 
10 (p1) 
10 maxtime 
10 maxiter 
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10 
10 
TRUE 
time. lapse 
epSilon 
SKIP 
--send results 
INT count: 
SEQ 
count : = (nt-k) 
WHILE (count > 1) 
SEQ 
SEQi=lFORsw 
SEQ j = 1 FOR pw 
SEQ 
10 ! xx[i] [j] 
IF 
(i=sw)AND (count=2) 
SKIP 
TRUE 
ri ? xx[i] [j] 
count:=count-1 
SEQ i = 1 FOR (sw-l) 
SEQ j = 1 FOR pw 
10 ! xx[i] [j] 
PLACED PAR 
PROCESSOR 0 TB 
PLACE entrance AT linklin: 
PLACE exit AT linklout: 
PLACE cwise[O] AT link20ut: 
PLACE anticwise[O] AT link2in: 
PLACE dumin2[O] AT linkOin : 
PLACE dumout2[O] AT linkOout : 
PLACE dumout[O] AT 1ink3in : 
PLACE dumin[O] AT link30ut : 
main (entrance,cwise[0],anticwise[0],exit,dumin2[0], 
dumout2[0],dumout[O] ,dumin[O] ,0) 
PLACED PAR i = ° FOR (nt-l) --2 
PROCESSOR (i+1) TB 
PLACE cwise[i] AT link1in: 
PLACE cwise[i+1] AT link20ut: 
PLACE anticwise[i+l] AT link2in: 
PLACE anticwise[i] AT linklout: 
PLACE dumin[i+l] AT link3in: 
PLACE dumin2[i+l] AT linkOin: 
PLACE dumout[i+l] AT link30ut: 
PLACE dumout2[i+l] AT linkOout: 
main (cwise[i],cwise[i+l],anticwise[i+l],anticwise[i], 
dumin[i+l] ,dumout[i+l] ,dumin2[i+l] ,dumout2[i+l] ,i+l) 
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APPENDIX L 
COMMENTS ON 3L PARALLEL PASCAL (V3.0) 
The language is straight forward to use since it is basically the standard Pascal language 
plus some extensions to enable the use of the transputer's facilities such as the timer and the 
links. 
A major drawback with the current version is that no provision has been made to pass 
real values through the channels. The implication is that in this thesis some code had to be 
included in the programs to convert all the real values to integers before transmission and 
then reconvert the integers back to reals at the receiving end. 
The best way to build parallel applications using the language is by using the processor 
farm technique. However, this was not applicable for this type of application so separate 
modules had to be designed for each processor. This implied that before loading the 
network each of the modules had to be compiled and linked separately. In the case of 8 
transputers this implied 8 compilations and 8 linkages which is very time consuming and 
tedious especially when performing a series of experiments in which only a minor change 
to the program is made. It would be most useful if the configuration language allowed 
parameters to be passed with the modules as they are placed on transputers like in Occam 
2. With such a facility only one code would be designed for all the transputers with 
conditional statements incorporated to ensure that the correct sequence is executed by each 
transputer. To do so the transputer's identity which has been passed as a parameter would 
be used. 
A consequence of having separate modules for each transputer is that the configuration 
fIle tends to be very big. Perhaps the configuration language should allow for repetition so 
that the "wire" statement and the "connect" statement can be declared in a loop. The number 
of "connect" statements could also be minimised if only one connection is declared instead 
of duplicating it (see appendix H (ii)). 
A simple experiment was performed to compare the performance of 3L Parallel Pascal 
and Occam 2 on a network of transputers. In the experiments, the traditional Explicit 
method to solve a I-dimensional parabolic problem was implemented in both languages. 
The timing results obtained are presented in table 1. 
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Table (1) 3L Parallel Pascal VS Occam 2 On A Network Of Transputers 
(Timing results For the Explicit Method Applied To Solve A Parabolic Problem in 1·0. (h=1/193» 
Network 
Time Lapse ( minutes ) 
Size ; 3L Pascal Occam 2 
1 128.9 19.9 
2 65.5 10.1 
4 33.9 5.2 
6 23.1 3.6 
8 17.8 2.7 
The times for Occam 2 are approximately 6 times lower than the corresponding Pascal 
times. This is expected because Occam is a low level language for the transputer and the 
transputer's features are best exploited using Occam. 
The current version of 3L Parallel Pascal still requires much revision to make it efficient 
and more reliable. The program responsible for loading the network and for rebooting the 
root transputer (Afserver program) is not reliable. On several occasions it failed to reboot 
the root transputer. After persistent attempts it would reboot successfully. The compiler 
also behaves strangely, for instance at times it expected a procedure called 'Pascal __ 
_ Close'. Such inconsistencies are intolerable and tend to delay progress. 
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