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Consider a standard row-column-exchangeable array X = (Xii : i,j > 1). i.e., 
X, = f (a, t, qj, Lij) is a function of i.i.d. random variables. It is shown that there is 
a canonical version of X, X’, such that X’ and a’, c;, <; ,..., vi, 0; ,..., are 
conditionally independent given n,, , 0(X;: max(i,j) > n). This result is quite a bit 
simpler to prove than the analogous result for the original array X, which is due to 
Aldous. 
1. INTRODUCTION 
Let X = (Xij: i, j > 1) be a row-column-exchangeable (RCE) array, i.e., 
the distribution of the array does not change if any two rows or any two 
columns are interchanged. In a fine piece of mathematics, Aldous [ 1, 2] has 
shown that, for each RCE array X, there is a standard array X* of the form 
where f is a Bore1 measurable function and a, C, qj, Aij, i, j = 1, 2,..., are 
i.i.d. uniforms, for which 
x-x*. 
In addition, Aldous has characterized certain types of RCE arrays; in 
particular, dissociated RCE arrays which are shell measurable and 
dissociated spherical arrays (see Aldous [2] for the definitions and the 
characterizations). 
The proofs of these characterizations depend on the fact that, for a 
dissociated standard array, X, X and .F= a(&, qj, i, j= 1, 2 ,...,) are 
conditionally independent (c.i.) given the shell a-field (Aldous [2, 
Lemma 3.7(b)]). Aldous’ proof of this fact is somewhat complex. An 
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examination of Aldous’ work, though, shows that the proofs of these charac- 
terizations depend only on the existence of a dissociated standard array X’ 
with X’ - X and X’ and F’ c.i. given Y’, the shell u-field for X’. 
It is fairly simple to construct such an array X’, which we refer to as the 
canonical version of X, for which X’ and F’ are c.i. given 9’ and that is 
what we do here. 
There are two basic tricks which we use in this paper. The first is similar 
to the argument Aldous [I ] used to prove De Finetti’s Theorem. This is 
contained in the original manuscript but did not appear in the published 
version and depends on the following lemma. The proof is simple and left to 
the reader. 
LEMMA 1.1. Let E(Y’) < co and let d c 9. Then, if E(Y 1 d) - 
E(Yl9), E(YIs.q =E(YJ9). 
The second trick is to exploit Aldous’ [2] construction as much as 
possible. Since Aldous has done much of the work, rather than regurgitating 
it here, we will simply cite the appropriate locations in Aldous [2] in the 
following manner-[2, (3.12), Lemma 1.11, etc. 
2. THE RESULT 
Let X + = (Xu : i, j > 1) be a standard array of real-valued random 
variables, i.e., there exists independent uniform random variables a, ri, ‘ti, 
Aij, i > 1, j > 1, and a real-valued Bore1 measurable function f such that 
xij =f(aV ti 5 Vj, nij) i,j> 1. 
For i, j< 0 and min(i’,j’) < 0, let &, vj, liJj, be independent uniform 
random variables which are independent of Sr = u(o, C, vi: i, j > 1) and Jij, 
i, j > 1. Extend X + to a doubly infinite array by letting 
xij =f(a9 Ti 3 Vj 2 lij> for all i and j. (2.1) 
Let A, C-, C+, C, C*, R-, R’, R, R*, and g be as defined in [2, 
p. 5851. Let a’, rf, rj$, A;, i,j= 1, 2 ,..., be independent uniform random 
variables which are independent of X. Then from the argument in [2, 
Sect. 21, 
and 
x+-x*, where Xc = g(A, RF, Cl?, &J, i, j > 1 
(2.2) 
g(a, r, c, A) = F - ’ (A 1 a, r, c) 
when F is the conditional distribution of X, given (A, R,?, CJ*). 
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Extend X * to a doubly infinite array by letting X$ = X, for i < 0 or j < 0. 
Then, from the argument below [2, (2.13)], X + is c.i. given 5, X * ’ is c.i. 
given ,!Y?, and, for each i and j > 1, {X,, X,$ } are conditionally identically 
distributed (c.i.d.) given 5. 
So, from [2, Lemma 2.31, 
x-x*. 
Let Lj = (Xij, Xji: i >j) and, for m < n, let Lj(m, n) = (Xii, Xii: i > j and 
i 6Z [m, n)]. Let P = n,, -a, U(Xij: min(i, j) < n). 
The following lemma gives an important relationship between 
(Lj: j = . ..-I. 0, l,...,) and p. 
LEMMA 2.1. Let 4 be a bounded Bore1 measurable function. Then 
E(@tLjy Lj+ 1 Y*“9)lLj- 19 Lj-*9**.,) = E(#(Lj, Lj,, ,...,)IJ+). 
Proof: Fix j, k, and n with n < min(j, k). Then, from (2.1), 
(Lj-k9***, Lj- 1 ?***v ) - (L,-ktn,j),..., L.-,(nJ), Lj9.**9)* 
so, 
E(4(Ljv Lj+ *  Y**,)ILj-l 3***3 Lj-k) 
- E(#(Lj, Lj+ I Y*-*F IL ,WL L,(n,j)). 
Letting k + co, we get that 
E(#(Lj* Lj+ 1 9**-,)ILj- 19 Lj-*,*.a,) 
- E($(Ljv Lj+ 13--*, )IL,(4, L-,(n,j),...J. 
Thus, since a@-Jn, j): m > 1) c u(L,-, : m > 1) c a(Lj-,: m > l), it 
follows from Lemma 1.1 that 
E(#(Lj9 Lj+ 1 v***,)ILj- 13 Lj-*,***,) 
=E(Q(Lj, Lj+ls**,)lLn-l, Lfl-z,-**9) 
+ E($(Lj, Lj+ 1 ,***,)IP) as n + -00, 
which proves the lemma. I 
As an immediate corollary of Lemma 2.1 (see [2, Lemma 2.2]), we have 
COROLLARY 2.2. Xt and F are c.i. given 9. 
Now we define another array X’, which can be thought of as a canonical 
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representation for X + and is simply referred to as a canonical version of 
X ‘. It is defined as follows: 
For i andj> 1, let 
Xii =g(h”‘(a’), h’(h”‘(a’), rl), h”(h”‘(a’), Iii’), n~j) 
= g’(a’9 tl9 Vj 9 nij), 
(2.3) 
where g is the function in (2.2) and where the h’s are the functions in [2, 
pp. 586-5871 used to code A, RT, CT. Notice that, from [2, (2.14)], 
(A, R,?, C;) - (h”‘(a’), h’(h”‘(a’), r;), h”(h”‘(a’), q;)). 
Let x’=o(a,<:,v,f:i and j> 1) and 5/“=n,,,o(X~j:max(i,j)>n), 
and for 4 a bounded Bore1 measurable function, let & . , e , . ) = 
E(#(g( * , * , * , A;)>>. Then 
(i) ~(~,R,*,Ci*)=E(X~(A,Ri*,Ci*) 
(ii) $(a’, &, qj) = &h”‘(a’), ,‘(,“‘(a’), G), h”(h”‘(a’), vi)) 
= E(X;Ih”‘(a’), h’(h”‘(a’), <,), ,“(,“‘(a’), rlj’)) 
=E(XijIa’, r;, rlj’) (2.4) 
(iii) &4, RT, CF) - &‘(a’, r:, rlj’). 
The analogue of [2, Lemma 2.1(b)], which is stated below, follows as an 
easy consequence of the above work while the proof of (a) is similar to 
[ 2, Lemma 2.1 (a)] and is omitted. 
LEMMA 2.3. Let X’ be a canonical version of X ‘. Then 
(a) 9’ cY’ a.s., and 
(b) X’ and 9’ are c.i. given F’. 
Proof of (b). F ix i and j > 1 and let 
zj = n G(X~,~,, Xik, Xki: max(i’,j’) < n, k < n) 
n<o 
and 
9; = 0 G(X;,~,, X,$, Xij : min(i’,j’) > n, k 2 n) 
n>o 
(2.5) 
and notice that 
x, = 9 no@, Rf , C:) and Y&cY’. 
From Corollary 2.2 and [2, Lemma 2.10(c) and Lemma 2.21, 
E($(X,j)l~l= E(#(Xij)I y?) = E(9(X,i)lo@, RI, Cj*>>* 
(2.6) 
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So, it follows from (2.6) that 
But, by [2, (2.12) and (2.4)], 
Thus, by symmetric considerations of the arrays X and X’ and of the u- 
fields xj and -i”:j in (2.5), it follows that 
Thus, since Y;j c 9’ c ST’ a.s., it follows from Lemma 1.1 that 
But this is enough to show that X’ and Sr’ are c-i. given Y” since the 
elements of the array are obviously c-i. given ST’ and 9’ cST’ a.s. i 
The following corollary shows that if X is dissociated, then we can replace 
F’ by jr” = o(<f, q; : i, j > 0) in the above lemma. 
COROLLARY 2.4. Let X’ be a canonical version of X ‘. If X’ is 
dissociated, then X’ and 9’ are c.i. given F”. 
Proof. Let Q be a bounded Bore1 measurable function. If X+ is 
dissociated, it follows from the proof of [2, Proposition 3.31 that, for g’ given 
in (2.3), X;j =g’(a, <l, r,$, A[j) for almost all a in [0, 11. Thus, by 
Lemma 2.3, 
which is enough to show that X’ and .F” are c.i. given 9’. 1 
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