We present exact results for the delta peak at zero energy in the spectral density of the random graph incidence matrix model as a function of the average connectivity. We give an analytic expression for the height of this peak, and a detailed description of the localized eigenvectors. Their total contribution to the peak is given. This allows to study analytically a delocalization and a relocalization transition for average connectivities 1.421529 · · · and 3.154995 · · ·. We propose an explanation for the spectral singularity at average connectivity e = 2.718281 · · · by relating our problem to another enumerative problem in random graph theory, the minimal vertex cover problem.
Introduction
Random graphs have motivated a lot of work both in mathematics and in physics. In the random graph model, N points numbered 1, 2, · · · , N are used as vertices. A pair of (distinct) vertices {i, j} is connected by an edge with probability p and the edges are independent. The incidence matrix of the graph is the symmetric matrix M with matrix element M i,j = 1 if vertices i and j are connected by an edge and zero otherwise. The average connectivity (i.e. average number of neighbors of a given vertex) is α = pN.
An interesting asymptotic regime emerges when α is kept fixed as N goes to infinity. The connectivity serves as a parameter, and several phase transitions can be observed.
According to the seminal papers on the subject [Erdös] , for α < 1 all connected components are finite, and only trees contribute to the extensive (i.e. proportional to N) quantities but for α > 1, a finite fraction of the points lies in a single connected component, the giant component. So there is a second order (classical) percolation transition at α = 1.
The spectrum of the incidence matrix M is relevant to many problems in physics, and has been investigated by many authors. It contains [Bauer00a] an infinity of delta peaks for any α and also a continuous component for large enough α. It has been argued [Evangelou92] that for α ≃ 1.4, a quantum percolation transition occurs. This means that the structure of eigenvectors changes : below this value, all eigenvectors are localized, but above, some eigenvectors occupy a finite fraction of the system. It is believed [Evangelou92] that the continuous component in the spectrum appears at the same threshold. Also an anomaly in the spectrum near the energy 0 for α ≃ 2.7 has been noticed in [Bauer00a] .
The main results presented in this letter are an analytical (but lacking of a rigorous proof) expression for z(α), the average height of the delta peak at the eigenvalue zero in the spectrum of an infinite random incidence matrix, and the identification of the corresponding eigenvectors, leading to precise predictions for two quantum percolation transitions in this model : a delocalization transition at α d = 1.421529 · · · and a relocalization transition at α r = 3.154985 · · ·. The function z(α) turns out to be analytic at the classical and quantum percolation transitions and non analytic only at α e = e. The details will be given elsewhere [Bauer00b] .
Preliminaries
The explicit formulae below will involve three special values of α and four functions which are analytic for real positive α except maybe at the special values.
The special values of α are α d = 1.421529 · · ·, α e = e = 2.718281 · · · (the Euler constant) and α r = 3.154985 · · ·. The numbers α d and α r are the solutions of the equation 2 log α = αe −1/α .
In fact, α d is the solution of the simpler equation
The four functions we use below, A(α), B(α), A ⋆ (α) and B ⋆ (α), coincide for certain ranges of α.
First we consider the unique pair of real functions (A(α), B(α)) solving the symmetric system
and satisfying the condition that A < B for α > e. For 0 ≤ α ≤ e, there is only one solution to the system (so no condition is needed in this range of α's), namely A(α) = B(α) = W (α) where W (α) is the usual Lambert function solution of
Then we define two other functions, A ⋆ (α) and B ⋆ (α) as follows. Let A ⋆ (α) be the smallest solution of the equation
This equation has two solutions in general, and A is one of those. But
It is the smallest solution to
Again, this equation has two solutions in general, and B is one of those. But
⋆ and B ⋆ are plotted on figure 1.
Main results
The explicit formula for z(α), the height of the delta peak at the eigenvalue zero in the spectrum of an infinite random incidence matrix is
To make contact with numerical simulations later, note that, almost by definition, the average dimension of the kernel of a random incidence matrix M behaves like Nz(α) + o(N) for large N.
We have a rigorous proof of this formula for α ≤ 1 combining early results of [Erdös] on the frequency of apparition of tree connected components in the random graph and an explicit generating function for the average size of the kernel of finite tree incidence matrices [Bauer00] . In the domain α ≤ 1, A = B = W and
Now, z an (α) is analytic on the full real positive axis. However, it goes to −1 when α → ∞, whereas the height of the delta peak has to remain nonnegative everywhere. So there must be some non-analyticity somewhere. From combinatorial arguments [Bauer00, Bauer00a] , one can show independently that the asymptotic expansion of z(α) for small α can be expressed as
where the sum over T is over isomorphism classes of bicolored (say brown and green) trees with at least one green vertex, Aut(T ) is the size of the automorphism group of T and E(T ) the number of edges of T . In fact, this is an identity between analytic functions for α ≤ 1/e. Observing that any bicolored tree can be obtained from a bicolored tree with only green leaves by appending brown leaves at the green vertices, we can explicitly sum over all brown leaves in the sum over bicolored trees. This yields an identity valid at small α:
where the sum over T is over bicolored trees with only green leaves, and V B (T ) and V G (T ) are respectively the number of brown and green vertices of T . If one regularizes the sum by restricting T to have diameter at most d, one obtains a recursive sequence depending on d whose limit is exactly the right-hand side of (7). The previous sum can be regrouped as
where the Stirling polynomials S n have generating function:
The sum in (11) converges to the right value for all α's. The appearance of bicolored trees with only green leaves is no hazard. Consider the following pattern : a subgraph of the random graph which is a finite tree T and which is such that one of its two bicolorings has only green leaves and the green vertices share no edges with the complement of T in the random graph. One can show that the frequency of apparition of a maximal (that is, not contained in a larger tree with the same properties) such tree in the random graph is
and that exactly V G (T ) − V B (T ) eigenvectors with eigenvalue 0 of the incidence matrix of the random graph are localized on T (in fact, they are even localized on the green vertices of T ). A striking feature of this expression is that despite the maximality condition, it depends only on the most basic features of T , the number of green and brown vertices. Each brown vertex gives a weight B, which is non-analytic at α e . So, at α e , the random graph has a geometric phase transition in that the frequency of certain patterns is non-analytic. Anyway, the sum
of these non-negative contributions gives a lower bound for z(α). Note the striking similarity between the sums defining z(α) and z loc (α). Explicitly,
and one checks that
This is our second important result : for 0 ≤ α ≤ α d and α ≥ α r , the (extensive) contributions to the kernel of random incidence matrices come from vectors localized on finite bicolored trees, with green leaves only, attached to the rest of on the random graph only by brown vertices. However, z loc (α) < z(α) for α d < α < α r .
Moreover, at the "critical" values α d and α r , the distribution of the sizes (i.e. V B (T ), V G (T ), or even V G (T ) − V B (T )) becomes large : the second moments diverges. For example,
when α approaches α d from below. This indicates large fluctuations and supports the idea that infinitely extended objects are responsible for the difference between z loc (α) and z(α) in the range α d < α < α r . Thus we conclude that at the zero eigenvalue of the random incidence matrices, the eigenvectors exhibit a delocalization transition at α d and a relocalization at α r . The prediction of delocalization at α d is in numerical agreement with the Monte-Carlo simulations of Evangelou, and it turn out that the very same delocalization value was already found by Harris [Evangelou92, Harris] in a loopless model of random Bethe trees. This is a bit surprising because at α d , the random graph has already (many) loops.
Note that z loc (α) has the following expansion:
Our main results are summarized on figure 2. Apart from the directly relevant functions z(α) (compared with numerical simulations) and z loc (α), we also plot z an (α) and
We have found no interpretation for z aux , but one could imagine that it plays some role because of symmetry considerations.
Discussion
In this paper, we have given an exact description of the size of the kernel of a large random incidence matrix and of the structure of the corresponding eigenvectors, leading to predictions of a delocalization and relocalization transition at α d and α r . The most surprising result seems to be that none of the quantities is singular at the (classical) percolation transition at α = 1. As noticed before, the expressions for z(α), z loc (α) and their difference show a singularity at α e . It is tempting to relate this singularity to the flattening of the spectral distribution near the zero eigenvalue for α ≃ 2.7 observed in [Bauer00a] . In fact, a transition in properties of random graphs at α = e has already been observed in a different context, minimal vertex coverings [Weigt, Hartmann] . A vertex covering of a graph is a subset of the vertices containing at least one extremity of every edge of the graph. An analogous concept is that of an edge disjoint system, i.e. a subset of the edges such that no two edges in the subset have a vertex in common. Given a graph G on N vertices, we let X(G) be the minimal size of a vertex cover and Y (G) be the maximal size of an edge disjoint system. It is clear that X(G) ≤ N and 2Y (G) ≤ N. Those quantities share a very important property with Z(G), the number of zero eigenvalues of the incidence matrix of G : they behave simply under leaf removal [Bauer00] . Suppose that G has a vertex v with exactly one neighbor, say v ′ (so v is a leaf of G). Leaf removal consist in removing from G the vertices v and v ′ and all edges that meet those two vertices, leading to a new graph G ′ . Then, the methods of [Bauer00] show can have any sign. Going back to the case of random graphs, for fixed α, we let x(α), y(α) and z(α) denote the limits of the averages of X(G)/N, Y (G)/N and Z(G)/N when G is a random graph of size N and N → ∞. We say that the random graph of average connectivity α is small after leaf removal if a random graph of size N can be reduced to size o(N) with probability 1 − o(1) for large N by iterated leaf removal. For such an α, x(α) = y(α) = 1 − z(α) 2
. Now, for α ≤ 1, the connected components with loops of a random graph occupy o(N) sites [Erdös] . But obviously trees can be reduced to isolated points by leaf removal. So certainly, random graphs for α ≤ 1 are small after leaf removal, and x(α) = y(α) = 1 − z(α) 2 for α ≤ 1. So, we recover the formula of Hartmann et Weigt for x(α) when α ≤ 1. However, Hartmann et Weigt have argued (using the replica method) that this formula for x(α) remains correct up to α e . So 2x(α) + z(α) = 1 for α ≤ e. But this relation has to break down at some α, because for large α, z(α) is exponentially small in α, whereas a rigorous result [Frieze] predicts that x(α) = 1 − 2 α (log α − log log α − log 2 + 1) + o( 1 α ).
Numerics seem to indicate that the simple relation between x(α) and z(α) breaks down immediately above e, so that random graphs for α > e are not small after leaf removal. We find it puzzling that the analytic continuation of the function of Hartmann et Weigt above e has the right limiting value and asymptotics involving logarithms, but not the ones predicted by (21). It would be interesting to have similar information for y(α). Anyway, those considerations lead to conjecture that the random graph is small after leaf removal if α ≤ e but not for α > e, and that the singularities we and others have met at α = e are related to this change of behavior.
