The paper introduces a new computationally efficient algorithm to determine a lower bound on the real structured singular value µ. The algorithm is based on a pole migration approach where an optimization solver is used to compute a lower bound on real µ independent of a frequency sweep. A distinguishing feature of this algorithm from other frequency independent one-shot tests is that multiple localized optima (if they exist) are identified and returned from the search. This is achieved by using a number of alternative methods to generate different initial conditions from which the optimization solver can initiate its search from. The pole migration algorithm presented has also been extended to determine lower bounds for complex parametric uncertainties as well as full complex blocks. However the results presented are for strictly real and repeated parametric uncertainty problems as this class of problem is the focus of this paper and are in general the most difficult to solve.
INTRODUCTION
The structured singular value µ [1] provides a rigorous means of analyzing robustness of physical systems subject to structured uncertainty. It is well-known that the computation of µ is NP hard [2] and consequently many algorithms have been developed to determine upper and lower bounds on µ. In general tight bounds for complex and mixed µ problems can be achieved [3, 4] . However obtaining tight bounds for strictly real and especially repeated real µ problems still remains a difficult class of problem to solve. The power iteration algorithm of [5] generally performs poorly for real µ problems [6] . Other approaches detailed in [7, 8, 9, 10] for example provide reasonable results but may be limited by to a relatively small number of uncertain parameters and in some cases may be limited to non-repeated parameters. This may prove sufficient for many classes of real physical problems but that said the results from these algorithms are still based on frequency sweeps. Assuming the ultimate goal of any robust stability analysis to determine tight bounds on the supremum of µ over a frequency range of interest, then employing frequency sweeps for this task irrespective of the number of grid points chosen may prove unreliable due to the discontinuous nature of real µ [11] . Discontinuities of this nature are especially evident for lightly damped flexible systems [12] . This therefore has contributed to the adoption of state-space and frequency interval approaches to determine the supremum of real µ [13, 14, 15, 16] . In particular the result from [15] provides a useful approach to subdivide a frequency range of interest into a union of predefined 2 P. IORDANOV AND M. HALTON frequency intervals. This allows for bounds on real µ to be determined for each frequency interval by recasting the original µ problem as a skewed structured singular value problem [17] . The advantage of frequency interval approaches of this type is that they counteract the discontinuity nature of real µ as no frequencies are missed in the search. Also the computational effort may also be less than that required for the calculation of µ per grid point for a typical frequency sweep. However the main drawback of state-space approaches is that the original uncertainty block is replaced with a larger augmented uncertainty block where frequency is now included as a repeated uncertain parameter and its size is dependent on the number of states. This limits the use of this approach for systems with a relatively large number of states, particularly if the dimension of the additional frequency perturbation block is greater than that of the original uncertainty block. Another disadvantage of frequency interval methods is that, as with frequency sweeps, the selection of the frequency intervals must be chosen a priori and due to the non-convex nature of the lower bound search, different lower bound estimates on real µ may be returned for different interval sizes chosen.
In this work, a new pole migration lower bound algorithm for real µ is proposed which extends work first published in [18] . For the familiar M (s)-∆ interconnection structure, this approach exploits a state-space representation of M (s) and interprets the uncertainty block as a fictitious feedback gain which moves the dominant closed-loop pole onto the imaginary axis. The algorithm provides a candidate worst case uncertainty perturbation and therefore determines a lower bound on the supremum of real µ. This proposed algorithm is similar in concept to previous methods published in the literature, see [19, 12] for example, but unlike these methods the proposed algorithm does not require any regularization techniques or frequency selection to obtain a lower bound on µ. Instead the algorithm proposed employs an optimization solver to determine the worst case uncertainty perturbation. As with all non-convex optimization problems, the initial condition or starting point for the algorithm has considerable bearing on the quality of the overall solution achieved. For this reason significant effort has been focused on developing alternative techniques to generate different initial conditions for which the optimization solver can initiate its search from. By using different initial conditions, multiple candidate worst case uncertainty perturbations may be found at different intersections on the imaginary axis. Consequently multiple peaks corresponding to localized optima are returned from the search. Three practically motivated models have been chosen to test and compare the performance of this algorithm with other published techniques [3, 4, 16, 8] .
This paper is outlined as follows. Section 2 introduces the nomenclature, definitions and background theory necessary to describe the new pole migration algorithm proposed. The pole migration algorithm, its features and software implementation are detailed in Section 3. In particular special emphasis is focused on the generation of the different initial conditions employed by the algorithm. In Section 4, robust stability results for a number of benchmark applications are presented where the performance of the new pole migration algorithm is tested.
LOWER BOUND VIA POLE MIGRATION
With reference to the feedback interconnection in Figure 1 , the structured singular value µ provides a general framework for robust analysis in the presence of uncertainty. The uncertainty block ∆ is structured where three non-negative integers m r , m c and m C specify the number of uncertainty blocks of each type. The block structure K(m r , m c , m C ) is an m-tuple of positive integers.
with m = m r + m c + m C . This m-tuple specifies the dimensions of the perturbation blocks, which determines the set of allowable perturbations, namely define noting that the strictly real case corresponds to m c = m C = 0. Given this block structure, it is necessary to define uncertainties which are themselves stable dynamical systems, with the block diagonal structure of the set,
The structured singular value, µ K (M ), of a matrix M ∈ C n×n with respect to a block structure K(m r , m c , m C ) is then defined as
In general, robustness analysis problems correspond to a question of checking the value for
over the closed right-half-plane for which M (s) is a nominally stable system. Using the result from [20] , the conversion to a frequency sweep is almost immediate enabling the conversion of a test over the right-half-plane to one over the imaginary axis. The following theorem quantifies this result [21] .
Theorem 1 (Robust stability)
Suppose that M (s) has all of its poles in the open left-half-plane (i.e. nominal stability) and let β > 0. Then for all ∆ ∈ M(X K ) with ∆ ∞ β, the perturbed closed-loop system in Figure 1 is (well-posed and) stable if and only if
This theorem means that it is possible to evaluate the robust stability of a closed-loop system with repeated computation of a constant matrix µ problem over a discrete frequency grid. For any given frequency point, the peak value of µ determines the maximal size of the uncertainty for which the closed-loop system can maintain stability.
If a state-space representation of a given transfer function M (s) is considered with
where p is the dimension of the state-space. Using the standard state-space equations it can be easily shown thatẋ 
Suppose A 0 ∈ C p×p and λ i are the eigenvalues of A 0 , then ∆ ∈ X K will be a destabilizing perturbation if and only if
where
Using (10) and by applying the robust stability theorem, an equivalent (and useful) definition for the structured singular value can now be derived:
From this definition it can be easily deduced that µ corresponds to the smallest (in a norm sense) destabilizing perturbation of appropriate structure that will move an eigenvalue of the state matrix A 0 onto the imaginary axis. Therefore the worst-case pole location s * corresponding to smallest destabilizing perturbation solving (12) is s * = jω p where ω p is a critical (peak) frequency. Indeed the formulation given in (12) can be easily recast as a robustness indicator for a specified region in the complex plane by substituting the imaginary axis with a boundary constructed between
Therefore a new robustness indicator derived from µ but dependent on α can then be defined as (14) noting that if α is set to zero,μ = µ. In this context, for all admissible perturbations ∆ ∞ ≤ β, the poles of M (s) will lie in a region Ω defined by s ∈ Ω with Re(s) < α and in this sense α for continuous-time systems can be considered as an imaginary axis offset as shown in Figure 2 (a). The worst-case pole location s * is now given instead by
An equivalent representation for discrete-time systems is shown in Figure 2 (b) (noting the position of poles are entirely arbitrary). For discrete-time systems, λ max defined by (11) for continuous-time systems is replaced with
The worst case pole location z * is given by
where T s is the sampling period. As illustrated in Figure 2 (b), for discrete-time systems r is a disk radius bounded by
where the poles of M (z) will lie in a region Ω defined by z ∈ Ω with |z| < r.
Note from the formal definition of the Z-transform z * = e s * Ts , however for s → z approximations such as the bilinear transform this equality does not hold. Therefore r = e αTs and the worst case frequency ω p in (15) and (17) must be considered different parameters. 
FEATURES AND IMPLEMENTATION OF POLE MIGRATION ALGORITHM
An algorithm is now proposed to determine a candidate worst case lower bound onμ K (M, α) by recasting the formulation given in (14) as a constrained optimization problem. To realize this, a mapping between the perturbation block and the corresponding optimization variables is required. This is achieved by mapping each real uncertain scalar is represented by one optimization variable δ r i and two optimization variables are required for each complex scalar
where the vector of optimization variables x corresponding to the uncertainty perturbation may be obtained from the mapping
For ease of presentation, in (20) it is assumed that the full complex blocks ∆ C i are square but this may not be the case. Although the algorithm has been extended for complex repeated scalars and full complex blocks, the main objective for the development of the proposed algorithm is to determine a candidate worst case lower bound for strictly real repeated uncertainty perturbations. Indeed it can be deduced that the algorithm is computationally inefficient for complex uncertainty, especially for full complex blocks. With the mapping of the uncertainty block and the optimization variables defined, the objective function for this optimization problem is
which is subject to the nonlinear equality constraint
or more suitably for software implementation To locate a candidate solution vector x * , the optimization problem of (22) and (24) is recast as a nonlinear programming problem with an equality constraint, and is implemented as a Sequential Quadratic Programming (SQP) problem, [22] . The optimization procedure is summarized in Algorithm 1.
Algorithm 1 Nonlinear Constrained Optimization 1: Initialize. Generate an initial condition for the optimization algorithm, x 0 ∈ R m * , using the techniques detailed in the next subsection. Iteration counter, k, is set to zero. 2: Compute gradient. Increment k. Calculate the objective function, f k ∈ R, and constraint, c k ∈ R, then numerically compute the function gradient, g k ∈ R m * , the gradient difference, y k ∈ R m * , and the constraint gradient, h k ∈ R m * . 
5: Determine step length, a k ∈ R. Perform a line search using a merit function to determine the optimum step length, a k . The step increment is given by s k = a k p k 6: Update solution. Update the optimum solution
Exit criteria. Check the exit conditions: maximum number of iterations, tolerance on the function, tolerance on the optimization variables. If no exit conditions have been violated, then go to step 2, otherwise
Using this method, a quadratic programming subproblem is solved at each iteration. When a candidate solution vector x * is returned and therefore a candidate worst case perturbation ∆ * , the corresponding worst case µ K (M ) is computed as the inverse of σ(∆ * ).
Generation of initial conditions
Algorithm 1 requires a candidate perturbation to initiate its search from. It should be emphasized that for non-convex searches the choice of candidate perturbation (or initial uncertainty vector of optimization variables x 0 for the proposed pole migration algorithm) has a significant bearing on the overall lower bound estimate on µ. A total of four different techniques are used in the algorithm to generate initial conditions and these are now summarized.
Random test:
The use of random initial conditions is arguably the simplest way to generate a starting point x 0 . Typically, random vectors are generated from normal distribution with zero mean and unit standard deviation. Although the generation of an initial candidate perturbation is straightforward, the approach is very probabilistic and satisfactory optima may not always be found. 
Genetic test:
A more sophisticated approach that requires extra computational effort, but significantly less prone to local optima, is the use of genetic algorithms. A basic genetic algorithm that generally provides excellent initial conditions is summarized in Algorithm 2.
Algorithm 2 Genetic test 1: Initialize. Set scaling factor K = 1000, iteration counter c = 1, maximum number of generations g = 50, and population size P = 100, and initialize x 0 ∈ R m * as a zeros vector. 2: Generate population. Generate a set of random vectors
Offspring correction. Update K = x 0 ∞ , and increment the counter, c = c + 1. 6: Exit criteria. if c ≤ g, then go to step 2, otherwise x 0 is the initial uncertainty vector.
In this algorithm rand generates a zero mean and unit standard deviation random vector while bdiag converts the vector of optimization variables into a block diagonal structure in accordance with (2).
Derivative test:
Exploiting the information available about an uncertain system can allow for a more informed method to generate an initial condition. One such approach is a proposed derivative test which generates an initial condition x 0 by computing the largest eigenvalue partial derivatives
These derivatives are intended to represent the impact of the parameter perturbations δ i on the migration of the dominant eigenvalue of A. Let ∇ be the vector of partial derivatives
and x 0 = ∇ is the initial uncertainty vector. In (27), > 0 is typically vanishingly small. Although the gradient ∇ can be easily computed using finite differences, the approach tends to be sensitive to the choice of , i.e. small variations in may result in dramatically different optima.
Dominant pole test:
Local minima recovery can be achieved by using well known tree tests which in turn are a variation on standard branch and bound techniques [23] . This proposed dominant pole test is more computationally intensive than the other tests, but generally generates better initial conditions for the optimization algorithm to initiate its search from. This test utilizes the eigenvalue partial derivatives to find a candidate minimum perturbation ∆ * for which an eigenvalue is moved into the closed right half plane. This approach is summarized in Algorithm 3. 
if λ max(1) > λ max (2) and λ max(1) > λ max(0) then λ max(0) = λ max(1) and x 0 = x z = x 1 else if λ max(2) > λ max (1) and λ max(2) > λ max(0) then λ max(0) = λ max(2) and x 0 = x z = x 2 7: Index increment. l = l + 1, if l ≤ m * , then go to step 4. 8: Iteration increment. c = c + 1, if c ≤ N , then go to step 3. 9: Tighten bounds. if λ max(0) > α, then k max = k, otherwise k min = k. 10: Exit criteria. Set k = (k max + k min )/2, if k > k tol , then go to step 2, otherwise x 0 is the initial uncertainty vector.
Software implementation
The authors have implemented the proposal algorithm as a Matlab function. The function is called mu pm and computes the mu lower bound for real/mixed/complex uncertainty using an optimization algorithm. For ease of use, the function format and syntax adopted are very similar to that used in the "Skew Mu Toolbox" (SMT) [4] and the former Mathworks "µ-Analysis and Synthesis Toolbox" [24] . The function call is where M is a system matrix (continuous or discrete-time) and blk describes the structure of the model perturbation ∆ ∈ M(X K ) with the worst-case µ lower bound mulb returned along with the corresponding worst-case destabilizing model perturbation pert (∆ * ), the peak critical frequency wpeak (ω p ) and the associated dominant pole of the A 0 matrix pdom (λ max ). All the features of the algorithm presented are implemented in the function and the optional input parameter 9 options allows each of these settings to be changed from their default values. As stated, a distinguishing feature of this algorithm from other frequency independent one-shot tests [16] is that multiple localized optima (if they exist) are identified and returned from the search. This is achieved by generating candidate perturbations using different initial condition options for the optimization algorithm to initiate its search from. The four initial condition options presented have been implemented in the mu pm function and are summarized in Table I for n r algorithm restarts. An additional auto initial condition option has also been implemented which uses all of the other initial conditions to generate a candidate perturbation. In tests, the auto initial condition option returned best results and therefore is set as the default value in the mu pm function. As the algorithm is computationally efficient, n r = 10 algorithm restarts (solution attempts) by default are executed noting that this is equivalent to calculating µ for 10 grid points in a frequency sweep search. As outlined, the reason for the number of solution attempts using different initial condition options is to counteract the non-convex nature of the problem again noting that the overall worst case lower bound returned is highly dependent on the initial candidate perturbation. The output argument soldata is a three column matrix of the format [mulb wpeak pdom] and contains other potential lower bound peaks found from the solution attempts. The mu pm function and along with the skew µ lower bound algorithm (called mu op) presented in [16] are currently available from the authors on request. Please note that both algorithms employ the same optimization solver to calculate lower bounds on µ and do not require any specific commercial Matlab Toolboxes to run.
ROBUSTNESS ANALYSIS ON PRACTICAL EXAMPLES
In order to adequately examine and definitively compare the performance of this algorithm with other published methods, three practically motivated and previously published benchmark applications have been chosen. All system models contain strictly real parametric uncertainty as this class of problems is the focus of this paper. The summary details for each model are given in Table II and the different robustness analysis methods used for each of these analysis (including the pole migration algorithm presented) are listed in Table III . Discrete-time systems were derived by using the bilinear transformation and a sample time of T s = 0.001s for all three examples. In all cases, the default auto option was used to generate the initial conditions with 10 algorithm restarts. As an indication of performance, computational times have also been provided where all lower bound algorithms were run on a 64-bit 2.83 GHz Quad core processor with 8Gb of RAM.
Drive-by-wire vehicle
The first benchmark example is a drive-by-wire vehicle [16] which has only 4 states, but the perturbation block contains 9 repeated real uncertain parameters. The uncertainty structured perturbation is 
26×26
For the frequency sweeps, upper and lower bounds on µ were calculated for 300 grids points for the frequency range [10 −2 , 10 2 ] rad/s. All bounds and peaks calculated using the techniques given in Table III (except for the Table IV . It can be seen from the figure, the gap between the upper and lower bounds is considerable (as can be expected for strictly real repeated problems) especially at low frequencies. All of the computed µ lower bounds are consistent in magnitude, and the worst case peak obtained from the pole migration algorithm proved to be the largest. Although the FB-SS UB method determined a smaller upper bound than LMI UB in the proximity of the peak frequency, the former failed to locate the critical frequency interval. Using different initial conditions, the pole migration algorithm also returned additional lower bound peaks at different critical frequencies. The results from both the continuous-time and discrete-time models are given in Table V and as expected, the peak values and critical frequencies returned are identical. An important observation is that the pole migration algorithm also found a peak at 0 rad/s that may potentially be missed using conventional frequency sweep searches. Also it should be highlighted that the computational time (cputime) for the pole migration algorithm is orders of magnitude better than the computational times for the other lower bound algorithms/methods.
Transport aircraft: rigid model
The second example is a transport aircraft model with a rigid control law implemented [12] . This rigid aircraft aerodynamic model has 9 states and the uncertainty perturbation block contains 14 non-repeated real uncertain parameters representing the aircraft's stability derivatives
For the frequency sweeps, upper and lower bounds on µ were calculated for 300 grids points for the frequency range [10 −2 , 10 2 ] rad/s. As with the drive-by-wire vehicle example, all bounds and peaks calculated using the techniques given in Table III (except for the SS-NS LB algorithm) are shown in Figure 4 with the results summarized in Table VI . The plots clearly indicate that at lower frequencies, including the critical interval, the gap between the lower and upper bounds is again significant. As with the previous example, the pole migration algorithm successfully located the worst case peak for both the continuous-time and discrete-time models. Note the worst case lower bound on µ returned from the pole migration algorithm is marginally greater than the lower bound peaks found using Dailey's algorithm (DY LB) and the constrained optimization approach (OP LB), with only a fraction of the computational burden. As before, additional lower bound peaks at critical frequencies were found by the pole migration algorithm and these are listed in Table  VII noting that again a peak was found at 0 rad/s. Once again the computational time for the pole migration algorithm is orders of magnitude better than the computational times for the other lower bound algorithms/methods. 
Transport aircraft: flexible model
The third example is is a transport aircraft consisting of both the rigid model and a flexible model, [12] . This flexible aircraft model has 46 states and 20 non-repeated real uncertain parameters. To compare with the results from [25], upper and lower bounds on µ were calculated for 600 grids points for the frequency range [10 −2 , 10 2 ] rad/s. All bounds and peaks using the techniques given in Table III (except for the Dailey's algorithm due to the problem size) are shown in Figure 5 with the results summarized in Table VIII . It can be observed from the frequency sweep plots that this is an extremely challenging µ problem as many narrow peaks exist at different critical frequencies. Due to the relatively large number of states for this system the frequency-bounded state-space methods failed to provide any satisfactory results as the lower bound approach FB-SS LB returned a poor µ bound in the critical interval while the peak returned from the FB-SS UB algorithm is located in a different non-adjacent frequency interval. Although the interval-bounded state-space approach has many advantages and merits, its limitations are highlighted for this class of problem as the initial perturbation block increases from an original ∆ ∈ R 20×20 to an augmented perturbation block of size ∆ ∈ R 66×66 with the addition of the uncertain real repeated frequency parameter δ ω I 46 . It can be observed that tight bounds on µ were computed by both the OP LB and LMI UB algorithms, however caution is required with frequency sweeps irrespective of the number of grids points chosen due to the discontinuities of strictly real µ problems. The pole migration algorithm located a lower bound peak for both the continuous-time and discrete-time models that closely match the value obtained from the state-space non-smooth algorithm SS-NS LB [25] . It should be noted that the computational time for the pole migration algorithm is an order of magnitude better than the computational time obtained from the SS-NS LB algorithm. However it should also be noted the the computational time stated for the SS-NS LB algorithm is taken directly from [25] , where the algorithm was run on a slower processor. Irrespective the comparison is still relevant and appropriate. As in the previous examples, the pole migration algorithm also identified other lower bound peaks at critical frequencies and these are listed in Table IX. 14 P. IORDANOV AND M. HALTON
Pole migration algorithm: success rate analysis
As an effectiveness measure of the pole migration algorithm, a subsequent analysis of the initial conditions success rate for each of the three examples was also performed. In this analysis, the success rate is defined as the probability of computing a lower bound on µ to a predefined threshold accuracy for each initial condition type. Here the worst case lower bound on µ found by the pole migration algorithm is used as the threshold. With reference to Table I , this analysis was performed on the three examples detailed using the auto, random and genetic initial conditions noting that the derivative and dominate pole initial conditions are incorporated in the auto option. For a more comprehensive analysis, one hundred iterations of the mu pm function were executed with 10 algorithm restarts per iteration. For each example, the levels of threshold accuracy were chosen as (99.9%,99%,95%,90%) of the worst case lower bound value. For the drive-by-wire vehicle, the success rate results are listed in Table X . Both the auto and genetic initial conditions with 10 restarts accurately returned the worst case µ lower bound peak each time, while the random initial conditions managed to provide a success rate of 93% for an accuracy level of 99.9% and a success rate 95% for the other levels. For the rigid aircraft example, the success rate results are listed in Table XI . All of the initial conditions with 10 restarts accurately returned the worst case µ lower bound peak each time. For the flexible aircraft example, the success rate results are listed in Table XII . As this is a very challenging µ problem, the success rate of finding the worst case value of µ each time was significantly less than the previous examples. At the highest accuracy of 99.9%, the random initial condition had a success rate of 63% while the genetic initial condition had a very satisfactory success rate of 97%. The recommended auto initial condition which uses a combination of all of the other initial condition methods had an impressive 100% for all levels of accuracy for this example.
Robustness indicator and degree of stability
As outlined in Section 2, a distinguishing feature of the pole migration algorithm is that candidate worst case perturbations can not only be computed on the imaginary axis but also computed on an axis constructed at s = α in the left-half plane (for continuous-time systems) bounded by α ∈ Ω. Determining worst case perturbations for varying values of α allow a plot ofμ K (M, α) vs α to be generated. These type of plots in turn can provide better insight to corresponding µ plots particularly real µ plots containing multiple peaks.
To illustrate,μ K (M, α) was computed for the drive-by-wire vehicle example where the mu pm function (using the auto initial condition option and 10 algorithm restarts) was executed for a set of allowable α values spaced at intervals of 0.01 (with β = 1). The resulting plots, shown in Figure  6 , provide an interesting graphical interpretation of pole migration subject to varying uncertainty. Two graphs are shown in Figure 6 , the top graph shows the three largest (peak)μ values plotted as function of α, while the bottom graph shows the migration of their corresponding frequencies also plotted as a function of α. These plots are intended to be read from right to left with α = 0 (which corresponds to the µ value) considered as the starting point. For the drive-by-wire vehicle model, the nominal poles are
With reference to both plots, a number of interesting observations can be made. For large values of |α|, theμ 1 andμ 2 curves correlate with the system poles λ 2,3 (A) and λ 1 (A) respectively, but theμ 3 curve appears not to be linked with any system pole. Theμ 1 curve is almost a linear function of α while theμ 2 curve resembles an exponential curve. The point where both intersect, α ≈ −0.63, emphasizes the discontinuity nature of the µ problem as the associated critical frequency steps from ω p = 5.164 rad/s to ω p = 0 rad/s which for this example is the frequency of the dominant pole, λ 1 (A). As α → Re{λ 1 (A)},μ 1 rises in an exponential manner while theμ 1 curve discontinues on its perceived natural trajectory at α ≈ −0.64. At this discontinuity, theμ 1 curve can be extrapolated and the corresponding frequency plots interpolated since the frequency for α = Re{λ 2,3 (A)} is known. The interpolated/extrapolated curves are shown in the graphs as dashdot lines. It can be noted that theμ 2 andμ 3 curves appear to swap trajectories at α ≈ −0.28 and 15 α ≈ −0.49 respectively. Also at the critical value α ≈ −0.63, theμ 3 curve switches to theμ 2 curve's extrapolated trajectory. Note that as α → λ 1 (A),μ 1 → ∞.
A benefit of using robustness indicatorμ K (M, α) vs α plots is that they can be used to determine the worst case degree of stability, α * , where
Assuming thatμ K (M, α) is always monotonic, α * can be determined through a linear interpolation or a single parameter search such as a bisection search. Asμ K (M, α) is computed using a lower bound technique for the plots shown, the degree of stability α * for all admissible perturbations ∆ ∞ ≤ 1 cannot be guaranteed. That said, the value of α * computed by a lower bound algorithm can still be used as a reference measure of the degree of stability, especially when employed as a performance objective in robust control design strategies. It should be emphasized that α * can only be determined if µ K (M ) < 1.
CONCLUSIONS
A new algorithm to directly compute a lower bound on the real structured singular value µ has been presented. The proposed algorithm is based on a pole migration approach where an optimization solver is used to compute a lower bound on real (or mixed) µ, independent of a frequency sweep. Using a combination of different initial conditions, the algorithm can potentially locate multiple localized optima from the non-convex search and therefore improve its probability of finding the best lower bound estimate on the supremum of µ. To demonstrate its performance, the algorithm was tested on three different engineering examples for the case of strictly real parametric uncertainty and the results returned compared very favorably with other published methods. This pole migration algorithm has been implemented as a Matlab function and is available from the authors by request. 
