The Lagrangian approach is natural to study issues of turbulent dispersion and mixing. We propose in this work a general Lagrangian stochastic model including velocity and acceleration as dynamical variables for inhomogeneous turbulent flows. The model takes the form of a diffusion process and the coefficients of the model are determined via Kolmogorov theory and the requirement of consistency with the velocity-based models. It is shown that the present model generalises both the acceleration-based models for homogeneous flows and the generalised Langevin models for the velocity. The resulting closed model is applied to a channel flow at high Reynolds number and compared to experiments as well as direct numerical simulations. A hybrid approach coupling the stochastic model with a Reynolds-Averaged-Navier-Stokes (RANS) is used to obtain a self-consistent model, as commonly used in probability density function methods. Results highlight that most of the acceleration features are well represented, notably the anisotropy and the strong intermittency. These results are valuable, since the model allows to improve the modelling of boundary layers yet remaining relatively simple. It sheds also some light on the statistical mechanisms at play in the near-wall region.
Introduction
Lagrangian stochastic models are widely used to describe complex turbulent flows (Pope 2000; Fox 2003; , and are of particular relevance for turbulent dispersion (Wilson & Sawford 1996) , reactive flows (Pope 1985; Fox 2003) and inertial particles (Minier & Peirano 2001; Peirano et al. 2006; Minier 2016) . They are also appealing when Lagrangian properties are under investigation (Yeung & Pope 1989; Mordant et al. 2002; Meneveau 2011; Watteaux et al. 2019) . The stochastic models produce collections of synthetic trajectories that reproduce the statistical and, in some weak sense, the dynamical properties of particles advected by the flow. In this framework, stochastic models focus generally on the dynamics of the one-point and one-time probability density function (pdf) of the state-vector of the system (Pope 2000) .
The choice of the appropriate state-vector, that is to consider the relevant variables for the model, is key to have an approximate but still accurate description of the turbulent flow considered. In particular, it is essential to retain enough variables to have a statevector which can be described as Markovian (Onsager & Machlup 1953; Gardiner et al. 1985; Marconi et al. 2008) . Since these models are mainly conceived to tackle general non-homogeneous flows, the state vector is usually limited to the position and velocity of the fluid particles (x, U), and these observables are modelled as a diffusion process, which is justified by Kolmogorov theory (Monin & Yaglom 2013; Pope 1994) . The validity of such models may become questionable in some circumstances. In velocity-based models, the auto-correlation of the velocity is non-differentiable at the origin, reflecting the fact that the velocity process is not differentiable. Moreover, the criterion used to include only fluid particle location and velocity in the state-vector and thus to neglect the behaviour at very high time-frequency is to have separation of scales τ η T L , where τ η is the smallest time-scale, namely the Kolmogorov time-scale τ η ≡ ( ν ) 1/2 , and T L is the integral scale, typical of large-scale motion. This criterion is no longer met at low Reynolds numbers, with the Reynolds number defined as Re = U L ν where U, L are typical velocity and length of large scales and ν is the kinematic viscosity. Mostly important it is not valid everywhere in a turbulent boundary layer. In this case, there is no more the separation of scale justifying the Markovian description of the process (x, U). Therefore, more variables should be added and in particular the fluid particle acceleration.
Some proposals have been made to address these issues in isotropic turbulence (Krasnoff & Peskin 1971; Sawford 1991) . Furthermore, first experiments accessing Lagrangian fluid acceleration in isotropic flows (Voth et al. 1998 (Voth et al. , 2002 Mordant et al. 2004 ) have motivated many following attempts with the purpose of fitting the experimental data, but without a sound link with turbulence theory (Gotoh & Kraichnan 2004) , except in few exceptions (Lamorgese et al. 2007 ). An important step forward has been taken by Pope (2002) , who has proposed to use a general diffusion stochastic model for the fluid particle velocity and acceleration, and has considered in detail the case of homogeneous anisotropic turbulence. In fact the purpose of that work was not to propose a specific model but rather to show that such a diffusion process may reproduce quite well the DNS data, if coefficients are correctly prescribed. In particular, DNS was used to inform the model in that work. Yet, no attempt has been made to develop a consistent model for non-stationary non-homogenous flows, although this is the more realistic and relevant situation for applications.
The aim of this work is precisely to propose a first model including the acceleration of fluid particles for the general case of non-stationary and inhomogeneous turbulence, and it follows recent accurate measurements and DNS of the acceleration in turbulent channel-flow at high Re-number (Stelzenmuller et al. 2017) . The model is developed in the general framework of a diffusion process for the fluid particle velocity and acceleration, as suggested by Pope (2002) . The coefficients are however specified not using data but on the basis of Kolmogorov theory and by the general analysis of the behaviour of the statistical moments (Reynolds stress) which can be extracted from the model. In the simplest case of isotropic flows, the model reverts to the model proposed earlier (Krasnoff & Peskin 1971; Sawford 1991) . In non-homogeneous flows, when the acceleration can be considered as a fast process, that is when the observation scale is much larger than the characteristic one of the acceleration, which is related to the Kolmogorov one, the model is consistent instead with the standard Langevin models for the fluid velocity (Pope 2000) The resulting model is therefore general and it can be used in all realistic flows of practical interest. We also regard the present model as an intermediate step in the development of a corresponding model for inertial particles.
Theoretical Model
As in the earlier works concerning isotropic turbulence (Krasnoff & Peskin 1971; Sawford 1991) , we develop a model for the variables (x, U, a), which are respectively the position, the velocity and an additional random acceleration process. For general non-homogeneous flows, we propose the following model:
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where P is the average pressure and U i the average velocity. As already remarked (Sawford 1991) , this form is equivalent to that including explicitly the full fluid acceleration A i = dU i /dt (see appendix B) as an independent variable and is preferred here to highlight the differences with respect to stochastic models used for the reduced state vector including only the position and velocity of the fluid parcels (x, U). It is important to underline here that several terms depend on space x, namely P , D ij , U i ; also the coefficients β , B are function of x, as it will be clarified shortly.
To fix the unknown coefficients, the first requirement we ask to the model is to be consistent with the state-of-the-art Langevin model for non-homogeneous flows, which has the following expression (Pope 2000)
with
where G a ij is a traceless matrix, with T L = (
where k(x) is the turbulent kinetic energy and (x) is the average dissipation-rate. This condition fixes immediately D ij = G ij . The matrix G a ij may be used to improve the quality of the Reynolds-stress model corresponding to the stochastic model. Since in this work we use a refined RANS model (to obtain average quantities) together with adding the effect of the acceleration, we want to assess the effect of this inclusion and therefore we take G a ij = 0 for the sake of simplicity. As it will be clear later, even with this approximation the model is satisfactory. Furthermore, looking at the two models, we can see that our new model replaces the white-noise in the velocity Eq. (2.4), which is delta-correlated, with a coloured noise, that is a process a i in Eq. (2.2) with a finite correlation time. In particular, we have chosen to model a i as a Ornstein-Uhlenbeck with correlation time given by β −1 , as expressed by eq. (2.3). Therefore, the form given by (2.4) should be obtained in the limit of infinite β, as explained later.
We use dimensional argumentsà la Kolmogorov to give an estimate of the time-scales.
, and ζ(x) is an universal function. In the inertial range that gives D L (τ ) ∼ C 0 τ, where C 0 is a constant. This implies for the velocity
, with T the time-scale of large scales, such that R L (τ ) ∼ 1 in the inertial range far from boundaries when τ T (Monin & Yaglom 2013; Pope 1994) . We can generalise this result for the correlation of velocity derivatives
should be universal functions too. In particular, using the definition of D L , we can find
dx 2n . If τ is in the inertial range, we demand that the function B L n should be independent of ν. We then obtain
. Hence, for n = 1 we find the acceleration
, and for n = 2 that of the derivative of acceleration RȦ(τ ) ∼ τη τ 3 . These formulas show that the turbulent acceleration and higher derivatives are correlated on time comparable to τ η . Furthermore, the same formulas give for the mean square of the turbulent acceleration A 2 = Kν
where K is a universal constant. This shows that acceleration, as well as its derivatives, depends on the fluid viscosity ν. Since for high-Re numbers the viscosity affects only the very small scales of turbulent motion, in locally isotropic turbulence these variables are determined largely by scales l η. On the basis of these estimates, the fluid particle acceleration timescale β −1 is taken proportional to the local Kolmogorov timescale, assuming a constant of proportionality of one we get β −1 = τ η . Our rationale shows that the higher the derivative the faster the process loses correlation, so that higher order variables can be considered random noise. Nevertheless, for τ τ η this reasoning ceases to be true and higher-order models may have some justification.
Once fixed the time-scale of the process a, the consistency with the velocity-model (2.4) allows us to fix the diffusion term in (2.3). From the equations (2.1)-(2.3), we can derive the corresponding Reynolds-stress equations
where the correlations u i a j are solutions of transport equations, which reflect the nonzero memory effects due to the coloured noise in the velocity. Specifically, the transport equations for the u i a j correlation are
and for the variance of the process a
The finite value of timescale τ η is responsable of the memory effect, thus, in the limit of τ η → 0, the same source term in Reynolds-stress equations as given by the model (2.4) should be found. Considering the limit in the homogeneous case, we have
; therefore, in order to have the correct limit, it is necessary to impose
In this way, we have fixed all the parameters and the model is complete, except for the numerical choice of the free parameter C 0 , which in this work is chosen to be C 0 = 0.35 to be consistent with the Rotta constant used in the RANS model (Pope 2000) . In any case, the results do not change qualitatively in the range C 0 ∈ [0.2, 1.5]. Taking the trace of Reynolds-stress equations, the equation for turbulent kinetic energy is retrieved. As discussed in Pope (2014) , the dissipation rate is implicitly defined by the relation
. 
Numerical method
We study the turbulent flow in a channel between two parallel walls separated by a distance 2h using the same Reynolds number (Re τ = uτ h ν ≈ 1440) chosen in a recent campaign of experiments and DNS (Stelzenmuller et al. 2017) , where u τ is the friction velocity associated to the shear stress τ w at the wall and ν the kinematic viscosity. In the following, the superscript + indicates quantities expressed in wall units by u τ and ν. By convention, x is the stream-wise direction, y the wall-normal and z the span-wise.
We must solve the stochastic differential equations (2.1)-(2.3) that contain several average fields. To cope with this issue, we use here a hybrid approach (Pope 1985 (Pope , 2000 computing the needed average quantities ( U , P , , k) solving the Reynolds averaged Navier-Stokes (RANS) equations. In particular, we have implemented the nearwall model based on the elliptic relaxation (Durbin 1991) , using the same parameters and boundary conditions suggested in the original proposal (Durbin 1993) . These Reynoldsstress equations together with the equation for are solved through a standard finitedifference method.
Concerning the stochastic equations (2.1)-(2.3), they are of the form dX = A dt + BX dt + D dW(t) and are stiff, as we have lim y 2 , which grows without bound. Moreover near the wall U i − U i ∼ y, for the no-slip boundary condition. Thus, the drift coefficient [B]U scales with 1/y and remains unbounded for y → 0. Furthermore, the time-scale β may be very small and instabilities may arise also far from boundaries if the time-step is bigger (typically in the inertial range) and the numerical scheme is not stable. To address these issues, we have developed a numerical scheme unconditionally stable for the set of equations (2.1)-(2.3) (Dreeben & Pope 1998; Peirano et al. 2006) . The numerical scheme is presented in the appendix A.
Results
In Fig. 1 , mean and variance velocity profiles from experiments and model simulations are compared. Given that we use a hybrid approach, the Reynolds stress are computed in the model by the RANS method. The agreement of average velocity is very good. The Durbin model gives also a satisfactory representation of the Reynolds stress flow. It is known that RANS models tend to underestimate the stream-wise component in the loglayer region in very high-Re flows (Pope 2000) . Nonetheless, we are not interested here to develop further RANS models, and the chosen model is satisfactory with regard to the present purpose. Figure 2 shows the mean and variance acceleration profiles obtained by the experiments, DNS and the model. The average acceleration is very well predicted by the stochastic model in both directions. Notably the model gives correctly the negative peak of mean stream-wise acceleration at y + ≈ 7, which is a viscous effect. That shows that the acceleration model together with a RANS model including the boundary layer is able to describe this effect, despite the absence of ad-hoc low-Re terms in the stochastic model. Profiles of acceleration variance (Fig. 2) reveal a qualitative overall agreement, although larger discrepancies are found for the model concerning the variance accelerations. In particular, a slight overestimation of the stream-wise variance is present, even though the value found is within the experimental error bars. More pronounced, the model displays the peak of the spanwise and cross-stream components around the same position, whereas experiments and DNS show some variability. Nevertheless, at their respective peaks, the standard deviation of acceleration is larger than the magnitude of the mean acceleration for all sets, indicating that the present stochastic model is already able to reproduce the main features of the acceleration fluctuations that govern the dynamics near the wall.
Figures 3a-b show y and z components of the acceleration correlation tensor ρ ij calculated at different initial wall distances y + 0 . The agreement is satisfactory, showing that the stochastic model fairly reproduce both the inhomogeneity and the anisotropy of the flow, since all components are different and the decorrelation-time changes with the distance. Some small differences for small time-displacements, notably in the near-wall region, can be traced back to the presence of a white noise in the acceleration process which overlooks short-memory effects. Figure 4 shows the probability distribution function (PDF) of the three acceleration components. All curves present very long tails corresponding to extremely high acceleration events usually associated to intermittency ). Once again, the model reproduces well the experimental and DNS results. In particular, the model captures well the skewness of the acceleration, displaying a positive skewness for the cross-stream component and a negative one for the stream-wise one. The tails of the extreme events (P < 10 −4 ) appear slightly over-predicted by the model for the streamwise component. However statistical error in this range is significative.
Discussion and Conclusions
In this work, we have developed a novel stochastic model including fluid particle acceleration for general non-homogeneous turbulent flows. This model generalises both previous propositions for acceleration in isotropic flows and the velocity-based models for non-homogeneous flows, and is compared against experiments and DNS in a channel-flow. To deal with the fluid averages in the coefficients, we have used a hybrid RANS/PDF approach, typically used in realistic computations, where average velocity and Reynolds stress are computed in a Eulerian framework. In particular, we have chosen the ellipticrelaxation Reynolds-stress model to get a fair agreement between the RANS fields and the experimental ones. As for the proposal of the stochastic model, it is derived using Kolmogorov theory and the moment equations for the covariance of the velocity and acceleration. The use of this hybrid formulation with the inclusion of the acceleration should bring some of the effects related to the viscous terms, and present results are also useful to disentangle which effects are obtained in this way and which remains to be introduced with more complex closures. The overall behaviour of the model is remarkable showing that it captures most of the features revealed by experiments, and notably is capable to model correctly the anisotropy of the flow. The average acceleration is in agreement with experiments and DNS. The Lagrangian autocorrelation given by the model reproduces correctly the time-scale and the non-homogeneous effects.
Interestingly, also the pdfs are fairly well captured, displaying skewness, anisotropy and far-from-gaussian tails. In homogeneous turbulence, the very wide tails of the acceleration PDF are associated to intermittency (Mordant et al. (2001) ). In order to reproduce these features in stochastic models of homogeneous turbulence, a multiplicative component is added in the noise term to take into account the fluctuations of the dissipation rate that are often assumed to follow log-normal statistics and to have a rather long correlation time close to T L (Pope & Chen (1990) ; Mordant et al. (2002) ; Reynolds (2003) ; Zamansky et al. (2010) ). Our model does not have such a multiplicative term in eq. (2.3). However, the term B incorporates the dissipation rate which varies in space along the particle trajectory due to the inhomogeneity of the flow. It is thus a multiplicative term only related to inhomogeneity and not on stochastic fluctuations of . It appears here that this contribution is enough to reproduce the wide tail PDFs of the acceleration components. This confirms on one hand that in wall flows most of the extreme events are related to non-homogeneity (Lee et al. 2004) , and on the other hand shows that the present model is able to capture the main statistical features of the near wall structures which are responsible of the intermittency.
In order to enhance further the performances, improvements would be: (a) to add intermittency effects in the turbulent dissipation (Pope 2000) and/or in the acceleration (Lamorgese et al. 2007); to improve the velocity model with a non-null matrix G a ij in eq. (2.2), which would allow to retrieve full consistency (Chibbaro & Minier 2011; Minier et al. 2014) and further improve the Reynolds-stress. In conclusion, we believe that the present form of the stochastic model is adequate to model wall flows in realistic case and should be the starting point to develop an acceleration-based model for inertial particles.
Appendix A. Numerical scheme
Writing equations (2.1)-(2.3) as dX = A dt + BX dt + D dW(t), we take the matrix coefficients A, B, D frozen during a time-step ∆t to obtain analytical solutions using the integrating factor e −Bt . Therefore, the scheme reads as: 
