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Multi-Stage Blind Clustering Equaliser 
S. Chen, S. McLaughlin, P.M. Grant and B. Mulgrew 
Abstract -A multi-stage blind clustering algorithm is pro- 
posed for  equalisation  of  multi-level quadrature amplitute 
modulation (M-$AM)  channels.  A hierarchical decomposi- 
tion divides the task of equalising a high-order QAM chan- 
nel into much simpler sub-tasks.  Each sub-task can be ac- 
complished fast and reliably  using a blind clustering algo- 
rithm derived originally  for  4-QAM  signals.  The constant 
modulus algorithm (CMA) is used as a benchmark to assess 
this multi-stage blind equaliser. It is demonstrated that the 
new blind algorithm achieves much faster convergence and is 
very  robust when input symbols are not sufficiently white. 
This multi-stage  clustering  equaliser  only  requires slightly 
more computations than the CMA and, like  the latter, its 
computational  complexity does not increase as the levels of 
digital symbols increase. 
I.  INTRODUCTION 
Blind equalisation techniques can be classified into three 
categories.  The first  class of  blind  adaptive schemes con- 
structs a transversal equaliser using various Bussgang al- 
gorithms [1]-[3].  Most of  the practical emphasis has been 
focused on the schemes known as Godard’s algorithms. In 
particular, the CMA has a very simple computational re- 
quirement and is widely applied to high-order &AM signals 
[4],[5].  The second class of blind adaptive schemes identifies 
a channel model using techniques of higher-order cumulants 
[6]-[8], and then designs an equaliser based on the channel 
model obtained. This second class of  blind equalisers, al- 
though very general and powerful, requires extensive com- 
putation. The third class of blind equalisers employs some 
joint  channel  and data estimation  technique  to approxi- 
mate the maximum likelihood sequence estimation [9]-[11], 
which is computationally very expensive. 
For 4-&AM  signals, Karaoguz and Ardalan [12] derived 
a  blind  equaliser  based  on  maximizing  the  a-posteriori 
(MAP) probability density function (p.d.f.) of the equaliser 
output subject to the equaliser weights, and demonstrated 
its superior performance over some of the well-known blind 
equalisers. Karaoguz and Ardalan’s algorithm, referred to 
as the soft decision-directed  blind  algorithm in  [12], is a 
Bussgang-type algorithm well fitted to the finite nature of 
digital symbol constella.tion. To avoid any confusion, this 
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algorithm will be referred  to as the blind clustering algo- 
rithm. 
The present study extends the blind clustering algorithm 
to M-&AM  (A4  > 4) signals.  A  straightforward applica- 
tion of  this blind  algorithm to M-&AM  signals may not 
be  a  good  idea  and this  is  explained  in simple geomet- 
ric  terms.  Such a direct extension  can further encounter 
the difficulty of increased complexity. By decomposing the 
task  of reconstructing  the data constellation  into appro- 
priate sub-tasks, a multi-stage blind clustering  procedure 
is derived.  Because each sub-task is very easy to achieve, 
this blind adaptive algorithm can accomplish fast conver- 
gence. Furthermore, its complexity does not increase as the 
levels of  the data increase, and is always equal to that of 
the 4-&AM case. The performance of the multi-stage blind 
clustering equaliser is compared with that of the CMA us- 
ing simulated channels. 
11.  BLIND  EQUALISATION 
Consider the baseband model of a digital communication 
channel characterized  by  a finite impulse response  (FIR) 
filter. The received signal is given by 
where  n  is  the length  of  the  channel  impulse response, 
ai  =  aiR + jair  are  the  complex  channel  tap weights, 
the complex symbol sequence s(k) = s~(k)  +  jsr(k)  is as- 
sumed to be independently identically distributed  (i.i.d.), 
e(k) = eR(k)  +  jer(k)  is an i.i.d. complex Gaussian white 
noise with  E[ei(k)]  = E[e;(k)]  = c:, and  E[.] denotes 
the expectation operator.  The symbol constellation is M- 
&AM defined by 
where Q = 
has a FIR structure defined as 
= 2L, and L  is an integer.  The equaliser 
m-I 
(3) 
where m is the order of the equaliser and is assumed  to 
be  large enough, and wi = W~R  + jwi~  are the complex 
equaliser weights. The equaliser has a delay d % m/2. 
A family of  blind  adaptive  algorithms called  Godard’s 
algorithms  [a] adjusts  the equaliser  weight  vector  w  = 
[WO  . . .  wm-1IT  by minimizing the cost function 
(4) 
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using a gradient  algorithm, where  q  is  a positive integer 
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known  as the CMA  [3], which  is  by  far the most popu- 
lar blind equaliser  for  high-order  QAM constellations.  It 
has a computational complexity comparable to that of the 
least mean square algorithm. The CMA is designed tjo pe- 
nalize deviations of  the equaliser  output from a constant 
modulus.  Although M-QAM  symbols do not fall on  the 
circle of  radius 6,  it is known that Jz(w) is minimized 
at the weight solution which restores  the signal constella- 
tion. Under certain conditions, the CMA converges to this 
solution subject to a possible  phase shift.  An  important 
assumption to guarantee this convergence is that the input 
symbol sequence s(k)  is i.i.d.. In some practical situations, 
this condition is violated and false convergence of the CMA 
can occur. A scenario of  this kind is described in [4]. 
111.  THE  BLIND  CLUSTERING ALGORITHM 
When  the equaliser  weights  have  been  correctly  cho- 
sen,  the  equaliser  output  can  be  expressed  as y(k)  = 
s(k -  d) + v(k), where  v(k) is  approximately  Gaussian 
white noise.  Thus when  the equalisation is accomplished, 
the equaliser output can be modelled approximately by M 
Gaussian clusters with means 
and an approximate covariance 
Denote  the  a-priori  probability  of  yqi  as  pql. 
posteriori p.d.f. of  y(/~)  is 
The  a- 
When the equaliser weights have not yet been set correctly, 
y(k) does not satisfy the model (7) of M  Gaussian clusters. 
However, from (7), a bootstrap optimization process can be 
formed to adapt the equaliser by  maximizing the criterion 
$w)  = E[~(w,y(k))].  Because  all the pql, 1 5 q,  1 5 Q, 
can be assumed to be equal, the criterion G(w) is equivalent 
to 
JdW) = E[Jc(w, Y(k))l  (8) 
with 
In practice, the equaliser weights are adapted according to 
dJc(w(k), Y(k)),  0  i _<  -  1,  Wi(k + 1) =  W(k)  +  p 
dWi 
(10) 
Karaoguz  and Ardalan [12] applied this blind equaliser to 
4-&AM  channels. 
L  -I 
Equaliser output 
Fig. 1.  Probability density function of a distorted 2-ary PAM signal 
before equalisation is achieved. 
A direct application of this algorithm to high-order &AM 
signals has some serious  drawbacks.  This is not just be- 
cause the complexity of  the algorithm increases  as M  in- 
creases.  Consider  the simplest case depicted in Fig.1, the 
case of  a real  channel  and  2-ary  pulse  amplitude modu- 
lation (PAM) symbols.  The gradient  of  Jc in  this case 
becomes 
(11) 
Referring  to Fig.1, when  the equaliser  output y  is closer 
to s2, the algorithm adjusts the weights  in  favour  of  sa 
as reflected  in the second  term of (11). But it is possible 
that the correct  decision may actually be si, and the al- 
gorithm also adjusts the weights towards this decision  as 
indicated by the first term in (11). It is clear that the algo- 
rithm is trying to find a compromise for the two conflicting 
factors.  In this simplest case, it is relatively  easy for the 
algorithm to achieve a correct equalisation. For high-order 
&AM signals, there are more conflicting factors to consider 
and convergence speed will generally be slow.  This prob- 
lem can also be viewed through the objective function (8). 
For a large M,  jc(w)  can be highly nonconvex and, there- 
fore, a gradient algorithm may have difficulties  in finding 
a desired solution. 
IV. THE  MULTI-STAGE  BLIND  CLUSTERING  ALGORITHM 
We propose  a multi-stage blind clustering procedure for 
high-order &AM signal constellations, which overcomes the 
difficulties  associated with high signal levels.  This blind 
equalisation procedure is best illustrated by considering the 
16-QAM  case, where  the overall equalisation objective is 
decomposed into the following two stages. 
In the first stage, a 4-cluster  model is adopted with the 
4  cluster  centres  being  S11  = -2  -  j2, Z~Z  = -2  + j2, 
521 = 2-j2  and 522 = 2+j2. The equaliser weights are ad- 
justed using this equivalent  "4-QAM"  model through the IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 43, NO. 2/3/4,  FEBRUARY/MARCH/APRIL  1995 
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(a) After stage one, equaliser outputs are classified 
into 4 clusters. 0  indicate 4 cluster centres. 
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(b) After stage two, the eye pattern is opened. o 
indicate 16-QAM constellation.  4>1  2 
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Fig.  2.  Illustration of  two-stage blind clustering algorithm for 16- 
QAM equalisation. 
gradient algorithm (10). The objective here is to achieve a 
roughly correct classification of equaliser outputs into the 4 
quadrants &,  1 5 i 5 4, in the complex plane as illustrated 
in Fig.2 (a). At the second  stage, the 16-cluster  model is 
adopted with the 16 cluster  means being sgl,  1 5 q,  d  5 4. 
This cluster  model is divided  into 4 sub-models, one for 
each 4.  If  the equaliser output is in Ii, the corresponding 
4-cluster  sub-model is used to adapt the equaliser weights 
via the gradient  algorithm (10).  The aim of  this stage 
is to reach  the correct  eye-open  solution as illustrated in 
Fig.2 (b). 
In 
general, the task of M-&AM  equalisation, where M = 22L, 
can be achieved using an L-stage  blind clustering equaliser. 
Because each stage can be accomplished easily, the overall 
convergence of  the equaliser  is achieved faster.  A further 
advantage is that the complexity of the algorithm does not 
increase as M  increases,  and is always comparable to the 
This clustering procedure  is  upwardly extendable. 
complexity of  the 4-&AM  case.  Since the equaliser weights 
are adapted using a 4-cluster  sub-model at each recursion 
via (10) this algorithm is only slightly more complex than 
the CMA. 
A good rule for selecting the value of p is that p should be 
less than half of  the distance between two adjacent cluster 
centres.  If  p is too large, a desired separation among clus- 
ters may not  be  achieved.  When a  too small p  is  used, 
the algorithm  attemps to impose a tight  control in  the 
size of  clusters  and may fail to do so.  Apart from these 
two extreme cases, the performance of the algorithm does 
not critically depend on the value of  p. Intuition suggests 
that the blind clustering  algorithm can achieve a desired 
equalisation in  the face of  insufficiently  white input  sig- 
nals.  A  consequence  of  non-white  input signals is  that 
the equaliser outputs no longer form circularly  distributed 
clusters  around symbol points.  However,  as long as these 
clusters  are sufficiently  separated, the correct  signal con- 
stellation is restored. 
(a) three-stage blind clustering, 5000 samples used in adaptation. 
(b) CMA, 10000 samples used in adaptation. 
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Fig. 3.  Performance  comparison  for a 64-QAM 24-Mbits/s microwave 
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Tap No.  Real  Imaginary 
0  0.0145  -0.0006 
1  0.0750  0.0176 
2  0.3951  0.0033 
3  0.7491  -0.1718 
4  0.1951  0.0972 
6  0.0575  -0.2096 
7  0.0655  0.1139 
9  0.0623  0.0085 
11  0.0294  -0.0049 
13  0.0091  0.0003 
15  0.0019  0.0027 
17  0.0006  0.0003 
18  0.0005  0.0000 
5  -0.2856  0.1896 
8  -0.0825  -0.0424 
10  -0.0438  0.0034 
12  -0.0181  0.0032 
14  -0.0038  -0.0023 
16  -0.0018  -0.0014 
-0.0008  -0.0001 
I  1  I  I  I 
4-  - 
*  i%* * 
3  P 
2-  - 
E  0-  - 
$;$a  2: 
-2  -  - 
-4  -  - 
V. PERFORMANCE  COMPARISON 
The performance  of  the multi-stage blind  clustering al- 
gorithm is compared with that of the CMA using two ex- 
amples.  The first example is a 64-&AM  24-Mbitsls  mi- 
crowave channel.  The transmission  pulse  has  a  raised- 
cosine characteristics with a rolloff factor 0.5. A three-path 
Rayleigh fading channel w(t) = co(t)u(t)  +  c~(t)u(t  -  TI)  + 
cz(t)u(t -  rz) is simulated with a fading rate 5 Hz, where 
u(t)  is the transmitter output and v(t)  is the channel out- 
put; TI NN T,/lO, r2 x T,/3 and T, is the symbol duration; 
and the root mean powers of the both real and imaginary 
components of  ci(t) are [0.7  0.6  0.51.  The signal to noise 
ratio (SNR) is 34 dB. Receiver outputs are sampled at sym- 
bol rate and passed  to an equaliser of  9 taps.  The three- 
stage blind clustering algorithm used 2000 samples for the 
stage one with p = 3.6,2000 samples for the stage two with 
p = 1.8, 1000 samples for the stage three with p = 0.7, and 
an adaptive gain p = 0.0003 for all the three stages.  Af- 
ter the above adaptation, the equaliser outputs are plotted 
in  Fig.3  (a), where  the stage-three  adaptation was kept 
on.  For the CMA, the adaptive gain had to be chosen as 
,U  = 0.1 x  to avoid divergence.  After an adaptation 
of  10000 samples, the equaliser outputs obtained with con- 
tinuous adaptation are shown in Fig.3 (b). 
The second example is a telephone channel listed in Ta- 
ble  I.  A  non-white  16-&AM  symbol sequence  is  gener- 
ated as follows.  A pseudorandom binary  sequence  of  a 
repetive  period  256  is generated,  and every four bits are 
converted into a 16-QAM  symbol. This is designed to sim- 
ulate the  case reported  in  [4].  The SNR was 24 dB and 
the equaliser had 23 taps. For the CMA, the adaptive gain 
was ,U  = 0.00001.  The equaliser outputs after the adapta- 
tion of  20000 samples are shown in Fig.4 (a), where it is 
seen that the CMA converged to a false solution.  For the 
two-stage  blind  clustering  algorithm, an adaptive gain of 
p = 0.002 were  employed for the both stages,  1500 sam- 
ples were  used in the stage one with a p  = 1.6, and 2000 
samples in the stage two with a p = 0.6.  After the adap- 
tation, the equaliser outputs are plotted in Fig.4 (b). The 
different sizes of  the clusters in Fig.4 (b) was due to non- 
equiprobable  16-QAM  symbol points.  As  expected,  the 
distributions of  the  clusters were  not  circular.  However, 
the correct signal constellation was restored. 
(a)  CMA, 20000 samples used in adaptation. 
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Fig. 4.  Performance comparison for a 16-QAM telephone channel 
with non-white input symbol sequence. 
VI.  CONCLUSIONS 
A novel multi-stage blind clustering algorithm has been 
presented €or equalisation of  high-order &AM channels. It 
has been shown that the multi-stage blind clustering algo- IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 43, NO. 2/3/4,  FEBRUARY/MAKCH/APRIL  1995  705 
rithm offers significant improvement  in performance over 
the CMA at the cost of  slightly increased  computational 
complexity.  This new  blind  adaptive  algorithm has been 
shown to be very robust in the presence of  non-white input 
symbol sequence. 
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