The performance of ballistic target interception is critically dependent on the performance of the target state estimation. The estimation performance then strongly depends on the accuracy of the measurement model. The Gaussian uncertainty distribution has commonly been used for representing the statistical properties of sensor noise, due to its mathematical simplicity and effectiveness. However, seeker sensor measurements are often corrupted by glint noise which is highly non-Gaussian, and conventional Gaussian filtering algorithms are known to show unsatisfactory performance in the presence of glint noise. This research proposes the use of a particle filter for ballistic target tracking in a glint noise environment. The target tracking performance of the particle filter is compared with that of the extended Kalman filter.
I. Introduction
ALLISTIC target interception requires extremely high accuracy due to the need to achieve kinetic kill. The sensors employed in a typical interceptor system include seeker and inertial navigation system. The seeker can be considered to be the central component in the sensing system, which provides relative position information about the target. The seeker characteristics critically affect the accuracy of target estimation, and influence the overall interception performance.
The seeker is generally modeled as a nonlinear angle sensor with additive Gaussian noise. Most of the existing research has been focused on dealing with the nonlinearity due to the representation of the target position relative to the interceptor in polar coordinates, while ignoring the non-Gaussian nature of the measurement noise. A relatively limited amount of research has been directed toward the filter design incorporating more realistic seeker model with the non-Gaussian noise characteristics.
The major component of the non-Gaussian noise disturbances in target tracking is radar glint noise. It arises due to interference between two or more reflections from the target surface, and induces a distortion in the shape of the propagating wavefront and angular errors which corrupts the seeker's line-of-sight measurements 1 . Glint noise causes random wandering of the center of reflection along the length of the target, which leads to noisy angle measurements.
When the target is a fairly long distance away, the glint noise may be negligible. However, the glint noise produced by the target at a short range can be significant. Since the filter accuracy in the terminal phase is crucial for successful interception, the glint noise will be a critical factor that affects the overall interception performance.
Glint noise has a heavy tailed non-Gaussian distribution with frequent outliers. Traditional Kalman filter algorithms, which assume Gaussian noise environments, are known to show poor performance in the presence of heavy tailed non-Gaussian noise 2 . The particle filter (PF) 3, 4 , on the other hand, does not require any restrictive assumption on the noise distribution, and thus has a great potential for the present filtering application. The PFbased algorithms were once thought to be computationally prohibitive for practical applications or online
II. Glint Noise Modeling
Glint noise arises due to interference between the reflections from the target surface and induces angular errors in line-of-sight measurement, particularly for radar seekers 1 . It has distinctive statistical characteristics which are quite different from white Gaussian noise. A body of literature exists on target tracking with glint noise and several glint noise models are available 2, [5] [6] [7] [8] [9] [10] . Fig. 1 shows a typical glint noise record from actual BQM-34A glint signature measurements 5 .
Fig. 1 Actual glint noise record
In Fig. 1 , a number of random spikes indicate that the corresponding uncertainty distribution would be heavy tailed, unlike a typical Gaussian distribution. For a successful target state estimator formulation and its numerical simulation and validation, an accurate and reliable glint model is required.
The glint models considered in research literature include: 1) the statistical glint model based on Student's t distribution 8 , 2) the mixture of two Gaussian distributions 2 , and 3) the mixture of a Gaussian distribution and a Laplacian distribution 9 . Among these three models, the statistical model is the most sophisticated one based on a detailed glint signal analysis. The latter two based on the mixture of two statistical distributions are simpler and represented in computationally more efficient forms. For the comparison between these three glint noise models, quantile-quantile (Q-Q) plots are used. Q-Q plots are useful for graphically visualizing the difference between any two distributions. That is, if two data sets are from the same distribution, all the points in the Q-Q plot will fall approximately along a straight line. Specifically, the Q-Q plots in Fig. 2 compare the Gaussian distribution (i.e., normal distribution) and the distribution of each glint noise model. In this case, the Q-Q plot is also called the normal probability plot. The degree of discrepancy between a straight line and each curve in Fig. 2 represents the degree of non-Gaussianness for each candidate glint model. As can be seen in Fig. 2 , all three models capture non-Gaussian characteristics of glint noise. Each of the three models was verified to be able to provide a time history that appears to be quite similar to the actual record shown in Fig. 1 . For the present research, it is proposed to use a mixture of Gaussians which is computationally the most efficient among the three models in the development of the filter. The mixture distribution is represented as:
where  is the glint probability. 
III. Equations of Motion
In this research, a 6-DOF nonlinear aerodynamic model is used to generate realistic 3D trajectories of a reentering ballistic target. For online recursive filtering, the Wiener process acceleration (WPA) model is employed as the filter's motion model, and three measurements channels are assumed to be available, consisting of a range and the two bearing angles in azimuth and elevation.
A. 6-DOF Ballistic Target Model
The equations of motion for 6-DOF rigid body dynamics in the body-fixed frame 11 provide a basic framework to represent the generalized system dynamics of a ballistic target.
Force equilibrium along the body axes yield:
where X, Y and Z are the external forces acting on the ballistic target, and m is the target mass. The variables u, v and w are the velocities and p, q and r are the angular velocities in body-fixed coordinates. Moment equilibrium about the body axes produces: 
Here, the mass moment of inertia matrix is assumed to be about the principal axes (i.e., the matrix is diagonal), and I y =I z for a body that is symmetric along the x-axis. Given the external forces and moments (i.e., X, Y, Z, L, M, N), the linear and angular velocities in body-fixed coordinates (i.e., u, v, w, p, q, r) can be calculated, and they can be integrated to yield the position and orientation in the earth-fixed frame (i.e., x, y, z) through the Euler angle transformation.
The forces and moments acting on the target during reentry arise from the Earth's gravity and aerodynamics, and a number of aerodynamic derivatives are used to represent the aerodynamic forces and moments 1, 12 . These derivatives depend on the assumed geometry of the target. Fig. 4 illustrates the block diagram for computing 6-DOF motion trajectories.
Fig. 4 6-DOF simulation diagram B. Motion and Measurement Models for Online Estimation
Several target models are available for tracking reentering ballistic targets 13, 14 . In this research, instead of using an advanced motion model, a relatively simple model, called the Wiener process acceleration (WPA) model, is used to focus more on the filter's performance in handling the glint noise. The WPA model shown in Eqn. (4) is one of the most commonly used wide-band models for describing motions of physical systems Institute of Aeronautics and Astronautics   5 where n (•) is white Gaussian noise. x, y and z represent the target position in the Earth-fixed Cartesian coordinate system. The model assumes that the time derivative of the acceleration, called the jerk, can be represented as whiteGaussian processes. This model is commonly used and known to be effective for tracking a non-maneuvering or slowly maneuvering target.
Denote { x r , y r , z r } the relative position of the target with respect to the interceptor.
x m , y m and z m represent the position of the interceptor missile. For simplicity, the position of the interceptor is assumed to be directly provided to the filter.
Three measurement channels including a range and two bearing angles are assumed to be available. The error components of the bearing measurement include a non-Gaussian glint noise and a receiver noise that can be effectively modeled as Gaussian. The glint noise is basically a bright spot wandering along the target body and its angular error is known to be inversely proportional to the range 1 . Consequently, the seeker's bearing measurements in the elevation axis can be represented as:
where z  is the relative elevation angle measurement from the seeker sensor, n G, is the glint noise, and n  is the Gaussian receiver noise. A similar expression can be obtained for the seeker's bearing measurement in the azimuth
The range measurement is assumed to be corrupted by Gaussian noise. Then, the resulting measurement equation including both range and bearings can be written in state-space form as: 
IV. Particle Filter Implementation
The key idea of the particle filter (PF) is to represent the system uncertainty distributions using a cloud of particles instead of the state estimate and error covariance matrix. The PF formulation is based on the Monte-Carlo simulation technique. However, the PF incorporates a specific process, called resampling, to choose more important high-weighted particles and to discard lower weighted particles. Although the approach taken by the PF may not be mathematically aesthetic, it imposes virtually no restrictive assumptions on the system dynamics or uncertainty distributions. Consequently, it can provide excellent results in highly nonlinear dynamic systems with non-Gaussian noise sources. In particular, the PF can be much more effective for a system whose uncertainty distribution is not unimodal, i.e., the probability distribution has more than one peak, than filters like the EKF and UKF which approximate any uncertainty as a unimodal Gaussian distribution function. However, the PF algorithm is computationally intensive, and may not be amenable to real-time application in high-dimensional systems, unless they are implemented on suitable high-performance computing hardware.
Several algorithmic variants of the PF exist. In this research, a formulation of the standard PF based on sampling importance resampling (SIR) is employed, whose algorithm is outlined in Table 1 . Table 1 ,
represents the set of N particles at time k. The first "for" loop describes the sampling process from the transition probability defined by the system dynamics and process noise characteristics. The importance weights are normalized in the second loop, and the resampling is performed in the third loop.
Here, the state transition probability, p(x k |x k-1 ) is defined by the filter's system dynamics in Eqn. (4) , and the importance weights across the particles are determined by the probability p(z k |x k ) which is the likelihood based on the measurement equation in Eqn. (6) . It may be worthwhile to be a little more specific on how to compute the likelihood considering the presence of a non-Gaussian glint noise.
As shown in Eqn. (6), three measurement channels are available. By assuming conditional independence between these three measurement noise components, the likelihood for each particle can be calculated as:
where z  , z  , and z  are the elevation angle, the azimuth angle, and the range measurement at time k, respectively. The noise for the range measurement is assumed to be Gaussian distributed, and thus the associated likelihood can be represented as:
where   is the standard deviation of the Gaussian range measurement noise, and ζ  is the computed range based on the state estimate by the i th particle. The bearing angle measurements are assumed to be corrupted by both Gaussian and glint noises. With the glint probability , denote G1 and G1 the standard deviations which define the glint noise distribution as a mixture of two Gaussians, as described in Eqn. (1) . The sum of two Gaussian random variables yields another Gaussian random variable whose variance is the sum of the variances of the individual variables. Therefore, the likelihood for the elevation angle measurement can be expressed by: 
Here, ζ  is the estimated relative range to the target, and the glint noise magnitude varies inversely with respect to ζ  . In an extreme case, if the target is an infinite distance away from the seeker, the effect of the glint noise becomes negligible and Eqn. (11) reduces to the likelihood by the Gaussian receiver noise.
In the same manner, the likelihood for the azimuth can be represented as 
The product of Eqns. (10)- (12) gives the likelihood for each particle. The importance weights of all the particles are determined by the likelihood values, followed by the normalization of the weights. The resampling is performed by drawing a new set of particles by replacement considering the weight distribution across all the particles.
V. Tracking Simulations
An advanced filtering technique which effectively handles system nonlinearities and non-Gaussian measurement noise can potentially improve the accuracy of target state estimation. For the present study, the particle filter (PF) algorithm is proposed as a solution approach. An extended Kalman filter (EKF) is implemented to serve as the baseline filter for performance comparison.
A. Simulation Settings
The physical specifications for a conical reentry vehicle 15 are used in the present study. Table 2 describes the parameters of this vehicle. Given the tabular data of aerodynamic coefficients varying with Mach number, the normal and axial force coefficients are computed based on the speed and altitude, and then converted into the aerodynamic derivatives.
The ballistic target is assumed to be non-rotating and non-maneuvering, and hence provides smooth free-fall trajectories accelerated/decelerated by gravity and aerodynamic force. It is assumed that the target is initially located at x = 10 (km), y = 0 (km) and z = 10 (km) and falls with the speed of 2 (km/s) and the descent angle of 20 (deg), which is illustrated in Fig. 5 . The interceptor missile is assumed to approach the target at the constant speed of 0.72 (km/s). The measurement noise parameters of the seeker sensor are assumed to be 
Fig . 6 shows a typical angle measurement error profile corrupted by both Gaussian receiver noise and nonGaussian glint noise. The level of non-Gaussian spike-like glint noise increases rapidly with time as the interceptor missile approaches the target. Fig. 7 shows sample screenshots from a PF simulation with 1000 particles. Initially, the particles are randomly distributed over a large region as shown in Fig. 7 (a) . As more sensor measurements are provided to the filter, the spread of the particles that represent the position uncertainty rapidly shrinks as shown in Fig. 7 (b) . Note that the line connects the observer and the measured target position. See Fig. 8 for the description of the notation used in the simulation plots. 
Fig. 8 A zoomed-in screenshot with the notations used in the images
It is well known that PF performance is dependent on the number of particles employed for the filter. In general, the more particles are used, the higher accuracy and better performance that can be expected. This performance improvement is accompanied by a higher computational cost. Two cases of PF simulations, one with 1000 particles and another with 10000 particles, have been performed and compared with the simulation result by an EKF.
C. Filter Performance Comparison
Since stochastic filter simulations involve random numbers, multiple simulations with different sequences of random numbers were carried out in order to get statistically meaningful results. An EKF and two PFs with different number of particles are considered for comparison. A total of 20 simulations have been carried out for each filter, and the position root-mean-square (RMS) errors from the simulations are descibred in Fig. 9 and Fig. 10 . All of the 20 error trajectories for each filter are shown altogether in Fig. 9 , and the averaged position RMS errors and 3 (i.e., : standard deviation) values are shown in Fig. 10 . The EKF provides satisfactory performance with reasonably small steady-state errors when the interceptor is at some distance away from the target: however the error increases rapidly in the vicinity of the target interception point. On the contrary, the PF errors are relatively insensitive to the range and become smallest near the target. In particular, the PF with 10000 particles shows approximately comparable performance to that of EKF during the approach phase, but clearly outperforms the EKF in terms of the terminal performance. For easier comparison, the mean position RMS error statistics during the final second is plotted in Fig. 11. (a) Mean position RMS errors (b) 3 values
Fig. 11 Error comparison between EKF and PFs
The position RMS error and associated uncertainty sharply increase near the final contact point where the effect of non-Gaussian glint noise is considerable (see Fig. 6 ). However, the PFs show relatively consistent performance until the last moment. The accuracy and reliability of the PFs are dependent on the employed number of particles, and the size of the error can be reduced by increasing the number of particles. Fig. 11 shows that the PF with 10000 particles provides significantly improved performance than the PF with 1000 particles. For a more explicit quantitative comparison between the filters, the error statistics over different time windows have been calculated and presented in Table 4 and visualized as a bar chart in Fig. 12 . Although a thousand particles do not seem to be enough to beat the performance of the EKF, the PF with 10000 particles provides almost comparable performance even when the effect of glint noise is not significant. As the interceptor approaches the target, the performance advantage of the PFs becomes more evident, and clearly outperforms the EKF in terms of the terminal performance. Even higher accuracy and performance improvement can be expected to be achieved by further increasing the number of particles, which, of course, incurs an increased computational cost. 
VI. Conclusions
This research focused on demonstrating the feasibility and benefits of the particle filtering technique for ballistic target tracking problems with non-Gaussian glint noise. Some distinct benefits of the particle filter have been demonstrated and confirmed through numerical simulations.
Basically, when an interceptor vehicle is a large distance away from the target, an EKF can provide reasonably good tracking performance. Since the sensor nonlinearity and the effect of non-Gaussian glint noise are weak, the fundamental EKF assumptions of linearized dynamics and Gaussian noise approximations are reasonable and valid. However, tracking errors may increase rapidly in the vicinity of the target where the effect of glint noise becomes significant. Hence, a practically viable interception strategy with an EKF is likely to be dead-reckoning without measurement update over the final meters to the target, which may deteriorate the overall interception performance, particularly for a highly maneuvering target.
On the other hand, the PF can provide consistent filtering performance throughout the entire tracking period until the interception point due to its essential capability and flexibility to deal with any type of error distribution. However, the major difficulty in using a PF lies in its high computational cost. Because of this, online particle filtering was considered infeasible for practical applications until recently.
However, with the advent of low-cost, high-performance computing technology, real-time particle filtering now appears to be a feasible and attractive option even for moderately complicated estimation problems once were thought to be computationally prohibitive. Hence, future research efforts will need to be directed towards developing and implementing effective particle filtering methodologies for practical engineering applications (e.g., real-time capable particle filter-based target tracking systems) based on the state-of-the-art technology in high performance computing.
