For n ∈ N, let h(n) denote the number of simplicial complexes on n vertices up to homotopy equivalence. Here we prove that h(n) ≥ exp(exp(0.004n)) when n is large enough. Together with the trivial upper bound of 2 2 n on the number of labeled simplicial complexes on n vertices this proves a conjecture of Kalai that h(n) is doubly exponential in n.
Introduction
In [9] , the present author defines T d (G) for d ≥ 2 and G a finite abelian group to be the smallest integer n so that there exists a d-dimensional simplicial complex X on n vertices with the torsion part of H d−1 (X) (denoted H d−1 (X) T ) isomorphic to G. The main result in [9] is the upper bound in the following theorem. The lower bound was previously known due to [5] .
Theorem (Theorem 1.1 from [9] ). For every fixed d ≥ 2, there exist constants c d and C d so that for any finite abelian group G,
Another formulation of this result is that for every d ≥ 2, there exists a constant C d so that for every n, every abelian group G of size at most exp(n d /C d d ) is realizable as the torsion subgroup of the (d − 1)st homology group for some simplicial complex on n vertices. If we let h(n, d) for n, d ∈ N denote the number of d-dimensional simplicial complexes on n vertices up to homotopy type, the main result of [9] implies that h(n, d)
. Therefore if h(n) denotes the number of homotopy types of simplicial complexes on n vertices without restriction on the dimension, then we have that log h(n) grows faster than any polynomial in n.
The question of the number of homotopy types of simplicial complexes on n vertices appears on MathOverflow as a question of Vidit Nanda [8] , where Gil Kalai conjectures [6] that the number of homotopy types of simplicial complexes on n vertices is doubly exponential in n.
Here we modify the argument from [9] to work in the case that d tends to infinity, and in doing so we are able to prove the following theorem.
Theorem 1.
For n large enough, h(n) ≥ exp(exp(0.004n)). Theorem 1 is better than one could hope to prove by taking, for example, the approach of counting the possible sequences of Betti numbers for a simplicial complex on n vertices. Indeed if X is a simplicial complex on n vertices then for all 0 ≤ i < n,
and β i = 0 for i ≥ n. Thus the number of possible sequences of Betti numbers for a simplicial complex on n vertices is upper bounded by 2 n 2 . Our approach also gives a better lower bound than one obtainable by counting the number of possible fundamental groups for a simplicial complex on n vertices, as this would be upper bounded by 2 n 3 . Moreover, the lower bound in Theorem 1 is best possible in the sense that we obtain log log h(n) = Θ(n). An upper bound which proves this comes from the trivial upper bound of 2 2 n for the number of labeled simplicial complexes on n vertices. An improved upper bound comes from the well-known fact that the nth Dedekind number M (n) counts the number of labeled simplicial complexes on n vertices, and [7] shows that log M (n) ≤ (1 + o(1)) n ⌊n/2⌋ .
To prove our main result, we will prove the following extension of the main result of [9] . That is we show that C d from Theorem 1.1 of [9] can be improved to be O(d).
Theorem 2. For d large enough and for every finite abelian group G,
Proof of Theorem 1 from Theorem 2. From Theorem 2, we have that for every d large enough, every finite abelian group G of size at most exp(exp(d)) is realizable as H d−1 (X) for X a ddimensional simplicial complex on at most 91ed vertices. Now suppose that n is large enough, and let d = n/(91e). Then every abelian group of size at most exp(exp(n/(91e))) can be realized as H d−1 (X) for X a d-dimensional simplicial complex on n vertices (add isolated vertices to get up to n, if necessary). In particular at least exp(exp(0.004n)) finite cyclic groups contribute to a different homotopy type of simplicial complexes on n vertices implying Theorem 1.
Note that in the proof above and in other proofs below we will implicitly treat certain real numbers as integers; to simplify the notation we suppress floor and ceiling symbols.
Construction of simplicial complexes with prescribed torsion in homology
Here we briefly review the proof of the main result of [9] . We will modify certain parts of this proof in the proof of Theorem 2, but the idea is the same. There are two steps to the proof in [9] , for fixed d the two steps are:
1. Find a constant K which depends only on d so that for any finite abelian group G, one may build an "initial construction" X = X(G), a d-dimensional simplicial complex on at most K log |G| vertices with the degree of the 1-skeleton of X bounded a constant depending only on d, and with
2. Given G build the initial construction X from Step 1. Using the probabilistic method, in particular the Lovász Local Lemma, find a proper coloring c of the vertices of X having at most 18K 8 d 6 d |V (X)| colors so that no two (d − 1)-dimensional faces of X receive the exact same set of colors on their vertices. The "final construction" denoted (X, c) is a quotient of X determined by the coloring c and proves the upper bound in the theorem.
Formally, the first step appears as Lemma 2.1 in [9] , and we restate it below but first we reintroduce some notation from [9] .
If X is a simplicial complex, we denote by skel i (X) the set of i-dimensional faces of X and for nonnegative integers i and j, we denote by ∆ i,j (X) the maximum of degree of an i-dimensional face in j-dimensional faces. That is
We denote by ∆(X) the maximum over i and j of ∆ i,j (X).
Lemma 1 (Lemma 2.1 from [9] ). For every d ≥ 2, there exists a constant K depending only on d so that for every finite abelian group G there is a d-dimensional simplicial complex X on at most K log 2 |G| vertices with ∆(X) ≤ K − 1 and
For the proof of this lemma, the present author shows that it easily reduces to the case that G is a finite cyclic group and then for G = Z/mZ describes a construction called the sphereand-telescope construction. As an example, Figure 1 , reprinted from [9] , shows the space one would build for G = Z/25Z and d = 2. The idea is, for G = Z/mZ, to construct a space which has a "repeated squares presentation" for G as a presentation of the torsion part of its (d − 1)st homology group. If m = 2 n0 + 2 n1 + · · · + 2 n k , we start by attaching n k ≤ log 2 (m) copies of the mapping cylinder for the degree-2 map from S d−1 to S d−1 . These copies of S d−1 correspond to generators of the (d − 1)st homology group which we denote γ 0 , γ 1 , ..., γ n k . The mapping cylinders between them give us the relators 2γ 0 = γ 1 , 2γ 1 = γ 2 , ..., 2γ n k −1 = γ n k . Finally, the relevant copies of S d−1 are attached to the boundaries of holes removed from a d-dimensional sphere to give the relator γ n1 + γ n2 + · · · + γ n k = 0. The sequential nature of attaching triangulated copies of the degree-2 mapping cylinder implies that that portion of the construction (the telescope) has bounded degree regardless of m. For the multipunctured sphere [9] finds an infinite sequence T 0 , T 1 , T 2 , ... of triangulations of S d , so that the degree of the 1-skeleton is uniformly bounded across all T i by a constant depending only on the dimension, but |V (
Figure 1: The topological space which we triangulate in our construction for G = Z/25Z and d = 2
From this initial construction and toward defining the quotient we need for the second step, [9] defines the pattern complex of a simplicial complex as follows Definition 1 (Definition 2.2 from [9] ). If X is a simplicial complex with a coloring c of V (X) we define the pattern of a face to be the multiset of colors on its vertices. If c is a proper coloring, in the sense that no two vertices connected by an edge receive the same color, we define the pattern complex (X, c) to be the simplicial complex on the set of colors of c so that a subset S of the colors of c is a face of (X, c) if and only if there is a face of X with S as its pattern.
For a proper coloring c of a simplicial complex X, (X, c) is a quotient of X. Moreover, if X is d-dimensional and c gives a unique pattern to every (d − 1) dimensional face of X, then the torsion part of H d−1 (X) is the same as that of H d−1 ((X, c) ). This appears as Lemma 2.3 in [9] . Thus after building the initial construction, the final step is to color the vertices by a proper coloring so that no pair of (d − 1)-dimensional faces receive the same pattern. This is accomplished by Lemma 2.4 of [9] which makes use of the probabilistic method, in particular the Lovász Local Lemma, for its proof. 
Proof of Theorem 2
The strategy for the proof of Theorem 2 will be the same as the strategy for the main result of [9] . For [9] , it sufficed to have constants in the statements and proofs that depended on d, without actually computing those constants. In the present situation, we need to understand how these constants depend on d. However, our proof of Theorem 2 is not simply going through the proof from [9] and determining how C d depends on d. Taking such an approach directly to the proofs in [9] , one would find that C d grows exponentially in d, far from what we need to prove Theorem 2. Now, by taking a more careful consideration of the bounds in the proof of the main result of [9] one could show that C d can be improved to O(d 7 ) giving that h(n) ≥ exp(exp(cn 1/7 )) for some constant c. To prove Theorem 2, however, we need to change both the initial construction and the final construction in order to get a new C d which grows linearly with d. As in the case of [9] , the initial construction is more technical and so we start by describing the final construction. Therefore, we start with a new version of Lemma 2 which we will use to find a certain quotient of our initial construction. Before we prove this we briefly sketch the proof of Lemma 2 in order to highlight the differences in the proof of Lemma 3. As in [9] , we will make use of the Lovász Local Lemma which we state here as it appears in [1] :
.., A n be events in an arbitrary probability space. Suppose that each event A i is mutually independent of all the other events A j but at most t, and that
Sketch of the proof from [9] of Lemma 2. The strategy of the proof of Lemma 2 in [9] is to find three colorings c 1 , c 2 , and c 3 each satisfying certain properties and then the product c = (c 1 , c 2 , c 3 ) will satisfy all the properties that we need. In this proof sketch all implied constants depend only on d. The first coloring c 1 is simply a proper coloring of X using O(1) colors and comes from the bounded degree condition on X.
The second coloring c 2 is not a proper coloring in general, but does satisfy that for any pair σ, τ of (d − 1)-dimensional faces that intersect one another, the pattern on σ and the pattern on τ are different. The coloring c 2 is shown to exist and to have O(1) colors using the Lovász Local Lemma.
Finally, we use the Lovász Local Lemma a second time to find a third coloring c 3 using
n) colors which satisfies the property that every pair σ, τ of (d − 1)-dimensional faces that are disjoint from one another receive distinct patterns. Now c = (
colors, and will be a proper coloring in which no two (d − 1)-dimensional faces receive the same pattern.
Proof of Lemma 3. Unlike the proof of Lemma 2, we begin by assuming there is a coloring c on K colors which is proper and which has no two intersecting (d − 1)-dimensional faces receiving the same pattern. For c ′ , which handles the disjoint (d − 1)-dimensional faces, we will take the product of c with a second coloring c 2 found using the Lovász Local Lemma by considering the random process of coloring every vertex independently from a set of (3eL 2 n)
colors. Moreover, we will also use the fact that we have colored the vertices properly by c. For a vertex-disjoint pair of (d − 1)-dimensional faces (σ, τ ), let A σ,τ be the event that σ and τ receive the same pattern by the coloring c ′ = (c, c 2 ) (unlike the proof of Lemma 2, we will not have that no two disjoint faces receive the same pattern by c 2 alone, only that they will not receive the same pattern by the product of the two colorings). If σ and τ receive different patterns by c, then c 2 is irrelevant to guaranteeing that they do not receive the same pattern by c ′ . Thus we only have to consider vertex-disjoint pairs (σ, τ ) where σ and τ receive the same pattern by c. Since c is a proper coloring of V (X (1) ) we have that the identical colorings of σ and τ induce a bijection ϕ : V (σ) → V (τ ) by sending each vertex in σ to the unique vertex in τ that received the same coloring under c. Thus σ, τ receive the same pattern by c ′ if and only if for every v ∈ σ, c 2 (v) = c 2 (ϕ(v)). For each v, this occurs with probability (3eL
Now, we need to bound the number of (σ ′ , τ ′ ) which have A σ,τ not independent from A σ ′ ,τ ′ . This is bounded above by 2dL(Ln/d) = 2L 2 n (pick one of the at most dL faces σ ′ which share a vertex with σ, then pick any of the at-most Ln/d faces for τ and multiply by two since we may reverse the role of σ and τ ). Now, we have
so the Lovász Local Lemma applies. Thus there is a coloring c 2 , so that the resulting product c ′ of c and c 2 has that no two (d − 1)-dimensional faces receive the same pattern.
Now we just need to find K, L, and n from a colored sphere-and-telescope construction in order to apply Lemma 3 to prove Theorem 2. We will prove the following theorem regarding the initial construction. Even beyond specifying a certain initial coloring of the vertices, the construction is not identical to the construction in [9] ; changes need to made in order to prove Theorem 2.
Lemma 4. Let d ≥ 2 be an integer. Then for every finite abelian group
And moreover there exists a proper coloring of V (X) using at most 10d + 10 colors so that no pair of intersecting (d − 1)-dimensional faces receive the same pattern.
Before we prove this we will use it to prove Theorem 2.
Proof of Theorem 2. Fix d and G. We apply Lemma 3 to the initial construction X for G given by Lemma 4 with K = 10d + 10, L = 2(3 d d) + 3d 3 , and n ≤ 182d 4 log |G|. Thus there exists a coloring of X satisfying the conclusion of Lemma 3 having at most
colors. As d tends to infinity, this approaches 10d(9 log
enough this is at most 91d log 1/d |G|. The pattern complex with respect to this coloring proves Theorem 2.
Proof of Lemma 4
In this section we construct a sphere-and-telescope construction similar to the construction in [9] , though with a few small, but critical, differences. Moreover, as we go through the construction we will keep track of the relevant bounds in the statement of Lemma 4. We first show that we can restrict to the case that G is a cyclic group. Thus the goal of this section will be to prove the following lemma. 
Proof of Lemma 4 from Lemma 5. Fix d ≥ 2 and G
For each m i , let X i be the colored d-dimensional simplicial complex from Lemma 5 colored by the set of colors {1, 2, ..., 10d + 10}. Now take X to be the disjoint union of all the X i to get a complex which satisfies the conclusion of Lemma 4, since
Recall from [9] or from Section 2, that the sphere-and-telescope construction for d ≥ 2 and Z/mZ is built in pieces. First, there are segments that are attached together end-to-end to build the telescope, and then the telescope is attached to an appropriately chosen triangulation of a multipunctured sphere S d . We will briefly review the necessary steps to attach these building blocks together in a way that makes homology of the resulting space easy to compute from the homology of the pieces. Specifically, we will alway attach building blocks A and B together in a way that canonically identifies some homology classes of A with some homology classes of B.
In order to do this we will geometrically represent each relevant homology class by a d-simplex boundary and then we will attach A to B along these simplex boundaries. The technical details are more fully described in Section 5 of [9] , but we restate some of the lemmas and proofs to make this paper as self-contained as possible. We start with the definitions that we need in order to associate homology classes canonically with oriented simplex boundaries and in order to state the lemmas.
Definition 2 (Definition 5.2 from [9] ). Let A be an oriented simplicial complex. For S a subcomplex of A, we say that S is coherently ordered with respect to the orientation on A (or just coherently ordered when A and its orientation are clear from context) provided that there is an ordering v 1 , ..., v k of the vertices of S so that the orientation of each face of S induced by this ordering on the vertices matches its orientation in A. We say that the ordering v 1 , ..., v k is a coherent ordering of S.
Definition 3 (Definition 5.3 from [9]). Let
Given two complexes A and B, S ⊆ B, and f : S → A a simplicial injection, the space A ⊔ f B is defined by taking the disjoint union of A and B and identifying x with f (x) for all x ∈ S. This is called attaching B to A along S via f , and is a fairly standard construction which is described in Chapter 0 of [3] . Just as in [9] , throughout the present construction, we will be attaching building blocks in this way in the case that S is a disjoint union of d-simplex boundaries. Observe that by attaching A to B in this way, we have
Therefore we may consider Y 1 and Y 2 separately. The lemma below allows us to attach them to one another and get Z/mZ, for m = 2 n1 + 2 n2 + · · · + 2 n k where 0 ≤ n 1 < n 2 < n 3 < · · · < n k , as the torsion subgroup of the (d − 1)st homology group. Lemma 6 (Lemma 5.5 from [9] ). Fix d ≥ 2, and let (n 1 , ..., n k ) be a list of k nonnegative integers with n 1 < n 2 < · · · < n k . Suppose that Y 1 is a connected, oriented, simplicial complex with
where each τ i is coherently represented by a d-simplex boundary denoted Z 
Note that the initial formulation of Lemma 5.5 in [9] only says that Y 1 is attached to Y 2 , but the proof clearly indicates that they are attached via f :
Z ni , so we add that to the statement above.
Regarding the coloring of the initial constuction, recall the definition of the square of a graph H. The square of a graph H is the graph H ′ on V (H) so that any two vertices which are at distance 1 or 2 from each other in H are connected by an edge in H ′ . Observe that if Y is a simplicial complex and c is a proper coloring of the square of the 1-skeleton of Y , then c is a proper coloring of Y (1) and for every i > 0, no pair of intersecting i-dimensional faces in Y receive the same pattern by c. Our coloring of the initial construction X will therefore be obtained by properly coloring the square of the 1-skeleton of X. Toward finding such a coloring we introduce the following notation:
Let H be a graph on n vertices, for each vertex v ∈ V (H) and i ∈ N, let B i (v) = {w ∈ V (H) | dist(v, w) ≤ i}, and let
The constuction of the telescope portion Y 1 is identical to its construction in [9] . For G = Z/mZ, the telescope portion Y 1 of the initial construction will satisfy
and
In order to keep this paper as self-contained as possible we state the necessary lemmas and give the construction of Y 1 from the lemmas whose proofs appear in [9] . Recall from Section 2 that Y 1 is build in segments. The following lemma is the construction of one of these segments, denoted P (d). We sketch the proof in order to explicitly describe the construction of P (d) as we will need |V (P (d))| and ∆ 0,(d−1) (P (d)) in the construction of Y 1 , but omit the details about assigning an orientation so that H d−1 (P (d)) has the described presentation. Sketch of the proof from [9] of Lemma 7. The complex P (d) is constructed by induction on the dimension. For P (2), we start with the triangulation of the real projective plane with 6 vertices, 15 edges, and 10 faces given by antipodal identification of the icosahedron, and then delete a single face. Explicitly, P (2) is the pure simplicial complex on vertex set {1, 2, 3, 4, 5, 6} with facets [1, 2, 6] , [1, 3, 6] , [2, 4, 6] , [3, 5, 6] , [2, 3, 4] , [2, 3, 5] , [1, 3, 4] , [1, 4, 5] , [1, 2, 5] . From the sketch of the proof of Lemma 7 we observe that |V (P (d))| = 2(d + 1) and
If we write m = 2 n1 + 2 n2 + · · · + 2 n k , for 0 ≤ n 1 < n 2 < · · · < n k then we build the telescope portion of our construction by attaching n k ≤ log 2 (m) copies of P (d) together end-to-end as in the following lemma whose proof we do include mostly as it appears in [9] , though we add the condition on B 2 (Y 1 ) to the statement and proof. Y 1 ) presented by γ 0 , ..., γ n | 2γ 0 = γ 1 , 2γ 1 = γ 2 , . .., 2γ n−1 = γ n where each γ i is coherently represented by a d-simplex boundary Z i so that the for all i = j, Z i ∩ Z j = ∅.
In order to prove the homology of Y 1 is correct we restate the main attaching lemma from [9] before proving Lemma 8. 
for all i ∈ {1, .., t} and j ∈ {0, ..., d}. Then A ⊔ f B is a simplicial complex and
Proof of Lemma 8. Fix n and d. Take n copies of P denoted P 1 , P 2 , ..., P n with
, a i coherently represented by d-simplex boundary α i and b i coherently represented by d-simplex boundary β i . Now use Lemma 9 to attach P i to P i+1 by the order-preserving simplicial homeomorphism f i : β i → α i+1 for every i ∈ {1, ..., n−1}. This results in a connected, oriented simplicial complex Y 1 which has
.., 2γ n−1 = γ n so that each γ i is coherently represented by a d-simplex boundary which are all vertex disjoint from one another. It is clear from the fact that we use n copies of P to build
). Furthermore no vertex belongs to more than two copies of P , and so
we observe that the way in which we attached the copies of P sequentially end-to-end implies that the 1-skeleton of Y 1 is a subgraph of the graph H obtained by taking n + 1 copies of the clique on d + 1 vertices denoted K 1 , K 2 , ..., K n+1 and then adding every edge between K i and
From Lemma 8 and the bounds on P (d) we have the bounds on Y 1 .
Construction of Y 2
While the construction of Y 1 is identical to how it appears in [9] , and we only sketch the proof again in order to bound B 2 (Y 1 ), for Y 2 we do need a different approach than the approach used in [9] as we will need B 2 (Y 2 ) to grow linearly with d. This is not the case in the original construction in [9] where the maximum edge-degree (that is ∆ 0,1 ) of Y 2 grows cubically in d.
The lemma we prove to construct Y 2 is given below and is a modified version of Lemma 5.7 from [9] . 
Proof. We will define a sequence of triangulations
and B 2 (T i ) ≤ 5d + 5 for all i, but with |V (T i )| → ∞ as i → ∞. The complex Y 2 will be obtained by finding an appropriately large triangulation of S d from this sequence and deleting k top-dimensional faces which are vertex-disjoint and have no edges from the vertices of one to the vertices of another. We define the sequence T i inductively. Let T 0 be the (d + 1)-simplex boundary with vertex set {v 0 , ..., v d+1 }. At step i ≥ 1, we perform a bistellar 0-move at the face [v i+1 , ..., v d+i+1 ] with a new vertex v d+i+2 . Recall that a bisteller 0-move (also known as stacking) at a d-dimensional face is defined, first in [10, 11] , as the retriangulation obtained by deleting the d-dimensional face and replacing it by the cone over its boundary. Figure 2 shows the first few steps in this triangulation process of the d = 2 case. The bistellar 0-move adds the face [v i+2 , ..., v d+i+2 ] to the complex so we may continue inductively. Now, when a vertex is introduced in this inductive process it has (d − 1)-dimensional-face-degree Now for each i define a graph Γ i with the vertices of Γ i equal to the d-dimensional faces of T i and (σ, τ ) an edge of Γ i if there is an edge in T i from some vertex of σ to some vertex of τ or if σ ∩ τ = 0. For every i, we have that the maximum degree of Γ i is at most
The 
.
Thus if we let
Then Γ i0 has an independent set of size 2k. This corresponds to a collection S of 2k topdimensional faces in T i0 which are all vertex-disjoint from one another and which have no edges between the vertices of one and the vertices of another. Since T i0 is a triangulated manifold with orientation induced by some ordering on the vertices there is a d-chain x = (x 1 , ..., x l ) (where l = | skel d (T i0 )|) with x j = ±1 for all j and ∂ d x = 0, where ∂ d denotes the top boundary matrix of T i0 . Without loss of generality at least half of the faces in S have coefficient −1 in x, let τ 1 , τ 2 , ..., τ k be a collection of k such faces. Delete these faces from T i0 to get Y 2 . Now we have
Figure 2: The first few steps of the triangulation described in the proof of Lemma 10 when d = 2
Finishing the construction
Proof of Lemma 5. Let d, m ≥ 2 be given. Write m = 2 n1 + 2 n2 + · · · + 2 n k with 0 ≤ n 1 < n 2 < · · · < n k . Using Lemma 8 we construct a complex
where each γ i is coherently represented by a d-simplex boundary all of which are vertex disjoint from one another and so that
Next, we use Lemma 10 to construct Y 2 with the following bounds:
and with
where each τ i is coherently represented by a d-dimplex boundary Z i , and so that for i = j, Z i ∩ Z j = ∅ and there are no edges from the vertices of Z i to the vertices of Z j . Finally, we use Lemma 6 to attach Y 1 to Y 2 in a way that identifies the oriented simplex boundary representing γ ni to the oriented simplex boundary representing τ i for every i to obtain X with
All that remains now is to properly color the initial construction X with at most 10(d + 1) colors in a way that no pair of intersecting (d − 1)-dimensional receive the same pattern. This is accomplished by applying a greedy coloring to the square of the 1-skeleton of X. It cannot be said that B 2 (X) ≤ 10(d + 1), however we can still properly color the square of the 1-skeleton of X using at most 10 
Concluding remarks
As we mentioned above, Theorem 1 is best possible in the sense that it shows that log log h(n) grows linearly with n. However, there is room for improvement in the constant of 0.004. In arriving at that bound of 0.004, we do make some effort to keep constants optimal. For example, we use the Lovász Local Lemma in the proof of Lemma 3. However, using a first moment argument we could prove that a coloring of the initial construction exists having at most K( One could perhaps improve the constant in the lower bound by counting all abelian groups of size at most exp(exp(d)). To prove Theorem 1 from Theorem 2, we only count cyclic groups of size at most exp(exp(d)). It is well known that for n ∈ N, one can count the number of abelian groups of order n by taking the prime factorization n = p , and then the number of groups of order n is π(e 1 )π(e 2 ) · · · π(e n ), where π is the partition-counting function. As this approach was not required to show log log h(n) = Θ(n), we did not attempt to compute any estimates on the improvement to the constant by this technique.
It is perhaps possible as well to improve the lower bound by finding an explicit way to color the vertices in the initial construction so that no pair of (d − 1)-dimensional faces receive the same pattern without using the probabilistic method. Such an explicit coloring would likely be useful if one wanted to count the number of torsion subgroups that are possible for a simplicial complex on some small, fixed number of vertices. The approach in proving Theorem 2 can be used to say, for example, that every abelian group of size at most 10 10 44 is realizable as the torsion subgroup of the H 20 (X, Z) for X a simplicial complex on one million vertices. It does not, however, tell us how many abelian groups are possible for the torsion subgroup of some homology group for a complex on, say, 15 vertices. However, interesting torsion can exist in small complexes. On 15 vertices, for example, there is a 6-dimensional simplicial complex X with H 5 (X) T ∼ = Z/165,841,047,289,951,021,717,964,882,959,277,572Z; this example is randomly generated from the torsion burst of the Linial-Meshulam model (for background on the torsion burst see [4] ). On the other hand it is not clear how many different groups are possible in H 5 (X) for X a simplicial complex on 15 vertices to lower bound h(15).
Finally, as Theorem 2 is an improvement on upper bound T d (G), it is worth considering what can be said about the lower bound on T d (G). As mentioned in [9] , the lower bound on T d (G) comes from the following theorem of Kalai.
Theorem (Theorem 4, part 1 of [5] ). If X is a d-dimensional simplicial complex on n vertices
From this theorem we have that
As d tends to infinity this lower bound approaches d e d log |G|.
Thus we restate Theorem 2 using the currently-known asymptotic bounds, and we have that 
