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Zusammenfassung
Mein Promotionsthema liegt in der Schnittmenge von Arithmetik und Funktionentheorie.
Es betrifft eine neue Methode, um elliptische Modulformen zu studieren. Elliptische
Modulformen sind seit einigen Jahrzehnten ein vielstudiertes Gebiet der reinen Mathematik
mit zahlreichen Verbindungen zu anderen mathematischen Objekten. Dies sind zum
Beispiel elliptische Kurven, quadratische Formen, Galoisdarstellungen sowie Objekte aus
der Codierungstheorie und Kombinatorik.
Es folgt nun eine Kurzbeschreibung des Themas dieser Arbeit:
Sei Γ eine Untergruppe von endlichem Index in der vollen Modulgruppe SL(2,Z) (z. B.
eine Kongruenzuntergruppe von SL(2,Z)). Dann operiert Γ von links auf H ∗ (= obere
Halbene H = {z ∈ C : ℑ(z) > 0} vereinigt mit den Spitzen P1(Q) = Q ∪ {∞}) durch
Mo¨biustransformationen:a b
c d
 z = a z + b
c z + d
,
a b
c d
 ∈ SL(2,Z), z ∈ H ∗.
Unter einer elliptischen Modulform vom Gewicht k ≥ 2 und der Stufe Γ versteht man eine
auf H und in den Spitzen holomorphe Funktion mit folgendem Transformationsverhalten:
f(z) = (c z + d)−k · f
(
a z + b
c z + d
)
fu¨r alle
a b
c d
 ∈ Γ.
Die Gesamtheit aller Modulformen vom Gewicht k und der Stufe Γ bildet einen endlich-
dimensionalen Vektorraum u¨ber C, den man mit Mk(Γ) bezeichnet. Mit Sk(Γ) bezeichnet
man den Teilraum der Spitzenformen. Einer Spitzenform ordnet man, durch Integration
entlang von Zyklen, ihre Perioden zu. Ein Satz von Eichler-Shimura identifiziert Vek-
torra¨ume von Modulformen mit Vektorra¨umen von Polynomen (Periodenpolynome). In
den 1980er Jahren haben sich vor allem Yu. I. Manin und D. Zagier mit diesen Perioden
bescha¨ftigt. Es gelang ihnen, die Aktion der Heckeoperatoren auf den Periodenra¨umen als
Aktion gewisser ganzzahliger 2× 2-Matrizen zu verstehen und die Spuren der Heckeopera-
toren auf eine ganz neue Weise zu berechnen. Zagier erha¨lt in [32] eine Spurformel mit
analytischen Mitteln, in dem er eine Formel aus [12] benutzt, die das Skalarprodukt zweier
Modulformen durch ihre Perioden ausdru¨ckt. In meiner Promotionsarbeit wird ebenfalls
das Ziel verfolgt, Spurformeln fu¨r Heckeoperatoren zu gewinnen. Der dafu¨r gewa¨hlte
Zugang ist rein algebraischer Natur und wesentlich allgemeiner, der im Kern auf einem
neuen, in dieser Arbeit entwickeltem Projektor auf den abstrakten Periodenraum basiert.
Erwartet werden Formeln fu¨r die Spur der Heckeoperatoren auf dem Raum Sk(Γ0(N))
der Spitzenformen vom Gewicht k ≥ 2 und der Stufe Γ0(N) (N ≥ 1) in Termen von
spezifischen diophantischen Gleichungen und Ungleichungen. Da sich diese Spurformeln
erheblich von den klassischen Spurformeln von Eichler-Selberg unterscheiden, ist
ein direkter Vergleich von großem Interesse. Das Vorbild fu¨r diesen Vergleich sollte die
schon erwa¨hnte Arbeit [32] von D. Zagier sein, dort wird der Fall der Stufe SL(2,Z)
behandelt, den wir in dieser Arbeit ausfu¨hrlich untersuchen. Zur erga¨nzenden Betrachtung
und historischen Einordnung der Thematik sei abschließend noch auf die Quellen [20],
[31], [11] und [19] hingewiesen.
Kapitel 1:
Abstrakte Periodenra¨ume
Als natu¨rliche Verallgemeinerung der Periodenra¨ume von Modulformen betrachten wir
in diesem Kapitel abstrakte Periodenra¨ume. Wir werden die Gruppenaktion der vollen
Modulgruppe untersuchen und als Hauptergebnis einen Projektor auf den Periodenraum
erhalten. Projektoren dieser Art spielen eine zentrale Rolle zur Gewinnung von Spurformeln
von Heckoperatoren, welche ausfu¨hrlich in den Folgekapiteln behandelt werden. Der
Eichler-Shimura-Isomorphismus charakterisiert elliptische Modulformen vollsta¨ndig durch
ihre Perioden. Die zugeho¨rigen Periodenra¨ume sind endlich-dimensionale Vektorra¨ume.
Wir werden am Ende dieses Kapitels die Projektoren auf Periodenra¨umen zur vollen
Modulgruppe Γ(1) fu¨r ein beliebiges Gewicht k > 2 und zu den Kongruenzuntergruppen
der Form Γ0(p) fu¨r eine Primzahl p > 3 und Gewicht 2 untersuchen.
§1. Grundlagen
Mit Γ oder Γ(1) (oder auch Γ1) bezeichnen wir die volle Modulgruppe, d. h. die (nicht-
kommutative, unendliche) Gruppe SL(2,Z) aller 2× 2-Matrizen γ =

a b
c d

 u¨ber Z der
Determinante det(γ) = a d− b c = 1. Die Matrix I =

1 0
0 1

 ist das neutrale Element
von Γ, welches wir auch ha¨ufig als 1 schreiben. Nach [28, S. 81] hat Γ die wohlbekannte
Pra¨sentation
Γ =
〈
S, T : S4 = I, (TS)3 = S2
〉
,
1
[Kap. 1 - §1] Abstrakte Periodenra¨ume 2
wobei
T =def.
1 1
0 1
 und S =def.
0 −1
1 0
 .
Man erkennt leicht, daß T unendliche Ordnung und S endliche Ordnung 4 hat. Sei
weiterhin
U =def. T S =
1 −1
1 0
 ,
dann hat U Ordnung 6, und nach [28, Seite 11] ko¨nnen wir die Modulgruppe auffassen
als amalgamiertes Produkt der Form
Γ = 〈S〉 ∗〈−I〉 〈U〉 ∼= Zupslope4Z ∗Zupslope2Z
Zupslope6Z. (1.1)
Daher hat jedes Element γ ∈ Γ die Gestalt
γ = ±I Sα Uα1 S Uα2 S · · ·S Uαk Sω (1.2)
fu¨r eindeutig bestimmte Exponenten 0 ≤ α, ω ≤ 1 und 1 ≤ αj ≤ 2 (1 ≤ j ≤ k).
Unter der Wortla¨nge von γ verstehen wir die natu¨rliche Zahl
l(γ) =def. α+ ω + (k − 1) +
k∑
j=1
αj . (1.3)
Fu¨r die weiteren Betrachtungen seien ein Ko¨rper K der Charakteristik 0 und ein K [Γ]-
(Rechts-) Modul A gegeben. Das heißt, daß A ein (endlich-dimensionaler) K-Vektorraum
mit einer linearen Rechtsaktion des Gruppenringes K [Γ] =
⊕
γ∈ΓK γ ist, so daß fu¨r alle
a, b ∈ A, ki ∈ K und γ, γi ∈ Γ die folgenden Rechenregeln gelten:
(1) a
∣∣∣1 = a,
(2) (a+ b)
∣∣∣γ = a∣∣∣γ + b∣∣∣γ,
(3) a
∣∣∣ n∑
i=1
ki γi =
n∑
i=1
ki
(
a
∣∣∣γi).
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Wir fordern außerdem, daß −I stets trivial auf A operiert.
Bemerkung. Es ist zu beachten, daß −I =
−1 0
0 −1
 trivial auf A operiert, aber
−1K
1 0
0 1
 = −
1 0
0 1
 als Element des Gruppenringes K[Γ] als Multiplikation mit
−1 ∈ K zu lesen ist.
Bemerkung. Da −I trivial auf A operiert, betrachtet man statt der Modulgruppe Γ auch
oft die zugeho¨rige projektive Modulgruppe PSL (2,Z). Diese kann als freies Produkt der
zyklischen Gruppen der Ordnung 2 und 3 aufgefaßt werden, d. h.:
PSL (2,Z) = Γupslope〈−I〉 ∼= Zupslope2Z ∗ Zupslope3Z.
Eine zentrale Rolle spielen jene Elemente aus A, die die sogenannten Periodenrelationen
erfu¨llen.
(1.4) Definition. Der Teilraum
W (A) =def
{
a ∈ A : a∣∣(1 + S) = a∣∣(1 + U + U2) = 0}
von A heißt abstrakter Periodenraum.
Um den Apparat der Gruppencohomologie anwenden zu ko¨nnen, werden wir die Elemente
aus W (A) cohomologisch als 1-Cozyklen mit gewissen Zusatzeigenschaften interpretieren.
Bevor wir dies jedoch tun, erinnern wir an den Begriff des coinduzierten Moduls (vgl. z. B.
[10, Chap. 4, p. 36] oder [3, Chap. V, p. 67]).
(1.5) Definition. Ist Γ′ eine Untergruppe von Γ, und A′ ein Γ′-Modul, so ko¨nnen wir A′
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den (bis auf Isomorphie eindeutig bestimmten) coinduzierten Γ-Modul
CoindΓΓ′ (A
′) =def. HomZ[Γ′]
(
Z[Γ], A′
)
=
{
f : Γ→ A′ | f(γ δ) = f(γ)∣∣δ, ∀ γ ∈ Γ, ∀ δ ∈ Γ′}
zuordnen. Die (Rechts-) Aktion von Γ auf CoindΓΓ′ (A
′) wird wie folgt definiert:
(
f
∣∣γ) (δ) =def. f(γ δ), γ, δ ∈ Γ.
Wir deuten nun A, unter Restriktion, als K[〈−I〉]-, K[〈S〉]- und K[〈U〉]- Modul resp. Die
zugeho¨rigen coinduzierten K[Γ]-Moduln sind dann:
M(A) =def. Coind
Γ
〈−I〉 (A) = {f : Γ→ A : f(−γ) = f(γ), ∀γ ∈ Γ} ,
M1(A) =def. Coind
Γ
〈S〉 (A) =
{
f : Γ→ A : f(γ S) = f(γ)
∣∣∣S, ∀γ ∈ Γ} ,
M2(A) =def. Coind
Γ
〈U〉 (A) =
{
f : Γ→ A : f(γ U) = f(γ)
∣∣∣U, ∀γ ∈ Γ} .
Fu¨r die so gewonnenen K[Γ]-Moduln gibt es eine kurze exakte Sequenz, die wir nun in
zwei Schritten herleiten. Dazu bemerken wir, daß die direkte Summe M1(A)⊕M2(A) ein
K[Γ]-(Rechts-) Modul ist, wobei die Aktion durch (f, g)
∣∣∣γ = (f ∣∣∣γ, g∣∣∣γ) gegegen ist.
(1.6) Proposition. Die Abbildung
β : M1(A)⊕M2(A) −→M(A),
definiert durch
β(f, g) =def. f − g, f ∈M1(A), g ∈M2(A),
ist surjektiv.
Beweis. Es ist leicht zu sehen, daß die Abbildung β kompatibel mit der Gruppenaktion
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ist, denn fu¨r r =
∑
γ∈Γ kγ γ ∈ K[Γ] gilt β((f, g)
∣∣∣r) = β((f ∣∣∣r, g∣∣∣r)) = f ∣∣∣r − g∣∣∣r =
(f − g)
∣∣∣r = β(f, g)∣∣∣r. Die Wohldefiniertheit von β, also f − g ∈M(A), folgt nun wegen
S2 = −I = U3, denn fu¨r f ∈M1(A) gilt f(γ) = f(γ)
∣∣∣S2 = f(γ∣∣∣S2) = f(−γ) und analog
g(γ) = g(γ)
∣∣∣U3 = g(γ∣∣∣U3) = g(−γ) fu¨r g ∈ M2(A). Die Surjektivita¨t zeigen wir durch
Induktion in der Wortla¨nge l(γ) der Elemente γ ∈ Γ, dargestellt wie in 1.2. Dazu sei
h ∈M(A) beliebig vorgeben. Wir legen die Werte f(I) = f(−I) und g(I) = g(−I) derart
fest, daß h(I) = f(I) − g(I) erfu¨llt ist. Sei die Relation h(γ) = f(γ) − g(γ) fu¨r alle
γ ∈ Γ der La¨nge l(γ) ≤ n fu¨r ein festes n ≥ 1 bereits erfu¨llt. Jedes Element aus Γ der
La¨nge n+ 1 hat dann die Gestalt γ S oder γ U mit l(γ) = n. Im ersten Fall setzen wir
f(γ S) =def. f(γ)
∣∣∣S und dann g(γ S) =def. f(γ S) − h(γ S). Im zweiten Fall setzen wir
g(γ U) =def. g(γ)
∣∣∣U und dann f(γ U) = h(γ U) + g(γ U). Insgesamt haben wir auf diese
Weise Abbildungen f ∈M1(A), g ∈M2(A) mit der Eigenschaft h = f − g gefunden. Diese
sind eindeutig durch die Werte f(I), g(I) gegeben. (Durch Festlegung von f(I) erha¨lt
man g(I) wegen g(I) = f(I)− h(I).) 
(1.7) Satz. Sei
α : A −→M1(A)⊕M2(A)
definiert durch
α(a) =def.
(
γ 7→ a∣∣γ, γ 7→ a∣∣γ), a ∈ A, γ ∈ Γ, (1.8)
dann ist
0 // A
α
// M1(A)⊕M2(A) β // M(A) // 0
eine kurze exakte Sequenz von K [Γ]-(Rechts-) Moduln.
Beweis. Aus der Definition und der Proposition folgt sofort, daß α, β wohldefiniert sind,
α injektiv, β surjektiv und im(α) ⊆ ker(β) ist. Sei umgekehrt (f, g) ∈ M1(A) ⊕M2(A)
und β(f, g) = 0, dann gilt f = g und somit f, g ∈M1(A)∩M2(A). Setzt man f(I) = a, so
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folgt f(γ) = f(I)|γ = a|γ aus den Eigenschaften von M1(A), M2(A) und der Darstellung
1.2, also (f, g) ∈ im(α) und damit im(α) = ker(β). 
Die im weiteren Text benutzten Begriffe aus der Gruppencohomologie kann man z. B. in
[3], [4], [10] und [22] finden.
Die kurze exakte Sequenz des letzten Satzes liefert uns eine lange exakte Sequenz in der
Gruppencohomologie:
0 // AΓ
α
//
(
M1(A)⊕M2(A)
)Γ β
// M(A)Γ
δ
// H1 (Γ, A) // · · ·
Dabei haben wir H0(Γ, A) = AΓ (AΓ ⊆ A ist die Gruppe der Fixpunkte unter der Aktion
von Γ.), und analog fu¨r alle weiteren Moduln, sowie
H1(Γ, A) = Z
1(Γ, A)
/
B1(Γ, A)
benutzt. H1(Γ, A) ist die Faktorgruppe der Gruppe Z1(Γ, A) aller 1-Cozyklen, d. h. aller
Abbildungen f : Γ→ A mit
f(γ1 γ2) = f(γ1)
∣∣γ2 + f(γ2), ∀ γ1, γ2 ∈ Γ,
modulo der Untergruppe aller 1-Cora¨nder B1(Γ, A), d. h. aller Abbildungen f : Γ→ A,
die sich in der Form
f(γ) = af
∣∣(γ − 1)
fu¨r ein af ∈ A schreiben lassen. (Jeder 1-Corand ist automatisch ein 1-Cozyklus, denn
af |(γ1 γ2 − 1) =
(
af | (γ1 − 1)
)|γ2 + af |(γ2 − 1).)
Bemerkung. Aus der Definition folgt sofort, daß jeder 1-Cozyklus ϕ ∈ Z1(Γ, A) auf
dem neutralen Element verschwindet, denn es gilt ϕ(I) = ϕ(I · I) = ϕ(I)
∣∣∣I + ϕ(I), also
0 = ϕ(I)− ϕ(I) = ϕ(I). Da −I trivial auf A operiert, folgt weiter 0 = ϕ((−I) · (−I)) =
ϕ(−I)
∣∣∣− I + ϕ(−I), also ϕ(−I) + ϕ(−I) = 0, aber i. Allg. nicht ϕ(−I) = 0.
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Wir ko¨nnen die lange exakte Sequenz auch in einer modifizierten Weise aufschreiben.
Dazu beno¨tigen wir die na¨chsten beiden Sa¨tze.
(1.9) Satz. ([3, Chap. III, Corollary 10.2, p. 84]) Sei A ein K[G]-(Rechts-) Modul und G
eine endliche Gruppe, deren Ordnung in A invertierbar ist, dann gilt Hi(G,A) = 0 fu¨r
alle i > 0.
(1.10) Shapiros Lemma. Sei Γ′ eine Untergruppe von Γ und A′ ein K[Γ′]- (Rechts-)
Modul, dann gibt es fu¨r jedes i ≥ 0 einen kanonischen Isomorphismus:
Hi
(
Γ,CoindΓΓ′ (A)
)
∼−→ Hi(Γ′, A′).
(1.11) Mayer-Vietories-Sequenz. Die Sequenz
0 // AΓ // A〈S〉 ⊕A〈U〉 // A δ // H1 (Γ, A) // 0
ist exakt.
Beweis. Die Aussage folgt wegen
(
M1(A)⊕M2(A)
)Γ ∼= A〈S〉 ⊕A〈U〉, M(A)Γ ∼= A〈−I〉 = A
und
H1
(
Γ,M1(A)⊕M2(A)
) ∼= H1(〈S〉, A)⊕H1(〈U〉, A) = 0.

In [28] findet man die Verallgemeinerung der angegebenen Mayer-Vietories-Sequenz fu¨r
beliebige Gruppen der Form G = G1 ∗G12 G2.
(1.12) δ-Homomorphismus. Die U¨berga¨nge Hi(Γ,M(A)) −→ Hi+1(Γ, A) in der langen
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exakten Cohomologiesequenz sind durch den zugeho¨rigen δ-Homomorphismus (Ver-
bindungshomomorphimus) gegeben. Dessen allgemeine Konstruktion ist etwa in [22]
nachzulesen. Fu¨r unsere Betrachtungen ist insbesondere von Interesse:
δ : M(A)Γ −→ H1(Γ, A).
Startet man mit a ∈ A, dann wird dadurch eine auf ganz Γ konstante Funktion fa ∈
M(A)Γ mit Wert a definiert. Da β surjektiv ist, gibt es (f, g) ∈ M1(A) ⊕M2(A), so
daß β(f, g) = f − g = fa gilt. Fu¨r beliebiges γ ∈ Γ gilt, unter Ausnutzung, daß β ein
Γ-Homomorphismus ist: β((f, g)
∣∣∣(γ − 1)) = β(f, g)∣∣∣γ− β(f, g)∣∣∣ =fa∣∣∣γ− fa = fa− fa = 0.
Also liegt (f, g)
∣∣∣(γ − 1) = (f ∣∣∣γ − f, g∣∣∣γ − g) in ker(β) = im(α). Daher gibt es ein aγ ∈ A,
so daß (f
∣∣∣γ − f)(σ) = (g∣∣∣γ − g)(σ) = f(γσ)− f(σ) = aγ∣∣∣σ fu¨r alle σ ∈ Γ gilt. Setzt man
σ = 1 ein, so folgt aγ = f(γ)− f(1). Die Abbildung γ 7−→ aγ = f(γ)− f(1) ist dann ein
1-Cozyklus aus Z1(Γ, A). Der Verbindungshomomorphismus ist dann gegeben durch:
δ(a) = δ(fa) = γ 7−→ [aγ ] = f(γ)− f(1) +B1(Γ, A).
(1.13) Definition. Ein 1-Cozyklus ϕ : Γ −→ A heißt parabolisch, falls ϕ(T ) = 0 und
ϕ(−I) = 0 gilt. Die Gruppe aller parabolischen 1-Cozyklen bezeichnen wir mit
H1c = Z
1
c .
Parabolische 1-Cozyklen werden unter anderem in [12], [24] oder [33] eingefu¨hrt. Sie stehen,
wie der na¨chste Satz zeigt, in direktem Zusammenhang mit den Perioden von A, die aus
dem Kontext der Theorie der elliptischen Modulformen stammen und diese vollsta¨ndig
charakterisieren (Eichler-Shimura-Isomorphismus). Die auftretenden Periodenra¨ume sind
alle endlich-dimensional.
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Mit Blick auf den na¨chsten Satz halten wir fest, daß die parabolischen 1-Cozyklen
ϕ : Γ −→ A die folgenden Gleichungen fu¨r beliebige γ ∈ Γ erfu¨llen:
• ϕ(T γ) = ϕ(T )
∣∣∣γ + ϕ(γ) = ϕ(γ),
• ϕ(−I γ) = ϕ(−I)
∣∣∣γ + ϕ(γ) = ϕ(γ).
(1.14) Satz. Die kanonische Abbildung
H1c (Γ, A) −→W (A), ϕ 7−→ ϕ(S)
ist ein (K-Vektorraum-) Isomorphismus.
Beweis. Die Abbildung ist wohldefiniert. Um dies einzusehen, mu¨ssen wir fu¨r ϕ(S) die
Periodenrelationen nachweisen. Es gilt ϕ(S)
∣∣∣(1 + S) = ϕ(S)+ϕ(S)∣∣∣S = ϕ(S2) = ϕ(−I) =
0 und ϕ(S)
∣∣∣(1 + U + U2) = ϕ(TS)∣∣∣(1 + U + U2) = ϕ(U)+ϕ(U)∣∣∣U+ϕ(U)∣∣∣U2 = ϕ(U2)+
ϕ(U)
∣∣∣U2 = ϕ(U3) = ϕ(−I) = 0. Der Cozyklus ϕ ist bereits vollsta¨ndig durch seinen Wert
an der Stelle S festgelegt. Sei also ϕ(S) = 0, dann folgt wegen ϕ(T ) = 0, ϕ(−I) = 0 und
der Cozykluseigenschaft von ϕ die Injektivita¨t, denn gegebenenfalls ist ϕ(γ) = 0 fu¨r alle
γ ∈ Γ. Zur Surjektivita¨t vergleiche man [12, Chap. 2.4, Lemma 8]. 
Definition. Mit Γ∞ bezeichnen wir die von den beiden Matrizen ±T erzeugte Untergruppe
von Γ, d. h.:
Γ∞ = 〈±T 〉.
Damit la¨ßt sich Z1c (Γ, A) auch deuten als die Gruppe aller 1-Cozyklen, die eingeschra¨nkt
auf die Gruppe Γ∞ unter der Restriktionsabbildung trivial sind, d. h.:
H1c (Γ, A) = ker
(
Z1(Γ, A) −→ Z1(Γ∞, A)
)
.
Wir erhalten damit, als Spezialfall von [12, Lemma 1, p. 251], die spa¨ter noch nu¨tzliche
exakte Sequenz:
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0 // H0(Γ, A) // H0(Γ∞, A) // H
1
c (Γ, A)
oo

H1(Γ, A) // H1(Γ∞, A) // H
2
c (Γ, A) // 0
(1.15)
Zur Formulierung der na¨chsten Aussagen betrachten wir weitere Teilra¨ume von A.
(1.16) Definition.
Aα =def. ker(T − 1) = AΓ∞ = H0
(
Γ∞, A
)
,
Aω =def. im(T − 1),
Ac =def.
{
a ∈ A : a∣∣(S − 1) ∈ Aω}.
Der folgende Satz gibt Aufschluß daru¨ber, welche Elemente beim U¨bergang von A
zur ersten Cohomologiegruppe H1 = Z1/B1 via δ-Homomorphismus auf jene Klassen
abgebildet werden, die von parabolischen 1-Cozyklen aus Z1(Γ, A) repra¨sentiert werden.
(1.17) Proposition. Fu¨r jedes a ∈ A gilt a
∣∣∣(S − T ) ∈ Aω ⇐⇒ a∣∣∣(S − 1) ∈ Aω ⇐⇒
a
∣∣∣(1− S) ∈ Aω.
Beweis. a
∣∣∣(S − T ) ∈ im(T − 1) ⇔ ∨b∈A a∣∣∣(S − T ) = b∣∣∣(T − 1) ⇔ ∨b∈A a∣∣∣S − a∣∣∣T =
b
∣∣∣T − b ⇔ ∨b∈A a∣∣∣S − a = b∣∣∣T + a∣∣∣T − b − a ⇔ ∨b∈A a∣∣∣(S − 1) = (b+ a)∣∣∣(T − 1) ⇔
a
∣∣∣(S − 1) ∈ im(T − 1). Die zweite A¨quivalenz gilt, da die Inversenbildung a 7−→ −a ein
Automorphismus auf Aω ist. (
∨
ist der Existenzquantor ∃.) 
(1.18) Satz. Der Raum Ac besteht aus allen Elementen a ∈ A mit δ(a) ∈ H1p(Γ, A),
wobei
H1p (Γ, A) =def. im
(
H1c (Γ, A) −→ H1(Γ, A)
)
. (1.19)
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Beweis. Sei fa : Γ −→ A die konstante Abbildung γ 7−→ a ∈ A, dann existiert ein Paar
(f, g) ∈M1(A)⊕M2(A) mit f − g = fa, wobei f, g eindeutig bis auf ein Element aus α(A)
bestimmt sind. Nach Bemerkung 1.12 ist dann δ(a) = δ(fa) =
[
γ 7−→ f(γ)− f(1)], d. h.
jeder 1-Cozyklus ϕ ∈ δ(a) hat die Form γ 7−→ f(γ)− f(1) + b∣∣(γ − 1) fu¨r ein b ∈ A. Sei f
derart gewa¨hlt, daß f(1) = 0 gilt, dann folgt g(1) = −a und damit δ(a) = [γ 7−→ f(γ)].
Weiterhin ist δ(a)(U) = δ(a)(T S) = f(T S) + af
∣∣(T S − 1). Andererseits gilt a =
f(T S)−g(T S) = f(T S)−g(1)∣∣T S = f(T S)+a∣∣T S, also a∣∣(1−T S) = f(T S) = f(T )∣∣S.
Da −S−1 = S gilt und −I trivial auf A operiert, folgt daraus durch Multiplikation beider
Seiten mit S−1 die Gleichung
f(T ) = a
∣∣(S − T ).
Damit haben wir gezeigt, daß ϕ genau dann parabolisch ist, wenn ein b ∈ A mit
0 = ϕ(T ) = f(T ) + b
∣∣∣(T − 1) = a∣∣∣(S − T ) + b∣∣∣(T − 1) (1.20)
existiert. Dies ist aber, unter Zuhilfenahme von 1.17, genau dann erfu¨llt, wenn a
∣∣∣(S − 1) ∈
Aω = im(T − 1) gilt. 
(1.21) Bemerkung. Fu¨r jeden parabolischen 1-Cozyklus ϕ ∈ δ(fa) erha¨lt man b ∈ A aus
der Gleichung
ϕ(S) = b
∣∣(S − 1),
denn mit den Bezeichnungen aus dem Beweis gilt ϕ(S) = f(S) + b
∣∣∣(S − 1), wobei
f(S) = f(1)
∣∣∣S = 0 wegen f(1) = 0 folgt.
(1.22) Definition. Die Untergruppe H1p (Γ, A) von H
1(Γ, A) heißt parabolische Cohomo-
logiegruppe, es gilt:
H1p (Γ, A)
∼= Z1c(Γ,A)
/(
Z1c (Γ, A) ∩B1(Γ, A)
)
.
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(1.23) Bemerkung. Das Diagramm
A
δ
// H1(Γ, A)
Ac
OO
δ
// H1p (Γ, A)
OO
ist kommutativ, wobei die vertikalen Pfeile die kanonischen Inklusionen darstellen.
§2. Bernoulli-Operatoren
Die in diesem Abschnitt betrachtete Klasse von Operatoren spielen eine zentrale Rolle
bei der Gewinnung der Projektoren des anschließenden Abschnittes.
(1.24) Definition. Unter einem Bernoulli-Operator versteht man einen linearen Operator
B : Aω −→ A, so daß
a
∣∣∣B (T − 1) = a, ∀ a ∈ Aω
gilt. (D. h. B (T − 1) ist die Indentita¨t Aω −→ Aω.)
(1.25) Proposition. Fu¨r jeden Bernoulli-Operator B : Aω −→ A existiert genau eine
lineare Abbildung λB : A −→ Aα mit der Eigenschaft:
1 + λB =
(
T − 1)B auf A.
Beweis. Wir definieren λB auf A durch a
∣∣∣λB =def. a∣∣∣(T − 1)B − a, wobei a ∈ A. Dann
folgt aus der Definition des Bernoulli-Operators a
∣∣∣λB (T − 1) = a∣∣∣(T − 1)−a∣∣∣(T − 1) = 0,
also ist a
∣∣∣λB aus Aα. Die Eindeutigkeit von a∣∣∣λ folgt direkt aus der geforderten Eigenschaft,
denn fu¨r jedes a ∈ A ist der Wert a+ a
∣∣∣λ durch die rechte Seite festgelegt. 
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(1.26) Satz. Durch
r̂B =def.
(
S − 1) (B + 1
2
) (
S − 1)
ist ein linearer Operator
r̂B : Ac −→W (A)
gegeben.
Beweis. Fu¨r a ∈ Ac ist a
∣∣∣(S − 1) ∈ Aω und damit Ac als Definitionsbereich fu¨r rB geeignet
gewa¨hlt. Wir zeigen nun, daß rB nachW (A) abbildet. Aus (S−1) (S+1) = S2+S−S−1 =
0 folgt sofort die erste Periodenrelation, denn rB (1 + S) = 0. Durch Ausmultiplizieren
erha¨lt man weiterhin S U2 = −T−1, so daß S U2 und T−1 als Operatoren auf A identisch
sind. Es folgt (S − 1) (1 +U +U2) = S + S U + S U2 − (1 +U +U2) = S + S U + S U2 −
(T S + T S U + 1) = (1− T ) (S + S U + T−1), also
(S − 1) (1 + U + U2) = −(T − 1) (S + S U + T−1) .
Da zudem B (T − 1) die Identita¨t auf Aω ist und U−1 und U2 identisch auf A operieren,
folgt
B (S − 1) (1 + U + U2) = −(S + S U + T−1) = −S (1 + U + U2).
Die Multiplikation dieser Gleichung mit (S − 1) von links ergibt
(S − 1)B (S − 1) (1 + U + U2) = −(1− S) (1 + U + U2)
bzw. (
(S − 1)B (S − 1) + (1− S)
)
(1 + U + U2) = 0,
so daß aus
r̂B =
(
S − 1) (B + 1
2
) (
S − 1) = ((S − 1)B (S − 1) + (1− S))
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die Behauptung folgt. Fu¨r die letzte Gleichung haben wir die Umformung 12
(
S − 1)2 =
1
2
(
S2 − 2S + 1) = 1− S benutzt. 
(1.27) Korollar. Durch
rB =def. −r̂B =
(
1− S) (B + 1
2
) (
S − 1)
ist ein linearer Operator
rB : Ac −→W (A)
gegeben.
Beweis. Die Aussage folgt, da die Zuordnung a 7−→ −a ein W (A)-Automorphismus ist. 
(1.28) Satz. Das Diagramm
Ac
δ
//
rB

H1p (Γ, A)
OO
proj.
W (A) H1c (Γ, A)//1.14
oo
ist kommutativ.
Beweis. Sei a ∈ Ac dann ist δ(a) = [ϕ] fu¨r einen parabolischen 1-Cozyklus ϕ ∈ H1c (Γ, A).
Nach 1.20 gibt es ein b ∈ A mit
a
∣∣∣(T − S) = b∣∣∣(T − 1) und ϕ(S) = b∣∣∣(S − 1).
Auf der anderen Seite existiert wegen 1.14 ein eindeutig bestimmter parabolischer 1-
Cozyklus ψ ∈ H1c (Γ, A) mit
ψ(S) = a
∣∣∣rB .
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Zu zeigen ist, daß [ϕ] = [ψ] gilt, also ϕ−ψ ein 1-Corand ist, d. h. es gibt ein bˆ ∈ A, so daß
(ϕ− ψ)(γ) = γ 7→ bˆ
∣∣∣(γ − 1) fu¨r alle γ ∈ Γ gilt. Fu¨r die Differenz c =def. b− a folgt sofort
c
∣∣∣(T − 1) = b∣∣∣(T − 1)− a∣∣∣(T − 1) = a∣∣∣(T − S)− a∣∣∣(T − 1) = a∣∣∣(1− S).
Wenden wir den Bernoulli-Operator auf beiden Seiten an, dann erhalten wir unter
Ausnutzung der Eigenschaft 1.25 die Gleichung
a
∣∣∣(1− S)B = c∣∣∣(T − 1)B = c∣∣∣(1 + λB)
und weiter
a
∣∣∣(1− S)B (S − 1) = c∣∣∣(S − 1)− c∣∣∣λB (S − 1)
= b
∣∣∣(S − 1)− a∣∣∣(S − 1) + (c∣∣∣λB)∣∣∣(S − 1),
was a¨quivalent zu
a
∣∣∣((1− S)B (S − 1) + (S − 1)) = a∣∣∣rB = ϕ(S) + (c∣∣∣λB)∣∣∣(S − 1)
bzw. zu
ψ(S)− ϕ(S) = bˆ
∣∣∣(S − 1)
fu¨r bˆ =def. c
∣∣∣λB ∈ Aα ist. Wegen (c∣∣∣λB) ∣∣∣(T − 1) = 0 gilt die Gleichung auch an der
Stelle T . An der Stelle −I gilt sie trivialerweise, so daß wir die gesuchte Corandeigenschaft
schlußfolgern ko¨nnen:
ψ(γ)− ϕ(γ) = bˆ
∣∣∣(γ − 1), ∀γ ∈ Γ.

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§3. Der Projektor pB
Wir kommen nun zum Hauptergebnis des Kapitels, der Gewinnung eines Projektors auf
den Periodenraum W (A).
(1.29) Definition. Fu¨r jeden Bernoulli–Operator B : Aω −→ A betrachten wir den
linearen Operator
pB =def.
(
T−1 − T ) rB : Acc −→ A,
wobei das Definitionsgebiet gegeben ist durch:
Acc =
{
a ∈ A : a
∣∣∣(T − T−1) ∈ Ac} = {a ∈ A : a∣∣∣(T−1 − T ) ∈ Ac}.
Dann ist Acc die gro¨ßtmo¨gliche Menge, auf der pB wohldefiniert ist. Zusammen mit der
Definition der Abbildung rB erhalten wir:
pB = (T
−1 − T )(1− S)
(
B +
1
2
)
(S − 1) = (T − T−1)(S − 1)
(
B +
1
2
)
(S − 1).
(1.30) Proposition.
pB : Acc −→W (A)
Beweis. Die Aussage ist eine direkte Konsequenz von 1.27. 
(1.31) Proposition.
W (A) ⊆ Acc
Beweis. Auf dem Periodenraum W (A) gilt 1 + S = 0 = 1 + U + U2, also S = U + U2 =
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TS + TSTS. Daraus erhalten wir die sechs Gleichungen:
S = −1, − T−1 S = T−1,
TS = S − TSTS, T−1S = S + STS,
T = 1− TST, T−1 = 1 + ST,
(1.32)
wobei wir benutzt haben, daß S2 als Identita¨t auf A operiert. Es ist dann T−1 − T =
1 + ST − 1 + TST = ST + TST und T − T−1 = −ST − TST . Weiterhin folgt
(
T−1 − T ) = (T − T−1)S (1.33)
aus
(
T−1 − T ) = (T − T−1)S ⇐⇒ ST + TST = −STS − TSTS ⇐⇒ ST + TST =
−(ST + TST )S ⇐⇒ ST + TST + (ST + TST )S = 0 ⇐⇒ (1 + S)(ST + TST ) = 0,
da die letzte Gleichung auf W (A) stets erfu¨llt ist. (A¨quivalent dazu erhalten wir nach
Multiplikation mit S von rechts die Gleichung
(
T−1 − T ) S = (T − T−1).) Fu¨r jedes
a ∈W (A) folgt
a
∣∣∣(T − T−1)(S − 1) =
= a
∣∣∣(T − T−1)S − a∣∣∣(T − T−1)
= a
∣∣∣(T−1 − T ) + a∣∣∣(T−1 − T )
= −2a
∣∣∣(T − T−1).
(1.34)
Wegen
−2a
∣∣∣(T − T−1) = −2a∣∣∣(T − 1) + b∣∣∣(T − 1)
fu¨r b = −2a
∣∣∣T−1 folgt die Aussage, denn es gilt a∣∣∣(T − T−1)(S − 1) ∈ Aω = im(T − 1),
was a ∈ Acc impliziert. 
Bemerkung. Ein linearer Operator p : V → V wird als Projektor bezeichnet, wenn p2 = p
gilt, so daß p eingeschra¨nkt auf sein Bild als Identita¨t operiert.
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(1.35) Theorem. Der Operator pB operiert auf dem RaumW (A) als (Quasi-) Projektor,
genauer ist:
pB
∣∣
W (A)
= 6 · IdW (A) − 2 · (1 + T−1)λB (S − 1).
Beweis. Sei a ∈W (A) beliebig vorgegeben, dann gilt, a¨quivalent zu 1.34, die Gleichung
a
∣∣∣(T−1 − T )(1− S) = 2a∣∣∣(T−1 − T ).
Zusammen mit (T−1 − T ) = −(1 + T−1)(T − 1) erha¨lt man
a
∣∣∣(T−1 − T )(1− S) = −2a∣∣∣(1 + T−1)(T − 1),
folglich ist
a
∣∣∣(T−1 − T )(1− S)B = −2a∣∣∣(1 + T−1)(T − 1)B = −2a∣∣∣(1 + T−1)(1 + λB)
und damit
a
∣∣∣(T−1 − T )(1− S)(B + 12) = −2a∣∣∣(1 + T−1)(1 + λB) + a∣∣∣(T−1 − T ).
Die Aussage gewinnen wir durch direkte Rechnung, indem wir die letzte Gleichung mit
(S − 1) von rechts multiplizieren:
a
∣∣∣pB = −2a∣∣∣(1 + T−1)(1 + λB)(S − 1) + a∣∣∣(T−1 − T )(S − 1)
= −2a
∣∣∣(1 + T−1)λB(S − 1)− 2a∣∣∣(1 + T−1)(S − 1) + a∣∣∣(T−1 − T )(S − 1).
Setzen wir noch
b =def. 2a
∣∣∣(1 + T−1)λB(S − 1)
und beachten
a
∣∣∣(T−1 − T )(S − 1) = 2a∣∣∣(T − T−1),
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so folgt:
a
∣∣∣pB + b = −2a∣∣∣ (S + T−1S − 1− T−1)+ 2a∣∣∣(T − T−1)
= 2a
∣∣∣ (T − T−1 − S + 1− T−1S + T−1)
= 2a
∣∣∣ (2 + T − T−1S)
= 2a
∣∣∣ (2 + T − STST )
= 4a+ 2a
∣∣∣ (T + TST )
= 4a+ 2a
∣∣∣ (TS + TSTS)S
= 4a− 2a
∣∣∣S
= 4a+ 2a
= 6a.
Fu¨r die Umformungen haben wir die Gleichungen TS + TSTS = U +U2 = −1 = S sowie
T−1 S = STST , die aus (TS)3 = −1 und S2 = −1 folgt, benutzt. 
§4. Zerlegung von A durch den ε-Operator
Wir nehmen an, daß die Aktion von Γ auf A linear zu einer Aktion von GL(2,Z) auf A
fortgesetzt werden kann. Aufgrund von
GL(2,Z) = Γ ∪ εΓ, ε =
−1 0
0 1
 ∈ GL(2,Z) (1.36)
reicht es dann, die Aktion fu¨r
T−1 =def. ε (1.37)
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zu betrachten (vgl. [16]).
(1.38) Hilfssatz. Fu¨r a ∈ A gelten die folgenden Regeln:
• a
∣∣∣ε S = a∣∣∣S ε
• a
∣∣∣ε T = a∣∣∣T−1 ε
• a
∣∣∣εU ε = a∣∣∣S U2 S
• a
∣∣∣εU2 ε = a∣∣∣S U S
Beweis. Sei εˆ =def.

0 1
1 0

. Durch einfaches Ausrechnen gewinnen wir ε S = εˆ = −εˆ =
S ε (−1 operiert trivial auf A) und ε T =

−1 −1
0 1

 = T−1 ε. Damit folgt εU ε =
ε T S ε = T−1 ε S ε = T−1 S ε2 = T−1 S = S T S T = S T S T (S S) = S (T S T S)S =
S U2 S. Schließlich erhalten wir εU2 ε = εU U ε = εU ε εU ε = (S U2 S) (S U2 S) =
(S U2)S2 (U2) = S U4 S = S U S. (Die letzte Gleichung folgt, da U3 = −I trivial auf A
operiert.) 
Auf ganz A gilt somit ε S ε = S und ε (1 + U + U2) ε = (ε ε + εU ε + εU2 ε) = (S S +
S U2 S + S U S) = S (1 + U + U2)S.
(1.39) Korollar. W (A) ist ε-invariant.
Beweis. Sei a ∈ W (A) = ker (1 + S) ∩ ker (1 + U + U2), dann ist (a
∣∣∣ε)∣∣∣(1 + S) =
a
∣∣∣(1 + S) ε = 0 und (a∣∣∣ε)∣∣∣(1 + U + U2) = a∣∣∣S (1 + U + U2)S ε = −a∣∣∣(1 + U + U2) εˆ = 0,
wobei wir a
∣∣∣S = −a benutzt haben. 
(1.40) Korollar. Acc ist ε-invariant.
Beweis. Fu¨r alle a ∈ A gilt:
a ∈ Acc ⇐⇒ a
∣∣∣ (T − T−1) ∈ Ac
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⇐⇒ a
∣∣∣ (T − T−1) (S − 1) ∈ Aω
⇐⇒
∨
b∈A
(
b
∣∣∣ (T − 1) = a∣∣∣ (T − T−1) (S − 1)) .
Aus den Rechenregeln folgt nun
(
a
∣∣∣ε)∣∣∣ (T − T−1) (S − 1) = −a∣∣∣ (T − T−1) (S − 1) ε =
−b
∣∣∣(T − 1) ε = −b∣∣∣ε (T−1 − 1) = b∣∣∣ε T−1(T − 1), d. h. a∣∣∣ε ∈ Acc. 
Seien A+ und A− die beiden Eigenra¨ume von ε zu den Eigenwerten +1 und −1. Dann ist
A = A+ ⊕A−. Aufgrund der ε-Invarianz von W (A) und Acc erhalten wir zusa¨tzlich die
Zerlegungen W (A) = W (A)+ ⊕W (A)− sowie Acc = A+cc ⊕ A−cc. (V ± =def. V ∩ A± fu¨r
jeden Teilraum V von A.)
(1.41) Korollar. Sei B ein Bernoulli-Operator mit der Eigenschaft
ε
(
B +
1
2
)
= −
(
B +
1
2
)
ε
dann gilt
pB
∣∣∣
A±cc
: A±cc −→W (A)±.
Beweis. Aus der Definition des Projektors pB und obiger Eigenschaft folgt sofort pB ε =
ε pB . Fu¨r a ∈ A+cc ist a
∣∣∣ε = a, also (a∣∣∣pB)∣∣∣ε = (a∣∣∣ε)∣∣∣pB = a∣∣∣pB , d. h. a∣∣∣pB ∈ A+ ∩W (A).
Ist a ∈ A−cc, so gilt a
∣∣∣ε = −a und somit (a∣∣∣pB)∣∣∣ε = (a∣∣∣ε)∣∣∣pB = −a∣∣∣pB, also a∣∣∣pB ∈
A− ∩W (A). 
§5. Der Eichler-Shimura-Isomorphismus
In diesem Abschnitt wiederholen wir bekannte Resultate aus der Theorie der elliptischen
Modulformen. Insbesondere werden wir den wichtigen Eichler-Shimura-Isomorphismus
fu¨r beliebige Kongruenzuntergruppen wiedergeben. Mit Hilfe dieses Satzes ist es mo¨glich,
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die abstrakte Theorie auf Ra¨ume elliptischer Modulformen anzuwenden. Alle Aussagen
sind enthalten in z. B.: [8], [7], [14], [29], [24], [31], [11], [15], [12].
Definition. Sei N ≥ 1 eine positivie natu¨rliche Zahl. Dann heißt
Γ(N) =def.


a b
c d

 ∈ SL(2,Z) :

a b
c d

 ≡

1 0
0 1

 mod (N)

Hauptkongruenzuntergruppe des Levels N . Jede Untergruppe Γ′ von SL(2,Z), die eine
Hauptkongruenzuntergruppe Γ(N) entha¨lt, heißt Kongruenzuntergruppe. Das kleinste N
nennt man Level von Γ′.
Die wichtigsten Kongruenzuntergruppen sind die Gruppen Γ0(N) und Γ1(N):
Γ0(N) =def.


a b
c d

 ∈ Γ(1) : c ≡ 0 (modN)
 ,
Γ1(N) =def.


a b
c d

 ∈ Γ(1) : a ≡ d ≡ 1 (modN)
 ,
wobei
Γ(N) ⊆ Γ1(N) ⊆ Γ0(N) ⊆ Γ(1) = SL(2,Z) =: Γ1.
Es zeigt sich, daß die Sequenz
1 // Γ(N) // SL(2,Z)
f
// SL
(
2,ZupslopeN Z
)
// 1
exakt, also der natu¨rliche Homomorphismus f :

a b
c d

 7−→

a (modN) b (modN)
c (modN) d (modN)


surjektiv, und Γ(N), als Kern von f , Normalteiler von Γ1 ist.
Sei N =
∏
p p
e die Primfaktorzerlegung von N , dann erhalten wir aus dem chinesischen
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Restsatz, der Surjektivita¨t von f und wegen
SL
(
2,Zupslopepe Z
)
= p3e
(
1− 1
p2
)
die Index-Formel [
Γ1 : Γ(N)
]
= N3
∏
p|N
(
1− 1
p2
)
.
Jede Kongruenzuntergruppe Γ′ hat daher ebenfalls endlichen Index in Γ1, denn Γ(N) ⊆
Γ′ ⊆ SL (2,Z).
Die Indizes
[
Γ1(N) : Γ(N)
]
und
[
Γ0(N) : Γ1(N)
]
ko¨nnen wir leicht aufgrund der Tatsache
berechnen, daß die beiden folgenden Abbildungen surjektiv sind und die Kerne Γ(N) und
Γ1(N) resp. haben:
• Γ1(N) −→ ZupslopeN Z,
a b
c d
 7−→ b (modN),
• Γ0(N) −→
(
ZupslopeN Z
)∗
,
a b
c d
 7−→ d (modN).
Wir erhalten
[
Γ1(N) : Γ(N)
]
= N,
[
Γ0(N) : Γ1(N)
]
= φ(N) = N
∏
p|N
(
1− 1
p
)
,
wobei φ(N) der Wert der Eulersche φ-Funktion an der Stelle N ist. Aus den allgemeinen
Rechenregeln fu¨r Indizes folgt nun sofort:
[
Γ1 : Γ0(N)
]
= N
∏
p|N
(
1 +
1
p
)
.
Elliptische Modulformen. Sei H =
{
z ∈ C : ℑ(z) > 0} die komplexe obere Halb-
ebene und P1(Q) = Q ∪ {∞} die projektive Gerade u¨ber den rationalen Zahlen (Spitzen).
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Dann operiert Γ1 auf H
∗ =def. H ∪ P1(Q) von links via Mo¨biustransformationen, d. h.:
γ (z) 7−→ az + b
cz + d
, z ∈ H∗, γ =

a b
c d

 ∈ Γ1.
(Ist c 6= 0, dann ist die Zuordnung durch −d
c
7−→ ∞ und ∞ 7−→ a
c
gegeben. Im Fall c = 0
durch ∞ 7−→ ∞. Z. B. gilt S(0) = ∞, S(∞) = 0 und S−1(∞) = 0, S−1(0) = ∞, wobei
S−1 = S3 =

 0 1
−1 0

.)
Fu¨r jede natu¨rliche Zahl k ≥ 2 erkla¨rt man eine Rechtsaktion fu¨r Funktionen f : H → C
durch: (
f
∣∣∣
k
γ
)
(z) =def. f
(
az + b
cz + d
)
· (cz + d)−k , γ =

a b
c d

 ∈ Γ1.
Definition. Sei Γ′ eine Kongruenzuntergruppe und k ≥ 2 eine natu¨rliche Zahl. Eine
Funktion f : H → C heißt elliptische Modulform vom Gewicht k und Level Γ′, falls
folgende Bedingungen erfu¨llt sind:
(1) f ist holomorph,
(2) f
∣∣∣
k
γ = f, ∀γ ∈ Γ′,
(3) f ist holomorph in den Spitzen P1(Q).
Erla¨uterungen zu (3): Da Γ′ eine Kongruenzuntergruppe ist, gibt es eine kleinste positive
natu¨rliche Zahl h, so daß Th =

1 h
0 1

 ∈ Γ′ gilt. Dabei wirkt Th als Translation, d. h.
Th(z) = z + h. Jede Modulform bezu¨glich Γ′ ist demzufolge hZ-periodisch, denn aus der
Bedingung (2) folgt f(z + h) = f(z) fu¨r alle z ∈ H . Daher existiert fu¨r f die folgende
Fourierreihenentwicklung in der Spitze ∞ = i∞:
f(z) =
∞∑
n=−∞
an · qnh(z),
(
an ∈ C, qh(z) = e 2piizh
)
.
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Man sagt, daß f holomorph in der Spitze ∞ ist, falls an = 0 fu¨r alle n < 0 gilt,
f verschwindet in der Spitze, falls zusa¨tzlich a0 = 0 erfu¨llt ist. Ist α ∈ Γ1, so folgt(
f
∣∣∣
k
α
) ∣∣∣
k
γ = f
∣∣∣
k
α fu¨r alle γ ∈ α−1Γα. Daher hat auch f
∣∣∣
k
α, fu¨r beliebiges α ∈ Γ1,
eine Fourierreihenentwicklung in der Spitze ∞. Man sagt dann, daß f holomorph in den
Spitzen P1(Q) ist (resp. verschwindet), falls f
∣∣∣
k
α holomorph in∞ ist (resp. verschwindet).
Die Menge Γ′\P1 (Q ∪ {∞}) der Γ′-ina¨quivalenten Spitzen ist endlich, da Γ′ endlichen
Index in Γ1 hat. Man kann zeigen, daß die Bedingung (3) a¨quivalent zu folgendem
Wachstumsverhalten ist: limy−→∞
∣∣∣(f ∣∣∣
k
γ
)
(i y)
∣∣∣ <∞, ∀ γ ∈ Γ1. Die Spitzenformen sind
genau jene f , fu¨r die der Grenzwert verschwindet.
Den endlichdimensionalen C-Vektorraum aller (elliptischen) Modulformen vom Gewicht
k und Level Γ′ bezeichnet man mit Mk (Γ
′). Den Teilraum der Spitzenformen bezeichnet
man mit Sk (Γ
′).
Wie z. B. in [8, Chap. 4] nachzulesen ist, kann man Mk(Γ
′) in natu¨rlicher Weise in den
Raum der Spitzenformen Sk(Γ
′) und den zugeho¨rigen Quotientenraum der Eisensteinrei-
hen Ek(Γ
′) zerlegen:
Ek (Γ
′) =def.
Mk(Γ
′)upslope
Sk(Γ
′)
und
Mk(Γ
′) = Sk(Γ
′)⊕ Ek(Γ′).
(1.42) Beispiel. Fu¨r gerades k ≥ 2 definiert man die normalisierte Eisensteinreihe auf
H durch:
Ek(z) =def.
1
2 ζ(k)
Gk(z) = 1− 2 k
Bk
∞∑
n=1
σk−1(n) q
n,
(
q(z) = e2pi i z
)
(Gk(z) =
∑
(c,d)∈Z×Z,
(c,d) 6=(0,0)
(c z + d)
−k
, Bk ist die k-te Bernoulli-Zahl, ζ(k) =
∑∞
n=1
1
nk
die
Riemannsche Zeta-Funktion und σk−1(n) =
∑
d|n d
k−1 die Teilersummenfunktion vom
Gewicht k − 1). Dabei ist Ek fu¨r jedes gerade k ≥ 4 eine Modulform vom Gewicht k zur
vollen Modulgruppe Γ1. Dagegen ist E2 keine Modulform.
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(1.43) Beispiel. ([8, S. 88] oder [30, Corollary 2.16, S. 18]) Sei k ≥ 4 eine gerade natu¨rliche
Zahl, dann gilt:
Mk(Γ1) = Sk(Γ1)⊕ CEk
und
dimC
(Mk(Γ1)) =

⌊
k
12
⌋
, falls k ≡ 2 (mod 12),⌊
k
12
⌋
+ 1, sonst
(also dimC (Sk(Γ1)) = dimC (Mk(Γ1)) − 1). Weiterhin ist dimC (M0(Γ1)) = 1 und
dimC (M2(Γ1)) = 0 sowie dimC (S0(Γ1)) = dimC (S2(Γ1)) = 0.
(1.44) Beispiel. ([8, S. 18 und S. 89]) Sei g = g0(p) das Geschlecht der Modulkurve
XΓ0(p), dann gilt:
Mk
(
Γ0(p)
)
= Sk
(
Γ0(p)
)⊕ CG2,p, dimC(Sk(Γ0(p))) = g.
Perioden ([12], [16], [9], [23], [24], [25]). Sei V = V (C) = CX⊕CY ⊂ C [X,Y ] der
Standard-Rechtsmodul u¨ber G = GL (2,R), d. h. X
∣∣∣g = aX+b Y und Y ∣∣∣g = cX+d Y fu¨r
g =

a b
c d

 ∈ GL (2,R). Fu¨r jede natu¨rliche Zahl k ≥ 2 betrachten wir das w = (k − 2)-
fache symmetrische Produkt von V : Vk−2 = Vw = Vk−2 (C) =def. Sym
k−2 (V ) . Dieses
ko¨nnen wir nach [9, Sec. 2.4] mit dem C-Vektorraum der homogenen Polynome des
maximalen Grades i+ j = k − 2 identifizieren, d. h.:
Vk−2 =
⊕
i,j≥0,
i+j=k−2
CXi Y j ,
wobei die G-Aktion gegeben ist durch:
P (X,Y )
∣∣∣γ = P (aX + bY
cX + dY
)
· (cX + dY )k−2
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fu¨r P (X,Y ) ∈ Vk−2, g ∈ G. Die Zuordnung (X,Y ) 7−→ (X, 1) beschreibt einen Isomor-
phismus zwischen homogenen und inhomogenen Polynomen. Daher ko¨nnen wir Vk−2 auch
auffassen als den C-Vektorraum aller Polynome in X mit maximalem Grad w = k − 2:
Vw = Vk−2 =
k−2⊕
i=0
CXi
und
P (X)
∣∣∣g = P (aX + b
cX + d
)
· (cX + d)k−2
fu¨r P (X) = P (X, 1) ∈ Vk−2, g ∈ G.
Sei nun Γ′ eine Untergruppe der vollen Modulgruppe Γ1, die endlichen Index in Γ1 hat.
Wir betrachten Vk−2 als Γ
′-Modul. Sei V Γ
′
k−2 der Γ1-induzierte Modul, dann ko¨nnen wir
diesen nach [23, p. 59] auffassen als C-Vektorraum aller Abbildungen P : Γ′\Γ1 −→ Vw
mit Γ1-Aktion: P
∣∣∣γ(γi) = P (γi γ)∣∣∣γ fu¨r γi ∈ Γ′\Γ1, γ ∈ Γ1, wobei o. B. d.A. die Aktion
von −I trivial sei (vgl.[24, Sec. 2]). Nach Shapiros Lemma sind dann die parabolischen
Cohomologiegruppen H1p (Γ
′, Vk−2) und H
1
p (Γ1, V
Γ′
k−2) isomorph zueinander.
Jeder Spitzenform f ∈ Sk (Γ′) ordnet man wie folgt einen parabolischen 1-Cozyklus
σf : Γ1 −→ V Γ′k−2 zu:
σf (γ)
(
γi
)
=def.
∫ i∞
γ−1(i∞)
(
f
∣∣∣
k
γi
)
(z)
(
z −X)k−2 dz, (γi ∈ Γ′\Γ1, γ ∈ Γ1).
(Wegen
(
f
∣∣∣
k
γi
)
= f fu¨r γi ∈ Γ′ ist die Aktion unabha¨ngig von der Wahl der Repra¨sen-
tanten von Γ′\Γ1.) Die Abbildung σf hat also folgende Eigenschaften:
• σf (γ δ) = σf (γ) + σf (γ)
∣∣∣δ, (γ, δ ∈ Γ1),
• σf (±Tn) verschwindet fu¨r alle n ∈ Z, also [σf ] ∈ H1p (Γ1, V Γ
′
k−2).
Sei nun ρf =def. σf (S) ∈ V Γ′k−2, dann ist ρf : Γ′\Γ1 −→ Vk−2 bestimmt durch die [Γ1 : Γ′]
Polynome
ρf (γi) =
∫ i∞
0
(
f
∣∣∣
k
γi
)
(z) (z −X)k−2 dz, (γi ∈ Γ′\Γ1)
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(beachte S−1(i∞) = 0). Man nennt ρf auch das mehrfache Periodenpolynom von f . Jedes
ρf erfu¨llt die Periodenrelationen
ρf
∣∣∣(1 + S) = 0, ρf ∣∣∣(1 + U + U2) = 0
und ist somit ein Element des V Γ
′
k−2-Teilraumes der Periodenpolynome
WΓ
′
k−2 =def.
{
P ∈ V Γ′k−2 : P
∣∣∣(1 + S) = 0, P ∣∣∣(1 + U + U2) = 0}.
Setzt man noch
CΓ
′
k−2 =def.
{
P
∣∣∣(1− S) : P ∈ V Γ′k−2 ∩ ker(1− T )} ⊂WΓ′k−2,
dann ist CΓ
′
k−2 das Bild der 1-Cora¨nder und es gilt insgesamt:H
1
p (Γ1, V
Γ′
k−2)
∼=WΓ
′
k−2
/
CΓ
′
k−2
,
wobei nach [24, Lemma 4.3, S. 8] dimC
(
CΓ
′
k−2
)
= dimC
(
Ek (Γ
′)
)
ist.
Sei nun ε =

−1 0
0 1

, dann kann man unter der Aktion von ε den Raum V Γ′k−2 (resp.WΓ
′
k−2)
in die zugeho¨rigen ±1-Eigenra¨ume
(
V Γ
′
k−2
)±
(resp.
(
WΓ
′
k−2
)±
) zerlegen. Fu¨r P ∈ V Γ′k−2
ist dann P± =def.
1
2
(
P ± P
∣∣∣ε) ∈ (V Γ′k−2)± und P± ∈ (WΓ′k−2)±, falls P ∈ WΓ′k−2. Auf
diese Weise erha¨lt man die beiden Abbildungen ρ± : Sk (Γ
′) −→
(
WΓ
′
k−2
)±
, f 7−→ ρ±f .
Eichler-Shimura-Isomorphismus. ([24, Thm. 2.1]) Die Abbildungen ρ± : Sk (Γ
′) −→(
WΓ
′
w
)±
, f 7−→ ρ±f ergeben folgende Isomorphismen von C-Vektorra¨umen (mit derselben
Bezeichnung):
ρ± : Sk (Γ
′) −→
(
WΓ
′
k−2
)±/(
CΓ
′
k−2
)±
.
Bemerkung. (vgl. [24, Prop. 4.4]) Sei Γ′ = Γ0(N). Dann gilt (C
Γ′
k−2)
− = {0} ⇐⇒ N =
2eN ′, mit N ′ ungerade, quadratfrei und 0 ≤ e ≤ 3. Insbesondere ist im Fall N = 1 oder
N = p (fu¨r eine Primzahl p) der Raum (CΓ
′
k−2)
− trivial (dimC
(
(CΓ
′
k−2)
−
)
= 0). Es folgt
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dann (vgl. auch [24, Sec. 8]):
Mk (Γ
′) ∼=
(
WΓ
′
k−2
)+
, Sk (Γ
′) ∼=
(
WΓ
′
k−2
)−
.
Beispiel Γ0(p) (vgl. [31, S. 100-102], [6], [30] und [3], [10], [26]. Wir wollen den
folgenden coinduzierten C [Γ1]-Rechtsmodul berechnen:
M =def. Coind
Γ1
Γ0(p)
(
Vk−2(C)
)
=
=
{
f : Γ1 −→ Vk−2 (C) : f(γ δ) = f(γ)
∣∣∣δ, ∀ γ ∈ Γ1, ∀ δ ∈ Γ0(p)}.
Die Γ1-Rechtsaktion ist dabei gegeben durch:
(
f
∣∣∣γ) (δ) =def. f(γ δ), γ, δ ∈ Γ1.
Da Γ0(p) den endlichen Index p+ 1 in Γ1 hat, ist M isomorph zum induzierten C [Γ1]-
Rechtsmodul :
W =def. Ind
Γ1
Γ0(p)
(
Vk−2(C)
)
=def. Vk−2(C)⊗C[Γ0(p)] C[Γ1]
mit der Γ1-Rechtsaktion
(
v ⊗C[Γ0(p)] γ
)∣∣∣δ =def. v ⊗C[Γ0(p)] γ δ, v ∈ Vk−2(C), γ, δ ∈ Γ1.
Ist {γi}pi=0 ⊆ Γ1 ein vollsta¨ndiges Vertretersystem der Rechtsnebenklassen von Γ0(p)\Γ1,
dann kann man jedes Element aus C [Γ1] eindeutig darstellen in der Form
∑p
i=0 δi γi, mit
δi ∈ C [Γ0(p)]. Wir erhalten auf diese Weise eine Zerlegung C [Γ1] =
⊕p
i=0 C [Γ0(p)] γi in
C [Γ0(p)]-Linksmoduln. Aus den Eigenschaften des Tensorproduktes (Distributivgesetz
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und v ⊗C[Γ0(p)] δ γi = v
∣∣∣δ ⊗C[Γ0(p)] γi fu¨r δ ∈ C[Γ0(p)]) folgt dann:
W ∼=
p⊕
i=0
(
Vk−2(C)⊗C[Γ0(p)] C [Γ0(p)] γi
) ∼= p⊕
i=0
(
Vk−2(C)⊗C C γi
)
.
Ein vollsta¨ndiges Vertretersystem von Γ0(p)\Γ1 ist z. B. durch die MengeI =
1 0
0 1
 ,
1 0
1 1
 ,
1 0
2 1
 ,
1 0
3 1
 , . . . ,
 1 0
p− 1 1
 ,
0 −1
1 0

gegeben.
Nach [6, Prop. 2.2.2 (S. 16)] ist die folgende Zuordnung eine Bijektion:
{
γi
}p
i=0
←→ P1 (Fp) ,
a b
c d
←→ (c : d).
(Die ganzen Zahlen a, b ∈ Z werden dabei so erga¨nzt, daß ad− bc = 1 erfu¨llt ist.)
Die Γ1-Rechtsaktion auf dem Vertretersystem von Γ0(p)\Γ1 induziert eine Γ1-Rechtsaktion∣∣∣
1
auf P1(Fp):
(c : d)
∣∣∣
1
p q
r s
 =def. (c : d)
p q
r s
 = (cp+ dr : cq + ds) (1.45)
fu¨r (c : d) ∈ P1(Fp),

p q
r s

 ∈ Γ1.
Alternativ zur Aktion 1.45 ko¨nnen wir auch die folgende Γ1-Rechtsaktion auf P
1 (Fp)
betrachten:
(c : d)
∣∣∣
2
p q
r s
 =def. (c : d)∣∣∣
1

p q
r s
−1

t
= (c : d)
∣∣∣
1
 s −r
−q p
 (1.46)
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fu¨r (c : d) ∈ P1(Fp),

p q
r s

 ∈ Γ1.
Bemerkung. Allgemein gilt: Ist a
∣∣∣
1
g eine Γ1-Rechtsaktion, dann definiert
a
∣∣∣
2
g =def. a
∣∣∣
1
(g−1)t
eine weitere Γ1-Rechtsaktion, denn (a
∣∣∣
2
g)
∣∣∣
2
h = (a
∣∣∣
1
(g−1)t)
∣∣∣
2
h = a
∣∣
1
(g−1)t (h−1)t =
a
∣∣∣
1
(h−1 g−1)t = a
∣∣∣
1
((g h)−1)t = a
∣∣∣
2
(gh).
Satz. Die Aktionen 1.45 und 1.46 sind Γ1-isomorph, wobei ein entsprechender Γ1-
Isomorphismus durch die Aktion der Matrix S induziert wird:
χ : P1(Fp) −→ P1(Fp), (c : d) 7−→ (c : d)
∣∣∣
2
S.
Beweis. Es gilt: (c : d)
∣∣∣
2
S = (c : d)
∣∣∣
1
(
S−1
)t
= (c : d)
∣∣∣
1
S = (d : −c), also ist χ((c :
d)
)∣∣∣
2

p q
r s

 = (d : −c)
∣∣∣
2

p q
r s

 = (d : −c)
∣∣∣
1
p q
r s


−1
t = (d : −c) · s −r
−q p

 =
(ds + cq : −dr − cp), was mit χ((c : d))∣∣∣
1

p q
r s

 = χ((cp + dr : cq + ds)) = (cq + ds :
−cp− dr) u¨bereinstimmt. 
(1.47) Bemerkung. Im Fall k = 2 ist Vk−2(C) = C und daher gilt fu¨r jede der beiden
Aktionen 1.45 oder 1.46:
M ∼=Γ1 W ∼=Γ1
p⊕
i=0
C γi ∼=Γ1 C
[
P1 (Fp)
]
.
Kapitel 2:
Beispiel Level Γ(1) und
gerades Gewicht k > 2
Sei K ein Ko¨rper der Charakteristik char(K) = 0, k > 2 eine gerade natu¨rliche Zahl und
A der GL(2,Z)-Rechtsmodul aller K-Polynome maximaler Ordnung w = k− 2, wobei die
Aktion von GL(2,Z) durch
p(X)
∣∣∣a b
c d

 =def. p
(
aX + b
cX + d
)
(cX + d)k−2
(
p ∈ A, γ =

a b
c d

 ∈ GL(2,Z)) gegeben ist (vgl. [12], [16], [17]). Dann ist dimK(A) =
k − 1, und die Menge der Monome {1, X, . . . , Xk−2} bildet eine K-Basis von A, d. h. es
gilt A =
⊕w
j=0K ·Xj und
Xj
∣∣∣γ = (aX + b)j (cX + d)w−j
(j = 0, . . . , w = k − 2), so daß Xj
∣∣∣γ ho¨chstens den Grad j + (w − j) = w hat, was die
Wohldefiniertheit der Aktion zeigt. Fu¨r j = 0, beispielsweise, erhalten wir so X0
∣∣∣γ =
(cX + d)
w
.
Wir werden nun die Ra¨ume Aα, Aω, Ac und Acc explizit beschreiben. Fu¨r beliebiges p(X) =∑w
j=0 cj X
j ∈ A ist p(X)
∣∣∣γ = ∑wj=0 cj (aX + b)j (cX + d)w−j . Es folgt p(X)∣∣∣T =
p(X + 1) = c0 + c1 (X + 1)
1
+ · · ·+ cω (X + 1)w und daraus q(X) =def. p(X)
∣∣∣(T − 1) =
c1
(
(X + 1)1 −X1)+∑wj=2 cj ((X + 1)j −Xj). Da jeder der Summanden (X +1)j −Xj
32
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Grad j − 1 hat, hat q(X) maximalen Grad w − 1 = k − 3. Wegen char(K) = 0 ist jedes
von 0 verschiedene Element, insbesondere jeder Binomialkoeffizient, in K invertierbar.
Es folgt q(X) = p(X + 1) − p(X) = 0 genau dann, wenn c0 beliebig ist und cj = 0 fu¨r
j > 0 gilt. Mit der gleichen Begru¨ndung ko¨nnen wir jedes Polynom q vom Grad ≤ k − 3
durch die Aktion des Operators T − 1 auf ein geeignet zu wa¨hlendes Polynom p aus A
gewinnen. Wir haben damit
Aα = ker(T − 1) = K ·X0
und
Aω = im(T − 1) =
w−1⊕
j=0
K ·Xj
gezeigt.
Zur Berechnung von Ac und Acc mu¨ssen wir die Aktion von S =

0 −1
1 0

 genauer
untersuchen. Wir benutzen
coeffj
(
p(X)
)
=def. cj , (0 ≤ j ≤ w = k − 2, p(X) ∈ A) .
Sei q∗(X) =def. p(X)
∣∣∣(S − 1), dann gilt Xj S7−→ (−1)j ·Xw−j und damit
q∗(X) =
w∑
k=0
ck(−1)kXw−k −
w∑
j=0
cjX
j
=
w∑
j=0
cw−j(−1)w−jXj −
w∑
j=0
cjX
j
=
w∑
j=0
(
(−1)w−jcw−j − cj
)
Xj .
Fu¨r die Umformung haben wir die Indextransformation j = w − k bzw. k = w − j fu¨r
j = w, . . . , 0 benutzt. Es folgt, da w gerade ist, q∗(X) ∈ Aw ⇐⇒ coeffw (q∗(X)) = 0⇐⇒
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cw = c0, d. h.
Ac =
{
p(X) ∈ A : c0 = cw
}
.
Um den Raum Acc zu bestimmen, betrachten wir außerdem die Aktion von T
−1 =
1 −1
0 1

. Sei q∗∗(X) =def. p(X)
∣∣∣ (T − T−1), c∗∗0 der Koeffizient in q∗∗(X) von X0 und
c∗∗w der Koeffizient von X
w in q∗∗(X). Wegen Xj
T−17−→ (X − 1)j erhalten wir
q∗∗(X) =
w∑
j=0
cj
(
(X + 1)j − (X − 1)j)
=
w∑
j=0
cj
(
j∑
i=0
((
j
i
)
− (−1)j−i
(
j
i
))
Xi
)
und durch anschließendes Aufsammeln der Koeffizienten von X0 und Xw die Gleichungen:
c∗∗0 =
w∑
j=0
cj
((
j
0
)
− (−1)j
(
j
0
))
, c∗∗w = cw
((
w
w
)
− (−1)w−w
(
w
w
))
= 0.
Daher ist die Bedingung c∗∗0 = c
∗∗
w genau dann erfu¨llt, wenn c
∗∗
0 = 2
w∑
j=0,
j ungerade
cj = 0 gilt (fu¨r
gerade j verschwinden die Summanden fu¨r beliebige cj), also
Acc =
{
p(X) ∈ A :
w∑
j=0,
j ungerade
cj = 0
}
. (2.1)
Bernoulli-Operatoren. Nachdem wir nun die im theoretischen Teil motivierten Ra¨ume
Aα, Aω, Ac und Acc konkret bestimmt haben, werden wir im na¨chsten Schritt einen
passenden Bernoulli-Operator auf Aω angeben. Es zeigt sich, daß die klassischen Bernoulli-
Polynome die geeigneten Kandidaten sind, um einen Bernoulli-Operator zu finden. Die
Definition und die fu¨r unsere Betrachtungen beno¨tigten Eigenschaften der Bernoulli-
Polynome und -Zahlen findet man etwa in [18, S. 218-220], [2, S. 382-389], [21, S. 447 ff.,
S. 453 ff.], [5, S. 107-109] und [1, S. 264 ff.]
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Definition. Unter dem j-ten Bernoulli-Polynom Bj(X) versteht man den durch j ! =
1 · . . . · j (Fakulta¨t) normierten j-ten Koeffizienten der formalen Potenzreihenentwicklung
der erzeugenden Funktion F (t,X):
F (t,X) =def.
t · et·X
et − 1 =
∞∑
j=0
Bj(X) · t
j
j!
.
Der konstante Anteil des j-ten Bernoulli-Polynoms, also Bj =def. Bj(0), heißt j-te
Bernoulli-Zahl.
Wir fassen nun die wichtigsten Rechenregeln zusammen:
Satz.
(1) Bj(X) =
j∑
i=0
(
j
i
)
BiX
j−i,
(2) B0(X + 1)−B0(X) = 0,
(3) Bj(X + 1)−Bj(X) = j ·Xj−1 fu¨r j ≥ 1,
(4) B2j+1 = 0 fu¨r j ≥ 1,
(5)
j−1∑
i=0
(
j
i
)
1
i+1 Bi+1 = − 1j+1 fu¨r j ≥ 1.
(6) Die Bernoullizahlen sind rationale Zahlen.
Beweis. Aussagen (1)-(4) werden in [1, S. 264 ff.] gezeigt. Betrachtet man (3) an der Stelle
X = 0, so erha¨lt man fu¨r j ≥ 2 die Gleichungen Bj(1) = Bj(0) sowie Bj =
j∑
i=0
(
j
i
)
Bi,
wobei man noch X = 1 in (1) einsetzen muß. Die Werte Bj kann man dabei ku¨rzen, so
daß wir die Rekursionsformel
B0 = 1,
j∑
i=0
(
j + 1
i
)
Bi = 0, (j ≥ 1)
ablesen ko¨nnen. Daraus folgt (5), denn
∑j−1
i=0
(
j
i
)
1
i+1 Bi+1 =
∑j−1
i=0
(
j+1
i+1
)
1
j+1 Bi+1 =
1
j+1 ·
∑j−1
i=0
(
j+1
i+1
)
1
j+1 Bi+1 =
1
j+1 ·
∑j
k=1
(
j+1
l
)
Bk =
1
j+1 ·
(∑j
k=0
(
j+1
l
)−B0) = − 1j+1
fu¨r j ≥ 1. Aussage (6) ist ebenfalls eine Konsequenz aus der Rekursionsformel. 
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Bemerkung. Man beachte den Hinweis in [21, S. 447-448] zu einer abweichenden Definition
der Bernoulli-Polynome. Diese fu¨hrt aber lediglich zu einem Wechsel des Vorzeichens der
Bernoulli-Zahl B1 = − 12 .
(2.2) Proposition. Die Bernoulli-Polynome B0(X), . . . , Bn(X) (n ≥ 0) bilden eine
Basis des K-Vektorraums
⊕n
j=0K ·Xj.
Beweis. Fu¨r j ≥ 0 hat das j-te Bernoulli-PolynomBj(X) den Grad j, wobei der Koeffizient
von Xj identisch 1 ist. 
Wir ko¨nnen nun einen Bernoulli-Operator fu¨r A angeben.
(2.3) Definition. Der Bernoulli-Operator B : Aω −→ A sei definiert als die lineare Fort-
setzung der Rechtsaktion
Xj
∣∣∣B =def. 1
j + 1
Bj+1(X), 0 ≤ j ≤ w − 1.
Daß der Operator wohldefiniert ist, also Definition 1.24 erfu¨llt, folgt leicht aus den
aufgefu¨hrten Rechenregeln der Bernoulli-Polynome, denn:
Xj
∣∣∣B (T − 1) = 1j+1Bj+1(X)∣∣∣(T − 1)
=
1
j + 1
(Bj+1(X + 1)−Bj+1(X))
=
1
j + 1
(j + 1)Xj
= Xj .
Wir werden nun die Aktion des Operators λB : A −→ Aα explizit bestimmen. Dazu
sei p(X) aus A beliebig gegeben. Wie wir bereits gezeigt haben, ko¨nnen wir p(X) als
Linearkombination der Bernoulli-Polynome B0(X), . . . , Bw(X) darstellen, d. h.
p(X) = c∗0 B0(X) + · · ·+ c∗w Bw(X), (c∗j ∈ K).
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Diese Darstellung ist von Vorteil, da auf den Bernoulli-Polynomen die Aktion des Operators
(T − 1)B im Wesentlichen trivial ist, es gilt na¨mlich B0(X)
∣∣∣(T − 1)B = 0 und im Fall
j > 0:
Bj(X)
∣∣∣(T − 1)B = (Bj(X + 1)−Bj(X))∣∣∣B
= j Xj−1
∣∣∣B
= j · 1
j
Bj(X)
= Bj(X).
Daraus folgt p(X)
(T−1)B7−→ c∗0 0 + c∗1 B1(X) + · · · + c∗w Bw(X) = p(X) − c∗0B0(X) =
p(X) + λ(p) fu¨r eine Konstante λ(p) aus K, die nur von p(X) abha¨ngt. Insbesondere ist
p∗(X) =def. X
j
∣∣∣(T − 1)B = Xj + λ(p∗) fu¨r jedes j ≥ 0. Andererseits rechnet man leicht
nach, daß fu¨r j ≥ 1
Xj
∣∣∣(T − 1)B = j−1∑
k=0
(
j
k
)
1
k + 1
Bk+1(X)
und somit (vgl. Rechenregeln)
λ(p∗) = p∗(0) =
j−1∑
k=0
(
j
k
)
1
k + 1
Bk+1 = − 1
j + 1
gilt. Da der Homomorphismus λB durch Eigenschaft (T − 1)B = 1 + λB eindeutig
charakterisiert ist, ko¨nnen wir wegen Xj
∣∣∣ (1 + λB) = Xj + Xj∣∣∣λB und durch einen
Koeffizientenvergleich Xj
∣∣∣λB = λ(p∗) = − 1j+1 ∈ K fu¨r j ≥ 0 ablesen. (Die Gleichung
stimmt auch fu¨r j = 0, was man wegen 0 = X0
∣∣∣(T − 1)B = X0∣∣∣(1 + λB) = 1 +X0∣∣∣λB
sieht.)
Da außerdem Xj
∣∣∣S = (−1)j Xw−j fu¨r jedes j ≥ 0 gilt, folgt k ·X0∣∣∣(S − 1) = k ·
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(
Xk−2 − 1) fu¨r alle k ∈ K. Daher ist das Bild von Acc unter dem pB-Fehlerterm
eB =def. −2
(
1 + T−1
)
λB (S − 1)
der Teilraum K · (Xk−2 − 1). Dieser Teilraum ist in W (A) enthalten, denn fu¨r gerades w
gilt (Xw − 1)
∣∣∣(1 + S) = Xw − 1+ (−1)wXw−w −Xw = 0 und (Xw − 1)∣∣∣(1 + U + U2) =
Xw−1+((X−1)w−Xw)+((−1)w − (X − 1)w) = 0, wobei wir Xj
∣∣∣U = Xj∣∣∣1 −1
1 0

 =
(X − 1)j Xw−j und Xj
∣∣∣U2 = Xj∣∣∣0 −1
1 −1

 = (−1)j (X − 1)w−j fu¨r j ≥ 0 benutzt haben.
Nach 1.35 operiert pB auf X
k−2 − 1 durch
(Xk−2 − 1)
∣∣∣pB = 6 · (Xk−2 − 1) + (Xk−2 − 1)∣∣∣eB .
Wir werden nun pB und eB explizit bestimmen.
(2.4) Lemma. Fu¨r jede gerade natu¨rliche Zahl w = k − 2 ≥ 0 gilt:
(Xk−2 − 1)
∣∣∣pB = 2k + 2
k − 1 ·
(
Xk−2 − 1) .
Beweis. Zuna¨chst zeigen wir fu¨r w ≥ 0 die Identita¨t ∑wj=0(−1)w−j(wj ) w+1j+1 = 1. Wegen
der Symmetrie der Binomilakoeffizienten,
(
w
j
)
=
(
w
w−j
)
, verschwindet deren Wechselsumme,
d. h.
∑w
j=0(−1)w−j
(
w
j
)
= 0.
Aufgrund von
(
w
j
)
· w + 1
j + 1
=
w! (w + 1)
(w − j)! j! (j + 1) =
(w + 1)!(
(w + 1)− (j + 1)) (j + 1)! =
(
w + 1
j + 1
)
und der Substitution k = j + 1 folgt
w∑
j=0
(−1)w−j
(
w + 1
j + 1
)
=
w+1∑
k=1
(−1)w−(k−1)
(
w + 1
k
)
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=
w+1∑
k=1
(−1)w−k+1
(
w + 1
k
)
= −
w+1∑
k=1
(−1)w−k
(
w + 1
k
)
= −
(
w+1∑
k=1
(−1)w−k
(
w + 1
k
)
+ 1− 1
)
= −
(
w+1∑
k=0
(−1)w−k
(
w + 1
k
)
− 1
)
= 1
und damit
(Xw − 1)
∣∣∣ (1 + T−1) λB = (Xw − 1 + (X − 1)w − 1)∣∣∣λB =
= − 1
w + 1
+ 1 + 1 +
w∑
j=0
(−1)w−j
(
w
j
) (
− 1
j + 1
)
=
2w + 1
w + 1
−
w∑
j=0
(−1)w−j
(
w
j
)
1
j + 1
=
2w + 1− w∑
j=0
(−1)w−j
(
w
j
)
w + 1
j + 1
 · (w + 1)−1
=
2w
w + 1
.
Die Aktion von S − 1 auf 2w
w+1 liefert
2w
w+1 (X
w − 1). Multipliziert man anschließend noch
mit −2, so erha¨lt man das Bild von (Xw − 1) unter der Aktion von eB :
(Xw − 1)
∣∣∣eB = − 4w
w + 1
(Xw − 1) .
Schließlich folgt die Aussage des Satzes, d. h. der Wert der Aktion von pB , durch Addition
von 6w+6
w+1 (X
w − 1), was 2w+6
w+1 (X
w − 1) = 2k+2
k−1
(
Xk−2 − 1) ergibt. 
Bemerkung. Wegen Xj
∣∣∣ε = (−1)j Xj fu¨r j ≥ 0 kann man jedes Polynom p(X) aus A
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durch p±(X) =def.
1
2 ·
(
p(X) + p(X)
∣∣∣ε) in seinen geraden Anteil p+(X) ∈ A+ und seinen
ungeraden Anteil p−(X) ∈ A− zerlegen.
Lemma. Fu¨r alle j ≥ 0 gilt Xj
∣∣∣ (B + 12) ∈ A± ⇐⇒ j ungerade (A+-Fall), gerade
(A−-Fall).
Beweis. Wir benutzen die folgende Darstellung des j-ten Bernoulli-Polynoms: Bj(X) =∑j
k=0
(
j
k
)
bj−kX
k, wobei b0 = 1, b1 = − 12 und bm = 0 fu¨r ungerades m > 1 gilt. Daraus
folgt
Xj
∣∣∣ (B + 12) = 1j + 1 Bj+1(X) + 12 Xj
=
j+1∑
k=0
(
j+1
k
)
bj+1−kX
k
j + 1
+
1
2
Xj
=
1
j + 1
b0X
j+1 − j + 1
j + 1
· 1
2
Xj +
1
2
Xj + r(X)
=
1
j + 1
Xj+1 + r(X).
Dabei ist r(X) ein gerades Polynom (mit maximalem Grad j − 1) genau dann, wenn j
ungerade ist. Genauso ist Xj+1 genau dann gerade, wenn j ungerade ist. 
Korollar. Es gilt ε
(
B + 12
)
= − (B + 12) ε.
Beweis. Die Aktion von ε auf A ist gegeben durch Xj
∣∣∣ε = (−1)j Xj . Fu¨r gerades j folgt
dann X
∣∣∣ε (B + 12) = Xj∣∣∣ (B + 12) = Xj+1j+1 + r(X), wobei r(X) ∈ A−. Andererseits ist
Xj
∣∣∣− (B + 12) ε = −(Xj+1j+1 + r(X)) ∣∣∣ε = −(−Xj+1j+1 − r(X)) = Xj+1j+1 + r(X). Sei nun
j ungerade, dann erha¨lt man auf analoge Weise Xj
∣∣∣ε (B + 12) = −(Xj∣∣∣ (B + 12)) =
−
(
Xj+1
j+1 + r
∗(X)
)
, wobei r∗(X) ∈ A+ sowie Xj
∣∣∣− (B + 12) ε = −(Xj+1j+1 + r∗(X)) ∣∣∣ε =
−
(
Xj+1
j+1 + r
∗(X)
)
, da ε auf geraden Polynomen trivial operiert. 
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Korollar. Fu¨r gerades w = k − 2 ≥ 0 ist die Einschra¨nkung von pB auf W (A)−
gegeben durch:
p−B = pB
∣∣
W (A)−
= 6 · IdW (A)− .
Beweis. Aufgrund des Korollars gilt p−B(A
−
cc) ⊆ W (A)−. Andererseits gilt eB(Acc) ⊆
K · (Xw − 1) ⊆W (A)+. Aus der Zerlegung pB
∣∣
W (A)
= 6 · IdW (A) + eB folgt, daß eB auf
W (A)− verschwindet. Damit ist die Aussage bewiesen. 
Kapitel 3:
Beispiel Level Γ0(p) und
Gewicht k = 2
Sei K ein Ko¨rper der Charakteristik 0 und A = K[P1(Fp)] fu¨r eine Primzahl p > 3
(Fp = Z
/
pZ). Die Aktion von GL(2,Z) = Γ ∪ εΓ (Γ = Γ1) auf A sei definiert als die
lineare Fortsetzung der Aktion auf der projektiven Gerade P1(Fp) = Fp ∪ {∞}, gegeben
durch:
(α : β)
∣∣∣γ =def. (γι · (α, β)t)t
mit α, β ∈ Fp ((α, β) 6= (0, 0)), γ =

a b
c d

 ∈ GL(2,Z) und γι = adj(

a b
c d

) =

 d −b
−c a

 (Adjunkte). Da γ invertierbar ist, folgt γι = det(γ) · γ−1. Wegen γ−1 =

 d −b
−c a

 und ει = det (ε) · ε−1 = −ε gilt daher (vgl. Kapitel 1):
(α : β)
∣∣∣γ = (dα− b β : −c α+ a β).
Bemerkung. ([13, Lemma 1, S. 285]) Die Aktion von GL(2,Z) faktorisiert u¨ber GL(2,Fp).
Fu¨r die Elemente j = j (mod) p aus Fp schreiben wir im Folgenden kurz j. Dann hat
jedes Element (A¨quivalenzklasse) des projektiven Raumes P1(Fp) die Gestalt
[j] =def. (j : 1), j = 0, 1, . . . , p− 1
42
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oder
[∞] =def. (1 : 0).
Die Gesamtheit dieser Elemente bildet eine K-Basis von A, so daß
A =
⊕
j∈Fp∪{∞}
K [j], dimK(A) = p+ 1
gilt.
Die Elemente D aus A nennt man auch Divisoren. Jeder Divisor D kann daher
eindeutig als Linearkombination der Form
D =
∑
j∈Fp
cj [j] + c∞ [∞], (cj , c∞ ∈ K)
geschrieben werden. Zum Beispiel ist der Nulldivisor 0 durch 0 = 0 · [0] + 0 · [1] + · · ·+ 0 ·
[p− 1] + 0 · [∞] gegeben.
Die Aktionen von T , S und ε sind gegeben durch:
• [j]
∣∣∣T = (j − 1 : 1) = [j − 1], (j ∈ Fp),
• [∞]
∣∣∣T = (1 : 0) = [∞],
• [j]
∣∣∣ε = (j : −1) = [−j] = [p− j], (j ∈ Fp)
• [∞]
∣∣∣ε = (1 : 0) = [∞],
• [j]
∣∣∣S = (1 : −j) =
(−j
−1 : 1) = [−j−1], (j ∈ Fp \ {0}) ,
[∞], (j = 0),
• [∞]
∣∣∣S = (1,−j) = (0 : −1) = (0 : 1) = [0].
Die Aktion von T ist ein Spezialfall der Aktion der Operatoren

1 n
0 1

 ∈ SL(2,Z)
(n ∈ Z):
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• [j]
∣∣∣1 n
0 1

 = (j − n : 1) = [j − n], (j ∈ Fp),
• [∞]
∣∣∣1 n
0 1

 = (1 : 0) = [∞].
Wir wollen nun die Aktion von U auf A betrachten.
Lemma. Fu¨r die Aktion des Operators U = T S gilt:
(i) [0]
∣∣∣U = [1], [1]∣∣∣U = [∞] und [∞]∣∣∣U = [0],
(ii) U :
{
[j] : j ∈ F∗p \ {1}
} −→ {[j] : j ∈ F∗p \ {1}}, wobei die Aktion explizit durch
[j]
∣∣∣U = [(1− j)−1] gegeben ist.
Beweis. (i): Fu¨r jede Primzahl p ist p − 1 selbstinvers, denn (p − 1)2 = p2 − 2p + 1 ≡
1 (mod p). Die Elemente 1 und p − 1 sind die einzigen selbstinversen Elemente von F∗p,
denn es gibt maximal zwei Lo¨sungen von X2 − 1 im Ko¨rper F∗p. Es folgt [0]
∣∣∣TS =
[p− 1]
∣∣∣S = [−(p− 1)−1] = [p− (p− 1)] = [1] sowie [1]∣∣∣TS = [0]∣∣∣S = [∞] und [∞]∣∣∣TS =
[∞]
∣∣∣S = [0]. (ii) : Wegen T ({[j] : j ∈ F∗p \ {1}}) = {[1], . . . , [p− 2]} und der Injektivita¨t
der Inversenbildung erha¨lt man sofort die Behauptung, denn S ({[1], . . . , [p− 2]}) ={
[p− pˆ] : pˆ ∈ F∗p \ {p− 1}
}
=
{
[j] : j ∈ F∗p \ {1}
}
. Die Aktion von U erha¨lt man direkt
aus der Definiton:
[j]
∣∣∣U = [j]∣∣∣1 −1
1 0


= (0 · j + 1,−1 · j + 1 · 1)
= (1,−j + 1)
=
(
(1− j)−1, 1)
= [(1− j)−1].

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Korollar. Fu¨r jedes D ∈W (A) gilt c0 = −c∞ und c1 = 0.
Beweis. Aus den Rechenregeln fu¨r die Aktion von U folgen die Gleichungen
D
∣∣∣(1 + S) = (c0 − c∞) ([0] + [∞]) + · · ·
und
D
∣∣∣(1 + U + U2) = (c0 + c1 + c∞) ([0] + [1] + [∞]) + · · ·
Damit die Periodenrelationen D
∣∣∣(1 + S) = 0 und D∣∣∣(1 + U + U2) = 0 erfu¨llt sind, mu¨ssen
demnach c0 + c∞ = 0 und c0 + c1 + c∞ = 0 gelten, was a¨quivalent zur Behauptung
c0 = −c∞ und c1 = 0 ist. 
Definition. Fu¨r jedes j ∈ P1(Fp) heißt die Abbildung
ordj : A −→ K, D 7−→ cj
Ordnung an der Stelle j. Die Abbildung
deg : A −→ K, D 7−→
∑
j∈P1(Fp)
ordj(D)
nennt man Grad.
(Aus der Definition folgt sofort, daß die Abbildungen ordj , und damit auch die Abbildung
deg, K-linear ist.)
Eine ausgezeichnete Rolle spielt der (endliche) Divisor
Df =def.
∑
j∈Fp
[j], deg(Df) = #Fp = p ∈ K.
Wir ko¨nnen nun die Ra¨ume Aα, Aω, Ac und Acc berechnen.
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Lemma. Es gilt
Aα = K ·Df ⊕K · [∞]
und
Aω =
{
D ∈ A : deg(D) = 0, ord∞(D) = 0
}
.
Beweis. Wir beginnen mit der Berechnung von Aα = ker(T − 1). Fu¨r beliebiges D =∑p−1
j=0 cj [j] + c∞ [∞] ∈ A ist D
∣∣∣T =∑p−1j=0 cj [j− 1]+ c∞ [∞] = c0 [−1]+∑p−1j=1 cj [j− 1]+
c∞ [∞] = c0 [p−1]+
∑p−2
j=0 cj+1 [j]+c∞ [∞]. Es folgtD∗ =def. D
∣∣∣(T − 1) = (c0 − cp−1) [p−
1]+
∑p−2
j=0 (cj+1 − cj) [j] und daraus die Behauptung, denn D
∣∣∣(T − 1) = 0⇐⇒ c0 = c1 =
. . . = cp−1 ∈ K und beliebiges c∞ ∈ K.
Um Aω = im(T − 1) zu berechnen, betrachten wir die Koeffizienten von D∗. Diese sind
eindeutig charakterisiert durch c∗∞ = 0 und
c∗p−1 = c0 − cp−1
c∗p−2 = cp−1 − cp−2
· · ·
c∗0 = c1 − c0,
was a¨quivalent zu ord∞(D
∗) = 0 und
∑p−1
j=0 c
∗
j = deg(D
∗) = 0 (Teleskopsumme) ist. 
Lemma. Es gilt
Ac =
{
D ∈ A : ord0(D) = ord∞(D)
}
.
Beweis. Sei D =
∑p−1
j=0 cj [j] + c∞ [∞] ein beliebiger Divisor aus A, dann gilt D
∣∣∣S =
c0 [∞] +
∑p−1
j=1 cj [p− j−1] + c∞ [0] und somit
D∗ =def. D
∣∣∣(S − 1) = (c∞ − c0) [0] + p−1∑
j=1
cj ([p− j−1]− [j]) + (c0 − c∞) [∞].
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Da die Zuordnung j ←→ p−j−1 eine Bijektion auf F∗p ist, kommt in den beiden Ausdru¨cken∑p−1
j=1 cj [p− j−1] und
∑p−1
j=1 −cj [j] jedes cj genau einmal vor. Aus der Additivita¨t der
Gradabbildung folgt dann
deg
p−1∑
j=1
cj ([p− j−1]− [j])
 = 0.
Daraus erhalten wir die Aussage des Satzes, denn deg(D∗) = 0, ord∞(D
∗) = 0 ⇐⇒
ord0(D
∗) = ord∞(D
∗). 
Lemma. Es gilt
Acc =
{
D ∈ A : ord1(D) = ord−1(D)
}
.
Beweis. Sei wieder, wie oben, D =
∑p−1
j=0 cj [j] + c∞ [∞] ein beliebiger Divisor aus A,
dann gilt
D∗ =def. D
∣∣∣(T − T−1) = p−1∑
j=0
cj ([j + 1]− [j − 1]) + (c∞ − c∞) [∞]
=
p−1∑
j=0
cj [j + 1]−
p−1∑
j=0
cj [j − 1] =
p−1∑
j=0
(cj − cj+2) [j + 1].
Daraus liest man sofort c∗∞ = ord∞(D
∗) = 0 ab. Es folgt die Aussage des Satzes,
denn ord0(D
∗) = ord∞(D
∗) ⇐⇒ ord0(D∗) = 0 ⇐⇒ c−1 = c0 (dabei ist ord−1(D) =
ordp−1(D)). 
Lemma. Es gilt
H0(Γ, A) = K · ([∞] +Df).
Beweis. Es ist AΓ = H0(Γ, A), die Aussage folgt dann sofort aus aus der Tatsache,
daß Γ transitiv auf P1(Fp) operiert. Insbesondere lassen sich die Elemente der Basis
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{[j] : j = 0, . . . , p− 1} ∪ {[∞]} von A durch die Verkettung der Aktionen von T und S
aufeinander abbilden. 
Lemma. Fu¨r Γ∞ =
〈± T〉 gilt
AΓ∞ = H0(Γ∞, A) = K · [∞]⊕K ·Df .
Beweis. Dies folgt direkt aus der Definition der Aktion von T und der Tatsache, daß −I
trivial auf A operiert. 
(3.1) Proposition. Die Menge Bω =def.
{
[j]− [p− 1] : 0 ≤ j ≤ p− 1} ist eine K-Basis
des Raumes Aω.
Beweis. Es ist klar, daß Bω ⊆ Aω gilt. Sei nun D ∈ Aω beliebig, dann hat D eine
eindeutige Darstellung D =
∑p−1
j=0 cj [j] + c∞ [∞] bezu¨glich der K-Basis von A. Als
Element des Teilraumes Aω hat D die zusa¨tzlichen Eigenschaften ord∞(D) = c∞ = 0
und deg(D) =
∑p−1
j=0 cj = 0. Wir erhalten somit die folgende eindeutige Darstellung von
D bezu¨glich Bω, denn:
D =
p−1∑
j=0
cj [j]
=
p−1∑
j=0
cj
(
[j]− [p− 1]
)
+
p−1∑
j=0
cj [p− 1]
=
p−1∑
j=0
cj
(
[j]− [p− 1]
)
+ deg (D) [p− 1]
=
p−1∑
j=0
cj
(
[j]− [p− 1]
)
.

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Definition. Der Bernoulli-Operator B : Aω −→ A sei die lineare Fortsetzung der Rechts-
aktion: (
[j]− [p− 1]
)∣∣∣B =def. p−1∑
i=j+1
[i], 0 ≤ j ≤ p− 1.
(Die Summation u¨ber die leere Indexmenge, wie im Fall j = p− 1, sei identisch 0.)
Die den Bernoulli-Operator charakterisierende Eigenschaft zeigt die Rechnung:
(
[j]− [p− 1])∣∣∣B (T − 1) = p−1∑
i=j+1
[i]
∣∣∣(T − 1) = p−1∑
i=j+1
[i− 1]−
p−1∑
i=j+1
[i] = [j]− [p− 1].
Wir werden nun den Homomorphismus λB : A −→ Aα berechnen. Aus der Definition
lesen wir dazu zuna¨chst ab:
• [j]
∣∣∣(T − 1)B = ([j − 1]− [j])∣∣∣B = p−1∑
i=j
[i]−
p−1∑
i=j+1
[i] = [j] fu¨r j ∈ F∗p,
• [0]
∣∣∣(T − 1)B = ([p− 1]− [0])∣∣∣B = −([0]− [p− 1])∣∣∣B = − p−1∑
i=1
[i] = −(Df − [0]) =
[0]−Df ,
• [∞]
∣∣∣(T − 1)B = ([∞]− [∞])∣∣∣B = 0∣∣∣B = 0.
Korollar. Fu¨r alle D ∈ A gilt
D
∣∣∣λB = −ord∞(D) · [∞]− ord0(D) ·Df .
Beweis. Die Aussage folgt direkt aus den obigen Rechenregeln und der Identita¨t (T −
1)B = 1 + λB , denn
D
∣∣∣(T − 1)B = ord0(D) · ([0]−Df ) + p−1∑
j=1
ordj(D) [j] + ord∞(D) · 0
= ord0(D) · [0] +
p−1∑
j=1
ordj(D) [j]− ord0(D) ·Df
= D − ord∞(D) · [∞]− ord0(D) ·Df .
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
Satz. Die Einschra¨nkung pB
∣∣
W (A)
des Projektors pB : Acc −→ A auf den Periodenraum
W (A) ist gegeben durch:
D
∣∣∣pB = 6 ·D + 6 · ord∞(D) · ([0]− [∞]), (D ∈W (A)).
Beweis. Wir mu¨ssen die Aktion des Fehlerterms eB =def. −2 (1 + T−1)λB (S − 1) auf
dem Raum W (A) berechnen. Sei dazu zuna¨chst D aus Acc beliebig gewa¨hlt, d. h. D =∑p−1
j=0 cj [j] + c∞ [∞] mit der Eigenschaft c1 = c−1. Es folgt D∗ =def. D
∣∣∣T−1 = c0 [0] +
· · ·+ cp−2 [p− 1] + cp−1 [0] + c∞ [∞], also ord0(D∗) = cp−1 = c−1 = c1 und ord∞(D∗) =
ord∞(D) = c∞. Wir setzen
D∗∗ =def.= D
∣∣∣(1 + T−1)λB (S − 1)
und erhalten
D∗∗ = (D +D∗)
∣∣∣λB (S − 1
= (−c∞ [∞]− c0Df )
∣∣∣(S − 1) + (−c∞ [∞]− c1Df ) ∣∣∣(S − 1)
= (−2 c∞ [∞]− (c0 + c1)Df )
∣∣∣(S − 1).
Da außerdem Df
∣∣∣S = ([0] + [1] + · · ·+ [p− 1]) ∣∣∣S = [∞]+[1]+· · ·+[p−1] = [∞]+Df−[0]
und damit Df
∣∣∣(S − 1) = [∞]− [0] gilt, folgt (auf Acc)
D∗∗ = (−2 c∞ [∞]− (c0 + c1)Df )
∣∣∣(S − 1)
= −2 c∞ ([0]− [∞])− (c0 + c1) ([∞]− [0])
= (−2 c∞ + c0 + c1) ([0]− [∞]) .
Sei nun D aus W (A) ⊆ Acc, dann folgt aus den Periodenrelationen c0 = −c∞ und c1 = 0
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(vgl. Rechenregel fu¨r die Aktion von U), so daß wir zuna¨chst
D∗∗ = −3 c∞ ([0]− [∞])
und, nach Multiplikation mit −2, die Aussage des Satzes erhalten. 
(3.2) Satz. Die Spur des Projektors pp auf W (A) ist durch
Tr (pB ; W (A)) = 6 · dimK
(
W (A)
)− 6
gegeben.
Beweis. Die Rechenregeln fu¨r die Aktion von ε auf A zeigen, daß D ∈ A± ⇐⇒ ordj(D) =
±ordp−j(D) fu¨r alle j ∈ F∗p gilt. Man sieht weiterhin leicht, daß das Element [0] − [∞]
in W+(A) liegt (vgl. Rechenregeln fu¨r Aktion von U) und [0]− [∞] ein Eigenvektor des
Fehlerterms 6 ·ord∞(D) ·
(
[0]− [∞]) ist. Der zugeho¨rige Eigenwert ist 6 ·ord∞([0]− [∞]) =
−6, so daß wir 6 · dimK
(
W (A)
)− 6 fu¨r die Spur von pB∣∣W (A) erhalten. 
Wir werden nun den Wert der Spur explizit berechnen, indem wir sukzessive Dimensionen
gewisser Unterra¨ume ermitteln und diese mit Hilfe von Aussagen aus der Gruppencoho-
mologie (exakte Sequenzen) ins Verha¨ltnis setzen.
Hilfssatz. Es gilt
dimK
(
H0(〈S〉, A)) = dimK(A〈S〉) = 1
2
·
(
p+ 2 +
(−1
p
))
.
Beweis. Wegen [0]
∣∣∣S = [∞] und [∞]∣∣∣S = [0] mu¨ssen wir c0 = c∞ fordern. Daher spannt
[0]+[∞] den unter der Aktion von S fixen Unterraum K ·([0] + [∞]) auf. Fu¨r die restlichen
p− 1 Basiselemente [j] fu¨r j ∈ F ∗p ist [j] genau dann ein Fixpunkt unter der Aktion von
S, falls −j−1 = j∗ = j ⇐⇒ j2 = −1 gilt, d. h., falls −1 quadratischer Rest in Fp ist.
Gegebenenfalls existieren genau 2 Fixpunkte, sonst 0. Wir haben also folgende disjunkte
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Zerlegung von F ∗p : F
∗
p =
⋃
j 6=−j−1{j,−j−1} ∪
⋃
j2=−1{j}. Sei nun l =def. 1 +
(
−1
p
)
, dann
ko¨nnen wir die gesuchte Dimensionformel wie folgt aufschreiben:
p− 1− l
2
+ l + 1 =
1
2
·
(
p+ 2 +
(−1
p
))
.

Hilfssatz. Es gilt
dimK
(
H0(〈U〉, A)) = dimK(A〈U〉) = 1
3
·
(
p+ 3 + 2 ·
(−3
p
))
.
Beweis. Aus den Rechenregeln fu¨r U folgt, daß der Teilraum K · ([0] + [1] + [∞]) fix unter
der Aktion von U ist. Betrachten wir nun die Menge der restlichen p− 2 Basiselemente [j]
fu¨r j ∈ F ∗p \ {1}. Diese zerfa¨llt unter der Aktion von U in die Mengen {[j], [j]
∣∣∣U, [j]∣∣∣U2}
der Kardinalita¨t 3 und die Einermengen der Fixpunkte. Dabei ist [j] ein Fixpunkt, wenn
j = (1 − j)−1 ⇐⇒ j2 − j + 1 = 0 ⇐⇒ j = − 12 ± 12 ·
√−3 in F ∗p lo¨sbar ist. Dies ist
genau dann erfu¨llt, wenn −3 ein quadratischer Rest in F ∗p ist. Gegebenenfalls gibt es
genau zwei Lo¨sungen. Setzen wir l =def. 1 +
(
−3
p
)
, so erhalten wir die folgende gesuchte
Dimensionsformel:
p− 2− l
3
+ l + 1 =
1
3
·
(
p+ 3 + 2 ·
(−3
p
))
.

Beispiel F5. Die Dimensionsformel fu¨r die Dimension von A
〈S〉 u¨ber K ergibt den Wert
1
2 ·
(
p+ 2 +
(
−1
p
))
= 12 · (5 + 2 + 1) = 4 und die Dimensionsformel fu¨r die Dimension von
A〈U〉 u¨ber K ergibt den Wert 13 ·
(
p+ 3 + 2 ·
(
−3
p
))
= 13 · (5 + 3− 2) = 2. Man beachte,
daß −1 quadratischer Rest und −3 quadratischer Nichtrest in F5 ist. (Da S2 = −I trivial
operiert, haben wir im Fall S Bahnen der La¨nge 2. Da U3 = −I trivial operiert, haben
wir im Fall U Bahnen der La¨nge 3.)
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1 [0] [∞] [1] [2] [3] [4]
S [∞] [0] [4] [2] [3] [1]
(a) Die Aktionen von I und S.
1 [0] [1] [2] [3] [4] [∞]
U [1] [∞] [4] [2] [3] [0]
U2 [∞] [0] [3] [4] [2] [1]
(b) Die Aktionen von I, U und U2.
Abbildung 3.1: p = 5
Nach 1.14 wissen wir bereits, daß
dimK(W (A)) = dimK(H
1
c (Γ, A))
gilt. Als na¨chstes zeigen wir außerdem den
Hilfssatz. Es gilt
dimK(H
1
c (Γ, A)) = dimK
(
H1(Γ, A)
)
.
Beweis. Aus der langen exakten Sequenz (1.15) lesen wir ab:
0 = dimK(H
0(Γ, A))− dimK(H0(Γ∞, A))
+ dimK(H
1
c (Γ, A))− dimK(H1(Γ, A))
+ dimK(H
1(Γ∞, A))− dimK(H2c (Γ, A))
= 1− 2 + dimK(H1c (Γ, A))− dimK(H1(Γ, A))
+ dimK(H
1(Γ∞, A))− dimK(H2c (Γ, A)).
Um die Dimension von H1(Γ∞, A) zu berechnen, schreiben wir A in der Form K · [∞]⊕
p−1⊕
j=0
K · [j] = K · [∞]⊕ Ind〈±T 〉〈±Tp〉(K). Aus dem Lemma von Shapiro und wegen
H1(G,M) ∼= Hom(G,M),
falls G trivial auf M operiert [4, Kap. 4, S. 97], folgt
H1(Γ∞, A) ∼= H1(Γ∞,K · [∞]⊕ Ind〈±T 〉〈±Tp〉(K))
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∼= H1(Γ∞,K)⊕H1(〈±T p〉,K)
∼= Hom(Γ∞,K)⊕Hom(〈±T p〉,K)
∼= K ⊕K.
Aus [14, S. 352, Prop. 2] fu¨r S0 = S und [14, S. 162, Prop. 1] fu¨r M = K und Γ = Γ0(p)
und Shapiros Lemma folgt dimK
(
H2c (Γ, A)
)
= 1 und somit die Behauptung des Satzes. 
Korollar. Es gilt
6 · dimK
(
W (A)
)
= p− 3 ·
(−1
p
)
− 4 ·
(−3
p
)
.
Beweis. Den gesuchten Wert fu¨r die Spur erhalten wir mit Hilfe der Mayer-Vietories-
Sequenz (vgl. 1.11), denn
dimK(H
1(Γ, A)) = dimK
(
AΓ
)− dimK (A〈S〉 ⊕A〈U〉)+ dimK(A) =
= 1−
(
1
2
·
(
p+ 2 +
(−1
p
))
+
1
3
·
(
p+ 3 + 2 ·
(−3
p
)))
+ (p+ 1),
und damit
6 · dimK
(
H1(Γ, A)
)
= 6 p+ 12−
(
3 p+ 6 + 3 ·
(−1
p
)
+ 2 p+ 6 + 4 ·
(−3
p
))
= p− 3 ·
(−1
p
)
− 4 ·
(−3
p
)
.
Die Aussage des Satzes folgt aus dimK(W (A)) = dimK(H
1
c (Γ, A)) = dimK(H
1(Γ, A)). 
Direkte Berechnung der Spur von pB auf Acc. Ziel dieses Abschnittes ist die
Berechnung der Spur von pB : Acc →W (A) ⊆ Acc direkt aus der Definition von pB . Wir
erinnern daran, daß Acc durch die Eigenschaft ord([1]) = ord([−1]) charakterisiert ist,
[Kap. 3] Beispiel Level Γ0(p) und Gewicht k = 2 55
d. h. Acc hat eine K-Basis bestehend aus den p Divisoren
[0], [2], . . . , [p− 2], [1] + [p− 1], [∞].
Die Spur ist eine lineare Abbildung Acc → K, daher untersuchen wir nun, welche Beitra¨ge
die Aktion von pB auf die einzelnen Basiselemente liefern. Sind etwa e1, . . . , ep die
Basiselemente von Acc, wobei e2 = [2], . . . , ep−2 = [p− 2] gelte, so mu¨ssen wir die j-ten
Koeffizienten der Bilder coeffj(ej
∣∣∣pB) betrachten, deren Summe dann die Spur ergibt
(
∑
j〈Aej , ej〉). Man beachte, daß coeffj(ej
∣∣∣pB) mit ordj(ej∣∣∣pB) u¨bereinstimmt, wenn
j = 2, . . . , p− 2 gilt.
Lemma. Es gilt
(i) [∞]
∣∣∣pB = 0, [0]∣∣∣pB = 0,
(ii)
(
[1] + [−1])∣∣∣pB = 0.
Beweis. (i) Sowohl die Aktion von T als auch die von T−1 lassen [∞] fix, daher ist
[∞]
∣∣∣pB = 0. Die zweite Gleichung folgt aus
[0]
∣∣∣pB = ([p− 1]− [1])∣∣∣(S − 1) (B + 12) (S − 1)
= 2 · ([1]− [p− 1])∣∣∣ (B + 12) (S − 1)
=
(
[1] + 2 · [2] + · · ·+ 2 · [p− 2] + [p− 1])∣∣∣(S − 1)
= 0,
wobei wir benutzt haben, daß 1 und p−1 selbtsinvers sind und die Invertierung eineindeutig
ist. Insbesondere folgt damit der letzte Schritt der obigen Rechnung, da der Divisor
[1] + 2 · [2] + · · ·+ 2 · [p− 2] + [p− 1] invariant unter der Aktion von S ist.
(ii) Fu¨r den Bernoulli-Operator, angewendet auf Differenzen von Divisoren, gilt die
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Rechenregel
(
[x]− [y])∣∣∣B = (([x]− [p− 1])− ([y]− [p− 1]))∣∣∣B
= ([x+ 1] + · · ·+ [p− 1])− ([y + 1] + · · ·+ [p− 1]).
Insbesondere ist dann
( [
p+1
2
]− [p−12 ] )∣∣∣ (B + 12) = [p+ 32
]
+ · · ·+ [p− 1]
−
([
p+ 1
2
]
+
[
p+ 3
2
]
+ · · ·+ [p− 1]
)
+
([
p+ 1
2
]
−
[
p− 1
2
])
= −
[
p+ 1
2
]
+
1
2
([
p+ 1
2
]
−
[
p− 1
2
])
= −1
2
[
p+ 1
2
]
− 1
2
[
p− 1
2
]
,
sowie
(
[2]− [−2])∣∣∣ (B + 12) = [3] + · · ·+ [p− 2] + 12 [2]− 12 [−2]
=
1
2
[2] + [3] + · · ·+ [p− 3] + 1
2
[−2].
Fu¨r
D =def.
([
p+1
2
]− [p−12 ]+ [2]− [−2]) ∣∣∣ (B + 12),
gilt somit
D = −1
2
[
p− 1
2
]
− 1
2
[
p+ 1
2
]
+
1
2
[2] + [3] + · · ·+ [p− 3] + 1
2
[−2]
=
1
2
([2] + [2∗] + [p− 2] + [(p− 2)∗]) +
∑
j
[j],
wobei die Summe u¨ber alle 3 ≤ j ≤ p− 3 gebildet wird, die nicht in der Menge {2, p−
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2, 2∗, (p− 2)∗} liegen. Also ist D, beachtet man (j∗)∗ = j, invariant unter der Aktion von
S : [j] 7−→ [j∗], woraus sofort die Aussage, na¨mlich D
∣∣∣(S − 1) = 0, folgt. 
Schließlich mu¨ssen wir noch die Aktion des Projektors auf den restlichen Basiselementen
betrachten, d. h. auf den Elementen [j] fu¨r j ∈ F ∗p \ {±1}. Fu¨r j = 2, . . . , p− 2 ist
Dj =def. [j]
∣∣∣ (T − T−1) (S − 1) (B + 12)
= ([j − 1]− [j + 1])
∣∣∣(S − 1) (B + 12)
= ([(j − 1)∗]− [(j + 1)∗] + [j + 1]− [j − 1])
∣∣∣ (B + 12).
Zur Ermittlung der Spur mu¨ssen wir noch (S − 1) auf Dj operieren lassen, so daß wir mit
D∗j =def. Dj
∣∣∣S
die Spurformel wie folgt aufschreiben ko¨nnen:
Tr (pB ; Acc) =
p−2∑
j=2
ordj(D
∗
j −Dj) =
p−2∑
j=2
ordj(D
∗
j )−
p−2∑
j=2
ordj(Dj).
Fu¨r die Ermittlung der beiden Summen auf der rechten Seite ist es notwendig, Dj und
dann D∗j explizit zu bestimmen.
Hilfssatz. Fu¨r alle i, k ∈ F ∗p , i, k 6= ±1 mit i < k gilt:
(
[i]− [k])∣∣∣ (B + 12) = 12 [i] + ∑
i<j<k
[j] +
1
2
[k].
Beweis. Es gilt
(
[i]− [k])∣∣∣ (B + 12) = ([i+ 1] + · · ·+ [p− 1])− ([k + 1] + · · ·+ [p− 1]) =
[i + 1] + · · · + [k] + 12 ([i]− [k]) = 12 [i] + [i + 1] + · · · + [k] − 12 [k]. Dies ist genau die
behauptete Summe, wobei der Fall i + 1 = k enthalten ist, denn in diesem Fall gilt∑
i<j<k[j] = 0. 
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Korollar. Fu¨r alle j ∈ F ∗p , j 6= ±1 gilt:
(
[j + 1]− [j − 1])∣∣∣ (B + 12) = −12 [j − 1]− [j]− 12 [j + 1].
Beweis. Man wende den vorangegangenen Satz auf i = j − 1 und k = j + 1 an. Anschlie-
ßende Multiplikation mit −1 ergibt die Aussage. 
Als weitere direkte Konsequenz erhalten wir das folgende
Korollar. Fu¨r jedes j ∈ F ∗p , j 6= ±1 mit (j − 1)∗ < (j + 1)∗ gilt:
(
[(j − 1)∗]− [(j + 1)∗])∣∣∣ (B + 12) = 12 [(j − 1)∗] + ∑
(j−1)∗<r<(j+1)∗
[r] +
1
2
[(j + 1)∗].
Der entgegengesetzte Fall j ∈ F ∗p , j 6= ±1 und (j+1)∗ < (j−1)∗ impliziert (Multiplikation
mit −1) die Gleichung:
(
[(j − 1)∗]− [(j + 1)∗])∣∣∣ (B + 12) = −12 [(j − 1)∗]− ∑
(j+1)∗<r<(j−1)∗
[r]− 1
2
[(j + 1)∗].
Zusammenfassend stellen wir fest, daß fu¨r (j − 1)∗ < (j + 1)∗ die Gleichungen
Dj = −1
2
[j − 1]− [j]− 1
2
[j + 1] +
1
2
[(j − 1)∗] +
∑
(j−1)∗<r<(j+1)∗
[r] +
1
2
[(j + 1)∗],
D∗j = −
1
2
[(j − 1)∗]− [j∗]− 1
2
[(j + 1)∗] +
1
2
[j − 1] +
∑
(j−1)∗<r<(j+1)∗
[r∗] +
1
2
[j + 1]
und fu¨r (j + 1)∗ < (j − 1)∗ die Gleichungen
Dj = −1
2
[j − 1]− [j]− 1
2
[j + 1]− 1
2
[(j − 1)∗]−
∑
(j+1)∗<r<(j−1)∗
[r]− 1
2
[(j + 1)∗],
D∗j = −
1
2
[(j − 1)∗]− [j∗]− 1
2
[(j + 1)∗]− 1
2
[j − 1]−
∑
(j+1)∗<r<(j−1)∗
[r∗]− 1
2
[j + 1]
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gelten.
Definition. Fu¨r jede Primzahl p > 3 sei
N±(p) =def. #
{
j ∈ F ∗p \ {±1} : (j − 1)∗ < ±j < (j + 1)∗
}
und
N∗±(p) =def. #
{
j ∈ F ∗p \ {±1} : (j − 1)∗ < ±j∗ < (j + 1)∗
}
.
Mit Hilfe dieser vier Kardinalita¨ten ko¨nnen wir nun die Spurformel wie folgt aufschreiben.
Satz. Die Spur des Operators pB : Acc −→W (A) ist durch
Tr (pB ; Acc) = p− 3−N+(p) +N−(p) +N∗+(p)−N∗−(p)
−
(
1 +
(−1
p
))
−
(
1 +
(−3
p
))
gegeben.
Beweis. Wie bereits gezeigt, liefert die Aktion des Projektors pB auf den Basiselementen
[0], [∞] und [1] + [−1] keinen Beitrag zur Spur. Es reicht daher, die Aktion fu¨r die
Elemente [j] ∈ Acc mit j ∈ F ∗p \ {±1} zu untersuchen. Die Spur ist daher die Differenz
S∗ − S fu¨r S∗ =def.
∑p−2
j=2 ordj(D
∗
j ) und S =def.
∑p−2
j=2 ordj(Dj) aus K. Man sieht leicht,
daß S = N+(p) − N−(p) − (p − 3) ist, da sich die mit ± 12 gewichteten Randfa¨lle (fu¨r
j = (j − 1)∗ und j = (j + 1)∗) paarweise aufheben. Dies folgt wegen j = (j − 1)∗ <
(j + 1)∗ ⇐⇒ −j = p − j = (−j + 1)∗ > (−j − 1)∗. (Diese A¨quivalenz stimmt wegen
j1 < j2 ⇒ p− j1 = −j1 > p− j2 = −j2 und (p− j) (p− j−1) = p2 − p j−1 − j p+ 1 = 1
in Fp, was wiederum (−j)∗ = (p − j)∗ = p − (p − j)−1 = p − (p − j−1) = j−1 = −j∗
impliziert. Ist Dj ein Divisor, der einen Randbeitrag leistet, so ist der zugeho¨rige zweite
Divisor, der diesen Beitrag wieder aufhebt, genau Dp−j = D−j .) Die Bestimmung von S
∗
erfolgt auf a¨hnliche Weise, wobei sich die Randfa¨lle (j = j∗, j = (j− 1)∗ und j = (j+1)∗)
auf den Teilterm − 12 [(j − 1)∗] − [j∗] − 12 [(j + 1)∗] von D∗j auswirken und damit einen
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Beitrag liefern. Es ist in Fp
j = j∗ ⇔ j = p− j
⇔ j2 = p j − 1
⇔ j2 + 1 = 0
⇔ −1 ist quadratischer Rest
⇔
(−1
p
)
= 1.
Gegebenenfalls liefern die Divisoren Dj und Dj∗ den Beitrag −1, also ingesamt −2 =
−
(
1 +
(
−1
p
))
. Weiterhin gilt
j = (j − 1)∗ ⇔ p− j−1 = j − 1
⇔ p j − 1 = j2 − j
⇔ j2 − j + 1 = 0
⇔ −3 ist quadratischer Rest
⇔
(−3
p
)
= 1
und
j = (j + 1)∗ ⇔ p− 1−1 = j + 1
⇔ p j − 1 = j2 + j
⇔ j2 + j + 1 = 0
⇔ −3 ist quadratischer Rest
⇔
(−3
p
)
= 1.
In beiden Fa¨llen liefern die Divisoren Dj und Dj∗ einen Beitrag von − 12 , also ingesamt
−2 = −
(
1 +
(
−3
p
))
. 
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Man erha¨lt mit Hilfe der Ergebnisse des vorherigen Abschnittes die folgende, in der
Literatur bisher unerwa¨hnte, Identita¨t.
Satz. Fu¨r jede Primzahl p > 3 sei
N(p) =def. N+(p)−N−(p)−N∗+(p) +N∗−(p),
dann gilt:
N(p) = 2 ·
(
1 +
(−1
p
))
+ 3 ·
(
1 +
(−3
p
))
− 4.
Beweis. Mit der Spurformel Tr (pB ; W (A)) aus dem vorherigen Abschnitt folgt
p− 3 ·
(−1
p
)
− 4 ·
(−3
p
)
− 6 = p− 3−N++N−+N∗+−N∗−− 1−
(−1
p
)
− 1−
(−3
p
)
,
also ist
N+−N−−N∗++N∗− = 1+2·
(−1
p
)
+3·
(−3
p
)
= 2·
(
1 +
(−1
p
))
+3·
(
1 +
(−3
p
))
−4.
(Dabei wurden N± und N
∗
± abku¨rzend fu¨r N±(p) und N
∗
±(p) resp. benutzt.) 
Die folgende Tabelle ist das Ergebnis numerischer Berechnungen der oben definierten
Gro¨ßen fu¨r kleine Primzahlen 3 < p < 200.
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p N(p) N∗+(p) N
∗
−(p) N+(p) N−(p) 1 +
(
−1
p
)
1 +
(
−3
p
)
Tr (pB ; Acc)
5 0 0 0 0 0 2 0 0
7 2 0 0 0 2 0 2 0
11 −4 0 2 2 0 0 0 12
13 6 2 0 0 4 2 2 0
17 0 2 2 2 2 2 0 12
19 2 2 2 2 4 0 2 12
23 −4 0 2 2 0 0 0 24
29 0 2 2 2 2 2 0 24
31 2 6 6 6 8 0 2 24
37 6 8 6 6 10 2 2 24
41 0 6 6 6 6 2 0 36
43 2 6 6 6 8 0 2 36
47 −4 6 8 8 6 0 0 48
53 0 6 6 6 6 2 0 48
59 −4 8 10 10 8 0 0 60
61 6 14 12 12 16 2 2 48
67 2 12 12 12 14 0 2 60
71 −4 8 10 10 8 0 0 72
73 6 14 12 12 16 2 2 60
79 2 10 10 10 12 0 2 72
83 −4 8 10 10 8 0 0 84
89 0 14 14 14 14 2 0 84
97 6 16 14 14 18 2 2 84
101 0 20 20 20 20 2 0 96
103 2 16 16 16 18 0 2 96
107 −4 12 14 14 12 0 0 108
109 6 16 14 14 18 2 2 96
113 0 14 14 14 14 2 0 108
127 2 22 22 22 24 0 2 120
131 −4 18 20 20 18 0 0 132
137 0 18 18 18 18 2 0 132
139 2 26 26 26 28 0 2 132
149 0 16 16 16 16 2 0 144
151 2 26 26 26 28 0 2 144
157 6 28 26 26 30 2 2 144
163 2 24 24 24 26 0 2 156
167 −4 24 26 26 24 0 0 168
173 0 28 28 28 28 2 0 168
179 −4 18 20 20 18 0 0 180
181 6 34 32 32 36 2 2 168
191 −4 26 28 28 26 0 0 192
193 6 34 32 32 36 2 2 180
197 0 26 26 26 26 2 0 192
199 2 34 34 34 36 0 2 192
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Bemerkung. Aus dem Eichler-Shimura-Isomorphismus folgt, daß W (A) u¨ber C
isomorph zu M2(Γ0(p))⊕S2
(
Γ0(p)
)
ist (vgl. 1.47). Weiterhin gilt dimC
(
E2
(
Γ0(p)
) )
= 1
(vgl. 1.44), so daß die Identita¨t
dimC
(
W (A)
)
= 2 · dimC
(
S2
(
Γ0(p)
))
+ 1 = 2 · g0(p) + 1
folgt. Dabei bezeichnet g0(p) das Geschlecht der Modulkurve X0(p). Aufgrund von 3.2
erhalten wir:
Tr (pB ; Acc) = Tr (pB ; W (A)) = 6 ·
(
dimC
(
W (A)
)− 1) = 12 · g0(p).
Eine entsprechende Formel zu Berechnung des Geschlechts g0(p) findet man z. B. in [30,
Chap. 6, S. 92]. In der folgenden Tabelle sind die ersten 44 Werte zu finden (p > 3).
p g0(p) p g0(p) p g0(p) p g0(p) p g0(p) p g0(p)
5 0 31 2 67 5 103 8 149 12 191 16
7 0 37 2 71 6 107 9 151 12 193 15
11 1 41 3 73 5 109 8 157 12 197 16
13 0 43 3 79 6 113 9 163 13 199 16
17 1 47 4 83 7 127 10 167 14
19 1 53 4 89 7 131 11 173 14
23 2 59 5 97 7 137 11 179 15
29 2 61 4 101 8 139 11 181 14
Tabelle 3.1: g0(p), 3 < p < 200
Kapitel 4:
Heckeoperatoren
Eine der wichtigsten Strukturen auf dem Raum der klassischen Modulformen ist die
Aktion der Hecke-Algebra. Wir werden in diesem Kapitel Heckeoperatoren auf abstrakten
Periodenra¨umen studieren und fu¨r diese einen Prototypen einer Spurformel herleiten. Im
anschließenden Kapitel werden wir diese abstrakte Spurformel anwenden und spezialisieren
auf Ra¨ume von Modulformen fu¨r die volle Modulgruppe Γ = SL(2,Z).
§1. Grundlagen
Sei ∆ = Mat(2,Z) die Halbgruppe der 2× 2-Matrizen u¨ber Z.
(4.1) Definition. Fu¨r jedes n ≥ 1 betrachten wir die Menge ∆(n), bestehend aus allen
Matrizen M aus ∆ der Determinante n:
∆(n) =def.
{
M ∈ ∆: det(M) = n}.
Bemerkung. ∆(n) ist nicht abgeschlossen unter Multiplikation. Die Inverse von M =
a b
c d

 ∈ ∆(n) existiert u¨ber Q und ist gegeben durch:
M−1 =
1
det(M)
· adj(M) = 1
n
·
 d −b
−c a

64
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wobei adj(M) =

 d −b
−c a

 die Adjunkte zu M ist. (Z. B. ist fu¨r M =

5 2
3 7

 ∈ ∆(29)
die Inverse gegeben durch M−1 =
 729 −229
−3
29
5
29
, wobei det(M−1) = 29292 = 129 ∈ Q \ {0}
gilt.)
(4.2) Definition. Eine Matrix M =

a b
c d

 ∈ ∆(n) heißt reduziert, falls 0 ≤ c < a und
0 ≤ b < d gilt. Wir schreiben M(n) fu¨r die Menge aller reduzierten Matrizen aus ∆(n).
Bemerkung. M(n) ist endlich, denn a+ d > n+ 1 impliziert det
a b
c d


 > n, wie
ad− bc ≥ ad− (a− 1)(d− 1) = a+ d− 1 > n zeigt. Es gibt aber nur endlich viele Tupel
(a, b, c, d) ∈ Z4, die a+ d− 1 ≤ n, 0 ≤ c < a und 0 ≤ b < d erfu¨llen.
Wir betrachten neben M(n) die beiden folgenden Teilmengen von M(n):
MA(n) =def.


a b
c d

 ∈M(n) : b = 0
 , MΩ(n) =def.


a b
c d

 ∈M(n) : c = 0
 .
Bemerkung. Die Zuordnung

a 0
c d

 7−→

d c
0 a

 definiert eine Bijektion MA(n) −→
MΩ(n). Der Durchschnitt MA(n) ∩MΩ(n) besteht aus allen Diagonalmatrizen D =
a 0
0 d

 mit det(D) = a d = n.
Geht man von einer beliebigen reduzierten Matrix M aus, so kann man dieser durch
sukzessives Abspalten von Faktoren in eindeutiger Weise Matrizen α(M) ∈MA(n) und
ω(M) ∈MΩ(n) zuordnen.
(4.3) Lemma. Fu¨r jede reduzierte Matrix

a b
c d

 ∈ M(n) mit c > 0 existiert genau
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ein N ∈ Z, so daß

a b
c d

 = TN S

a
′ b′
c′ d′

 und

a
′ b′
c′ d′

 ∈M(n) gilt. Gegebenenfalls
ist N ≥ 2 und a′ < a.
Beweis. Es wird c > 0 vorausgesetzt. Die Matrixa′ b′
c′ d′
 = (TNS)−1M = S−1T−N
a b
c d
 =
 c d
Nc− a Nd− b
 ∈ ∆(n)
ist nach Definition genau dann reduziert, wenn die vier Ungleichungen 0 ≤ Nc− a < c
und 0 ≤ d < Nd − b sind. Die ersten beiden Ungleichungen sind a¨quivalent zu a ≤
Nc < c+ a⇐⇒ a
c
≤ N < 1 + a
c
⇐⇒ N − 1 < a
c
≤ N . Aus dieser Ungleichung folgt die
Eindeutigkeit von N , falls ein solches N existiert. Gegebenenfalls ist N ≥ 2, da c < a
bzw. a
c
> 1 gilt. Die zweiten Ungleichungen folgen aus den ersten, denn

a b
c d

 ∈M(n)
impliziert d > 0, so daß d < Nd−b a¨quivalent zu b
d
< N −1 ist. Die letzte Ungleichung ist
aber bereits wegen N ≥ 2 und b
d
< 1 erfu¨llt (es folgt die Existenz). Wir haben insgesamt
die folgende Gleichung gezeigt:a b
c d
 = TN S
a′ b′
c′ d′
 =
N −1
1 0
 a′ b′
c′ d′
 =
Na′ − c′ Nb′ − d′
a′ b′
 ,
wobei

a
′ b′
c′ d′

 ∈M(n) und a′ = c < a gilt. 
(4.4) Lemma. Fu¨r jede reduzierte Matrix M =

a b
c d

 ∈ M(n) mit b > 0 existiert
genau ein N ∈ Z, so daß

a
′ b′
c′ d′

 = TN S

a b
c d

 ∈ M(n) gilt. Gegebenenfalls ist
N ≥ 2 und d′ < d.
[Kap. 4 - §1] Heckeoperatoren 67
Beweis. Nach Voraussetzung ist b > 0 und
TN S
a b
c d
 =
Na− c Nb− d
a b
 =
a′ b′
c′ d′
 ∈ ∆(n)
genau reduziert, wenn die beiden Ungleichungen 0 ≤ a < Na−c und 0 ≤ Nb−d < b erfu¨llt
sind. Die erste Ungleichung ist a¨quivalent zu N − 1 < d
b
≤ N , woraus die Eindeutigkeit
von N folgt, falls ein solches N existiert. Gegebenenfalls ist N ≥ 2, da nach Voraussetzung
M reduziert ist, also b < d und damit d
b
> 1 gilt. Die zweiten Ungleichungen folgen aus
den ersten, da nach Voraussetzung a > 0 und damit a < Na− c gilt, was a¨quivalent zu
c
a
< N − 1 ist. Die letzte Ungleichung ist aber aufgrund von N ≥ 2 und c
a
< 1 stets erfu¨llt
(es folgt die Existenz). Um den Beweis zu schließen, lesen wir noch d′ = b < d ab. 
(4.5) Lemma. Fu¨r jede reduzierte Matrix M ∈ M(n) (n ≥ 1) existieren Matrizen
α = α(M) ∈ MA(n) und ω = ω(M) ∈ MΩ(n) sowie ganze Zahlen k1, . . . , kr ≥ 2 und
l1, . . . , ls ≥ 2, so daß gilt:
(i) α(M) = T k1 S · · ·T kr SM ,
(ii) M = T l1 S · · ·T ls S ω(M).
Dabei sind α, ω und ki, lj (i = 1, . . . , r, j = 1, . . . , s) eindeutig durch M bestimmt. Man
sagt, M geho¨rt zu dem Paar
(
α, ω
) ∈ MA(n) ×MΩ(n). (Fu¨r den Fall M ∈ MA(n)
setzen wir r = 0 in (i). Fu¨r den Fall M ∈ MΩ(n) setzen wir s = 0 in (ii). Ist D eine
Diagonalmatrix aus MA(n) ∩MΩ(n), so folgt r = s = 0.)
Beweis. Die Existenz von (i) folgt aus 4.4, die von (ii) aus 4.3. Wir zeigen nun die
Eindeutigkeit. Seien M =

a
′ b′
c′ d′

, α(M) =

a 0
c d

 und ω(M) =

a
∗ b∗
0 d∗

 die
Matrizen aus (i) und (ii). Wir zeigen zuna¨chst, daß die Zahlen a, c, d und a∗, b∗, d∗
eindeutig bestimmt sind. Es gilt
α(M)M−1 =
1
n
a 0
c d
  d′ −b′
−c′ a′
 = 1
n
 ad′ −ab′
cd′ − c′d a′d− b′c
 ∈ SL(2,Z),
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sowie
M ω(M)−1 =
1
n
a′ b′
c′ d′
 d∗ −b∗
0 a∗
 = 1
n
a′d∗ a∗b′ − a′b∗
c′d∗ a∗d′ − b∗c′
 ∈ SL(2,Z).
Aus der ersten Gleichung lesen wir ggT
(
d′
d
, b
′
d
)
= 1 und folglich d = ggT(d′, b′) und
X d
′
d
+ Y b
′
d
= 1 fu¨r X,Y ∈ Z ab. Aus dem Wert von d folgt der Wert von a, denn
a = n
d
. Um die Eindeutigkeit von c nachzuweisen, benutzen wir die Kongruenzen c d′ ≡
c′d mod (n) und a′d ≡ b′c mod (n). Diese sind a¨quivalent zu c d′
d
≡ c′ mod (a) und
c b
′
d
≡ a′ mod (a). Daraus folgt X c′ + Y a′ ≡
(
X d
′
d
+ Y b
′
d
)
c = c mod (a). Damit
ist c eindeutig durch 0 ≤ c < a bestimmt. Aus der zweiten Gleichung folgt analog
ggT
(
a′
a∗
, c
′
a∗
)
= 1, also a∗ = ggT(a′, c′) und X ′ a
′
a∗
+ Y ′ c
′
a∗
= 1 fu¨r X ′, Y ′ ∈ Z und
d∗ = n
a∗
. Es gilt weiterhin a∗b′ ≡ a′b∗ mod (n) und a∗d′ ≡ b∗c′ mod (n). Daher ist
b′ ≡ b∗ a′
a∗
mod (d∗) sowie b∗ c
′
a∗
≡ d′ mod (d∗) und damit X ′ b′ + Y ′ d′ ≡ X ′b∗ a′
a∗
+
Y ′b∗ c
′
a∗
=
(
X ′ a
′
a∗
+ Y ′ c
′
a∗
)
b∗ = b∗ mod (d∗). Damit ist b∗ eindeutig bestimmt durch
0 ≤ b∗ < d∗. Es bleibt, die Eindeutigkeit der Exponenten k1, . . . , kr und l1, . . . , ls zu
zeigen. Sei dazu V =

1 0
1 1

 = TST , dann erzeugen T und V eine freie Halbgruppe in
Γ = SL(2,Z) (vgl. [12, Chap. 3.1, Lemma 2]). Wegen
T k1 S · · ·T kr S = T k1−1 V T k2−2 V · · ·T kr−1 S
folgt die Eindeutigkeit, da je zwei solche Ausdru¨cke genau dann identisch sind, wenn ihre
Exponenten gleich sind. Das gleiche Argument ergibt die Eindeutigkeit der Exponenten
l1, . . . , ls. 
(4.6) Korollar. Startet man mit einer Matrix α ∈MA(n), so impliziert das Lemma
α = T l1 S · · ·T ls S ω(α), wobei ω = ω(α) ∈MΩ(n) ist. Auf diese Weise erhalten wir eine
Bijekion:
Φ: MA(n) −→MΩ(n).
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Die Diagonalmatrizen D =

a 0
0 d

 ∈MA(n) ∩MΩ(n) sind fix unter der Abbildung Φ,
also Φ(D) = D. Die reduzierten Matrizen M ∈M(n), die zum Paar (α, ω) geho¨ren, sind
durch
Mj =def. T
lj S · · ·T ls S ω, (j = 1, . . . , s+ 1) (4.7)
gegeben. Die Extremfa¨lle sind
M1 = α, Ms+1 = ω. (4.8)
(4.9) Lemma. Fu¨r n ≥ 1 sei α =

a 0
c d

 ∈ MA(n) und ω =

a
∗ b∗
0 d∗

 ∈ MΩ(n).
Dann ist ω = Φ(α) genau dann, wenn gilt:
(i) a∗ = ggT(a, c),
(ii) d = ggT(b∗, d∗),
(iii) b
∗
d
· c
a∗
≡ 1 mod ( a
a∗
)
.
Beweis.
”
⇒“: α und ω stehen genau dann in Bijektion, wenn es ein M ∈ SL(2,Z) mit
α = M ω gibt. M ist dann eindeutig bestimmt durch M = T k1 S · · ·T kr S = αω−1 ∈
SL(2,Z). Nach der Cramerschen Regel gilt nun
M =
1
n
a 0
c d
 d∗ −b∗
0 a∗
 = 1
n
a d∗ −a b∗
c d∗ a∗ d− b∗ c
 .
Wegen M ∈ SL(2,Z) erhalten wir leicht (linke Spalte und obere Zeile haben jeweils
coprime Eintra¨ge) (i) a
a∗
, c
a∗
∈ Z und ggT( a
a∗
, c
a∗
) = 1, (ii) d
∗
d
, b
∗
d
∈ Z und ggT(d∗
d
, b
∗
d
) = 1
und (iii) a∗ d− b∗ c ≡ 0 mod (n), wobei (iii) a¨quivalent zu b∗
d
· c
a∗
≡ 1 mod ( n
a∗ d
)
ist und
n
a∗ d
= a d
a∗ d
= a
a∗
gilt.
”
⇐“: Die umgekehrte Richtung, (i)-(iii)⇒ ω = Φ(α), folgt, wenn wir M ∈ SL(2,Z) aus
(i)-(iii) gewinnen ko¨nnen. Genauer ist zu zeigen, daß n Teiler von a d∗, −a b∗, c d∗ und
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a∗ d−b∗ c ist. Aus (i) folgt, n = d∗ a∗ teilt a d∗ sowie c d∗. Gleichung (ii) impliziert, daß n =
a d Teiler von −a b∗ ist, und (iii) ist wie im ersten Teil zu betrachten, d. h. n∣∣ (a∗ d− b∗ c).
(Die Determinante vonM ist gegeben durch 1
n2
(
a d∗ (a∗d− b∗c)+ab∗ cd∗) = 1
n2
(
aa∗dd∗−
acd∗b∗ + ab∗cd∗
)
= 1
n2
ada∗d∗ = n
2
n2
= 1.) 
Korollar. Seien n = p eine Primzahl und 1 ≤ j, j∗ < p. Dann ist Φ
p 0
j 1


 =

1 j
∗
0 p

⇐⇒ j j∗ ≡ 1 mod (p).
§2. Heckeoperatoren
Sei K ein Ko¨rper der Charakterisitik 0, Γ = SL(2,Z) und A ein K[Γ]-(Rechts-) Modul,
wobei −1 =

−1 0
0 −1

 trivial auf A operiert. Wie in Kapitel 1 sei eine Aktion auf A fu¨r
die Gruppe
GL(2,Z) = Γ ∪ εΓ, T−1 = ε =
−1 0
0 1
 ∈ GL(2,Z)
definiert. Wir nehmen an, daß diese Aktion die Einschra¨nkung einer linearen Aktion von
ganz ∆ auf A ist.
Wir geben nun die Konstruktion der Heckeoperatoren in [12, Kap. 2, S. 253] wieder.
(4.10) Satz. ([15, Chap. IX, S. 256], [17, Chap. 2.1, Lemma 1]) Fu¨r jedes n ≥ 1 hat
∆(n) folgende Γ-Nebenklassen-Zerlegungen:
∆(n) = Γ
n 0
0 1
 Γ = ⊔
ad=n,
0≤c<a
a 0
c d
 Γ = ⊔
ad=n,
0≤b<d
Γ
a b
0 d
 .
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(4.11) Definition. Sei n ≥ 1, dann ist durch
Tn =def.
∑
ad=n,
0≤b<d
a b
0 d
 = ∑
ω∈MΩ(n)
ω
der n-te Heckeoperator auf A gegeben. Durch
(
Tn ϕ
)
(γ) =
∑
ω∈MΩ(n)
ϕ (γ′)
∣∣∣ω′, ϕ ∈ Z1(Γ, A)
ist der n-te Heckeoperator auf Z1(Γ, A) (bzw. H1(Γ, A)) gegeben, wobei γ′ ∈ Γ und
ω′ ∈MΩ(n) in eindeutiger Weise aus der Gleichung ω γ = γ′ ω′ (4.10) gewonnen werden.
Satz. Fu¨r jedes n ≥ 1 ist der n-te Heckeoperator, Tn, ein wohldefinierter linearer
Operator Z1(Γ, A) −→ Z1(Γ, A), der parabolische 1-Cozyklen auf parabolische 1-Cozyklen
abbildet.
Beweis. Sei MΩ(n) = {ω1, . . . , ωm} und γ, δ ∈ Γ beliebig. Dann gilt ωi γ = γi ωγ(i)
und ωi δ = δi ωδ(i), wobei γi, δi ∈ Γ und die Indizes γ(i), δ(i) eindeutig bestimmt sind
fu¨r alle i = 1, . . . ,m. Dabei durchlaufen γ(i) und δ(i) alle Werte von 1, . . . ,m. Wegen
ωγ(i)δ = δγ(i) ωδ(γ(i)) folgt ωi (γ δ) = γi ωγ(i) ω
−1
γ(i) δγ(i) ωδ(γ(i)) = γi δγ(i) ωδ(γ(i)) und damit
(Tn ϕ) (γ δ) =
m∑
i=1
ϕ
(
γi δγ(i)
) ∣∣∣ωδ(γ(i))
fu¨r jeden beliebigen 1-Cozyklus ϕ ∈ Z1(Γ, A). Unter Ausnutzung der Cozykluseigenschaft
von ϕ leiten wir die Cozykluseigenschaft von Tn ϕ ab:
(Tn ϕ) (γ)
∣∣∣δ = m∑
i=1
ϕ(γi)
∣∣∣ωγ(i) δ
=
m∑
i=1
ϕ(γi)
∣∣∣δγ(i) ωδ(γ(i))
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=
m∑
i=1
(
ϕ
(
γi δγ(i)
)− ϕ (δγ(i)) )∣∣∣ωδ(γ(i))
=
m∑
i=1
ϕ
(
γi δγ(i)
) ∣∣∣ωδ(γ(i)) − m∑
i=1
ϕ
(
δγ(i)
) ∣∣∣ωδ(γ(i))
= (Tn ϕ)(γδ)− (Tn ϕ)(δ).
Ist ϕ parabolisch, so folgt wegen ϕ(−1) = 0 sofort (Tn ϕ)(−1) =
∑m
i=1 ϕ(−1)
∣∣∣ωi = 0. Fu¨r
T =

1 1
0 1

 gilt

a b
0 d



1 1
0 1

 = Ti ωT (i) mit ωi =

a b
0 d

 und ωT (i) =

a xi
0 d


(ad = n, 0 ≤ xi < d). Daher ist Ti = 1n

a a+ b
0 d



d −xi
0 a

 = 1
n

ad a(a+ b− xi)
0 ad

 =

1 yi
0 1

 = T yi fu¨r yi ∈ Z. Wegen ϕ(T yi) = 0 folgt (Tn ϕ) (T ) =
∑m
i=1 ϕ(Ti)
∣∣∣ωT (i) = 0. 
Bemerkung. Neben der Aktion von T−1 = ε auf A definieren wir eine Aktion auf Z
1
c (Γ, A)
durch
(T−1 ϕ) =def. ϕ(γ
′)
∣∣∣ε,
wobei γ′ aus der Gleichung ε γ = γ′ ε, γ′ ∈ Γ gewonnen wird. T−1 operiert als Involution
auf Z1c (Γ, A), und es gilt (T−1 ϕ)(S) = ϕ(S)
∣∣∣ε. Wir erhalten auf diese Weise die Zerlegung
Z1c (Γ, A) = Z
1
c (Γ, A)
− ⊕ Z1c (Γ, A)+ von Z1c (Γ, A) in die ±1-Eigenra¨ume Z1c (Γ, A)±.
Als na¨chstes wollen wir die Aktion von Tn auf dem Raum Z
1
c (Γ, A) der parabolischen
1-Cozyklen berechnen.
(4.12) Satz. Fu¨r jedes n ≥ 1 und jeden parabolischen 1-Cozyklus ϕ ∈ Z1c (Γ, A) gilt:
(
Tn ϕ
)
(S) = ϕ (S)
∣∣∣ ∑
M∈M(n)
M.
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Beweis. Sei ω =

a b
0 d

 ∈MΩ(n), dann ist 0 ≤ b < d und
α =def. S
−1 T−1 ω S
=

 0 1
−1 0



1 −1
0 1



a b
0 d



0 −1
1 0


=

 0 1
−1 1



b −a
d 0


=

 d 0
d− b a


reduziert, also aus MA(n), falls 0 < b < d gilt. Nach 4.5 (ii) erhalten wir in eindeutiger
Weise die Darstellung α = T l1 S · · ·T ls S ω′ fu¨r ω′ =

a
′ b′
0 d′

 ∈MΩ(n), wobei Φ(α) =
ω′. Es folgt ω S = γ′ ω′ mit γ′ = T S T l1 S · · ·T ls S und dann, unter Ausnutzung, daß ϕ
ein parabolischer 1-Cozyklus ist,
ϕ(γ′)
∣∣∣ω′ = ϕ(T S T l1 S · · ·T ls S)∣∣∣ω′
= ϕ(T )
∣∣∣S T l1 S · · ·T ls S ω′ + ϕ(S T l1 S · · ·T ls S)∣∣∣ω′
= ϕ(S T l1 S · · ·T ls S)
∣∣∣ω′
= ϕ(S)
∣∣∣T l1 S · · ·T ls S ω′ + ϕ(T l1 S · · ·T ls)∣∣∣ω′
...
= ϕ(S)
∣∣∣ s∑
i=1
T li S · · ·T ls ω′.
D. h. ϕ(γ′)
∣∣∣ω′ = ϕ(S)∣∣∣∑M , wobeiM die Menge aller reduzierten Matrizen, die zum Paar
(α, ω′) geho¨ren, durchla¨uft. Fu¨r die noch nicht betrachteten Fa¨lle b = 0, ω =

a 0
0 d

 gilt
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ω S = Sω′ mit ω′ =

d 0
0 a

. Damit haben wir die Diagonalmatrizen erga¨nzt. Iteriert
man nun u¨ber alle Repra¨sentanten ω ∈MΩ(n), so folgt die Aussage des Satzes. 
(4.13) Korollar. Fu¨r alle n ≥ 1 sei
T˜n : A −→ A, T˜n =def.
∑
M∈M(n)
M,
dann operiert T˜n auf dem Periodenraum W (A) derart, daß das folgende Diagramm
kommutiert, wobei die horizontalen Pfeile fu¨r den Isomorphismus 1.14 stehen:
Z1c (Γ, A) //
Tn

W (A)
T˜n

Z1c (Γ, A) // W (A)
(4.14) Lemma. Sei ω = Φ(α) fu¨r α ∈MA(n), dann gilt
(
S − 1) s+1∑
j=1
Mj = S α− ω +
s∑
j=1
(
T−lj − 1)Mj ,
wobei nach 4.7 und 4.8 die Matrizen
Mj = T
lj S · · ·T ls S ω, (j = 1, . . . , s+ 1)
alle zum Paar (α, ω) ∈MA(n)×MΩ(n) geho¨renden reduzierten Matrizen durchla¨uft.
Beweis. Nach Definition ist T lj SMj+1 = Mj , also SMj+1 = T
−lj Mj und damit
SMj+1 − Mj = (T−lj − 1)Mj . Wegen M1 = α, Ms+1 = ω folgt nach Summation
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u¨ber j = 1, . . . , s die Aussage des Satzes:
s∑
j=1
(T−lj − 1)Mj =
s∑
j=1
SMj+1 −
s∑
j=1
Mj
=
s∑
j=1
SMj+1 −
s∑
j=1
Mj + SM1 − SM1 +Ms+1 −Ms+1
=
s+1∑
j=1
(SMj −Mj)− SM1 +Ms+1
= (S − 1)
s+1∑
j=1
Mj − S α+ ω.

(4.15) Korollar. Fu¨r jeden Bernoulli-Operator B : Aω → A gilt die folgende Glei-
chung:
B (S − 1)
s+1∑
j=1
Mj = B (S α− ω)−
s∑
j=1
lj∑
i=1
T−iMj .
Beweis. Es ist T−lj−1 = −(T−1)
lj∑
i=1
T−i und folglich B (T−lj−1) = −B (T−1)
lj∑
i=1
T−i =
−
lj∑
i=1
T−i, also B (S − 1)
s+1∑
j=1
Mj = B (S α− ω)−
s∑
j=1
lj∑
i=1
T−iMj . 
(4.16) Definition. Eine Matrix M =

 a b
−c d

 ∈ ∆(n) heißt semireduziert genau dann,
wenn a, b, c, d > 0 gilt. Die endliche Menge aller semireduzierten Matrizen M aus ∆(n)
bezeichnen wir mit:
M(n).
Bemerkung. Die Endlichkeit von M(n) folgt sofort aus a, b, c, d > 0 und det(M) =
ad+ bc = n fu¨r M ∈M(n).
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(4.17) Definition. Sei M ∈M(n) eine reduzierte Matrix. Nach 4.5 (ii) kann M zerlegt
werden in der Form M = T l1 S · · ·T ls S ω, fu¨r genau ein ω ∈ MΩ(n) und eindeutige
Exponenten l1, . . . , ls ≥ 2. Es sei
k(M) =def.
l1 (≥ 2), M 6∈ MΩ(n),0, sonst
sowie
S =def.
{
T−iM : M ∈M(n), 0 < i < k(M)
}
.
(4.18) Satz. Die Linksmultiplikation mit S−1 =
 0 1
−1 0
 induziert eine Bijektion von
Mengen: S −→M(n).
Beweis. Zuna¨chst zeigen wir die Wohldefiniertheit der Abbildung. Dazu sei M ∈M(n) \
MΩ(n) und 0 < i < k(M), d. h. M = T l1 S · · ·T l1 S ω fu¨r ω ∈ MΩ(n) und l1 = k(M).
Es folgt T−iM = T j S N , wobei N aus M(n) \MA(n) stammt und j = k(M)− i, also
0 < j < k(M) gilt. Demnach hat N die Gestalt N =

a b
c d

 fu¨r 0 ≤ c < a und 0 < b < d.
Weitherin gilt
M = T k(M) S N =
k(M) a− c k(M) b− d
a b
 ,
woraus wir, da M reduziert ist,
0 ≤ k(M) b− d < b⇐⇒ d
b
≤ k(M) < d
b
+ 1
ablesen ko¨nnen. Es folgt
0 < j ≤ k(M)− 1 < d
b
,
also
j b− d < 0
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und wegen c− a < 0 und 0 < j < k(M)
c− j a < 0.
Daher ist die Matrix
S−1 T−iM = S−1 T j S N =
 a b
c− j a d− j b

semireduziert.
Im na¨chsten Schritt mu¨ssen wir zeigen, daß zu gegebener semireduzierter Matrix N ∈
M(n) stets genau eine reduzierte Matrix M ∈ M(n) und genau eine Zahl i ∈ Z mit
0 < i < k(M) existiert, so daß T−iM = S N gilt. Nach Definition ist N =

 a b
−c d

 fu¨r
a, b, c, d > 0. Die Matrix
M ′ =def. S
−1 T−j S N =

 a b
ja− c jb+ d


ist genau dann reduziert, wenn 0 ≤ ja− c < a und 0 ≤ b < jb+ d gilt. Die letzten beiden
Ungleichungen sind fu¨r alle j > 0 erfu¨llt. Die ersten beiden Ungleichungen sind a¨quivalent
zu c
a
≤ j < c
a
+ 1. Daher ist M ′ fu¨r genau ein j > 0 reduziert. Wegen b > 0 ko¨nnen wir
4.4 anwenden, d. h. es existiert eine eindeutig bestimmte reduzierte Matrix M und ein
eindeutig bestimmter Exponent k = k(M) = N > 1 mit:
M = def. = TN SM ′ =
ka− ja+ c kb− jb− d
a b
 .
Es folgt 0 ≤ kb− jb− d < b oder a¨quivalent jb+d
b
≤ k(M) < jb+d
b
+ 1. Weiter lesen wir
0 ≤ a < ka− ja+ c ab, was c
a
+1+ j < k impliziert. Wegen j < c
a
+1 gilt 0 < j < k(M).
Wir setzen noch i =def. k(M)− j, dann erhalten wir die Aussage des Satzes leicht, wie
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die folgende kurze Rechnung zeigt:
S−1 T−iM = S−1 T j−k(M) T k(M) SM ′
= S−1 T j−k(M) T k(M) S S−1 T−j S N
= N.

(4.19) Korollar. Die inverse Bijektion M(n) −→ S wird induziert durch die Links-
multiplikation mit S =

0 −1
1 0

. Sei
Tn =def.
∑
M∈M(n)
M, (4.20)
dann gilt
S Tn =
∑
M∈M(n)
SM =
∑
M∈S
M. (4.21)
(4.22) Definition. Fu¨r n ≥ 1 sei
T˜αn =def.
∑
α∈MA(n)
α, T˜ωn =def.
∑
ω∈MΩ(n)
ω, Dn =def.
∑
ad=n,
a,d>0
a 0
0 d
 .
(4.23) Satz. Sei B : Aω −→ A ein beliebiger Bernoulli-Operator und n ≥ 1. Dann ist
der lineare Operator pB T˜n auf Acc gegeben durch:
pB T˜n =
(
T − T−1) (S − 1)B (S T˜αn − T˜ωn )+
+
(
T − T−1) (S − 1) (Tn − T˜αn ) : Acc −→W (A).
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Beweis. Aufgrund von 4.5 und 4.6 ko¨nnen wir die Menge der reduzierten Matrizen M(n)
auffassen als disjunkte Vereinigung aller TeilmengenM(α,ω)(n) jener reduzierten Matrizen,
die zu einem beliebig fixierten, in Bijektion stehenden Paar (α, ω) ∈ MA(n) ×MΩ(n)
geho¨ren (Φ(α) = ω), d. h.
M(α,ω)(n) =
{
M
(α,ω)
j ∈M(n) : j = 1, . . . , lω + 1, M (α,ω)j geho¨rt zu (α, ω)
}
und (disjunkte Vereinigung)
M(n) =
⊔
ω∈MΩ(n)
M(α,ω)(n).
Mit Hilfe dieser Zerlegung finden wir:
B (S − 1) T˜n = B (S − 1)
∑
M∈M(n)
M
= B (S − 1)
∑
ω∈MΩ(n)
lω+1∑
j=1
M
(α,ω)
j
=
∑
ω∈MΩ(n)
B (S − 1)
lω+1∑
j=1
M
(α,ω)
j
(4.15)
=
∑
ω∈MΩ(n)
(
B
(
S Φ−1(ω)− ω)− lω∑
j=1
k
(
M
(α,ω)
j
)∑
i=1
T−iM
(α,ω)
j
)
= B
(
S T˜αn − T˜ωn
)
−
∑
ω∈MΩ(n)
lω∑
j=1
k
(
M
(α,ω)
j
)∑
i=1
T−iM
(α,ω)
j .
Wir untersuchen nun den rechten Summanden weiter, es gilt:
∑
ω∈MΩ(n)
lΩ∑
j=1
k
(
M
(α,ω)
j
)∑
i=1
T−iM
(α,ω)
j =
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=
∑
ω∈MΩ(n)
lω∑
j=1
k
(
M
(α,ω)
j
)
−1∑
i=1
T−iM
(α,ω)
j +
∑
ω∈MΩ(n)
lω∑
j=1
T
−k
(
M
(α,ω)
j
)
M
(α,ω)
j .
Aus 4.19 folgt, daß der linke Summand des letzten Ausdrucks identisch
∑
M∈M(n)
SM ist.
Fu¨r den rechten Summanden desselben Ausdrucks gilt:
∑
ω∈MΩ(n)
lω∑
j=1
T
−k
(
M
(α,ω)
j
)
M
(α,ω)
j =
=
∑
ω∈MΩ(n)
lω∑
j=1
SM
(α,ω)
j+1 = S
∑
ω∈MΩ(n)
lω+1∑
j=2
M
(α,ω)
j =
∑
M∈M(n)\MA(n)
SM.
Insgesamt haben wir somit folgende Identita¨t gezeigt:
B (S − 1) T˜n = B
(
S T˜αn − T˜ωn
)
−
∑
M∈M(n)
SM −
∑
M∈M(n)\MA(n)
SM.
Wegen
1
2
(S − 1) T˜n + 1
2
(S + 1) T˜n =
∑
M∈M(n)\MA(n)
SM + S T˜αn
(auf beiden Seiten steht S T˜n) folgt:(
B +
1
2
)
(S − 1) T˜n =
= B
(
S T˜αn − T˜ωn
)
−
∑
M∈M(n)
SM +
1
2
(S − 1) T˜n −
∑
M∈M(n)\MA(n)
SM
= B
(
S T˜αn − T˜ωn
)
−
∑
M∈M(n)
SM + S T˜αn −
1
2
(S + 1) T˜n
= B
(
S T˜αn − T˜ωn
)
− S
 ∑
M∈M(n)
M − T˜αn
− 1
2
(S + 1) T˜n
Multiplikation von links mit (T − T−1) (S − 1) ergibt die Aussage des Satzes, wobei wir
ausgenutzt haben, daß S und S−1 = −S identisch auf A operieren und S2 = −1 als
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Identita¨t auf A operiert, also (S − 1)S = S2 − S = 1 − S = −(S − 1) gilt. Der letzte
Summand verschwindet wegen (S − 1) (S + 1) = 0. 
Wir geben noch eine Variante des Satzes an.
(4.24) Satz. Unter den Voraussetzungen des vorherigen Satzes gilt:
pB T˜n =
(
T − T−1) (S − 1) (B T˜ωn (S − 1)+ Tn +Dn S) : Acc −→W (A).
Beweis. Fu¨r beliebiges

a 0
c d

 ∈MA(n) ist T S

a 0
c d

S−1 =

1 −1
1 0



 0 a
−d c

 =

d a− c
0 a

. Es folgt
S T˜αn =
∑
ad=n,
0≤c<a
S
a 0
c d
 = T−1
 ∑
ad=n,
0≤c<a
d a− c
0 a

 S
= T−1
 ∑
ad=n,
0<c<a
d a− c
0 a
+ ∑
ad=n,
a>0
d a
0 a

 S
= T−1
T˜ωn −Dn + ∑
ad=n,
a>0
d a
0 a

 S
= T−1 T˜ωn S − T−1Dn S +
 ∑
ad=n,
a>0
1 −1
0 1
 d a
0 a

 S
= T−1 T˜ωn S − T−1Dn S +
 ∑
ad=n,
a>0
d 0
0 a

 S
= T−1 T˜ωn S +
(
1− T−1) Dn S.
Zur Abku¨rzung schreiben wir Cn =def.
(
1− T−1) Dn S, dann gilt S T˜αn = T−1 T˜ωn S+Cn.
Nach Definition des Bernoulli-Operators B operiert B (T − 1) : Aω −→ Aω als Identita¨t.
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Wir erhalten T−1 T˜ωn S = B (T − 1) T−1 T˜ωn S = (B T −B) T−1 T˜ωn S = B T T−1 T˜ωn S−
B T−1 T˜ωn S = B T˜
ω
n S −B T−1 T˜ωn S bzw.
B T−1 T˜ωn S = B T˜
ω
n S − T−1 T˜ωn S
sowie (B + 1) Cn = (B + 1)
(
1− T−1) Dn S = B (T − 1) T−1Dn S+(1− T−1) Dn S =
Dn S, also
(B + 1) Cn = Dn S.
Die Aussage des Satzes gewinnen wir nun durch schrittweises Ersetzen der Terme in
Formel 4.23, beginnend mit S T˜αn :
pB T˜n =
(
T − T−1) (S − 1) (B T−1 T˜ωn S +BCn −B T˜ωn + Tn − T˜αn )
=
(
T − T−1) (S − 1) (B T˜ωn S − T−1 T˜ωn S +BCn −B T˜ωn + Tn + S T˜αn )
=
(
T − T−1) (S − 1) (B T˜ωn (S − 1) + Tn + (B + 1) Cn).
Fu¨r den zweiten Schritt haben wir zusa¨tzlich ausgenutzt, daß S2 = −1 trivial auf A
operiert, was (S − 1)S T˜αn = (S2 − S) T˜αn = (1− S) T˜αn = (S − 1) (−T˜αn ) impliziert. 
§3. Abstrakte Spurformeln
Wir wollen 4.23 und 4.24 anwenden, um die Spur von T˜n auf dem Periodenraum W (A)
bzw. auf W (A)+ zu berechnen.
Lemma. Fu¨r jedes a ∈ Aα = ker(T − 1) gilt a
∣∣∣(S − 1) ∈W (A).
Beweis. Folgt sofort aus (S − 1) (S + 1) = S2 + S − S − 1 = 0 und
(S − 1) (1 + T S + (T S)2) = (S + S T S + S T S T S − 1− T S − T S T S)
=
(
S + S T S + T−1 − 1− T S − T S T S)
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=
(
S + S T S + 1− 1− S − S T S)
= 0,
wobei S T S T S = T−1 nach Voraussetzung trivial auf Aα operiert, denn a = a
∣∣∣T T−1 =
a
∣∣∣T−1. 
Korollar. Der Operator
(
1+T−1
)
λB
(
S−1) bildet nachW (A) ab, wobei B : Aω −→ A
ein beliebiger Bernoulli-Operator ist.
Beweis. λB : A −→ Aα = ker(T − 1). 
(4.25) Satz. Fu¨r jedes n ≥ 1 und jeden Bernoulli-Operator B : Aω −→ A gilt:
Tr
(
pB T˜n; Acc
)
= 6 · Tr
(
T˜n; W (A)
)
− 2 · Tr
((
1 + T−1
)
λB
(
S − 1) T˜n; W (A)) .
Beweis. Folgt sofort aus 1.35. 
(4.26) Satz. Sei k ≥ 2 gerade und A = Vk−2(K) der K-Vektorraum aller Polynome des
maximalen Grades k−2 mit der Aktion auf Polynomen wie aus Kapitel 1. Sei B : Aω −→ A
ein beliebiger Bernoulli-Operator mit der Eigenschaft ε
(
B + 12
)
= − (B + 12) ε. Dann
ist der Operator p+B =def.= (1 + ε) pB auf A definiert, bildet in den Raum W
+(A) =def.
W (A)+ ab und fu¨r jedes n ≥ 1 gilt:
Tr
(
p+B T˜n; A
)
= 12 · Tr
(
T˜n; W
+(A)
)
− 2 · Tr
(
(1 + ε)
(
1 + T−1
)
λB
(
S − 1) T˜n; W+(A)) .
Beweis. Nach Definition ist A+ = ker(1 − ε) = im (1 + ε) und Xj
∣∣∣ (1 + ε) = Xj +
(−1)j Xj = 2 ·Xj fu¨r j gerade und 0 sonst. Wegen 2.1 gilt daher A+ = im (1 + ε) ⊂ A+cc.
Die Aussage folgt dann aus 1.41. 
Kapitel 5:
Spuren von Heckeoperatoren
Ziel dieses Kapitels ist die Rekonstruktion der Spurformel der Heckoperatoren in [32,
Theorem 1], die fu¨r die volle Modulgruppe SL(2,Z) und beliebiges gerades Gewicht
k ≥ 2 formuliert wurde. Dabei werden wir ausschließlich die algebraischen Methoden der
vorangegangenen Kapitel verwenden. Im gesamten Kapitel sei K = C und k ≥ 2 eine
positive gerade ganze Zahl sowie w = k − 2. Weiterhin betrachten wir den C[Γ]-Modul
A = Aw = Ak−2 = Vk−2(C) zur vollen Modulgruppe Γ = SL (2,Z) aus Kapitel 2. Nach
dem Eichler-Shimura-Isomorphismus gilt dann Sk(Γ)⊕Mk(Γ) ∼=W−(A)⊕W+(A),
wobei Mk(Γ) ∼= W+(A) und Sk(Γ) ∼= W−(A). Der Isomorphismus ist kompatibel mit
der Aktion der Hecke-Algebra.
§1. Grundlagen und Organisation der Spurformel
Wie wir in Kapitel 2 gesehen haben, sind die Voraussetzungen von 4.26 erfu¨llt. Die
abstrakte Spurformel hat unter diesen Voraussetzungen die Gestalt (w ≥ 0):
12 · Tr
(
T˜n; W
+(Aw)
)
= Tr
(
p+B T˜n; Aw
)
+
2 · Tr
(
(1 + ε)
(
1 + T−1
)
λB
(
S − 1) T˜n; W+(Aw)) . (5.1)
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Wir unterdru¨cken den Index w in Aw (w = k − 2) und schreiben stattdessen kurz A,
immer dann, wenn dies zu keinen Mißversta¨ndnissen fu¨hrt.
(5.2) Lemma. Die Spur des Fehlerterms ist fu¨r alle w ≥ 0 gegeben durch:
Tr
(
(1 + ε)
(
1 + T−1
)
λB
(
S − 1) T˜n; W+(Aw)) = 4w
w + 1
σw+1(n),
wobei
σw+1(n) =def.
∑
d>0,
d|n
dw+1.
Beweis. Fu¨r j ≥ 0 ist Xj
∣∣∣ε = (−1)j Xj und somit (Xw − 1) ∣∣∣ (1 + ε) = 2 (Xw − 1), da
w gerade ist. Analog zum Beweis von 2.4 folgt (Xw − 1)
∣∣∣ (1 + ε) (1 + T−1)λB (S − 1) =
2 2w
w+1 (X
w − 1) = 4w
w+1 (X
w − 1). Wir wollen nun die Aktion von T˜n =
∑
M∈M(n) : A −→
A auf dem eindimensionalen Raum C · (Xw − 1) untersuchen. Dazu mu¨ssen wir u¨ber alle
reduzierten Matrizen summieren. Fu¨r jedes in Bijektion stehende Paar (α, ω) ∈MA(n)×
MΩ(n) mit α =

a 0
c d

 und ω =

a
∗ b∗
0 d∗

 gilt nach 4.14: (Xw − 1)
∣∣∣∑s+1j=1Mj =
1
∣∣∣ (S − 1) ∑s+1j=1Mj = 1∣∣∣ (S α− ω +∑sj=1 (T−lj − 1) Mj) = 1∣∣∣ (S α− ω), wobei die
Matrizen Mj fu¨r j = 1, . . . , s+ 1 alle zum Paar (α, ω) geho¨renden reduzierten Matrizen
durchlaufen. Die letzte Gleichung folgt wegen 1
∣∣∣Tm = 1∣∣∣1 m
0 1

 = 1 fu¨r beliebiges
m ∈ Z. Weiterhin gilt 1
∣∣∣S α = Xw∣∣∣a 0
c d

 = (aX)w(cX+d)w (cX + d)
w
= awXw und 1
∣∣∣ω =
1
∣∣∣a∗ b∗
0 d∗

 =
(
a∗X+b∗
d∗
)0
(d∗)
w
= (d∗)
w
. Fu¨r festes a > 0 sind alle reduzierten Matrizen
ausMA(n) durch

a 0
c d

 fu¨r 0 ≤ c < a und a d = n gegeben. Die Anzahl ist demzufolge
a = # {0 ≤ c < a}. Analog gibt es fu¨r festes d∗ > 0 genau d∗ reduzierte Matrizen der
Form

a
∗ b∗
0 d∗

 ∈MΩ(n). Summiert man u¨ber alle reduzierten Matrizen, so kommt der
Term awXw genau a mal, und der Term (d∗)
w
genau d∗ mal vor. Es folgt die Aussage
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des Satzes, denn
(Xw − 1)
∣∣∣T˜n = ∑
ad=n,
a,d>0
aw+1Xw −
∑
a∗d∗=n,
a∗,d∗>0
(d∗)
w+1
=
= σw+1(n)X
w − σw+1(n) = σw+1(n)
(
Xw − 1).
(5.3)

Nachdem wir den Spuranteil des Fehlerterms berechnet haben, betrachten wir den Operator
p+B T˜n = (1 + ε) pB T˜n. Diesen zerlegen wir gema¨ß 4.24 in die folgende Summe von
Operatoren:
p+B T˜n = E1 + E2 + P (5.4)
mit
E1 =def. (1 + ε)
(
T − T−1) (S − 1) Tn, (5.5)
E2 =def. (1 + ε)
(
T − T−1) (S − 1) Dn S, (5.6)
P =def. (1 + ε)
(
T − T−1) (S − 1) B T˜ωn (S − 1) . (5.7)
(Zur Vereinfachung lassen wir jeweils den Index n, der den n-ten Heckeoperator markiert,
weg.)
Die Berechnung der Spuren von E1 und E2 ist elementar, die des Operators P nichtele-
mentar. Beide Fa¨lle betrachten wir getrennt in den na¨chsten Unterabschnitten.
Wir organisieren die Spur wie in [32] (vgl. auch [25, S. 3]) als Potenzreihe.
(5.8) Satz. Fu¨r jede Matrix M ∈ GL(2,R) gilt:
∞∑
w=0,
w gerade
Tr (M ; Aw) · Y w =
=
1
2
·
( (
1− Tr(M) · Y + det(M) · Y 2)−1 + (1 + Tr(M) · Y + det(M) · Y 2)−1 ).
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Beweis. Da M regula¨r und die Spur invariant unter Koordinatentransformationen ist,
ko¨nnen wir M auffassen als M =

λ 0
0 µ

, wobei λ, µ 6= 0 die beiden Eigenwerte von M
sind. Fu¨r die Aktion von M auf der Monomen-Basis von A gilt Xr
∣∣∣M = (λX)r µw−r =
λr µw−rXr fu¨r 0 ≤ r ≤ w. Daher ist λr µw−r der Xr-Eigenwert der Aktion von M auf
A, also Tr (M ; A) =
∑w
r=0 λ
r µw−r. Wegen Tr (M) = λ + µ und det(M) = λ · µ gilt
weiterhin:
1
1− Tr(M) · Y + det(M) · Y 2 =
1
(1− λ · Y )
1
(1− µ · Y ) ,
1
1 + Tr(M) · Y + det(M) · Y 2 =
1
(1 + λ · Y )
1
(1 + µ · Y ) .
Wendet man die formale geometrische Reihe 11−q =
∑∞
w=0 q
w (Beachte: (1−q) ∑∞w=0 qw =∑∞
w=0 q
w −∑∞w=1 qw = q0 = 1) auf die vier Faktoren der rechten Seiten an und addiert
diese anschließend, so erha¨lt man die Gleichung:
1
1− Tr(M) · Y + det(M) · Y 2 +
1
1 + Tr(M) · Y + det(M) · Y 2 =
=
∞∑
w=0
( ∑
m+n=w
λm µn · Y m+n +
∑
m+n=w
(−λ)m (−µ)n · Y m+n
)
.
Fu¨r ungerades w heben sich die inneren Summanden weg, fu¨r gerades w sind die inneren
Summanden identisch. Daher ko¨nnen wir die rechte Seite der letzten Gleichung wie folgt
aufschreiben:
2 ·
 ∑
w=0,
w gerade
Y w ·
( ∑
m+n=w
λm µn
) .
Die Aussage folgt dann aus der Tatsache, daß
∑
m+n=w λ
m µn = Tr (M ; A) gilt. 
Rechenregeln.
• Ist Tr (M) = 0 und sind ±λ 6= 0 die beiden Eigenwerte von M , dann gilt
Tr (M ; Aw) =
∑w
r=0 λ
r (−λ)w−r =∑wr=0(−1)w−r λw = 0, da w gerade ist.
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• Aus Tr (M) = Tr (M ′) und det(M) = det(M ′) folgt Tr (M −M ′; Aw) = 0, wobei
M −M ′ als Element von C[Γ] aufzufassen ist (M −M ′ =M −C[Γ] M ′).
• Fu¨r jede Konstante c ∈ C gilt Tr (c ·M ; Aw) = c · Tr (M ; Aw).
(5.9) Korollar. Fu¨r jedes n ≥ 1 gilt:
∞∑
w=0,
w gerade
Tr
(
p+B T˜
ω
n ; Aw
)
· Y w =
=
∞∑
w=0,
w gerade
Tr (E1; Aw) · Y w +
∞∑
w=0,
w gerade
Tr (E2; Aw) · Y w +
∞∑
w=0,
w gerade
Tr (P ; Aw) · Y w.
§2. Der elementare Spuranteil
In diesem Abschnitt untersuchen wir die Spurbeitra¨ge der beiden elementaren Operatoren
E1 und E2.
(5.10) Lemma. (E1-Operator) Fu¨r jedes n ≥ 1 gilt:
∞∑
w=0,
w gerade
Tr (E1; Aw) · Y w = −
∑
ad>0>bc,
ad−bc=n
sgn(c d) ·
(
1− (a+ d− c) · Y + n · Y 2
)−1
.
Beweis. Es ist E1 = (1 + ε)
(
T − T−1) (S − 1) ∑M = (1 + ε) (∑T SM −∑T M) +(∑
T−1M −∑T−1 SM), da Tn =∑M . Die Summe ist dabei u¨ber alle semireduzierten
Matrizen M ∈ M(n) zu bilden. Sei M =

 a b
−c d

 ∈ M(n) beliebig fixiert, dann ist
a, b, c, d > 0, ad+ bc = n und
T M =
a− c b+ d
−c d
 , T−1M =
a+ c b− d
−c d
 ,
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T SM =
a+ c b− d
a b
 , T−1 SM =
c− a −b− d
a b

sowie
ε T M =
c− a −b− d
−c d
 , ε T−1M =
−a− c d− b
−c d
 ,
ε T SM =
−a− c d− b
a b
 , ε T−1 SM =
a− c b+ d
a b
 .
Der Operator Tn =
∑
a,d,b,c>0,
ad+bc=n
M ist invariant unter Permutationen der Eintra¨ge a, b, c, d,
die die Determinante invariant lassen. Z. B. erfu¨llt die Substitution (a, b, c, d) 7−→ (c, d, a, b)
diese Bedingung, denn ad+ bc = n impliziert cb+da = n. Neben Permutationen benutzen
wir Substitutionen der Form (a, b, c, d) 7−→ (a,−b,−c, d). In diesem Fall muß dann die
Summation u¨ber alle b, c > 0 zu b, c < 0 gea¨ndert werden. Mit Hilfe dieser beiden
Umformungen erhalten wir
∑
T SM −
∑
T M =
∑
a,d,b,c>0,
ad+bc=n
a+ c b− d
a b
− ∑
a,d,b,c>0,
ad+bc=n
a− c b+ d
−c d

=
∑
a,d,b,c>0,
ad+bc=n
a+ c d− b
c d
− ∑
a,d>0,
b,c<0,
ad+bc=n
a+ c d− b
c d

=
∑
a,d>0,
bc>0,
ad+bc=n
sgn(c) ·
a+ c d− b
c d

und
∑
T−1M −
∑
T−1 SM =
∑
a,d,b,c>0,
ad+bc=n
a+ c b− d
−c d
− ∑
a,d,b,c>0,
ad+bc=n
c− a −b− d
a b

=
∑
a,d>0,
b,c<0
ad+bc=n
a− c −b− d
c d
− ∑
a,d,b,c>0,
ad+bc=n
a− c −b− d
c d

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=
∑
a,d>0,
bc>0,
ad+bc=n
(− sgn(c)) ·
a− c −b− d
c d
 .
Im letzten Schritt haben wir jeweils b, c < 0 und b, c > 0 zu b · c > 0 zusammengefaßt
und das Vorzeichen durch die sgn-Funktion ausgedru¨ckt. Fu¨r die Summe der Differenzen
T =def.
(∑
T SM −∑T M)+ (∑T−1M −∑T−1 SM) ∈ C[Γ] folgt somit:
T =
∑
a,d>0,
bc>0,
ad+bc=n
sgn(c) ·
a+ c d− b
c d
−
a− c −b− d
c d
 .
Die erzeugende Funktion aus 5.8 angewendet auf T hat die Gestalt:
S =def.
∞∑
w=0
w gerade
Tr (T ; A) · Y w =
=
1
2
∑
a,d>0,
b·c>0,
ad+bc=n
sgn(c) ·
((
1− (a+ d+ c)Y + nY 2)−1 + (1 + (a+ d+ c)Y + nY 2)−1)−
− 1
2
∑
a,d>0,
b·c>0,
ad+bc=n
sgn(c) ·
((
1− (a+ d− c)Y + nY 2)−1 + (1 + (a+ d− c)Y + nY 2)−1) .
Durch Umordnen der vier Summanden der rechten Seite erhalten wir außerdem:
S = S1 +S2
fu¨r
S1 =def.
1
2
∑
a,d>0,
b·c>0,
ad+bc=n
sgn(c)·
((
1− (a+ d+ c)Y + nY 2)−1 − (1− (a+ d− c)Y + nY 2)−1) ,
S2 =def.
1
2
∑
a,d>0,
b·c>0,
ad+bc=n
sgn(c)·
((
1 + (a+ d+ c)Y + nY 2
)−1 − (1 + (a+ d− c)Y + nY 2)−1) .
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Wir werden nun durch einfache Manipulationen jeweils die beiden Summanden in S1 und
S2 zusammenfassen.
S1 =
1
2
∑
a,d>0,
b·c>0,
ad+bc=n
sgn(c) ·
((
1− (a+ d+ c)Y + nY 2)−1 − (1− (a+ d− c)Y + nY 2)−1)
= −
∑
a,d>0,
b·c<0,
ad−bc=n
sgn(c) ·
(
1− (a+ d− c)Y + nY 2
)−1
= −
∑
a,d>0,
b·c<0,
ad−bc=n
sgn(c d) ·
(
1− (a+ d− c)Y + nY 2
)−1
(Im ersten Summanden haben wir c durch −c ersetzt, was b · c < 0, ad − bc = n und
−sgn(c) zur Folge hat. Auf den zweiten Summanden haben wir die Ersetzung b 7−→ −b
angewendet, was b · c < 0 und ad − bc = n impliziert. Der letzte Schritt ist trivial, da
sgn(d) > 0 ist.)
S2 =
1
2
∑
a,d>0,
b·c>0,
ad+bc=n
sgn(c) ·
((
1 + (a+ d+ c)Y + nY 2
)−1 − (1 + (a+ d− c)Y + nY 2)−1)
=
1
2
∑
a,d<0,
b·c>0,
ad+bc=n
sgn(c) ·
((
1− (a+ d− c)Y + nY 2)−1 − (1− (a+ d+ c)Y + nY 2)−1)
=
∑
a,d<0,
b·c<0,
ad−bc=n
sgn(c) ·
(
1− (a+ d− c)Y + nY 2
)−1
= −
∑
a,d<0,
b·c<0,
ad−bc=n
sgn(c d) ·
(
1− (a+ d− c)Y + nY 2
)−1
.
(Die erste Transformation ist (a, d) 7−→ (−a,−d), was insbesondere a, d < 0 zu Folge hat.
Alle weiteren Transformationen sind analog zu denen, die wir im Fall S1 benutzt haben.)
Das Resultat ist:
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S = S1 +S2 = −
∑
a·d>0>b·c,
ad−bc=n
sgn(c d) ·
(
1− (a+ d− c)Y + nY 2
)−1
.
Im letzten Schritt mu¨ssen wir noch den ε-Anteil des Operators E1 betrachten. Dieser ist,
aufgrund von ε

a b
c d

 =

−a −b
c d

, gegeben durch:
Tε =def. ε T =
∑
a,d>0,
bc>0,
ad+bc=n
sgn(c) ·
−a− c b− d
c d
−
c− a b+ d
c d
 .
Analog zum Fall T ergibt 5.8 auf Tε angewendet, wobei det(ε) = −1 zu beachten ist:
Sε =def.
∞∑
w=0
w gerade
Tr (Tε; A) · Y w =
=
1
2
∑
a,d>0,
b·c>0,
ad+bc=n
sgn(c) ·
((
1− (−a− c+ d)Y − nY 2)−1 + (1 + (−a− c+ d)Y − nY 2)−1)
− 1
2
∑
a,d>0,
b·c>0,
ad+bc=n
sgn(c) ·
((
1− (−a+ c+ d)Y − nY 2)−1 + (1 + (−a+ c+ d)Y − nY 2)−1) ,
und dann
Sε = Sε,1 +Sε,2
fu¨r
Sε,1 =def.
1
2
∑
a,d>0,
b·c>0,
ad+bc=n
sgn(c) ·
((
1−(−a−c+d)Y −nY 2)−1−(1−(−a+c+d)Y −nY 2)−1)
und
Sε,2 =def.
1
2
∑
a,d>0,
b·c>0,
ad+bc=n
sgn(c) ·
((
1+(−a−c+d)Y −nY 2)−1−(1+(−a+c+d)Y −nY 2)−1).
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Wir wenden nun die Ersetzung c 7−→ −c auf den ersten Summanden in Sε,2 und den
zweiten Summanden in Sε,1 sowie die Ersetzung b 7−→ −b auf den ersten Summanden in
Sε,1 und den zweiten Summanden in Sε,2 an. Dadurch a¨ndern sich in allen Summationen
bc > 0 zu bc < 0 und ad+ bc = n zu ad− bc = n. Im Fall der Ersetzung c 7−→ −c muß
außerdem jeweils sgn(c) durch −sgn(c) ersetzt werden. Wir erhalten
Sε,1 =
∑
a,d>0,
b·c<0,
ad−bc=n
sgn(c) · (1− (−a− c+ d)Y − nY 2)
=
∑
a,d>0,
b·c<0,
ad−bc=n
sgn(c) · (1 + (a+ c− d)Y − nY 2)
und
Sε,2 = −
∑
a,d>0,
b·c<0,
ad−bc=n
sgn(c) · (1 + (−a+ c+ d)Y − nY 2)
= −
∑
a,d>0,
b·c<0,
ad−bc=n
sgn(c) · (1 + (a+ c− d)Y − nY 2)
(Die letzte Gleichung gilt aufgrund der Symmetrie a←→ d.)
Es folgt
Sε = Sε,1 +Sε,2 = 0
und damit die Aussage des Satzes
∞∑
w=0,
w gerade
Tr (E1; A) · Y w = S+Sε = S.

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(5.11) Lemma. (E2-Operator) Fu¨r jedes n ≥ 1 gilt:
∞∑
w=0,
w gerade
Tr (E2; Aw) · Y w = 0.
Beweis. Seien n ≥ 1 und a, d > 0 mit a d = n beliebig fixiert. Aufgrund der Beschaffenheit
des Operators E2 mu¨ssen wir Matrizen der Form
M =def.

a 0
0 d

 · S =

0 −a
d 0


betrachten. Ausmultiplizieren ergibt
(1 + ε)
(
T − T−1) (S − 1) M =
= (1 + ε)
(
T − T−1) (SM −M)
= (1 + ε)
(
T SM − T M − T−1 SM + T−1M)
= T SM − T M − T−1 SM + T−1M+
+ ε T SM − ε T M − ε T−1 SM + ε T−1M.
Die acht Summanden aus C[Γ] sind gegeben durch T SM =

−d −a
0 −a

, T M =

d −a
d 0

, T−1 SM =

−d a
0 −a

, T−1M =

−d −a
d 0

 und ε T SM =

d a
0 −a

,
ε T M =

−d a
d 0

, ε T−1 SM =

d −a
0 −a

, ε T−1M =

d a
d 0

. Da −I trivial auf A
operiert, folgt
E2 =
∑
a,d>0,
a d=n
[
d a
0 a

−

d −a
0 a

+

 d a
−d 0

−

d −a
d 0

+
+

d a
0 −a

−

d −a
0 −a

+

d a
d 0

−

 d −a
−d 0


]
.
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Die Matrizen jeder der vier Differenzen haben jeweils gleiche Determinante (n, n, −n,
−n) und gleiche Spur (d + a, d, d − a, d). Daher ist die Gesamtspur, also die Summe
der Spuren der vier Differenzen, identisch 0. Es folgt die Aussage des Satzes, na¨mlich
Tr (E2; A) = 0. 
§3. Der nichtelementare Spuranteil
In diesem Abschnitt berechnen wir die nichtelementare Spur Tr (P ; A). Dazu zerlegen
wir P schrittweise weiter in eine Summe einfacherer Teiloperatoren. Ausgangspunkt dafu¨r
ist der Teilausdruck
(S − 1) B T˜ωn (S − 1) =
(
S B T˜ωn −B T˜ωn
)
(S − 1)
= S B T˜ωn S −B T˜ωn S − S B T˜ωn +B T˜ωn .
Wir erhalten
P = (P1 − P3)− P2 + P4 (5.12)
fu¨r
P1 =def. (1 + ε)
(
T − T−1) B T˜ωn ,
P2 =def. (1 + ε)
(
T − T−1) S B T˜ωn
und
P3 =def. P1 S,
P4 =def. P2 S.
(5.13) Lemma. ((P1−P3)-Operator) Die Spur des Operators P1−P3 auf Aw ist fu¨r alle
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n ≥ 1 gegeben durch:
∞∑
w=0,
w gerade
Tr (P1 − P3; Aw) · Y w =
1
2
∑
ad=n,
a,d>0
(a+ d)
((
1− (a+ d)Y + nY 2)−1 + (1 + (a+ d)Y + nY 2)−1)
+
∑
ad=n,
a,d>0
(a+ d)
(
1− (a− d)Y − nY 2)−1
−
 ∑
ad=n,
a,d>0
∑∗
0≤|t|≤d
(
1− t Y + nY 2)−1 + ∑
ad=n,
a,d>0
∑∗
0≤|t|≤d
(
1 + t Y − nY 2)

+
∞∑
w=0,
w gerade
(
− 4w
w + 1
σw+1(n)
)
· Y w.
Dabei bedeutet
∑∗
, daß die Eckterme t = −d und t = d mit der Vielfachheit 12 geza¨hlt
werden.
Beweis. Nach 1.25 gibt es fu¨r jeden Bernoulli-Operator B : Aω −→ A genau eine Abbil-
dung λB : A −→ Aα, so daß 1+λ = (T − 1) B auf ganz A gilt. Daher ko¨nnen wir P1−P3
wie folgt umschreiben:
P1 − P3 = (1 + ε)
(
1 + T−1
)
(1 + λB) T˜
ω
n (1− S) = PX + PY
mit
PX =def. (1 + ε)
(
1 + T−1
)
T˜ωn (1− S)
und
PY =def. (1 + ε)
(
1 + T−1
)
λB T˜
ω
n (1− S) .
(Nach Definition ist T˜ωn =
∑
ad=n,
0≤b<d

a b
0 d

.)
Wir betrachten zuna¨chst den Operator PY auf Aw. Da X
j
∣∣∣λB = − 1j+1 fu¨r 0 ≤ j ≤
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w gilt, mu¨ssen wir die Aktion von T˜ωn nur auf den Konstanten (komplexen Zahlen)
c = cX0 ∈ Aw betrachten. Fu¨r jede Matrix

a b
0 d

 mit ad = n, 0 ≤ b < d ist
c
∣∣∣a b
0 d

 = c (aX+b
d
)0
dw = c dw, also
c
∣∣∣T˜ωn = c∣∣∣ ∑
ad=n
0≤b<d
a b
0 d
 = c ∑
ad=n
0≤b<d
dw = c
∑
d>0,
ad=n
d dw = c
∑
d>0,
d|n
dw+1 = c σw+1(n).
Wegen 1
∣∣∣ (1− S) = −(Xw − 1) bildet PY in den eindimensionalen Raum C · (Xw − 1)
ab. Die Spur von PY stimmt daher mit dem Eigenwert von PY auf C · (Xw − 1) u¨berein.
Wie in 2.4 und 5.2 ko¨nnen wir diesen Eigenwert leicht bestimmen: (Xw − 1)
∣∣∣PY =
4w
w+1 σw+1(n)
∣∣∣(1− S) = − 4ww+1 σw+1(n) · (Xw − 1), d. h.
∞∑
w=0,
w gerade
Tr (PY ; Aw) · Y w =
∞∑
w=0,
w gerade
(
− 4w
w + 1
σw+1(n)
)
· Y w. (5.14)
Im na¨chsten Schritt berechnen wir die Spur des Operators PX auf Aw. Ausmultiplizieren
ergibt
PX =
∑
a d=n,
a,d>0
∑
0≤b<d
(1 + ε) (1 + T−1)

a b
0 d

 (1− S)
=
∑
a d=n,
a,d>0
∑
0≤b<d
a b
0 d

+ T−1

a b
0 d

+ ε

a b
0 d

+ ε T−1

a b
0 d


 (1− S)
=
∑
a d=n,
a,d>0
∑
0≤b<d

a b
0 d

+

a b− d
0 d

+

−a −b
0 d

+

−a d− b
0 d


−
[
b −a
d 0

+

b− d −a
d 0

+

−b a
d 0

+

d− b a
d 0


]
.
Wir fassen nun die Matrizen 1 und 2, 3 und 4, 5 und 6 sowie 7 und 8 zu PX,1, PX,2, PX,3
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und PX,4 resp. zusammen, d. h.
PX = PX,1 + PX,2 −
(
PX,3 + PX,4
)
.
Die zusammengefaßten Matrizen haben jeweils die gleiche Determinante, na¨mlich −n im
ε-Fall, sonst n. Es folgt durch Vertauschen von a und d im ersten Summanden (was aus
Symmetriegru¨nden die Summe nicht a¨ndert):
PX,1 =
∑
a d=n,
a,d>0
∑
0≤b<d
a b
0 d
+
a b− d
0 d

=
∑
a,d>0,
ad=n
∑
0≤b<a
d b
0 a
+ ∑
a,d>0,
ad=n
∑
0≤b<d
a b− d
0 d
 ,
also
∞∑
w=0,
w gerade
Tr (PX,1; Aw) · Y w =
=
1
2
∑
ad=n,
a,d>0
a
{(
1− (a+ d)Y + nY 2)−1 + (1 + (a+ d)Y + nY 2)−1}+
+
1
2
∑
ad=n,
a,d>0
d
{(
1− (a+ d)Y + nY 2)−1 + (1 + (a+ d)Y + nY 2)−1}
=
1
2
∑
ad=n,
a,d>0
(a+ d)
((
1− (a+ d)Y + nY 2)−1 + (1 + (a+ d)Y + nY 2)−1).
Der na¨chste Operator ist
PX,2 =
∑
a,d>0,
ad=n
∑
0≤b<d
−a −b
0 d
+ ∑
a,d>0,
ad=n
∑
0≤b<d
−a d− b
0 d

=
∑
a,d>0,
ad=n
∑
0≤b<a
−d −b
0 a
+ ∑
a,d>0,
ad=n
∑
0≤b<d
a b− d
0 −d
 ,
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so daß
∞∑
w=0,
w gerade
Tr (PX,2; Aw) · Y w =
=
1
2
∑
ad=n,
a,d>0
a
{(
1− (a− d)Y − nY 2)−1 + (1 + (a− d)Y − nY 2)−1}+
+
1
2
∑
ad=n,
a,d>0
d
{(
1− (a− d)Y − nY 2)−1 + (1 + (a− d)Y − nY 2)−1}
=
∑
ad=n,
a,d>0
(a+ d) (1− (a− d)Y − nY 2)−1
folgt. Dabei haben wir jeweils im zweiten Summanden beider Summen a und d vertauscht,
was 1 + (a− d)Y − nY 2 zu 1− (a− d)Y − nY 2 transformiert.
Der vorletzte Operator ist
PX,3 =
∑
a,d>0,
ad=n
∑
0≤b<d
b −a
d 0
+
b− d −a
d 0
 .
Dieser hat die Spur
S =def.
∞∑
w=0,
w gerade
Tr (PX,3; Aw) · Y w,
gegeben durch:
S =
∑
a,d>0,
ad=n
∑
0≤b<d
[
1
2
((
1− b Y + nY 2)−1 + (1 + b Y + nY 2)−1)+
+
1
2
((
1− (b− d)Y + nY 2)−1 + (1 + (b− d)Y + nY 2)−1)].
Wir fassen nun die beiden Summanden beider Zeilen zusammen. Es folgt:
S =
∑
a,d>0,
ad=n
[
1
2
∑∗∗
0≤|t|<d
(
1− t Y + nY 2)−1 + 1
2
∑
0<|t|≤d
(
1− t Y + nY 2)−1 ]
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=
∑
a,d>0,
ad=n
[ ∑
0≤|t|<d
(
1− t Y + nY 2)−1 + 1
2
∑
t∈{−d,d}
(
1− t Y + nY 2)−1 ]
=
∑
a,d>0,
ad=n
∑∗
0≤|t|≤d
(
1− t Y + nY 2)−1.
Dabei bedeutet
∑∗∗
, daß der Summand an der Stelle t = 0 doppelt geza¨hlt wird.
∑∗
gibt an, daß die Eckterme t = −d und t = d mit der Vielfachheit 12 geza¨hlt werden. Die
Spur des Operators PX,4 erha¨lt man auf exakt die gleiche Weise, wobei wir lediglich die
Determinante n durch −n ersetzen mu¨ssen. Außerdem tauschen wir −t durch t, was die
Summe nicht a¨ndert:
∞∑
w=0,
w gerade
Tr (PX,4; Aw) · Y w =
∑
a,d>0,
ad=n
∑∗
0≤|t|≤d
(
1 + t Y − nY 2)−1.

(5.15) Lemma. Fu¨r alle n ≥ 1 gilt:
∑
a,d>0,
ad=n
(a+ d)
(
1− (a− d)Y − nY 2)−1 = 2 ·∑
w=0,
w gerade
σw+1(n)Y
w.
Beweis. Es ist a+d1−(a−d)Y−nY 2 =
a+d
(1−a Y )·(1+a Y ) = (a + d) ·
∞∑
k=0
(a Y )k ·
∞∑
l=0
(−d Y )l =
(a+d) ·
∞∑
k,l=0
ak (−d)l Y k+l = (a+d) ·
∞∑
w=0
Y w ·
(
w∑
r=0
ar (−d)w−r
)
= (a+d) ·
∞∑
w=0
Y w (−d)w ·
w∑
r=0
(−a
d
)r
= (a+ d) ·
∞∑
w=0
Y w (−d)w · 1−(−
a
d )
w+1
1+ a
d
, wobei wir im letzten Schritt
w∑
r=0
qr =
1−qw+1
1−q fu¨r q = −ad benutzt haben. Der linke Term in der Aussage ist gegeben durch:
P (Y ) =def.
∑
a,d>0,
a·d=n
(a+ d) · (1− a Y )−1 (1 + d Y )−1 .
Aus Symmetriegru¨nden gilt P (Y ) = P (−Y ), so daß in P (Y ) nur gerade Y -Potenzen
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vorkommen. Aus den Vorbetrachtungen folgt daher:
P (Y ) =
∑
a,d>0,
a·d=n
(a+ d)
 ∞∑
w=0,
w gerade
Y w dw · 1 +
(
a
d
)w+1
1 + a
d

=
∞∑
w=0
 ∑
a,d>0,
w gerade
(a+ d) dw · 1 +
(
a
d
)w+1
1 + a
d
 · Y w
=
∞∑
w=0
 ∑
a,d>0,
w gerade
aw+1 + dw+1
 · Y w
= 2 ·
∑
w=0,
w gerade
σw+1(n) · Y w.
Fu¨r den zweiten Umformungsschritt haben wir
1 +
(
a
d
)w+1
1 + a
d
=
(
dw+1 + aw+1
)
dw+1
· d
a+ d
=
aw+1 + dw+1
dw (a+ d)
benutzt. 
Mit Hilfe des Lemmas ko¨nnen wir noch eine zweite Version fu¨r die Spurformel von
P1 − P3 angeben.
(5.16) Korollar. ((P1 − P3)-Operator) Die Spur des Operators P1 − P3 auf Aw ist fu¨r
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alle n ≥ 1 gegeben durch:
∞∑
w=0,
w gerade
Tr (P1 − P3; Aw) · Y w =
1
2
∑
ad=n,
a,d>0
(a+ d)
((
1− (a+ d)Y + nY 2)−1 + (1 + (a+ d)Y + nY 2)−1)
−
 ∑
ad=n,
a,d>0
∑∗
0≤|t|≤d
(
1− t Y + nY 2)−1 + ∑
ad=n,
a,d>0
∑∗
0≤|t|≤d
(
1 + t Y − nY 2)

−
∞∑
w=0,
w gerade
(
2 · w − 1
w + 1
σw+1(n)
)
· Y w.
Dabei bedeutet
∑∗
, daß die Eckterme t = −d und t = d mit der Vielfachheit 12 geza¨hlt
werden.
Beweis. Fu¨r alle n ≥ 1 und w ≥ 0 gilt: 2 · σw+1(n)− 4ww+1 · σw+1(n) = 2 w−1w+1 · σw+1(n). 
(5.17) Lemma. Seien n ≥ 1 und m ungerade mit 0 < m < w beliebig vorgegeben, dann
gilt:
Xm
∣∣∣∣B T˜ωn (T − 1) = Xm∣∣∣∣ ∑
ad=n,
0≤b<a
a b
0 d
 .
Beweis. Wir benutzen die beiden folgenden Indentita¨ten fu¨r Bernoulli-Polynome (siehe
z. B. [18, S. 219]):
(i) d−mBm+1(Y ) =
∑
0≤b<d
Bm+1
(
Y+b
d
)
, d > 0,
(ii) Bm+1 (Y + 1)−Bm+1(Y ) = (m+ 1)Y m
und erhalten:
Xm
∣∣∣∣B T˜ωn (T − 1) = 1m+ 1 Bm+1(X)
∣∣∣∣T˜ωn (T − 1)
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=
1
m+ 1
∑
ad=n
∑
0≤b<d
Bm+1
(
aX + b
d
)
dw
∣∣∣∣(T − 1)
(i)
=
1
m+ 1
∑
ad=n,
a,d>0
(
dw−mBm+1(aX)
)∣∣∣∣(T − 1)
=
1
m+ 1
∑
ad=n,
a,d>0
dw−m
(
Bm+1
(
a (X + 1)
)−Bm+1(aX))
=
1
m+ 1
∑
ad=n,
a,d>0
dw−m
( ∑
0≤b<a
Bm+1(aX + b+ 1)−Bm+1(aX + b)
)
(ii)
=
1
m+ 1
∑
ad=n,
a,d>0
dw−m
∑
0≤b<a
(
(m+ 1) (aX + b)m
)
=
∑
ad=n,
a,d>0
(
dw−m
∑
0≤b<a
(aX + b)
m
)
=
∑
ad=n,
0≤b<a
Xm
∣∣∣∣

a b
0 d


= Xm
∣∣∣∣ ∑
ad=n,
0≤b<a

a b
0 d

.

(5.18) Korollar. Seien n ≥ 1 und m ungerade mit 0 < m < w beliebig vorgegeben,
dann gilt:
(i) Xm
∣∣∣∣B T˜ωn (1− T−1) = Xm∣∣∣∣ ∑
ad=n,
−a≤b<0
a b
0 d
,
(ii) Xm
∣∣∣∣B T˜ωn (T − T−1) = Xm∣∣∣∣ ∑
ad=n,
−a≤b<a
a b
0 d
.
Beweis. Die Aussage (i) folgt sofort wegen B T˜ωn
(
1− T−1) = B T˜ωn (T − 1) T−1 und
a b
0 d

T−1 =

a b
0 d


1 −1
0 1
 =
a b− a
0 d
 aus 5.17, dennXm∣∣∣B T˜ωn (1− T−1) =
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Xm
∣∣∣∑ ad=n,
0≤b<a

a b− a
0 d

 = Xm
∣∣∣∑ ad=n,
−a≤b<0

a b
0 d

. Die Aussage (ii) folgt leicht aus
5.17 und (i), da B T˜ωn
(
T − T−1) = B T˜ωn ((T − 1) + (1− T−1)) = B T˜ωn (T − 1) +
B T˜ωn
(
1− T−1). 
(5.19) Lemma. (P2-Operator) Fu¨r alle n ≥ 1 gilt:
∑
w=0,
w gerade
Tr (P2; Aw) · Y w =
∑
ad=n
∑∗
0≤|t|≤d
((
1− t Y + nY 2)−1 − (1 + t Y − nY 2)−1).
Dabei bedeutet
∑∗
, daß die Eckterme t = −d und t = d mit dem Faktor 12 multipliziert
werden.
Beweis. Wir wollen die Spur von P2 = (1 + ε)
(
T − T−1) S B T˜ωn auf Aw berechnen. Mit
Hilfe der Rechenregeln a
∣∣∣ε S = a∣∣∣S ε, a∣∣∣ε T = a∣∣∣T−1 ε und a∣∣∣ε T−1 = a∣∣∣T ε fu¨r (a ∈ Aw)
folgt:
P2 = (1 + ε)
(
T − T−1) S B T˜ωn
=
(
T−1 − T ) S + ε (T−1 − T ) S B T˜ωn
=
(
T−1 − T ) S − ε (T − T−1) S B T˜ωn
=
(
T−1 − T ) S − (T−1 − T ) ε S B T˜ωn
=
(
T−1 − T ) S − (T−1 − T ) S εB T˜ωn
=
(
T − T−1) S (1− ε) B T˜ωn .
(5.20)
Da jede Spur invariant unter zyklischen Vertauschungen von Teiloperatoren ist, ko¨nnen
wir in P2 die Terme
(
T − T−1) S und (1− ε) B T˜ωn vertauschen, so daß dann fu¨r alle
geraden w ≥ 0 (n ≥ 1)
Tr (P2; Aw) = Tr
(
(1− ε) B T˜ωn
(
T − T−1) S; Aw)
gilt. Wir bemerken, daß (1− ε) : Aw −→ A−w ⊆ (Aw)ω = Polynome vom Grad ≤ k − 3 =
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w + 1 gilt, wobei A−w die Menge aller ungeraden Polynome aus Aw ist. Daher ko¨nnen wir
5.18 (ii) anwenden, es folgt:
P̂2 =def. (1− ε) B T˜ωn
(
T − T−1) S
= (1− ε)
∑
ad=n
∑
−a≤b<a
a b
0 d
 S
=
∑
ad=n
∑
−a≤b<a
b −a
d 0
− ∑
ad=n
∑
−a≤b<a
−b a
d 0
 .
Wir setzen noch
T̂1 =def. Tr
∑
ad=n
∑
−a≤b<a
b −a
d 0
 ; Aw

und
T̂2 =def. Tr
∑
ad=n
∑
−a≤b<a
−b a
d 0
 ; Aw
 .
Die Matrizen in T̂1 haben Determinante n, die Matrizen in T̂2 haben Determinante −n.
Daher gilt:
T̂1 =
∑
ad=n
∑
−a≤b<a
1
2
·
[(
1− b Y + nY 2)−1 + (1 + b Y + nY 2)−1]
=
∑
ad=n
∑
0≤|t|≤a
(
1− t Y + nY 2)−1 − 1
2
·
[(
1− a Y + nY 2)−1 + (1 + a Y + nY 2)−1]
=
∑
ad=n
∑∗
0≤|t|≤a
(
1− t Y + nY 2)−1 .
Die Summe ist invariant unter einem Vorzeichenwechsel von b und der Ersetzung von t
durch −t, d. h.
T̂2 =
∑
ad=n
∑∗
0≤|t|≤a
(
1 + t Y − nY 2)−1 .
Wegen Tr (P2; Aw) = Tr
(
P̂2; Aw
)
= T̂1 − T̂2 folgt die Behauptung, wobei wir noch a
und d vertauscht haben. 
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Es bleibt, die komplizierteste Spur zu berechnen, na¨mlich die des Operators
P4 = (1 + ε)
(
T − T−1) S T˜ωn S.
(5.21) Lemma. Fu¨r alle n ≥ 1 und geraden w ≥ 0 gilt:
Tr (P4; Aw) = Tr (P5; Aw) + Tr (P6; Aw) + Tr (P7; Aw) ,
wobei
P5 =def. (ε− 1) B T˜ωn (T − 1) S T S,
P6 =def. (ε− 1) B T˜ωn (T − 1) S T,
P7 =def. − (1 + ε) S
(
1 + T−1
)
(1 + λB) T˜
ω
n .
Beweis. In 5.20 haben wir bereits (1 + ε)
(
T − T−1) S = (T − T−1) S (1− ε) gezeigt.
Daher gilt
Tr (P4; Aw) = Tr
((
T − T−1) S (1− ε) B T˜ωn S; Aw)
= Tr
(
(1− ε) B T˜ωn S
(
T − T−1) S; Aw) ,
denn die Spur bleibt unvera¨ndert bei Vertauschen von
(
T − T−1) S und (1− ε) B T˜ωn S.
Zur Abku¨rzung setzen wir noch:
P̂4 =def. (1− ε) B T˜ωn S
(
T − T−1) S.
Wir formen nun den Term S
(
T − T−1) S um. Es ist leicht nachzurechnen, daß S T S =
−1 0
1 −1

 = T−1 S T−1, T S T =

1 0
1 1

 und S T−1 S =
−1 0
−1 −1
 gilt. Da −I
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trivial auf Aw operiert, sind auch T S T und S T
−1 S als Operatoren identisch, d. h.:
S
(
T − T−1) S = T−1 S T−1 − T S T
= T−1 S T−1 − S T−1 − T S T + S T − S T + S T−1
= (1− T ) T−1 S T−1 − (T − 1) S T − S (T − T−1) .
Einsetzen des Terms ergibt
P̂4 = (1− ε) B T˜ωn
(
(1− T ) T−1 S T−1 − (T − 1) S T − S (T − T−1) )
= P5 + P6 + P̂7
fu¨r
P5 = − (1− ε) B T˜ωn (T − 1) S T S,
P6 = − (1− ε) B T˜ωn (T − 1) S T,
P̂7 = − (1− ε) B T˜ωn S
(
T − T−1) .
Wegen S
(
T − T−1) (1− ε) = (1 + ε) S (T − T−1) und durch Vertauschen der beiden
Terme − (1− ε) B T˜ωn S und S
(
T − T−1) folgt:
Tr
(
P̂7; Aw
)
= Tr
(
−S (T − T−1) (1− ε) B T˜ωn ; Aw)
= Tr
(
− (1 + ε) S (T − T−1) B T˜ωn ; Aw)
= Tr (P7; Aw) ,
wobei
P7 =def. − (1 + ε) S
(
T − T−1) B T˜ωn .
Abschließend wenden wir noch die Identita¨t 1.25 (d. h. (T − 1)B = 1 + λB auf Aw) auf
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P7 an und erhalten die Aussage des Satzes, denn:
P7 = − (1 + ε) S
(
T − 1 + 1− T−1) B T˜ωn
= − (1 + ε) S
(
(T − 1) B + T−1 (T − 1) B
)
T˜ωn
= − (1 + ε) S
(
(1 + λB) + T
−1 (1 + λB)
)
T˜ωn
= − (1 + ε) S (1 + T−1) (1 + λB) T˜ωn .

(5.22) Lemma. (P5-Operator) Fu¨r alle n ≥ 1 gilt:
∑
w=0,
w gerade
Tr (P5; Aw) · Y w =
= −1
2
∑
a,d>0,
ad=n
∑
d<|t|≤a+d
(
1 + t Y + nY 2
)−1
+
+
1
2
∑
a,d>0,
ad=n
[ ∑
d−a≤t<d
(
1 + t Y − nY 2)−1 + ∑
−d<t≤a−d
(
1 + t Y − nY 2)−1 ].
Beweis. Nach 5.17 und wegen S T S = T−1 S T−1 ist
P5 = (ε− 1)
∑
ad=n
∑
0≤b<a
a b
0 d
 T−1 S T−1 = εS−S,
wobei
S =def.
∑
ad=n
∑
0≤b<a
b− a −b
d −d
 , εS = ∑
ad=n
∑
0≤b<a
a− b b
d −d
 .
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Daraus folgt
∑
w=0,
w gerade
Tr (S; Aw) · Y w =
=
∑
ad=n
∑
0≤b<a
1
2
[ (
1− (b− a− d) Y + nY 2)−1 + (1 + (b− a− d) Y + nY 2)−1 ]
=
1
2
∑
ad=n
∑
0≤b<a
[ (
1 + ((a+ d)− b) Y + nY 2)−1 + (1 + (b− (a+ d)) Y + nY 2)−1 ]
=
1
2
∑
ad=n
∑
d<|t|≤a+d
(
1 + t Y + nY 2
)−1
.
Die letzte Gleichung erha¨lt man durch Zusammenfassen der beiden Ausdru¨cke
∑
0≤b<a
(
1 + ((a+ d)− b) Y + nY 2)−1 = ∑
d<t≤a+d
(
1 + t Y + nY 2
)−1
und
∑
0≤b<a
(
1 + ((a+ d)− b) Y + nY 2)−1 = ∑
−(a+d)≤t<d
(
1 + t Y + nY 2
)−1
.
Fu¨r den ε-Anteil gilt:
∑
w=0,
w gerade
Tr (εS; Aw) · Y w =
=
∑
ad=n
∑
0≤b<a
1
2
[ (
1− (a− d− b) Y − nY 2)−1 + (1 + (a− d− b) Y − nY 2)−1 ]
=
1
2
∑
ad=n
(T1,ε + T2,ε) ,
wobei
T1,ε =def.
∑
0≤b<a
(
1 + (b+ d− a) Y − nY 2)−1 = ∑
a>0,
d−a≤t<d
(
1 + t Y − nY 2)−1
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und
T2,ε =def.
∑
0≤b<a
(
1 + (a− d− b) Y − nY 2)−1 = ∑
a>0,
−d<t≤a−d
(
1 + t Y − nY 2)−1 .
Damit ist die Aussage bewiesen. 
(5.23) Lemma. (P6-Operator) Fu¨r alle n ≥ 1 gilt:
∑
w=0,
w gerade
Tr (P6; Aw) · Y w =
= −1
2
∑
a,d>0,
ad=n
∑
d≤|t|<a+d
(
1− t Y + nY 2)−1+
+
1
2
∑
a,d>0,
ad=n
[ ∑
d−a<t≤d
(
1 + t Y − nY 2)−1 + ∑
−d≤t<a−d
(
1 + t Y − nY 2)−1 ].
Beweis. Nach 5.17 gilt
P6 = (ε− 1)
∑
a,d>0,
ad=n
∑
0≤b<a
a b
0 d
 S T = εS−S,
fu¨r
S =def.
∑
a,d>0,
ad=n
∑
0≤b<a
b b− a
d d
 , εS = ∑
a,d>0,
ad=n
∑
0≤b<a
−b a− b
d d
 .
Es folgt
∑
w=0,
w gerade
Tr (S; Aw) · Y w =
=
∑
ad=n
∑
0≤b<a
1
2
[ (
1− (b+ d) Y + nY 2)−1 + (1 + (b+ d) Y + nY 2)−1 ]
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=
∑
ad=n
∑
0≤b<a
1
2
[ (
1− (b+ d) Y + nY 2)−1 + (1− (−(b+ d)) Y + nY 2)−1 ]
=
1
2
∑
ad=n
∑
d≤|t|<a+d
(
1− t Y + nY 2)−1
und
∑
w=0,
w gerade
Tr (εS; Aw) · Y w =
=
∑
ad=n
∑
0≤b<a
1
2
[ (
1− (d− b) Y + nY 2)−1 + (1 + (d− b) Y + nY 2)−1 ]
=
∑
ad=n
∑
0≤b<a
1
2
[ (
1 + (b− d) Y + nY 2)−1 + (1 + (d− b) Y + nY 2)−1 ]
=
1
2
∑
ad=n
(T1,ε + T2,ε) ,
wobei
T1,ε =def.
∑
0≤b<a
(
1 + (b− d) Y − nY 2)−1 = ∑
a>0,
−d≤t<a−d
(
1 + t Y − nY 2)−1
und
T2,ε =def.
∑
0≤b<a
(
1 + (d− b) Y − nY 2)−1 = ∑
a>0,
d−a<t≤d
(
1 + t Y − nY 2)−1 .
Damit ist die Aussage bewiesen. 
(5.24) Lemma. (P7-Operator) Fu¨r alle n ≥ 1 gilt:
∑
w=0,
w gerade
Tr (P7; Aw) · Y w =
= −
∑
ad=n
∑∗
0≤|t|≤d
(
1− t Y + nY 2)−1 − ∑
ad=n
∑∗
0≤|t|≤d
(
1 + t Y − nY 2)−1+
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+
∑
w=0,
w gerade
4
w + 1
· σw+1(n) · Y w.
Dabei bedeutet
∑∗
, daß die Eckterme t = −d und t = d mit der Vielfachheit 12 geza¨hlt
werden.
Beweis. Wir splitten P7 wie folgt weiter auf:
P7 = − (1 + ε) S
(
1 + T−1
)
(1 + λB) T˜
ω
n = P8 + P9
fu¨r
P8 = − (1 + ε) S
(
1 + T−1
)
T˜ωn
und
−P9 = (1 + ε) S
(
1 + T−1
)
λB T˜
ω
n
= S
(
1 + T−1
)
λB T˜
ω
n + ε S
(
1 + T−1
)
λB T˜
ω
n
= S
(
1 + T−1
)
λB T˜
ω
n + S ε
(
1 + T−1
)
λB T˜
ω
n
= S
((
1 + T−1
)
λB T˜
ω
n + ε
(
1 + T−1
)
λB T˜
ω
n
)
= S (1 + ε)
(
1 + T−1
)
λB T˜
ω
n .
Durch zyklisches Vertauschen ko¨nnen wir S nach rechts verschieben, ohne die Spur zu
vera¨ndern, d. h.:
Tr (P9; Aw) = Tr
(
P̂9; Aw
)
fu¨r
P̂9 =def. − (1 + ε)
(
1 + T−1
)
λB T˜
ω
n S.
Analog zur Argumentation in 5.13 sieht man, daß das Bild von P̂9 in dem eindimensionalen
Raum C·Xw liegt. Daher stimmt Tr
(
P̂9; Aw
)
mit dem Eigenwert vonXw u¨berein, welcher
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wegen Xw
∣∣∣ (1 + ε) (1 + T−1) λB T˜ωn = − 4w+1 ·σw+1(n), was Xw∣∣∣P̂9 = 4w+1 ·σw+1(n) ·Xw
ergibt, durch 4
w+1 · σw+1(n) gegeben ist.
Wir betrachten nun den Operator
P8 = −
(
S T˜ωn + S T
−1 T˜ωn
)
− ε
(
S T˜ωn + S T
−1 T˜ωn
)
= −S− εS,
wobei
S = S T˜ωn + S T
−1 T˜ωn =
∑
ad=n,
0≤b<d
0 −d
a b
+
a −d
a b− d

und
εS =
∑
ad=n,
0≤b<d
0 d
a b
+
a d
a b− d
 .
Es folgt
∑
w=0,
w gerade
Tr (−S; Aw) · Y w = −
∑
ad=n,
0≤b<d
1
2
·
[ (
1− b Y + nY 2)−1 + (1− (−b)Y + nY 2)−1+
+
(
1− (b− d)Y + nY 2)−1 + (1− (d− b)Y + nY 2)−1 ]
= −
∑
ad=n
∑∗
0≤|t|≤d
(
1− t Y + nY 2)−1 .
Dabei haben wir die Summanden u¨ber Kreuz zusammengefaßt. Es ist zu beachten, daß
die Eckterme ± d in der oberen Summe mit dem Faktor 12 auftreten.
Die Spur von εS wird im Wesentlichen genauso gebildet, wobei nur noch die Determinante
n durch −n getauscht werden muß. Da die Summe symmetrisch in t ist, tauschen wir t
durch −t, ohne die Summe zu a¨ndern, d. h.:
∑
w=0,
w gerade
Tr (−εS; Aw) · Y w = −
∑
ad=n
∑∗
0≤|t|≤d
(
1 + t Y − nY 2)−1 .
Damit ist die Aussage bewiesen. 
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§4. Vergleich mit der Spurformel von Zagier
Wir wollen nun mit Hilfe der gewonnenen Ergebnisse die folgende Spurformel aus [32]
rekonstruieren.
(5.25) Theorem. Fu¨r beliebiges n ≥ 1 sind die Spuren des n-ten Heckeoperators Tn auf
den Modulra¨umen Mw = Mw
(
Γ(1)
)
fu¨r alle (geraden) w = k − 2 ≥ 0 durch die folgende
erzeugende Funktion gegeben:
−12
∞∑
w=0,
w gerade
(
Tr (Tn; Mw+2)− 1
2
σw+1(n)
)
Y w
=
∑
ad>0>bc,
ad−bc=n
sgn(c d)
(
1− (a+ d− c)Y + nY 2
)−1
+
+
∑
a,d>0,
ad=n
( ∑∗
0≤|t|≤a
2
(
1− t Y + nY 2)−1 + ∑∗
0≤|t|≤a+d
(
1− t Y + nY 2)−1+
+
∑
|t|=a+d
(−1
2
) |t| (1− t Y + nY 2)−1 ).
Dabei bedeutet
∑∗
, daß die Eckterme t = ± a und t = ± (a+ d) mit der Vielfachheit 12
geza¨hlt werden.
Beweis. Fu¨r eine beliebig fixierte natu¨rliche Zahl n ≥ 1 wollen wir die rechte Seite des
Ausdrucks
12
∞∑
w=0,
w gerade
Tr
(
T˜n; W
+ (Aw)
)
Y w =
∞∑
w=0,
w gerade
(
Tr
(
p+B T˜n; Aw
)
+
8w
w + 1
σw+1(n)
)
Y w
berechnen. Dabei ist 8w
w+1 σw+1(n) der Spuranteil des Fehlerterms aus 5.2 und p
+
B T˜n =
E1 + E2 + P mit P = (P1 − P3)− P2 + P4 und P4 = P5 + P6 + P7. Wir fassen zuna¨chst
alle Terme zusammen, die σw+1(n) enthalten. Neben dem Beitrag des Fehlerterms liefert
P1 − P3 den Beitrag −2
(
w−1
w+1
)
σw+1(n) und P7 den Beitrag
4
w+1 σw+1(n). Die gesuchte
Summe ist dann 8w−2w+2+4
w+1 σw+1(n) =
6w+6
w+1 σw+1(n) = 6σw+1(n). Wir betrachten
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nun alle Ausdru¨cke, die nicht σw+1(n) enthalten. Der elementare Anteil, gegeben durch
den Operator E1 + E2, liefert den Beitrag −
∑
ad>0>bc,
ad−bc=n
sgn(cd)
1−(a+d−c)Y+nY 2 zur Spur. Die
nichtelementaren Spuranteile stammen von den Operatoren (P1−P3)−P2 und P4. Genauer
gesagt, liefert P1 − P3 die Spurbeitra¨ge
∑
a,d>0,
ad=n
1/2 · (a+ d)
(1− (a+ d)Y + nY 2)−1 + (1 + (a+ d)Y + nY 2)−1 =
=
∑
a,d>0,
ad=n
∑
|t|=a+d
1/2 · |t|
1− t Y + nY 2
sowie
−
∑
ad=n
∑∗
0≤|t|≤d
(
(1− t Y + nY 2)−1 + (1 + t Y + nY 2)−1
)
.
Der Operator −P2 liefert den Spurbeitrag
−
∑
ad=n
∑∗
0≤|t|≤d
(
(1− t Y + nY 2)−1 − (1 + t Y + nY 2)−1
)
.
Faßt man diese zusammen, so erha¨lt man den Spurbeitrag von (P1 − P3)− P2, na¨mlich:
∑
a,d>0,
ad=n
( ∑∗
0≤|t|≤a
−2 (1− t Y + nY 2)−1 + ∑
|t|=a+d
1/2 · |t|
1− t Y + nY 2
)
.
Es bleibt, den Operator P4 = P5 + P6 + P7 zu untersuchen. Wir starten mit der Zusam-
menfassung aller Terme der Form
(
1 + t Y + nY 2
)−1
und erhalten:
−
∑
a,d>0,
ad=n
12 ∑
d<|t|≤a+d
+
1
2
∑
d≤|t|<a+d
+
∑∗
0≤|t|≤d
 (1 + t Y + nY 2)−1
= −
∑
a,d>0,
ad=n
12 ∑
|t|=a+d
+
1
2
∑
d<|t|<a+d
+
1
2
∑
d<|t|<a+d
+
1
2
∑
|t|=d
+
∑
0≤|t|<d
+
1
2
∑
|t|=d

· (1 + t Y + nY 2)−1 =
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= −
∑
a,d>0,
ad=n
∑∗
0≤|t|≤a+d
(
1 + t Y + nY 2
)−1
= −
∑
a,d>0,
ad=n
∑∗
0≤|t|≤a+d
(
1− t Y + nY 2)−1 .
Analoges Vorgehen fu¨r die ε-Terme
(
1 + t Y − nY 2)−1 ergibt:
∑
a,d>0,
ad=n
12 ∑
d−a≤t<d
+
1
2
∑
−d<t≤a−d
+
1
2
∑
−d≤t<a−d
+
1
2
∑
d−a<t≤d
−
∑∗
0≤|t|≤d

· (1 + t Y − nY 2)−1
=
∑
a,d>0,
ad=n
12 ∑
d−a≤t<d
+
1
2
∑
−d<t≤a−d
+
1
2
∑
−d<t<a−d
+
1
2
∑
d−a<t<d
−
∑
−d<t<d

· (1 + t Y − nY 2)−1
= 0.
Um dies einzusehen, betrachten wir fu¨r jedes Paar (a, d) mit a, d > 0 und a d = n die
folgenden Q×Q-Multimengen:
R(a,d) =def.
⋃
−d<t<d
{(
t, 1
)}
und
L(a,d) =def.
⋃
d−a≤t<d
{(
t,
1
2
)}
∪
⋃
−d<t≤a−d
{(
t,
1
2
)}
∪
∪
⋃
−d<t<a−d
{(
t,
1
2
)}
∪
⋃
d−a<t<d
{(
t,
1
2
)}
.
Zur Vereinfachung fassen wir jeweils alle Paare mit identischer erster Komponente zu-
sammen, in dem wir die zweiten Komponenten addieren, d. h. (t, s1) und (t, s2) wird
ersetzt durch (t, s1 + s2). Es ist nun leicht zu sehen, daß L(a,d) = R(a,d) im Fall a = d gilt
(kommt z. B. fu¨r n = 4 vor, aber fu¨r n = 6 nicht). Sei nun o. B. d.A. a < d, dann folgt
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L(a,d) ∪ L(d,a) = R(a,d) ∪R(d,a), denn:
L(a,d) =
{
(t, 1) : − d < t < a− d
}
∪
{(
a− d, 1
2
)}
∪
∪
{(
d− a, 1
2
)}
∪
{
(t, 1) : d− a < t < d
}
(vgl. Abbildung 5.1),
L(d,a) =
{
(t, 1) : − a < t < a− d
}
∪
{(
a− d, 1 + 1
2
)}
∪
∪
{
(t, 2) : a− d < t < d− a
}
∪
{(
d− a, 1 + 1
2
)}
∪
∪
{
(t, 1) : d− a < t < a
}
,
falls a > d− a (vgl. Abbildung 5.2),
L(d,a) =
{(
a− d, 1
2
)}
∪
{
(t, 1) : a− d < t ≤ −a
}
∪
∪
{
(t, 2) : − a < t < a
}
∪
{
(t, 1) : a ≤ t < d− a
}
∪
∪
{(
d− a, 1
2
)}
,
falls a < d− a (vgl. Abbildung 5.3),
L(d,a) =
{(
−a, 1
2
)}
∪
{
(t, 2) : − a < t < a
}
∪
{(
a,
1
2
)}
,
falls d− a = a (vgl. Abbildung 5.4, z. B. fu¨r n = 18, d = 6, a = 3).
Auf der anderen Seite ist
R(d,a) =
{
(t, 1) : − d < t < d
}
, R(a,d) =
{
(t, 1) : − a < t < a
}
,
also besteht R(d,a) ∪R(a,d) aus allen Paaren der Form (t, 1), falls |t| >= a und (t, 2), falls
|t| < a.
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0−d a− d dd− a
1 1
1
2
1
2
Abbildung 5.1: L(a,d) fu¨r a < d, a− d und d− a werden mit Faktor 12 geza¨hlt. Fu¨r den
Extremfall a = d stimmt das Intervall L(a,d) mit R(a,d) u¨berein.
0−a a− d ad− a
1 2 11 +
1
2 1 +
1
2
Abbildung 5.2: L(d,a) fu¨r den Fall a < d und d− a < a.
0a− d −a d− aa
1 2 11 1
1
2
1
2
Abbildung 5.3: L(d,a) fu¨r den Fall a < d und a < d− a.
0−a a
2
1
2
1
2
Abbildung 5.4: L(d,a) fu¨r den Fall a < d und a = d− a.
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Insgesamt erhalten wir
⋃
a,d>0,
ad=n
L(a,d) =
⋃
a,d>0,
ad=n
R(a,d) und damit die Behauptung. 
Wir ko¨nnen die Ausdru¨cke
(
1 + e Y + f Y 2
)−1
fu¨r e, f ∈ Q leicht in formale Potenzreihen
P (Y, e, f) =
∑∞
j=0 cj Y
j entwickeln, indem wir die Koeffizienten cj = cj(e, f) ∈ Q
rekursiv (j = 0, 1, 2, . . . ,∞) berechnen. Die Rekursionsvorschrift gewinnen wir dabei
durch Koeffizientenvergleich aus
1 =
(
1 + e Y + f Y 2
) · P (Y, e, f)
=
∞∑
j=0
cj Y
j +
∞∑
j=1
e cj−1 Y
j +
∞∑
j=2
f cj−2 Y
j
= c0 + (c1 + e c0)Y +
∞∑
j=2
(
cj + e cj−1 + f cj−2
)
Y j ,
so daß wegen c1 + e c0 = 0 und cj + e cj−1 + f cj−2 = 0 fu¨r alle j ≥ 2
c0 = 1,
c1 = −e,
cj = − (e cj−1 + f cj−2) , (j = 2, . . . ,∞)
folgt. Insbesondere ist cj ∈ Z (fu¨r alle j = 1, . . . ,∞) im Fall e, f ∈ Z.
Wir wenden die Rekursionsvorschrift auf das Beispiel [32, S. 323], d. h. den Hecke-Operator
T1 (=Identita¨t) an. Die Koeffizienten der so gewonnenen Potenzreihe entsprechen genau
den Dimensionen der Modulra¨umeMk (Γ1) u¨ber C zur vollen Modulgruppe Γ1 = SL (2,Z).
Die rechte Seite der Spurformel ist gegeben durch:
−1/2
1− 2Y + Y 2 +
2
1− Y + Y 2 +
3
1 + 0Y + Y 2
+
2
1 + Y + Y 2
+
−1/2
1 + 2Y + Y 2
.
Die zugeho¨rigen Potenzreihenentwicklungen der (ungewichteten) Terme sind:
(
1− 2Y + Y 2)−1 = 1 + 2Y + 3Y 2 + 4Y 3 + 5Y 4 + 6Y 5 + 7Y 6 + 8Y 7 + 9Y 8 +O (Y 9)
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(
1− Y + Y 2)−1 = 1 + Y − Y 3 − Y 4 + Y 6 + Y 7 +O (Y 9)
(
1 + Y 2
)−1
= 1− Y 2 + Y 4 − Y 6 + Y 8 +O (Y 9)
(
1 + Y + Y 2
)−1
= 1− Y + Y 3 − Y 4 + Y 6 − Y 7 +O (Y 9)
(
1 + 2Y + Y 2
)−1
= 1− 2Y +3Y 2 − 4Y 3 +5Y 4 − 6Y 5 +7Y 6 − 8Y 7 +9Y 8 +O (Y 9) .
Stellt man nach
∑
w=0,
w gerade
Tr
(
T1; Mw+2
(
Γ1
))
Y w um, so gilt fu¨r entsprechend umgeformte
rechte Seite:
P(Y ) = Y 2 + Y 4 + Y 6 + Y 8 + 2Y 10 + Y 12 + 2Y 14 + 2Y 16 + 2Y 18 + 2Y 20
+ 3Y 22 + 2Y 24 + 3Y 26 + 3Y 28 + 3Y 30 + 3Y 32 + 4Y 34 + 3Y 36 + 4Y 38
+ 4Y 40 + 4Y 42 + 4Y 44 + 5Y 46 + 4Y 48 + 5Y 50 + 5Y 52 + 5Y 54 + 5Y 56
+ 6Y 58 + 5Y 60 + 6Y 62 + 6Y 64 + 6Y 66 + 6Y 68 + 7Y 70 + 6Y 72 + 7Y 74
+ 7Y 76 + 7Y 78 + 7Y 80 + 8Y 82 + 7Y 84 + 8Y 86 + 8Y 88 + 8Y 90 + 8Y 92
+ 9Y 94 + 8Y 96 + 9Y 98 + 9Y 100 + 9Y 102 + 9Y 104 + 10Y 106 + 9Y 108
+ 10Y 110 + 10Y 112 + 10Y 114 + 10Y 116 + 11Y 118 + 10Y 120 + 11Y 122
+ 11Y 124 + 11Y 126 + 11Y 128 + 12Y 130 + 11Y 132 + 12Y 134 + 12Y 136
+ 12Y 138 + 12Y 140 + 13Y 142 + 12Y 144 + 13Y 146 + 13Y 148 + 13Y 150
+ 13Y 152 + 14Y 154 + 13Y 156 + 14Y 158 + 14Y 160 + 14Y 162 + 14Y 164
+ 15Y 166 + 14Y 168 + 15Y 170 + 15Y 172 + 15Y 174 +O (Y 175) .
(Der Fehlerterm geht dabei mit dem Wert
∑
w=0,
w gerade
(−6)Y w in die rechte Seite ein, denn
σw+1(1) = 1.)
Die Dimensionsformel fu¨r die volle Modulgruppe Γ1 haben wir in 1.43 angegeben. So ist
z. B. dimC (M2 (Γ1)) = 0 (dies stimmt mit dem Koeffizienten von Y 0 u¨berein) oder, als
weiteres Beispiel, dimC (M70 (Γ1)) =
⌊
70
12
⌋
+ 1 = 5 + 1 = 6, denn 12 ist kein Teiler von
68 = 70− 2. Der Wert ist identisch mit dem berechneten Koeffizienten coeff68 (P(Y )) = 6.
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§5. Eisensteinreihen
Wir wollen abschließend die Spur von 4.24 fu¨r den Fall w = k − 2 = 2 diskutieren. Wir
erhalten auf diese Weise einen alternativen Nachweis der bekannten Ramanujan-Identita¨t:
E4 = E
2
2 − 12 q ddq (E2) (vgl. [27]).
Satz. Fu¨r n ≥ 1 gilt:
5σ3(n) =
(
6n− 1)σ1(n) + 12 n−1∑
m=1
σ1(m)σ1(n−m).
Beweis. Sei w = 2 (also k = w + 2 = 4), dann ist A = A2 = CX
2 ⊕ CX ⊕ C. Die
Aktion von SL(2,Z) ist gegeben durch Xj
∣∣∣a b
c d

 = (aX + b)j (cX + d)2−j , wobei
j = 0, 1, 2. Weiterhin gilt W (A) =W+(A) = C (X2 − 1), denn (X2 − 1) ∣∣∣ (1 + S) = 0 =(
X2 − 1) ∣∣∣ (1 + U + U2) und dimC(W (A)) = dimC(M4 (SL (2,Z)) ) = 1.
Wir erhalten
(
X2 − 1) ∣∣∣(T − T−1) (S − 1) = ( (X + 1)2 − 1− (X − 1)2 + 1)∣∣∣(S − 1) =
4X
∣∣∣(S − 1) = −4X − 4X = −8X und −8X∣∣∣B = −8 12 B2(X) = −4 (X2 −X + 16) =
−4X2 +4X − 23 nach Definition des Bernoulli-Operators in 2.3. Wir wollen nun die Spur
des Operators
(
T − T−1) (S − 1) (B T˜ωn (S − 1)+ Tn +Dn S) : Acc −→W (A)
berechnen (rechte Seite von 4.24). Da dieser Operator nach C
(
X2 − 1) abbildet, ist
die Spur gegeben durch die Summe der Koeffizienten der X2-Komponenten (=negative
Koeffizienten der X0-Komponenten) der Bilder der einzelnen Teiloperatoren (Summan-
den) angewendet auf das Polynom X2 − 1. Die entsprechenden Koeffizienten der X-
Komponenten der Bilder tragen nicht zur Spur bei. Der Operator Dn S tra¨gt demzufolge
nicht zur Spur bei, da −8X
∣∣∣Dn S = −8X∣∣∣∑ a,d>0,
ad=n

a 0
0 d

S = −8 ∑ a,d>0,
ad=n
(a d)X
∣∣∣S =
8n
∑
a,d>0,
ad=n
X = 8nσ0(n)X gilt, wobei σ0(n) die Anzahl der Teiler von n ist.
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Im na¨chsten Schritt betrachten wir die Aktion von Tn =
∑
a,b,c,d>0,
ad+bc=n

 a b
−c d

:
−8X
∣∣∣Tn = −8X∣∣ ∑
a,b,c,d>0,
ad+bc=n
 a b
−c d
 = −8 ∑
a,b,c,d>0,
ad+bc=n
(
aX + b
) (
cX + d
)
= −8
∑
a,b,c,d>0,
ad+bc=n
(
(−ac) X2 + (ad− bc)X + (bc)
)
= 8
∑
a,b,c,d>0,
ad+bc=n
(
(ac) X2 − (ad− bc)X − (bc)
)
.
Fu¨r m = ad ist a
∣∣m und c∣∣(n−m) wegen n−m = bc. Der Koeffizient der X2-Komponente
ist demnach gegeben durch:
8
∑
a,b,c,d>0,
ad+bc=n
(ac) = 8
n−1∑
m=1
σ1(m) · σ1(n−m). (5.26)
Der noch fehlende Spurbeitrag ist der Koeffizient der X2-Komponente des Bildes unter
der Aktion des B-Terms:
(
− 4X2 + 4X − 23
)∣∣∣T˜n (S − 1), T˜n = ∑
0≤b<d,
ad=n
a b
0 d
 . (5.27)
Wir betrachten die Aktion des Operators T˜n
(
S − 1) auf den drei Summanden einzeln,
um jeweils den Koeffizienten der X2-Komponente des zugeho¨rigen Bildes zu ermitteln.
Wegen X2
∣∣∣a b
0 d

 (S − 1) = (a2X2 + 2 a bX + b2)∣∣∣(S − 1) = a2X0−2 a bX+b2X2−(
a2X2 + 2 a bX + b2
)
=
(
b2 − a2)X2 − 4 a bX + (a2 − b2)X0 ist die X2-Komponente
von −4X2
∣∣∣T˜n (S − 1) gegeben durch:
4
∑
0≤b<d,
ad=n
a2X2 − 4
∑
0≤b<d,
ad=n
b2X2 = 4
∑
a,d>0,
ad=n
(
a2 d
)
X2 − 4
∑
d
∣∣n
 ∑
0≤b<d
b2
 X2 =
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= 4n
∑
a,d>0,
ad=n
aX2 − 4
∑
d
∣∣n
(
d (d+ 1) (2 d+ 1)
6
− d2
)
X2
= 4nσ1(n)X
2 − 4
∑
d
∣∣n
(
1
3
d3 − 1
2
d2 +
1
6
d
)
X2
=
((
4n− 2
3
)
σ1(n) + 2σ2(n)− 4
3
σ3(n)
)
X2.
Wegen X
∣∣∣a b
0 d

 (S− 1) = ( (aX + b) d)∣∣∣(S − 1) = −a dX + b dX2−a dX − b dX0 =
b dX2 − 8 a dX − b d ist die X2-Komponente von 4X
∣∣∣T˜n (S − 1) gegeben durch:
4
∑
0≤b<d
(b d) X2 = 4
∑
d
∣∣n
 ∑
0≤b<d
b
 d X2 = 4 ∑
d
∣∣n
(
d (d+ 1)
2
− d
)
d X2
= 4
∑
d
∣∣n
(
d3 − d2
2
)
X2 =
(
2σ3(n)− 2σ2(n)
)
X2.
Schließlich ist die X2-Komponente des letzten Summanden, also von − 23
∣∣∣T˜n (S − 1),
gegeben durch − 23 σ3(n)X2, denn − 23 X0
∣∣∣T˜n (S − 1) = − 23 ∑ 0≤b<d,
ad=n
d2X0
∣∣∣(S − 1) =
− 23
∑
0≤b<d,
ad=n
d2X2 + 23
∑
0≤b<d,
ad=n
d2X0 und
∑
0≤b<d,
ad=n
d2 =
∑
d
∣∣n d3 = σ3(n).
Insgesamt erhalten wir somit fu¨r den X2-Koeffizienten des B-Terms 5.27 den Wert:(
4n− 23
)
σ1(n) + 2σ2(n) − 43 σ3(n) + 2σ3(n) − 2σ2(n) − 23 σ3(n) =
(
4n− 23
)
σ1(n) +(− 43 + 63 − 23) σ3(n) = (4n− 23) σ1(n).
Die gesuchte Gesamtspur ist die Summe von 5.26 und 5.27, d. h.:
(
4n− 2
3
)
σ1(n) + 8
n−1∑
m=1
σ1(m) · σ1(n−m).
Dieser Wert stimmt mit der Spur der linken Seite von 4.24 u¨berein, welche gegeben ist
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durch
Tr
(
pB T˜n; W (A2)
)
=
10
3
σ3(n).
Denn nach 2.4 ist (Xw − 1)
∣∣∣pB = 2w+6w+1 · (Xw − 1), und nach 5.3 gilt (Xw − 1) ∣∣∣T˜n =
σw+1(n) fu¨r n ≥ 1. (Einsetzen von w = 2 ergibt obige Spur.) Multiplikation beider Spuren
mit 32 ergibt die Aussage des Satzes. 
Korollar. Es gilt:
E4 = E
2
2 − 12 q
d
dq
(E2) ,
wobei
E2 = 1− 24
∞∑
n=1
σ1(n) q
n, E4 = 1 + 240
∞∑
n=1
σ3(n) q
n.
Beweis. Nach Definition gilt d
dq
(E2) = −24
∑∞
n=1 nσ1(n) q
n−1, also 12 q d
dq
(E2) =
−12 · 24 ∑∞n=1 nσ1(n) qn = −288 ∑∞n=1 nσ1(n) qn und E22 = 1 − 48 ∑∞n=1 σ1(n) qn +
242 (
∑∞
n=1 σ1(n) q
n)
2
. Mit Hilfe der Identita¨t des vorherigen Satzes, die wir auf die
vorletzte Zeile der folgenden Rechnung anwenden, erhalten wir die Behauptung:
E22 − 12 q
d
dq
(E2) = 1− 48
∞∑
n=1
σ1(n) q
n + 242
(
∞∑
n=1
σ1(n) q
n
)2
+ 288
∞∑
n=1
nσ1(n) q
n =
= 1 +
∞∑
n=1
(
288n− 48)σ1(n) qn + 242 ∞∑
n=1
(
n−1∑
m=1
σ1(m)σ1(n−m)
)
qn
= 1 + 48
∞∑
n=1
(
6n− 1)σ1(n) qn + 48 · 12 ∞∑
n=1
(
n−1∑
m=1
σ1(m)σ1(n−m)
)
qn
= 1 + 48
∞∑
n=1
((
6n− 1)σ1(n) + 12 n−1∑
m=1
σ1(m)σ1(n−m)
)
qn
= 1 + 48 · 5
∞∑
n=1
σ3(n) q
n = E4.

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