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During Drosophila development, pulses of the steroid hormone ecdysone initiate transitions
between developmental stages in part by inducing expression of a suite of temporal-specific tran-
scription factors (tTFs) which activate & repress target genes to drive development forward in time.
However, the molecular mechanisms underlying tTF activity in the genome are poorly understood.
In this work, I use Drosophila wing metamorphosis as a model to explore the contribution of the
tTFs Broad and E93 in regulation of gene expression during development. In particular, to test the
hypothesis that temporal transcription factors contribute temporal identity in-part through regulation
of chromatin accessibility. An additional goal of this work was to identify determinants of tTF
activity on the genome. In pursuit of this goal, I developed novel computational tools to explore
the contribution of DNA sequence motifs to regulation of chromatin accessibility and transcription
factor binding. This work sheds new light on the mechanisms & determinants of tTF activity, and
reveals multiple nuances related to temporal control of chromatin accessibility and developmental
competence.
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Death could scarce be more bitter than that place!
But since it came to good, I will recount
all that I found revealed there. . .
- Inferno, Canto I
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An astounding feature of biology is the remarkably reproducible process of animal development,
during which a single cell transforms into a complex arrangement of cells & tissues to form a living
organism. Successful completion of development requires the proper coordination of multiple events
in space and time. In particular, during a process known as cell fate specification (or differentiation),
cells move from a state of pluripotency, during which they are competent to adopt many cell fates, to
a highly specialized state corresponding to only one of several possible repertoires of physiology,
morphology, and location in the animal. The control systems underlying these changes encompass a
wide range of molecular phenomena contributing to the robustness & consistency of these regulated
developmental transitions.
A key point of control over specification of cell identity during development is the activation of
genes that convey cell-type specific function. For example, expression of hemoglobin in red blood
cells allows them to carry oxygen, while expression of insulin in islet β-cells of the pancreas allows
the organ to regulate systemic glucose uptake. Improper control of gene expression can lead to
many diseases, such as cancer, which are often defined by altered physiology relative to normal cells
(Philip et al., 2017). Therefore, precise control over gene expression in both space and time is key to
successful completion of development. Spatial control of gene expression can be regulated through
multiple mechanisms, such as morphogen gradients to convey information about distance from a
morphological feature, or by expression of factors such as Hox genes that specify regional identities
(Estella et al., 2008; Culi et al., 2006; Barrios et al., 2015; Parker and Struhl, 2020). Together,
combinations of spatial factors define unique populations of cells with high spatial resolution, for
example, expression of the Hox gene Ubx specifies the third thoracic segment of Drosophila, and
loss of Ubx expression in this segment is sufficient to cause transformation of tissues into those from
the second thoracic segment (Lewis, 1978).
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1.1 DNA as the blueprint for animal development
DNA has long been known as the molecule underlying heredity (HERSHEY and CHASE, 1952).
Efforts over the last century have succeeded in defining the DNA elements responsible for traits
passed from parents to offspring (Morgan, 1910; Sturtevant et al., 1919). Many of these traits
which exhibit so called “Mendelian” inheretance map to protein-coding genes where variation in the
coding DNA sequence directly alters the function of the expressed protein, thus directly altering the
physiology of the organism. For example, the Drosophila gene, white, when mutated, prevents the
incorporation of red pigment into the eye, resulting in white colored eyes. Different mutations at the
white locus result in variable efficacy of pigment incorporation into the eye; therefore, a broad range
of eye colors can be achieved through pairwise combinations of white alleles that allow different
levels of pigment incorporation (Morgan, 1910). In this way, direct alteration of protein coding
sequence can directly influence the developmental outcomes of an organism and result in a broad
range of phenotypes.
Sequencing of the human & other model organism genomes revealed that only a very small
fraction of the genome codes for protein (just over 1% of the human genome codes for protein)
(ENCODE, 2012). Coincidentally, efforts to identify causal mutations underlying human disease
uncovered a surprising result that greater than 90% of disease- or trait-associated variants identified
in genome wide association studies belong to non-coding regions of the genome (?ENCODE, 2012).
Therefore, perturbation outside of gene bodies emerged as a major driver of human disease and
development.
Many non-coding regions of the genome serve a regulatory role over nearby genes. So called,
“enhancers” or “cis-regulatory modules” (CRMs), these genetic elements, when placed in proximity
to a gene body, can influence the spatial position, cell-type, and time in development in which the
gene will be expressed (Shlyueva et al., 2014). Several striking developmental defects arise from
mutations to enhancers. For example, loss of a single enhancer at the Sox9 locus in male mice
causes them to develop as female (Gonen et al., 2018). Point mutations in the highly conserved ZRS
enhancer at the Shh locus results in polydactyly in tetrapods by disrupting the spatiotemporal pattern
of Shh gene expression (?). Therefore, cis regulation of gene expression is a critical step to ensuring
developmental events are properly coordinated in space and time.
2
1.2 Transcription factor binding at regulatory DNA influences gene expression
Enhancers are thought to work by acting as landing sites for proteins called transcription factors
(TFs), which are proteins that bind to specific DNA sequences (“motifs”) and recruit transcriptional
coregulators to activate or repress nearby genes. As such, enhancer activity is dependent on the
binding of TFs which recognize enhancer DNA sequence. Therefore, a compelling model for how
enhancers drive precise expression of genes in space and time is that enhancers encode binding
motifs for multiple TFs with varying spatial or temporal expression patterns which then bind the
enhancer to confer spatial & temporal-specific patterns of regulatory activity. This model is strongly
supported, and indeed many previously identified spatial patterning factors (such as the Hox genes)
are themselves transcription factors which have subsequently been demonstrated to exert their
function via direct DNA binding to enhancers (Shlyueva et al., 2014; McGinnis et al., 1984; Hoey
and Levine, 1988; Desplan et al., 1988).
One of the best studied eukaryotic enhancers is the even-skipped (eve) stripe 2 enhancer which
drives expression of eve in a well defined stripe in the early Drosophila embryo (Small et al., 1992).
Eve stripe 2 encodes multiple binding sites for the transcription factors Bicoid (bcd) and Hunchback
(hb), which confer activation in the anterior compartment of the embryo, and the TFs Giant (gt)
and Kruppel (Kr) which repress enhancer activity outside the boundaries of the stripe (Small et al.,
1992). In the case of eve stripe 2, distinct TF motifs when mutated abolish specific features of the
enhancer pattern, for example, removal of the gt motifs causes expansion of the anterior border of the
enhancer’s expression pattern (Small et al., 1992). Similar observations have been made at several
other developmentally regulated enhancers, demonstrating that enhancers act as integration sites
for multiple TF inputs which cooperate to produce patterns of gene expression in space and time
(McDonald et al., 2003; Estella et al., 2008; Rastegar et al., 2008; Hannon et al., 2017).
1.3 Transcription factor control of temporal patterning
Similar to spatial patterns of gene expression discussed above, genes may also exhibit a “temporal
pattern” of expression. For example, in Drosophila and mammalian neural development, neurons
express different TFs at distinct times during development (so called “temporal TFs” (tTFs)) to adopt
different neural cell fates (Sen et al., 2019; Holguera and Desplan, 2018). Control of tTF expression
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is a commonly used mechanism by multiple lineages to control the sequence of developmental events.
For example, in the early stages of mammalian embryonic development, the Yamanaka factors, Oct4,
Sox2, Nanog, and Myc confer the “earliest” temporal identity; as the embryo progresses through
development, these pluripotency factors are repressed resulting in the activation of somatic genes,
such as the TF Fra1 (Chronis et al., 2017). Therefore, control of TF expression during development
acts as a key regulator of cell identity.
Another mechanism used to control the timing of gene expression is through hormone signaling:
in humans, sex hormones control the entry into puberty, in amphibians, thyroid hormone controls
metamorphosis, and in Drosophila, the hormone ecdysone controls larval molts and metamorphosis
(Faunes and Larraı́n, 2016). The well studied process of ecdysone hormone signaling is an excellent
model for understanding temporal control of gene expression. Classical experiments in Drosophila
established the “Ashburner Model” of hormone signaling, whereby the ecdysone hormone receptor
(EcR), enacts a gene expression cascade in response to hormone signaling (Ashburner, 1980). EcR
is thought to act through a series of “primary response genes” that encode tTFs which become
expressed in response to EcR activity. Subsequently, these primary response genes activate a second
wave of gene expression (“late genes”) which act as the effectors of the next developmental stage
(Ashburner, 1980). In this model, precise temporal control of TF expression by ecdysone provides
the cue to alter the gene regulatory program of the animal. However, this model leaves several
unanswered questions. For instance, how can the same hormone produce different outcomes at
different times during development? Similarly, how can the same hormone pulse be used to produce
different outcomes in different tissues at the same time? The mechanisms underlying these effects
are not well understood, but one possibility is that spatial and temporal identity factors influence the
activity of these tTFs in space and time to affect different outcomes.
1.4 The consequences of packaging DNA into chromatin
One way TF activity can be tuned during development is by restricting its activity on DNA. In
eukaryotes, DNA is packaged onto histone proteins into nucleosomes to form chromatin. Chromatin
acts as a barrier to TF binding, preventing most TFs from accessing the genome even at their sequence
motifs (Cirillo et al., 2002). Nucleosomes can be remodeled or evicted from chromatin to make
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certain regions of the genome “accessible” for TF binding. Whether or not a region of chromatin
is accessible (“open chromatin”) is highly predictive of regulatory activity in a given cell or tissue
(McKay and Lieb, 2013). Therefore, regulation of chromatin accessibility during development has
emerged as a key factor in controling temporal activity of DNA regulatory elements such as enhancers
in both development and disease (McKay and Lieb, 2013; Lara-Astiaso et al., 2014; Yu et al., 2017;
Pliner et al., 2017; Li et al., 2017; Philip et al., 2017). However, the process by which chromatin
accessibility is regulated over time is poorly understood. For example, factors involved in chromatin
remodeling tend to be ubuquitously expressed over time, suggesting other factors control the timing
of their activity on chromatin. One possibility is that some tTFs transform temporal identity by
altering chromatin accessibility, either directly or through recruitment of chromatin remodeling
factors.
In this work, I use the Drosophila wing as a model to explore the contribution of tTFs in
regulation of gene expression during development. In particular, to test the hypothesis that temporal
transcription factors contribute temporal identity in-part through regulation of chromatin accessibility.
An additional goal of this work was to identify determinants of tTF activity on the genome. In pursuit
of this goal, I developed novel computational tools to explore the contribution of DNA sequence
motifs to regulation of chromatin accessibility and transcription factor binding. This work sheds
new light on the mechanisms & determinants of tTF activity, and reveals multiple nuances related to
temporal control of chromatin accessibility and developmental competence.
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CHAPTER 2: HORMONE-DEPENDENT CONTROL OF DEVELOPMENTAL TIMING
THROUGH REGULATION OF CHROMATIN ACCESSIBILITY
2.1 Introduction
A defining feature of metazoan development is the organization of cells into tissues. The
physiological function of a given tissue is determined by the identity of its constituent cells, as well
as by their arrangement within the tissue. As a result, building tissues during development requires
precise spatial control of gene expression over extended periods of time. Whereas many of the genes
required for the development of different cell and tissue types have been identified, the mechanisms
through which spatial information is coordinated with temporal information remain incompletely
understood.
Spatially, a select and conserved group of transcription factors, sometimes termed “master”
transcription factors, often specify the distinct identities of different cell and tissue types (Mann
and Carroll 2002; Mullen et al. 2011). Genetic studies from a range of organisms show that loss
of function of a given master transcription factor can result in the loss of a given cell type or tissue.
Conversely, ectopic expression of a given master transcription factor can result in transformation of
identities. Hence, master transcription factors are major determinants of cell fate. Consistent with
their importance in development, the dysregulation of master transcription factors is associated with
a range of diseases. Thus, understanding of the mechanisms through which these factors function is
an important goal in biomedical research.
One proposed mechanism to explain the distinctive power of master transcription factors is that
they control where other transcription factors bind in the genome by regulating chromatin accessibility
(Fakhouri et al. 2010; Mullen et al. 2011; Pham et al. 2013). In vivo, DNA is wrapped around histone
proteins to make nucleosomes, the basic unit of chromatin. Due to their tight association with DNA,
nucleosomes act as barriers to transcription factor binding. For a given transcription factor to bind
DNA, a nucleosome must be moved or evicted, creating a site of “open” or “accessible” chromatin.
Several lines of evidence support an important role for chromatin accessibility in transcription factor
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targeting in the genome. Chief amongst these are the observations that only a small fraction of
transcription factor DNA binding motifs is occupied at a given point in time (Li et al. 2008), and that
many sites of transcription factor binding do not contain a recognizable DNA binding motif (Kvon et
al. 2012). Thus, regulation of chromatin accessibility plays a potentially pivotal role in controlling
cell identity by determining where transcription factors can bind in the genome, and hence the sets of
genes that are expressed.
If nucleosomes prevent transcription factors from accessing DNA, how then do transcription
factors come to occupy their binding sites? Biochemical studies have identified a class of transcription
factor termed “pioneer” factors that have the unique ability to bind nucleosomal DNA, and to
subsequently enable binding by other transcription factors (Zaret and Mango 2016). The prototype
pioneer factor is FoxA1, a master regulator of liver development (Lee et al. 2005). FoxA1 has also
been shown to play an important role in controlling targeting of the estrogen and androgen receptors
in breast and prostate cancer cells, respectively (Jozwik and Carroll 2012). More recently, the master
transcription factors of embryonic stem cell identity, Oct4, Sox2, and Klf4, were shown to have
pioneering activity during induction of pleuripotency in iPS cells (Soufi et al. 2015). While pioneers
have the potential to be pivotal regulators of gene expression programs, much remains to be learned
about their function. For example, it is not clear why they exhibit pioneering activity only in a subset
of the cells in which they are expressed. Pioneers may also not be the only factors that control
chromatin accessibility. Other transcription factors can work together to compete nucleosomes off
DNA, consistent with earlier in vitro work on transcription factor binding to nucleosomal templates
(Taylor et al. 1991).
In addition to spatial control, gene expression patterns are also temporally regulated in develop-
ment. For example, in a variety of animals, neural stem cells produce daughter cells with distinct
identities at different times of development to create the vast diversity of neurons and glia found
in the nervous system (Kohwi and Doe 2013). In Drosophila embryos, an intrinsic cascade of
transcription factor expression specifies the distinct temporal identities of neural stem cell progeny
(Isshiki et al. 2001). A similar mechanism, using a different transcription factor cascade, diversifies
neural identities in the Drosophila larval brain (Erclik et al. 2017). In contrast to stem cell lineages,
coordinating the timing of gene expression across fields of cells, such as a tissue, often involves the
use of secreted signals. For example, thyroid hormone controls the initiation and progression of
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metamorphosis in frogs (Shi 2013), whereas the sex hormones control the development of secondary
sex traits during adolescence in mammals (Romeo 2003).
In Drosophila and other insects, developmental timing is controlled by the steroid hormone
ecdysone (Ashburner 1990; Thummel 2002). Secreted by the prothoracic gland at stereotypical
stages of development, ecdysone travels through the hemolymph to reach target tissues, where it
binds to its receptor, the Ecdysone Receptor (EcR) (King-Jones and Thummel 2005). Like other
nuclear hormone receptors, EcR is a transcription factor that differentially regulates gene expression
in the presence and absence of ligand. Studies initially performed in the larval salivary gland revealed
that upon binding ecdysone, EcR activates transcription of a set of early genes, many of which are
transcription factors (Ashburner 1990). The early gene products then work with EcR to activate a
set of late genes, which encode the proteins that mediate the physiological response to hormone
signaling (e.g. the glue proteins made by the salivary gland that adhere the pupa to a substrate during
metamorphosis). Transcriptional profiling from a diverse collection of cell lines showed that the
response to ecdysone is both widespread and highly cell type specific (Stoiber et al. 2016). Mapping
of hormone-responsive enhancers in cultured cells recently revealed that tissue-specific responses
to ecdysone are influenced by motif content in DNA regulatory elements (Shlyueva et al. 2014).
Despite these efforts, the precise mechanisms through which ecdysone signaling controls temporal
specific gene expression in Drosophila remain elusive.
To ask how spatial and temporal information are integrated by regulatory DNA during specifica-
tion of tissue identities, we recently performed open chromatin profiling at two stages of Drosophila
appendage development (McKay and Lieb 2013). In flies, the distinct identity of each appendage is
determined by the expression of different master transcription factors with different DNA binding
domains. For example, leg identity is determined by the homeodomain transcription factor Distalless
and the zinc finger transcription factor Sp1 (Estella and Mann 2010). By contrast, dorsal appendage
identities, including the wing and haltere, are specified by vestigial and its TEA-domain containing
DNA binding partner, scalloped (Halder et al. 1998). Despite the differences in master transcription
factor identities between these tissues, and contrary to our expectations, we found that the open
chromatin profiles in wings, legs, and halteres are nearly the same, with the exception of the master
regulator loci themselves, which exhibit differential accessibility between the appendages (McKay
and Lieb 2013). The similarity in appendage open chromatin profiles indicates that the master
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transcription factors are not the sole determinants of chromatin accessibility, if they do so at all.
This leaves the question: which factors are responsible for controlling chromatin accessibility in the
appendages?
One clue to the potential identity of these factors came from comparisons of open chromatin
profiles between appendages at different stages of development. We found that the different adult
appendages shared very similar open chromatin profiles, similar to our findings from an earlier stage
of appendage development, the third instar imaginal discs. However, open chromatin profiles of
the adult appendages were markedly different from those of the imaginal discs. This indicates that
a coordinate change in chromatin accessibility occurs during appendage development, and it also
suggests that passage through developmental time has a greater impact on chromatin accessibility
than does cell lineage. Because the appendages are not in physical contact with each other inside
the developing fly, we reasoned that a systemic signal, such as ecdysone, contributes to control of
chromatin accessibility.
Here, we examine the mechanisms controlling temporal gene regulation in Drosophila. Using a
time course of wing development that encompasses the transition between larval and pupal stages,
we used RNA-seq to show that gene expression is temporally dynamic as wings differentiate and
undergo the complex morphogenetic events that create the adult appendage. We then carried out open
chromatin profiling and transgenic reporter analysis to show that these changes in gene expression
are accompanied by genome-wide changes in the accessibility of temporal specific transcriptional
enhancers. Finally, we used ChIP-seq and loss of function analyses to show that the ecdysone-induced
transcription factor E93 is required to drive the normal sequence of chromatin accessibility changes.
Importantly, E93 is required not only for increasing accessibility of late-acting enhancers, but also
for decreasing accessibility of early-acting enhancers. Together, these findings demonstrate that E93
specifies temporal identity by directly regulating accessibility of temporal specific transcriptional
enhancers. More broadly, this work helps to explain how hormone signaling can influence tissue
specific gene expression programs to drive development forward in time.
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2.2 Results
2.2.1 Gene expression is temporally dynamic in pupal wings
To examine the mechanisms underlying temporal regulation of gene expression, we focused on
the early stages of Drosophila pupal wing development. By the end of larval development (Figure
1A), the wing disc consists of approximately 50,000 cells, cell fates along the proximal-distal axis
have been patterned, and precursors of adult structures such as wing veins and sensory organs are
being specified (Bate and Martinez Arias 1993). During the next two days of pupal development
(Figure 1B, 1C), cell fates continue to be more finely determined while the wing undergoes a final
round of cell division (Guo et al. 2016). This time is also characterized by dramatic morphological
changes at both the tissue and cellular levels: changes in cell shape drive eversion of the wing pouch,
and changes in cell adhesion allow for the apposed dorsal and ventral surfaces of the wing epithelium
to form the upper and lower layers of the wing blade. Cytoskeletal changes also result in extrusion of
the cell membrane to produce a single cuticular hair (trichome) from each wing blade epithelial cell
(Adler et al. 2000) (Figure 1C”). Not surprisingly, these developmental changes are associated with
widespread changes in gene expression. To quantify these changes, we performed RNA-seq on wing
discs dissected from wandering third instar larvae (Figure 1A, “L3”), and wings dissected from
flies 24-hours (Figure 1B, “24hr”) and 44-hours (Figure 1C, “44hr”) after puparium formation
(Guo et al. 2016). Pairwise comparisons between successive time points revealed thousands of
genes both increasing and decreasing between each time point (Figure 1D, edgeR FDR < 0.05,
fold-change greater than or equal to 2-fold for expressed genes, Supplemental Table S1). Gene
ontology analysis showed enrichment for biological processes known to occur at these times (Huang
da et al. 2009; Supek et al. 2011). For example, genes increasing between L3 and 24hr include
those involved in cell adhesion (p value 2.4x10-5), whereas genes increasing between 24hr and
44hr include those involved in actin regulation (p value 6.8x10-4). Conversely, genes decreasing
between L3 and 24hr include those involved in DNA replication (p value 1.7x10-34), whereas genes
decreasing between 24hr and 44hr include those involved in mitosis (p value 3.9x10-10) (Figure
1D, Supplemental Figure S1). Thus, the first two days of pupal wing development are marked by
temporally dynamic changes in gene expression.
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2.2.2 Open chromatin profiles are temporally dynamic in pupal wings
We next sought to examine the mechanisms underlying the temporal changes in gene expression
that we observed in pupal wings. Due to the competition between transcription factors and nucleo-
somes for DNA binding, methods that identify nucleosome-depleted regions, also known as open
chromatin sites, can be used as a proxy to identify sites of transcription factor binding in the genome.
To map open chromatin sites genome wide, we performed FAIRE-seq (Giresi et al. 2007) on L3,
24hr, and 44hr wings (Figure 2). We find that open chromatin profiles in early pupal wings are
highly dynamic between time points, with changes in open chromatin occurring at genes that change
expression between time points (Supplemental Figure S2B). For example, the tenectin gene (tnc),
which encodes a constituent of the extracellular matrix that binds alpha-PS2 integrin (Fraichard et al.
2010), exhibits multiple open chromatin changes between L3, 24hr, and 44hr wings (Figure 2A).
These changes coincide with a strong increase in tnc expression between L3 and 24hr wings (Figure
2A). Similarly, the expansion locus, which encodes a protein involved in chitin biosynthesis (Sobala
and Adler 2016), contains multiple open chromatin sites that become accessible specifically between
24hr and 44hr. The timing of this chromatin opening coincides with an increase in expansion RNA
levels (Figure 2A), and the production of chitin by wing epidermal cells during cuticle secretion
at this stage of development (Sobala and Adler 2016). At the genome-wide level, we find that
approximately one-third of open chromatin sites are temporally dynamic (Figure 2B, Supplemental
Figure S2C). Out of the top 7,699 FAIRE peaks from each time point (corresponding to a MACS2
Q-value of 40), 2,154 sites increase and 1,333 sites decrease in accessibility between L3 and 24hr
wings (Figure 2B, edgeR FDR < 0.05, fold change greater than or equal to 2-fold). Similarly, 1,692
peaks increase and 2,124 peaks decrease in accessibility between 24hr and 44hr wings (Figure
2B, Supplemental Figure S2D). We henceforth refer to sites that decrease in accessibility between
successive time points as “closing”, and sites that increase in accessibility between successive time
points as “opening”. We find that the great majority of these temporally dynamic open chromatin sites
(78% – 89%) are located distal to gene promoters (Supplemental Figure S2E). Finally, plots of the
average FAIRE signal in temporally dynamic open chromatin indicate that many temporally dynamic
open chromatin sites are used transiently in development. For example, sites closing between L3 and
24hr tend to stay closed, and sites opening between 24hr and 44hr tend to be closed at L3 (ie. prior
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to 24hr) (Figure 2C). Thus, the dynamic gene expression exhibited by early pupal wings coincides
with dynamic changes in chromatin accessibility.
2.2.3 Temporally dynamic open chromatin sites correspond to temporal specific transcrip-
tional enhancers
Open chromatin sites are highly correlated with functional DNA regulatory element activity
(McKay and Lieb 2013). Our findings above suggest that temporally dynamic open chromatin sites
may be transiently-used, promoter-distal enhancers in pupal wings. To test this directly, we cloned
open chromatin sites from three genes for use in transgenic reporter assays. These sites were chosen
because they exhibit temporally dynamic accessibility, and the neighboring genes are required for
proper wing development. Candidate enhancers were cloned into reporter constructs and integrated
into the genome as single copies via phiC31-mediated site-specific recombination. Altogether,
we cloned six temporally dynamic open chromatin sites. Each of these six sites corresponds to a
temporally regulated transcriptional enhancer. We discuss them in turn.
We first examined two candidate enhancers from the tnc locus. As mentioned above, tnc encodes
an extracellular matrix protein involved in cell adhesion. Consistent with a role for tnc in mediating
adhesion between the dorsal and ventral surfaces of the wing pouch, RNAi-mediated knockdown of
tnc results in defects in wing morphology (Fraichard et al. 2010). We cloned two temporally dynamic
open chromatin sites located approximately 40kb upstream of the tnc promoter. Our FAIRE-seq data
show that these sites increase in accessibility between the L3 and 24hr time points, and subsequently
decrease in accessibility between 24hr and 44hr (Figure 3A, Supplemental Figures S3A, S4A).
While neither reporter is active in L3 wing discs, there is activity in 24hr wings. We have termed
these the tncblade (blade) and tncwv (wing vein) enhancers. Tncblade is active most strongly in the
interveins between the first and second, and the fourth and fifth longitudinal veins, and in cells near
the proximal posterior margin. It is also active at lower levels in the intervein between the third and
fourth longitudinal veins (Figure 3A). Tncwv is active most strongly near the first, fifth and sixth
longitudinal veins, and at lower levels in the third longitudinal vein (Supplemental Figure S4A).
Thus, tncblade and tncwv are active in complementary domains of the 24hr pupal wing. Since tnc is
expressed nearly ubiquitously at this stage of wing development, these open chromatin sites likely
correspond to bona fide transcriptional enhancers that interpret different spatial inputs.
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We next examined two candidate enhancers from the nubbin (nub) locus, which encodes a
transcription factor required for proximal-distal axis and vein development in wings (Cifuentes and
Garcia-Bellido 1997). The cloned candidate enhancers are located approximately 5kb and 6.5kb
upstream of the nub promoter. Our FAIRE-seq data show that these sites progressively increase in
accessibility between the L3 and 44hr time points (Figure 3B, Supplemental Figures S3B, S4B).
Immunofluorescence experiments show that a reporter carrying the distal site is not active in L3
wing discs. By 44hr, it shows strong activity in the L3 and L5 wing veins, and weaker activity in
the L2 and L4 veins (Figure 3B). We have thus designated this as the nubvein enhancer. Consistent
with the nubvein activity pattern, hypomorphic nub alleles show defects in wing vein development
(Cifuentes and Garcia-Bellido 1997). Immunostaining of the more proximal site, which we have
named nubmargin, shows reporter activity near the wing margin and near the posterior crossvein of
44hr wings (Supplemental Figure S4B), again consistent with defects observed in nub hypomorphic
alleles (Cifuentes and Garcia-Bellido 1997). Thus, temporally dynamic open chromatin sites identify
functionally relevant enhancers with temporal specific activity.
Lastly, we examined two candidate enhancers from the broad (br) locus, which encodes a family
of transcription factors active in third instar and early prepupal tissues, including the wing (Kiss
et al. 1988; Guo et al. 2016). Using our FAIRE-seq data, we identified open chromatin sites at
the br locus that are accessible in L3 wing discs, but which subsequently decrease in accessibility
by 24hr and 44hr (Figure 3C, Supplemental Figures S3C, S4C). These candidate enhancers were
cloned upstream of GAL4 to allow for flexibility in the reporters used. Crossing these GAL4 drivers
to flies containing UAS-GFP revealed that both open chromatin sites are transcriptional enhancers
active in L3 wing discs. The brdisc enhancer is located approximately 40kb upstream of the br
promoter. Similar to Br protein, brdisc is active nearly ubiquitously in wing imaginal disc epithelial
cells, with higher levels along the anterior-posterior and dorsal-ventral boundaries in the wing pouch
(Figure 3C). We next sought to determine whether the decrease in accessibility of brdisc between
L3 and 24hr coincides with a decrease in enhancer activity. Since there are a limited number of cell
divisions in pupal wings, GFP signal can persist even after an enhancer turns off. Therefore, we
used a destabilized GFP reporter, reasoning that increased GFP degradation may make the reporter
more sensitive to the enhancer’s activity state, even if GAL4 persists. Consistent with the timing
of brdisc closing, we found that it shuts off between L3 and 24hr (Figure 3C). Thus, the timing of
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brdisc closing coincides with the timing of it turning off. We identified a second br enhancer, which
we have termed brade (Supplemental Figure S4C). This enhancer is located approximately 30kb
upstream of the br promoter, and it is active in L3 wing discs in a pattern similar to the adepithelial
cells located in the notum of the wing. Like the brdisc enhancer, there is no sign of brade reporter
activity in the wing blade by 24hr, consistent with expectations since the adepithelial cells remain in
the notum to form the indirect flight muscles. Notably, Br is required for proper differentiation of
these cells into adult muscles (Lovato et al. 2005). Together, these findings support the premise that
temporally dynamic open chromatin sites correspond to temporal specific transcriptional enhancers,
and that genes utilize different DNA regulatory elements to control their expression at different stages
of development.
2.2.4 A temporal cascade of ecdysone-induced transcription factors is expressed in pupal
wings
The above findings suggest that temporal changes in gene expression are driven by temporal
changes in the accessibility of transcriptional enhancers. We next sought to identify factors that
could be involved in controlling the accessibility of these enhancers. We reasoned that ecdysone
signaling may be involved since it controls developmental transitions in insects (Thummel 2001;
King-Jones and Thummel 2005) and our previous work suggested an extrinsic signal may coordinate
temporal changes in chromatin accessibility between the appendages (McKay and Lieb 2013). We
performed RNA-seq at six time points in pupal wings (Guo et al. 2016). Consistent with the
Ashburner model of ecdysone signaling (Figure 4A) (Ashburner 1990), we observe a clear temporal
cascade of ecdysone-induced transcription factor expression, such that each time point in early pupal
wing development can be defined by a distinct combination of these transcription factors (Figure
4B, Supplemental Table S2). Moreover, the timing of each factors’ expression coincides with the
timing of its requirement in Drosophila development. For example, br is required for the transition
from larval to prepupal stages (Kiss et al. 1988), and we find it is expressed specifically at the L3
time point in wings. Likewise, ftz-f1 is required for the transition from prepupal to pupal stages
(Broadus et al. 1999), and we find it is expressed specifically at the 6hr time point in wings. Finally,
the transcription factor E93 is expressed at the 18hr and 24hr time points, when it is required for
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bract development in pupal legs (Mou et al. 2012). Thus, a temporal cascade of ecdysone-induced
transcription factors occurs in early pupal wings.
If ecdysone-induced transcription factors control chromatin accessibility, one may expect to find
their DNA binding motifs to be over-represented in temporally-dynamic open chromatin sites. To
ask this question, we looked for enrichment of known DNA binding motifs (Zhu et al. 2011) for
a set of ecdysone-induced transcription factors (Supplemental Table S3) in temporally dynamic
FAIRE peaks relative to temporally-static FAIRE peaks. We observed significant enrichment (p <
0.05) for multiple motifs in FAIRE peaks that open or close between successive time points (Figure
4C). By contrast, we did not find any enrichment in temporally dynamic peaks for the motif of
Scalloped (Sd), the DNA binding partner of the wing master transcription factor Vestigial (Halder
et al. 1998). We also looked for enrichment of the motif for GAGA Factor (GAF), a transcription
factor often associated with transcriptional enhancers and open chromatin sites (Fuda et al. 2015).
We found the GAF motif was enriched in both dynamic and static FAIRE peaks, suggesting that
GAF is not responsible for the temporal dynamics. Together, these findings are consistent with a role
for ecdysone-induced transcription factors in regulating temporally dynamic open chromatin sites.
The motif for the ecdysone-induced transcription factor E93 was strongly over-represented in
open chromatin sites that close between L3 and 24hr, as well as those that open between 24hr and
44hr (Figure 4C). We therefore sought to determine if E93 plays a role in wing development. E93
encodes a pipsqueak domain-containing transcription factor that was first identified as an ecdysone
target required for autophagy of the larval salivary gland (Baehrecke and Thummel 1995; Lee et
al. 2000). More recently, E93 was shown to act as a competence factor for temporal specific gene
regulation in the pupal leg (Mou et al. 2012). Our RNA-seq data show that E93 is transcribed at high
levels in pupal wings at the 18hr and 24hr time points (Figure 4B). To ask if E93 is required for
normal wing development, we compared the morphology of wild type and E93 mutant wings. At
the L3 stage, wild type and E93 mutant wings are indistinguishable (Figure 4D), consistent with
expectations since E93 is not expressed at this time. At 24hr, when E93 is expressed at high levels,
E93 mutant wings display defects in cell adhesion between the dorsal and ventral surfaces of the
wing epithelium (not shown). Later at 96hr, following the period of E93 expression, E93 mutant
wings are dramatically smaller than wild type wings, with significant defects in vein development
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(Figure 4D). Thus, E93 is essential for proper wing development, and the appearance of defects in
E93 mutants is commensurate with the timing of its expression in pupal wings.
2.2.5 ChIP-seq reveals that E93 binds open chromatin sites in pupal wings
The above findings reveal that the temporal changes in gene expression that occur during pupal
wing development coincide with temporal changes in the accessibility of thousands of open chromatin
sites, many of which could be transcriptional enhancers. We next sought to examine the role of E93
in this process. As a first step, we performed ChIP-seq to identify sites in the genome to which
E93 binds. We utilized an E93 protein-trap fly strain generated by the Drosophila Gene Disruption
Project (Venken et al. 2011). In this strain, the endogenous E93 gene has a transposon inserted
within an intron that is shared by all annotated E93 isoforms. The transposon carries an “artificial
exon” cassette with the coding sequence for GFP and other epitope tags in the same reading frame
as E93, flanked by splice acceptor and donor sites. Upon transcription and translation, an E93
fusion protein is expressed (hereafter, E93GFSTF) that can be immuno-precipitated with antibodies to
GFP. Importantly, the E93GFSTF chromosome complements a deletion encompassing the E93 locus
(Df(3R)93FX2), demonstrating that the fusion protein is functional. Supporting this functionality,
immunostaining of E93GFSTF flies shows clear fusion protein expression in 24hr and 44hr wings
(Supplemental Figure S5).
We performed ChIP-seq for E93 on dissected 24hr pupal wings (Figure 5A). Peak calling with
MACS2 identified 8,477 significantly bound sites genome-wide. De novo motif discovery analysis
(Bailey 2011) identified a sequence enriched in E93 ChIP peaks that is very similar to an E93 motif
derived from a bacterial one-hybrid screen for Drosophila transcription factors (Figure 5B) (Zhu
et al. 2011), supporting the quality of the data. Overall, E93 binding corresponds well with 24hr
open chromatin in pupal wings (Figure 5C, D); 50% of E93 ChIP peaks are contained within the top
6,225 24hr FAIRE peaks, and 96% of E93 ChIP peaks are contained within all 24hr FAIRE peaks
(Figure 5C). While there is good correspondence between E93 binding and open chromatin, not
all 24hr FAIRE peaks are bound by E93 (Supplemental Figure S6A), demonstrating that the E93
ChIP signal is specific and not simply an indirect consequence of open chromatin. This is further
supported by differences in the distribution of E93 ChIP and 24hr FAIRE peak locations across the
genome: E93 preferentially binds to promoter-distal sites in the genome, whereas FAIRE peaks
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overlap proximal promoter regions with greater frequency (Supplemental Figure S6B). We next
examined the relationship between E93 binding and temporally dynamic open chromatin in pupal
wings. 51% of FAIRE peaks that change in accessibility between L3 and 24hr are directly bound by
E93 at 24hr. Likewise, 51% of FAIRE peaks that change in accessibility between 24hr and 44hr are
directly bound by E93 at 24hr (Figure 5E). By contrast, only 14% of temporally dynamic FAIRE
peaks in early embryos (McKay and Lieb 2013) are bound by E93 in 24hr pupal wings. Thus, E93
directly binds a significant majority of open chromatin sites that change accessibility (opening or
closing) between L3 and 44hr.
2.2.6 E93 binding is required for temporally dynamic open chromatin changes
The high degree of overlap between E93 binding and temporally dynamic open chromatin sites
suggests that E93 may play a direct role in controlling chromatin accessibility during pupal wing
development. To test this hypothesis, we performed FAIRE-seq in E93 mutant wings at L3, 24hr,
and 44hr (Figure 6A). In L3 wings, we observed very few changes in open chromatin between wild
type and E93 mutants (Figure 6B), consistent with expectations since E93 is not yet expressed at
this time. By contrast, we observed thousands of changes in open chromatin between wild type and
E93 mutant wings at 24hr and at 44hr. For example, 1,508 FAIRE peaks out of the top 7,699 peaks
from each pair of datasets are more open in wild type wings than in E93 mutants at 24hr (Figure 6B),
demonstrating that E93 is required for accessibility at these sites. Surprisingly, 659 FAIRE peaks
are more open in E93 mutant wings than in wild type at 24hr, indicating that E93 is not required to
promote accessibility at these sites; instead it is required for the opposite: promoting nucleosome
occupancy. Thus, loss of E93 not only results in the loss of accessibility at thousands of sites in the
genome, it also results in the inappropriate presence of accessible chromatin at hundreds of additional
sites.
We next asked whether sites that depend on E93 for proper chromatin accessibility correspond
to temporally dynamic FAIRE peaks. Indeed, 70% of E93-dependent FAIRE peaks are temporally
dynamic between L3 and 24hr in wild type wings (Figure 6C). This includes 53% of sites that
normally open between L3 and 24hr in wild type wings but which fail to open in E93 mutants, and
27% sites that normally close between L3 and 24hr in wild type wings but which fail to close in
E93 mutants (Figure 6D, Supplemental Figure S7A). By contrast, only 4% of sites that change
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in accessibility during embryogenesis overlap an E93-dependent FAIRE peak (Fisher’s exact test
p value < 2.2x10-16) (Supplemental Figure S7C). FAIRE peaks that don’t change in accessibility
between L3 and 24hr in wild type wings exhibit no change in accessibility in E93 mutants (Figure
6D, “static” peaks). We obtained similar results for the 24hr to 44hr interval. The lower number of
E93-dependent FAIRE peaks that overlap a dynamic FAIRE peak at this later time interval (Figure
6C, Supplemental Figure S7D) is possibly due to a persistent failure in chromatin accessibility from
the earlier time point, such as sites that fail to open in E93 mutants at 24hr, and which stay closed
at 44hr (e.g. highlighted region in Figure 6A). Similarly, these indirect effects likely explain the
increase in the fraction of static peaks that exhibit E93-dependence during this time interval (Figure
6D). Importantly, we found that 50% of FAIRE peaks that are dependent on E93 for accessibility
at 24hr are directly bound by E93 (Figure 6E). Together, these findings demonstrate that E93
controls temporal progression of development by directly and indirectly regulating the accessibility
of thousands of sites in the genome. In the absence of E93, nearly half of the expected open chromatin
changes fail to occur. One consequence of this failure is that E93 mutants exhibit a heterochronic
open chromatin defect: open chromatin profiles of E93 mutant wings at 24hr are as similar to those
of wild type wings at 0hr as they are to those of wild type wings at 24hr (Supplemental Figure S8).
2.2.7 E93 controls temporal specific enhancer activity through three distinct mechanisms
The results described above suggest that the developmental defects observed in E93 mutants are
due to a failure to make temporally required changes in the accessibility of DNA regulatory elements
genome wide. To directly test this hypothesis, we examined the consequences of E93 loss of function
on the activity of the temporally dynamic transcriptional enhancers we identified above. ChIP-seq
shows that the nubvein enhancer is directly bound by E93 at 24hr, and FAIRE-seq in wild type wings
shows that nubvein progressively opens after the L3 stage (Figure 7). The timing of this accessibility
coincides with increasing nubvein enhancer activity in wing veins (Figure 4). FAIRE-seq from E93
mutant wings reveals that this enhancer is dependent on E93 for its accessibility: it fails to open at
24hr, and it remains closed at 44hr in the absence of E93 (Figure 7). Using the GAL4-UAS system
to drive an E93 RNAi construct specifically in the posterior compartment of the wing with En-GAL4,
we observed a strong loss of nubvein activity upon E93 knockdown specifically in the regions where
the RNAi was expressed (Figure 7). The enhancer remains active only in a few cells in the proximal
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wing after E93 knockdown, and most RNAi-expressing cells show complete loss of GFP. Thus,
the failure to open the nubvein enhancer in E93 mutant flies correlates with a failure to activate the
enhancer in transgenic reporter assays.
We next examined the brdisc enhancer, which is open and active in L3 wings, but which is closed
and inactive in 24hr and 44hr wings (Figure 4). ChIP-seq reveals that E93 is directly bound to this
enhancer, and FAIRE-seq shows that it remains persistently open at 24hr and 44hr in E93 mutant
wings (Figure 7). Consistent with this persistent accessibility, brdisc is expressed in E93 mutants at
24hrs, when it would normally be off in wild type wings (Figure 7). The brdisc pattern in 24hr E93
mutant wings is nearly ubiquitous, similar to its pattern earlier in L3 wings. Thus, E93 is required to
close this enhancer after the L3 stage, and failure to do so results in its aberrant expression at later
developmental stages.
Finally, we examined the tncblade enhancer, which is open and active in 24hr wings (Figure 4).
ChIP-seq shows that E93 is directly bound to tncblade (Figure 7). However, despite this binding,
tncblade does not significantly change in accessibility in E93 mutant wings, demonstrating that E93
is not required for promoting the accessibility of this enhancer. Nevertheless, RNAi-mediated
knockdown of E93 in the anterior compartment of the wing using Ci-GAL4 results in loss of tncblade
activity in RNAi-expressing cells. Thus, while the tncblade enhancer is not dependent on E93 for
its accessibility, it is still dependent on E93 for its activity. Importantly, the mutual dependence of
the nubvein and tncblade enhancers on E93 for transcriptional activity, combined with the specific
dependence of nubvein on E93 for accessibility, suggests distinct biochemical mechanisms underlie
E93 function at these enhancers.
2.3 Discussion
The mechanisms controlling transcription factor targeting in the genome are incompletely under-
stood, particularly in the context of animal development. Here, we show that the hormone-induced
transcription factor E93 plays a direct role in controlling temporal changes in chromatin accessibility
in the developing Drosophila wing. Together with our previous findings, this work supports a model
in which two axes of information regulate enhancer activity in developing appendages: temporal
information is provided by hormone-induced transcription factors that regulate accessibility of tran-
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scriptional enhancers, and spatial information is provided by the appendage master transcription
factors that differentially regulate the activity of these enhancers.
2.3.1 Transcription factor targeting and temporal gene regulation
The importance of master transcription factors in specifying spatial identity during development
suggests they may control where other transcription factors bind in the genome. One prediction of
this model is that tissues whose identities are determined by different master transcription factors
would exhibit different genome wide DNA binding profiles. However, we recently found that
the Drosophila appendages (wing, leg, haltere), which utilize different transcription factors to
determine their identities, share nearly identical open chromatin profiles. Moreover, these shared
open chromatin profiles change coordinately over developmental time. There are two possible
explanations for these findings. Either (1) different transcription factors produce the same open
chromatin profiles in different appendages, or (2) transcription factors shared by each appendage
control open chromatin profiles, instead of the master transcription factors of appendage identity.
We favor the second model for several reasons. Since the appendage master transcription factors
possess different DNA binding domains with distinct DNA binding specificities, it is unlikely for
them to bind the same sites in the genome. Supporting this expectation, ChIP for scalloped and
Homothorax, two transcription factors important for appendage identity, shows clear tissue-specific
binding in both the wing and eye-antennal imaginal discs (Slattery et al. 2013). We also prefer the
second model because it provides a relatively straightforward mechanism for the observed temporal
changes in open chromatin: by changing the expression of the shared temporal transcription factor
over time, the open chromatin profiles it controls would change as well. By contrast, appendage
master transcription factor expression is relatively stable over time, making it unlikely for them to be
sufficient for temporal changes in open chromatin.
We propose that control of chromatin accessibility in the appendages is mediated at least in part
by transcription factors downstream of ecdysone signaling. According to this model, a systemic
pulse of ecdysone initiates a temporal cascade of hormone induced transcription factor expression
in each of the appendages. We thus refer to these as “temporal” transcription factors. Temporal
transcription factors can directly regulate accessibility of transcriptional enhancers by opening or
closing them, thereby conferring temporal specificity to their activity and driving development
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forward in time. Master transcription factors then bind accessible enhancers depending on their
DNA binding preferences (or other means of binding DNA) and differentially regulate the activity of
these enhancers to control spatial patterns of gene expression, thus shaping the unique identities of
individual appendages.
Our experiments with E93 provide direct support for this model. In wild type wings, thousands
of changes in open chromatin occur after the large pulse of ecdysone that triggers the end of
larval development. In E93 mutants, approximately 40% of these open chromatin changes fail to
occur. Importantly, nearly three-quarters of sites that depend on E93 for accessibility correspond to
temporally dynamic sites in wild type wings. Thus, chromatin accessibility is not grossly defective
across the genome; instead, defects occur specifically in sites that change in accessibility over time.
This finding, combined with the large fraction of temporally dynamic sites that depend on E93 for
accessibility, indicate that E93 controls a genome-wide shift in the availability of temporal specific
transcriptional enhancers. Supporting this hypothesis, we show that temporal specific enhancers
depend on E93 both for accessibility and for activity. Since we propose that the response to ecdysone
is shared across the appendages, we predict that similar defects occur in appendages besides the
wing. It remains to be seen whether other ecdysone-induced transcription factors besides E93
control accessibility of enhancers at different developmental times. It also remains to be seen how
the temporal transcription factors work with the appendage master transcription factors to control
appendage specific enhancer activity.
2.3.2 Mechanisms of temporal transcription factor function
Our findings suggest that E93 controls temporal specific gene expression through three different
modalities that potentially rely on three distinct biochemical activities. The enrichment of E93
motifs in these sites and binding of E93 according to ChIP-seq data indicate that it contributes to
this regulation directly. We propose these combined activities drive development forward in time by
turning off early acting enhancers and simultaneously turning on late acting enhancers.
First, as in the case of the tncblade enhancer, E93 appears to function as a conventional activator.
In the absence of E93, tncblade fails to express at high levels, but the accessibility of the enhancer
does not measurably change. This suggests that binding of E93 to tncblade is required to recruit an
essential co-activator. Importantly, this finding demonstrates that E93 is not solely a regulator of
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chromatin accessibility. E93 binds many open chromatin sites in the genome without regulating their
accessibility, and thus it may regulate the temporal specific activity of many other enhancers. In
addition, since the tncblade enhancer opens between L3 and 24hr even in the absence of E93 (Figure
7A), there must be other factors that control its accessibility, perhaps for example, transcription
factors induced by ecdysone earlier in the temporal cascade.
Second, as in the case of the nubvein enhancer, E93 is required to promote chromatin accessibility.
In this capacity, E93 may function as a pioneer transcription factor to open previously inaccessible
chromatin. Alternatively, E93 may combine with other transcription factors, such as the wing
master transcription factors, to compete nucleosomes off DNA. Testing the ability of E93 to bind
nucleosomal DNA will help to discriminate between these two alternatives. In either case, we propose
this function of E93 is necessary to activate late-acting enhancers across the genome. Since only
half of E93-dependent enhancers are directly bound by E93 at 24hr (Figure 6E), it is also possible
that E93 regulates the expression of other transcription factors that control chromatin accessibility.
Alternatively, if E93 uses a hit-and-run mechanism to open these enhancers, our ChIP time point
may have been too late to capture E93 binding at these sites.
Finally, as in the case of the brdisc enhancer, E93 is required to decrease chromatin accessibility.
We propose this function of E93 is necessary to inactivate early-acting enhancers across the genome.
Current models of gene regulation do not adequately explain how sites of open chromatin are
rendered inaccessible, but the ability to turn off early-acting enhancers is clearly an important
requirement in developmental gene regulation. It may also be an important contributor to diseases
such as cancer, which exhibits widespread changes in chromatin accessibility relative to matched
normal cells (Stergachis et al. 2013). Thus, this role of E93 may represent a new functional class of
transcription factor (“reverse-pioneer”), or it may represent conventional transcriptional repressor
activity. Additional work is required to decipher the underlying mechanisms. Notably, recent work
on the temporal dynamics of iPS reprogramming suggest a similar role for Oct4, Sox2, and Klf4 in
closing open chromatin to inactivate somatic enhancers (Chronis et al. 2017).
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2.4 Materials and methods
2.4.1 Drosophila culture and genetics
Flies were grown at 25C under standard culture conditions. The genotype of the wild type
strain was w1118/yw, hs-FLP. Late wandering third instar larvae were used for the L3 stage. White
prepupae were used as the 0-hour time point for pupal staging. The following genotypes were also
used: UAS-E93 RNAi (VDRC#104390), E93 protein trap (DGDP, BDSC#43675), UAS-nls-GFP
(chromosome II, BDSC#4775), UAS-nls-GFP (chromosome 3, BDSC#4776), E934 (gift of Craig
Woodard), Df(3R)93Fx2 (gift of Eric Baehrecke), UAS-destabilized-GFP (gift of Brian McCabe).
2.4.2 Sample preparation for High Throughput Sequencing
A minimum of 40 wings were dissected from staged female flies in 1x PBS and transferred to
ice for subsequent processing. RNA was prepared as previously described (Guo et al. 2016), and
the KAPA stranded mRNA-seq kit was used for library construction. FAIRE-seq was performed as
previously described (McKay and Lieb 2013), and the Rubicon Thruplex DNA-seq kit was used
for library construction. ChIP-seq was performed on 24hr +/- 1hr manually-dissected wings (n=717
Rep1, n=1,280 Rep2) from both male and female E93 protein trap flies. Wings were dissected in
1x PBS and kept on ice. Batches of wings from 20 pupae were fixed in 4% paraformaldehyde,
50mM HEPES, 100mM NaCl, 1mM EDTA, 0.5mM EGTA for 20-minutes at room temperature,
followed by quenching with 125mM glycine in 1x PBS, 0.01% Triton. Fixed wings were Dounce
homogenized in 10mM HEPES, 10mM EDTA, 0.5mM EGTA, 0.25% Triton, 1mM PMSF. Nuclei
were pelleted at 4,500xg for 20-minutes, and re-suspended in 10mM HEPES, 200mM NaCl, 1mM
EDTA, 0.5mM EGTA, 0.01% Triton, 1mM PMSF. After nutating at 4C for 10-minutes, nuclei were
pelleted again and re-suspended in 140mM NaCl, 10mM HEPES, 1mM EDTA, 0.5mM EGTA, 1mM
PMSF, 0.1% SDS, followed by sonication on ice with a Branson Sonifier until average chromatin
fragment size was 200bp. The soluble chromatin fraction was used for ChIP. Briefly, extracts
were pre-cleared with protein-A dynabeads for 2 hours at 4C, and cleared extracts were incubated
with 5µg of rabbit anti-GFP antibody (Abcam cat# ab290) overnight at 4C. Bead pulldown was
performed for 3-hours the following day. Antibody-bead complexes were washed successively, and
then eluted with 1% SDS, 250mM NaCl, 10mM Tris, 1mM EDTA. Samples were treated with RNase
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A and proteinase K, heated overnight at 65C to reverse crosslinks, and purified DNA was recovered
by phenol-chloroform/ethanol precipitation. Rubicon Thruplex DNA-seq kit was used for library
construction. All samples were sequenced on an Illumina HiSeq 2500 at the UNC High Throughput
Sequencing Facility. Additional details are available upon request.
2.4.3 Sequencing data analysis
Sequencing reads were aligned to the dm3 reference genome. RNA-seq analysis was performed
as previously described (Guo et al. 2016). We defined differentially expressed genes as those having
a logCPM greater than 2 in at least one sample and changing by at least 2-fold between pairwise time
points. Gene Ontology analysis was performed using DAVID (Huang da et al. 2009) and REViGO
(Supek et al. 2011). FAIRE-seq analysis and peak calling were performed as previously described
(McKay and Lieb 2013; Schulz et al. 2015). FAIRE-seq and ChIP-seq data were visualized using
IGV (Robinson et al. 2011). Z scores were calculated using the mean and standard deviation per
chromosome arm. To focus on a high-confidence set of peaks, we chose a MACS2 –log10 adjusted p
value of 40 from the 44hr wild type dataset, and selected an equivalent number of peaks (n=7,699)
from the remaining datasets. EdgeR (Robinson et al. 2010) was used for differential peak calling, as
described previously (Schulz et al. 2015). Briefly, BedTools (Quinlan and Hall 2010) was used to
calculate read depth for each set of peaks. FAIRE peaks with an FDR less than 0.05 that changed
greater than 2-fold were defined as differentially accessible. We defined E93-dependent peaks
as those called as differentially accessible (open or closed) in E93 mutant wings relative to wild
type. Heatmaps were generated using Deeptools v2.4.0 (Ramirez et al. 2014). Average signal line
plots were generated from z-normalized data using the bioconductor packages rtracklayer v1.32.2
(Lawrence et al. 2009), GenomicRanges v1.24.3 (Lawrence et al. 2013), and Genomation v1.4.2
(Akalin et al. 2015) along with custom R scripts (available upon request). DNA binding motifs used
for enrichment analysis were obtained from Fly Factor Survey (Zhu et al. 2011), and enrichment
was measured using the AME tool (McLeay and Bailey 2010) in MEME (Bailey et al. 2015) by
comparing temporally dynamic peaks in each category to static peaks (defined as those changing
less than 1.3-fold between consecutive time points). Only motifs with an adjusted p value less than
0.05 were plotted, and only the lowest p value was reported for each transcription factor to remove
redundancy. Data are available from GEO under the accession number GSE97956.
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2.4.4 Transgenic reporter analysis and immunofluorescence
Candidate enhancers were cloned from wild type y; cn, bw, sp genomic DNA based solely on
open chromatin data. Gateway (Invitrogen) cloning was used to move candidate enhancers into
destination vectors. Injections were performed at BestGene (Chino Hills, CA). The brdisc and brade
enhancers were cloned into the pUGG GAL-4 destination vector (Jiang et al. 2010), and integrated
into the attP40 site on chromosome 2; this vector was chosen to allow for different reporters to be
driven by GAL4 (e.g. UAS-destabilized GFP). The nubvein and nubmargin enhancers were cloned
into a modified pDEST-HemmarG vector (Han et al. 2011), in which the CD4 transmembrane
domain was replaced with an SV40 nuclear-localization signal (PKKKRKV). The tncwv and tncblade
enhancers were cloned into a modified pDEST-HemmarR vector (Han et al. 2011), in which the
CD4 transmembrane domain was replaced with the SV40 nuclear localization signal; this dsRed
vector was chosen to allow for combining the tnc reporters with existing GFP-marked GAL4 drivers.
Each nub and tnc enhancer was integrated into the attP2 site on chromosome 3. Integration of
each reporter into their respective attP sites was confirmed by PCR. Immunostaining and confocal
imaging were performed as previously described (McKay and Lieb 2013). The following antibodies
were used: rabbit anti-GFP (Abcam ab290) 1:1000; mouse anti-phosphoTyrosine (Fisher Scientific,
clone 4G10) 1:1000; rabbit anti-E93 (this study) 1:2500. Polyclonal antibodies to E93 were raised in
rabbits using amino acid sequences 271–520 of the E93-PA isoform, which is present in all annotated
E93 isoforms. In some cases, 30hr wings were used in figure images due to their ease of mounting
relative to 24hr wings. In all cases, reporter analysis was also conducted at 24hr, and no significant
differences in reporter pattern were observed between 24hr and 30hr. All primers and vectors are
available upon request.
2.4.5 Acknowledgements
Transgenic fly stocks were obtained from the Vienna Drosophila Resource Center (VDRC,
www.vdrc.at). Stocks obtained from the Bloomington Drosophila Stock Center (NIH P40OD018537)
were used in this study. This work was supported by startup funds provided by The University of
North Carolina at Chapel Hill to DJM. CMU was supported in part by NIH grant T32GM007092.
29
2.5 Figures
Figure 2.1: A – C Immunostaining of wings from three developmental time points. DAPI (top row)
and phospho-tyrosine (bottom row) label nuclei and cell membranes, respectively. (D) MA plots of
RNA-seq signal in annotated genes for consecutive time points. Differentially expressed genes are
colored red. The top two GO terms for differentially expressed genes are indicated with p values in
parentheses. Scale bars indicate 50µm.
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Figure 2.2: (A) Browser shots of FAIRE-seq signal (z score) at the tenectin and expansion loci.
Temporally dynamic open chromatin sites are highlighted with gray shading. Barplots show the
RNA-seq signal for each gene over time. (B) Heat map of the Pearson correlation coefficients
between FAIRE-seq replicates. The number of differentially accessible FAIRE peaks out of the top
7,699 peaks for each consecutive time point is shown. (C) Line plots of the average FAIRE-seq
signal across all categories of differentially accessible FAIRE peaks. The L3 signal is shown in blue,
24hr in red, and 44hr in orange.
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Figure 2.3: (top row) Browser shots of FAIRE-seq signal from the (A) tenectin, (B) nubbin, and (C)
broad loci, with cloned regions indicated by grey boxes, and depicted enhancers indicated by green
boxes. (middle and bottom rows) Immunostaining of reporter activity in wings at the indicated
early and late time points. Enhancer activity in green. Scale bars indicate 50µm. Additional time
points shown in Supplemental Figure S3.
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Figure 2.4: (A) Diagram of the Ashburner model of ecdysone signaling. (B) Heat map of gene
expression values for selected ecdysone-induced genes across six stages of wing development,
plotted as a fraction of the maximum expression value. Blue shows high expression, grey shows
low expression. (C) Heat maps of DNA binding site motif enrichment in dynamic FAIRE peaks for
selected transcription factors. (D) DAPI stain of L3 wing discs (top) and bright field images of 96hr
wings (bottom) from wild type (left) and E93 mutants (right). Scale bars: 75m (top), 500m (bottom).
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Figure 2.5: (A) Browser shot from the fringe locus showing FAIRE-seq and E93 ChIP-seq signals
(z score) from pupal wings. (B) Position weight matrices comparing the E93 motif discovered in
ChIP peaks with the known E93 motif. (C) Cumulative distribution plot of E93 ChIP peak overlap
with 24hr FAIRE peaks (red line), relative to randomly shuffled FAIRE peaks (gray line). (D) Heat
maps plotting E93 ChIP-seq and FAIRE-seq signals (z score) in E93 ChIP peaks from 24hr pupal
wings. (E) Stacked bar plots showing the fraction of temporally dynamic FAIRE peaks (opening
and closing) that overlap an E93 ChIP peak (* overlap p value < 2.2x10-16 relative to temporally
dynamic FAIRE peaks in embryos, Fisher’s exact test).
34
Figure 2.6: (A) Browser shot showing FAIRE-seq signal from wild type (WT) and E93 mutant
wings. E93 ChIP-seq signal from wild type 24hr wings is shown in black. The nubvein and nubmargin
enhancers are shown in green. (B) MA plots of FAIRE-seq signal in top 7,699 FAIRE peaks from
each wild type and E93 mutant wing dataset. Differentially accessible peaks are colored red. (C)
Stacked bar plots of the fraction of E93-dependent FAIRE peaks that overlap a temporally dynamic
FAIRE peak. (D) Line plots of the average FAIRE-seq signal in FAIRE peaks that close, open, or
remain unchanged between consecutive time points. The percentage of FAIRE peaks in each category
that are E93-dependent is shown. Solid lines show wild type FAIRE-seq signal. Dashed lines show
E93 mutant FAIRE-seq signal. (E) Stacked bar plot showing the fraction of E93-dependent FAIRE
peaks that overlap an E93 ChIP peak.
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Figure 2.7: (A, top row) Browser shots of FAIRE-seq and ChIP-seq signal from wild type and
E93 mutant wings at the indicated loci. (B – C) Immunostaining of reporter activity for each
indicated enhancer. (B, middle row) Reporter activity in control or wild type wings. (C, bottom
row) Reporter activity (green) in wings expressing E93 RNAi under control of Ci-GAL4 (tncblade), or
En-GAL4 (nubvein), or in E93 mutant wings (brdisc). The dotted lines indicate the boundary between
RNAi-expressing and non-expressing cells. Arrows indicate loss of reporter activity. Scale bars
indicate 50m.
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Figure 2.S1: Bar plots of the p value for GO term enrichment (Biological Process) for differentially
expressed genes between consecutive time points.
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Figure 2.S2: (A) Stacked bar plots showing overlap between gene promoters and FAIRE peaks at
fixed distances away. Genes that increase in expression are more likely to overlap a nearby FAIRE
peak that is opening between the time intervals. Conversely, genes that decrease in expression are
more likely to overlap a nearby FAIRE peak that is closing between 24hr to 44hr. However, genes
that decrease in expression between L3 and 24hr are not more likely to overlap a nearby FAIRE peak
that is closing. It is not clear why this happens. (B) MA plots showing FAIRE-seq signal in the union
set of FAIRE peaks for consecutive time points in wing development. Differentially accessible peaks
are colored red (edgeR FDR ¡ 0.05, fold change ¿ 2). (C) Stacked bar plots showing the fraction of
FAIRE peaks that change between consecutive time points. (D) Pie charts showing the overlap of
dynamic FAIRE peaks with proximal promoter sequences (+/- 500bp transcription start sites) for
each category of dynamic FAIRE peak.
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Figure 2.S3: (top row) Browser shots of FAIRE-seq signal from the tnc (A), nub (B), and br (C)
loci. (remaining rows) Confocal images of wings at time points approximately coinciding with the
FAIRE-seq time course. Persistent tncblade reporter activity at 44hr (A) is likely a consequence of
perdurance of tdTomato protein (green), since there are no cell divisions between 24hr and 44hr in
pupal wings.
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Figure 2.S4: (top row) Browser shots of FAIRE-seq signal from the tnc (A), nub (B), and br (C) loci.
(remaining rows) Confocal images of wings at early and late time points for the indicated enhancers.
The absence of brade reporter activity in 30hr wings (C) may be due to the absence of adepithelial
cells in the wing blade at this stage of development.
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Figure 2.S5: (top) Immunostaining of three stages of wing development. DAPI in blue, GFP in
green, E93 antibodies in red. White squares indicate zoomed regions. (bottom) Table indicating
the number of progeny from a cross between flies bearing the E93GFSTF protein trap chromosome
and flies bearing a deficiency that deletes the E93 locus. Because E93 loss of function mutants are
recessive lethal, the viability of E93GFSTF/Df(3R)93FX2 progeny indicates that the E93 protein
trap is functional.
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Figure 2.S6: (A) Scatterplot of E93 ChIP-seq and 24hr FAIRE-seq signals for all 24hr FAIRE peaks.
FAIRE peaks that overlap an E93 ChIP peak (¿50%) are colored red. (B) Pie charts showing overlap
of E93 ChIP-seq and 24hr FAIRE-seq peaks with transcription start sites of annotated genes (+/-
500bp).
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Figure 2.S7: (A) Line plots of the average FAIRE-seq signal in FAIRE peaks that close, open, or
remain unchanged between L3 and 24hr, separated into E93-bound and E93-unbound categories,
as determined by E93 ChIP-seq. (B) Same as in A, but with 24hr to 44hr data. (C, D) Stacked bar
plot of the fraction of temporally dynamic FAIRE peaks between L3 and 24hr (C) and between 24hr
and 44hr (D) that overlap an E93-dependent FAIRE peak, as compared to the fraction of temporally
dynamic FAIRE peaks across two stages of embryogenesis (e2-4hr to e16-18hr) (p values from
Fisher’s exact test).
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Figure 2.S8: Heat map of Pearson correlation coefficients for each wild type and E93 mutant FAIRE-
seq replicate. Note the increased similarity of E93 mutant open chromatin profiles relative to wild
type open chromatin profiles of earlier developmental stages, indicating that the failure to change
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CHAPTER 3: EXPRESSION OF E93 PROVIDES AN INSTRUCTIVE CUE TO
CONTROL DYNAMIC ENHANCER ACTIVITY AND CHROMATIN ACCESSIBILITY
DURING DEVELOPMENT
3.1 Introduction
Cis-regulatory regions such as enhancers and promoters interpret multiple types of inputs
to control gene expression during development. These inputs come in the form of both spatial
and temporal cues. Spatial cues are often provided by transcription factors, which can contribute
information on cell identity (e.g. MyoD), organ identity, (e.g. Pha-4), and regional identity (e.g.
Hox factors). Additional spatial cues are provided by the activity of signaling pathways such as the
Wnt, BMP, and EGFR families, which contribute information on distance relative to the source of
the signal through their downstream transcriptional effectors. Remarkably, many of these spatial
cues are used reiteratively over the course of development, often with different effects on target gene
expression. For example, the Hox factor Ubx controls different sets of target genes at different times
in Drosophila appendage development, as does the intestine-specifying factor CDX2 during gut
development in mouse and humans (Kumar et al., 2019; Pavlopoulos and Akam, 2011). Similarly,
EGFR signaling promotes wing vein formation early in Drosophila larval development, whereas
later in pupal stages, EGFR represses vein formation and instead promotes differentiation of the
complementary intervein cells (Martı́n-Blanco et al., 1999). Thus, spatial inputs alone are insufficient
to account for the sequence of gene expression and cell state changes that occur during development.
Temporal cues provide an additional axis of information that can increase the range of gene
expression responses to spatial inputs. Some temporal cues come in the form of post-transcriptional
regulators, such as lin-4, lin-28, and let-7 in C. elegans, which control transitions between devel-
opmental stages through regulation of RNA stability and translation efficiency (Pasquinelli and
Ruvkun, 2002). Other temporal cues come in the form of developmentally restricted expression
of transcription factors. For example, in mammals and in Drosophila, the diversity of cell types
found in the adult nervous system depends on a temporal cascade of transcription factor expression
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in neural progenitor cells (Doe, 2017; Holguera and Desplan, 2018). Yet another means of temporal
gene regulation involves systemically secreted signals that coordinate the timing of gene expression
programs between distant tissues. Ecdysone signaling in insects and thyroid hormone-dependent
metamorphosis in amphibians are classic examples of systemic signals that trigger temporal-specific
gene expression changes during development.
Although it is clear that both spatial and temporal inputs are necessary for proper gene regulation
during development, the mechanisms by which these inputs combine to control target enhancer
activity are poorly understood. One potential mechanism for control of the responsiveness of
enhancers to transcriptional inputs is regulation of chromatin accessibility. In vivo, the genome is
packaged into chromatin. DNA that is wrapped around histone proteins to form nucleosomes is less
accessible to transcription factor binding relative to free DNA. For many transcription factors to
access their target sequences, nucleosomes must be depleted or remodeled. In principle, the relative
accessibility of an enhancer could determine whether it is competent to respond to transcription factor
input and thereby help to explain how transcription factors can be reutilized during development with
different transcriptional outcomes.
Recently, support for the role of chromatin accessibility in the integration of spatial and temporal
factor inputs has emerged from examination of tissues at two different stages of development in
Drosophila: neural diversification in the embryo and specification of appendage cell fates in the
pupa (Sen et al., 2019; Uyehara et al., 2017). In the embryo, distinct neural stem cell lineages are
determined by differential expression of spatial transcription factors. Within a given lineage, neural
stem cells utilize sequential expression of temporal transcription factors to produce progeny with
distinct identities over time. Importantly, different neural lineages use the same set of temporal
transcription factors to specify progeny identities. Using a lineage-specific method of generating
genome-wide DNA binding profiles, the temporal transcription factor Hunchback was found to bind
different target sites in different neural lineages. Moreover, these target sites correspond to lineage-
specific patterns of open chromatin (Sen et al., 2019). These findings indicate that the temporal factor
Hunchback does not control open chromatin profiles and does not determine where it binds in the
genome. Instead, they suggest that the spatial transcription factors expressed in neuroblasts control
open chromatin profiles to drive lineage-specific binding of temporal transcription factors.
50
The ecdysone-induced transcription factor E93 provides a contrasting example of temporal
transcription factor function. Similar to Hunchback’s role in the embryonic nervous system, E93
functions as a temporal identity factor. E93 is activated during the transition from prepupal to
pupal stages of metamorphosis, and E93 loss-of-function mutations exhibit defects in cell fates that
are specified during this time (Baehrecke and Thummel, 1995; Mou et al., 2012). Also similar
to Hunchback, E93 combines with spatial cues to pattern cell fates. During specification of the
pigmented bract cells during pupal leg development, E93 expression makes the Distal-less gene
competent to respond to EGFR signaling (Mou et al., 2012). However, in contrast to Hunchback,
recent work from pupal wings suggest an essential role for E93 in regulating chromatin accessibility
(Uyehara et al., 2017). During metamorphosis, the wing undergoes dramatic morphological, cell
fate, and gene expression changes to form the notum (back), hinge, and wing blade of the adult.
Gene expression and chromatin accessibility profiling of larval wing imaginal discs and pupal wings
24-hours and 44-hours after puparium formation revealed that these changes coincide with sequential
changes in open chromatin genome-wide (Guo et al., 2016; Uyehara et al., 2017). These chromatin
accessibility changes strongly correlate with enhancer activity. Sites that open with time correspond
to late-acting enhancers switching on, and sites that close with time correspond to early acting
enhancers switching off. E93 binds many temporally dynamic open chromatin sites in pupal wings.
Moreover, chromatin accessibility profiling of E93 mutants determined that E93 is required for
temporal changes in chromatin accessibility and enhancer activity. In the absence of E93, early
acting target enhancers fail to close and fail to turn off. Conversely, late-acting target enhancers fail
to open and fail to turn on (Figure 1A). These findings support a model in which E93 functions
as a temporal identity factor by acting as a gatekeeper to the genome. In this model, E93 makes
late-acting enhancers competent to respond to spatial inputs by increasing their accessibility, whereas
it makes early acting enhancers refractory to spatial inputs by decreasing their accessibility, thus
allowing for reutilization of spatial inputs.
In this study, we sought to address two major unanswered questions regarding E93-dependent
control of enhancer activity. First, E93 appears to simultaneously coordinate the opening and
activation of certain target enhancers while closing and deactivating others, however, the determinants
of this context-specific activity are unknown. Second, we sought to determine the sufficiency of
E93 expression to regulate target enhancers. Although E93 is required for sequential changes in
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chromatin accessibility, it is not known if E93 simply maintains accessibility changes initiated by
other factors, or if it initiates these changes itself.
We took advantage of the temporal sequence of Drosophila wing development to investigate
the limits of E93 function by expressing it at an earlier stage of wing development, prior to the
endogenous E93 expression window. We find that precocious E93 expression alters the activity and
accessibility of target enhancers, and that it can simultaneously trigger the activation and deactivation
of different enhancers in the same cells. Genome-wide profiling demonstrates these findings are
generalizable, and that precocious E93 expression accelerates the wild-type chromatin accessibility
program. Finally, we find that not all E93 target enhancers respond to premature E93 expression
in wing imaginal discs, even after prolonged exposure. However, these target enhancers become
responsive to premature E93 later in prepupal wings, suggesting the requirement of additional
temporal inputs that are independent of E93. Together, this work supports a model in which E93
expression defines a broad temporal window, providing competence of genes to respond to inductive
signals by regulating chromatin accessibility at target enhancers.
3.2 Results
To help define the limits of E93’s abilities to regulate enhancer activity and chromatin acces-
sibility we expressed E93 outside of its normal developmental context. In wild-type animals E93
expression is temporally regulated. E93 is off early in wing development, including third instar larvae.
It is not until later during pupal stages that ecdysone signaling induces E93, with transcript levels
peaking by 24-hours after the larval-to-pupal transition (24hr after puparium formation, 24hAPF)
(Figure 1B, Uyehara et al., 2017). Using tissue-specific GAL4 drivers in combination with a UAS-
E93 transgene and a ubiquitously expressed temperature-sensitive GAL4 repressor (GAL80ts), we
induced E93 in the wing imaginal disc of third instar wandering larvae (3rd Larval Wandering, 3LW),
prior to when E93 is normally expressed (Figure 1B, S1, Bischof et al., 2013). By switching between
the permissive (22°C) and restrictive temperatures (29°C) for GAL80ts, we limited the duration of
exogenous E93 expression to 15–24 hours at the end of larval development. We refer to this as
“precocious” or “premature” E93 expression. Immunofluorescence experiments with E93 antibodies
indicated that precocious E93 levels in 3LW wing imaginal discs are approximately two-fold greater
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than endogenous E93 levels in pupal wings (Figure S1). Thus, this experimental design allows
us to determine the impact of near-physiological levels of E93 on enhancer activity and chromatin
accessibility.
3.2.1 Precocious E93 expression is sufficient to deactivate a target enhancer
We first examined whether premature expression of E93 is capable of regulating target enhancer
activity using a previously identified E93-bound enhancer from the broad (br) locus, which encodes
a zinc-finger transcription factor. In wild-type larvae, the brdisc enhancer is active throughout the
wing imaginal disc epithelium, with stronger activity in the pouch (Figure 2A). Later in pupal wings
(24-40h APF), brdisc has turned off (Figure 2A). In E93 mutant wings the brdisc enhancer fails to
turn off (Uyehara et al., 2017). To test the impact of precocious E93 expression on brdisc activity,
we expressed E93 in the anterior half of the wing imaginal disc with ci-GAL4. We found that brdisc
activity is strongly reduced in E93-expressing cells relative to the wild-type posterior half of 3LW
discs (Figure 2B). Control wing discs from larvae subjected to identical experimental conditions,
but lacking the UAS-E93 transgene, showed no change in brdisc activity (Figure 2B). Similarly, discs
from larvae of the experimental genotype, but not subjected to a 29°C shift, showed no induction
of the E93 transgene or change in enhancer activity (Figure S2). We reasoned that E93-dependent
repression of brdisc could result either from E93 blocking the initial activation of brdisc, or from E93
turning off brdisc after its initial activation. To discriminate between these possibilities, we assessed
enhancer activity shortly after E93 induction. After only 5-hours at 29°C we observe induction of
E93 in the anterior half of the disc, but no change in brdisc activity in E93-expressing cells relative to
E93-nonexpressing cells (Figure 2B). Thus, precocious E93 triggers brdisc enhancer deactivation
instead of simply blocking its activation. En-GAL4 driven E93 expression in the posterior wing
compartment resulted in similar brdisc deactivation (Figure S2). Together, these findings demonstrate
that E93 is capable of deactivating a target enhancer even when expressed at an earlier developmental
stage.
3.2.2 Precocious E93 expression is sufficient to activate target enhancers
In addition to brdisc, we examined two E93-bound enhancers from the tenectin (tnc) locus that
depend on E93 for proper activation in pupal wings (Uyehara et al., 2017). Tnc encodes a constituent
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of the extracellular matrix that binds integrins (Fraichard et al., 2010). In wild-type flies, the tncblade
enhancer is inactive in larval wing imaginal discs. Later in pupal wings, tncblade is active in the tissue
between the developing longitudinal wing veins (Figure 2C). It is also active at high levels in the
body wall adjacent to the wing hinge. Tncblade activity co-localizes with expression of the proximal
patterning factor Teashirt (Tsh) in these cells (Figure 2C). Precocious expression of E93 with ci-
GAL4 resulted in premature activation of tncblade in 3LW wing discs in a cluster of cells perpendicular
to the anterior-posterior (AP) axis outside the pouch (Figure 2D). Staining for Tsh and Wingless (Wg)
revealed that cells with premature tncblade activity are located in the proximal hinge and neighboring
notum (Figure 2D, S2, Zirin and Mann, 2007). Similar activation of tncblade occurred in the posterior
wing compartment upon precocious E93 expression using en-GAL4 (Figure S2). Control wing discs
lacking the UAS-E93 transgene showed no change in tncblade activity despite being shifted to 29oC for
24-hours (Figure 2D). Discs with the UAS-E93 transgene, but not shifted to 29oC, likewise showed
no change in enhancer activity (Figure S2). Thus, premature E93 expression leads to activation of
the tncblade enhancer in the presumptive proximal hinge and notum of wing imaginal discs. Notably,
the pattern of precocious tncblade activation resembles its wild-type pattern in pupal wings, indicating
that the spatial inputs controlling tncblade in its normal developmental context are similar to those
that control the enhancer when E93 is prematurely expressed.
We observed similar outcomes with a second enhancer from the tnc locus, the tncwv enhancer. In
wild-type pupal wings, tncwv is active in 10-20 cells surrounding the developing veins, as indicated by
phosphorylated Mothers Against Decapentaplegic (pMad) staining, a marker of active Dpp signaling
(Figure 2E, de Celis, 1997). Like tncblade, tncwv is also dependent on E93 for activation (Uyehara
et al., 2017). Precocious expression of E93 with ci-GAL4 resulted in premature activation of tncwv
in E93-expressing cells flanking the dorsal-ventral (DV) boundary, adjacent to the AP boundary in
the pouch of 3LW wing imaginal discs (Figure 2F). Notably, the pattern of precociously activated
tncwv showed a high degree of overlap with strong pMad signal in these discs, similar to the overlap
of tncwv with pMad in wild-type pupal wings (Figure 2F). Using en-GAL4 to drive precocious E93
expression in the posterior compartment resulted in a similar pattern of precocious tncwv activity and
similar overlap with active Dpp signaling (Figure S2). Control larvae subjected to the same 29oC
shift, but without the UAS-E93 transgene, showed no change in enhancer activity, as did larvae with
the transgene that were kept at room-temperature (Figure 2F, S2). Thus, similar to our observations
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with the tncblade enhancer, these findings demonstrate that precocious E93 expression prematurely
switches on late-acting pupal wing enhancers. Moreover, the pattern of premature enhancer activity
appears to be guided by similar spatial signals as the wild-type pattern of activity observed later in
development, consistent with the proposed role of E93 as a temporal competence factor.
3.2.3 Precocious E93 expression is not sufficient for activation of the nubvein enhancer
Our observations with the br and tnc enhancers suggest that premature expression of E93
accelerates the developmental program active in pupal wings. However, not all E93 target enhancers
are sensitive to precocious E93 expression. We previously identified the E93-bound nubvein enhancer,
which is normally inactive in early wings and becomes active in 24-hour pupal wings in an E93-
dependent manner (Figure 2G, Uyehara et al., 2017). However, in contrast to the tnc enhancers,
precocious expression of E93 with en-GAL4 does not activate nubvein in wing imaginal discs (Figure
2H). We observed no difference in reporter activity in E93-expressing cells relative to their wild-type
counterparts in the anterior compartment. Thus, for a subset of target enhancers, E93 expression can
support activation outside of their normal developmental context. However, other target enhancers
require regulatory inputs in addition to E93 for premature activation.
3.2.4 Precocious E93 binds late targets genome wide
To expand our understanding of E93’s ability to regulate target enhancers outside of its normal
developmental context, we next performed a series of genome-wide profiling experiments in which
E93 was prematurely expressed throughout the 3LW wing imaginal disc (Figure S1). We first
performed ChIP-seq to define the DNA binding profiles of precocious E93. Comparison of ChIP-seq
profiles for precocious E93 in early wings and endogenous E93 in 24-hour pupal wings (late E93
targets) revealed three distinct binding site categories: precocious E93 binding sites that overlap late
E93 targets (entopic sites), precocious E93 binding sites that do not overlap late E93 targets (ectopic
sites), and late E93 binding sites that do not overlap precocious E93 targets (orphan sites) (Figure
3A). 81% of endogenous late targets are bound by precocious E93, suggesting that the ability of
E93 to recognize and bind most of its target sites is not dependent on a late-wing developmental
context (Figure 3B). Notably, the brdisc, tncblade, and tncwv enhancers are all bound by precocious
E93, consistent with their responsiveness in reporter assays (Figure 4D-E). By contrast, the nubvein
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enhancer exhibits low-level binding of precocious E93, indicating that its failure to respond may be
due to the inability of E93 to bind nubvein in early wings (Figure 5E).
The presence of ectopic and orphan binding sites suggests E93 binds to these sites in a context-
specific manner. We first compared the levels of E93 ChIP-seq signal between these peak categories.
Precocious E93 exhibits increased signal at entopic sites relative to ectopic sites in 3LW wing
imaginal discs (Figure 3C). Additionally, endogenous E93 exhibits decreased signal at orphan sites
relative to entopic sites in 24h pupal wings. We therefore sought to define the features that may
explain these differences in E93 binding. We observed no difference in the distribution of E93 peaks
between binding site categories, demonstrating that localization to specific genomic regions is not
a feature that discriminates orphan and ectopic binding sites from entopic sites (Figure S3A). By
contrast, examination of chromatin accessibility at these sites during wild-type development revealed
differences between peak categories. Orphan sites are less accessible in early wings but increase
in accessibility in late wings (Figure 3B, C), suggesting that low accessibility may prevent E93
binding in 3LW wing discs. However, many ectopic sites also exhibit low accessibility in 3LW wing
discs. Thus, chromatin accessibility may explain some, but not all of the observed differences in E93
binding.
We next sought to determine whether the different E93 binding categories reflect differences in
DNA sequence. First, we examined the E93 motif itself and detected no differences in E93 motif
enrichment, quality, or positioning in ectopic and orphan sites relative to entopic sites (Figure 3D, E,
Figure S4). Consistent with these findings, position-weight matrices (PWM’s) derived from E93
motifs within each binding category are nearly identical to each other (Pearson’s R > 0.98) (Figure
S4B, C). We conclude that the E93 motif is not the primary determinant of the observed differences
in binding. We also performed both de novo and directed motif analyses to determine whether other
DNA sequence motifs distinguish ectopic, entopic, and orphan categories (Figure S5). We observed
very few differences in motif content between E93 peak categories. Orphan peaks exhibit modest
enrichment for homeodomain factor motifs, ectopic peaks are weakly enriched for motifs for the
paralogous transcription factors Nub and Pdm2, and entopic peaks exhibit weak enrichment for the
zinc finger factors Crol and Pad. While the functional significance of these motifs is unclear, the
overall assessment is that DNA sequences within each E93 binding site category are highly similar.
Only a small amount of differential E93 binding can be explained by the presence of particular
56
transcription factor motifs. Other reasons for the existence of ectopic and orphan peaks include
the use of different antibodies in the precocious E93 experiments relative to the endogenous E93
ChIP-seq performed in 24h pupal wings, and the higher levels of E93 expression in the precocious
experimental system.
3.2.5 Precocious E93 expression is sufficient to regulate chromatin accessibility
The ChIP-seq data described above demonstrate that a large majority of targets bound by
endogenous E93 in late wings are also bound by precocious E93 in early wings. We next sought
to determine the impact of precocious E93 binding on chromatin accessibility. Our prior findings
from E93 mutant wings suggested that E93 may function as a competence factor by controlling
chromatin accessibility at target enhancers. To further test this model, we performed FAIRE-seq
to generate genome-wide open chromatin profiles in wing imaginal discs precociously expressing
E93. Comparison of these profiles with wild-type wing imaginal disc FAIRE-seq profiles revealed
extensive changes in open chromatin. Using conservative thresholds to define differentially accessible
sites bound by E93 (DESeq2 adjusted p value < 0.05 and log2 fold change 1), we identified 282
sites that decrease in accessibility, 846 sites that increase in accessibility, and 7,376 sites that remain
static in response to premature E93 expression (Figure 4 A-C). Notably, the ratio of sites that open
relative to those that close in precocious E93 early wings is similar to the ratio of sites that depend
on E93 for opening and closing in wild-type late wings previously identified in E93 loss-of-function
experiments (Uyehara et al., 2017). This indicates that the ability of precociously expressed E93
to open chromatin relative to its ability to close chromatin is similar to the abilities of endogenous
E93 to regulate chromatin accessibility, despite being expressed outside of its normal developmental
context.
To determine the impact of the observed changes in chromatin accessibility induced by premature
E93 expression on transcriptional regulation, we examined FAIRE-seq profiles at E93 target enhancers
described above. Accessibility of the brdisc enhancer strongly decreases in precocious E93 wing
discs (Figure 4D), consistent with its deactivation in transgenic reporter assays. The brdisc enhancer
normally closes between L3 and 24-hour pupae, raising the question as to whether any of the other
281 sites that decrease in accessibility in response to premature E93 expression also close over time in
wild-type wings. Remarkably, 95% of sites that decrease in accessibility in precocious E93 wing discs
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also decrease in accessibility during wild-type development (Figure 4G), suggesting that premature
E93 expression recapitulates the normal sequence of enhancer closing. Examination of FAIRE-seq
profiles at the tnc enhancers revealed changes in chromatin accessibility that were also consistent
with the effects of precocious E93 expression on transgenic reporter activity. Tncwv and to a lesser
extent tncblade increase in accessibility in response to precocious E93, consistent with the activation
of both enhancers in transgenic reporter assays (Figure 4E). At the genome-wide level, 73% of the
sites that increase in response to precocious E93 expression also increase in accessibility during
wild-type development (Figure 4H). Thus, the directionality of chromatin accessibility changes in
wings prematurely expressing E93 is preserved relative to the sequential changes in accessibility that
normally occur in wild-type wings. This indicates that E93 expression functions as an instructive cue
that triggers a response in enhancer accessibility. However, the directionality of this response is not
determined by E93.
3.2.6 DNA sequence partially explains differential effects on chromatin accessibility
Although E93 expression is sufficient to change chromatin accessibility at a subset of its target
sites (hereafter, E93 “sensitive” sites), E93 does not determine whether target sites increase or
decrease in accessibility. The concordance in accessibility changes between precocious E93 and wild-
type development suggests the accessibility determinant is either pre-existing on the chromatin or is
encoded in the DNA sequence of target enhancers. To test for pre-existing regulatory information,
we examined histone post-translational modifications (PTMs) from wild-type 3LW wings (Schertel
et al., 2015). We find that specific histone PTMs do not closely correlate with chromatin accessibility
changes at E93 target sites (Figure S6). E93-sensitive sites that decrease in accessibility (“decreasing
E93-sensitive” sites) exhibit modestly higher average levels of histone PTMs correlated with active
transcription (Figure S6A), such as H3K4me1 and H3K27ac, consistent with these sites being open
and active regulatory elements in 3LW wings. However, many decreasing E93-sensitive sites do
not exhibit high levels of these PTMs (Figure S6A–C), indicating that active histone PTMs are not
required for E93 to close chromatin. Conversely, high levels of active histone PTMs are found at
many E93 binding sites that do not change in accessibility in precocious E93 wings (E93 “insensitive”
sites), indicating that the presence of active histone PTMs does not necessitate closing of chromatin
upon E93 binding. Sites that increase in accessibility upon E93 binding (“increasing E93-sensitive”
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sites) likewise do not exhibit a clear correlation with histone PTMs. Most increasing E93-sensitive
sites lack enrichment of histone PTMs, indicating they are not pre-marked for activation at this stage.
However, the absence of histone PTMs does not necessitate opening of chromatin upon E93 binding
because many decreasing E93-sensitive and insensitive sites also lack histone PTM enrichment. We
conclude that histone PTMs are not the main determinants controlling the differential effects of E93
on chromatin accessibility. Instead, histone PTMs likely reflect the regulatory state of the DNA.
We next examined the DNA sequence of E93-sensitive sites relative to E93-insensitive sites by
de novo motif discovery. Decreasing E93-sensitive sites are enriched > 2-fold for E93 binding site
motifs relative to E93-insensitive sites (Figure S7A, B). Targeted E93 motif analysis revealed that
decreasing sites exhibit both greater motif quality and a greater number of E93 motifs relative to
increasing E93-sensitive sites or E93-insensitive sites (Figure S8A-C). We do not detect enrichment
of the E93 motif within increasing E93-sensitive sites relative to E93-insensitive sites, likely due
to equal enrichment of the E93 motif observed between increasing and static sites (Figure S8A).
Instead, increasing E93-sensitive sites are enriched for motifs matching the zinc finger transcription
factors Br-Z2 (1.4-fold enriched), and Crol (1.3-fold enriched) (Figure S9A, B). Both br and crol
are ecdysone target genes with essential roles in wing development (D’Avino and Thummel, 2000;
Schubiger et al., 2005). Br expression is high in larval wings when these sites exhibit low accessibility,
and it decreases during the larval-to-pupal transition when these sites increase in accessibility in
wild-type wings (Guo et al., 2016). Thus, over-representation of Br motifs in increasing E93-sensitive
sites suggests a role for Br in keeping pupal regulatory element chromatin inaccessible in larval wings.
Crol is expressed at similar levels in both 3LW and pupal wings, and the enrichment of Crol motifs
in both entopic E93 sites and increasing E93-sensitive sites suggests Crol may work with E93 to
bind DNA (Figure S5, S9, S10, Uyehara et al., 2017). Supporting a potential combinatorial role for
E93 and Crol in pupal gene regulation, E93 and crol mutants exhibit similar wing defects, including
loss of adhesion and abnormal venation (D’Avino and Thummel, 2000; Mou et al., 2012). Together,
these analyses indicate that the differential effects of precocious E93 on chromatin accessibility are
at least partially explained by differences in DNA sequence composition of E93 target sites.
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3.2.7 Developmental context informs the response of nubvein to precocious E93
Although approximately 1,100 sites change in accessibility in response to premature E93
expression, the majority of E93-bound sites do not change in accessibility in early wings even
though many are dynamic during wild-type development (Figure 4C,F,I). The nubvein enhancer is
representative of this category in that it depends on E93 for opening in pupal wings, but it fails
to activate or open in response to precocious E93 expression in larval wing discs (Figure 2G, 5E,
Uyehara et al., 2017). We considered the possibility that nubvein requires prolonged E93 exposure,
relative to E93-sensitive enhancers such as tncblade, in order to become responsive. Prolonged
exposure might allow time for E93-initiated events to occur, such as induction of a coregulator.
To test this hypothesis, we doubled the duration of nubvein exposure to E93 (from 24-hours to
48-hours) by inducing E93 expression earlier in wing development and then dissecting at the same
developmental stage as before (3LW) (Figure 5A). Despite the prolonged exposure to E93, we still
observed no change in nubvein reporter activity (Figure 5B). We next examined the possibility that
E93 may require additional developmental inputs in order to activate the nubvein enhancer. To test
this hypothesis, we precociously expressed E93 for the same duration as in our initial experiments
(24-hours), but instead of dissecting at 3LW, we dissected 12-hours later (mid-prepupal wings at
5hAPF). Using this experimental design, we detected clear activation of the nubvein reporter in a
subset of E93-expressing cells (Figure 5D). Thus, the ability of the nubvein enhancer to respond to
precocious E93 is dependent on developmental context. It does not respond to E93 in third instar
larvae regardless of the duration of E93 expression. However, it does respond to E93 in prepupal
wings, suggesting a change in the regulatory environment during the larval-to-prepupal transition
makes nubvein competent to respond to E93.
3.2.8 Temporal dynamics of chromatin accessibility indicate context-dependent roles for E93
The findings described above indicate that precocious E93 expression controls accessibility and
activity of some target sites, but other targets require additional developmentally regulated inputs in
order to respond to E93. To gain insight into the extent to which developmental context influences
E93 target site responsivity, we examined the timing of chromatin accessibility changes in wild-type
wings. Clustering of FAIRE-seq data for E93-bound sites across six time points in wild-type wing
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development revealed eight distinct temporal chromatin accessibility profiles (Figure 6A). Notably,
the brdisc, nubvein, and tnc enhancers fall into different clusters. Brdisc falls into cluster 2 with other
E93 targets that close between 6 and 18-hours hAPF (Figure 6B). The tncblade and tncwv enhancers
fall into cluster 3 with other E93 targets that open between 6 and 18hAPF (Figure 6B). Finally,
the nubvein enhancer falls into cluster 5 with other E93 targets that open even later in pupal wing
development (Figure 6B). Since each of these enhancers is a bona fide E93 target, their separation
into different clusters suggests that E93 regulates target enhancers over a relatively wide range of
prepupal and pupal wing development. Supporting this interpretation, western blotting of wild-type
wings at six-hour intervals surrounding the larval-to-pupal transition demonstrate that E93 expression
overlaps the time points that exhibit changes in chromatin accessibility (Figure 6C). These findings
indicate that E93 functions over a broad window of development to control enhancer activity and
accessibility, and that this broad window is subdivided into narrower windows through interactions
with other developmentally regulated factors.
To identify potential coregulators that subdivide E93 activity during wild-type development, we
looked for enrichment of transcription factor motifs in each temporally dynamic cluster (clusters
1–5) relative to all other dynamic clusters. Targeted motif scanning identified motifs with differential
enrichment across clusters (Figure S10). Several of these transcription factors have documented
roles in controlling developmental timing. For example, Br motifs are enriched in clusters 3, 4, and
5, which contain E93 targets that open at sequential times after the larval-to-pupal transition. As
discussed above, Br expression drops during the larval-to-pupal transition, supporting a potential role
for Br in keeping pupal regulatory DNA inaccessible in larval and prepupal wings. Differential motif
enrichment for other transcription factors involved in coordinating developmental timing include
Ultraspiracle, E74, and Abrupt. We also detect differential enrichment of motifs for transcription
factors downstream of signaling pathways, including Enhancer of Split, Pointed, and Mad, as well as
wing patterning factors such as Mirror, Nubbin, Scalloped, and Rotund. Finally, we identify strong
motif enrichment for Zelda (Zld) in cluster 1, which contains sites that are accessible only in larval
wing discs. Zld is a putative pioneer factor required for chromatin accessibility in early Drosophila
embryos (Schulz et al., 2015). Intriguingly, Zld is also expressed in the larval wing, and its transcript
levels drop 8-fold during the larval-to-prepupal transition (Figure S11, Hamm et al., 2017). The
coincident decrease in accessibility of cluster 1 peaks suggests Zld may also have a role in wing
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development. Thus, a combination of temporal and spatial transcription factors may work with E93
to control accessibility and activity of target enhancers at distinct stages of wing development.
3.3 Discussion
3.3.1 Temporal transcription factors as determinants of developmental competence
Spatial cues are iteratively used during development to produce distinct transcriptional outcomes.
Many of these spatial inputs come in the form of transcription factors that are expressed at multiple
stages of development. However, it is unclear how these factors regulate their given targets only at
select times. The findings presented in this study indicate that E93 expression provides competence
for target enhancers to respond to spatially restricted inputs. Premature expression of E93 in larval
wings switches on the tncblade enhancer in Tsh-expressing cells of the proximal hinge, similar to
its wild-type activity pattern in the hinge later in pupal wings. Likewise, larval E93 expression
switches on the tncwv enhancer in cells with high pMad levels, similar to its wild-type pattern in
pupal wing veins. Notably, neither of these enhancers becomes active in all cells that precociously
express E93. Instead, precocious E93 expression activates these enhancers only in populations of
cells that appear to receive similar spatial inputs as those in which they normally become active
later in development. This suggests that E93 is the limiting factor that enables these enhancers
to respond to spatial cues that are used at multiple stages of development. This interpretation is
consistent with prior demonstration that E93 expression makes the Distal-less gene competent to
respond to EGFR signaling in the leg (Mou et al., 2012). Importantly, like the spatial cues that
regulate the tnc enhancers, the EGFR pathway is active in both early and late legs, and yet EGFR is
only capable of activating Distal-less in the presence of E93. Thus, the spatial cues present prior
to E93 expression are insufficient to activate their target enhancers, indicating that E93 is the key
determinant for unlocking their activities.
The findings presented here provide new insight into the means by which E93 controls enhancer
competence. ChIP-seq demonstrates that E93 binds directly to target enhancers. FAIRE-seq in wings
precociously expressing E93 reveals that E93 binding results in chromatin accessibility changes.
Together, these findings support a model in which E93 functions as a temporal cue by binding target
enhancers and triggering local changes to the chromatin accessibility landscape. Importantly, we
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observe that E93 initiates distinct effects on chromatin accessibility depending on the target enhancer.
At a subset of targets, E93 expression results in increased chromatin accessibility, which may enable
binding of other transcription factors that control the spatial pattern of enhancer activity. However,
at a different subset of enhancers that is already accessible, E93 expression results in decreased
chromatin accessibility. Loss of accessibility may make these enhancers refractory to transcription
factor binding and enable redeployment of spatial inputs to other targets. Thus, by controlling the
accessibility and consequently the competence of cis-regulatory elements to respond to spatial inputs,
temporal transcription factors like E93 help to control the sequence of gene expression changes that
drive development forward in time.
3.3.2 Does E93 control chromatin accessibility on its own, or in combination with other fac-
tors?
Although E93 binds directly to target enhancers, this does not mean that E93 controls chromatin
accessibility independently of coregulators. The findings presented in this study suggest a model in
which other transcription factors influence the ability of E93 to regulate target enhancer accessibility.
Several lines of evidence support this interpretation. First, only a fraction of E93-bound sites exhibit
a change in accessibility in response to precocious E93 expression, even though many of them exhibit
temporal changes in accessibility that are dependent on E93 later in development. Our motif analyses
raise the intriguing possibility that some of E93’s effects on target chromatin may be limited by
other transcription factors in the ecdysone cascade. Motifs for the temporal transcription factor Br
are enriched in E93 targets that open during pupal stages. In wild-type wings, br is induced by
ecdysone to high levels during larval stages when these sites are inaccessible. Br levels subsequently
drop as pupal development progresses, coincident with these sites increasing in accessibility (Guo
et al., 2016). Thus, it is possible that Br antagonizes E93 function by maintaining pupal enhancers
in an inaccessible chromatin state during larval stages. Since E93 deactivates the brdisc enhancer,
E93-mediated repression may contribute to the drop in Br levels in prepupal wings. Examples of
cross-regulation between ecdysone-induced transcription factors have been previously reported (Mao
et al., 2019; Ureña et al., 2016). Thus, some effects of E93 on chromatin accessibility may be
indirectly mediated by cross-regulatory interactions between temporal transcription factors.
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A second observation supporting a role for coregulators in E93-dependent control of chromatin
accessibility is that the nubvein enhancer only responds to E93 after the larval-to-prepupal transition.
Although nubvein depends on E93 for opening and activation in wild-type pupal wings, precocious E93
expression in larval wings does not result in nubvein activation or in increased chromatin accessibility.
Nubvein remains inactive even with prolonged exposure to E93 at larval stages, suggesting that
its activation is not dependent on a downstream effector of E93 activity. Instead, nubvein exhibits
precocious activity only after progression through the larval-to-prepupal transition. This switch in
responsivity of nubvein as a function of developmental stage rather than duration of E93 exposure
indicates that there is a change in the trans-regulatory environment that occurs independent of E93
activity. One potential trans-regulatory change is fluctuating titers of ecdysone. In Bombyx, E93
binds the ecdysone hormone receptor, EcR/Usp, through its LXXLL nuclear receptor interaction
motif (Liu et al., 2015). Hormone binding triggers conformational changes in nuclear receptors that
result in differential recruitment of coregulatory proteins (Glass and Rosenfeld, 2000), and decreasing
ecdysone levels during the larval-to-prepupal transition could cause differential association of E93
with EcR/Usp complexes, thus making target enhancers such as nubvein dependent on circulating
ecdysone titers.
An additional observation suggesting E93 works with other factors to control chromatin accessi-
bility is the finding that E93 targets do not all experience changes in accessibility at the same time.
Clustering of FAIRE-seq data at E93 binding sites from six stages of wild-type wing development
revealed distinct temporal patterns of accessibility change. Moreover, these temporal clusters exhibit
differential enrichment of transcription factor DNA binding motifs that correspond to transcription
factors with varied spatial and temporal functions. This suggests that E93 works in combination with
a diverse and dynamic set of coregulators during pupal wing development to trigger multiple phases
of chromatin accessibility regulation. Overall, we envision a model wherein E93 expression func-
tions as a temporal cue that makes target enhancers competent to respond to spatial gene regulatory
inputs; other transcription factors that bind with E93 at target enhancers dictate the effect E93 has on
chromatin accessibility (Figure 7).
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3.3.3 Activation and deactivation by E93
While it is clear that transcription factors often possess both activating and repressing roles, the
determinants of this context-specific function are poorly understood. In this study, we find that E93
expression both activates and represses different target enhancers in the same cells at the same time.
The brdisc enhancer is active across larval wing discs. This enhancer is closed and deactivated in
response to precocious E93 expression. Conversely, the tncblade and tncwv enhancers are opened
and activated in response to precocious E93 expression. The pattern of brdisc overlaps the activity
pattern of both tnc enhancers, thus strongly indicating that E93 expression is able to enact two
opposing transcriptional outputs (activation and deactivation) simultaneously during development.
Chromatin accessibility profiling indicates that E93 opens and closes chromatin at hundreds of loci
when expressed in larval wings. Thus, the E93-mediated cue to increase or decrease accessibility at
target enhancers is not exclusively due to stage-specific expression of coregulators or a temporally
regulated modification of E93 that makes it a dedicated activator or repressor. Instead, how a site
responds to E93 is target specific. This is supported by the observation that sites which open or close
in response to precocious E93 largely replicate the accessibility changes they normally exhibit during
wild-type development. Thus, premature expression of E93 accelerates a regulatory program that
is encoded in the DNA sequence of target enhancers. To gain insight into how E93 differentially
regulates enhancer accessibility, we examined the DNA sequence of E93-sensitive sites. This analysis
revealed that sites that decrease in accessibility in response to E93 binding contain higher quality as
well as a greater number of E93 motifs relative to increasing E93-sensitive sites or E93-insensitive
sites. Characteristics such as motif quality and quantity can determine whether a transcription factor
activates or represses target enhancers (Parker et al., 2011; Scully, 2000; White et al., 2016). Thus,
differential E93 motif composition could serve as a key determinant for the opposing effects E93 has
on target chromatin. Increased E93 motif content in decreasing E93-sensitive sites could indicate
that control of chromatin accessibility at these sites occurs independently of other transcription
factors. However, we disfavor this hypothesis because it predicts that decreasing sites would be
disproportionately enriched relative increasing sites amongst E93-sensitive regions. Comparing
the ratio of decreasing to increasing sites reveals no differences in E93-sensitive sites relative to
E93-dependent sites. Thus, E93 is no more likely to close chromatin as it is to open, suggesting both
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types of target are equally dependent on coregulators. Further studies are necessary to identify the
coregulator proteins used by E93 to differentially control chromatin accessibility. Identifying these
factors will help reveal the mechanisms controlling enhancer competence in development.
3.4 Materials & Methods
3.4.1 Drosophila culture and genetics
Either ci-GAL4 or en-GAL4 lines were used for enhancer experiments with similar effects on
reporter activity. Crosses were raised at 22ºC and vials were shifted to 29ºC for 24-hours to induce
E93 expression, unless otherwise indicated. For the experiments presented in Figure 2B (Early L3),
larvae were dissected 5-hours after the shift to 29°C. For the experiments presented in Figure 5B,
larvae were dissected 48-hours after the shift to 29ºC. Wandering third instar larvae were dissected
for all experiments, except for the experiments presented in Figure 5D, in which mid-prepupae (5-7h
APF) were collected after 24-hours of E93 induction. The vg-GAL4, Tub>CD2>GAL4, UAS-GFP,
UAS-FLP; GAL80ts driver was used for FAIRE-seq and ChIP-seq. Embryos were collected for
6-hours on apple plates at 25ºC and then transferred to 29ºC for 36-hours. GFP-positive larvae then
were picked, transferred to vials, and raised for 4.5 days at 18ºC. Vials were then switched back to
29ºC for 15-hours to induce E93 expression. Wandering third instar larvae were dissected.
3.4.2 Fly stocks used:
w; Tub-GAL80ts; tm2/tm6b (BDSC 7108)
w; Tub-GAL80ts; tm2/tm6b (BDSC 7108)
yw; UAS-E93-3xHA (FlyORF F000587, Bischof et al., 2013)
yw; vg-GAL4, UAS-FLP, UAS-GFP, Tub>CD2>GAL4 / CyO (Crickmore and Mann, 2006)
yw; en-GAL4 (Gift of Greg Matera)
yw; ci-GAL4 (Gift of Robert Duronio)
yw; broaddisc-tdTomato (Uyehara et al., 2017)
yw; nubvein-nlsGFP (Uyehara et al., 2017)
yw; tncwv-tdTomato (Uyehara et al., 2017)
yw; tncblade-tdTomato (Uyehara et al., 2017)
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3.4.3 Immunofluorescence and image analysis
Immunofluorescence experiments and confocal imaging were performed as previously described
(McKay and Lieb, 2013). The following antibodies were used: rabbit anti-E93 (1:2500, Uyehara
et al., 2017), mouse anti-HA (1:1000, Sigma H3663), rabbit anti-HA (1:500, Abcam ab9110),
guinea pig anti-Teashirt (1:1000, Zirin and Mann, 2007), mouse anti-Wingless (1:25, DSHB 4D4),
rabbit anti-Smad3 (phospho S423 + S425) (pMad, 1:200, Abcam ab52903). Alexafluor secondary
antibodies (Invitrogen) were used at 1:1000. Precociously expressed E93 and endogenous E93 at ˜30h
APF were quantified by immunofluorescence using anti-E93 and Alexa 633 secondary. Fluorescent
intensity was measured using ImageJ (Schindelin et al., 2012). WT 30h APF pupal wings were
combined with 3LW wing imaginal discs precociously expressing E93 in the same tube for antibody
incubations, then mounted on the same slide and imaged with identical settings (Leica Confocal SP5).
E93 levels were quantified by measuring mean grey value in 25x25 pixel selections (10 selections
per wing and 3 wings each). E93 signal was normalized by dividing by the mean background, which
was calculated from 9 25x25 pixel selections in E93-negative portions of tissue in each experiment.
3.4.4 High throughput sequencing & data analysis
FAIRE-seq and ChIP-seq were performed as previously described (Uyehara 2017). Briefly, ChIP
experiments were performed in duplicate using a minimum of 200 wings for each replicate. Control
genotypes contained the GAL4 driver but lacked the UAS-E93-3xHA transgene. Immunoprecipitation
was performed using 5 µg of Rabbit anti-HA (Abcam, ab9110). FAIRE-seq in precocious E93-
expressing wings was performed using 45–60 wings in duplicate. Reads were aligned to the dm3
reference genome with Bowtie2 (Langmead and Salzberg, 2012). ChIP peaks were called with
MACS2 (Zhang et al., 2008) on each replicate using as background reads from the control genotype
(precocious E93 experiments) or from a sonicated genomic DNA library (wild-type 24hAPF E93).
ChIP peaks that overlapped between biological replicates were used for analysis. E93 binding
categories were identified by intersecting the resulting peak lists from precocious E93 ChIP and
wild-type E93 ChIP using the ChIPpeakAnno package from bioconductor (Gentleman et al., 2004; R
Core Team, 2017). Summits from the resulting union ChIP peak list were recomputed from aligned
reads from pooled replicates using FunChip (setting d = 125) (v1.0.0) (Parodi et al., 2017). Summits
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from entopic and orphan sites were computed from wild-type late E93 ChIP-seq, while summits
from ectopic sites were computed from precocious E93 ChIP. Chromatin accessibility differences
within precocious E93 ChIP peaks were identified by counting FAIRE-seq reads within the union
set of E93 ChIP peaks using featureCounts (setting allowMultioverlap = T) from Rsubread and
testing for differential accessibility with DESeq2 using an adjusted p value < 0.05 and an absolute
log2FoldChange > 1 (Liao et al., 2019; Love et al., 2014). Concordance of precocious chromatin
accessibility changes with wild-type chromatin accessibility changes was determined using DESeq2,
using an adjusted p value < 0.05. Average signal line plots were generated using seqplots and
ggplot2 from z-score normalized bigwig files at 10 base-pair resolution (Stempor and Ahringer,
2016; Wickham, 2009). Signal tracks were rendered in R with Gviz and cowplot (Hahne and Ivanek,
2016; Wilke, 2017). Overlap of ChIP peaks with genomic feature annotations was performed with
ChIPseeker (v1.5.1), using the TxDb.Dmelanogaster.UCSC.dm3.ensGene annotation package from
Bioconductor (Carlson, 2015).
3.4.5 Motif scanning
The dm3 assembly of the Drosophila melanogaster genome was scanned for the E93 motif from
the FlyFactor Survey database using FIMO v4.12.0 (setting –thresh 0.01 –max-strand –text –skip-
matched-sequence) (Grant et al., 2011; Zhu et al., 2011). Motifs overlapping a 20-base pair window
around ChIP peak summits were identified using GenomicRanges findOverlaps (Lawrence et al.,
2013). Motif number per window was quantified by directly counting these overlaps. For each peak
category, motif quality within these windows was compared by using the ‘oneway.test’ function in R.
Motif centrality within peaks was compared by computing the distance from each peak summit to the
nearest E93 motif, then comparing the distribution of distances between binding categories using the
ks.test function in R. PWMs of matched E93 motifs from within binding categories were derived by
returning the DNA sequence matching each E93 motif detected within each peak. Sequences were
converted to PWMs using the ‘PWM‘ function from Biostrings, then converted to PFMs using the
toPFM function from PWMEnrich (v4.10.0) (Pagès et al.; Stojnic and Diez, 2016). Sequence logos
were rendered using ggseqlogo (Wagih, 2017). Similarity of rederived E93 motifs was compared
using a version of the TFBSTools PWMPearson internal function modified to accept PFMs (Tan and
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Lenhard, 2016). Motif similarity heatmaps in S4D were rendered using ComplexHeatmap (Gu et al.,
2016).
3.4.6 De novo motif analysis
DREME (v4.12.0) was used to scan a 100bp region around each E93 ChIP peak summit within
each E93 binding category using shuffled input sequences as background (using: dreme-py3 -dna -e
0.05 -m 10 -mink 3 -maxk 8) (Bailey, 2011). For analysis within E93 sensitive sites, the same analysis
was performed within a 200bp window around peak summits. Discovered motifs were imported into
R using the importMatrix function from motifStack (v1.29.8) (Ou et al., 2018). Similarity values
for discovered motifs were determined using the motifSimilarity function from PWMEnrich on all
pairwise combinations of discovered motif(Stojnic and Diez, 2016). Clustering of PWM similarity
was also performed by heirarcical clustering of motif distances computed using MotIV (v1.30.0)
functions ‘motifDistances‘ and ‘motifHclust‘ (Mercier and Gottardo, 2014). Clustered tree was
rendered using ggdendro, ggseqlogo, and cowplot (de Vries and Ripley, 2016; Wagih, 2017; Wilke,
2017). Discovered motifs were matched to motifs from the Fly Factor Survey using TOMTOM
(v4.12.0, using: tomtom -no-ssc -min-overlap 5 -dist “pearson” -evalue -thresh 10.0), displayed
matches represent those corresponding to the top hit from this analysis (Gupta et al., 2007).
3.4.7 Targeted motif analysis
Directed motif searches were performed using AME (v5.1.0, setting: ame –scoring avg –method
fisher –hit-lo-fraction 0.25 –evalue-report-threshold 10) to scan a 200 bp region around E93 binding
category summits (using all ChIP peaks as background) and E93 sensitive summits (insensitive sites
used as background). Searches within dynamic clusters were performed using a 100bp window
around the summit of each dynamic cluster, using all other dynamic clusters as background. For
all analyses PWMs from the entire Fly Factor Survey were used for detection. All results were
first filtered to remove any motifs from TFs with FPKM values < 5 in wings during our wild-type
RNAseq timecourse, reasoning that TFs passing this threshold are more likely to be functional during
wing development (GSE77562).
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3.4.8 Analysis of histone modifications
Data from GSE59769 were processed as described above for ChIP-seq (Schertel et al., 2015).
Bigwigs were generated at 10bp resolution and z-score normalized for analysis. Signal within target
regions was extracted using seqPlots for heatmaps and average signal plots (Stempor and Ahringer,
2016). Heatmaps were generated using EnrichedHeatmap (Gu et al., 2018).
3.4.9 Western blotting
Wing discs were dissected from E93GFSTF animals at 6-hour intervals relative to puparium
formation by staging animals as white prepupae (3LW larvae were used as the –6h timepoint).
Western blots were performed as previously described, with the following changes. 20 wings were
collected per timepoint and stored at -80 °C. Samples were lysed in hot Laemmli sample buffer
(Leatham-Jensen et al., 2019; Uyehara and McKay, 2019). Samples were run for 60-minutes at 100
V on a 7.5% Biorad stain-free TGX gel. Total protein stains were collected by laying the PAGE gel
directly onto a UV transilluminator for 3 minutes and imaged on an Amersham Imager 600; the
gel was kept hydrated with distilled water during all total protein crosslinking and imaging steps.
After imaging the total protein stain, protein was transferred to a 0.2 µm nitrocellulose membrane
at 100 V for 60 minutes. E93GFSTF protein was detected using rabbit-anti-GFP (1:5000, abcam
ab290), HRP-conjugated secondary (1:10000 donkey anti-Rabbit-HRP, GE Healthcare #NA934V)
and Amersham ECL prime detection kit (GE healthcare, RPN2232). Blots were imaged on an
Amersham Imager 600. Signals were quantified with FIJI. Each of three replicates were scaled first
to total protein then relative to the maximum E93 signal (24h APF) for quantification.
3.4.10 Acknowledgements
We thank Daphne Knudsen for assistance with E93 western blots, Mary Leatham-Jensen for help
with FAIRE and ChIP experiments, Jill Dowen and Greg Matera for critical reading of the manuscript,
and members of the McKay and Dowen labs for useful discussions. The Wg antibody, developed
by Steve Cohen, was obtained from the Developmental Studies Hybridoma Bank, created by the
NICHD of the NIH and maintained at The University of Iowa, Department of Biology, Iowa City, IA
70
52242. Stocks obtained from the Bloomington Drosophila Stock Center (NIH Grant P40OD018537)
were used in this study.
3.4.11 Competing Interests
No competing interests declared
3.4.12 Funding
M.J.N. was supported in part by NIH Grant T32GM007092 and an NSF GRFP Award. This
work was supported in part by Research Scholar Grant RSG-17-164-01-DDC to D.J.M from the
American Cancer Society, and in part by Grant R35-GM128851 to D.J.M. from the National Institute
of General Medical Sciences of the NIH (https://www.nigms.nih.gov/).
3.4.13 Data availability
Data generated from this study can be found using GEO accession number GSE141738. All
code used for data processing and analysis will be made available upon request.
71
3.5 Figures
Figure 3.1: (A) Illustrations of larval wing imaginal discs and late pupal wings depicting that E93-
dependent changes in chromatin accessibility correlate with temporal changes in the activity of two
target enhancers (expression patterns indicated in green and red). (B) Schematic of E93 induction
and relative timing of precocious E93 expression (teal) versus endogenous E93 expression (magenta).
GAL4 drivers in combination with GAL80ts were used to initiate precocious E93 expression in
mid-third instar larvae (L3) for subsequent dissection in wandering third instar larvae (3LW).
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Figure 3.2: (A, C, E, G) Schematic of spatiotemporal enhancer activity alongside immunofluores-
cence examples. (A) brdisc is active in wing discs and inactive in pupal wings. (B) (left panels)
Confocal image depicting brdisc activity (green) in control genotypes lacking the UAS-E93 trans-
gene. (middle panels) brdisc remains active (green) after a 5-hour E93 (magenta) induction. (right
panels) brdisc activity (green) is lost in E93-expressing cells (magenta) after a 24-hour induction.
(C) tncblade (cyan) is inactive in wing discs but is active in pupal wings in the body wall (arrows)
marked by Tsh (yellow), and in intervein cells of the blade. (D) (left panels) tncblade is inactive in
control genotypes lacking the UAS-E93 transgene. ci-GAL4 pattern is indicated in yellow. (right
panels) tncblade is active (green) in E93-expressing cells (left of red dashed line) also expressing Tsh
(magenta). (E) tncwv (cyan) is inactive in wing discs but is active in pupal wings along longitudinal
veins marked by pMad (yellow). Cyan arrows indicate high level tncwv activity in the marginal and
L5 veins. (F) (left panels) tncwv is inactive in control genotypes lacking the UAS-E93 transgene.
ci-GAL4 pattern is indicated in yellow. (right panels) tncwv is active (green) in E93-expressing cells
(left of dashed red line) with high pMad levels (magenta). (G) nubvein (green) is inactive in wing
discs, but is active in pupal wings along the longitudinal veins. E93 expression is shown in magenta
(H) nubvein (green) is inactive in wing discs regardless of E93 expression (magenta). Scale bars =
100µm
Figure 3.3: (A) Browser shot of ChIP-seq data for WT and precocious E93 wings. Colored highlights
correspond to ectopic (blue), entopic (green), and orphan (brown) sites. (B) Venn diagram of peak
overlaps between WT and precocious E93 ChIP-seq datasets. (C) Average signal plots of ChIP-seq
z-score within each binding category for WT and precocious E93 ChIP. (D) Cumulative distribution
of the number of E93 motifs within 20bp of the summit for each binding category. (E) Violin plots
depicting motif quality (–log10 p-value) for all E93 motifs within 20bp of E93 ChIP peak summits
for each binding category (p > 0.05, one-way analysis of means, not assuming equal variance).
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Figure 3.4: (A–C) Average FAIRE-seq signal (z-score) from WT 3LW wings (green), WT 24hAPF
wings (dashed red), and precocious E93 3LW wings (teal) at precocious E93 binding sites that
decrease accessibility (A), increase in accessibility (B), or remain static (C) in response to precocious
E93 expression. (D–E) Browser shots of FAIRE-seq and ChIP-seq signal (z-scores) at the brdisc
enhancer (D) and the tncwv and tncblade enhancers (E). (F) Browser shot of static sites bound by
precocious E93. (G–I) Stacked bar charts indicating the changes in chromatin accessibility that occur
in wild-type development for each of the three E93 binding site categories.
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Figure 3.5: (A) Schematic depicting timing of prolonged E93 induction (orange), prior precocious
E93-induction (teal), and endogenous E93 expression (black). Dashed vertical line indicates time of
dissection. (B) Confocal image of nubvein activity (green) in 3LW wing disc precociously expressing
E93 (magenta) for 48-hours. (C) Schematic depicting timing of E93 induction for mid-prepupal
wings (yellow), prior precocious E93-induction (teal), and wild-type E93 expression (black). (D)
Confocal images of nubvein activity (green) in mid-prepupal wings precociously expressing E93
(magenta) for 24-hours. Control wing lacking en-GAL4 is shown at the right. (E) Browser shot




(A) Heatmap of chromatin accessibility over time within E93 ChIP peaks represented as fraction
of maximum accessibility clustered using k-means (k=8). (B) Line plots depicting FAIRE signal
for each cluster in A. Black lines: median fraction of max FAIRE signal. Grey area: interquartile
range. Accessibility within ChIP-peaks overlapping enhancers is plotted in color indicated by inset
labels. (C) Western blot of E93 levels in WT wings over time. (D) Quantification of E93 protein
levels. Error bars = SE of Mean.
Figure 3.7: E93 expression defines a temporal window of enhancer competency by instructing
changes to chromatin accessibility at a subset of sites to which it binds. Transcription factors that
bind with E93 at target enhancers determine whether E93 opens or closes chromatin. Regulation
of chromatin accessibility by temporal transcription factors may enable redeployment of spatial
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Figure 3.S1: (A) Experimental details of ci-GAL4/GAL80tscontrol of the UAS-E93-3xHA transgene.
Crosses were raised at room temperature ( 22°C), at which temperature GAL80ts is stable and can
repress GAL4 activity, until mid-third instar (144h-168h). They were then switched to 29°C, at
which temperature GAL80ts is inactive, thereby inducing E93 expression. Wandering third-instar
larvae (3LW) were dissected twenty-four hours later for immunostaining. (B) Box plots depicting
quantification of E93 levels driven by ci-GAL4 in 3LW wing discs relative to endogenous E93 levels
in pupal wings 30h after puparium formation (APF) using anti-E93 antibodies. (C) Experimental
details of the vg-GAL4 lineage tracing experiments. Crosses were maintained at 29°C for thirty-six
hours to permit vg-GAL4 driven flip-out of the stop cassette. Crosses were then shifted to 18°C for
4.5 days. Finally, crosses were shifted back to 29°C for fifteen hours before dissecting wandering
third-instar larvae (3LW). Due to the inefficiency of flip-out, some portion of each disc remains WT
(white regions). (D) Box plots depicting quantification of E93 levels driven using the vg-GAL4
system in 3LW wings relative to endogenous E93 in pupal wings 30hAPF using anti-E93 antibodies.
Averages noted in red. n = 30 (10 measurements across 3 wings) per condition.
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Figure 3.S2: (A, C, E) Precocious expression of E93 (magenta) in the anterior compartment using ci-
GAL4 deactivates the discenhancer, and activates the tncwv and tncblade enhancers (green). In control
experiments lacking a 29°C shift (right panels), E93 was not expressed and no change in enhancer
activity was observed. (B, D, F) Precocious expression of E93 (magenta) in the posterior compartment
with en-GAL4 deactivates the discenhancer and activates the tncblade and tncwv enhancers similarly
to their response to E93 expression with ci-GAL4. (G) tncblade (green) is precociously activated by
ectopic E93 expression in cells proximal to the outer ring of Wg (magenta). (H) Wild-type pMad
pattern (yellow) in 3LW wing discs. Scale bars = 100m.
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Figure 3.S3: (A) Stacked bar chart plotting the fraction of total sites present at annotated genomic
regions. Distributions are shown for the full set of E93 chip peaks, the mappable dm3 assembly,
and each E93 binding category separately. (B) Average signal plot of FAIRE-seq signal within each
binding category during wild-type 3LW and wild-type 24h APF wings. (C) Scatter plots of FAIRE
signal (z-score) in wild-type 3LW and wild-type 24APF wings for each E93 binding category. Colors
represent point density. Pearson’s R values are reported for each category reflecting the correlation
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Figure 3.S4: (A) Cumulative distribution plot showing the distance from the summit to the nearest
E93 motif. n.s. = p > 0.05 KS-test. (B) PWMs derived from E93 motifs within E93 binding
categories compared to the E93 motif from the Fly Factor Survey database. (C) Heatmap of Pearson
correlation values between the PWMs shown in (B) values are hierarchically clustered.
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Figure 3.S5: (A) Heatmap of PWM correlations for de novo discovered motifs within each E93 bind-
ing category. Color represents Pearson’s R value. Heatmap is clustered by hierarchical clustering of
correlation coefficients. (B) Clustering based on PWM distances. (C) Table displaying characteristics
of de novo discovered motifs not found in all 3 binding categories. Best Match indicates the top
matched Fly Factor Survey motif for the discovered PWM. Pvalue indicates the DREME p-value. %
Positive and % Negative indicate the fraction of sites in foreground vs background sequences that
contain a match to the de novo PWM. (D) Heatmap showing the top hits following directed motif
scanning within each E93 binding category. Color represents -log10(adjusted p-value) of enrichment.
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Figure 3.S6: (A) Average signal plots of histone PTM ChIP-seq z-scores (normalized to total H3
signal) at E93 sensitive and insensitive sites in wild-type 3LW wings. (B) Heatmap of H3K27Ac
signal inside E93 sensitive sites. (C) Heatmap of H3K4m1 signal within E93 sensitive sites.
Figure 3.S7: (A) PWMs of de novo discovered motifs within decreasing E93-sensitive sites compared
to their corresponding best matched motif. The motif matching Mes2 strongly resembles the E93
motif. (B) Bar plot of enrichment ratio for de novo discovered motifs from (A) within E93 sensitive
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All E93 Motif MatchesC
Figure 3.S8: (A) Pie charts showing the fraction of E93 binding sites containing at least 1 match to
the E93 motif. (B) Lineplot showing the fraction of E93 binding sites containing a given number of
E93 motifs. (C) Violin plots depicting E93 motif quality within E93 binding sites. * = p < 0.05, **
= p < 0.015, oneway anova followed by TukeyHSD test.
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Figure 3.S9: (A) PWMs of de novo discovered motifs within increasing E93-sensitive sites compared
to their corresponding best matched motif. (B) Bar plot of enrichment ratio for de novo discovered
motifs (from (A)) within increasing E93-sensitive sites. Color of bar represents confidence that this
PWM is the correct match to the de novo PWM.
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Figure 3.S10: Heatmaps of motifs detected in each temporal cluster. Facets represent motifs which












































































Figure 3.S11: mRNA levels of transcription factors identified in motif analyses plotted as the fraction
of maximum signal during a wild-type wing developmental timecourse.
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CHAPTER 4: MEMES: AN R INTERFACE TO THE MEME SUITE
Introduction
Biopolymers, such as DNA and protein, perform varying functions based on their primary
sequence. Short, repeated sequences, or “motifs” represent functional units within biopolymers that
can act as interaction surfaces, create structure, or contribute to enzymatic activity. Identification of
similar motifs across multiple sequences can provide evidence for shared function, such as identifica-
tion of kinase substrates based on similarities in phosphorylation site sequence, or characterizing
DNA elements based on shared transcription factor binding sequences (Kemp and Pearson, 1990).
Thus the ability to identify, classify, and compare motifs represents a key step in the analysis of
biological sequences.
The MEME Suite is a widely utilized set of tools to interrogate motif content across a broad
range of biological contexts (Bailey et al., 2009). With over 25,000 citations to date, and greater than
30,000 unique users of the webserver implementation annually, the MEME Suite has emerged as a
standard tool in the field (mem, b,a). However, several factors limit the full potential of these tools for
use in data analysis. MEME Suite tools require carefully formatted inputs to achieve full functionality,
yet few tools exist to simplify the process of data formatting, requiring instead that users write custom
code to prepare their data, or prepare the inputs by hand, both of which have the potential to be error
prone without rigorous testing. Furthermore, the output data from each MEME Suite tool often have
complex structures that must be parsed to extract the full suite of information, again requiring users
to write custom code for this task. Finally, although the data-generation capabilities of the MEME
Suite are excellent, the tools lack powerful ways to visualize the results. Collectively, these factors
act as barriers to adoption, preclude deeper analysis of the data, and limit communication of results
to the scientific community.
Here we present memes, a motif analysis package that provides a seamless interface to MEME
Suite tools within R. memes uses base R and Bioconductor data types for data input and output, facil-
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itating better integration with common analysis tools like the tidyverse and other Bioconductor
packages. Unlike the commandline implementation, memes outputs also function as inputs to other
MEME Suite tools, allowing simple construction of motif analysis pipelines without additional data
processing steps. Additionally, R/Bioconductor data structures provide a full-featured representation
of MEME Suite output data, providing users quick access to all relevant data structures with simple
syntax.
memes is designed for maximum flexibility and ease of use to allow users to iterate rapidly during
analysis. Here we present several examples of how memes allows novel analyses of transcription
factor binding profile (ChIP-seq) and open chromatin profile (FAIRE-seq) data by facilitating
seamless interoperability between MEME Suite tools and the broader R package landscape.
Design & Implementation
Core Utilities
MEME Suite tools are run on the commandline and use files stored on-disk as input while
returning a series of output files containing varying data types. As a wrapper of MEME tools, memes
functions similarly by assigning each supported MEME Suite tool to a run function (runDreme(),
runMeme(), runAme(), runFimo(), runTomTom()), which internally writes input objects
to files on disk, runs the tool, then imports the data as R objects. These functions accept sequence
and motif inputs as required by the tool. Sequence inputs are accepted in BioStrings format, an
R/Bioconductor package for storing biopolymer sequence data (Pagès et al., 2021). Motif inputs
are passed as universalmotif objects, another R/Bioconductor package for representing motif
matrices and their associated metadata (Tremblay, 2021). memes run functions will also accept
paths to files on disk, such as fasta files for sequence inputs, and meme format files for motif inputs,
reducing the need to read large files into memory. Finally, each run function contains optional
function parameters mirroring the commandline arguments provided by each MEME Suite tool. In
this way, memes provides a feature-complete interface to the supported MEME Suite tools.
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Output Data Structures
MEME tools return HTML reports for each tool that display data in a user-friendly way; however,
these files are not ideal for downstream processing. Depending on the tool, data are also returned in
tab-separated, or XML format, which are more amenable to computational processing. However,
in the case that tab-separated data are returned, results are often incomplete. For example, the
TomTom tool, which compares query motifs to a database of known motifs, returns tab-separated
results that do not contain the frequency matrix representations of the matched motifs. Instead,
users must write custom code to parse these matrices back out from the input databases, creating
additional barriers to analysis. In the case that data are returned in XML format, these files contain all
relevant data; however, XML files are difficult to parse, again requiring users to write custom code to
extract the necessary data. Finally, the data types contained in MEME Suite outputs are complex and
multidimensional, and thus require special data structures to properly organize the data in memory.
memes provides custom-built data import functions for each supported MEME Suite tool, which
import these data as modified R data.frames (described in detail below). These functions can be called
directly by users to import data previously generated by the commandline or webserver versions of
the MEME Suite for use in R. These import functions also underlie the import step internal to each
of the run functions, ensuring consistent performance.
Structured data.frames hold multidimensional output data
Data returned from MEME Suite tools are complex and multidimensional, making them difficult
to represent in a simple data structure. For example, MEME and DREME return de-novo discovered
motifs from query sequences along with statistical information about their enrichment (Bailey and
Elkan, 1994; Bailey, 2011). In this instance, a position frequency matrix (PFM) of the discovered
motif can be represented as a matrix, while the properties of that matrix (e.g. the name of the motif,
the E-value from the enrichment test, background nucleotide frequency, etc.) must be encoded
outside of the matrix, while maintaining their relationship to the corresponding PFM. However, other
MEME Suite tools, such as TOMTOM, which compares one motif to a series of several motifs to
identify possible matches, produce an additional layer of complexity such that input matrices (which
contain metadata as previously described) can have a one-to-many relationship with other motif
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matrices (again with their own metadata) (Gupta et al., 2007). Thus an ideal representation for these
data is one that can hold an unlimited number of motif matrices and their metadata, contain complex
hierarchies, and be easily manipulated using standard analysis tools.
The universalmotif df data structure is a powerful R/Bioconductor representation for
motif matrices and their associated metadata (Tremblay, 2021). universalmotif df format
is an alternative representation of universalmotif objects where motifs are stored along rows
of a data.frame, and columns store metadata associated with each motif. Adding one-to-many
relationships within this structure is trivial, as additional unviersalmotif dfs can be nested
within eachother. These universalmotif dfs form the basis for a majority of memes data
outputs. These structures are also valid input types to memes functions, and when used as such,
output data are appended as new columns to the input data, ensuring data provenance. Finally, because
universalmotif dfs are extensions of base R data.frames, they can be manipulated using base
R and tidyverse workflows. Therefore, memes data integrate seamlessly with common R
workflows.
Support for genomic range-based data
Motif analysis is often employed in ChIP-seq analysis, in which data are stored as genomic
coordinates rather than sequence. However, MEME Suite tools are designed to work with sequences.
While existing tools such as bedtools can extract DNA sequence from genomic coordinates, some
MEME tools require fasta headers to be specifically formatted. As a result, users must write custom
code to extract the DNA sequence for their genomic ranges of interest.
The memes function get sequence() automates extraction of DNA sequence from genomic
coordinates while simultaneously producing MEME Suite formatted fasta headers. get sequence()
accepts genomic-range based inputs in GenomicRanges format, the de-facto standard for genomic
coordinate representation in R (Lawrence et al., 2013). Other common genomic coordinate rep-
resentations, such as bed format, are easily imported as GenomicRanges objects into R using
preexisting import functions, meaning memes users do not have to write any custom import func-
tions to work with range-based data using memes. Sequences are returned in Biostrings format
and can therefore be used as inputs to all memes commands or as inputs to other R/Bioconductor
functions for sequence analysis.
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Data-aware motif analysis
Discriminative (or “differential”) motif analysis, in which motifs are discovered in one set of
sequences relative to another set, can uncover biologically relevant motifs associated with membership
to distinct categories. For example, during analysis of multiomic data, users can identify different
functional categories of genomic regions through integration with orthogonal datasets, such as
categorizing transcription factor binding sites by the presence or absence of another factor (Nystrom
et al., 2020). Although the MEME Suite allows differential enrichment testing, it does not inherently
provide a mechanism for analyzing groups of sequences in parallel, or for performing motif analysis
with an understanding of data categories. The memes framework enables “data-aware” motif analysis
workflows by allowing named lists of Biostrings objects as input to each function. If using
GenomicRanges, users can split peak data on a metadata column using the base R split()
function, and then use this result as input to get sequence(), which will produce a list of
BioStrings objects where each entry is named after the data categories from the split column.
When a list is used as input to a memes function, it runs the corresponding MEME Suite tool for
each object in the list. Users can also pass the name(s) of a category to the control argument to
enable differential analysis of the remaining list members against the control category sequences. In
this manner, memes enables complex data-aware differential motif analysis workflows using simple
syntax to extend the capabilities of the MEME Suite.
Data visualization
The MEME Suite provides a small set of data visualizations that have limited customizability.
memes leverages the advantages of the R graphics environment to provide a wide range of data
visualization options that are highly customizable. We describe two scenarios below.
The TomTom tool allows users to compare unknown motifs to a set of known motifs to identify
the best match. Visual inspection of motif comparison data is a key step in assessing the quality
and accuracy of a match (Gupta et al., 2007). The view tomtom hits() function allows users
to compare query motifs with the list of potential matches as assigned by TomTom, similar to the
commandline behavior. The force best match() function allows users to reassign the TomTom
best match to a lower-ranked (but still statistically significant) match in order to highlight motifs
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with greater biological relevance (e.g. to skip over a transcription factor that is not expressed in the
experimental sample, or when two motifs are matched equally well).
The AME tool searches for enrichment of motifs within a set of experimental sequences relative
to a control set (Buske et al., 2010). The meaningful result from this tool is the statistical parameter
(for example, a p-value) associated with the significance of motif enrichment. However, AME does
not provide a mechanism for visualizing these results.
The plot ame heatmap() function in memes returns a ggplot2 formatted heatmap of
statistical significance of motif enrichment. If AME is used to examine motif content of multiple
groups of sequences, the plot ame heatmap() function can also return a plot comparing motif
significance within multiple groups. Several options exist to customize the heatmap values in order to
capture different aspects of the output data. The ame compare heatmap methods() function
enables users to compare the distribution of values between samples in order to select a threshold
that accurately captures the dynamic range of their results.
Containerized analysis maximizes availability and facilitates reproducibility
memes relies on a locally installed version of the MEME Suite which is accessed by the user’s R
process. Although R is available on Windows, Mac, and Linux operating systems, the MEME Suite
is incompatible with Windows, limiting its adoption by Windows users. Additional barriers also
exist to installing a local copy of the MEME Suite on compatible systems, for example, the MEME
Suite relies on several system-level dependencies whose installation can be difficult for novice
users. Finally, some tools in the MEME Suite use python to generate shuffled control sequences for
analysis, which presents a reproducibility issue as the random number generation algorithm changed
between python2.7 and python3. The MEME Suite will build and install on both python2.7 and
python3 systems, therefore without careful consideration of this behavior, the same code run on
two systems may not produce identical results, even if using the same major version of the MEME
Suite. In order to increase access to the MEME Suite on unsupported operating systems, and to
facilitate reproducible motif analysis using memes, we have also developed a docker container
with a preinstalled version of the MEME Suite along with an R/Bioconductor analysis environment
including the most recent version of memes and its dependencies. As new container versions are
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released, they are version-tagged and stored to ensure reproducibility while allowing updates to the
container.
Results
Here we briefly highlight each of memes current features for analyzing ChIP-seq data. Additional
detailed walkthroughs for each supported MEME Suite tool, and a worked example using memes to
analyze ChIP-seq data can be found in the memes vignettes and the package website (snystrom.
github.io/memes). In the following example, we reanalyze recent work examining the causal
relationship between the binding of the transcription factor E93 to changes in chromatin accessibility
during Drosophila wing development (Nystrom et al., 2020). Here, we utilize ChIP-seq peak calls
for E93 that have been annotated according to the change in chromatin accessibility observed before
and after E93 binding. These data are an emblematic example of range-based genomic data (E93
ChIP peaks) containing additional groupings (the chromatin accessibility response following DNA
binding) whose membership may be influenced by differential motif content. We show how memes
syntax allows complex analysis designs, how memes utilities enable deep interrogation of results,
and how memes flexible data structures empower users to integrate the memes workflow with tools
offered by other R/Bioconductor packages.
The aforementioned ChIP-seq peaks are stored as a GRanges object with a metadata column
(e93 chromatin response) indicating whether chromatin accessibility tends to increase (“In-
creasing”), decrease (“Decreasing”), or remain unchanged (“Static”) following E93 binding.
head(chip_results, 3)
## GRanges object with 3 ranges and 2 metadata columns:
## seqnames ranges e93_chromatin_response
## <Rle> <IRanges> <character>
## [1] chr2L 5651-5750 Static
## [2] chr2L 37478-37577 Increasing
## [3] chr2L 55237-55336 Static
## -------
## seqinfo: 6 sequences from an unspecified genome; no seqlengths
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all_sequences <- chip_results %>%
get_sequence(dm.genome)
head(all_sequences)
## DNAStringSet object of length 6:
## width seq names
## [1] 100 GGAGTGCCAAC...GAAGCAA chr2L:5651-5750
## [2] 100 CGTTAGAATGG...CATCCTC chr2L:37478-37577
## [3] 100 AAGCAGTGGTC...AATCCAG chr2L:55237-55336
## [4] 100 CAGTACTTCAC...AAACTAG chr2L:62469-62568
## [5] 100 CGCTGAATTGC...AGTCAGT chr2L:72503-72602
## [6] 100 CAATCTTACAC...ACACTAG chr2L:79784-79883
In order to perform analysis within different groups of peaks, the GRanges object can be
split() on a metadata column before input to get sequence().
sequences_by_response <- chip_results %>%
split(mcols(.)$e93_chromatin_response) %>%
get_sequence(dm.genome)
This produces in a BStringSetList where list members contain a DNAStringSet for each group
of sequences.
head(sequences_by_response)






The DREME tool can be used to discover short, novel motifs present in a set of input sequences
relative to a control set. The runDreme() command is the memes interface to the DREME
tool. runDreme() syntax enables users to produce complex discriminative analysis designs using
intuitive syntax. Examples of possible designs and their syntax are compared below.
# Use all sequences vs shuffled background
# Produces:
# - All Sequences vs Shuffled All Sequences
runDreme(all_sequences, control = "shuffle")
# For each response category, discover motifs against
# a shuffled background set
# Produces:
# - Increasing vs Shuffled Increasing
# - Decreasing vs Shuffled Decreasing
# - Static vs Shuffled Static
runDreme(sequences_by_response, control = "shuffle")
# Search for motifs enriched in the
# "Increasing" peaks relative to "Decreasing" peaks
# Produces:
# - Increasing vs Decreasing
runDreme(sequences_by_response$Increasing,
control = sequences_by_response$Decreasing)
# Use the "Static" response category as the control
# set to discover motifs
# enriched in each remaining category relative to static sites
# Produces:
# - Increasing vs Static
# - Decreasing vs Static
runDreme(sequences_by_response, control = "Static")
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# Combine the "Static" and "Increasing" sequences and
# use as a background set to
# discover motifs enriched in the remaining categories
# Produces:
# - Decreasing vs Static+Increasing
runDreme(sequences_by_response,
control = c("Static", "Increasing"))
dreme_vs_static <- runDreme(sequences_by_response,
control = "Static")
These data are readily visualized using the universalmotif::view motifs() func-
tion. Visualization of the results reveals two distinct motifs associated with decreasing and in-
creasing sites (Figure 4.1). In this analysis, the de-novo discovered motifs within each cate-
gory appear visually similar to each other; however, the MEME Suite does not provide a mech-
anism to compare groups of motifs based on all pairwise similarity metrics. We utilized the
universalmotif::compare motifs() function to compute Pearson correlation coefficients
for each set of motifs to quantitatively assess motif similarity (Figure 4.1).
Transcription factors often bind with sequence specificity to regulate activity of nearby genes.
Therefore, comparison of de-novo motifs with known DNA binding motifs for transcription factors
can be a key step in identifying transcriptional regulators. The TomTom tool is used to compare un-
known motifs against a list of known motifs to identify matches, memes provides the runTomTom()
function as an interface to this tool. By passing the results from runDreme() into runTomTom()
and searching within a database of Drosophila transcription factor motifs, we can identify candidate




































































































Figure 4.1: PWMs of discovered motifs in Decreasing (A) and Increasing (B) sites. C,D Pearson
























Figure 4.2: Representative plots generated by view tomtom hits showing the top hit for motifs
discovered in decreasing (A) and increasing (B) peaks.
Table 4.1: Summary of all TomTom matches for de-novo motifs discovered in E93 responsive ChIP
peaks.
Using this approach, the results can be visualized using the view tomtom hits() function
to visually inspect the matches assigned by TomTom, providing a simple way to assess the quality
of the match. A representative plot of these data is shown in Figure 4.2, while the full results can
be viewed in Table 4.1. This analysis revealed that the motifs associated with decreasing sites are
highly similar to the E93 motif. Conversely, motifs found in increasing sites match the transcription
factors Br, L(3)neo38, Gl, and Lola (Table 4.1). These data support the hypothesis that E93 binding
to its motif may play a larger role in chromatin closing activity, while binding of the transcription
factor br is associated with chromatin opening.
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Motif enrichment testing using runAme
Discovery and matching of de-novo motifs is only one way to find candidate transcription factors
within target sites. Indeed, in many instances, requiring that a motif is recovered de-novo is not
ideal, as these approaches are less sensitive than targeted searches. Another approach, implemented
by the AME tool, is to search for known motif instances in target sequences and test for their
overrepresentation relative to a background set of sequences (Buske et al., 2010). The runAme()
function is the memes interface to the AME tool. It accepts a set of sequences as input and control
sets, and will perform enrichment testing using a provided motif database for occurrences of each
provided motif.
A major limitation of this approach is that transcription factors containing similar families
of DNA binding domain often possess highly similar motifs, making it difficult to identify the
“true” binding factor associated with an overrepresented motif. Additionally, when searching for
matches against a motif database, AME must account for multiple testing, therefore using a larger
than necessary motif database can produce a large multiple testing penalty, limiting sensitivity of
detection. One way to overcome these limitations is to limit the transcription factor motif database
to include only motifs for transcription factors expressed in the sample of interest. Accounting
for transcription factor expression during motif analysis has been demonstrated to increase the
probability of identifying biologically relevant transcription factor candidates (Nystrom et al., 2020;
Malladi et al., 2020).
The universalmotif df structure can be used to integrate expression data with a motif
database to remove entries for transcription factors that are not expressed. To do so, we import a
Drosophila transcription factor motif database generated by the Fly Factor Survey and convert to
universalmotif df format (Zhu et al., 2011). In this database, the altname column stores
the gene symbol.
fly_factor <- "data/flyFactorSurveyCleaned.meme" %>%
universalmotif::read_meme() %>%
# Add motif names to the list entry
setNames(., purrr::map_chr(., ˜{.x[’name’]})) %>%
to_df()
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## # A tibble: 3 x 16
## name altname consensus strand icscore nsites
## <chr> <chr> <chr> <chr> <dbl> <int>
## 1 ab_SANG˜ ab BWNRCCAGGWMCN˜ +- 15.0 20
## 2 ab_SOLE˜ ab NNNNHNRCCAGGW˜ +- 14.6 446
## 3 Abd-A_F˜ abd-A KNMATWAW +- 7.37 37
## # ... with 7 more variables: bkgsites <int>,
## # pval <dbl>, qval <dbl>, eval <dbl>,
## # type <chr>, bkg <named list>, motif <I<named list>>
Next, we import a pre-filtered list of genes expressed in a timecourse of Drosophila wing
development.
wing_expressed_genes <- read.csv("data/wing_expressed_genes.csv")
Finally, we subset the motif database to only expressed genes using dplyr data.frame subsetting
syntax (note that base R subsetting functions operate equally well on these data structures), then
convert the data.frame back into universalmotif format using to list(). This filtering step
removes 43% of entries from the original database, greatly reducing the multiple-testing correction.
fly_factor_expressed <- fly_factor %>%
dplyr::filter(altname %in% wing_expressed_genes$symbol) %>%
to_list()
runAme() syntax is identical to runDreme() in that discriminative designs can be con-
structed by calling list entries by name. Data can be visualized using plot ame heatmap(),
revealing that the E93 motif is strongly enriched at Decreasing sites, while l(3)neo38, lola, and
br motifs are enriched in Increasing sites, supporting the de-novo discovery results (Figure 4.3).
Additionally, AME detects several other transcription factor motifs that distinguish decreasing and


















































Motif matching using runFimo
A striking result from these analyses is that the E93 motif is so strongly enriched within E93
ChIP peaks that decrease in accessibility. Significance of motif enrichment can be driven by several
factors, such as quality of the query motif relative to the canonical motif or differences in motif
number in one group relative to other groups. These questions can be explored directly by identifying
motif occurrences in target regions and examining their properties. FIMO allows users to match
motifs in input sequences while returning information about the quality of each match in the form of
a quantitative score (Grant et al., 2011).
In order to examine the properties of the E93 motif between different ChIP peaks, we scan all
E93 ChIP peaks for matches to the Fly Factor Survey E93 motif using runFimo(). Results are




Using plyranges, matched motifs can be joined with the metadata of the ChIP peaks with




Using this approach we can deeply examine the properties of the E93 motif within each chromatin
response category. First, by counting the number of E93 motifs within each category, we demonstrate
that Decreasing sites are more likely than increasing or static sites to contain an E93 motif (Figure
4.4A). We extend these observations by rederiving position-weight matrices from sequences matching
the E93 motif within each category, allowing visual inspection of motif quality across groups (Figure
4.4B). Notably, differences in quality at base positions 8-12 appear to distinguish increasing from
decreasing motifs, where decreasing motifs are more likely to have strong A bases at positions 8 and
9, while E93 motifs from increasing sites are more likely to have a T base pair at position 12 (Figure
4.4B). Examination of bulk FIMO scores (where higher scores represent motifs more similar to the
reference) also reveals differences in E93 motif quality between groups, in particular, E93 motifs
from Decreasing sites have higher scores (Figure 4.4C). Together, these data demonstrate that a
key distinguishing factor between whether a site will decrease or increase in chromatin accessibility
following E93 binding is the number and quality of E93 motifs at that site.
In summary, memes establishes a powerful motif analysis environment by leveraging the
speed and utility of the MEME Suite set of tools in conjunction with the flexible and extensive
R/Bioconductor package landscape.
Availability and Future Developments
memes is part of Bioconductor. Installation instructions can be found at bioconductor.
org/packages/memes. The memes package source code is available on github: github.
com/snystrom/memes. Documentation is stored in the package vignettes, and also available
at the package website: snystrom.github.io/memes. The memes docker container is
available on dockerhub: hub.docker.com/r/snystrom/memes_docker, and the container
source code is hosted at github: github.com/snystrom/memes_docker.
This manuscript was automatically generated using Rmarkdown within the memes docker






















































Figure 4.4: A. Stacked barplot showing fraction of each chromatin response category containing E93
motif matches. B. PWMs generated from E93 motif sequences detected in each chromatin response
category. C. Boxplot of FIMO Score for each E93 motif within each chromatin response category.
Outliers are plotted as distinct points.
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github.com/snystrom/memes_paper/. Data used in this manuscript can be found on GEO
at the following accession number: GSE141738.
In the future we hope to add additional data visualizations for examining motif positioning
within features. We will continue to add support for additional MEME Suite tools in future versions
of the package. Finally, we hope to improve the memes tooling for analyzing amino-acid motifs,
which although fully supported by our current framework, may require extra tools that we have not
considered.
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CHAPTER 5: BROAD CONTROLS DEVELOPMENTAL TIMING
THROUGH WIDESPREAD BINDING TO DYNAMIC OPEN CHROMATIN
5.1 Introduction
The Broad-Complex (br) is a primary response gene which encodes 4 Broad-Tramtrack-Bric-a-
brac (BTB) domain containing zinc-finger transcription factors responsible for the larval-to-pupal
transition in Drosophila and other holometabolous insects (DiBello et al., 1991; Spokony and Restifo,
2007; Konopova and Jindra, 2008; Ureña et al., 2016). Each Br isoform shares a common BTB
domain which is alternatively spliced to one of 4 pairs of zinc-fingers termed br-Z1 through br-Z4
(DiBello et al., 1991; Bayer et al., 1996; Mugat et al., 2000). Animals lacking all br isoforms fail to
pupariate, while those lacking individual isoforms have different lethal periods during development,
suggesting temporal specific requirements for their activity (Bayer et al., 1997).
BTB containing TFs are evolutionarily conserved across metazoans (Spokony and Restifo, 2007;
Maeda, 2016), and have important roles in humans. In human development, BTB-TFs are best
characterized for their role in regulating the timing of hematopoetic development , where different
lineages and developmental stages within lineages can be characterized by the expression of specific
BTB-TFs (Siggs and Beutler, 2012; Maeda, 2016; Lee and Maeda, 2012; Chaharbakhshi and Jemc,
2016). Further, mutations in these BTB-TFs are in many instances sufficient to drive or prime cells
for malignancy (Siggs and Beutler, 2012). Therefore, BTB-TFs are key regulators of development
and disease states.
BTB-TFs have been described to have several interactions with transcriptional repressors and
chromatin remodelers such as N-CoR, SMRT, and HDACs (Ahmad et al., 1998; Melnick et al.,
2002; Chaharbakhshi and Jemc, 2016). Additionally, some BTB-TFs have also been demonstrated to
directly recruit E3-ligases to ubiquitinate chromatin-associated proteins, altering their function, or
targeting them for degradation (Mathew et al., 2012; Chaharbakhshi and Jemc, 2016).
Several questions about the role of br in temporal gene regulation remain.
112
5.2 Results
5.2.1 Broad is required for wing development
To examine the consequence of tissue-autonomous loss of br function, we used a driver ex-
pressing GAL4 in all cells of the wing imaginal disc (hereafter, vg-disc), we drove expression of
a strong UAS-brRNAi construct throughout animal development and assayed the consequences
to wing development (Figure 5.2, Figure 5.1). Despite driving RNAi expression throughout wing
development, brRNAi discs exhibit wild-type morphology at third-instar (3LW), indicating that br is
not required for wing development before third instar (Figure 5.1). However, brRNAi discs appear
slightly smaller than their wild-type counterparts at 3LW, suggesting defects with disc growth devel-
opment following the entry to third instar (Figure 5.1). To test whether these defects persist into later
stages of development, we dissected wild-type and brRNAi wings after entry into metamorphosis at
0 hours and 6 hours after puparium formation (APF). During wild-type wing development, the cells
along the dorsal-ventral (DV) boundary evert outwards to begin the proess of wing blade formation,
which completes at 6APF when the blade is fully everted (Figure 5.1 top middle and top right panels).
Conversely, brRNAi discs fail to begin or complete eversion by 6APF, instead discs remain small and
the DV boundary cells do not evert (Figure 5.1). Instead, brRNAi wings appear to lose attachments
between the apical and basal layer of cells at 6APF, causing the discs to swell and become rounded,
suggesting the tissue responds incorrectly to developmental cues (these “swollen” 6APF brRNAi
discs are difficult to image using conventional means as the coverslip crushes them, resulting in
images of tissue that appear “squished”. Alternative imaging methods may provide additional insight
into the morphology of brRNAi wings at this stage.) (Figure 5.1). These observations are consistent
with phenotypes of whole-animal br mutants, which successfully molt to become 3rd instar larvae,
but cannot enter metamorphosis or progress further in development (Bayer et al., 1997).
To more carefully examine the defects observed in brRNAi wings, we examined the expression
profile of Dl, whose pattern is dynamic in discs over the course of third instar. Wild-type 3LW
wings express Dl in two sharp stripes along the DV boundary of the wing, while earlier third instar
wings express Dl in a diffuse single stripe along the DV boundary (Figure 5.3 left panel, data not
shown). BrRNAi discs exhibit a diffuse single stripe of Dl along the DV boundary, similar to that
of an early third-instar wing disc (Figure 5.3). Using a ci-GAL4 driver to express brRNAi in the
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anterior compartment of the wing disc, the brRNAi expressing compartment also exhibits a diffuse
single Dl stripe at the DV boundary, while the stage-matched wild-type compartment exhibits the
later double stripe, consistent with a cell autonomous requirement of br expression for progression of
the Dl pattern in wing discs (Figure 5.3). Together, these data indicate that br is required for proper
progression of wing development.
5.2.2 Br regulates a subset of dynamic gene expression during wing metamorphosis
In order to identify the gene regulatory program controlled by br, we performed RNAseq in
wild-type and brRNAi discs at 3LW and 6APF using the same vg-disc system to express brRNAi
throughout wing development. High correlation between experimental replicates, indicate high data
quality (Figure 5.4). We identified 1999 differentially expressed genes between 3LW and 6APF in
wild-type wings (Figure 5.5A). In brRNAi wings, we identified 2649 differentially expressed genes
between 3LW and 6APF (Figure 5.5D). To identify the set of dynamically expressed genes during
development which require br, we compared the gene expression pattern over time for each gene
in wild-type and brRNAi wing discs (Figure 5.6A). Using this approach, we determined that the
majority of genes that are dynamic during wild-type development are also dynamic and change in
the same direction in brRNAi wing discs. Only 31% of genes (191 genes) that decrease expression
during wild-type development fail to do so in brRNAi (Figure 5.6A). Similarly, only 17% (202 genes)
of genes that increase expression during wild-type development are affected by brRNAi (Figure
5.6A). Finally, 17% (887 genes) of genes which do not change during wild-type development fail to
remain static in brRNAi (Figure 5.6A). We refer to this set of 1,280 genes as “br-dependent” genes.
Together, these data demonstrate that despite the absolute requirement for br during development,
the majority of dynamic gene expression changes during development are not disrupted by brRNAi.
Next, we identified a smaller set of 508 genes which are differentially expressed between wild-
type and brRNAi wings at 3LW, referred to as “br-affected” genes (Figure 5.5B). Intersecting this
gene list with the list of br-dependent genes revealed only 25% of genes affected by brRNAi at 3LW
also depend on br for dynamic expression during development (Figure 5.6B). This indicates that
genes that are regulated by br at 3LW do not require br activity after entry into metamorphosis.
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5.2.3 Br exhibits widespread binding to the genome
To understand the role of br genomic binding in gene regulation we performed a series of
CUT&RUN (CnR) experiments using an antibody raised against the core BTB domain of Br,
common to all expressed isoforms (aBrCore) (Skene and Henikoff, 2017; Emery et al., 1994). Using
the vg-disc system, we performed aBrCore CnR in wild-type and brRNAi wing discs at 3LW (Figure
5.7). Using this method, we identified 4859 total peaks bound by br in wild-type wing discs (Figure
5.7A). Conversely, we identify only 1528 peaks present in brRNAi wings, and of these 1037 overlap
a peak found in control discs (Figure 5.7A). Analysis of CnR signal within all wild-type br peaks
reveals limited CnR signal in brRNAi tissue, demonstrating the specificity of the assay in assaying
Br binding (Figure 5.7B, C).
5.2.4 Br binding is dynamic during wing development and tissue specific
In order to uncover the determinants of br binding, we performed a new set of aBrCore
CUT&RUN experiments in wild-type larve profiling Br binding in 3LW wings, 6APF wings, and
3LW salivary glands (SG) (Figure 5.9). Using this approach we recovered high-quality DNA binding
information in all three conditions. Comparison of peak calls between this and the vg-disc aBrC CnR
experiemnts reveal highly similar results (Figure 5.10).
Comparison of peak calls between 3LW wings, and 6APF wings reveals thousands of peaks
unique to either developmental stage, suggesting br binding to the genome is dynamic during
development (Figure 5.11).
To test whether Br exhibits differential binding between tissues, we profiled Br binding in 3LW
salivary glands (Figure 5.9). We observe Br binding at several previously characterized Br target
loci described in SG, for example, the pig1/sgs4 locus represents the best characterize br-bound
enhancer in Drosophila, and br CnR signal in SG at this enhancer corresponds precisely to the
genomic coordinates of known br binding sites as mapped by DNaseI hypersensitivity (Figure 5.9C)
(von Kalm et al., 1994). Approximately half of Br SG peaks are unique to salivary glands, while the
remaining half are shared with peaks bound in the wing (Figure 5.11). This demonstrates that br has
tissue specific & shared targets during development, demonstrating that Br binding to chromatin is
limited in-part by tissue identity.
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5.2.5 Expression of br is required for proper coordination of chromatin accessibility
We have previosly identified another ecdysone primary reponse gene, E93, as a regulator of
chromatin accessibility during development. In order to test whether, like E93, Br may control
development through regulation of chromatin accessibility, we profiled accessibility using FAIRE-
seq in wild-type and brRNAi wings at 3LW and 6APF (Figure 5.12). Using this approach, we
identified 4703 dynamic FAIRE peaks in WT 3LW and 6APF wings (Figure 5.12A). Similarly, in
brRNAi wings, we identified 2889 dynamic FAIRE peaks between 3LW and 6APF (Figure 5.12D).
We compared wild-type and brRNAi FAIRE-seq profiles to examine whether the changes observed
in wild-type and brRNAi over time occurr at similar genomic sites (Figure 5.13). Surprisingly,
approximately 70% of wild-type dynamic changes to chromatin accessibility fail to occurr in brRNAi
wing discs during metamorphosis (hereafter this peak list is referred to as “br-dependent” FAIRE
peaks), suggesting a strong requirement for br expression for regulation of chromatin accessibility
(Figure 5.13).
Extending this analysis, we separately identified a set of 4898 “br-affected” FAIRE peaks which
are differentially accessible between wild-type and brRNAi wings at 3LW, indicating an additional
requirement for br expression in regulation of chromatin accessibility at third instar (Figure 5.12B).
5.2.6 Br binding is not required for coordination of chromatin accessibility
To determine whether the chromatin accessibility defects observed in brRNAi wings are the
consequence of Br binding to chromatin, we examined the overlap of br CnR with br-dependent and
br-affected FAIRE peaks (Figure 5.14, Figure 5.15). First, we examined the overlap of br binding at
all wild-type dynamic FAIRE peaks (Figure 5.14A). Using this approach, we observe that 69% of all
FAIRE peaks that close between 3LW and 6APF in wild-type wings are bound by Br at 3LW (Figure
5.14A). To test whether Br binding can explain the failure of chromatin to close in brRNAi discs, we
compared the fraction of br-dependent and br-independent FAIRE peaks that overlap a Br CnR peak
at 3LW (Figure 5.14B). Surprisingly, we find that Br binds an equal fraction of br-dependent and
br-independent open chromatin sites, indicating that Br binding is not predictive of whether or not a
FAIRE peak will depend on br expression to be dynamic (Figure 5.14B). Therefore, Br binding at
dynamic chromatin sites during metamorphosis does not directly influence chromatin accessibility.
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We performed a similar analysis using all br-affected peaks at 3LW (Figure 5.15). We observe
that approx. 70% of sites that decrease in accessibility in brRNAi 3LW vs wild-type 3LW wings are
bound by Br (Figure 5.15). To test the hypothesis that Br may control dynamic accessibility earlier
in third instar, we used previously published ATAC-seq data from early third instar (approx. 96 hours
after egg laying (96AEL)) and 3LW wing discs to examine chromatin accessibility during early third
instar at br-affected FAIRE peaks (Figure 5.15B) (Harris et al., 2020). When comparing br-bound
vs br-unbound br-affected sites, we find that br-bound sites are no more likely to exhibit dynamic
accessibility changes during early third instar than br-unbound sites (Figure 5.15B). Consistent with
our observations of dynamic chromatin sites during metamorphosis, these data strongly suggest that
Br binding does not play a role in direct regulation of chromatin accessibility during development.
5.3 Discussion
5.3.1 Regulation of Br activity at distinct temporal windows
We observed that br regulates genes within two temporal windows: br-affected genes are
regulated by br during 3rd instar, while br-dependent genes are regulated by br during metamorphosis.
Multiple mechanisms could underlie this difference in gene regulatory timing. First, br-dependent
genes could be the result of indirect effects caused by prolonged disregulation of br-affected genes.
Another possibility is that br-dependent genes represent a different class of br-regulated target which
requires a developmentally controlled coregulator. Candidates for such a cofactor are manifold,
for example, E74, another ecdysone-responsive transcription factor, is expressed in this window
and has been demonstrated to genetically interact with br (Fletcher and Thummel, 1995). The E74
locus is bound by br in wings and salivary glands, suggesting the potential for direct regulation.
Alternatively, ftz-f1, another factor implicated in developmental timing is misexpressed in brRNAi,
and its genetic locus is also bound by br in wings and salivary glands. Ftz-f1 is a particularly good
candidate for this role, as it is involved in temporal gene regulation during prepupal development
(Broadus et al., 1999). Another candidate is Br itself. Br isoform expression is highly dynamic
during wing development; third instar wings express the Z2 isoform, while prepupal wings express
Z1 (Bayer et al., 1996). Because each isoform is distinguished by the inclusion of different DNA
binding domains which each have different DNA binding preferences, it is possible that br acquires
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new genomic targets during development as a consequence of the isoform shift. These data are
supported by our CUT&RUN experiments where we observe that Br acquires over a thousand new
binding sites in 6APF wings. In addition to using a different DNA binding domain relative to Z2,
the br-Z1 isoform can also differentially include a poly-Q domain and a TNT domain in the core
of the protein, and these peptides may influence the interaction network of the Br protein, allowing
it to bind new genomic targets and interface with distinct factors at different times in development
(DiBello et al., 1991).
5.3.2 br does not directly regulate chromatin accessibility
The observation that br binds disproportionately to closing chromatin suggested it may play a
direct role in alterations to chromatin accessibility. However, br binds equally well to sites which
do and do not require br for changes to accessibility, therefore, br binding is not necessary to direct
alterations to chromatin accessibility during metamorphosis. A possible explanation for this is that
Br binding could be sensitive to chromatin accessibility, and that Br also controls the expression of a
chromatin remodeling transcription factor. In this model, Br binding could “follow” open chromatin
and another factor responsible for opening or closing chromatin could in turn dictate Br binding by
altering the chromatin accessibility landscape at Br target sites.
5.4 Materials & Methods
5.4.1 RNA-seq preparation & Analysis
RNAseq was performed as previously described using 40-65 female wing discs per replicate
(Uyehara and McKay, 2019). RNAseq reads were aligned to the dm6 release 6.31 transcriptome
using salmon, and counts were imported to R and summarized to the gene level using tximeta (Patro
et al., 2017; Love et al., 2020). Differential gene expression analysis was performed as previously
described using DESeq2 (Uyehara and McKay, 2019; Love et al., 2014).
5.4.2 CUT&RUN
CUT&RUN against broad was performed as previously described with the following modifica-
tions: 50-60 female imaginal discs or salivary glands per replicate were used for all experiments,
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instead of repeated pelleting by centrifugation, imaginal discs were bound directly to conA magnetic
beads (BioMag Plus PolySci cat. no. 86057-10) before addition of digitonin, DNA was isolated
by phenol:chloroform extraction using phase-lock tubes (Quiagen MaXtract High Density cat. no.
129056) followed by ethanol precipitation (Uyehara and McKay, 2019).
Before use with CUT&RUN, the anti-Broad Core antibody (Developmental Studies Hybridoma
Bank 25E9.D7, Concentrate) was purified using proteinG-dynabeads to remove contaminating mouse
DNA and nuclei. 500 µL Binding Buffer (sodium phosphate [0.1M], pH = 8.0) was washed 2x
with 25 µL dynabeads, vortexed, spun ≤ 200g ≤ 1 second, bind to magnet for 30 seconds, remove
supernatant. 80 µL of binding buffer and 15-25 µL antibody were added to the beads and allowed
to incubate at room temperature for 40 minutes with rocking. Beads were bound to the magnet,
supernatant was removed, and the beads were washed 3x in 500 µL binding buffer. Antibody was
eluted from beads by adding 50 µL Glycine (0.2M, pH = 2.5) to the beads, which were vortexed
and allowed to tilt rotate x 2 minutes. After 2 minutes, beads were collected using a brief spin
(≤ 200g,≤ 1 second), bound to the magnet, then the supernatant was neutralized in 10 µL Tris-HCl
(1M, pH = 9.0). Two rounds of elution were performed, and eluates were pooled and used for all
downstream CUT&RUN assays. All experiments were performed using antibody from the same
purification.
5.4.3 CUT&RUN Data Analysis
CUT&RUN Analysis was performed by aligning reads to a combined genome of dm6 and
sacCer3 to accurately cross-map yeast spike-in DNA. Reads aligning to sacCer3 chromosomes were
removed for downstream normalization and analysis of signal in dm6. Overlap of CUT&RUN peaks
with genomic feature annotations was performed with ChIPseeker, using the flybase dm6 annotation
(v6.31) described above.
5.4.4 FAIRE-seq Analysis
FAIRE-seq was performed as previously described using at least 40 female wing discs per
replicate (Uyehara et al., 2017). brRNAi FAIRE-seq at 3LW and 6APF was performed in duplicate.
Reads were aligned to the dm6 reference genome with Bowtie2 (Langmead and Salzberg, 2012).
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FAIRE peaks were called using MACS2 as described previously using signal from sonicated genomic
DNA as the control set (Uyehara et al., 2017).
5.4.5 Immunofluorescence
Immunofluorescence was performed as described previously (Uyehara et al., 2017). The anti-
Broad Core antibody (Developmental Studies Hybridoma Bank 25E9.D7) was used at 1:100 when
using concentrated antibody, and 1:10 when using hybridoma supernatant.
5.5 Figures
Figure 5.1: Wing development in wild-type and brRNAi wing imaginal discs.
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Figure 5.2: A third instar wing imaginal disc stained for DAPI (blue), Br (red), and GFP (green)
which indicates tissue expressing brRNAi.
Figure 5.3: Third instar wing imaginal discs stained for DAPI (blue), Dl (red), and GFP (green)
which indicates tissue fields expressing brRNAi.
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Figure 5.4: Axes represent log2(counts-per-million + 0.01) normalized counts.
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Figure 5.5: Points are colored based on differential expression within the plotted condition
(abs(log2FoldChange) > 1, p < 0.05). Numbers indicate the number of differential genes within
each condition. A) Wild-Type 3LW Wings vs Wild-Type 6APF wings. B) Wild-Type 3LW Wings
vs brRNAi 3LW wings. C) Wild-Type 6APF vs brRNAi 6APF wings. D) brRNAi 3LW vs brRNAi
6APF wings.
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Figure 5.6: A) Stacked bar charts represent the fraction of genes dynamic during wild-type devel-
opment which change similarly or differently in brRNAi wings. B) Stacked bar chart showing the
overlap of genes that are affected by brRNAi at 3LW with the genes which depend on brRNAi for
dynamic behavior during the 3LW to 6APF transition.
Figure 5.7: A) Overlap of CUT&RUN peaks called in WT and brRNAi anti-Br CUT&RUN experi-
ments. B) Average CUT&RUN signal within all WT aBr CUT&RUN peaks. C) Browser shot of
aBrCore CUT&RUN signal at the EcR locus. Signal is plotted as reads-per-genomic-content and all
tracks are scaled identically.
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Figure 5.8: A) CnR signal correlation between experimental replicates plotted as log2(counts-per-
million + 0.01) WT and brRNAi anti-Br CUT&RUN experiments. B) Fraction of peaks overlapping
different annotated genomic features comparing: WT br CUT&RUN (left panel), open chromatin as
measured by FAIRE-seq (middle panel), and the drosophila genome (right panel).
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Figure 5.9: Br CUT&RUN signal tracks in 3LW and 6APF wings, and 3LW salivary glands. Signal
is represented as reads-per-genome-content. Browser locations are from A) the Dl locus. B) The
ftz-f1 locus. C) The Pig1/sgs4 locus. D) The stg GMR32C11 enhancer.
Figure 5.10: Venn diagram depicting aBrC CUT&RUN peak overlaps in 3LW wings for the original
vgCtrl aBrC CUT&RUN, and the new yw aBrC CUT&RUN.
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Figure 5.11: Venn diagram depicting the number of overlapping Br CUT&RUN peaks in 3LW wings,
6APF wings, and 3LW salivary glands (SG).
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Figure 5.12: MA plots of each pairwise comparison of wild-type and brRNAi wing disc FAIRE-
seq. Points are colored based on differential accessibility within the plotted condition (p < 0.05).
Numbers indicate the number of differential genes within each condition. A) Wild-Type 3LW Wings
vs Wild-Type 6APF wings. B) Wild-Type 3LW Wings vs brRNAi 3LW wings. C) Wild-Type 6APF
vs brRNAi 6APF wings. D) brRNAi 3LW vs brRNAi 6APF wings.
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Figure 5.13: Stacked bar chart depicting the fraction of wild-type dynamic FAIRE peaks that overlap
dynamic FAIRE peaks in brRNAi.
Figure 5.14: A) Stacked bar charts depicting the fraction of dynamic or static FAIRE-seq peaks that
overlap a Br CnR peak at 3LW. B) Stacked bar charts depicting the fraction of dynamic or static
FAIRE-seq peaks that depend on br separated based on whether or not those sites overlap a Br CnR
peak at 3LW.
129
Figure 5.15: A) Stacked bar chart depicting the fraction of br-affected 3LW FAIRE-seq peaks that
overlap a Br CnR peak at 3LW. B) Stacked bar charts depicting the fraction of br-affected 3LW
FAIRE-seq peaks that overlap a dynamic ATAC-seq peak 96AEL to 3LW, separated based on whether
or not those sites overlap a Br CnR peak at 3LW.
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CHAPTER 6: CONCLUSION & FUTURE DIRECTIONS
This work uncovers many interesting mechanisms underlying temporal patterning in Drosophila.
First, our work with E93 reveals that this protein regulates development by controlling chromatin
accessibility at developmentally regulated enhancers, and that E93 is both necessary and sufficient
for this task at a subset of enhancers. More interesting, however, are the exceptions to this rule.
For example, the majority of E93-sensitive enhancers (those that change chromatin accessibility in
response to precocious E93 expression) we identify do not also depend on E93 expression during
wild-type development to change accessibility. This finding suggests a high degree of redundancy
between E93 and other factors at E93-sensitive sites.
One explanation for this observation could be that E93 regulates the expression or activity
of tTFs from the previous developmental stage, thus some fraction of changes in response E93
expression could be initiated by E93’s control over another factor. Although a likely mechanism, it is
unclear what factors may be controlled by E93, or whether E93 has identical consequences on gene
expression when precociously expressed at 3LW or in its wild-type context in 24APF wings. Future
experiments should include profiling gene expression changes in E93 mutants and precocious E93
contexts to identify regulatory networks influenced by E93 activity.
Another interesting observation made at E93 targets is that for many E93-dependent chromatin
sites, the defect in chromatin accessibility is not all-or-none in an E93 mutant. In other words, at
E93-dependent opening sites, moderate increases to chromatin accessibility are still observed in some
contexts, and the same is true for E93-dependent decreasing sites. This indicates that other factors act
on chromatin at E93 dependent sites, and this action is independent of E93. However, these regions
fail to become active in E93 mutants, suggesting that the activity of these other factors on chromatin
in the absence of E93 is not sufficient to activate enhancer activity, supporting our model of E93 as a
competence factor. High resolution mapping methods using ATAC-seq footprinting at E93 targets in
wild-type and E93 mutant wings could be one way to identify what these factors are.
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6.0.1 Spatial factors contribute to tTF activity
Using the tncwv and tncblade enhancers, we demonstrated that E93-mediated enhancer activation
is restricted to domains defined by specific spatial factors. However, we did not explore a causal
relationship between these factors and E93-mediated enhancer activity. This leaves several questions:
what combination of spatial factors are sufficient to provide an enhancer competence to respond to
E93? This can be tested using two approaches. First, using gain-of-function and loss-of-function
mutant clones to perturb spatial inputs associated with E93-sensitive enhancer activity (such as Dpp
in the case of tncwv). This approach will be particularly revealing, as we can examine the spatial
distribution of clones within the wing and correlate this with E93 sensitivity. By mapping the spatial
positions of where clones do and do not provide E93 sensitivity, we can look for patterns of signal
corresponding to other known spatial factors in the wing. Using loss-of-function clones will also
be informative to determine whether certain spatial cues act to repress E93-sensitivity in different
compartments of the wing, indicating complex cooperativity between spatial factors.
The second approach is to perform enhancer bashing on E93 sensitive enhancers. By separating
these enhancers into smaller units, it may be possible to identify the components confering E93
sensitivity. A particularly interesting experiment would be to transplant such components into an
E93-insensitive enhancer, such as nubvein to test whether those sequences are sufficient to drive
E93-sensitivity in other genomic contexts. One intruiging possibility is that spatial factors may
prime enhancers, while E93 acts as the “switch” to activate them. If this is the case, then spatial
factors acting on chromatin to “prime” them could explain the subthreshold changes to chromatin
accessibility in E93 mutants we observe; this could be spatial factors binding and preparing the locus
to respond to E93.
Broad has also been shown to exhibit tissue specific regulatory activity, and may behave similarly
to E93 in this regard (von Kalm et al., 1994; Lehmann and Korge, 1996). Although we have yet
to test the role of Br in regulation of wing-specific enhancers, our current data strongly support a
regulatory role for br at thousands of wing enhancers. Moreover, the pattern of Br binding is tissue
specific, over half of Br salivary gland CUT&RUN peaks are unique to salivary glands, suggesting
tissue identity (a process controlled by spatial TFs) partially directs Br binding. Profiling E93 binding
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in salivary glands will be informative to determine whether E93 also exhibits tissue-specific activity,
or if it acts at a conserved set of target sites.
6.0.2 Several factors coordinate chromatin accessibility over time
The removal of either Br or E93 results in a large number of defects to chromatin accessibility.
However, only about half of sites affected by loss of Br or E93 are bound by these factors, suggesting
half of the defects observed in either genotype are indirect effects. A likely explanation for this
is that Br and E93 regulate other factors that affect chromatin accessibility. Based on Br binding
profiles, likely candidates for these factors include: Hr4, Hr38, Hr3, ftz-f1, E74, E75, and chinmo,
all of which are ecdysone-pathway transcription factors that have been implicated in control of
developmental timing. For E93, we identified several TF motifs in dynamic open chromatin during
pupal wing development which may play a role, including E74, Abrupt, and Crol. A more careful
study of the effects of brRNAi or loss of E93 on transcription factor gene expression could reveal
additional candidates.
6.0.3 The role of br isoforms during development
Decades of work studying the Broad Complex uncovered that Br isoforms are not only temporally
dynamic, but expressed in a tissue specific manner (DiBello et al., 1991; Emery et al., 1994). Much
work has been done to assess the function of each isoform, revealing a complex suite of regulatory
functions (Emery et al., 1994; Bayer et al., 1997). In different contexts, each isoform has been
assigned both activating and repressive roles, indicating the protein itself likely serves multiple
functions in regulating gene expression (Mugat et al., 2000; Guay and Guild, 1991). The Z2 isoform
is the predominant isoform expressed in wing discs during third instar, therefore, the defects we
observe in brRNAi wings at third instar are likely primarily the result of loss of Z2 function (Emery
et al., 1994). This could be tested directly by repeating FAIRE-seq in a br5 mutant, which removes
the Z2 isoform. It would also be interesting to profile br binding at earlier times in third instar, such
as 72 or 96AEL just after Z2 becomes expressed. In our current work, we already observe differences
in gene expression and chromatin accessibility by 3LW in brRNAi wings, suggesting defects caused
by loss of br arise earlier in development than 3LW, therefore looking earlier in development may
limit the number of indirect effects due to loss of br.
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6.0.4 Thoughts for the future. . .
As we are uncovering with our work on the ecdysone cascade, no one factor works alone to
control timing. While careful study of individual factors is crucial for complete understanding of
the process, an integrative approach exploring combinations of factors will be key to unlocking the
complexities of insect metamorphosis. Over the next few years, compiling a set of CUT&RUN
profiles for all primary response genes in larval wings will enable careful classification of open
chromatin regions based on the factors that bind them. Similar to unlocking the histone code,
determining the “temporal factor” code will be a powerful toolkit for prediction of enhancer activity
and understanding the full regulatory network of the ecdysone cascade.
Of particular interest will be combinatorial binding of tTFs at developmental enhancers. Do
tTFs recruit eachother? Do tTFs synergistically bind certain sites? Conversely, what role do spatial
factors play in this process? Do tTFs require priming by spatial factors to bind, or can both sets of
proteins bind independently, but only activate or repress targets together?
Methods to reliably detect combinatorial binding from genomics data will be crucial to answering
these questions. Recent work using MNase-seq found that fragment size distributions at MNase
sensitive sites are a realiable predictor of combinatorial binding: sites with larger than expected
MNase protected fragments are likely co-bound by multiple TFs (Rao et al., 2021). Another new
method, single-molecule footprinting (SMF) has emerged as a way to map combinatorial binding of
TFs at enhancers by measuring protection from methyltransferase activity (Sönmezer et al., 2021).
These methods allow genome-wide identification of cooperative binding events.
Another possibility for mapping cooperative binding using existing CUT&RUN datasets may
also be possible. Expanding on the strategy of Rao et. al. using MNase protection as a proxy
for combinatorial binding, it may be possible to detect similar information from CUT&RUN, as
it also relies on MNase digestion (Rao et al., 2021). By examining the fragment size distributions
at a given locus for one or more factors, cross-correlating the fragment size matrices between two
factors may reveal patterns of similarity greater than expected by chance; in particular, the correlation
between high molecular weight fragments may be greater than expected, suggesting the two factors
are co bound. These ideas are untested, and determining the correct null model for such data will be
critical to success of the method. One possibility is to add MNase-seq data as the null model, then
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leverage this data to detect peaks with high cooperativity scores, then use CUT&RUN fragment size
information to identify potential cooperative factors.
Finally, one avenue we have not explored is the Juvenile Hormone (JH) cascade, which plays a
particularly important role during early third instar to control developmental timing, and has been
shown in other systems to contribute to the regulation of Br and E93 (Minakuchi et al.; Mao et al.,
2019; Ureña et al., 2016). This system is also interesting as it limits the tissue’s ability to respond
to ecdysone signaling, yet little is known about the molecular function of the JH receptor, Met.
Exploration in this area has the potential to uncover new mechanisms governing the activity of EcR
and other primary response genes on the genome, potentially acting as a powerful model for how
multiple hormone receptors control independent, and potentially conflicting regulatory programs
within the same cells at the same time.
138
REFERENCES
C. A. Bayer, L. von Kalm, and J. W. Fristrom. Relationships between protein isoforms and ge-
netic functions demonstrate functional redundancy at the Broad-Complex during Drosophila
metamorphosis. Developmental biology, 187(2):267–82, jul 1997. ISSN 0012-1606. URL
http://www.ncbi.nlm.nih.gov/pubmed/9242423.
P. R. DiBello, D. A. Withers, C. A. Bayer, J. W. Fristrom, and G. M. Guild. The Drosophila
Broad-Complex encodes a family of related proteins containing zinc fingers. Genetics, 129(2):
385–97, oct 1991. ISSN 0016-6731. URL http://www.pubmedcentral.nih.gov/
articlerender.fcgi?artid=1204631{&}tool=pmcentrez{&}rendertype=
abstract.
I. F. Emery, V. Bedian, and G. M. Guild. Differential expression of Broad-Complex transcrip-
tion factors may forecast tissue-specific developmental fates during Drosophila metamorphosis.
Development (Cambridge, England), 120(11):3275–87, nov 1994. ISSN 0950-1991. URL
http://www.ncbi.nlm.nih.gov/pubmed/7720567.
P. S. Guay and G. M. Guild. The ecdysone-induced puffing cascade in Drosophila
salivary glands: a Broad-Complex early gene regulates intermolt and late gene
transcription. Genetics, 129(1):169–75, sep 1991. ISSN 0016-6731. URL
http://www.pubmedcentral.nih.gov/articlerender.fcgi?artid=
1204563{&}tool=pmcentrez{&}rendertype=abstract.
M. Lehmann and G. Korge. The fork head product directly specifies the tissue-specific
hormone responsiveness of the Drosophila Sgs-4 gene. The EMBO journal, 15




Y. Mao, Y. Li, H. Gao, and X. Lin. The Direct Interaction between E93 and Kr-h1 Mediated Their
Antagonistic Effect on Ovary Development of the Brown Planthopper. International Journal of




C. Minakuchi, X. Zhou, and L. M. Riddiford. Krüppel homolog 1 (Kr-h1) mediates ju-
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and Broad-Complex. PLoS genetics, 12(5):e1006020, may 2016. ISSN 1553-7404. doi:
10.1371/journal.pgen.1006020. URL http://journals.plos.org/plosgenetics/
article?id=10.1371/journal.pgen.1006020.
L. von Kalm, K. Crossgrove, D. Von Seggern, G. M. Guild, and S. K. Beckendorf. The Broad-
Complex directly controls a tissue-specific response to the steroid hormone ecdysone at the




APPENDIX A: CMDFUN: A NOVEL FRAMEWORK FOR COMMANDLINE
INTERFACES IN R
The purpose of cmdfun is to significantly reduce the overhead involved in wrapping shell
programs in R. The tools are intended to be intuitive and lightweight enough to use for scientists
trying to get things done quickly, but robust and full-fledged enough for developers to extend them to
more advanced use cases.
A.1 Installation





The cmdfun framework provides mechanisms for capturing function arguments:
• cmd args dots() captures all arguments passed to . . .
• cmd args named() captures all keyword arguments defined by the user
• cmd args all() captures both named + dot arguments
library(cmdfun)
myFunction <- function(input, ...){
cmd_args_all()
}














cmd list to flags converts a list to a vector of commandline-style flags using the list
names as flag names and the list values as the flag values (empty values return only the flag). This
output can be directly fed to system2 or processx.
cmd_list_to_flags(flagsList)
## [1] "-input" "test" "-boolean_flag"
cmd path search() allows package builders to search default locations for installed tools.
bin_path <- cmd_path_search(default_path = "/bin",





cmdfun attempts to solve the problem of wrapping external software in R. Calling external
software is done with system2 or processx.
For example, calling ls -l *.md using system2.
system2("ls", "-l *.md", stdout = TRUE)
## [1] "-rw-r--r-- 1 snystrom LICENSE.md"
## [2] "-rw-r--r-- 1 snystrom NEWS.md"
## [3] "-rw-r--r-- 1 snystrom README.md"
## [4] "-rw-r--r-- 1 snystrom cran-comments.md"
However, when using multiple commandline flags each flag should be passed as a member of a
character vector as follows:
When calling ls -l -i
system2("ls", c("-l", "-i", "*.md"), stdout = TRUE)
## [1] "1163031755 -rw-r--r-- 1 snystrom LICENSE.md"
## [2] "1163031757 -rw-r--r-- 1 snystrom NEWS.md"
## [3] "1163031758 -rw-r--r-- 1 snystrom README.md"
## [4] "1163031762 -rw-r--r-- 1 snystrom cran-comments.md"
This becomes even more difficult if trying to support user input, as a significant amount of
overhead is required to parse user inputs and optional flags into these vectors.
cmdfun provides utilities for converting function arguments into lists which can easily convert
to character vectors suitable for use with system2 or processx.
library(cmdfun)
myFunction <- function(input, option1){










# Converts list to character vector of flags & values
cmd_list_to_flags(argsList)
## [1] "-input" "myInput.txt" "-option1" "foo"
A.3.1 Wrapping ls with cmdfun
These tools can be used to easily wrap ls
library(magrittr)
shell_ls <- function(dir = ".", ...){
# grab arguments passed to "..." in a list
flags <- cmd_args_dots() %>%
# prepare list for conversion to vector
cmd_list_interp() %>%
# Convert the list to a flag vector
cmd_list_to_flags()
# Run ls shell command




## [1] "LICENSE.md" "NEWS.md"
## "README.md" "cran-comments.md"
A.3.2 Boolean flags are passed as bool operators
ls -l can be mimicked by passing l = TRUE to “. . . ”.
shell_ls("*.md", l = TRUE)
## [1] "-rw-r--r-- 1 snystrom LICENSE.md"
## [2] "-rw-r--r-- 1 snystrom NEWS.md"
## [3] "-rw-r--r-- 1 snystrom README.md"
## [4] "-rw-r--r-- 1 snystrom cran-comments.md"
A.3.3 Named vectors can be used to provide user-friendly aliases for single-letter flags
Commandline tools can have hundreds of arguments, many with uninformative, often single-
letter, names. To prevent developers from having to write aliased function arguments for all, often
conflicting flags, cmd list interp can additionally use a lookup table to allow developers to
provide informative function argument names for unintuitive flags.
For example, allowing long to act as -l in ls.
shell_ls_alias <- function(dir = ".", ...){
# Named vector acts as lookup table
# name = function argument
# value = flag name
names_arg_to_flag <- c("long" = "l")
flags <- cmd_args_dots() %>%
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# Use lookup table to manage renames
cmd_list_interp(names_arg_to_flag) %>%
cmd_list_to_flags()
system2("ls", c(flags, dir), stdout = TRUE)
}
shell_ls_alias("*.md", long = TRUE)
## [1] "-rw-r--r-- 1 snystrom LICENSE.md"
## [2] "-rw-r--r-- 1 snystrom NEWS.md"
## [3] "-rw-r--r-- 1 snystrom README.md"
## [4] "-rw-r--r-- 1 snystrom cran-comments.md"
A.3.4 Wrapping cut with cmdfun
Here is another example wrapping cut which separates text on a delimiter (set with -d and
returns selected fields (set with -f) from the separation.
shell_cut <- function(text, ...){
names_arg_to_flag <- c("sep" = "d",
"fields" = "f")
flags <- cmd_args_dots() %>%
cmd_list_interp(names_arg_to_flag) %>%
cmd_list_to_flags()
system2("cut", flags, stdout = T, input = text)
}
shell_cut("hello_world", fields = 2, sep = "_")
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## [1] "world"
A.3.5 Multiple values are passed as vectors
shell_cut("hello_world_hello", fields = c(1,3), sep = "_")
## [1] "hello_hello"
Additionally, cmdfun provides utilites for searching checking valid tool installs, expecting
system behavior, and helpful error handling to allow simple construction of external tool wrappers
(see [vignette](https://snystrom.github.io/cmdfun/articles/cmdfun.html) for details).
A.3.6 Software Availability
cmdfun is available on CRAN at ¡https://cran.r-project.org/package=cmdfun¿.
A.4 Conclusion
cmdfun is a powerful, flexible framework for constructing high-quality interfaces to shell
commands in R. This extensible framework enables rapid development of seamless wrappers for
commandline software within R. Due to the simplicity of use, cmdfun is a particularly powerful
package for development of bioinformatics packages, as a large number of biofinformatics tools
are available only using a commandline interface. Using cmdfun, popular bioinformatics tools
can be easily ported for use in R, obviating the need to duplicate functionality in pure R. Already,
cmdfun has been used in production, where it serves as the backbone of the Bioconductor packages
megadepth and memes which wrap popular commandline tools for genomic signal processing
and motif analysis, respectively.
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