Abstract. This paper compares the accuracy of combined classifiers in medical data bases to the same knowledge discovery techniques applied to generic data bases. Specifically, we apply Bagging and Boosting methods for 16 medical and 16 generic data bases and compare the accuracy results with a more traditional approach (C4.5 algorithm). Bagging and Boosting methods are applied using different numbers of classifiers and the accuracy is computed using a cross-validation technique. This paper main contribution resides in recommend the most accurate method and possible parameterization for medical data bases and an initial identification of some characteristics that make medical data bases different from generic ones.
Introduction
The need of data mining is an uncontestable reality in almost every domain of our very pervasive modern life. In the health domain, the possibility to extract information from medical data bases offer benefits going from the extraction of important insights about future policies to even automated diagnosis [5] . Despite of such enchanting motivation, not many studies pay attention to the particularity of the data mining problem in medical bases. Certainly, is not the absence of classification methods comparisons that prevents such study [12, 7] .
Perhaps there are not many studies specific to medical data bases because it is not acknowledged if medical data bases actually differ from other (generic) data bases. The main motivation of this paper was forged under the assumption that there is such difference. In a practical point of view, this paper aims to contribute by the analysis of 16 medical and 16 non-medical (generic) data bases. We also apply three machine learning classification methods (C4.5 [11] , Bagging [4] and Boosting [6] ) observing the accuracy achieve by them over the 32 data bases. This paper is organized as follows: Section 2 presents the medical and generic data bases to be studied in this paper discussing some of their characteristics. Section 3 presents a brief description of the machine learning classification methods C4.5, Bagging and Boosting. Section 4 presents the accuracy of each classification method applied to all data bases, and these results are discussed.
In this section, we present the data bases used in this paper. Table 1 present some details about these bases dividing them in two subsets. The first subset refers to bases with data extracted from medical information, and the second one refers to bases with data extracted from generic fields, e.g., software development, games, wine recognition, biology, chemistry and physical phenomena.
The first column indicates the data base name and from which repository it was downloaded, as well as an identifier to each data base to be used further in this paper. The data bases marked with △ were obtained from the University of California Irvine repository [1] , while data bases marked with ∇ were obtained from the University of West Virginia repository [3] .
The second column contains the information about the data itself, namely: the number of instances in each data base (instances), the number of attributes excluding the class (attributes), the ratio between the number of attributes and the number of instances (ratio), and the percentile of missing values (missing) over the total (number of instances times number of attributes).
The last column contains the information about the classes of each data base, namely, the number of different classes (classes) and a rate indicating how unbalanced these classes are in the data base (unbalance). To have this rate independent of the number of instances of the base, the unbalance rate is computed as the ratio between the standard deviation of the number of instances in each class by a completely balanced distribution of instances among the classes, i.e., the number of instances divided by the number of classes. Therefore, a data base with exactly the same number of instances in each class will have an unbalance rate equal to 0.00. A data base with a standard deviation as big as twice the number of instances by classes will have an unbalance rate equal to 2.00. For example, a data base with 300 instances and two classes, having 200 instances in a class and 100 in the other one, will have a unbalance rate equal to 0.47, which is computed as 0.7107 (the standard deviation) divided by 150 (the expected number of instances in each class in a perfect balanced situation
3 . An observation of Table 1 may lead to the conclusion that medical data bases are no different from generic ones. The missing information is perhaps the more noticeable difference between the subsets. All but one of the generic data bases (G11) have missing values and nearly two thirds of the medical bases (all but M06, M08, M09 and M15) have some missing values. The few number of instances compared to relatively large number of attributes is a even harder characteristic to assume, since while it is true for bases like M01, M02 and M07, the other medical data bases have a similar ratio as most of the generic data bases, and sometimes even considerably smaller than bases G06 and G16, not to mention the unique G11. In contradiction with the observation for these 32 data bases, spread ideas in the research and practionner communities usually claim that medical data bases are distinguishable due to large amounts of missing values, few instances, many attributes, etc.It is true, however, that the aspects presented in Table 1 do not encompass all the particularities of the data bases. The relationship between the instances, e.g., the amount of contradiction or redundancy, may play an important role to distinguish medical from generic data bases. Even though the traditional ideas of the community are not clear noticeable, there must be special aspects concerning the medical data bases. As will be seem in Section 4, despite the lack of a clear distinction between the two subsets of data bases, the better performance of some classification methods to one group or another is noticeable.
The Knowledge Discovery Methods
There are several methods for knowledge discovery aiming classification, which is the most common application for medical data bases [5] . In this paper we focus on a classical approach represented by the C4.5 method [11] and two more refined approaches based on combining classifiers: Bagging [4] and Boosting [6] . Note that the methods Bagging and Boosting used in this paper also rely on C4.5 tree generation algorithm to obtain their combined classifiers. In this section we briefly describe these three methods.
C4.5 Method
The method C4.5 used in this paper is a java implementation of the algorithm proposed by Quinlan [11] , sometimes referred as J48 [14] . The algorithm basic idea is to generate a decision tree based on a training set of instances. Each node of this tree, except the leaves, represents an attribute and the branches the choice of an attribute value. The leaves of the decision tree correspond to the possible classes.
The generation of the decision tree is made by choosing recursively an attribute to each node until the branches point clearly to one of the class. Therefore, this decision tree can be used as a classifier, i.e., a new instance can be classified according to its attribute values.
The C4.5 method chooses attributes to the decision tree nodes by computing the entropy of subsets of instances, and choosing the atributes that give the greater information gain. Details on the algorithm itself and formulae for entropy and information gain can be found in [10, 11, 14] .
According to the literature [4, 8] , the C4.5 method is quite efficient for generating accurate classifiers for many data bases. However, as may be observed by the results in this paper, this method deals poorly with data bases where there is considerably high rate of missing attribute values. Unfortunately, this is frequently the case for medical data bases.
Bagging Method
Bagging was proposed by Breiman in 1996 [4] and its basic idea is to generate not only one, but a certain number of classifiers to a training data base. These classifiers are generated independently and the overall classification is made by a majority vote among the classifiers.
A Bagging method application that combines k classifiers correspond to generate k samples of the training set with M instances. Each sample contains as many instances as the original training set (M ), but instead of using all instances of the original training set, the instances are uniformly sampled with repetition, i.e., the sampling method picks M times one instance of the original training set with an uniform distribution. Such sampling method will generate k samples that randomly represent some aspects of the original data base.
To each sample, a classifier is generated independently, resulting in k classifiers. The classification of a new instance will be performed applying each of these k classifiers and the class chosen by the greater number of classifiers will be considered as the class of the new instance.
Making an analogy to real life decisions, the classification of new instances using the Bagging method can be viewed as the composition of a decision board where all voters have an opinion based on their randomly defined previous experiences (the random samples of the original training set).
According to the literature [4, 8] , the Bagging method provides a better classification than one single C4.5 classifier generation (C4.5 method). This improvement in the accuracy is particularly noticeable for data bases with discrepancy among the instances, which is quite common to medical data bases.
Boosting Method
The Boosting application in this paper experiments is based on the Adaboost algorithm proposed by Freund and Schapire in 1996 [6] . Like Bagging, Boosting is also a method based on combining k different classifiers. Actually the main differences between the methods Bagging and Boosting reside in the way samples are generated, and in the way the final classification is performed.
In the Bagging method the classifiers are generated according to samples chosen randomly, or let us say, independently from each other. The Boosting method uses a more refined way to sample the original training set, where the samples are chosen according to the accuracy of the previously generated classifiers. In fact, each of the k steps of classifier generation takes into account the accuracy of the classifiers generated in the previous steps, this accuracy is usually describe as α (i) for the i th classifier generated. The Boosting method defines a vector with a weight for all instances of the original training set (a vector with M positions) and initializes this vector with an equiprobable distribution. The first sample is generated according to this equiprobable weight vector, i.e., it samples the original training set just like the Bagging method. After each classifier accuracy tested by applying it to the whole original training set, each weight corresponding to correctly classified instances is multiplied by α (i) , while uncorrected classified instances' weight is divided by α (i) . Therefore, incorrectly classified instances will be more likely to be included in the next sample.
The second difference from Bagging is the way Boosting computes the votes of the classifiers when actually classifying a new instance. While in Bagging a simple majority vote is assumed, in Boosting each classifier will weight his vote with its own accuracy (α (i) ). Once again, making an analogy with real life decisions, Boosting classification is similar to a board decision, but unlike Bagging which takes random components to compose the board, Boosting composes its board with specialists with rather different points of views. In order to vote, the opinions of these specialists are weighted according to how relevant their specialty is according to the training set.
According to the literature [4, 7] , Boosting method is quite efficient to classify noise-free data set, i.e., data sets where there is no discrepancy in the data, there is no missing values, etc.. However, such conclusions are made, at the authors' best knowledge, based on empirical experimentations only.
The Experiments
The experiments conducted on this paper use the WEKA -Waikato Environment for Knowledge Analysis, version 3.4.8 [14] . The Bagging and Boosting methods were applied using from 10 to 50 classifiers. The data sets were tested using a cross-validation technique [10] that basically combines different parts of the data set as training set and testing set. Specifically, for this paper we use a crossvalidation technique that randomly chooses 10 disjoint 10% of the original data set sized samples and runs the classification to each of the 10 samples using the remaining 90% of the original data set as training set and the sample itself as testing set. The accuracy results expressed correspond to the average accuracy of each 10 classification runs. Such method of experiment consists in use the same data base as training and testing set. The random choice of samples, therefore, plays a role in the accuracy and all tests should take this into account. For the experiments in this paper a fixed random seed was used. Table 2 presents the percentile of correctly classified instances (accuracy) achieved for all data bases in Table 1 applying the three tested methods. For the C4.5 method there is only one accuracy value, since this method does not combine classifiers. For methods Bagging and Boosting the results present the values achieved for 10, 20, 30, 40 and 50 classifiers. The last column (best accuracy) indicates the best method, which is assumed to be the method with the higher accuracy. This value is also indicated by the bold face accuracy in each row. Observing Table 2 we notice that the difference between the accuracy of methods applied to a same data base is usually quite small, specially for method with high accuracy, i.e., all results over 90%. Only particular cases present significant changes, i.e., a difference larger than 10% points from the worst to the best accuracy, e.g., 14% in M10, 13% in G13, and 12% in G02. At this point it is important to keep in mind what the accuracy results mean. As said before, our experiments are executed over data bases using a cross-validation technique. It implies that the same data base is used as training set and testing set and therefore a random choice of samples affects the results. Particularly for small data bases, like M10, G06 and G11, it may result in some imprecisions of an order of 1%.
The numerical differences are even smaller when observing the changes of accuracy due to an increment of the number of classifiers. In fact, only Boosting accuracy had a significant change due to the increase of the number classifiers, e.g., 3.12% for G06, 2.70% for M01, 2.56% for G13, and 2.02% for M09. Notice that these improvements in the accuracy for Boosting happen mostly on data bases where Bagging was a better choice, since among these bases, only G13 has Boosting as the most accurate method.
Individual Analysis
Observing some particular cases of the accuracy, Figure 1 shows the results for data base M02 and M16. Those two results demonstrate different success cases of the Boosting for medical bases. For base M02 neither of the combined classifiers methods presented an evolution as the number of classifiers grown, but Boosting accuracy was clearly above Bagging and C4.5 values. For base M16 both methods presented some evolution increasing the number of classifiers, but Boosting accuracy gains were bigger than Bagging's. It is also noticeable that even being both from the medical subset, those two data bases are quite different. While M02 has a large number of attributes compared to the number of instances (ratio 0.31), M16 has a much larger number of instances (ratio 0.01). Also, M02 is one of the most unbalanced bases (rate 1.58) with very distinct number of instances in each of its 24 different classes. M16 is rather balanced data with 458 instances in class benign and 241 instances in class malign (rate 0.44). It does look like the only similarity justifying that both bases have a better accuracy using Boosting is the simple fact that they are both medical data bases. Observing now successful cases of Bagging in generic bases, Figure 2 shows the accuracy results for bases G07 and G06. G07 is a typical success case of Bagging method which gave results superior to those of C4.5 and Boosting method is simply disastrous. For G06, on the contrary, Bagging and Boosting gave good results, but here the number of classifiers was decisive to choose Bagging as the more accurate method. Both methods increase the accuracy until 30 classifiers, where Bagging reaches its peak. However, after that number of classifiers Bagging accuracy becomes slightly lower and Boosting results become similar and occasionally higher. Unlike most of the previous results, it was surprising the better accuracy of method C4.5 for M03 and the results for G14. In both cases (Figure 3) , the stagnation of Bagging method was not expected, because of Bagging robustness [13, 9] . For M03, like for G07, Boosting had a clearly inferior accuracy, but the surprise came from the fact that Bagging could not surpass C4.5 accuracy, since it practically did not improve accuracy with the addition of classifiers. G14 results present a similar behavior of Bagging accuracy, but in this case it was Boosting that offer the best accuracy, while C4.5 was clearly inferior. 
Overall Analysis
Concerning the method that presents the best accuracy, Bagging was the best one for 16 bases, while Boosting was for 14 bases, and C4.5 was just for 2 bases. However, observing separately the medical and generic databases we notice a different distribution, as shown in Figure 4 . Boosting seems to be more adequate to medical data bases, being the most accurate in 8 of the 16 medical data bases. This result is somewhat surprising because it shows that Boosting method, usually said to be more accurate for noise-free data bases [7] , has a better performance for medical data where one might expect more noise on the information [5] . Also surprising is the fact that the simpler C4.5 method, which usually gives considerably stiffer classification than the other methods, was more accurate for 2 medical data bases.
Trying to look closer to the data bases where each method had the best accuracy, we did not found any particular similarity for the characteristic as stated in Table 1 . Table 3 presents the analysis of the bases grouped according to the most accurate method. The first group shows the analysis of minimum, average and maximum values for the 16 bases where Bagging was the most accurate method. Analogously, the second and third groups show the same values for the 14 bases where Boosting was more effective and the 2 bases where C4.5 gave the best results, respectively.
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Conclusion
The conclusion of such empirical comparison of accuracy results for medical and generic data bases is a rather difficult task. The analyzed 32 data bases are public data that had been used in many research efforts to increase both the understanding of the classification methods, and the identification of the bases particularities. Such research efforts are far from easy, after all, in the vast majority of the cases, the data sets are sufficiently large (sometimes really huge) to justify a machine aided data mining approach. Therefore, the study of the particularities of such data bases is by definition a problem too complex to be handled manually. In many ways, the search for the reasons why a machine learning method does (or doesn't) work is a meta-problem, and, naturally, it leaves the door open for empirical studies.
In the present work, we try to analyze this problem with an approach starting from the question: what makes a medical data base different from others? Considering the aspects observed in Section 2, this answer cannot be answer yet, since there is no clear distinction. Nevertheless, the accuracy results point in different direction, since Boosting method, usually not as robust as Bagging, had a better overall accuracy for medical data bases. In fact, it is very likely that yet unknown characteristics of medical data bases play a major role in the adequacy of Boosting method. Maybe a deeper analysis of the data inside the bases may offer insights. Perhaps there is some similarities between the instances, perhaps the contradictions in medical data behaves according to a particular pattern. The fact is that this research is an open subject.
Despite this ignorance of the reasons, it arises as a contribution from the present work the empirical conclusion that Boosting method seems to be the best bet to medical data mining. It is also recommendable to not waste too much time thinking about the number of classifiers, since the rare accuracy improvements were very small. Even thou these Boosting recommendations could be numerically concluded, in some cases classification accuracy was better served by Bagging, or the simpler C4.5. Once again, the lack of explanations why the medical data bases behave like that leaves room for doubts in choosing the classification method.
The future works for the study presented here are the natural pursuit of the reasons why Boosting generally presents a better accuracy for medical data bases. Another interesting line of work is to study the impact of attribute selection in medical data bases. The benefits of attribute selection in generic data bases have been discussed in the area for long time, however the results presented here could also suggest that the behavior of such technique to medical data bases may present is not necessarily the same.
