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1. Introduction
We consider the general constrained optimization problem with nonlinear equality and inequality
constraints as follows
min f0(x)
(P) s.t. fj (x)0, j ∈ L1 = {1, ..., m′}, (1.1)
fj (x)= 0, j ∈ L2 = {m′ + 1, . . . , m},
where x ∈ Rn, fj : Rn → R (j = 0, 1, . . . , m) are smooth functions. We denote the feasible set X of
problem (P) as follows
X = {x ∈ Rn : fj (x)0, j ∈ L1; fj (x)= 0, j ∈ L2}.
Sequential quadratic programming (SQP) methods are derived from Wilson’ SOVLER algorithm
(1963), and have proved highly effective for solving constrained optimization problems with smooth
nonlinear objective function and constraints. An excellent survey on SQP methods was made by Boggs
and Tolle in Ref. [2].
Generally, let xk be a current iteration point for problem (P), SQP methods obtain a search direction
dk by solving the following quadratic program (QP)
min ∇f0(xk)Td + 12dTHkd
(QP) s.t. fj (xk)+ ∇fj (xk)Td0, j ∈ L1, (1.2)
fj (x
k)+ ∇fj (xk)Td = 0, j ∈ L2,
where Hk ∈ Rn×n is a positive deﬁnite matrix. Then perform a line search to get a steplength k , and let
the next iterate be xk+1 = xk + kdk .
Most early SQP methods for dealing with constrained optimization problems having equality con-
straints focus on using penalty function (see, e.g., Refs. [9] and [30]). In particular, Han [9] used 1
exact penalty function as the line search function (usually be called Merit function), and established its
global convergence under slightly strong conditions (e.g., require that QP (1.2) always has a KKT point
and the Lagrangian multipliers satisfy certain inequality). However, in fact, subproblem (1.2) may be
inconsistent. In order to overcome this shortcoming, Powell [30] improved Han’s work by introducing
an auxiliary variable, and solved an associated linear program in advance. Although Powell’s modiﬁca-
tion is showed efﬁcient numerically, it is incomplete theoretically, Chamberlain [3] gave some examples
to illuminate that such modiﬁcation may cause cycling, and later, Chamberlain et al. [4] proposed the
so-called watchdog technique to prevent cycling.
Besides the possibility that the QP subproblem may be inconsistent, there still exist other difﬁculties
in these penalty function type SQP methods. One is the choice of the penalty function parameter, see
Refs. [9,30,22,32], the techniques for choosing parameter is either theoretically incomplete in establish-
ing the global convergence, or relatively complex and computationally expensive. Recently, De et al.
[5] presented a simple scheme for updating the penalty parameter, and established an associated SQP
algorithm which is proved to be globally and superlinearly convergent. However, its convergence rate
strictly depend on the strict complementarity which is relatively strong and difﬁcult for testing. This
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condition also appears in the most recent works, such as Liu and Yuan [20], the authors proposed a ro-
bust algorithm for solving problem (P), in which the superlinear convergence rate achieves under certain
conditions including the strict complementarity. Another difﬁculty exists in the traditional SQP methods
is the Maratos effect, i.e., the unit step-size cannot be accepted even the iterate points are close to the
optimum of problem (P), which is proposed ﬁrstly by Maratos in his Ph.D. Thesis [21].
On the other hand, many practical problems arise from engineering design and real-time applications
strictly require certain feasibility of the iteration points, i.e., the iteration points must satisfy all or part
of the constraints, which lead to the feasible direction methods. Early feasible direction methods were
so-called ﬁrst-order methods, only used the information of ﬁrst derivatives, so, such algorithms converge
linearly at best (see, e.g., [34,29]). In recent decades, many efforts have beenmade on the researches of the
feasible direction methods (see Refs. [12,14,16,17,19,24,28,31]), in Ref. [24] Panier and Tits proposed
a feasible SQP (FSQP) algorithm for optimization problems with inequality constraints, advantages and
further studies of this algorithm can be found in e.g., [31,19].At each iteration, FSQP algorithm generates
a feasible decent direction by solving two quadratic subprograms, and obtains a correction direction used
to avoid the Maratos effect by solving a linear least squares problem. Under certain conditions, FSQP
algorithm is proved to be globally convergent and locally two-step superlinearly convergent. However,
it seems that FSQP method cannot be used directly to deal with the optimization problems having
equality constraints, and the computational cost is relatively expensive at each iteration, furthermore, the
assumption of strict complementarity is also necessary. Most recently (2001), Lawrence and Tits [19]
proposed another type feasible SQP algorithm, thereinto, the master direction is obtained by solving a
perturbation form of QP subproblem, and revised by solving two equality constrained QPs, as a result, the
computational effort of this algorithm is reduced comparing with traditional FSQP algorithms. However,
such algorithm still cannot be extended directly to solve problem (P), though the authors suggested a way
like [18], and the strict complementarity condition is necessary.
As mentioned above, the drawback which exists in many current FSQP methods is the requirement of
the strict complementarity condition in establishing the convergent rate.Although some recently excellent
SQP algorithms, e.g., see [1,6,26,27], obtained the superlinearly convergent rate under weaker conditions
without the strict complementarity, these algorithms do not belong to feasible direction method, i.e., the
iterative points do not strictly lie in the feasible set, and the objective function value is nonmonotone.
In fact, combining the idea of penalty function methods and feasible direction methods, Mayne and
Polak [23] considered another way for solving problem (P) in 1976. Their scheme considers the following
related family of simpler problems (SP) with only inequality constraints
(SPc)
min Fc(x)f0(x)− c ∑
j∈L2
fj (x)
s.t. fj (x)0, j ∈ LL1 ∪ L2,
(1.3)
where parameter c > 0, which is updated by a simple procedure, the feasible set of problem (SPc) is
denoted by
X+ = {x ∈ Rn : fj (x)0, j ∈ L}.
Mayne and Polak showed that the simpliﬁed problem (SPc) is equivalent to the original problem if c is
sufﬁciently large (but ﬁnite), and then presented a feasible direction algorithm for solving problem (SPc).
More details and advantages are discussed in [18], some further applications of this technique, such as
Herskovits [10] and Jian [12], also show that Mayne and Polak’s scheme brings many advantages.
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In this paper, combining the technique in [23] with the feasible direction methods, we present here a
new SQP algorithm for general nonlinearly constrained optimization problems, and hope to overcome
the above-mentioned shortcomings of penalty function type SQPmethods, reduce the computational cost
of traditional feasible direction SQP methods, establish the superlinear convergence without the strict
complementarity, and avoid the Maratos effect.
Firstly, similar to the method in [23], we transform the original problem (P) to an associated simpler
problem with only inequality constraints as the form of (1.3). As we will see (Lemma 2.2) that the KKT
points of the original problem (P) and the inequality constrained problem (SPc) are equivalent if the
parameter c is sufﬁciently large.
Secondly, to construct a feasible QP subproblem and yield an improved direction, at each iteration of
our algorithm, an ε-active constraint subset of L is generated by a pivoting operation (POP) procedure.
Based on the ε-active constraint subset, we construct a quadratic program corresponding to the simpliﬁed
problem, which always has a feasible solution. By solving this quadratic program, a master direction
is obtained, with a correction on the master direction by an explicit formula, the algorithm generates a
feasible descent direction for the simpliﬁed problem. Furthermore, in order to avoid the Maratos effect,
we construct a new height-order correction direction by introducing another explicit formula. Then a
curve search is performed to obtain the next iteration point. Thanks to the new height-order correction
technique, under mild conditions without the strict complementarity, the global and superlinear properties
are obtained.
The main features of the proposed algorithm are summarized as follows:
• the objective function of the simpliﬁed problem is used directly as the search function;
• the algorithm is a feasible decent method for the simpliﬁed problems;
• the parameter is adjusted automatically only for a ﬁnite number of times;
• at each iteration, only one quadratic program needs to be solved;
• only the ε-active constrained functions and their gradients are considered in the quadratic program;
• the feasible decent direction and the height-order correction direction are generated by two simple
explicit formulas.
• the superlinearly convergent rate is obtained without the strict complementarity.
The paper is organized as follows. In the next section, we present the details of our algorithm and discuss
its properties. In Sections 3 and 4, we analyze the global, strong and superlinear convergent properties of
the proposed method, respectively. In Section 5, some preliminary numerical tests are reported. Finally,
a brief comment on the proposed algorithm is given in Section 6.
2. Algorithm
We assume that the following assumptions for problem (P) hold in this paper.
(H1) Functions fj (j ∈ L0{0, 1, . . . , m}) are all continuously differentiable.
(H2) The gradient vectors {∇fj (x), j ∈ I (x)} are linearly independent for each feasible point x of
(SPc), i.e., x ∈ X+, where the active set I (x) is deﬁned by
I (x)= I1(x) ∪ L2, I1(x)= {j ∈ L1 : fj (x)= 0}.
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For convenience of presentation, for a given subset J ⊆ L, we use the following notation throughout
the remainder of the paper
f (x)= (f1(x), . . . , fm(x))T, fJ (x)= (fj (x), j ∈ J ),
gj (x)= ∇fj (x), j ∈ L0, gJ (x)= (gj (x)= ∇fj (x), j ∈ J ). (2.1)
Let xk ∈ X+ be a given iterative point, we use the following pivoting operation to generate an ε-active
constraint subset Ik ⊇ I (xk), such that the matrix gIk (xk) is full of column rank.
Pivoting operation (POP)
Step (i): Select an initial parameter ε > 0.
Step (ii): Generate the ε-active constraint subset I (xk, ε) by
I (xk, ε)= I1(xk, ε) ∪ L2, I1(xk, ε)= {j ∈ L1 : −εfj (xk)0}. (2.2)
Step (iii): If I1(xk, ε)= ∅ or det
((
gI (xk,ε)(x
k)
)T
gI (xk,ε)(x
k)
)
ε, set Ik = I (xk, ε) and εk = ε, stop;
otherwise set ε : =12ε and repeat Step (ii), where the matrix gI (xk,ε)(xk) deﬁned by (2.1).
In order to show the nice properties of the pivoting operation (POP) above, we present the following
lemma, and its proof is similar to Lemmas 1.1 and 2.8 in Ref. [8], so is omitted here.
Lemma 2.1. Suppose that (H1), (H2) hold, and let xk ∈ X+. Then
(i) The pivoting operation (POP) can be ﬁnished in a ﬁnite number of computations, i.e., there is no
inﬁnite times of loop between Step (ii) and Step (iii).
(ii) If a sequence {xk} of points has an accumulation point, then there is an ε¯ > 0 such that the associated
sequence {εk} of parameters generated by (POP) satisﬁes εk ε¯ for all k.
Denote matrix and multiplier vector as
Nk = gIk (xk), u(xk)=−(NTk Nk)−1NTk g0(xk)= (uj (xk), j ∈ Ik), (2.3)
then we have the following lemma.
Lemma 2.2. If parameter ck > |uj (xk)|, j ∈ L2, then (xk, k) is a KKT pair of problem (P) if and only
if (xk, k) is a KKT pair of problem (SP ck), where k, k satisfy
kj = kj , j ∈ I1(xk, εk), kj = kj − ck, j ∈ L2. (2.4)
Proof. (i) Suppose that (xk, k) is a KKT pair of problem (P), then xk ∈ X ⊆ X+, and from KKT
conditions we have
g0(x
k)+
∑
j∈Ik
kj gj (x
k)= 0, (2.5)
kjfj (x
k)= 0, kj 0, j ∈ I1(xk, εk), (2.6)
fj (x
k)0, j ∈ L1, fj (xk)= 0, j ∈ L2. (2.7)
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Combining the deﬁnition of Fck (xk)= f0(xk)− ck
∑
j∈L2 fj (x
k), we can deduce
∇Fck (xk)+
∑
j∈I1(xk,εk)
kj gj (x
k)+
∑
j∈L2
(kj + ck)gj (xk)= 0, (2.8)
kjfj (x
k)= 0, kj 0, j ∈ I1(xk, εk), (kj + ck)fj (xk)= 0, j ∈ L2, (2.9)
fj (x
k)0, j ∈ L1, fj (xk)= 0, j ∈ L2. (2.10)
Furthermore, we have from (2.5) and (2.6)
g0(x
k)+Nkk = 0, k =−(NTk Nk)−1NTk g0(xk)= u(xk). (2.11)
In view of ck > |uj (xk)|, j ∈ L2, so
kj + ck = uj (xk)+ ck > 0, j ∈ L2, (2.12)
this together with (2.8), (2.9), (2.10) and (2.4) shows that (xk, k) is a KKT pair of problem (SPck).
(ii) Suppose that (xk, k) is a KKT pair of problem (SPck), then
∇Fck (xk)+
∑
j∈I1(xk,εk)
kj gj (x
k)+
∑
j∈L2
kj gj (x
k)= 0, (2.13)
kjfj (x
k)= 0, kj 0, j ∈ I1(xk, εk) ∪ L2, fj (xk)0, j ∈ L. (2.14)
So
g0(x
k)+
∑
j∈I1(xk,εk)
kj gj (x
k)+
∑
j∈L2
(kj − ck)gj (xk)= 0, (2.15)
kjfj (x
k)= 0, kj 0, j ∈ I1(xk, εk) ∪ L2, fj (xk)0, j ∈ L. (2.16)
Let us denote
kj = kj , j ∈ I1(xk, εk), kj = kj − ck, j ∈ L2, k = (kj , j ∈ Ik).
So we have from (2.15) g0(xk)+Nkk = 0, and
k =−(NTk Nk)−1NTk g0(xk)= u(xk), kj = kj + ck = uj (xk)+ ck > 0, j ∈ L2. (2.17)
Therefore, from (2.16) and (2.17), we have fj (xk) = 0, j ∈ L2, this shows xk ∈ X, so, combining
(2.15) and (2.16), we can conclude that (xk, k) is a KKT pair of problem (P). The whole proof is
completed. 
The nice properties given in Lemma 2.2 motivate us to propose an effective algorithm for solving
the general constrained optimization problem (P) based on a sequential optimization problems (SPck)
with only inequality constraints. In this paper, we apply the idea of FSQP methods to (SPck), let point
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xk ∈ X+ and Ik be the corresponding subset generated by (POP), for the kth simpliﬁed problem (SPck),
the corresponding quadratic program (QPck) is given below
(QPck)
min ∇Fck (xk)Td + 12dTHkd
s.t. fj (xk)+ gj (xk)Td0, j ∈ Ik,
(2.18)
where Hk ∈ Rn×n is a positive deﬁnite matrix.
It is obvious that the subproblem (QPck) always has a feasible solution d = 0, while (QPck) is a strict
convex program, so it always has a (unique) solution. Furthermore, dk0 is a solution of (QPck) if and
only if it is a KKT point of (QPck), i.e., there exists a corresponding KKT multiplier kIk = (kj , j ∈ Ik)
such that
∇Fck (xk)+Hkdk0 +
∑
j∈Ik
kj gj (x
k)= 0,
fj (x
k)+ gj (xk)Tdk00, kj 0, kj
(
fj (x
k)+ gj (xk)Tdk0
)
= 0, ∀j ∈ Ik. (2.19)
Suppose that vector k is deﬁned by (2.4), then the KKT conditions (2.19) can be rewritten as
g0(x
k)+Hkdk0 +
∑
j∈Ik
kj gj (x
k)= 0,
kj 0, 
k
j (fj (x
k)+ gj (xk)Tdk0 )= 0, ∀j ∈ I1(xk, εk),
(kj + ck)0, (kj + ck)(fj (xk)+ gj (xk)Tdk0 )= 0, ∀j ∈ L2,
fj (x
k)+ gj (xk)Tdk00, j ∈ I1(xk, εk) ∪ L2. (2.20)
So one has immediately the following lemma from (2.19) and Lemma 2.2.
Lemma 2.3. If dk0 =0, then xk is a KKT point of problem (SP ck). Furthermore, if ck > |uj (xk)|, j ∈ L2,
then xk is a KKT point of problem (P).
By solving (QPck), we get a solution dk0 . However, dk0 may not be a feasible direction of the kth
simpliﬁed problem (SPck) at the feasible point xk ∈ X+. So, a suitable strategy must be carried out
to generate a feasible direction, for example, solving another QP (e.g., see [24]) or a system of linear
equations (see Refs. [25] and [7]). In order to reduce the amount of computations, we use an explicit
formula to update dk0 as follows.
dk = dk0 − (xk)Nk(NTk Nk)−1ek, (2.21)
with ek = (1, . . . , 1)T ∈ R|Ik | and
(xk)= ‖d
k
0‖(dk0 )THkdk0
2|eTk (xk)| · ‖dk0‖ + 1
, j (x
k)=
{
uj (x
k), j ∈ I1(xk),
uj (x
k)− ck, j ∈ L2,
(2.22)
(xk)= (j (xk), j ∈ Ik).
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Using the deﬁnition of ∇Fck (xk) (1.3) and (2.3), it is not difﬁcult to show
(xk)=−(NTk Nk)−1NTk ∇Fck (xk). (2.23)
Combining the KKT conditions (2.19) and the deﬁnition of dk (2.21) as well as (2.23), we can deduce
the following relations.
gIk (x
k)Tdk =NTk dk =NTk dk0 − (xk)ek − fIk (xk)− (xk)ek, (2.24)
∇Fck (xk)Tdk0 = − (dk0 )THkdk0 − (kIk )TNTk dk0
= − (dk0 )THkdk0 + (kIk )TfIk (xk), (2.25)
∇Fck (xk)Tdk = ∇Fck (xk)Tdk0 − (xk)∇Fck (xk)TNk(NTk Nk)−1ek
= − (dk0 )THkdk0 + (kIk )TfIk (xk)+ (xk)(xk)Tek
 − (dk0 )THkdk0 + (kIk )TfIk (xk)+ (xk)|(xk)Tek|
 − (dk0 )THkdk0 + (kIk )TfIk (xk)+ 12 (dk0 )THkdk0
= − 12 (dk0 )THkdk0 + (kIk )TfIk (xk) − 12 (dk0 )THkdk0 ,
which implies
∇Fck (xk)Tdk − 12 (dk0 )THkdk0 . (2.26)
If the iterative xk is not a KKT point of problem (SPck), then dk0 = 0, furthermore, from formulas
(2.24) and (2.26), one can conclude that dk is a feasible descent direction of problem (SPck) at feasible
point xk .
The last issue to be addressed here is to overcome the Maratos effect. So a “height-order” correction
direction must be introduced by a suitable technique, e.g., in [24], a linear least squares problem needs
to be solved. In this paper, we introduce a new explicit correction direction dk1 as follows, which new
technique can avoid the assumption of the strict complementarity used in many existing references (such
as [20,24] and [19]).
dk1 =−Nk(NTk Nk)−1(‖dk0‖ek + f˜Ik (xk + dk)), (2.27)
where the constant  ∈ (2, 3) and vector
f˜Ik (x
k + dk)= fIk (xk + dk)− fIk (xk)− gIk (xk)Tdk. (2.28)
At the end of this section, we give the details of our algorithm as follows.
AlgorithmA.
Parameters: ε−1> 0,  ∈ (2, 3),  ∈ (0, 0.5),  ∈ (0, 1), , r, c−1> 0.
Data: x0 ∈ X+, a symmetric positive deﬁnite matrix H0 ∈ Rn×n.
Step 0: Initialization: Let k := 0.
Step 1: Pivoting operation: Set parameter ε = εk−1, generate an active constraint set Ik by the POP
and let εk be the corresponding termination parameter.
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Step 2: Update parameter ck: Compute ck, (k = 0, 1, 2, . . .) by
ck =
{
max{sk, ck−1 + r}, if sk > ck−1;
ck−1, if skck−1,
sk =max{|uj (xk)|, j ∈ L2} + . (2.29)
Step 3: Solve (QPck): Solve (QPck) (2.18) to get a (unique) solution dk0 and the corresponding KKT
multiplier vector kIk = (kj , j ∈ Ik). If dk0 = 0, then xk is a KKT point of problem (P) and stop; otherwise,
enter Step 4.
Step 4: Generate search directions: Compute the improved direction dk by formula (2.21) and the
height-order updating direction dk1 by (2.27).
Step 5: Perform curve search: Compute the step size k , the ﬁrst number  of the sequence {1, , 2,
. . . , } satisfying
Fck (x
k + dk + 2dk1 )
Fck (xk)+ ∇Fck (xk)Tdk, fj (xk + dk + 2dk1 )0, ∀j ∈ L. (2.30)
Step6:–Updates: Compute a new symmetric positive deﬁnitematrixHk+1, set xk+1=xk+kdk+2kdk1
and k : =k + 1, go back to Step 1.
3. Global convergence analysis
In this section, we will establish the global convergence of the proposed Algorithm A. If the solution
dk0 generated at Step 3 equals zero, then Algorithm A stops at xk , we know from Lemma 2.3 that xk
is a KKT point of the original problem (P). And if dk0 = 0, in view of (2.24) and (2.26), one knows
that dk is a feasible descent direction of the simpliﬁed problem (SPck) at point xk , which implies that
the curve search (2.30) can stop in a ﬁnite number of computations, so the proposed Algorithm A is
well deﬁned.
We further assume that an inﬁnite sequence {xk} of points is generated by Algorithm A, and the
consequent task is to show that every accumulation point x∗ of {xk} is a KKT point of problem (P).
Firstly, we make the following assumption which holds in the rest of this paper.
(H3)The sequence {Hk} ofmatrices is uniformly positive deﬁnite, i.e., there exist two positive constants
a and b such that
a‖d‖2dTHkdb‖d‖2, ∀d ∈ Rn, ∀k. (3.1)
Lemma 3.1. If the sequence {xk} is bounded, then there exists a k0> 0, such that ck ≡ ck0c,
for all kk0.
Proof. We suppose by contradiction that ck increases indeﬁnitely, then Lemma 2 in [23] gives that {xk}
has no accumulation points, this is a contradiction, so the lemma holds. 
Due to Lemma 3.1, we always assume that ck ≡ c for all k in the rest of this paper.
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Lemma 3.2. Suppose that assumptions (H1)–(H3) hold, and {xk} is bounded. Then
(i) There exists a constant 	> 0 such that ‖(NTk Nk)−1‖	, ∀k.
(ii) The sequences {dk0 }∞k=1, {dk}∞k=1 and {dk1 }∞k=1 are all bounded.
Proof. (i) By contradiction, suppose that sequence {‖(NTk Nk)−1‖} is unbounded, then there exists an
inﬁnite subset K, such that
‖(NTk Nk)−1‖ → ∞, k ∈ K. (3.2)
In view of the boundedness of {xk} and Ik being a subset of the ﬁnite set L = {1, . . . , m} as well as
Lemma 2.1, we know that there exists an inﬁnite index set K ′ ⊆ K such that
xk → x˜, Ik ≡ I ′, ∀k ∈ K ′, det(NTk Nk) ε¯, εk ε¯, ∀k. (3.3)
Therefore,
lim
k∈K ′
NTk Nk = gI ′(x˜)TgI ′(x˜), det(gI ′(x˜)TgI ′(x˜)) ε¯ > 0.
Thus, we have ‖(NTk Nk)−1‖ → ‖(gI ′(x˜)TgI ′(x˜))−1‖, this contradict (3.2), so the ﬁrst conclusion (i)
follows.
(ii) We begin by showing that the sequence {dk0 }∞k=1 is bounded.
Due to the fact that d˜k def= −Nk(NTk Nk)−1fIk (xk) is a feasible solution of (QPck) (2.18) and dk0 is an
optimal solution, we have
∇Fc(xk)Tdk0 + 12 (dk0 )THkdk0∇Fc(xk)Td˜k + 12 (d˜k)THkd˜k.
By Lemma 3.1, part (i) and the boundedness of {xk}, we know that {∇Fc(xk)} and {d˜k} are all bounded,
i.e., there exists a constant c¯ > 0 such that ‖∇Fc(xk)‖ c¯ and ‖d˜k‖ c¯ for all k, thus from the inequality
above and (3.1), we get
−c¯‖dk0‖ + 12a‖dk0‖2 c¯2(1+ 12b),
which implies that {dk0 } is bounded. Taking into account formulas (2.21) and (2.27), we can easily obtain
the boundedness of {dk} and {dk1 } by employing the result of part (i), thus part (ii) holds. 
Theorem 3.1. If assumptions (H1)–(H3) are satisﬁed, and {xk} is bounded, then
(i) lim
k→∞ d
k
0 = lim
k→∞ d
k = lim
k→∞ d
k
1 = 0.
(ii) lim
k→∞ ‖x
k+1 − xk‖ = 0.
Proof. To prove part (i), we ﬁrstly show that limk→∞ dk0 = 0.
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We suppose by contradiction that limk→∞ dk0 = 0, then there exist an inﬁnite index set K and a
constant 
> 0 such that ‖dk0‖
 holds for all k ∈ K . Taking notice of the boundedness of {xk}, by taking
a subsequence if necessary, we may suppose that
xk → x˜, Ik ≡ I ′, k ∈ K.
In the following discussion, we assume that k ∈ K is sufﬁcient large and > 0 is sufﬁcient small.
Firstly, we will show that there exists a constant ¯> 0 such that the step size k ¯ for k ∈ K .
Analyze the ﬁrst search inequality of (2.30): Using Taylor expansion, combining (2.26), (3.1) and
Lemma 3.2(ii), one has
Fc(x
k + dk + 2dk1 )= Fc(xk)+ ∇Fc(xk)Tdk + (1− )∇Fc(xk)Tdk + o()
Fc(xk)+ ∇Fc(xk)Tdk − 12 (1− )(dk0 )THkdk0 + o()
Fc(xk)+ ∇Fc(xk)Tdk − 12 (1− )a‖dk0‖2 + o()
Fc(xk)+ ∇Fc(xk)Tdk − 12 (1− )a
2 + o().
Which shows that the ﬁrst inequality of (2.30) holds for k ∈ K and > 0 small enough.
Analyze the later inequalities of (2.30): If j /∈ I (x˜), i.e., fj (x˜)< 0, from the continuity of function
fj (x) and the boundedness of {dk, dk1 }, we know fj (xk + dk + 2dk1 )0 holds for k ∈ K large enough
and > 0 small enough.
Let j ∈ I (x˜), i.e., fj (x˜) = 0, then j ∈ Ik by Lemma 2.1(ii), similarly, using Taylor expansion and
(2.24), we have
fj (x
k + dk + 2dk1 )= fj (xk)+ gj (xk)Tdk + o()
fj (xk)− fj (xk)− (xk)+ o().
On the other hand, formula (2.22) gives
(xk)= (d
k
0 )
THkd
k
0
2|eTk (xk)| +
1
‖dk0‖

a‖dk0‖2
2|eTk (xk)| +
1


 a¯‖dk0‖2 a¯
2.
Thus
fj (x
k + dk + 2dk1 )(1− )fj (xk)− a¯
2 + o()0
holds for k ∈ K large enough and > 0 small enough.
Summarizing the analysis above, we conclude that there exists a ¯> 0 such that k ¯ for all k ∈ K .
Secondly, we use k ¯> 0 to bring a contradiction. Combining Lemma 3.1, the ﬁrst inequality
of (2.30), formulas (2.26) and (3.1), we have
Fc(x
k+1)Fc(xk)+ k∇Fc(xk)TdkFc(xk)− 12k(dk0 )THkdk0
Fc(xk)− 12ak‖dk0‖2, ∀k.
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This shows that {Fc(xk)} is decreasing, combining limk∈K Fc(xk)=Fc(x˜), one knows limk→∞ Fc(xk)=
Fc(x˜). On the other hand, one also has
Fc(x
k+1)Fc(xk)− 12a¯
2, ∀k ∈ K.
Passing to the limit k ∈ K and k →∞ in this inequality, we have−12a¯
20, which is a contradiction,
thus limk→∞ dk0 = 0, furthermore, limk→∞ dk = 0 and limk→∞ dk1 = 0 follow from formulas (2.21) and
(2.27) as well as Lemma 3.2(i).
(ii) From part (i), we have
lim
k→∞ ‖x
k+1 − xk‖ = lim
k→∞ ‖kd
k + 2kdk1‖ lim
k→∞ (‖d
k‖ + ‖dk1‖)= 0.
So part (ii) follows, and the whole proof is completed. 
Now, it is sufﬁcient for us to establish the following globally convergent theorem of the proposed
AlgorithmA.
Theorem 3.2. Suppose that assumptions (H1)–(H3) hold and {xk} is bounded, then AlgorithmA either
stops at a KKT point xk of problem (P) in a ﬁnite number of steps or generates an inﬁnite sequence {xk}
of points such that each accumulation point x∗ is a KKT point of problem (P). Furthermore, there exists
an index set K such that {(xk, k) : k ∈ K} and {(xk, k) : k ∈ K} converge to the KKT pair (x∗, ∗) of
the simpliﬁed problem (SPc) and the KKT pair (x∗, ∗) of the original problem (P), respectively, where
k = (kIk , 0L\Ik ) and k = (kIk , 0L\Ik ) deﬁned by (2.4).
Proof. Note that the index sets Ik are all subset of {1, . . . , m}, we can suppose without loss of generality
that there exists an inﬁnite subset K, such that
xk → x∗, Ik ≡ I ′, k ∈ K.
Using the KKT condition (2.19), we can deduce
∇Fc(xk)+Hkdk0 +NkkIk = 0.
In view of the results given in Lemma 3.2(i) and Theorem 3.1(i), the above equality shows that
kIk = kI ′ = −(NTk Nk)−1NTk (∇Fc(xk)+Hkdk0 )→−(NT∗N∗)−1NT∗ ∇Fc(x∗)
def= ∗I ′, k ∈ K,
where N∗
def= gI ′(x∗)= (gj (x∗), j ∈ I ′).
By passing to the limit k ∈ K and k →∞ in (2.19), we have
∇Fc(x∗)+N∗∗I ′ = 0, fI ′(x∗)0, ∗I ′0, fI ′(x∗)T∗I ′ = 0,
which shows that (x∗, ∗)with ∗= (∗
I ′, 0L\I ′) is a KKT pair of problem (SPc). From the deﬁnition of ck
at Step 2 (ck ≡ c for all k is large enough by Lemma 3.1), we know c >max{|uj (x∗)|, j ∈ L2}. So from
Lemma 2.2, we can conclude (x∗, ∗) is a KKT pair of problem (P) with ∗j=∗j , j ∈ I ′\L2; ∗j=∗j−c,
j ∈ L2; ∗j = 0, j ∈ L\I ′. Obviously, limk∈K (xk, k)= (x∗, ∗) and limk∈K (xk, k)= (x∗, ∗). The
proof is completed. 
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4. Strong and superlinear convergence
We begin this section by stating the following assumption (H4). Next, under mild conditions with-
out the strict complementarity, we will discuss the strong and superlinear convergence of the proposed
AlgorithmA.
(H4) (i) The functions fj (x) (j ∈ L0) are all twice continuously differentiable in the feasible set X+;
(ii) The sequence {xk} generated by AlgorithmA is bounded, and possesses an accumulation point x∗
(by Theorem 3.2, x∗ is a KKT point of problem (P), suppose its corresponding multipliers are ∗), such
that the KKT pair (x∗, ∗) of problem (P) satisﬁes the strong second-order sufﬁciency conditions, i.e.,
dT∇2xxL(x∗, ∗)d > 0, ∀d ∈ Rn : d = 0, gj (x∗)Td = 0, j ∈ I+,
where
∇2xxL(x∗, ∗)= ∇2f0(x∗)+
∑
j∈L
∗j∇2fj (x∗), I+{j ∈ L1 : ∗j > 0} ∪ L2.
Remark 4.1. Similar to the proof of Lemma 2.2, we can conclude that (x∗, ∗) with
∗j = ∗j , j ∈ I1(x∗); ∗j = ∗j + c, j ∈ L2; ∗j = ∗j = 0, j ∈ L1\I1(x∗) (4.1)
is a KKT pair of (SPc), and ∗j = ∗j + c > 0, j ∈ L2. Therefore
{j ∈ L : ∗j > 0} = {j ∈ L1 : ∗j > 0} ∪ L2,
which implies that theKKTpair (x∗, ∗)of problem (SPc) also satisﬁes the strong second-order sufﬁciency
conditions, i.e.,
dT∇2xxLc(x∗, ∗)d > 0, ∀d ∈ Rn : d = 0, gj (x∗)Td = 0, j ∈ I˜+,
where
∇2xxLc(x∗, ∗)= ∇2Fc(x∗)+
∑
j∈L
∗j∇2fj (x∗), I˜+ = {j ∈ L : ∗j > 0}.
Theorem 4.1. If assumptions (H1)–(H4) are all satisﬁed, then
(i) limk→∞ xk = x∗, and AlgorithmA is said to be strongly convergent in this sense.
(ii) limk→∞ k = ∗, limk→∞ k = ∗.
Proof. (i) FromTheorem 1.2.5 of [13] or Proposition 4.1 of [28], we can obtain that x∗ is an isolated KKT
point of the simpliﬁed problem (SPc)(1.3) by employing the strong second-order sufﬁciency conditions
(H4)(ii). Thus by Theorem 3.2, x∗ is an isolated accumulation point of {xk}, and this together with
limk→∞ ‖xk+1 − xk‖ = 0 implies limk→∞ xk = x∗ (see Theorem 1.1.5 in [13] or [28]).
(ii) We assume by contradiction that limk→∞ k = ∗, then there exist an inﬁnite set K and a constant
a¯ > 0, such that
‖k − ∗‖ a¯, k ∈ K.
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Hence there exists an inﬁnite set K ′ ⊆ K , such that
xk → x∗, Ik ≡ I ′, ‖kI ′ − ∗I ′‖ a¯, k ∈ K ′,
but from the proof of Theorem 3.2, we can see k
I ′ → ∗I ′ (since the KKT multiplier is unique), k ∈ K ′,
which is a contradiction, so the whole proof is ﬁnished. 
Lemma 4.1. Under above-mentioned assumptions (H1)–(H4), the following relations hold
‖dk‖ ∼ ‖dk0‖, ‖dk − dk0‖ = O(‖dk0‖3), ‖dk1‖ = O(‖dk0‖2), ‖dk1‖ = O(‖dk‖2). (4.2)
I˜+ ⊆ Jk def= {i ∈ Ik : fi(xk)+ gi(xk)Tdk0 = 0} ⊆ I (x∗) ⊆ Ik. (4.3)
Proof. From (2.21), (2.27), Lemma 3.2(i), Theorems 3.1 and 4.1, it is not difﬁcult to prove (4.2).
For (4.3), one ﬁrst gets Jk ⊆ I (x∗) ⊆ Ik from limk→∞ (xk, dk0 )= (x∗, 0) and Lemma 2.1(ii); further-
more, one has limk→∞ k
I˜+ = ∗I˜+ > 0 from Theorem 4.1(ii), so kI˜+ > 0 and I˜+ ⊆ Jk holds for k large
enough. 
In order to obtain the superlinearly convergent rate of the proposed algorithm, ﬁrst of all, we should
guarantee that the size k ≡ 1 is accepted by the curve search for k large enough. For this purpose, the
following additional assumption (H5) is necessary.
(H5) Suppose that ‖(∇2xxLc(xk, kIk ) − Hk)dk‖ = o(‖dk‖), where ∇2xxLc(xk, kIk ) = ∇2Fc(xk) +∑
j∈Ik 
k
j∇2fj (xk)= ∇2L(xk, kIk ).
Remark 4.2. In fact, we can get an equivalent statement of the above assumption as follows:
‖(∇2xxLc(xk, kIk )−Hk)dk‖ = o(‖dk‖)⇐⇒ ‖(∇2xxLc(x∗, ∗Ik )−Hk)dk‖ = o(‖dk‖).
Theorem 4.2. Under all above assumptions (H1)–(H5), the step size in AlgorithmA always equals one,
i.e., k ≡ 1, for k large enough.
Proof. Firstly, we verify the inequalities of the second part of (2.30) hold for  = 1 and k large
enough.
For j /∈ I (x∗), i.e., fj (x∗)< 0, by using (xk, dk, dk1 )→ (x∗, 0, 0) (k →∞), we can conclude fj (xk+
dk + dk1 )0 holds for k large enough.
For j ∈ I (x∗) ⊆ Ik , (2.24) and (2.27) give
gj (x
k)Tdk = gj (xk)Tdk0 − (xk),
gj (x
k)Tdk1 =−‖dk0‖ − fj (xk + dk)+ fj (xk)+ gj (xk)Tdk, j ∈ Ik. (4.4)
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Expanding fj around xk + dk , combining (4.2) and (4.4), we obtain
fj (x
k + dk + dk1 )= fj (xk + dk)+ gj (xk + dk)Tdk1 + O(‖dk1‖2)
= fj (xk + dk)+ gj (xk)Tdk1 + O(‖dk‖ · ‖dk1‖)+ O(‖dk1‖2)
= − ‖dk0‖ + fj (xk)+ gj (xk)Tdk + O(‖dk0‖3)
= − ‖dk0‖ + fj (xk)+ gj (xk)Tdk0 − (xk)+ O(‖dk0‖3)
 − ‖dk0‖ + O(‖dk0‖3)0, j ∈ Ik. (4.5)
Hence the second inequalities of (2.30) hold for = 1 and k large enough.
Secondly, we show that the ﬁrst inequality of (2.30) holds for = 1 and k large enough.
Expanding Fc around xk and taking into account relationships (4.2), we get
bk
def= Fc(xk + dk + dk1 )− Fc(xk)− ∇Fc(xk)Tdk
=∇Fc(xk)T(dk + dk1 )+ 12 (dk)T∇2Fc(xk)dk − ∇Fc(xk)Tdk + o(‖dk‖2). (4.6)
From the KKT condition of (2.18) and the active set Jk deﬁned by (4.3), we obtain
∇Fc(xk)=−Hkdk0 −
∑
j∈Jk
kj gj (x
k)=−Hkdk −
∑
j∈Jk
kj gj (x
k)+ o(‖dk‖2). (4.7)
This, together with (4.2), gives
∇Fc(xk)Tdk = − (dk)THkdk −
∑
j∈Jk
kj gj (x
k)Tdk + o(‖dk‖2)
= − (dk)THkdk −
∑
j∈Jk
kj gj (x
k)Tdk0 + o(‖dk‖2), (4.8)
∇Fc(xk)T(dk + dk1 )=−(dk)THkdk −
∑
j∈Jk
kj gj (x
k)T(dk + dk1 )+ o(‖dk‖2). (4.9)
On the other hand, by (4.5) and Taylor expansion, we have
o(‖dk‖2)= fj (xk + dk + dk1 )= fj (xk)+ gj (xk)T(dk + dk1 )+ 12 (dk)T∇2fj (xk)dk
+ o(‖dk‖2), j ∈ Jk.
Thus
−
∑
j∈Jk
kj gj (x
k)T(dk + dk1 )=
∑
j∈Jk
kjfj (x
k)+ 1
2
(dk)T
∑
j∈Jk
kj∇2fj (xk)
 dk
+ o(‖dk‖2). (4.10)
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So (4.9) and (4.10) give
∇Fc(xk)T(dk + dk1 )= − (dk)THkdk +
∑
j∈Jk
kjfj (x
k)+ 1
2
(dk)T
∑
j∈Jk
kj∇2fj (xk)
 dk
+ o(‖dk‖2). (4.11)
Substituting (4.11) and (4.8) into (4.6), we obtain
bk =
(
− 1
2
)
(dk)THkd
k + (1− )
∑
j∈Jk
kjfj (x
k)
+ 1
2
(dk)T
∇2Fc(xk)+∑
j∈Jk
kj∇2fj (xk)−Hk
 dk + o(‖dk‖2)
=
(
− 1
2
)
(dk)THkd
k + (1− )
∑
j∈Jk
kjfj (x
k)
+ 1
2
(dk)T(∇2xxLc(xk, kIk )−Hk)dk + o(‖dk‖2).
This, together with (3.1), assumption (H5) and kjfj (xk)0, shows that
bk(− 12 )a‖dk‖2 + o(‖dk‖2)0.
So the ﬁrst inequality of (2.30) holds for  = 1 and k large enough. Hence the whole proof is
complete. 
Based on Theorem 4.2, we now state and prove the main result of this section.
Theorem 4.3. Under the assumptions (H1)–(H5), Algorithm A is superlinearly convergent, i.e., the
sequence {xk} generated by the algorithm satisﬁes ‖xk+1 − x∗‖ = o(‖xk − x∗‖).
Proof. Relations (4.2) and Theorem 4.2 give that the sequence {xk} generated by Algorithm A has the
form of
xk+1 = xk + dk + dk1 = xk + dk0 + (dk − dk0 + dk1 ) def= xk + dk0 + d¯k, for k large enough,
and d¯k such that d¯k = O(‖dk0‖2). If we let sets Tk ≡ L2, L−k ≡ Ik, L0k ≡ ],kj ≡ 0,∀j ∈ L, then the
proposedAlgorithmA will reduce to a special case of theAlgorithmModel 1.1 of [15], so the conclusion
follows immediately from Theorem 2.3 in [15] which established a general result of the convergent rate
of Algorithm Model 1.1 of [15]. 
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5. Numerical experiments
In this section, we test some practical problems based on the proposed algorithm. The numerical
experiments are implemented on MATLAB 6.5, and we utilize its optimization toolbox to solve the
quadratic program (2.18). The preliminary numerical results show that the proposed algorithm is efﬁcient.
Due to the fact that the updating procedure formatrixHk is very important inSQPmethods, it determines
the superlinearly convergent property of the proposed algorithm. The most widely choice is to use the
BFGS formula with Powell’s modiﬁcation given in Ref. [30], however, such modiﬁcation is only proved
to be two-step superlinear convergence. Pantoja and Mayne in [5] proposed another version of the BFGS
formula, which is superior to that described in [30], so we use it in the tests with slight modiﬁcation to
suit our algorithm as follows:
Hk+1 =Hk − Hks
k(sk)THk
(sk)THksk
+ y˜
k(y˜k)T
(sk)Ty˜k
, (k0) (5.1)
where
sk = xk+1 − xk, y˜k = yk + ak(ksk + AkATk sk), k =min{‖dk0‖2, 	}, 	 ∈ (0, 1)
yk = ∇xLck (xk+1, k)− ∇xLck (xk, k), Ak = (∇fj (xk), j ∈ Jk),
∇xLck (x, )= ∇Fck (x)+
∑
j∈Ik
j∇fj (x), Jk = {j ∈ Ik : fj (xk)+ gj (xk)Tdk0 = 0},
ak =

0, if (sk)Tyk‖sk‖2,  ∈ (0, 1),
1, if 0(sk)Tyk < ‖sk‖2,
1+ k‖s
k‖2 − (sk)Tyk
k‖sk‖2 + (sk)TAk(Ak)Tsk
, otherwise.
During the numerical experiments, we set
ε−1 = 2, = 2.5, = 0.1, = 0.5, = 0.1, r = 0.1, c−1 = 1.
In formula (5.1), we select 	 = 0.5,  = 0.5 and H0 = E, where E ∈ Rn×n is an identity matrix.
Execution is terminated if the norm of dk0 is less than a given constant > 0.
The test problems in Table 1 are selected from Refs. [11] and [33], particularly, HS032, HS063, HS081
etc. is problem 32, 63, 81 etc. in [11], respectively, and S217, S225, S263 etc. is problem 217, 225, 263
etc. in [33], respectively. The columns of Table 1 have the following meanings:
|L1|, |L2| give the number of inequality and equality constraints, respectively;
Ni, Nf 0, Nf give the number of iterations, objective function evaluations and all constraint functions
evaluations, respectively;
Eps denotes the stoping criterion threshold .
From Table 1, we can see that our Algorithm A executes well for these problems taken from [11] and
[33], and the approximately optimal solutions are listed in Table 2.We must point out here that we record
all the KKT multipliers of (QPck) for each problem, and ﬁnd out the strict complementarity condition
does not satisfy at the approximately optimal solution for problem HS032, since the approximately
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Table 1
Numerical results on Hock and Schittkowski problems
Problem n, |L1|, |L2| Initial point x0 Ni Nf 0 Nf f0(x∗) Eps
HS032 3, 4, 1 (0.1, 0.7, 0.2)T 13 54 335 1.0000000000E + 00 1.0E − 09
HS063 3, 3, 2 (1, 1, 1)T 29 159 940 9.6171517213E + 02 1.0E − 09
HS081 5, 10, 3 (−2, 1.5, 1.3,−1,−1)T 29 125 2002 5.3949847770E − 02 1.0E − 09
HS100 7, 4, 0 (1, 2, 0, 4, 0, 1, 1)T 24 122 572 6.8063005737E + 02 1.0E − 09
HS113 10, 8, 0 (2, 3, 5, 5, 1, 2, 7, 3, 6, 10)T 57 384 3416 2.4306209068E + 01 1.0E − 07
S217 2, 2, 1 (0.5, 0.5)T 5 13 54 −8.0000000000E − 01 1.0E − 09
S225 2, 5, 0 (10, 10)T 7 19 115 2.0000000000E + 00 1.0E − 09
S263 4, 2, 2 (1, 1, 1, 1)T 81 534 2460 −1.0000000000E + 00 1.0E − 06
S325 2, 2, 1 (−3, 0)T 10 85 285 3.7913414488E + 00 1.0E − 09
S388 15, 15, 0 (0, . . . , 0)T ∈ R15 71 859 13740 −5.8210842245E + 03 1.0E − 06
Table 2
The approximately optimal solutions of the problems in Table 1
Problem Approximately optimal solution x∗
HS032 (0.0000000000, 0.0000000000, 1.0000000000)T
HS063 (3.5121213421, 0.2169879415, 3.5521711546)T
HS081 (−1.7171435704, 1.5957096902, 1.8272457529,−0.7636430782,−0.7636430782)T
HS100 (2.3304993729, 1.9513723729,−0.4775413923,
4.3657262337,−0.6244869705, 1.0381310185, 1.5942267116)T
HS113 (2.1719963709, 2.3636829697, 8.7739257282, 5.0959844393, 0.9906547434,
1.4305739306, 1.3216442102, 9.8287258110, 8.2800916736, 8.3759266703)T
S217 (0.6000000000, 0.8000000000)T
S225 (1.0000000000, 1.0000000000)T
S263 (1.0000000000, 1.0000000000,−0.0000001848,−0.0000003115)T
S325 (−2.3722813235,−1.8363772279)T
S388 (0.6268386348, 1.4330999684, 1.4625959112, 0.7313331816, 0.7861430259,
1.2048593674,−1.1433983817, 1.0611106542,−0.1338929682, 1.1820109159,
0.9691771026,−0.8450130984, 0.4812248764,−0.3398615491, 0.6858907696)T
multiplier associated with constraint “−x10” equals zero, while “−x10” is an active constraint at x∗
(see Table 2), and our algorithm also performs well for this problem. Tables 3 and 4 give the detailed
iterations for two typical problems in R2, so as to be illustrated intuitively in ﬁgures, Figs. 1 and 2 give
these details, respectively. Moreover, k = 1 is accepted at most steps of Tables 3 and 4, ck in Table 4
increases only once.
The following problem is used to show the Maratos effect in [21].
min f0(x)= x21 + x22 ,
s.t. f1(x)=−(x1 + 1)2 − x22 + 40.
(5.2)
Table 3 shows the detailed iterations of problem (5.2).
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Table 3
Detailed iterations for problem (5.2)
k xk = (xk1 , xk2 )T f0(xk) k ck ‖dk0‖
0 (2, 1)T 5.00000000000000 0.25 1 4.47213595499958
1 (1.00000000000000, 0.50000000000000)T 1.25000000000000 1 1 0.45506484941110
2 (1.05187328776607, 0.04808068149208)T 1.10874916544855 1 1 0.06619724013181
3 (1.00040081810826, 0.00560448859205)T 1.00083320716404 1 1 0.00503676468234
4 (1.00000040155125, 0.00058318548255)T 1.00000114320798 1 1 0.00058294357707
5 (1.00000000210072, 0.00000024196729)T 1.00000000420149 0.5 1 0.00000024197708
6 (1.00000000105036, 0.00000012098331)T 1.00000000210074 1 1 0.00000012098786
7 (1.00000000000000, 0.00000000000000)T 1.00000000000000 — 1 0.00000000000000
Table 4
Detailed iterations for problem (5.3)
k xk = (xk1 , xk2 )T f0(xk) k ck ‖dk0‖
0 (−3, 0)T 9.00000000000000 2.7756E − 17 1 7.60000000000000
1 (−3.00000000000000, −0.00000000000000)T 8.99999999999999 1 1.1 1.14538102888854
2 (−0.89066472724898, −1.14538102888854)T −0.35209737252303 0.125 1.1 2.58927360411821
3 (−1.14555373501979, −1.17487645664685)T 0.13741690317093 0.125 1.1 1.98045843464333
4 (−1.34258771872121, −1.23858100231097)T 0.56396078015005 0.25 1.1 1.57228223947891
5 (−1.64250431981073, −1.32514813037809)T 1.37267231021882 0.5 1.1 1.07737283243266
6 (−2.02697984097991, −1.47305174690787)T 2.63559552883108 1 1.1 0.55610702558433
7 (−2.36894744195543, −1.73887375128312)T 3.87303823146404 1 1.1 0.10029317003205
8 (−2.37228132101736, −1.83496065010865)T 3.79275801593923 1 1.1 0.00141712461833
9 (−2.37228132326901, −1.83637720425407)T 3.79134147247692 1 1.1 0.00000002367842
10 (−2.37228132326901, −1.83637722793249)T 3.79134144879850 — 1.1 0.00000000000000
The following problem is taken from [33], test example 325.
min f0(x)= x21 + x2
s.t. f1(x)= x1 + x2 − 10,
f2(x)= x1 + x22 − 10,
f3(x)= x21 + x22 − 9= 0.
(5.3)
Table 4 shows the detailed iterations of problem (5.3).
The intuitional iterations for Tables 3 and 4 are given in Figs. 1 and 2, respectively. The symbol “*”
in these ﬁgures denotes the site of the iteration point, and symbol “x0”, “x1” and “x7” etc. denotes the
initial point x0, the ﬁrst iteration point x1 and the 7th iteration point x7 etc., respectively.
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6. Concluding remarks
In this paper, we proposed a feasible descent SQP algorithm for general optimization problems with
equality and inequality constraints. At ﬁrst, we transform the original problem to an associated simpler
problem with only inequality constraints, then use feasible descent SQP method to solve the simpliﬁed
problem.At each iteration, only one QP subproblem needs to be solved, consequently, a master direction
is obtained. In order to get a feasible descent direction and a height-order correction direction which can
use to avoid the Maratos effect and guarantee the superlinear convergence rate under weaker condition
without the strict complementarity, we correct themaster direction by two simple explicit formulas instead
of solving QPs, as a result, the computational cost is reduced comparing with many other existing feasible
SQP methods. Numerical results in Section 5 also show that the proposed algorithm is promising.
In fact, if the Hessian matrices∇2fj (x) (j ∈ L0) of the objective function and constraint functions are
used to generate the updatingmatrixHk , it is possible to establish the quadratically convergent property of
ourAlgorithmA. For example, if we use formula (2.32) described in [15], then the quadratical convergence
rate achieves immediately from Theorem 2.10 of [15].
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