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POLARIZED SUPERSPECIAL SIMPLE ABELIAN SURFACES
WITH REAL WEIL NUMBERS
JIANGWEI XUE AND CHIA-FU YU
Abstract. Let q be an odd power of a prime p ∈ N, and PPSP(√q ) be the
finite set of isomorphism classes of principally polarized superspecial abelian
surfaces in the simple isogeny class over Fq corresponding to the real Weil
q-numbers ±√q . We produce explicit formulas for PPSP(√q ) of the following
three kinds: (i) the class number formula, i.e. the cardinality of PPSP(
√
q );
(ii) the type number formula, i.e. the number of endomorphism rings up to
isomorphism of members of PPSP(
√
q ); (iii) the refined class number formula
with respect to each finite group G, i.e. the number of elements of PPSP(
√
q )
whose automorphism group coincides with G. Similar formulas are obtained
for other polarized superspecial members of this isogeny class using polariza-
tion modules. We observe several surprising identities involving the arithmetic
genus of certain Hilbert modular surface on one side and the class number or
type number of (P,P+)-polarized superspecial abelian surfaces in this isogeny
class on the other side.
1. Introduction
Let p ∈ N be a prime number, q = pn a power of p, and Fq the finite field with q
elements. An algebraic integer π ∈ Q¯ ⊂ C is called a Weil q-number if |σ(π)| =√q
for every embedding σ : Q(π) →֒ C. By the Honda-Tate Theorem [50, Theorem 1],
there is a bijection between the isogeny classes of simple abelian varieties over Fq
and the Gal(Q¯/Q)-conjugacy classes of Weil q-numbers. Let Xπ/Fq be a simple
abelian variety in the isogeny class corresponding to the Weil q-number π. Both
the dimension g(π) := dim(Xπ) and the endomorphism algebra End
0
Fq
(Xπ) :=
EndFq (Xπ)⊗ZQ are invariants of the isogeny class and can be determined explicitly
from π (ibid.). Recall that End0Fq (Xπ) is a finite-dimensional central division Q(π)-
algebra.
Throughout this paper, terms such as “isomorphism, endomorphism, isogeny,
polarization” are reserved for those defined over the base field Fq unless specified
otherwise. Hence we will drop the subscript Fq from EndFq (Xπ) and simply write
End(Xπ) if the base field Fq is clear from the context. It is well-known [72, 4.1]
that for each fixed g ≥ 1, there are only finitely many g-dimensional abelian vari-
eties over Fq up to isomorphism. Let Isog(π) be the finite set of Fq-isomorphism
classes of simple abelian varieties in the isogeny class corresponding to π. Simi-
larly, let PPAV(π) be the finite set of isomorphism classes of principally polarized
abelian varieties (X,λ)/Fq with X/Fq in the simple isogeny class corresponding to
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π. The finiteness of PPAV(π) is again well-known and follows from [39, Appendix
I, Lemma 1] (see also [35]). Therefore, it is natural to ask:
Question. What are the cardinalities |Isog(π)| and |PPAV(π)|?
In contrast to the algebraically closed base field case [39, §23, Corollary 1], the set
PPAV(π) could be empty. Consequently, an Fq-isogeny class I of abelian varieties
is said to be principally polarizable if there exists an abelian variety X ∈ I that
admits a principal polarization over Fq. The question whether a given Fq-isogeny
class I is principally polarizable has been investigated by E. Howe in a series of
papers (see [20] for the precise references). Howe, Maisner, Nart and Ritzenthaler
[20, Theorem 1] determined all isogeny classes of abelian surfaces that are not
principally polarizable. Based on the works of Ru¨ck [46], Maisner-Nart [36], and the
aforementioned result, Howe, Nart and Ritzenthaler [20] gave a complete solution
to the problem of characterizing the isogeny classes of abelian surfaces over finite
fields containing a Jacobian.
The first goal of this paper is to give an explicit formula for |PPAV(√p )|, that
is, we take π to be the Weil p-number
√
p . It is well-known that the isogeny class
corresponding to π =
√
p consists of Fp-simple abelian surfaces [50, §1, Examples].
Thanks to [20, Theorem 1], PPAV(
√
p ) 6= ∅. The computation of |PPAV(√p )|
relies on that of |Isog(√p )|, which was previously carried out by the present authors
together with Tse-Chung Yang in [58, 60]. The result of the unpolarized case has
been extended in [62, Theorem 4.4] to an explicit formula for |Isog(√q )|, where q
is an arbitrary odd power of p.
For every square-free integer d ∈ Z, let h(d) be the class number of the quadratic
field Q(
√
d ). As usual,
( ·
p
)
denotes the Legendre symbol, and ζF (s) denotes the
Dedekind zeta function of the quadratic real field F := Q(
√
p ). See Remark 3.3.8
for methods of computing the special value ζF (−1).
Theorem 1.1. (1) |PPAV(√p )| = 1, 1, 2 for p = 2, 3, 5, respectively.
(2) For p ≥ 13 and p ≡ 1 (mod 4),
(1.1) |PPAV(√p )| =
(
9− 2
(
2
p
))
ζF (−1)
2
+
3h(−p)
8
+
(
3 +
(
2
p
))
h(−3p)
6
.
(3) For p ≥ 7 and p ≡ 3 (mod 4),
(1.2) |PPAV(√p )| = ζF (−1)
2
+
(
11− 3
(
2
p
))
h(−p)
8
+
h(−3p)
6
.
When p ≡ 1 (mod 4), the set PPAV(√p ) naturally partitions into two subsets
Λpp1 and Λ
pp
16 by Proposition 3.2.9, and we can discuss the class number formulas
for Λpp1 and Λ
pp
16 individually (see (3.31)–(3.34)). This applies to the type number
formulas in Theorem 1.3 and refined class number formulas in Theorem 1.4 as well.
Recall that an abelian variety over a field k of characteristic p is supersingular if it
is k¯-isogenous to a product of supersingular elliptic curves over an algebraic closure
k¯ of k; it is superspecial [33, §1.7] if it is k¯-isomorphic to a product of supersingular
elliptic curves over k¯. In the previous papers [59,61,68], the authors calculated the
number of isomorphism classes of (unpolarized) superspecial abelian surfaces over
Fq for every prime power q. By the Manin-Oort Theorem [69, Theorem 2.9], each
X/Fq in the isogeny class corresponding to π = ±√q is supersingular. Moreover,
if q = p, then each X is superspecial by the proof of [57, Theorem 6.2]. In general,
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for an odd power q of p, let PPSP(
√
q ) be the following subset of PPAV(
√
q ):
PPSP(
√
q ) := {[X,λ] ∈ PPAV(√q ) | X is superspecial}.
Similarly, let Sp(
√
q ) ⊆ Isog(√q ) be the subset consisting of the superspecial
abelian surfaces. According to Corollary 3.2.5, the base change functor −⊗Fp Fq
gives identifications
(1.3) Isog(
√
p )
∼−→ Sp(√q ) and PPAV(√p ) ∼−→ PPSP(√q ),
which preserve the endomorphism rings and automorphism groups. In particular,
(1.4) |PPAV(√p )| = |PPSP(√q )|,
and Theorem 1.1 also provides an explicit formula for |PPSP(√q )|.
Note that not every member in Sp(
√
q ) is principally polarizable. Thus, the un-
derlying abelian surfaces of members of PPSP(
√
q ) form a proper subset of Sp(
√
q )
in general. For the purpose of considering all members of Sp(
√
q ) equipped with a
polarization, we make use of polarization modules, which are fundamental invariants
appearing in the theory of Hilbert-Blumenthal varieties [10,45,65]. See §4.1 for the
notion of (P, P+)-polarized abelian varieties. For the characterization of members
of PPSP(
√
q ) in terms of polarization modules, see Corollary 4.3. As a result, the
formulas for |PPAV(√p )| may be regarded as special cases of class number formulas
for the isomorphic classes of (P, P+)-polarized superspecial abelian surfaces in the
simple Fq-isogeny class corresponding to π =
√
q . Moreover, the same method for
computing |PPAV(√p )| applies to these polarized abelian surfaces as well, and the
resulting formulas are produced in Theorem 4.11. Surprisingly, these class num-
ber formulas coincide with the formulas for the arithmetic genus of certain Hilbert
modular surfaces. One example is given as follows.
Example 1.2. Let OF be the ring of integers of F = Q(
√
p ), and a ⊂ F be a
nonzero fractional OF -ideal. Let SL(OF ⊕ a) be the stabilizer of OF ⊕ a in SL2(F ),
and Γ := PSL(OF ⊕ a) = SL(OF ⊕ a)/{±1}. The Hilbert modular surface YΓ
is defined to be the minimal non-singular model of the compactification of Γ\H2
[51, §II.7], where H denotes the upper half plane of C as usual. Up to isomorphism,
YΓ depends only on the Gauss genus of a and not on the choice of a itself.
Suppose for the moment that p ≡ 3 (mod 4), and a belongs to the unique non-
principal Gauss genus, i.e. the narrow (strict) ideal class [a] ∈ Pic+(OF ) is not
of the form [b2] for any fractional OF -ideal b. Comparing Theorem 1.1 with the
formula for the arithmetic genus χ(YΓ) in [16, Theorems II.5.8–9], we immediately
find that
(1.5) χ(YΓ) = |PPAV(√p )|.
Varying p, a and Γ, we are able to observe several similar identities involving
the arithmetic genus of a Hilbert modular surface on one side and the class number
of certain kind of (P, P+)-polarized superspecial abelian surfaces on the other side.
See Remark 4.12 for the precise identities.
Let q = pn be an arbitrary prime power again. The Weil q-numbers ±√q are
exceptional in several ways. Suppose that π is a Weil q-number different from ±√q .
Then the number field Q(π) is always a CM-field (i.e. a totally imaginary quadratic
extension of a totally real number field). From [62, Proposition 2.2],
(1.6) |Isog(π)| = Nπ · h(Q(π)),
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where Nπ is a positive integer, and h(Q(π)) is the class number of Q(π). It should
be mentioned that Nπ is highly dependent on π and can be challenging to calculate
explicitly in general. See the discussions in [35, §3.2] and [62, §2.4]. The proof of
(1.6) relies on a strong approximation argument, which fails for the Weil q-numbers
±√q . The distinction is further amplified in the case q = p. If π is a Weil p-number
distinct from ±√p , then by [57, Theorem 6.1],
(1.7) End0(Xπ) = Q(π)
for every abelian variety Xπ in the simple Fp-isogeny class corresponding to π,
while (1.7) does not hold for the Weil p-numbers ±√p . Consequently, many the-
ories for abelian varieties over Fp have to make an exception for the isogeny class
corresponding to ±√p . See [4, §1.3] and [35, Theorem 0.3]. Recently, results for
counting PPAV(π) with π being a Weil p-number distinct from ±√p are obtained
in [1].
Now suppose that π = ±√q with q = pn. There are two cases to consider. First
suppose that n is even. Then Xπ is a supersingular elliptic curve with
(1.8) End0(Xπ) ≃ Dp,∞,
where Dp,∞ denotes the unique quaternion Q-algebra ramified exactly at p and∞.
Since each elliptic curve is equipped with the unique canonical principal polariza-
tion, we have a canonical bijection PPAV(π) ∼= Isog(π). By [57, Theorem 4.2], the
endomorphism ring End(Xπ) is a maximal order in End
0(Xπ) for every Xπ. A clas-
sical result of Deuring [11] and later re-interpreted by Waterhouse [57, Theorem 4.5]
shows that for π ∈ {±pn/2} with n ∈ 2Z>0, we have
|PPAV(π)| = |Isog(π)| = h(Dp,∞)
=
p− 1
12
+
1
4
(
1−
(−4
p
))
+
1
3
(
1−
(−3
p
))
.
(1.9)
Here h(Dp,∞) is the class number of Dp,∞, which is first computed by Eichler [15].
Igusa [23] also computed (1.9) using another method. In fact, we know more about
PPAV(π) than just its cardinality. Let1 tpp(π) be the type number of PPAV(π),
that is, the number of isomorphism classes of endomorphism rings End(X) as [X,λ]
ranges over PPAV(π):
(1.10) tpp(π) := #
({End(X) | [X,λ] ∈ PPAV(π)}/≃).
By the above discussion, for π ∈ {±pn/2} with n even, tpp(π) coincides with the
type number t(Dp,∞), which was computed by Eichler [15] and Deuring [12] using
different methods. If p = 2, 3, then t(Dp,∞) = 1, and
(1.11) 2t(Dp,∞) = h(Dp,∞)+
[
1
2
+
1
4
(
1−
(−4
p
))(
2−
(
2
p
))]
h(−p) if p ≥ 5.
See also [17, (1.10) and (1.11) and (2.5)], [22, Remark 3, p. 42] and [68, (1.5) and
(1.6)].
One may also consider the automorphism groups of members of PPAV(π). For
each finite group G, we put
(1.12) hpp(π,G) := #{[X,λ] ∈ PPAV(π) | Aut(X,λ) ≃ G}
1The superscript pp stands for “principal polarization”.
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and call it the refined class number of PPAV(π) with respect to G. Keep the
assumption that π ∈ {±pn/2} and n ∈ 2Z>0. From [55, Proposition V.3.1], if p = 2
or 3, then PPAV(π) consists of a single member [X,λ], and
(1.13) Aut(X,λ) ≃
{
E24 ≃ SL2(F3) if p = 2,
Q12 ≃ C3 ⋊C4 if p = 3.
Here following [55, Theorem I.3.7], we denote by E24 the binary tetrahedral group,
Q12 the dicyclic group of order 12 (cf. (1.19)), and Cm the cyclic group of order
m. If p ≥ 5, then Aut(X,λ) ≃ Cm with m ∈ {2, 4, 6} for every member [X,λ] ∈
PPAV(π). From [55, Proposition V.3.2],
hpp(π,C4) =
1
2
(
1−
(−4
p
))
, hpp(π,C6) =
1
2
(
1−
(−3
p
))
,(1.14)
hpp(π,C2) =
p− 1
12
− 1
4
(
1−
(−4
p
))
− 1
6
(
1−
(−3
p
))
.(1.15)
Next, suppose that π = ±pn/2 with n odd. The sets PPAV(π) and Isog(π) can
no longer be identified. Similar to the previous case,
(1.16) End0(Xπ) ≃ D∞1,∞2 ,
the unique quaternion Q(
√
p )-algebra ramified exactly at the two infinite places of
Q(
√
p ) and splits at all finite places. Theorem 1.1 may be regarded as a general-
ization of (1.9) to the Weil p-numbers π = ±√p . Compared to the previous case,
End(Xπ) is no longer necessarily a maximal order in End
0(Xπ) even in the case
n = 1 [57, Theorem 6.2], which causes new difficulties. The number of endomor-
phism rings (up to isomorphism) of members of Isog(
√
p ) is calculated in [63]. We
produce the counterpart of (1.11) for the set PPAV(
√
p ).
Theorem 1.3. The type number of PPAV(
√
p ) is given as follows:
(1) tpp(
√
p ) = 1, 1, 2 for p = 2, 3, 5, respectively.
(2) If p ≡ 1 (mod 4) and p ≥ 13, then
(1.17) tpp(
√
p ) = 8ζF (−1) + h(−p)
2
+
2h(−3p)
3
.
(3) If p ≡ 3 (mod 4) and p ≥ 7, then
(1.18) tpp(
√
p ) =
ζF (−1)
4
+
(
17−
(
2
p
))
h(−p)
16
+
h(−2p)
8
+
h(−3p)
12
.
See Theorem 4.11 for the generalization of Theorem 1.3 to type number formulas
of (P, P+)-superspecial abelian surfaces. In light of (1.3), the same type number
formulas hold for PPSP(
√
q ) for any odd power q of p. This principle applies to
the refined class number formulas in Theorem 1.4 below as well.
Next we produce the counterparts to (1.13)–(1.15) for the refined class numbers
hpp(
√
p ,G). For each [X,λ] ∈ PPAV(√p ), the automorphism group Aut(X,λ) can
be regarded as a finite subgroup of (D∞1,∞2⊗Q(√p )R)× ≃ H×, where H denotes the
Hamilton quaternion R-algebra. Thus we adopt the notation of [55, Theorem I.3.7]
for finite subgroups of H×, except that the dicyclic group of order 4m will be
denoted by Q4m. More explicitly,
(1.19) Q4m :=
〈
s, t | s2m = 1, t2 = sm, tst−1 = s−1〉 , ∀m ≥ 2.
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Theorem 1.4. The refined class numbers of PPAV(
√
p ) are listed as follows.
(1) When p ≤ 3, let [X,λ] be the unique member of PPAV(√p ). Then
(1.20) AutFp(X,λ) ≃
{
E48 if p = 2,
Q24 if p = 3.
(2) When p = 5, we may write PPAV(
√
5 ) = {[X1, λ1], [X16, λ16]}, where the
two members are distinguished by2
EndF5(X1) ∩Q(
√
5 ) = Z[(1 +
√
5 )/2], EndF5(X16) ∩Q(
√
5 ) = Z[
√
5 ],(1.21)
AutF5(X1, λ1) ≃ E120, AutF5(X16, λ16) ≃ Q12.(1.22)
(3) When p ≡ 1 (mod 4) and p ≥ 13, we have
hpp(
√
p ,C2) =
(
9− 2
(
2
p
))
ζF (−1)
2
− 3h(−p)
8
−
(
3 +
(
2
p
))
h(−3p)
12
− 1
4
(
2
p
)
− 1
2
(
p
3
)
+
3
4
,
hpp(
√
p ,C4) =
3h(−p)
4
+
1
4
(
2
p
)
+
(
p
3
)
− 5
4
,
hpp(
√
p ,C6) =
1
4
(
3 +
(
2
p
))
h(−3p) + 1
2
(
2
p
)
+
1
2
(
p
3
)
− 1,
hpp(
√
p ,Q12) = 1−
(
p
3
)
,
hpp(
√
p ,E24) =
1
2
(
1−
(
2
p
))
.
(4) When p ≡ 3 (mod 4) and p ≥ 7, we have
hpp(
√
p ,C2) =
ζF (−1)
2
−
(
11− 3
(
2
p
))
h(−p)
8
− h(−3p)
12
+
1
4
(
2
p
)
− 1
2
(
p
3
)
+
5
4
,
hpp(
√
p ,C4) =
(
11
4
− 3
4
(
2
p
))
(h(−p)− 1)−
(
2
p
)
+
(
p
3
)
,
hpp(
√
p ,C6) =
h(−3p)
4
− 1
2
(
2
p
)
+
1
2
(
p
3
)
− 1,
hpp(
√
p ,Q8) = 1,
hpp(
√
p ,Q12) = 1−
(
p
3
)
,
hpp(
√
p ,E24) =
1
2
(
1 +
(
2
p
))
.
As a convention, if G is any finite group not listed above, then hpp(
√
p ,G) = 0.
For example, hpp(
√
p ,Q8) = 0 when p ≡ 1 (mod 4), so there is no member [X,λ] ∈
PPAV(
√
p ) with Aut(X,λ) ≃ Q8 in this case.
This paper is organized as follows. In §2 we explain our strategy for computing
|PPAV(π)|, which is a simple variant of the Langlands-Kottwitz method. This
2Here the subscript 16 indicates that the order O16 := EndF5 (X16) has index 16 in any maximal
order of D∞1,∞2 containing it. Similarly, EndF5 (X1) is a maximal order in D∞1,∞2 . See §3.2.7
or [57, Theorem 6.2].
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strategy is carried out in detail for π = ±√p in §3, except that some class number
calculations are postponed to §7, and certain symplectic lattice classification is
postponed to §8. In §4, we recall the notion of polarization modules, and extend the
results of §3 to produce both class number and type number formulas for (P, P+)-
polarized abelian surfaces in the simple Fp-isogeny class corresponding to π = ±√p .
We focus on the computation of mass formulas in §5, and the refined class number
formulas in §6.
Notation. As usual, Zℓ denotes the ℓ-adic completion of Z at the prime ℓ. Let
Ẑ =
∏
ℓ Zℓ be the pro-finite completion of Z, and Q̂ the finite adele ring of Q. If
M is a finitely generated Z-module or a finite dimensional Q-vector space, we put
Mℓ := M ⊗Z Zℓ and M̂ := M ⊗Z Ẑ. The unique quaternion Q-algebra ramified
exactly at p and ∞ is denoted by Dp,∞. Similarly, the unique quaternion Q(√p )-
algebra ramified exactly at the two infinite places is denoted by D∞1,∞2 . For
simplicity, we often put D := D∞1,∞2 . If B is a finite-dimensional Q-algebra, we
denote by B× the algebraic Q-group that represents the functor R 7→ (B⊗QR)× for
any commutative Q-algebra R. The group B× is called the multiplicative algebraic
Q-group of B. If K =
∏
Ki is a finite product of number fields or non-archimedean
local fields, then we denote by OK the maximal order of K. For any abelian variety
X defined over a finite field Fq, we denote by πX the Frobenius endomorphism of
X over Fq.
2. Method of calculation
Given a Weil q-number π, the study of Isog(π) in terms of ideal classes of certain
orders goes back to Waterhouse [57]. The general method for counting abelian
varieties equipped with a PEL-type structure in an isogeny class is developed by
Langlands [31] and Kottwitz [28, 29] for studying the Hasse-Weil zeta functions of
Shimura varieties. See also the work of Clozel [6] and Scholze [47] for expositions
and further results. Employing this method, Lipnowski and Tsimerman [35] give
nice bounds for the number of isomorphism classes of g-dimensional PPAVs over
Fp. Recently, results for counting PPAV(π) with π being a Weil p-number distinct
from ±√p are obtained in [1].
For the purpose of this paper, we follow a variant of this method in [62], which is
previously developed by the second named author in [67]. This method treats both
the unpolarized case and the principally polaried case uniformly and expresses the
cardinalities as sums of class numbers of linear algebraic Q-groups. As the method
is built upon Tate’s theorem (due to Tate, Zarhin, Faltings and de Jong), its key
part is appliable to any finitely generated ground field k (that is, finitely generated
over its prime subfield).
Given an abelian variety X over k and a prime number ℓ (not necessarily distinct
from the characteristic of k), we write X(ℓ) for the ℓ-divisible group lim−→X [ℓ
n]
associated to X . A Q-isogeny ϕ : X1 → X2 between two abelian varieties over k
is an element ϕ ∈ Hom(X1, X2) ⊗ Q such that Nϕ is an isogeny for some N ∈ N.
Similarly, one defines the notion of Qℓ-isogenies between ℓ-divisible groups. Clearly,
a Q-isogeny ϕ induces a Qℓ-isogeny ϕℓ : X1(ℓ) → X2(ℓ) for each ℓ, and ϕℓ is an
isomorphism for almost all ℓ.
Fix an abelian variety X0 over k. Two Q-isogenies ϕ1 : X1 → X0 and ϕ2 : X2 →
X0 are said to be equivalent if there exists an isomorphism θ : X1 → X2 such that
ϕ2 ◦ θ = ϕ1. Let Qisog(X0) be the set of equivalence classes of Q-isogenies (X,ϕ)
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to X0. By an abuse of notation, we still write (X,ϕ) for its equivalence class. The
endomorphism ring End(X) is realized as a canonical suborder of End0(X0) via the
isomorphism
(2.1) End0(X)
≃−→ End0(X0), a 7→ ϕaϕ−1.
The set Qisog(X0) contains a distinguished element (X0, id0), where id0 is the
identity map of X0. For any Q-isogeny ϕ1 : X1 → X0, there is a bijection
(2.2) Qisog(X0)→ Qisog(X1), (X,ϕ) 7→ (X,ϕ−11 ϕ).
Therefore, we may change the base abelian variety X0 to suit our purpose whenever
necessary. Similarly, one defines Qisog(X0(ℓ)) for every prime ℓ.
Let G be the algebraic Q-group representing the functor
(2.3) R 7→ G(R) := (End0(X0)⊗Q R)×
for every commutative Q-algebra R. Up to isomorphism, G depends only on the
isogeny class of X0. We have G(Qℓ) = (End(X0(ℓ)) ⊗Zℓ Qℓ)× by Tate’s theorem.
Let Q̂ := Ẑ ⊗Z Q be the ring of finite adeles of Q. From [62, Lemma 5.2], there is
an action of G(Q̂) on Qisog(X0) as follows: for any (X,ϕ) ∈ Qisog(X0) and any
α = (αℓ) ∈ G(Q̂), the member (X ′, ϕ′) := α(X,ϕ) is uniquely characterized by the
following equality in Qisog(X0(ℓ)) for every prime ℓ:
(2.4) (X ′(ℓ), ϕ′ℓ) = (X(ℓ), αℓϕℓ).
It follows immediately from Tate’s theorem and the identification (2.1) that
(2.5) End(X ′)⊗ Ẑ = α(End(X)⊗ Ẑ)α−1.
If we equip Qisog(X0) with the discrete topology, then the action of G(Q̂) on
Qisog(X0) is continuous and proper. Indeed, the stabilizer of any (X,ϕ) ∈ Qisog(X0)
coincides with the open compact subgroup (End(X)⊗ Ẑ)× ⊂ G(Q̂).
Definition 2.1. Let H ⊆ G be an algebraic subgroup of G over Q. Two members
(Xi, ϕi) ∈ Qisog(X0) for i = 1, 2 are said to be in the same H-genus if there exists
α ∈ H(Q̂) such that (X2, ϕ2) = α(X1, ϕ1). They are said to be H-isomorphic if
there exists α ∈ H(Q) such that (X2, ϕ2) = (X1, αϕ1).
Thus Qisog(X0) is partitioned into H-genera, and each H-genus is further sub-
divided into H-isomorphism classes. In particular, it makes sense to talk about two
H-isomorphism classes [Xi, ϕi]i=1,2 belonging to the same H-genus.
Proposition 2.2. Let GH(X,ϕ) ⊆ Qisog(X0) be the H-genus containing (X,ϕ),
and ΛH(X,ϕ) be the set consisting of H-isomorphism classes within GH(X,ϕ).
Put UH(X,ϕ) := StabH(Q̂)(X,ϕ), the stabilizer of (X,ϕ) in H(Q̂). Then there is
a bijection
ΛH(X,ϕ) ≃ H(Q)\H(Q̂)/UH(X,ϕ),
sending the H-isomorphic class [X,ϕ] to the identity class on the right.
The proposition follows directly from definition. From [42, Theorem 8.1], ΛH(X,ϕ)
is a finite set. Proposition 2.2 turns out to be quite versatile. By varying H , it
can be used to count abelian varieties with various additional structures. We give
two examples below, one for counting unpolarized abelian varieties, and another for
counting principally polarized ones. See §4 for counting (P, P+)-polarized abelian
surfaces with real multiplication.
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2.3. First, let us look at the case H = G. Two members (Xi, ϕi)i=1,2 ∈ Qisog(X0)
are in the same G-genus if and only if X1(ℓ) is isomorphic to X2(ℓ) for every prime
ℓ. This matches with the classical notion of genus for unpolarized abelian varieties
in an isogeny class, cf. [62, Definition 5.1]. Similarly, (X1, ϕ1) and (X2, ϕ2) are
G-isomorphic if and only if X1 and X2 are isomorphic abelian varieties over k.
Therefore, Proposition 2.2 recovers [62, Proposition 5.4] in the case H = G.
2.4. Next, we look at polarized abelian varieties. Let Xt be the dual abelian variety
of X . A Q-isogeny λ : X → Xt is said to be a Q-polarization if Nλ is a polarization
for some N ∈ N. For each ℓ, the Q-polarization λ induces a Qℓ-quasipolarization
of X(ℓ) (see [40, §1] and [33, §5.9]). An isomorphism (resp. Q-isogeny) from a Q-
polarized abelian variety (X1, λ1) to another (X2, λ2) is an isomorphism (resp. Q-
isogeny) ϕ : X1 → X2 such that
(2.6) λ1 = ϕ
∗λ2 := ϕt ◦ λ2 ◦ ϕ.
Fix aQ-polarized abelian variety (X0, λ0). TwoQ-isogenies ϕi : (Xi, λi)→ (X0, λ0)
for i = 1, 2 are said to be equivalent if there exists an isomorphism θ : (X1, λ1)→
(X2, λ2) such that ϕ1 = ϕ2 ◦θ. We define Qisog(X0, λ0) to be the set of equivalence
classes of all Q-isogenies (X,λ, ϕ) to (X0, λ0). The forgetful map (X,λ, ϕ) 7→ (X,ϕ)
induces a bijection:
(2.7) F (λ0) : Qisog(X0, λ0)→ Qisog(X0),
whose inverse is given by (X,ϕ) 7→ (X,ϕ∗λ0, ϕ).
Let G1 ⊆ G be the algebraic subgroup over Q that represents the functor
(2.8) R 7→ G1(R) := {g ∈ (End(X0)⊗Q R)× | gt ◦ λ0 ◦ g = λ0}
for every commutative Q-algebra R. In light of the bijection (2.7), two members
(Xi, ϕi)i=1,2 ∈ Qisog(X0) are in the same G1-genus if and only if (X1(ℓ), λ1,ℓ) is
isomorphic to (X2(ℓ), λ2,ℓ) for every prime ℓ. Once again, this recovers the classical
notion of “being in the same genus” for Q-polarized abelian varieties in an isogeny
class. Similarly, (X1, ϕ1) and (X2, ϕ2) are G
1-isomorphic if and only if (X1, λ1)
and (X2, λ2) are isomorphic Q-polarized abelian varieties over k. Therefore, when
H = G1, Proposition 2.2 is a special case of [62, Theorem 5.10].
In practice, we are more interested in abelian varieties with integral polarizations
than Q-polarizations.
Lemma 2.5 ([62, Remark 5.7]). Let G (X,λ, ϕ) ⊆ Qisog(X0, λ0) be the genus con-
taining (X,λ, ϕ). If λ is an integral polarization on X, then λ′ is integral for every
member (X ′, λ′, ϕ′) ∈ G (X,λ, ϕ). If moreover λ is principal, then so is λ′.
2.6. For calculation purpose, it is more convenient to describe genera of Q-polarized
abelian varieties in terms of Tate modules and Dieudonne´ modules rather than ℓ-
divisible groups. Assume that k is the finite field Fq, and π is an arbitrary Weil
q-number. Let
(2.9) F = Q(π), OF = the ring of integers of F , A = Z[π] ⊆ OF .
If F is a CM-field, then we write a 7→ a¯ for the complex conjugation map on
F ; otherwise F is either Q or Q(
√
p ), and we put a¯ = a for every a ∈ F . Let
X0/Fq be an abelian variety in the simple Fq-isogeny class corresponding to π,
and λ0 : X0 → Xt0 be a Q-polarization. At each prime ℓ 6= p, the Tate space
Vℓ := Tℓ(X0)⊗Qℓ with its Gal(Fq/Fq)-module structure is simply a free Fℓ-module
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of rank 2 dim(X0)/[F : Q], and λ0 induces a non-dengerate alternating Qℓ-bilinear
Weil pairing
(2.10) ψℓ : Vℓ × Vℓ → Qℓ such that ψℓ(ax, y) = ψℓ(x, a¯y)
for all a ∈ Fℓ and x, y ∈ Vℓ. A Q-isogeny ϕ : (X,λ) → (X0, λ0) identifies Tℓ(X)
with the Aℓ-lattice ϕℓ(Tℓ(X)) in (Vℓ, ψℓ).
Similarly, let M(X0) be the covariant Dieudonne´ module of X0, which is a free
module of rank 2 dim(X0) over the ring of Witt vectors W (Fq). For simplicity, put
(2.11) Zq :=W (Fq), Qq := Zq ⊗Zp Qp,
and let σ ∈ Gal(Qq/Qp) be the Frobenius element as usual. The Frobenius operator
F (resp. Verschiebung operator V) acts (Zq, σ)-linearly (resp. (Zq, σ−1)-linearly) on
M(X0). From [33, §5.9], the Q-polarization λ0 induces a non-degenerate alternating
Qq-bilinear form ψp on the F-isocrystal Vp :=M(X0)⊗Zp Qp satisfying
(2.12) ψp(Fx, y) = ψp(x,Vy)
σ , ∀ x, y ∈ Vp.
A Q-isogeny ϕ : (X,λ) → (X0, λ0) again identifies M(X) with the Dieudonne´
sublattice ϕp(M(X)) in (Vp, ψp).
From the fuctorial equivalence between ℓ-divisible groups and Dieudonne´ mod-
ules (when ℓ = p) or Tate modules (when ℓ 6= p), we see that two members
(Xi, λi, ϕi)i=1,2 ∈ Qisog(X0, λ0) belong to the same genus if and only if both of the
following conditions are satisfied:
(1) at each prime ℓ 6= p, the two Aℓ-lattices Tℓ(Xi) are isometric in (Vℓ, ψℓ);
(2) at the prime p, the two Dieudonne´ modulesM(Xi) are isometric in (Vp, ψp).
2.7. Let Qisogpp(X0, λ0) be the subset of Qisog(X0, λ0) consisting of the principally
polarized members. A member (X,λ, ϕ) ∈ Qisog(X0, λ0) belongs to Qisogpp(X0, λ0)
if and only if the following conditions are satisfied:
(1) the Dieudonne´ module M(X) is self-dual in (Vp, ψp);
(2) the Tate module Tℓ(X) is self-dual in (Vℓ, ψℓ) for each ℓ 6= p.
Let Mp be the set of isometric classes of self-dual Dieudonne´ modules in (Vp, ψp),
and for each prime ℓ 6= p, let Mℓ be the set of isomemtric classes of self-dual
Aℓ-lattices in (Vℓ, ψℓ). Put M = Mp ×
∏
ℓ 6=pMℓ. There is a canonical map
(2.13) Φ : Qisogpp(X0, λ0)→M, (X,λ, ϕ) 7→ ([M(X)], ([Tℓ(X)])ℓ 6=p),
whose fibers are precisely the genera of principally polarized members of Qisog(X0, λ0).
Let dA be the discriminant of A over Z, and Sπ be the following finite set of primes
(2.14) Sπ := {ℓ | ℓ divides dA} ∪ {p}.
For a prime ℓ 6= p, we have ℓ 6∈ Sπ if and only if ℓ is unramified in F and Aℓ is the
maximal order in Fℓ. We claim that |Mℓ| ≤ 1 for every prime ℓ 6∈ Sπ. If π = ±√q ,
then |Mℓ| = 1 according to Lemma 8.1; otherwise F = Q(π) is a CM-field, and it
follows from [24, §7] that |Mℓ| ≤ 1 (Compare with the proof of Proposition 8.2.2).
Therefore, if M 6= ∅, then it is bijective to the finite product ∏ℓ∈Sπ Mℓ.
Lemma 2.8. The map Φ is surjective if M 6= ∅.
Proof. For all but finitely many ℓ 6= p, the Aℓ-lattice Tℓ(X0) is self-dual in (Vℓ, ψℓ).
We collect the exceptional ℓ’s into a finite set S0, which includes p by default.
Suppose that M 6= ∅. For any member x ∈M, let (M, (Tℓ)ℓ 6=p) be a representative
of x, and put S = (S0 ∪ Sπ) r {p}. The inclusion (M, (Tℓ)ℓ∈S) ⊂ Vp ×
∏
ℓ∈S Vℓ
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determines a unique member (X,λ, ϕ) ∈ Qisogpp(X0, λ0), which is mapped to x ∈
M by Φ. 
Corollary 2.9. The genera within Qisogpp(X0, λ0) is bijective to the set M.
2.10. Thus in principle, to compute |PPAV(π)| for a Weil q-number π, we take the
following three steps:
(Step 1) Determin if PPAV(π) = ∅ or not. If it is nonempty, then separate PPAV(π)
into Q-isogeny classes. Each such isogeny class determines an algebraic Q-
group G1 and a collection of symplectic spaces (Vℓ, ψℓ) as in (2.10) and
(2.12) indexed3 by ℓ ∈ Sπ.
(Step 2) For each Q-isogeny class in PPAV(π), separate it further into genera. This
amounts to classifying the isometric classes of the following objects
(a) self-dual Dieudonne´ modules in (Vp, ψp);
(b) self-dual Aℓ-modules in (Vℓ, ψℓ) for every ℓ ∈ (Sπ r {p}).
(Step 3) The cardinality of the genus in PPAV(π) represented by a member [X,λ]
is equal to the class number
(2.15) |G1(Q)\G1(Q̂)/UG1(X)|.
Varying [X,λ] genus by genus, we obtain |PPAV(π)| by summing up all
such class numbers.
However, in this fullest generality, it is highly nontrivial to determine if PPAV(π) =
∅ or not (cf. [19, 20]), let along separating it into Q-isogeny classes. Nevertheless,
neither of these problems pose any difficulty when π =
√
q , where q is an odd power
of p, as we shall see in §3.1.1 and Lemma 3.1.3 in the next section.
3. The class number and type number of PPAV(
√
p )
We carry out the steps as described in §2.10 for the Weil p-number π = √p .
Certain symplectic lattice classification in Step 2 will be postponed to §8, and some
class number calculations in Step 3 will be postponed to Section 7.
3.1. The first step. For the first step, there is no need to restrict to the prime
base field case yet. Assume that q = pn is an odd power of p. Every simple abelian
variety X/Fq in the Fq-isogeny class corresponding to the Weil q-numbers π =
√
q
is a supersingular abelian surface. From (1.16), we have End0Fp(X) ≃ D∞1,∞2 . The
endomorphism ring End(X) is an Z[
√
q ]-order in D∞1,∞2 uniquely determined up
to inner automorphism. For simplicity, we put
(3.1) D := D∞1,∞2 , F := Q(
√
p ) and A := Z[
√
q ].
3.1.1. Let E/Fq2 be an elliptic curve with Frobenius endomorphism πE = q. Take
X := ResFq2/Fq(E), the Weil restriction of E with respect to Fq2/Fq. Then X
is a superspecial abelian surface with π2X = q, and the Weil restriction λX :=
ResFq2/Fq (λE) of the canonical principal polarization λE is a principal polarization
on X . Thus, if we write PPSP(
√
q ) for the subset of PPAV(
√
q ) consisting of the
members [X,λ] such that X is superspecial, then PPSP(
√
q ) 6= ∅.
3For every prime ℓ 6∈ Sπ , the space (Vℓ, ψℓ) is uniquely determined up to isometry by π itself
since it admits a self-dual Aℓ-lattice.
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3.1.2. Let X/Fq be an abelian surface with π2X = q, and λ : X → Xt be a Q-
polarization on X . Since D = End0(X) is totally definite, the Rosati involution on
End0(X) induced by λ coincides with the canonical involution α 7→ α¯ := Tr(α)−α
according to Albert’s classification [39, Theorem 2, §21]. The group G1 as defined
in (2.8) is just the reduced norm one subgroup of G = D×. Let P(X) be the
Ne´ron-Severi group of X , P0(X) := P(X)⊗Q, and P0+(X) ⊆ P0(X) be the subset
consisting of the Q-polarizations of X . From [39, §21, Application III], the map
λ′ 7→ λ−1λ′ for λ′ ∈ P0(X) induces an identification
(3.2) ̺λ : P0(X) ≃ F such that ̺λ(P0+(X)) = F×+ .
Here F×+ denotes the subset of totally positive elements of F .
Lemma 3.1.3. For any two Q-polarized abelian surfaces (X,λ) and (X ′, λ′) over
Fq with π2X = π
2
X′ = q, there is a Q-isogeny ϕ : X → X ′ such that ϕ∗λ′ = λ.
Proof. Take an arbitrary Q-isogeny φ : X → X ′. By (3.2), λ−1(φ∗λ′) lies in
F×+ . On the other hand, there exists α ∈ D× such that α¯α = λ−1(φ∗λ′) by
[55, Theorem III.4.1]. Put ϕ := φ ◦ α−1. Then ϕ∗λ′ = λ as desired. 
3.2. The second step. Now we move on to the second step of our strategy. Thanks
to Lemma 3.1.3, there is only one Q-isogeny class to consider. Let (X0, λ0)/Fq be
a Q-polarized abelian surface with π2X0 = q, and (Vp, ψp) (resp. (Vℓ, ψℓ)) be the
quasipolarized F-isocrystal (resp. Tate space for ℓ 6= p) associated to (X0, λ0) as
described in §2.6. For each ℓ 6= p, the Tate space Vℓ is simply a free Fℓ-module
of rank 2. From (2.14), Sπ = {2, p} since dA = 4q. If p ≡ 3 (mod 4), then
A2 = OF2 , and there is a unique isometric class of self-dual A2-lattices in (V2, ψ2)
by Lemma 8.1.1. At the prime p, the F-isocrystal Vp is a Qq(
√
p )-space of dimension
2 equipped with a Frobenius operator F such that F(ax) = aσFx for every a ∈ Qq
and x ∈ Vp, and Fn = π.
Remark 3.2.1. The structure of Dieudonne´ modules is most easy to describe when
q = p (i.e. π =
√
p ). In this case, σ ∈ Gal(Qq/Qp) is the identity map, and F, V
and π all act as the same operator on Vp. Thus Vp is simply an Fp-vector space
of dimension 2, and a Dieudonne´ module in Vp is just a full Ap-lattice. Moreover,
condition (2.12) becomes identical to (2.10). Therefore, when π =
√
p , we treat
a Dieudonne´ module M(X) as if it is a Tate module and put Tp(X) := M(X).
Necessarily, Tp(X) is a free OFp -module of rank 2 since Ap = OFp . See also [57,
Theorem 6.2]. Thus every abelian surface X/Fp with π2X = p is superspecial. There
is a unique isometric classes of self-dual OFp -lattices in (Vp, ψp) by Lemma 8.1.1
again.
We have just proved the following lemma.
Lemma 3.2.2. Suppose that π =
√
p . If p 6≡ 1 (mod 4), all principally polarized
abelian surfaces (X,λ)/Fp with π2X = p form a single genus. If p ≡ 1 (mod 4),
each isometric class of self-dual A2-lattice in (V2, ψ2) determines uniquely a genus
of such principally polarized abelian surfaces.
For a general q = pn with n = 2s + 1, the classification of isometric self-dual
Dieudonne´ modules in (Vp, ψp) is more complicated. Instead, we focus only on the
superspecial ones for the sake of simplicity. Given a superspecial Dieudonne´ module
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M ⊂ Vp, we define its skeleton as
(3.3) S(M) := {x ∈M |Fx =√p x}.
Define S(Vp) similarly. Clearly, S(M) is a Zp[
√
p ]-lattice in S(Vp).
Lemma 3.2.3. The superspecial Dieudonne´ module M ⊂ Vp is canonically iso-
morphic to S(M)⊗Zp Zq.
Proof. Since M is superspecial, p−1F2M =M . As p−sF2s+1 =
√
p , we have
FM = F(p−sF2sM) =
√
pM.
Put F0 :=
√
p−1F : M → M . Then (M,F0) is a finite free Zq-module of rank 4
with a σ-linear automorphism. The pairs (M,F0) are classified by the first Galois
cohomology H1(Fq/Fp,GL4(Zq)), which is trivial by “Hilbert’s Theorem 90” [38,
Chap. III, Lemma 4.10, p. 124]. It follows that (M,F0) is isomorphic to the standard
Zq-module (Z4q , σ), where σ acts coordinate-wisely. Then S(M) =M
F0 is of rank 4
as well, and the canonical map S(M)⊗Zp Zq →M is an isomorphism. 
The above lemma allows us to show that every Q-polarized superspecial abelian
surface (Y, µ)/Fq with π2Y = q descends to Fp. Let (X0, λ0)/Fp be an arbitrary
Q-polarized abelian surface with π2X0 = p, and put (Y0, µ0) = (X0, λ0)⊗Fp Fq. We
have End0Fq(Y0) = End
0
Fp
(X0) = D. Thus the group G(Q̂) = D̂× acts on both
Qisog(X0) and Qisog(Y0).
Lemma 3.2.4. Let Qisogsp(Y0) be the subset of Qisog(Y0) consisting of all the
superspecial members. The base change map (X,ϕ) 7→ (X,ϕ) ⊗Fp Fq induces a
G(Q̂)-equivariant bijection Qisog(X0)→ Qisogsp(Y0).
Proof. From (2.4), the base change map is G(Q̂)-equivariant. To prove the bijec-
tivity, it suffices to produce an inverse map. Let (Y, φ) be an arbitrary member
of Qisogsp(Y ). The Q-isogeny φ identifies M(Y ) with a superspecial Dieudonne´
module M over Fq in Vp(Y0) = Vp(X0) ⊗Qp Qq. According to Lemma 3.2.3, S(M)
is a Zp[
√
p ]-lattice in Vp(X0), and M = S(M) ⊗Zp Zq. At each prime ℓ 6= p, the
Q-isogeny φ identifies Tℓ(Y ) with a Zℓ[
√
p ]-lattice Tℓ in Vℓ(Y0) = Vℓ(X0). The
inclusion (S(M), (Tℓ)ℓ 6=p) ⊂ Vp(X0) ×
∏
ℓ 6=p Vℓ(X0) corresponds to a unique mem-
ber (X,ϕ) ∈ Qisog(X0). By our construction, the map Qisogsp(Y0) → Qisog(X0)
sending (Y, φ) to (X,ϕ) is the inverse of the base change map. 
Corollary 3.2.5. Let PolSp(
√
q ) be the category of Q-polarized superspecial abelian
surfaces (Y, µ)/Fq with π2Y = q, whose morphisms are Q-isogenies. Then the base
change functor −⊗Fp Fq : PolSp(√p )→ PolSp(√q ) is an equivalence of categories.
In particular, it induces a bijection PPAV(
√
p ) ≃ PPSP(√q ).
Proof. Let ϕ : (X1, λ1)→ (X0, λ0) be a morphism in PolSp(√p ). Then
Hom((X1, λ1), (X0, λ0)) = D
1ϕ = Hom((X1, λ1)⊗Fp Fq, (X0, λ0)⊗Fp Fq),
where D1 = G1(Q), the reduced norm one subgroup of D×. This shows that the
base change functor is fully faithful. Fix (Y0, µ0) := (X0, λ0)⊗FpFq and let (Y, µ)/Fq
be an object of PolSp(
√
q ). From Lemma 3.1.3, there exists a Q-isogeny φ : (Y, µ)→
(Y0, µ0). It follows from Lemma 3.2.4 that there exists (X,ϕ) ∈ Qisog(X0) and an
isomorphism α : Y → X ⊗Fp Fq such that φ = (ϕ ⊗Fp Fq) ◦ α. From the bijection
(2.7), α : (Y, µ) → (X,ϕ∗λ0) ⊗Fp Fq is an isomorphism of Q-polarized abelian
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varieties. Therefore, every object of PolSp(
√
q ) descends to PolSp(
√
p ), and the
base change functor is an equivalence of categories. 
For the rest of this section, we focus exclusively on the Weil p-number π =
√
p .
In particular, A = Z[
√
p ] from now on. A preliminary genera classification for
PPAV(
√
p ) has already been discussed in Lemma 3.2.2. We flesh out the details
below and describe the endomorphism rings to prepare for the class number and
type number calculations.
3.2.6. Recall that Isog(
√
p ) denotes the set of Fp-isomorphism classes of abelian
surfaces in the simple isogeny class corresponding to π =
√
p . We give a brief
recount of the genus-classification of Isog(
√
p ) in [57, §6] and [60, §6.1].
Let X0/Fp be an arbitrary abelian surface with π2X0 = p and (X,ϕ) be a member
of Qisog(X0). For every prime ℓ (including ℓ = p), Tℓ(X) is a full Aℓ-lattice in
Vℓ ≃ F 2ℓ . If either p 6≡ 1 (mod 4) or ℓ 6= 2, then Aℓ = OFℓ , and hence Tℓ(X) ≃ O2Fℓ .
Thus Isog(
√
p ) forms a single genus when p 6≡ 1 (mod 4). If p ≡ 1 (mod 4) and
ℓ = 2, then [OF2 : A2] = 2, and T2(X) is isomorphic to one of the following three
A2-lattices in (F2)
2:
(3.4) O2F2 , A2 ⊕OF2 , A22.
Accordingly, Isog(
√
p ) separates into three genera when p ≡ 1 (mod 4):
(3.5) Isog(
√
p ) = Λun1 ∐ Λun8 ∐ Λun16 .
Here the superscript un stands for “unpolarized”, and Λun1 is the subset consisting
of all members [X ] ∈ Isog(√p ) such that T2(X) ≃ O2F2 . The genera Λun8 and
Λun16 are defined similarly. The subscripts r ∈ {1, 8, 16} are chosen so that the
endomorphism ring End(X) of any [X ] ∈ Λunr has index r in every maximal OF -
order of D containing it. See [57, Theorem 6.2], [60, Theorem 6.1.2] or §3.2.7 below.
For uniformity, we also put Λun1 = Isog(
√
p ) when p 6≡ 1 (mod 4). As a convention,
when a result is stated for Λunr with r ∈ {1, 8, 16}, it means that the said result
holds for Λun1 for all primes p, and also for Λ
un
8 and Λ
un
16 when p ≡ 1 (mod 4).
3.2.7. Let [X1] be a member of Λ
un
1 and put O1 := End(X1). Then O1 is a maximal
order in D since Oℓ = EndAℓ(Tℓ(X1)) ≃ Mat2(OFℓ) for every prime ℓ. Fix an
isomorphism T2(X1) ≃ O2F2 , which induces an identification O1⊗Z2 = Mat2(OF2).
If p ≡ 1 (mod 4), then the inclusion A2 ⊕ OF2 →֒ O2F2 (resp. A22 →֒ O2F2) gives rise
to an isogeny X8 → X1 (resp. X16 → X1) with [Xr] ∈ Λunr for r ∈ {8, 16}. The
endomorphism rings Or := End(Xr) for r = 8, 16 are characterized by
(3.6)
(O8)2 := O8 ⊗Z Z2 =
(
A2 2OF2
OF2 OF2
)
, (O16)2 = Mat2(A2),
(Or)ℓ = (O1)ℓ ∀ prime ℓ 6= 2, r ∈ {8, 16}.
The order Or has index r in O1.
Let G = D×, the multiplicative algebraic Q-group of D. From Proposition 2.2,
there is a natural bijection
(3.7) Λunr ≃ G(Q)\G(Q̂)/Ô×r = D×\D̂×/Ô×r
sending the base member [Xr] to the identity class. This also establishes a bijection
between Λunr and the set Cl(Or) of locally principal right ideal Or-classes as discov-
ered by Waterhouse in [57, Theorem 6.2]. Indeed, Cl(Or) admits the same double
coset description as in (3.7). Thus to compute |Isog(√p )|, one needs to compute the
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class numbers of the quaternion orders Or. When p ≡ 1 (mod 4), the class number
formula for h(O1) := |Cl(O1)| is first computed explicitly by Peters [41, p. 363], and
also by Kitaoka [26] by relating it to the proper class number of quaternary positive
definite even quadratic lattices. Ponomarev [43,44] extended Kitaoka’s result to all
prime p. Vigne´ras [52] gave explicit formulas for the class number of any Eichler
order of square-free level in a totally definite quaternion algebra over an arbitrary
quadratic real field. When p ≡ 1 (mod 4), the class number formulas for O8 and
O16 are worked out by the present authors together with Tse-Chung Yang in [60].
3.2.8. The bijection Λunr ≃ Cl(Or) fits into the general framework of the arithmetic
of quaternion algebras as follows. Two A-orders O and O′ in D are said to belong
to the same genus if there exists x ∈ D̂× such that Ô′ = xÔx−1, or equivalently,
if Oℓ and O′ℓ are Aℓ-isomorphic at every prime ℓ. For example, all maximal orders
of D belong to the same genus. The orders O and O′ are said to be the same type
if they are A-isomorphic (equivalently, D×-conjugate). Let
JOK := {αOα−1 | α ∈ D×}
be the type of O, and Tp(O) be the set of types of A-orders in the genus of O. It
can be described adelically as
(3.8) Tp(O) ≃ D×\D̂×/N (Ô),
where N (Ô) denotes the normalizer of Ô in D̂×. Given a locally principal right
O-ideal I, the left order of I is defined to be
(3.9) Ol(I) = {α ∈ D | αI ⊆ I}.
If we write Î = xÔ for some x ∈ D̂×, then Ôl(I) = xÔx−1, so Ol(I) belongs to the
same genus as O. There is a natural surjective map
(3.10) Υ : Cl(O)։ Tp(O), [I] 7→ JOl(I)K .
Now let O = Or for some r ∈ {1, 8, 16}. We have a commutative diagram
(3.11)
Λunr Cl(Or) Tp(Or)
D×\D̂×/Ô×r D×\D̂×/N (Ôr)
≃
≃ ≃
Υ
≃
where the bottom horizontal map is the canonical projection. From (2.5), the
composition of the maps in the top row coincides with the following map
(3.12) Υun : Λunr → Tp(Or), [X ] 7→ JEnd(X)K .
Thus anA-orderO′ ⊂ D is isomorphic to the endomorphism ring of some [X ′] ∈ Λunr
if and only if it belongs to the same genus as Or. Compare with [57, Theorem 3.13]
and Lemma 3.3.2 below.
The explicit formula for the type number t(O1) := |Tp(O1)| can be traced back
to the work of Peters [41], Kitaoka [26], Ponomarev [43, 44] as before. The type
number formulas for O8 and O16 are computed by the present authors in [63, §4].
In particular, it is shown there that
(3.13) N (Ô1) = F̂×Ô×1 , N (Ô16) = F̂×Ô×16, while N (Ô8) = F̂×Ô×4 .
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Here O4 := OFO8, which is the unique suborder of O1 such that
(3.14) O4 ⊗ Z2 =
(
OF2 2OF2
OF2 OF2
)
, (O4)ℓ = (O1)ℓ, ∀ℓ 6= 2.
According to [63, Proposition 4.1], the class numbers h(Or) and the type numbers
t(Or) := |Tp(Or)| are related by
(3.15) h(O1) = h(OF )t(O1), h(O16) = h(A)t(O16), h(O4) = h(OF )t(O8).
See (4.31) for the formula of h(A).
Proposition 3.2.9. Consider the following forgetful map:
(3.16) f : PPAV(
√
p )→ Isog(√p ), [X,λ] 7→ [X ].
Put Λpp1 := PPAV(
√
p ) if p 6≡ 1 (mod 4), and Λppr := f−1(Λunr ) for r ∈ {1, 8, 16} if
p ≡ 1 (mod 4). Then the following holds true:
(1) when p 6≡ 1 (mod 4), Λpp1 = PPAV(
√
p ) forms a single genus;
(2) when p ≡ 1 (mod 4), Λpp8 = ∅, and
(3.17) PPAV(
√
p ) = Λpp1 ∐ Λpp16 ,
where each Λppr for r ∈ {1, 16} forms a single nonempty genus.
Proof. When p 6≡ 1 (mod 4), the proposition is just a restatement of Lemma 3.2.2,
so assume that p ≡ 1 (mod 4) for the rest of the proof.
We first prove that Λpp8 = ∅. It is enough to show that there is no self-dual A2-
lattice L in (V2, ψ2) such that L ≃ OF2 ⊕A2. Suppose that such a lattice L exists.
Then L = OF2e1+A2e2 for some F2-basis e1, e2 of V2 and ψ2(L,L) ⊂ Z2. Denote by
ψF : V2×V2 → F2 the unique F2-bilinear pairing such that TrF2/Q2 ◦ψF = ψ2. If we
put a = ψF (e1, e2), then ψF (L,L) = OF2a. Clearly, the lattice L˜ := OF2e1+OF2e2
also has the property ψF (L˜, L˜) = OF2a and ψ2(L˜, L˜) ⊂ Z2. Let L˜∨ be the dual
lattice of L˜ with respect to ψ2. Then L ( L˜ ⊆ L˜∨ ( L∨, which is absurd.
Next, the Tate module T2(X) of any [X ] ∈ Λun16 is a free A2-lattice of rank
2. According to Proposition 8.1.4, there is a unique isometric class of self-dual
free A2-lattices in (V2, ψ2). It follows from Lemma 3.2.2 that Λ
pp
16 forms a single
nonempty genus. The case for Λpp1 is proved similarly, except that one applies
Proposition 8.1.1 instead of Proposition 8.1.4. 
Remark 3.2.10. (1) We provide another proof for Λpp8 = ∅. Suppose that on
the contrary a member [X,λ] ∈ Λpp8 exists. The Rosati involution induced by λ
necessarily leaves the endomorphism rings End(X) and End(X) ⊗ Z2 stable. On
the other hand, the Rosati involution coincides with the canonical involution. This
already leads to a contradiction since End(X)⊗Z2, which is conjugate to O8 ⊗Z2
in (3.6), is not stable under the canonical involution.
(2) Let [X ] be a member in Λun8 , and put L := T2(X) and L˜ := OF2L. Let
η : X → X˜ be the isogeny corresponding to the inclusion L ⊂ L˜, which is the
minimal isogeny with the property that OF ⊂ End(X˜). It follows from the proof of
Proposition 3.2.9 and [37, Theorem 16.4] that every λ ∈ P(X) is of the form η∗(λ˜)
for some λ˜ ∈ P(X˜). Therefore, η∗ induces a bijection P(X˜)→ P(X) that identifies
the set of polarizations P+(X˜) ⊂ P(X˜) with P+(X) ⊂ P(X), so we write
(3.18) η∗ : (P(X˜),P+(X˜)) ∼= (P(X),P+(X)).
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The ordered pair (P(X),P+(X)) will be investigated in detail in §4. As [L˜ : L] = 2
and degϕ = 2, the degree of any polarization λ of X is divisible by 4. We show
that there exists an [X ] ∈ Λun8 admitting a polarization of degree 4. First, the map
Λun8 → Λun1 given by [X ] 7→ [X˜] is surjective. Indeed, for any free OF2 -module L1
of rank 2, there is an A2-submodule L isomorphic OF2 ⊕A2 such that OF2L = L1.
Choose a member [X1, λ1] ∈ Λpp1 , and then choose [X ] ∈ Λun8 such that X˜ ≃ X1.
Pulling back the principal polarization λ1 by the minimal isogeny X → X˜ ≃ X1,
we obtain a polarization λ on X , which is of degree 4. Conversely, if [X ] ∈ Λun8 and
λ is a polarization on X of degree 4, then λ descends to a principal polarization λ˜
on X˜.
3.3. The third step. Given a subset S ⊆ D̂, we write S1 for the subset of elements
in S with reduced norm 1, that is, S1 := {x ∈ S | Nr(x) = 1}. Thus G1(Q̂) = D̂1
and G1(Q) = D1. Assume that one of the following conditions holds:
• p 6≡ 1 (mod 4) and r = 1;
• p ≡ 1 (mod 4) and r ∈ {1, 16}.
Fix a member [Xr, λr] ∈ Λppr and put
(3.19) Or := End(Xr).
From Proposition 2.2, there is a canonical bijection
(3.20) Λppr ≃ D1\D̂1/Ô1r
sending [Xr, λr] to the identity class. Thus to calculate |Λppr | we need a concrete
characterization of the order Or, since a priori, not every order in the genus of
Or is the endomorphism ring of some member of Λppr . In other words, we need to
characterize the image of the map
(3.21) Υpp : Λppr → Tp(Or), [X,λ] 7→ JEndXK .
For this purpose, let us recall the notion of spinor genus of orders from [3, §1].
Definition 3.3.1. Two A-orders O,O′ ⊂ D are in the same spinor genus if there
exists x ∈ D×D̂1 such that Ô′ = xÔx−1.
Clearly, “being in the same spinor genus” is an equivalent relation that is finer
than “being in the same genus” and coarser than “being of the same type”.
Lemma 3.3.2. Let Or be as in (3.19). For any A-order O ⊂ D, there exists
[X,λ] ∈ Λppr such that EndFp(X) ≃ O if and only if O belongs to the same spinor
genus as Or.
Proof. Clearly, Υpp : Λppr → Tp(Or) is the composition of f : Λppr → Λunr with the
map Υun in (3.12) (with Or in place of Or). Combining (3.20) and (3.11), we get
a commutative diagram
(3.22)
Λppr Λ
un
r Tp(Or)
D1\D̂1/Ô1r D×\D̂×/Ô×r D×\D̂×/N (Ôr)
f
≃
Υun
≃ ≃
Both of the bottom horizontal maps are canonical projections. Clearly, JOK ∈
Υpp(Λppr ) if and only if O belongs to the same spinor genus as Or. 
18 JIANGWEI XUE AND CHIA-FU YU
Corollary 3.3.3. Suppose that either p ≡ 1 (mod 4) and r ∈ {1, 16} or (p, r) =
(2, 1). The map Υpp : Λppr → Tp(Or) is bijective.
Proof. From (3.13), N (Ôr) = F̂×Ô×r for r ∈ {1, 16}. For r = 1 (resp. r = 16), the
corollary follows from (3.22) and Lemma 7.3 (resp. Lemma 7.4). 
Remark 3.3.4. According to Corollary 3.3.3, when p 6≡ 3 (mod 4), for every
maximal OF -order O1 ⊂ D there is a unique member [X1, λ1] ∈ Λpp1 such that
End(X1) ≃ O1. A similar result holds for every A-order O16 ⊂ D satisfying (3.6)
and the genus Λpp16 when p ≡ 1 (mod 4). The situation is quite different when p ≡ 3
(mod 4).
From [64, (4.5)], if p ≡ 3 (mod 4), then there are two spinor genera of maximal
OF -orders, so accordingly the type set Tp(D) of maximal OF -orders decomposes
into two nonempty subsets
(3.23) Tp(D) = Tp+(D) ∐ Tp−(D).
Here Tp+(D) := img(Υpp), and Tp−(D) denotes its complement in Tp(D). We
will produce an explicit maximal OF -order O8 in (3.27) such that JO8K ∈ Tp+(D).
Thus both Tp+(D) and Tp−(D) are characterized purely in terms of quaternion
arithmetic.
3.3.5. For the moment let p be an arbitrary prime. Let (X,λX) = ResFp2/Fp(E, λE)
be as in §3.1.1, where E/Fp2 is an elliptic curve with πE = p. By functoriality,
EndFp2 (E) ⊗ Z[πX ] acts on X . From [13, Remark 4], this gives rise to an identifi-
cation
(3.24) End0Fp(X) = End
0
Fp2
(E)⊗Q(πX)
such that
(3.25) EndFp(X)⊗ Z[1/p] = EndFp2 (E)⊗ Z[1/p][πX ].
In other words, EndFp(X) and EndFp2 (E) ⊗ Z[πX ] differs at most at p. If p ≡ 1
(mod 4), then Z[1/p][πX ]⊗Z[1/p] Z2 ≃ A2, and we find that
EndFp(X)⊗Z Z2 ≃ EndFp2 (E)⊗Z A2 ≃ Mat2(Z2)⊗Z2 A2 ≃Mat2(A2).
It follows from (3.6) that [X,λX ] ∈ Λpp16 in this case.
When written down explicitly, the identification in (3.24) is just D = Dp,∞⊗F ,
whereDp,∞ is the unique quaternionQ-algebra ramified precisely at p and∞. From
[57, Theorem 4.2], o := EndFp2 (E) is a maximal Z-order in End
0
Fp2
(E) = Dp,∞.
According to [34, Lemma 2.11], there is a unique A-order M(o) in D properly
containing o ⊗ A such that M(o) ⊗ Zℓ = o ⊗ Aℓ at every prime ℓ 6= p. Such
an A-order M(o) is necessarily maximal at p, i.e. M(o) ⊗ Zp ≃ Mat2(OFp). In
particular, M(o) is a maximal OF -order in D when p 6≡ 1 (mod 4). On the other
hand, EndFp(X) is maximal at p as described in §3.2.7. Therefore,
(3.26) EndFp(X) =M(o).
We work out an explicit example in the case p ≡ 3 (mod 4) below.
Example 3.3.6. Now suppose that p ≡ 3 (mod 4). According to [55, Exer-
cise III.5.2], Dp,∞ can be presented as
(
−1,−p
Q
)
, and o2 := Z[i, (1 + jp)/2] is
a maximal Z-order in
(
−1,−p
Q
)
. Here {1, i, jp, kp} denotes the standard basis of
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−1,−p
Q
)
, where we write a subscript p to emphasize that j
2
p = k
2
p = −p. Then
D = Dp,∞ ⊗ F =
(−1,−1
F
)
, which has a new standard basis {1, i, j, k} by putting
j = jp/
√
p and k = kp/
√
p . According to [34, Proposition 5.7], the following is a
maximal OF -order
4 in D:
(3.27) O8 := OF +OF i+OF
√
p + j
2
+OF
√
p i+ k
2
⊂
(−1,−1
F
)
.
Clearly, O8 ⊃ o2 ⊗ OF , so O8 = M(o2) and JO8K ∈ Tp+(D). In fact, O8 is
the unique maximal OF -order in D up to conjugation satisfying O
×
8 /O
×
F ≃ D4
(resp. D12) if p ≥ 7 (resp. p = 3). Here Dn denotes the dihedral group of order 2n.
In particular, |D4| = 8, which explains the subscript 8 in the notation O8.
In terms of abelian varieties, the above can be re-interpreted as follows. If
p = 3, then |Isog(p)| = h(Dp,∞) = 1, so o2 = EndF
p2
(E) for the unique member
[E] ∈ Isog(p). If p ≥ 7 and p ≡ 3 (mod 4), then according to (1.14), there is a
unique member [E] ∈ Isog(p) such that Aut(E) ≃ C4, which implies again that
EndF
p2
(E) = o2 since o
×
2 = 〈i〉. The Weil restriction (X,λX) = ResFp2/Fp(E, λE)
is a principally polarized abelian surface with π2X = p and EndFp(X) = O8. From
Theorem 1.1, [X,λX ] is the unique member of PPAV(
√
3 ) for p = 3. We are
going to show in Proposition 6.2.3 that it is the unique member of PPAV(
√
p ) with
Aut(X,λX) ≃ {±1,±i,±j,±k} for p ≡ 3 (mod 4) and p ≥ 7.
Combining Lemma 3.3.2 with Example 3.3.6, we obtain the following result.
Corollary 3.3.7. Suppose that p ≡ 3 (mod 4). For any maximal OF -order O ⊂ D,
there exists [X,λ] ∈ PPAV(√p ) such that End(X) ≃ O if and only if O belongs to
the same spinor genus as O8.
In fact, the corollary above is precisely the reason why the spinor genus contain-
ing O8 is called the principal spinor genus in [64, Definition 4.2].
Proofs of Theorem 1.1 and Theorem 1.3. For any A-order O in D, we put
(3.28) h1(O) := |D1\D̂1/Ô1|.
Let t(O) = |Tp(O)| be the type number of O, and t(Λppr ) be the cardinality of
Υpp(Λppr ) in (3.21).
From (3.20), Proposition 3.2.9, and Corollaries 3.3.3 and 3.3.7, we have
(3.29) hpp(
√
p ) := |PPAV(√p )| =

h1(O1) if p = 2;
h1(O1) + h1(O16) if p ≡ 1 (mod 4);
h1(O8) if p ≡ 3 (mod 4).
Here O1 ⊂ D is an arbitrary maximal OF -order, O16 ⊂ D is an arbitrary A-order
satisfying (3.6), and O8 is the maximal OF -order in (3.27).
First, suppose that p = 2. From Corollary 3.3.3 and [63, (4.7)], we obtain
(3.30) hpp(
√
2 ) = tpp(
√
2 ) = h1(O1) = t(O1) = 1.
Next, suppose that p ≡ 1 (mod 4). If p = 5 then it follows from Corollary 3.3.3
and [63, (4.7) and (4.8)] that
|Λpp1 | = t(Λpp1 ) = h1(O1) = t(O1) = 1,(3.31)
4Unfortunately, we used the notation O8 in [60] for the A-order that is currently denoted as
O8. To make a distinction, throughout this paper the letter O is reserved for a maximal OF -order.
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|Λpp16 | = t(Λpp16 ) = h1(O16) = t(O16) = 1.(3.32)
Similarly, if p ≥ 13 and p ≡ 1 (mod 4), then according to [63, (4.10) and (4.12)]:
|Λpp1 | = t(Λpp1 ) = h1(O1) = t(O1) =
ζF (−1)
2
+
h(−p)
8
+
h(−3p)
6
,(3.33)
|Λpp16 | = t(Λpp16 ) = h1(O16) = t(O16)
=
(
4−
(
2
p
))
ζF (−1) + h(−p)
4
+
(
2 +
(
2
p
))
h(−3p)
6
.
(3.34)
See also [64, (4.9)] for (3.33). The formula for hpp(
√
p ), which is necessarily identical
to that of tpp(
√
p ) in this case, is obtained by summing up the the formulas for Λpp1
and Λpp16 .
Lastly, suppose that p ≡ 3 (mod 4). According to [64, Theorem 4.4], we have
hpp(
√
3 ) = h1(O8) = 1 if p = 3, and
(3.35) hpp(
√
p ) = h1(O8) =
ζF (−1)
2
+
(
11− 3
(
2
p
))
h(−p)
8
+
h(−3p)
6
if p ≥ 7.
Necessarily tpp(
√
3 ) = 1 since tpp(
√
3 ) ≤ hpp(√3 ). It has also been shown in
[64, Theorem 4.8] that for p ≥ 7:
(3.36) tpp(
√
p ) = |Tp+(D)| = ζF (−1)
4
+
(
17−
(
2
p
))
h(−p)
16
+
h(−2p)
8
+
h(−3p)
12
.
The theorems are proved. 
Remark 3.3.8. Let dF be the discriminant of F , i.e. dF = p if p ≡ 1 (mod 4), and
dF = 4p otherwise. The special value ζF (−1) can be calculated by Siegel’s formula
(see [71, Table 2, p. 70], [51, Theorem I.6.5]):
(3.37) ζF (−1) = 1
60
∑
b2+4ac=dF
a,c>0
a,
where b ∈ Z and a, c ∈ N>0. According to [62, Remark 3.4], we can also express
ζF (−1) in terms of the second generalized Bernoulli number (see [2, §4.2], [56,
Exercise 4.2(a)]):
(3.38) ζF (−1) = B2,χ
23 · 3 =
1
24dF
dF∑
a=1
χ(a)a2,
where χ is the quadratic character associated to F/Q, that is, χ is the unique even
(i.e. χ(−1) = 1) quadratic character of conductor dF .
4. (P, P+)-polarized superspecial abelian surfaces
In this section, we study in details the polarization modules (in [10,45], [51, §X.1])
of the abelian surfaces in the simple Fp-isogeny class corresponding to π =
√
p . This
allows us to generalize the results of §3 to nonprincipally polarized abelian surfaces.
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4.1. (P, P+)-polarized abelian varieties. For the moment let F be a totally real
number field, and A be a Z-order in F . Let P be a finitely generated torsion free A-
module of rank one, i.e. P ⊗AF ≃ F so that P is isomorphic to a fractional A-ideal
in F . We say P is a proper A-module if EndA(P ) = A, i.e. A = {a ∈ F | aP ⊆ P}.
A notion of positivity on P means an A⊗ZR-isomorphism P ⊗ZR ≃ R[F :Q], and we
denote by P+ the pre-image of the set of totally positive elements R
[F :Q]
+ . Clearly,
P+ is closed under A+-linear combinations, where A+ ⊂ F+ denote the subsets of
totally positive elements in A and F respectively. Denote by
Pic+(A) =the set of isomorphism classes of invertible A-modules with
a notion of positivity.
Each invertible fractional A-ideal a has a canonical notion of positivity from the
R-algebra isomorphism F ⊗QR ≃ R[F :Q]. Let Cl+(A) denote the narrow ideal class
group of A, and h+(A) := |Cl+(A)|, the narrow (strict) class number of A. The
map a 7→ (a, a+) induces a bijection Cl+(A) ∼−→ Pic+(A), which equips Pic+(A)
with a canonical abelian group structure.
Fix a base field k. By definition, an F -abelian variety over k is a pair (X, ι), where
X is an abelian variety over k and ι : F → End0(X) is a ring monomorphism. We
shall assume that (X, ι) satisfies the condition dimX = [F : Q]. For an F -abelian
variety X = (X, ι), we put A := ι−1(End(X)) ⊂ F and define
P(X) := HomA(X,Xt)sym = the Ne´ron-Severi group of X = (X, ι),
P+(X) := the subset of A-linear polarizations on X (in P(X)).
(4.1)
By [45, Propositions 1.12 and 1.18] that P(X) is a finite torsion-free A-module of
rank one equipped with notion of positivity P+(X). The pair (P(X),P+(X)) is
called the (F -linear) polarization module of X. In general, P(X) need not to be
a proper A-module nor a projective A-module. Nevertheless, any rank one proper
module over a Gorenstein order is projective by [25, Characterization B 4.2]. In
particular, if A is Bass (see [9, §37] and [32] for the definition and properties of Bass
orders), i.e. any order in F containing A is Gorenstein, then P(X) is a projective
EndA(P(X))-module.
In general, let R be an order in F , and (P, P+) be an invertible R-module with a
notion of positivity. A (P, P+)-polarized F -abelian variety over k is a triple (X, ι, ξ),
where
• X = (X, ι) is an F -abelian variety over k with dimX = [F : Q], and
• ξ : (P, P+) ∼−→ (P(X),P+(X)) is an isomorphism of R-modules with notion
of positivity.
The isomorphism ξ will be called a (P, P+)-parametrization of (P(X),P+(X)). Two
(P, P+)-polarized abelian varieties (Xi, ιi, ξi)/k for i = 1, 2 are isomorphic if there
exists a k-isomorphism α : X1 → X2 such that αι(a) = ι(a)α for every a ∈ F and
α∗ξ2(b) = ξ1(b) for every b ∈ P .
4.2. (P, P+)-polarized superspecial abelian surfaces. Let F = Q(
√
p ), A =
Z[
√
p ] and D = D∞1,∞2 . For any abelian surface X/Fp with π
2
X = p, there is
a canonical embedding ι : F → End0(X) sending √p to πX , making (X, ι) an
F -abelian variety. For simplicity, we omit ι from the notation. The polarization
module (P(X),P+(X)) of X is defined as in (4.1). In the present case, P(X)
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coincides with the entire Ne´ron-Severi group of X/Fp, and P+(X) coincides with
the set of polarizations. Since any quadratic Z-order is Bass [32, §2.3],
P(X) := (P(X),P+(X))
represents an element in Pic+(R) with R = A or OF . The association X 7→ P(X)
induces a map
(4.2) P : Isog(√p )→ Pic+(A) ∐ Pic+(OF ).
When p 6≡ 1 (mod 4), the map P sends Isog(√p ) to Pic+(OF ). When p ≡ 1
(mod 4), the set Isog(
√
p ) is the union Λun1 ∐ Λun8 ∐ Λun16 . We claim that
P(Λun1 ) ⊆ Pic+(OF ), P(Λun8 ) ⊆ Pic+(OF ), and P(Λun16 ) ⊆ Pic+(A).
Indeed, the first inclusion is obvious, and the middle one follows directly from (3.18),
so only the last one needs a proof. Nevertheless, for later applications, we treat the
cases Λun1 (for all p) and Λ
un
16 (for p ≡ 1 (mod 4)) simultaneously. Let R = OF if
r = 1 and R = A if r = 16. The Tate module Tℓ(X) of any member [X ] ∈ Λppr
with r ∈ {1, 16} is a free Rℓ-module of rank 2 for every prime ℓ (including ℓ = p,
cf. Remark 3.2.1). Let ΓFp = Gal(F¯p/Fp) and P(X)ℓ = P(X)⊗ Zℓ. We have
P(X)ℓ = {λ ∈ HomZℓΓFp (Tℓ(X), Tℓ(Xt)) |λt = −λ }
=
{
ψℓ ∈ AltZℓ(Tℓ(X)⊗ Tℓ(X),Zℓ)
∣∣∣∣∣ψℓ(ax, y) = ψℓ(x, ay)∀a ∈ Rℓ and x, y ∈ Tℓ(X)
}
= HomRℓ(∧2RℓTℓ(X), R∨ℓ )
= (∧2RℓTℓ(X))∗ ⊗Rℓ R∨ℓ ,
(4.3)
where R∨ℓ ⊂ Fℓ is the dual lattice of Rℓ with respect to the trace TrF/Q, and
(·)∗ denotes the Rℓ-linear dual. Since R is Gorenstein, R∨ℓ is a free Rℓ-module
of rank one by [25, Proposition 3.5] (which also follows immediately from direct
calculations). Therefore, P(X) is an invertible R-module, and our claim is verified.
From now on, whenever we write r ∈ {1, 8, 16} and [P, P+] ∈ Pic+(Rr), we
assume that one of the following conditions holds:
(a) r = 1 and R1 = OF ,
(b) r = 8, p ≡ 1 (mod 4), and R8 = OF or
(c) r = 16, p ≡ 1 (mod 4), and R16 = A.
(4.4)
Observe that for all r ∈ {1, 8, 16} and all Or in §3.2.7, we have
(4.5) Nr(Ô×r ) = R̂×r .
Let us define
(4.6) Λunr [P, P+] := {[X ] ∈ Λunr | ∃ ξ : (P, P+) ≃−→ (P(X),P+(X))}.
In other words, Λunr [P, P+] is the fiber of the element [P, P+] ∈ Pic+(Rr) un-
der the map P : Λunr → Pic+(Rr). Fix a representative (P, P+) for the class
[P, P+] ∈ Pic+(Rr). Let Λpmr (P, P+) denote the set of isomorphism classes of
(P, P+)-polarized abelian surfaces (X, ξ)/Fp with [X ] ∈ Λunr [P, P+]. There is a
surjective forgetful map
(4.7) f : Λpmr (P, P+)։ Λ
un
r [P, P+], [X, ξ] 7→ [X ].
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If τ : (P, P+) → (P ′, P ′+) is an isomorphism of invertible Rr-modules with notion
of positivity, then τ induces a bijection Λpmr (P, P+) → Λpmr (P ′, P ′+) sending each
[X, ξ] to [X, ξτ−1].
Our goal is to give double coset descriptions for both Λpmr (P, P+) and Λ
un
r [P, P+]
and compute their class numbers and type numbers for each r and each [P, P+] ∈
Pic+(Rr).
Fix an abelian surface X0/Fp with π
2
X0
= p. Recall that Qisog(X0) denotes
the set of equivalence classes of Q-isogenies to X0 as in §2. For each member
(X,ϕ) ∈ Qisog(X0), we realize P(X) as an A-submodule of P0(X0) := P(X0)⊗Q
by pushing forward along ϕ:
(4.8) ϕ∗λ := (ϕt)−1λϕ−1 ∈ P0(X0), ∀λ ∈ P(X).
Since push-forwards and pull-backs preserve Q-polarizations,
(4.9) ϕ∗P+(X) = ϕ∗P(X) ∩ P0+(X0),
where P0+(X0) denotes the subset of P0(X0) consisting of all Q-polarizations (see
§3.1.2). For each order R ⊇ A in F , the finite idele group F̂× acts transitively on
the set of invertible R-modules inside P0(X0) by
a · P := P0(X0) ∩
∏
ℓ
aℓPℓ, ∀a = (aℓ)ℓ ∈ F̂×.
Each such invertible R-module is equipped with the canonical notion of positivity
induced from P0+(X0).
Let G (resp. G1) be the algebraic Q-groups D× (resp. D1) as before. Recall that
there is an action of D̂× = G(Q̂) on the set Qisog(X0), whose orbit containing the
base point (X0, id0) is denoted by GG(X0) and called the G-genus of (X0, id0) in
Qisog(X0) (see Definition 2.1). The set of isomorphism classes of abelian varieties
in GG(X0) is denoted by Λ
un(X0). Thus Λ
un(X0) = Λ
un
1 if p 6≡ 1 (mod 4), and
Λun(X0) = Λ
un
r for some r ∈ {1, 8, 16} if p ≡ 1 (mod 4).
Proposition 4.1. Let (X,ϕ) ∈ Qisog(X0) be a member in the same G-genus
of (X0, id0) so that there exists g ∈ D̂× such that (X,ϕ) = g(X0, id0). Then
ϕ∗P(X) = Nr(g)−1P(X0). In particular, there is a commutative diagram
(4.10)
D×\D̂×/Ô×0 Λun(X0)
F×+ \F̂×/Nr(Ô×0 ) Pic+(R)
≃
Nr−1 P
≃
where O0 := EndFp(X0) and R := EndA(P(X0)). Moreover, the lower horizontal
bijection is induced from sending each a ∈ F̂× to the R-module a · P(X0) with the
induced notion of positivity from P0+(X0).
Proof. First, suppose that [X0] ∈ Λunr with r ∈ {1, 16}. Correspondingly, R = OF
if r = 1 and R = A if r = 16. Write (X,ϕ) = g(X0, id0) for g = (gℓ)ℓ ∈ D̂×. From
Definition 2.1,
(4.11) ϕ∗Tℓ(X) = gℓTℓ(X0).
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Plugging in (4.3), we obtain
ϕ∗P(X)ℓ = (∧2Rℓϕ∗Tℓ(X))∗ ⊗Rℓ R∨ℓ
= (∧2RℓgℓTℓ(X0))∗ ⊗Rℓ R∨ℓ
= Nr(gℓ)
−1(∧2RℓTℓ(X0))∗ ⊗Rℓ R∨ℓ
= Nr(gℓ)
−1P(X0)ℓ.
(4.12)
This proves that ϕ∗P(X) = Nr(g)−1P(X0), and the commutative diagram follows
easily.
Next we treat the case [X0] ∈ Λun8 , so R = OF in this case. For each (X,ϕ) ∈
GG(X0), let η : X → X˜ be the minimal isogeny constructed in Remark 3.2.10(2).
There is a D̂×-equivariant map:
(4.13) GG(X0)→ GG(X˜0), (X,ϕ)→ (X˜, ϕ˜ := η0ϕη−1).
It follows that the surjective map Λun8 → Λun1 sending each [X ] 7→ [X˜] fites into a
commutative diagram
(4.14)
D×\D̂×/Ô×0 Λun8
D×\D̂×/Ô×0 Λun1
≃
≃
where O0 := End(X˜0), and the left vertical map is the canonical projection. From
(3.18), the map P : Λun8 → Pic+(OF ) factors through Λun8 → Λun1 . Thus the
proposition for the case r = 8 is reduced to the r = 1 case. 
Corollary 4.2. (1) If p 6≡ 1 (mod 4), then P(Isog(√p )) = Pic+(OF ).
(2) If p ≡ 1 (mod 4), then
(4.15) P(Λunr ) =
{
Pic+(OF ) for r = 1, 8;
Pic+(A) for r = 16.
Proof. This follows directly from the commutative diagram (4.10) since the left
vertical map Nr−1 is surjective. 
Corollary 4.3. A member [X ] ∈ Isog(√p ) is principal polarizable if and only if
[X ] ∈ Λun1 [OF , OF,+] ∐ Λun16 [A,A+]
There are canonical bijections:
(4.16) Λpm1 (OF , OF,+)
∼= Λpp1 , Λpm16 (A,A+) ∼= Λpp16 .
Proof. First, suppose that X is equipped with a principal polarization λ : X → Xt.
Necessarily, [X ] ∈ Λun1 ∪ Λun16 by Proposition 3.2.9. The map
P(X)→ R := F ∩ End(X), λ′ 7→ λ−1λ′
establishes an isomorphism of R-modules that identifies P+(X) with R+.
Conversely, suppose that [X ] ∈ Λun1 ∪ Λun16 and (P(X),P+(X)) represents the
trivial class in Pic+(R). According to Proposition 3.2.9, there exists a principally
polarizable X0 in the same genus of X . Let ϕ : X → X0 be a Q-isogeny and
pick g ∈ D̂× such that (X,ϕ) = g(X0, id0) in Qisog(X0). From Proposition 4.1,
(P(X),P+(X)) is isomorphic to Nr(g)−1(R,R+), so our assumption implies that
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Nr(g) ∈ F×+ Nr(Ô×0 ). Pick α ∈ D× and u ∈ Ô×0 such that Nr(αgu) = 1. Let
g′ = αgu and ϕ′ = αϕ. Then g′ ∈ D̂1 and (X,ϕ′) = g′(X0, id0). Now it follows
from Lemma 2.5 that the pull-back of any principal polarization on X0 along ϕ
′ is
a principal polarization on X .
Lastly, let [X, ξ] be a member of Λpmr (R,R+) with r = 1, 16 and R = OF or A
accordingly. Then there exists u ∈ R+ such that ξ(u) is a principal polarization.
Comparing the degrees on both sides of ξ(u) = uξ(1), one immediately sees that
u ∈ R×+ and ξ(1) is a principal polarization as well. It follows the map [X, ξ] 7→
[X, ξ(1)] establishes a bijection Λpmr (R,R+)
∼= Λppr . 
Corollary 4.4. Suppose that p ≡ 1 (mod 4). A member [X ] ∈ Λun8 admits a
polarization of degree 4 if and only if [X ] ∈ Λun8 [OF , OF,+].
Proof. According to Remark 3.2.10(2), any polarization λ on X descends along the
minimal isogeny η : X → X˜ to a polarization λ˜ on X˜. Moreover, deg(λ) is divisible
by 4, and deg(λ) = 4 if and only if λ˜ is a principal polarization. Since P(X) ∼= P(X˜)
by (3.18), the present corollary follows directly from Corollary 4.3. 
Proposition 4.5. Let p, r and Rr be as in (4.4), and let (P, P+) be an invertible
Rr-module with a notion of positivity. Fix a member [Xr, ξr] ∈ Λpmr (P, P+) and put
Or := EndFp(Xr). Let Tr[P, P+] ⊆ Tp(Or) be the image of the map
(4.17) Υun : Λunr [P, P+]→ Tp(Or) [X ] 7→ JEnd(X)K .
There is a commutative diagram
(4.18)
Λpmr (P, P+) Λ
un
r [P, P+] Tr[P, P+]
D1\D̂1/Ô1r D×\D×D̂1Ô×r /Ô×r D×\D×D̂1N (Ôr)/N (Ôr)
f
≃ ≃
Υun
≃
where f is the forgetful map in (4.7), and the bottom two horizontal maps are
canonical projections.
Proof. From (4.10), Λunr [P, P+] can be identified with the neutral fiber of the map
D×\D̂×/Ô×r Nr
−1−−−→ F×+ \F̂×/Nr(Ô×r ),
which shows that the middle vertical map is a bijection. The commutativity of
right square follows from that of (3.11), and bijectivity of the right vertical map
follows from the definition of Tr[P, P+].
To get the left vertical bijection, let G pmG (Xr) be the the subset of GG(Xr) ⊆
Qisog(Xr) consisting all members (X,ϕ : X → Xr) such that ϕ∗P(X) = P(Xr).
Given (X,ϕ) ∈ G pmG (Xr), write (X,ϕ) = g(Xr, idr) for some g ∈ D̂×, where idr
denotes the identity map of Xr. Then Nr(g) ∈ R̂×r by Proposition 4.1, so there
exists u ∈ Ô×r such that Nr(g) = Nr(u). Put g′ = gu−1. Then g′ ∈ D̂1 and
(X,ϕ) = g′(Xr, idr). It follows that D̂1 acts transitively on G
pm
G (Xr), that is,
G
pm
G (Xr) = GG1(Xr) ≃ D̂1/Ô1r .
Each member (X,ϕ) ∈ G pmG (Xr) gives rise to a (P, P+)-polarized abelian surface
(X, ξ) by putting ξ = ϕ∗ξr, i.e. ξ(b) = ϕ∗ξr(b) for every b ∈ P . If (X,ϕ) and
(X ′, ϕ′) in G pmG (Xr) produce isomorphic pairs (X, ξ) and (X
′, ξ′), then there exists
an isomorphism α : X → X ′ such that α∗ξ′(b) = ξ(b) for every b ∈ P . Let β =
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ϕ′αϕ−1 ∈ D×. Then β(X,ϕ) = (X ′, ϕ′) and β∗λr = λr for every λr ∈ P(Xr). This
implies that β ∈ D1 since the Rosati involution induced by every polarization λr ∈
P+(Xr) coincides with the canonical involution on D = End0(Xr). Conversely, if
β(X,ϕ) = (X ′, ϕ′) for some β ∈ D1, then it is straightforward to show that (X, ξ)
and (X ′, ξ′) are isomorphic. This proves that there is an injective map
(4.19) D1\D̂1/Ô1r →֒ Λpmr (P, P+)
sending the neutral class to [Xr, ξr].
Let (X, ξ) be a (P, P+)-polarized abelian surface with [X ] ∈ Λunr . Fix br ∈ P+
and put λr := ξr(br) ∈ P+(Xr) and λ := ξ(br) ∈ P+(X). By Lemma 3.1.3, there
exists a quasi-isogeny ϕ : X → Xr such that ϕ∗λr = λ. As any element b ∈ P is of
the form abr for some a ∈ F , we get
ϕ∗ξr(b) = ϕtξr(abr)ϕ = aϕtξr(br)ϕ = aϕ∗ξr(br) = aξ(br) = ξ(b).(4.20)
It follows that (X,ϕ) ∈ G pmG (Xr), so the map in (4.19) is surjective as well.
The left square commutes because both double coset descriptions of Λpmr (P, P+)
and Λunr [P, P+] are induced from the same D̂
×-action on GG(Xr) ⊆ Qisog(Xr). 
Remark 4.6. Let O be an arbitrary A-order in D. Following [3, §1], we say two
locally principal right O-ideals I and I ′ are in the same spinor class if there exists
x ∈ D×D̂1 such that Î ′ = xÎ . Denote by Clsc(O) the set of locally principal right
O-ideal classes within the spinor class of O itself (regarded as a principal right
O-ideal), and put hsc(O) := |Clsc(O)|. The set Clsc(O) is described adelically as
(4.21) Clsc(O) ≃ D×\(D×D̂1Ô×)/Ô×.
Combining with (4.18), we see that there is a bijection
(4.22) Λunr [P, P+] ≃ Clsc(Or)
sending the fixed class [Xr] to the principal right Or-ideal class [Or]. This is a
refinement of the bijection Λunr ≃ Cl(Or) in (3.11). See also [64, (2.11)].
Corollary 4.7. Suppose that p ≡ 1 (mod 4). Then the map
(4.23) Υpm = Υunf : Λpmr (P, P+) −→ Tp(Or)
is bijective if r ∈ {1, 16}, and it is surjective if r = 8. In particular, f : Λpmr (P, P+)→
Λunr [P, P+] is bijective for r ∈ {1, 16}, and Tr[P, P+] = Tp(Or) for all r ∈ {1, 8, 16}.
Proof. In light of Corollary 4.3, the present corollary for the case r ∈ {1, 16} is just
a generalization of Corollary 3.3.3 and admits the same proof.
Suppose that r = 8. From (3.13), N (Ô8) = F̂×Ô×4 , where O4 is the Eichler
order given in (3.14). Interpreted adelically, the map Υpm : Λpm8 (P, P+)→ Tp(O8)
is the composition of the following canonical projections:
D1\D̂1/Ô18 ։ D1\D̂1/Ô14 → D×\D̂×/F̂×Ô×4 .
The first map is obviously surjective, and the second map is bijective from Lemma 7.3.
Thus the composition is surjective. 
Remark 4.8. As a generalization of Lemma 3.3.2, it is clear from (4.18) that
Tr[P, P+] = Tpsg(Or), where
(4.24) Tpsg(Or) := {JOK ∈ Tp(Or) | O is in the same spinor genus as Or}.
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When p ≡ 1 (mod 4), Corollary 4.7 implies that Tpsg(Or) = Tp(Or) for each
r ∈ {1, 8, 16}. If p ≡ 3 (mod 4), then there are two spinor genera of maximal
orders according to Remark 3.3.4, and T1[P, P+] coincides with either Tp+(D) or
Tp−(D).
Suppose that p ≡ 3 (mod 4). Following [7, Definition 14.29], the Gauss genus
group is defined as
(4.25) G(F ) := Pic+(OF )/Pic+(OF )
2 ≃ F̂×/F×+ F̂×2Ô×F .
Here Pic+(OF )
2 denotes the subgroup of Pic+(OF ) consisting of the classes that
are perfect squares in Pic+(OF ), and F̂
×2 is defined similarly. It is well-known
[7, Theorem 14.34] that |G(F )| = 2 if p ≡ 3 (mod 4). Thus we call the subgroup
Pic+(F )
2 the principal Gauss genus, and its complement the nonprincipal Gauss
genus.
Lemma 4.9. Suppose that p ≡ 3 (mod 4). The map Υun : Λun1 [P, P+]→ T1[P, P+]
is bijective for all [P, P+] ∈ Pic+(OF ). Moreover,
(4.26) T1[P, P+] =
{
Tp+(D) if [P, P+] ∈ Pic+(OF )2;
Tp−(D) otherwise.
Proof. In light of (4.18) and Remarks 4.6 and 4.8, the bijectivity of Υun : Λun1 [P, P+]→
T1[P, P+] is just a restatement of [64, Lemma 4.7].
To prove (4.26), let us fix a principally polarizable abelian surface X0/Fp with
π2X0 = p and put O0 := End(X0). Then JO0K ∈ Tp+(D) by Corollary 3.3.7, andP(X) ≃ (OF , OF,+) by Corollary 4.3. Combining (3.11), (4.10), and (4.25), we
obtain a diagram
(4.27)
Λun1 D
×\D̂×/Ô×0 D×\D̂×/N (Ô0) Tp(D)
Pic+(OF ) F
×
+ \F̂×/Ô×F F×+ \F̂×/F̂×2Ô×F G(F )
P
≃
Nr−1 Nr−1
≃
Ξ
≃ ≃
Here Ξ : Tp(D) → G(F ) is defined so that the right square is commutative. The
middle square is obviously commutative (Recall that N (Ô0) = F̂×Ô×0 by (3.13)).
Our choice of X0/Fp guarantees that the left square is commutative as well.
In fact, once we make the suitable identifications such as Λun1 ≃ Cl(O0), the
diagram above is just a reformulation of [64, (2.15)] up to sign for the vertical
maps. The fact that |G(F )| = 2 is precisely the reason why there are two spinor
genera of maximal orders inD. In particular, the neutral fiber of Ξ : Tp(D)→ G(F )
coincides with Tp+(D), and the other fiber with Tp−(D) (which can also be checked
directly using the adelic descriptions). The composition of the maps in the top row
is none other than Υun : Λun1 → Tp(D), and the composition for the bottom row is
just the canonical projection Pic+(OF )→ G(F ).
By definition, Λun1 [P, P+] is the fiber of the map P over [P, P+] ∈ Pic+(OF ), and
T1[P, P+] is the image of Λun1 [P, P+] under the map Υun. From the commutativity
of (4.27), we have T1[P, P+] ⊆ Tp+(D) if [P, P+] ∈ Pic+(OF )2, and T1[P, P+] ⊆
Tp−(D) otherwise. The equalities now follow from Remark 4.8. 
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Let ε > 1 be the fundamental unit of OF . By [58, Lemma 2.4], ε is totally
positive if and only if p ≡ 3 (mod 4). Thus
(4.28) Pic+(OF ) ∼= Pic(OF ) and O×F,+ = O×2F if p 6≡ 3 (mod 4).
For p ≡ 1 (mod 4), we define
(4.29) ̟ := [O×F : A
×].
According to [58, §4.2], ̟ ∈ {1, 3}, and ̟ = 1 if p ≡ 1 (mod 8).
Lemma 4.10. Suppose that p ≡ 1 (mod 4). Then
Pic+(A) ∼= Pic(A), A×+ = A×2 and(4.30)
h+(A) = h(A) =
(
2−
(
2
p
))
h(p)
̟
.(4.31)
In particular, h+(A) is odd.
Proof. Note that ε3 ∈ A× since ̟ ∈ {1, 3}. As NF/Q(ε3) = (−1)3 = −1, we
find that Pic+(A) ∼= Pic(A). The equality A×+ = A×2 can be verified case by case
according to ̟ = 1 or 3 (See [58, §4.3]). To compute the class number h(A),
we apply directly Dedekind’s formula [55, p. 95] for the class number of quadratic
orders. Lastly, according to [8, Corollary 18.4], h(p) is odd for every prime p. It is
clear from (4.31) that h+(A) is odd as well. 
Theorem 4.11. Let p, r and Rr be as in (4.4). For each [P, P+] ∈ Pic+(Rr), we
list the formulas for following quantities
hpmr [P, P+] := |Λpmr (P, P+)|, hunr [P, P+] := |Λunr [P, P+]|, tr[P, P+] := |Tr[P, P+]|.
(1) If p = 2, 3, 5, then
(4.32) hpm1 [P, P+] = h
un
1 [P, P+] = t1[P, P+] = 1, ∀[P, P+] ∈ Pic+(OF ).
(2) Suppose that p ≡ 1 (mod 4). Let ̟ = [O×F : A×] ∈ {1, 3} be as in (4.29),
and δ3,̟ be the Kronecker δ-symbol. Then
hpm1 [P, P+] = h
un
1 [P, P+] = t1[P, P+]
=
ζF (−1)
2
+
h(−p)
8
+
h(−3p)
6
for p > 5;
(4.33)
hpm8 [P, P+] =
3
2
(
4−
(
2
p
))
ζF (−1) +
(
2−
(
2
p
))
h(−p)
8
,(4.34)
hun8 [P, P+] =
3
2̟
(
4−
(
2
p
))
ζF (−1) +
(
2−
(
2
p
))
h(−p)
8̟
+
δ3,̟
̟
h(−3p),(4.35)
tun8 [P, P+] =
1
2
(
7 + 2
(
2
p
))
ζF (−1) + h(−p)
8
+
(
1−
(
2
p
))
h(−3p)
6
;(4.36)
hpm16 [P, P+] = h
un
16 [P, P+] = t16[P, P+]
=
(
4−
(
2
p
))
ζF (−1) + h(−p)
4
+
(
2 +
(
2
p
))
h(−3p)
6
.
(4.37)
(3) Supppose that p ≡ 3 (mod 4) and p ≥ 7.
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(3a) If [P, P+] belongs to the principal Gauss genus, then
hpm1 [P, P+] =
ζF (−1)
2
+
(
11− 3
(
2
p
))
h(−p)
8
+
h(−3p)
6
,(4.38)
hun1 [P, P+] = t1[P, P+] =
ζF (−1)
4
+
(
17−
(
2
p
))
h(−p)
16
+
h(−2p)
8
+
h(−3p)
12
.
(4.39)
(3b) If [P, P+] belongs to the nonprincipal Gauss genus, then
hpm1 [P, P+] =
ζF (−1)
2
+ 3
(
1−
(
2
p
))
h(−p)
8
+
h(−3p)
6
,(4.40)
hun1 [P, P+] = t1[P, P+] =
ζF (−1)
4
+ 9
(
1−
(
2
p
))
h(−p)
16
+
h(−2p)
8
+
h(−3p)
12
.
(4.41)
Proof. Fix a member [Xr, ξr] ∈ Λpmr (P, P+), and put Or := EndFp(Xr). From
(4.18) and Remarks 4.6 and 4.8, we have
(4.42) hpmr [P, P+] = h
1(Or), hunr [P, P+] = hsc(Or), tr[P, P+] = |Tpsg(Or)|.
The following inequalities always hold true:
(4.43) hpmr [P, P+] ≥ hunr [P, P+] ≥ tr[P, P+].
Moreover, if p ≡ 1 (mod 4) and r ∈ {1, 16}, all three quantities are equal by
Corollary 4.7; if p ≡ 3 (mod 4) (necessarily r = 1), then hun1 [P, P+] = t1[P, P+]
according to Lemma 4.9.
Already, this explains why the formula in (4.33) (resp. (4.37)) is identical to the
one in (3.33) (resp. (3.34)). A priori, (3.34) is stated for primes p ≡ 1 (mod 4) with
p ≥ 13. Nevertheless, a direct calculation in the case p = 5 (cf. (3.32)) shows that
it holds for all primes p ≡ 1 (mod 4).
Next, suppose that p ≡ 1 (mod 4) and r = 8. The formula for hpm8 [P, P+] =
h1(O8) is calculated in Proposition 7.1. According to Remark 4.8, T8[P, P+] =
Tp(O8). We find that t8[P, P+] = t(O8), which is calculated in [63, (4.11)]. Similar
to the r = 16 case, the formula for t(O8) in (4.36) holds for all primes p ≡ 1
(mod 4) (cf. [63, (4.8)]). To calculate hun8 [P, P+], we first observe that its value is
independent of the choice of [P, P+] ∈ Pic+(OF ). Indeed, the class number hsc(O8)
depends only on the spinor genus of O8 by [64, Lemma 3.1], while the entire genus
of O8 forms a single spinor genus by Remark 4.8. It follows that
(4.44) hun8 [P, P+] =
|Λun8 |
|Pic+(OF )| =
h(O8)
h+(F )
=
h(O8)
h(F )
.
The class number of O8 has already been calculated in [60, (6.8) and (6.10)]. One
then use a result of Herglotz (see [58, §2.10]) to factor h(F ) out from h(O8) to
obtain (4.35).
Now suppose that p ≡ 3 (mod 4). It is shown in Lemma 4.9 that O1 be-
longs to the principal spinor genus of maximal OF -orders in D if and only if
[P, P+] ∈ Pic+(OF )2. In particular, t1[P, P+] = |Tp+(D)| if [P, P+] ∈ Pic+(OF )2,
and t1[P, P+] = |Tp−(D)| otherwise. The class number formulas for h1(O1) (for
both the principal and nonprincipal cases) and type number formulas for |Tp+(D)|
and |Tp−(D)| are produced in [64, Propositions 4.4 and 4.8] respectively. This
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takes care of (4.32) for p = 3 and the formulas (4.38)–(4.41) for p ≡ 3 (mod 4) and
p > 7.
Lastly, if p ∈ {2, 5}, then Pic+(OF ) consists a single member, namely [OF , OF,+].
Thus (4.32) is just a restatement of (3.30) (resp. (3.31)) in the case p = 2 (resp. p =
5) thanks to Corollary 4.3. 
Remark 4.12. We would like to exhibit some identities relating the following three
kinds of objects:
• the arithmetic genera of some Hilbert modular surfaces;
• the class numbers hpm1 [P, P+], hun1 [P, P+] and type numbers t1[P, P+];
• the proper class numbers of quaternary positive definite even quadratic
lattices within certain genera.
For each nonzero fractional ideal a of OF , we write SL(OF ⊕ a) for the sta-
bilizer of OF ⊕ a in SL2(F ), and Γ(OF ⊕ a) for its image in PGL+2 (F ). The
Hurwitz-Maass extension [51, §I.4] of Γ(OF ⊕ a) is denoted by Γm(OF ⊕ a). Up
to conjugation in PGL+2 (F ), these two groups depend only on the Gauss genus
γ ∈ Pic+(OF )/Pic+(OF )2 represented by a. Let H be the upper half plane of C as
usual. For Γ = Γ(OF ⊕a) or Γm(OF ⊕a), the Hilbert modular surface YΓ is defined
to be the minimal non-singular model of the compactification of Γ\H2 [51, §II.7].
The arithmetic genus χ(YΓ) is an important global invariant of YΓ (see [51, §VI]
and [16, §II.4–5]). Since both YΓ(OF⊕a) and YΓm(OF⊕a) depend only on the Gauss
genus γ = [a] Pic+(OF )
2, we denote them as Y (dF , γ) and Ym(dF , γ) respectively,
where dF is the discriminant of Q(
√
p ) as in Remark 3.3.8. Similarly, let us put
(4.45) hpm1 (γ) := h
pm
1 [a, a+], h
un
1 (γ) := h
un
1 [a, a+], t1(γ) = t1[a, a+],
where a is equipped with the canonical notion of positivity a+ (see §4.1). Lastly,
according to [5], the genera of quaternary positive definite even quadratic lattices
of discriminant dF can be labeled by the Gauss genus group Pic+(OF )/Pic+(OF )
2.
Let H+(dF , γ) denote the proper class number of such lattices in the genus labeled
by γ (cf. [5, §3.2]).
The formulas for χ(Y (dF , γ)) can be found in [16, Theorems II.5.8–9], and those
for χ(Ym(dF , γ)) and H
+(dF , γ) can be found in [5, §1]. Comparing these formulas
with the ones in Theorem 4.11, we immediately obtain several interesting identities
(4.46)–(4.49) described below.
First supose that p 6≡ 3 (mod 4). Then there is a unique Gauss genus γ, and
hence a unique genus of quaternary positive definite even quadratic lattices of dis-
criminant dF . The two groups Γm(OF ⊕ a) and Γ(OF ⊕ a) coincide by [51, §I.4,
p. 13], which implies that Y (dF , γ) = Ym(dF , γ). In this case we have
(4.46) χ(Y (dF , γ)) = χ(Ym(dF , γ)) = h
pm
1 (γ) = h
un
1 (γ) = t1(γ) = H
+(dF , γ).
The coincidence of the arithmetic genus χ(Y (dF , γ)) with H
+(dF , γ) has been ob-
served by many authors [5, 30, 53].
Now suppose that p ≡ 3 (mod 4). There are two Gauss genera, so we denote
the principal Gauss genus by γ+, and the nonprincipal one by γ−. In this case
(4.47) χ(Y (4p, γ+)) = hpm1 (γ
−), χ(Y (4p, γ−)) = hpm1 (γ
+).
Moreover,
χ(Ym(4p, γ
+)) = hun1 (γ
−) = t1(γ−) = H+(4p, γ+),(4.48)
χ(Ym(p, γ
−)) = hun1 (γ
+) = t1(γ
+) = H+(4p, γ−).(4.49)
SUPERSPECIAL ABELIAN SURFACES 31
Once again, the coincidence between the arithmetic genus χ(Ym(4p, γ)) and the
proper class number H+(4p, γ) has been observed by Chan and Peters [5].
5. Mass formulas
We keep the notation and assumptions of the previous section. In particular, let
p, r and Rr be as in (4.4). For each [P, P+] ∈ Pic+(Rr), let us define the mass of
Λpmr (P, P+) and Λ
un
r [P, P+] as follows:
Mass(Λpmr (P, P+)) :=
∑
[X,ξ]∈Λpmr (P,P+)
1
|Aut(X, ξ)| ,(5.1)
Mass(Λunr [P, P+]) :=
∑
[X]∈Λunr [P,P+]
1
[Aut(X) : Z×r ] .(5.2)
Here Zr denotes the center Z(End(X)), that is,
(5.3) Zr =
{
OF if r = 1,
A if p ≡ 1 (mod 4) and r ∈ {8, 16}.
For [X ] ∈ Λunr [P, P+], put
(5.4) RAut(X) := Aut(X)/Z×r ,
and call it the reduced automorphism group of X . The main goal of this section is
to provide explicit formulas for the masses.
Let us first show that both Aut(X, ξ) and RAut(X) are finite groups, so that the
masses are well defined. Write O := End(X). Then Aut(X, ξ) = O1 by (5.8) below,
which is finite by [55, Lemma V.1.1]. Similarly, RAut(X) = O×/Z(O)× = O×/Z×r ,
which is also finite by [55, Theorem V.1.2]. For simplicity, the quotient group
O×/Z(O)× will be called the reduced unit group of O and denoted by O⋆ . Fix
an embedding σ : F →֒ R, and in turn an isomorphism D ⊗F,σ R ≃ H, where H
denotes the Hamilton quaternion algebra. Thus O1 (resp. O⋆) may be regarded
as a finite subgroup of H× (resp. H×/R× ≃ SO3(R)). From the classifications
[55, Theorems I.3.6–7] and [34, §4.2], both |O1| and |O⋆ | are uniformly bounded by
120 for all p.
Since O1 ∩ F = {±1}, there is an embedding O1/{±1} →֒ O⋆ which gives rise
to an isomorphism
(5.5) O⋆/(O1/{±1}) ∼= O×/(O1Z×r ).
From (4.5), the reduced norm map induces a short exact sequence
(5.6) 1→ O×/(O1Z×r ) Nr−→ R×r,+/Z×2r → R×r,+/Nr(O×)→ 1.
The quotient group R×r,+/Nr(O×) is closely related to the fiber of the forgetful map
f : Λpmr (P, P+)։ Λ
un
r [P, P+], [X, ξ] 7→ [X ].
Lemma 5.1. Let [X, ξ] be a member of Λpmr (P, P+), and write O := End(X).
There is a bijection
(5.7) R×r,+/Nr(O×) ∼−→ f−1([X ]).
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Proof. Clearly, any element in f−1([X ]) is of the form [X, ξa] for some element
a ∈ AutRr (P, P+) = R×r,+. The two ordered pairs (X, ξai)i=1,2 are isomorphic if
and only if there is an automorphism α ∈ Aut(X) = O× such that α∗(ξa2) = ξa1.
For any b ∈ P+, one computes that α∗ξ(b) = ξ(b)NrD/F (α). Therefore, α∗(ξa) =
ξaNr(α), which also implies that
(5.8) Aut(X, ξ) = O1.
The bijection (5.7) is induced from the map a 7→ ξa. 
5.2. We provide a more detailed case by case study of the fibers of f . Recall that
the fundamental unit ε ∈ O×F is totally positive if and only if p ≡ 3 (mod 4).
First suppose that r = 1. In this case R1 = Z1 = OF , and O is a maximal
OF -order. The exact sequence (5.6) now reads
(5.9) 1→ O×/(O1O×F ) Nr−→ O×F,+/O×2F → O×F,+/Nr(O×)→ 1.
If p 6≡ 3 (mod 4), then O×F,+ = O×2F by (4.28). Thus
(5.10) O× = O1O×F , and f is bijective,
which recovers a partial case of Corollary 4.7. If p ≡ 3 (mod 4), then |O×F,+/O×2F | =
|〈ε〉 / 〈ε2〉| = 2, which implies that
(5.11) [O× : O×FO1] · |f−1([X ])| = 2.
Thus in this case f is a two-fold cover “ramified” over those [X ] ∈ Λun1 [P, P+] with
Nr(Aut(X)) = O×F,+ = 〈ε〉. Such members are relatively rare in general according
to Remark 5.4 below. The index [O× : O×FO1] will be called the Vigne´ras unit
index of the OF -order O. See [34, §4.1 and §8.2].
Next, suppose that p ≡ 1 (mod 4) and r = 16. In this case, R16 = Z16 = A,
and A×+ = A
×2 by (4.30). It follows from (5.6) and Lemma 5.1 that
(5.12) O× = O1A×, and f is bijective,
which again provides an alternative proof of Corollary 4.7 for the current case.
Lastly, suppose that p ≡ 1 (mod 4) and r = 8. In this case R8 = OF and
Z8 = A. Let ̟ = [O×F : A×] ∈ {1, 3} be as in (4.29). Since O×F,+ =
〈
ε2
〉
, we
immediately find that
(5.13) [O×F,+ : A
×2] = [O×F,+ : A
×
+] = ̟.
Therefore, if ̟ = 1 (e.g. when p ≡ 1 (mod 8)), then O× = O1A× and f is a
bijection; if ̟ = 3 (necessarily p ≡ 5 (mod 8)), then |f−1([X ])| ∈ {1, 3}, and
|f−1([X ])| = 1 if and only if Nr(O×) = O×F,+ =
〈
ε2
〉
.
Proposition 5.3. Let p, r and Rr be as in (4.4). For every [P, P+] ∈ Pic+(Rr),
Mass(Λpm1 (P, P+)) =
1
4
ζF (−1);(5.14)
Mass(Λpm8 (P, P+)) =
3
4
(
4−
(
2
p
))
ζF (−1);(5.15)
Mass(Λpm16 (P, P+)) =
1
2
(
4−
(
2
p
))
ζF (−1);(5.16)
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Mass(Λun1 [P, P+]) =
{
ζF (−1)/4 if p ≡ 3 (mod 4);
ζF (−1)/2 otherwise;
(5.17)
Mass(Λun8 [P, P+]) =
3
2̟
(
4−
(
2
p
))
ζF (−1);(5.18)
Mass(Λun16 [P, P+]) =
(
4−
(
2
p
))
ζF (−1).(5.19)
Here ̟ = [O×F : A
×] ∈ {1, 3} as in (4.29). Clearly, the masses are independent of
the choice of [P, P+] ∈ Pic+(Rr).
Remark 5.4. Let us define the normalized mass of Λpmr (P, P+) as
Mass♭(Λpmr (P, P+)) :=
∑
[X,ξ]∈Λpmr (P,P+)
1
[Aut(X, ξ) : (±1)] = 2Mass(Λ
pm
r (P, P+)).
Comparing Proposition 5.3 with Theorem 4.11, we see that Mass♭(Λpmr (P, P+))
(resp. Mass(Λunr [P, P+])) constitutes the first term in the class number formula of
Λpmr (P, P+) (resp. Λ
un
r [P, P+])). Thus the remaining terms in the respective class
number formula are contributed by the members with extra automorphisms other
than ±1 (resp. Z×r ). Such members are comparably rare as p grows large, which is
apparent from the following limit formula
(5.20) lim
p→∞
hpmr [P, P+]
Mass♭(Λpmr (P, P+))
= 1 = lim
p→∞
hunr [P, P+]
Mass(Λunr (P, P+))
.
The limits are calculated using Siegel’s formula (3.37) for ζF (−1) and his theorem
on the class numbers of imaginary quadratic fields [21, Theorem 15.4, Chapter 12].
We leave the details to the interested reader (cf. [59, Proposition 5.5] and [60,
Theorem 6.3.1]).
Proof of Proposition 5.3. Fix a member [Xr, ξr] ∈ Λpmr (P, P+) and put Or :=
End(Xr).
First, let us compute the mass of Λpmr (P, P+). From (4.18), there is a bijection
(5.21) Λpmr (P, P+) ≃ D1\D̂1/Ô1r
sending [Xr, ξr] to the identity class. Let {y1, . . . , yhr} ⊂ D̂1 be a complete
set of representatives for D1\D̂1/Ô1r , and [Yi, ξi] be the member of Λpmr (P, P+)
corresponding to [yi]. Then it follows from (4.18) and (5.8) that Aut(Yi, ξi) =
D1 ∩ (yiÔ1ry−1i ). Comparing (5.1) with [64, (3.12)], we immediately see that
(5.22) Mass(Λpmr (P, P+)) = Mass
1(Or) :=
hr∑
i=1
1
|D1 ∩ (yiÔ1ry−1i )|
.
If r = 1, then O1 is a maximal OF -order, and the mass formula (5.14) for Mass1(O1)
is known due to Eichler and Vigne´ras ([54, Proposition 2, p. 260], cf. [70] and
[64, (3.16)]). Note that Mass1(O1) does not depend on the choice of the maximal
order O1.
Now suppose that p ≡ 1 (mod 4) and r ∈ {8, 16}. Since Υpm : Λpmr (P, P+) →
Tp(Or) is surjective by Corollary 4.7, we may assume thatO8 andO16 are contained
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in the fixed maximal OF -order O1 and satisfy the conditions in (3.6) for a fixed
identification O1 ⊗ Z2 = Mat2(OF2 ). From [70, Lemma 2.2] and [64, (3.13)],
(5.23) Mass1(Or) = Vol(D1\D̂1) = Mass1(O1)[Ô11 : Ô1r ],
where D̂1 is equipped with the Haar measure normalized so that Vol(Ô1r) = 1, and
the discrete cocompact subgroup D1 is equipped with the counting measure. Let
Ur denote the image of Ô1r in (O1/2O1)×. Clearly [Ô11 : Ô1r ] = [U1 : Ur]. We
compute these groups as follows.
U1 U8 U16
p ≡ 1 (mod 8) SL2(F2)× SL2(F2)
(
1 0
F2 × F2 1
)
SL2(F2)
order=36 order=4 order=6
p ≡ 5 (mod 8) SL2(F4)
(
1 0
F4 1
)
SL2(F2)
order=60 order=4 order=6
Using this table, we get (5.15) and (5.16) from (5.14) right away.
Now we compute the mass of Λunr [P, P+]. From Remark 4.6, we see that
(5.24) Mass(Λunr [P, P+]) = Masssc(Or) :=
∑
[I]∈Clsc(Or)
1
|Ol(I)⋆ | .
If r = 1, then O1 is a maximal OF -order, and it follows from [64, (3.67)] that
(5.25) Masssc(O1) = ζF (−1)
2[O×F,+ : O
×2
F ]
=
{
ζF (−1)/4 if p ≡ 3 (mod 4),
ζF (−1)/2 otherwise.
This proves (5.17).
Next suppose that p ≡ 1 (mod 4). For r ∈ {8, 16}, let SCl(Or) be the set
of spinor classes of locally principal right Or-ideals. From [64, (2.11)], there are
canonical bijections
(5.26) SCl(Or) ∼= F×+ \F̂×/Nr(Ô×r ) ∼=
{
Pic+(OF ) if r = 8;
Pic+(A) if r = 16.
The same argument as in [64, §3.2] shows that
(5.27) Masssc(Or) = Mass(Or)|SCl(Or)| , ∀r ∈ {8, 16},
where Mass(Or) is defined as the summation over the whole ideal class set Cl(Or):
(5.28) Mass(Or) =
∑
[I]∈Cl(Or)
1
|Ol(I)⋆ | .
According to [60, (5.11)], we have
Mass(O8) = 3
2̟
(
4−
(
2
p
))
ζF (−1)h(F ),
Mass(O16) = 3
̟
(
3− 2
(
2
p
))
ζF (−1)h(F ).
(5.29)
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On the other hand, h+(OF ) = h(F ) by (4.28) and h+(A) is given in (4.31). Thus
we get (5.18) and (5.19) by combining (5.26), (5.27) and (5.29). 
Let q be an odd power of p. Recall that PPAV(
√
q ) denotes the set of iso-
morphism classes of principally polarized abelian surfaces (X,λ)/Fq with π2X = q,
and PPSP(
√
q ) denotes the subset of PPAV(
√
q ) consisting of all the members
[X,λ] such that X is superspecial. As explained in Remark 3.2.1, PPSP(
√
p ) =
PPAV(
√
p ) in the case that q = p. For any subset S ⊆ PPAV(√q ), we define the
mass of S as
(5.30) Mass(S) :=
∑
[X,λ]∈S
1
|Aut(X,λ)| .
Corollary 5.5. The mass of PPSP(
√
q ) is given by the following formula:
(5.31) Mass(PPSP(
√
q )) =
{
1
4ζF (−1) if p 6≡ 1 (mod 4);
1
4
(
9− 2(2p)) ζF (−1) if p ≡ 1 (mod 4).
Proof. From Corollary 3.2.5, we have Mass(PPSP(
√
q )) = Mass(PPAV(
√
p )). If
p ≡ 1 (mod 4), then
Mass(PPAV(
√
p )) = Mass(Λpp1 ) +Mass(Λ
pp
16 ) by Proposition 3.2.9,
=Mass(Λpm1 (OF , OF,+)) +Mass(Λ
pm
16 (A,A+)) by Corollary 4.3.
Similarly, if p 6≡ 1 (mod 4), then Mass(PPAV(√p )) = Mass(Λpm1 (OF , OF,+)). Thus
the present corollary is a direct consequence of Proposition 5.3. 
Remark 5.6. Let χ be the quadratic character associated to the real quadratic field
F/Q, and let B2,χ denote the second generalized Bernoulli number [56, Chap. 4].
By Remark 3.3.8, Mass(PPSP(
√
q )) can also be reformulated as follows
(5.32) Mass(PPSP(
√
q )) =
{
B2,χ
25·3 for p 6≡ 1 (mod 4);
(9− 2χ(2))B2,χ25·3 for p ≡ 1 (mod 4).
We point out that this term occurs in the explicit formula for the trace of R(π) in
[22, p. 41], where R(π) is certain Hecke operator on the space of automorphic forms
of a compact inner form of GSp4.
6. Automorphism groups and refined class numbers
The goal of this section is to compute the refined class number formulas for
PPAV(
√
p ). We adopt the notation of [55, Theorem I.3.7] for finite subgroups of
H×, except that the dicyclic group of order 4m will be denoted as Q4m as in (1.19).
Let p, r and Rr be as in (4.4). For each [P, P+] ∈ Pic+(Rr) and each finite group
G, let us define the refined class numbers with respect to G to be
hpmr ([P, P+],G) := #{[X, ξ] ∈ Λpmr (P, P+) | Aut(X, ξ) ≃G};(6.1)
hunr ([P, P+],G) := #{[X ] ∈ Λunr [P, P+] | RAut(X) ≃ G}.(6.2)
We will write down the explicit formulas for these quantities in the following cases:
(i) p ≤ 5;
(ii) r = 1;
(iii) p ≡ 1 (mod 4) and r = 16.
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In other words, we skip the treatment of the case p ≡ 1 (mod 4) and r = 8 since
no member of Λun8 is principally polarizable.
The computation of these refined class numbers depends heavily on the trace
formula [55, Theorem III.5.11] (cf. [60, Lemma 3.2.1]) or the spinor trace formula
[64, Proposition 2.14] for optimal embeddings, so let us recall the relevant concepts
and notation. Put F = Q(
√
p ) and A := Z[
√
p ] as usual. Since D = D∞1,∞2 is a
totally definite quaternion F -algebra, an quadratic extensionK/F is F -embeddable
into D only if K/F is a CM-extension. An A-order B in a CM-extension K/F will
be called a CM A-order. For each A-order O in D, we write Emb(B,O) for set of
optimal embeddings of B into O, that is,
Emb(B,O) := {ϕ ∈ HomF (K,D) | ϕ(K) ∩ O = ϕ(B)}.
The unit group O× acts on Emb(B,O) from the right by conjugation, and there
are only finitely many orbits, so we put
(6.3) m(B,O,O×) := |Emb(B,O)/O×|.
Similarly, for each prime number ℓ ∈ N, we define
(6.4) m(Bℓ,Oℓ,O×ℓ ) := |Emb(Bℓ,Oℓ)/O×ℓ |.
Since Oℓ is maximal for all but finitely many ℓ, we have m(Bℓ,Oℓ,O×ℓ ) = 1 for
almost all ℓ.
We also need some explicit maximal orders in D. When p ≡ 3 (mod 4), the
quaternion algebra D = D∞1,∞2 can be presented as
(−1,−1
F
)
, and we write
{1, i, j, k} for its standard basis. Let us put
B1,2 := Z+ Z
√
p + Z
√−1 + Z(1 +√p )(1 +√−1 )/2 ⊂ F (√−1 ),(6.5)
O24 := B1,2 +B1,2(1 + i + j + k)/2,(6.6)
where in (6.6), the OF -order B1,2 is identified with its image in F (i) ⊂ D via an F -
isomorphism F (
√−1 ) ≃ F (i). It is shown in [34, Proposition 5.1] that O⋆24 ≃ S4,
the symmetric group on 4-letters, and up to D×-conjugation, O24 is the unique
maximal OF -order with this property. Recall from (3.27) that there is another
type of maximal OF -orders in D represented by O8. According to [34, §4.2], we
have
(6.7) [O×24 : O
×
FO
1
24] = 2 = [O
×
8 : O
×
FO
1
8].
Indeed, for O = O8 or O24, every element of order 4 in O⋆ is represented by an
element of O× whose reduced norm is the fundamental unit ε ∈ O×F . We also note
that for p ≡ 3 (mod 4), the principal ideal n := (√p ) with its canonical notion of
positivity n+ represents the unique element of order 2 in Pic+(OF ). Thus it belongs
to the nonprincipal Gauss genus.
6.1. Automorphism groups for primes p ≤ 5.
6.1.1. Suppose p = 2. Then Pic+(OF ) is trivial and h
pm
1 [OF , OF,+] = 1. Let
[X, ξ] be the unique member of Λpm1 (OF , OF,+) and put λ := ξ(1). Then [X,λ]
is the unique member of PPAV(
√
2 ). Write O = End(X), which is the unique
maximal OF -order in D up to D
×-conjugation according to (3.30). From [34, §8.1],
O⋆ ≃ S4, so RAut(X) ≃ S4. On the other hand, Aut(X, ξ) = O1 by (5.8), and
O1/{±1} ≃ O⋆ by (5.10). It follows from [55, Theorem I.3.7] that
(6.8) Aut(X, ξ) = Aut(X,λ) = O1 ≃ the binary octahedral group E48.
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6.1.2. Suppose that p = 3. In this case, |Tp(D)| = 2 by [63, Theorem 1.2]. On the
other hand, Tp(D) decomposes into two disjoint nonempty subsets Tp+(D) and
Tp−(D) according to the spinor genus, and Tp+(D) ∋ JO8K by Example 3.3.6. We
find that Tp+(D) = {JO8K} and Tp−(D) = {JO24K} (see also [64, §4.5]). The group
Pic+(OF ) consists of only two elements, namely [OF , OF,+] and [n, n+]. According
to Theorem 4.11, there is a unique (OF , OF,+) (resp. (n, n+))-polarized abelian
surface (X, ξ)/F3 (resp. (X ′, ξ′)/F3) up to isomorphism in the simple F3-isogeny
class corresponding to π =
√
3 . Moreover, if we put λ = ξ(1), then (X,λ) is the
unique principally polarized abelian surface. From Lemma 4.9, End(X) ≃ O8 and
End(X ′) ≃ O24, and both O8 and O24 have Vigne´ras unit index 2 by (6.7). It
follows from the classifications in [34, §8.1] and [55, Theorem I.3.7] that
RAut(X) ≃ D12, Aut(X, ξ) = Aut(X,λ) ≃ Q24;(6.9)
RAut(X ′) ≃ S4, Aut(X ′, ξ′) ≃ E24.(6.10)
Here D12 denotes the dihedral group of order 24, and E24 denotes the binary
tetrahedral group.
6.1.3. Suppose that p = 5. Then h+(OF ) = h+(Z[
√
5 ]) = 1. Let O1 be a maximal
OF -order in D, and let O8 and O16 be Z[
√
5 ]-suborders of O1 as in (3.6). From
[63, (4.7–4.8)], we have
(6.11) |Tp(O1)| = |Tp(O8)| = |Tp(O16)| = 1.
For each r ∈ {1, 8, 16}, define Rr as in (4.4) and let [Xr, ξr] be the unique member
of Λpmr (Rr, Rr,+). For r ∈ {1, 16}, we further put λr = ξr(1). Then [Xr, λr] is the
unique member of Λppr for r ∈ {1, 16}, and
PPAV(
√
5 ) = {[X1, λ1], [X16, λ16]}.
Necessarily, End(Xr) ≃ Or for each r ∈ {1, 8, 16}. It follows from the classifications
in [34, §8.1] and [55, Theorem I.3.7] that
(6.12) RAut(X1) ≃ O⋆1 ≃ A5, Aut(X1, ξ1) = Aut(X1, λ1) ≃ O11 ≃ E120,
where E120 denotes the binary icosahedral group.
Now assume that r ∈ {8, 16}. Using the mass formulas in Proposition 5.3, we
immediately find that
(6.13) |O⋆8 | = 12, |O18 | = 8, |O⋆16| = 6, |O116| = 12.
Indeed, ̟ = 3 since ε = (1 +
√
5 )/2 6∈ Z[√5 ], and ζQ(√5 )(−1) = 1/30 by (3.37).
On the other hand, every nontrivial element of O⋆r has order 2 or 3 by [58, §4] or
[60, §6.2.4]. Thus it follows from [55, Theorems I.3.6–7] that
RAut(X8) ≃ O⋆8 ≃ A4, Aut(X8, ξ8) ≃ O18 ≃ Q8;(6.14)
RAut(X16) ≃ O⋆16 ≃ D3, Aut(X16, ξ16) = Aut(X16, λ16) ≃ O116 ≃ Q12.(6.15)
6.2. Refined class number formulas for Λpm1 (P, P+). Assume that p > 5 and
[P, P+] ∈ Pic+(OF ). For any [X, ξ] ∈ Λpm1 (P, P+), the endomorphism ring O :=
End(X) is a maximal order in D. The possible finite groups that may appear as O⋆
have been classified in [34, §4] and are listed in Table 6.2.1. Using the classification
in [55, Theorem I.3.7], we can easily write down the corresponding group O1 up to
isomorphism.
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Table 6.2.1. Classification of O⋆ and O1 for p > 5.
O⋆ C1 C
†
2 C
‡
2 C3 C4 D
†
3 D
‡
3 D4 A4 S4
[O× : O×FO
1] 1 1 2 1 2 1 2 2 1 2
O1 C2 C4 C2 C6 C4 Q12 C6 Q8 E24 E24
If O⋆ ≃ C2 or D3, we further distinguish it into two subcases according to the
Vigne´ras unit index. For example, if O⋆ ≃ D3 and [O× : O×FO1] = 1 (resp. 2), then
we write O⋆ ≃ D†3 (resp. D‡3) (cf. [34, Definition 4.3.3]). More explicitly, if O⋆ ≃ C†2
or D†3 (resp. C
‡
2 or D
‡
3), then every element of order 2 in O
⋆ is represented by a
unit u ∈ O× with minimal polynomial u2 + 1 = 0 (resp. u2 + ε = 0). From (5.10),
the cases with [O× : O×FO
1] = 2 can only occur when p ≡ 3 (mod 4). According
to [34, Theorems 1.5–1.6], if G is a noncyclic group in Table 6.2.1, then there is at
most one maximal OF -order O′ up to conjugation in D with O′⋆ ≃ G.
First suppose that p ≡ 1 (mod 4). By Corollary 4.7, both f and Υun below
(6.16) Λpm1 (P, P+)
f−→ Λun1 [P, P+] Υ
un
−−→ Tp(D)
are bijections for every [P, P+] ∈ Pic+(OF ). Thus we have
hun1 ([P, P+],G) = t(G) := {JOK ∈ Tp(D) | O⋆ ≃ G}.
In particular, hun1 ([P, P+],G) does not depend on the choice of [P, P+] ∈ Pic+(OF ),
so we simply write5 it as hun1 (G). Similarly, write h
pm
1 (G) for h
pm
1 ([P, P+],G).
The refined type number t(G) has been computed by Hashimoto [18] (see also
[34, Theorem 1.5]). We obtain the following proposition.
Proposition 6.2.1. Suppose that p ≡ 1 (mod 4) and p > 5. The formulas for
hpm1 (G) := h
pm
1 ([P, P+],G) and h
un
1 (G) := h
un
1 ([P, P+],G) are independent of the
choice of [P, P+] ∈ Pic+(OF ) and are given as follows:
hpm1 (C2) = h
un
1 (C1) =
ζF (−1)
2
− h(−p)
8
− h(−3p)
12
− 1
4
(
p
3
)
− 1
4
(
2
p
)
+
1
2
,
hpm1 (C4) = h
un
1 (C2) =
h(−p)
4
+
1
2
(
p
3
)
+
1
4
(
2
p
)
− 3
4
,
hpm1 (C6) = h
un
1 (C3) =
h(−3p)
4
+
1
4
(
p
3
)
+
1
2
(
2
p
)
− 3
4
,
hpm1 (Q12) = h
un
1 (D3) =
1
2
(
1−
(
p
3
))
,
hpm1 (E24) = h
un
1 (A4) =
1
2
(
1−
(
2
p
))
.
Here we dropped the superscript from C2 andD3 since only the casesC
†
2 andD
†
3
can occur when p ≡ 1 (mod 4). As a convention, the refined class number with re-
spect to a groupG is zero if it is not listed above. This applies to Propositions 6.2.3
and 6.3.5 below as well.
5Caution: the notation hunr (G) for r ∈ {1, 16} should not be confused with the refined class
number for Λunr with respect to G. Indeed, no such formulas for Λ
un
r will be produced explicitly
in this paper, though it is quite easy to deduce them from what we have.
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6.2.2. Next, suppose that p ≡ 3 (mod 4). The type set Tp(D) decomposes into
two disjoint subsets Tp+(D) and Tp−(D) according to spinor genus. For each finite
group G in the first row of Table 6.2.1, let us put
(6.17) t+(G) := {JOK ∈ Tp+(D) | O⋆ ≃G}.
Define t−(G) similarly for the nonprincipal spinor genus Tp−(D).
Let Tp♮(D) := {JOK ∈ Tp(D) | O⋆ is noncyclic}. From [34, (8.7)], we have
Tp♮(D) = {JO8K , JO24K , JO6K}, where(6.18)
O⋆8 ≃ D4, O⋆24 ≃ S4, O⋆6 ≃ D3.(6.19)
More explicitly, O⋆6 ≃ D†3 if p ≡ 11 (mod 12), and O⋆6 ≃ D‡3 if p ≡ 7 (mod 12).
The explicit form of O6 varies according to p; see the table in [34, §8.2]. Note that
there is no maximal OF -order O in D with O⋆ ≃ A4 when p ≡ 3 (mod 4). By
Example 3.3.6 and [64, §4.5–4.6], we have
t+(D4) = 1, t
−(D4) = 0,
t+(S4) =
1
2
(
1 +
(
2
p
))
, t−(S4) =
1
2
(
1−
(
2
p
))
,
t+(D†3) =
1
2
(
1−
(
p
3
))
, t−(D†3) = 0,
t+(D‡3) =
1
4
(
1 +
(
p
3
))(
1−
(
2
p
))
, t−(D‡3) =
1
4
(
1 +
(
p
3
))(
1 +
(
2
p
))
.
Proposition 6.2.3. Suppose that p ≡ 3 (mod 4) and p ≥ 7. Let [P, P+] be an
element of the principal Gauss genus Pic+(OF )
2. Then
hpm1 ([P, P+],C2) =
ζF (−1)
2
−
(
11− 3
(
2
p
))
h(−p)
8
− h(−3p)
12
+
1
4
(
2
p
)
− 1
2
(
p
3
)
+
5
4
hpm1 ([P, P+],C4) =
(
11
4
− 3
4
(
2
p
))
(h(−p)− 1)−
(
2
p
)
+
(
p
3
)
,
hpm1 ([P, P+],C6) =
h(−3p)
4
− 1
2
(
2
p
)
+
1
2
(
p
3
)
− 1,
hpm1 ([P, P+],Q8) = 1,
hpm1 ([P, P+],Q12) = 1−
(
p
3
)
,
hpm1 ([P, P+],E24) =
1
2
(
1 +
(
2
p
))
.
Similarly, for any [Q,Q+] in the nonprincipal Gauss genus Pic+(OF )rPic+(OF )2,
hpm1 ([Q,Q+],C2) =
1
2
ζF (−1)− 3
8
(
1−
(
2
p
))
h(−p)− h(−3p)
12
+
1
4
(
1−
(
2
p
))
hpm1 ([Q,Q+],C4) =
3
4
(
1−
(
2
p
))
h(−p)− 1
4
(
1−
(
2
p
))
,
hpm1 ([Q,Q+],C6) =
h(−3p)
4
+
1
2
(
2
p
)
− 1
2
,
hpm1 ([Q,Q+],E24) =
1
2
(
1−
(
2
p
))
.
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Proof. For simplicity, we will only work out the calculation for hpm1 ([P, P+],G).
The formula for hpm1 ([Q,Q+],G) is computed similarly and only sketched toward
the end. From Lemma 5.1 and Table 6.2.1, we have
(6.20)
hpm1 ([P, P+],C2) = 2h
un
1 ([P, P+],C1) + h
un
1 ([P, P+],C
‡
2),
hpm1 ([P, P+],C4) = 2h
un
1 ([P, P+],C
†
2) + h
un
1 ([P, P+],C4),
hpm1 ([P, P+],C6) = 2h
un
1 ([P, P+],C3) + h
un
1 ([P, P+],D
‡
3),
hpm1 ([P, P+],Q8) = h
un
1 ([P, P+],D4),
hpm1 ([P, P+],Q12) = 2h
un
1 ([P, P+],D
†
3),
hpm1 ([P, P+],E24) = h
un
1 ([P, P+],S4).
Thus it is enough to write down the formula for hun1 ([P, P+],G).
Fix a member [X0] ∈ Λun1 [P, P+] and put O0 := End(X0). According to Re-
mark 4.6 and Lemma 4.9, there are bijections
(6.21) Λun1 [P, P+]
≃−→ Clsc(O0) ≃−→
Υ
Tp+(D),
whose composition coincides with the map Υun in (4.17). See (3.10) for the defini-
tion of Υ. For each finite group G in the first row of Table 6.2.1, let us put
(6.22) hsc(O0,G) := #{[I] ∈ Clsc(O0) | Ol(I)⋆ ≃ G},
where Ol(I) denotes the left order of I as in (3.9). From (6.21), we have
(6.23) hun1 ([P, P+],G) = hsc(O0,G) = t
+(G).
The formula of t+(G) for each noncyclic G has already been given in §6.2.2. It
remains to work out t+(G) for each cyclic G ∈ {C1,C†2,C‡2,C3,C4}. For this
purpose we make use of the spinor trace formula [64, Proposition 2.14].
Suppose that B is an OF -order in a CM-extension of K/F , and O := Ol(I) for
some right O0-ideal I with [I] ∈ Clsc(O0). Recall from (6.3) that m(B,O,O×)
denotes the number of O×-conjugacy classes of optimal embeddings of B into O.
By the spinor trace formula (ibid.),
(6.24)
∑
[I]∈Clsc(O0)
m(B,Ol(I),Ol(I)×) = 2
s(K)−1∆(B,O0)h(B)
h(F )
,
Here s(K) = 1 if K = F (
√−1 ), and s(K) = 0 otherwise (see [64, (4.6)]). More-
over, ∆(B,O0) = 1 if there exists JOK ∈ Tp+(D) such that Emb(B,O) 6= ∅, and
∆(B,O0) = 0 otherwise (cf. [64, (2.30)]). Formula (6.24) will be the key to compute
t+(G) for G ∈ {C†2,C‡2,C3,C4}.
For each cyclic group G as above, we write B(G) for the set of CM OF -orders
B with B⋆ := B×/O×F isomorphic to G. As usual, if B
⋆ ≃ C2, then we write
B⋆ ≃ C†2 (resp. C‡2) if the unique element of order 2 of B⋆ is represented by a unit
u ∈ B× with minimal polynomial u2 + 1 = 0 (resp. u2 + ε = 0) over F . The sets
B(G) have been classified in [58, §3] and are listed in the following table (see also
[34, §8.2]):
G C
†
2 C
‡
2 C3 C4
B(G) OF [
√−1 ] OF [
√−ε ] OF (√−3 ) OF (√−1 ), B1,2
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Here B1,2 is given in (6.5), and OF [
√−ε ] is the maximal order of F (√−2 ) by
[58, Proposition 2.6] (see also [34, Lemma 7.2.5]).
If JOK ∈ Tp+(D) is a member with O⋆ cyclic and nontrivial, then according
to [34, Proposition 3.4], there is a unique CM OF -order B listed above such that
Emb(B,O) 6= ∅, and for such B we necessarily have
(6.25) B⋆ ≃ O⋆ , and m(B,O,O×) = 2.
Thus for each B ∈ B(G) with G ∈ {C†2,C‡2,C3,C4} we define
(6.26) t+(G, B) := {JOK ∈ Tp+(D) | O⋆ ≃ G, and Emb(B,O) 6= ∅}.
Then t+(G) =
∑
B∈B(G) t
+(G, B). Lastly, we put
Tp+♮ (D) := Tp♮(D) ∩ Tp+(D) = {JOK ∈ Tp+(D) | O⋆ is non-cyclic}.
Combining (6.25) and (6.24), we obtain
(6.27) 2t+(G, B) +
∑
JOK∈Tp+
♮
(D)
m(B,O,O×) =
2s(K)−1∆(B,O0)h(B)
h(F )
.
For each O ∈ {O8,O24,O6}, the value of m(B,O,O×) can be found in [34,
Table 8.1], and we know exactly when JOK ∈ Tp+♮ (D) from §6.2.2. Except for the
order OF [
√−ε ], the values ∆(B,O0) and h(B)/h(F ) can be found in the proof of
[64, Proposition 4.4]. Lastly, from [64, (4.36)–(4.37)] we have
∆(OF [
√−ε ],O0) = 1, h(OF [
√−ε ])/h(F ) = h(F (√−2 ))/h(F ) = h(−2p).
Now it takes a lengthy but straightforward calculation to get
t+(C†2) = t
+(C†2, OF [
√−1 ]) =
(
2−
(
2
p
))
h(−p)
2
+
1
2
(
p
3
)
− 1,(6.28)
t+(C‡2) = t
+(C‡2, OF [
√−ε ]) = h(−2p)
4
− 1
4
(
p
3
)(
1−
(
2
p
))
− 1,(6.29)
t+(C3) = t
+(C3, OF (
√−3 )) =
h(−3p)
8
− 1
8
(
1 +
(
2
p
))(
1−
(
p
3
))
− 1
2
,(6.30)
t+(C4, OF (
√−1 )) =
1
2
(h(−p)− 1),(6.31)
t+(C4, B1,2) =
1
4
(
1 +
(
2
p
))
(h(−p)− 1).(6.32)
Combining (6.31) and (6.32), we obtain
t+(C4) = t
+(C4, OF (
√−1 )) + t
+(C4, B1,2)
=
1
4
(
3 +
(
2
p
))
(h(−p)− 1).(6.33)
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From the classification in Table 6.2.1, we have
t+(C1) =|Tp+(D)| − t+(C†2)− t+(C‡2)− t+(C3)− t+(C4)
− t+(D†3)− t+(D‡3)− t+(D4)− t+(S4)
=
ζF (−1)
4
−
(
11− 3
(
2
p
))
h(−p)
16
− h(−2p)
8
− h(−3p)
24
+
1
8
(
1 +
(
2
p
))(
1−
(
p
3
))
+ 1
Now the formula for hpm1 ([P, P+],G) follows from (6.20), (6.23), and the above
explicit formula for t+(G).
Next, we compute the formula for t−(G). Define t(G, B) and t−(G, B) for the
type sets Tp(D) and Tp−(D) respectively in the same way as in (6.26). Since
Tp(D) = Tp+(D) ∐ Tp−(D), we have
t+(G, B) + t−(G, B) = t(G, B).
Using the formulas for t(G, B) in [34, §8.2], we obtain
t−(C†2) = t
−(C†2, OF [
√−1 ]) = 0,(6.34)
t−(C‡2) = t
−(C‡2, OF [
√−ε ]) = h(−2p)
4
− 1
4
(
p
3
)(
1 +
(
2
p
))
− 1
2
,(6.35)
t−(C3) = t−(C3, OF (√−3 )) =
h(−3p)
8
+
1
8
(
1 +
(
2
p
))(
1−
(
p
3
))
− 1
2
,(6.36)
t−(C4, OF (√−1 )) = 0,(6.37)
t−(C4, B1,2) =
1
4
(
1−
(
2
p
))
(3h(−p)− 1).(6.38)
t−(C1) =
1
4
ζF (−1)− 3
(
1−
(
2
p
))
h(−p)
16
− h(−2p)
8
− h(−3p)
24
− 1
8
(
1 +
(
2
p
))(
1−
(
p
3
))
+
1
2
.
(6.39)
The formula for hpm1 ([Q,Q+],G) now follows easily from direct calculation. 
6.3. Refined class number formulas for Λpm16 (P, P+) when p ≡ 1 (mod 4).
Write A := Z[
√
p ] and assume that [P, P+] ∈ Pic+(A). Pick an arbitrary member
[X, ξ] ∈ Λpm16 (P, P+) and put O16 := End(X). From (3.6), O16 ⊗Z Zℓ ≃ Mat2(Aℓ)
for every prime ℓ. In particular, O16 is maximal at every prime ℓ 6= 2. Moreover,
O⋆16 ∼= O116/{±1} from (5.12). Similar to (6.21), each of the following maps is
bijective according to Corollary 4.7:
(6.40) Λpm16 (P, P+)
f−→ Λun16 [P, P+] Υ
un−−→ Tp(O16).
This implies that
(6.41) hun16 ([P, P+],G) = t16(G) := {JOK ∈ Tp(O16) | O⋆ ≃ G}.
Thus hun16 ([P, P+],G) does not depend on the choice of [P, P+] ∈ Pic+(A), so we
simply write it as hun16 (G). Similarly, write h
pm
16 (G) for h
pm
16 ([P, P+],G).
Given a nontrivial element u˜ ∈ O⋆16, we put Ku˜ := F (u), and Bu˜ := F (u)∩O16,
where u ∈ O×16 is a representative of u˜. Clearly, Ku˜ is a CM-extension of F , and
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Bu˜ is an A-order with Bu˜ ∩ F = A and [B×u˜ : A×] > 1. Such A-orders have been
classified in [58, §4.2]. In particular,Ku˜ is isomorphic to either F (
√−1 ) or F (√−3 ).
Thus ord(u˜) ≤ |O⋆Ku˜ | ≤ 3 by the table in [58, §2.8]. Moreover, by definition, there
exists an optimal embedding of Bu˜ ⊗ Z2 into O16 ⊗ Z2. Hence it follows from the
table in [60, §6.2.4] that
(6.42) Bu˜ ≃
{
B1,4 := A[
√−1 ] if ord(u˜) = 2;
B3,4 := A[(1 +
√−3 )/2] if ord(u˜) = 3.
Since ord(u˜) ≤ 3, O⋆16 (resp. O116) is isomorphic to one of the finite groups in
Table 6.3.1 by the classifications in [55, Theorems I.3.6–7]:
Table 6.3.1. Classification of O⋆16 and O116 for p ≡ 1 (mod 4).
O⋆16 C1 C2 C3 D2 D3 A4
O116 C2 C4 C6 Q8 Q12 E24
We compute t16(G) for noncyclic G in Table 6.3.1 first. Let D2,∞ and D3,∞ be
the following quaternion Q-algebras:
D2,∞ :=
(−1,−1
Q
)
, D3,∞ :=
(−1,−3
Q
)
.
We define
o2 := Z+ Zi+ Zj + Z(1 + i+ j + k)/2 ⊂ D2,∞,(6.43)
o4 := Z+ Zi+ Zj + Zk ⊂ D2,∞,(6.44)
o3 := Z+ Zi+ Z(1 + j)/2 + Zi(1 + j)/2 ⊂ D3,∞.(6.45)
Here {1, i, j, k} denotes the standard basis of the respective quaternion algebra.
It is well-known that o2 (resp. o3) is a maximal order in D2,∞ (resp. D3,∞), and
[o2 : o4] = 2. In particular, the subscripts indicate the reduced discriminant of the
respective order, e.g. d(o2) = 2Z.
Let O ⊂ D be an A-order in the genus of O16 with O⋆ noncyclic, i.e. O⋆ is
isomorphic to some G ∈ {D2,D3,A4}. The canonical injection O⋆ = O×/A× →֒
D×/O×F realizes O⋆ as a finite subgroup of D×/O×F . Since p ≡ 1 (mod 4), if O⋆ ≃
D2 (resp.D3), then it is necessarily of first kind in the sense of [34, Definition 4.3.3],
i.e. O⋆ ≃ D†2 (resp. D†3). From [34, Proposition 4.3.5], if O⋆ ≃ A4 (resp. D2), then
D =
(−1,−1
F
)
= D2,∞ ⊗Q F , and up to a suitable conjugation, O contains the
A-order o2 ⊗Z A (resp. o4 ⊗Z A). Similarly, if O⋆ ≃ D3, then D =
(−1,−3
F
)
=
D3,∞ ⊗Q F , and up to a suitable conjugation, O contains the A-order o3 ⊗Z A.
Since D = D∞1,∞2 splits at all finite places of F , we immediately see that
t16(A4) = t16(D2) = 0 if p ≡ 1 (mod 8),(6.46)
t16(D3) = 0 if p ≡ 1 (mod 12).(6.47)
Lemma 6.3.1. Suppose that p ≡ 1 (mod 4). Then
t16(D3) =
1
2
(
1−
(
p
3
))
.
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Proof. The case p ≡ 1 (mod 12) has already been taken care of in (6.47), so we
assume that p ≡ 5 (mod 12). In this case D = D3,∞ ⊗Q F . Consider the following
finite set of A-orders:
S := {O ⊂ D | O ⊇ o3 ⊗Z A and O ⊗Z Zℓ ≃ Mat2(Aℓ), ∀ℓ}.
Since o3⊗Z Zℓ ≃Mat2(Zℓ) for every prime ℓ 6= 3, we find that O⊗Z Zℓ = o3⊗Z Aℓ
for each ℓ 6= 3. It follows that the map O 7→ O ⊗Z Z3 induces a bijection between
S and the following set of A3-orders in D3 := D ⊗Q Q3:
S3 := {O3 ⊂ D3 | O3 ⊇ o3 ⊗Z A3 and O3 ≃Mat2(A3)}.
On the other hand, A3 coincides with the ring of integers of the unramified quadratic
field extension F3/Q3. Thus o3 ⊗Z A3 is an Eichler order of level 3A3 according to
[34, Lemma 2.10]. In particular, |S | = |S3| = 2.
Lastly, both S and S3 are stable under the conjugation by j since it normalizes
o3,∞. Let val3 : F×3 ։ Z be the discrete valuation of F3. Clearly, val3(Nr(j)) =
val3(3) = 1, which is odd. On the other hand, N (O3) = F×3 O×3 for every O3 ∈ S3.
Hence val3(Nr(x)) is even for every x ∈ N (O3). Therefore, j 6∈ N (O) for every
O ∈ S . We conclude that the conjugation by j acts as a transposition on S , and
t16(D3) = 1 when p ≡ 5 (mod 12). 
We need the following simple lemma to compute the refined type numbers
t16(A4) and t16(D2). Let Z be a Dedekind domain, and Q be its field of frac-
tions. Given two Z-lattices L1 and L2 in a finite dimensional Q-vector space V , we
write χZ(L1, L2) for the fractional Z-ideal index of L1 and L2 as in [48, §III.1]. If
L1 ⊇ L2 and Z = Z or Zℓ, then χZ(L1, L2) may be identified with the usual index
[L1 : L2] of abstract groups.
Lemma 6.3.2. Let R be the integral closure of Z in a finite separable extension
F/Q, and A ⊆ R be a Z-order in R (of full rank). Suppose that L1 and L2 are two
free A-lattices in a finite dimensional F-vector space V . Write L˜i := RLi for the
free R-lattice spanned by Li for each i. Then χZ(L1, L2) = χZ(L˜1, L˜2).
Proof. Since both Li are free A-lattices, there exists u ∈ GLF (V ) such that L2 =
uL1. Clearly, L˜2 = uL˜1 as well. Let uQ be the image of u under the canonical
inclusion GLF (V ) →֒ GLQ(V ). Now it follows from [48, Proposition III.1.2] that
χZ(L1, L2) = det(uQ)Z = χZ(L˜1, L˜2). 
Lemma 6.3.3. Suppose that p ≡ 1 (mod 4). Then t16(A4) = 0.
Proof. We have already seen in (6.46) that t16(A4) = 0 when p ≡ 1 (mod 8).
Assume that p ≡ 5 (mod 8) for the rest of the proof. Then F2 := F ⊗Q Q2 is the
unique unramified quadratic extension of Q2, so we simply write it asQ4 (cf. (2.11)).
Let Z4 be the ring of integers of Q4, and val2 : Q
×
4 ։ Z be the discrete valuation
of Q4.
For simplicity, put O2 := o2 ⊗Z A2. We are going to show that there does not
exist any A2-orders O in D2 := D ⊗Q Q2 such that O ⊇ O2 and O ≃ Mat2(A2).
Suppose on the contrary that such an O exists. Then the Z4-order O˜ := Z4O is
isomorphic to Mat2(Z4), so the reduced discriminant d(O˜) = Z4. On the other
hand,
d(O˜2) = d(Z4O2) = d(o2)Z4 = 2Z4.
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It follows that χZ4(O˜ , O˜2) = 2Z4, and hence by Lemma 6.3.2,
(6.48) [O : O2] = [O˜ : O˜2] = 4.
Let m := 2Z4 be the unique maximal ideal of A2, and O2 be the image of O2 in
O/mO. For simplicity, put ω := (1 + i+ j + k)/2 ∈ o2. Since Z2[ω] coincides with
the maximal Z2-order in Q2(ω) ≃ Q4, the canonical map
Z2[ω]→ O/mO = O/2O˜ ≃ Mat2(F2), x 7→ x⊗ 1 +mO
factors through Z2[ω]/2Z2[ω] ≃ F4. It follows that O/mO is naturally an F4-vector
space of dimension 2, and O2 is a nonzero F4-subspace. If O2 = O/mO, then
O2 = O by Nakayama’s lemma, contradicting to (6.48). Hence dimF4(O2) = 1,
which implies that
[O : (O2 +mO)] = [Mat2(F2) : O2] = 4 = [O : O2].
Therefore, mO ⊆ O2. Since O2/mO ≃ F4, we find that mO coincides with the
Jacobson radical J(O2) of O2.
Clearly (1 + i)O2(1 + i)
−1 = O2, so J(O2) is invariant under conjugation by
(1 + i) as well. On the other hand, J(O2) = mO = 2O˜, which implies that the
maximal Z4-order O˜ ≃ Mat2(Z4) is also normalized by (1 + i). This leads to a
contradiction since val2(Nr(1 + i)) = val(2) = 1, but val2(Nr(y)) is even for every
element y in the normalizer N (O˜) = Q×4 O˜× ≃ Q×4 GL2(Z4). 
Lemma 6.3.4. Suppose that p ≡ 1 (mod 4). Then t16(D2) = 0.
Proof. Once again we assume that p ≡ 5 (mod 8), so let Q4 and Z4 be as in the
proof of Lemma 6.3.3. Put O4 := o4 ⊗Z A2 = A2 +A2i+A2j +A2k ⊂ D2. We are
going to show that there does not exist any A2-orders O in D2 such that O ⊇ O4
and O ≃ Mat2(A2).
Suppose on the contrary that such an O exists. A discriminant calculation similar
to the proof of (6.48) shows that [O : O4] = 16. Clearly, O is contained in the dual
A2-lattice O
∨
4 := {x ∈ D2 | Tr(xO4) ⊆ A2}. From [34, Lemma 2.7], the dual basis
of {1, i, j, k} is {1/2,−i/2,−j/2,−k/2}. Thus O4 ⊇ 2O.
Let O4 be the image of O4 in O := O/2O ≃ Mat2(A¯), where A¯ := A/2A.
For simplicity, let t be the image of 1 +
√
p in A¯. Then A¯ can be identified with
the algebra of dual numbers F2[t] with t2 = 0. Note that i¯j¯ = −j¯i¯ = j¯ i¯ in O4.
Similarly, each pair of elements in {1¯, i¯, j¯, k¯} commutes. Thus O4 is a commutative
algebra. Let J¯ := J(O4) be the Jacobson radical of O4. Clearly, t ∈ J¯ . Since
(1 + i)2 = 2i ≡ 0 (mod 2O), we find that 1 + i ∈ J¯ . By the same token, both
1 + j and 1 + k lie in J¯ as well. Hence O4/J¯ ≃ F2, and O4 is a commutative
local Artin F2[t]-algebra with maximal ideal J¯ . Since [O4 : 2O] = 16, we find
that dimF2(O4) = 4 and dimF2 J¯ = 3. From Nakayama’s lemma, J¯
2 is a proper
F2-subspace of J¯ , so dimF2(J¯
2) ∈ {0, 1, 2}. We show that each of these three cases
leads to a contradiction.
First, suppose that J¯2 = 0. Then (1 + i)(1 + j) = 0¯ since it belongs to J¯2. It
follows that 2ω ∈ 2O, or equivalently, O ⊇ O2 = A2 + A2i + A2j + A2ω, but we
have already seen in the proof of Lemma 6.3.3 that such an O does not exist.
Next, suppose that dimF2(J¯
2) = 2 so that dimF2(J¯/J¯
2) = 1. Then J¯ is a
principal ideal, say generated by α. Write α = a+ b¯i+ cj¯+dk¯ with a, b, c, d ∈ F2[t].
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Then α = a− b¯i− cj¯ − dk¯ as well, so
(6.49) α2 = (a+ b¯i+ cj¯ + dk¯)(a− b¯i− cj¯ − dk¯) = a2 + b2 + c2 + d2.
This shows that α2 ∈ F2 since x2 ∈ F2 for every x ∈ F2[t]. As α ∈ J¯ is nilpotent,
we cannot have α2 = 1. This leaves the only possibility that α2 = 0. But then
J¯2 = (α2) = 0, which contradicts the assumption that dimF2(J¯
2) = 2.
Lastly, suppose that dimF2(J¯
2) = 1. We claim that tJ¯ = J¯2. Clearly, tJ¯ ⊆ J¯2.
If the strict inclusion holds, then tJ¯ = 0. On the other hand, J¯ ⊂ O4 ⊂ O/2O =
Mat2(F2[t]). If tJ¯ = 0, then J¯ ⊆ tMat2(F2[t]), and hence J¯2 = 0. But we have
already shown that this is impossible. Thus the claim is verified. As a result, t 6∈ J¯2.
Otherwise there exists x ∈ J¯ such that t = tx, which forces t = 0 (nonsense) since
1− x ∈ O×4 .
Now we claim that {1¯, i¯, j¯, k¯} are all distinct modulo J¯2. Suppose otherwise: say
i¯ − j¯ ∈ J¯2. Then (1¯ + k¯) = i¯(¯i − j¯) ∈ J¯2 as well. It follows that 1 + i+ j + k =
(1 + k)(1 + i) ∈ J¯3, which is necessarily zero since dimF2(J¯3) < dimF2(J¯2) = 1.
But this again implies that ω ∈ O, which leads to a contradiction as we have seen.
From the above claim, 0¯, 1 + i, 1 + j, 1 + k represent precisely the four distinct
elements of J¯/J¯2. In particular, there exists one element in {1 + i, 1 + j, 1 + k}
that represents the nonzero element t+ J¯2. Without lose of generality, assume that
1 + i ≡ t (mod J¯2). Since J¯2 = tJ¯ , there exists x ∈ J¯ such that 1 + i = t(1 + x).
As (1 + x) ∈ O×4 , we find that (1 + i)O = tO is a two-sided ideal of O. On the
other hand, (1 + i)O ⊇ 2O, so (1 + i)O is a two-sided ideal of O. Therefore,
(1 + i) normalizes O according to [55, Exercise I.4.6]. But this again leads to a
contradiction by the same argument at the end of the proof of Lemma 6.3.3. 
Proposition 6.3.5. Suppose that p ≡ 1 (mod 4). The formulas for hpm16 (G) :=
hpm16 ([P, P+],G) and h
un
16 (G) := h
un
16 ([P, P+],G) are independent of the choice of
[P, P+] ∈ Pic+(A) and are given as follows:
hpm16 (C2) = h
un
16 (C1) =
(
4−
(
2
p
))
ζF (−1)− h(−p)
4
−
(
2 +
(
2
p
))
h(−3p)
12
+
1
4
(
1−
(
p
3
))
,
hpm16 (C4) = h
un
16 (C2) =
h(−p)
2
+
1
2
((
p
3
)
− 1
)
,
hpm16 (C6) = h
un
16 (C3) =
(
2 +
(
2
p
))
h(−3p)
4
+
1
4
((
p
3
)
− 1
)
,
hpm16 (Q12) = h
un
16 (D3) =
1
2
(
1−
(
p
3
))
.
Proof. In light of (6.41), the formula for hun16 (D3) has already been produced in
Lemma 6.3.1. We have also seen in Lemmas 6.3.3–6.3.4 that
(6.50) hun16 (A4) = h
un
16 (D2) = 0.
According to Table 6.3.1, it remains to compute hun16 (Cn) with n ∈ {1, 2, 3}.
Pick an arbitrary member [X ] ∈ Λun16 and write O16 := End(X). For each finite
group G ∈ {C1,C2,C3,D3}, let us put
h(O16,G) := #{[I] ∈ Cl(O16) | Ol(I)⋆ ≃ G}.
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According to (3.11) and (3.12), we have
h(O16,G) =
∑
[P,P+]∈Pic+(A)
hun16 ([P, P+],G) = h+(A)h
un
16 (G).
Since h+(A) = h(A) by Lemma 4.10, we have
(6.51) hun16 (G) = h(O16,G)/h(A).
The refined class number h(O16,Cn) with n ∈ {2, 3} can be computed using the
same strategy as explained in [34, §3]. Indeed, the strategy is built upon the classical
trace formula [55, Theorem III.5.11] (cf. [60, Lemma 3.2.1]) for optimal embeddings,
which applies to the A-order O16 as well. Let B be an A-order in a CM-extension
K/F with B ∩ F = A. For simplicity, put mℓ(B) := m(Bℓ, (O16)ℓ, (O16)×ℓ ). Then
(6.52)
∑
[I]∈Cl(O16)
m(B,Ol(I),Ol(I)×) = h(B)
∏
ℓ
mℓ(B) = h(B)m2(B).
Here mℓ(B) = 1 for every prime ℓ 6= 2 since O16 ⊗ Zℓ ≃ Mat2(OFℓ) at such an ℓ.
First, take B = B1,4 = A[
√−1 ]. From [60, §6.2.4] and Lemma 4.10, we have
(6.53)
h(B1,4)
h(A)
= h(−p), m2(B1,4) = 1.
On the other hand, combining (6.42) and [34, Proposition 3.4], we obtain
(6.54) m(B1,4,Ol(I),Ol(I)×) =
{
2 if Ol(I)⋆ ≃ C2 or D3,
0 otherwise.
Plugging (6.54) into the left side of (6.52) yields
2h(O16,C2) + 2h(O16,D3) = h(A)h(−p).
In light of (6.51), the above equality implies that
hun16 (C2) =
1
2
h(−p)− hun16 (D3) =
h(−p)
2
+
1
2
((
p
3
)
− 1
)
.
Next, take B = B3,4 = A[(1 +
√−3 )/2]. Similarly, we have
h(B3,4)
h(A)
=
(
2 +
(
2
p
))
h(−3p)
2
, m2(B3,4) = 1, and(6.55)
m(B3,4,Ol(I),Ol(I)×) =

2 if Ol(I)⋆ ≃ C3,
1 if Ol(I)⋆ ≃ D3,
0 otherwise.
(6.56)
Plugging in the above data into (6.52) again, we obtain
2hun16 (C3) + h
un
16 (D3) =
(
2 +
(
2
p
))
h(−3p)
2
.
It follows that
hun16 (C3) =
(
2 +
(
2
p
))
h(−3p)
4
+
1
4
((
p
3
)
− 1
)
.
Lastly, recall from (3.34) that
t(O16) = |Tp(O16)| =
(
4−
(
2
p
))
ζF (−1) + h(−p)
4
+
(
2 +
(
2
p
))
h(−3p)
6
.
48 JIANGWEI XUE AND CHIA-FU YU
Thus it follows from Table 6.3.1 and (6.50) that
hun16 (C1) =t(O16)− hun16 (C2)− hun16 (C3)− hun16 (D3)
=
(
4−
(
2
p
))
ζF (−1)− h(−p)
4
−
(
2 +
(
2
p
))
h(−3p)
12
+
1
4
(
1−
(
p
3
))
. 
Proof of Theorem 1.4. For p ≤ 5, the automorphism groups of members of PPAV(√p )
are listed in §6.1.1–§6.1.3. Suppose that p ≥ 7. According to Corollary 4.3, we have
hpp(
√
p ,G) =
{
hpm1 ([OF , OF,+],G) if p ≡ 3 (mod 4),
hpm1 ([OF , OF,+],G) + h
pm
16 ([A,A+],G) if p ≡ 1 (mod 4).
If p ≡ 3 (mod 4) and p ≥ 7, the formulas for hpm1 ([OF , OF,+],G) are produced in
Proposition 6.2.3. If p ≡ 1 (mod 4) and p ≥ 13, the formulas for hpp(√p ,G) are
obtained by summing up the respective ones for the same G in Propositions 6.2.1
and 6.3.5. 
7. Class number calculations
Throughout this section, we assume that p ∈ N is a prime number congruent to
1 modulo 4 unless explicitly specified otherwise. Let F = Q(
√
p ) and A = Z[
√
p ].
Then A is a suborder of OF of index 2, and A/2OF ≃ F2. Fix a maximal OF -order
O1 in D = D∞1,∞2 and an identification O1 ⊗ Z2 = Mat2(OF2). We write O8 and
O4 for the unique A-suborders of O1 of index 8 and 4 respectively such that
(7.1) O8 ⊗ Z2 =
(
A2 2OF2
OF2 OF2
)
, O4 ⊗ Z2 =
(
OF2 2OF2
OF2 OF2
)
.
Clearly, O4 is an Eichler order of level 2OF .
The main result of this section is the following class number formula.
Proposition 7.1. Suppose that p ≡ 1 (mod 4). Then
(7.2) h1(O8) := |D1\D̂1/Ô18 | =
3
2
(
4−
(
2
p
))
ζF (−1) +
(
2−
(
2
p
))
h(−p)
8
.
The proof of Proposition 7.1 will be carried out in several steps.
Lemma 7.2. We have
(7.3) h1(O8) =
{
h1(O4) if p ≡ 1 (mod 8),
3h1(O4)− 2|S| if p ≡ 5 (mod 8),
where S denotes the following set
{[x] = D1xÔ14 ∈ D1\D̂1/Ô14 | ∃ζ ∈ D1 ∩ xÔ14x−1 such that ord(ζ) = 3}.
Proof. Let θ : D1\D̂1/Ô18 → D1\D̂1/Ô14 be the canonical projection map. If p ≡ 1
(mod 8), then OF2 = Z2 × Z2, and hence A×2 = O×F2 . It follows that Ô18 = Ô14 in
this case, so θ is a bijection.
Assume that p ≡ 5 (mod 8) for the rest of the proof. For each [x] = D1xÔ14 ,
θ−1([x]) = D1\(D1xÔ14)/Ô18 .
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Multiplying D1xÔ14 from the left by x−1 induces bijections
(7.4) D1\(D1xÔ14)/Ô18 ≃ (x−1D1x)\(x−1D1xÔ14)/Ô18 ≃ (x−1D1x ∩ Ô14)\Ô14/Ô18 .
From (7.1), (O8 ⊗ Z2)1 is normal in (O4 ⊗ Z2)1, and
(7.5) (O4 ⊗ Z2)1/(O8 ⊗ Z2)1 ≃ F×4 ,
(
a b
c d
)
7→ (a mod 2OF2).
Clearly, Ô14/Ô18 ≃ (O4 ⊗ Z2)1/(O8 ⊗ Z2)1, and the action of (x−1D1x ∩ Ô14) on
Ô14/Ô18 factors through the quotient
(x−1D1x ∩ Ô14)→ Ô14/Ô18.
Hence |θ−1([x])| ∈ {1, 3}, and it takes value 1 if and only if the above homomor-
phism is surjective. If ζ′ is an element of (x−1D1x ∩ Ô14) with 3 | ord(ζ′), then it
follows from [58, §2.8] that F (ζ′) ≃ F (√−3 ) and ζ′2 ± ζ′ + 1 = 0. This automati-
cally implies that ζ′ 6∈ Ô18 since Tr(ξ) ≡ 0 (mod 2ÔF ) for every ξ ∈ Ô18. Therefore,
|θ−1([x])| = 1 if and only if [x] ∈ S. In other words, θ is a 3 : 1 cover “ramified”
above the set S, and the lemma follows. 
Lemma 7.3. Suppose that p 6≡ 3 (mod 4) and O is an Eichler order in D. Then
the following canonical projection is a bijection
(7.6) D1\D̂1/Ô1 → D×\D̂×/F̂×Ô×.
Moreover, h1(O) = h(O)/h(F ).
Proof. According to [8, Corollary 18.5], the narrow class number h+(OF ) is odd,
and O×F,+ = O
×2
F by (4.28). It follows that
(7.7) F̂× = F×+ F̂
×2Ô×F , and F
×
+ ∩ F̂×2Ô×F = F×2O×F,+ = F×2.
From [55, Theorem 4.1], Nr(D×) = F×+ , so Nr(D
×F̂×Ô×) = F×+ F̂×2Ô×F = F̂×.
Thus for any x ∈ D̂×, there exists α ∈ D× and y ∈ F̂×Ô× such that Nr(αxy) = 1,
which shows that the map in (7.6) is surjective.
If D1xiÔ1 with xi ∈ D̂1 for i = 1, 2 are mapped to the same element, then there
exists α ∈ D× and y ∈ F̂×Ô× such that x1 = αx2y. Taking the reduced norm on
both sides, we get Nr(α) = Nr(y−1) ∈ F×+ ∩ (F̂×2Ô×F ). It follows from (7.7) that
there exists a ∈ F× such that β := αa−1 ∈ D1. On the other hand,
(7.8) (F̂×Ô×) ∩ D̂1 = Ô1.
If we put u := ay, then u ∈ Ô1 and x1 = βx2u. This shows that the map in (7.6)
is injective.
Lastly, we prove that h1(O) = h(O)/h(F ). The ideal class group Cl(OF ) acts
naturally on the set Cl(O) of locally principal right O-ideal classes by
(7.9) Cl(OF )× Cl(O)→ Cl(O), ([a], [I]) 7→ [aI].
Let Cl(O) be the set of orbits of this action, which can be described adelically as
(7.10) Cl(O) ≃ D×\D̂×/F̂×Ô×.
Since h(F ) is odd, the action is free by [63, Corollary 2.5], and hence h1(O) =
|Cl(O)| = h(O)/h(F ). 
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Lemma 7.4. Suppose that p ≡ 1 (mod 4). Let O16 be the A-order defined in (3.6),
then the following canonical projection is a bijection
(7.11) D1\D̂1/Ô116 → D×\D̂×/F̂×Ô×16.
In particular, h1(O16) coincides with the type number t(O16).
Proof. Once we prove that the equalities (7.7) and (7.8) hold when OF and O are
replaced by A and O16 respectively, the same proof as that of Lemma 7.3 applies
to the bijectivity of (7.11) here.
From Lemma 4.10, h+(A) is odd, and A
×
+ = A
×2, so the equalities in (7.7) still
hold if OF is replaced by A. If Nr(au) = 1 for some a ∈ F̂× and u ∈ Ô×16, then
a2 = Nr(u−1) ∈ Nr(Ô×16) = Â×, which implies that a ∈ Ô×F . Since [Ô×F : Â×] =
[O×F2 : A
×
2 ] = 2 −
(
2
p
)
(which is odd), we get a ∈ Â× ⊆ Ô×16, and hence au ∈ Ô116.
This shows that (F̂×Ô×16) ∩ D̂1 = Ô116. The rest of the proof of (7.11) runs the
same as that of Lemma 7.3.
Lastly, recall thatN (O16) = F̂×Ô×16 as in (3.13). It follows that the cardinality of
the right hand side of (7.11) is precisely the type number t(O16), which is calculated
in [63, (4.12)] and reproduced in (3.34). 
The proof of Proposition 7.1. First, suppose that p ≡ 1 (mod 8). Combining the
results of Lemma 7.2 and Lemma 7.3, we see that h1(O8) = h(O4)/h(F ), which also
coincides with t(O8) by (3.15). The formulas for h(O4) and t(O8) are computed in
[63, Lemma 4.2] and [63, (4.11)] respectively, so we get
(7.12) h1(O8) = 9
2
ζF (−1) + h(−p)
8
if p ≡ 1 (mod 8).
Next, suppose that p ≡ 5 (mod 8). Similar to the previous case, we combine
Lemma 7.3 with [63, Lemma 4.2] to obtain
(7.13) h1(O4) = 5
2
ζF (−1) + h(−p)/8 + h(−3p)/3.
It remains to compute the cardinality of the set S defined in Lemma 7.2. Put
S˜ := {[I] ∈ Cl(O4) | ∃ζ ∈ Ol(I)× such that ord(ζ) = 3}.
Here Ol(I) denotes the left associated order of I as in (3.9). If we write I = D∩xÔ
for some x ∈ D̂×, then Ol(I) = D∩xÔx−1. Therefore, [I] belongs to S˜ if and only
if the image of [I] belongs to S under the following composition of maps
Cl(O4)→ Cl(O4) ≃ D×\D̂×/F̂×Ô×4 ≃ D1\D̂1/Ô14 .
Since the action of Cl(OF ) on Cl(O4) is free and Ol(aI) = Ol(I) for every [a] ∈
Cl(OF ), we see that
(7.14) |S˜| = h(F )|S|.
For simplicity, put K = F (
√−3 ). For each ζ ∈ Ol(I)× with ord(ζ) = 3, we have
F (ζ) ≃ K and F (ζ) ∩ Ol(I) ≃ OK by [58, Proposition 3.1] (cf. [34, Table 7.2]).
Thus each such ζ ∈ Ol(I)× gives rise to an optimal embedding OK → Ol(I) and
vice versa. For each OF -order O in D, let m(OK ,O,O×) be the number of O×-
conjugacy classes of optimal embeddings from OK into O (cf. [34, Section 3.2]). We
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claim that
(7.15) m(OK ,Ol(I),Ol(I)×) =
{
2 if [I] ∈ S˜,
0 otherwise.
The equality clearly holds if [I] 6∈ S˜. Suppose that [I] ∈ S˜. If p > 5, then
Ol(I)×/O×F is a finite group isomorphic toC3,D3 orA4 according to [34, Tables 4.1
and 4.2], where C3 denotes the cyclic group of order 3, D3 the dihedral group of
order 6, and A4 the alternating group on 4-letters. However if Ol(I)×/O×F ≃
D3, then by [34, Proposition 4.3.5], Ol(I) necessarily contains an OF -suborder
isomorphic to the order O†3 in [34, Table 4.3]. This leads to a contradiction since
O
†
3 has reduced discriminant 3OF while Ol(I) is an Eichler order of level 2OF .
If p = 5, then h(O4) = 1 by [63, Lemma 4.2] (which implies that Oℓ(I) = O4),
and Mass(O4) = 1/[O×4 : O×F ] = 1/12 by a direct calculation using the mass
formula [55, Corollaire IV.2.3]. We find that O×4 /O×F ≃ A4 when p = 5 from the
classification in [34, §8.1]. Now our claim follows from [34, Proposition 3.4].
Lastly, we apply the trace formula [55, Theorem III.5.11] to OK and O4 to get
(7.16)
∑
[I]∈Cl(O4)
m(OK ,Ol(I),Ol(I)×) = h(OK)
(
1 +
(
OK
2OF
))
= 2h(K).
Here
(
OK
p
)
is the Eichler symbol [55, p. 94] for a prime ideal p ⊆ OF , and it takes
value 1 at p = 2OF , which splits in K. Combining (7.14), (7.15) and (7.16), we get
(7.17) |S| = 2h(K)
2h(F )
=
h(−3p)
2
.
Plugging (7.13) and (7.17) into the equality h1(O8) = 3h1(O4)−2|S| in Lemma 7.2,
we obtain the following class number formula
(7.18) h1(O8) = 15
2
ζF (−1) + 3
8
h(−p) if p ≡ 5 (mod 8).
Proposition 7.1 follows by combining (7.12) with (7.18) and interpolating. 
8. Classification of self-dual local lattices
We consider some variants of lattices in symplectic spaces over local fields that
are used in this paper. Results of §8.2 are not used in this paper, but they are used
in the paper [66] without proofs. As usual, δij denotes Kronecker’s symbol, namely
δij = 1 or 0 according to whether i = j or not.
8.1. Symplectic lattices.
Lemma 8.1.1. Let K0 be a field, and OK0 ⊆ K0 be a Dedekind domain with
quotient field K0. Let K =
∏
iKi be a commutative separable K0-algebra, where
each Ki is a finite separable field extension of K0, and let OK be its maximal OK0-
order. Let (V, ψ) be a non-degenerate alternating K0-valued K-module such that
ψ(ax, y) = ψ(x, ay) for all a ∈ K and all x, y ∈ V . Then
(1) There exists a self-dual OK0-valued OK -lattice.
(2) Any two self-dual OK0-valued OK -lattices L and L
′ are isometric.
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Proof. Let L and L′ be OK-lattices in V . Decompose L = ⊕Li and L′ = ⊕L′i into
OKi-modules with respect to the decomposition OK =
∏
iOKi into the product
of Dedekind domains. Clearly this decomposition is orthogonal with respect to
the pairing ψ. The OK-lattice L is self-dual if and only if each component Li is
self-dual. Moreover, (L,ψ) ≃ (L′, ψ) if and only if (Li, ψ) ≃ (L′i, ψ) for all i. Thus,
without loss of generality, we may assume thatK is a finite separable field extension
of K0.
Let ψK : V ×V → K be the unique K-bilinear form such that TrK/K0 ◦ψK = ψ.
The form ψK remains non-degenerate and alternating. Denote the inverse different
of K/K0 by D−1K/K0 . The dual lattice of L with respect to ψ is defined as
(8.1) L∨ := {x ∈ V |ψ(x, L) ⊆ OK0 }.
Since ψ(x, L) ⊆ OK0 if and only if ψK(x, L) ⊆ D−1K/K0 , we have
(8.2) L∨ = {x ∈ V |ψK(x, L) ⊆ D−1K/K0 }.
According to [49, Proposition 1.3], there exist a K-basis {x1, · · · , xn, y1, · · · , yn}
of V and fractional OK-ideals a1, · · · , an such that
ψK(xi, xj) = ψK(yi, yj) = 0, ψK(xi, yj) = δij , for all 1 ≤ i, j ≤ n,(8.3)
L =
n∑
i=1
OKxi +
n∑
j=1
ajyj , a1 ⊇ a2 ⊇ · · · ⊇ an.(8.4)
The fractional ideals a1 ⊇ · · · ⊇ an are called the invariant factors of L with respect
to ψK . A direct calculation shows that
(8.5) L∨ = D−1K/K0(
n∑
i=1
a−1i xi +
n∑
j=1
OKyj).
It follows that L is self-dual if and only if ai = D−1K/K0 for all 1 ≤ i ≤ n. Therefore,
a self-dual OK-lattice in (V, ψ) exists and is unique up to isometry. 
Remark 8.1.2. The first invariant factor a1 is called the norm of L with respect
to ψK since it coincides with the OK -ideal generated by ψK(x, y) for all x, y ∈ L.
Following [49, §1.4], an OK-lattice M in (V, ψK) is said to be maximal if M is
a maximal one among the OK -lattices in (V, ψK) with the same norm. We have
shown in the proof of Lemma 8.1.1 that an OK-lattice L in (V, ψ) is self-dual if and
only if it is a maximal lattice with norm D−1K/K0 in (V, ψK).
Let a be an invertible ideal in K. An OK-lattice L is said to be a-modular in
(V, ψ) if a(L∨) = L.
Corollary 8.1.3. Notation being as in Lemma 8.1.1, for any invertible ideal a in
K, there exists a unique a-modular OK-lattices in (V, ψ) up to isometry.
Proof. Once again, we reduce to the case K being a finite separable field extension
of K0. From the proof of Lemma 8.1.1, an OK -lattice L is a-modular if and only if
all its invariant factors ai = aD−1K/K0 . The corollary follows easily. 
We would like a similar result as Lemma 8.1.1 with a weaker condition than
OK being a product of Dedekind domains. The best that we can manage at the
moment is for Gorenstein orders over complete discrete valuation rings. Notation
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as in Lemma 8.1.1, an OK0-order R in K is called Gorenstein if every short exact
sequence of R-lattices
0→ R→M → N → 0
splits. It is known thatR is Gorenstein if and only if its dual R∨ := HomOK0 (R,OK0)
is an invertible R-module [14, Prop. 6.1, p. 1363]; see also [25, Proposition 3.5].
Lemma 8.1.4. Let K0 be a complete discrete valuation field, and OK0 be its val-
uation ring. Let K, (V, ψ) be as in Lemma 8.1.1, and let R be a OK0-order in K.
Assume that V is free over K and R is Gorenstein. Then
(1) There exists a self-dual OK0-valued free R-lattice in (V, ψ).
(2) Any two self-dual OK0-valued free R-lattices L and L
′ in (V, ψ) are isomet-
ric.
Proof. Let ψK : V × V → K be as before and by an abuse of notation, put
D−1R/OK0 := {x ∈ K|TrK/K0(xR) ⊂ OK0}.
One has D−1R/OK0 ≃ R
∨, which is R-invertible by our assumption. Since OK0 is
a complete discrete valuation ring, R is a finite product of local rings. It follows
that D−1R/OK0 = δ
−1R for some element δ ∈ K×. Put ψ′K := δψK . Then for any
R-lattice L in (V, ψ), we have
(8.6) L∨ = {x ∈ V |ψK(x, L) ⊆ δ−1R } = {x ∈ V |ψ′K(x, L) ⊆ R }.
Therefore, L is self-dual with respect to ψ if and only if it is so with respect to ψ′K .
In particular, the existence and uniqueness of self-dual free R-lattices in (V, ψ) can
be reduced to those of self-dual lattices in (V, ψ′K). Since R is a product of local
Noetherian rings, any finitely generated stably free R-module is free. The desired
results now follow from Lemma 8.1.5 below. 
Lemma 8.1.5. Let R be a Noetherian commutative ring such that any finitely
generated stably free R-module is free, and let L be a free R-module of rank 2n.
Then for any perfect alternating pairing ψ : L×L→ R, there is a Lagrangian basis
with respect to ψ, that is, a basis {x1, . . . , xn, y1, . . . , yn} such that
ψ(xi, yj) = δij and ψ(xi, xj) = ψ(yi, yj) = 0, ∀ i, j.
In particular, there is only one perfect alternating pairing up to isomorphism.
Proof. We prove this by induction on n. Let {e1, · · · , en} be an R-basis of L. Since
ψ is a perfect pairing, the map x 7→ ψ(x, ·) establishes an isomorphism of R-modules
L → HomR(L,R). In particular, there exists y1 ∈ L such that ψ(e1, y1) = 1. Put
x1 = e1. We note that the R-submodule 〈x1, y1〉R ⊆ L spanned by x1 and y1 is
free of rank 2. Indeed, if ry1 ∈ Rx1 for some r ∈ R, then r = ψ(x1, ry1) = 0.
Let L′ := {x ∈ L | ψ(x, x1) = ψ(x, y1) = 0}. For every z ∈ L, put a = ψ(z, y1),
b = ψ(z, x1), and z
′ = z − ax1 + by1. Then z′ ∈ L′, and hence L = 〈x1, y1〉R ⊕ L′.
Clearly, L′ is finitely generated and stably free. Thus it is free of rank 2n − 2 by
our assumption on R. The restriction of ψ to L′ is necessarily perfect. Now the
lemma follows by induction. 
Remark 8.1.6. The condition for R in Lemma 8.1.5 is satisfied if R is one of
the following: a local ring, a Dedekind domain, a commutative Bass order [9,
Section 37] [32], a polynomial ring over a field (Serre’s conjecture, now the Quillen-
Suslin theorem), or any finite product of them. In particular, if in Lemma 8.1.4 we
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assume that OK0 is discrete valuation ring (without the completeness condition),
and suppose further that R is a Bass OK0 -order, then the results still hold. Indeed,
in this case R is a semi-local ring, so the invertible R-module D−1R/OK0 is again free,
and we can still apply Lemma 8.1.5 thanks to the preceding Remark.
Example 8.1.7. We provide an example of a non-projective self-dual lattice L over
a Bass order R in a symplectic space. Let d ∈ Z be a square-free integer coprime
to 6, K = Q(
√
d ) and R = Z[6
√
d ]. Let (V, ψK) be a symplectic space over K of
dimension 4 with a canonical basis {x1, y1, x2, y2} satisfying (8.3). We put
L = R1x1 + b1y1 +R2x2 + b2y2,
where R1 = Z[2
√
d ], R2 = Z[3
√
d ] and bi = (R : Ri) = {x ∈ K | xRi ⊆ R}. More
explicitly, b1 = 3R1 and b2 = 2R2, and both of them are integral ideals of R. From
[25, 2.6(ii)], (R : bi) = Ri for each i, which is also immediate from calculations.
This implies that
L = {x ∈ V | ψK(x, L) ⊆ R} ≃ HomR(L,R).
The fractional R-ideal 〈ψK(x, y) | x, y ∈ L〉R coincides with R itself, so L is also
a maximal R-lattice with norm R. Clearly, L is not projective over R, otherwise
both Ri are projective R-modules, which is absurd.
8.2. ε-hermitian quaternion lattices. Now let K0 be a non-Archimedean local
field of characteristic 6= 2, K/K0 a finite separable field extension, and let B be
a quaternion K-algebra. Let x 7→ x¯ denote the canonical involution on B. When
B splits over K, we may fix an isomorphism B ≃ Mat2(K) and identify B with
Mat2(K). Let ∗ be an involution on B of the first kind, that is, it fixes K element-
wisely. For brevity, a K0-valued (ε, ∗)-hermitian B-module with ε ∈ {±1} here,
means a pair (V, ψ), where V is a finite free left B-module and ψ : V × V → K0 is
a non-degenerate K0-bilinear pairing such that
(8.7) ψ(y, x) = εψ(x, y) and ψ(bx, y) = ψ(x, b∗y), ∀ b ∈ B, x, y ∈ V.
Assume that ∗ is an orthogonal involution [27, Definition 2.5] on B. Then there
is an element γ ∈ B× such that
(8.8) γ¯ + γ = 0 and x∗ = γx¯γ−1, ∀x ∈ B.
Let (V, ψ) be a K0-valued (ε, ∗)-hermitian B-module. Put
(8.9) ϕ(x, y) := ψ(x, γy).
It is easy to check that
(8.10) ϕ(y, x) = −εϕ(x, y) and ϕ(bx, y) = ϕ(x, b¯y), b ∈ B, x, y ∈ V.
In other words, (V, ϕ) is a K0-valued (−ε, -)-hermitian B-module. Let
(8.11) ϕB : V × V → B
be the unique (−ε)-hermitian form such that ϕ(x, y) = TrB/K0 ϕB(x, y). Following
the usual convention, ϕB is assumed to be B-linear in its first variable.
Lemma 8.2.1. For any n > 0. there is a unique K0-valued (−1, ∗)-hermitian
B-module (V, ψ) of rank n up to isomorphism.
Proof. This is a well-known result; see [49, Propositions 2.1 and 3.3]. Alternatively,
it follows immediately Kneser’s Theorem on the vanishing of the Galois cohomology
H1(K0, G) for any semi-simple simply connected group G/K0. 
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Let OB be a maximal order in B that is stable under ∗. We may assume that
OB = Mat2(OK) when B = Mat2(K). In this case, γ normalizes Mat2(OK) and
hence it is an element in K×GL2(OK). Without changing ∗, we may assume that
γ ∈ GL2(OK). When B is division, OB is the unique maximal order and there is
no restriction on γ as B× normalizes OB .
Similar to the symplectic case, the norm6 N(L) of an OB-lattice L in (V, ϕB) is
defined to be the two-sided fractional OB-ideal generated by the elements ϕB(x, y)
for all x, y ∈ L. We say L is maximal if it is a maximal one among the OB-lattices
in V with the same norm N(L). The dual lattice L∨ of L with respect to ψ is
defined in the same way as in (8.1), namely L∨ := {x ∈ V |ψ(x, L) ⊆ OK0 }. It can
be characterized in terms of ϕB as follows. Put
D−1B/K = {x ∈ B | TrB/K(xOB) ⊂ OK }, D−1K/K0 = δ−1OK , δ−1 ∈ K.
Then for any x ∈ V ,
(8.12) ψ(x, L) ⊂ OK0 ⇐⇒ ϕ(x, γ−1L) ⊂ OK0 ⇐⇒ γ¯−1ϕB(x, L) ⊂ δ−1D−1B/K .
For simplicity, we put ∆ := γ¯δ−1D−1B/K . It follows that
(8.13) L∨ = {x ∈ V |ϕB(x, L) ⊂ ∆ }.
If B = Mat2(K), then D−1B/K = OB , and hence ∆ = δ−1OB since γ is assumed
to be a unit in OB. When B is division, let π be a uniformizer of K, and Π ∈ B×
be a prime element such that Π Π¯ = π. We write ordΠ for the valuation on B
normalized by ordΠ(Π) = 1. Given a fractional two-sided OB-ideal I ⊂ B, we write
ordΠ(I) = r if I = Π
rOB. In this case, D−1B/K = Π−1OB, so ∆ = γ¯δ−1Π−1OB . In
both cases, ∆ is a principal two-sided fractional OB-ideal.
Let L# be the dual lattice of L with respect to ϕB, namely,
(8.14) L# := {x ∈ V | ϕB(x, L) ⊆ OB}.
From (8.13), L∨ = ∆L#. Thus L is a self dual OB-lattice in (V, ψ) if and only if
L = ∆L#, that is, L is ∆-modular in (V, ϕB) in the terminology of [24, §4].
Proposition 8.2.2. Let (V, ψ) be a K0-valued (−1, ∗)-hermitian B-module of rank
n, and γ ∈ B× is an element as in (8.8).
(i) There does not exist any self-dual OB-lattice in (V, ψ) if and only if B is
division, n is odd and ordΠ(γ) is even.
(ii) Any two self-dual OB-lattices L1 and L2 in (V, ψ), if exist, are isometric.
Proof. First, suppose that B is division. We have
(8.15) ordΠ(∆) = ordΠ(γ)− ordΠ(δ)− 1 ≡ ordΠ(γ)− 1 (mod 2).
According to [24, Proposition 6.1], when ordΠ(∆) is odd (i.e. ordΠ(γ) even), every
∆-modular OB-lattice is an orthogonal sum of hyperbolic planes, and hence must
have even rank. Thus there is no self-dual OB-lattice in (V, ψ) if n is odd and
ordΠ(γ) is even. The rest of the proposition follows from the classification in the
loc. cit.
Next, suppose that B = Mat2(K). From Lemma 8.2.1, there exists a B-basis
{x1, · · · , xn} of V such that ϕB(xi, xj) = δij . Put L =
∑n
i=1 bxi, where b is the
fractional left OB-ideal generated by
(
1 0
0 1/δ
)
. It is a straightforward calculation
6Once again, we are following Shimura’s terminology [49, §2.3]. The norm N(L) here is called
the scale of L by Jacobowitz [24, §4].
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to show that L∨ = L. Hence a self-dual lattice exists in this case. To show its
uniqueness up to isometry, we claim that a self-dual OB-lattice L in (V, ψ) is always
a maximal OB-lattice with norm ∆ in (V, ϕB). Then the uniqueness follows from
[49, Propositions 2.11]. Indeed, N(L) ⊆ ∆ by (8.13), and there exists a maximal
OB-lattice M ⊇ L with N(M) = ∆ thanks to [49, Proposition 2.10]. Clearly,
L∨ ⊇ M∨ ⊇ M ⊇ L, which implies that L = M since L = L∨. This verifies the
claim and finishes the proof. 
Remark 8.2.3. Proposition 8.2.2 (ii) is stated in [66, Lemma 4.1] without proof.
In view of Proposition 8.2.2 (i), non-emptiness of the set ΛBg in [66, Sec. 1], which
is implicitly assumed, is not automatic.
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