We propose a fault-tolerant tree-based multicast algorithm for 2-dimensional (2-D) meshes based on the concept of the extended safety level which is a vector associated with each node to capture fault information in the neighborhood. In this approach each destination is reached through a minimum number of hops. In order to minimize the total number of traffic steps, three heuristic strategies are proposed. This approach can be easily implemented by pipelined circuit switching (PCS). A simulation study is conducted to measure the total number of traffic steps under different strategies. Our approach is the first attempt to address the faulttolerant tree-based multicast problem in 2-D meshes based on limited global information with a simple model and succinct information.
Introduction
In many multicomputer systems, data must be redistributed periodically in such a way that all processors can be kept busy performing useful tasks. Because they do not physically share memory, nodes in multicomputers must communicate by passing messages through a communication network. A multicast (one-to-many communication) facility sends messages from one node to multiple nodes. lViulticast is an important system-level collective communication service. Multicast is also essential in many other applications such as clock synchronization in distributed systems and cache coherency in distributed shared-memory systems. Due to the importance of multicast, efficient implementation of multicast has been extensively studied in the past [2] [3] [4] [5] . Some vendors are aware of the importance of multicast and have facilitated it by implementing multicast directly in hardware.
In a multicomputer system with hundreds and thousands of processors, fault tolerance is another issue which is defined as the ability of the system to function in the presence of component (processor or communication link) failures. The challenge is to realize fault tolerant communication without the expense of considerable performance degradation.
Multicast schemes can be classified into unicast-based, path-based, and tree-based. The unicastbased approach trea~s a multicast as a multiple-unicast. A unicast is a one-to-one communication.
If there are n destinations in a multicast set, n worms are generated in a wormhole-routed system. This work was supported in part by NSF of USA under grant CCR 9900646 and grant ANI 0073736.
In wormhole-routed systems, a packet is divided into a sequence of flits and these flits are forwarded to destinations in a pipelined fashion controlled by a header flit. Each worm goes to its destination separately as if there were n-unicast communications. As a result, substantiM start-up delay could occur at the source. In the path-based approach [6] [7] [8] [9] a path including all the destinations should be first established. The path-based approach uses only one or two worms which include all the destinations in the header(s). Each node is assumed to be able to store a copy of an incoming message (flit) and at same time forward it to the next node on the path. Like the path-based approach, each node in the tree-based approach [l~ is capable of storing an incoming message and forwarding it. In addition, it can split and replicate the message. In this way, the original worm is changed into a worm with multiple headers. That is, the packet as a whole can be viewed as a multi-head worm that can split into multiple heads. Such multi-head branches can be dynamically generated at some intermediate nodes. It is believed that the tree-based approach offers a cost-effective multicasting [141.
Although many tree-based multicast algorithms have been proposed for store-and-forward networks, extensions to wormhole routing is still a challenging problem [121. One promising tree-based approach is based on a relatively new switching technique called pipelined circuit switching PCS [i51 and multicast-PCS It6]. In a PCS (multicast-PCS), header (multiheader) flits are transmitted first during the path (tree) set-up phase. Once a path (tree) is reserved by the header, an acknowledgement is sent back to the source. When the source receives the acknowledgement, data flits are transmitted through the path (tree) in a pipelined fashion. A multicast may not be able to reserve a multicast tree, upon receiving a negative acknowledgment, the source will attempt to make a reservation at a later time.
During the path (tree) set-up phase, profitable channels (ones which would move a header flit closer to its destination) are attempted first according to a fixed order and then if needed, non-profitable channels are searched following the same order. PCS (multicast-PCS) allows backtracking which may cause substantial delays. One reason for backtracking is the existence of faults in the system. Back- tracking is sometimes unavoidable especiMly when each processor (node) knows only status of adjacent nodes (such approaches are called local-informationbased multicasting [15] ).
Consider an example shown in Fig.i , where a multicast tree is generated based on the above algorithm which connects s to two destinations, dl and d2. Note that outgoing channels toward the East direction are reserved first if the direction order is East, North, West, and South. In this case, East and North axe profitable directions for both dl and d2. Once a node (hi for dl and n2 for d2) is reached where the East direction is no longer profitable for a destination, the output channel toward the North direction is attempted. Unfortunately, part of the North-directed channels from n2 to d2 is blocked by a faulty block. A detour path is generated that goes around the faulty block to reach destination d2. In our approach, fault information of a fault (faulty block) is distributed to a limited number of nodes in the neighborhood so that multiheader flits can avoid the fault before reaching it. In the example of Fig.i , fault information (about the faulty block) is distributed to nodes along the adjacent line L which is one unit distance away from the faulty block so that the searching process for d2 will never enter a detour region (the region directly to the south of the faulty block). Note that there are four adjacent lines for each faulty block. Actually, our approach tries to share a common path for all the destinations in a multicast set as much as possible without generating another tree branch.
Because fault information is distributed to a limited number of nodes, our approach is called limited-global-information-based multicasting which is a compromise of local-information-based approach and global-information-based approach.
In this paper we show that once the source satisfies certain conditions, a multieast tree can be set up such that each destination (a leave node in the tree) can be reached through a minimal path in the tree (i.e., the corresponding number of time steps is minimum). It is well-known that constructing a multicast tree with a minimum number of links (also called traffic steps) is an NP-complete problem. We present three heuristic strategies to minimize the total number of traffic steps. Our approach is illustrated using a 2-D mesh~ which is one of the most thoroughly investigated network topologies for multicomputer systems.
The rest of the paper is organized as follows. Section 2 introduces the notation and preliminaries. Section 3 proposes a multicast algorithm including three strategies. Section 4 discusses several results related to the proposed algorithm. Section 5 presents our simulation results. Concluding remarks are made in Section 6. Extensions to 3-D meshes and assurance of deadlock-freedom are discussed in another paper.
Notation and Preliminaries

K-Ary n-Dimensional Meshes
A k-cry n-dimensional (n-D) mesh with k '~ nodes has an interior node degree of 2n and the network diameter is k(n-1). Each node u has an address (ul, u2,..., u~), where u~ = 0, 1,..., k -1.
Two nodes (Vl, v2,..., v,~) and (ul, u2,..., u~) are connected if their addresses differ in one and only one dimension, say dimension i; moreover, [vi -ui] = 1. Basically, nodes along each dimension are connected as a linear array. Each node in a 2-D mesh is simply labeled as (x, y).
Routing is a process of sending a message from a source to a destination. A routing is minimal if the length of the routing path from the source to the destination is the minimal distance between these two nodes. For example, a routing is minimal between (xl, y~) and (x2, y2) if the length of its path is [x~ -x2[ + tYz -Y2[. In a system with faults, minimal routing may not be possible if all the minimal paths are blocked by faults. A multieasting is minimal if the length of the routing path from the source to each destination is the minimal distance between these two nodes.
The simplest routing algorithm is deterministic which defines a single path between the source and the destination. The X-Y routing in 2-D meshes is an example of deterministic routing in which the message is first forwarded along the X dimension and then routed along the Y dimension. Adaptive routing algorithms, on the other hand, support multiple paths between the source and the destination.
Fully adaptive minimal routing algorithms allow all messages to use any minimal paths. In addition to the optimality requirement, we try to maintain maximum adaptivity in the routing process.
In a faulty mesh, when all the minimal paths from a source to a destination are blocked by faults, no multicast tree can be established by our approach. We should provide a simple mechanism so that the source can easily detect this situation and stop attempting to establish minimal paths. In addition, another mechanism is needed to prevent the header from reaching a region where a destination cannot be reached through a minimal path. These two mechanisms, safety levels and faulty block information, are discussed in the next section.
Extended Safety Levels
Let's first discuss the fault model used in our approach. Most literature on fault-tolerant routing in 2-D meshes uses disconnected rectangular blocks [2, 3, [17] [18] [19] (2, 2) , and (4, 2) in a 2-D mesh, two faulty blocks are generated. One contains nodes (1, 1), (1, 2), (2, 1), and (2, 2) and the other one contains (4, 2) . Each faulty block is a rectangle. The convex nature of a rectangle simplifies the routing process by avoiding backtracking during the set-up phase. The block fault model has the following interesting property: The distance between any two faulty blocks is at least two [20] .
In our approach two types of limited global information are used: safety information and faulty block information. Safety information is used for the source to determine the feasibility of establishing a minimal path to each destination in a multicast set. Safety information is represented as a vector associated with each node. This vector includes four elements indicating the distance to the closest faulty block to the East, South, West, and North of the current node. Faulty block information is used to facilitate the process of setting up a multicast tree and it is stored in nodes that are along four adjacent lines of each faulty block. In the following we discuss each type of information one by one.
Safety Information. In a 2-D mesh with faulty blocks, we use node (0, 0) as the source node and (i, j) as one of the destinations with i > 0 and j > 0. Other cases can be treated in a similar way. There may not always exist a minimal path from the source to the destination. Based on Theorem 1, as long as the source node is safe, minimal paths exist for each destination in any multicast set. To decide the safety status of a node, each node is associated with a safety vector (E, S, W, N) with each element corresponding to the distance to the closest faulty block directly to its East, South, West, and North, respectively. Alternatively, (E, S, W, N) can be represented as (+X, -Y, -X, +Y) where +X corresponds to the distance to the closest faulty block along the positive X direction. A node is safe if each element in the vector is an infinite number (a default value). The safety condition can be weakened while still guaranteeing optimality. Specifically, a source node (0, 0) is said to be extended safe to a destination (i, j) if and only if there is no faulty block that intersects with the portion of the north (+Y) and east (+X) axes that are within the spanning rectangle formed by the source and the destination. Clearly, a minimal routing is possible if a given source is extended safe with respect to a given destination. A source node is said to be extended safe to a multicast set if it is extended safe to each destination in the set. Throughout the paper, we assume that the source is extended safe with respect to a given multicast set.
Faulty Block Information. Safety information of each node is used just to check the feasibility of establishing a minimal path from the source to each destination in a multicast set. In order to facilitate the channel reservation process by avoiding faulty blocks before reaching it, we need to distribute faulty block information to appropriate nodes. To mkdmize the distribution of fault information, the distribution is limited to nodes on four adjacent lines of each faulty block [2~ Fig.2 shows eight regions generated from the four adjacent lines of a faulty block. The four adjacent lines axe parallel to the four sides of the faulty block, one-trait distance away. The limited global information (faulty block information) is kept on these four adjacent lines, except for nodes that axe adjacent to the faulty block (since all nodes know their adjacent faulty blocks). Assume (x, y) is the coordinate of the intersection node of lines L1 and L3. (x, y'), (x', y') and (x', y) axe the coordinates of the other intersection nodes of these four adjacent lines (see Fig.2 ). To obtain a minimal routing, a header should not cross L3 from region Ri (where the source is located) to Rs if a destination is in region R4 (see Fig.2 ). Similarly, a header should not cross Li from region Ri to R2 if the destination is in region R 6. For each faulty block as shown in Fig.2 , faulty information is stored at each node on L1, i.e., the section between ( -o c , y) and (x,y).
Also, it is stored at each node between ( x , -o o ) and (x, y) on L3. To minimize path information, only locations of two opposite corners of a faulty block are essential, say, (x, y) and (x', y') as shown in Fig.2 . Since the address of a faulty block is given, each region can be easily determined. For example, R4 can be represented as x < X _< x' and y' < Y and R6 as x' ~ X and y < Y _< y'. Note that the distribution of fault information along each line can be treated as a multicasting, where nodes along the line form a multicast set. Since all the destinations can be reached through a minimal path without generating any new branch, this process resembles a unicasting problem.
To present the routing process in another way.
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Clearly, a routing message with a destination that is at south or east side of Path 1 should not pass the line of Path 1. Similarly, a message with a destination that is at north or west side of Path 2 should not pass the line of Path 2. Path information is stored at each node in the section between (-oo, y) and (x,y) for Path 1 and at each node between (x, oo) and (x, y) for Path 2. To keep path information, only the location of each turn is essential. Therefore, (x', y) and (x', y') are needed for Path 1 and (x, g') and (x', y') are essentiaI for Path 2.
When there are multiple faulty blocks in the network, they may be intersected or independent.
Two faulty blocks are intersected if one of the four adjacent lines of a faulty block intersects with another faulty block. In this case, faulty block information is transferred between these two blocks. In Fig.3 (a), the header should not cross La of faulty block B (from R1 to R8) if a destination is in region R4 of B or in region R4 of A. We say fault information of faulty block A is transferred to nodes along line g3 of faulty block B (because line L3 of A intersects with faulty block B). However, there is no information transferred from A to B for nodes along line L1 of B. Similarly, in Fig 
Unicasting in 2-D Meshes with Faulty Blocks
In [20] , Wu proposed the following unicast algorithm: the routing starts from the source, using any adaptive minimal routing until L1 (or L3) of a faulty block is met. Such a line can be either noncritical or critical. If the selection of two profitable channels, one along + X and the other along +Y, does not affect the minimal routing, then the path is noncritical; otherwise, it is critical. L1 (L3) is critical to a multicast set if a destination in the multicast set is in region R6 (R4). In case of noncritical, the adaptive minimal routing continues by randomly selecting a profitable channel. In case of a critical path, the selection should be done based on the relative location of the destination to the path: | (L1 is met) If the destination is in region R6, the header should stay on line L1 until reaching node (x', y) (the intersection of L~ and L4 of the faulty block); otherwise, the selection is random. 9 (L3 is met) If the destination is in region R4, the routing message should stay o n L3 until reaching node (x, y') (the intersection of L3 and L2 of the faulty block); otherwise, the selection is random. Minimal multicasting can be considered as multiple minimal unicasts, i.e., each unicast is minimal optimal. To reduce traffic, messages intended for different destinations should share as many common path(s) as possible. In the next section, we propose a minimal multicast algorithm which is minimal unicasting for each destination and has as few number of traffic steps as possible.
M u l t i c a s t i n g i n 2 -D M e s h e s w i t h F a u l t y B l o c k s
Minimal Multicast Algorithm
In the set-up phase, the header is 2d-free at a given position if the message can take either the + X or + Y direction in the next step; a message is ld-free if the message can only take the + X or + Y direction but not both in the next step; and a message is in conflict if the message should take both the + X and + Y directions in the next step. See Fig.4(a) for an example, there are three destinations dl (xl,yl), d2 (x2,y2) and d3 (x3,Y3) in a multicast set. Starting from source node (0,0), the next step should be taken only along the + Y direction because there is a destination d3(x3, Y3) on the Y axis. Therefore, the header at source node (0, 0) is said to be ld-free. At node v, the next step can be taken along either the + X or + Y direction, the header at node v is said to be 2d-free. At node u, there are destinations along both the + X and + Y directions. The next step should be taken along both the + X and + Y directions. Therefore a conflict occurs at node u. To solve this conflict, the header should be split into two: one gets destination address ( x l , y l ) of dl and the other gets destination address (x2, Y2) of d2. We then continue routing each message individually. At node w the next step to take is along the + X direction, so node w is ld-free. At node v, either direction can be taken in the next step, so node v is said to be 2d-free. At node u, because it is on the critical line with respect to destination d2 and at the same time, it is on the critical line with respect to destination dl. A conflict occurs at node u because dl requires t h a t the next step be taken along the + Y direction and d2 requires t h a t the next step be taken along the + X direction. Note t h a t fault information (two opposite corners of the faulty block) is stored at u. It is easy to d e t e r m i n e the region of each destination.
The following definition provides a formal definition of these concepts.
D e f i n i t i o n 3. A multicast header is X -b o u n d (Y-bound) at node u if at least one of the following conditions is true: 9 Node u has the same Y ( X ) coordinate as at least one of its destinations. 9 Node u is on the L1 (L3) of a faulty block and it is on a critical path of at least one of its destinations. D e f i n i t i o n 4. A multicast header at node u is in-conflict if it is both X-bound and Y-bound, 1d-free if it is either X-bound or Y-bound but not both, 2d-free if it is neither X-bound nor Y-bound.
We will focus on the situation when a multicast header is in-conflict and the corresponding location (node) is called a separating point. To resolve a conflict, the message has to be split into two. Each copy follows either the + X or + Y direction. At a separating point, some of the destinations should be grouped into the X -b o u n d group or Y -b o u n d group depending on which direction to take in the next step to ensure m i n i m a l steps for each destination. But for some destinations, this grouping cannot be done in an obvious way at this point. These destinations are called undetermined.
In the following we examine several cases of separating points. We classify t h e m based on the number of faulty blocks involved.
1. If s e p a r a t i n g point u does not involve any faulty block, u has the same X coordinate as some of the d e s t i n a t i o n s and the same Y coordinate as some other destinations (see Fig.4(a) ). 
M u l t i c a s t A l g o r i t h m f o r 2 -D M e s h w i t h F a u l t y B l o c k s
1. If the current node u is a destination, keep a copy of the message to its local memory and remove the current node from the message header. If the current node is a forwarding node, go directly to the next step. 2. If the message is in conflict at node u, i.e., it reaches a separating point, use one of the three strategies (to be discussed in Section 3.2) to split the message. If the message is ld-free at node u along the X (Y-direction), it should take the next step along the X (or Y) direction. If the message is 2d-free at node u, use a minimal adaptive routing algorithm to take the next step in either the X or Y direction. 3. Treat each message (new or old) at the next node as a new multicast with this next node as the new source. Repeat the above steps until each destination in the message header is reached.
S t r a t e g i e s to R e s o l v e a Conflict
We propose three strategies to resolve a conflict at a separating point. S t r a t e g y 1. This strategy is simple, but it does not achieve good traffic steps if most (or all) of the destinations are placed in the Y-bound group, but they are closer to the nodes in the X -b o u n d group or vice versa. For example, in Fig.6(a) , there is one faulty block with (5, 5) and (10, 7) as its two opposite corners. At point u(4, 4), destination (17, 7) will take the next step in the X-bound group and (5, 10) in the Y-bound group. For the undetermined destination (12, 11) , if we use Strategy 1 to put it in the Y-bound group, the total number of traffic steps is the sum of the steps from the source (0, 0) to point u, from u to (5, 10), from (5, 10) to (12, 11) , and from u to (17, 7) , which is 39. However the number of traffic steps can be reduced to 35 if (12, 11) joins the X-bound group. To reduce the number of traffic steps for this type of situations, we have the following Strategy 2. According to Strategy 2, destination (12, 11) in the above example will join the X-bound group which results in fewer number of traffic steps. But this strategy is still not effective for cases like Fig.6(b) . In this figure, according to Strategy 2, the undetermined destination (12, 15) should join the Y-bound group. The total number of traffic steps is 43. This number can be reduced to 39 if destination (12, 15) joins the X-bound group. Note that Strategy 2 can be easily implemented in hardware. Basically, only two subtractors and one comparator are needed in the router to determine the output channel for each undetermined destination.
S t r a t e g y 2. At separating point u(u~, up), X-bound destinations go along the + X direction and Y-bound destinations go along the + Y direction in the next step. For an undetermined destination v ( x , , y , ) , let xoj] = x~ -x~ and YofJ = Y, -Y~. If Xoff > Yo]], then place v in the X-bound group. If Xo# < YoJ], then place v in the Y-bound group. If xo2f = yoz, then place v arbitrarily.
If we take a closer look at the problem, the grouping problem leading to fewer number of traffic steps in addition to minimal multicasting resembles the optimal multicast tree (OMT) problem defined in [21] . To model the OMT problem, the graph model [22] can be used. Let graph G ( V , E ) denote a graph with vertex (node) set V and edge (link) set E. When G is known from context, sets V(G) and E(G) will be referred to as V and E, respectively. A tree T(V, E) is a connected graph that contains no cycles.
In our model, graph G is a 2-D mesh; however, tree T has to be defined differently. The following defines a virtual tree T in 2-D meshes. Fig.7(a) shows an example of a virtual edge between nodes u and v. Any node (represented by unfilled circles in the graph) in the rectangle formed by nodes u and v as two opposite corners can be on the minimal path.
D e f i n i t i o n 5. Let T ( V , E ) be a virtual tree in a 2-D mesh, where a node u (xu,yu) E V ( T ) is a regular node (x~,y~) in the 2-D mesh. For any edge (u,v) = ( ( x~, y~) , ( x v , y , ) ) 9 E(T), it is a minimal path from u(x~,y~) to v(x~,yr in the 2-D mesh, i.e., ]x~ -x, I + [y., -Y,I. An edge in the Vol.16 virtual tree is called a virtual edge. A path in T is a sequence of virtual edges. For any two nodes u and v which may or may not be connected by a virtual edge in T, diST(U,V) denotes the length (the number of edges) of a minimal path from u to v in T.
For a multicast set, let do denote the source node and dl, d2, ..., dk denote k destination nodes, where k > 1. The set K = {dl,d2,"" ,dk}, which is a subset of V(G), is called a multicast set. Each node di in the set has an address (xl, Yi), 0 < i < k and G is the given 2-D mesh. The definition of the OMT problem is as follows:
Definition 6. An optimal multicast tree (MT), T(V, E), for multicast set K is a virtual tree of G such that 1. {do} U K C V(T). 2. disT(do,di) = disa(do,di), for 1 < i < k.
IE(T)I is as small as possible.
Note that set V(T) -K includes all the forwarding nodes of an MT. When V(T) -K = ~, the
corresponding MT contains destination nodes only. In the OMT problem, not only the number of time steps to each destination should be minimal but also the total number of traffic steps should be reduced as much as possible. The next question is how to construct such a minimal multicast tree (MT). The method we use is the greedy method derived from [4] in a system without faulty blocks.
This greedy algorithm uses the concept of split-and-sort function to prepare a multicast. Then it is extended to cover cases with faulty blocks. In the original algorithm, the condition for time-step optimal is not required. The following algorithm makes some changes to achieve time-step optimal.
Constructing an MT tree consists of two parts: the preparation part and the construction part. The MT tree constructed is represented by a virtual tree defined above. 
Greedy Algorithm (Preparation part):
Sort all the destinations dl, -.., dk in ascending order with disa(do, di), where G is a given 2-D mesh, 1 < i < k, as the key. Without loss of generality, suppose disa( do, dl ) <_ disa( do, d2 ) <_ "" < disa( do, d~ ) after sorting.
(Construction part):
1. Construct a virtual tree T with source do as the root and by setting V(T) --{do, dl} and E(T) = {(do, dr)} initially.
2. Add the rest of nodes di(xi,yi) (2 < i < k) one by one to the tree as follows:
(a) Among all (u, v) C E(T), find a w(x~,, y~) which satisfies the following conditions:
i. on a minimal path from u to v, ii. w < di, that is, x,o < xi and y~ < yl, and
iii. dis(&, w) is minimal.
(b) V(T) +--V(T) U{d/}. If w ~ V(T), then V(T) +-V(T) U{w}. (c) If w :~ u and w :~ v, then E(T) e-E(T) U[(u, w), (w, v)} -((u, v)}. (d) If d~ ~ w, then E(T) +--E(T) U{(w, di)}.
The basic idea of the MT construction part is to build an MT tree that always adds a closest remaining destination node to it until all the destination nodes are covered by the resultant MT tree. Fig.7(b) shows an example of applying this greedy algorithm. Suppose the original header at node (0, 0) includes destinations (1, 2), (3, 5) , (5, 4) and (7, 3) which are represented by the filled circles in the figure. By applying the preparation part of the algorithm, we have the sorted destinations: (0, 0), (1, 2) , (3, 5) , (5, 4) and (7, 3) . If two destinations have the same distance to the source, they are placed in an arbitrary order. Now let us apply the construction part. In Step 1, (0, 0) is the root. V(T) = {(0,0), (1, 2)} and 0, 0), (1, 2) )}. The rest of the destination nodes are added to the tree one by one. The next node to add is (3, 5) . In Step 2(a), since E(T) has only ((0, 0), (1, 2) ), node w which satisfies the three conditions of Step 2(a) is node (1, 2). In Step 2(b), (3, 5) is added to V(T) and it is not necessary to add (1, 2) to V(T) because it is already in the set. In Step 2(c), because (3, 5) r (1, 2), ((1, 2), (3, 5) 0, 0), (1, 2)) and ( (1,2), (3,5)). For ((0,0), (1,2)), the node satisfies the above three conditions is node (1,2).
E(T) ----(((
) is added to E(T). The next node to add is (5, 4). In Step 2(a), E(T) has ((
For ( (1, 2), (3, 5)), the node satisfies the three conditions is node (3, 4) . The distance between (1, 2) and (5,4) is 6 and the distance between (3, 4) and (5,4) is 2, we select node (3,4) as w which is represented by an unfilled circle. In Step 2(b), both (5,4) and w are added to V(T). In Step 2(c), because (3,4) # (1,2) and (3,4) # (3,5), we delete ((1,2), (3, 5) ) from E(T) and add ((1,2),(3,4)), ((3, 4) , (3, 5) 2), (3, 4) ), ((3, 4) , (3, 5) ) and ( (3, 4), (5, 4)). The next node to add is (7, 3) . Among all the pairs in E(T), node (3, 3) should be w.
) to E(T). In Step 2(d), ((3, 4), (5, 4)) is also added to E(T). Now E(T) has ((
The node and edge sets of the resultant multicast tree are the following: (3, 5) , (5, 4) , (7, 3) , (3, 4) , (3, 3)} and E(T) = (((0, 0), (1, 2)), ((1, 2), (3, 3) ), ((3, 3) , (3, 4) ), ((3, 4) , (3, 5) ), ((3, 4), (5, 4)), ((3, 3), (7, 3) )} To distinguish a virtual edge that corresponds to one single minimal path from the one that corresponds to many minimal paths, we use a solid line to represent the former case and a dashed line to represent the later case. Since there exist multiple paths in virtual edges ((0, 0), (1, 2) ) and ( (1, 2), (3, 3) ), these edges are represented by dashed lines in the figure.
Theorem 2. The greedy algorithm guarantees a minimal path to each destination. Proof. We first prove the following result: For any edge (u, v) in the MT, u < v. Recall that u G v is defined as x~ G xv and y~ G yr. We prove this result by induction on the number of destination nodes in the MT. Clearly the result holds initially when there are two nodes do, dl, and one edge (do, dl) in the MT with do < dl. Suppose the result holds when there are k destination nodes in the MT, now a new destination dk is added to the tree and it is connected to node w which is on the minimal path of (u, v) and it meets the conditions specified in the greedy algorithm. At most three new edges are added, (u, w), (w, v), and (w, d~). w < di clearly holds based on the selection procedure for w in the greedy algorithm. In addition, u ~ v based on the induction assumption and w is on the minimal path between u and v, we have u < w and w < v.
For any destination di, we can always find a path from source do to di in the MT:
v0(d0) -* v~ -+ v2 -~ ... ~ vl -~ vl+~(di)
Based on the above result, vk G vk+l (0 < k < l), hence the above path is a minimal path from do to di in the corresponding 2-D mesh.
[] Although some changes are made to the approach in [4] to achieve time-step optimal, the above algorithm still maintains the same complexity as the original one. The computation induced by the Vol.16 split-and-sort function (the greedy algorithm) is called off-line computation time [23] and it can be used to estimate the complexity of the multicast algorithm.
Theorem 3. Consider the greedy MT algorithm with k destinations. The time complexity for the preparation part is O(k log k). The time complexity for the construction part is O(k2).
Proof. Since the distance between any two nodes can be calculated in a constant time for 2-D meshes, the preparation part takes O(k log k) time to sort the destination nodes. For the construction part, Step i takes a constant time.
Step the MT with i destinations, since at most one additional node w is added for the inclusion of each destination in the multicast set. Next we show that it takes O(1) to select w from the minimal path of (u, v) that satisfies the conditions, i.e., w < d~ and dis(d~, w) is minimal. The selection procedure can be done using the example in Fig.2 by treating two opposite corner nodes (x, y) and (x', y') as u and v, respectively. The faulty block contains all the nodes on a minimal path from u to v. The new destination node di(xi,yi) is in regions R4, Rh, or R6 (if we assume source do is the origin). If d~ is in region R4, w will be (x~, y'). If d~ is in region R6, w will be (x', Yi). If d~ is in region Rh, w will be (x ~, y~) which is v itself. All three cases can be done in constant time and the selected w clearly meets the conditions for w. The final w is selected from w's selected for each edge in the MT. Since there
[] Based on the above greedy algorithm, we have the following Strategy 3 to resolve conflict in a system with faulty blocks as follows.
Strategy 3. At separating point u, construct two MT trees using the greedy algorithm~ one along the +X direction and the other along the § direction. The X-bound destinations are inserted to the X-direction tree with u as its root. The Y-bound destinations belong to the Y-direction tree with u as its root. Once these two trees are constructed, they are combined into one through the common root.
The undetermined nodes are inserted to the resultant MT tree using the greedy algorithm.
The key to sort destinations in the greedy algorithm is the distance between separating point u and destinations. Finally, based on the construction of the MT tree, destination nodes are divided into two groups: X-bound group and Y-bound group. Note that the MT tree constructed at each separating point is an auxiliary tool to help determine the next forwarding node for each undetermined destination. No actual tree is constructed in the routing process and the final multicast tree does not necessarily match an MT constructed at a particular separating point. This is because when the multicast message reaches the next separating point, the same process is repeated with probably more fault information in the neighborhood, that is, the X-bound (or Y-bound) group determined from a previous separating point is further partitioned at this new separating point.
Unlike nodes in a fault-free 2-D mesh, two nodes in a faulty 2-D mesh may not have a virtual edge between them, because faulty blocks may block all the minimal paths between them. In this case, one node is ineligible to the other. For example, in the selection of w in the greedy algorithm, a potential w is ineligible to a destination di if virtual edge (w, di) does not exist. Therefore, when we add a node to an MT tree using the proposed greedy method, we will not consider ineligible nodes (with respect to a destination node under consideration) as a potential w. Now we give an example to illustrate the proposed multicast algorithm using Strategy 3 (see Fig.8 ) with two faulty blocks: one with (5, 6) and (9, 8) as its two opposite corners and the other with (8, 13) and (12, 15) as its two opposite corners. Initially, the message is at (0, 0) and it is 2d-free, so it can take the next step in either the X or Y direction. Assume the message reaches the separating point u(2, 3) (see Fig.8(a) ), since this node has the same Y coordinate as some of the destinations and the same X coordinate as some other destinations. Strategy 3 is used to resolve the conflict. This situation of point u belongs to Fig.4(a) . At this point, the X and Y direction MT trees are constructed separately but with the same root node u. The X-bound destination nodes (4, 3), (8, 3) and (12, 3) which have the same Y coordinate as u are added in sequence to the X direction tree using the greedy method.
The Y-bound destination (2,4) is added to the Y direction tree. For the undetermined nodes, sort them as (6, 4), (5, 10) , (12, 6) , (8, 10) , (6, 14) , (9, 17) , (14, 14) and (14, 17) based on their distances to u. Since node u does not involve any faulty block, i.e., it does not have any fault information, the undetermined destinations are added to the X or Y direction tree as if there were no faulty blocks in the system. The result of the construction is shown in Fig.8(a) . The faulty blocks are colored grey meaning their existence is not known to node u. Now the header is split into two new messages. One new message takes the X direction in the next step and the other one takes the Y direction. We treat each new message as a new source and the same process is repeated. Let's follow the X direction message since the Y direction message can be done easily. The new source (2,3) is 1d-free, so it can take the next step in either the X or Y direction. Assume this message reaches separating point v(4, 3) (see Fig.8(b) ), since this node has the same Y coordinate as some of the destinations and it hits P a t h 2 of faulty block B1. Again X and Y direction M T trees are constructed separately. The X -b o u n d destination nodes (8, 3) and (12, 3) which have the same Y coordinate as u are added to the X direction tree using the greedy method. Note that node v not only has the faulty block information of faulty block B1 but Mso has the faulty block information of faulty block B2. Thus, destinations (5, 10), (8, 10) , (6, 14) and (9, 17) which are on Path 2 or at the north of P a t h 2 are Y-bound and are added to the Y direction tree using the greedy method. For the undetermined destinations, sort them as (6, 4) , (12, 6) , (14, 14) and (14, 17) based on their distances to point v. Next try to add them in both trees (now the two branches of the merged tree) and choose the closer one to join. The first node to add is (6, 4) , it is in region Rs of faulty block B~, it is added to the X direction tree (branch) because it is closer to it. Destination (12, 6 ) is added to the X direction tree. Next node to add is (14, 14) . W h e n we apply the greedy method, the nodes on some edge m a y not be eligible. For example, along edge ((6, 10), (6, 14) ), nodes (6, 13) , (6, 14) are not eligible because all the minimal paths to (14, 14) are blocked by B2. T h e y cannot be selected as w. Node (14, 14) is added to the Y direction tree with (8, 10) as w (although (6, 12) can also be selected as w). Destination (14, 17) is added to the Y direction tree via node (14, 14) . The resultant MT tree is shown in Fig.8(b) . The faulty blocks are colored black because their faulty information is known to node v.
Notice the difference between Figs.8(a) and (b). In Fig.8(a) , node (5, 10) is directly linked to the X direction tree regardless of the faulty block below it. In Fig.8(b) , a dashed line is used because it is now aware of the faulty block B1. A similar situation happens to node (14, 14) .
D i s c u s s i o n
The following theorem shows that a Id-free destination will never be converted into a 0d-free destination at the next node. That is, the set-up process following Strategy 3 always finds a minimal path to each destination if there exists one from the original source node. Proof. This process resembles the original greedy algorithm. However, destination nodes are grouped into three sets. Nodes in each set are inserted following the sorting order within each set but may not follow the global sorting order. The MT is then constructed set by set. We can easily prove that each edge (u, v) in the MT still meets the condition u < v. The only difference is that w may not exist along (u, v) such that w < di. However, based on the above argument, such w exists for at least oae edge in the MT.
[] In the proposed set-up process based on Strategy 3, we try to postpone the message splitting as late as possible to lower the total number of traffic steps. Thus, the message to different destinations can share as many paths as possible. Note that the optimal multicast problem is NP-complete in 2-D meshes without faulty components. The problem of reducing the number of traffic steps becomes more difficult in a faulty environment with faulty blocks. In our model, it can achieve time-step optimal but cannot guarantee traffic-step optimal. We try to lower the number of traffic steps as much as possible and also make the complexity of the algorithm acceptable. (1 < i < k), the conditions x~, < xi, x. < xi, y, _< yi and y. _< Yi hold true. One routing strategy splits the message at node (x,,, y,,) and another routing strategy splits the message at node (x~, y,). Now we prove that splitting point (x~, y.) achieves fewer number of traffic steps than splitting point (Xu, Yu). Based on the assumption, we know that node v is closer to all the destinations than node u. If the message is split at v then the path from u to v can be shared by all the destinations. If the message is split at node u, then at least one message cannot share the whole path from u to v which has a length of x~ -x, + y~ -y~. Therefore, we prove that splitting the message later is better than splitting the message earlier.
[]
Theorem 6. In an n • n mesh, if there are k destinations, the time complexity of the set-up process based on Strategy 3 is
Proof. At a separating point, the time complexity for sorting the destination nodes is O(k log k).
The time complexity for the construction part is O(k 2) as shown in Theorem 3 when there are no faulty blocks. Since there are only three potential w for each virtual edge, their eligibility can be determined in a constant time (assume that edge (w, d~) for each of the three potential w intersects with a constant number of faulty blocks), the time complexity remains the same as in fault-free meshes. Also, if k < n, at each separating point at least one destination will be split out. Since there are at most k-1 separating points, the overall complexity is O(k2)+O((k -1)2)+ ... +O(12) = O(k3).
When k > n, since the longest distance between the source and a destination in an n x n mesh cannot exceed 2n, we can have at most 2n separating points, i.e., each intermediate step is a separating point.
Therefore, the time complexity is at least
[] Note that the above result is based on the worst case, that is, a case with a maximum number of separating points. In a real system, the average of separating points is much less than n (the number of destinations). Although, in a 2-D mesh with faulty blocks, there are more separating points than a 2-D mesh without faulty blocks. Still, the number of separating points is much less than n. The simulation results in Fig.9 (1) confirm this observation. In this figure, simulation of multicasting is done in a 50 • 50 mesh under different distributions of faults and destinations. The number of separating points is recorded in four curves: one for the theoretical upper bound, one for the fault-free case (the theoretical lower bound), the rest two are for 50-fault and 100-fault cases. Results show that both 50-fault and 100-fault cases stay close to the fault-free case. That is, the fault-tolerant time-optimal multicasting does not introduce much additional off-time computation complexity compared with the split-and-sort function in a fault-free 50 x 50 mesh under the same distribution of destination nodes. 
Simulation
A simulation study has been conducted to test the proposed multicast algorithm. We use a 50 x 50 mesh and randomly generate faults and destinations. The faults and destinations are randomly generated by a random function written in C. It is a random function related to time. Each value in the graphs was obtained by running the program 10,000 times. First we calculate the total number of traffic steps when the number of destinations is fixed and then calculate the total number of traffic steps when the number of faults is fixed. We try different routing strategies and compare them with the multiple-unicast approach, i.e., unicasting to each destination without considering of sharing path(s).
When the number of destinations is fixed, we try two numbers of destinations 10 and 40. For each case, the number of faults goes from 0 to 320 (see Figs.92(a) and 2(b) ). In both graphs, we can see that Strategies 1, 2 and 3 can significantly reduce the total number of traffic steps compared with the one derived from the multiple-unicast approach. Strategy 2 is better than Strategy 1 and Strategy 3 is much better than both Strategies 1 and 2. In these two graphs with the number of faults ranging from 0 to 100, the total number of traffic steps remains stable because the number of faults is not large enough to affect the multicast process. From the cases with the number of faults ranges from 210 to 320, the total number of traffic steps remains the same again because the system is saturated. However, such a large number of faults rarely happens in a real system. In the range from 110 to 200 destinations, with the increase of the number of faults, all three strategies save more traffic steps than the multiple-unicast approach. This means that these strategies are effective in saving traffic steps when the number of faults increases. Based on the three graphs in Fig.10 , all strategies save more traffic steps if the destination number is higher. For example, Strategy 3 generates four times fewer number of traffic steps in the 40-destination graph than the multiple-unicast approach while it generates 1.7 times fewer number of traffic steps in the 10-destination graph than the multiple-unicast approach with the number of faults from 0 to I00. This is also true to Strategies 1 and 2. That means that all three strategies are more effective when the number of destinations is higher.
When the number of faults is fixed, we try three numbers of faults 50, i00 and 150. For each case, the number of destinations ranges from 0 to 120 (see Figs.10 (a), (b) and (c)) . From the graphs, we can see that Strategies i, 2 and 3 can significantly reduce the total number of traffic steps. Strategy 2 is better than Strategy 1 and Strategy 3 is much better than both Strategies 1 and 2.
If the number of faults is very large (say 150), the number of traffic steps will reach a constant with the increase of the number of destinations because the system is saturated with faulty nodes. If the number of faults is not too large, the total number of traffic steps continues to increase with the increase of the number of destinations. In these graphs, we observe that all strategies can save more number of traffic steps in the 50-fault graph than in the 100-fault graph. For example, if the number of destinations is 120, Strategy 3 can generate four times fewer number of traffic steps than the multiple-unicast approach in the 50-fault graph while it can only generate 2.1 times fewer number of traffic steps than the multiple-unicast approach in the 100-fault graph. It explains the fact that the more number of faults, the more difficult the routing process.
From the above simulation, we conclude that in a real system in which the number of simultaneous faults is usually low, with "the increase of the number of destinations, all strategies can significantly reduce the total number of traffic steps, especially Strategy 3, although Strategies 1 and 2 can be implemented much easier. Therefore, a choice should be made depending on different objectives of various applications.
Conclusions
In this paper, we have proposed a fault-tolerant tree-based multicast algorithm for 2-D meshes based on the concept of a faulty block and extended safety levels. The algorithm has been proved to achieve minimal multicast, i.e., each destination is reached through a minimal path. Three heuristic strategies proposed in this paper can significantly reduce the total number of traffic steps based on the results of our simulation. The first two strategies can be easily implemented through hardware without much additional cost and delay. Our approach is the first attempt to address the fault-tolerant multicast problem in 2-D meshes based on limited global information with a simple model and succinct information.
