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Abstract: We extend the twisted gauge theory model of topological orders in three spa-
tial dimensions to the case where the three spaces have two dimensional boundaries. We
achieve this by systematically constructing the boundary Hamiltonians that are compatible
with the bulk Hamoltonian. Given the bulk Hamiltonian defined by a gauge group G and
a four-cocycle ω in the fourth cohomology group of G over U(1), a boundary Hamiltonian
can be defined by a subgroup K of G and a three-cochain α in the third cochain group of
K over U(1). The boundary Hamiltonian to be constructed must be gapped and invariant
under the topological renormalization group flow (via Pachner moves), leading to a gen-
eralized Frobenius condition. Given K, a solution to the generalized Frobenius condition
specifies a gapped boundary condition. We derive a closed-form formula of the ground
state degeneracy of the model on a three-cylinder, which can be naturally generalized to
three-spaces with more boundaries. We also derive the explicit ground-state wavefunction
of the model on a three-ball. The ground state degeneracy and ground-state wavefunction
are both presented solely in terms of the input data of the model, namely, {G,ω,K,α}.
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1 Introduction
Systems bearing intrinsic topological orders in two[1–16] and three[15, 17–29] spatial di-
mensions have received substantial attention recently because they not only have greatly
expanded and deepened our understanding of phases of matter but also have practical ap-
plications, in particular certain 2-dimensional topologically ordered systems can support
topological quantum computation[5, 30]. Celebrated candidates of two-dimensional topo-
logical phases include chiral spin liquids[2, 31], Z2 spin liquids[32–34], Abelian quantum
Hall states[35–37], and non-Abelian fractional quantum Hall states[38–42].
Although three is our physical spatial dimension, our understanding of three-dimensional
topological orders is far behind that of the two-dimensional ones. Moreover, candidates
of three-dimensional topological orders are still missing. Recent works also shows that
three-dimensional topological orders are related to quantum gravity[43, 44]. It is therefore
demanding and interesting to study theories and models of three-dimensional topological
orders. Symmetry considerations have led to the twisted gauge theory (TGT) model that
describes and classifies a large class of three-dimensional topological orders[19, 21]. The
TGT model is an exactly solvable lattice Hamiltonian extension of the (3+ 1)-dimensional
Dijkgraaf-Witten topological gauge theory with general finite gauge groups on a lattice.
The TGT model is specified by a Hamiltonian HG,ω defined on a triangulation of a 3-
manifold, where G is a finite gauge group, and the usual gauge transformation is twisted
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by a U(1) 4-cocycle ω ∈ H4[G,U(1)], the fourth cohomology group of G. This model how-
ever cannot handle the situation where the 3-manifolds have boundaries, whereas realistic
materials—in particular in three dimensions—mostly do have boundaries.
When boundaries are present, the Hamiltonian of the model should contain boundary
terms too. For the model to be able to describe topological orders with gapped boundaries1,
we only consider the boundary terms that can render the boundaries gapped. Such bound-
ary terms may affect the spectrum of the model in two aspects. First, the topologically
protected ground state degeneracy (GSD) of a topological order may be modified due to its
gapped boundary conditions. Second, different gapped boundary conditions correspond to
different sets of bulk excitations condensing at the boundaries[45–49]. These two aspects
had been an open problem of topological orders in two and three dimensions. Until only
recently these two problems in two-dimensions have been solved for Abelian topological
orders[50] and for general, non-Abelian topological orders[48, 51, 52] but are still open for
three-dimensions.
More broadly, on the one hand, a dynamical theory incapable of handling boundary
conditions is not a complete dynamical theory. Therefore, the TGT model is yet a complete
dynamical model on open three-manifolds. On the other hand, the bulk and boundary
relation in light of anyon condensation (in any dimensions[49]) offers a new perspective of
of holographic principle, which may shed new light on the AdS/CFT correspondence.2
Recently, there has been a couple works[49, 53–55] dealing with the boundary the-
ories of topological orders in two and higher dimensions. They either take an algebraic
approach[49, 53], or studies a particular interesting example[55], or focusing on symmetry
(protected) enriched topological orders[54]. Nevertheless, we shall generalize the system-
atic approach of exactly solvable Hamiltonian developed by two of us in Refs. [52, 56, 57],
where the twisted quantum double model and the string-net model of two-dimensional
topological orders are extended to include boundaries. In this paper, we extend the three-
dimensional TGT model to include boundaries. We shall restrict the boundary degrees
of freedom in the extended TGT model to take value in K ⊆ G. We then add to the
original TGT Hamiltonian compatible boundary terms that depend on K and a 3-cochain
α ∈ C3[K,U(1)]. Studying this extended TGT model leads to the following main results.
We extend the TGT bulk Hamiltonian by a local boundary Hamiltonian with boundary
degrees of freedom being in a subgroup (not necessarily a proper one) of the gauge group
in the bulk. The local operators in boundary Hamiltonian are constructed in terms of
a 3-cochain of the boundary subgroup. The boundary local Hamiltonian needs to be
exactly solvable to make sure that the model describes gapped boundaries. The boundary
Hamiltonian should also be compatible with the bulk Hamiltonian, such that the ground
states are invariant under topology-preserving mutation of triangulation both in the bulk
and on the boundary. These requirements will result in what we call the generalized
Frobenius condition (as a generalization of the two-dimensional version[52]) that dictates
the gapped boundary conditions.
1So as the topological orders to have well defined ground state degeneracy.
2Via private communication with Ling-Yan Hung.
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Our extended Hamiltonian has the advantage that enables us to write down an explicit
ground-state wavefunction of our model on a 3-ball and a closed-form formula for the GSD
on a 3-cylinder, both are cast in terms of the input data of the model only, namely,
{G,ω,K,α}. We show a couple of examples.
The paper is organized as follows. Section 2 briefly reviews the TGT model. Sections
3 and 4 systematically constructs the boundary Hamiltonian. Section 5 derives the explicit
ground-state wavefunction of our model on a 3-ball. Section 6 deduces the closed-form for-
mula of the ground state degeneracy (GSD) of our model on a 3-cylinder. The Appendices
include a basic introduction to group cohomology and certain details too much to appear
in the main text.
2 Review of the TGT mode
Here we briefly review the TGT model of topological orders on closed 3-manifold. The
TGT model is defined by a low-energy effective Hamiltonian HG,ω on a triangulation Γ
(see Fig.1) of a closed, orientable, 3-manifold, e.g., a 3-sphere and a 3-torus. Each edge
ab from vertex a to vertex b in Γ is graced with a group element [ab] ∈ G, rendering the
Hilbert space of the model consists of all possible configurations of the group elements on
the edges of Γ. Namely,
HΓ,G = {[ij] ∈ G|i, j ∈ V (Γ)}, (2.1)
where V (Γ) is the set of vertices of Γ. The states are orthogonal obviously. The group
1
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Figure 1. A portion of a graph that represent the basis vectors in the Hilbert space. Each edge
carries an arrow and is assigned a group element denoted by [ab] with a < b.
elements on the edges can be considered as the discretized gauge field of the underlying
Dijkgraaf-Witten topological gauge theory. The graph is oriented with an arbitrary order-
ing of the vertices3, such that each edge is arrowed from its larger vertex to the smaller
and that [ab] = [ba], where the overline denotes the group inverse. A vertex ordering is
called an enumeration[11] and does not affect the physics as long as the relative order of
the vertices persists when the graph mutates. A graph Γ mutates via the 3-dimensional
3The corresponding triangulation is said to have a branching structure.
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Pachner moves[58, 59], seen in Eq. (2.2).
f1 : 7→ ,
f2 : 7→ ,
f3 : 7→ ,
f4 : 7→ .
(2.2)
The mutation of Γ turns Γ into a different graph Γ′ and hence alters the total Hilbert
space of the model. Nevertheless, as shown in Ref.[11], the topological properties of the
topological order described by the model HG,ω do not change because mutations cannot
alter the topology of the surface. For simplicity, we neglect drawing the group elements on
the edges but keep only the vertex labels. We may also refer to abc as a 2-simplex, abcd as
a 3-simplex, and [abcd] as a 3-cocycle on the tetrahedron . On any part of Γ that resembles
Fig. 2(a), one can define a normalized 4-cocycle [v1v2v3v4v5] ∈ H
4[G,U(1)]. The four
group variables in the 4-cocycle from left to right are respectively [v1v2], [v2v3] , [v3v4], and
[v4v5], which are along the path from the least vertex v1 to the greatest vertex v5 passing
v2 and v3 in order. Appendix A reviews necessary rudiments of group cohomology. Here
one should keep in mind that a 4-cocycle is an equivalence class of U(1)-valued functions
on G4 = G×G×G×G. A normalized 4-cocycle is a particular representative that satisfies
the normalization condition
[v1v2v3v4v5] = 1 if [vivi+1] = 1 ∈ G for any i (2.3)
and the 4-cocyle condition
Π5i=1(−1)
i+1[v1...vˆi...v5] = 1, (2.4)
where vˆi means removing the point vi. We take this notation in order to figure out easily
the triangles required to be flat (defined in Eq. (2.7)) when we use Pachner moves. To
make sure all the elements multiplication is allowed, one need to check if all the triangles
vi−1vivi+1(i = 2, . . . , 4) are flat Eq. (2.7).
Shown in Ref.[11], each 4-cocycle defines a 3-dimensional topological order and the
choice of the normalized 4-cocycle as the representative is merely a convenience that does
not affect the physics. A graph like Fig. 2(a) has an associated 4-cocyle whose orientation
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determined as follows. One first reads off a list of the vertices from any of the four tetrahedra
of the defining graph of the 4–cocycle, e.g., the v2v3v4v5 from Fig. 2(a) and v3v2v4v5 from
Fig. 2(b). One then appends the remaining vertex to the beginning of the list, e.g.,
the v1v2v3v4v5 from Fig. 2(a) and v1v3v2v4v5 from Fig. 2(b). If the list can be reordered
ascendingly by even permutations, such as v1v2v3v4v5 from Fig. 2(a), one has the 4-cocycle
[v1v2v3v4v5], otherwise [v1v2v3v4v5]
−1 as by the v1v3v2v4v5 from Fig. 2(b).
v1
v3
v4
v5
v2
(a)
v1
v2
v4
v5
v3
(b)
Figure 2. (a) The defining graph of the 4-cocycle [v1v2v3v4v5]. (b) Of [v1v2v3v4v5]
−1.
The Hamiltonian of our model reads
HG,ω = −
∑
v
Av −
∑
f
Bf , (2.5)
where Bf are the face operators defined on the triangular faces f , and Av are the vertex
operators defined at the vertices v. The operator Bf acts on the face f in a basis state
vector as
Bf
∣∣∣∣∣
v1 v2
v3 〉
= δ[v1v2]·[v2v3]·[v3v1]
∣∣∣∣∣
v1 v2
v3 〉
. (2.6)
The discrete delta function δ[v1v2]·[v2v3]·[v3v1] is unity if [v1v2] · [v2v3] · [v3v1] = 1, where 1
is the identity element in G, and 0 otherwise. Note again that here, the ordering of
v1, v2, and v3 is irrelevant because of the identities δ[v1v2]·[v2v3]·[v3v1] = δ[v3v1]·[v1v2]·[v2v3] and
δ[v1v2]·[v2v3]·[v3v1] = δ{[v1v2]·[v2v3]·[v3v1]} = δ[v3v1]·[v2v3]·[v1v2] = δ[v1v3]·[v3v2]·[v2v1]. In other words,
if Bf = 1 on a face f , the three group elements on the three edges of f are related by a
chain rule:
[v1v3] = [v1v2] · [v2v3] (2.7)
for any enumeration v1, v2, v3 of the three vertices of the face f . The chain rule (2.7) is
physically known as the flatness condition in the sense that the gauge connection along the
edges of a triangular face is flat. The operator Av acting on a vertex v is an average
Av =
1
|G|
∑
[vv′]=g∈G
Agv (2.8)
over the operators Agv specified by a group element g ∈ G acting on the same vertex. The
action of Agv replaces v by a new enumeration v
′ that is less than v but greater than all the
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vertices that are less than v in the original set of enumerations before the action, such that
[v′v] = g. In a dynamical language, v′ may be thought as on the next “time" slice, and
there is an edge [v′v] ∈ G in the (3+1)-dimensional “spacetime" picture. We illustrate such
an action in the example below, which suffices to show the general definition on arbitrary
vertex.
Agv4 :
∣∣∣∣∣ v1
v2
v3
v4 〉
7→
∣∣∣∣∣ v1
v2
v3
v′4 〉
, (2.9)
where on the RHS, the new enumerations are in the order v1 < v2 < v3 < v
′
4 < v4,
satisfying the following flatness conditions.
[v1v
′
4] = [v1v4] · [v4v
′
4],
[v2v
′
4] = [v2v4] · [v4v
′
4],
[v3v
′
4] = [v3v4] · [v4v
′
4].
(2.10)
Now imagine to put together the two tetrahedra before and after the action of Agv4 as
two spatial slices connected by the ‘temporal’ edge v′4v4, which is not shown, we obtain a 4-
simplex. This is a picture of time evolution, which motivates us to attribute the amplitude
of Agv4 to an evaluation of the 4-simplex. This amplitude is naturally given by the 4-cocycle
associated with the 4-simplex (recall our earlier discussion). That is,
〈
v1
v3
v3
v′4 ∣∣∣∣∣Agv4
∣∣∣∣∣ v1
v2
v3
v4 〉
= δ[v′4v4],g
〈
v1
v2
v3
v4
v′4
〉
= δ[v′4v4],g[v1v2v3v
′
4v4]
ǫ(v1v2v3v′4v4)
= δ[v′4v4],g[v1v2v3v
′
4v4]
−1
(2.11)
The 4-cocycles appearing on the RHS of Eq. (2.11) are understood from Fig. 3.
This figure illustrates the time evolution of the graph due to the action of Agv4 . To define
ǫ(v1v2v3v
′
4v4), we first need to define the orientation of tetrahedron, ǫ(v1v2v3v4). The
convention is as follows.
Convention 1 One can grab the triangle of v1v2v3v4 that does not contain the largest
vertex, i.e., the triangle v1v2v3, along its boundary, such that the three vertices are in
ascending order, while the thumb points to the vertex v4. If one must use one’s right
hand to achieve this, v1v2v3v4’s orientation is +, or ǫ(v1v2v3v4) = 1, otherwise −, or
ǫ(v1v2v3v4) = −1.
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We then have the following definition of ǫ(v1v2v3v
′
4v4),
Convention 2 Since the new vertex v′4 is set to be slightly off the 3d space of the tetrahe-
dron v1v2v3v4, and since every newly created vertex bears a label slightly less than that of
the original vertex acted on by the vertex operator, one can always choose the convention
such that ǫ(v1v2v3v
′
4v4) = ǫ(v1v2v3v4)sgn(v
′
4, v1, v2, v3, v4). And sgn(v
′
4, v1, v2, v3, v4) is the
sign of the permutation that takes the list of vertices in the argument to purely ascending
as (v1, v2, v3, v
′
4, v4, v5), which embraces the 4-simplex v1v2v3v
′
4v4.
v1
v2
v3
v4
v′4
Figure 3. The topology of the action of Agv4 .
The vertex operator in Eq. (2.11) can naturally extends its definition from a trivalent
vertex to a vertex v of any valence. The number of 4–cocyles in the phase factor brought by
the action of Agv on v equals v’s valence of. It is clear that A
g=1
v ≡ I by the normalization of
4-cocycles. The Hamiltonian (2.5) is exactly solvable when all the triangles are flat, namely,
in the Hilbert subspaceHBf=1. The ground states are the common +1 eigenvectors of these
projectors. On a 3-torus, a ground-state basis states can be labeled by |A,B, µ〉, where A
is a conjugacy class of G, B is a conjugacy class in the centralizer subgroup ZA, and µ an
irreducible representation of the centralizer of both A in G and B in ZA. When both A and
B are nontrivial, the excitations are loops instead of points because A and B are the bases
of fluxes in two directions. The ground states |A,B, µ〉 would cease to form a quantum-
double algebra. The representations µ are of a special type, called βkA,gB -regular. These
βkA,gB are doubly-twisted 2-cocycles derived from ω via the slant product (see Appendix
1). Interestingly, the topological orders described by the TGT model are not classified
by the 4-cocycles w ∈ H4[G,U(1)] given G but instead classified by the doubly-twisted
2-cocycles βkA,gB derived from ω.[11] On a 3-torus, the GSD of the model HG,ω is
GSD =
∑
A
#(βkA,gB − regular irreps of Z
A,B), (2.12)
where the sum runs over all the conjugacy classes of G and ZA,B ⊂ G is the centralizer of
both A and B.
Unlike 2+1-dimensional TQDmodels on a torus, the ground states and quasi-excitations
don’t remain in one-to-one correspondence for 3+1-dimensional TGT models on a 3-torus.
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Figure 4. A 3-cylinder, i.e., a solid torus with a solid torus removed from interior. This is an
example of a 3-manifold with two boundaries, the inner boundary (dashed line) ∂1Γ and the outter
boundary (solid line) ∂2Γ. A portion of the triangulation Γ of this 3-cylinder is shown, where v1
and v2 are two vertices in the bulk.
3 The TGT model with boundaries
We now try to extend the TGT model reviewed above to one that is defined on a 3-
dimensional space with boundaries (see Fig. 4 for an example). We do not distinguish
multiple boundaries from a single boundary that has multiple components.
Let us consider a portion of boundary graph shown in Fig. 5 with three boundary
vertices 1, 2, 3. There is a boundary plaquette f = 123 with all the three edges on the
boundary.
Figure 5. The boundary is the grey plane, above which is the bulk. A bulk tetrahedron and a
boundary face f = 123 is explicitly shown. The dashed lines represent the rest of the graph that is
now drawn.
We first need to specify the degrees of freedom living on the boundaries. Since we re-
quire the boundaries to be gapped for the topological GSD to be well defined, the boundary
degrees of freedom would naturally arise from those in the bulk. To be precise, consider
a single boundary ∂Γ of a graph Γ, if the bulk degrees of freedom take value in a finite
group G, the degrees of freedom on ∂Γ take value in a subgroup K ⊆ G. As in the (2+ 1)-
dimensional cases, K is allowed to be the trivial subgroup {1} and G itself too. If Γ has
M boundaries ∂1Γ, ∂2Γ, . . . , ∂MΓ, the subgroups K1, K2, . . . ,Kn ⊆ G are not necessarily
the same or different. Having set up the boundary degrees of freedom, we can now propose
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the Hamiltonian of the TGT model with multiple boundaries:
H
K,α
G,ω = HG,ω −
M∑
i=1

 ∑
v∈∂iΓ
AKiv −
∑
f∈∂iΓ
BKif −
∑
l∈∂iΓ
CKil

 , (3.1)
where HG,ω is the bulk Hamiltonian (2.5), and the rest are the boundary terms to be
explained in order.
An operator BKf acts on a boundary plaquette f and is defined as in the example
below.
BK123
∣∣∣∣∣ 1
2
3
〉
= δ[12]·[23]·[31]
∣∣∣∣∣ 1
2
3
〉
. (3.2)
This δ function is 1 if [12] · [23] · [31] = 1 ∈ K and 0 otherwise. An operator CKl projects
the degrees of freedom on the boundary edge l into the subgroup K, namely,
CKl =
∑
k∈K
Ckl ,
Ck23
∣∣∣∣∣ 1
2
3
〉
= δ[23],k
∣∣∣∣∣ 1
2
3
〉
.
(3.3)
Clearly, [BKf , B
K
f ′ ] = 0 and [C
K
l , C
K
l ] = 0. Also all the boundary plaquette operators
and boundary edge operators are projectors with the definition above.
Similar to a bulk vertex operator, a boundary vertex operator AKv imposes a gauge
transformation on the group elements on the edges incident at the boundary vertex v:
AKv =
∑
k∈K
Akv ,
Akv
∣∣∣∣∣ v
2
3
0 〉
= A([0v], [v2], [23], k)
∣∣∣∣∣ v′
2
3
0 〉
,
(3.4)
where the ordering 0 < v < 2 < 3 is assumed, and 0 is a bulk vertex. We relabeled
the vertex v by v′, so that the new group elements on the edges after acting Akv can be
expressed by [0v′], [v′2], [v′3] etc., which are defined by the following chain rules:
[0v′] · [v′v] = [0v], [v′v] · [v2] = [v′2], [v′v] · [v3] = [v′3], (3.5)
where we set [v′v] = k. In Eq. (3.4), A([0v], [v2], [23], k) is the amplitude associated with
the action of Akv . The action of A
k
v evolves the original vertex v to a new vertex v
′, resulting
in a new 4-simplex 0v′v23 and a new tetrahedron v′v23. According to bulk theory in the
previous section, we must assign the 4-simplex 0v′v23 a 4-cocycle [0v′v23] ∈ H4[G,U(1)]. A
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boundary vertex operator differs from a bulk vertex operator in the newly created temporal
tetrahedra made of boundary vertices only, such the v′v23 in our example. Hence, for
each such new temporal tetrahedron, we should assign a 3-cochain in C3[K,U(1)] as a
factor in the corresponding amplitude, such as the 3-cochain [v′v23] for the v′v23 in our
example. The orientation of such 3-cochains follow our Convention 1. The amplitude
A([0v], [v2], [23], k) now reads graphically and algebraically as
A([0v], [v2], [23], k) = v
2
3
0
v′
= · · · [v′v23][0v′v23] · · · , (3.6)
where the · · · represents those 3-cochains and 4-cocycles associated with those tetradedra
and 4-simplexes not shown in the graph. Note that the amplitude of a bulk vertex operator
should not contain any 3-cochains because each bulk tetrahedron is shared by two 4-
simplexes and would contribute two 3-cochains that cancel out.
Next, we check whether the bulk vertex and face operators are still commuting pro-
jectors in ground states. Consider two boundary vertex operators Akv and A
k′
v′ . Obviously,
if v and v′ are the two ends of an edge, [Akv , A
k′
v′ ] = 0. What if v and v
′ are connected by a
boundary edge directly. Without loss of generality, Let us compute an example of such a
commutator, i.e., assuming v(v′) = 1(2) in the following.
Ak1A
k′
2
∣∣∣∣∣
1
3
4
2
5 〉
=
[12′245][12′24][1′12′35][1′12′3]
[12′235][12′23][1′12′45][1′12′4]
∣∣∣∣∣
1′
3
4
2′
5 〉
.
Ak
′
2 A
k
1
∣∣∣∣∣
1
3
4
2
5 〉
=
[1′2′245][1′2′24][1′1235][1′123]
[1′2′235][1′2′23][1′1245][1′124]
∣∣∣∣∣
1′
3
4
2′
5 〉
.
(3.7)
Then, Ak1A
k′
2 = A
k′
2 A
k
1 requires that
[12′245][12′24][1′12′35][1′12′3]
[12′235][12′23][1′12′45][1′12′4]
=
[1′2′245][1′2′24][1′1235][1′123]
[1′2′235][1′2′23][1′1245][1′124]
. (3.8)
We apply the 4-cocycle condition
[12′245][1′1245][1′12′25]
[1′2′245][1′12′45][1′12′24]
= 1,
[12′235][1′1235][1′12′25]
[1′2′235][1′12′35][1′12′23]
= 1,
to simplify Eq. (3.8) and obtain the following constraint:
[1′12′24]d[1′12′24] = [1′12′23]d[1′12′23], (3.9)
where all the group variables involved take value in the subgroup K.
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Let us temporarily define a function f : K4 → U(1) by f(g, h, k, l) = [g, h, k, l]d[g, h, k, l].
Then, Eq. (3.9) becomes f(1′1, 12′, 2′2, 24) = f(1′1, 12′, 2′2, 23). Since the group elements
[23] and [24] are arbitrary in K. We must have f(1′1, 12′, 2′2, x) = c ∀x ∈ K, where c is a
constant. By the normalization condition (2.3), however, f(1′1, 12′, 2′2, x = 1) = 1; hence,
we must have c = 1. In fact, the other group variables [1′1], [12′], [2′2] in Eq. (3.9) are also
arbitrary. We can conclude that f(g, h, k, l) ≡ 1. Since the example calculation of the com-
mutator [Akv , A
k′
v′ ] is generic, we would arrive at the same conclusion for the commutator on
any two neighbouring boundary vertices v and v′. Therefore, requiring the commutativity
of neighbouring boundary vertex operators leads to what we call the generalized Frobenius
condition4, which can be shown graphically as
1′
2′
1
3
2 = 1,
(3.10)
or algebraically as
[g, h, k, l]d[g, h, k, l] = 1, g, h, k, l ∈ K. (3.11)
The left hand side of Eq. (3.10) is a 3-complex 1′12′23 due to the commutator [A1, A2] and
corresponds to the 4-cocyle [g, h, k, l] in Eq. (3.11) because the group variables involved
are arbitrary in K. The five tetrahedra composing 1′12′23 produces five 3-cochains, whose
product corresponds to the 4-coboundary d[g, h, k, l] in Eq. (3.11). The generalized Frobe-
nius condition (3.11) now can be understood as demanding that if the four group variables
of a 4-cocycle are restricted in the subgroup K, it must be cohomologically trivial.
Nevertheless, the generalized Frobenius condition (3.11) is an equation that may not
have a solution for certain K ⊆ G. If we would like our Hamiltonian being exactly solvable,
i.e., all operators commuting, the generalized Frobenius condition must hold. If the Hamil-
tonian is not exactly solvable, we are not sure whether the boundary would be gapped or
not. In this paper, we consider exactly solvable Hamiltonians only and thus enforce the
generalized Frobenius condition.
Consequently, given a 4-cocycle ω ∈ H4[G,U(1)], a subgroup K ⊆ G that allows
solutions of the 3-cochain α ∈ C3[K,U(1)] to the generalized Frobenius condition defines
a class of physical boundary conditions, each for a solution. In the next section, we shall
show that the set of solutions of α actually are in one-to-one correspondence with the
3-cocyles in H3[K,U(1)]. Therefore, a permissible subgroup K ⊆ G and a 3-cocycle
α˜ ∈ H3[K,U(1)] defines a physical boundary condition for a given bulk theory defined by
G and ω ∈ H4[G,U(1)].
Apart from the proof above, we need also to check the commutator between the bound-
ary and bulk vertex operators and show that AKv is a projector. These calculations would
not result in any further constraints on our model. We thus leave them to Appendix B.
4This is a generalization of the usual Frobenius condition[52]
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4 One-to-One correspondence between 3-cochain and 3-cocycle
We now prove the claim we made in the previous section that given a K ⊆ G, the 3-cochain
solutions α ∈ C3[K,U(1)] to the generalized Frobenius condition (3.11) are in one-to-one
correspondence with the 3-cocycles in H3[K,U(1)].
Proof. Let us pick an arbitrary solution α0 of α to Eq. (3.11). Denote H
3[K,U(1)]
explicitly by {α˜1, α˜2, . . . , α˜n}, where α˜i and α˜j are (representatives of) inequivalent 3-
cocycles. Because dα˜i ≡ 1 and and d(αα˜i) = dαdα˜i, ∀i, H
3[K,U(1)] yields a set
{α0, α0α˜1, α0α˜2, . . . , α0α˜n} of solutions to Eq. (3.11). Here, the operator d is the cobound-
ary operator defined in Appendix A.
Conversely, consider any solution αm to Eq. (3.11) other than α0, we have ωdαm =
ωdα0 = 1. Hence,
dαm = dα0 ⇒ d(αmα
−1
0 ) = 1⇒ αm = α0α˜m,
where α˜m ∈ H
3[K,U ] is a 3-cocycle. It does not matter which solution α0 we choose to gen-
erate the set of solutions {α0, α0α˜1, α0α˜2, . . . , α0α˜n}
def
=== {αi|i = 0, . . . , n = |H
3[K,U(1)]|−
1}. For future convenience, we denote this set of 3-cochains that specify all possible bound-
ary conditions for a given K ⊆ G by ΛK . This establishes the claimed one-to-one corre-
spondence.
Now the question is whether two pairs (ω,α) and (ω′, α′) , where ω, ω′ ∈ H4[G,U(1)]
and α,α′ ∈ ΛK , give rise to the same topological order with the same boundary condition.
We shall report elsewhere the answer to this question. We refer the readers to Ref. [60]
for the answer to the version of this question for the TQD model of 2 + 1-dimensional
topological orders with boundaries.
5 Ground state wavefunctions on a 3-ball
In this section, we derive the explicit ground-state wavefunctions of the TGT model on a
3-Ball.
Since here we are interested in ground states only, we can restrict our concern to the
subspaceHBf=1 and the boundary degrees of freedom being all in certain subgroupK ⊆ G.
Moreover, to guarantee the ground states, the bulk 4-cocycle ω and the boundary 3-cochain
α must meet the generalized Frobenius condition (3.11).
Before deriving the formula of ground state wavefunction on a generic triangulation,
let us consider the simplest triangulation of a 3-Ball Fig. 6. All the relevant degrees of
freedom are on the boundary edges and thus take value in K. Flatness reduces the number
of independent degrees of freedom to 3, and we can choose them to be h = [12], k =
[23], l = [34]. In this case, the ground-state wavefunction Φ0 is simply the Dijkgraaf-
Witten partition function with all the bulk degrees of freedom integrated out. So, the
result is merely the 3-cocycle associated with the tetrahedron in Fig. 6. Namely,
Φ0 = [h, k, l], (5.1)
where [h, k, l] = [1234] is the 3-cocycle associated with the tetrahedron 1234.
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12
3
4
Figure 6. The simplest triangulation of a 3-ball.
Now we consider a more complicated configuration as illustrated in Fig. 7 with a bulk
vertex 0. Instead of using Dijkgraaf-Witten partition function, we take a different strategy
to obtain the ground-state wavefunction by finding the function that have an invariant form
under the action of Akv operators. This method is very effective for the special case where
the vertices on the boundary bound a tetrahedron and are all connected to the single bulk
vertex directly. Now the ground-state wavefunction consists of the associated 4-cocycle
and 3-cochain:
Φ0 = [g, h, k, l][h, k, l], (5.2)
where g = [01], h, k, l are previously defined, and [g, h, k, l] = [01234] a 4-cocycle.
1
2
3
4
0
Figure 7. Another triangulation of a 3-ball.
It’s easy to check that the wavefunction (5.2) is indeed invariant under the action of
ground state projector P 0. For example, we check how (5.2) transforms under the action
of Ax1
Ax1 [g, h, k, l][h, k, l]|Γ〉
=
[gx¯, x, h, k][gx¯, x, hk, l][x, hk, l][x, h, k]
[gx¯, x, h, kl][x, h, kl]
[g, h, k, l][h, k, l]|Γ〉
=[x, h, k, l][gx¯, xh, k, l]
[x, hk, l][x, h, k][h, k, l]
[x, h, kl]
|Γ〉
=[gx¯, xh, k, l][xh, k, l]|Γ′〉
=[g′, h′, k, l][h′, k, l]|Γ′〉,
(5.3)
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where following 4-cocycle condition and generalized Frobenius condition are used.
[gx¯, x, h, k][gx¯, hk, l][g, h, k, l]
[gx¯, x, h, kl][x, h, k, l][gx¯, xh, k, l]
= 1;
[x, h, k, l]
[x, hk, l][x, h, k][h, k, l]
[x, h, kl][xh, k, l]
= 1;
We just discussed examples on two particular triangulations above. In the following we
shall derive a generic formula for the ground state wavefunction on a triangulation as in Fig.
8 with one bulk vertex 0 and N boundary vertices v1, v2, ...vN . We will take the approach
of Dijkgraaf-Witten partition functions. Imagine that the graph Γ in Fig. 8 evolves from an
initial graph Γ′ where the bulk vertex is 0′, while the boundary vertices are the same. The
ground-state wavefunction Φ0(Γ) would be identified with the Dijkgraaf-Witten partition
function of the evolution from Γ′ to Γ, in which the group element [0′0] along the temporal
edge 0′0 is integrated out (i.e., summed over in our discrete case). Hence, Φ0(Γ) should
consist the 4-cocycles and 3-cochains associated with all the 3-simplexes and tetrahedra
due to the evolution, with [0′0] summed over. The result is Eq. (5.4).
Φ0(Γ) =
∑
x=[0′0]∈G
xai∈K
∏
{vivjvk|2−simplex}
[x, ai, a¯iaj, a¯jak]
−ǫ(0′0vivjvk)[xai, a¯iaj , a¯jak]
−ǫ(0′vivjvk).
(5.4)
Here, the product runs over all boundary triangles vivjvk, and ai = [0vi]. The signs
ǫ(0′0vivjvk) and ǫ(0
′vivjvk) follow the conventions defined before. For simplicity, we as-
sume that 0′ and 0 are on the opposite sides of the boundary. The negative sign ap-
pearing in front of each ǫ results from our definition of ground-state wavefunction that
Φ0(Γ) = 〈Γ|Φ0〉. It is straightforward to prove that Φ0(Γ) is indeed a −1 eigenstate of
the Hamiltonian (3.1). If G = K and 4-cocycle is trivial, the ground-state wavefunction
reduces to
∏
ai,aj ,ak
[ai, a¯iaj , a¯jak]
ǫ(0vivjvk).
Figure 8. A general triangulation of a 3-ball.
In the cases where there are more than one bulk vertices, the ground-state wavefunction
can be simply obtained from Φ0(Γ) by performing bulk Pachner moves, which would modify
the 4-cocyles of Φ0(Γ) only. We refer the reader to Ref. [21] for the precise algebraic forms
of the 3-dimensional Pachner moves.
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6 GSD on a 3-cylinder
On a 3-ball, the fundamental group of boundary and bulk are both trivial. So the GSD of
our model on a 3-ball is one. To see how boundary conditions affect the GSD of a (3 + 1)-
dimensional topological order, let us consider our model defined on a simple triangulation
(see Fig. 9) of a 3-cylinder (see Fig. 4), where the top and the bottom surfaces are the
two boundaries with subgroups K2,K1 ⊆ G.
4 3
2 1
8 7
6 5
k
g
h
g
′
h′
K1
K2
Figure 9. A simple triangulation of a 3-cylinder. Vertex ordering is obvious, and arrows are thus
omitted. The surface 5678 and 1234 are the two boundaries. We let [12] = [34] = g, [24] = [13] =
h, [56] = [78] = g′, [57] = [68] = h′, [15] = [26] = [37] = [48] = k.
We let g ∈ K1 and g
′ ∈ K2, but k ∈ G. Since we are interested in ground states
only, we let all the triangles in Fig. 9 be flat, i.e., we are working in the subspace HBf=1.
Consequently, we have h′ = k¯hk and g′ = k¯gk.
Note that there are only two boundary vertices in Fig. 9, namely, vertices 1, 2, 3, and
4 are identified, and vertices 5, 6, 7, and 8 are identified. The ground-state projector then
reads
P 03−cyl =
∏
v∈∂Γ
AKv =
1
|K1||K2|
∑
x∈K1
Ax1=2=3=4
∑
y∈K2
A
y
5=6=7=8. (6.1)
Here is an important technical remark. In acting the above operator on the 3-cylinder,
An operator Ax must act on vertices 1, 2, 3, and 4 individually, as if these vertices are
different; the identification of 1, 2, 3, and 4 will be automatically accounted for by the
periodic boundary condition and there is only one normalization factor 1|K1| . The same
procedure applies to Ay on vertices 5, 6, 7, and 8. The GSD on a 3-cylinder is then the
trace of P 03−cyl:
GSD3−cyl = TrHBf=1P
0
3−cyl =
∑
h,g∈K1,
h′,g′∈K2,
k∈G
δg′,k¯gkδh′,k¯hk
〈
4 3
2 1
8 7
6 5
k
g
h
g
′
h′
∣∣∣∣∣P 03−cyl
∣∣∣∣∣
4 3
2 1
8 7
6 5
k
g
h
g
′
h′
〉
. (6.2)
We present the final closed-form of the GSD on a 3-cylinder as follows but leave the tedious
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derivation to Appendix C.
GSD3−cyl =
∑
x,h,g∈K1
y,h′,g′∈K2
∑
k∈G
δg′,k¯gkδh′,k¯hkδg,xgx¯δh,xhx¯δk,xky¯
|K1||K2|
[x¯, k]hg¯,g
[k, y¯]hg¯,g
ηg(hg¯, x)
ηk¯gk(k¯hg¯k, y)
,
(6.3)
where [a, b]m,n =
[m,a,b]n[a,b,(ab)mab]n
[a,a¯ma,b]n
is a doubly-twisted 2-cocycle, and ηn(m,a) is
defined by [a¯,m]n[m,a¯]n with [a¯,m]n being a twisted 2-cochain. The factor
ηg(hg¯,x)
ηk¯gk(k¯hg¯k,y)
can be
rewritten in more compactly as 1
ηg,hg¯(x¯,k¯)
, which is trivial when the doubly twisted 2-cocycle
is cohomologically trivial.
This result generalizes the GSD of the (2 + 1)-dimensional TQD model on a cylinder.
It’s easy to see that when G is an Abelian group, The cochain term is simply 1.
7 Examples:G = Z2 × Z2 × Z2
Here we consider the TGT model with the gauge group G = Z2 × Z2 × Z2 as an example.
We check for each subgroup of G the solutions to the generalized Frobenius condition
(3.11). Note that TGT model with this G yields only Abelian excitations[21]. The 4-th
cohomology group of G is H4[Z2 × Z2 × Z2, U(1)] = Z
2
2 × Z
2
2 × Z
2
2 × Z
2
2.
The generators of the 4-cocycles ω are (here (i, j) = (1, 2), (2, 3) or (1, 3) and (i, j, l) =
(1, 2, 3)):
ω
(1st,ij)
II (a, b, c, d) = e
(
pii
2
(aibj)(cj+dj−[cj+dj ])
)
, (7.1)
ω
(2nd,ij)
II (a, b, c, d) = e
(
pii
2
(ajbi)(ci+di−[ci+di])
)
, (7.2)
ω
(1st,ijl)
III (a, b, c, d) = e
(
pii
2
(aibj)(cl+dl−[cl+dl])
)
, (7.3)
ω
(2nd,ijl)
III (a, b, c, d) = e
(
pii
2
(albi)(cj+dj−[cj+dj ])
)
, (7.4)
where [x] = x mod 2. Any 4-cocycle ω can be written in terms of the above generators.
For example:
ω =
∏
(i,j)=(1,2),(2,3),(1,3)
(i,j,l)=(1,2,3)
ω
(1st,ij)
II ω
(2nd,ij)
II ω
(1st,ijl)
III ω
(2nd,ijl)
III (7.5)
=
∏
(i,j)=(1,2),(2,3),(1,3)
(i,j,l)=(1,2,3)
(ω
(1st,ij)
II )
p
(1st)
II(ij)(ω
(2nd,ij)
II )
p
(2nd)
II(ij) (ω
(1st,ijl)
III )
p
(1st)
III(ijl)(ω
(2nd,ijl)
III )
p
(2nd)
III(ijl) , (7.6)
where p
(1st)
II(ij), p
(2nd)
II(ij) , p
(1st)
III(ijl), p
(2nd)
III(ijl) ∈ Z2 are called the topological indices[20, 21]. Table
1 then records the 3-cochain solutions to the generalized Frobenius condition Eq. (3.11)
for each generator of the 4-cocycles and each subgroup K ⊆ G.
A A brief introduction to cohomology groups Hn[G, U(1)]
We record a few necessary ingredients of the cohomology groups Hn[G,U(1)] of finite
groups G in this appendix.
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Table 1. 3-cochain solutions to the generalized Frobenius condition for G = Z2 × Z2 × Z2. A big
× indicates "no solution".
K ω0 ω
(1st,12)
II
ω
(1st,23)
II
ω
(1st,13)
II
ω
(2nd,12)
II
ω
(2nd,23)
II
ω
(2nd,13)
II
ω
(1st,123)
III
ω
(2nd,123)
III
{000} 1 1 1 1 1 1 1 1 1
{000, 001} = Z2 Z2 Z2 Z2 Z2 Z2 Z2 Z2 Z2 Z2
{000, 010} = Z2 Z2 Z2 Z2 Z2 Z2 Z2 Z2 Z2 Z2
{000, 100} = Z2 Z2 Z2 Z2 Z2 Z2 Z2 Z2 Z2 Z2
{000, 011, 001, 010} = Z2 × Z2 Z32 Z
3
2 × Z
3
2 Z
3
2 × Z
3
2 Z
3
2 Z
3
2
{000, 101, 001, 100} = Z2 × Z2 Z32 Z
3
2 Z
3
2 × Z
3
2 Z
3
2 × Z
3
2 Z
3
2
{000, 110, 100, 010} = Z2 × Z2 Z32 × Z
3
2 Z
3
2 × Z
3
2 Z
3
2 Z
3
2 Z
3
2
Z2 × Z2 × Z2 Z72 × × × × × × × ×
The n-th cochain group Cn[G,U(1)] of G is an Abelian group of n-cochains, i.e., func-
tions c(g1, . . . , gn) : G
×n → U(1), where gi ∈ G. The group product reads c(g1, . . . , gn)c
′(g1, . . . , gn) =
(cc′)(g1, . . . , gn). The coboundary operator d maps C
n to Cn+1, i.e,
d : Cn → Cn+1
: c(g1, . . . , gn) 7→ (dc)(g0, g1 . . . , gn),
where
(dc)(g0, g1 . . . , gn) =
n+1∏
i=0
c(. . . , gi−2, gi−1gi, gi+1, . . . )
(−1)i .
The series of variables starts at g0, and ends at gn−1. Equation (2.4) offers the example
for n = 4. The nilpotency of d, i.e., d2c = 1, leads to the following exact sequence:
· · ·Cn−1
d
→ Cn
d
→ Cn+1 · · · . (A.1)
The images of the coboundary operator, im(d : Cn−1 → Cn), form the n-th coboundary
group, whose elements are dubbed n-coboundaries. The kernel ker(d : Cn → Cn+1) is
the n-cocycle group, whose elements are the n-cochains satisfying the cocycle condition
dc = 1. Equation (2.4) is the example for n = 4. The definition of the n-th cohomology
group is the quotient group that follows from the exact sequence (A.1):
Hn[G,U(1)] :=
ker(d : Cn → Cn+1)
im(d : Cn−1 → Cn)
.
The group Hn[G,U(1)] is Abelian by construction and comprises the equivalence classes of
the n-cocyles that differ from one another by merely an n-coboundary. A trivial n-cocycle
is one that can be written as a n-coboundary.
One can define a slant product that maps cg as follows.
cg(g1, g2, . . . , gn−1) = c(g, g1, g2, . . . , gn−1)
(−1)n−1
n−1∏
j=1
c(g1, . . . , gj , (g1 · · · gj)
−1g(g1 · · · gj), . . . , gn−1)
(−1)n−1+j .
(A.2)
The twisted 3-cocycles and the doubly-twisted 2-cocycles we have encountered in the
main text are examples of this slant product.
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B Some properties about AKv operators
First, let us prove that AKv is a projector. To this end, we need to show that A
k′
v A
k
v = A
k′k
v .
Consider a portion (Fig. 10) of a graph Γ.
0
vN
v1
1
vi+2
vi+1
vi
Figure 10. A portion of a graph, where some boundary vertices {1, v1, v2, ..., vN} and a bulk vertex
0 are shown. We assume that vi+1 > vi > 1.
We denote the state vector associated with the graph Γ by |Γ〉. Without loss of
generality, we consider the action of AKv on vertex 1. The action of A
k
1 on vertex 1 would
replace vertex 1 by a new vertex 1′, with 1′ < 1. Then, acting AKv twice on vertex 1
involves terms like Ak
′
1′A
k
1 acting on |Γ〉. In the end, Γ would become some Γ
′′, where
vertex 1 becomes vertex 1′′. We have
Ak
′
1′A
k
1 |Γ〉 = δ[1′1],kδ[1′′1′],k′ [01
′1v1vN ][1
′1v1vN ][01
′′1′v1vN ][1
′′1′v1vN ]
×
N∏
i=1
1
[01′1vivi+1][1′1vivi+1][01′′1′vivi+1][1′′1′vivi+1]
|Γ′′〉,
(B.1)
Using the following instances of the 4-cocycle condition (2.4) and the generalized Frobenius
condition (3.11)
[1′′1′1vivi+1][01
′′1vivi+1][01
′′1′1vi+1]
[01′1vivi+1][01′′1′vivi+1][01′′1′1vi]
= 1,
[1′′1′1v1vN ][01
′′1v1vN ][01
′′1′1vN ]
[01′1v1vN ][01′′1′v1vN ][01′′1′1v1]
= 1,
[1′′1′1vivi+1]
[1′1vivi+1][1
′′1′vivi+1][1
′′1′1vi]
[1′′1vivi+1][1′′1′1vi+1]
= 1,
[1′′1′1v1vN ]
[1′1v1vN ][1
′′1′v1vN ][1
′′1′1v1]
[1′′1v1vN ][1′′1′1vN ]
= 1,
where i = 1, 2...N , Eq. (B.1) becomes
Ak
′
1′A
k
1 |Γ〉 =δ[1′1],kδ[1′′1′],k′[01
′′1v1vN ][1
′′1v1vN ]
N∏
i=1
1
[01′′1vivi+1][1′′1vivi+1]
[01′′1′1vN ]
[01′′1′1v1]
N∏
i=1
[01′′1′1vi]
[01′′1′1vi+1]
×
[1′′1′1vN ]
[1′′1′1v1]
N∏
i=1
[1′′1′1vi]
[1′′1′1vi+1]
|Γ′′〉
= δ[1′1],kδ[1′′1′],k′[01
′′1v1vN ][1
′′1v1vN ]
N∏
i=1
1
[01′′1vivi+1][1′′1vivi+1]
|Γ′′〉 = Ak
′k
1 |Γ〉.
(B.2)
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Since AKv is an average of A
k
v over K, by the rearrangement lemma of group theory,
(AKv )
2 = AKv . Thus, A
K
v is a projector. One may ask if there are more than one bulk
vertices in this graph, would Eq. (B.2) still hold? The answer is yes, as from Eq. (B.2), we
see that the 4-cocycle terms and 3-cochain terms are decoupled, the effect of of Ak
′
v A
k
v on
the tetrahedra and faces around vertex 1 will always leads to 4-cocyles and 3-cochains that
can cancel out by applying the 4-cocycle condition and generalized Frobenius condition,
hence arriving at the last equality in Eq. (B.2).
Consider again Fig. 10, we can also prove the commutativity of bulk and boundary
vertex operators. The vanishing of [Ag0, A
k
1 ] requires
[01′1vivN ]
[0′01′v1vN ]
N∏
i=1
[0′01′vivj]
[01′1vivj ]
=
[0′1′1v1vN ]
[0′01v1vN ]
N∏
i=1
[0′01vivj ]
[0′1′1vivj]
. (B.3)
The 3-cochains on both sides of the equation cancel and are thus neglected. Using the
following instances of the 4-cocycle condition (2.4)
[01′1vivi+1][0
′01vivi+1][0
′01′1vi+1]
[0′1′1vivi+1][0′01′vivi+1][0′01′1vi]
= 1,
[01′1v1vN ][0
′01v1vN ][0
′01′1vN ]
[0′1′1v1vN ][0′01′v1vN ][0′01′1v1]
= 1,
Eq. (B.3) turn out to be
[0′01′1vN ]
[0′01′1v1]
N−1∏
i=1
[0′01′1vi]
[0′01′1vi+1]
= 1, (B.4)
which is an identity because all the factors cancel out. Note that when v′ and v do not
connect directly, [Agv , A
k
v′ ] = 0 is obvious. Together with the proof above, we conclude that
bulk and boundary vertex operators commute in the subspace HBf=1.
C The derivation of GSD on a 3-cylinder
We derive Eq. (6.3) in this appendix. We first check how the projector acts on the
3-cylinder. To simply the calculation, however, we choose to act the vertex operators
involved in the ground-state projector (6.1) on the vertices in Fig. 9 in descending order.
We have
P 03−cyl|12, 13, 15, 56, 57〉 =
1
|K1||K2|
∑
x∈K1
∑
y∈K2
|1′2′, 1′3′, 1′5′, 5′6′, 5′7′〉
×
[2348′8][2678′8]
[2378′8]
[678′8][268′8][348′8]
[248′8][378′8]
[237′78′][1267′7]
[1237′7][267′78′][1567′7]
[137′7][37′78′]
[157′7][567′7][67′78′]
×
[156′67′][26′67′8′]
[126′67′]
[56′67′][6′67′8′][156′6]
[26′68′][126′6]
1
[15′56′7′]
[15′57′]
[15′56′][5′56′7′]
1
[234′48′]
[24′48′]
[234′4][34′48′]
×
[23′34′8′][123′37′]
[23′37′8′]
[123′3][23′34′][3′34′8′]
[13′37′][3′37′8′]
[2′23′7′8′][12′26′7′]
[2′23′4′8′][12′23′7′][2′26′7′8′]
[12′26′][2′26′8′]
[12′23′][2′23′4′][2′24′8′]
×
[1′15′6′7′][1′12′3′7′]
[1′12′6′7′]
[1′13′7′][1′12′3′][1′15′6′]
[1′15′7′][1′12′6′]
.
(C.1)
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By renaming of variables, [12] = [34] = g, [24] = [13] = h, [56] = [78] = g′, [57] = [68] =
h′, [15] = [26] = [37] = [48] = k, we have
P 03−cyl|g, h, k, g
′ , h′〉 =
1
|K1||K2|
∑
x∈K1
∑
y∈K2
|xgx¯, xhx¯, xky¯, yg′y¯, yh′y¯〉
×
[hg¯, g, ky¯, y][k, h′g¯′, g′y¯, y][hg¯, ky¯, y, g′y¯][g, k, h′ g¯′y¯, y][k, g′ y¯, y, h′g¯′y¯][ky¯, y, h′g¯′y¯, yg′y¯]
[hg¯, k, g′y¯, y][g, hg¯, ky¯, y][k, h′g¯′y¯, y, g′y¯][k, g′, h′g¯′y¯, y][g, ky¯, y, h′g¯′y¯][ky¯, y, g′y¯, yh′g¯′y¯]
×
[hg¯x¯, x, gx¯, xky¯][g, hg¯x¯, x, ky¯][x, hg¯x¯, xky¯, yg′y¯][gx¯, x, ky¯, yh′g¯′y¯][x, ky¯, yg′y¯, yh′g¯′y¯][x, gx¯, xhg¯x¯, xky¯]
[hg¯, gx¯, x, ky¯][hg¯x¯, x, ky¯, yg′y¯][x, hg¯x¯, xgx¯, xky¯][gx¯, x, hg¯x¯, xky¯][x, ky¯, yh′g¯′y¯, yg′y¯][x, gx¯, xky¯, yh′g¯′y¯]
×
[y, h′g¯′y¯, yg′y¯][g′y¯, y, h′g¯′y¯][h′g¯′, g′y¯, y]
[y, g′y¯, yh′g¯′y¯][h′g¯′y¯, y, g′y¯][g′, h′g¯′y¯, y]
[hg¯x¯, x, gx¯][g, hg¯x¯, x][x, gx¯, xhg¯x¯]
[gx¯, x, hg¯x¯][hg¯, gx¯, x][x, hg¯x¯, xgx¯]
.
(C.2)
Following Eq. (6.2), the GSD on a 3-cylinder then becomes
GSD3−cyl = TrP
0
3−cyl =
∑
x,h,g∈K1
y,h′,g′∈K2
∑
k∈G
δg′,k¯gkδh′,k¯hkδg,xgx¯δh,xhx¯δk,xky¯
|K1||K2|
×
[hg¯, g, ky¯, y][k, h′g¯′, g′y¯, y][hg¯, ky¯, y, g′y¯][g, k, h′ g¯′y¯, y][k, g′ y¯, y, h′g¯′y¯][ky¯, y, h′g¯′y¯, yg′y¯]
[hg¯, k, g′y¯, y][g, hg¯, ky¯, y][k, h′g¯′y¯, y, g′y¯][k, g′, h′g¯′y¯, y][g, ky¯, y, h′g¯′y¯][ky¯, y, g′y¯, yh′g¯′y¯]
×
[hg¯x¯, x, gx¯, xky¯][g, hg¯x¯, x, ky¯][x, hg¯x¯, xky¯, yg′y¯][gx¯, x, ky¯, yh′g¯′y¯][x, ky¯, yg′y¯, yh′g¯′y¯][x, gx¯, xhg¯x¯, xky¯]
[hg¯, gx¯, x, ky¯][hg¯x¯, x, ky¯, yg′y¯][x, hg¯x¯, xgx¯, xky¯][gx¯, x, hg¯x¯, xky¯][x, ky¯, yh′g¯′y¯, yg′y¯][x, gx¯, xky¯, yh′g¯′y¯]
×
[y, h′g¯′y¯, yg′y¯][g′y¯, y, h′g¯′y¯][h′g¯′, g′y¯, y]
[y, g′y¯, yh′g¯′y¯][h′g¯′y¯, y, g′y¯][g′, h′g¯′y¯, y]
[hg¯x¯, x, gx¯][g, hg¯x¯, x][x, gx¯, xhg¯x¯]
[gx¯, x, hg¯x¯][hg¯, gx¯, x][x, hg¯x¯, xgx¯]
.
(C.3)
Using delta functions δg′,k¯gk, δh′,k¯hk, δg,xgx¯, δh,xhx¯, δk,xky¯, The GSD3−cyl becomes
GSD3−cyl =
∑
x,h,g∈K1
y,h′,g′∈K2
∑
k∈G
δg′,k¯gkδh′,k¯hkδg,xgx¯δh,xhx¯δk,xky¯
|K1||K2|
×
[hg¯, g, ky¯, y][k, k¯hg¯k, k¯gky¯, y][hg¯, ky¯, y, k¯gky¯][g, k, k¯hg¯ky¯, y][k, k¯gky¯, y, k¯hg¯ky¯][ky¯, y, k¯hg¯ky¯, k¯gk]
[hg¯, k, k¯gky¯, y][g, hg¯, ky¯, y][k, k¯hg¯ky¯, y, k¯gky¯][k, k¯gk, k¯hg¯ky¯, y][g, ky¯, y, k¯hg¯ky¯][ky¯, y, k¯gky¯, k¯hg¯k]
×
[hg¯x¯, x, gx¯, k¯][g, hg¯x¯, x, ky¯][x, hg¯x¯, k, k¯gk][gx¯, x, ky¯, k¯hg¯k][x, ky¯, k¯gk, k¯hg¯k][x, gx¯, hg¯, k]
[hg¯, gx¯, x, ky¯][hg¯x¯, x, ky¯, k¯gk][x, hg¯x¯, g, k][gx¯, x, hg¯x¯, k][x, ky¯, k¯hg¯k, k¯gk][x, gx¯, k, k¯hg¯k]
×
[y, k¯hg¯ky¯, k¯gk][k¯gky¯, k¯hg¯ky¯][k¯hg¯k, k¯gky¯, y]
[y, k¯gky¯, k¯hg¯k][k¯hg¯ky¯, y, k¯gky¯][k¯gk, k¯hg¯ky¯, y]
[hg¯x¯, x, gx¯][g, hg¯x¯, x][x, gx¯, hg¯]
[gx¯, x, hg¯x¯][hg¯, gx¯, x][x, hg¯x¯, g]
.
(C.4)
Using the the normalization condition (2.3) and the following instances of the generalized
Frobenius condition (3.11),
[a, b, x¯, x] · d[a, b, x¯, x] = 1
[b, x¯, x, ax¯] · d[b, x¯, x, ax¯] = 1
[x, x¯, xax¯, xbx¯] · d[x, x¯, xax¯, xbx¯] = 1
[x¯, x, x¯, xax¯] · d[x, x, x¯, xax¯] = 1,
(C.5)
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the GSD can be rewritten asGSD3−cyl =
∑
x,h,g∈K1
y,h′,g′∈K2
∑
k∈G
δg′,k¯gkδh′,k¯hkδg,xgx¯δh,xhx¯δk,xky¯
|K1||K2|
F (x, hg¯, g, k)·
G(y, hg¯, k) · η
g(hg¯,x)
ηk¯gk(k¯hg¯k,y)
, where
F (x, hg¯, g, k) =
[hg¯, g, x¯, x][hg¯, x¯, x, gx¯][x, x¯, hg¯, g][x¯, x, x¯, g][hg¯x¯, x, gx¯, k][g, hg¯x¯, x, x¯k][x, gx¯, hg¯, k]
[g, hg¯, x¯, x][g, x¯, x, hg¯x¯][x, x¯, g, hg¯][x¯, x, x¯, hg¯][gx¯, x, hg¯x¯, k][hg¯, gx¯, x, x¯k][x, hg¯x¯, g, k]
×
[x, hg¯x¯, k, k¯gk][gx¯, x, x¯k, k¯hg¯k][x, x¯k, k¯gk, k¯hg¯k]
[x, gx¯, k, k¯hg¯k][hg¯x¯, x, x¯k, k¯gk][x, x¯k, k¯hg¯k, k¯gk]
,
G(y, hg¯, g, k) =
[k¯gk, k¯hg¯k, y¯, y][k¯gk, y¯, y, k¯hg¯ky¯][y, y¯, k¯gk, k¯hg¯k][y¯, y, y¯, k¯hg¯k][ky¯, y, k¯hg¯ky¯, k¯gk]
[k¯hg¯k, k¯gk, y¯, y][k¯hg¯k, y¯, y, k¯gky¯][y, y¯, k¯hg¯k, k¯gk][y¯, y, y¯, k¯gk][ky¯, y, k¯gky¯, k¯hg¯k]
×
[k, k¯gky¯, y, k¯hg¯ky¯][k, k¯hg¯k, k¯gky¯, y][hg¯, g, ky¯, y][g, k, k¯hg¯ky¯, y][hg¯, ky¯, y, k¯gky¯]
[k, k¯hg¯ky¯, y, k¯gky¯][k, k¯gk, k¯hg¯ky¯, y][g, hg¯, ky¯, y][hg¯, k, k¯gky¯, y][g, ky¯, y, k¯hg¯ky¯]
,
If we swap hg¯ and g in the definitions above, we find that F (x, hg¯, g, k) → F (x, hg¯, g, k)−1
and G(y, hg¯, g, k) → G(y, hg¯, g, k)−1. This implies that F (x, hg¯, g, k) and G(y, hg¯, g, k)
have the same mathematical form [∗, ∗]hg¯,g.
We first simplify F (x, hg¯, g, k) using the normalization condition (2.3) and the following
instances of the 4-cocycle condition (2.4).
[x, hg¯x¯, k, k¯gk][gx¯, x, x¯k, k¯hg¯k]
[hg¯x¯, x, x¯k, k¯gk][x, gx¯, k, k¯hg¯k]
=
[x, hg¯, x¯k, k¯gk][g, x, x¯k, k¯hg¯k][x, hg¯x¯, x, x¯gk][x, gx¯, x, x¯k]
[hg¯, x, x¯k, k¯gk][x, g, x¯k, k¯hg¯k][x, hg¯x¯, x, x¯k][x, gx¯, x, x¯hg¯k]
,
[hg¯x¯, x, gx¯, k][x, hg¯x¯, x, x¯gk]
[x, hg¯x¯, g, k]
=
[hg¯, x, gx¯, k][x, hg¯x¯, x, gx¯]
[x, hg¯, gx¯, k]
,
[x, gx¯, hg¯, k]
[gx¯, x, hg¯x¯, k][x, gx¯, x, x¯hg¯k]
=
[x, g, hg¯x¯, k]
[g, x, hg¯x¯, k][x, gx¯, x, hg¯x¯]
,
[x, g, hg¯x¯, k]
[x, hg¯, gx¯, k]
=
[g, hg¯, x¯, k][x, g, hg¯, x¯k][xhg¯, g, x¯, k][x, hg¯, g, x¯k]
[xg, hg¯, x¯, k][x, g, hg¯, x¯][hg¯, g, x¯, k][x, hg¯, g, x¯k]
,
[hg¯, x, gx¯, k][x, gx¯, x, x¯k]
[g, x, hg¯x¯, k][x, hg¯x¯, x, x¯k]
=
[hg¯, x, g, x¯k][g, hg¯, x, x¯k][hg¯, x, gx¯, x][hg¯x¯, gx¯, x, x¯k]
[hg¯, g, x, x¯k][g, x, hg¯, x¯k][g, x, hg¯x¯, x][gx, hg¯x¯, x, x¯k]
.
Note that
[x, x¯k]g,hg¯ =
[g, hg¯, x, x¯k][g, x, x¯k, k¯hg¯k][x, hg¯, x¯k, k¯gk][x, x¯k, k¯gk, k¯hg¯k][hg¯, x, g, x¯k][x, g, hg¯, x¯k]
[hg¯, g, x, x¯k][g, x, hg¯, x¯k][hg¯, x, x¯k, k¯gk][x, x¯k, k¯hg¯k, k¯gk¯][x, hg¯, g, x¯k][x, g, x¯k, k¯hg¯k]
.
We then obtain
F (x, hg¯, g, k) = [x, x¯k]g,hg¯ ×
[g, hg¯x¯, x, x¯k][hg¯, g, x¯, x][hg¯, x¯, x, gx¯][x, x¯, hg¯, g][x¯, x¯,x, g][g, hg¯, x¯, k]
[hg¯, gx¯, x, x¯k][g, hg¯, x¯, x][g, x¯, x, hg¯x¯][x, x¯, g, hg¯][x¯, x, x¯, hg¯][hg¯, g, x¯, k]
×
[xhg¯, g, x¯, k][x, hg¯, g, x¯][x, hg¯x¯, x, gx¯][hg¯, x, gx¯, x][xhg¯, gx¯, x, x¯k]
[xg, hg¯, x¯, k][x, g, hg¯, x¯][x, gx¯, x, hg¯x][g, x, hg¯x¯, x][xg, hg¯x¯, x, x¯k]
.
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Keep using relations derived from the 4-cocylce condition (2.4), we can simplify F (x, hg¯, g, k)
further. Namely, by
[hg¯, g, x¯, x][g, hg¯, x¯, k][g, hg¯x¯, x, x¯k]
[g, hg¯, x¯, x][hg¯, g, x¯, k][hg¯, gx¯, x, x¯k]
=
[g, x¯, x, x¯k]
[hg¯, x¯, x, x¯k]
,
[xhg¯, g, x¯, k][xhg¯, gx¯, x, x¯k][g, x¯, x, x¯k]
[xg, hg¯, x¯, k][xg, hg¯x¯, x, x¯k][hg¯, x¯, x, x¯k]
=
[xhg¯, g, x¯, x]
[xg, hg¯, x¯, x]
,
[x, hg¯, g, x¯][xhg¯, g, x¯, x]
[x, g, hg¯, x¯][xg, hg¯, x¯, x]
=
[hg¯, g, x¯, x][x, g, hg¯x¯, x]
[g, hg¯, x¯, x][x, hg¯, gx¯, x]
,
[hg¯, x¯, x, gx¯][x¯, x, x¯, g]
[g, x¯, x, hg¯x¯][x¯, x, x¯, hg¯]
=
[hg¯x¯, x, x¯, g][hg¯, x¯, x, x¯]
[gx¯, x, x¯, hg¯][g, x¯, x, x¯]
,
[hg¯x¯, x, x¯, g][x, hg¯x¯, x, gx¯]
[gx¯, x, x¯, hg¯][x, gx¯, x, hg¯x¯]
=
[hg¯, x, x¯, g][x, g, x¯, hg¯][x, hg¯x¯, x, x¯]
[g, x, x¯, hg¯][x, hg¯, x¯, g][x, gx¯, x, x¯]
,
[hg¯, x, gx¯, x][x, g, hg¯x¯, x]
[g, x, hg¯x¯, x][x, hg¯, gx¯, x]
=
[x, g, x¯, x][hg¯, xg, x¯, x][g, x, hg¯, x¯][g, hg¯, x¯, x][x, hg¯, g, x¯]
[x, hg¯, x¯, x][g, xhg¯, x¯, x][hg¯, x, g, x¯][hg¯, g, x¯, x][x, g, hg¯, x¯]
,
[hg¯, xg, x¯, x]
[g, xhg¯, x¯, x]
=
[hg¯, g, x, x¯][hg¯, x, x¯, x]
[g, hg¯, x, x¯][g, x, x¯, x]
,
[x, g, x¯, x][x, hg¯x¯, x, x¯][hg¯, x, x¯, x]
[x, hg¯, x¯, x][x, gx¯, x, x¯][g, x, x¯, x]
=
[hg¯x¯, x, x¯, x]
[gx¯, x, x¯, x]
,
[hg¯, x¯, x, x¯][hg¯x¯, x, x¯, x]
[g, x¯, x, x¯][gx¯, x, x¯, x]
= 1,
we obtain
F (x, hg¯, g, k) = ηg(hg¯, x)×
[x, x¯k]g,hg¯
[x, x¯]g,hg¯
= ηg(hg¯, x)[x¯, k]hg¯,g,
where doubly-twisted cocycle condition has been used
[y, z]x¯wx,x¯ux[x, yz]w,u
[xy, z]w,u[x, y]w,u
∣∣∣∣
wu=uw
= 1.
Similarly, we can simplify G(y, hg¯, g, k). Using the relations
[hg¯, ky¯, y, k¯gky¯][g, k, k¯hg¯ky¯, y]
[hg¯, k, k¯gky¯, y][g, ky¯, y, k¯hg¯ky¯]
=
[hg¯, ky¯, y, k¯gk][g, ky¯, k¯hg¯k, y][ky¯, y, k¯gky¯, y][gky¯, y, k¯hg¯ky¯, y]
[hg¯, ky¯, k¯gk, y][g, ky¯, y, k¯hg¯k][hg¯ky¯, y, k¯gky¯, y][ky¯, y, k¯hg¯ky¯, y]
,
[k, k¯gky¯, y, k¯hg¯ky¯][gky¯, y, k¯hg¯ky¯, y]
[k, k¯gk, k¯hg¯ky¯, y]
=
[k¯gky¯, y, k¯hg¯ky¯, y][k, k¯gky¯, y, k¯hg¯k]
[k, k¯gky¯, k¯hg¯k, y]
,
[k, k¯hg¯k, k¯gky¯, y]
[k, k¯hg¯ky¯, y, k¯gky¯][hg¯ky¯, y, k¯gky¯, y]
=
[k, k¯hg¯ky¯, k¯gk, y]
[k¯hg¯ky¯, y, k¯gky¯, y][k, k¯hg¯ky¯, y, k¯gk]
,
[k, k¯hg¯ky¯, k¯gk, y]
[k, k¯gky¯, k¯hg¯k, y]
=
[ky¯, k¯hg¯k, k¯gk, y][k, y¯, k¯hg¯k, k¯gk][y¯, k¯gk, k¯hg¯k, y][k, y¯, k¯gk, k¯hg¯ky]
[ky¯, k¯gk, k¯hg¯k, y][k, y¯, k¯gk, k¯hg¯k][y¯, k¯hg¯k, k¯gk, y][k, y¯, k¯hg¯k, k¯gky]
,
[ky¯, y, k¯gky¯, y][k, k¯gky¯, y, k¯hg¯k]
[ky¯, y, k¯hg¯ky¯, y][k, k¯hg¯ky¯, y, k¯gk]
=
[y, k¯gky¯, y, k¯hg¯k][ky¯, k¯gk, y, k¯hg¯k][ky¯, y, k¯gky¯, k¯hg¯ky][ky¯, y, k¯hg¯k, k¯gk]
[y, k¯hg¯ky¯, y, k¯gk][ky¯, k¯hg¯k, y, k¯gk][ky¯, y, k¯hg¯ky¯, k¯gky][ky¯, y, k¯gk, k¯hg¯k]
,
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we have
G(y, hg¯, g, k) = [ky¯, y]hg¯,g
[k¯gk, k¯hg¯k, y¯, y][k¯gk, y¯, y, k¯hg¯ky¯][y, y¯, k¯gk, k¯hg¯k][y¯, y, y¯, k¯hg¯k][ky¯, y, k¯hg¯ky¯, k¯gk]
[k¯hg¯k, k¯gk, y¯, y][k¯hg¯k, y¯, y, k¯gky¯][y, y¯, k¯hg¯k, k¯gk][y¯, y, y¯, k¯gk][ky¯, y, k¯gky¯, k¯hg¯k]
×
[k¯gky¯, y, k¯hg¯ky¯, y][k, y¯, k¯hg¯k, k¯gk][y¯, k¯gk, k¯hg¯k, y][k, y¯, k¯gk, k¯hg¯ky][y, k¯gky¯, y, k¯hg¯k][ky¯, y, k¯gky¯, k¯hg¯ky]
[k¯hg¯ky¯, y, k¯gky¯, y][k, y¯, k¯gk, k¯hg¯k][y¯, k¯hg¯k, k¯gk, y][k, y¯, k¯hg¯k, k¯gky][y, k¯hg¯ky¯, y, k¯gk][ky¯, y, k¯hg¯ky¯, k¯gky]
.
Rewriting the above again by the following relations
[y, y¯, k¯gk, k¯hg¯k][ky¯, y, k¯hg¯ky¯, k¯gk][k, y¯, k¯hg¯k, k¯gk]
[y, y¯, k¯hg¯k, k¯gk][ky¯, y, k¯gky¯, k¯hg¯k][k, y¯, k¯gk, k¯hg¯k]
=
[ky¯, y, y¯, k¯gk]
[ky¯, y, y¯, k¯hg¯k]
,
[k, y¯, k¯gk, k¯hg¯ky][ky¯, y, k¯gky¯, k¯hg¯ky][ky¯, y, y¯, k¯gk]
[k, y¯, k¯hg¯k, k¯gky][ky¯, y, k¯hg¯ky¯, k¯gky][ky¯, y, y¯, k¯hg¯k]
=
[y, y¯, k¯gk, k¯hg¯ky]
[y, y¯, k¯hg¯k, k¯gky]
,
[y¯, k¯gk, k¯hg¯k, y][y, y¯, k¯gk, k¯hg¯ky]
[y¯, k¯hg¯k, k¯gk, y][y, y¯, k¯hg¯k, k¯gky]
=
[y, y¯, k¯gk, k¯hg¯k][y, k¯hg¯ky¯, k¯gk, y]
[y, y¯, k¯hg¯k, k¯gk][y, k¯gky¯, k¯hg¯k, y]
,
[k¯gk, y¯, y, k¯hg¯ky¯][k¯gky¯, y, k¯hg¯ky¯, y]
[k¯hg¯k, y¯, y, k¯gky¯][k¯hg¯ky¯, y, k¯gky¯, y]
=
[y¯, y, k¯hg¯ky¯, y][k¯hg¯k, y¯, k¯gk, y][k¯gk, y¯, y, k¯hg¯k]
[y¯, y, k¯gky¯, y][k¯gk, y¯, k¯hg¯k, y][k¯hg¯k, y¯, y, k¯gk]
,
[y, k¯gky¯, y, k¯hg¯k][y, k¯hg¯ky¯, k¯gk, y]
[y, k¯hg¯ky¯, y, k¯gk][y, k¯gky¯, k¯hg¯k, y]
=
[y, y¯, k¯gky, k¯hg¯k][y, y¯, k¯gk, y][y¯, k¯hg¯k, y, k¯gk][y¯, k¯gk, k¯hg¯k, y][y, y¯, k¯hg¯k, k¯gk]
[y, y¯, k¯hg¯ky, k¯gk][y, y¯, k¯hg¯k, y][y¯, k¯gk, y, k¯hg¯k][y¯, k¯hg¯k, k¯gk, y][y, y¯, k¯gk, k¯hg¯k]
,
[y, y¯, k¯gky, k¯hg¯k]
[y, y¯, k¯hg¯ky, k¯gk]
=
[y, y¯, y, k¯hg¯k][y¯, y, k¯gk, k¯hg¯k]
[y, y¯, y, k¯gk][y¯, y, k¯hg¯k, k¯gk]
,
[y¯, y, k¯hg¯ky¯, y][y¯, y, y¯, k¯hg¯k][y, y¯, k¯gk, y]
[y¯, y, k¯gky¯, y][y¯, y, y¯, k¯gk][y, y¯, k¯hg¯k, y]
=
[y¯, y, y¯, k¯hg¯ky]
[y¯, y, y¯, k¯gky]
,
[y¯, y, y¯, k¯hg¯ky][y, y¯, y, k¯hg¯k]
[y¯, y, y¯, k¯gky][y, y¯, y, k¯gk]
= 1,
we arrive at the result
G(y, hg¯, g, k) =
[ky¯, y]hg¯,g
[y¯, y]k¯hg¯k,k¯gk
×
1
ηk¯gk(k¯hg¯k, y)
=
1
[k, y¯]hg¯,g
×
1
ηk¯gk(k¯hg¯k, y)
. (C.6)
These establish the GSD formula Eq. (6.3).
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