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INTRODUCTION
The capital asset pricing model (CAPM) of Sharpe (1964) and Lintner (1965) lies at the heart of empirical accounting and finance research.
1 Early empirical tests by Black et al. (1972) , Blume and Friend (1973) and Fama and MacBeth (1973) show that beta explains the cross-section of stock returns. However, a plethora of subsequent studies, including Lakonishok and Shapiro (1986) and Ritter and Chopra (1989) find no evidence of a significant cross-sectional relation between beta and returns. Fama and French (1992) provide the most convincing evidence challenging beta's ability to explain the cross-section of stock returns. They show that beta sorts produce no significant return spread, but that two other characteristics, firm size and the book-to-market ratio, capture the crosssection of asset returns. They obtain similar conclusions using Fama-MacBeth regressions.
To date, the accounting and finance literature has not arrived at a satisfactory conclusion on the validity of using the CAPM's beta as a risk control in empirical research. 2 However, without clear-cut resolutions, discarding beta as a risk control can lead to asset pricing model misspecification and, consequently, erroneous conclusions in empirical tests. 3 This paper uses a simple test to examine if market beta captures risk and, consequently, if researchers should use beta as a risk control in empirical tests. The framework we propose also explains why previous studies have failed to reject the null hypothesis that beta does not capture the cross-section of stock returns.
The departure point for our tests is the intuition that risky stocks should experience very good or very bad returns more frequently compared to low risk stocks, i.e. risky stocks should concentrate in the tails of the cross-sectional return distribution. Building on this insight, a test of whether high beta stocks are more risky is equivalent to testing if high beta stocks tend to experience very high and very low returns more often than low beta stocks. 4 We operationalize this test with two logistic regressions, one that predicts large positive returns and the other that predicts large negative returns from beta. If beta risk helps explain the return cross-section, the coefficients on 3 market betas in both regressions should be significant and positive. The two regressions control for common empirical risk factors, such as firm size and the book-to-market ratio, to examine if these risk proxies subsume beta's role in explaining the return cross-section (Fama and French, 1992, 1993) .
We start the analysis by replicating previous evidence that beta shows no association with the return cross-section. A simple portfolio analysis that sorts stocks into deciles based on beta shows a flat relation between beta and monthly returns, consistent with previous evidence (Lakonishok and Shapiro, 1986; Ritter and Chopra, 1989; Fama and French, 1992) . Further, we find no relation between beta and returns when we use pooled cross-sectional OLS regressions or the FamaMacBeth method. Together, this confirms previous conclusions that standard research methods produce no evidence of a cross-sectional association between beta and stock returns.
Next, we test if high beta stocks are more likely than low beta stocks to experience large negative and large positive returns. We start by splitting stocks into deciles based on their monthly returns. This allows us to identify the tails of the cross-sectional return distribution. Consistent with our prediction, we find that high beta stocks tend to cluster among stocks with large positive and large negative returns.
In subsequent analysis, we use two logistic regressions to test if high betas predict large negative and large positive returns. As a starting point, we use arbitrary cut-off points to define the dependent variables for the two logistic models. Specifically, the dependent variable in the regression predicting high returns takes the value of one if the stock's monthly returns are higher than 20%, and zero otherwise. For the logistic model testing if high beta stocks are more likely to experience large negative returns, the dependent variable is one if monthly returns are lower than −15%, and zero otherwise. 5 Multivariate logistic regressions show that the coefficients on betas are positive and significant in both models, consistent with high beta stocks being more likely to experience extreme 4 favorable and unfavorable outcomes. This evidence supports the prediction that beta captures risk and that researchers should use beta as a risk control in empirical tests.
Our conclusion that beta reflects risk is robust to a battery of sensitivity tests. First, we show that our conclusion is not sensitive to the specification of the cut-off points we use to define the dependent variables in the two logistic models, and the conclusion remains unchanged when we use past stock returns to construct the dependent variables in the logistic regressions. 6 Second, we show that beta predicts large positive and large negative returns when we use Dimson's (1979) beta to control for stock thin trading and the resultant downward bias in beta coefficients, when we use betas estimated at portfolio-level rather than at firm-level to control for the errors-in-variables problem, and when we estimate betas over a five-year rather than a three-year period. The latter test addresses the problem of beta's instability over time (Bos and Newbold, 1984) . Finally, as part of the sensitivity analysis, we also show that our inferences remain the same when we use non-parametric quantile regressions to test for the association between beta and large positive and negative returns.
Quantile regressions examine the association between beta and returns for various cut-off points of the return distribution. Standard OLS/Fama-MacBeth methods only estimate if beta explains the conditional mean return. Quantile regressions show that beta is a strong predictor of returns in the top and the bottom decile of the return distribution, which supports our main conclusions.
Our study offers two important contributions to the literature. First, using a simple research framework that focuses on the tails of the cross-sectional return distribution, we provide robust evidence that beta captures risk that drives stock returns. This adds important new evidence to the literature that examines the validity of using beta as a risk control in empirical accounting and finance research. Our testing framework has numerous advantages. It is very simple to implement, it builds on the intuition of 'what a risky stock is', and avoids imposing a linear constraint on the relation between betas and returns that is implicit in pooled OLS regressions or the Fama-MacBeth 5 method. The approach does not increase the likelihood of falsely rejecting the null hypothesis that beta does not reflect risk because for beta to associate with risk, coefficients on betas in both predictive regressions need to be significant and have the same sign.
7
Second, our study explains why standard portfolio analysis, and cross-sectional OLS/FamaMacBeth regressions have low power to reject the null hypothesis that beta does not explain the return cross-section. We show that high beta stocks experience large positive and large negative returns more often compared to low beta stocks. Standard cross-sectional sorts that allocate high beta stocks into a single portfolio will combine stocks with positive and negative returns producing only average portfolio returns. In other words, standard sorts on beta impose a linear constraint on the relation between beta and returns, whereas this relation is U-shaped. This produces weak or no evidence on the cross-sectional association between beta and returns using standard sorts on beta. In a similar way, cross-sectional OLS/Fama-MacBeth regressions impose a linear relation between beta and returns, which biases beta coefficients towards zero. We advocate that future research uses either logit models or quantile regressions focused on the tails of the return distribution in asset pricing tests as both models accommodate the U-shaped relation between the risk proxy (such as market beta) and stock returns.
A NEW APPROACH FOR TESTING THE RISK INTERPRETATION OF BETA
This paper uses a new method to examine if cross-sectional differences in market beta reflect differences in risk. We build on the intuition that risky stocks should concentrate in the tails of the cross-sectional return distribution, i.e. risky stocks should be more likely, on average, to experience large positive or large negative returns compared to low risk stocks. Why is it that the case?
Assume that expected excess stock returns are generated according to the CAPM: and B being (1) higher than a return rU, and (2) lower than a return rL, where rU represents a relatively large positive return and rL a relatively large negative return? As idiosyncratic shocks are random, at any given date t, the absolute return for stock A is likely to be higher than for stock B for any realization of the market premium. Further, the larger the absolute magnitudes of the cut-off points rU and rL, the 'more risky' a stock has to be for the realized return to be higher than rU or lower than rL, i.e. the idiosyncratic component it  becomes increasingly less important in determining if returns for stocks A and B will beat benchmarks rU and rL. Together, this means that the likelihood of a realized return higher than rU or lower than rL is on average higher for the more risky stock A than for stock B, particularly for large magnitudes of rU and rL. A corollary of the above discussion is that high beta stocks will tend to cluster in the tails of the cross-sectional return distribution, i.e. among stocks experiencing large negative and large positive returns. If beta is not a proper measure of risk and returns are not generated by the CAPM, there should be no systematic positive relation between beta and the frequency of relatively large and low returns. 8 An important conclusion that follows from the above discussion is that a test of beta as a risk measure is equivalent to testing whether high beta stocks tend to concentrate in the tails of the cross-sectional return distribution. Consequently, one can implement a simple test of whether returns reflect beta risk by using two logistic regressions, one predicting large positive returns and 7 the other predicting large negative returns from beta. Specifically, the two predictive regressions have the form:
where the dependent variable, High_ret (Low_ret) equals one if a firm's return is higher (lower) than a set benchmark, and zero otherwise. To define the dependent variables in models (1) and (2), we measure returns each month over a one-year period starting at the end of the fourth month after the fiscal year-end. 10 As a starting point, we use arbitrary cut-off points of 20% and −15% to define the dependent variables in the two logit models. Specifically, the dependent variable for model (1) is one if the stock's monthly return is higher than 20%, and zero otherwise. For model (2), the dependent variable is one if the monthly return is below −15%, and zero otherwise. Kothari and Shanken (1997) report that the annual equally-weighted return on the CRSP index is 12.5% over 1941-1991, or 0.99% per month.
This means that our breakpoints of 20% and −15% should be successful in identifying stocks in the tails of the cross-sectional return distribution. In robustness tests we also consider other cut-off points to test the sensitivity of our results to the specification of the dependent variables.
Under the assumption that returns and betas are jointly normally distributed, and that betas capture risk, we would expect both β0 and β1 from models (1) and (2) to be significant and similar in magnitude. However, since the normality assumption is unlikely to hold (Ané and Geman, 2000; Chung et al., 2006) , we impose a weaker condition that beta reflects risk if β0 and β1 are non-zero and have the same sign. If the coefficients on beta are varying in sign in the two models or beta is significant in only one regression, we conclude that beta is unlikely to capture risk. If both β0 and β1
are insignificant, the test results are inconclusive. Our main tests for models (1) and (2) use pooled cross-sectional samples and we adjust for the cross-sectional and time-series dependence among observations using dual-clustered standard errors on firm and year-month. For robustness purposes and to ensure comparability with previous studies, we also use the Fama-MacBeth method. The Fama-MacBeth approach controls for the time-series dependence among observations, but ignores the cross-sectional correlation among stocks.
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Market beta and control variables
We estimate market beta (Beta) for each stock over a 3-year period ending four months after the fiscal year-end using the CAPM. We require a minimum of 30 observations for a stock to be included in the beta computation. For each regression, we also calculate the mean squared error to capture the residual pricing error, Resid. This is because large positive or large negative returns can be driven by the stock's idiosyncratic risk component that is captured by the CAPM's error term. A positive correlation between beta and the error term can produce a significant coefficient on beta in our regressions, even if beta does not capture risk.
The control variables in models (1) and (2) include firm characteristics commonly associated with stock returns. Following Fama and French (1992), we include firm market capitalization (MV) and the book-to-market ratio (B/M). 13 Firm market capitalization equals the number of shares outstanding multiplied by the end-of-month stock price measured four months after the fiscal year-end. We follow Daniel and Titman (2006) and define book equity as the difference between total shareholders' equity and the preferred stock value. The book-to-market ratio equals the ratio of book equity over market capitalization measured at the end of the previous fiscal year. 9 Other return predictors include stock return momentum (MOM), which is the difference between the stock's and the market's six-month buy-and-hold returns ending four months after the fiscal year-end. We use firm age (Age), which is the difference between the firm's previous fiscal year-end and the firm's first appearance on CRPS files, to capture the stock's information uncertainty. Zhang (2006) proposes that firms with a long listing history have more information available to investors to help with the stock's valuation. 14 Finally, we use a dummy variable to identify loss making firms (Loss). Specifically, Loss takes a value of one if the net income for the previous fiscal year is negative, and is zero otherwise. Loss making firms are more difficult to value (Watts and Zimmerman, 1986; Collins et al., 1997) and subject to higher financial distress (Ohlson, 1980 and it ranges from −6.1% in the lower quartile to 7.4% in the upper quartile. The sample beta is 1.05
with an interquartile range of 0.962. Mean Resid is 0.133, the mean book-to-market ratio is 0.947 and 10 the average firm has a market capitalization of over $1,035m. The mean past six-month abnormal return equals 3.7% and is consistent with the average beta being higher than one. The average firm age in the sample is 15.661 years and 24.1% of firms reported a negative net income in the previous fiscal year.
[Insert Table 1 
PORTFOLIO ANALYSIS
As a simple test of the relation between beta and stock returns, Panel A of Table 2 presents the results from portfolio analysis that allocates stocks into beta deciles. Specifically, each month we sort stocks into beta deciles (High beta to Low beta). Subsequently, we calculate the mean monthly return and the average beta for each decile. Consistent with earlier findings, the relation between portfolio betas and portfolio returns is flat and the difference in mean returns between portfolios of high and low beta stocks is indistinguishable from zero (result untabulated). The latter evidence is particularly striking given the very large difference in mean betas between the portfolios of high and low beta stocks (2.707).
[Insert Table 2 here]
We predict that risky stocks should concentrate in the tails of the cross-sectional return distribution. To test whether stocks with high positive or high negative returns have higher betas, Panel B splits stocks into deciles based on their monthly returns (High return to Low return). In particular, each month we allocate stocks into decile portfolios based on stock returns. We then 11 calculate the mean return and mean beta for each portfolio. Consistent with our prediction, stocks with the most positive and the most negative monthly returns tend to have higher betas. Specifically, the decile portfolio with the most positive returns has a mean beta of 1.206, the medium deciles 5
and 6 have mean betas of 0.924, and the decile with the most negative returns has a mean beta of 1.284. In unreported results we find that the differences in betas between the high and low return deciles and the medium return deciles 5 and 6 are significant at less than 1% level. This confirms that the relation between returns and market beta is U-shaped, i.e. high beta stocks tend to experience high and low returns more often than low beta stocks.
Fama and French (1992) report that beta sorts closely replicate sorts on firm size because of the negative relation between beta and firm market capitalization. This means that our finding in Panel B of Table 2 , that high beta stocks tend to have large positive and negative returns more often than low beta stocks, may be simply capturing the size effect. To address this, Panel C repeats the analysis from Panel B where we first split stocks into deciles based on their size. Each size decile is then subdivided into ten portfolios based on stocks' monthly returns. The portfolio formation is repeated each month. For each size decile we find that high beta stocks cluster in the tails of the return distribution. This confirms that clustering of high beta stocks in the tails of the crosssectional return distribution is independent of the size effect.
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In unreported results we find that our conclusion that high beta stocks cluster in the tails of the return distribution remains unchanged when we use betas estimated at portfolio level, instead of individual stock betas. 18 Individual firm betas may be subject to an estimation error (the errors-invariables problem), which can attenuate the relation between beta and returns (Kim, 1995; Amihud et al., 1993) . The evidence that using portfolio betas leads to similar conclusions as when using individual stock betas is consistent with the conclusions in Fama and French (1992, p. 
REGRESSION ANALYSIS

Pooled OLS and Fama Macbeth Regressions
Next we examine the relation between beta and returns in a regression framework. Fama and French (1992) conclude that beta shows no association with stock returns over the period 1962-1989. As our sample period ends in 2005, we first examine if using a more recent sample period, beta continues to have an insignificant cross-sectional relation with returns. Consistent with past studies, our cross-sectional regression model takes the form: 
where ln indicates a logarithmic transformation of a variable and Industry effect and Year effect are industry and year dummies. Industry dummies are based on the two-digit SIC codes. We estimate model (3) using pooled OLS and we cluster standard errors on firm and year-month to control for the cross-sectional and time-series dependence of observations. For comparability with previous studies, we also use Fama-MacBeth regressions to estimate model (3). 20 We present the regression results in Table 3 .
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[Insert Table 3 here] Table 3 shows that using pooled OLS regressions, the coefficient on market beta is indistinguishable from zero when beta is the sole explanatory variable (Regression 1), when we control 13 for firm size and the book-to-market ratio (Regression 2), and when we include other return predictors as specified in model (3) (Regression 3). The coefficient on beta remains insignificant when we use betas estimated at portfolio level in model (3) (Portfolio betas), and when we use the Fama-MacBeth approach (Fama MacBeth). Finally, our conclusion that beta has no power to explain the cross-section of stock returns remains unchanged when we use Dimson's (1979) 
beta in model (3) (Dimson beta).
We calculate Dimson betas as the sum of beta coefficients from regressions of excess stock returns on the lead, current and lagged market premium. Dimson betas adjust for thin trading bias in beta estimates (Dimson, 1979; Dimson and Marsh, 1983) .
With respect to the control variables, we document a positive and significant coefficient on the B/M ratio and a negative coefficient on firm size in all specifications of regression (3). This confirms the evidence in Fama and French (1992) that small and high B/M stocks tend to have higher returns than large and low B/M stocks. We also find evidence that stock return momentum and firm age correlate with stock returns. Overall, our analysis in Table 3 confirms that beta shows no significant association with stocks returns. Table 4 reports regression results for logistic models (1) Table 4 confirm our prediction that beta captures risk.
Logistic Regressions
[Insert Table 4 returns. Together, this shows that high momentum stocks and high B/M stocks do not cluster systematically in the tails of the cross-sectional return distribution, which suggests that they are unlikely to reflect risk factors. This is consistent with the 'anomaly' interpretation of the momentum and value effects.
SENSITIVITY ANALYSIS
Alternative Definitions of the Dependent Variables in the two Logistic Models
Our main tests in Table 4 use arbitrary cut-off points of 20% and −15% to define the dependent variables in models (1) and (2). In sensitivity tests, we first check if our conclusions are robust to two alternative definitions of the two dependent variables. First, we repeat the logit models using a 30% cut-off point to define the dependent variable in model (1) and a −20% cut-off point to define the dependent variable in model (2). Using more extreme cut-off points allocates approximately 3.8% of 15 stocks to the high return portfolio and 5.3% of stocks to the low return portfolio. This compares to 9.5% and 11% of stocks in the high and low return portfolio using the 20% and −15% breakpoints.
Second, each month we calculate the mean monthly return over the previous three months for each stock. Then we calculate the mean return for the 5% of stocks with the highest previous threemonth returns. The dependent variable for model (1) takes the value of one if the stock's mean monthly return is higher than the mean return of stocks in the top vigintile formed based on the past three-month returns, and is zero otherwise. We follow a similar procedure to define the dependent variable for model (2), but now our cut-off point is based on the mean return for the 5% of stocks with the lowest average returns calculated over the previous three months. 22 The first columns of Table 5 report the regression results for the two logit models when using the two alternative ways to define the dependent variables. The coefficients on betas are positive and significant in both cases, consistent with the results in Table 4 . This suggests that the magnitude of the arbitrary cut-off points has no effect on the validity of our inferences.
[Insert Table 5 here]
Other Beta Estimation Methods
Next, we consider the effect that the beta estimation method has on our inferences. Specifically, we use Dimson's (1979) beta to control for the thin trading bias in beta estimates, and portfolio betas to test the sensitivity of our results to the errors-in-variables problem. The regression results for
Dimson beta and portfolio beta in Table 5 show positive and significant coefficients on betas in models (1) and (2). This indicates that our inferences that beta reflects risk are not sensitive to the specification of beta.
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Quantile Regressions
In our main tests we use two logit models because they offer a simple and robust way to test the risk interpretation for beta and the models build directly on the intuition that high risk stocks should cluster in the tails of the cross-sectional return distribution. Next we show that we reach similar conclusions when we use non-parametric quantile regressions. Quantile models allow us to investigate the relation between beta and returns for the top and bottom decile of the return distribution. If beta reflects risk, beta should be a strong return predictor in the top and the bottom return decile.
To implement quantile regressions, we set up two models, one explaining the top decile of monthly stock returns (the high return portfolio) and the other explaining the bottom decile of monthly stock returns (the low return portfolio). The specifications of the two models are:
where the set of controls is the same as in models (1) and (2). For models (4) and (5), it is critical to recognize that if beta reflects risk, beta coefficients in the two regressions should have opposite signs. To clarify, if high betas indicate more risky stocks, then the coefficient on beta should be positive in the regression explaining the top returns decile, θ0>0, i.e. high beta stocks should associate with more positive returns in the right tail of the return distribution. However, for stocks in the bottom return decile, the coefficient on beta should be negative, θ1<0, i.e. returns should be decreasing in beta in the left tail of the return distribution.
Columns Quantile regressions (F-M) in Table 5 report the results for the two quantile regressions (4) and (5). Because quantile regressions do not allow for clustering of standard errors, we use the Fama-MacBeth method to control (at minimum) for the time-series dependence of observations. Consistent with our prediction, the coefficient on beta is positive in the regression explaining the top return decile, i.e. high beta stocks tend to have large positive returns in the right tail of the return distribution. The coefficient on beta is negative in the regression for the bottom return decile. This is in line with the prediction that high beta stocks should have more negative returns in the left tail of the return distribution. Together, the quantile regression results support our conclusion that beta captures risk.
Unreported additional results
In unreported results, we perform four further tests. First, we find that our conclusions from Table 4 are unchanged when we use 12-month buy-and-hold returns and cut-off points of 75% to define the dependent variable for model (1) and −50% for model (2). 24 Second, our conclusions from Table 4 are unchanged when we use a simultaneous regression model to jointly estimate models (1) and (2), which allows for potential correlation in error terms between the two models.
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Third, we document positive and significant coefficients on betas in both logit models when we repeat logit regressions (1) and (2) for each decade over our sample period. This shows that our conclusion that beta predicts large positive and large negative returns are not driven by a specific sample period. Fourth, we find that betas predict returns for other parts of the return distribution than the tails. Specifically, each month we split stocks into quintiles based on their returns and use a multinomial logistic regression to predict returns for each quintile portfolio. We find that beta coefficients are significant in all regressions. Further, we confirm our earlier conclusion that the relation between beta and returns is U-shaped. Specifically, the coefficients on betas reduce in magnitude when moving from portfolios located in the left and right tail of the return distribution to portfolios in the center of the return distribution. This is consistent with the intuition that stock risk reduces moving from the tails to the center of the return distribution and corroborates our conclusion that beta captures risk.
CONCLUSIONS
Previous studies find no evidence of a significant cross-sectional relation between beta and returns, which questions whether market risk helps explain the return cross-section. This study builds on the intuition that risky stocks should concentrate in the tails of the cross-sectional return distribution to test if stock returns reflect beta risk. Using two logistic regressions, one predicting large positive returns and the other predicting large negative returns, we show that high beta stocks cluster in the tails of the cross-sectional return distribution. This supports the prediction that high beta stocks are more risky. Our results validate the use of market beta as a risk control in empirical accounting and finance research. 1.28% 9.51% 10.23% Note: Panel A presents the results for logit model (1) where the dependent variable, High_ret, is a dummy variable that takes the value of one if the stock's monthly returns are higher than 20%, and is zero otherwise. Panel B reports results for logit model (2) where the dependent variable, Low_ret, is a dummy variable that takes the value of one if the stock's monthly returns are lower than −15%, and is zero otherwise. Other variable definitions are in Table 1 . Industry effect and Year effect are industry and year dummies. ME (%) shows the marginal effects in percentages. For the Fama MacBeth regressions, t-statistics are based on the time-series standard errors. For all other regressions, t-statistics are based on dual-clustered standard errors. 5% sig equals ** to indicate significance at the 5% level using sample size-adjusted critical values calculated as [(N−1) 
