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We derive updated constraints on the Integrated Sachs-Wolfe (ISW) effect through cross-
correlation of the cosmic microwave background with galaxy surveys. We improve with respect
to similar previous analyses in several ways. First, we use the most recent versions of extragalactic
object catalogs: SDSS DR12 photometric redshift (photo-z) and 2MASS Photo-z datasets, as well
as employed earlier for ISW, SDSS QSO photo-z and NVSS samples. Second, we use for the first
time the WISE × SuperCOSMOS catalog, which allows us to perform an all-sky analysis of the ISW
up to z ∼ 0.4. Third, thanks to the use of photo-zs, we separate each dataset into different redshift
bins, deriving the cross-correlation in each bin. This last step leads to a significant improvement
in sensitivity. We remove cross-correlation between catalogs using masks which mutually exclude
common regions of the sky. We use two methods to quantify the significance of the ISW effect. In
the first one, we fix the cosmological model, derive linear galaxy biases of the catalogs, and then
evaluate the significance of the ISW using a single parameter. In the second approach we perform a
global fit of the ISW and of the galaxy biases varying the cosmological model. We find significances
of the ISW in the range 4.7-5.0 σ thus reaching, for the first time in such an analysis, the threshold
of 5 σ. Without the redshift tomography we find a significance of ∼ 4.0 σ, which shows the impor-
tance of the binning method. Finally we use the ISW data to infer constraints on the Dark Energy
redshift evolution and equation of state. We find that the redshift range covered by the catalogs is
still not optimal to derive strong constraints, although this goal will be likely reached using future
datasets such as from Euclid, LSST, and SKA.
Keywords: cosmology: theory – cosmology: observations – cosmology: large scale structure of the universe
– cosmology: cosmic microwave background – cosmology: dark energy
I. INTRODUCTION
We have, at present, strong evidence for Dark Energy
(DE) from the large amount of available cosmological
data [e.g., 1]. Nonetheless, this evidence is mostly based
on precise constraints from the Cosmic Microwave Back-
ground (CMB) epoch extrapolated to the present time.
Local, or present-day, constraints on DE are, instead,
mostly given by SuperNovae (SN) data, which are not
yet precise enough for accurately constraining the prop-
erties and time evolution of DE [e.g., 2].
Thus, it is important to look for alternative local DE
probes. In this respect such a DE-sensitive measurement
is given by the late-time Integrated Sachs-Wolfe effect
(ISW) on the CMB [3]. This effect is imprinted in the
angular pattern of the CMB in the presence of a time-
varying cosmological gravitational potential, which ap-
pears in the case of a non-flat universe [4, 5], as well as
for a flat one in the presence of DE, but also for various
modified gravity theories [e.g., 6, 7]. Thus, for standard
General Relativity (GR) and flat cosmology a non-zero
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ISW implies the presence of DE. The effect is very small
and cannot be well measured using the CMB alone since
it peaks at large angular scales (small multipoles, ` . 40)
which are cosmic-variance limited. On the other hand,
it was realized that this effect can be more efficiently
isolated by cross-correlating the CMB with tracers of
the Large-Scale Structure (LSS) of the Universe at low
(z . 1) redshift [8, 9], with most of the signal lying in
the range z ∈ [0.3, 1.5] for a standard ΛCDM cosmologi-
cal model [10].
In the past, many ISW analyses were performed using
a large variety of tracers at different redshifts [11–28].
In a few cases, global analyses were performed combin-
ing different LSS tracers, giving the most stringent con-
straints and evidence for the ISW effect at the level of
∼ 4 σ [29–31]. Related methodology, which has been ex-
plored more recently, consists in stacking CMB patches
overlapping with locations of large-scale structures, such
as superclusters or voids [32–38]. A further idea, which
was sometimes exploited, is to use the redshift informa-
tion of a given catalog to divide it into different redshift
bins, compute the cross-correlation in each bin, and then
combine the information. This tomographic approach
was pursued, for example, in the study of 2MASS [39] or
SDSS galaxies [40, 41]. Typically, the use of tomography
does not provide strong improvement over the no-binning
case, either because the catalog does not contain a large
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2enough number of objects and splitting them increases
the shot-noise, or because the redshift range is not well
suited for ISW studies.
Nonetheless, in the recent years, several catalogs with
redshift information and with a very large number of ob-
jects have become available thanks to the use of photo-
metric redshifts (photo-zs) instead of spectroscopic ones.
Although photo-zs are not as accurate as their spectro-
scopic counterparts, the former are sufficient for perform-
ing a tomographic analysis of the ISW with coarse z bins.
Hence we can exploit these large catalogs, which have the
advantage of giving a low shot noise even when divided
into sub-samples. In this work, we combine for the first
time the two above approaches: we use several datasets
covering different redshifts ranges, and we bin them into
redshift sub-samples to perform a global tomography. We
show that in this way we are able to improve the signif-
icance of the ISW effect from ∼ 4 σ without redshift
binning to ∼ 5 σ exploiting the full tomography infor-
mation. When combining the various catalogs, we take
special care to minimize their overlap both in terms of
common sources and the same LSS traced, in order not
to use the same information many times. This is done
by appropriate data cleaning and masking. We then use
these improved measurement of the ISW effect to study
deviations of DE from the simplest assumption of a cos-
mological constant.
Finally, the correlation data derived in this work and
the associated likelihood will soon be made publicly avail-
able, in the next release of the MontePython1 pack-
age [42].
II. THEORY
The expression for the cross-correlation angular power
spectrum (CAPS) between two fields I and J is given by:
CI,Jl =
2
pi
∫
k2P (k)[GI` (k)][G
J
` (k)]dk, (1)
where P (k) is the present-day power spectrum of mat-
ter fluctuations. In the above expression we have as-
sumed an underlying cosmological model, like ΛCDM,
in which the evolution of density fluctuations is separa-
ble in wavenumber k and redshift z on linear scales. A
different expression applies, for example, in the presence
of massive neutrinos [43], where the k and z evolution
is not separable. Moreover, in the following, we assume
standard GR and a flat ΛCDM model. For studies of the
ISW effect for non-zero curvature or modified gravity see
[4–7].
1 See http://baudren.github.io/montepython.html and
https://github.com/brinckmann/montepython_public
For the case I = c of the fluctuation field of a catalog
of discrete objects, one has
Gc`(k) =
∫
dN(z)
dz
bc(z)D(z)j`[kχ(z)]dz, (2)
where dN(z)/dz and bc(z) represent the redshift distri-
bution and the galaxy bias factor of the sources, respec-
tively, j`[kχ(z)] are spherical Bessel functions, D(z) =
(P (k, z)/P (k))1/2 is the linear growth factor of density
fluctuations and χ(z) is the comoving distance to redshift
z.
For the case of cross-correlation with the temperature
fluctuation field obtained from the CMB maps (J = T ),
the ISW effect in real space is given by [e.g., 44]
Θ(nˆ) = −2
∫
dΦ(nˆχ, χ)
dχ
dχ, (3)
where Φ represents the gravitational potential. In the
expression, we neglect a factor of exp(−τ), which intro-
duces an error of the order of 10%, smaller than the typ-
ical accuracy achieved in the determination of the ISW
itself. Furthermore, using the Poisson and Friedmann
equations, 2 and considering scales sufficiently within the
horizon
Φ(k, z) = − 3
2 c2
Ωm
a(z)
H20
k2
δ(k, z) (4)
where c is the speed of light, a(z) is the cosmological scale
factor, H0 is the Hubble parameter today, Ωm = Ωb+ Ωc
is the fractional density of matter today, and δ(k, z) is the
matter fluctuation field in Fourier space, we can write
GT` (k) =
3 Ωm
c2
H20
k2
∫
d
dz
(
D(z)
a(z)
)
j`[kχ(z)]dz . (5)
Finally, the equations above can be combined through
Eq. (1) to give the CAPS expected for the ISW effect
resulting from the correlation between a catalog of ex-
tragalactic objects, tracing the underlying mass distribu-
tion, and the CMB. Using the Limber approximation [45]
the correlation becomes [31]
CcT` =
3ΩmH
2
0
c3
(
l + 12
)2 ∫ dz bc(z)dNdz H(z)D(z) ddz
(
D(z)
a(z)
)
× P
(
k =
l + 12
χ(z)
)
.
(6)
The Limber approximation is very accurate at ` > 10
and accurate at the level of 10% at ` < 10 [45], which is
sufficient for the present analysis.
2 Eqs. 3-4 are valid assuming GR. For modified gravity different
appropriate expressions would apply (see, e.g., [6, 7]).
3In our study, we use the public code class3 [46] to
compute the linear power spectrum of density fluctua-
tions. As an option, this code can compute internally
the spectra CcT` and C
cc
` , for arbitrary redshift distribu-
tion functions, using either the Limber approximation or
a full integral in (k, z) space. We prefer, nonetheless, to
use the Limber approximation since CAPS calculations
are significantly faster. Also, to get better performances
and more flexibility, we choose to perform these calcula-
tions directly inside our python likelihood, reading only
P (k, z) from the class output. We checked on a few ex-
amples that our spectra do agree with those computed
internally by class.
III. CMB MAPS
We use CMB maps from the Planck 2015 data release4
[1] which have been produced using four different meth-
ods of foreground subtraction: Commander, NILC, SEVEM,
and SMICA. Each method provides a confidence mask
which defines the region of the sky in which the CMB
maps can be used. We construct a combined mask as
the union of these four confidence masks. This mask is
applied on the CMB maps before calculating the cross-
correlation. We will use the SEVEM map as default for
the analysis. Nonetheless, we have also tested the other
maps to check the robustness of the results. The test is
described in more detail in Sec. VIII.
As the ISW effect is achromatic, for further cross-
checks we also use CMB maps at different frequencies.
In particular we use maps at 100 GHz, 143 GHz, and 217
GHz. The results using these maps are also described in
Sec. VIII.
IV. ADDITIONAL COSMOLOGICAL
DATASETS
In the following we will perform parameter fits us-
ing the ISW data obtained with the cross-correlation.
Beside this, in some setups, we will also use other
cosmological datasets in conjunction. In particu-
lar, we will employ the Planck 2015 public likeli-
hoods5 [1] and the corresponding MontePython in-
terfaces Planck highl lite (for high-` temperature),
Planck lowl (for low-` temperature and polarization),
and Planck lensing (CMB lensing reconstruction). The
accuracy of the Planck highl lite likelihood (which
performs an internal marginalization over all the nui-
sance parameters except one) with respect to the full
Planck likelihood (where the nuisance parameters are not
3 See http://class-code.net
4 See http://pla.esac.esa.int/pla/#maps
5 See http://pla.esac.esa.int/pla/#cosmology
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FIG. 1. Photometric redshift distributions for the five cat-
alogs used for the cross-correlation. The dN/dz curves are
normalized to a unit integral. For the NVSS case the ana-
lytical approximation described in the text is used, since no
redshifts information is available for the single catalog objects.
marginalized) has been tested in [47, 48] where the au-
thors find that the difference in the inferred cosmologi-
cal parameters is at the level of 0.1 σ. Finally we will
use BAO data from 6dF [49], SDSS DR7 [50] and BOSS
DR10&11 [51], which are implemented as bao boss and
bao boss aniso in MontePython.
V. CATALOGS OF DISCRETE SOURCES
For the cross-correlation with the CMB, as tracers of
matter distribution we use five catalogs of extragalactic
sources. As the ISW is a wide-angle effect, they were cho-
sen to cover as large angular scales as possible, and two of
them are all-sky. Furthermore, our study does not require
exact, i.e. spectroscopic, redshift information, thus pho-
tometric samples are sufficient. Except for one case, the
datasets employed here include individual photo-zs for
each source, which allows us to perform a tomographic
approach by splitting the datasets into redshift bins.
The catalogs we use span a wide redshift range; see
Fig. 1 for their individual redshift distributions. Ta-
ble I quantifies their properties (sky coverage, number
of sources, mean projected density) as effectively used
for the analysis, i.e., after applying both the catalog and
CMB masks.
For a plot of the sky maps and masks of the catalogs de-
scribed below, and for their detailed description, see [52].
Below we provide a short summary of the properties of
the datasets.
A. 2MPZ
As a tracer of the most local LSS in this study we
use the 2MASS Photometric Redshift catalog6 [2MPZ,
6 Available from http://ssa.roe.ac.uk/TWOMPZ.html.
4source sky number mean surface
catalog coverage of sources density [deg−2]
NVSS 62.3% 431,724 67.2
2MPZ 64.2% 661,060 24.9
WISE×SCOS 64.5% 17,695,635 665
SDSS DR12 18.7% 23,907,634 3095
SDSS DR6 QSO 15.6% 461,093 71.8
TABLE I. Statistics of the catalogs used in the analysis. The
numbers refer to the area of the sky effectively employed in
the analysis, i.e., applying both the catalog and CMB masks.
53]. This dataset was built by merging three all-
sky photometric datasets covering optical, near-infrared
(IR), and mid-IR passbands: SuperCOSMOS scans of
UKST/POSS-II photographic plates [54], 2MASS Ex-
tended Source Catalog [55], and Wide-field Infrared Sur-
vey Explorer [WISE, 56]. Photo-zs were subsequently
estimated for all the included sources, by calibrating on
overlapping spectroscopic datasets.
2MPZ includes ∼ 935, 000 galaxies over almost the full
sky. Part of this area is however undersampled due to the
Galactic foreground and instrumental artifacts, we thus
applied a mask described in [57]. When combined with
the CMB mask, this leaves over 660,000 2MPZ galaxies
on ∼ 64% of the sky (Table I).
2MPZ provides the best-constrained photo-zs among
the catalogs used in this paper. They are practically un-
biased (〈δz〉 ∼ 0) and their random errors have RMS
scatter σδz ' 0.015, to a good accuracy independent
of redshift. We show the 2MPZ redshift distribution
in Fig. 1 with the dot-dashed green line; the peak is at
z ∼ 0.06 while the mean 〈z〉 ∼ 0.08. The overall surface
density of 2MPZ is ∼ 25 sources per square degree.
For the tomographic analysis we split the catalog in
three redshift bins: z ∈ [0.00, 0.105], [0.105, 0.195] and
[0.195, 0.30]. The first two include the bulk of the distri-
bution, approximately divided into two comparable sub-
samples, while the third bin explores the tail of the dN/dz
where most of the ISW signal is expected.
A precursor of 2MPZ, based on 2MASS and Super-
COSMOS only, was used in a tomographic ISW analysis
by [39], while an early application of 2MPZ itself to ISW
tomography is presented in [58]. In both cases no signifi-
cant ISW signal was found, consistent with expectations.
Another ISW-related application of 2MPZ is presented in
[13], where it was applied to reconstruct ISW anisotropies
caused by the LSS.
B. WISE × SuperCOSMOS
The WISE × SuperCOSMOS photo-z catalog7
[WI×SC, 59] is an all-sky extension of 2MPZ obtained
7 Available from http://ssa.roe.ac.uk/WISExSCOS.html.
by cross-matching WISE and SuperCOSMOS samples.
WI×SC reaches roughly 3 times deeper than 2MPZ and
has almost 30 times larger surface density. However, it
suffers from more severe foreground contamination, and
its useful area is ∼ 70% of the sky after applying its de-
fault mask. This is further reduced to ∼ 65% once the
Planck mask is also used; the resulting WI×SC sample
includes about 17.5 million galaxies.
WI×SC photo-zs have overall mean error 〈δz〉 ∼ 0 and
distance-dependent scatter of σδz ' 0.033(1 + z). The
redshift distribution is shown in Fig. 1 with the dashed
orange curve. The peak is at z ∼ 0.2, and the majority
of the sources are within z < 0.5. In the tomographic
approach, the WI×SC sample is divided into four red-
shift bins: z ∈ [0.00, 0.09], [0.09, 0.21], [0.21, 0.30], and
[0.30, 0.60], with approximately equal number of galaxies
in each bin.
As far as we are aware, our study employs the WI×SC
dataset for an ISW analysis for the first time. Various
studies based using WISE have been performed in the
past [23, 25, 60, 61]. However, the samples used there
differed significantly from WI×SC, and none included in-
dividual redshift estimates which would allow for redshift
binning.
C. SDSS DR12 photometric
Currently there are no all-sky photo-z catalogs avail-
able reaching beyond WI×SC. Therefore, in order to look
for the ISW signal at z > 0.5, we used datasets of smaller
sky coverage. The first of them, with the largest num-
ber density of all employed in this paper, is based on the
Sloan Digital Sky Survey Data Release 12 (SDSS-DR12)
photo-z sample compiled by [62]; to our knowledge, our
study is its first application to an ISW analysis, although
earlier versions (DR 6 and DR 8) were used in [29, 30]
(but without z binning).
The parent SDSS-DR12 photo-z dataset includes over
200 million galaxies. Here we however use a subsample
described in detail in [52], which was obtained via appro-
priate cleaning as recommended by [62], together with
our own subsequent purification of problematic sky ar-
eas. In particular, as the SDSS galaxies are distributed in
two disconnected regions in the Galactic south and north,
with most of the area in the northern part, and uneven
sampling in the south, we have excluded the latter re-
gion from the analysis. After additionally employing the
Planck CMB mask, we were left with about 24 million
SDSS DR12 sources with mean 〈z〉 = 0.34 and mostly
within z < 0.6. The resulting sky coverage is ∼ 19% and
the mean surface density is ∼ 3100 deg−2. The redshift
distribution is shown in Fig. 1 with the solid blue line.
Thanks to the very large projected density of objects,
we were able to split the SDSS-DR12 sample into several
redshift bins, keeping low shot-noise in each shell. For the
tomographic analysis we divided the dataset into six bins:
z ∈ [0.0, 0.1], [0.1, 0.3], [0.3, 0.4], [0.4, 0.5], [0.5, 0.7] and
5[0.7, 1.0]. The range z ∈ [0.1, 0.3] is not subdivided fur-
ther since this redshift range is best covered by WI×SC,
where we already have sub-bins. The photo-z accuracy
of SDSS-DR12 depends on the ‘photo-z class’ defined by
[62], and each class has an associated error estimate. Our
specific preselection detailed in [52] leads to an effective
photo-z scatter of σδz = 0.022(1+z) based on the overall
error estimates from [62].
D. SDSS DR6 QSO
As a tracer of high-z LSS, we use a catalog of photo-
metric quasars (QSOs) compiled by [63] from the SDSS
DR6 dataset (DR6-QSO in the following), used previ-
ously in ISW studies by e.g. [22, 29] and [30]. We apply
the same preselections as in [22], and the resulting sam-
ple includes 6 × 105 QSOs on ∼ 25% of the sky. We
exclude from the analysis three narrow stripes present in
the south Galactic sky and use only the northern region.
The DR6-QSO sources are provided with photo-zs
spanning formally 0 < z < 5.75 but with a relatively
peaked dN/dz and mean 〈z〉 ' 1.5 (dotted red line in
Fig. 1). For tomographic analysis, this QSO dataset will
be split into three bins of z ∈ [0.5, 1.0], [1.0, 2.0], and
[2.0, 3.0], selected in a way to have similar number of ob-
jects in each bin. We excluded the QSOs in the range
z ∈ [0.0, 0.5] in order to minimize the overlap with the
other catalogs in this redshift range. Nonetheless, there
are very few DR6-QSO catalog objects at these redshifts,
thus this choice has only a very minor impact on the re-
sults. The typical photo-z accuracy of this dataset is
σδz ∼ 0.24 as reported by [63], and we will use this num-
ber for the extended modeling of underlying dN/dzs per
redshift bin in Sec. VIII.
E. NVSS
The NRAO VLA Sky Survey [NVSS, 64] is a catalog of
radio sources, most of which are extragalactic. This sam-
ple has already been used for multiple ISW studies [e.g.
9, 20, 26–28]. The dataset covers the whole sky avail-
able for the VLA instrument; after appropriate cleanup
of likely Galactic entries and artifacts, the NVSS sample
includes ∼ 5.7 × 105 objects flux-limited to > 10 mJy,
located at declinations δ & −40◦ and Galactic latitudes
|b| > 5◦. This is the only of the datasets considered in
this work which does not provide even crude redshift in-
formation for the individual sources. We thus use it with-
out tomographic binning and, where relevant, assume its
dN/dz to follow the model of [65] (purple short-long-
dashed line in Fig. 1). This sample spans the broad-
est redshift range of all the considered catalogs, namely
0 < z < 5.
F. Masks
In the correlation of the CMB with each catalog we
use the CMB mask, described in Sec. III, combined with
the specific mask of the given catalog. Beside this, we
define specific masks which we use when combining the
signal from the different catalogs in order to circumvent
including the same information twice, and to avoid the
need to take into account the cross-correlations between
various tracers of the same LSS. We proceeded in the
following way.
• SDSS catalogs (i.e. SDSS DR6 QSOs and SDSS
DR12 galaxies) are used without additional masks.
When combining the information with other cata-
logs we, however, exclude the first SDSS DR12 bin,
since the region z ∈ [0.0, 0.1] is best covered by
2MPZ.
• To avoid correlations with the SDSS catalogs, when
using all the remaining ones (i.e. NVSS, 2MPZ,
WI×SC) we apply a mask which is a complemen-
tary of the joint mask of SDSS DR12 galaxies and
SDSS DR6 QSOs (in short, SDSS mask in the fol-
lowing).
• For 2MPZ and WI×SC it is not possible to define
mutually exclusive masks since both these datasets
cover practically the same part of the sky. Nonethe-
less, we use them together, since WI×SC was built
excluding most of the objects already contained in
2MPZ [59]. The two catalogs, thus, have practi-
cally no common sources. In this way the corre-
lation among the two datasets is significantly sup-
pressed, although not totally, since both trace the
same underlying LSS in the overlapping redshift
ranges. We will, however, not consider the first bin,
z ∈ [0.0, 0.1], of WI×SC in the combined analysis
since in this redshift range 2MPZ has better red-
shift determination and basically no stellar contam-
ination. Nonetheless, as we will show in Sec. VII,
the evidence for ISW in the range z ∈ [0.0, 0.2],
where 2MPZ and WI×SC have most of the over-
lap, is very small, so, in practice, this has only a
marginal effect on the final ISW significance.
• Similarly, also for NVSS, 2MPZ and WI×SC it is
not possible to define a mutually exclusive mask
due to the large common area of the sky. In this
case, we note that 2MPZ and WI×SC cover only
the low redshift tail of NVSS. Thus, the overlap
and correlation among them is minimal.
We will thus use the above setup when reporting com-
bined significances of the ISW from the different catalogs.
For simplicity, we will use the same setup also to de-
rive auto-correlations of the single catalogs. In this case
the significances could be increased slightly for NVSS,
2MPZ, and WI×SC if their proper masks were used, but
we checked that the improvement is only marginal.
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FIG. 2. Left: Example of measured source catalog auto-correlation and best-fit model with free galaxy bias, referring to the
case of SDSS-DR12 in the labeled z bin. Right: example of measured cross-correlation between sources and CMB temperature
and best-fit model, referring to the case of SDSS-DR12 in the labeled z bin. Dots refer to the measured single multipoles, while
data points with error bars refer to binned measurements.
VI. CROSS-CORRELATION ANALYSIS
In the previous section we have presented the cata-
logs of extragalactic objects that we use in the analysis.
Their input format is that of a 2D pixelized map of object
counts n(Ωˆi), where Ωˆi specifies the angular coordinate
of the i-th pixel. For the cross-correlation analysis we
consider maps of normalized counts n(Ωˆi)/n¯, where n¯
is the mean object density in the unmasked area, and
CMB temperature maps, also pixelized with a matching
angular resolution.
In our analysis we compute both the angular 2-point
cross-correlation function, CCF, w(cT )(θ), and its har-
monic transform, the angular power spectrum C¯
(cT )
` ,
CAPS. However, we restrict the quantitative analysis to
the CAPS only. The reason for this choice is that the
CAPS has the advantage that different multipoles are al-
most uncorrelated, especially after binning. Their covari-
ance matrix is therefore close to diagonal, which simpli-
fies the comparison between models and data. Similarly,
we compute also the auto-correlation power spectrum of
the catalogs (APS) and the related auto-correlation func-
tion (ACF).
We use the PolSpice8 statistical toolkit [66–69] to es-
timate the correlation functions and power spectra. Pol-
Spice automatically corrects for the effect of the mask.
In this respect, we point out that the effective geometry
of the mask used for the correlation analysis is obtained
by combining that of the CMB maps with those of each
catalog of astrophysical objects. The accuracy of the Pol-
Spice estimator has been assessed in [70] by comparing
the measured CCF with the one computed using the pop-
ular Landy-Szalay method [71]. The two were found to
8 See http://www2.iap.fr/users/hivon/software/PolSpice/
be in very good agreement. PolSpice also provides the
covariance matrix for the angular power spectrum, V¯``′
[72].
For the case of source catalog APS a further step is
required. Contrary to the CAPS, the APS contains shot
noise due to the discrete nature of the objects in the
map. The shot noise is constant in multipole and can
be expressed as CN = 4pifsky/Ngal, where fsky is the
fraction of sky covered by the catalog in the unmasked
area and Ngal is the number of catalog objects, again
in the unmasked area. The above shot-noise has been
subtracted from our final estimated APS.
The Planck Point Spread Function and the map pix-
elization affect in principle the estimate of the CAPS.
However, the CAPS contains information on the ISW
only up to ` ∼ 100 where these effects are negligible. We
will thus not consider them further.
Finally, to reduce the correlation in nearby multipoles
induced by the angular mask, we use an `−binned ver-
sion of the measured CAPS. The number of bins and
the maximum and minimum ` used in the analysis will
be varied to assess the robustness of the results. We in-
dicate the binned CAPS with the same symbol as the
unbinned one, C
(cT )
` . It should be clear from the context
which one is used. The C
(cT )
` in each bin is given by the
simple unweighted average of the C
(cT )
` within the bin.
For the binned C
(cT )
` we build the corresponding covari-
ance matrix as a block average of the unbinned covariance
matrix V``′ , i.e.,
∑
``′ V``′/∆`/∆`
′, where ∆`,∆`′ are the
widths of the two multipole bins, and `, `′ run over the
multipoles of the first and the second bin. The binning
procedure is very efficient in removing correlation among
nearby multipoles, resulting in a block covariance ma-
trix that is, to a good approximation, diagonal. We will
use nonetheless the full block covariance matrix in the
following, although we have checked that using the diag-
7catalog z b χ2min bHalofit χ
2
min bHalofit+σδz χ
2
min
SDSS 0-0.1 0.70± 0.02 3.59 0.69± 0.02 3.76 0.71± 0.02 4.11
0.1-0.3 1.03± 0.03 1.71 1.03± 0.03 1.68 1.02± 0.03 1.63
0.3-0.4 0.88± 0.03 0.64 0.88± 0.03 0.63 0.87± 0.03 0.61
0.4-0.5 0.79± 0.02 4.84 0.80± 0.02 4.65 0.84± 0.03 4.99
0.5-0.7 1.14± 0.04 6.16 1.13± 0.04 5.86 1.23± 0.04 6.35
0.7-1 1.02± 0.11 15.04 1.03± 0.11 14.99 1.23± 0.13 15.16
WIxSC 0-0.09 0.62± 0.03 0.46 0.60± 0.03 0.38 0.57± 0.03 0.28
0.09-0.21 0.89± 0.03 2.38 0.87± 0.03 2.67 0.88± 0.03 2.62
0.21-0.3 0.80± 0.02 10.07 0.81± 0.02 10.14 0.80± 0.02 10.09
0.3-0.6 0.96± 0.03 5.62 1.03± 0.04 5.88 1.24± 0.04 5.55
QSO 0-1 1.55± 0.16 5.9 1.56± 0.16 5.93 1.45± 0.15 4.97
0.5-1 1.54± 0.26 3.09 1.55± 0.26 3.07 1.52± 0.26 3.07
1-2 2.64± 0.27 3.61 2.66± 0.27 3.59 2.61± 0.27 3.6
2-3 3.19± 0.50 7.08 3.21± 0.51 7.05 3.51± 0.55 7.08
2MPZ 0-0.105 1.09± 0.03 4.41 1.03± 0.03 1.30 1.03± 0.03 1.26
0.105-0.195 1.12± 0.04 2.00 1.12± 0.04 2.07 1.19± 0.04 2.17
0.195-0.3 1.84± 0.09 6.54 1.86± 0.09 6.67 2.03± 0.09 6.34
NVSS 0-6 2.18± 0.08 3.02 2.04± 0.08 0.64 — —
catalog z b χ2min bHalofit χ
2
min
SDSS 0-1 1.34± 0.04 1.25 1.35± 0.04 1.27 1.39± 0.04 1.59
WIxSC 0-0.6 1.08± 0.03 3.15 1.07± 0.03 3.74 1.12± 0.03 3.94
QSO 0-3 2.67± 0.23 2.77 2.68± 0.23 2.76 2.66± 0.23 2.4
2MPZ 0-0.3 1.23± 0.04 5.19 1.17± 0.04 2.04 1.20± 0.04 1.98
TABLE II. Linear biases for the different redshift bins of the various catalogs fitted for a fixed cosmological model. The reported
errors on the bias are derived from the fit of Eq. (7); goodness of fit is quantified in the relevant χ2 columns. The χ2 refers to
the case of a fit with 4 bins in the multipole range 10-60.
onal only gives minor differences. When showing CAPS
plots, however, we use the diagonal terms to plot the er-
rors on the C`, (∆C`)
2
=
∑
``′ V``′/∆`
2, where the sum
runs over the multipoles of the bin contributing to C`.
VII. DERIVATION OF THE ISW
SIGNIFICANCE
In this section we illustrate the two methods we use
to quantify the significance of the ISW. We will assume
for the first method a flat ΛCDM model with cosmo-
logical parameters Ωbh
2 = 0.022161, Ωch
2 = 0.11889,
τ = 0.0952, h = 0.6777, ln 1010As = 3.0973 at k0 = 0.05
Mpc−1, and ns = 0.9611, in accordance with the most
recent Planck results [1].
A. Method 1
This is the usual method employed in previous publi-
cations to study the significance of the ISW. In this case
we fix the cosmological model to the best-fit one mea-
sured by Planck, and we derive with class the matter
power spectrum P (k, z), which is used to calculate the
expected auto-correlation C` for each catalog for the ap-
propriate redshift bin. The measured auto-correlation is
then used to fit the linear bias, as a proportionality con-
stant in the predicted C`. An example of this fit is shown
in the left panel of Fig. 2. A simple χ2 over the bins of
the auto-correlation is used for the fit:
χ2AC ≡ χ2(b2) =
∑
` bins
(Cˆc` (b
2)− Cc` )2
(∆Cc` )
2
, (7)
where Cˆc` and C
c
` represent the model and the measured
CAPS, and the sum is over all ` bins.
As mentioned in Sec. VI we tested that the use of the
full covariance matrix with respect to the diagonal ex-
pression for the χ2 above does not give appreciable differ-
ences. Table II summarizes the various measured biases,
and the default binning used for the auto-correlations.
We tested the robustness of the fitted biases changing
the number of bins from 4 to 6 and the maximum ` from
40-80, and we found stable results, with variations of the
order of 10%. A maximum ` of 40-80 is chosen since
above this range typically non-linear effects become sig-
nificant. As the default case, we use 4 bins in the range
10-60.
As a further test we checked the impact of using
non-linear corrections to the matter power spectrum to
model the auto-correlation of the catalogs. The non-
linear corrections were implemented through the version
8catalog z AISW
A
σA
χ20 χ
2
min ∆χ
2
SDSS 0-0.1 0.23± 3.35 0.07 1.224 1.219 0.005
0.1-0.3 0.90± 1.03 0.87 3.89 3.12 0.76
0.3-0.4 1.94± 1.24 1.57 4.47 2.01 2.45
0.4-0.5 2.77± 1.36 2.03 6.57 2.45 4.12
0.5-0.7 2.59± 1.13 2.28 9.28 4.06 5.22
0.7-1 1.00± 2.72 0.37 6.76 6.62 0.13
WIxSC 0-0.09 5.24± 4.86 1.08 2.84 1.68 1.16
0.09-0.21 0.34± 1.01 0.33 4.63 4.52 0.11
0.21-0.3 1.04± 0.94 1.1 3.62 2.4 1.21
0.3-0.6 1.33± 0.94 1.41 4.91 2.92 1.99
QSO 0-1 2.50± 1.64 1.52 5.95 3.64 2.31
0.5-1 2.39± 1.65 1.45 7.46 5.34 2.11
1-2 2.49± 1.64 1.52 3.99 1.68 2.31
2-3 1.83± 4.80 0.38 3.11 2.96 0.14
2MPZ 0-0.105 1.25± 3.43 0.36 1.26 1.13 0.13
0.105-0.195 0.53± 1.77 0.3 1.12 1.03 0.09
0.195-0.3 1.04± 1.47 0.71 1.66 1.16 0.5
NVSS 0-6 1.70± 0.57 2.97 14.9 6.11 8.79
catalog AISW
A
σA
χ20 χ
2
min ∆χ
2
SDSS 1.89± 0.57 3.29 30.96 20.11 8.46
WIxSC 0.93± 0.56 1.67 13.16 10.39 2.76
Quasars 2.41± 1.13 2.13 14.55 10.01 2.99
2MPZ 0.87± 1.07 0.81 4.04 3.38 0.65
SDSS+WIxSC 1.39± 0.40 3.49 44.12 31.94 11.21
SDSS+Quasars 1.99± 0.51 3.9 45.51 30.28 11.45
SDSS+WIxSC+Quasars 1.51± 0.38 4 58.67 42.66 14.2
SDSS+WIxSC+Quasars+NVSS+2MPZ 1.51± 0.30 5 77.61 52.61 22.16
SDSS+WIxSC+Quasars+NVSS 1.56± 0.31 4.97 73.57 48.85 21.52
SDSS+WIxSC+NVSS+2MPZ 1.44± 0.31 4.6 63.06 41.92 19.17
SDSS+Quasars+NVSS+2MPZ 1.75± 0.36 4.88 64.45 40.67 19.41
SDSS+WIxSC+Quasars+2MPZ 1.44± 0.36 4.04 62.71 46.35 14.85
WIxSC+Quasars+NVSS+2MPZ 1.36± 0.35 3.84 46.65 31.9 13.71
TABLE III. Summary of the measured ISW and related significances for the single redshift bins of each catalogs (top table)
and for various combinations of the catalogs, where, in the latter case, also the individual redshift bins of each catalog were
combined (bottom table). The last five rows give the cases in which a single catalog is excluded from the fit each time. The χ2
refers to the case of a fit with 4 bins in the multipole range 4-100.
catalog AISW
A
σA
χ20 χ
2
min ∆χ
2
SDSS 0.96± 0.65 1.49 5.3 3.09 2.21
WIxSC 0.62± 0.61 1.02 5.28 4.24 0.65
Quasars 1.28± 0.63 2.03 5.55 1.41 3.94
2MPZ 0.90± 2.32 0.39 0.87 0.72 0.15
NVSS 1.70± 0.57 2.97 14.9 6.11 8.79
SDSS+WIxSC 0.94± 0.42 2.23 18.47 13.48 4.96
SDSS+Quasars 1.32± 0.56 2.35 19.85 14.33 5.2
SDSS+WIxSC+Quasars 1.12± 0.40 2.84 33.02 24.97 7.95
SDSS+WIxSC+Quasars+NVSS 1.31± 0.33 4.02 47.91 31.76 15.27
SDSS+WIxSC+Quasars+NVSS+2MPZ 1.27± 0.31 4.08 51.95 35.28 15.92
TABLE IV. Summary of the measured ISW and related significances for the the case of no redshift binning of the catalogs.
Various combinations of the catalogs are shown.
9Parameter 68% limits
10−2ωb 2.226± 0.019
ωcdm 0.1187± 0.0012
ns 0.9674± 0.0043
10−9As 2.152± 0.052
h 0.6780± 0.0053
τreio 0.068± 0.013
10−2APlanck 100.01± 0.25
ΩΛ 0.6916± 0.0071
TABLE V. Results of the MontePython fit to Planck +
BAO data only. Here ΩΛ is a derived parameter and APlanck
a Planck nuisance parameter.
of Halofit [73] implemented in class v2.6.1. The last 2
columns of Table II show the bias and the best-fit χ2 ob-
tained using the non-linear model. It can be seen that the
biases obtained with and without non-linear corrections
are fully compatible. The only exception is the first red-
shift bin of 2MPZ where the best-fit bias changes at the
2 σ level. More importantly, the fit shows a visible im-
provement from χ2 ∼ 4.4 to χ2 ∼ 1.3. This is expected,
since at these low redshifts even the small `s correspond
mostly to small, non-linear, physical scales. As we show
below, however, 2MPZ presents little or no imprint of
the ISW effect, so we conclude that the use of the linear
P (k, z) has a negligible impact on the study of the ISW
effect in this analysis.
As an additional comment about the galaxy biases re-
ported in Table II, we note that the ∼10% variation
quoted above is typically larger than the statistical er-
rors given in that Table, the latter being sometimes only
a few %; this means that the bias errors are systematics-
rather statistics-limited. Also, in some cases, for exam-
ple most notably in the z ∈ [0.7, 1.0] bin of SDSS DR12
galaxies, the minimum χ2 is quite large, indicating a poor
quality of the fit. This is also visible in some of the AC
plots provided in Appendix A. This is likely related to
non-uniformities of the catalogs, which are more severe
in the tails of the redshift distribution, which in particu-
lar leads to excessively large measured low-` AC power in
some cases. Therefore, in such instances, the small sta-
tistical errors on b should be taken with care. In general,
we stress that the precise determination of the bias error
is not crucial in this analysis, which is, instead, focused
on the determination of the significance of the ISW ef-
fect. To this aim, the error, and even the value of the
bias, have only a limited impact. See further discussion
below.
In the second step, all the galaxy biases are fixed to
best-fit values previously derived, and only the measured
cross-correlations are used. At this point only a single pa-
rameter AISW is fitted using as data either a single mea-
sured cross-correlation or a combination of them, with
the χ2 statistics:
χ2CC ≡ χ2(AISW) =
∑
z−bins
∑
cat.
∑
` bins
(AISWCˆ
Tc
` − CTc` )2
(∆CTc` )
2
,
(8)
where CˆTc` and C
Tc
` represent the model (for the standard
ΛCDM cosmological model considered) and the measured
catalog – CMB temperature cross-correlation for a given
redshift bin, respectively, the sum is over all the ` bins,
and over different catalogs and different redshift bins.
The linear parameter AISW quantifies the agreement with
the above standard model expectation. In the denomi-
nator we use the error provided by Polspice discussed in
the previous section. In principle, however, one should
use an error where the model is taken into account. For
the case of binned data, however, this is a small effect
(see for example discussion in [74]).
An example of measured cross-correlation and fit to
the model is shown in the right panel of Fig. 2. Table III
summarizes the results of the fit for each single z-bin
of each catalog, for each catalog combining the different
z-bins, and for different combinations of the catalogs,
where, again, for each catalog z-binning has been used.
For the default case we use four multipole bins between `
of 4 and 100, but, again, we have verified that the results
are stable when changing the number of bins from 4 to 6
and the maximum ` from 60 to 100, which is expected,
since the ISW effect is rapidly decreasing as a function
of `, and not much signal is expected beyond ` ∼ 60.
To quantify the significance of the measurement we use
as test-statistic the quantity
TS = χ2(0)− χ2min , (9)
where χ2min is the minimum χ
2, and χ2(0) is the χ2
of the null hypothesis of no ISW effect, i.e. of the case
AISW = 0. TS is expected to behave asymptotically as
a χ2 distribution with a number of degrees of freedom
equal to the number of fitted parameters, allowing us to
derive the significance level of a measurement based on
the measured TS. In this case, since there is only one
fitted parameter, the significance in sigma is just given
by
√
TS. From Table III one can see that the maxi-
mum significance achieved with Method 1 when using
all the catalogs in combination is
√
22.16 = 4.7σ. From
the different results it can also be seen that the main
contribution is given by NVSS and SDSS DR12 galax-
ies. We remind that the cross-correlation with NVSS is
calculated masking the area of the sky used to calculate
the correlation with SDSS. The two are, thus, completely
independent. A smaller, and comparable, contribution,
is given by WI×SC and SDSS-QSO. 2MPZ instead show
basically no sign of ISW, which is expected given the very
low z range. In the Table we also include a column with
the signal to noise (S/N=A/σA) of the ISW measurement
for comparison with other works since this quantity is of-
ten reported in the literature. We can see that the global
fit reaches a S/N of 5.
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We also show in Table IV the result of the fit when no
redshift binning is used. It is clear that without such bin-
ning the significance of the ISW is significantly reduced,
especially for SDSS-DR12 and WI×SC , while the signif-
icance of SDSS-QSO is almost unchanged. Overall, when
no redshift binning is used, the significance of the ISW
effect combining all the catalog is 4.0 σ, which is signif-
icantly reduced with respect to the 4.7 σ achieved with
the redshift binning.
As mentioned above, the derived significance is very
weakly dependent on the exact values of the biases used.
For the case of a single catalog redshift bin, this is clear
looking at Eqs. (6) & (8), which show that the ISW sig-
nal is linear in b. The fit to the cross-correlation thus
constraints the quantity bAISW and the value of b is not
important for the determination of the significance, al-
though, clearly, is relevant in determining the value of
AISW. When several redshift bins and catalogs are used,
the above argument is not exact anymore, but remains
approximately valid. We checked, indeed, that using dif-
ferent biases derived from the autocorrelation fits using
different `max and different number of ` bins, gives un-
changed significances.
We can see that the preferred AISW value from the
combined fit is slightly larger than 1 at a bit more than
1 σ. In the single catalog fits, both NVSS, QSOs and
SDSS seem to drive the AISW value above 1. This is
confirmed in the last 5 rows of Table III where different
fits are performed each time excluding only one catalog
and combining the remaining four. All the fits give com-
patible results with AISW above 1 at around 1 σ or a
bit more. This result is further scrutinized in Section IX
where we investigate if this slight difference of AISW from
1 can be interpreted as an indication of departure of DE
from the simple case of a cosmological constant.
B. Method 2
The first method is, in principle, not fully self-
consistent, because the auto-correlations, and hence the
biases, are sensitive to the underlying matter power spec-
trum. We fixed the matter power spectrum to the Planck
ΛCDM best-fitting model, but this may not be the best
fit to the auto-correlation data. The induced error should
be negligible when CMB and BAO are also used, since
they impose P (k) to be very close to the fiducial model.
But more importantly, the cross-correlation determines
a given amount of ISW, and this has in principle an ef-
fect on cosmology, since a different ISW means a different
Dark Energy model and thus also a different P (k). For
these reasons it is more consistent to fit to the data at
the same time as the bias parameters, the cosmological
parameters, and the AISW parameter used to assess the
detection significance.
We perform such a fit using the MontePython en-
vironment. The fit typically involves many parameters
(> 15) which can present degeneracies which are not
known in advance. To scan efficiently this parameter
space we runMontePython in the Multinest mode [75].
In this way we can robustly explore the posterior with
typically ∼ 106 likelihood evaluations, and efficiencies of
the order of 10%. We consider two cases.
In the first case, we only use cross-correlation and auto-
correlation measurements. We call this dataset AC+CC,
and we fit a total of 22 parameters, i.e, 15 biases, AISW,
and the six ΛCDM parameters (ωb, ωcdm, ns, h, As,
τreio). When Planck data are used, we also include the
nuisance parameter APlanck [1]. For all cosmological pa-
rameters except ωcdm, we use Gaussian priors derived
from a fit of Planck+BAO summarized in Table V, which
are consistent with those published in [1]. The error
bars from Planck+BAO are so small that we find es-
sentially the same result for AISW when fixing these five
parameters to their best fit values instead of marginal-
izing over them with Gaussian priors. Our results for
this fit are shown in the first column of Table VI. As ex-
pected, the constraint on ωcdm coming from the AC+CC
data is weaker than that from Planck+BAO data, by
about a factor 6. Also, the ωcdm best-fit of the AC+CC
analysis is lower than the Planck+BAO fit, by about 2σ.
The fitted galaxy biases are typically compatible with
those of Method 1, although in several cases they are 10-
20% larger, which can be understood as a consequence of
the lower ωcdm, resulting in a lower P (k) normalization.
Indeed, the measured auto-correlations basically fix the
product of the squared biases and of the overall P (k) am-
plitude. Comparing the case with free AISW to the one
with AISW = 0, we find TS=∆χ
2= 22, giving a signifi-
cance of 4.7 σ, identical to the one found in Method 1.
With the same setup we also perform a fit using CC data
only. The results are shown in the second column of Ta-
ble VI. In this case the biases are determined from the
cross-correlation only, without relying on the autocor-
relation. It is interesting to see that, even in this case,
good constraints on the biases can be achieved, although,
clearly, the errors are much larger (by a factor of ∼ 4-5)
than when including the AC data. We find for this case
TS=26.5 corresponding to a significance of 5.1 σ, thus
reaching the 5 σ threshold. The increase in significance
seems to be due to the larger freedom in the fit of the
biases which allows to reach an overall better best-fit of
the CC data with respect to the case in which the biases
are constrained by the AC data.
In the second case, we fit the same parameters to the
data, but we now include the full Planck+BAO likeli-
hoods instead of Gaussian priors on five parameters. For-
mally, we use the Planck and BAO likelihoods combined
with the χ2 from the AC+CC data:
logL = logLPL + logLBAO − χ2AC/2− χ2CC/2. (10)
It should be noted that the use of other data besides
AC+CC does not affect the ability to derive the signifi-
cance of the ISW detection, which is only encoded in the
parameterAISW entering the AC+CC likelihood. Results
of this fit are shown in the third column of Table VI.
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Parameter AC+CC CC PL+AC+CC
10−2ωb 2.230± 0.014 2.229± 0.013 2.228± 0.020
ωcdm 0.1060± 0.0062 0.1045+0.0093−0.023 0.1185± 0.0012
ns 0.9670± 0.0039 0.9667± 0.0036 0.9678± 0.0043
10−9As 2.132± 0.049 2.142± 0.044 2.149± 0.051
h 0.6770± 0.0044 0.6775± 0.0044 0.6790± 0.0053
τreio — — 0.068± 0.013
10−2APlanck — — 100.01± 0.25
AISW 1.53± 0.29 1.57± 0.29 1.62± 0.30
b0,2MPZ 1.276± 0.059 1.37+0.29−0.24 1.194± 0.028
b1,2MPZ 1.243± 0.049 1.31+0.22−0.31 1.188± 0.030
b2,2MPZ 1.795± 0.080 1.89± 0.27 1.743± 0.070
b0,SDSS 1.104± 0.043 1.11+0.15−0.24 1.060± 0.030
b1,SDSS 0.904± 0.030 0.887+0.11−0.089 0.883± 0.025
b2,SDSS 0.820± 0.027 0.84+0.21−0.13 0.800± 0.023
b3,SDSS 1.178± 0.038 1.11+0.22−0.14 1.160± 0.034
b4,SDSS 1.12
+0.12
−0.11 0.99
+0.22
−0.25 1.11
+0.12
−0.10
b0,WISC 0.951± 0.040 1.01+0.15−0.23 0.914± 0.030
b1,WISC 0.851± 0.032 0.85+0.16−0.21 0.828± 0.026
b2,WISC 1.005± 0.038 0.99+0.16−0.20 0.988± 0.034
b0,QSO 1.44
+0.25
−0.22 1.26
+0.45
−0.32 1.40
+0.27
−0.22
b1,QSO 2.46
+0.26
−0.22 1.90
+0.60
−0.41 2.47
+0.27
−0.24
b2,QSO 3.35
+0.41
−0.33 2.68
0.60
−0.52 3.34
+0.46
−0.39
bNVSS 2.54± 0.11 2.31± 0.39 2.479± 0.097
ΩΛ 0.720± 0.014 0.722+0.050−0.022 0.694± 0.005
TS 22.0 26.5 24.9
σ 4.7 5.1 5.0
∆ log(ev) 11.9 11.5 12.7
TABLE VI. Result of the MontePython fits in the ΛCDM model with using several combinations of Planck data, AC data
and CC data. When the Planck data is not used, Gaussian priors on the cosmological parameters except ωcdm are assumed.
Here ΩΛ is a derived parameter. The third to last row gives the Test Statistics (TS) which is equal to ∆χ
2 for the fit in the
first two column and −2 ∆ logL for the fit in the third column. The second to last row gives the significance σ = √TS. Finally,
the last row gives the logarithm of the Bayes factor, representing the evidence for non-zero AISW in Bayesian terms.
The main difference with respect to the previous fit is
the value of ωcdm, now driven back to the Planck best-
fit. This upward shift in ωcdm results, again, in a global
downward shift of the biases, by about 10-20%, giving
now a better compatibility with the results of Method 1.
In general, apart from the small degeneracy with ωcdm
resolved by the inclusion of Planck+BAO data, the biases
are well constrained by the fit. This means that the sub-
space of biases is approximately orthogonal to the rest of
the global parameter space, which simplifies the fit and
speeds up its convergence. To measure the significance,
in this case we define the test statistic as TS= −2 ∆ logL,
which shares the same properties of the TS defined in
terms of the χ2. Comparing the case with free AISW to
the one with AISW = 0, we now get TS= −2 ∆ logL =
24.9, which gives a significance of 5.0 σ. Since the cos-
mology is basically fixed by the Planck+BAO data to a
point in parameter space very close to the fiducial model
of Method 1, this improvement in significance comes, ap-
parently, from fitting jointly the biases and AISW (while
in Method 1 the biases were kept fixed using the results of
the first step of the method). The joint fit explores the
correlations which exist between the biases and AISW.
This results in a better global fit, and also in a slightly
enhanced AISW significance, reaching the 5 σ threshold.
Finally, since the fit performed with Multinest auto-
matically provides also the evidence of the Posterior, in
the last row of Table VI we additionally report the loga-
rithm of the Bayes factor, i.e., the logarithm of the ratio
of the evidences for the two fits where AISW is free and
where it is fixed to AISW = 0. We find in all cases values
around ∼12. Logarithm of the Bayes factors larger than
5 represents strong evidence according to Jeffreys’ scale
[76].
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FIG. 3. Measured cross-correlation of 2MPZ in one single
redshift bin with CMB maps from Commander, NILC, SEVEM,
and SMICA.
VIII. ROBUSTNESS TESTS
In this section we describe some further tests per-
formed to verify the robustness of the results.
As mentioned in Sec. III, several CMB maps are avail-
able from Planck, resulting from different foreground
cleaning methods. In Fig. 3 we show the results of the
cross-correlation using four CMB maps cleaned with four
different methods. We pick up as an example the cross-
correlation with the full 2MPZ catalog, without subdivi-
sion in redshift bins. It clearly appears that the use of
different maps has no appreciable impact on the result.
Another important aspect is the possible frequency de-
pendence of the correlation. In particular, while the ISW
effect is expected to be achromatic, some secondary ef-
fects, like a correlation due to a Sunyaev-Zel’dovich [77]
or Rees-Sciama [78] imprint in the CMB map, are ex-
pected to be frequency dependent. To test this possi-
bility, we use available Planck CMB maps at 100 GHz,
143 GHz and 217 GHz. Again the the full 2MPZ cata-
log is used as example, since these effects are expected
to peak at low redshift. Fig. 4 shows the result of the
correlation at different frequencies. We observe a very
small trend of the CAPS with frequency, especially for
the first ` bin, but this effect is negligible with respect to
the error bars of the data points. Results are similar for
the other catalogs, showing no frequency dependence.
Finally, we tested the effect of photo-z errors. In
the basic setup, the theoretical predictions for the auto-
and cross-correlation functions per redshift bin are mod-
eled by assuming that the true redshift distribution is
well approximated by the photo-z one, i.e. dN/dztrue '
dN/dzphot. In reality, sharp cuts in dN/dzphot will cor-
respond to more extended tails in dN/dztrue because
the photo-zs are smeared out in the radial direction.
However, we can easily take photo-z errors into ac-
101 102
2.5
0.0
2.5
5.0
C
1e 8 2MPZ
100 GHz
143 GHz
217 GHz
FIG. 4. Measured cross-correlation of 2MPZ in one single
redshift bin with CMB at 100 GHz, 143 GHz and 217 GHz.
count if we know their statistical properties. In the
case of 2MPZ, the photo-z error is basically constant
in z and has roughly Gaussian scatter of σδz ' 0.015
centered at 〈δz〉 = 0, while for WI×SC the scatter is
σδz(z) = 0.033(1+z) with also approximately zero mean
in δz. For SDSS QSOs it is also approximately constant
in z and equal to 0.24. Finally, for SDSS DR12 the error
is σδz(z) = 0.022(1 + z) (see Sec. V). We thus derive the
effective true redshift distribution of a given bin by con-
volving the measured photo-z selection function in that
bin with a z-dependent Gaussian of width σδz(z). The
resulting true-z distribution is a smoothed version of the
photo-z distribution, presenting tails outside the edges
of the bin. We then use this distribution to fit again the
auto- and cross-correlations data. The results are shown
in the last column of Table II. We find that the effect of
photo-z errors has some impact on the determination of
the biases. The effect is most important in the high-z
tails of various catalogs, and, in particular, WI×SC and
SDSS DR12. This is not surprising since, in these cases,
the photo-z errors increase with redshift and are largest
at high-z. The effect is at the level of 10-20%. This cor-
responds to a decrease in AISW of the same amount in
these bins. Nonetheless, since the above bins only have
a limited weight on the combined fit, the impact on the
final AISW determined from the global fit of all bins and
catalogs is basically negligible.
IX. DARK ENERGY FIT
In this section we investigate the power of the cross-
correlation data to constrain DE, in a similar framework
as presented in [79, 80] and [81]. For this purpose, we do
not use the AISW parameter employed in Sec. VII, since
it is only an artificial quantity necessary to evaluate the
ISW significance from the cross-correlation data. How-
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FIG. 5. Marginalized posterior in the w0 − wa plane for the
three different fits, Planck+BAO, Planck+BAO+CC and CC
only.
4.5 3.0 1.5 0.0
wa
1 0 1 2
w0
4.5
3.0
1.5
0.0
w
a
Planck+BAO
AC
CC
FIG. 6. Marginalized posterior in the w0 − wa plane for the
three different fits, Planck+BAO, CC only, and AC only.
ever, as shown in Sec. VII, there is indication that the
best-fit value of AISW is above 1 at slightly more than 1σ.
This suggests (although with low statistical significance)
that DE could differ from a simple cosmological constant.
To investigate this more in detail, we perform a fit with
Method 2 of Sec. VII, but with AISW = 1, and with extra
parameters accounting for dynamical Dark Energy. For
simplicity, we use the w0−wa empirical parametrization
Parameter 68% limits
10−2ωb 2.224± 0.021
ωcdm 0.1190± 0.0017
ns 0.9668± 0.0051
10−9As 2.137± 0.063
h 0.639+0.018−0.029
w0 −0.58+0.30−0.25
wa −1.10± 0.76
Ω0,fld 0.650
+0.024
−0.029
TABLE VII. Results of the MontePython fit with using
Planck + BAO data.
[82, 83] and the parameterized post-Friedmann frame-
work of [84] and [85], which are implemented in class,
to study models with w < −1. We test several different
fit setups. In particular, since the AC dataset is a cosmo-
logical probe with its own sensitivity to the cosmological
parameters, we test various combinations in which the
AC and CC data are used separately. A further reason
to study the AC data separately from the CC ones is that
the APS of extragalactic objects are typically difficult to
model accurately, even at small `, due to the non-linearity
and possible stochasticity of the galaxy bias with respect
to matter. Separate fits to the AC and CC data could
then reveal inconsistencies that might be associated to
our minimal assumption that the bias is linear and scale-
independent. A further reason to study separately the
AC and CC data is the fact that the AC ones are more
prone to possible systematic effects present in the cat-
alogs like, for example, non-uniform calibration across
the sky. These systematics would more severely bias the
AC-based cosmological inference, while the CC measure-
ments are more robust in this respect, since systematic
offsets or mis-calibrations across the sky do not generally
correlate with the LSS nor the CMB.
We perform the following fits: (a) Planck+BAO, (b)
Planck+BAO+CC+AC, (c) Planck+BAO+CC, (d) CC
only, (e) AC only, (f) AC+CC. Case (a) has the standard
6 ΛCDM parameters, plus wa, w0, and one Planck nui-
sance parameter, APlanck, required for the evaluation of
the Planck likelihood [1], thus 9 parameters in total. The
results of this baseline fit are shown in Table VII. Case
(b) includes CC and AC datasets, and uses additionally
15 bias parameters (24 parameters in total). Case (c) is
similar to (b) but without AC data. Since the biases are
still needed for the CC fitting, they are still included in
the fit, but with a Gaussian prior coming from fit (b).
We verified that just fixing the biases to the best fit (b),
instead of including them in the fit with Gaussian priors,
does not actually change the results. Similarly, the result
does not change if the biases are taken from another fit
than (b), like (e) or (f). For fit (d), featuring only CC
data, all cosmological parameters except (wa, w0, ωcdm)
and all bias parameters are either fixed or marginalized
with Gaussian priors. For fit (e), featuring only AC data,
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all cosmological parameters except (wa, w0, ωcdm) are
fixed to best-fit values, while the biases are left free, since
they are constrained by the AC data. Finally fit (f) com-
bines AC and CC data, and uses the same setup as fit
(e).
Figs. 5-6 show the results for w0 and wa (marginalized
over all the remaining parameters) for some of these fits.
Table VIII gives the confidence intervals on all the pa-
rameters for all our fits. The most evident result is that
the AC-only fit selects a region of parameter space sig-
nificantly in tension with the Planck+BAO constraints,
basically excluding the standard case (w0, wa) = (−1, 0)
at more than 3 σ. This is either a consequence of the
linear bias model not being accurate enough to provide
reliable cosmological constraints, or an indication of some
systematic effects in some of the catalogs. Problems in
the modeling of the bias might be particularly relevant
for the auto-correlation of the catalogs in the highest red-
shift bins, which are the most sensitive to deviations from
a standard cosmological constant, but also the ones ly-
ing in the tail of the redshift distribution of the catalog,
where different population of galaxies are probably se-
lected, which requires more accurate modeling. More so-
phisticated approach to the modeling of the catalog auto-
correlations might be thus required to address properly
this issue. Various bias models have been proposed be-
yond linear bias, like for instance models based on the
halo occupation distribution of the catalog objects (see
for instance [86]). We leave a systematic study of this
subject for future work. Intrinsic artifacts in the catalog,
like non-uniformity in the sky coverage, or large errors in
the photo-z determination, are also a likely issue. These
problems can become more evident especially in the tails
of the redshift distribution. Indeed, the largest χ2 for
AC fits from Table II are for the z-bins in the tail of the
distribution, especially for SDSS DR12 and QSOs, indi-
cating a poor match between the model and the data.
This can be seen more explicitly also in the related plots
in Appendix A.
Hence, in deriving DE constraints it is more conser-
vative to discard information from AC and focus on CC
only. We see that the constraints from the CC data are
compatible with Planck+BAO results. However, given
the relatively low significance of the ISW effect, the for-
mer are about three times weaker than the latter for each
parameter. The direction of the degeneracy between w0
and wa is approximately the same in the two fits, which
was not obvious a priori, since the two data sets are sen-
sitive to Dark Energy through different physical effects
(the ISW effect in CMB temperature angular spectrum
for the CC fit, and the constraint on the BAO scale for
the Planck + BAO fit). It appears that the valley of well-
fitting models with w0 > −1 always corresponds to w(z)
crossing −1 in the range 0.0 < z < 1.5, but with very dif-
ferent derivatives w′(z). Even when w0 is very large, all
models in this valley do feature accelerated expansion of
the Universe in the recent past, but not necessarily today.
In fact, when w0 increases while wa decreases simultane-
ously, the stage of accelerated expansion is preserved but
translated backward in time.
Since the CC data are less sensitive than Planck and
do not feature a different direction of degeneracy, the
joint constraints from Planck+BAO+CC are basically
unchanged with respect to Planck+BAO only.
X. DISCUSSION AND CONCLUSIONS
We derived an updated measurement of the ISW ef-
fect through cross-correlations of the cosmic microwave
background with several galaxy surveys, namely, 2MASS
Photometric Redshift catalog (2MPZ), NVSS, SDSS
QSOs, SDSS DR12 photometric redshift dataset, and
WISE × SuperCOSMOS; the two latter are here used
for the first time for an ISW analysis. We also improved
with respect to previous analyses performing tomogra-
phy within each catalog, i.e., exploiting the photomet-
ric redshifts and dividing each catalog into redshift bins.
We found that the current cross-correlation data provide
strong evidence for the ISW effect and thus for Dark En-
ergy, at the 5 σ level.
However, current catalogs are still not optimal to de-
rive cosmological constraints from the ISW, for two main
reasons. First, the clustering of objects requires compli-
cated modeling, probably beyond the simple linear bias
assumption. On this last point, improvements are possi-
ble using more sophisticated modeling, but at a price of
introducing more nuisance parameters. Also, the tails of
the redshift distributions of the objects might be more
strongly affected by catalog systematics such as uneven
sampling or large photo-z errors.
Second, the data used in this paper are sensitive mostly
to the redshift range 0 < z < 0.6, while the ISW effect
is expected to be important for 0.3 < z < 1.5. Several
planned or forthcoming wide-angle galaxy surveys will
cover this redshift range and should thus bring (major)
improvement for ISW detection via cross-correlation with
CMB. For the Euclid satellite, the predicted significance
of such a signal is ∼ 8σ [87], and one should expect simi-
lar figures from the Large Synoptic Survey Telescope [88],
and the Square-Kilometer Array [89]. The very high S/N
of ISW from these deep and wide future catalogs will not
only allow for much stronger constraints on dark energy
than we obtained here, but even on some modified gravity
models which often predict very different ISW signatures
than ΛCDM [e.g. 90].
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Parameter AC+CC CC+bias priors AC PL+AC+CC PL+CC+bias priors
10−2ωb 2.222± 0.021 2.222± 0.022 2.222± 0.021 2.232± 0.022 2.227± 0.022
ωcdm 0.1134± 0.0075 0.111+0.016−0.029 0.114± 0.011 0.1179± 0.0018 0.1185± 0.0018
ns 0.9652± 0.0055 0.9642± 0.0057 0.9647± 0.0055 0.9691± 0.0056 0.9681± 0.0054
10−9As 2.162± 0.076 2.187± 0.080 2.183± 0.077 2.151± 0.065 2.152± 0.064
h 0.624+0.023−0.029 0.641± 0.031 0.592± 0.058 0.625+0.026−0.030 0.625+0.028−0.031
τreio — — — 0.069± 0.017 0.068± 0.016
ΩΛ 0.650± 0.029 0.672+0.068−0.048 0.605+0.069−0.049 0.639± 0.038 0.635+0.037−0.032
w0 0.97
+0.57
−0.44 0.39
+0.57
−0.46 1.46
+0.55
−0.27 −0.37± 0.33 −0.43+0.32−0.36
wa −3.6+1.2−1.5 −3.2+1.4−1.9 −4.47+0.59−1.4 −1.63+1.0−0.86 −1.44+1.0−0.81
10−2APlanck — — — 100.02± 0.25 100.02± 0.25
b0,2MPZ 1.56
+0.13
−0.12 1.2220
+0.0073
−0.021 1.68
+0.11
−0.042 1.240± 0.040 1.2220+0.0076−0.021
b1,2MPZ 1.46± 0.11 1.188± 0.030 1.56+0.10−0.056 1.228± 0.041 1.188± 0.030
b2,2MPZ 1.94± 0.15 1.743± 0.070 2.04+0.14−0.11 1.773± 0.076 1.744± 0.069
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−0.082 0.800± 0.025 0.747+0.052−0.065 0.792± 0.024 0.801± 0.025
b3,SDSS 1.016
+0.074
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b4,SDSS 0.935
+0.098
−0.13 1.110± 0.020 0.902+0.089−0.13 1.09+0.11−0.10 1.110± 0.020
b0,WISC 1.085± 0.083 0.913± 0.030 1.155+0.078−0.053 0.940± 0.035 0.913± 0.030
b1,WISC 0.884
+0.068
−0.077 0.828± 0.030 0.924+0.062−0.055 0.840± 0.029 0.828± 0.031
b2,WISC 0.981
+0.078
−0.097 0.987± 0.041 1.008± 0.070 0.990± 0.036 0.988± 0.040
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TABLE VIII. Result of the MontePython fits in the ΛCDM +w0 +wa model with using several combinations of Planck +
BAO (PL) data, AC data and CC data. When the Planck data is not used, Gaussian priors on all cosmological parameters
except (ωcdm, w0, wa) are assumed.
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Appendix A: Auto- and cross-correlation results
In this appendix we show the measured APS and
CAPS and the related best-fit model for all the cata-
logs and z-bins considered in the analysis. Dots refer to
the measured single multipoles, while data points with
error bars refer to binned measurements.
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FIG. 7. Measured auto-correlation for different catalogs and redshift bins.
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FIG. 8. Measured auto-correlation for different catalogs and redshift bins.
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FIG. 9. Measured auto-correlation for different catalogs and redshift bins.
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FIG. 10. Measured cross-correlation with the CMB for different catalogs and redshift bins.
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FIG. 11. Measured cross-correlation with the CMB for different catalogs and redshift bins.
24
101 102
0
1
2
3
C
gT
1e 8 SDSS DR12 z=0.7-1.0
101 102
0
2
4
C
gT
1e 8 SDSS DR6 QSO z=0.5-1
101 102
4
2
0
2
C
gT
1e 8 SDSS DR6 QSO z=0-1
101 102
0
1
2
C
gT
1e 8 SDSS DR6 QSO z=1-2
101 1024
2
0
C
gT
1e 8 SDSS DR6 QSO z=2-3
101 1021
0
1
2
C
gT
1e 8 NVSS
FIG. 12. Measured cross-correlation with the CMB for different catalogs and redshift bins.
