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Lidskii-type formulae for Dixmier traces
Sedaev A.A., Sukochev F.A. and Zanin D.V.
Abstract. We establish several analogues of the classical Lidskii The-
orem for some special classes of singular traces (Dixmier traces and
Connes-Dixmier traces) used in noncommutative geometry.
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1. Introduction and Preliminaries
1.1. Dixmier-Macaev ideal and Dixmier traces
An important role in noncommutative geometry [7] is played by the set of
compact operators whose partial sums of singular values are logarithmically
divergent. This set can be adequately described using the terminology of
Marcinkiewicz spaces. Consider the Marcinkiewicz sequence space
m1,∞ := {x = {xn}
∞
n=1 : ‖x‖m1,∞ <∞},
where we set
‖x‖m1,∞ = sup
N
1
log(N + 1)
N∑
n=1
x∗n.
Here, {x∗n}
∞
n=1 is the sequence {|xn|}
∞
n=1 rearranged in nonincreasing order.
Fix an infinite-dimensional separable complex Hilbert space H and con-
sider the set M1,∞ of all compact operators x on H such that the sequence
of its singular values {sn(T )}
∞
n=1 falls into the space m1,∞ (recall that the
singular values of a compact operator T are the eigenvalues of the operator
|T | = (T ∗T )1/2). We set
‖T ‖M1,∞ := ‖{sn(T )}‖m1,∞ .
It is well known that the ideal of compact operators M1,∞ equipped with
the norm ‖ · ‖M1,∞ is a Banach space. We refer to the recent paper [16] by
Pietsch for additional references and information on these spaces.
The first author was partially supported by RFBR 08-01-00226.
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We describe briefly a construction of singular traces on the ideal M1,∞
due to Dixmier [8] and its various modifications which are of importance in
noncommutative geometry [7]. For a more detailed treatment we refer to [6].
Let σn, n ≥ 1 be the operator on l∞ defined by
σn(x1, . . . , xk, . . .) = (x1, . . . , x1︸ ︷︷ ︸
n-times
, x2, . . . , x2︸ ︷︷ ︸
n-times
, . . . , xk, . . . , xk︸ ︷︷ ︸
n-times
, . . .).
Let ω be a σn-invariant generalised limit on l∞, that is, ω is a positive nor-
malised functional on l∞ such that ω(σn(x)) = ω(x) for all x ∈ l∞ and such
that ω|c0 = 0, where c0 is the subspace of all vanishing sequences. For an
element 0 ≤ T ∈M1,∞ we set
τω(T ) := ω({
1
log(N + 1)
N∑
n=1
sn(T )}
∞
N=1).
It is well known (see e.g. § 5 in [6] and additional references therein) that
τω is an additive functional on the positive part of M1,∞. Thus, τω admits
a linear extension to a unitarily invariant functional (trace) on M1,∞. This
trace vanishes on all finite-dimensional operators from B(H). Such singular
traces are called Dixmier traces (see [8]).
A smaller subclass of Dixmier traces was introduced by Connes in [7]
by observing that a functional ω = γ ◦M is σn-invariant state on l∞ for all
n ≥ 1. Here, γ is an arbitrary generalised limit on the space L∞(0,∞) of
all bounded measurable functions and the operator M is a Cesaro operator
defined by the formula
(Mx)(t) =
1
log(t)
∫ t
1
x(s)ds
s
.
Referring to ω above as a functional on l∞, we tacitly apply an isometric
embedding i : l∞ → L∞(0,∞) given by
{xj}
∞
j=1
i
7→
∞∑
j=1
xjχ[j−1,j),
where χ[j−1,j) is the characteristic function of the interval [j − 1, j). Dixmier
traces τω defined such ω’s are termed Connes-Dixmier traces. We refer to [7]
and [15, 6] for discussion of their properties.
Finally, various formulae of noncommutative geometry (in particular,
those involving heat kernel estimates and generalised ζ−function) were es-
tablished in [3, 5, 7] for yet a smaller subset of Connes-Dixmier traces, when
the functional ω was assumed to be M -invariant. This class (and its further
modifications) was first introduced in [3] (see also [10]) and further studied
and used in [2, 1, 5]. For brevity we refer to the latter class (a proper subclass
of Connes-Dixmier traces) as a class of M -invariant Dixmier traces.
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1.2. Lidskii formula for M -invariant Dixmier traces in [3, 1, 2]
In the case, when we deal with the standard trace Tr and the standard trace
class S1 of compact operators from B(H), the classical Lidskii Theorem as-
serts that the trace
Tr(T ) =
∑
n≥1
λn(T )
for any T ∈ S1. Here, {λn(T )}n≥1 is the sequence of eigenvalues of T, taken in
any order. This arbitrariness of the order is due to the absolute convergence
of the series
∑
n≥1 |λn(T )|. In particular, we can choose the decreasing order
of absolute values of λn(T ) and counting multiplicities.
The core difference of this situation with the setting of Dixmier traces
living on the ideal M1,∞ consists in the fact that the series
∑
n≥1 |λn(T )|
generally speaking diverges for every T ∈ M1,∞. For simplicity, we explain
the emerging obstacle in the case of a self-adjoint operator T = T ∗ = T+ −
T− ∈ M1,∞. For such T, by the definition, τω(T ) = τω(T+)− τω(T−), where
τω(T±) = ω({
1
log(N)
N∑
n=1
λn(T±)}).
Even in this case, it is not clear why the equality
τω(T ) = ω({
1
log(N)
N∑
n=1
λn(T )})
should hold for the special enumeration of the set {λn(T )}n≥1 given by the
decreasing order of absolute values of |λn(T )|; or for that matter for any
enumeration of this set.
The following result from [1] establishes the equality above under sig-
nificant additional constraints on τω and T ∈ M1,∞.
Theorem 1. Let ω be M -invariant and let T ∈M1,∞ satisfy the assumption
sn(T ) ≤ C/n for some C > 0 and all n ≥ 1. We have
τω(T ) = ω(
1
log(n)
∑
|λ|>1/n,λ∈σ(T )
λ),
where σ(T ) is the spectrum of T.
In the case when T is a positive arbitrary element from M1,∞ and ω
is taken from a rather special subset of all M -invariant generalised limits
(termed in [4] ”maximally invariant Dixmier functionals”) this result can be
already found in [3, Proposition 2.4]. In [2, Theorem 1], the assertion from
[3, Proposition 2.4] was extended to an arbitrary M -invariant ω. Another
modification of the class of ω’s for which the result of [3, Proposition 2.4] and
[2, Theorem 1] holds is given in [5, Proposition 4.3].
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1.3. Statement of main results
In this paper we prove significant extensions and generalisations of Theorem
1 from [1], [3, Proposition 2.4], [2, Theorem 1] and [5, Proposition 4.3]. Many
of our results are established for a general class of Marcinkiewicz ideals. Here,
for convenience of the reader, we restate these results for traces on M1,∞.
Our first main result shows that the assertion of Theorem 1 holds for an
arbitrary Connes-Dixmier trace τω.
Theorem 2. Let τω be a Connes-Dixmier trace on M1,∞. We have
τω(T ) = ω(
1
log(n)
∑
|λ|>1/n,λ∈σ(T )
λ), T ∈M1,∞. (1)
Theorem 2 follows immediately from Theorem 14 below.
Our second main result is the answer to a natural question whether for-
mula (1) holds for every Dixmier trace. This question is answered in negative
in Theorem 5.
Our third (and the last) main result answers in the affirmative the
question whether there exists a modification of the summation method used
in formula (1) ensuring that it holds for all Dixmier traces.
Theorem 3. Let τω be a Dixmier trace on M1,∞. We have
τω(T ) = ω(
1
log(n)
∑
λ∈σ(T ),|λ|>log(n)/n
λ), T ∈M1,∞.
Theorem 3 follows immediately from Theorem 31 below.
At the end of the paper we also provide an application of our results.
The result proved in the last section concerns heat kernel type formulae from
noncommutative geometry (see [7, 3, 5, 2]) and has been already established
in [18] with a rather arcane argument. We present here a very simple approach
to these formulae.
1.4. Marcinkiewicz spaces and singular traces
It is convenient to consider the general class of Marcinkiewicz spaces since
many of our results hold for this class with no extra effort. We frequently
use commutative results as a stepping stone to obtain their noncommutative
analogues.
Recall that the distribution function nx of a bounded measurable func-
tion x is defined by the formula
nx(t) = m({s, |x(s)| > t, t > 0}).
We write x∗ for the decreasing rearrangement of the function x: x∗ is the right
continuous non-increasing function whose distribution function coincides with
that of |x| (see [14]).
The following formula is frequently used in the proofs below sometimes
without explicit referencing.∫ nx(t)
0
x∗(s)ds = −
∫ ∞
t
λdnx(λ). (2)
Lidskii-type formulae for Dixmier traces 5
Here, z is any positive number.
Marcinkiewicz spaces are a special case of fully symmetric function and
sequence spaces, see [14]. Denote by Ψ the class of all concave increasing
functions such that ψ(∞) = ∞, ψ(t) = O(t) as t → 0 and ψ(t) = o(t) as
t → ∞. For every ψ ∈ Ψ, Marcinkiewicz space Mψ is a set of all bounded
measurable functions x on [0,∞) such that
‖x‖Mψ := sup
t>0
1
ψ(t)
∫ t
0
x∗(s)ds <∞. (3)
Marcinkiewicz sequence space mψ is a set of sequences (see e.g. [16, 6]) sat-
isfying the condition
‖x‖mψ = sup
n
1
ψ(n)
n∑
k=1
x∗n <∞.
In this paper, we mainly work with functions ψ ∈ Ψ satisfying the
following condition.
lim sup
t→∞
ψ(2t)
ψ(t)
< 2. (4)
LetK(H) be the ideal of all compact operators. Ifmψ is a Marcinkiewicz
sequence space, then the corresponding Marcinkiewicz operator spaceMψ is
the set of all T ∈ K(H) such that {sn(T )} ∈ mψ equipped with the norm
‖T ‖Mψ := ‖{sn(T )}‖mψ .
Let ψ ∈ Ψ and let ω be a dilation invariant generalised limit. The
mapping τω defined by the formula
τω(x) := ω(
1
ψ(t)
∫ t
0
x∗(s)ds)
is a subadditive homogeneous functional onM+ψ . If τω is additive onM
+
ψ , then
τω is called Dixmier trace generated by ω. We refer the reader to [11, 9, 10]
for conditions which guarantee the additivity of τω. It is well known that τω
is additive for any ω as above when
lim
t→∞
ψ(2t)
ψ(t)
= 1. (5)
Similarly, the definitions of Connes-Dixmier traces and M -invariant traces
naturally extend to denote corresponding singular traces on Marcinkiewicz
ideals Mψ (see [15]).
Our main result for general Dixmier traces on ideals Mψ is given in
Theorem 31 which asserts that for any Dixmier trace τω on Mψ with ψ ∈ Ψ
satisfying condition (4) we have
τω(T ) = ω(
1
ψ(n)
∑
λ∈σ(T ),|λ|>ψ(n)/n
λ), T ∈ Mψ. (6)
The result of Theorem 3 follows immediately from the formula above,
if we set ψ(t) = log(t) for all t ≥ 2.
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1.5. Failure of (1) for Dixmier traces
Here, we show that there are Dixmier traces τω on M1,∞ for which formula
(1) fails. To this end we use ω provided by the lemma below.
Define a subadditive functional pi : L∞(0,∞)→ R by the formula
pi(x) = lim sup
N→∞
1
log(log(N))
∫ N log(N)
N
x(s)ds
s
.
Clearly, pi is positive and homogeneous.
The following lemma is routine. We include the proof for convenience
of the reader.
Lemma 4. Let x ∈ L∞(0,∞) be an arbitrary positive element.
1. If ω ∈ L∞(0,∞)
∗ such that ω ≤ pi, then ω is dilation invariant gener-
alised limit.
2. If pi(x) > 0, then there exists a dilation invariant generalised limit ω
such that ω(x) > 0.
Proof. We prove the first assertion and then derive the second one from it.
1. At first we note that by assumption
− pi(−y) ≤ ω(y) ≤ pi(y) (7)
for every y ∈ L∞(0,∞). Note that pi(−y) ≤ 0 for every 0 ≤ y ∈
L∞(0,∞). It follows that ω is positive.
Further, for every y ∈ L∞(0,∞) we have
|
∫ N log(N)
N
(y − σny)(s)ds
s
| = |
∫ N log(N)
N log(N)/n
y(s)ds
s
−
∫ N
N/n
y(s)ds
s
|.
Therefore,
|pi(y − σny)| ≤ lim sup
N→∞
1
N log(N)
· 2‖y‖∞ · | log(n)| = 0.
Hence,
ω(y − σny) ≤ pi(y − σny) = 0, ω(−y) ≤ pi(σny − y) = 0.
Thus, ω is dilation invariant.
If y ∈ L∞(0,∞) is such that y(t) → 0 as t → ∞, then pi(y) =
pi(−y) = 0. It follows from (7) that ω(y) = 0.
Noting that ω(1) = 1, we conclude that ω is dilation invariant
generalised limit.
2. Consider linear space xR spanned by element x. Set ω(λx) = λpi(x) for
every λ ∈ R. It follows that ω ≤ pi on xR. By the Hahn-Banach theorem,
there exists a functional ω ∈ L∞(0,∞)
∗ such that ω(x) = pi(x) and
ω ≤ pi. It follows from above that ω is a dilation invariant generalised
limit.

Lidskii-type formulae for Dixmier traces 7
Theorem 5. There exist a positive function x ∈ M1,∞ and a Dixmier trace
τω such that
τω(x) 6= ω(
−1
log(t)
∫ ∞
1/t
λdnx(λ)). (8)
Proof. Define a function x by the formula
x = sup
k
e−e
k
χ[1,ek+ek ].
If t ∈ [ek−1+e
k−1
, ek+e
k
], then
1
log(t)
∫ t
1
x∗(s)ds ≤ e1−k
∫ ek+ek
1
x∗(s)ds ≤ e1−k
k∑
n=1
e−e
n
· en+e
n
≤
e2
e− 1
.
Thus, x ∈M1,∞.
We claim that
lim sup
N→∞
1
log(log(N))
∫ N log(N)
N
(
1
log(t)
∫ nx(1/t)
t
x∗(s)ds)dt > 0.
Set N = ee
k
. It is clear that nx(1/t) = e
k+ek for every t ∈ [N,N log(N)].
Since x∗(s) = e−e
k
for every s ∈ [t, nx(1/t)] and every t ∈ [N,N log(N)], we
can rewrite the expression under the limit in the left-hand side as
1
k
∫ ek+ek
eek
ek+e
k
− t
eekt log(t)
dt =
ek
k
∫ ek+ek
eek
dt
t log(t)
−
1
keek
∫ ek+ek
eek
dt
log(t)
=
=
ek
k
log(1 +
k
ek
)− o(1) = 1 + o(1).
This proves the claim.
Thus,
pi(
1
log(t)
(
∫ nx(1/t)
1
x∗(s)ds−
∫ t
1
x∗(s)ds)) > 0.
The assertion of the theorem now follows from Lemma 4 and (2). 
2. Lidskii formula for Connes-Dixmier traces
In this section, we extend results of [1] (and, partially, those of [2]) to a
wider class of Marcinkiewicz spaces and Connes-Dixmier traces. To this end,
we need some extra assumptions on ψ ∈ Ψ. The need of such additional
conditions is seen from the example below, which shows that analogue of
formula (1) for an arbitrary ψ ∈ Ψ fails.
Example 6. Let ψ(t) = exp(
√
log(t)) and let x = ψ′. If τω is a Dixmier trace
on Mψ, then
e1/2τω(x) ≤ ω(
−1
ψ(t)
∫ ∞
1/t
λdnx(λ)).
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Proof. It is clear that x(t) = exp(
√
log(2))/2t
√
log(t). We have
t exp(
√
log(t))
2
√
log(t)
≤ nx(1/t).
for all sufficiently large t. Hence,
e1/2 + o(1) ≤
ψ(nx(1/t))
ψ(t)
.
The assertion follows immediately. 
Thus, some additional restrictions on the function ψ are needed. We
require the following condition
lim
t→∞
ψ(tψ(t))
ψ(t)
= 1. (9)
It is clear that (5) holds and, therefore, Marcinkiewicz space Mψ admits
nonzero Dixmier traces (see [11],[9],[10]).
Now we show that formula (1) holds for all Connes-Dixmier traces on
Mψ.
Lemma 7. Let ψ ∈ Ψ satisfy condition (9). If c > ‖x‖Mψ , we have
dx(1/t) ≤ ctψ(t)
for every x ∈Mψ and every sufficiently large t.
Proof. Assume the contrary. Hence, there exists a sequence tk →∞ such that
x∗(s) ≥ 1/tk for every s ∈ [0, ctkψ(tk)]. By the definition of Marcinkiewicz
norm,
‖x‖Mψ ≥
1
ψ(ctkψ(tk))
∫ ctkψ(tk)
0
x∗(s)ds ≥
cψ(tk)
ψ(ctkψ(tk))
.
It follows from (9) that
cψ(tk)
ψ(ctkψ(tk))
→ c.
The contradiction proves the Lemma. 
Remark 8. Let 0 ≤ x, y ∈ L∞(0,∞) and let y(t) = x(t) · (1+ o(1)) as t→∞.
If x /∈ L1(0,∞), we have∫ T
1
y(s)ds = (1 + o(1))
∫ T
1
x(s)ds.
Lemma 9. Let ψ ∈ Ψ satisfy condition (9). We have
1
log(T )
∫ T
1
dt
tψ(t)
∫ ctψ(t)
0
x(s)ds =
1
log(T )
∫ T
1
dt
tψ(t)
∫ t
0
x(s)ds+ o(1)
as T →∞ for every positive x = x∗ ∈Mψ and every c > 0.
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Proof. The assertion is linear with respect to x. Since the assertion holds for
x(t) = ψ′(t), it is sufficient to verify it for x+ψ′ instead of x. Hence, we may
assume that x(t) ≥ ψ′(t). Thus, integral in the right-hand side is unbounded
as T →∞.
Make a substitution z = ctψ(t) in the left-hand side integral. It follows
from the condition (9) that
dt
tψ(t)
=
dz
zψ(z)
(1 + o(1)).
Indeed, by Lagrange theorem, we have
ψ(z) = ψ(t)(1 + o(1)),
dz
z
=
dt
t
(1 +
tψ′(t)
ψ(t)
) =
dt
t
(1 + o(1)).
It follows from Remark 8 that∫ T
1
dt
tψ(t)
∫ ctψ(t)
0
x∗(s)ds = (1 + o(1))
∫ cTψ(T )
cψ(1)
dz
zψ(z)
∫ z
0
x∗(s)ds. (10)
Evidently, ∫ cTψ(T )
T
dz
zψ(z)
∫ z
0
x∗(s)ds = O(
∫ cTψ(T )
T
dz
z
) = o(1). (11)
Noting that ∫ cTψ(T )
1
=
∫ T
1
+
∫ cTψ(T )
T
the combination of (10) and (11) yields the assertion. 
Lemma 10. Let ψ ∈ Ψ satisfy the condition (9) and let τω be a Connes-
Dixmier trace on Mψ. We have
ω(
−1
ψ(t)
∫ ∞
1/t
λdnx(λ)) ≤ τω(x)
for every positive x ∈M1,∞.
Proof. Due to (2) and Lemma 7 we have
ω(
1
ψ(t)
∫ nx(1/t)
0
x∗(s)ds) ≤ ω(
1
ψ(t)
∫ ctψ(t)
0
x∗(s)ds) =
= γ(M(
1
ψ(t)
∫ t
0
x∗(s)ds) + o(1)) = γ(M(
1
log(t)
∫ t
0
x∗(s)ds)) = τω(x).

Lemma 11. Let ψ ∈ Ψ and let τω be a Dixmier trace on Mψ. We have
τω(x) ≤ ω(
−1
ψ(t)
∫ ∞
1/t
λdnx(λ))
for every positive x ∈Mψ.
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Proof. We claim that∫ t
0
x∗(s)ds ≤
∫ nx(1/t)
0
x∗(s)ds+ 1.
The inequality is evident if t ≤ nx(1/t). If t > nx(1/t), then x
∗(s) ≤ 1/t for
every s ∈ [nx(1/t), t]. It follows that∫ t
0
x∗(s)ds =
∫ nx(1/t)
0
x∗(s)ds+
∫ t
nx(1/t)
x∗(s)ds ≤
≤
∫ nx(1/t)
0
x∗(s)ds+ (t− nx(1/t)) · t
−1.
Thus, claim holds in either case.
It follows that
τω(x) ≤ ω(
1
ψ(t)
∫ nx(1/t)
1
x∗(s)ds) + ω(
1
ψ(t)
).
The assertion follows immediately. 
The next theorem follows immediately from Lemma 10 and Lemma 11.
Theorem 12. Let ψ ∈ Ψ satisfy the condition (9) and let τω be a Connes-
Dixmier trace on Mψ. We have
τω(x) = ω(
−1
ψ(t)
∫ ∞
1/t
λdnx(λ))
for every positive x ∈Mψ.
Remark 13. Consider weak space Mwψ (the smallest symmetric ideal con-
taining ψ′). Suppose that ψ satisfies the condition (9). If τω is an arbitrary
Dixmier trace on Mψ, then we have
τω(x) = ω(
−1
ψ(t)
∫ ∞
1/t
λdnx(λ))
for every positive x ∈Mwψ . Using Lemma 7, the equality above follows imme-
diately.
Arguing as in the section 4 below, we obtain a noncommutative version
of Theorem 12, which strengthens [2, Theorem 1] and [1, Corollary 2.12] (see
Theorem 1).
Theorem 14. Let ψ ∈ Ψ satisfy the condition (9) and let τω be a Connes-
Dixmier trace on Mψ. We have
τω(T ) = ω(
1
ψ(n)
∑
|λ|>1/n,λ∈σ(S)
λ)
for every operator T ∈Mψ.
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3. Adjusted Lidskii formula for Dixmier traces: commutative
setting
As we have seen in Theorem 5, formula (1) does not hold for Dixmier traces
τω. In this section, we consider a modification of formula (1) which holds for
all Dixmier traces τω on a commutative Marcinkiewicz space Mψ, ψ ∈ Ψ.
Lemma 15. Let ψ ∈ Ψ satisfy condition (4). If 0 ≤ x ∈Mψ, then there exists
a constant c(x) ∈ N such that
nx(
ψ(t)
t
) ≤ c(x)t
for every sufficiently large t.
Proof. Set ϕ(t) = t/ψ(t). It follows from (4) that there exists a constant
α > 0 and t0 > 0 such that
ϕ(2t) ≥ 2αϕ(t)
for every t ≥ t0. Thus,
ϕ(2nt) ≥ 2nαϕ(t)
for t ≥ t0.
Consider sets A and B defined by the formula
A := {s : x∗(s) >
ψ(t)
t
} ⊂ {s : ‖x‖Mψ
ψ(s)
s
>
ψ(t)
t
} =: B.
Fix c = 2n such that 2nα ≥ max{1, ‖x‖Mψ}. It follows that ϕ(ct) >
‖x‖Mψϕ(t) for all t ≥ t0. Therefore, ct /∈ B if t ≥ t0. Since ϕ is an increasing
function (see [14]), we have supB ≤ ct for t ≥ t0. Since B is an interval, we
have m(B) ≤ ct provided that t ≥ t0. Thus, for t ≥ t0, we have nx(ψ(t)/t) =
m(A) ≤ m(B) ≤ ct. 
Remark 16. Let ψ ∈ Ψ and let τω be a Dixmier trace on Mψ. We have
ω(
ψ(nt)
ψ(t)
) = 1
for every n ≥ 1. Indeed, if τω is linear then (see [11])
ω(
ψ(nt)
ψ(t)
) = τω(nσ1/nψ
′) = τω(ψ
′) = 1.
This remark is frequently used below together with the following lemma
from [9].
Lemma 17. Let ω ∈ L∞(0,∞)
∗ be an arbitrary generalised limit. If x, y ∈
L∞(0,∞) are such that ω(|x− 1|) = 0, then ω(xy) = ω(y).
Lemma 18. Let ψ ∈ Ψ satisfy the condition (4) and let τω be a Dixmier trace
on Mψ. We have
ω(
−1
ψ(t)
∫ ∞
ψ(t)/t
λdnx(λ)) ≤ τω(x)
for every positive x ∈Mψ.
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Proof. Let c(x) be the constant defined in Lemma 15. Clearly,
1
ψ(t)
∫ nx(ψ(t)/t)
0
x∗(s)ds = (
ψ(c(x)t)
ψ(t)
) · (
1
ψ(c(x)t)
∫ nx(ψ(t)/t)
0
x∗(s)ds).
It follows from Remark 16 and Lemma 17 that
ω(
1
ψ(t)
∫ nx(ψ(t)/t)
0
x∗(s)ds) = ω(
1
ψ(c(x)t)
∫ nx(ψ(t)/t)
0
x∗(s)ds).
It follows from Lemma 15 that
ω(
1
ψ(c(x)t)
∫ nx(ψ(t)/t)
0
x∗(s)ds) ≤ ω(
1
ψ(c(x)t)
∫ c(x)t
0
x∗(s)ds).
However, since ω is dilation invariant, we have
ω(
1
ψ(c(x)t)
∫ c(x)t
0
x∗(s)ds) = ω(
1
ψ(t)
∫ t
0
x∗(s)ds).

Lemma 19. Let ψ ∈ Ψ and let τω be a Dixmier trace on Mψ. We have
τω(x) ≤ ω(
−1
ψ(t)
∫ ∞
ψ(t)/t
λdnx(λ))
for every positive x ∈Mψ.
Proof. Fix n ∈ N. Clearly,
1
ψ(t)
∫ t
0
x∗(s)ds = (
ψ(nt)
ψ(t)
) · (
1
ψ(nt)
∫ t
0
x∗(s)ds).
It follows from Remark 16 and Lemma 17 that
τω(x) = ω(
1
ψ(nt)
∫ t
0
x∗(s)ds). (12)
We claim that∫ t
0
x∗(s)ds ≤
∫ nx(ψ(nt)/nt)
0
x∗(s)ds+
1
n
ψ(nt).
The inequality is evident if t ≤ nx(ψ(nt)/nt). If t > nx(ψ(nt)/nt), then
x∗(s) ≤ ψ(nt)/nt for every s ∈ [nx(ψ(nt)/nt), t]. Thus,∫ t
0
x∗(s)ds =
∫ nx(ψ(nt)/nt)
0
x∗(s)ds+
∫ t
nx(ψ(nt)/nt)
x∗(s)ds ≤
≤
∫ nx(ψ(nt)/nt)
0
x∗(s)ds+ (t− nx(
ψ(nt)
nt
)) ·
ψ(nt)
nt
and the claim follows.
Hence,
ω(
1
ψ(nt)
∫ t
0
x∗(s)ds) ≤ ω(
1
ψ(nt)
∫ nx(ψ(nt)/nt)
0
x∗(s)ds) +
1
n
.
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It follows from (12) and the dilation-invariance of ω that
τω(x) ≤ ω(
1
ψ(t)
∫ nx(ψ(t)/t)
0
x∗(s)ds) +
1
n
.
Since n is arbitrary large, we are done. 
The following theorem is the principal result of this section. It follows
immediately from Lemmas 18 and 19.
Theorem 20. Let ψ ∈ Ψ satisfy the condition (4) and let τω be a Dixmier
trace on Mψ. We have
τω(x) = ω(
−1
ψ(t)
∫ ∞
ψ(t)/t
λdnx(λ))
for every positive x ∈Mψ.
Arguing similarly, one can obtain similar assertion for Marcinkiewicz
sequence spaces.
Theorem 21. Let ψ ∈ Ψ satisfy the condition (4) and let τω be a Dixmier
trace on mψ. We have
τω(x) = ω(
1
ψ(n)
∑
xk≥ψ(n)/n
xk)
for every positive x ∈ mψ.
4. Adjusted Lidskii formula for Dixmier traces:
noncommutative setting
In this section, we extend preceding results to Dixmier traces on Marcin-
kiewicz operator ideals.
4.1. Adjusted Lidskii formula for Dixmier traces: normal operators
The following assertion follows directly from the Theorem 21.
Lemma 22. Let ψ ∈ Ψ satisfy the condition (4) and let τω be a Dixmier trace
on Mψ. We have
τω(S) = ω(
1
ψ(n)
∑
λ∈σ(S),|λ|>ψ(n)/n
λ)
for every self-adjoint operator S ∈ Mψ.
The following three lemmas are used to extend the formula above to the
case of normal operators.
14 Sedaev A.A., Sukochev F.A. and Zanin D.V.
Lemma 23. Let ψ ∈ Ψ satisfy the condition (4) and let τω be a Dixmier trace
on Mψ. We have
ω(
1
t
nx(
ψ(t)
t
)) = 0
for every positive x ∈ Mψ. A similar assertion holds for Marcinkiewicz se-
quence space mψ.
Proof. Fix n ∈ N. It follows from the dilation-invariance of ω that
ω(
1
t
nx(
ψ(t)
t
)) = ω(
1
nt
nx(
ψ(nt)
nt
)). (13)
It is clear that
1
nt
nx(
ψ(nt)
nt
) =
1
n
+
1
ψ(nt)
∫ nx(ψ(nt)/nt)
t
ψ(nt)
nt
ds.
If t > nx(ψ(nt)/nt), we have∫ nx(ψ(nt)/nt)
t
ψ(nt)
nt
ds ≤ 0.
If t ≤ nx(ψ(nt)/nt), then∫ nx(ψ(nt)/nt)
t
ψ(nt)
nt
ds ≤
∫ nx(ψ(nt)/nt)
t
x∗(s)ds ≤
∫ c(x)nt
t
x∗(s)ds.
The last inequality holds for all sufficiently large t by Lemma 15.
In either case,
0 ≤
1
nt
nx(
ψ(nt)
nt
) ≤
1
n
+
1
ψ(nt)
∫ c(x)nt
t
x∗(s)ds.
It follows now from the (13) that
ω(
1
t
nx(
ψ(t)
t
)) ≤
1
n
+ ω(
1
ψ(nt)
∫ c(x)nt
t
x∗(s)ds).
It is clear that
ω(
1
ψ(nt)
∫ c(x)nt
t
x∗(s)ds) =
= ω(
1
ψ(nt)
∫ c(x)nt
0
x∗(s)ds) − ω(
1
ψ(nt)
∫ t
0
x∗(s)ds).
It follows from the dilation-invariance of ω that
ω(
1
ψ(nt)
∫ c(x)nt
t
x∗(s)ds) = ω(
1
ψ(t)
∫ c(x)t
0
x∗(s)ds)− ω(
1
ψ(nt)
∫ t
0
x∗(s)ds).
It follows from Remark 16 and Lemma 17 that both terms in the right-hand
side of the equality above are equal to τω(x).
Therefore,
ω(
1
t
nx(
ψ(t)
t
)) ≤
1
n
.
Since n is arbitrary large, we are done. 
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Lemma 24. Let ψ ∈ Ψ satisfy the condition (4) and let τω be a Dixmier trace
on Mψ. We have
ω(
1
ψ(n)
∑
|ℜλ|>ψ(n)/n,|ℑλ|≤ψ(n)/n,λ∈σ(S)
ℑλ) = 0,
ω(
1
ψ(n)
∑
|ℜλ|≤ψ(n)/n,|ℑλ|>ψ(n)/n,λ∈σ(S)
ℜλ) = 0
for any normal operator S ∈ Mψ.
Proof. We prove the first assertion only. Proof of the second one is identical.
Note that λ ∈ σ(S) if and only if |λ| ∈ σ(|S|). It follows immediately
that
|
∑
|ℜλ|>ψ(n)/n,|ℑλ|≤ψ(n)/n,λ∈σ(S)
ℑλ| ≤
∑
|ℜλ|>ψ(n)/n,|ℑλ|≤ψ(n)/n,λ∈σ(S)
ψ(n)
n
≤
≤
ψ(n)
n
∑
|λ|>ψ(n)/n,λ∈σ(S)
1 =
ψ(n)
n
∑
λ>ψ(n)/n,λ∈σ(|S|)
1 =
ψ(n)
n
n|S|(
ψ(n)
n
).
The assertion follows now from Lemma 23. 
Lemma 25. Let ψ ∈ Ψ satisfy the condition (4) and let τω be a Dixmier trace
on Mψ. We have
ω(
1
ψ(n)
∑
|ℜλ|,|ℑλ|≤ψ(n)/n,|λ|>ψ(n)/n,λ∈σ(S)
λ) = 0
for any normal operator S ∈ Mψ.
Proof. It is clear that
|
∑
|ℜλ|,|ℑλ|≤ψ(n)/n,|λ|>ψ(n)/n,λ∈σ(S)
λ| ≤
∑
|ℜλ|,|ℑλ|≤ψ(n)/n,|λ|>ψ(n)/n,λ∈σ(S)
|λ| ≤
≤
∑
ψ(n)/n<|λ|≤2ψ(n)/n,λ∈σ(S)
|λ| ≤
2ψ(n)
n
∑
|λ|>ψ(n)/n,λ∈σ(S)
1 =
=
2ψ(n)
n
∑
λ>ψ(n)/n,λ∈σ(|S|)
1 =
2ψ(n)
n
n|S|(
ψ(n)
n
).
The assertion follows now from Lemma 23. 
The following theorem extends result of Lemma 22 to normal operators
from Mψ.
Theorem 26. Let ψ ∈ Ψ satisfy the condition (4) and let τω be a Dixmier
trace on Mψ. We have
τω(S) = ω(
1
ψ(n)
∑
|λ|>ψ(n)/n,λ∈σ(S)
λ)
for any normal operator S ∈ Mψ.
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Proof. It follows from Lemma 22 that
τω(ℜS) = ω(
1
ψ(n)
∑
|λ|>ψ(n)/n),λ∈σ(ℜS)
λ) = ω(
1
ψ(n)
∑
|ℜλ|>ψ(n)/n,λ∈σ(S)
ℜλ).
By Lemma 24,
τω(ℜS) = ω(
1
ψ(n)
∑
max{|ℜλ|,|ℑλ|}>ψ(n)/n,λ∈σ(S)
ℜλ).
The same is valid for ℑS. By the linearity,
τω(S) = ω(
1
ψ(n)
∑
max{|ℜλ|,|ℑλ|}>ψ(n)/n,λ∈σ(S)
λ).
It follows from Lemma 25 that
τω(S) = ω(
1
ψ(n)
∑
|λ|>ψ(n)/n,λ∈σ(S)
λ).

4.2. Adjusted Lidskii formula for Dixmier traces: general case
Recall the following result of Ringrose (see Theorems 1, 6 and 7 from [17]).
Theorem 27. Let T ∈ B(H) be a compact operator. There exists a projection-
valued measure Eλ such that
1.
TEλ = EλTEλ.
2. Either Eλ = Eλ−0 or
rank(Eλ − Eλ−0) = 1.
3. If, in addition,
TEλ = Eλ−0TEλ,
then T is quasi-nilpotent.
Corollary 28. Let T ∈ B(H) be a compact operator. There exist compact
normal operator S and compact quasi-nilpotent operator Q such that T =
S +Q and σ(S) = σ(T ).
Proof. Define an operator S by the following formula
S =
∑
Eλ 6=Eλ−0
(Eλ − Eλ−0)T (Eλ − Eλ−0).
A straightforward computation shows that the operator Q = T − S satisfies
the condition 3 of the Theorem above. Hence, Q is quasi-nilpotent.
Evidently, S is a diagonal operator with eigenvalues of T on the diagonal.
Hence, σ(S) = σ(T ). 
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By the Weil theorem, sequence of eigenvalues of T is majorized by the
sequence of its singular values (see Theorem 3.1 from [12]). Hence, for T ∈
Mψ, we obtain S,Q ∈Mψ.
The following assertion directly follows from the Theorem 3.3 from [13]).
Theorem 29. If Q ∈ Mψ is a quasi-nilpotent operator, then Q belongs to the
commutator [Mψ, B(H)].
Corollary 30. If Q ∈Mψ is a quasi-nilpotent operator and τω is an arbitrary
Dixmier trace on Mψ, then τω(Q) = 0.
Indeed, due to [7], we have τω([A,B]) = 0 for every A ∈ Mψ and every
B ∈ B(H).
The following theorem is the main result of this section.
Theorem 31. Let ψ ∈ Ψ satisfy condition (4) and let τω be a Dixmier trace
on Mψ. We have
τω(T ) = ω(
1
ψ(n)
∑
λ∈σ(T ),|λ|>ψ(n)/n
λ)
for any operator T ∈ Mψ.
Proof. Let S be a normal operator constructed in Corollary 28. The assertion
holds for S by Theorem 26. Note that τω(T ) = τω(S) by Corollaries 28 and
30. Since σ(S) = σ(T ), we are done. 
5. Applications to heat kernel formula
In this section, we provide a simple proof of one of the heat semigroup for-
mulae from [18] (see also earlier results in [3, 5]). Our hypothesis on ω is very
mild.
Lemma 32. For any positive x ∈M1,∞ we have
M(
1
log(t)
∫ nx(1/t)
t
(x∗(s)− 1/t)ds) = o(1).
Proof. If t > nx(1/t), we have
|
∫ nx(1/t)
t
(x∗(s)− 1/t)ds| ≤ 1.
If t ≤ nx(1/t), then x
∗(s) ≥ 1/t for every s ∈ [t, nx(1/t)]. Therefore,
0 ≤
∫ nx(1/t)
t
(x∗(s)− 1/t)ds ≤
∫ nx(1/t)
t
x∗(s)ds.
The assertion follows now from the Lemma 9. 
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Theorem 33. Let τω be a Dixmier trace on M1,∞ such that ω = ω ◦M. We
have
τω(T ) =
α
Γ(1/α)
ω(
1
t
∑
λ∈σ(T )
exp(−(tλ)−α))
for every positive operator T ∈M1,∞.
Proof. Let x = x∗ ∈M1,∞ be the rearrangement of T, that is x = i({sn(T )}).
Without loss of generality, x ≤ 1. Since distributions of T and x coincide, we
have
ω(
1
t
∑
λ∈σ(T )
exp(−(tλ)−α)) = ω(
1
t
∫ ∞
0
exp(−(tx(s))−α)ds).
Setting 1/x(s) = u, we obtain
ω(
1
t
∫ ∞
0
exp(−(tx(s))−α)ds) = ω(
1
t
∫ ∞
0
exp(−(u/t)α)dnx(1/u)).
It follows from the weak version of Karamata Theorem (see [3, 18] for details)
that
α
Γ(1/α)
ω(
1
t
∑
λ∈σ(T )
exp(−(tλ)−α)) = ω(
1
t
nx(1/t)).
It is clear that
M2(
1
t
nx(1/t))−M(
1
log(t)
∫ t
1
x(s)ds) =
=M(
1
log(t)
(
∫ t
1
1
s2
nx(1/s)ds−
∫ t
1
x(s)ds)).
Integrating by parts, we obtain
∫ t
1
1
s2
nx(1/s)ds = −
1
t
nx(1/t)+
∫ t
1
1
s
dnx(1/s) =
∫ nx(1/t)
1
x(s)ds−
1
t
nx(1/t).
Hence,
∫ t
1
1
s2
nx(1/s)ds−
∫ t
1
x(s)ds =
∫ nx(1/t)
t
(x(s) − 1/t)ds− 1.
It follows from the Lemma 32 that
M2(
1
t
nx(1/t))−M(
1
log(t)
∫ t
1
x(s)ds) = o(1).
The assertion follows now from the M−invariance of ω. 
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