In this work, an implicit Lagrangian for the dual twin support vector regression is proposed. Our formulation leads to determining non-parallel ε -insensitive down-and up-bound functions for the unknown regressor by constructing two unconstrained quadratic programming problems of smaller size, instead of a single large one as in the standard support vector regression (SVR). The two related support vector machine type problems are solved using Newton method. Numerical experiments were performed on a number of interesting synthetic and real-world benchmark datasets and their results were compared with SVR and twin SVR. Similar or better generalization performance of the proposed method clearly illustrates its effectiveness and applicability.
Introduction
Support vector machine (SVM) which is based on structural risk minimization (SRM) induction principle is an excellent kernel-based machine learning tool. It has been successfully applied to classification and regression problems of practical importance such as face recognition 1 , biomedicine 2 , image segmentation it has been extended to regression problems. Support vector regression (SVR) formulation leads to solving a QPP subject to linear inequality constraints 6, 7 and it exhibits excellent performance in many fields of importance such as time series prediction 4, 5 and optimal control 12 .
For the study on "equivalent" SVR formulations in 2-norm instead of the usual 1-norm, the interested reader is referred to Refs. 13-16. Recently, Peng 17 proposed twin SVR (TSVR) similar in sprit to TWSVM 9 Motivated by the studies on implicit Lagrangian SVM for classification 20 
Background
In this section, we briefly describe the standard SVR and twin SVR formulations.
Assume that a training set 
Support vector regression formulation
The goal of the standard ε -insensitive error loss SVR problem is in determining the regression estimation
by mapping the input examples into a higher dimensional feature space via a feature map (.) (.) f is given by 6, 7 :
Twin support vector regression (TSVR)
Unlike in SVR where a single regression estimation function is learned to fit the given inputs, TSVR 17 
respectively. The down-and up-bound estimation functions (3) can be obtained from the solutions of the dual problems (6) and (7) using the following relations:
where 
To generalize our results to nonlinear regressors, we employ the kernel technique followed in Ref. 22 . 
Consider the kernel generated down-and up-
(10)
They will be determined using the solutions of the following two constrained minimization problems given by 17 : Proceeding as in the linear case, the pair of dual QPPs for the kernel TSVR can be obtained. In fact, the two QPPs for the kernel TSVR are found to be exactly the same as (6) and (7) satisfying (8) but the augmented matrix G will become:
Finally the end regressor defined by (9) is obtained using (8) 
Implicit Lagrangian twin support vector regression (LTSVR)
In this section, the implicit Lagrangian formulation for the TSVR in its dual is proposed as an extension of the work of Ref.20 initially suggested for classification problems.
Our formulation leads to solving two unconstrained minimization problems whose solutions will be obtained using Newton method.
Consider the primal TSVR in 2-norm as a pair of constrained minimization problems of the form: will be satisfied automatically at optimality, they are no longer necessary to be considered explicitly in (13) and (14) . Using the solutions of (13) and (14), the down-and up-bound The Wolfe duals corresponding to the pair of primal problems (13) and (14) can be written as a pair of QPPs of the following form: (8) holds. Define the matrix:
Now, dropping the terms which are independent of the dual variables and substituting (17) in the dual formulations (15) and (16), TSVR in dual can be derived as a pair of minimization problems of the form:
where
Finally, the end regressor (.) f will be determined using (3), (8) , (9) and the solutions of (18) .
The nonlinear TSVR in primal can be constructed as a pair of QPPs in 2-norm as: 
Further, defining the augmented matrix G as:
] e , the pair of dual QPPs corresponding to (20) and (21) 
However, using the well-known identity between two 
In this work we solve the pair of dual QPPs defined by (24) and ( 
By defining the following diagonal matrices of order m:
Now, we state the Newton iterative Algorithm with
Armijo stepsize 14, 15, 20 for solving each of the unconstrained minimization problems defined by (24) and (25) .
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Newton Algorithm with Armijo stepsize
for solving (24) , (25) 
Numerical experiments and comparison of results
In order to investigate the performance of the proposed implicit LTSVR, we performed experiments on a number of interesting synthetic and real-world datasets and compared the results with SVR and TSVR. In Table 1 
Synthetic datasets
To demonstrate the performance of the proposed implicit LTSVR on synthetic datasets, first we consider the following function for approximation 26 : ), Table 2 .
To further analyze the performance of the proposed method, another 5 synthetic datasets of 1200 samples each were generated using functions whose definitions are given in Table 1 
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Copyright: the authors As the first real-world example, we considered the Box and Jenkins gas furnace data 27 . It consists of 296 input- ),
. Thus, in total, we get 293 samples of the form:
The odd samples were selected for training whereas the even samples were taken for testing. The The Concrete CS dataset 30 Table 3 .
One can observe from Table 2 that the best accuracy for the proposed method is achieved only on 3 occasions among the 12 synthetic datasets considered. Still, it is very much comparable to the best results obtained in the remaining cases.
Note that, increasing the error tolerance accuracy used to terminate Newton iterative algorithm may lead to further improved generalization accuracy. As of the training time, the proposed method spends the least CPU time in most cases.
Among the total of 18 real-world datasets, the proposed method achieves the best accuracy for 10 datasets in comparison to SVR and TSVR including 3 datasets whose training set size is above 700. This clearly illustrates that the generalization ability of the proposed method is as competitive as of the remaining methods. Regarding the training time, the proposed method shows impressive advantage on small datasets. It is obvious from Table 3 that the proposed method is always faster than SVR. However, when the size of the training set is above 400, it lost its superiority to TSVR.
It should be noted that both SVR and TSVR were solved by optimization packages which implement fast algorithms whereas the proposed method solves matrix equations inside while loops.
Conclusions
A 
