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OPERADIC TWISTING – WITH AN APPLICATION TO DELIGNE’S CONJECTURE
VASILY DOLGUSHEV AND THOMAS WILLWACHER
To the memory of Jean-Louis Loday
Abstract. We study categorial properties of the operadic twisting functor Tw . In particular, we show
that Tw is a comonad. Coalgebras of this comonad are operads for which a natural notion of twisting by
Maurer-Cartan elements exists. We give a large class of examples, including the classical cases of the Lie,
associative and Gerstenhaber operads, and their infinity-counterparts Lie∞, As∞, Ger∞. We also show that
Tw is well behaved with respect to the homotopy theory of operads. As an application we show that every
solution of Deligne’s conjecture is homotopic to a solution that is compatible with twisting.
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1. Introduction
The idea of twisting algebraic objects by Maurer-Cartan elements has been a folklore for a very long time
and the original nudge for this idea probably belongs to D. Quillen [29].
For example, let g be a differential graded Lie algebra and let m ∈ g be a Maurer-Cartan element, i.e., a
degree 1 element satisfying the Maurer-Cartan equation
dm+
1
2
[m,m] = 0.
Then the twisted Lie algebra gm is the graded space g with differential d+ [m, ·] and the same bracket [·, ·].
In a similar manner the notion of Maurer-Cartan element and twisting can be defined for associative and
Gerstenhaber algebras, and their homotopy versions, i.e., Lie∞, As∞ and Ger∞ algebras (see, e. g. [4], [6],
[7, Section 2.4], and [34]).
In this paper we investigate in how far the operation of twisting by Maurer-Cartan elements can be defined
in general for algebras A over an operad O. We assume that there is a map from the Lie∞ operad (or a degree
shifted version thereof) into O. This endows A with a Lie∞ algebra structure. A Maurer-Cartan element m
of A is then defined as a Maurer-Cartan element of the Lie∞ algebra A. We may twist the Lie∞ algebra A
by the Maurer-Cartan element m, but in general the twisted Lie∞ algebra structure does not necessarily lift
to an O algebra structure in a natural way.
We provide an algebraic formalism to deal with operads O for which there is a natural lift. In fact, we
show in Theorem 4.7 that the operadic twisting functor Tw introduced in [33] is naturally equipped with
the structure of a comonad. This comonad furthermore has the following properties1:
1Here we postpone the precise statements to later sections, since they require terminology introduced in the definition of
Tw .
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• The twisting procedure by Maurer-Cartan elements can be defined for algebras over an operad which
is, in turn, a coalgebra for the comonad Tw , see Section 6.
• A map O → O′ of operads induces a functor from the category of O′-algebras to the category of
O-algebras. If O → O′ gives rise to a map of Tw -coalgebras, then this functor is compatible with
the operation of twisting by Maurer-Cartan elements, see Theorem 6.1.
• The functor Tw preserves quasi-isomorphisms between operads, see Theorem 5.1.
Concretely, the twisted operad TwO is a completion of the operad generated by O and a unary element,
representing the Maurer-Cartan element, with a suitable differential. A pair consisting of an O algebra A
and a Maurer-Cartan element m defines a TwO algebra, and moreover the category AlgMCO of such pairs is
isomorphic to the category of (filtered) TwO algebras, see Theorem 3.10. A Tw coalgebra structure on O
is described by map O → TwO. The twisted O algebra Am is obtained by pulling back the TwO algebra
structure along this map.
The axioms for a coalgebra over a comonad translate into the statements that twisting with the zero
Maurer-Cartan element retains the original algebra and twisting by a Maurer-Cartan element m, followed
by twisting by a Maurer-Cartan element m′ is the same as twisting by the Maurer-Cartan element m+m′.
We apply the developed machinery to study solutions of (our version of) the Deligne conjecture. By this
we mean, abusing notation, a quasi-isomorphism
(1.1) F : Ger∞ → Br
from the operad Ger∞ governing homotopy Gerstenhaber algebras to the braces operad Br .
Both operads Ger∞ and Br are Tw -coalgebras, i.e., their algebras can be twisted by Maurer-Cartan
elements. However, in general, a quasi-isomorphism (1.1) does not need to be a morphism of Tw -coalgebras.
Using our machinery, we establish that every homotopy class of a quasi-isomorphism (1.1) has at least
one representative which respects the structures of Tw -coalgebras on Ger∞ and Br. More precisely,
Theorem 1.1. Suppose that F : Ger∞ → Br is a quasi-isomorphism of dg operads. Then there exists a
quasi-isomorphism of dg operads F ′ : Ger∞ → Br such that
• F ′ is a homomorphism of Tw -coalgebras, and
• F ′ is homotopy equivalent to F .
Furthermore, the morphism F ′ is given by the explicit formula (10.1).
Let us recall that, since the operad Br acts on the Hochschild cochain complex C•(A) of an A∞-algebra
A, a quasi-isomorphism (1.1) gives a Ger∞-structure on C•(A) . Theorem 1.1 has an interesting consequence
related to this Ger∞-structure which we will describe now.
Let A be an A∞-algebra and let FA denote the composition
(1.2) FA = aA ◦ F : Ger∞ → EndC•(A),
where EndC•(A) is the endomorphism operad of C
•(A) and
aA : Br→ EndC•(A)
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is the operad morphism coming from the action of Br on C•(A) . Let us assume, in addition, that the dg
Lie algebra C•(A) carries a complete descending filtration2 F•C•(A) and let α be a Maurer-Cartan element
in F1C•(A) .
Such a Maurer-Cartan element gives us a new A∞-structure on A and we denote this new A∞-algebra by
Aα . In addition, the Maurer-Cartan element α can be used to twist the dg Lie algebra structure on C•(A)
and form a new cochain complex
C•(A)α .
It is easy to see that the cochain complex C•(A)α coincides with the Hochschild cochain complex C•(Aα)
of the new A∞-algebra Aα . Furthermore, there are two natural ways of obtaining a Ger∞-structure on
C•(Aα) = C•(A)α . First, we may compose the operad morphism
aAα : Br→ EndC•(Aα)
with F : Ger∞ → Br and, second, we may twist FA (1.2) by α and obtain
FαA : Ger∞ → EndC•(A)α .
We claim that
Corollary 1.2. For every solution F (1.1) of Deligne’s conjecture, the maps FAα and F
α
A are homotopic.
Furthermore, if the morphism F is compatible with the coalgebra structures on Ger∞ and Br over Tw , then
FAα and F
α
A coincide.
For the proof of this corollary we refer the reader to Section 10.2.
1.1. Structure of the paper. In Section 2, we fix notation and recall some facts about operads and
their dual versions. In Section 3, we introduce the functor Tw [33] and give an alternative description of
the category of algebras over an operad TwO. In this section, we also describe in detail the dg operad
Tw ΛLie∞.
Section 4 is devoted to categorical properties of the functor Tw . We show that the functor Tw forms a
comonad on the under-category ΛLie∞ ↓ Operads. At the end of this section, we prove that the dg operad
Ger∞ governing homotopy Gerstenhaber algebras has the canonical coalgebra structure over the comonad
Tw .
In Section 5, we describe homotopy theoretic properties of the functor Tw and introduce the notion of
homotopy fixed point for Tw (see Definition 5.3). In this section, we also describe a large class of dg operads
which are simultaneously Tw -coalgebras and homotopy fixed points for Tw . This class includes the classical
operads Lie, Ger and the operad governing Poisson algebras. At the end of this section, we show that the
operads As and As∞ are Tw -coalgebras and are homotopy fixed points for Tw .
In Section 6, we consider a dg operad O which carries a coalgebra structure over Tw . We introduce
the notion of twisting by Maurer-Cartan elements for O-algebras and describe categorial and homotopy
theoretical properties of this twisting procedure.
Sections 7, 8 and 9 treat the braces operad Br . In this section, we show how to recover the dg operad Br
(essentially) as the twisted version of a simpler operad BT. The proofs of Theorem 1.1 and Corollary 1.2 are
given in Section 10.
2Such a filtration may come from a formal deformation parameter ε which enters the game when we extend the base field
to the ring K[[ε]] .
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In Appendix A, we recall the operad Ger governing Gerstenhaber algebras and, in Appendix B, we describe
in detail the action of the operads BT, TwBT and Br on the Hochschild cochain complex C•(A) of an A∞-
algebra A . Appendices C and D are devoted to two auxiliary technical statements. In Appendix E, we
sketch a different proof of the fact that the braces operad Br is a homotopy fixed point for Tw .
Memorial note. With great sadness, we learned that Jean-Louis Loday died as a consequence of an accident
on June 6, 2012. He is widely known for his contributions to algebraic K-theory, for his research linking
cyclic homology, K-theory, and combinatorics. His foundational work on operads has and will have a lasting
impact on the development of algebra and topology. We devote our paper to the memory of this great
mathematician.
Acknowledgements. We would like to thank Martin Markl, Ezra Getzler, Dmitry Tamarkin and Bruno
Vallette for helpful discussions. V.D. acknowledges the NSF grants DMS-0856196, DMS-1161867 and the
grant FASI RF 14.740.11.0347. V.D.’s NSF grant DMS-0856196 was supported by American Recovery and
Reinvestment Act (ARRA) and it could not be transferred to Temple University from the UC Riverside by
ARRA regulations. V.D. would like to thank Charles Greer, Tim LeFort, and Charles Louis from the UCR
Office of Research for allowing V.D. to save this grant by creating a subaward from the UC Riverside to
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Both authors are very grateful to the referee for her/his suggestions and patience in reading this long
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2. Preliminaries
The underlying field K has characteristic zero. For a set X we denote by K〈X〉 the K-vector space of
finite linear combinations of elements in X .
The notation Sn is reserved for the symmetric group on n letters and Shp1,...,pk denotes the subset of
(p1, . . . , pk)-shuffles in Sn, i.e. Shp1,...,pk consists of elements σ ∈ Sn, n = p1 + p2 + · · ·+ pk such that
σ(1) < σ(2) < · · · < σ(p1),
σ(p1 + 1) < σ(p1 + 2) < · · · < σ(p1 + p2),
. . .
σ(n− pk + 1) < σ(n− pk + 2) < · · · < σ(n) .
The underlying symmetric monoidal category C is either the category grVectK of Z-graded K-vector spaces
or the category ChK of (possibly) unbounded cochain complexes of K-vector spaces. We frequently use the
ubiquitous combination “dg” (differential graded) to refer to algebraic objects in ChK . For a homogeneous
vector v in a cochain complex, |v| denotes the degree of v . Furthermore, we denote by s (resp. s−1) the
operation of suspension (resp. desuspension) on grVectK or ChK.
For a groupoid G the notation pi0(G) is reserved for the set of its isomorphism classes.
6 VASILY DOLGUSHEV AND THOMAS WILLWACHER
2.1. Preliminaries on operads, pseudo-operads and their dual versions. By a collection we mean
the sequence {P (n)}n≥0 of objects of the underlying symmetric monoidal category C such that for each n,
the object P (n) is equipped with a left action of the symmetric group Sn .
The notation Lie (resp. As, Com, Ger) is reserved for the operad governing Lie algebras (resp. associative
algebras without unit, commutative (and associative) algebras without unit, Gerstenhaber algebras without
unit). Dually, the notation coLie (resp. coAs, coCom) is reserved for the cooperad governing Lie coalge-
bras (resp. coassociative coalgebras without counit, cocommutative (and coassociative) coalgebras without
counit).
For an operad O (resp. a cooperad C) and a cochain complex V , the notation O(V ) (resp. C(V )) is
reserved for the free O-algebra (resp. cofree C-coalgebra). Namely,
(2.1) O(V ) :=
⊕
n≥0
(
O(n)⊗ V ⊗n
)
Sn
,
(2.2) C(V ) :=
⊕
n≥0
(
C(n)⊗ V ⊗n
)Sn
.
For an operad O, we denote by AlgO the category of O-algebras.
Let a1, a2, . . . , an be degree 0 dummy variables and O be a dg operad. It is clear that O(n) is naturally
identified with the subspace of the free O-algebra
O(K〈a1, a2, . . . , an〉)
spanned by O-monomials in which each variable from the set {a1, a2, . . . , an} appears exactly once. We often
use this identification in our paper.
Let us denote by ∗ the following collection (in ChK)
(2.3) ∗ (n) =
K if n = 1 ,0 otherwise.
It is easy to see that ∗ is equipped with the unique structure of an operad and a unique structure of a
cooperad.
Recall that an operad O (resp. a cooperad C) is called augmented (resp. coaugmented) if it comes with
an operad map O → ∗ (resp. a cooperad map ∗ → C). For an augmented operad O (resp. a coaugmented
cooperad C) the notation O◦ (resp. C◦) is reserved for the kernel (resp. the cokernel) of the augmentation
(resp. coaugmentation).
Recall that a pseudo-operad3 (resp. pseudo-cooperad) is vaguely “an operad (resp. a cooperad) without
the unit (resp. counit) axiom”. For the more precise definition of a pseudo-operad (resp. a pseudo-cooperad)
we refer the reader to [8, Sections 3.2, 3.4] or [25, Section 1.3]. We remark that for every augmented
operad O (resp. coaugmented cooperad C) the kernel of the augmentation O◦ (resp. the cokernel of the
coaugmentation C◦) is naturally a pseudo-operad (resp. pseudo-cooperad). In fact, due to [23, Proposition
21], the assignment O 7→ O◦ (resp. C 7→ C◦) upgrades to an equivalence between the category of augmented
operads (resp. coaugmented cooperads) and the category of pseudo-operads (resp. pseudo-cooperads).
3Note that a pseudo-operad is not a non-unital operad. For more details about this subtlety, see paper [23] in which a
pseudo-operad is called a non-unital Markl’s operad.
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For a pseudo-operad (or an operad) P in ChK we denote by ◦i the i-th elementary insertion4
(2.4) ◦i : P (n)⊗ P (k)→ P (n+ k − 1) .
Here n ≥ 1, k ≥ 0, and 1 ≤ i ≤ n.
For an operad (resp. a cooperad) P in ChK we denote by ΛP the operad (resp. the cooperad) with the
spaces of n-ary operations:
(2.5) ΛP (n) = s1−nP (n)⊗ sgnn ,
where sgnn denotes the sign representation of Sn . For example, an algebra over ΛLie is a graded vector
space V equipped with the binary operation:
{ , } : V ⊗ V → V
of degree −1 satisfying the identities:
{v1, v2} = (−1)|v1||v2|{v2, v1}
{{v1, v2}, v3}+ (−1)|v1|(|v2|+|v3|){{v2, v3}, v1}+ (−1)|v3|(|v1|+|v2|){{v3, v1}, v2} = 0 ,
where v1, v2, v3 are homogeneous vectors in V .
Ger∨ denotes the Koszul dual cooperad [11], [14], [15], [22] for Ger . It is known [18] that
(2.6) Ger∨ = Λ2Ger∗ ,
where Ger∗ is obtained from the operad Ger by taking the linear dual. In other words, algebras over the
linear dual (Ger∨)∗ are very much like Gerstenhaber algebras except that the bracket carries degree 1 and
the multiplication carries degree 2 .
2.1.1. Intrinsic derivations of an operad. Let P be a dg operad. Then the operation ◦1 equips P (1) with
a structure of an associative algebra. We consider P (1) as a Lie algebra with the Lie bracket being the
(graded) commutator and we claim that
Proposition 2.1. The formula
(2.7) δb(a) = b ◦1 a− (−1)|a||b|
n∑
i=1
a ◦i b
with
b ∈ P (1), and a ∈ P (n)
defines an operadic derivation of P for every b ∈ P (1) . Furthermore, for every pair b1, b2 ∈ P (1), we have
[δb1 , δb2 ] = δ[b1,b2] .
For the proof of this proposition we refer the reader to [8, Section 6.1]. An operadic derivation of the
form (2.7) is called intrinsic.
4Following the general convention, the numbers n and k are suppressed from the notation ◦i.
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2.2. Conventions related to trees. By a tree we mean a connected graph without cycles with a marked
vertex called the root. In this paper, we assume that the root of every tree has valency 1 (such trees are
sometimes called planted). The edge adjacent to the root is called the root edge. Non-root vertices of valency
1 are called leaves. A vertex is called internal if it is neither a root nor a leaf. We always orient trees in the
direction towards the root. Thus every internal vertex has at least 1 incoming edge and exactly 1 outgoing
edge. An edge adjacent to a leaf is called external. A tree t is called planar if, for every internal vertex v of
t, the set of edges terminating at v carries a total order.
Let us recall (see [8, Section 2]) that for every planar tree t the set V (t) of all its vertices is equipped
with a natural total order such that the root is the smallest vertex of the tree.
We have an obvious bijection between the set of edges E(t) of a tree t and the subset of vertices:
(2.8) V (t) \ {root vertex} .
This bijection assigns to a vertex v in (2.8) its outgoing edge. Thus the canonical total order on the set (2.8)
gives us a natural total order on the set of edges E(t) .
For a non-negative integer n, an n-labeled planar tree t is a planar tree equipped with an injective map
(2.9) l : {1, 2, . . . , n} → L(t)
from the set {1, 2, . . . , n} to the set L(t) of leaves of t . Although the set L(t) has a natural total order we
do not require that the map (2.9) is monotonous.
The set L(t) of leaves of an n-labeled planar tree t splits into the disjoint union of the image l({1, 2, . . . , n})
and its complement. We call leaves in the image of l labeled.
A vertex x of an n-labeled planar tree t is called nodal if it is neither the root, nor a labeled leaf. We
denote by Vnod(t) the set of all nodal vertices of t. Keeping in mind the canonical total order on the set
of all vertices of t we can say things like “the first nodal vertex”, “the second nodal vertex”, and “the i-th
nodal vertex”.
It is convenient to talk about (co)operads and pseudo-(co)operads using the groupoid Tree(n) of n-labeled
planar trees. Objects of Tree(n) are n-labeled planar trees and morphisms are non-planar isomorphisms of
the corresponding (non-planar) trees compatible with labeling. The groupoid Tree(n) is equipped with an
obvious left action of the symmetric group Sn .
Following [8, Section 3.2, 3.4], for an n-labelled planar tree t and pseudo-operad P (resp. pseudo-cooperad
Q) the notation µt (resp. the notation ∆t) is reserved for the multiplication map
(2.10) µt : P (r1)⊗ P (r2)⊗ · · · ⊗ P (rk)→ P (n)
and the comultiplication map
(2.11) ∆t : Q(n)→ Q(r1)⊗Q(r2)⊗ · · · ⊗Q(rk) .
respectively. Here, k is the number of nodal vertices of the planar tree t and ri is the number of edges (of
t) which terminate at the i-th nodal vertex of t .
For example, if tn,k,i is the labeled planar tree shown on figure
5 2.1 then the map
(2.12) µtn,k,i : P (n)⊗ P (k)→ P (n+ k − 1)
is precisely the i-th elementary insertion (2.4).
5On figures, small white circles are used for nodal vertices and small black circles are used for all the remaining vertices.
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1 2
. . .
i− 1
i
. . .
i+ k − 1
i+ k
. . .
n+ k − 1
Fig. 2.1. The (n+ k − 1)-labeled planar tree tn,k,i
Let σ be an element in Sn+k−1 and σ(tn,k,i) be the (n+ k − 1)-labelled planar tree obtained from tn,k,i
(on figure 2.1) via acting by the permutation σ. Sometimes it is convenient to use a different notation for
the multiplication map µσ(tn,k,i) corresponding to the tree σ(t
n,k,i) . More precisely, for a vector v ∈ P (n)
and w ∈ P (k) of a pseudo-operad P we will use this notation
(2.13) v
(
σ(1), . . . σ(i− 1), w(σ(i), . . . , σ(i+ k − 1)), σ(i+ k), . . . , σ(n+ k − 1)) := µtn,k,iσ (v, w) .
The notation Tree2(n) is reserved for the full sub-groupoid of Tree(n) whose objects are n-labelled planar
trees with exactly 2 nodal vertices. It is not hard to see that every object in Tree2(n) has at most n + 1
leaves. Furthermore, isomorphism classes of Tree2(n) are in bijection with the union
(2.14)
⊔
0≤p≤n
Shp,n−p
where Shp,n−p denotes the set of (p, n− p)-shuffles in Sn . The bijection assigns to a (p, n− p)-shuffle τ the
isomorphism class of the planar tree depicted on figure 2.2.
τ(1)
. . .
τ(p)
τ(p+ 1)
. . .
τ(n)
Fig. 2.2. Here τ is a (p, n− p)-shuffle
2.3. The cobar construction and the convolution Lie algebra. In this paper, we denote by OP(P )
the free operad generated by a collection P .
Let us recall that the cobar construction Cobar [11], [14], [15], [22] is a functor from the category of
coaugmented dg cooperads to the category of augmented dg operads. It is used to construct free resolutions
for operads.
More precisely, for a coaugmented dg cooperad C,
(2.15) Cobar(C) = OP(s C◦)
as the operad in the category grVectK, and the differential ∂
Cobar on Cobar(C) is define by the equations
(2.16) ∂Cobar = ∂′ + ∂′′ ,
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with
(2.17) ∂′(X) = −s ∂Cs−1X ,
and
(2.18) ∂′′(X) = −
∑
z∈pi0(Tree2(n))
(s⊗ s)(tz; ∆tz (s−1X)) ,
where X ∈ s C◦(n), tz is any representative6 of the isomorphism class z ∈ pi0(Tree2(n)), and ∂C is the
differential on C .
Let P (resp. Q) be a pseudo-operad (resp. pseudo-cooperad) in the category ChK. Following [19] and
[28], we equip the cochain complex
(2.19) Conv(Q,P ) =
∏
n≥0
HomSn(Q(n), P (n)) .
with the binary operation • defined by the formula
(2.20) f • g(X) =
∑
z∈pi0
(
Tree2(n)
)µtz (f ⊗ g ∆tz (X)) ,
f, g ∈ Conv(Q,P ), X ∈ Q(n) ,
where tz is any representative of the isomorphism class z ∈ pi0
(
Tree2(n)
)
. The axioms of a pseudo-operad
(resp. pseudo-cooperad) imply that the right hand side of (2.20) does not depend on the choice of represen-
tatives tz .
It follows directly from the definition that the operation • is compatible with the differential on Conv(Q,P )
coming from Q and P . Furthermore, the operation • satisfies the axiom of the pre-Lie algebra:
(f • g) • h− f • (g • h) = (−1)|g||h|(f • h) • g − (−1)|g||h|f • (h • g) .
Therefore the bracket
[f, g] =
(
f • g − (−1)|f | |g|g • f)
satisfies the Jacobi identity, and hence Conv(Q,P ) is a dg Lie algebra.
We refer to Conv(Q,P ) as the convolution Lie algebra of the pair (Q,P ) .
We observe that for every dg operad O the morphism (of dg operads)
(2.21) F : Cobar(C)→ O
is uniquely determined by its restriction
(2.22) F
∣∣∣
s C◦
: s C◦ → O .
Thus, to every morphism (2.21) we assign a degree 1 element
(2.23) αF ∈ Conv(C◦,O)
such that
F
∣∣∣
s C◦
= αF ◦ s−1 .
The construction of the dg Lie algebra Conv(C,O) is partially justified by the following statement:
6The axioms of a pseudo-cooperad imply that the right hand side of (2.18) does not depend on the choice of representatives
tz .
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Theorem 2.2 (Proposition 5.2, [8]). Let C be a coaugmented dg cooperad with C◦ being the cokernel of the
coaugmentation. Then, for every dg operad O, the above assignment
F 7→ αF
is a bijection between the set of maps (of dg operads) (2.21) and Maurer-Cartan elements of the dg Lie
algebra
Conv(C◦,O) . 
2.3.1. Example: The dg operad ΛLie∞. Let us recall from [15], that the dg operad ΛLie∞ governing homotopy
ΛLie-algebras is
(2.24) ΛLie∞ = Cobar(Λ2coCom) ,
where coCom is the cooperad governing cocommutative coalgebras without counit.
Let us denote by 1cn the canonical generator
1cn := s
2−2n 1 ∈ s2−2nK ∼= Λ2coCom(n) .
Using the identification between isomorphism classes of objects in Tree2(n) and the set (2.14) of shuffles
we get
(2.25) ∂Cobar(s 1cn) = −
n−1∑
p=2
∑
σ∈Shp,n−p
σ
(
(s 1cn−p+1) ◦1 (s 1cp)
)
, n ≥ 2 .
Let us also recall from [8, Section 5.2] that the canonical quasi-isomorphism of dg operads
(2.26) UΛLie : ΛLie∞ = Cobar(Λ2coCom) → ΛLie
corresponds to the Maurer-Cartan element
αΛLie = {a1, a2} ⊗ b1b2 ∈ Conv(Λ2coCom◦,ΛLie) ∼=
∏
n≥2
(
ΛLie(n)⊗ Λ−2Com(n)
)Sn
,
where {a1, a2} (resp. b1b2) denotes the natural generator of ΛLie(2) (resp. Λ−2Com(2)).
In other words,
UΛLie(s1
c
n) =
{a1, a2} if n = 2 ,0 otherwise .
3. Twisting of operads
Let O be a dg operad equipped with a map
(3.1) ϕ̂ : ΛLie∞ → O
and V be an algebra over O .
Using the map ϕ̂, we equip V with a ΛLie∞-structure. If we assume, in addition, that V is equipped with
a complete descending filtration
(3.2) V ⊃ F1V ⊃ F2V ⊃ F3V ⊃ . . . , V = lim
k
V
/
FkV
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and the O-algebra structure on V is compatible with this filtration then we may define Maurer-Cartan
elements of V as degree 2 elements α ∈ F1V satisfying the equation
(3.3) ∂(α) +
∑
n≥2
1
n!
{α, α, . . . , α}n = 0
where ∂ is the differential on V and {·, ·, . . . , ·}n are the operations of the ΛLie∞-structure on V . Given such
a Maurer-Cartan element α we can twist the differential on V and insert α into various O-operations on V .
This way we get a new algebra structure on V . It turns out that this new algebra structure is governed by
a dg operad TwO which is built from the pair (O, ϕ̂) . This section is devoted to the construction of TwO .
First, we recall that ΛLie∞ = Cobar(Λ2coCom). Hence, due to Theorem 2.2, the morphism (3.1) is
determined by a Maurer-Cartan element
(3.4) ϕ ∈ Conv(Λ2coCom◦,O) .
The n-th space of Λ2coCom◦ is the trivial Sn-modules placed in degree 2− 2n:
Λ2coCom(n) = s2−2nK .
So we have
Conv(Λ2coCom◦,O) =
∏
n≥2
HomSn(s
2−2nK,O(n)) =
∏
n≥2
s2n−2
(O(n))Sn .
For our purposes we will need to extend the dg Lie algebra Conv(Λ2coCom◦,O) to
(3.5) LO = Conv(Λ2coCom,O) =
∏
n≥1
HomSn(s
2−2nK,O(n)) .
It is clear that
LO =
∏
n≥1
s2n−2
(O(n))Sn .
For n, r ≥ 1 we realize the group Sr as the following subgroup of Sr+n
(3.6) Sr ∼=
{
σ ∈ Sr+n | σ(i) = i , ∀ i > r
}
.
In other words, the group Sr may be viewed as subgroup of Sr+n permuting only the first r letters. We
set S0 to be the trivial group. Using this embedding of Sr into Sn+r we introduce the following collection
(n ≥ 0)
(3.7) T˜wO(n) =
∏
r≥0
HomSr (s
−2rK,O(r + n)) .
It is clear that
(3.8) T˜wO(n) =
∏
r≥0
s2r
(O(r + n))Sr .
To define an operad structure on (3.7) we denote by 1r the generator
1r := s
−2r 1 ∈ s−2rK .
Then the identity element u in T˜wO(1) is given by
(3.9) u(1r) =
uO if r = 0 ,0 otherwise ,
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where uO ∈ O(1) is the identity element for the operad O . Next, for f ∈ T˜wO(n) and g ∈ T˜wO(m), we
define the i-th elementary insertion ◦i 1 ≤ i ≤ n by the formula
(3.10) f ◦i g(1r) =
r∑
p=0
∑
σ∈Shp,r−p
µtσ,i
(
f(1p)⊗ g(1r−p)
)
.
where the tree tσ,i is depicted on figure 3.1.
σ(1)
. . .
σ(p) r + 1
. . .
r + i− 1
σ(p+ 1)
. . .
σ(r) r + i
. . .
r + i+m− 1
r + i+m
. . .
r + n+m− 1
Fig. 3.1. Here σ is a (p, r − p)-shuffle
Remark 3.1. The operad T˜wO is a completed version of the shifted operad O[K] introduced in [10, section
1.2.2].
Sometimes it is convenient to use a different but equivalent definition of the i-th elementary insertion ◦i
for T˜wO. This definition is given by the formula7
(3.11) f ◦i g(1r) =
r∑
p=0
∑
σ∈Shp,r−p
σ
(
fp(1, . . . , p, r+1, . . . , r+i−1, gr−p(p+1, . . . , r, r+i, . . . , r+i+m−1), r+i+m, . . . , r+n+m−1)
)
,
where f ∈ T˜wO(n), g ∈ T˜wO(m), fp = f(1p) ∈
(O(p+ n))Sp and gq = g(1q) ∈ (O(q +m))Sq .
To see that the element f ◦i g(1r) ∈ O(r+n+m−1) is Sr-invariant one simply needs to use the fact that
every element τ ∈ Sr can be uniquely presented as the composition τsh◦τp,r−p, where τsh is a (p, r−p)-shuffle
and τp,r−p ∈ Sp × Sr−p .
Let f ∈ T˜wO(n), g ∈ T˜wO(m), h ∈ T˜wO(k), 1 ≤ i ≤ n, and 1 ≤ j ≤ m . To check the identity
(3.12) f ◦i (g ◦j h) = (f ◦i g) ◦j+i−1 h
we observe that
f ◦i (g ◦j h)(1r) =
r∑
p=0
∑
σ∈Shp,r−p
µtσ,i
(
f(1p)⊗ (g ◦j h)(1r−p)
)
=
∑
p1+p2+p3=r
∑
σ∈Shp1,p2+p3
∑
σ′∈Shp2,p3
µtσ,i ◦ (1⊗ µtσ′,j )
(
f(1p1)⊗ g(1p2)⊗ h(1p3)
)
=
∑
p1+p2+p3=r
∑
τ∈Shp1,p2,p3
µtτ,i,j
(
f(1p1)⊗ g(1p2)⊗ h(1p3)
)
,
where the tree tτ,i,j is depicted on figure 3.2. Similar calculations show that
7Here we use the notation for operadic multiplications (2.13).
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τ(1) τ(p1) r + 1 r + i− 1 r + i+m+ k − 1
r + n+m+ k − 2
τ(p1 + 1)
τ(p1 + p2)
r + i r + i+ j − 2
r + i+ j + k − 1
r + i+m+ k − 2
τ(p1 + p2 + 1)
τ(r) r + i+ j − 1
r + i+ j + k − 2
. .
.
. .
.
. . .
. . .
. . .
· · ·
· · ·· · ·
Fig. 3.2. Here τ is a (p1, p2, p3)-shuffle and r = p1 + p2 + p3
(f ◦i g) ◦j+i−1 h =
∑
p1+p2+p3=r
∑
τ∈Shp1,p2,p3
µtτ,i,j
(
f(1p1)⊗ g(1p2)⊗ h(1p3)
)
,
with tτ,i,j being the tree depicted on figure 3.2.
We leave the verification of the remaining axioms of the operad structure for the reader.
Our next goal is to define an auxiliary action of the dg Lie algebra LO on the operad T˜wO . For a vector
f ∈ T˜wO(n) the action of v ∈ LO (3.5) on f is defined by the formula
(3.13) v · f(1r) = −(−1)|v||f |
r∑
p=1
∑
σ∈Shp,r−p
µtσ,p,r−p
(
f(1r−p+1)⊗ v(1cp)
)
,
where 1cp is the generator s
2−2p 1 ∈ Λ2coCom(p) ∼= s2−2pK and the tree tσ,p,r−p is depicted on figure 3.3.
σ(p+ 1) σ(r)
r + 1 r + n
σ(1) σ(p)
· · ·
· · ·
· · ·
Fig. 3.3. Here σ is a (p, r − p)-shuffle
We claim that
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Proposition 3.2. Formula (3.13) defines an action of the dg Lie algebra LO (3.5) on the operad T˜wO .
Proof. A simple degree bookkeeping shows that the degree of v · f is |v|+ |f | .
Then we need to check that for two homogeneous vectors v, w ∈ LO we have
(3.14) [v, w] · f(1r) = (v · (w · f))(1r)− (−1)|v||w|(w · (v · f))(1r)
Using the definition of the operation · and the associativity axiom for the operad structure on O we get
(3.15) (v · (w · f))(1r)− (−1)|v||w|(w · (v · f))(1r) =
(−1)|f |(|v|+|w|)+|v||w|
∑
p≥1 q≥0
∑
τ∈Shp,q,r−p−q
µtp,qτ (f(1r−p−q+1)⊗ w(1cq+1)⊗ v(1cp))
+ (−1)|f |(|v|+|w|)+|v||w|
∑
p,q≥1
∑
τ∈Shp,q,r−p−q
µt˜p,qτ (f(1r−p−q+2)⊗ w(1cq)⊗ v(1cp))
− (−1)|v||w|(v ↔ w) ,
where the trees tp,qτ and t˜
p,q
τ are depicted on figures 3.4 and 3.5 , respectively.
τ(p+ q + 1) τ(r)
r + 1 r + n
τ(p+ 1) τ(p+ q)
τ(1) τ(p)
· · ·
· · ·
· · ·
· · ·
Fig. 3.4. The tree tp,qτ
τ(p+ q + 1) τ(r)
r + 1 r + n
τ(1) τ(p)
τ(p+ 1) τ(p+ q)
· · ·
· · ·
· · ·
· · ·
Fig. 3.5. The tree t˜p,qτ
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Since f(1r−p−q+2) is invariant with respect to the action of Sr−p−q+2 the sums involving µt˜p,qτ cancel each
other. Furthermore, it is not hard to see that the sums involving µtp,qτ form the expression
[v, w] · f(1r) .
Thus equation (3.14) follows. It remains to check that the operation f 7→ v · f is an operadic derivation and
we leave this step as an exercise for the reader.

3.1. The action of LO on T˜wO. Let us view T˜wO(1) as the Lie algebra with the bracket being commu-
tator.
We have an obvious degree zero map
κ : LO → T˜wO(1)
defined by the formula:
(3.16) κ(v)(1r) = v(1
c
r+1) .
where, as above, 1r is the generator s
−2r 1 ∈ s−2r K and 1cr is the generator s2−2r 1 ∈ Λ2coCom(r) ∼= s2−2r K .
We have the following proposition.
Proposition 3.3. Let us form the semi-direct product LOnT˜wO(1) of the dg Lie algebras LO and T˜wO(1)
using the action of LO on T˜wO defined in Proposition 3.2. Then the formula
(3.17) Θ(v) = v + κ(v)
defines a Lie algebra homomorphism
Θ : LO → LO n T˜wO(1) .
Proof. First, let us prove that for every pair of homogeneous vectors v, w ∈ LO we have
(3.18) κ([v, w]) = [κ(v), κ(w)] + v · κ(w)− (−1)|v||w|w · κ(v) .
Indeed, unfolding the definition of κ we get8
(3.19) κ([v, w])(1r) =
r∑
p=1
∑
τ∈Shp,r−p
vr−p+2
(
wp(τ(1), . . . , τ(p)), τ(p+ 1), . . . , τ(r), r + 1
)
+
r∑
p=0
∑
τ∈Shp,r−p
vr−p+1
(
wp+1(τ(1), . . . , τ(p), r + 1), τ(p+ 1), . . . , τ(r)
)
−(−1)|v||w|(v ↔ w) ,
where vt = v(1t) and wt = w(1t) . The first sum in (3.19) equals
−(−1)|v||w|(w · κ(v))(1r) .
Furthermore, since v(1t) is invariant under the action of St, we see that the second sum in (3.19) equals(
κ(v) ◦1 κ(w)
)
(1r) .
Thus equation (3.18) holds. Now, using (3.18), it is easy to see that
[v + κ(v), w + κ(w)] = [v, w] + v · κ(w)− (−1)|v||w|w · κ(v) + [κ(v), κ(w)] =
8Here we use the notation for operadic multiplications (2.13).
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= [v, w] + κ([v, w])
and the statement of the proposition follows. 
The following corollaries are immediate consequences of Propositions 2.1 and 3.3.
Corollary 3.4. For v ∈ LO and f ∈ T˜wO(n) the formula
(3.20) f → v · f + δκ(v)(f)
defines an action of the Lie algebra LO on the operad T˜wO . 
Corollary 3.5. For every Maurer-Cartan element ϕ ∈ LO, the sum
ϕ+ κ(ϕ)
is a Maurer-Cartan element of the Lie algebra LO n T˜wO(1) . 
We finally give the definition of the operad TwO.
Definition 3.6. Let O be an operad in ChK and ϕ be a Maurer-Cartan element in LO (3.5) corresponding
to an operad morphism ϕ̂ (3.1). Let us also denote by ∂O the differential on T˜wO coming from the one on
O . We define the operad TwO in ChK by declaring that TwO = T˜wO as operads in grVectK and letting
(3.21) ∂Tw = ∂O + ϕ · + δκ(ϕ)
be the differential on TwO .
Corollaries 3.4 and 3.5 imply that ∂Tw is indeed a differential on TwO .
Remark 3.7. It is easy to see that, if O(0) = 0 then the cochain complexes s−2TwO(0) and LO (3.5) are
tautologically isomorphic.
3.2. Algebras over TwO. Let us assume that V is an algebra over O equipped with a complete decreasing
filtration (3.2). We also assume that the O-algebra structure on V is compatible with this filtration.
Given a Maurer-Cartan element α ∈ F1V , the formula
(3.22) ∂α(v) = ∂(v) +
∞∑
r=1
1
r!
ϕ(1cr+1)(α, . . . , α, v)
defines a new (twisted) differential on V . We will denote by V α the cochain complex V with this new
differential. In this setting we have the following theorem:
Theorem 3.8. If V α is the cochain complex obtained from V via twisting the differential by the Maurer-
Cartan element α then the formula
(3.23) f(v1, . . . , vn) =
∞∑
r=0
1
r!
f(1r)(α, . . . , α, v1, . . . , vn)
f ∈ TwO(n) , vi ∈ V
defines a TwO-algebra structure on V α .
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Proof. Let f ∈ TwO(n), g ∈ TwO(k),
fr := f(1r) ∈
(O(r + n))Sr , and gr = g(1r) ∈ (O(r + k))Sr .
Our first goal is to verify that
(3.24) (−1)|g|(|vi|+···+|vi−1|)f(v1, . . . , vi−1, g(vi, . . . , vi+k−1), vi+k, . . . , vn+k−1)
= f ◦i g(v1, . . . , vn+k−1) .
The left hand side of (3.24) can be rewritten as
(−1)|g|(|vi|+···+|vi−1|)f(v1, . . . , vi−1, g(vi, . . . , vi+k−1), vi+k, . . . , vn+k−1) =∑
p,q≥0
(−1)|g|(|vi|+···+|vi−1|)
p!q!
fp(α, . . . , α, v1, . . . , vi−1, gq(α, . . . , α, vi, . . . , vi+k−1), vi+k, . . . , vn+k−1) .
Using the obvious combinatorial identity
(3.25) |Shp,q| = (p+ q)!
p!q!
we rewrite the left hand side of (3.24) further
L.H.S. of (3.24) =∑
p,q≥0
(−1)|g|(|vi|+···+|vi−1|)
(p+ q)!
|Shp,q|fp(α, . . . , α, v1, . . . , vi−1, gq(α, . . . , α, vi, . . . , vi+k−1), vi+k, . . . , vn+k−1) =
∞∑
r=0
1
r!
r∑
p=0
∑
σ∈Shp,r−p
σ ◦ %r,p,i(fp ◦p+i gr−p)( α, . . . , α︸ ︷︷ ︸
r arguments
, v1, . . . , vn+k−1),
where %r,p,i is the following permutation in Sr+i−1
(3.26) %r,p,i =
(
p+ 1 . . . p+ i− 1 p+ i . . . r + i− 1
r + 1 . . . r + i− 1 p+ 1 . . . r
)
.
Thus, using (3.11), we get
L.H.S. of (3.24) = f ◦i g(v1, . . . , vn+k−1)
and equation (3.24) holds.
Next, we need to show that
(3.27) ∂Tw (f)(v1, . . . , vn) = ∂
αf(v1, . . . , vn)
− (−1)|f |
n∑
i=1
(−1)|vi|+···+|vi−1|f(v1, . . . , vi−1, ∂α(vi), vi+1, . . . , vn) .
The right hand side of (3.27) can be rewritten as
R.H.S. of (3.27) =
∑
p≥0
1
p!
∂fp(α, . . . , α, v1, . . . , vn) +
∑
p≥0,q≥1
1
p!q!
ϕq(α, . . . , α, fp(α, . . . , α, v1, . . . , vn))
− (−1)|f |
n∑
i=1
∑
p≥0
(−1)|vi|+···+|vi−1|
p!
fp(α, . . . , α, v1, . . . , vi−1, ∂(vi), vi+1, . . . , vn)
− (−1)|f |
n∑
i=1
∑
p≥0,q≥1
(−1)|vi|+···+|vi−1|
p!q!
fp(α, . . . , α, v1, . . . , vi−1, ϕq(α, . . . , α, vi), vi+1, . . . , vn) ,
where fp = f(1p) and ϕq = ϕ(1
c
q) .
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Let us now add to and subtract from the right hand side of (3.27) the sum
−(−1)|f |
∑
p≥0
1
p!
fp+1(∂α, α, . . . , α, v1, . . . , vn) .
Using the symmetry of fp = f(1p) with respect to the action of the subgroup Sp ⊂ Sp+n, we get
R.H.S. of (3.27) =∑
p≥0
1
p!
∂fp(α, . . . , α, v1, . . . , vn)− (−1)|f |
∑
p≥0
1
p!
fp+1(∂α, α, . . . , α, v1, . . . , vn)
−(−1)|f |
n∑
i=1
∑
p≥0
(−1)|vi|+···+|vi−1|
p!
fp(α, . . . , α, v1, . . . , vi−1, ∂(vi), vi+1, . . . , vn)
+(−1)|f |
∑
p≥0
1
p!
fp+1(∂α, α, . . . , α, v1, . . . , vn)
+
∑
p≥0,q≥1
1
p!q!
ϕq(α, . . . , α, fp(α, . . . , α, v1, . . . , vn))
−(−1)|f |
n∑
i=1
∑
p≥0,q≥1
(−1)|vi|+···+|vi−1|
p!q!
fp(α, . . . , α, v1, . . . , vi−1, ϕq(α, . . . , α, vi), vi+1, . . . , vn) =
(∂Of)(v1, . . . , vn)
+(−1)|f |
∑
p≥0
1
p!
fp+1(∂α, α, . . . , α, v1, . . . , vn)
+
∑
p≥0,q≥1
1
p!q!
ϕq(α, . . . , α, fp(α, . . . , α, v1, . . . , vn))
−(−1)|f |
n∑
i=1
∑
p≥0,q≥1
(−1)|vi|+···+|vi−1|
p!q!
fp(α, . . . , α, v1, . . . , vi−1, ϕq(α, . . . , α, vi), vi+1, . . . , vn) .
Due to the Maurer-Cartan equation for α
∂(α) +
1
q!
ϕq(α, α, . . . , α) = 0
we have
+ (−1)|f |
∑
p≥0
1
p!
fp+1(∂α, α, . . . , α, v1, . . . , vn) =
− (−1)|f |
∑
p≥0,q≥2
1
p!q!
fp+1(ϕq(α, . . . , α), α, . . . , α, v1, . . . , vn) .
Hence, using combinatorial formula (3.25), we get
R.H.S. of (3.27) = (∂Of)(v1, . . . , vn) + (ϕ · f)(v1, . . . , vn)
κ(ϕ) ◦1 f(v1, . . . , vn)− (−1)|f |f ◦1 κ(ϕ)(v1, . . . , vn) .
Theorem 3.8 is proven. 
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Let us now observe that the dg operad TwO is equipped with a complete descending filtration. Namely,
(3.28) FkTwO(n) = {f ∈ TwO(n) | f(1r) = 0 ∀ r < k} .
It is clear that the operad structure on TwO is compatible with this filtration. The endomorphism operad
EndV also carries a complete descending filtration since so does V . This observation motivates the following
definition:
Definition 3.9. A filtered TwO-algebra is a cochain complex V equipped with a complete descending
filtration for which the operad map
TwO → EndV
is compatible with the filtrations. We denote by AlgfiltrTwO the category of filtered TwO-algebras.
It is easy to see that the TwO-algebra V α from Theorem 3.8 is a filtered TwO-algebra in the sense
of this definition. The next theorem provides us with an equivalent description of the category of filtered
TwO-algebras.
Theorem 3.10. Let AlgMCO be the category of pairs (V, α), where V is an O-algebra equipped with a complete
descending filtration as in (3.2) and α ∈ F1V is a Maurer-Cartan element. Morphisms between pairs (V, α)
and (V ′, α′) are morphisms of filtered O-algebras f : V → V ′ which satisfy the condition f(α) = α′ . The
category AlgfiltrTwOof filtered TwO-algebras is isomorphic to the category AlgMCO .
Proof. Theorem 3.8 yields a functor
(3.29) F : AlgMCO → AlgfiltrTwO
from the category AlgMCO to the category Alg
filtr
TwO of filtered TwO-algebras. The functor F assigns to a pair
(V, α) the cochain complex V α with the differential ∂α (3.22) and the TwO-algebra structure defined by
equation (3.23).
To define a functor in the opposite direction we produce a degree 2 element u◦ ∈ F1TwO(0) using the
identity element uO ∈ O(1):
(3.30) u◦(1r) :=
uO if r = 10 otherwise .
Let, as above, ϕ be the Maurer-Cartan element in Conv(Λ2coCom,O) corresponding to the morphism
ϕˆ : ΛLie∞ → O . Also, let ϕr := ϕ(1cr) .
Since Sr acts trivially on ϕr, and ∂
O(uO) = 0 we get
∂Tw (u◦)(1r) =
∑
σ∈Shr−1,1
σ
(
ϕr ◦r uO
)− uO ◦1 ϕr = rϕr − ϕr .
Thus
(3.31) ∂Tw (u◦)(1r) = (r − 1)ϕr .
Let us now consider a filtered TwO-algebra W with the differential ∂W . The element u◦ ∈ F1TwO(0)
gives us a degree 2 vector in W . We denote this vector by α and observe that α ∈ F1W since the map
TwO → EndW is compatible with the filtrations.
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Next, we remark that the formula
(3.32) ι(γ)(1r) :=
γ if r = 00 otherwise , γ ∈ O(n)
defines an embedding
(3.33) ι : O ↪→ TwO
of operads in the category grVectK .
Thus, using ι and the TwO-algebra structure on W , we get an O-algebra structure on W . Since, in
general, ι is not compatible with the differentials, this O-algebra structure on W is not compatible with the
differential ∂W on W .
Let r be a non-negative integer. Then, for every vector
fr ∈
(O(r + n))Sr
the elements fr, s
2 fr, s
4 fr, . . . , s
2r fr may be viewed as vectors in TwO(r+n), TwO(r−1+n), TwO(r−
2 + n), . . . , TwO(n), respectively. Namely,
(3.34) s2k fr(1p) :=
fr if p = k ,0 otherwise .
Let us consider the vector s2k fr ◦1u◦ ∈ TwO(r−k−1+n) for 0 ≤ k ≤ r−1 . It is clear that for p 6= k+1(
s2k fr ◦1 u◦
)
(1p) = 0 .
For p = k + 1 we use the Sr-invariance of fr and get(
s2k fr ◦1 u◦
)
(1k+1) =
∑
σ∈Shk,1
σ(fr ◦k+1 uO) = (k + 1)fr .
Thus
(3.35) s2k fr ◦1 u◦ = (k + 1)s2k+2fr .
Applying identity (3.35) r times we get
(3.36) (. . . ((fr ◦1u◦) ◦1 u◦) · · · ◦1 u◦)︸ ︷︷ ︸
r times
= r!s2rfr .
Combining this observation with the fact that the filtration on W is complete, we conclude that for every
vector f ∈ TwO(n) with fr = f(1r) ∈
(O(r + n))Sr we have
(3.37) f(w1, w2, . . . , wn) =
∞∑
r=0
1
r!
ι(fr)(α, . . . , α, w1, w2, . . . , wn) , wi ∈W ,
where ι is the map of operads O → TwO in grVectK defined in (3.32).
Let us denote by ∂ the degree 1 operation
∂ : W →W
defined by the equation
(3.38) ∂(w) := ∂W (w)−
∞∑
r=1
1
r!
ι(ϕr+1)(α, . . . , α, w) ,
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where, as above, ϕq = ϕ(1
c
q) .
To prove the identity ∂2 = 0, we observe that, due to equation (3.37),
(3.39) ∂(w) = ∂W (w)− κ(ϕ)(w) .
Hence
∂2(w) = −∂W (κ(ϕ)(w))− κ(ϕ)(∂W (w)) +
(
κ(ϕ) ◦1 κ(ϕ)
)
(w) =
−(∂Tw κ(ϕ))(w) + (κ(ϕ) ◦1 κ(ϕ))(w) =
−(∂Oκ(ϕ))(w)− (ϕ · κ(ϕ))(w)− 2(κ(ϕ) ◦1 κ(ϕ))(w) + (κ(ϕ) ◦1 κ(ϕ))(w) =
−(∂Oκ(ϕ) + ϕ · κ(ϕ) + κ(ϕ) ◦1 κ(ϕ))(w) .
On the other hand, the vector ∂Oκ(ϕ) + ϕ · κ(ϕ) + κ(ϕ) ◦1 κ(ϕ) ∈ TwO(1) is zero due to Corollary 3.5 .
Thus equation (3.38) (or equation (3.39)) defines another differential on W .
Let us show that the differential ∂ is compatible with the O-algebra structure given by ι (3.33).
Equation (3.39) implies that for every γ ∈ O(n) and w1, w2, . . . , wn ∈W , we have
∂
(
ι(γ)(w1, . . . , wn)
)− n∑
i=1
(−1)|γ|+|w1|+···+|wi−1|ι(γ)(w1, . . . , wi−1, ∂(wi), wi+1, . . . , wn)
= ∂W
(
ι(γ)(w1, . . . , wn)
)− n∑
i=1
(−1)|γ|+|w1|+···+|wi−1|ι(γ)(w1, . . . , wi−1, ∂W (wi), wi+1, . . . , wn)
− κ(ϕ)(ι(γ)(w1, . . . , wn))
+
n∑
i=1
(−1)|γ|+|w1|+···+|wi−1|ι(γ)(w1, . . . , wi−1, κ(ϕ)(wi), wi+1, . . . , wn)
=
(
∂Tw ι(γ)
)
(w1, . . . , wn)−
(
κ(ϕ) ◦1 ι(γ)
)
(w1, . . . , wn) + (−1)|γ|
n∑
i=1
(
ι(γ) ◦1 κ(ϕ)
)
(w1, . . . , wn)
=
(
ι(∂Oγ)
)
(w1, . . . , wn) ,
where, in the last step, we used the fact that ι(γ)(1r) = 0 for all r ≥ 1 .
Thus the differential ∂ (3.38) is indeed compatible with the O-algebra structure on W .
It remains to prove that the vector α ∈ W is a Maurer-Cartan element (with respect to the differential
∂).
For this purpose we observe that, since the map TwO → EndW is compatible with the differentials, the
vector ∂Tw u◦ maps to ∂W (α) in W .
Therefore, combining equation (3.31) with equation (3.37) we get
∂W (α) =
∞∑
r=2
r − 1
r!
ι(ϕr)(α, . . . , α)
or equivalently
∂(α) +
∞∑
r=1
1
r!
ι(ϕr+1)(α, . . . , α) =
∞∑
r=2
r − 1
r!
ι(ϕr)(α, . . . , α) .
Thus α indeed satisfies the Maurer-Cartan equation
(3.40) ∂(α) +
∞∑
r=2
1
r!
ι(ϕr)(α, . . . , α) = 0 .
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Combining the performed work, we conclude that the cochain complex W with the differential (3.38) and
the Maurer-Cartan element α is an object of the category AlgMCO .
Equations (3.37) and (3.38) imply that the described construction, indeed, gives a (strict) inverse for the
functor F (3.29). 
3.3. Example: The dg operad Tw ΛLie∞. In this subsection, we apply the twisting procedure to the pair
(ΛLie∞, ϕˆ), where
(3.41) ϕˆ = id : ΛLie∞ → ΛLie∞ .
Let us recall that 1cr denotes the canonical generator s
2−2r 1 ∈ Λ2coCom◦(r) . Thus, the Maurer-Cartan
element ϕ corresponding to (3.41) is
(3.42) ϕ(1cr) = s 1
c
r , r ≥ 2
and the element κ(ϕ) ∈ Tw ΛLie∞(1) takes the form
(3.43) κ(ϕ)(1r) =
s 1cr+1 if r ≥ 1 ,0 if r = 0 .
According to general formula (3.21), the differential ∂Tw on Tw ΛLie∞ is given by the equation
(3.44) ∂Tw (f)(1r) = ∂
Cobar(fr)− (−1)|f |
r∑
p=2
∑
σ∈Shp,r−p
σ
(
fr−p+1 ◦1 (s 1cp)
)
+
r∑
p=1
∑
σ∈Shp,r−p
σ
(
(s 1cp+1) ◦p+1 fr−p
)− (−1)|f | n∑
i=1
r−1∑
p=1
∑
σ∈Shp,r−p
σ ◦ %r,p,i
(
fp ◦p+i (s 1cr−p+1)
)
.
where f ∈ Tw ΛLie∞(n), fr = f(1r) and %r,p,i is the permutation of Sr+i−1 defined in (3.26).
We will need the following lemma:
Lemma 3.11. If Tw ΛLie∞ is the dg operad which is obtained from ΛLie∞ via applying the twisting procedure
to the identity map (3.41) then the equation
(3.45) T(s1cn)(1r) = s1
c
r+n
defines a map of dg operads
(3.46) T : ΛLie∞ → Tw ΛLie∞ .
Proof. According to (2.24)
ΛLie∞ = Cobar(Λ2coCom) .
Hence, due to Theorem 2.2, maps of dg operads from ΛLie∞ to Tw ΛLie∞ are in bijection with Maurer-Cartan
elements of the convolution Lie algebra
(3.47) Conv(Λ2coCom◦,Tw ΛLie∞) =
∏
n≥2
HomSn
(
s2−2nK,Tw ΛLie∞(n)
)
.
Let us denote by αT a vector in (3.47) defined by the equation:
(3.48) αT(1
c
n)(1r) = s1
c
r+n .
Since the vectors 1cn and 1n carry degrees
|1cn| = 2− 2n , |1n| = −2n ,
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the vector αT has degree 1 .
Using formula (3.44) for the differential ∂Tw on Tw ΛLie∞ we get (here n ≥ 2)
(3.49)
(
∂Tw αT(1
c
n)
)
(1r) = ∂
Cobar(s1cr+n) +
r∑
p=2
∑
σ∈Shp,r−p
σ
(
s1cr−p+1+n ◦1 s1cp
)
+
r∑
p=1
∑
σ∈Shp,r−p
σ
(
s1cp+1 ◦p+1 s1cr−p+n
)
+
n∑
i=1
r−1∑
p=1
∑
σ∈Shp,r−p
σ ◦ %r,p,i
(
s1cp+n ◦p+i s1cr−p+1
)
,
where %r,p,i is the permutation defined in (3.26).
Unfolding ∂Cobar(s1cr+n), we get
(3.50)
(
∂Tw αT(1
c
n)
)
(1r) = −
r+n−1∑
q=2
∑
λ∈Shq,r+n−q
λ
(
s1cr+n−q+1 ◦1 s1cq
)
+
r∑
p=2
∑
σ∈Shp,r−p
σ
(
s1cr−p+1+n ◦1 s1cp
)
+
r∑
p=1
∑
σ∈Shp,r−p
σ
(
s1cp+1 ◦p+1 s1cr−p+n
)
+
n∑
i=1
r−1∑
p=1
∑
σ∈Shp,r−p
σ ◦ %r,p,i
(
s1cp+n ◦p+i s1cr−p+1
)
.
Next, using the definition of the binary operation (2.20) we get
(3.51)
(
αT • αT(1cn)
)
(1r) =
n−1∑
q=2
∑
τ∈Shq,n−q
(
τ
(
αT(1
c
n−q+1) ◦1 αT(1cq)
))
(1r)
=
2≤q≤n−1∑
0≤p≤r
∑
σ∈Shp,r−p,q,n−q
σ
(
s1cn+p−q+1 ◦p+1 s1cr−p+q
)
.
We observe that the second sum in the right hand side of (3.50) is obtained from
(3.52)
r+n−1∑
q=2
∑
λ∈Shq,r+n−q
λ
(
s1cr+n−q+1 ◦1 s1cq
)
by keeping only the terms for which
λ(r + 1) = r + 1, λ(r + 2) = r + 2, . . . , λ(r + n) = r + n .
Next, using the fact that Sm acts trivially on the vector 1
c
m, we see that the third sum in the right hand
side of (3.50) is obtained from (3.52) by keeping only the terms for which q ≥ n and
λ(q − n+ 1) = r + 1 , λ(q − n+ 2) = r + 2 , . . . , λ(q) = r + n .
Similarly, the last sum in the right hand side of (3.50) is obtained from the sum (3.52) by keeping only
the terms for which
λ(q) ≥ r + 1 and λ(i) ≤ r ∀ 1 ≤ i ≤ q − 1 .
Finally, using the invariance with respect to the action of the symmetric group once again, we see that(
αT • αT(1cn)
)
(1r) is obtained from the sum (3.52) by keeping only the terms for which
λ(q − 1) ≥ r + 1 , and λ(r + n) ≥ r + 1 .
Thus, the vector αT satisfies the Maurer-Cartan equation
(3.53) ∂Tw αT + αT • αT = 0 .
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Since the morphism of dg operads
T : ΛLie∞ → Tw ΛLie∞
corresponding to the Maurer-Cartan element αT is defined by equation (3.45), the lemma is proved. 
Remark 3.12. Let V be a ΛLie∞-algebra with a differential ∂ and the brackets
{ , , . . . , }n : V ⊗n → V .
Let us assume that V is equipped with a complete descending filtration (3.2) and α ∈ F1V is a Maurer-Cartan
element. Theorem 3.8 and Lemma 3.11 imply that the formula
(3.54) {v1, . . . , vn}αn =
∞∑
r=0
1
r!
{α, . . . , α︸ ︷︷ ︸
r times
, v1, . . . , vn}r+n
defines a ΛLie∞-structure on V with the differential given by equation (3.22). We say that this latter ΛLie∞-
structure on V is obtained from the former one via twisting by the Maurer-Cartan element α .
3.4. A useful modification Tw⊕O. In practice the morphism (3.1) often comes from the map (of dg
operads)
i : ΛLie→ O .
In this case, the above construction of twisting is well defined for the suboperad Tw⊕(O) ⊂ TwO with
(3.55) Tw⊕(O)(n) =
⊕
r≥0
s2r
(O(r + n))Sr .
It is not hard to see that the Maurer-Cartan element
ϕ ∈ Conv(Λ2coCom,O)
corresponding to the composition
i ◦ UΛLie : Cobar(Λ2coCom)→ O
is given by the formula:
(3.56) ϕ(1cr) =
i({a1, a2}) if r = 20 otherwise .
Hence
(3.57) L⊕O =
⊕
r≥0
s2r−2
(O(r))Sr
is a sub- dg Lie algebra of LO (3.5) .
Specifying general formula (3.21) to this particular case, we see that the differential ∂Tw on (3.55) is given
by the equation:
(3.58) ∂Tw (v) = −(−1)|v|
∑
σ∈Sh2,r−1
σ
(
v ◦1 i({a1, a2})
)
+
∑
τ∈Sh1,r
τ
(
i({a1, a2}) ◦2 v
)
−(−1)|v|
∑
τ ′∈Shr,1
n∑
i=1
τ ′ ◦ ςr+1,r+i
(
v ◦r+i i({a1, a2})
)
,
where
v ∈ s2r(O(r + n))Sr ,
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and ςr+1,r+i is the cycle (r + 1, r + 2, . . . , r + i) .
Remark 3.13. We should remark that, when we apply elementary insertions in the right hand side of (3.58),
we view v and i({a1, a2}) as vectors in O(r + n) and O(2) respectively. The resulting sum in the right hand
side of (3.58) is viewed as a vector in TwO(n) .
3.5. More general version of twisting. The reader may object that the version of twisting we have
presented so far does not even cover the most classical case of the operad O = Lie, since in (3.1) we required
a map ΛLie∞ → O. However, this is easily repaired:
Let k be an integer and let
ΛkLie∞ → O
be an operad map. Then, by functoriality of Λ, there is an operad map
ΛLie∞ → Λ1−kO.
We then define:
TwO := Λk−1Tw (Λ1−kO).
In this paper we will always assume k = 1 since (i) this is the relevant case for the Deligne conjecture and
(ii) the signs are significantly simpler for odd k. One should however be aware that all important statements
may be transcribed to the arbitrary-k case by application of the functor Λ.
4. Categorial properties of twisting
4.1. Tw as a comonad. The goal of this section is to show that the operation Tw defines a comonad
on the under-category ΛLie∞ ↓ Operads, where Operads is the category of dg operads. Recall that the
under-category ΛLie∞ ↓ Operads is the category of arrows ΛLie∞ → O in Operads, with morphisms the
commutative diagrams
ΛLie∞
O O′
.
4.1.1. Tw is an endofunctor. Consider arrows ΛLie∞ → O f→ O′ in the category Operads. Twisting O and
O′, we obtain new dg operads with
TwO(n) =
∏
r≥0
HomSr (s
−2rK,O(r + n)) ,
TwO′(n) =
∏
r≥0
HomSr (s
−2rK,O′(r + n)) .
By composing morphisms on the right with (components of) the map f : O → O′ we obtain a map (of
collections)
Tw f : TwO → TwO′ .
Lemma 4.1. The above map Tw f : TwO → TwO′ is a map of dg operads. Furthermore, if
ΛLie∞ → O f→ O′ g→ O′′
are maps of dg operads, then Tw (f ◦ g) = (Tw f) ◦ (Tw g).
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Proof. It is clear since we only used natural operations (i.e., the operad structure) in defining TwO. 
Applying Tw to ϕˆ : ΛLie∞ → O, we obtain a morphism of dg operads
(4.1) Tw (ϕˆ) : Tw ΛLie∞ → TwO .
Composing (4.1) with the canonical map of dg operads
T : ΛLie∞ → Tw ΛLie∞
from Lemma 3.11, we obtain a morphism of dg operads
(4.2) βO := Tw (ϕˆ) ◦ T : ΛLie∞ → TwO .
From Lemma 4.1 it is then evident that the following diagram commutes:
ΛLie∞
TwO TwO′
βO βO′
Tw f
Here f,O,O′ are as above. Summarizing, we obtain the following result:
Corollary 4.2. The operation Tw defines an endofunctor on the under-category ΛLie∞ ↓ Operads. 
Remark 4.3. Let ∗ be the initial object (2.3) in the category of dg operads. It is easy to see that Tw ∗
carries the obvious augmentation
(4.3) Tw ∗ → ∗ .
Thus, if the dg operad O in an object of ΛLie∞ ↓ Operads has an augmentation morphism ε : O → ∗ then
TwO is canonically augmented. The desired augmentation TwO → ∗ is obtained by composing
Tw (ε) : TwO → Tw ∗
with (4.3).
4.1.2. The natural projection. Let ΛLie∞ → O be an arrow in Operads. There is the natural map
(4.4) ηO : TwO → O
projecting the product
TwO(n) =
∏
r≥0
HomSr (s
−2rK,O(r + n))
to its first (r = 0) factor. It is easy to see that (4.4) is a map of dg operads.
We claim that
Lemma 4.4. The maps ηO assemble to form a natural transformation η : Tw ⇒ id, where id is the identity
functor on ΛLie∞ ↓ Operads.
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Proof. We have to show that for all arrows ΛLie∞ → O f−→ O′ the following diagram commutes.
TwO TwO′
O O′
Tw f
ηO
f
ηO′
This is obvious. 
4.1.3. The comultiplication D : Tw → Tw ◦ Tw . Let again ΛLie∞ → O be an arrow in Operads. Consider
Tw TwO =
∏
r,s≥0
HomSr (s
−2rK,HomSs(s−2sK,O(s+ r + n))) ∼=
∏
r,s≥0
HomSs×Sr (s
−2s−2rK,O(s+ r + n)).
There are natural inclusions
HomSs+r (s
−2s−2rK,O(s+ r + n))→ HomSs×Sr (s−2s−2rK,O(s+ r + n))
and they assemble to form a map
(4.5) DO : TwO → Tw TwO,
which is alternatively defined by the equation:
(4.6) DO(f)(1r ⊗ 1s) = f(1s+r) , f ∈ TwO(n) .
We claim that
Lemma 4.5. The map DO is a map of operads and the diagram
(4.7)
ΛLie∞
TwO Tw TwO
βO βTwO
DO
commutes.
Proof. Let us consider commutativity of diagram (4.7) first.
By definition of βO (4.2), we have
βO(s1cn)(1r) = ϕr+n ,
where ϕn := ϕˆ(s 1
c
n) .
On the other hand,
(4.8) βTwO = Tw (βO) ◦ T .
Hence
(4.9) βTwO(s 1cn)(1r ⊗ 1s) = βO(s 1cr+n)(1s) = ϕs+r+n .
Composing βO with DO, we get
DO ◦ βO(s1cn)(1r ⊗ 1s) = βO(s1cn)(1r+s) = ϕs+r+n .
Comparing this result with (4.9) we conclude that diagram (4.7) indeed commutes.
Let us now show that DO is a map of operads.
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For this purpose we consider a pair of vectors f ∈ TwO(n) and g ∈ TwO(m) and compute
(4.10) DO(f ◦i g)(1r ⊗ 1s) = f ◦i g(1r+s) =
r+s−p∑
p=0
∑
σ∈Shp,r+s−p
σ ◦ %r+s,p,i
(
f(1p) ◦p+i g(1r+s−p)
)
where the family of permutations {%r,p,i}p≤r is defined in (3.26) .
On the other hand,(
DO(f) ◦i DO(g)
)
(1r ⊗ 1s) =
r∑
p1=0
∑
τ∈Shp1,r−p1
τ ◦ %r,p1,i
(
DO(f)(1p1) ◦p1+i DO(g)(1r−p1)
)
(1s)
=
∑
0≤p1≤r
0≤p2≤s
∑
σ∈Tr,s,p1,p2
µtσ
(
DO(f)(1p1 ⊗ 1p2)⊗DO(g)(1r−p1 ⊗ 1s−p2)
)
=
∑
0≤p1≤r
0≤p2≤s
∑
σ∈Tr,s,p1,p2
µtσ
(
f(1p1+p2)⊗ g(1r+s−p1−p2)
)
,
(4.11)
where tσ is the labeled planar tree depicted on figure 4.1 and the set Tr,s,p1,p2 consists of shuffles σ ∈
Shp1+p2,r+s−p1−p2 satisfying the conditions:
σ(1), σ(2), . . . , σ(p2) ∈ {1, 2, . . . , s} ,
σ(p2 + p1 + 1), σ(p2 + p1 + 2), . . . , σ(p1 + s) ∈ {1, 2, . . . , s} ,
σ(p2 + 1), σ(p2 + 2), . . . , σ(p2 + p1) ∈ {s+ 1, s+ 2, . . . , s+ r} ,
σ(p1 + s+ 1), σ(p1 + s+ 2), . . . , σ(s+ r) ∈ {s+ 1, s+ 2, . . . , s+ r} .
σ(1) σ(2)
. . .
σ(p2 + p1) s+ r + 1
. . .
s+ r + i− 1
σ(p2 + p1 + 1)
. . .
σ(s+ r) s+ r + i
. . .
s+ r + i+m− 1
s+ r + i+m
. . .
s+ r + n+m− 1
Fig. 4.1. The labeled planar tree tσ
It is clear that for every 0 ≤ p ≤ r + s the (disjoint) union⊔
p1+p2=p
Tr,s,p1,p2
coincides with the set Shp,r+s−p.
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Hence,
∑
0≤p1≤r
0≤p2≤s
∑
σ∈Tr,s,p1,p2
µtσ
(
f(1p1+p2)⊗ g(1r+s−p1−p2)
)
=
r+s−p∑
p=0
∑
σ∈Shp,r+s−p
σ ◦ %r+s,p,i
(
f(1p) ◦p+i g(1r+s−p)
)
.
Thus,
DO(f ◦i g) = DO(f) ◦i DO(g) .
In other words, DO is compatible with all elementary operadic insertions.
It is easy to see that DO is compatible with the units.
Lemma 4.5 is proved. 
Lemma 4.6. The maps DO (4.6) assemble to form a natural transformation D : Tw ⇒ Tw ◦ Tw .
Proof. We have to show that for all arrows f : O → O′ (respecting the maps from ΛLie∞) the following
diagram commutes.
TwO TwO′
Tw TwO Tw TwO′
Tw f
DO
Tw Tw f
DO′
Unravelling the definitions this is amounts to saying that the following diagrams commute
HomSr+s(s
−2r−2sK,O(r + s+ n)) HomSr+s(s−2r−2sK,O′(r + s+ n))
HomSr×Ss(s
−2r−2sK,O(r + s+ n)) HomSr×Ss(s−2r−2sK,O′(r + s+ n))
f◦
f◦
for all r, s, n. This is clear. 
Theorem 4.7. The functor Tw together with the natural transformations η,D (4.4), (4.6), is a comonad
on the under-category ΛLie∞ ↓ Operads.
Proof. We have to verify the defining relations for a comonad. The two co-unit relations boil down to the
statement that for any operad O the compositions
TwO DO−→ Tw TwO ηTwO−→ TwO
TwO DO−→ Tw TwO Tw ηO−→ TwO
are the identity maps on TwO. This statement follows immediately from the definitions. Next consider the
co-associativity axiom. In our case it boils down to the statement that for any operad O the diagram
TwO Tw TwO
Tw TwO Tw Tw TwO
DO
DO
Tw (DO)
DTwO
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commutes. Unravelling the definitions, we have to show that the following diagram commutes
HomSr+s+t(s
−2r−2s−2tK,O(r + s+ t+ n)) HomSr+s×St(s−2r−2s−2tK,O(r + s+ t+ n))
HomSr×Ss+t(s
−2r−2s−2tK,O(r + s+ t+ n)) HomSr×Ss×St(s−2r−2s−2tK,O(r + s+ t+ n))
for all r, s, t, n. This is again clear. 
4.2. Coalgebras over the comonad Tw . Let us now consider coalgebras over the comonad Tw . These
are arrows of operads ΛLie∞ → O together with an operad map
c : O → TwO
such that the following axioms hold:
• The following diagram commutes:
(4.12)
ΛLie∞
O TwOc
• The composition
(4.13) O c→ TwO ηO→ O
is the identity.
• The following diagram commutes:
(4.14)
O TwO
TwO Tw TwO
c
c
Tw c
DO
Remark 4.8. It often happens that a map from the dg operad ΛLie∞ to O is clear from the context. In this
case, we abuse the notation and say that O is a Tw -coalgebra if the corresponding arrow ΛLie∞ → O carries
a coalgebra structure over the comonad Tw .
Example 4.9. In Subsection 5.1.1 below, we will show that the operads ΛLie and Ger carry canonical
structures of a Tw -coalgebra. Furthermore, it is not hard to see that, the canonical morphism of dg operads
T : ΛLie∞ → Tw ΛLie∞
from Lemma 3.11 equips ΛLie∞ with a structure of a Tw -coalgebra.
Example 4.10. If ΛLie∞ → O is an arrow, then TwO is a Tw -coalgebra (a cofree Tw -coalgebra).
Another example of a Tw -coalgebra is given in the next section.
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4.3. Ger∞ is canonically a Tw -coalgebra. Let us recall from [14], [15], [18] that
Ger∞ := Cobar(Ger∨) ,
where Ger∨ is the cooperad Koszul dual to Ger. Concretely, Ger∨ is obtained from Λ−2Ger by taking the
linear dual. The operad ΛLie∞ is a sub-operad of Ger∞, and we denote the inclusion by
ι : ΛLie∞ → Ger∞.
Our goal, in this section, is to show that Ger∞ is a Tw -coalgebra. In order to do this, we have to complete
two tasks:
(1) Construct a map of dg operads c : Ger∞ → TwGer∞.
(2) Verify that c satisfies the axioms for a Tw -coalgebra.
To complete the first task we consider the free Λ−2Ger-algebra Λ−2Gern in n dummy variables b1, . . . , bn of
degree zero. The n-th space Λ−2Ger(n) of the operad Λ−2Ger is spanned by Λ−2Ger-monomials in b1, . . . , bn
in which each dummy variable bi appears exactly once. It is clear that the operad Λ
−2Ger is generated by
the two vectors b1b2, {b1, b2} ∈ Λ−2Ger(2) of degrees 2 and 1, respectively.
Next, we consider the ordered partitions of the set {1, 2, . . . , n}
(4.15) {i11, i12, . . . , i1p1} unionsq {i21, i22, . . . , i2p2} unionsq · · · unionsq {it1, it2, . . . , itpt}
satisfying the following properties:
• for each 1 ≤ β ≤ t the index iβpβ is the biggest among iβ1, . . . , iβpβ
• i1p1 < i2p2 < · · · < itpt (in particular, itpt = n).
It is not hard to see that for each n ≥ 1 the monomials
(4.16) {bi11 , . . . , {bi1(p1−1) , bi1p1}..} . . . {bit1 , . . . , {bit(pt−1) , bitpt}..}
corresponding to all ordered partitions (4.15) satisfying the above properties form a basis9 of Λ−2Ger(n) .
We denote by In the set of the ordered partitions (4.15) and reserve the notation
(4.17)
{
wn,i
}
i∈In
and
(4.18) {w∗n,i}i∈In
for the basis of Λ−2Ger(n) formed by monomials (4.16) and the dual basis of Ger∨(n) =
(
Λ−2Ger(n)
)∗
,
respectively.
We observe that, for every r ≥ 0 and for every basis vector wn,i, the monomial
b1 . . . br wn,i(br+1, . . . , br+n)
belongs to the basis of Λ−2Ger(r + n) . In particular, we denote by(
b1 . . . br wn,i(br+1, . . . , br+n)
)∗
the basis vector of Ger∨(r + n) which is dual to b1 . . . br wn,i(br+1, . . . , br+n) in Λ−2Ger(r + n) .
9Using this fact, it is easy to see that dim Λ−2Ger(n) = n!
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Since for every r ≥ 0 and n ≥ 2 the element s2r+1(b1 . . . br wn,i(br+1, . . . , br+n))∗ can be viewed as a
vector in
s2r+1
(
Ger∨(r + n)
)Sr ⊂ TwGer∞(n) ,
the formula
(4.19) αG =
∑
n≥2, r≥0
∑
i∈In
s2r+1
(
b1 . . . br wn,i(br+1, . . . , br+n)
)∗ ⊗ wn,i
defines a degree 1 element in the dg Lie algebra
(4.20) Conv(Ger∨◦ ,TwGer∞) ∼=
∏
n≥2
(
TwGer∞(n)⊗ Λ−2Ger(n)
)Sn
.
We claim that
Proposition 4.11. Equation (4.19) defines a Maurer-Cartan element of the dg Lie algebra (4.20).
The proof of this proposition is quite technical so we postpone it to Subsection 4.3.1 given below.
Due to Theorem 2.2, maps from Ger∞ to TwGer∞ are in bijection with Maurer-Cartan elements of the
dg Lie algebra (4.20). Hence the Maurer-Cartan element αG (4.19) defines a map of dg operads
(4.21) c : Ger∞ → TwGer∞ .
To prove that c equips Ger∞ with the structure of a Tw -coalgebra, we have to verify three conditions.
The first condition states that the following diagram shall commute:
ΛLie∞
Ger∞ TwGer∞
ι
c
.
Here the right hand arrow is defined as the composition
ΛLie∞ → Tw ΛLie∞ Tw ι−→ TwGer∞.
It sends the generator s 1cn of ΛLie∞ to (cf. (3.45))∑
r≥0
s2r+1(b1b2 · · · br+n)∗.
On the other hand, the left and bottom morphisms in the diagram under consideration send s 1cn to
c ◦ ι(s 1cn) = c
(
s(b1 · · · bn)∗
)
=
∑
r≥0
s2r+1(b1b2 · · · br+n)∗ .
Hence this condition is satisfied. The second condition for Tw -coalgebras to be checked says that the
composition
Ger∞ → TwGer∞ → Ger∞
shall be the identity. It is obviously satisfied. The third condition states that the two compositions below
shall be the same.
Ger∞
c−→ TwGer∞ DGer∞−→ Tw TwGer∞
Ger∞
c−→ TwGer∞ Tw (c)−→ Tw TwGer∞
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In fact, unfolding the definitions one finds that both compositions operate on generators sw∗n,i of Ger∞ as
follows:
sw∗n,i 7→
∑
r≥0
∑
s≥0
s2r+2s+1b1 . . . br+sw
∗
n,i(br+s+1, . . . , br+s+n)
Thus the third condition is also satisfied.
Summarizing, we obtain the following theorem:
Theorem 4.12. The morphism of dg operads
(4.22) c : Ger∞ → TwGer∞
corresponding to the Maurer-Cartan element αG (4.19) equips Ger∞ with a Tw -coalgebra structure. 
4.3.1. The proof of Proposition 4.11. The proof of Theorem 4.12 is based on Proposition 4.11. Here we prove
this proposition.
Let n, r be a pair of integers with r ≥ 0 and n ≥ 2 . In the groupoid Tree2(r+ n) we consider the objects
tbelowσ , t
above
σ , t
k
σ, t
p,q
σ,τ shown on figures 4.2, 4.3, 4.4, and 4.5, respectively.
σ(1)
. . .
σ(p)
σ(p+ 1)
. . .
σ(r) r + 1
. . .
r + n
Fig. 4.2. The tree tbelowσ . Here
2 ≤ p ≤ r and σ ∈ Shp,r−p
σ(1)
. . .
σ(p) r + 1
. . .
r + n
σ(p+ 1)
. . .
σ(r)
Fig. 4.3. The tree taboveσ . Here
0 ≤ p ≤ r − 1 and σ ∈ Shp,r−p
σ(p+ 1)
. . .
σ(r) r + k
σ(1)
. . .
σ(p) r + 1
. . .
r + k − 1 r + k + 1
. . .
r + n
Fig. 4.4. The tree tkσ . Here 2− n ≤ p ≤ r − 1, 1 ≤ k ≤ n, and σ ∈ Shp,r−p
It is clear that the trees tbelowσ , t
above
σ , t
k
σ, t
p,q
σ,τ are all mutually non-isomorphic. Furthermore, if both
nodal vertices of a tree t ∈ Tree2(n) have valencies ≥ 3, then t is isomorphic to one of the trees in the list:
tbelowσ , t
above
σ , t
k
σ, t
p,q
σ,τ .
We will need the following technical statement:
Lemma 4.13. Let n, r be a pair of integers with r ≥ 0, n ≥ 2 , wn,i be a vector in the basis (4.17), and(
b1 . . . br wn,i(br+1, . . . , br+n)
)∗
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σ(p+ 1)
. . .
σ(r) r + τ(1)
. . .
r + τ(q)
σ(1)
. . .
σ(p) r + τ(q + 1)
. . .
r + τ(n)
Fig. 4.5. The tree tp,qσ,τ . Here 0 ≤ p ≤ r, 2 ≤ q ≤ n− 1, σ ∈ Shp,r−p and τ ∈ Shq,n−q
be the basis vector of Ger∨(r + n) dual to b1 . . . br wn,i(br+1, . . . , br+n) ∈ Λ−2Ger(r + n) . Then
(4.23) ∂Cobars (b1 . . . brwn,i(br+1, . . . , br+n))
∗ =
−
∑
2≤p≤r
σ∈Shp,r−p
(−1)|wn,i|(tbelowσ ; s (b1 . . . br−p+1wn,i(br−p+2, . . . , br−p+1+n))∗ ⊗ s (b1 . . . bp)∗)
−
∑
0≤p≤r−1
σ∈Shp,r−p
(
taboveσ ; s (b1 . . . br−p+1)
∗ ⊗ s (b1 . . . bpwn,i(bp+1, . . . , bp+n))∗
)
−
∑
2−n≤p≤r−1
σ∈Shp,r−p
n∑
k=1
(−1)|wn,i| (tkσ; s (b1 . . . bpwn,i(bp+1, . . . , bp+n))∗ ⊗ s (b1 . . . br−p+1)∗)
−
∑
0≤p≤r
2≤q≤n−1
∑
σ∈Shp,r−p
τ∈Shq,n−q
∑
i1,i2
(−1)|wn−q+1,i1 ||wq,i2 |+|wn−q+1,i1 |f ii1i2
(
tp,qσ,τ ; s (b1 . . . bpwn−q+1,i1(bp+1, . . . , bp+n−q+1))
∗
⊗ s (b1 . . . br−pwq,i2(br−p+1, . . . , br−p+q))∗
)
,
where the coefficients f ii1i2 ∈ K are defined by the equation
(4.24) τ(wn−q+1,i1 ◦1 wq,i2) =
∑
i∈In
f ii1i2wn,i .
Proof. The statement of the lemma follows from these equations:
(4.25) ∆tbelowσ
(
b1 . . . brwn,i(br+1, . . . , br+n)
)∗
=
(b1 . . . br−p+1wn,i(br−p+2, . . . , br−p+1+n))∗ ⊗ (b1 . . . bp)∗ ,
(4.26) ∆taboveσ
(
b1 . . . brwn,i(br+1, . . . , br+n)
)∗
=
(b1 . . . br−p+1)∗ ⊗ (b1 . . . bpwn,i(bp+1, . . . , bp+n))∗ ,
(4.27) ∆tkσ
(
b1 . . . brwn,i(br+1, . . . , br+n)
)∗
=
(b1 . . . bpwn,i(bp+1, . . . , bp+n))
∗ ⊗ (b1 . . . br−p+1)∗ ,
and
(4.28) ∆tp,qσ,τ
(
b1 . . . brwn,i(br+1, . . . , br+n)
)∗
=
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i1∈In−q+1,
i2∈Iq
(−1)|wn−q+1,i1 |·|wq,i2 |f ii1i2(b1 . . . bpwn−q+1,i1(bp+1, . . . , bp+n−q+1))∗
⊗ (b1 . . . br−pwq,i2(br−p+1, . . . , br−p+q))∗ ,
where the coefficients f ii1i2 are defined by equation (4.24).
Let us prove that equation (4.28) holds.
In general, we have
∆tp,qσ,τ
(
b1 . . . brwn,i(br+1, . . . , br+n)
)∗
=
(4.29)
∑
j1∈In+p−q+1,
j2∈Ir−p+q
gij1,j2w
∗
n+p−q+1,j1 ⊗ w∗r−p+q,j2 , gij1j2 ∈ K .
It is not hard to see that, if the basis vector wn+p−q+1,j1 is not of the form
b1 . . . bpwn−q+1,i1(bp+1, . . . , bp+n−q+1)
or the basis vector wr−p+q,j2 is not of the form
b1 . . . br−pwq,i2(br−p+1, . . . , br−p+q) ,
then (
b1 . . . brwn,i(br+1, . . . , br+n)
)∗(
µtp,qσ,τ (wn+p−q+1,j1 ⊗ wr−p+q,j2
)
= 0 .
In other words, gij1j2 = 0 unless the basis vector wn+p−q+1,j1 is of the form
b1 . . . bpwn−q+1,i1(bp+1, . . . , bp+n−q+1)
and the basis vector wr−p+q,j2 is of the form
b1 . . . br−pwq,i2(br−p+1, . . . , br−p+q) .
Hence,
(4.30) ∆tp,qσ,τ
(
b1 . . . brwn,i(br+1, . . . , br+n)
)∗
=∑
i1∈In−q+1,
i2∈Iq
f˜ ii1i2(b1 . . . bpwn−q+1,i1(bp+1, . . . , bp+n−q+1))
∗ ⊗ (b1 . . . br−pwq,i2(br−p+1, . . . , br−p+q))∗
for some coefficients f˜ ii1i2 ∈ K .
On the other hand, we have
∆tp,qσ,τ
(
b1 . . . brwn,i(br+1, . . . , br+n)
)∗(
b1 . . . bpwn−q+1,i1(bp+1, . . . , bp+n−q+1)
⊗ b1 . . . br−pwq,i2(br−p+1, . . . , br−p+q)
)
=
(4.31)
(
b1 . . . brwn,i(br+1, . . . , br+n)
)∗(
µtp,qσ,τ
(
b1 . . . bpwn−q+1,i1(bp+1, . . . , bp+n−q+1)
⊗ b1 . . . br−pwq,i2(br−p+1, . . . , br−p+q)
))
=
(−1)εi1i2 (b1 . . . brwn,i(br+1, . . . , br+n))∗(bσ(1) . . . bσ(p)
wn−q+1,i1
(
bσ(p+1) . . . bσ(r)wq,i2(br+τ(1), . . . , br+τ(q)), br+τ(q+1), . . . , br+τ(n)
))
,
where the sign factor (−1)εi1i2 comes from permuting the Λ−2Ger-monomial wq,i2 with brackets { , } .
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Since in the variables b1, . . . , br in the Λ
−2Ger-monomial b1 . . . brwn,i(br+1, . . . , br+n) only enter Λ−1Lie
words of length 1 , we have
∆tp,qσ,τ
(
b1 . . . brwn,i(br+1, . . . , br+n)
)∗(
b1 . . . bpwn−q+1,i1(bp+1, . . . , bp+n−q+1)
⊗ b1 . . . br−pwq,i2(br−p+1, . . . , br−p+q)
)
=
(4.32) (−1)εi1i2 (b1 . . . brwn,i(br+1, . . . , br+n))∗(bσ(1) . . . bσ(r)
wn−q+1,i1
(
wq,i2(br+τ(1), . . . , br+τ(q)), br+τ(q+1), . . . , br+τ(n)
))
=
(−1)εi1i2 (b1 . . . brwn,i(br+1, . . . , br+n))∗(b1 . . . br
wn−q+1,i1
(
wq,i2(br+τ(1), . . . , br+τ(q)), br+τ(q+1), . . . , br+τ(n)
))
= f ii1i2 .
Thus f˜ ii1i2 = (−1)|wn−q+1,i1 ||wq,i2 |f ii1i2 and equation (4.28) holds.
Using the identification Ger∨ = Λ−2Ger∗ in the similar way, it is easy to prove that equations (4.25),
(4.26), (4.27) also hold.
Lemma 4.13 follows. 
To prove Proposition 4.11 we need to show that the element αG (4.19) satisfies the Maurer-Cartan equation
(4.33) ∂CobarαG + ∂
Tw αG + αG•αG = 0
in the dg Lie algebra (4.20).
Equation (4.33) unfolds as follows:
(4.34)
∑
n≥2, r≥0
∑
i∈In
s2r ∂Cobar
(
s
(
b1 . . . br wn,i(br+1, . . . , br+n)
)∗)⊗ wn,i+
∑
n≥2, r≥0
∑
i∈In
∂Tw
(
s2r+1
(
b1 . . . br wn,i(br+1, . . . , br+n)
)∗)⊗ wn,i
+
∑
0≤p≤r
2≤q≤n−1
∑
σ∈Shp,r−p
τ∈Shq,n−q
∑
i1,i2
(−1)|wn−q+1,i1 |(|wq,i2 |+1) (tp,qσ,τ ; s2p+1 (b1 . . . bpwn−q+1,i1(bp+1, . . . , bp+n−q+1))∗
⊗ s2(r−p)+1 (b1 . . . br−pwq,i2(br−p+1, . . . , br−p+q))∗
) ⊗ f ii1i2wn,i = 0 ,
where the coefficients f ii1i2 are defined by equations (4.24).
Let us now use Lemma 4.13.
The contribution to ∑
n≥2, r≥0
∑
i∈In
s2r ∂Cobar
(
s
(
b1 . . . br wn,i(br+1, . . . , br+n)
)∗)⊗ wn,i
coming from the last sum in the right hand side of (4.23) cancels with the third sum in equation (4.34).
The contributions to∑
n≥2, r≥0
∑
i∈In
s2r ∂Cobar
(
s
(
b1 . . . br wn,i(br+1, . . . , br+n)
)∗)⊗ wn,i
coming from the remaining sums in the right hand side of (4.23) cancel the sum∑
n≥2, r≥0
∑
i∈In
∂Tw
(
s2r
(
b1 . . . br wn,i(br+1, . . . , br+n)
)∗)⊗ wn,i .
Thus αG satisfies (4.33) and Proposition 4.11 follows.
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
5. Homotopy theoretic properties of the twisting procedure
Let us prove that the functor Tw preserves quasi-isomorphisms.
Theorem 5.1. Let ΛLie∞ → O F→ O′ be a morphism of the under-category ΛLie∞ ↓ Operads with F being
a quasi-isomorphism. Then, the map Tw (F ) : TwO → TwO′ is also a quasi-isomorphism.
Proof. We want to show that TwO(n)→ TwO′(n) is a quasi-isomorphism for every n = 0, 1, 2, . . . . This is
equivalent to saying that the mapping cone
C := TwO(n)⊕ s TwO′(n)
is acyclic for every n. There is a natural complete filtration C = F0 ⊃ F1 ⊃ · · · such that
Fp =
∏
r≥p
HomSr (s
−2rK,O(r + n))⊕
∏
r≥p
sHomSr (s
−2rK,O′(r + n)) .
Note that the associated graded complex for this filtration is⊕
p
Fp/Fp+1 ∼=
⊕
p
HomSp(s
−2pK,O(p+ n)⊕ sO′(p+ n)).
The complex O(p + n) ⊕ sO′(p + n) is the mapping cone of O(p + n) → O′(p + n) and hence acyclic by
assumption. Since taking invariants with respect to a finite group action commutes with taking cohomology,
we conclude that the associated graded is acyclic as well. Thus, by Lemma D.1 from Appendix D, the
statement of the proposition follows. 
Example 5.2. Since the canonical maps
UΛLie : ΛLie∞ → ΛLie , UGer : Ger∞ → Ger
are quasi-isomorphisms of dg operads, the morphisms
Tw (UΛLie) : Tw (ΛLie∞)→ Tw (ΛLie) ,
and
Tw (UGer) : TwGer∞ → TwGer
are also quasi-isomorphisms of dg operads.
As we will see below in Section 5.1, many objects of the under-category ΛLie∞ ↓ Operads satisfy the
following remarkable property:
Definition 5.3. An arrow ΛLie∞ → O is called a homotopy fixed point for Tw if the counit map ηO :
TwO → O is a quasi-isomorphism.
If the map from ΛLie∞ is clear from the context, we will say, by abusing the notation, that O is a homotopy
fixed point of Tw .
Theorem 5.1 implies that, if a dg operad O is a homotopy fixed point for Tw and a dg operad O′ is
quasi-isomorphic to O, then O′ is also a homotopy fixed point for Tw .
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Example 5.4. In Subsection 5.1.1 below, we will show that the operads ΛLie and Ger are homotopy fixed
points for Tw . Hence, by Theorem 5.1, the dg operads ΛLie∞ and Ger∞ are also homotopy fixed points for
Tw .
Example 5.5. In Section 9.3 below, we will show that the dg operad Br governing braces algebras (see
Section 9) is a homotopy fixed point for Tw .
5.1. The distributive law and the functor Tw . In this section, we describe a large class of dg operads
which are simultaneously Tw -coalgebras and homotopy fixed points for Tw .
Let us recall [14] that, for collections P and Q in C, the formula
(5.1) P Q(n) =
⊕
r≥0
P (r)⊗Sr
( ⊕
k1+···+kr=n
IndSnSk1×···×SkrQ(k1)⊗ · · · ⊗Q(kr)
)
defines a monoidal structure on the category of collections. The product (5.1) is known as plethysm.
Let P be an arbitrary dg operad. Furthermore, let O be the collection of cochain complexes
(5.2) O = P  ΛLie
which is obtained by computing the plethysm (5.1) of P with ΛLie .
Let ς1,i be the cycle (1, 2, . . . , i) in Sn+1 . It is not hard to see that imposing the relation
(5.3) {a1, a2} ◦2 γ = (−1)|γ|
n∑
i=1
ς1,i(γ ◦i {a1, a2}) ∀ γ ∈ P (n)
and using the operad structures on P and on ΛLie we get a natural dg operad structure on the collection
(5.2). Following [24] and [22, Section 8.6], we say that the dg operad O is obtained from P and ΛLie using
the distributive law (5.3).
Example 5.6. The operad Ger is obtained from the operad Com via the above construction.
Ger = Com ΛLie .
For dg operads obtained in this way, we have the following straightforward proposition:
Proposition 5.7. Let O be the dg operad which is obtained via taking the plethysm (5.2) and imposing
relation (5.3). Then for every γ ∈ O(n) we have
(5.4) {a1, a2} ◦2 γ = (−1)|γ|
n∑
i=1
ς1,i(γ ◦i {a1, a2}) .
Furthermore, for every O-algebra V , the adjoint action {v, } is a derivation of the O-algebra structure on
V for every v ∈ V . 
Remark 5.8. Proposition 5.7 implies that the operad BV governing the Batalin-Vilkovisky (BV) algebra
[12] is not an operad which is obtained via the above construction. Indeed, the unary operation δ on a BV
algebra V satisfies the relation
δ
({v1, v2})+ {δ(v1), v2}+ (−1)|v1|{v1, δ(v2)} = 0 .
Hence, in general, the adjoint action {v, } is not a derivation of the BV algebra structure on V .
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Let O be the dg operad which is obtained via taking the plethysm (5.2) and imposing relation (5.3). It
is obvious that the dg operad O receives a natural embedding
(5.5) i : ΛLie ↪→ O .
Composing i with the canonical quasi-isomorphism (2.26) UΛLie : ΛLie∞ → ΛLie we get a map of dg
operads
(5.6) ϕˆ := i ◦ UΛLie : ΛLie∞ → O .
Hence, we may apply the twisting procedure to the pair (O, ϕˆ) and obtain a dg operad TwO .
According to Section 3.4, the spaces
(5.7) Tw⊕O(n) =
⊕
s2r
(O(r + n))Sr
form a sub- dg operad of TwO .
It turns our that the dg operad Tw⊕O coincides with TwO, provided the dg operad P satisfies a minor
technical condition. Namely,
Proposition 5.9. Let P be a dg operad for which there exists a integer N such that for each n ≥ 0 and for
every v ∈ P (n)
(5.8) |v| ≥ N .
If the dg operad O is obtained via taking the plethysm (5.2) and imposing relation (5.3) then
(5.9) Tw⊕O = TwO .
Proof. Let m be an integer and n be a non-negative integer. Our goal is to prove every sum
(5.10)
∞∑
r=0
wr , wr ∈ s2r
(O(r + n))Sr
of a fixed degree m has only finitely many terms.
For every r ≥ 0, the graded vector space s2r(O(r + n))Sr is spanned by vectors of the form
(5.11)
∑
σ∈Sr
σ(v;X1, X2, . . . , Xt) ,
where v ∈ P (t) for some t and Xi are vectors in ΛLie(ki) such that
(5.12)
t∑
i=1
ki = n+ r .
Since a vector (5.11) carries degree m in
s2r
(O(r + n))Sr ,
we obtain the following equation
(5.13) m = 2r + |v|+
t∑
i=1
(1− ki) .
Combining (5.12) with (5.13) we get
(5.14) m = r + |v|+ t− n
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and hence
(5.15) r = m+ n− t− |v| .
Since t ≥ 0 and |v| ≥ N , we deduce that
(5.16) r ≤ m+ n−N .
Thus the sum in (5.10) has indeed only finitely many terms. 
The following theorem is the central result of this section10.
Theorem 5.10. If an object (O, ϕˆ) of the under-category ΛLie∞ ↓ Operads is obtained via taking the
plethysm (5.2) of a dg operad P with ΛLie and imposing relation (5.3), then (O, ϕˆ) is canonically a Tw -
coalgebra. If, in addition, the dg operad P satisfies the condition of Proposition 5.9, then O is a homotopy
fixed point for Tw .
Proof. Identity (5.4) implies that the canonical embedding
embO : O → TwO
(5.17)
(
embO(v)
)
(1r) =
v if r = 0 ,0 otherwise
is compatible with the differentials ∂Tw and ∂O . Furthermore, it is easy to see that the diagrams
O TwO
O
embO
id
ηO
O TwO
TwO Tw TwO
embO
embO Tw (ηO)
DO
commute. Thus (O, ϕˆ) is indeed a coalgebra over the comonad Tw .
Let us now observe that the map embO (5.17) lands into the sub- dg operad Tw⊕O . Furthermore, if the
dg operad P satisfies the condition of Proposition 5.9, then
Tw⊕O = TwO .
Thus, we need to prove that the map
(5.18) embO
∣∣∣
O(n)
: O(n) ↪→ Tw⊕O(n)
is a quasi-isomorphism of cochain complexes for every n . For this purpose we consider the free O-algebra
(5.19) O(a, a1, a2, . . . , an)
generated by n dummy variables a1, a2, . . . , an of degree zero and one dummy variable a of degree 2 . Next,
we denote by δ the degree 1 derivation of the O-algebra O(a, a1, a2, . . . , an) defined by the formulas:
(5.20) δ(a) =
1
2
{a, a} , δ(ai) = 0 ∀ 1 ≤ i ≤ n .
10An idea of this proof is borrowed from [33].
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Due to the Jacobi identity, we have δ2 = 0 . Hence, δ is a differential on O-algebra (5.19). We will combine
δ with the differential ∂O coming from O and consider the O-algebra (5.19) with the differential
(5.21) ∂O + δ .
Let us denote by
(5.22) O′(a, a1, a2, . . . , an)
the subcomplex of (5.19) which is spanned byO-monomials in which each variable from the set {a1, a2, . . . , an}
appears exactly once.
It is not hard to see that the formula
(5.23) ψ(s2r v) =
1
r!
v ⊗ a⊗ r ⊗ a1 ⊗ a2 ⊗ · · · ⊗ an , v ∈
(O(r + n))Sr
gives us an obvious isomorphism of graded vector spaces
(5.24) ψ : Tw⊕O(n) =
∞⊕
r=0
(O(r + n))Sr → O′(a, a1, a2, . . . , an) .
Using identity (5.4), one can show that ψ intertwines the differentials ∂Tw on Tw⊕O(n) and (5.21) on
(5.22). Hence, ψ (5.24) is an isomorphism of cochain complexes.
Let us denote by
(5.25) O′′(a1, a2, . . . , an)
the subcomplex of the free O-algebra O(a1, a2, . . . , an) which is spanned by monomials in which each variable
from the set {a1, a2, . . . , an} appears exactly once.
We observe that the assignment
v 7→ v ⊗ a1 ⊗ a2 ⊗ · · · ⊗ an , v ∈ O(n)
gives us an obvious identification between the cochain complex O(n) and (5.25).
We also observe that the composition ψ ◦ embO operates by the formula
(5.26) ψ ◦ embO(v) = v ⊗ a1 ⊗ a2 ⊗ · · · ⊗ an .
Thus, our goal is to show that the embedding
(5.27) O′′(a1, a2, . . . , an) ↪→ O′(a, a1, a2, . . . , an)
is a quasi-isomorphism of cochain complexes.
For this purpose we introduce the free ΛLie-algebra
(5.28) ΛLie(a, a1, a2, . . . , an)
generated by n dummy variables a1, a2, . . . , an of degree zero and one dummy variable a of degree 2 .
We consider the ΛLie-algebra ΛLie(a, a1, a2, . . . , an) with the differential δ defined in (5.20).
In addition, we introduce two subspaces
(5.29) ΛLie′′(a1, a2, . . . , an) ⊂ ΛLie(a, a1, a2, . . . , an)
and
(5.30) ΛLie′(a, a1, a2, . . . , an) ⊂ ΛLie(a, a1, a2, . . . , an) .
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Here ΛLie′(a, a1, a2, . . . , an) is spanned by ΛLie-monomials in ΛLie(a, a1, a2, . . . , an) which involve each vari-
able from the set {a1, a2, . . . , an} at most once, and ΛLie′′(a1, a2, . . . , an) is spanned by ΛLie-monomials in
ΛLie′(a, a1, a2, . . . , an) which do not involve the variable a at all.
It is clear that both subspaces (5.29) and (5.30) are subcomplexes of (5.28). Moreover, the restriction of
the differential δ to (5.29) is zero.
The proof of Theorem 5.10 is based on the following statement:
Lemma 5.11. The embedding
(5.31) emb : ΛLie′′(a1, a2, . . . , an) ↪→ ΛLie′(a, a1, a2, . . . , an)
is a quasi-isomorphism of cochain complexes. In other words, for every cocycle c ∈ ΛLie′(a, a1, a2, . . . , an),
there exists a vector c1 ∈ ΛLie′(a, a1, a2, . . . , an) such that
c− δ(c1) ∈ ΛLie′′(a1, a2, . . . , an) .
The proof of this lemma is somewhat technical so we give it in Subsection 5.1.2 below. To deduce the
desired statement from Lemma (5.11), we observe that the cone of the embedding (5.27) is a direct summand
in the cone of the embedding
(5.32) P
(
ΛLie′′(a1, a2, . . . , an)
)
↪→ P (ΛLie′(a, a1, a2, . . . , an)) .
Hence the map (5.27) is a quasi-isomorphism if so is the map (5.32).
To prove that the embedding (5.32) is a quasi-isomorphism we consider the following increasing filtration
on the cochain complex P
(
ΛLie′(a, a1, a2, . . . , an)
)
:
(5.33) · · · ⊂ FmP (ΛLie′(a, a1, a2, . . . , an)) ⊂ Fm+1P (ΛLie′(a, a1, a2, . . . , an)) ⊂ . . . ,
where
FmP (ΛLie′(a, a1, a2, . . . , an)
is spanned by O-monomials w for which
dega(w)− |w| ≤ m,
with dega(w) being the degree of w in a . Since the differential ∂
O does not change the degree in a and the
differential δ raises it by 1 the total differential ∂O + δ is compatible with the filtration (5.33). Restricting
(5.33) to the subcomplex P
(
ΛLie′′(a1, a2, . . . , an)
)
we get the “silly” filtration
(5.34) FmP (ΛLie′′(a1, a2, . . . , an))k =
P
(
ΛLie′′(a1, a2, . . . , an)
)k
if k ≥ −m,
0 otherwise
with the zero differential on the associated graded complex.
To describe the associated graded complex for (5.33) we denote by P˜ the operad in grVectK which is
obtained from P by forgetting the differential. It is clear from the construction that the associated graded
complex
GrP
(
ΛLie′(a, a1, a2, . . . , an)
)
is isomorphic to the cochain complex
(5.35) P˜
(
ΛLie′(a, a1, a2, . . . , an)
)
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with the differential δ . Using the Ku¨nneth theorem and the fact that cohomology commutes with taking
coinvariants, we deduce from Lemma (5.11) that the map(
P˜ (n)⊗ (ΛLie′′(a1, a2, . . . , an))⊗n)
Sn
→
(
P˜ (n)⊗ (ΛLie′(a, a1, a2, . . . , an))⊗n)
Sn
is a quasi-isomorphism of cochain complexes for every n . Thus the embedding (5.32) induces a quasi-
isomorphism on the level of associated graded complexes. Combining this observation with the fact that the
filtrations (5.33) and (5.34) are locally bounded and cocomplete, we deduce, from Lemma A.3 in [8, Appendix
A], that the embedding (5.32) is also a quasi-isomorphism. Hence the map (5.27) is a quasi-isomorphism of
cochain complexes and the theorem is proved. 
5.1.1. The operads ΛLie, Ger, ΛLie∞, and Ger∞ are homotopy fixed points for Tw . Theorem 5.10 has the
following useful Corollary:
Corollary 5.12. The operads ΛLie and Ger carry a canonical Tw -coalgebra structure. Moreover, these
operads are homotopy fixed points for Tw . 
Combining Corollary 5.12 with Theorem 5.1, we immediately conclude that11
Corollary 5.13. The dg operads ΛLie∞ and Ger∞ are homotopy fixed points for Tw . 
Remark 5.14. Let us recall that, due to Lemma 3.11 and Theorem 4.12, both dg operads ΛLie∞ and Ger∞
carry canonical Tw -coalgebra structures. In fact, the canonical map of operads
T : ΛLie∞ → Tw ΛLie∞
was used to introduce the notion of Tw -coalgebra.
5.1.2. Proof of Lemma 5.11. The proof of Theorem 5.10 was based on Lemma 5.11. Here we give a proof of
this lemma. We consider a non-empty ordered subset {i1 < i2 < · · · < ik} of {1, 2, . . . , n} and denote by
(5.36) ΛLie′(a, ai1 , . . . , aik)
the subcomplex of ΛLie′(a, a1, . . . , an) which is spanned by ΛLie-monomials in ΛLie(a, ai1 , . . . , aik) involving
each variable in the set {ai1 , . . . , aik} exactly once.
It is clear that ΛLie′(a, a1, . . . , an) splits into the direct sum of subcomplexes:
(5.37) ΛLie′(a, a1, . . . , an) = K〈a, {a, a}〉 ⊕
⊕
{i1<i2<···<ik}
ΛLie′(a, ai1 , . . . , aik) ,
where the summation runs over all non-empty ordered subsets {i1 < i2 < · · · < ik} of {1, 2, . . . , n} .
It is not hard to see that the subcomplex K〈a, {a, a}〉 is acyclic. Thus our goal is to show that every
cocycle in ΛLie′(a, ai1 , . . . , aik) is cohomologous to cocycle in the intersection
ΛLie′(a, ai1 , . . . , aik) ∩ ΛLie′′(a1, a2, . . . , an) .
To prove this fact we consider the tensor algebra
(5.38) T
(
K〈s−1 a, s−1 ai1 , s−1 ai2 , . . . , s−1 aik−1〉
)
in the variables s−1 a, s−1 ai1 , s
−1 ai2 , . . . , s
−1 aik−1 and denote by
(5.39) T ′(s−1 a, s−1 ai1 , s
−1 ai2 , . . . , s
−1 aik−1)
11The same result for the operad Lie∞ was obtained in [5, Section 7] by J. Chuang and A. Lazarev.
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the subspace of (5.38) which is spanned by monomials involving each variable from the set
{s−1 ai1 , s−1 ai2 , . . . , s−1 aik−1}
exactly once.
It is not hard to see that the formula
(5.40) ν(xj1 ⊗ xj2 ⊗ · · · ⊗ xjN ) = {sxj1 , {sxj2 , {. . . {sxjN , aik}..}
defines an isomorphism of the graded vector spaces
ν : T ′(s−1 a, s−1 ai1 , s
−1 ai2 , . . . , s
−1 aik−1)
∼=−→ ΛLie′′(a, ai1 , . . . , aik) .
Let us denote by δT a degree 1 derivation of the tensor algebra (5.38) defined by the equations
(5.41) δT (s
−1 ait) = 0 , δT (s
−1 a) = s−1 a⊗ s−1 a .
It is not hard to see that (δT )
2 = 0 . Thus, δT is a differential on the tensor algebra (5.38) .
The subspace (5.39) is obviously a subcomplex of (5.38). Furthermore, using the following consequence
of Jacobi identity
{a, {a,X}} = −1
2
{{a, a}, X} , ∀ X ∈ ΛLie(a, a1, . . . , an),
it is easy to show that
δ ◦ ν = ν ◦ δT .
Thus ν is an isomorphism from the cochain complex(
T ′(s−1 a, s−1 ai1 , s
−1 ai2 , . . . , s
−1 aik−1), δT
)
to the cochain complex (
ΛLie′(a, ai1 , . . . , aik), δ
)
.
To compute cohomology of the cochain complex
(5.42)
(
T
(
K〈s−1 a, s−1 ai1 , s−1 ai2 , . . . , s−1 aik−1〉
)
, δT
)
we observe that the truncated tensor algebra
(5.43) T s−1 a := T
(
K〈s−1 a〉)
forms an acyclic subcomplex of (5.42).
We also observe that the cochain complex (5.42) splits into the direct sum of subcomplexes
(5.44) T
(
K〈s−1 a, s−1 ai1 , s−1 ai2 , . . . , s−1 aik−1〉
)
= T
(
K〈s−1 ai1 , s−1 ai2 , . . . , s−1 aik−1〉
) ⊕⊕
m≥2, p1,...,pm
V ⊗ p1a• ⊗ T s−1 a ⊗ V ⊗ p2a• ⊗ T s−1 a ⊗ · · · ⊗ V ⊗ pm−1a• ⊗ T s−1 a ⊗ V ⊗ pma• ,
where Va• is the cochain complex
Va• := K〈s−1 ai1 , s−1 ai2 , . . . , s−1 aik−1〉
with the zero differential and the summation runs over all combinations (p1, . . . , pm) of integers satisfying
the conditions
p1, pm ≥ 0, p2, . . . , pm−1 ≥ 1 .
By Ku¨nneth’s theorem all the subcomplexes
V ⊗ p1a• ⊗ T s−1 a ⊗ V ⊗ p2a• ⊗ T s−1 a ⊗ · · · ⊗ V ⊗ pm−1a• ⊗ T s−1 a ⊗ V ⊗ pma•
46 VASILY DOLGUSHEV AND THOMAS WILLWACHER
are acyclic. Hence for every cocycle c in (5.42) there exists a vector c1 in (5.42) such that
c− δT (c1) ∈ T
(
K〈s−1 ai1 , s−1 ai2 , . . . , s−1 aik−1〉
)
.
Combining this observation with the fact that the subcomplex (5.39) is a direct summand in (5.42), we
conclude that, for every cocycle c in (5.39) there exists a vector c1 in (5.39) such that
c− δT (c1) ∈ T ′(s−1 a, s−1 ai1 , s−1 ai2 , . . . , s−1 aik−1) ∩ T
(
K〈s−1 ai1 , s−1 ai2 , . . . , s−1 aik−1〉
)
.
Since the map ν (5.40) is an isomorphism from the cochain complex (5.39) with the differential δT to the
cochain complex (5.36) with the differential δ, we deduce that every cocycle in (5.36) is cohomologous to a
unique cocycle in the intersection
ΛLie′(a, ai1 , . . . , aik) ∩ ΛLie′′(a1, . . . , an) .
Therefore every cocycle in ΛLie′(a, a1, . . . , an) is cohomologous to a unique cocycle in the subcomplex
ΛLie′′(a1, . . . , an) .
Lemma 5.11 is proved. 
5.1.3. The operads As and As∞ are Tw -coalgebras and are homotopy fixed points for Tw . Recall that As is
the operad which governs associative algebras without unit.
We have the obvious map of operads
Lie→ As
and hence the maps of operads
(5.45) i : ΛLie→ ΛAs ,
and
(5.46) ΛLie∞ → ΛAs .
In other words, the operad ΛAs is naturally an object of the under-category ΛLie∞ ↓ Operads.
Let us show that
Proposition 5.15. The operad ΛAs is naturally a Tw -coalgebra. Furthermore, ΛAs is a homotopy fixed
point for the functor Tw .
Remark 5.16. Before we proceed to the proof, we should remark that the associativity law for ΛAs-algebras
has a “funny” sign factor. Namely, a ΛAs-algebra structure on a graded vector space V is a degree −1 binary
operation · on V satisfying the associativity condition
(v1 · v2) · v3 = −(−1)|v1|v1 · (v2 · v3) .
Proof. Although the operad ΛAs is not obtained12 via taking a plethysm of ΛLie with another operad, it is
not hard to see that for every vector v ∈ ΛAs(n)
(5.47) i({a1, a2}) ◦2 v = (−1)|v|
n∑
i=1
ς1,i
(
v ◦i i({a1, a2})
)
,
where ς1,i is the cycle (1, 2, . . . , i) .
12Instead, ΛAs carries a natural filtration, such that Gr ΛAs ∼= ΛCom ΛLie .
OPERADIC TWISTING – WITH AN APPLICATION TO DELIGNE’S CONJECTURE 47
Using this identity, it is easy to see that the canonical embedding
emb : ΛAs→ Tw ΛAs
(5.48)
(
emb(v)
)
(1r) =
v if r = 0 ,0 otherwise
is compatible with the differentials, i.e.
∂Tw
(
emb(v)
)
= 0 , ∀ v ∈ ΛAs(n) .
A straightforward verification shows that the map emb (5.48) satisfies the axioms of the Tw -coalgebra.
To show that ΛAs is a homotopy fixed point for Tw , we consider the free ΛAs-algebra ΛAs(a, a1, . . . , an)
in n dummy variables a1, . . . , an of degree 0 and one dummy variable a of degree 2.
The algebra ΛAs(a, a1, . . . , an) carries the differential δ defined by the formulas:
(5.49) δ(a) = a · a , δ(ai) = 0 , ∀ 1 ≤ i ≤ n .
Next, we denote by ΛAs′(a, a1, . . . , an) the subcomplex of ΛAs(a, a1, . . . , an) which is spanned by ΛAs-
monomials in which each variable from the set {a1, . . . , an} appears exactly once. It is not hard to see that
the cochain complexes
Tw ΛAs(n) and ΛAs′(a, a1, . . . , an)
are isomorphic and, moreover, the natural embedding
ΛAs(n) ↪→ ΛAs′(a, a1, . . . , an)
induces an isomorphism on the level of cohomology.
This observation implies that the embedding emb (5.48) is a quasi-isomorphism of dg operads. Hence
ΛAs is indeed a homotopy fixed point for the functor Tw . 
According to Section 3.5, we may ask the same questions about the operad As keeping in mind the
canonical map Lie→ As. For this case, Proposition 5.15 gives us the following obvious corollary:
Corollary 5.17. The operad As is naturally a Tw -coalgebra. Furthermore, As is a homotopy fixed point for
the functor Tw . 
Let us denote by As∞ the dg operad which governs A∞-algebras, i.e.
(5.50) As∞ = Cobar(ΛcoAs) .
We claim that
Corollary 5.18. The dg operad As∞ is naturally a Tw -coalgebra. Furthermore, As∞ is a homotopy fixed
point for the functor Tw .
Proof. The second claim is an obvious consequence of Theorem 5.1 and Corollary 5.17. So it remains to
prove the first claim.
Because of sign factor, it is more convenient to prove that the dg operad
(5.51) Λ−1As∞ = Cobar(coAs)
is a Tw -coalgebra. Then the desired statement will follow from the arguments of Section 3.5.
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Our goal is to produce a map of dg operads
(5.52) c : Cobar(coAs)→ Tw Cobar(coAs)
and verify axioms of the coalgebra over Tw .
For this purpose we recall that As(n) has the canonical basis
(5.53)
{
aσ(1)aσ(2) . . . aσ(n)
}
σ∈Sn
,
where a1, a2, . . . , an are dummy variables of degree zero.
Next, we denote by (aσ(1)aσ(2) . . . aσ(n))
∗ vectors of the dual basis in coAs(n) =
(
As(n)
)∗
and observe that
the formula (n ≥ 2, r ≥ 0)
(5.54) α
(
(aσ(1)aσ(2) . . . aσ(n))
∗)(1r) = ∑
λ∈Shr,n
∑
τ∈Sr
sλ (aτ(1) . . . aτ(r)ar+σ(1)ar+σ(2) . . . ar+σ(n))
∗
defines a degree 1 vector in the dg Lie algebra Conv(coAs◦,Tw Cobar(coAs)) . Here
sλ (aτ(1) . . . aτ(r)ar+σ(1)ar+σ(2) . . . ar+σ(n))
∗
is viewed as a vector in s coAs(r + n) ⊂ Cobar(coAs) .
A direct computation shows that α is a Maurer-Cartan element of the dg Lie algebra
Conv
(
coAs◦,Tw Cobar(coAs)
)
Hence, by Theorem 2.2, α gives us a map of dg operads (5.52).
It is easy to check that this map satisfies all the axioms of the coalgebra over the comonad Tw . So we
leave the verification of these axioms to the reader. 
Remark 5.19. In Section 7 of [5], J. Chuang and A. Lazarev also proved that As and As∞ are homotopy
fixed points for the functor Tw .
5.1.4. Example: a Tw -coalgebra which is not a homotopy fixed point for Tw . We constructed a large class
of Tw -coalgebras each of which is a homotopy fixed point for Tw . Let us now give an example of a Tw -
coalgebra which is not a homotopy fixed point for Tw . Let P be an operad in the category grVectK such
that P (n) 6= 0 for all n ≥ 1 . (For example, the operad As would work.) Let
ϕˆ : ΛLie∞ → P
be the zero map. Then the dg operads TwP and Tw (TwP ) with the spaces
(5.55) TwP (n) =
∏
r≥0
s2r
(
P (r + n)
)Sr
and
(5.56) Tw (TwP )(n) =
∏
r,s≥0
s2r+2s
(
P (r + s+ n)
)Sr×Ss
carry the zero differentials. The operad TwP is a Tw -coalgebra by construction, however,
Proposition 5.20. The operad TwP is not a homotopy fixed point for Tw .
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Proof. Let r, n, s be a positive integers and let v be a non-zero vector in P (r + s+ n). Such a vector exists,
since P (n) 6= 0 for all n ≥ 1 . The sum
(5.57)
∑
σ∈Sr×Ss
s2r+2sσ(v)
can be viewed as a vector in Tw (TwP )(n) . Since the differential on Tw (TwP ) is non-zero, then vector
(5.57) is a non-trivial cocycle. On the other hand, since r ≥ 1, the counit map
ηTwP : Tw (TwP )→ TwP
sends vector (5.57) to zero. Thus ηTwP is not a quasi-isomorphism. 
6. Twisting O-algebra structures by Maurer-Cartan elements
Let O be an object of the under-category ΛLie∞ ↓ Operads . Following Section 3.2 we consider the
category AlgMCO whose objects are pairs
(V, α) ,
where V is an O-algebra equipped with a complete descending filtration13 and α ∈ F1V 2 is a Maurer-Cartan
element. Morphisms in AlgMCO are morphisms of filtered O-algebras f : V → V ′ which send α to α′.
Recall that Theorem 3.8 yields a functor
(6.1) F : AlgMCO → AlgfiltrTwO
from the category AlgMCO to the category Alg
filtr
TwO of filtered TwO-algebras. More precisely, the functor
F assigns to a pair (V, α) the cochain complex V α with the differential ∂α (3.22) and the TwO-algebra
structure defined by equation (3.23).
If the arrow ϕˆ : ΛLie∞ → O is a Tw -coalgebra then we have a morphism of dg operads
(6.2) c : O → TwO
which induces a functor
(6.3) c∗ : AlgfiltrTwO → AlgO
from the category AlgfiltrTwO to the category AlgO of O-algebras.
Composing (6.1) and (6.3) we get the functor
(6.4) ATw := c∗ ◦ F : AlgMCO → AlgO .
As a cochain complex ATw (V, α) is V α with the differential ∂α (3.22) and the O-algebra structure is induced
by the map c : O → TwO .
For a pair (V, α) ∈ AlgMCO , we say that the O-algebra ATw (V, α) is obtained from V via twisting by
a Maurer-Cartan element α . We refer to the construction of ATw (V, α) as the twisting procedure14 for
O-algebras.
Axioms of a coalgebra over the comonad Tw listed in Section 4.2 imply that the twisting procedure
satisfies the following properties:
P1 Considered as the ΛLie∞-algebra, ATw (V, α) is obtained via twisting the ΛLie∞ algebra V by the
Maurer-Cartan element α.
13As above, we assume that the O-algebra structure on V is compatible with the filtration (3.2).
14Note that this twisting procedure for O-algebras is defined only if the dg operad O is a coalgebra over the comonad Tw .
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P2 Twisting by the zero Maurer-Cartan element α = 0 does not change the O-algebra, i.e., ATw (V, 0) =
V .
P3 If α is a Maurer-Cartan element of V and α′ is a Maurer-Cartan element of ATw (V, α) then the
twisted O-algebras
ATw
(
ATw (V, α), α′
)
and ATw (V, α+ α′)
coincide.
Indeed, Property P1 follows easily from commutativity of diagram (4.12).
Equation (3.23) implies that, if α = 0, then the TwO-algebra structure on V α = V factors through the
counit map ηO : TwO → O. Thus Property P2 holds because the composition (4.13) is the identity map
on O .
Finally, Property P3 follows from commutativity of diagram (4.14).
Let us now consider functorial properties of ATw with respect to morphisms in the under-category
ΛLie∞ ↓ Operads .
For any arrow Ψ : O → O′ which fits into the commutative diagram
(6.5)
ΛLie∞
O O′
ϕˆ ϕˆ′
Ψ
we can obviously extend the functor
Ψ∗ : AlgO′ → AlgO
to
(6.6) Ψ∗ : AlgMCO′ → AlgMCO .
Furthermore, we observe that the diagram
(6.7)
AlgMCO′ Alg
MC
O
AlgfiltrTwO′ Alg
filtr
TwO
Ψ∗
F (
Tw Ψ
)∗ F
commutes because the construction of the functor F (3.29) is functorial in O .
If the dg operads O and O′ are Tw -coalgebras and the map Ψ is compatible with the Tw -coalgebra
structures then the diagram
(6.8)
AlgfiltrTwO′ Alg
filtr
TwO
AlgO′ AlgO
(
Tw Ψ
)∗
(c′)∗
Ψ∗
c∗
commutes.
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Thus, combining commutative diagrams (6.7) and (6.8) we arrive at the following functorial property of
the twisting procedure.
Theorem 6.1. If Ψ is a map of Tw -coalgebras O and O′ then the diagram
(6.9)
AlgMCO′ Alg
MC
O
AlgO′ AlgO
Ψ∗
ATwO′
Ψ∗
ATwO
commutes. 
At the end of this section, we observe that, under a mild technical condition, the functor ATw preserves
quasi-isomorphisms. More precisely,
Proposition 6.2. Let O be a dg operad equipped with a Tw -coalgebra structure and let f : (V, α)→ (V ′, α′)
be a morphism in AlgMCO . Let us assume that the filtrations on V and V
′ are bounded above. If f is a quasi-
isomorphism of the underlying cochain complexes (V, ∂) and (V ′, ∂′) then f is also a quasi-isomorphism from
ATw (V, α) to ATw (V ′, α′) .
Proof. The cone
C = V α ⊕ s(V ′)α′
of the morphism f : V α → (V ′)α′ carries the obvious descending filtration
FmC := FmV α ⊕ sFm(V ′)α′ .
This filtration is complete and bounded above.
Furthermore, the associated graded complex
GrC
is isomorphic to the cone
V ⊕ sV ′
of the morphism f : V → V ′ .
Hence GrC is acyclic and, by Lemma D.1, the cone of the morphism f : V α → (V ′)α′ is also acyclic.
Proposition 6.2 follows. 
7. The operad of brace trees BT
The remaining four sections of the paper are devoted to an application of the developed machinery to
Deligne’s conjecture. We will introduce an auxiliary operad BT, define the braces operad Br as a suboperad
of TwBT, and finally, prove Theorem 1.1 stated in the Introduction.
Let us start by defining the operad of brace trees BT.
To define the space BT(n) we introduce an auxiliary set T (n) . An element of this set is a planar tree T
equipped with a bijection between {1, 2, . . . , n} and the set
V (T ) \ {root vertex}
of non-root vertices. For n = 0 the set T (n) is empty.
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We call elements of T (n) brace trees. Examples of brace trees are shown on figures 7.1 and 7.2. On figures,
2
3
1 5 4
6
Fig. 7.1. A brace tree T ′ ∈ T (6)
1
Fig. 7.2. The brace tree Tid ∈ T (1)
non-root vertices are depicted by white circles with the corresponding numbers inscribed.
The n-th space BT(n) of BT consists of linear combinations of elements in T (n) . The structure of a
graded vector space on BT(n) is obtained by declaring that each non-root edge carries degree −1 . In other
words, for every T ∈ T (n) we have
(7.1) |T | = 1− |E(T )| ,
where E(T ) is the set of all edges of T . A simple combinatorics shows that for every brace tree T ∈ T (n)
we have
(7.2) |T | = 1− n .
Hence, the graded vector space BT(n) is concentrated in the single degree 1− n . (In particular, the operad
BT may only carry the zero differential.)
Since T (0) is empty, we have
(7.3) BT(0) = 0 .
Furthermore, since in T (1) we have only element Tid (see figure 7.2),
(7.4) BT(1) = K .
7.1. The operad structure on BT. Let T ∈ T (n), T ′ ∈ T (k) and 1 ≤ i ≤ k. Our goal is to define the
output of the elementary insertion T ′ ◦i T ∈ BT(n+ k − 1) .
Let vi be the non-root vertex of T
′ with label i . If vi is a leaf (i.e. vi does not have incoming edges) then
the vector T ′ ◦i T ∈ BT(n+k−1) is, up to sign, represented by a brace tree T ′′ which is obtained from T ′ by
erasing the vertex vi and gluing the brace tree T via identifying the root edge of T with the edge originating
at vi . After this operation we relabel elements of the set
V (T ′′) \ {root vertex} = (V (T ) \ {root vertex}) unionsq (V (T ′) \ {vi})
in the obvious way. The sign factor in front of T ′′ is obtained by keeping track of the reordering of non-root
edges of T ′ and T .
Let us now consider the case when vi has q ≥ 1 incoming edges. Since T ′ is a planar tree, these q incoming
edges are totally ordered. So we denote them by e1, e2, . . . , eq keeping in mind that
(7.5) e1 < e2 < · · · < eq .
The desired vector T ′ ◦i T ∈ BT(n+ k − 1) is represented by the sum
(7.6) T ′ ◦i T =
∑
α
(−1)f(α)Tα
where Tα is obtained from T
′ and T following these steps:
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• first, we erase the vertex vi and glue the brace tree T via identifying the root edge T with the edge
originating from vi ,
• second, we attach the edges e1, e2, . . . , eq to vertices in the set
(7.7) V (T ) \ {root vertex} .
• finally, we relabel elements of the set
V (T ′′) \ {root vertex} = (V (T ) \ {root vertex}) unionsq (V (T ′) \ {vi, root vertex})
in the obvious way.
Ways of connecting the edges e1, e2, . . . , eq to vertices in the set (7.7) should satisfy the following condition
Condition 7.1. The restriction of the total order on the set E(Tα) of Tα to the subset {e1, e2, . . . , eq} should
coincide with the order (7.5) .
This condition can be reformulated in geometric terms as follows. If we choose a small tubular neighbor-
hood of the tree T (drawn on the plane) and walk along its boundary starting from the root vertex in the
clockwise direction then we will cross the edges in this order: first, we will cross e1, second, we will cross e2,
third, we will cross e3, and so on.
The summation in (7.6) goes over all ways α of connecting the edges e1, e2, . . . , eq to vertices in the set
(7.7) satisfying Condition 7.1.
To define the sign factors (−1)f(α) in (7.6) we extend the total orders on the sets E(T ′) and (E(T ) \
{root edge}) to the disjoint union
(7.8) E(T ′) unionsq (E(T ) \ {root edge})
by declaring that all elements of E(T ′) are smaller than elements of E(T ) \ {root edge}.
Next we observe that the set (7.8) is naturally isomorphic to the set E(Tα) of edges of Tα . On the other
hand, the set E(Tα) carries a possibly different total order coming from planar structure on Tα .
So the factor (−1)f(α) is the sign of the permutation which connects these total orders on the set
E(Tα) ∼= E(T ′) unionsq (E(T ) \ {root edge}) .
Example 7.2. Let T ′ (resp. T◦◦) be the brace tree depicted on figure 7.1 (resp. figure 7.3). The result of
the insertion T ′◦2T is the sum of brace trees shown on figure 7.4.
1
2
Fig. 7.3. The brace tree T◦◦ ∈ T (2)
The symmetric group Sn acts on BT(n) in the obvious way by rearranging the labels. It is not hard to see
that operations (7.6) together with this action give us an operad structure on BT with the identity element
represented by the brace tree Tid depicted on figure 7.2.
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T ′ ◦2 T =
2
4
1 6 5
7 3
−
2
4
1 6 5 7
3
−
2
4
1 6 5
3 7
−
2
4
1 6 5
7
3
−
2
4
1 6 5
7
3 −
2
4
1 6 5
7
3
Fig. 7.4. The vector T ′ ◦2 T ∈ BT(7)
8. The operad TwBT
The operad BT receives a natural map from ΛLie
(8.1) ϕ : ΛLie→ BT .
Since the operad ΛLie is generated by the binary bracket operation {·, ·} ∈ ΛLie(2), the map (8.1) is uniquely
determined by its value ϕ({·, ·}), which equals
(8.2) ϕ({·, ·}) = T◦◦ + σ12T◦◦ ,
where T◦◦ is the brace tree depicted on figure 7.3 and σ12 is the transposition in S2 . The desired compatibility
with the Jacobi relation
(8.3) ϕ({·, ·}) ◦1 ϕ({·, ·}) + cyclic permutations (1, 2, 3) = 0
can be checked by a straightforward computation.
In this section we give an explicit description for the twisted version TwBT of BT corresponding to the
map (8.2). As a graded vector space,
(8.4) TwBT(n) =
∞∏
r=0
s2r
(
BT(r + n)
)Sr
.
Using the observation that for every m the space BT(m) is concentrated in the single degree 1 − m we
conclude that the subspace TwBTp(n) of degree p vectors in TwBT(n) is spanned by vectors of the form
(8.5)
∑
σ∈Sr
σ(T )
where T is an arbitrary brace tree in T (r + n) and r = p+ n− 1 . In particular,
(8.6) TwBT = Tw⊕BT
(cf. Section 3.4).
To represent vectors (8.5), it is convenient to extend the set T (n) to another auxiliary set T tw (n) . An
element of T tw (n) is a planar tree T equipped with the following data:
• a partition of the set V (T ) of vertices
V (T ) = Vlab (T ) unionsq Vν(T ) unionsq Vroot(T )
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into the singleton Vroot(T ) consisting of the root vertex, the set Vlab (T ) consisting of n vertices, and
the set Vν(T ) consisting of vertices which we call neutral;
• a bijection between the set Vlab (T ) and the set {1, 2, . . . , n};
We also call elements of T tw (n) brace trees. Figures 7.3, 8.1, 8.2 show examples of brace trees in T tw (2) .
Figures 8.3 and 8.4 show examples of a brace tree in T tw (1) . On figures, neutral vertices of a brace
1 2
Fig. 8.1. A brace tree T∪ ∈ T tw (2)
2 1
Fig. 8.2. A brace tree T∪opp ∈ T tw (2)
1
Fig. 8.3. A brace tree T•1 ∈ T tw (1)
1
Fig. 8.4. A brace tree T1• ∈ T tw (1)
tree in T tw (n) are depicted by black circles and vertices in Vlab (T ) are depicted by white circles with the
corresponding numbers inscribed.
We have the obvious bijection between brace trees in T tw (n) with r neutral vertices and linear combi-
nations (8.5) . This bijection assigns to a brace tree T ′ with r neutral vertices the linear combination (8.5)
where T is obtained from T ′ by labeling the neutral vertices by 1, 2, . . . , r in any possible way and shifting
the labels for vertices in Vlab (T ) up by r .
In virtue of this bijection, the n-th space TwBT(n) of TwBT is the space of (finite) linear combinations
of brace trees in T tw (n) . Furthermore, each brace tree T ′ ∈ T tw (n) carries the degree
(8.7) |T | = 2|Vν(T )| − |E(T )|+ 1 ,
where E(T ) is the set of all edges of T . In other words, each non-root edge carries degree −1 and each
neutral vertex carries degree 2 .
Using this description of TwBT it is easy to define the elementary insertions in terms of brace trees.
Indeed, let T ∈ T tw (n), T ′ ∈ T tw (k), 1 ≤ i ≤ k and let vi be the vertex in Vlab (T ′) with label i . If vi
is a leaf (i.e. vi does not have incoming edges) then the vector T
′ ◦i T ∈ TwBT(n + k − 1) is represented
by a tree T ′′ which is obtained from T ′ by erasing the vertex vi and gluing the tree T via identifying
the root edge of T with the edge originating at vi . After this operation we relabel elements of the set
Vlab (T
′′) = Vlab (T ) unionsq (Vlab (T ′) \ {vi}) in the obvious way. The sign factor in front of T ′′ is obtained by
keeping track of the reordering of non-root edges of T ′ and T .
Let us now consider the case when vi has q ≥ 1 incoming edges. Since the tree T ′ is planar these q
incoming edges are totally ordered. So we denote them by e1, e2, . . . , eq keeping in mind that
(8.8) e1 < e2 < · · · < eq .
The desired vector T ′ ◦i T ∈ TwBT(n+ k − 1) is represented by the sum
(8.9) T ′ ◦i T =
∑
α
(−1)f(α)Tα
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where Tα is obtained from T
′ and T following these steps:
• first, we erase the vertex vi ∈ Vlab (T ′) and glue the tree T via identifying the root edge T with the
edge originating from vi ,
• second, we attach the edges e1, e2, . . . , eq to vertices in the set Vlab (T ) unionsq Vν(T )
• finally, we relabel elements of the set Vlab (T ′′) = Vlab (T ) unionsq (Vlab (T ′) \ {vi}) in the obvious way.
Ways of connecting the edges e1, e2, . . . , eq to vertices in the set Vlab (T ) unionsq Vν(T ) should obey the obvious
analog of Condition 7.1:
Condition 8.1. The restriction of the total order on the set E(Tα) of Tα to the subset {e1, e2, . . . , eq} should
coincide with the order (8.8) .
The summation in (8.9) goes over all ways α of connecting the edges e1, e2, . . . , eq to vertices in the set
Vlab (T )unionsqVν(T ) satisfying Condition 8.1. The sign factor (−1)f(α) is define in the same way as for elementary
insertions in BT .
Example 8.2. Let T◦◦ (resp. T∪) be the brace tree in T tw (2) depicted on figure 7.3 (resp. figure 8.1). Then
the vector T ◦1 T∪ ∈ TwBT(3) equals to the sum shown on figure 8.5.
T ◦1 T∪ =
3 1 2
−
1
2
3
−
1 3 2
+
1 2
3
+
1 2 3
Fig. 8.5. The elementary insertion T ◦1 T∪
Remark 8.3. Let us recall that BT(0) = 0. Hence, due to Remark 3.7, the graded vector space of the dg
Lie algebra
(8.10) LBT = Conv(Λ2coCom,BT)
is canonically identified with s−2TwBT(0) Thus, we can use brace trees in T tw (0) to represent vectors in
the dg Lie algebra (8.10).
However, the degree formula should be adjusted as follows: a brace tree T ∈ T tw (0) representing a vector
in LBT carries the degree
(8.11) |T | = 2|Vν(T )| − |E(T )| − 1 .
For example, the vector T•• depicted on figure 8.6 is the Maurer-Cartan element in LBT corresponding to
the map (8.1). This vector carries degree 1 .
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Fig. 8.6. The brace tree T•• ∈ T tw (0)
8.1. The differential on TwBT. Following the general procedure, the differential ∂(T ) of a brace tree
T ∈ TwBT(n) is given by the formula
(8.12) ∂(T ) = T•• · T + κ(T••) ◦1 T − (−1)|T |
n∑
i=1
T ◦i κ(T••) .
Here T••· denotes the auxiliary action (3.13) of the Lie algebra LBT on the operad TwBT and
(8.13) κ(T••) = T•1 + T1• ,
where T•1 and T1• are the brace trees depicted on figures 8.3 and 8.4, respectively. Unfolding the definition
of the auxiliary action (3.13) and using (8.13) we get
(8.14) ∂(T ) = −(−1)|T |
∑
v∈Vν(T )
Tv ◦n+1 T•• + T1• ◦1 T + T•1 ◦1 T
−(−1)|T |
n∑
i=1
T ◦i T1• − (−1)|T |
n∑
i=1
T ◦i T•1 .
where Tv is a brace tree in T tw (n + 1) which is obtained from T by replacing the neutral vertex v by a
“white” vertex with label n+ 1 . In other words, T•• · T is the sum over insertions of the brace tree T•• (see
fig. 8.6) into neutral vertices of T with appropriate signs. The expression T1• ◦1 T is the sum of brace trees
which are obtained from T by attaching the single edge with a neutral vertex on one end to all non-root
vertices of T . The brace tree T•1 ◦1 T is obtained from the tree T by dividing the root edge into two parts
and inserting a neutral vertex in the middle. The expression T ◦i T1• (resp. the expression T ◦i T•1 ) is
obtained from T by inserting T1• (resp. T•1) into the vertex of T with label i .
Example 8.4. Let T◦◦, T∪, T∪opp , T•1 be the brace trees depicted on figures 7.3, 8.1, 8.2, and 8.3. Direct
computations show that T∪ and T∪opp are ∂-closed and T◦◦ is not ∂-closed. Instead, we have
(8.15) ∂(T◦◦) = T∪opp − T∪ .
In other words, T∪ is cohomologous to T∪opp .
For the brace tree T•1 we have
(8.16) ∂(T•1) = T••1 .
where T••1 is the brace tree depicted on figure 8.7.
The operad TwBT acts naturally on the Hochschild cochain complex C•(A) of any (flat) A∞-algebra A .
This action is described in Appendix B.
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1
Fig. 8.7. The brace tree T••1 ∈ T tw (1)
9. The braces operad Br a` la Kontsevich-Soibelman
In this section we define a suboperad Br of TwBT . The operad Br coincides with what M. Kontsevich
and Y. Soibelman called the “minimal operad” in [21]. By slightly abusing notation we will call Br the
operad of braces and we will refer to algebras over Br as brace algebras. At the end of this section we will
show that the embedding Br ↪→ TwBT is a quasi-isomorphism of operads.
We will say that a brace tree T ∈ T tw (n) is admissible if T satisfies the following condition:
Condition 9.1. Every neutral vertex of T has at least 2 incoming edges.
Thus figures 7.3, 8.1, and 8.2 show examples of admissible brace trees while figures 8.3, 8.4, 8.6 show
examples of inadmissible brace trees.
We define Br(n) as the subspace of TwBT(n) which is spanned by admissible brace trees. It is easy to
see that, in T tw (0) there are no admissible brace trees. Hence,
(9.1) Br(0) = 0.
Furthermore, in T tw (1), there is exactly one admissible brace tree. This brace tree is depicted on figure 7.2.
Thus
(9.2) Br(1) = K .
We claim that
Proposition 9.2. The sub-collection
{
Br(n)
}
n≥0 is a suboperad of TwBT .
Proof. It is obvious that for admissible brace trees T ′ ∈ T tw (k) and T ∈ T tw (n)
T ′ ◦i T , 1 ≤ i ≤ k
are linear combinations of admissible brace trees. Thus it remains to prove that for every brace tree ∂T is a
linear combination of admissible brace trees. Concretely, we have to show that in ∂T there occur no brace
trees with 1- or 2-valent neutral vertices.
Let e(T ) be the number of all edges of T . The vertex splitting operations produce 2e(T ) terms with a
2-valent neutral vertex, 2 for each of the e(T ) edges. Concretely,
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Here the left term comes from splitting of the lower gray vertex and the right term comes from splitting of
the upper gray vertex. The upper gray vertex can be either labeled or neutral, in particular, it may have
valency 1. The lower gray vertex may be either a labeled vertex, or a neutral vertex, or the root vertex.
(Of course, in the latter case the lower vertex has valency 1.) The remainder of the brace tree is omitted.
Comparing the signs factors, we see that these two terms cancel each other, so the differential does not
produce valence 2 neutral vertices.
Next consider valence 1 neutral vertices. Again, the corresponding brace trees come in pairs:
Here the left term comes from splitting of the shown gray (i.e., white or black) vertex and the right term
comes from the linear combination κ(T••) ◦1 T in (8.12). Again, checking the signs, we see that these two
terms cancel each other and no valence 1 neutral vertex is produced.

9.1. A simpler description of the differential on Br. Let T be an admissible brace tree in T tw (n), v
be a vertex in Vlab (T ) carrying label i , and κ(T••) be the sum T•1 +T1• of inadmissible brace trees depicted
on figures 8.3 and 8.4 . We denote by ∂v(T ) a vector in Br(n) which is obtained from the sum
T ◦i κ(T••)
by omitting all non-admissible brace trees. Let v be a neutral vertex of T . To define ∂v(T ) we change the
color of vertex v to white and assign to v label n+ 1 . We denote this new brace tree by Tv and obtain ∂v(T )
from the sum
Tv ◦n+1 T••
via omitting all non-admissible brace trees.
Finally, we declare that the differential ∂ on Br is the vector ∂(T ) ∈ Br(n) is represented by the sum
(9.3) ∂(T ) =
∑
v∈Vlab (T )unionsqVν(T )
±∂v(T ) ,
where the sign factors are determined in the same way as in formula (8.12).
9.2. The inclusion Br ↪→ TwBT is a quasi-isomorphism. The goal of this section is to prove the
following theorem
Theorem 9.3. The operad map
Br ↪→ TwBT
is a quasi-isomorphism.
Proof. Let T be a brace tree in T tw (n) and let ν≤2(T ) be the total number of neutral vertices of valence
≤ 2 . For example, a brace tree T is admissible if and only if
ν≤2(T ) = 0 .
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We observe that for every brace tree T ∈ T tw (n) the linear combination
∂(T )
involves brace trees Ti with ν≤2(Ti) = ν≤2(T ) or ν≤2(Ti) = ν≤2(T ) + 1 .
This observation allows us to introduce on TwBT the following increasing filtration
(9.4) · · · ⊂ Fm−1TwBT ⊂ FmTwBT ⊂ Fm+1TwBT ⊂ . . . ,
where FmTwBT(n) consists of linear combinations of brace trees T ∈ T tw (n) satisfying the condition:
(9.5) ν≤2(T )− deg(T ) ≤ m.
The restriction of (9.4) on Br gives us the “silly” filtration
(9.6) FmBr(n)k =
Br(n)k if k ≥ −m,0 otherwise
with the associated graded complex carrying the zero differential.
To describe the associated graded complex for TwBT, we introduce the notion of a core for brace trees in
T tw (n) . Namely, for a brace tree Γ ∈ T tw (n), its core Γ′ obtained by deleting all neutral bivalent vertices
and connecting their incident edges. Here is an example:
⇒
a brace tree its core
It is easy to see that the associated graded complex
Gr TwBT(n)
splits into the direct sum over all possible cores with n labeled vertices
(9.7)
⊕
cores Γ′
TwBTΓ′ ,
where TwBTΓ′ is spanned by brace trees with the given core Γ
′ .
Furthermore, for each core Γ′ the subcomplex TwBTΓ′ is isomorphic to the tensor product
TwBTΓ′ ∼=
⊗
edges e of Γ′
Ve ,
where
Ve =
K
id→ K 0→ K id→ K · · · if e connects to a univalent neutral vertex,
K 0→ K id→ K 0→ K · · · otherwise.
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The various copies of K correspond to strings of bivalent neutral vertices of various lengths:
· · · or · · ·
Here, a gray vertex is either a labeled vertex or a neutral vertex with ≥ 2 incoming edges. Any lower gray
vertex may also be the root vertex. The rest of the brace tree is omitted, and just indicated by some stubs
at the gray vertices. Clearly the cohomology of Ve is trivial if e connects to a univalent neutral vertex and
K otherwise. The representative in the latter case is a single edge (i.e., a string of zero neutral vertices).
Therefore the cochain complex TwBTΓ′ is acyclic if Γ
′ contains at least one univalent neutral vertex and
(9.8) H•
(
TwBTΓ′
) ∼= K〈{Γ′}〉
if the core Γ′ does not have univalent neutral vertices. Hence the embedding
Br(n) ↪→ TwBT(n)
induces a quasi-isomorphism on the level of associated graded complexes.
Combining this observation with the fact that the filtrations (9.4) and (9.6) are cocomplete and locally
bounded, we deduce Theorem 9.3 from [8, Lemma A.3]. 
9.3. The dg operad Br is a homotopy fixed point of Tw . Various solutions of the Deligne conjecture
on Hochschild cochain complex [1], [2], [9], [26], [27], [21], [31], [32] imply that the dg operad Br is quasi-
isomorphic to the dg operad
C−•(E2,K)
of singular chains for the little disc operad E2 .
Combining this statement with the formality [20], [30] for the dg operad C−•(E2,K), we conclude that
the dg operad Br (as well as TwBT) is quasi-isomorphic to the operad Ger.
Thus Theorem 5.1 and Corollary 5.12 imply that
Corollary 9.4. The dg operads Br and TwBT are homotopy fixed points for Tw . 
9.4. Br is a Tw -coalgebra. Consider the composition
Br→ TwBT→ Tw TwBT.
We claim that the image actually lands in TwBr ⊂ Tw TwBT. Indeed, neither the first nor the second map
creates new neutral vertices, and hence no neutral vertices of valence 1 or 2 in particular. Hence we have a
map
c : Br→ TwBr.
It follows almost immediately from the Tw colagebra axioms for TwBT that this map endows Br with the
structure of a Tw -coalgebra. Summarizing, we arrive at the following result.
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Lemma 9.5. Br is a sub Tw -coalgebra of TwBT. 
10. Every solution of Deligne’s conjecture is homotopic to a one that is compatible with
twisting
We are now ready to prove Theorem 1.1, which roughly states that every solution of Deligne’s conjecture
is homotopic to a one that is compatible with twisting.
We will deduce this result from the following more general statement:
Theorem 10.1. Let ΛLie∞ → O, ΛLie∞ → O′ be two objects of the under-category ΛLie∞ ↓ Operads and let
O F→ TwO′ be a morphism of dg operads compatible with the maps from ΛLie∞. If (O, c) is a Tw -coalgebra
and the dg operads O, TwO′ are homotopy fixed points for Tw , then the morphism
(10.1) F ′ := (Tw (ηO′ ◦ F )) ◦ c : O → TwO′
is homotopy equivalent to F . Furthermore, F ′ is a morphism of Tw -coalgebras.
This theorem can be restated as follows: if O and TwO′ are homotopy fixed points for Tw (with O being
a Tw -coalgebra) then each homotopy class of maps of dg operads O → TwO′ has at least one representative
which respects the Tw -coalgebra structures on O and TwO′. Furthermore, such a representative may be
written down explicitly.
Remark 10.2. The homotopy category of dg operads can be constructed using the standard technics of closed
model categories. For more details we refer the reader to [16], [17], and [28, Part II, Appendix A.4]. In the
proof below we use merely the existence of the homotopy category of dg operads.
Proof. Abbreviate f := ηO′ ◦ F and consider the following commutative diagram:
(10.2)
O TwO′
O′
f
F
ηO′
Applying the functor Tw to (10.2) we obtain the commutative diagram:
(10.3)
TwO Tw TwO′
TwO′
Tw f
TwF
Tw ηO′
Next consider the following diagram:
(10.4)
TwO Tw TwO′
O TwO′
Tw f
TwF
ηO
T
w
ηO
′
ηTwO′c
F
?
Our goal is to show that the triangle marked with “?” is homotopy commutative. We will do this by showing
that all the other cells (including the big cell around the diagram) homotopy commute. We saw above that
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the upper right triangle commutes. Furthermore the big outer square commutes because η is a natural
transformation. The small cell on the left commutes since ηO ◦ c = idO by the definition of a Tw coalgebra.
Finally consider the small cell on the right. Note that, by the defining property of the counit, the following
diagram commutes:
Tw TwO′ TwO′
TwO′ Tw TwO′
Tw ηO′
ηTwO′DO′
DO′
All arrows are quasi-isomorphisms since TwO′ is a homotopy fixed point of Tw . Hence the morphisms
Tw ηO′ and ηTwO′ are homotopic. This shows that the triangle ? in the previous diagram is homotopy
commutative.
It remains to prove that F ′ (10.1) is a morphism of Tw -coalgebras.
For this purpose we consider the following diagram
(10.5)
TwO Tw TwO Tw TwO′
O TwO TwO′
c
c
Tw (c)
DO
Tw (f)
Tw Tw (f)
DO′
The left square of diagram (10.5) commutes since c : O → TwO is the comultiplication map for the
Tw -coalgebra O. The right square of diagram (10.5) commutes since D is a natural transformation from
Tw to Tw Tw . Thus the ambient rectangle forms a commutative diagram.
On the other hand, the composition Tw (f) ◦ c of the lower horizontal arrows is F ′ and the composition
Tw Tw (f)◦Tw (c) of upper horizontal arrows is Tw (F ′) . Hence F ′ is indeed a morphism of Tw -coalgebras.
Theorem 10.1 is proved. 
In order to prove Theorem 1.1 we need a technical property of operad maps from Ger∞ to BT .
So let f : Ger∞ → BT be a map of dg operads and let
(10.6) α ∈ Conv(Ger∨,BT) ∼=
∏
n≥2
(
BT(n)⊗ Λ−2Ger(n)
)Sn
be the Maurer-Cartan element which corresponds to f .
Using the fact that every vector in BT(n) carries degree 1− n, we deduce that α has the form
(10.7) α =
∑
n≥2, i
∑
σ∈Sn
σ
(
Xn,i ⊗ v1n,iv2n,i
)
,
where Xn,i ∈ BT(n) and
v1n,iv
2
n,i ∈ s2S2(Λ−1Lie(b1, . . . , bn)) ∩ Λ−2Ger(n) .
We claim that
Proposition 10.3. If f : Ger∞ → BT is an operad map satisfying the condition
(10.8) f(s 1c2) = T◦◦ + σ12(T◦◦) ,
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with T◦◦ being the brace tree shown on figure 7.3, then the Maurer-Cartan element α does not involve
monomials of the form
T ⊗ b1v(b2, . . . bn) , n ≥ 3 ,
where v is a Λ−1Lie-monomial and T is a brace tree with vertex 1 having valency 1 or 2.
We will postpone the technical proof of this proposition to Section 10.1 and complete the proof of Theorem
1.1.
According to Section 4.3, Ger∞ is a Tw -coalgebra. Furthermore, by Corollaries 5.13 and 9.4 the dg
operads Ger∞ and TwBT are homotopy fixed points for Tw . Thus, given an operad quasi-isomorphism
F : Ger∞ → Br we can apply Theorem 10.1 to O = Ger∞, O′ = BT and the composition
F˜ : Ger∞
F−→ Br ↪→ TwBT .
Since F˜ is a quasi-isomorphism from Ger∞ to TwBT, the composition
f = ηBT ◦ F˜ : Ger∞ → BT
satisfies condition (10.8). Hence, applying Proposition 10.3, we conclude that for every basis vector v ∈
Λ−1Lie(n− 1) the linear combination
ηBT ◦ F˜
(
s (b1v(b2, . . . bn))
∗ ) ∈ BT(n)
does not involve brace trees with vertex 1 having valency ≤ 2 .
This observation implies that the composition
F˜ ′ = Tw (f) ◦ c : Ger∞ → TwBT
factors through the sub-operad Br .
Since F˜ ′ is homotopy equivalent to F˜ , and F˜ ′ is compatible with the Tw -coalgebra structures, Theorem
1.1 follows.

10.1. The proof of Proposition 10.3. The proof of Theorem 1.1 is based on technical Proposition 10.3.
Here we give a proof of this proposition.
In the proof of this proposition, it is more convenient to use a different but equivalent description of the
pre-Lie algebra Conv(Q,P ) which makes sense if each Q(n) is finite dimensional. This description is given
in Appendix C.
Condition (10.8) implies that α has the form
(10.9) α = α0 +
∑
n≥3, i
∑
σ∈Sn
σ
(
Xn,i ⊗ v1n,iv2n,i
)
,
where, as above, Xn,i ∈ BT(n),
v1n,iv
2
n,i ∈ s2S2(Λ−1Lie(b1, . . . , bn)) ∩ Λ−2Ger(n) ,
and α0 is the degree 1 vector
(10.10) α0 := T◦◦ ⊗ b1b2 + σ12(T◦◦)⊗ b1b2 .
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Recall that, due to Proposition C.2 from Appendix C, the map Av (C.3) gives us an isomorphism to the
pre-Lie algebra
Conv(Ger∨,BT) ∼=
∏
n≥2
(
BT(n)⊗ Λ−2Ger(n)
)Sn
from the pre-Lie algebra
(10.11)
∏
n≥2
(
BT(n)⊗ Λ−2Ger(n)
)
Sn
with the pre-Lie product •′ given by equation (C.6). So, in our consideration, we may replace Conv(Ger∨,BT)
by the pre-Lie algebra (10.11).
Let us denote by T ′(n) the set of all brace trees for which the labeling agrees with the natural order on
the set of vertices. For example, the brace tree T◦◦ on figure 7.3 belongs to T ′(2) and σ12(T◦◦) does not
belong to T ′(2) .
Since BT(n) is a free Sn-module generated elements of T ′(n) we conclude that
(10.12)
(
BT(n)⊗ Λ−2Ger(n)
)
Sn
∼= K〈T ′(n)〉 ⊗ Λ−2Ger(n) .
Hence the vector space (10.12) has the following natural basis
(10.13)
{
T ⊗ wn,i
}
T∈T ′(n), i∈In
,
where wn,i are vectors of the basis (4.17) for Λ
−2Ger(n) .
We also observe that, the Λ−1Lie-monomials
(10.14)
{
vτ = {bτ(1), {bτ(2), . . . bτ(n−2), bn−1}}..}
}
τ∈Sn−2
form a basis in the vector space Λ−1Lie(n− 1) and
(10.15)
{
bivτ (b1, . . . , b̂i, . . . , bn)
}
1≤i≤n; τ∈Sn−2
is a subset of the basis (4.17) for Λ−2Ger(n) .
Our goal is to show that the decomposition of the Maurer-Cartan element Av−1(α) with respect to the
basis (10.13) does not involve vectors of the form
(10.16) T ⊗ bivτ (b1, . . . , b̂i, . . . , bn) ,
where T is a brace tree in T ′(n) with vertex i being either univalent or bivalent. So the “forbidden”
brace trees locally have one of the three forms shown schematically in figures 10.1, 10.2, and 10.3. Gray
vertices on these figures are some other labeled vertices.
Let us introduce an operation V ◦−◦i whose input is a brace tree in T ′(n) with vertex i being either
univalent or bivalent. The construction of the output V ◦−◦i (T ) depends on whether vertex i is univalent
or bivalent.
If vertex i of T is univalent then V ◦−◦i (T ) is a brace tree in T ′(n+ 1) which is obtained from T via
• shifting labels of T which are > i up by 1,
• creating a vertex with label i+ 1, and
• attaching the vertex with label i+ 1 to the vertex with label i by a single edge.
If vertex i of T is bivalent then V ◦−◦i (T ) is a brace tree in T ′(n+ 1) which is obtained from T via
• shifting labels of T which are > i up by 1,
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Fig. 10.1.
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univalent
. . .
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. . .
Fig. 10.2. Bi-
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to the root
i
. . .
Fig. 10.3. Bi-
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the root
• creating a vertex with label i+ 1,
• detaching the edge terminating at the vertex with label i and attaching it to the vertex with label
i+ 1,
• and finally, attaching the vertex with label i+ 1 to the label i by a single edge.
In pictures, V ◦−◦i (T ) locally looks as follows:
. . .
i
i+1
. . .
i
i+1
. . .
i
i+1
. . .
Unfolding the definition, it is not hard to see that for every vector of the form (10.16)
(10.17) α0 •′ T ⊗ bivτ (b1, . . . , b̂i, . . . , bn) + T ⊗ bivτ (b1, . . . , b̂i, . . . , bn) •′ α0 =
±V ◦−◦i (T )⊗ bibi+1vτ (b1, . . . , bi−1, bi+2, . . . , bn) + . . . ,
where . . . denote the linear combination of the remaining vectors in the basis for (10.12).
Remark 10.4. Note that graphically the operation •′α0 is the summation over splittings of a labeled vertex
into two labeled vertices, while the operation α0•′ may graphically be interpreted as attaching a new labeled
vertex in all possible ways “from the top” and “from the bottom” of the tree. Hence the first term on the
right hand side of (10.17) is produced three times on the left hand side of (10.17). If T is of the form
shown on figure 10.1 or of the form shown on figure 10.3 then the first contribution comes from the operation
α0•′, the second one comes from splitting vertex i and the third one comes from splitting the labeled vertex
adjacent to vertex i. If T is of the form shown on figure 10.2 then all these three contributions come from
the operation •′α0: the first one comes from the splitting vertex i and the other two contributions come from
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splitting the labeled vertices adjacent to vertex i. We claim that in all three cases the signs let two of the
three contributions cancel.
It is clear that, if vv′ (resp. w) is a vector in Λ−2Ger(n) (resp. in Λ−2Ger(m)) with the Λ−1Lie-words v, v′
having length ≥ 2, then the pre-Lie products(
T1 ⊗ vv′
) •′ (T2 ⊗ w)
and (
T2 ⊗ w
) •′ (T1 ⊗ vv′)
do not involve tensor factors of the form bibi+1vτ (b1, . . . , bi−1, bi+2, . . . , bn) .
It is also clear that, if the vertex with label j1 (resp. label j2) of a brace tree T1 ∈ T ′(n) (resp. T2 ∈
T ′(m)) has valency ≥ 3, then for every pair of basis vectors vτ ∈ Λ−1Lie(n − 1), vτ ′ ∈ Λ−1Lie(m − 1), the
decomposition of the pre-Lie product(
T1 ⊗ bj1vτ (b1, . . . , b̂j1 , . . . , bn)
) •′ (T2 ⊗ bj2vτ ′(b1, . . . , b̂j2 , . . . , bm))
in the basis (10.13) does not involve vectors of the form
(10.18) V ◦−◦i (T )⊗ bibi+1vτ (b1, . . . , bi−1, bi+2, . . . , bn) .
These observations imply that, if the decomposition of the element Av−1(α) in the basis (10.13) involves
a vector of the form (10.16), then
Av−1(α) •′ Av−1(α) 6= 0 .
On the other hand, Av−1(α) is a Maurer-Cartan element of (10.12). Thus, the proposition follows.

10.2. Proof of Corollary 1.2. In this section, we give a proof of Corollary 1.2 of Theorem 1.1 stated in
the Introduction.
Let us assume that the quasi-isomorphism
F : Ger∞ → Br
is compatible with the Tw -coalgebra structures on Ger∞ and Br . This means that the diagram
(10.19)
TwGer∞ TwBr
Ger∞ Br
TwF
cGer∞
F
cBr
commutes.
Following Theorem 3.8 and using the Maurer-Cartan element α of C•(A), we form an operad map
(10.20) aαA : TwBr→ EndC•(A)α .
Unfolding definitions, we see that the composition
aαA ◦ Tw (F ) ◦ cGer∞ : Ger∞ → EndC•(A)α
gives us the Ger∞-structure FαA and the composition
aαA ◦ cBr ◦ F : Ger∞ → EndC•(A)α
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give us the Ger∞-structure FAα .
Thus, since diagram (10.19) commutes, the Ger∞-structures FAα and FαA coincide and the second state-
ment of Corollary 1.2 is proved.
Let us now consider the case when
F : Ger∞ → Br
is an arbitrary solution of Deligne’s conjecture (not necessarily compatible with Tw -coalgebra structures).
Due to Theorem 1.1, F is homotopy equivalent to a quasi-isomorphism
F ′ : Ger∞ → Br
that is compatible with the Tw -coalgebra structures on Ger∞ and Br .
Hence diagram (10.19) commutes up to homotopy. Therefore, the two (possibly different) Ger∞-structures
FAα and F
α
A are indeed homotopy equivalent.
Corollary 1.2 is proved.

Appendix A. The operad Ger
A Gerstenhaber algebra is a graded vector space V equipped with a commutative (and associative) product
(without identity) and a degree −1 binary operation { , } which satisfies the following relations:
{v1, v2} = (−1)|v1||v2|{v2, v1} ,(A.1)
{v, v1v2} = {v, v1}v2 + (−1)|v1||v|+|v1|v1{v, v2} ,(A.2)
{{v1, v2}, v3}+ (−1)|v1|(|v2|+|v3|){{v2, v3}, v1}+ (−1)|v3|(|v1|+|v2|){{v3, v1}, v2} = 0 .(A.3)
To define spaces of the operad Ger governing Gerstenhaber algebras we introduce the free Gerstenhaber
algebra Gern in n dummy variables a1, a2, . . . , an of degree 0 . Next we set Ger(0) = 0 and Ger(1) = K . And
then we declare that, for n ≥ 2, Ger(n) is spanned by monomials of Gern in which each dummy variable ai
appears exactly once.
The symmetric group Sn acts on Ger(n) in the obvious way by permuting the dummy variables. It is also
clear how to define elementary insertions.
Example A.1. Let us consider the monomials u = {a2, a3}a1{a4, a5} ∈ Ger(5) and w = {a1, a2} ∈ Ger(2)
and compute the insertions u ◦2 w, u ◦4 w and w ◦1 u . We get
u ◦2 w = −{{a2, a3}, a4}a1{a5, a6}
u ◦4 w = {a2, a3}a1{{a4, a5}, a6}
w ◦1 u = {{a2, a3}a1{a4, a5}, a6} = {a6, {a2, a3}a1{a4, a5}}
= {a6, {a2, a3}}a1{a4, a5} − {a2, a3}{a6, a1}{a4, a5}
− {a2, a3}a1{a6, {a4, a5}} .
It is easy to see that the operad Ger is generated by the vectors a1a2, {a1, a2} ∈ Ger(2) .
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Fig. B.1. A brace tree T ∈ T (4)
Appendix B. Action of the operad TwBT on the Hochschild cochain complex of an
A∞-algebra
Let A be a cochain complex. We form another cochain complex
(B.1) C•(A) =
⊕
m≥0
sm Hom(A⊗m, A)
with the differential ∂A coming from A .
Let us show that (B.1) is a naturally an algebra over BT . To define an action BT on (B.1) we observe
that the collection
(B.2) {Hom(A⊗m, A)}m≥0
is an naturally an operad, i.e. the endomorphism operad of A .
Using this observation, we will construct an auxiliary map
(B.3) % :
⊕
N≥1
(
BT(N)⊗ (C•(A))⊗N)
SN
→ A
Given a brace tree T ∈ T (N) and N homogeneous vectors
(B.4) Pi ∈ smi Hom(A⊗mi , A) , 1 ≤ i ≤ N
we decorated non-root vertices of T with vectors (B.4) following this rule: the vertex with label i is decorated
by the vector Pi .
We say that such a decoration is admissible if for every 1 ≤ i ≤ N the vertex with label i has exactly
mi incoming edges. Otherwise, we say that the decoration is inadmissible. In particular, if a decoration is
admissible, then each leaf of T is decorated by a vector in
Hom(A⊗0, A) = A .
Since (B.2) is an operad, each brace tree T ∈ T (N) with an admissible decoration gives us a vector in A .
We denote this vector in A by
(B.5) m(T ;P1, P2, . . . , PN ) .
For example, if T the brace tree depicted on figure B.1, P1 ∈ sHom(A,A), P2 ∈ A, P3 ∈ s2Hom(A⊗2, A),
and P4 ∈ A then we have
m(T ;P1, P2, P3, P4) = P3(P1(P2), P4) .
We can now define the map % (B.3).
If T is a brace tree in T (N) and cochains P1, P2, . . . , PN give us an inadmissible decoration of T then we
set
(B.6) %(T, P1, . . . , PN ) = 0 .
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Fig. B.2. The brace corolla Tk ∈ T (k + 1)
Otherwise, we declare that
(B.7) %(T, P1, . . . , PN ) := (−1)ε(T ;P1,...,PN )m(T ;P1, . . . , PN )
where the sign factor (−1)ε(T ;P1,...,PN ) comes from permutation on the set
{E(T ) \ {root edge}} unionsq {P1, . . . , PN}
which we perform when we decorate the tree T with vectors P1, P2, . . . , PN .
For example, if T is the brace tree depicted on figure B.1, P1 ∈ sHom(A,A), P2 ∈ A, P3 ∈ s2Hom(A⊗2, A),
and P4 ∈ A then
ε(T ;P1, . . . , PN ) = |P3|(|P1|+ |P2|) + 3|P3|+ 2|P1|+ |P2| .
The sign factor (−1)|P3|(|P1|+|P2|) appears because we need to switch from the order (P1, P2, P3, P4) to the
order (P3, P1, P2, P4) ; the sign factor (−1)3|P3| appears because P3 “jumps over” three edges of brace tree
T . Similarly, P1 (resp. P2) “jumps over” two edges (resp. one edge) of the brace tree T .
We can now define how a brace tree T ∈ T (n) acts on n homogeneous vectors
(B.8) Pi ∈ smi Hom(A⊗mi , A) , 1 ≤ i ≤ n .
For this purpose, we form the linear combinations (k ≥ 0)
(B.9) Tk ◦1 T ,
where Tk is the brace corolla shown on figure B.2. and
(B.10) k =
n∑
i=1
mi + 1− n .
Next we set
(B.11) T (P1, . . . , Pn; a1, . . . , ak) = %(Tk ◦1 T, P1, . . . , Pn, a1, . . . , ak),
where a1, . . . , ak are viewed as vectors in
Hom(A⊗ 0, A) .
Note that, the vectors a1, . . . , ak will decorate leaves (of brace trees in the linear combination Tk ◦1 T ) with
labels n+ 1, n+ 2, . . . , n+ k . Moreover, if equation (B.10) were not satisfied then all decorations of Tk ◦1 T
would be inadmissible.
Tedious but straightforward computations show that formula (B.11) indeed defines an action of the operad
BT on (B.1).
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Fig. B.3. The brace trees which contribute to T (P1, P2, P3, P4)
Example B.1. Let T be the brace tree in T (4) depicted on figure B.1 and
(B.12)
P1 ∈ s2 Hom(A⊗A,A) , P2 ∈ sHom(A,A) ,
P3 ∈ s3 Hom(A⊗ 3, A) , P4 ∈ Hom(A⊗ 0, A) = A .
The vector T (P1, P2, P3, P4) belongs to
s3Hom(A⊗ 3, A)
The linear combination T3 ◦1 T contains a lot of terms. On figure B.3 we list all brace trees (with signs)
which get admissible decorations by the vectors
(B.13) P1, P2, P3, P4, a1, a2, a3
Thus we get
(B.14) T
(
P1, P2, P3, P4
)
(a1, a2, a3) = −(−1)ε1P3(a1, P1(a2, P2(a3)), P4)+
(−1)ε2P3(a1, P1(P2(a2), a3), P4)− (−1)ε3P3(P1(a1, P2(a2)), a3, P4) ,
where
ε1 = ε(P3, a1, P1, a2, P2, a3, P4) + 6|P3|+ 5|a1|+ 4|P1|+ 3|a2|+ 2|P2|+ |a3| ,
ε2 = ε(P3, a1, P1, P2, a2, a3, P4) + 6|P3|+ 5|a1|+ 4|P1|+ 3|P2|+ 2|a2|+ |a3| ,
ε3 = ε(P3, P1, a1, P2, a2, a3, P4) + 6|P3|+ 5|P1|+ 4|a1|+ 3|P2|+ 2|a2|+ |a3| ,
and ε(. . . ) is the sign of the permutation of vectors P1, P2, P3, P4, a1, a2, a3 from their standard position
(B.13).
Since BT receives the operad map (8.1) from ΛLie, the cochain complex (B.1) is naturally a ΛLie algebra.
The bracket is the famous Gerstenhaber bracket introduced in [13].
Let us observe that the cochain complex C•(A) (B.1) is equipped with the obvious decreasing filtration:
(B.15) FqC•(A) =
{
P ∈ C•(A) ∣∣ P (a1, a2, . . . , ak) = 0 ∀ k ≤ q}
and the action of BT on C•(A) is compatible with this filtration. Thus we may apply the general procedure
of twisting described in Section 3 to the completion
(B.16) Cˆ•(A) :=
∏
m≥0
sm Hom(A⊗m, A)
of the BT-algebra C•(A) with respect to the filtration (B.15).
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According to Theorem 3.10, filtered TwBT-algebra structures on Cˆ•(A) are in bijection with Maurer-
Cartan elements α in Cˆ•(A) of the form
(B.17) α =
∑
k≥2
αk , αk ∈ skHom(A⊗k, A)
i.e. flat A∞-structures on the cochain complex A .
Moreover, for every Maurer-Cartan element (B.17), the cochain complex Cˆ•(A) with the twisted differ-
ential (3.22) is exactly the (completed) Hochschild cochain complex of the A∞-algebra A .
Thus we conclude that, for every flat A∞-algebra A, its completed Hochschild cochain complex is equipped
with a natural action of the operad TwBT and hence with a natural action of the operad Br .
Remark B.2. Sometimes the Maurer-Cartan element (B.17) satisfies the condition
αk = 0
for all k ≥ N for some given number N . (For example, if A is an associative algebra.) In this case,
the action of TwBT (and hence the action of Br) is well defined before completing the Hochschild cochain
complex.
Appendix C. The equivalent definition of the pre-Lie product • on Conv(Q,P ) in terms of
coinvariants
Let us assume that the pseudo-cooperad Q satisfies the following property.
Property C.1. For each n the graded vector space Q(n) is finite dimensional.
Due to this property we have
(C.1) Conv(Q,P ) ∼=
∏
n≥0
(
P (n)⊗Q∗(n))Sn .
where Q∗(n) denotes the linear dual of the vector space Q(n) .
The collection Q∗ := {Q∗(n)}n≥0 is naturally a pseudo-operad and we can express the pre-Lie structure
(2.20) in terms of elementary insertions on P and Q∗. Namely, given two vectors
X =
∑
n≥0
vn ⊗ wn, X ′ =
∑
n≥0
v′n ⊗ w′n
in ∏
n≥0
(
P (n)⊗Q∗(n))Sn ,
we have
(C.2) X •X ′ =
∑
n≥1,m≥0
(−1)|v′m||wn|
∑
σ∈Shm,n−1
σ(vn ◦1 v′m)⊗ σ(wn ◦1 w′m) .
Let us now observe that the formula
(C.3) Av(v ⊗ w) =
∑
σ∈Sn
σ(v)⊗ σ(w)
defines a K-linear map
Av : P (n)⊗Q∗(n)→ (P (n)⊗Q∗(n))Sn .
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Furthermore, since K has characteristic zero, Av induces an isomorphism (which we denote by the same
letter):
(C.4) Av :
(
P (n)⊗Q∗(n))
Sn
∼=−→ (P (n)⊗Q∗(n))Sn
from the space
(C.5)
(
P (n)⊗Q∗(n))
Sn
of Sn-coinvariants to the space
(
P (n)⊗Q∗(n))Sn of invariants.
We have the following proposition.
Proposition C.2. Let v, v′, w, w′ be homogeneous vectors in P (n), P (m), Q(n), and Q′(m), respectively.
Then the formula
(C.6) (v ⊗ w) •′ (v′ ⊗ w′) =
n∑
i=1
(−1)|v′||w|v ◦i v′ ⊗ w ◦i w′
defines a binary operation on ⊕
n≥0
(
P (n)⊗Q∗(n))
Sn
.
This operation extends in the obvious way to the infinite sum
(C.7)
∏
n≥0
(
P (n)⊗Q∗(n))
Sn
and
(C.8) Av
(
(v ⊗ w) •′ (v′ ⊗ w′) ) = Av(v ⊗ w) •Av(v′ ⊗ w′) .
Proof. Since the map (C.4) is an isomorphism of graded vector spaces, it suffices to prove that equation
(C.8) holds.
This equation can be verified by a straightforward computation using the obvious identity15∑
σ∈Sn
σ(v) =
∑
σ′∈S{2,3,...,n}
n∑
i=1
σ′ ◦ (1, 2, . . . , i)(v)
and properties of the elementary insertions. 
Proposition C.2 implies that the map (C.4) establishes an isomorphism between the pre-Lie algebra (C.1)
with the pre-Lie product (C.2) and the pre-Lie algebra (C.7) with the pre-Lie product given by equation
(C.6).
Appendix D. A Lemma on a filtered complex
Lemma D.1. Let C be a cochain complex with a complete descending filtration which is bounded above. I.e.,
C = F−N ⊃ F−N+1 ⊃ · · · ⊃ F0 ⊃ F1 ⊃ · · ·
and C = limp C/Fp. If the associated graded complex GrC is acyclic then so is C .
15Here S{2,3,...,n} is the subgroup of elements σ ∈ Sn satisfying the condition σ(1) = 1 .
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Fig. E.1. The first neutral vertex of a brace tree.
Proof. Suppose c ∈ C is a cocycle. Then there exists j such that c ∈ Fj . Then by acyclicity of the associated
graded complex, there is a bj ∈ Fj such that c − dbj ∈ Fj+1. Proceed in this manner to define bj+1, bj+2
etc. Then set b :=
∑
j bj . The sum converges since C is complete with respect to the filtration. Again by
completeness
c− db = lim
N→∞
c−
∑
j≤N
dbj = 0.
Hence c is exact. 
Appendix E. Br is a homotopy Tw fixed point – combinatorial argument
We showed in Section 9.3 above that the operad Br is a homotopy fixed point of Tw , i. e., that TwBr→ Br
is a quasi-isomorphism. One may give an alternative proof of that fact by an elementary combinatorial
argument, which we briefly sketch in this appendix.
Elements of TwBr can be seen as series of brace trees, for which some of the labeled vertices have been
colored in, say, gray. The differential is schematically depicted in Figure E.4. The number of neutral
(“black”) vertices of brace trees yields a descending complete filtration
TwBr = F0 ⊃ F1 ⊃ F2 ⊃ · · ·
where Fp is composed of series in trees with ≥ p neutral (black) vertices. Let us consider the associated
graded GrF . Its differential misses those terms of Figure E.4 that produce a black vertex. We claim that
Vp := Fp/Fp+1 is acyclic for p ≥ 1. To show this we need to use additional notation. For a brace tree, the
first neutral vertex is the one hit first when going around he tree in clockwise order, see Figure E.1. We
filter Vp by the number of valence zero gray vertices attached to the very left of the first internal vertex, see
Figure E.2. Taking a spectral sequence, the first differential increases that number by one, see Figure E.3.
It is easy to see that the cohomology under this differential is zero. It follows that Vp is acyclic as claimed.
Hence the projection GrF → F0/F1 is a quasi-isomorphism. From this one can see that also the projection
TwBr → TwBT is a quasi-isomorphism. But since Br → TwBT is a quasi-isomorphism by section 9.2, we
are done.
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