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AGT RELATIONS FOR SHEAVES ON SURFACES
ANDREI NEGUT,
Abstract. We consider a natural generalization of the Carlsson-Okounkov
Ext operator on the K–theory groups of the moduli spaces of stable sheaves on
a smooth projective surface. We compute the commutation relations between
the Ext operator and the action of the deformed W–algebra on K–theory,
which was developed in [18]. The conclusion is that the Ext operator is closely
related with a vertex operator, thus giving a mathematical incarnation of the
Alday-Gaiotto-Tachikawa correspondence for a general algebraic surface.
1. Introduction
The main purpose of the present paper is to understand the Ext operator of
Carlsson-Okounkov in the setting of moduli spaces of stable sheaves on general
algebraic surfaces. In more detail, we fix a smooth projective surface S over an
algebraically closed field (henceforth denoted by C), an ample divisor H , a rank
r ∈ N and a first Chern class c1 ∈ H
2(S,Z), and consider the moduli space:
(1.1) M =
∞⊔
c2=⌈ r−12r c21⌉
M(r,c1,c2)
of H–stable sheaves on S with the invariants (r, c1, c2). The reason why c2 is
bounded below is called Bogomolov’s inequality, which states that there are no
H–stable sheaves if c2 <
r−1
2r c
2
1. We make the same assumptions as in [16], [17], [18]:
• Assumption A: gcd(r, c1 ·H) = 1
• Assumption S: either
{
ωS ∼= OS or
c1(ωS) ·H < 0
Assumption A implies that the spaceM is proper and there exists a universal sheaf:
(1.2) U

M× S
Assumption S implies that the moduli space M is smooth. Philosophically, none
of these assumptions is absolutely fundamental to the constructions in the present
paper. Indeed, Assumption A can be sidestepped if one is prepared to work with
twisted universal sheaves (see [7]) instead of universal sheaves. Meanwhile, Assump-
tion S is necessary to define the pull-back maps in the correspondences of Definition
1.1 below, but it could be dropped if one appealed to virtual pull-backs (replacing
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M by the derived scheme of [3] would likely be the correct setup). We make no
claims about the technical difficulties involved in either of these generalizations.
Let us consider the following algebraic K–theory groups with Q coefficients:
(1.3) KM =
∞⊕
c2=⌈ r−12r c21⌉
K0(M(r,c1,c2))⊗
Z
Q
Let m ∈ Pic(S), and consider two copies M and M′ of the moduli space (1.1).
These two copies may be defined with respect to a different c1 and stability condition
H , but we assume that the rank r of the sheaves parametrized byM andM′ is the
same. In this paper, we will mostly be concerned with the virtual vector bundle:
(1.4) Em
✤
✤
✤
M×M′
pi1
zz✉✉✉
✉✉
✉✉
✉✉
✉
pi2
$$❏
❏❏
❏❏
❏❏
❏❏
M M′
(which is a straightforward generalization of the construction of [9]) given by:
(1.5) Em = RΓ(m)− Rpi∗ (RHom (U
′,U ⊗m))
The RHom is computed on M×M′ × S: the notation U , U ′, m stands for the
pull-back of the universal sheaves fromM×S and M′×S, respectively, as well as
the pull-back of the line bundle m from S. Similarly, pi :M×M′ × S →M×M′
is the standard projection, so Em is a complex of coherent sheaves on M×M′.
Definition 1.1. Consider the so-called Ext operator KM′
Am−−→ KM given by:
(1.6) Am = pi1∗ (∧
•(Em) · pi
∗
2)
The push-forward and pull-back are defined due to the smoothness and properness
of M and M′. See Subsection 3.1 for the appropriate definition of ∧•(Em).
The main purpose of [16], [17], [18] was to construct an action Ar y KM, where
Ar is an integral form of the deformed W–algebra of type glr. The construction
of this action will be recalled in Section 2, but for details, the reader may consult
the aforementioned references as follows: it was shown in [18] that the r → ∞
limit algebra, denoted therein by A∞, acts on KM under Assumptions A and S
(this action conjecturally even holds in the absence of Assumption S). Then, it was
shown in Section 6 of [17] that this action factors through the quotient A∞ ։ Ar.
Explicitly, the action Ar y KM is defined by specifying operators:
(1.7) KM
Wn,k
−−−→ KM×S
for all n ∈ Z and k ∈ N, which satisfy the quadratic commutation relations from [1]
and [10] (see (2.24) for the form of these relations in our language). Let us write:
(1.8) q = [ωS ] ∈ KS := K0(S)⊗Z Q
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Given two copies M and M′ of the moduli space of stable sheaves, each with its
own universal sheaf U and U ′, respectively, we may write:
(1.9) u = detU and u′ = detU ′
for the determinant line bundles on M× S and M′ × S, respectively. We set:
(1.10) γ =
mru
qru′
which is the class of a line bundle on M×M′ × S (it is implicit that m and q are
pulled back from S). Our main result, which will be proved in Section 3, is:
Theorem 1.2. We have the following interaction between the Ext operator (1.6)
and the generators (1.7) of the W–algebra action:
(1.11) AmWk(x)(1 − x) = m
kWk(xγ)Am
(
1−
x
qk
)
where Wk(x) =
∑
n∈Z
Wn,k
xn
. Both sides of (1.11) are maps KM′ → KM×S, and
thus represented by K-theory classes on M×M′ × S.1 Thus, the factors q and γ
in the right-hand side refer to multiplication by the line bundles (1.8) and (1.10).
Let us present the physical implications of Theorem 1.2. The Ext operator
Am encodes the contribution of bifundamental matter in partition functions
of 5d supersymmetric gauge theory on the algebraic surface S times a circle
([8]). The deformed W–algebra Ar encodes symmetries of Toda conformal field
theory. In this language, (1.11) becomes a mathematical manifestation of the
Alday-Gaiotto-Tachikawa correspondence between gauge theory and conformal
field theory, by describing the Ext operator Am in terms of its commutation with
W–algebra generators. However, this is not enough to completely determine Am
for a general smooth projective surface S, and one should instead work with
a deformed vertex operator algebra which properly contains several deformed
W–algebras Ar. In the non-deformed case, a potential candidate for such an larger
algebra was studied in [11], where the authors expect that it contains operators
which modify sheaves on S along entire curves, on top of our operatorsWn,k which
modify sheaves at individual points. While we give a complete algebro-geometric
description of the latter operators, we do not have such a description for the
former operators. Once such a description will be available, we expect that one
can extend Theorem 1.2 to a bigger vertex operator algebra properly containing Ar.
When S = A2, the analogues of our results were proved in [15], although the
formulas in loc. cit. are significantly weaker than our Theorems 1.2 and 1.3, as we
explain in the first paragraph of Subsection 4.4. In this situation, KM was shown
in loc. cit. to be isomorphic to the universal Verma module for the deformed
W–algebra of type glr, and we will show in Theorem 4.5 that the results of the
present paper determine the Ext operator Am uniquely (whereas the results of [15]
were not strong enough for this purpose). We note that the AGT correspondence
over toric surfaces like ALE spaces was studied by many authors from many
different points of view (see e.g. [5], [6], [13], [19] in mathematical language). To
1See Subsection 2.13 for a review of correspondences as K–theoretic operators
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the author’s knowledge, the present paper is the first mathematical treatment of
AGT over general algebraic surfaces in rank r > 1 (the reference [8] used different
techniques from ours to describe the Ext operator in the rank r = 1 case).
Alongside the operators (1.7), we constructed ([18]) K–theory lifts of the operators
studied by Baranovsky, Grojnowski, Nakajima in cohomology ([2], [12], [14]):
(1.12) KM
Pn−−→ KM×S
∀n ∈ Z\0. These operators satisfy the Heisenberg commutation relation (2.25),
and interact with the deformed W–algebra generators according to relation (2.26).
Theorem 1.3. We have the following interaction between the Ext operator (1.6)
and the Heisenberg operators P±n:
(1.13) AmP−n − P−nAmγ
n = Am(1− γ
n)
(1.14) AmPn − PnAmγ
−n = Am(γ
−n − qrn)
∀n > 0. Recall that γ is the line bundle (1.10), and we refer the reader to the last
sentence of Theorem 1.2 for how to make sense of it in formulas (1.13)–(1.14).
For any α ∈ KS , we will write Pn{α} for the composition:
Pn{α} : KM
Pn−−→ KM×S
multiplication by proj∗2(α)−−−−−−−−−−−−−−−−−→ KM×S
proj1∗−−−−→ KM
where proj1, proj2 are the projections fromM×S toM and S, respectively. Define:
(1.15) Φm = Am exp
[
∞∑
n=1
Pn
n
{
(qn − 1)q−nr
[q1]n[q2]n
}]
where [x]n = 1+ x+ ...+ x
n−1. The expression in the right-hand side makes sense
because [q1]n[q2]n is a unit in the ring KS. Indeed, since Chern character gives us
an isomorphism KS ∼= A∗(S,Q), then q1+q2 = [Ω1S ] ∈ 2+N and q = [ωS ] ∈ 1+N ,
where N ⊂ KS denotes the nilradical. Therefore, [q1]n[q2]n ∈ n
2 +N , and is thus
invertible in the ring KS .
Corollary 1.4. Formulas (1.11), (1.13), (1.14) imply the following:
(1.16)
[
ΦmWk(x)−m
kWk(xγ)Φm
](
1−
x
qk
)
= 0
(1.17) ΦmP±n − P±nΦmγ
∓n = ±Φm(γ
∓n − q±rn)
∀k, n > 0. An operator Φm satisfying (1.16), (1.17) is called a vertex operator.
I would like to thank Boris Feigin, Sergei Gukov, Hiraku Nakajima, Nikita Nekrasov,
Andrei Okounkov, Francesco Sala and Alexander Tsymbaliuk for many interesting
discussions on the subject of Ext operators and W–algebras. I gratefully acknowl-
edge the support of NSF grant DMS–1600375.
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2. The moduli space of sheaves
2.1. In the introduction, we referred to various operators KM → KM×S as defin-
ing an action of a certain algebra on KM, and we will now explain the meaning of
this notion. Given two arbitrary homomorphisms:
(2.1) KM
x,y
−−→ KM×S
their “product” xy|∆ is defined as the composition:
xy
∣∣∣
∆
: KM
y
−→ KM×S
x×IdS−−−−→ KM×S×S
IdM×∆
∗
−−−−−−→ KM×S
where S
∆
−→ S × S is the diagonal. It is easy to check that (xy|∆)z|∆ = x(yz|∆)|∆,
hence the aforementioned notion of product is associative, and it makes sense to
define x1...xn|∆ for arbitrarily many operators x1, ..., xn : KM → KM×S .
Similarly, given two operators (2.1), we may define their commutator:
KM
[x,y]
−−−→ KM×S×S
as the difference of the two compositions:
KM
y
−→ KM×S
x×IdS−−−−→ KM×S×S
KM
x
−→ KM×S
y×IdS
−−−−→ KM×S×S
IdM×swap
∗
−−−−−−−−→ KM×S×S
where swap : S × S → S × S is the permutation of the two factors. In all cases
studied in this paper, we will have:
[x, y] = ∆∗(z)
for some KM
z
−→ KM×S which is uniquely determined (the diagonal embedding ∆∗
is injective because it has a left inverse), and which will be denoted by z = [x, y]red.
We leave it as an exercise to the interested reader to prove that the commutator
satisfies the Leibniz rule in the form [xy|∆, z]red = x[y, z]red|∆ + [x, z]redy|∆, and
the Jacobi identity in the form [[x, y]red, z]red + [[y, z]red, x]red + [[z, x]red, y]red = 0.
Finally, we consider the ring homomorphism K = Z[q±11 , q
±1
2 ]
Sym → KS given by
sending q1 and q2 to the Chern roots of the cotangent bundle of S (therefore,
q = q1q2 goes to the class of the canonical line bundle). We will often abuse
notation, and write q1, q2, q for the images of the indeterminates in the ring KS. For
any λ ∈ K and any operator (2.1), we may define their product as the composition:
λ · x : KM
x
−→ KM×S
IdM×(multiplication by λ)
−−−−−−−−−−−−−−−−−→ KM×S
where we identify λ ∈ K with its image in KS . With this in mind, the ring KS
can be thought of as the “ring of constants” for the algebra of operators (2.1).
2.2. We refer the reader to [16], [17], [18] for details on the contents of this Section.
Since our assumptions imply the existence of the universal sheaf (1.2), we may set:
(2.2) Z1 = PM×S(U) −→M× S
Since U is isomorphic to a quotient V/W of vector bundles onM×S (see [16]), the
object in the right-hand side of (2.2) is defined as the derived zero locus of a section
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of a vector bundle on the projective bundle PM×S(V). However, it was shown in
[16] that under Assumption S, the derived zero locus is actually a smooth scheme:
Z1 =
∞⊔
c=⌈ r−12r c21⌉
Zc+1,c
whose components are given by:
(2.3) Zc+1,c =
{
(Fc+1,Fc) s.t. Fc+1 ⊂x Fc for some x ∈ S
}
⊂Mc+1 ×Mc
and F ′ ⊂x F means that F ′ ⊂ F and the quotient F/F ′ is isomorphic to the length
1 skyscraper sheaf at the point x ∈ S. This scheme comes with projection maps:
(2.4) Zc+1,c
p+
zz✉✉✉
✉✉
✉✉
✉✉
pS

p−
##❋
❋❋
❋❋
❋❋
❋
Mc+1 S Mc
More generally, we defined a derived scheme Z•2 in [17]. We will not be concerned
with the precise definition, but we note that under Assumption S, it was shown in
loc. cit. to be a smooth scheme:
Z•2 =
∞⊔
c=⌈ r−12r c21⌉
Z•c+2,c
whose components are given by:
(2.5) Z•c+2,c =
{
(Fc+2 ⊂x Fc+1 ⊂x Fc) for some x ∈ S)
}
⊂Mc+2 ×Mc+1 ×Mc
This scheme is equipped with projection maps as in (2.6) below, but we observe
that the rhombus is not Cartesian (and this is key to our construction):
(2.6) Z•c+2,c
pi+
xxqqq
qq
qq
qq
q
pi−
%%❑❑
❑❑
❑❑
❑❑
❑❑
Zc+2,c+1
p−×pS &&▼▼
▼▼
▼▼
▼▼
▼▼
Zc+1,c
p+×pSyyrrr
rr
rr
rr
r
Mc+1 × S
Using the maps in diagram (2.6), we define:
(2.7) Z•n =
∞⊔
c=⌈ r−12r c21⌉
Z•c+n,c
whose components are given by derived fiber products:
(2.8) Z•c+n,c = Z
•
c+n,c+n−2 ×
Zc+n−1,c+n−2
. . . ×
Zc+2,c+1
Z•c+2,c →Mc+n × ...×Mc
While Z•n is a derived scheme, we note that its closed points are all of the form:
(2.9) Z•c+n,c = {(Fc+n, ...,Fc) sheaves s.t. Fc+n ⊂x ... ⊂x Fc for some x ∈ S}
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Therefore, we have the following projection maps, which only remember the smallest
and the largest sheaf in a flag (2.9) (the notation below generalizes (2.4)):
(2.10) Z•c+n,c
p+
zz✉✉✉
✉✉
✉✉
✉✉
pS

p−
##❋
❋❋
❋❋
❋❋
❋
Mc+n S Mc
Moreover, we consider the line bundles L1, ...,Ln of Z•n, whose fibers are given by:
(2.11) Li|(Fc+n,...,Fc) = Fc+n−i,x/Fc+n−i+1,x
on the component Z•c+n,c ⊂ Z
•
n.
2.3. Using the derived scheme (2.8) and the maps (2.10), we construct operators:
KM
Ln,k
−−−→ KM×S, Ln,k = (−1)
k−1(p+ × pS)∗
(
Lkn · p
∗
−
)
(2.12)
KM
Un,k
−−−→ KM×S, Un,k =
(−1)rn+k−1un
q(r−1)n
(p− × pS)∗
(
Lkn
Qr
· p∗+
)
(2.13)
where Q = L1...Ln, and u is the determinant of the universal sheaf onM×S, as in
(1.9).2 Implicit in the definitions (2.12) and (2.13) is that we define the operators
therein for all components Mc of the moduli space M. Finally, consider:
KM
Ek−−→ KM×S , Ek = multiplication by ∧
k (U)(2.14)
Since U ∼= V/W is a coherent sheaf of projective dimension 1 on M× S (see [16]),
the class ∧k(U) in the right-hand side of (2.14) is defined by setting:
(2.15) ∧•
(
U
z
)
=
∧•
(
V
z
)
∧•
(
W
z
)
and picking out the coefficient of z−k when expanding in negative powers of z.
The reason for our notation of the operators (2.12), (2.13), (2.14) is that these
three operators are respectively lower triangular, upper triangular, and diagonal
with respect to the grading on KM by the second Chern class (see (1.3)).
Definition 2.4. ([15], [17]) For any n ∈ Z and k ∈ N, consider the operators:
(2.16) Wn,k =
n2−n1=n∑
k0+k1+k2=k
q(k−1)n2 · Ln1,k1Ek0Un2,k2
∣∣∣
∆
where k1, k2 go over N, and k0, n1, n2 go over N ⊔ 0.
Note that (2.16) is an infinite sum, but its action on KM is well-defined because
the operators Ln,k (respectively Un,k) increase (respectively decrease) the c2 of
stable sheaves by n, and Bogomolov’s inequality ensures that the moduli space of
stable sheaves is empty if c2 is small enough.
2Note that u parametrizes the determinant of any one of the sheaves Fc+n, ...,Fc in a flag
(2.9), since these sheaves have canonically isomorphic determinants, see Proposition 3.4
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2.5. Similarly with (2.12) and (2.13), we have the following operators:
KM
P−n
−−−→ KM×S, P−n = (p+ × pS)∗
(
n−1∑
i=0
qi−1Ln
Ln−i
· p∗−
)
(2.17)
KM
Pn−−→ KM×S, Pn = (−1)
rnun(p− × pS)∗
(
n−1∑
i=0
qi−1Ln
QrLn−i
· p∗+
)
(2.18)
KM
H−n
−−−→ KM×S, H−n = (p+ × pS)∗
(
p∗−
)
(2.19)
KM
Hn−−→ KM×S, Hn = (−1)
rnun(p− × pS)∗
(
1
Qr
· p∗+
)
(2.20)
As a consequence of [17], [18], the operators H±n are to the operators P±n as
complete symmetric functions are to power sum functions:
(2.21)
∞∑
n=0
H±n
z±n
= exp
(
∞∑
n=1
P±n
nz±n
) ∣∣∣
∆
or, explicitly:
H±1 = P±1
H±2 =
P±1P±1|∆ + P±2
2
H±3 =
P±1P±1P±1|∆ + 3P±1P±2|∆ + 2P±3
6
...
Theorem 2.6. ([17], Section 6) The operators (2.16) satisfy, for all n ∈ Z:
Wn,r = u
n2−n1=n∑
n1,n2≥0
H−n1Hn2
∣∣∣
∆
(2.22)
Wn,k = 0(2.23)
for all k > r.
2.7. The interaction between the operators (2.16), (2.17), (2.18) are all presented
by recalling the commutator construction in Subsection 2.1.
Theorem 2.8. ([17]) We have the following formulas for all n, n′ ∈ Z, k, k′ ∈ N:
[Wn,k,Wn′,k′ ] = ∆∗


m
l
≤m
′
l′
min(l,l′)≤min(k,k′)∑
k+k′=l+l′
m+m′=n+n′
cm,m
′,l,l′
n,n′,k,k′ (q1, q2) ·Wm,lWm′,l′
∣∣∣
∆

(2.24)
[Pn′ , Pn] = ∆∗
{
0 if sign (n) = sign (n′)
δ0n+n′n[q1]n[q2]n[q
n]r · proj
∗
M if n
′ < 0 < n
(2.25)
[Wn′,k′ , P±n] = ∆∗
(
± [q1]n[q2]n[q
n]k′q
n(r−k′)δ+
± ·W±n+n′,k′
)
(2.26)
where the coefficients cm,m
′,l,l′
n,n′,k,k′ (q1, q2) ∈ KS were computed algorithmically in [17].
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Indeed, we show in [17] that (2.24) is the defining relation in the deformed
W–algebra Ar (with ∆∗ replaced by the constant (1 − q1)(1 − q2)). Similarly,
relation (2.25) is the defining relation in the deformed Heisenberg algebra. As we
explained in [17] and [18], the fact that the operators (2.16), (2.17), (2.18) satisfy
the relations in Theorem 2.8 is precisely what we mean when we say that the de-
formedW–algebraAr and the deformed Heisenberg algebra act on the groups KM.
2.9. Let us consider the operators of Subsection 2.3 and form the generating series:
(2.27) Ln(y) =
∞∑
k=1
(−1)k
Ln,k
yk
, Un(y) =
∞∑
k=1
(−1)k
Un,k
yk
In other words, these power series are considered as operators:
KM
Ln(y)
−−−−→ KM×S
s
1
y
{
, Ln(y) = (p+ × pS)∗
(
1
1− yLn
· p∗−
)
KM
Un(y)
−−−−→ KM×S
s
1
y
{
, Un(y) =
(−1)rnun
q(r−1)n
(p− × pS)∗
(
Q−r
1− yLn
· p∗+
)
We will also consider the operators:
KM
E(y)
−−−→ KM×S
s
1
y
{
, E(y) = multiplication by ∧•
(
U
y
)
Furthermore, we will consider the generating series:
(2.28) L(x, y) = 1 +
∞∑
n=1
Ln(y)
x−n
U(x, y) = 1 +
∞∑
n=1
Un(y)
xn
and also set:
Wk(x) =
∞∑
n=−∞
Wn,k
xn
(2.29)
W (x, y) = 1 +
∞∑
k=1
Wk(x)
yk
(2.30)
The definition of the W–algebra generators in (2.16) is equivalent to the following:
(2.31) W (x, yDx) = L (x, yDx)E (yDx)U (xq, yDx)
∣∣∣
∆
where Dx is the q-difference operator in the variable x, i.e. f(x)  f(xq). For
formula (2.31) to be correct, the powers of Dx should be placed to the right of the
powers of x in all terms except for U(xq, yDx), in which the powers of Dx should
be placed to the left of the powers of x. Similarly, formula (2.26) reads:
(2.32) [Wk(x), P±n] = ∆∗
(
± [q1]n[q2]n[q
n]kq
n(r−k)δ+
± · x±nWk(x)
)
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2.10. Consider the rational function:
(2.33) ζ(x) =
(1− xq1)(1 − xq2)
(1− x)(1 − xq)
∈ KS(x)
Proposition 2.11. ([17]) We have the following formulas for the maps (2.10):
(2.34) (p+ × pS)∗r(L1, ...,Ln) =
=
∫ z1≺...≺zn≺{0,∞}
∞−0
r(z1, ..., zn)
∏n
i=1 ∧
•
(
ziq
U
)(
1− z2q
z1
)
...
(
1− znq
zn−1
)∏
1≤i<j≤n ζ
(
zj
zi
)
(2.35) (p− × pS)∗r(L1, ...,Ln) =
=
∫ {0,∞}≺z1≺...≺zn
∞−0
r(z1, ..., zn)
∏n
i=1 ∧
•
(
− U
zi
)
(
1− z2q
z1
)
...
(
1− znq
zn−1
)∏
1≤i<j≤n ζ
(
zj
zi
)
for any Laurent polynomial r.
The notation
∫
∞−0
stands for the difference between the residues at ∞ and 0:∫
∞−0
f(z) = Res
z=∞
f(z)
z
− Res
z=0
f(z)
z
The notation z1 ≺ ... ≺ zn ≺ {0,∞} means that we integrate the right-hand side
of (2.34) over a collection of contours nested inside each other, with z1 being the
farthest and zn being the closest to 0 and ∞. The notation {0,∞} ≺ z1 ≺ ... ≺ zn
means that z1 is the closest and zn is the farthest from 0 and ∞. Thus, the
right-hand sides of (2.34) and (2.35) entail successively evaluating the residues
at 0 and ∞ of a rational function with values in KM×S . The result of the
computation will be a Laurent polynomial in q±11 , q
±1
2 and the exterior powers of U .
There is also a version of Proposition 2.11 when r(z1, ..., zn) is allowed to have poles,
and then the contours of the z variables must take care to keep such poles on the
same side as 0 and∞. We will only need this general result when r has a single pole:
Proposition 2.12. ([17]) We have the following formulas for the maps (2.10):
(2.36) (p+ × pS)∗r(L1, ...,Ln) =
=
∫ z1≺...≺zn≺{0,y,∞}
∞−0
r(z1, ..., zn)
∏n
i=1 ∧
•
(
ziq
U
)(
1− y
zn
)(
1− z2q
z1
)
...
(
1− znq
zn−1
)∏
1≤i<j≤n ζ
(
zj
zi
)
(2.37) (p− × pS)∗r(L1, ...,Ln) =
=
∫ {0,y,∞}≺z1≺...≺zn
∞−0
r(z1, ..., zn)
∏n
i=1 ∧
•
(
− U
zi
)
(
1− y
zn
)(
1− z2q
z1
)
...
(
1− znq
zn−1
)∏
1≤i<j≤n ζ
(
zj
zi
)
for any Laurent polynomial r, with y being an indeterminate.
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2.13. Our main Theorems 1.2 and 1.3 will be proved in the next Section, but
much of our computation will require going back and forth between the language
of operators on K–theory and the language of correspondences. In other words,
the operators (2.12), (2.13), (2.17), (2.18), (2.19), (2.20), as well as various
compositions thereof, fit naturally in the following language.
Definition 2.14. Given smooth projective varieties X and Y , any class Γ ∈ KX×Y
(called a “correspondence” in this setup) defines an operator:
(2.38) KY
ΨΓ−−→ KX , ΨΓ = projX∗ (Γ⊗ proj
∗
Y )
where projX , projY denote the projection maps from X×Y to X and Y , respectively.
For example, the operator H−n of (2.19) equals ΨΓ, where Γ is the direct image of
1 (namely the K–theory class of the structure sheaf) under the map:
∞⊔
c=⌈ r−12r c21⌉
Z•c+n,c −→
∞⊔
c=⌈ r−12r c21⌉
Mc+n ×Mc × S
(Fc+n ⊂x Fc+n−1 ⊂x · · · ⊂x Fc+1 ⊂x Fc) 7→ (Fc+n,Fc, x)
The composition of operators (2.38) can also be described as a correspondence:
(2.39) ΨΓ ◦ΨΓ′ = ΨΓ′′ : KZ → KX
where Γ′′ = projX×Z∗(proj
∗
X×Y (Γ) ⊗ proj
∗
Y×Z(Γ
′)), where projX×Y , projY×Z ,
projX×Z denote the standard projection X × Y × Z → X × Y , Y × Z, X × Z.
3. Computing the Ext operator
3.1. To properly define the Ext operator (1.6), note that the complex Em of (1.4)
can be written as a difference V1 − V2 of vector bundles. Then we define:
(3.1) ∧•
(
Em
s
)
=
∧•
(
V1
s
)
∧•
(
V2
s
)
as in (2.15). However, instead of thinking about (3.1) as a power series in s−1,
we will think of it as a rational function in s with coefficients in the K–theory of
M×M′. Our notation in the present paper subsumes the fact that this rational
function can be specialized at s = 1. This is merely an artifice: if the reader
does not wish to make this specialization, then one can simply replace m by m
s
in formulas (1.10), (1.11), (1.16) and throughout the current Section. Once one
does this, then our main Theorems 1.2, 1.3 and Corollary 1.4 will be equalities of
operator-valued rational functions in s. Moreover, we will often use the notation:
∧•
( s
U
)
instead of ∧• (U∨s)
for any coherent sheaf U (all our coherent sheaves have finite projective dimension).
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3.2. The main goal of the present Section is to compute the commutation relations
between the Ext operator Am : KM′ → KM of (1.6) and the operators:
(3.2) Wn,k, P±n′ : KM → KM×S
of (1.7), (1.12) for all n ∈ Z, n′, k ∈ N. One must be careful what one means by
“commutation relation”. While the operator:
P±nAm unambiguously refers to KM′
Am−−→ KM
P±n
−−−→ KM×S
AmP±n henceforth refers to KM′
P±n
−−−→ KM′×S
Am×IdS−−−−−→ KM×S
and analogously for Wn,k instead of P±n. As opposed from the operators (3.2), the
operator Am acts non-trivially between all components of the moduli space:
(3.3) Am|
c′
c : KMc′ −→ KMc
In principle, the moduli spaces of sheaves in the domain and codomain can corre-
spond to different choices of first Chern class and stability condition, but we always
require them to have the same rank r. Therefore, there are two universal sheaves:
U

M× S
U ′

M′ × S
where M (respectively M′) is the union of the moduli spaces that appear in the
codomain (respectively domain) of (3.3). The determinants of these universal
sheaves are denoted by u and u′, respectively, as in (1.9).
3.3. We must explain how to make sense of the symbols q,m, γ in (1.11), (1.13),
(1.14). In the language of correspondences from Subsection 2.13, an operator:
KM′
z
−→ KM×S
(such as the compositions Wn,kAm or P±nAm that appear in (1.11), (1.13), (1.14))
can be interpreted as a K–theory class ζ on M×M′ × S. Then the product qz
refers to the operator corresponding to the K–theory class proj∗S(q) · ζ. Similarly,
the product γz refers to the operator corresponding to the K–theory class:
proj∗S
(
m
q
)r
·
proj∗M×S(detU)
proj∗M′×S(detU
′)
· ζ
where M×M′ × S
projM×S ,projM′×S,projS
−−−−−−−−−−−−−−−−→M× S,M′ × S, S are the projections.
Proposition 3.4. We have the equality of correspondences KMc±n → KMc×S:
(3.4) P±n · (detUc±n) = (detUc) · P±n
Formula (3.4) also holds with P±n replaced with Wn,k or H±n.
Equation (3.4) is best restated in the language of correspondences, from Subsection
2.13. In these terms, P±n is given by a K–theory class supported on the locus:
C = {Fc+n ⊂x Fc} ⊂ Mc+n ×Mc × S
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Then (3.4) merely states that the universal sheaves Uc+n and Uc have isomorphic
determinants when restricted to C. This is just the version “in families” of the
well-known statement that a codimension 2 modification of a torsion-free sheaf
does not change its determinant. As a consequence of Proposition 3.4, γ of (1.10)
will behave just like a constant in all our computations, i.e. it will not matter
where we insert γ in any product of operators. Specifically, this means that for all
x, y ∈ {P±n, H±n,Wn,k}, the following compositions will be equal:
KM′
Am−−→ KM
x
−→ KM×S
γ
−→ KM×S
y×IdS
−−−−→ KM×S×S
IdM×∆
∗
−−−−−−→ KM×S
KM′
Am−−→ KM
x
−→ KM×S
y×IdS
−−−−→ KM×S×S
IdM×∆
∗
−−−−−−→ KM×S
γ
−→ KM×S
3.5. Our main intersection-theoretic computation is the following:
Lemma 3.6. We have the following relations involving the Ext operator Am:
(3.5) Am(H−n −H−n+1) = γ
n(H−n −H−n+1)Am
(3.6) Am
(
Hn −Hn−1γ
−1
)
=
(
Hnγ
−n −Hn−1q
rγ−n+1
)
Am
Proof. Consider the following diagrams of spaces and arrows, for all c and c′:
(3.7)
Mc × S ×Mc′
pi1×IdS

pi2

Mc × Z•c′+n,c′
Id×p+×pS
uu❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
Id×pS×p−
OO
Mc ×Mc′+n × S
vv♥♥♥
♥♥♥
♥♥
♥♥♥
♥
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
Z•c′+n,c′
p+×pSww♦♦♦
♦♦
♦♦
♦♦
♦♦
p−
##❍
❍❍
❍❍
❍❍
❍
Mc × S Mc′+n × S Mc′
(3.8)
Mc × S ×Mc′
pi′1×IdS

pi′2

Z•c,c−n ×Mc′
xx♣♣♣
♣♣
♣♣
♣♣
♣♣ p′−×Id
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗
p′+×p
′
S×Id
OO
Z•c,c−n
p′+×p
′
Syyttt
tt
tt
tt
p′− ''◆◆
◆◆
◆◆
◆◆
◆◆
◆
Mc−n ×Mc′
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠
&&▲▲
▲▲
▲▲
▲▲
▲▲
Mc × S Mc−n Mc′
Recall that H−n = (p+ × pS)∗p∗−, in the notation of (2.10). Then the rule for
composition of correspondences in (2.39) gives us the following formulas:
(3.9) AmH−n = (pi1 × IdS)∗(Υn · pi
∗
2)
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(3.10) H−nAm = (pi
′
1 × IdS)∗(Υ
′
n · pi
′∗
2 )
where, in the notation of (3.7) and (3.8):
Υn = (Id× pS × p−)∗
[
∧• ((Id× p+)
∗Em)
]
(3.11)
Υ′n =
(
p′+ × p
′
S × Id
)
∗
[
∧•
(
(p′− × Id)
∗Em
) ]
(3.12)
are certain classes on Mc × S ×Mc′ , that we will now compute.
Claim 3.7. We have the following equalities in K–theory:
(3.13) (Id× p+)
∗Em = (Id× p−)
∗Em +
(
1
L1
+ ...+
1
Ln
)
(Id× pS)
∗
(
Um
q
)
on Mc × Z
•
c′+n,c′ , and:
(3.14) (p′− × Id)
∗Em = (p
′
+ × Id)
∗Em − (L1 + ...+ Ln)(p
′
S × Id)
∗
(
U ′
∨
m
)
on Z•c,c−n ×Mc′ .
Proof. Consider the following diagram:
(3.15) Mc × Z•c′+n,c′ × S
ρ

Id×p+×IdS
uu❦❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦
Id×p−×IdS
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
Mc ×Mc′+n × S
ρ

Mc ×Mc′ × S
ρ

Mc × Z•c′+n,c′
Id×p+
uu❦❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦
Id×p−
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
Mc ×Mc′+n Mc ×Mc′
where the vertical maps are the natural projections (we use the notation ρ for all
of them). We have the following short exact sequence of Z•c′+n,c′ × S:
(3.16) 0→ U ′+ → U
′
− → Γ∗(L1“⊕ ”...“⊕ ”Ln)→ 0
where U ′± = (p
∗
± × IdS)(universal sheaf), while L1, ...,Ln denote the tautological
line bundles on Z•c′+n,c′ that were defined in (2.11), and:
(3.17) Γ : Z•c′+n,c′ → Z
•
c′+n,c′ × S
is the graph of the map pS . The notation “⊕ ” in (3.16) refers to a coherent sheaf
which is filtered by the line bundles L1,...,Ln; since we work in K–theory, we make
no distinction between this coherent sheaf and its associated graded object. We
may also pull-back the short exact sequence (3.16) to Mc × Z•c′+n,c′ × S. Now
apply the functor RHom (−,U ⊗m) to the short exact sequence (3.16), where U is
the universal sheaf pulled back from Mc × S:
RHom (U ′+,U ⊗m) = RHom (U
′
−,U ⊗m)−
n∑
i=1
1
Li
RHom (OΓ,U ⊗m)
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Now recall that the line bundles Li come from Z•c′+n,c′ , and so they are unaffected
by the derived push-forward map ρ∗:
ρ∗RHom (U
′
+,U ⊗m) = ρ∗RHom (U
′
−,U ⊗m)−
n∑
i=1
1
Li
ρ∗RHom (OΓ,U ⊗m) ⇒
(3.18) ⇒ (Id× p+)
∗Em = (Id× p−)
∗Em +
n∑
i=1
1
Li
ρ∗RHom (OΓ,U ⊗m)
where the implication ⇒ stems from (1.5). Then (3.13) follows from the fact that:
(3.19) ρ∗RHom (OΓ,U ⊗m) = ρ∗ ◦ Γ∗︸ ︷︷ ︸
Id
(
RHom (O,Γ!(U ⊗m))
)
= Um
∣∣∣
Γ
⊗ Γ!O
(the first equality is coherent duality, and the second equality holds for any closed
embedding Γ). The right-hand side of (3.19) matches (Id × pS)∗(Um/q) because
the map Γ : Z•n → Z
•
n × S is obtained by base change from the diagonal map
S → S ×S, and the ratio of dualizing objects on S and S ×S is precisely q = [ωS ].
As for (3.14), consider the diagram:
(3.20) Z•c,c−n ×Mc′ × S
ρ

p′+×Id×IdS
uu❧❧❧❧
❧❧❧
❧❧❧
❧❧❧ p′−×Id×IdS
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
Mc ×Mc′ × S
ρ

Mc−n ×Mc′ × S
ρ

Z•c,c−n ×Mc′
p′+×Id
uu❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
p′−×Id
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
Mc ×Mc′ Mc−n ×Mc′
and consider the following analogue of (3.16):
0→ U+ → U− → Γ
′
∗(L1“⊕ ”...“⊕ ”Ln)→ 0
where U± = (p
′∗
± × IdS)(U), and Γ
′ denotes the graph of the map pS : Z
•
c,c−n → S.
Let us apply the functor RHom (U ′,−⊗m) to the short exact sequence above:
RHom (U ′,U− ⊗m) = RHom (U
′,U+ ⊗m) +
n∑
i=1
Li ⊗ RHom (U
′,OΓ′ ⊗m)
Let us apply ρ∗ to the equality above, and recall the definition of Em in (1.5):
(p′− × Id)
∗Em = (p
′
+ × Id)
∗Em −
n∑
i=1
Li ⊗ ρ∗RHom (U
′,OΓ′ ⊗m)
By adjunction, we have:
ρ∗RHom (U
′,OΓ′ ⊗m) = ρ∗ ◦ Γ
′
∗︸ ︷︷ ︸
Id
RHom (U ′|Γ′ , p
′
S
∗
m) = (p′S × Id)
∗
(
U ′
∨
m
)

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Armed with (3.13) and (3.14), we may rewrite (3.11) and (3.12) as:
Υn = [∧
•Em] (Id× pS × p−)∗
[
n⊗
i=1
∧•
(
Um
Liq
)]
Υ′n = [∧
•Em]
(
p′+ × p
′
S × Id
)
∗
[
n⊗
i=1
∧•
(
−
Lim
U ′
)]
Therefore, Proposition 2.11 implies:
Υn = [∧
•Em]
∫
{0,∞}≺z1≺...≺zn
1∏n−1
i=1
(
1− qzi+1
zi
)∏
i<j ζ
(
zj
zi
) n∏
i=1
∧•
(
Um
ziq
)
∧•
(
U ′
zi
)(3.21)
Υ′n = [∧
•Em]
∫
z1≺...≺zn≺{0,∞}
1∏n−1
i=1
(
1− qzi+1
zi
)∏
i<j ζ
(
zj
zi
) n∏
i=1
∧•
(
ziq
U
)
∧•
(
zim
U ′
)(3.22)
Consider the following rational function with coefficients in KMc×S×Mc′ :
(3.23) In(z1, ..., zn) =
1∏n−1
i=1
(
1− qzi+1
zi
)∏
i<j ζ
(
zj
zi
) n∏
i=1
∧•
(
Um
ziq
)
∧•
(
U ′
zi
)
One may then rewrite (3.21) and (3.22) as:
Υn = [∧
•Em]
∫
{0,∞}≺z1≺...≺zn
In(z1, ..., zn)
Υ′n = [∧
•Em]
∫
z1≺...≺zn≺{0,∞}
In(z1m, ..., znm) · γ
−n
Changing the variables zi 7→
zi
m
in the second formula, we conclude that:
(3.24) Υn −Υ
′
n · γ
n =
= [∧•Em]
[∫
{0,∞}≺z1≺...≺zn
In
n∏
i=1
dzi
2piizi
−
∫
z1≺...≺zn≺{0,∞}
In
n∏
i=1
dzi
2piizi
]
The only difference between the two integrals is the order of the contours, specifi-
cally where the poles at {0,∞} lie in respect to the variables z1, ..., zn. Therefore,
we conclude that the difference above picks up the poles at 0 and ∞ in the various
variables. However, all such residues are 0, except for:
Resz1=∞
In(z1, ..., zn)
z1
= In−1(z2, ..., zn)(3.25)
Reszn=0
In(z1, ..., zn)
zn
= γ · In−1(z1, ..., zn−1)(3.26)
Therefore, formula (3.24) implies that:
(3.27) Υn −Υ
′
n · γ
n = Υn−1 −Υ
′
n−1 · γ
n
which, as an equality of classes on Mc × S ×Mc′ , precisely encodes (3.5). Let us
run the analogous computation for (3.6) (we will recycle all of our notations):
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(3.28)
Mc × S ×Mc′
pi1×IdS

pi2

Mc × Z•c′,c′−n
Id×p−×pS
uu❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
Id×pS×p+
OO
Mc ×Mc′−n × S
vv♥♥♥
♥♥♥
♥♥♥
♥♥
♥
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
Z•c′,c′−n
p−×pSww♦♦♦
♦♦♦
♦♦♦
♦♦
p+
##❍
❍❍
❍❍
❍❍
❍
Mc × S Mc′−n × S Mc′
(3.29)
Mc × S ×Mc′
pi′1×IdS

pi′2

Z•c+n,c ×Mc′
xx♣♣♣
♣♣
♣♣
♣♣
♣♣ p′+×Id
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗
p′−×p
′
S×Id
OO
Z•c+n,c
p′−×p
′
Syyttt
tt
tt
tt
p′+ ''◆◆
◆◆
◆◆
◆◆
◆◆
◆
Mc+n ×Mc′
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠
&&▲▲
▲▲
▲▲
▲▲
▲▲
Mc × S Mc+n Mc′
Recall that Hn = (−1)rnun(p− × pS)∗(Q−r · p∗+), in the notation of (2.10). Then
the rule for composition of correspondences in (2.39) gives us the following:
(3.30) AmHn = (pi1 × IdS)∗(Υn · pi
∗
2)
(3.31) HnAm = (pi
′
1 × IdS)∗(Υ
′
n · pi
′∗
2 )
where:
Υn = (−1)
rnu′
n
(Id× pS × p+)∗
[
Q−r · ∧• ((Id× p−)
∗Em)
]
(3.32)
Υ′n = (−1)
rnun
(
p′− × p
′
S × Id
)
∗
[
Q−r · ∧•
(
(p′+ × Id)
∗Em
) ]
(3.33)
are certain classes onMc×S×Mc′ . The following are equivalent to (3.13), (3.14):
(3.34) (Id× p−)
∗Em = (Id× p+)
∗Em −
(
1
L1
+ ...+
1
Ln
)
(Id× pS)
∗
(
Um
q
)
on Mc × Z•c′,c′−n, and:
(3.35) (p′+ × Id)
∗Em = (p
′
− × Id)
∗Em + (L1 + ...+ Ln)(p
′
S × Id)
∗
(
U ′
∨
m
)
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on Z•c+n,c ×Mc′ . Armed with (3.34), (3.35), we may rewrite (3.32), (3.33) as:
Υn = (−1)
rnu′
n
[∧•Em] (Id× pS × p+)∗
[
Q−r
n⊗
i=1
∧•
(
−
Um
Liq
)]
Υ′n = (−1)
rnun [∧•Em]
(
p′− × p
′
S × Id
)
∗
[
Q−r
n⊗
i=1
∧•
(
Lim
U ′
)]
Therefore, Proposition 2.11 implies:
Υn = [∧
•Em]
∫
z1≺...≺zn≺{0,∞}
(−1)rnu′n · z−r1 ...z
−r
n∏n−1
i=1
(
1− qzi+1
zi
)∏
i<j ζ
(
zj
zi
) n∏
i=1
∧•
(
ziq
U ′
)
∧•
(
Um
ziq
)(3.36)
Υ′n = [∧
•Em]
∫
{0,∞}≺z1≺...≺zn
(−1)rnun · z−r1 ...z
−r
n∏n−1
i=1
(
1− qzi+1
zi
)∏
i<j ζ
(
zj
zi
) n∏
i=1
∧•
(
zim
U ′
)
∧•
(
U
zi
)(3.37)
Consider the following rational function with coefficients in KMc×S×Mc′ :
(3.38) In(z1, ..., zn) =
qrn∏n−1
i=1
(
1− qzi+1
zi
)∏
i<j ζ
(
zj
zi
) n∏
i=1
∧•
(
U ′
ziq
)
∧•
(
Um
ziq
)
One may then rewrite (3.36) and (3.37) as:
Υn = [∧
•Em]
∫
z1≺...≺zn≺{0,∞}
In(z1, ..., zn)
Υ′n = [∧
•Em]
∫
{0,∞}≺z1≺...≺zn
In
(
z1m
q
, ...,
znm
q
)
· γn
Changing the variables zi 7→
ziq
m
in the second formula, we conclude that:
(3.39) Υn −Υ
′
n · γ
−n =
= [∧•Em]
[∫
z1≺...≺zn≺{0,∞}
In
n∏
i=1
dzi
2piizi
−
∫
{0,∞}≺z1≺...≺zn
In
n∏
i=1
dzi
2piizi
]
The only difference between the two integrals is the order of the contours, specifi-
cally where the poles at {0,∞} lie in respect to the variables z1, ..., zn. Therefore,
we conclude that the difference above picks up the poles at 0 and ∞ in the various
variables. However, all such residues are 0, except for:
Reszn=0
In(z1, ..., zn)
zn
= γ−1 · In−1(z1, ..., zn−1)
Resz1=∞
In(z1, ..., zn)
z1
= qr · In−1(z2, ..., zn)
Therefore, formula (3.39) implies that:
(3.40) Υn −Υ
′
n · γ
−n = Υn−1 · γ
−1 −Υ′n−1 · q
rγ−n+1
which, as an equality of classes on Mc × S ×Mc′ , precisely encodes (3.6).

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3.8. We will now show how Lemma 3.6 allows us to prove Theorem 1.3.
Proof. of Theorem 1.3: We will only prove (1.13), since (1.14) is analogous. We
will use formulas (2.21), which say that the H operators are to the P operators as
complete symmetric functions are to power sum functions. Then let us place (3.5)
into a generating series that goes over all n ∈ N:
(3.41)
∞∑
n=0
AmH−n
(
zn − zn+1
)
=
∞∑
n=0
(
(γz)n − (γz)n+1
)
H−nAm
If we write H−(z) for the power series (2.21) (with sign ± = −), then (3.41) reads:
(3.42) AmH−(z) · (1 − z) = H− (zγ)Am · (1 − γz)
If P is an operator KM → KM×S which commutes with two line bundles c and c′
(in the sense of Proposition 3.4, and the discussion after it), then:
(3.43) A exp(P ) exp(c′)
∣∣∣
∆
= exp(c) exp(P )
∣∣∣
∆
A ⇔ AP +Ac′ = PA+ cA
(this claim uses the associativity of the operation x, y  xy|∆, as discussed in
Subsection 2.1). With this in mind, formula (3.42) implies:
AmP−(z)−
∞∑
n=1
Am
nz−n
= P− (zγ)Am −
∞∑
n=1
γn
Am
nz−n
where P−(z) =
∑∞
n=1
P−n
nz−n
. Extracting the coefficient of zn yields precisely (1.13).

3.9. We will now perform the analogous computations for the commutator of Am
with the operators of Subsection 2.3:
Lemma 3.10. We have the following relations involving the Ext operator Am:
(3.44) AmLn(y)−AmLn−1(y) =
= Ln
( y
m
)
Am · γ
n − Ln−1
(yq
m
)
E
(yq
m
)
AmE (y)
−1
∣∣∣
∆
· γn−1
and:
(3.45) Un
(yq
m
)
Am · γ
−n − Un−1
(yq
m
)
Am · qγ
−n+1 =
= AmUn(y)− E
(yq
m
)−1
AmE(yq)Un−1(yq)
∣∣∣
∆
· q
The right-hand side of equations (3.44) and (3.45) maps KM to → KM×S
q
y−1
y
.
The symbol |∆ applied to any term that involves three of the series L,E,U means
that we restrict a certain operator KM → KM×S×S×S
q
y−1
y
to the small diagonal.
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Proof. We will closely follow the proof of Lemma 3.6. With the notation therein,
one needs to replace (3.11) and (3.12) by:
Υn,y = (Id× pS × p−)∗
[
1
1− yLn
∧• ((Id× p+)
∗Em)
]
Υ′n,y =
(
p′+ × p
′
S × Id
)
∗
[
1
1− yLn
∧•
(
(p′− × Id)
∗Em
)]
This is reflected by inserting: (
1−
y
zn
)−1
into the right-hand sides of formulas (3.21) and (3.22). Therefore, the function
In(z1, ..., zn) defined in (3.23) should be replaced by:
In,y(z1, ..., zn) =
In(z1, ..., zn)
1− y
zn
It is easy to see that the non-zero residues of In,y are:
Resz1=∞
In,y(z1, ..., zn)
z1
= In−1,y(z2, ..., zn)
Reszn=y
In,y(z1, ..., zn)
zn
=
∧•
(
Um
yq
)
∧•
(
U ′
y
) In−1,yq(z1, ..., zn−1)
(indeed, the contours of the integrals should be taken as in Proposition 2.12 instead
of as in Proposition 2.11). Therefore, the analogue of identity (3.27) is:
Υn,y −Υ
′
n,
y
m
· γn = Υn−1,y −Υ
′
n−1, yq
m
· γn−1
∧•
(
Um
yq
)
∧•
(
U ′
y
)
This equality of classes on Mc × S ×Mc′ precisely underlies equality (3.44).
As for (3.45), we proceed analogously. One needs to replace (3.32) and (3.33) by:
Υn =
(−1)rnu′n
q(r−1)n
(Id× pS × p+)∗
[
Q−r
1− yLn
· ∧• ((Id× p−)
∗Em)
]
Υ′n =
(−1)rnun
q(r−1)n
(
p′− × p
′
S × Id
)
∗
[
Q−r
1− yLn
· ∧•
(
(p′+ × Id)
∗Em
)]
This is reflected by inserting:
qn(1−r)
(
1−
y
zn
)−1
into the right-hand sides of formulas (3.36) and (3.37). Therefore, the function In
defined in (3.38) should be replaced by:
In,y(z1, ..., zn) =
In(z1, ..., zn)
q(r−1)n
(
1− y
zn
)
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It is easy to see that the non-zero residues of In,y are:
Reszn=y
In,y(z1, ..., zn)
zn
= q
∧•
(
U ′
yq
)
∧•
(
Um
yq
)In−1,yq(z1, ..., zn−1)
Resz1=∞
In,y(z1, ..., zn)
z1
= qIn−1,y(z2, ..., zn)
Therefore, the analogue of identity (3.40) is:
Υn,y −Υ
′
n, yq
m
· γ−n = Υn−1,yq · q
∧•
(
U ′
yq
)
∧•
(
Um
yq
) −Υ′n−1, yq
m
· qγ−n+1
This equality of classes on Mc × S ×Mc′ precisely underlies equality (3.45).

3.11. In all formulas below, whenever one encounters a product of several L, E, U
operators, one needs to place the symbol |∆ next to it, e.g. L(...)E(...)U(...)|∆ as in
(2.16). From now on, we will suppress the notation |∆ from our formulas for brevity.
Proof. of Theorem 1.2: In terms of the generating series (2.28), formulas (3.44)
and (3.45) take the following form:
(1− x)AmL(x, y) = L
(
xγ,
y
m
)
Am − xL
(
xγ,
yq
m
)
E
(yq
m
)
AmE(y)
−1
U
(
xγ,
yq
m
)
Am
(
1−
q
x
)
= AmU(x, y)−
q
x
E
(yq
m
)−1
AmE(yq)U(x, yq)
Change the variables x 7→ xq, y 7→ y/q in the second equation, and multiply the
first equation by E(y) and the second equation by E(y/m). Thus we obtain:
(1− x)AmL(x, y)E(y) =
= L
(
xγ,
y
m
)
AmE(y)− xL
(
xγ,
yq
m
)
E
(yq
m
)
Am
E
( y
m
)
U
(
xqγ,
y
m
)
Am
(
1−
1
x
)
=
= E
( y
m
)
AmU
(
xq,
y
q
)
−
1
x
AmE(y)U (xq, y)
Now let us replace the variable y by the symbol yDx, where Dx denotes the q-
difference operator f(x)  f(xq). However, we make the following prescription.
In the first equation, the Dx’s come to the right of all x’s, while in the second
equation, the Dx’s come before the x’s:
(1− x)AmL(x, yDx)E(yDx) =
= L
(
xγ,
yDx
m
)
AmE(yDx)− xL
(
xγ,
yDxq
m
)
E
(
yDxq
m
)
Am
E
(
yDx
m
)
U
(
xqγ,
yDx
m
)
Am(1− x) =
= AmE(yDx)U (xq, yDx)− E
(
yDx
m
)
AmU
(
xq,
yDx
q
)
x
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Now let us multiply the first equation on the right by U(qx, yDx) (with the Dx’s
on the left of the x’s) and the second equation on the left by L(xγ, yDx/m) (with
the Dx’s on the right of the x’s):
(1− x)AmL(x, yDx)E(yDx)U(xq, yDx) =
= L
(
xγ,
yDx
m
)
AmE(yDx)U(xq, yDx)− xL
(
xγ,
yDxq
m
)
E
(
yDxq
m
)
AmU(xq, yDx)
L
(
xγ,
yDx
m
)
E
(
yDx
m
)
U
(
xqγ,
yDx
m
)
Am(1 − x) =
= L
(
xγ,
yDx
m
)
AmE(yDx)U (xq, yDx)− L
(
xγ,
yDx
m
)
E
(
yDx
m
)
AmU
(
xq,
yDx
q
)
x
The two terms in the right-hand sides of the above equations are pairwise equal
to each other (this is not manifestly obvious for the second term, because y differs
from yq, but this is a consequence of the action of Dx on x). We conclude that:
(1− x)AmL(x, yDx)E(yDx)U(xq, yDx) =
= L
(
xγ,
yDx
m
)
E
(
yDx
m
)
U
(
xqγ,
yDx
m
)
Am(1 − x)
Recalling the definition (2.31), this implies
(1− x)AmW (x, yDx) =W
(
xγ,
yDx
m
)
Am(1− x)
Taking the coefficient of (yDx)
−k implies (1.11). In doing so, the right-most factor
1− x changes into 1− x
qk
due to the fact that the operators 1
Dkx
must pass over it.

3.12. Finally, we recall the operator Φm : KM′ → KM defined in (1.15):
Φm = Am exp
[
∞∑
n=1
Pn
n
{
(qn − 1)q−rn
[q1]n[q2]n
}]
and let us translate (1.11), (1.13), (1.14) into commutation relations involving Φm.
Proof. of Corollary 1.4: Because Pn commutes with Pn′ for all n, n
′ > 0, (1.14) ⇒
(1.17) when the sign is +. Let us now prove (1.17) when the sign is −. We write:
Φm = Am · exp
where exp is shorthand for exp
[∑∞
n=1
Pn
n
{
(qn−1)q−rn
[q1]n[q2]n
}]
. Then (1.13) reads:
Φm · exp
−1 ·P−n − P−n · Φm · exp
−1 γn = Φm · exp
−1(1 − γn)
The relation above will establish (1.17) for ± = − once we prove that:
(3.46) [exp−1, P−n] = (1 − q
−rn) exp−1
If we take the logarithm of (3.46), it boils down to:
(3.47)
[
P−n,
Pn
n
{
(qn − 1)q−nr
[q1]n[q2]n
}]
= 1− q−rn
Relation (3.47) is an equality of operators KM → KM×S (the operator in the
right-hand side is just pull-back multiplied with proj∗S(1 − q
−rn)). Relation (3.47)
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is proved as follows: take relation (2.25), which is an equality of operators KM →
KM×S×S, and multiply it with the class:
1
n
·
(qn − 1)q−nr
[q1]n[q2]n
in the second factor of S × S. Then integrate over the second factor of S × S.
Now let us prove (1.11) ⇒ (1.16). For that, we must take formula (2.32) (which is
a priori an equality of operators KM → KM×S×S) for ± = +, multiply it with:
(qn − 1)q−nr
[q1]n[q2]n
coming from the second factor of S × S, and then integrate over the second factor
of S × S. The resulting equality reads:[
Wk(x), Pn
{
(qn − 1)q−nr
[q1]n[q2]n
}]
= (1 − q−nk)xnWk(x)
It is an easy exercise the show that [W,P ] = cW implies that exp(−P )W = exp(c) ·
W exp(−P ) as long as c commutes with both W and P . Therefore, we infer that:
exp−1Wk(x) = exp
[
∞∑
n=1
(1− q−nk)xn
n
]
Wk(x) exp
−1 ⇒
⇒ exp−1Wk(x) =
1− x
qk
1− x
·Wk(x) exp
−1 ⇒
⇒ Φm exp
−1Wk(x) · (1− x) = ΦmWk(x) exp
−1 ·
(
1−
x
qk
)
With this in mind, (1.11) and the fact that Φm exp
−1 = Am imply that:
mkWk(xγ)Φm exp
−1 ·
(
1−
x
qk
)
= ΦmWk(x) exp
−1 ·
(
1−
x
qk
)
Multiplying on the right with exp yields (1.16).

4. The Verma module
4.1. Let us now specialize to S = A2, and explain all the necessary modifications
to the constructions in the present paper (we refer the reader to [15] for details).
Let M denote the moduli space of rank r torsion-free sheaves F on P2, together
with a trivialization along a fixed line ∞ ⊂ P2:
M =
{
F ,F|∞
φ
∼= Or∞
}
The c1 of such sheaves is forced to be 0, but c2 is free to vary over the non-negative
integers, and so the moduli space breaks up into connected components as before:
M =
∞⊔
c=0
Mc
The space M is acted on by the torus T = C∗ × C∗ × (C∗)r, where the first two
factors act by scaling A2, and the latter r factors act on the framing φ. Note that:
KT0 (pt) = Z[q
±1
1 , q
±1
2 , u
±1
1 , ..., u
±1
r ]
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where q1, q2, u1, ..., ur are elementary characters of the torus T . We note that q1 and
q2 are the equivariant weights of the cotangent space to A
2, and the determinant of
the universal sheaf U is the equivariant constant u = u1...ur. Consider the group:
KM =
∞⊕
c=0
KT0 (Mc) ⊗
Z[q±11 ,q
±1
2 ,u
±1
1 ,...,u
±1
r ]
Q(q1, q2, u1, ..., ur)
The main goal of loc. cit. was to define operators as in (2.16), (2.17), (2.18):
(4.1) Wn,k, P±n′ : KM → KM
for all n ∈ Z and k, n′ ∈ N, which are shown to satisfy the relations in the
deformed W–algebra of type glr (since S = A
2, KM ∼= KM×S naturally).
Definition 4.2. The universal Verma module Mu1,...,ur with highest weight
(u1, ..., ur) is the Q(q1, q2, u1, ..., ur)-vector space with basis given by:
(4.2) Wn1,k1 ...Wns,ks |∅〉
as the pairs (ni, ki) range over −N × {1, ..., r} and are ordered in non-decreasing
order of the slope ni/ki. We make Mu1,...,ur into a deformed W–algebra module
as follows. The action of an arbitrary generator Wn,k on the basis vector (4.2) is
prescribed by the commutation relations (2.24), together with the relations:
Wn,k|∅〉 = 0 if n > 0 or k > r
W0,k|∅〉 = ek(u1, ..., ur)|∅〉 for all k
where ek denotes the k–th elementary symmetric polynomial.
Theorem 4.3. ([15]) With respect to the action of the operators (4.1), we have:
(4.3) KM ∼=Mu1,...,ur
The highest weight is given by the equivariant parameters of (C∗)r, and is as-
sumed generic. The isomorphism (4.3) sends the structure sheaf ofM0 ⊂M to |∅〉.
4.4. The Ext (respectively vertex) operator Am (respectively Φm) for S = A
2 was
studied in [15], where we obtained an analogue of Theorem 1.2 in the case k = 1
(some coefficients in the formulas of loc. cit. differ from those of the present paper,
because their operator Am differs from ours by an equivariant constant). However,
having only proved the case k = 1 in loc. cit. led to weaker formulas than (1.11).
Thus, the present paper strengthens the results of loc. cit. (see Remark 4.8
therein). Specifically, Corollary 1.4 completely determines the operator Φm (hence
also Am) in the case S = A
2, because of Theorems 4.3 and Theorem 4.5 below:
Theorem 4.5. Given two Verma modulesMu1,...,ur andMu′1,...,u′r , there is a unique
(up to constant multiple in Q(q1, q2, u1, ..., ur, u
′
1, ..., u
′
r)) linear map:
Φm :Mu′1,...,u′r →Mu1,...,ur
satisfying (1.16) for all k ≥ 1.
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Proof. The existence of such a linear map follows from the very fact that the oper-
ator (1.15) satisfies (1.16). To show uniqueness, it is enough to prove 〈∅|Φm|∅〉 = 0
implies Φm = 0, for any operator that satisfies the following relations for all n, k:
(4.4) ΦmWn,k −ΦmWn+1,k · q
−k =Wn,kΦm ·m
kγ−nk −Wn+1,kΦm ·
mk
qk
γ−(n+1)k
where m and γ are certain constants. One may think of 〈v|v′〉 as a Shapovalov form
on the Verma module, namely the unique (up to constant multiple) bilinear form
for which Wn,k is the adjoint of W−n,k. Therefore, it remains to show that:
(4.5) 〈∅|W−ns,ks ...W−n1,k1ΦmWn′1,k′1 ...Wn′t,k′t |∅〉 = 0
for all collections of indices (ni, ki), (n
′
i, k
′
i) ∈ −N× {1, ..., r}, ordered by slope:
n1
k1
≤ ... ≤
ns
ks
,
n′1
k′1
≤ ... ≤
n′t
k′t
The matrix coefficient (4.5) is non-zero only if the ni’s and n
′
j’s are all negative,
so we may prove formula (4.5) by induction on the natural number −
∑
ni −
∑
n′i
(the base case when this number is zero is precisely the assumption 〈∅|Φm|∅〉 = 0).
One may iterate relation (4.4) to obtain:
ΦmWn,k =
∑
n¯≥n
Wn¯,kΦm · constant
Although the sum in the right-hand side is infinite, only finitely many terms act
in a non-trivial way on any fixed vector, due to the fact that Wn¯,k annihilates any
vector of the Verma module for n¯ large enough. Therefore, the LHS of (4.5) equals:
(4.6) 〈∅|...W−n1,k1ΦmWn′1,k′1 ...|∅〉 =
∑
n¯′1≥n1
〈∅|...W−n1,k1Wn¯′1,k′1Φm...|∅〉 · constant
It was proved in [17] that the product W−ns,ks ...W−n1,k1Wn¯′1,k′1 is equal to a linear
combination of products of the form:
W−n′′r ,k′′r ...W−n′′1 ,k′′1 with
n′′1
k′′1
≤ ... ≤
n′′r
k′′r
and
∑
n′′i =
∑
ni − n¯′1. Therefore, we conclude that the right-hand side of (4.6) is
equal to a linear combination of expressions of the following form:
(4.7) 〈∅|W−n′′r ,k′′r ...W−n′′1 ,k′′1ΦmWn′2,k′2 ...Wn′t,k′t |∅〉
Since −
∑
n′′i −
∑
n′i + n
′
1 = −
∑
ni −
∑
n′i + n
′
1 + n¯
′
1 < −
∑
ni −
∑
n′i, then all
the terms (4.7) are 0 by the induction hypothesis, and therefore so is (4.6).

We note that the identification of Am (in the case S = A
2) with a vertex operator
was also achieved in [4], who computed relations (3.44) and (3.45) for n = 1 in the
basis of fixed points. This uniquely determines the operator Am due to the well-
known features of the Ding-Iohara-Miki algebra, but does not directly establish the
connection with the generating currents of the W–algebra for type glr. From a
geometric point of view, this is because the usual Nakajima-type correspondences
only describe the operators L1,k and U1,k. As we have seen in Subsection 2.2,
in order to define the operators Ln,k and Un,k for all n (with the ultimate goal of
defining theW–algebra generatorsWn,k in (2.16)), one needs to introduce the more
complicated correspondences (2.8).
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