We describe an improved method for determining the shapes and positions of ligand binding sites on proteins by calculating difference contact surfaces of proteins. We report that such calculations may be carried out efficiently by using the principle of the convolution functional operation. 
Introduction
Interest in macromolecular structure determination by X-ray crystallography and nuclear magnetic resonance has been advanced over the past several years with the hope that a detailed knowledge of three-dimensional protein and nucleic acid structures may lead to faster, more efficient, less laborintensive strategies for the design of new drugs. Several methods have been developed recently to predict the positions of substrate or ligand binding sites on the surfaces of proteins of known structure. These methods have been applied, with varied success, to design specific inhibitors for enzymes from viruses and other pathogens (Colman, 1994; Guida, 1994; Harrison et al., 1994; Kuntz et al., 1994; Whittle and Blundell, 1994; Verlinde and Hol, 1994; Fischer et al., 1995) . We describe here a new method for finding and displaying binding sites for ligands on the surfaces of proteins. This method relies on the use of solvent accessible surfaces and contact surfaces (Richards, 1977; 1985) to find cavities within or at the surface of a protein. This technique uses different cavity selection criteria than currently available software (Kuntz et al., 1982; Kleywegt and Jones, 1994) and yields shapes that are more readily interpretable than those produced by these computer programs. We shall show that the shapes of the cavities defined by our simplified surfaces correspond more closely to the shapes of the ligands bound to their characteristic sites on a protein and we shall correlate the positions and shapes of these surfaces with experimentally observed locations, orientations and shapes of ligands on several representative proteins.
We have incorporated this cavity-finding algorithm into a rapid, automatic, six-dimensional search algorithm, based upon five-dimensional fast Fourier transforms that shall be described in more detail elsewhere. The 5-D FFT rotational and translational search algorithm, related to a previously reported 3-D FFT translational search (Katchalski-Katzir et al., 1992) , calculates rapidly both the degree of shape complementarity and the empirical energies (electrostatic and/or van der Waals terms) for all relevant relative rotations and translations between a ligand and a protein on a six-dimensional rotational and translational grid. The main differences between our method and this earlier one are (i) the inclusion of empirical energy terms and (ii) the use of an FFT to calculate the correlation function for two of the three relative rotational degrees of freedom. (A proper description of the best quantitative measure to use for shape complementarity is beyond the scope of this article. Some of the inconsistencies we have encountered and some suggested solutions are discussed below in Conclusions.) The efficiency of our calculations derives from the realization that the calculation of empirical energies is equivalent to the calculation of a convolution integral and that such integrals may be calculated rapidly using fast Fourier Transforms (FFTs). Such methods were described earlier (Harrison et al., 1994) but were developed independently in our laboratory (Friedman, unpublished results) . [The author presented a seminar on this method at the Weizmann Institute of Science, Rehovot, ISR in January of 1993 (where he met with M.Eisenstein and E.Katchalski-Katzir) and he spoke at Baylor College of Medicine (Fall, 1993) .] The shapes and locations of the binding sites calculated by the new cavityfinding algorithm, described here, have been used successfully to limit the translational degrees of freedom for each putative ligand in the automated six-dimensional search. Before presenting our algorithm in more detail, let us first briefly review the definitions of the different types of surfaces that we calculate.
Lee and Richards introduced solvent accessible surfaces of proteins to differentiate clearly between those residues at the surface of a protein and those buried in the core of the protein (Lee and Richards, 1971 ). Chothia correlated the loss of solvent accessible surface area to the energetics of protein conformational changes, of protein oligomer formation and of the binding of substrates to proteins (Chothia, 1974; 1975) . The solvent accessible surface is calculated by rolling a sphere, having the radius of a solvent molecule, over the van der Waals surface of a protein. The locus of points visited by the center of this sphere defines the solvent accessible surface (Richards, 1977) . The contact surface is defined as the surface of the three-dimensional solid that remains after one removes all of those points enclosed by the solvent accessible surface of the protein that, at some point of the sphere-rolling process, were within the rolled solvent sphere. [The contact surface referred to here is actually a combination of the contact surface and the reentrant surface as defined by Richards (1977) . Some have referred to such surfaces as 'molecular surfaces' but we have chosen to use the term contact surface to accentuate the process by which they are obtained.] This is equivalent to the mathematical union of all points of closest approach of the rolled sphere to the van der Waals surface of the protein. These surfaces are defined similarly to molecular surfaces that have been employed by others for energy calculations (Jackson and Sternberg, 1995) .
Molecular modeling strategies often use the solvent accessible surface representation or the van der Waals surface representation of a protein. These surfaces are easily calculated with readily available computer software (Connolly, 1983; Richards, 1985; Kleywegt and Jones, 1994) . The problem with interpreting a solvent accessible surface is that, by definition, the points on this surface lie well within the ligand binding cavity, rather than on the surface of this cavity. This is because the solvent accessible surface points are defined by the center, rather than the surface, of the spherical probe ligand. On the other hand, users of molecular modeling programs often use experimentally determined macromolecular structures from the Brookhaven protein data base. The hydrogen atoms are absent, for the most part, due to experimental limitations. Thus, sometimes the extra slack due to the absence of the hydrogen atoms is compensated by use of the solvent accessible surface. These points of confusion and inaccuracy have been noted by others earlier (Weiner and Kollmann, 1981; Brünger and Karplus, 1988) . Standard van der Waals surfaces, in contrast to van der Waals contact surfaces, contain many superfluous nooks and crannies that serve to confuse further the interpretation of ligand binding sites on proteins. Aside from these features that confuse the interpretation of solvent accessible and standard van der Waals surfaces, it has been noted by some (Gilbert and Champness, 1992 ) that the solvent accessible surface and standard van der Waals surface representations are also confusing because these surfaces cover the entire proteinboth the functionally relevant as well as the less interesting regions. Others (Kleywegt and Jones, 1994; Katchalski-Katzir et al., 1992) developed criteria for determining interesting regions by recognizing the presence of cavities within proteins. However, the initial criteria developed by these workers often overlook certain relatively flat cavities at the surfaces of proteins. The method we are about to describe makes use of contact surfaces and protein models including all hydrogen atoms to get around the first possible source of misinterpretation. It also uses a cavity identification scheme, involving Fourier space filtering and Fourier transform aided cluster analysis, to obtain simplified representations of discrete ligand binding sites in proteins that are more interpretable than those obtained by previous methods.
An overview of the method
The method for locating and characterizing functionally important cavities of proteins is outlined in Figure 1 . The first step involves calculating the shapes of two contact surfaces for a protein using two spheres of different radii. If one subtracts 852 the solid bounded by the contact surface obtained with a small spherical probe from the analogous solid obtained with a larger spherical probe, one is left with a three-dimensional function, analogous to a difference density map, that contains the mathematical union of all of the cavities present in the protein.
To remove regions of this difference density with overly sporadic shapes, the difference density is Fourier filtered by applying a resolution dependent apodization in Fourier space and a histogram cut-off in direct space. The next step in our algorithm involves analysis of the connectivities of these cavities to determine which of these are large enough and connected enough to represent independent, functionally relevant binding sites. Finally, we further characterize the selected protein cavities by determining the best fit of each to an ellipsoid. The ellipsoids obtained by this fitting procedure are used as an approximation to help limit the number of possible translation sites for putative ligands in the 6-dimensional, fast Fourier transform based search algorithm (Friedman, 1997, submitted) . Even without such an automated search algorithm, the added clarity of the shapes of the binding sites determined by our procedure allows one to carry out computer-aided manual docking of known ligands (or substrates) into the complementary binding regions in proteins of known structure. We shall demonstrate this shortly, but first we wish to detail the new, Fourier transform based method for calculating the shapes of contact surfaces and solvent accessible surfaces, and for filtering and analyzing binding site connectivities.
The method
Surface shape calculation As mentioned earlier, the increased efficiency of our method derives from the convolution theorem of Fourier analysis. The convolution functional operation is defined by the integral in equation (1):
Here f(x) and g(x) are two arbitrary functions, [f * g](t) is the convolution product of these functions, and the integral is taken over all of three-dimensional space. If s(x) is a centrosymmetric function, then by definition s(-x) ϭ s(x) and the convolution product of s(x) with an arbitrary function f(x) is given by:
We see here that the convolution product at a given point 't' becomes equivalent to (i) moving the center of the centrosymmetric function s(x) to a translation point 't' with respect to the arbitrary function f(x), (ii) multiplying the value at every point of the translated centrosymmetric function s(x -t) by the value of the untranslated function f(x) at each point x (and also by the volume of the 'differential volume element'), (iii) summing over all such products of these two functions, and (iv) placing the result of the summation at the translation point 't'. The summation becomes an integral as the distance between adjacent, summed points (the volume of the differential volume element) approaches zero. Let us define the shape function of a discrete, threedimensional object to be a function whose value is one everywhere within the object and zero everywhere outside of the object. Let us also define the complement of the shape function to be the function whose value is zero within the object and one everywhere outside the object.
Consider f(x) to be the shape function of a three-dimensional 
In practice such calculations require multiple steps (Figure 2 ). For example, to arrive at an expression for κ r (t), the shape function of the solid encompassed by the van der Waals contact surface of a protein, we note that a function similar to κ r (t) can be obtained by considering α r Ј(t) 1-α r (t), the complement (or negative photographic image) of the shape function α r (t) defined above. If we carry out a convolution operation between α r Ј(t) and a sphere of radius equal to the radius of a solvent molecule, then all points of the resulting convolution product [α r Ј(t) * s r ](t) should be zero if the translated sphere centered at 't' is completely inside the starting accessible surface and should be greater than zero if any of the translated sphere protrudes outside the starting accessible surface. If one computes the complement of the result of the Heavyside step functional operation on the resulting convolution product, one obtains a function identical to the desired contact surface, κ r (t), in theory, but different when one looks at the fine details in practice. Let us call the above functional operation κ r,1 (t) for reasons that shall become apparent. Then:
The difference between κ r,1 (t) and κ r (t) can be understood by considering the Fourier transform of a sphere depicted in Figure 3 . We see that if we use a large single sphere of radius 853 'r' as our probe sphere, then the function κ r,1 (t) loses much of the detail present in the original van der Waals surface because the Fourier transform of a sphere decays rather rapidly to a very low amplitude when the size of the sphere is greater than 1/|s|. This serves to truncate the information present in the Fourier transform of the convolution product if there is a limited range of Fourier amplitude values. We need a way to reapproach the protein from the surface of α r (t) in such a way that this detail is not lost. To accomplish this, one can iteratively reapproach the protein (Figure 2 ) from the boundary of α r (t) using several spheres of radius smaller than 'r' whose radii sum to 'r', the radius of the solvent sphere used to calculate α r (t). Let us define: Then,
That is, if we choose the spheres to be small enough and adjust their radii so that the sum of their radii always equals the radius of the original solvent probe sphere, then the resulting surface approaches the contact surface that we desire. The requirement for multiple steps arises from the fact that it is much more efficient to calculate the Heavyside step functional operations in direct space, rather than in Fourier space. We have found, in practice, that sufficiently good approximations to κ r (t) are obtained with either κ r,2 (t) or κ r,3 (t) when the resolution of the stored shape function Fourier transforms is limited to 3.0 Å [i.e. the κ r,i (t) are not different than κ r,iϩ1 (t)] whereas, in practice for 'r' on the order of 4-10 Å, some extended protein side chains are observed to protrude through the boundary of κ r,1 (t).
Advantages of this approach
The programming advantage of our approach derives from the avoidance of direct pixel by pixel distance computations. In conventional methods, much unnecessary calculation can arise from tests of distances between pixels and atoms that are too far apart for reasonable consideration. The fact that solvent accessible surfaces have generally been calculated and solvent contact surfaces generally have not been calculated, perhaps arises from the added complexity in efficiently programming the required geometrical tests of pixel to pixel distances for the solvent contact surfaces. What enables our approach to be computationally tenable is the 'convolution theorem' of Fourier analysis, which allows both types of tests to be handled by a common formalism. The convolution theorem states: 
where ω ϭ 2πr|u|, bold u is again the position vector in Fourier space, and j 1 (ω) is a spherical Bessel function of order 1. Furthermore, the Fourier transform of the shape function of a protein need only be calculated once and if α r (t) and κ r (t) are being calculated with several values of 'r'. The advent of the fast Fourier transform (FFT) makes the computation of such convolution products fast and efficient (Cooley and Tukey, 1965; Ten Eyck 1973 . Similar concepts have been used to speed the procedure for determining the shape of a solvent envelope around a molecule in a crystallographic unit cell so that the phases of crystallographic structure factors may be improved by solvent flattening (see A.G.W. Leslie: CCP4, 1979) . We note that the analytical expression in equation (10) must be expanded into a series representation for the accurate calculation of the Fourier transform of a sphere for small values of '|u|,' the Fourier space position vector.
Other practical considerations for the Fourier transform calculation of α r (t) and κ r (t)
The method described so far is very sensitive to fluctuations in the values of calculated convolution products about a value of zero due to accumulated round-off errors and to Fourier series truncation effects. Additionally, when analytical Fourier integrals are used to describe the Fourier transform of objects in a 3-dimensional lattice, account must be taken of 'foldingover' effects caused by objects in adjacent, direct-space unit cells. The Fourier space representation of an infinitely repeating direct space lattice is an infinitely repeating Fourier space lattice (see Bricogne, 1976 To understand the nature of the truncation effects, we see that application of a resolution cut-off to the transform of a function in Fourier space is equivalent to a single point by point multiplication of this transform in Fourier space with the shape function of a sphere in Fourier space. Therefore, upon inverse Fourier transformation to direct space, the truncated Fourier space function becomes the convolution of the original direct space function with the Fourier transform of a sphere.
Considering the case of fine angular sampling of Fourier space, the decrease in the amplitudes of the ripples with increasing distance from the object approximates the decrease in the amplitudes of the Fourier transform of a sphere (Figure 3 ) with increasing |u|. We note that the amplitudes of the Fourier coefficients of the shape function of a sphere decay rapidly at first but thereafter they oscillate about a value of zero with a nearly constant amplitude of about 0.001 to 0.0001 of the maximal value of the transform. Similarly, we expect that any function in real space, that is calculated from a resolutiontruncated function in Fourier space, shall have similar long range behavior due to such truncation, if angular space is finely sampled in Fourier space. Use of the Heavyside step functional operator, H{f(t),t}, to calculate α r (t) or κ r (t) would therefore result in three-dimensional objects having extra ripples external to α r (t) or κ r (t), resulting from the small fluctuations of the computed real space function about zero. Instead of zero, we must choose an appropriate positive value, 'δ' and replace H (Ј) {f(t),t} with H (Ј) {f(t)ϩδ,t} in equations 3, 4, 6 and 9.
An automatic method for selecting δ that works particularly well involves the statistical analysis of the likelihood with which particular values for the convolution product appear throughout all of calculated space. One constructs a histogram (Figure 4 ) in which one plots the number of times a particular range of values of the convolution product appears throughout all of space versus the mean value of the convolution product in the selected range. One determines the positions of maximum curvature in the plot by analyzing the functional derivatives of the resulting histogram. One may use these positions of maximal curvature, the positions of the maxima in the histograms, and the local slope near the positions of maximal curvature to arrive at appropriate values of δ for use in the Heavyside step functional operator.
We find that this empirical search for maximum curvature in the histogram does a much more reliable job of selecting the appropriate low density cut-off, δ, than other attempted methods based on an absolute calculated value of the convolution product. The earlier described method (Zbyszek Otwinowski, personal communication) is applied to account for folding over of the transform of the sphere in Fourier space and thereby to enhance the resolution of the Fourier transform of the shape function of the sphere, f{s r (t)}(s), that is used in the convolution product. This method results in cut-off values that are typically in the range of 0.1 to 0.001 of the expected upper value of the convolution product (a value of 1.000 in Figure 4 ) rather than zero (usually on the order of 1% error). Without this one-sided resolution enhancement method (fold-over compensation) but using the histogram analysis method, nearly identical three-dimensional shapes and surfaces are obtained, but the values necessary for the cut-off are increased by an The empirical cut-off point (arrow) is selected to be the maximum value of the convolution product in the histogram bin for which the numerically estimated 2nd derivative reaches its first maximum after the first major maximum in the number of occurrences. This value approximates 3σ from the mean of an ideal normal distribution.
approximate factor of 4, up to about 0.4-0.6 and a similar factor appears to be added to all maxima. That is, the interior and exterior of α r (t) or κ r (t) are distinguished from one another by about the same value of the convolution product in either case (with or without resolution extension), but there is an apparent constant added when the one sided resolution enhancement is not employed (and on the order of 10% error remains after subtracting the apparent constant).
Use of van der Waals contact surfaces to locate ligand binding sites
To recapitulate, the method for identifying potential ligand binding sites (Figure 1) consists of calculating the contact surface bounded solids, κ r (t), twice: once with a spherical probe the size of a water molecule, κ w (t), and once with a sphere for which the radius is larger than that of any ligands to be examined κ R (t). One then calculates the difference function between these two three-dimensional solids by means of a point by point subtraction and obtains a set of noncontiguous three-dimensional solids that correspond to the difference between the two contact surface limited solids:
It is our conjecture that binding sites for ligands with a protein must contain at least some portion of these non-contiguous solids that make up this difference between the two contact surface limited solids. One must next analyze the function D R,w (t) to determine which non-contiguous, positive-valued regions of this function correspond to unique, self-connected binding sites and which positive-valued regions of D R,w (t) are too small or disconnected and may be disregarded as irrelevant. This cataloguing of separate binding sites on the surface of the protein is accomplished ( Figure 5 ) by (i) first simplifying D R,w (t), by contracting the sites, rolling a sphere inward from D R,w (t), by making use of convolution integrals as above, (ii) characterizing the connectivity of the simplified, contracted maps using cluster analysis, labeling the individual selfconnected regions, and (iii) using the labeled contracted functions to select self-related regions from the original D R,w (t) function. The first step, contraction of the original D R,w (t) function, is accomplished in Fourier space as are other 'sphererollings' and, as such, is effectively a Fourier filtering process. The cluster analysis involves a search for subsets of pixels in the contracted maps that are near neighbors of at least one other pixel in the same subset. In the third step, the selfcontained regions of the filtered maps are used to select corresponding regions from the original D R,w (t).
This method of analysis has been tested for a number of different proteins and we shall now describe some insights that were gained concerning the nature of protein-ligand binding in each of these cases. We note generally that this method preserves the three-dimensional shapes of the binding sites and as such allows ligands to be fit in their proper places on the surfaces of proteins based upon shape complementarity using molecular graphics (Jones et al., 1991) . CPU times of up to 12 min are required on a DEC-Alpha Work Station 3000 for the larger proteins (e.g. reverse transcriptase heterodimer), which require larger artificial unit cells. More typical proteins generally require about 5 min of CPU time. A majority of the CPU time is accrued during the cluster analysis and disk storage of the independent 3-dimensional maps of ligand binding sites. These aspects of the code remain to be optimized. The FFTs each require about 2-20 s of CPU time depending on the dimensions of the chosen unit cell grid.
Results

Application of binding site location algorithm to several proteins Catabolite gene activator protein (E.coli)
The catabolite gene activator protein (CAP or cyclic AMP receptor protein, CRP) is an E.coli transcription regulatory factor for which DNA binding affinity is greatly enhanced upon prior binding of the effector ligand, adenosine-3Ј,5Ј-cyclic monophosphate (cAMP). The three-dimensional structure of the protein bound to cAMP was solved (McKay and Steitz, 1981) , this structure was refined at 2.5 Å (Weber and Steitz, 856 1987) , and the structure of a complex with cAMP and DNA was determined (Schultz et al., 1991) . Analysis of the shape of the cAMP binding pocket in the structure refined at 2.5 Å was accomplished by first deleting all non-protein atoms from the structure-file, adding all hydrogen atoms to the protein with the HBUILD option of XPLOR (Brünger and Karplus, 1988) , and then calculating and analyzing the difference contact solid D 4.5,1.5 (t) {i.e., D R,w (t) with R ϭ 4.5 Å and w ϭ 1.5 Å}. Several possible sites were found, including the experimentally determined cAMP site (Figure 6 ). The Fourier transformbased, automatic algorithm for determining optimal shape complementarity (Friedman, manuscript in preparation) was able to predict correctly the orientation of cAMP in this site (0.35 Å r.m.s. displacement from experimental), despite the fact that a water at the site was deleted from the calculation. A comparison with straight van der Waals surfaces determined by VOIDOO (Kleywegt and Jones, 1994) (Figure 6c and d) , representing the current state of the art, shows some of the extra tendrils that confuse, somewhat, the ready identification of the shape of the site as that of cyclic AMP. As expected, solvent accessible surfaces yield cavities that take up a much less space than is actually occupied by the ligand making these surfaces prone to errors when shape matching is attempted. The contracted nature of this type of cavity can lead to a lack of connectivity in some types of cavity selection algorithms. Also the contracted nature of such cavities lends to complete overlap of the cavity with a probe ligand even in orientations where shape complementarity is lacking. [As an example, a fat sugar molecule can be made to overlap completely with a thin circular disk of the appropriate diameter although the shapes of the sugar and the disk do not match. To have a more stringent overlap criterion, one needs a target cavity having a shape more nearly identical to the shape of the probe ligand. It is our opinion that earlier claims of the lack of importance of shape complementarity in protein-ligand recognition derive from a comparison using less well defined cavity shapes. This is not to say that shape complementarity with the truer cavity shapes is the only important criterion for estimating ligand binding affinities, but that it often does play an important role that may not be readily apparent if the complementarity is determined with noisier, smaller or less well defined cavity surfaces. The VOIDOO cavities derived from straight van der Waals surfaces have some regions with less well defined shapes and some regions with extra protrusions compared with those determined by our program. In the case of cAMP with CAP, the cAMP site found in the VOIDOO van der Waals surfaces is less flat around the heterocycle, and thus less restrictive than is necessary for shape matching to work well.
Besides the site for cAMP, an additional site of interest (not shown), found by our program, lies adjacent to the cAMP site. This 'site' leads to the surface of the protein and is separated from the cAMP site by a small constriction. It is possible that this site corresponds to the channel through which cAMP passes on the way to its binding site at the interior of the protein.
Yeast hexokinase
This structure was solved for two different isoenzymes, hexokinase A and hexokinase B, in different crystal forms (Anderson et al. 1978; Bennett and Steitz, 1978) and the structures have been refined recently at 2.5 and 1.9 Å resolution, respectively (Wang and Steitz, personal communication). The structures can be thought of as representing two distinct conformations (Anderson et al., 1979) . In the solved structure of hexokinase A, the enzyme is in a more closed conformation with glucose bound, whereas in the structure of hexokinase B the enzyme is in a relatively open form in the absence of glucose. The conformational change represents a hinge-like motion. Calculation of the difference contact solid D 4.5,1.5 (t) for the closed hexokinase A revealed the glucose site as one of 16 major sites. The glucose binding site found by the program has a characteristic chair-like shape ('S' shaped when viewed from the edge) as shown in Figure 7 . However, this glucose binding site has an additional lobe extending from the observed position for O-2 of glucose. Earlier studies showed yeast hexokinase to be tolerant of modifications at C-2 of glucose (Gottschalk, 1950) , thus confirming implications derived from the shape of the difference contact solid.
Situated immediately adjacent to the glucose site in the closed form of hexokinase was another site, larger than any of the others found by the program. This nearby site had a shape consistent with the shape of adenosine triphosphate. This nucleotide was fit manually into the shape of the site determined by the program, using conformations of the triphosphate chain consistent with those that had been determined by chemical and crystallographic (Merritt et al., 1978) analysis of exchange inert ATP cobalt(III) complexes. One extra lobe seen protruding from the initial fit corresponded to a hydroxyl group at the 2Ј position of the ribose ring that had been omitted inadvertently from the model structure. This choice of positioning also places the heterocyclic base of ATP near to aromatic protein side chains and places the ribose hydroxyl groups in proximity with hydrogen bond donors and acceptors. There is much extra space in the binding site surrounding the putative position of the metal cation. It is possible that there is additional clamping down by hexokinase upon the nucleoside triphosphate, or that the space is accommodated by waters of cation hydration. The ammine ligands of the exchange-inert cobalt(III) triphosphate complex fit relatively well into this extra space. Our program clearly distinguishes the ATP binding site from the glucose binding site in the hexokinase A 'closed form' structure. There is a constriction between the two sites that separates the lobe of the site corresponding to the 6-OH of glucose from the lobe of the putative ATP binding site that we believe corresponds with the γ-phosphate group of ATP. Our algorithm reveals clearly the relatively flat portion of the binding site corresponding to the heterocyclic base of adenine.
Comparison (Figure 7 ) with the analogous surfaces calculated by VOIDOO (Kleywegt and Jones, 1994) demonstrates (i) a comparative lack of detail of the glucose site in maps derived from straight van der Waals surfaces, and (ii) the absence of a site with a size, shape or position consistent that of the ATP site found by our program. In essence, the glucose site in the closed form of hexokinase is similar to the cAMP site of CAP in that the ligand is completely buried. Both VOIDOO and our program can find cavities corresponding to Experimentally observed glucose superimposes on one of the predicted cavities for hexokinase A. A theoretical model for ATP fits within a nearby cavity. The N-termini of the helices highlighted in red are directed toward the triphosphate group of ATP (Hol et al., 1981) . (b) In hexokinase B the cavities are still present as a combined binding site, but the shape of the cavity is less restrictive in locating the substrates. (c) A close-up of the sites found for hexokinase A showing an extension adjacent to O-2 of glucose, where variability of the substrate structure is tolerated (Gottschalk, 1950) . The model of (NH 3 ) 4 Co ϩ3 ATP (Merritt et al., 1978) superimposes on the calculated site. (d) Cavities derived from VOIDOO (mesh) using straight van der Waals surfaces (compare with c).
completely buried sites. The modeled ATP site at the surface of the protein demonstrates a case where VOIDOO was unable to predict binding or the shape of the ligand. We suggest that it may be difficult to recognize such relatively flat sites at the surface of a protein.
In the open form of hexokinase (the hexokinase B structure) our program finds a united site that includes both the space occupied by the glucose in the closed form and the putative ATP binding site. This unified site, corresponding to the enzyme active site, was by far the largest single site on the surface of the enzyme. Some shape complementarity is still seen and one may imagine that automated search algorithms including empirical energy calculations might aid in the location of the ligands into this site, but the less restrictive united site complicates computer-aided manual fitting of the ligands. Figure 7 shows the sites found for hexokinase B with the positions of the substrates based upon their positions in hexokinase A. Again this relatively open site is poorly represented by VOIDOO (not shown).
The Klenow fragment of DNA Polymerase I (E.coli)
The structure of the Klenow fragment was solved (Ollis et al., 1985) and the structure has been refined recently (Jäger and Steitz, unpublished results). Structures of a closed-form complex with single-stranded DNA (Freemont et al., 1988; Beese and Steitz, 1991; Friedman et al., manuscript in preparation) and an unusually hybridized duplex DNA have been solved and refined. Recently we have also reported the structure of the complex that is formed upon the binding of nucleoside triphosphate in the absence of DNA . Calculation of D 4.5,1.5 (t) for protein coordinates derived from a crystal of a single-site substituted variant of Klenow fragment that diffracted to 2.25 Å yielded several distinct sites (Figure 8a) . Two of these sites corresponded to the previously observed position for the terminal nucleotides of a single-stranded tetranucleotide bound at the exonuclease active site (Figure 8b ) and to the position for the nucleoside triphosphate that was observed in the binary complex (Figure 8c ). The shapes of the sites are compatible with the experimentally observed shapes of the natural ligands.
Reverse transcriptase from HIV I
Analysis of the structure of reverse transcriptase from HIV I with our program, using a model of the protein to which hydrogen atoms had been added, again yielded several sites of interest. One of these sites corresponds to the experimentally observed position of the bound non-nucleoside inhibitor, nevirapine. The size of the site determined by the computer program is somewhat larger than the size of nevirapine. However, there is a high degree of shape complementarity between nevirapine and the portion of this site to which it binds. The extra space found by the program is in a region adjacent to the side of the dipyridodiazepinone ring bearing the cyclopropyl substituent ( Figure 9 ). It has long been known that the inhibitory activity of diazepinone analogues is tolerant of the presence of some larger substituents at the site bearing the cyclopropyl group in nevirapine (Hargrave et al., 1991; Klunder et al., 1992) . The shape of the computed site is consistent with these previous observations. As with the Klenow fragment, the incompleteness of the protein model in some regions leads to spurious predicted sites that probably correspond to the positions of missing sidechain atoms. Identification of such unfilled regions of space in partial protein models promises to be yet another useful application of our computer program and this is an area 859 of study that we are presently investigating with model calculations.
Experiences with other protein-ligand complexes
We have run this software on about 30 to 50 other proteins with coordinates in the Brookhaven protein database. Cavities were always found in the vicinity of the known ligand-binding sites. However, the non-random process by which we selected proteins from the database for analysis, and the ubiquity of relevant, multiple protein conformational states, suggests that many cases will also be found where this analysis will fail. In general, for low molecular weight ligands (small carbohydrates, nucleotides and oligonucleotides), the surfaces D 4.5,1.5 (t) provide accurate descriptions of the shapes of the ligands. The centers of mass of these ligands usually penetrate deeply within the protein. For higher molecular weight, hydrophilic ligands (peptides and larger nucleic acids), the surfaces D 8,1.5 (t) through D 12,1.5 (t) represent the shapes of those parts of the ligand that penetrate the outer contact surface.
Other potential applications and considerations
In a small number of instances that we have examined (Monahan and Friedman, unpublished results), we could detect when small pieces of stable protein secondary structure were omitted from the experimental coordinates. Thus, this analysis of protein cavities may also prove to be useful for analyzing protein packing and perhaps for predicting the packing between preformed elements of protein secondary structure. Detection of regions of protein structures with anomolously loose packing may aid to suggest corrections in protein models being determined by X-ray diffraction at low resolution.
As a Fourier transform based method, this program provides a possible resolution-dependent way to analyze for ligand binding. In practice, we find, however, that decreasing the resolution serves to decrease the accuracy with which the surfaces are determined. In so doing, this often results in a random coincidence of ligand binding regions and protein atomic coordinates. These regions of coincidence often occur in thin, protrusive regions of protein structures, such as protruding β-turns. In our limited experiences, increasing the size of the effective probe spheres at higher resolution provides a more reliable way to identify potential binding sites.
Conclusions
The present qualitative analysis of the cavities found by our binding site identification algorithms provides a basis for a future, more detailed, quantitative analysis of shape complementarity. At present, we are somewhat uncomfortable with the lack of correspondence between physical intuition and the available quantitative measures of shape complementarity with which we are familiar. Several possible quantitative measures of the qualitative concept of shape complementarity may be considered for analyzing protein-ligand interactions. Real space correlation functions (e.g. see Katchalskii-Katzir et al., 1992) have been used previously as a quantitative measure of shape complementarity, but such a measure assumes that equal volumes are occupied by the model and the cavity for optimal complementarity. This is not necessarily so. For example, in the systems of hexokinase with glucose ( Figure 7) or of reverse transcriptase with nevirapine (Figure 9 ), the ligands in each case exhibit shape complementarity for only a portion of the binding cavity. A reverse situation holds in some of the antibody-ligand complexes we have investigated, in which the binding cavity is complementary with only a portion of the ligand. Another problem is the arbitrary nature of total overlap percentages. There may always be 100% overlap if one artificially, by a favorable choice of arbitrary parameters, makes one's cavities large enough to overlap completely with the ligand. Likewise, if one makes one's cavities small enough one can artificially force there to be 100% overlap of one's binding site with the ligand. Both such choices of parameters that give rise to '100% overlap' cause there to be less qualitative shape complementarity and must therefore lack essential descriptive information.
A preliminary analysis of different quantitative measures of shape complementarity, upon which we hope to elaborate in the near future, suggests that numerically evaluated derivatives of the 'ligand-binding site cavity' overlap function with respect to relative protein-ligand configuration may help to provide a useful description of shape complementarity. The more rapid this variation in the total overlap with respect to small motions in the vicinity of the maximum (i.e. the greater the curvature of the overlap function with respect to 6-dimensional rigid body motion, i.e. the sharper the maximum), the greater the shape complementarity. We have not yet completely tested such analyses of 6-dimensional derivatives of the overlap function, although their calculation is already included in the automatic fitting software to be described later.
For a spherical, isotropic ligand, one of the functions we are presently considering is of the general form (-k ψ , 2 ψ), where ψ is the overlap between a ligand and its cavity in the protein as a function of 3-dimensional motion. The standard Laplacian , 2 operator calculates a measure of the negative curvature near the overlap maximum, and k is a normalization constant. If no negative penalty function is employed in estimating overlap, then the overlap ψ is restricted by definition to be always positive or zero and (-kψ , 2 ψ) is positive near maxima in overlap and negative near minima. For non-spherical ligands the , 2 operator must also account for degrees of freedom resulting from relative rotation between a ligand and its cavity and thus , 2 is a 6-dimensional operator.
The equivalent to the , 2 operator for Euler angles α, β and γ is given (Brink and Satchler, 1993) as:
The net effect for a non-spherical, anisotropic ligand would be a six relative dimensional ', 2 ' (Levi Laplacian) operator to account for curvature in the overlap function, ψ, with respect to both rotation and translation of the ligand. The related, possibly informative measure of shape complementarity is:
The curvature should be large and negative with respect both to small relative translations and small relative rotations of the ligand in the vicinity of maximal shape complementarity.
Since energy functions can be expressed as overlap integrals (Harrison et al., 1994) , the above can also be applied to electrostatic and van der Waals energy terms. However, a very crude consideration of the relationship between the energy terms and shape complementarity suggests that an alternative function, of the following form, may be more relevant:
Energetic degree of complementarity ϰ κ H ψ -Tκ S ', 2 Ј ψ ϭ κ H ψ -Tκ S [ k 1 , 2 ψ ϩ k 2 Ѩ 2 ψ/Ѩω 2 ] 860 where κ H , κ S , k 1 and k 2 represent empirical constants and the equation holds only in the vicinity of energy minima (complementarity maxima). If the ψ in the degree of complementarity refers to a calculated energy, then energy minima correspond to favorable binding and ', 2 ' ψ corresponds to positive curvature near the minimum. If ψ refers to overlap, then a maximum in complementarity implies favorable binding and ', 2 ' ψ corresponds to negative curvature near the maximum. For an energy minimum, the broader the minimum (i.e. the less positive the curvature), the less likely is a unique relative configuration preferred over an ensemble of energetically similar protein-ligand configurations. With such a broad energy surface, more energetically equivalent bound states are possible, however, more pathways to dissociation may also exist.
Our quantitative analyses are still in their early stages. We wish to examine a sufficient number of cases to get a feel for the generality of the formalism and to see whether it is possible to express the required derivatives numerically in a normalized form that lends itself toward comparison from problem to problem. (We have not yet encountered similar considerations by others.) The ψ max (overlap maximum or energy minimum) term seems to be related to and should contribute to ∆H ‡ and likewise the (-', 2 'ψ)ψ -ψ max term should contribute to ∆S ‡ (the activation parameters for dissociation of the ligand from the protein) but the percentages of these contributions may vary considerably from case to case.
In brief, shape complementarity is not just how much overlap there is, but it's how quickly a reasonably good overlap becomes poor upon a little 'jiggling'. This may account for some of the problems noted by others (e.g. see Canneiro and Stewart, 1994) , but more concrete examples must be investigated to see how useful these intuitive schemes can be.
Qualitatively, our program has predicted the positions and intercalation of some drugs into DNA. We have not yet attempted to use the program in such a case. Account must be taken of such leeway when one considers the binding of a ligand to a particular site. In summary, our program provides a unique useful way to locate and display substrate binding sites on the surface and within clefts of a protein, using the experimental atomic coordinates of the protein as the sole source of information. Besides the utility of this representation of ligand binding sites for automated prediction algorithms, we have shown here that (i) this representation often allows known ligands to be fit manually with the aid of computer graphics; (ii) variation of the binding site shape from the shape of the natural ligand often reflects a protein's inherent tolerance for ligand structural diversity; and (iii) this representation often exhibits a qualitative improvement in clarity and interpretability over other presently used methods.
