After the solution of Cousin II problem by K. Oka III in 1939, he thought an extra-zero problem in 1945 (his posthumous paper) asking if it is possible to solve an arbitrarily given Cousin II problem adding some extra-zeros whose support is disjoint from the given one. By the secondly named author, some special case was affirmatively confirmed in dimension two and a counter-example in dimension three or more was given. The purpose of the present paper is to give a complete solution of this problem with examples and to discuss some new questions.
In particular, if dim X = 2, Oka's extra-zero problem is always solvable.
The last statement is due to H 2 (Supp D, Z) = 0, since dim Supp D = 1.
N.B. K. Oka [9] almost proved Theorem 1.1 (see Theorem 2.1). Referring to Oka's Theorem 2.1, one may say that Theorem 1.1 is an infinitesimalization of the topological condition from a neighborhood of D to D itself. This is not difficult now by many wellestablished results.
The divisor E in Oka's extra-zero problem is called an extra-zero of D. By definition
L(E) = L(−D)
. Thus the problem is equivalent to find a holomorphic section σ ∈ Γ(X, L(−D)) such that
Here we consider only σ whose zero set is nowhere dense in X and hence defines a divisor (σ) on X. From this viewpoint it is interesting to see N.B. For τ in (1.4) we required that the zero set of τ is nowhere dense in X. This is, however, not a restriction. For if τ vanishes constantly on an irreducible component X ′ of X, then we take a section τ ′ ∈ Γ(X, L(D)) such that τ ′ | X ′ ≡ 0 and τ ′ ≡ 0 on every irreducible component of X other than X ′ . Then {τ + τ ′ = 0} ⊂ {τ = 0} as sets and {τ + τ ′ }| X ′ ≡ 0. In this way we may modify τ so that its zero set is nowhere dense in X.
This is the same for σ in (1.2).
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Oka's notes.
Here we summerize in short the contents of the posthumous paper [9] . We should first notice that it is dated 28 February 1945 before Oka's Coherence Theorem ([8] VII).
Roughly speaking, he developed the following study.
(i) He wished to reformulate Cousin II problem by relaxing the conclusion so that it is solvable on every domain of holomorphy.
(ii) He recalled the Oka Principle for Cousin II problem on a domain of holomorphy, and reduced the essential key-part of the problem to the following:
n be a bounded closed domain with a holomorphically convex neighborhood. Let D be divisor on a neighborhoodΩ. Then the Cousin II problem for D is solvable in a neighborhood ofΩ iff c 1 (L(D)) = 0 in a neighborhood ofΩ. Taking account of the above items (ii) and (iv), we may assume that he obtained or at least recognized the following statement. 
Then the restriction σ|
. By Mihalache [5] there is a Stein neighborhood V of Y for which there is a strong deformation retract V → Y . Therefore we have
By the Fundamental Theorem of Oka-Cartan (Oka [8] I-II, VII-VIII; Grauert-Remmert [3] ) the restriction σ| Y extends to a holomorphic sectionσ ∈ Γ(X, L(−D)) with nowhere dense zero set. Thus the divisor (σ) gives rise to an extra-zero of D.
(b) Proof of Proposition 1.3. We keep the notation used in the above (a). Suppose that Oka's extra-zero problem is solvable. Then the above 
Let (z, w) ∈ X be the natural coordinates. Then the analytic hypersurface given by
has the first Chern class T . Stein [10] also obtained an analytic function F + (z, w) that defines D:
where we take a branch log 1 = 0. Then c 1 (L(D + )), T = 1, and so Cousin II problem for D + is not solvable. Let L z denote the analytic continuation as the variable z runs over the unit circle in the anti-clockwise direction. Then L z log z = log z + 2πi, and
By Theorem 1.1 there is an extra-zero E of D + , but it is unknown what is E. Therefore it is very interesting to ask
Question. 4.4. Find an analytic expression of E.
On the other hand we may give an example for Proposition 1.3. Let λ ∈ C such that the real part ℜλ ∈ 2πZ and set
, and D + λ is the zero of the analytic function
Set Ω = {ξ ∈ C; |ℜ ξ| < π, |ℑ ξ| < π}. Then, it is interesting to observe that the holomorphic mapping
is into-biholomorphic; this describes precisely why D + is "balayable" in a neighborhood of D + (see §2 (ii) and its footnote). (1) (Reducible divisor) A counter example in dim X ≥ 3 is given in [4] in a domain of C n (n ≥ 3). Using a similar idea, we give another counter example of a divisor on (C * ) 3 for which Oka's extra-zero problem has no solution.
Now we let
be as in the above (a), and set
One sees that D has no extra-zero on X.
(2) (Irreducible divisor) The above example of D is reducible, and we like to have an irreducible analytic hypersurface that has no extra-zero. We are going to modify the example of (1).
Let Z[i] = Z + iZ be the lattice of Gaussian integers and put
Then E is an elliptic curve with complex multiplication a ∈ E → ia ∈ E. Set
and let ∆ ⊂ E 2 be the diagonal divisor. Set
Note that the example of Stein [10] ,
(This is equivalent to the non-solvability of Cousin II forD 1 , or to the non-triviality of the line bundle
the generator, we get
1 X denotes the trivial line bundle over X. Furthermore, we see that the normal bundle
. Therefore we obtain Lemma 4.8. Let the notation be as above.
N.B. This means that Cousin II problem forD 2 on X is not solvable and there is no extra zero forD 2 .
We would like to deformD 2 to a smooth irreducible divisor, but this is not trivial. Thus we are going to deform D 2 on E 3 , but D 2 is not ample. To make it ample, we add the divisor {1} × E 2 to D 2 with setting
which is then ample, and we putD
Thus Lemma 4.8 holds forD 3 , too:
Lemma 4.9. Let the notation be as above. We have that L(
It is well known that L(3D 3 ) is very ample. We take a smooth irreducible hyperplane section D 4 by a holomorphic section of L(3D 3 ), and set 
Proof It is clear due to the construction thatD 4 is smooth and irreducible (or connected). Now we look at the 2-cycle T in (4.7). We regard
Then this cycle T comes from a 2-cycle of E 3 , which is again denoted by the same
It remains to show that c 1 (N(D 4 )) = 0. By Lefschetz' hyperplane-section theorem the natural morphism
is surjective, and then there is a 2-cycle T ′ ∈ H 2 (D 4 , Z) which is mapped to T . Then T ′ can be lifted to a 2-cycle in H 2 (D 4 , Z), denoted by the same T ′ . We see by (4.11) that
Thus c 1 (N(D 4 )) = 0; this finishes the proof. q.e.d.
(3) (Takayama's irreducible example) Let z j = x j + iy j , 1 ≤ j ≤ n be the natural complex coordinates of C n with the standard basis e j , 1 ≤ j ≤ n. Then e j , ie j , 1 ≤ j ≤ n form real basis of C n and we define a lattice Γ ⊂ C n defined by Γ = e 1 , . . . , e n , ie 1 , . . . , ie n .
We set A = C n /Γ and a sequence of covering maps,
where ρ is the quotient map by ie 1 , e 2 , . . . , e n and π is that by e 1 , ie 2 , . . . , ie n . We set
Let L be the line bundle whose Chern class is represented by
Then L is ample for d ≥ 2, and very ample if d ≥ 4.
where ie 1 ∧ e j ∈ H 2 (A, Z).
Proof. We consider the two pull-back morphisms
Then π * dx 1 = 0, and π * dy k = 0, k ≥ 2; on the other hand, π * dy 1 = 0, and
Therefore we have
for j ≥ 2. Now we assume n ≥ 3 and d ≥ 4. Then L is very ample.
Proposition 4.14. (Example) We take a smooth irreducible divisor D ∈ |L| and set
Then the divisorD is smooth irreducible and has no extra-zero on X.
Again by Lefschetz' Theorem the natural morphism is surjective:
There is an element ξ ∈ H 2 (D, Z) which is mapped to ie 1 ∧ e j (j ≥ 2).
Let ι : D ֒→ A be the inclusion map and letι :D → X be the lifting. It follows from (4.12) that there is an elementξ ∈ H 2 (D, Z) withι * ξ = ξ. Note that c 1 (L(D)) = π * ω.
We have that
Therefore we see that c 1 (L(D)) = 0 and that c 1 (N(D)) = 0; equivalently, the smooth irreducible divisorD has no extra-zero on X.
q.e.d.
Intersections of analytic cycles.
We would like to consider what is the intersection theory of analytic cycles on Stein manifolds.
(a) The prototype of intersection theory is Bezout's Theorem such that for two cycles
Cornalba-Shiffman [2] however gave a counter example of analytic curves C 1 and C 2 of C 2 such that the "orders" of C j are zero, but the "order" of C 1 · C 2 is infinite.
From the viewpoint of Oka's extra-zero problem, however, we should have by Theorem 1.1
More in general, because of Theorem 1.1 there is no global intersections of "divisors" and "curves" on Stein manifolds (nor of divisors and analytic cycles on C n (n ≥ 2)). In fact, let D be a divisor on a Stein manifold X and let C be an analytic curve in X. Then the intersection
This suggests that some topological structure must be involved in the possible intersection theory on a Stein manifold. Therefore it is interesting to propose Question. 5.1. What is the global intersection theory of analytic cycles on Stein manifolds?
We may consider at least three kind of intersections on a Stein manifold X: N.B. If X is affine algebraic, there are intersections in algebraic category and there is a difference even in a simplest case as follows. Let X ⊂ C 2 be an affine elliptic curve with a point at infinity, and let a ∈ X be a point, which is an algebraic divisor. There is no regular rational function on X with exact zero a, but there exists such a holomorphic function on X.
Question. 5.3. Let X be Stein and algebraic. Let D be an effective algebraic divisor on X with c 1 (L(D)) = 0 (resp. c 1 (N(D)) = 0). Does there exist a holomorphic function f ∈ O(X) with zero divisor D (resp. locally in a neighborhood of Supp D) such that the order of f at the infinity is at most one.
(b) We set X = (C * ) 3 and would like to discuss the global intersections of analytic cycles on X. As observed in (a), there is no intersection between analytic curves and divisors on X. therefore we may restrict ourselves to deal with the intersections of divisors on X. The first homology group of X is
which is generated by e 1 = S 1 × {1} 2 , e 2 = {1} × S 1 × {1} and e 3 = {1} 2 × S 1 . Then their products generate the higher homology groups and in particular,
(c) Stein's example from the viewpoint of the value distribution theory. Let f : ζ ∈ C → (e ζ , e iζ ) ∈ (C * ) 2 = X be the example (4.1) due to Stein in §4. Then f is algebraically non-degenerate; that is, there is no proper algebraic subset Y ⊂ X with f (C) ⊂ Y . In fact, let P (z, w)( = 0) be any non-zero polynomial in (z, w) ∈ X. We write
Suppose that f (C) ⊂ {P = 0}. Then j,k c j,k e (j+ik)ζ ≡ 0. This is absurd, since e (j+ik)ζ are linearly independent over C.
According to the main result of Noguchi-Winkelmann-Yamanoi [6] , [7] , and CorvajaNoguchi [1] , the intersection set f (C) ∩ D is infinite for an arbitrary algebraic divisor D on X. For an extra-zero E of D + = f (C) we have f (C) ∩ E = ∅.
Problem 5.4. Let g : C → X be an analytically non-degenerate entire curve. Then, is g(C) ∩ A = ∅ for an arbitrary analytic divisor A of X? Moreover, is g(C) ∩ A an infinite set?
Here it is natural to generalize X to a semi-abelian variety.
