ABSTRACT. Let/>(*,>>) be the transition function for a symmetric irreducible recurrent Markov chain on a countable set S. Let % be the infinite particle system on S moving according to simple exclusion interaction with the one particle motion determined by p. Assume thatp is such that any two particles moving independently on S will sooner or later meet. Then it is shown that every invariant measure for ij, is a convex combination of Bernoulli product measures ¡ia on {0, \}s with density 0 < a = rfiW = 1] < 1. Ergodic theorems are proved concerning the convergence of the system to one of the /j".
When 5 is a. finite set these problems are easy and were solved in [8] . (In this case it suffices thatp(x,y) be doubly stochastic rather than symmetric.) Therefore we assume that S is infinite in the sequel. When pix,y) is transient the above problems were completely solved by Liggett [5] . Let U denote the compact convex set of invariant probability measures. Liggett showed that the extreme points of U are in a one-to-one correspondence with the class <=¥ of functions / on 5 such that 0 < / < 1, and 2 Áx,y)fiy) = fix), xes. yes In particular, when p(x,y) is such that <=H consists only of the constants a, 0 < a < 1, C7 is the well-known class £P of symmetric probability measures on S, whose extreme points are the product measures ¡ia, with density o, 0 < a < 1, i.e. ¡ia [tj: tj(x,) = 1, i = 1, 2, ...«] = a", when x,, x2, ..., x" are n distinct sites of S. Liggett conjectured that this state of affairs persists when p(x,y) is recurrent. This will be proved in Theorem 2 below, under the following additional condition.
(C) Let two Markov chains move according top(x,y) in the following way: at each unit time one of them is selected at random and makes a transition according to p(-, ■). Then they will sooner or later occupy the same point ofS, with probability one.
It is nontrivial to show that condition (C) may fail to hold. This is done in a companion paper to this one by T. M. Liggett [6] . There Liggett proves the above conjecture and related ergodic theorems in the case when p(x,y) is recurrent and (C) fails. His methods are different from ours, and do not apply when (C) holds.
In Theorem 3 we give a necessary and sufficient condition for a probability measure ¡i on A' to satisfy ¡iS(t) => p". Theorem 4 contains a simpler sufficient condition, communicated to by me Liggett. Theorems 5 and 6 contain a complete account of what happens when 5 is a countable Abelian group. The random walk defined by the group invariant transition function pix,y) may be transient or recurrent. The transient case has been settled in [5] . Theorems 5 and 6 simply state that all the results are the same in the recurrent case. Theorem 6 depends crucially on Theorem 4. We conclude by applying the results to simple random walk on the integers. 2. The finite particle system. Just as in the study of Liggett [5] , the ergodic theory of the infinite particle system t/" t > 0, with 2 %(■*) = +<»» can be reduced to the special case when there are only N particles. Then N = 2 %(*) = 2 V,ix), t > 0. First we observe that it suffices to prove the theorem in the case when x differs from y only in one coordinate. Hence we may assume xx ¥= yx, xk = yk for k = 2, 3, ..., N. The proof will depend on a delicate coupling of two Markov processes, each with transition function V¿. This method was inspired by R. Holley's use of coupling to prove ergodic theorems for somewhat similar stochastic time evolution models [2] , [3] .
Let X, and Y, be two independent Markov processes on TN, each with transition semigroup Vf!, N > 1. Assume the initial conditions X0 = x, Y0 = y, where xk = yk except for k = 1. We shall construct a "coupling" of these two processes, as follows:
(a) The coupled process is a Markov process Z, = (X'" Y\) with state space TNX TN and with initial condition Z0 = (x, y). Theorem 1 follows, since t < oo with probability one. When TV = 1 it may be noted that the conclusion of Theorem 1 is correct also without condition (C). This follows from the ergodic theorem of Orey [7] .
Returning to the construction of the coupled process Z, = (X'" Y',), think of X', and Y't as the time evolutions of two systems of N particles, in two containers St, S2, each a copy of S. First we couple the two containers Sx, S2. Each site x G Sx is coupled to the site x G S2 so that a random exponential (mean 1) clock rings simultaneously at x G Sx and at x G S2 . This is done, independently, for each x G S. The law of the random time evolutions in Sx and S2 is this: when the random clock rings at x there are three possibilities:
(i) x is occupied in Sx and in S2. Then both particles try to move according to pix,y), and this motion is also coupled in the sense that they both try to move to the same point y, with probability p(x,y). In each container the jump to y takes place if and only if y is vacant.
(ii) x is occupied only in one container, say in Sx. Then the particle at x G Sx tries to jump to y, with probability p(x,y). The jump takes place only if y is vacant.
(Hi) x is vacant in Sx and S2. Nothing happens. It should be clear from (i), (ii), (Hi) that (a) and (b) hold, i.e. Z, is Markovian, and the marginal processes X't and Y't are also Markov processes with the same joint distributions as X, and Yr To verify (c), suppose that at a certain time t, the coordinate sets A, and B, satisfy A, = C, U £,, B, = C, U tj" where C, is a set of cardinality N -1 which is the same set in Sx and S2. This is the case at t = 0. To show this is true for all later s > t let C, = C, |f = x, tj, = y, x ¥= y. Thus x e Sx and y e S2 are the positions of the "odd" particles. We shall now compute the infinitesimal generator of (%s, r)s), s > t, by considering all possible changes in the interval [t, t + A].
(a) The clock rings at x in time A. This results in a jump from x to a in container Sx, with probability Ap(x,a), for any a E S\C. Note that nothing happens in S2 since x is vacant there. Thus we have the following contribution to the generator (x,y) -* (a,y) with probability kp (x,a) , a e S\C. First of all this classification shows that the coordinate sets of the two processes X't and Y't will never differ by more than one pair of points if this is true at time 0. To verify (c) combine the specific expressions for the generator in cases (a), (/?), (y) making use of the symmetry of p(x,y) to write p(c,x) = p(x,c), p(c,y) = p(y, c) in part (y). The result is that in time A a change of (?f, r,f) = (x,y) to (x, a) has probability « àp(y, a) for all a e 5 and to (a, y) the probability is « &p(x,a) for all a G S. But this is just the statement that the infinitesimal generator of (%t, nr) is exactly the same as of a pair of independent Markov processes with transition semigroup Vx (whose generator is the sum of the generators p(x,y) -8(x,y) for each process). Since this generator is a bounded operator it clearly defines the process (£f, -nt) uniquely up to the first time t, when %t = T?f. This stopping time is finite with probability one since the pair (|f, rjt) observed only at instants of change behaves just like the discrete time Markov chain in condition (C). After time t we have identical coordinate sets in Si and S2, i.e. A, = B, for all t > r. This is clear from (i), (ii), (iii) above.
3. The infinite particle system. For an arbitrary probability measure jn on X, define the system of its correlation functions p<-N\ N > 1, by p<">(x) = pfo | "(*,) = r,(x2) = . This basic result occurs in [5] and [8] . It is easily derived by checking that the correlations satisfy the diffusion equation (3-2) £ pW(J) = N(Vn -7)pW(x), t > 0, x e T".
Since the operators VN -I are bounded, (3.1) gives the unique solution. It is well known that a probability measure p on X is uniquely determined by its correlations. This fact together with (3.1) and Theorem 1 yields the ergodic theory for the infinite particle system n,, t > 0.
Theorem 2. The set of all equilibrium measures is <P.
Proof. The set <P of symmetric measures is the closed convex hull of the product measures pa on X. These have constant correlation functions. Hence Theorem 3. Let jxa be the product measure on X with density a, 0 < a < 1. Then ¡iS(t) => fi" as t -* oo if and only if the correlations of ¡i satisfy (a) lim^w K'P(,)W = a, x G S = T;
Proof. If iiS(t) => /j" then p^(x) -» aN as í -» oo for each zV > 1. Thus (3.1) implies the necessity of (a), (b). Suppose now u is such that (a) and (b) hold. Since S is countable we may find a sequence r" /" +00 such that exists for each N > 1, and all x e 7,7 It follows from Theorem 1 that each cN is constant on 7,7 Now the cN are limits of correlation functions of a sequence of probability measures. By compactness of the set of probability measures on X, we know that [cN] is the sequence of correlations of a probability measure v on This implies that fiS(t) => y,a. Condition (b) in Theorem 3 is difficult to verify in practice, because of the interaction of the two-particle system moving according to V2. It would be simpler to deal with the independent two-particle system represented by the operator U2 = exp 2t(U2 -I), where
The following result is due to T. Liggett. Hm e-¿ £ £ P(n Who(>0 = a «-0 ' yes in probability, with respect to ju, for each x G S. Since pfo.v) is recurrent it even suffices, by Orey's ergodic theorem [7] , to assume that (3.4) holds for a single point x G S.
Further simplification results if we assume that the probability measure /t is concentrated at a point of X, i.e. that the initial configuration tj0(x), x e S, is a given nonrandom assignment of zeros and ones. In this case (3.4) is evidently equivalent to condition (a) in Theorem 3. Therefore (3.4) is necessary and sufficient for ¡iS(t) => /ta, whenever /t is concentrated on the single point i)0 G X. 4 . Random walk on a group. Suppose now that S is an additive Abelian group, and that pix,y) = p(0,.y -x) for all x, y G S. In this case condition (C) holds automatically whenp(x,.y) is recurrent. To show this, let X" Y, be two independent random walks on S, both starting at 0, i.e. processes with transition semigroup Vx, t > 0. Then X, -Yt is exactly the same process as X^. Hence X, -Y, = 0 infinitely often with probability one. Therefore (X" Y,) visits the diagonal DCS2 with probability one from (0, 0). As p(x,y) is irreducible the same is true for any starting point. Therefore condition (C) holds. Thus Theorem 2 holds. Since Liggett ([5] ) has proved the corresponding fact in the transient case we have Theorem 5. In the group invariant case, when p is symmetric and irreducible, the set of equilibrium measures is always <P.
In the transient case Liggett has proved [5] that nS(t) •* pa for every ergodic measure ¡i with density a, which is invariant under translation by arbitrary elements of the group S. This is also true in the recurrent case.
Theorem 6. Suppose that ¡i is a translation invariant ergodic probability measure on X, with density n[r¡: r¡(x) = 1] = a. Let p(; •) be symmetric, irreducible, group invariant, and either recurrent or transient. Then pS(/) => /v Proof. The proof is exactly that given by Liggett in the transient case; see Theorem 5.6 in [5] . It consists in verifying the conditions in Theorem 4 above and is independent of whether the random walk is recurrent or transient.
Example. Let S = Z, the integers, and p(x,y) = ^ if |x -y\ = 1, and 0 otherwise. Then the equilibrium measure p." is approached by the time evolution if the initial sequence tj0(x), x G Z, is any stationary 0, 1 valued ergodic process with mean a. Suppose now that r¡0(x), x G Z, is a given nonrandom sequence of zeros and ones. By the remark following the proof of Theorem 4 we get convergence to u" if and only if e" 2 nA 2 PM(0,k)r,o(k) = f¡ e-Iw(l)Vo(k) zi-0 AEZ k-eo tends to a as I tends to infinity. Here 7* denotes a familiar Bessel function. By direct computation, or by use of a local central limit theorem, this can be proved for every initial configuration with density a, i.e. satisfying
