We consider random graphs, and their extensions to random structures, with edge probabilities of the form βn −α , where n is the number of vertices, α, β are fixed and α > 1 (α > arity − 1 for structures of higher arity). We consider conjunctive properties over these random graphs, and investigate the problem of computing their asymptotic conditional probabilities. This provides us a novel approach to dealing with uncertainty in databases, with applications to data privacy and other database problems.
Introduction
A random graph, G(n, p), is a graph on n vertices where each edge is chosen randomly with probability p(= p(n)) [9] . The study of convergence laws for logical statements on random graphs has been one of the widely explored areas of model theory. Shelah and Spencer [24] define and study a class of random graphs called sparse random graphs, where p(n) = βn −α with a > 1. In this paper, we consider the generalization of sparse random graphs to relational structures. While existing research has focused on the study of existence of asymptotic probabilities, we study asymptotic probabilities as well as asymptotic conditional probabilities of properties from computational complexity point of view. We show that our model provides a novel way to deal with the problem of reasoning with incomplete information in databases, with applications to data privacy and other database problems.
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Theorem 1 Table 1 shows the complexities of various decision problems and computation problems concerning their asymptotic conditional probabilities. Upper bounds hold for q, v, v ∈ CQ(c, =); lower bounds hold for both q, v, v ∈ CQ(c) and for q, v, v ∈ CQ( =). For q, v, v
∈ CQ all problems are in PTIME.
Motivation
Our motivation comes from the following problem in databases: evaluate a property q of an unknown database instance I given some facts v about the instance. The problem appears in a wide range of applications, for instance in data privacy [10] where we want to analyze a sensitive query using published facts, in data integration [15, 18] where we want to answer queries using views and in cardinality estimation [3, 13] where we want to estimate the size of a query using known statistics about the data. In many applications, the standard approach is to use the notion of certain answers [15] , where the property q is said to be certain if it is true on every possible instance I that is consistent with the facts v. However, this approach has two limitations that make it unsuitable for certain applications. First, it does not reveal anything about tuples that are not certain answers to the query, whereas in applications like data privacy, we are interested in knowing which tuples are more (or less) likely to be the query answers given the facts in v. The second limitation of the approach is that it cannot incorporate any knowledge about the relative likelihood of possible instances. Applications often have auxiliary information, like statistical knowledge, that makes certain instances more likely than others. In data privacy setting, it is important to take the auxiliary information into account; in cardinality estimation this is often the only kind of information available.
Example 1 (K-Anonymity) Suppose a medical agency wants to publish its patients' data for research purposes, but wants to protect the identity of individual patients. The data is in the In addition, suppose the following view is publically known: Names(name, age, zipcode) :− Patients(name, age, zipcode, disease)
The contents of the views are given below. Note that some of the values in the view are partially hidden. We want to analyze the information given by v = {Diseases, Names} about the following query
q(name, disease) :− Patients(name, age, zipcode, disease)
The Diseases table is 2-anonymous [22] , meaning that for every tuple in the Diseases table, there are at least two individuals that may have that record. For instance, the tuple (25, 98192, FLU) could either refer to JOHN or MARY or a third person that does not appear in the views. There are no certain answers to the query.
The technique of k-anonymization guarantees that each record in the published data refers to at least k individuals. However, Machanavajjhala et al. [22] have shown that k-anonymization does not guarantee data privacy when the attacker has auxiliary/background knowledge about the data, and they raise the problem of analyzing data privacy in the presence of such information. Examples of background information are: (i) every (age, zipcode) occurs four times in expectation and (ii) around 80% of all the patients have FLU. We need a framework where we can use such statistics on the data and evaluate the likelihood that a particular tuple is the answer to the query given the views.
Representing Statistics In our previous work [8] , we consider such a framework for specifying prior knowledge about the database that allows statistics like the expected size of a relation, the expected number of distinct values of an attribute and integrity constraints like functional dependencies and inclusion dependencies. We use the principle of entropy maximization, widely used in Knowledge Representation [4] , to represent statistical knowledge as a prior probability distribution P over the set of possible database instances. Starting from this prior distribution, any subsequent knowledge v about the database is encapsulated by conditioning P on v. Thus, the probability that the database satisfies a property q is given by the conditional probability P(q | v). Query evaluation thus amounts to computing the conditional probabilities on the prior.
Example 2 Let us revisit Example 1. We have the relation Patients(name, age, zipcode, disease), where each attribute takes value from a domain 1 of size n. Suppose that the only background knowledge we have is that the expected size of the table is 100. As we show [8] , using the principle of entropy maximization, this background knowledge can be modelled using the following probability distribution: there are n 4 tuples that are possible over the domain, pick each of them randomly and independently with probability 100/n 4 . The resulting distribution is a sparse random structure with each tuple having probability p(n) = 100/n 4 . Further, it is easy to see that the expected size of Patients under this distribution is 100. Now suppose we want to check if q ≡ Patients(JOHN, 25, 98190, CANCER) is true given the views v = {Names, Diseases}. We compute the probability that q is true given v, i.e. the quantity P(q | v). It can be shown that P(q | v) = 1/101 + O(l/n). Intuitively, there are 100 records expected in the database, so there is around 1/100 chance that the facts Names(JOHN, 25, 98190) and Diseases( * * , * * * * * , CANCER) talk about the same tuple.
Using a Sparse Random Graph as a Prior
We show [8] that for the most basic statistics on data, namely which specifies the expected sizes of each relation, the principle of entropy maximization leads to a prior distribution which is precisely a sparse random structure we described earlier. For more involved statistics, we obtain probability distributions which are generalizations of these random structures, yet conceptually similar. For brevity of presentation, we only look at sparse random structures in this work, but our analysis can be easily extended to these generalized random structures described in [8] .
Domain Size Given a sparse random structure with probability distribution μ n , and conjunctive properties q and v, we seek the conditional probability μ n (q | v). In general, we do not know the domain size, n. But the domain is usually large. Hence, we study the behavior of conditional probability for large n by looking at the limit lim n→∞ μ n (q | v), which we denote μ(q | v). Below, we describe some specific problems related to the computation of μ(q | v) motivated by the data privacy application.
Data Privacy
Here, the owner of a database wishes to publish certain facts about a private database, while keeping certain sensitive information hidden. There are two basic problems. The first is leakage: does the view v leak information about a sensitive property s? Various authors [10, 17, 23] have modeled non-leakage by requiring the a priori probability of s to be close to the a posteriori probability after seeing v, i.e. P(s) ≈ P(s | v). We make this precise by requiring μ(s | v) = μ(s), which amounts to μ(s | v) = 0 since, as we show, μ(s) = 0 for all practical queries. The second problem is usage: a legitimate user wants to check a property q over the data, by examining v, and this amounts to checking μ(q | v) = 1. In addition to these basic questions, we consider two more complex questions motivated by real application scenarios. In collusion detection we know that μ(s | v) = μ(s | v ) = 0 and have to decide if μ(s | v, v ) = 0. In relative security the data owner has already published some view v, possibly leaking some information about the secret s: the damage cannot be undone, but the data owner wants to publish a second view v and wants to know if there any additional leakage, i.e. μ(
Query Evaluation Vardi [26] has studied the query evaluation problem in databases: given I , q, decide if I |= q. In the combined complexity both I and q vary, while in the data complexity, q is fixed and I varies. The problem we investigate in this paper is related to query evaluation: evaluate q on the observations v, i.e. compute μ(q | v). The database is given by v, with the unknown part filled in by the random graph. Data complexity corresponds here to a fixed q and a variable v.
Related Work
The study of convergence laws for logical statements on random graphs has been a widely explored area of model theory. Fagin [11] and Glebskiȋ et al. [14] considered random graphs with p(n) a constant and proved a 0-1 law for statements of first order logic. However, asymptotic limits for conditional probabilities do not always exist [11] for this class of graphs, and even the problem of determining if they exist is undecidable [19] . The class of random graphs with edge probabilities of the form βn −α with a > 1 have also been studied before and there are results on the existence of asymptotic probabilities for statements of first order logic [20, 21, 24] . However, existence of asymptotic conditional probabilities, and the complexity of computing them, has not been studied previously. The applications of sparse random graphs and their generalizations [7, 8] have been discussed before, but again these works did not study the complexity of query evaluation.
Organization In Sect. 2, we prove that asymptotic conditional probabilities for conjunctive queries always exist, and give explicit formulas for computing them. In Sect. 3, we give detailed complexity results for various computational problems pertaining asymptotic probabilities, and we give the proofs of these results in Sect. 4.
Computing Asymptotic Probabilities
For a conjunctive query q given by (1), let goals(q) denote the set of its relational predicates (i.e. of the form R i (y 1 , . . . , y j ), and called "subgoals"), Var(q) = {x 1 , x 2 , . . .} the set of variables, Const(q) the set of constants mentioned in q. Let Const denote the set of all constants in the domain. Here we show that the asymptotic conditional probabilities always exist for conjunctive queries and are computable. The basic result is: Theorem 2 For any conjunctive query q ∈ CQ(c, =), there exists two constants coeff(q) and exp(q), such that
Corollary 1 For q ∈ CQ(c, =), the asymptotic probability μ, (q) always exists. It equals coeff(q) if exp(q) = 0 and 0 otherwise.
Corollary 2
For q 1 , q 2 ∈ CQ(c, =), the conditional asymptotic probability, μ(q 1 | q 2 ), always exists and is as follows:
In the above corollary, the case exp(q 1 q 2 ) < exp(q 2 ) can never occur because otherwise, by Theorem 2, μ n (q 1 | q 2 ) will exceed 1 for large values of n, which is impossible.
In the remainder of the section, we prove Theorem 2 by giving explicit formulae for computing coeff(q) and exp(q). Our main result is Theorem 8 that gives the expressions for coeff and exp for any conjunctive query q. We start from a very simple example.
Example 3 Consider the following conjunctive query q:
Here the two sub-goals of the query are non-unifiable, i.e. no tuple in R can satisfy both the sub-goals (we will later formalize the notion of unifiability). There are n tuples that make the first sub-goal true (obtained by substituting x with n possible values from the domain). Similarly, there are n 2 possible tuples that make the second sub-goal true. As a consequence, for q to be true, at least one of the n tuples from the first group and at least one of the n 2 tuples from the second group must be true. The probability of this is
where p = β(R)n −α(R) is the probability of each tuple in R being true. While deferring a formal analysis until later, we approximate the above probability by
Thus, we obtain coeff(q) = β 2 (R) and exp(q) = 2α(R) − 3. We will prove later that our analysis holds and these are indeed the right coefficient and exponent for the query.
Inspired by the above example, we define few parameters of queries. For a subgoal g ∈ goals(q), let α(g) and β(g) denote α(R) and β(R) where R is the relation to which g refers. Define
Example 4 For the query q given by (2), we have
It is no coincidence that in the above example, β(q) is the coefficient and D(q) is the exponent of the query. We will show that there is a very strong connection between β(q) and coeff(q) and also D(q) and exp(q). However, they are not always equal. The analysis of Example 3 does not hold in the following cases: (1) when D(q) is 0 or negative (exp(q) can never be negative) and, (2) when two sub-goals of the query are unifiable.
For the remainder of the section, we will refine our expressions for exp(q) and coeff(q) to deal with these cases, step by step, and formally prove them along the way.
We start by proving Theorem 2 for a special class of conjunctive queries which we call embedding queries. For q ∈ CQ(c, =), we call q an embedding query if it contains an inequality x = y for each x ∈ Var(q) and y ∈ Var(q) ∪ Const(q) such that x and y are different. Let EQ(c) ⊂ CQ(c, =) be the set of embedding queries in CQ(c, =). Embedding queries are easier to deal with because they don't have "unifying" sub-goals due to the presence of inequalities. We will deal with the general case in Sect 2.2.
Embedding Queries
We need some terminology first.
A substitution η for a query q is a mapping η : Var(q) → Var(q) ∪ Const that does not violate the inequalities in q. We denote η(q) the result of applying η to the subgoals of q. For example, if q ← R(a, x), R(x, y), R(y, z), x = y then the substitution η = {x → b, y → y, z → y} is defined on q and by applying it we obtain the query 
Strictly Balanced Queries with D(q) > 0
Let Θ(q) denote the set of all mappings that map each variable of q to an element of the domain and satisfies all the = predicates in q. Thus, for any θ ∈ Θ, θ(q) denotes a set of tuples. Let B θ denote the event that all of these tuples are present in the random structure. Thus, we have
. Some of these mappings generate the same event B θ . The number of distinct events generated by Θ(q) is precisely
for every θ . Thus,
In our first result, we show that for a strictly balanced embedding query q with D(q) > 0, μ n (q) is in fact asymptotically equal to
. Let Θ (q) be any subset of Θ(q) that generates all the unique events, i.e. Θ (q) be any set with the following properties:
From the principle of inclusion and exclusion, we know that
Following result gives a bound on the quantity Δ • (q).
Lemma 1 If q ∈ EQ(c) is a strictly balanced embedding query with
Proof Let θ 1 and θ 2 be elements of Θ (q) and consider the (possibly empty) set of tuples shared by them. Let q i (i = 1, 2) consist of all the subgoals that produce these shared tuples in θ i . Thus, θ 1 (q 1 ) = θ 2 (q 2 ) and hence, q 1 and q 2 are unifiable. However, because of the = predicates, the unifier has to be a bijection between the variables and hence, q 1 and q 2 must be isomorphic (although they may correspond to different sets of subgoals in q).
. Let β max be the maximum of
β(q 1 ) as q 1 ranges over all proper subqueries of q. The number of pairs (θ 1 , θ 2 ) that share tuples in these positions is n 2V (q)−V (q 1 ) . Thus,
Each q 1 in the last inequality is a proper subquery of q as θ 1 = θ 2 . If q 1 is nonempty, then since q is strictly balanced,
Since there are only constant number of sub-queries of q, we have
Corollary 3 Let q be a strictly balanced embedding query with
Proof The corollary follows from (4), (5) and Lemma 1.
Strictly Balanced Queries with D(q) < 0
We will show that for strictly balanced queries with D(q) < 0, the asymptotic probability of q is exponentially close to 1, and hence, exp(q) = 0 and coeff(q) = 1.
If the events B θ were independent, we would have μ n (q) = 1 − M(q). However, these events are not independent because two substitutions may share tuples. We would still like to claim that μ n (q) is very close to 1
The only difference in the definitions of Δ(q) and Δ • (q) is that in the former, the sum only ranges over disjoint θ i and θ j .
We use the following result due to Janson [2] .
Theorem 3 (Janson) Let B θ , Δ(q), M(q) be as defined above and assume all
The following result is analogous to Lemma 1 and bounds the quantity Δ(q).
Lemma 2 If q ∈ EQ(c) is a strictly balanced embedding query, then Δ(q) = o(n −D(q) ).
Proof (Sketch) The proof is in essence same as the proof of Lemma 1. In Lemma 1, we use the fact that D(q) > 0 to handle the case when q 1 is empty. However, this cannot happen in Δ(q) since q 1 empty implies that θ 1 and θ 2 are disjoint.
Lemma 3 Let q be a strictly balanced embedding query with
The lemma follows from the Janson inequality.
Balanced Query with D(q) = 0
Given any conjunctive query q, we view a subset q s ⊆ goals(q) as another conjunctive query, q s = ∃x 1 ∃x 2 . . . ( g∈q s g). Construct a graph whose nodes are goals(q) and edges are pairs of sub-goals that share a variable, and let q 1 , q 2 , . . . be the queries corresponding to the connected components of the graph. We say that q 1 , q 2 , . . . are connected components of q and we say that q is connected if it has a single connected component.
Lemma 4 Any connected query q is strictly balanced.
Proof Recall that α(R) > Arity(R) − 1 for all R. Suppose q is connected but not strictly balanced. Let q 1 be a sub-query of q with the following property: 
, which contradicts the definition of q 1 .
Lemma 5 A balanced query with D(q) = 0 is a disjoint union of strictly balanced queries with D(q) = 0.
Proof Let r 1 , r 2 , . . . , r k be the connected components of q. Each one of them is strictly balanced. Since q is balanced,
Thus, every balanced query with D(q) = 0 is equivalent to the following query: there are t 1 copies of q 1 , t 2 copies of q 2 , t 3 copies of q 3 and so on where each q i is a strictly balanced query and all the copies are disjoint. We abbreviate the query as
We will prove that X i (n), . . . , X k (n) are asymptotically independent Poisson random variables. Recall that a Poisson random variable P λ has distribution Pr[P λ = t] = λ t e −λ /t!.
To give an essence of the proof, we first consider each X i separately and show that it is asymptotically Poisson. We use the method of factorial moments which we explain next.
Given a random variable X, let (X) r denote the random variable X(X −1) · · · (X − r + 1). The rth factorial moment of a random variable X, denoted by E r (X), is defined as E[(X r )]. It is not hard to see that the rth factorial moment of X i (n) is equal to the expected number of ordered r-copies of query q i , defined formally as follows. Let < s be any ordering on the set of all substitutions of the query q i . Then, 
Proof By Theorem 4, it suffices to show that for each fixed r, E r (X(n)) tends to λ r . Consider (7) for E r (X(n)) and let E r (X(n)) denote the sum of all terms where all the θ j are disjoint. Each such term contributes (β(q)n −α(q) ) r to the sum. To count the number of such terms, we count the number of ways of choosing rV (q) different elements from the domain and divide it by aut r (q). Thus,
We now need to show that the total contribution of all other terms is o (1) . Consider an equivalence relation on terms where two terms are equivalent if they share variables in exactly same places. There are finitely many isomorphic classes. Each of the equivalent class C l represent a query q l which is the non-trivial intersection of a set of copies of q. The terms in the equivalence class of q l are precisely the substitutions of q l . It is easy to see that D(q l ) > 0, since the total number of distinct variables in q l is less than the sum of distinct variables in the individual copies of q. There are n V (q l ) substitutions, and each has probability β(q l )n −α(q l ) . Thus, the total contribution of equivalence class
Since there are only finitely many equivalence class, we have E r (X(n)) ∼ λ r .
Following is the analogue of Theorem 4 for several sequences of random variables. 
Proof Follows easily from Theorem 6 and the arguments in the proof of Theorem 5.
Thus, for balanced queries with D(q) < 0, Theorem 2 holds with exp(q) = 0 and coeff(q) given by Corollary 5.
Finally, we present a result that we will need later. Let Q S be a set whose elements are of the form {q
We interpret each element of Q S as a conjunctive query and we interpret Q S as a disjunction of conjunctive queries, one corresponding to each element. We call Q S a disjunction of balanced zero queries. Define Proof Follows easily from Corollary 5 and the principle of inclusion and exclusion.
Any Embedding Query
Let q be any conjunctive query. Let q 1 , q 2 , . . . be its connected components. Define:
It is easy to show that q P is a strictly balanced query. We call q P the kernal of q and q S the zero sub-goals of q.
Theorem 7
Let q = q P q N q S as defined above. Then,
and by Lemma 6, μ n (q S ) = F (q S ).
Let exp(q) and coeff(q) be as defined above. It is easy to see that conjunctive queries are monotonic properties, i.e. if they are true on a structure, then they remain true if we add more tuples to the structure. It follows from the FKG inequality [12] for monotonic properties that:
Let Θ(q P ) and Θ (q P ) be as defined in Sect. 2.1.1. Then, we have
Note that B θ consists of a set of ground tuples of size bounded by the size of the query. Thus, it can be easily seen that μ n (q S | B θ ) = μ n (q S ) + o (1) . Plugging this back into the above equation,
From (8) and (10), it follows that μ n (q P q S ) = coeff(q)n exp(q) + o(n −exp(q) ). Finally, we will show that μ n (q P q S q N ) is very close to μ n (q P q S ). Let s 1 , s 2 , . . . , s l be all the connected components of q N . By Lemma 4, each s i is a strictly balanced query with D(s i ) < 0. We have
Theorem 7 shows that Theorem 2 holds for any embedding query, and together with the formula in Corollary 5 for computing μ(q S ), shows how to compute exp and coeff for any embedding query.
We will also need the following result later which follows from arguments similar to Theorem 7 and Lemma 6.
Corollary 6
Let q P be a strictly balanced query with D(q P ) > 0 and Q S be a disjunction of balanced zero queries. Then,
Conjunctive Queries
Now we prove the main theorem for any arbitrary conjunctive query. The main issue with general conjunctive queries is that two sub-goals in the query may be unifiable. We define this concept next and then give the expressions for exp and coeff for a general conjunctive query.
Recall the definition of a substitution from Sect. 2.1. For a substitution η of a query q, we call the query η(q) a unifying query for q, since it unifies some of the subgoals in q, and denote with UQ(q) the set of all unifying queries for q up to isomorphism. Let P be the partition on goals(q) induced by η, where two subgoals g, g are in the same equivalence class if η(g) = η(g ). Call η a most general unifier if, for any other unifier η inducing P there exists a substitution θ s.t. η = θ • η. In this case we call η(q) a most general unifying query of q, and we define MGUQ(q) the set of most general unifying queries of q(up to isomorphism). Define:
Now we are ready to describe exp(q) and coeff(q). Recall the definition of kernal and zero sub-goals from Sect. 2.1.4 and the definition of F from Sect. 2.1.3. Group the queries in MGUQ 0 (q) so that all queries that have the same kernel are in one group. Define a pair (q P , Q S ) for each group where q P is the kernel, and Q S is the set consisting of sets of zero sub-goals of all queries in the group. Let G(q) be the set of such pairs and let
Theorem 8 For any q ∈ CQ(c, =), exp(q) = max(E(q), 0) and coeff(q) = C(q). 
In the remainder of this section, we will prove Theorem 8. Given a conjunctive query q 0 , denote q = 0 the query obtained by adding all possible = predicates, between any two distinct variables in q 0 , and between any variable and constant in q. Recall from Sect. 2 that UQ(q) is the set of all unifying queries of q up to isomorphism.
Lemma 7 For
Proof The containment in one direction is easy: q 0 ⊆ q for q 0 ∈ UQ(q) follows from the standard homomorphism theorem (since q 0 = η(q)), and q = 0 ⊆ q 0 is also immediate. For the other direction, consider one database instance I where q is true, and let θ be the substitution that makes q true. We will find some q 0 ∈ UQ(q), s.t. q 
Thus, q and q differ by an exponentially small probability. Hence, exp(q) = exp(q ) and coeff(q) = coeff(q ).
Group the queries in UQ(q) so that all queries that have the same kernel are in one group. Define a pair (q P , Q S ) for each group where q P is the kernel, and Q S is the set consisting of sets of zero sub-goals of all queries in the group. As previously, we interpret Q S as a disjunction of balanced zero subqueries. Let G (q) be the set of such pairs.
Define
From Lemma 8, q and q have the same exponent and coefficient. We now sketch the proof of 8 by proving an upper bound and a lower bound for μ n [q ] . Let exp(q) and coeff(q) be as defined in Theorem 8.
Upper bound By applying union bound to (11) , and using Corollary 6, we obtain:
When summing up over all groups, the dominant terms are those with the lowest E(q P ), hence we do not need to sum over all groups in UQ(q) but only over groups in MGUQ 0 (q). Thus, we have proven the following upper bound:
Lower bound We have
We need to show that these second order terms are negligible: more precisely we show that the total contribution of these terms is O(1/n exp(q)+1 ). Since there are only finitely many such terms, it suffices to show that each such term is O(1/n exp(q)+1 ). This follows from the following lemma.
Lemma 9
Let q P and q P be two non-isomorphic strictly balanced embedding queries with E(q P ) > 0 and E(q P ) > 0. Then:
Proof Assume the contrary, that exp(q P q P ) ≤ E(q P ) and exp(q P q P ) ≤ E(q P ). The first assumption implies that there exists a unifier q P = η(q P q P ) s.
t. E(q P ) ≤ E(q P ).
Since q P and q P are embedding queries, η cannot unify the variables within each query, i.e. η(q P ) = q P and η(q P ) = q P . Hence, goals(η(q P )) ⊆ goals(η(q P q P )).
We will show that q P is isomorphic to a sub-query of q P . Suppose both q P and q P are connected. Then, η(q P q P ) is either equal to q P q P or is connected. In the former case, E(η(q P q P )) = E(q P q P ) = E(q P ) + E(q P ) > E(q P ), which contradicts our assumption. Thus, η(q P q p ) is connected. Hence, by Lemma 4, it is strictly balanced. Also, goals(η(q P )) ⊆ goals(η(q P q P )), since it contains q P as a sub-query. Since E(η(q P q P )) ≤ E(q P ), we must have η(q P q P ) = q P , i.e. q P is isomorphic to a sub-query of q P . We assumed that q P and q P are connected, but if they are not, the same analysis can be used to prove that each connected component of q P is isomorphic to a part of a connected component of q P . So again, q P is isomorphic to a sub-query of q P .
Using a symmetric argument, q P is isomorphic to a sub-query of q P . Hence, both of them are isomorphic, which is a contradiction.
Theorem 8 now follows.
Complexity Results
We state, explain, and expand here our complexity results that were briefly mentioned in Theorem 1.
Computing coeff and exp
A direct application of the definitions for exp(q) and coeff(q) leads to an exponential time algorithm. The following gives a tight bound on their complexity: Theorem 9 ∀C ∈ {CQ(c), CQ( =), CQ(c, =)} 1. The problem: given q ∈ C and a number k, decide if exp(q) < k, is NP-complete. 2. The problem: given q ∈ C compute coeff(q), is #coNP-complete.
The complexity class #coNP [16] is the class of counting problems of the following form
where R is some polynomial function. Thus, #coNP counts the number of x that satisfies a certain property where checking the property itself requires an coNP machine.
For pure conjunctive queries, we have:
Theorem 10 Given a query q ∈ CQ over some fixed schema, both exp(q) and coeff(q) can be computed in PTIME.
Proof (Sketch) For q ∈ CQ one can compute exp(q) in PTIME because here it is always possible to unify completely all subgoals referring to the same relation name, and this unifier has the minimal D. (However, to compute coeff(q) one needs to consider additional unifiers, but it can still be done in polynomial time for a fixed schema.)
It follows that for conjunctive queries q, v, μ, (q | v) can be computed in PTIME and all the problems we described in Sect. 1 have PTIME complexity.
Pure conjunctive queries are not very interesting because in practice there is not much we can express without constants. For example, in k-anonymity we need constants to refer to the constants being published and need = to state that two published rows correspond to distinct rows in the data. We consider only CQ(c), CQ( =), and CQ(c, =) in the rest of the paper.
Conditional Probabilities
We now consider the two decision problems for conditional probabilities that we formulated in Sect. 1: deciding μ(q | v) = 0 and deciding μ(q | v) = 1.
In the following discussion, C denotes any of CQ(c), CQ( =), CQ(c, =): all results hold for any of these three classes. Let S ⊆ [0, 1]. We define the Asymptotic Conditional Probability problem for S to be:
We only consider the cases when S = {0}, (0, 1) or {1}.
The complexity class Θ p 2 [27] , also referred to as P NP[O(log n)] , is the class of languages that can be decided by a polynomial time oracle Turing-machine that makes O(log n) calls to an NP oracle. Thus,
The ACP {1} property is related to query containment, a well studied problem in finite model theory. For Boolean queries containment becomes logical implication, and v ⇒ q iff ∀n.μ n (q | v) = 1, while ACP {1} means lim n μ n (q | v) = 1. The complexity of query containment for CQ is NP-complete [6] . Similarly ACP 0 is related to non-containment, which, by complementation, is coNP-complete.
Data complexity
We study two notions of data complexity. In the first setting, we fix the query and study the complexity as a function of the size of the view. Here, too, the problem ACP {1} q,V is related to another well studied problem in the literature: the query answering using views problem, under the open world assumption [15] . Indeed, the latter is ∀n.μ n (q |V /J ) = 1, since this means that q is true on all instances I consistent with the observations J , i.e. q is "certain". This problem is known to be in PTIME [1] , even for CQ(c, =). (One can also check it immediately, since it can be restated as the containment problemV /J ⊆ q, where q is a fixed query.)
Complex Problems
Collusions For S, S 1 , S 2 ∈ {0, (0, 1), 1}, denote ACP 2 and q in that class. For queries, we use the shorthand notation where each "-" stands for a unique existentially quantified variable. There are less than 27 entries due to the symmetry between S 1 and S 2 . Table 2 reveals an interesting and counter-intuitive phenomenon, which we refer to as the non-monotonicity of information disclosure: publishing more information results in less information disclosure. For example, the entry corresponding to 1, 1, 0 shows that with v 1 , v 2 , q as given in the figure, we have
Here the query q is very likely true given either v 1 or v 2 alone but is very likely false given both v 1 and v 2 .
Relative Security Finally, we explain the last three entries in Table 1 . The complexity class P.coNP, also called probabilistic coNP, is the set of languages L for which there is a coNP Turing machine M that uses random bits such that for all
Complexity Proofs
In this section, we prove the complexity results that were described in Sect. 3.
Computing coeff and exp
Proof of Theorem 9(1) Given a query q and a constant k, deciding if exp(q) < k is in NP since we only need to guess a substitution η and verify that D(η(q)) < k.
To prove the hardness, we will give a reduction from the problem of 3-colorability of graphs. We only give here the proof for C = CQ(c). The proof for CQ( =) and CQ(c, =) are similar.
Let G = (E, V ) be any graph. We will construct a query q as follows. Let R be a ternary relation. For each edge e = (v 1 , v 2 ) , add the following subgoals to q: R (e, v 1 , v 2 ), R(e, 1, 2), R(e, 1, 3), R(e, 2, 1), R(e, 2, 3), R(e, 3, 1) and R(e, 3, 2), where v i and v 2 are variables.
We see that for each e, R(e, v 1 , v 2 ) can get unified with at most one of R(e, i, j), i, j ∈ {1, 2, 3}. None of the six R(e, i, j ) are unifiable. Thus, exp(Q) ≥ 6|E|α(R). G is 3-colorable iff for every e, R(e, v i , v 2 ) gets unified with one R(e, i, j ), in which case exp(Q) = 6|E|α(R). If graph is not 3-colorable, exp(Q) > 6|E|α(R). Hence, 3-colorability of G can be decided by evaluating exp(Q). This proves the result.
Before we prove Theorem 9(2), we need some results. First, we show that F (Q S ) is a polynomial time computable function, where Q S is a disjunction of balanced zero queries. 
Lemma 10 For a fixed vocabulary, the number of strictly balanced queries q with E(q) = 0 is finite.
Proof We know that a strictly balanced query with E(q) = 0 must be connected.
Denote k the maximum of 1/(a(R) − Arity(R) + 1) over all relations R in the vocabulary. Let q be any query such that q is connected and E(q) = 0. We will show that q cannot contain any constant and cannot contain more that k + 1 subgoals. This will imply that there are only finitely many such queries.
Assume on the contrary that q has more than k + 1 subgoals: G 0 , G 1 , . . . , G j , where j > k. Let q i be the query consisting of the first i subgoals. We can assume that q i is connected for each i, otherwise we can suitably reorder the subgoals. Now,
shares at least 1 variable with q i−1 . Hence, we have
Applying the above equation recursively, we obtain
For j > k, we obtain E(q) > 0, which is a contradiction. Thus, q contains at most k sub-goals.
Next we show that q cannot contain any constant. Assume on the contrary that there is a sub-goal R(· · ·) that contains a constant. If we remove this sub-goal from q to obtain q , then V (q ) ≥ V (q)− Arity(R) + 1 while α(q ) = α(q) − α(R) > α(q) − Arity(R) + 1. Thus, α(q ) ≥ α(q) which contradicts the fact that q is balanced. 
Theorem 15 Given a disjunction of balanced zero queries Q S , F (Q S
)
Proof of Theorem 9(2)
To evaluate coeff(q), we look at G(q), the groups in MGUQ 0 (q). For each (q P , Q S ) ∈ G(q), we look at simply the size of the set
Thus, computing coeff(q) is in #coNP.
To prove the #coNP-hardness, we will give a reduction from #NSAT. In #NSAT, we are given a 3-CNF formula φ where the set of variables can be partitioned into two sets X and Y , and we need to count the number of assignments of X that can be extended to an assignment of φ. #NSAT is known [25] to be #coNP-hard.
Given any 3-CNF formula φ over variables X and Y , we construct two queries q 1 and q 2 . Let φ have c clauses and let |X| = k. The vocabulary consists of a relation R of arity 4 and a relation S of arity 3 with β(R) = β(S) = B, where B is some integer greater than 2 k . We create a unique constant k x for each variable x a unique constant k C for each clause C in φ, and two extra constants t and f . The query q consists of q 1 q 2 where q 1 and q 2 are two queries as described below. Claim: #φ = (coeff(q 1 q 2 ) mod B 7c+2k+1 )/B 7c+2k .
To verify the claim, lets first look at the unifiers of just q 1 . Each S(k x , x, x) can be unified with either S(k x , t, −) or S(k x , f, −). There are 2 k such unifiers, one corresponding to each assignment of t or f to variables in X. If η is any such unifier, β(η(q 1 )) = B 7c+2k since there are 7c + 2k subgoals. Further, if η corresponds to an assignment that can be extended to an assignment of φ, then q 2 can be completely mapped to q 1 , i.e. η(q 1 )q 2 ≡ η(q 1 ).
There are two cases, #φ is either 0 or its greater than 0. In the latter case, there is at least one η with the property that η(q 1 )q 2 ≡ η(q 1 ). Every such η adds the term B 7c+2k to the coeff resulting in coeff(q 1 q 2 ) = #φ * B 7c+2k . The claim follows since B is chosen to be greater than 2 k and #φ is at most 2 k . In the former case, when #φ = 0, every minimal unifier of q 1 q 2 must contain at least 7c + 2k + 1 subgoals, so coeff(q 1 q 2 ) is a multiple of B 7c+2k+1 . The claim follows.
Complexity of Conditional Probabilities
We provide here the proofs for various complexity results that appear in Sect. 
Thus, ACP 1 ∈ Π p 2 . For completeness, we give a reduction from the ∀∃SAT problem defined below, which is known to be Π (k x , f, 0) . The subgoal S(k x , x, Q) in q has to map to this subgoal. Thus, x will be equated to t or f . After all the S subgoals in q are mapped, each of the X variables will have a truth assignment. As we iterate over v i , we get all possibles truth assignments for X. Also, after X is given a truth assignment, all the R subgoals of q must map to one of the subgoals of v. This is possible iff the Y variables can be given a truth assignment so that all clauses in φ are satisfied. This proves that (q, v) ∈ ACP 1 iff (X, Y, φ(X, Y )) ∈ ∀∃SAT. 
Before we give the proof of Theorem 17, we need few results. Call a 3-CNF formula with k clauses almost satisfiable if there exists an assignment that satisfies at least k − 1 clauses.
Lemma 11 There exists a polynomial-time function F such that if φ is a 3-CNF formula, F (φ) is an almost satisfiable 3-CNF formula with the property φ ⇔ F (φ).
Proof Given a 3-CNF formula φ, construct F (φ) as follows. Let W be a fresh variable. For each clause x ∨ y ∨ z in φ where x, y, z are variables or their negations, let U be a fresh variable for the clause and let F (φ) contain two clauses (x ∨ y ∨ U) and (Ū ∨ z ∨ W ). Finally, add a clause consisting of a single literal (W ) to F (φ). It is easy to see that φ ⇔ F (φ). Also, F (φ) is almost satisfiable, using any assignment that makes all the fresh variables (W and each U) true.
Lemma 12
There exists PTIME functions g, h s.t. if φ 1 and φ 2 are almost satisfiable formulas, then
Proof For each φ i (i = 1, 2), we define two conjunctive queries q 1 (φ i ) and g 2 (φ i 
We will show that g and h satisfy the required property, i.e. This proves Theorem 13. The proofs of Theorems 12 and 14 are tedious but straightforward modifications of the proof above, and again we omit the details.
Finally, we look at the last three entries in Table 1 . We begin by showing the following result.
Theorem 21 Given a conjunctive query q and a conjunctive query v, the complexity of evaluating μ(q | v) is #coNP-complete.
Proof The proof is similar to the proof of Theorem 9(2). We give a reduction from #NSAT. Given any 3-CNF formula φ over variables X and Y , we construct two queries q and v. The vocabulary consists of a relation R of arity 4 and a relation S of arity 3. We create a unique constant k x for each variable x a unique constant k C for each clause C in φ, and two extra constants t and f .
The query v is constructed as follows. Claim: μ(q | v) = #φ/2 |X| , where #φ is the number of assignments of X that can be extended to an assignment for q.
To verify the claim, lets calculate μ n (v) and μ n (qv). In v, every unifier that achieves the least exponent unifies S(k x , x, x) with either S(k x , t, −) or S(k x , f, −). Thus, each unifier corresponds to an assignment of t or f to each variable in X, and there are 2 |X| unifiers. Now let us consider the unifiers of qv that have the same exp as v. It is easy to see that they correspond precisely to the truth assignments of |X| that can be extended to a satisfying assignment of φ. There are #φ of them. We get μ(q | v) = #φ/2 k .
Corollary 8 Given conjunctive queries q and v, deciding if μ(q
Proof Given a formula φ(X, Y ), checking if #φ < 2 |X|−1 is a P.coNP complete. Given a query q and v, we construct the formula φ(X, Y ) as in the proof of Theorem 21.
The following results can be shown by simple extensions of the previous result. 
Conclusions
We investigate the complexity of a new approach to incompleteness in databases, based on Bayes's notion of a prior probability distribution. In this new framework we study the complexity of several fundamental problems, with applications to information disclosure and query answering using views, and provide tight complexity bounds.
