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Abstract
We study the asymptotic behaviour of Markov processes on large
weighted Erdo˝s–Re´nyi graphs where the transition rates of the vertices
are only influenced by the state of their neighbours and the corresponding
weight on the edges. We find the ratio of vertices being in a certain state
will converge to the solution of a differential equation obtained from mean
field approximation if the graph is dense enough, namely, the average de-
gree is at least of order N
1
2
+ǫ. Proof for convergence in probability in the
transient regime is shown.
Keywords: Erdo˝s–Re´nyi graph, density-dependent Markov process, lo-
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1 Introduction
In the 1970’s there was an interest in examining density dependent Markov
processes. These stochastic processes have the property that the transition
rates of individual components depend on the empirical distribution of other
components (the density within the entire population). This way, the individual
components interact only through the global average.
The area was pioneered by Kurtz, who proved that as the number of compo-
nents increases, in the transient regime the process converges to the solution of
a system of differential equations [6]. He also proved that the error is O
Ä
1√
N
ä
where N is the number of components and also proved a version of the central
limit theorem [7].
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These processes are widely popular till this day as they provide a wide range
of applications, including chemical reactions and queuing systems [1, 3]. How-
ever, their applicability is limited by the assumption that components interact
with the global average.
Since then, investigations have been extended to deterministic and stochastic
processes on large networks where the vertices interact only through their neigh-
bours. One large class of such processes is the local density dependent Markov
population processes, the natural local version of the density dependent Markov
process, where the evolution of each component is governed by the empirical
distribution of its neighbours instead of the entire population.
The underlying graph structure turns out to be very important for the mean-
field limit. The structure of real-life networks is often modelled by random
graphs such as the Erdo˝s–Re´nyi graph, the configuration model, random regular
graphs etc. Depending on the structure of the network and the process, the
evolution of the population process may not have an explicit closed form, so
approximation is required.
The limit process provided by Kurtz is commonly used as a rough approxi-
mation, referred to as the homogeneous mean-field approximation in this paper.
This approximation ignores the structure completely, operating under the as-
sumption that the distribution of the neighbourhood of each vertex is close
to the global distribution. The validity of this assumption largely depends on
whether the population process is sufficiently mixed. It has been known to fail
in certain models, notably the SIR process in sparse graphs [13, 4], where the
mean-field limit is different from the homogeneous mean-field approximation.
In the present paper, we address the case of the Erdo˝s–Re´nyi graph, and
prove transient convergence to the homogeneous mean-field limit of Kurtz pro-
vided that the graph is sufficiently dense.
The rest of the paper is structured as the following: Section 2 details re-
lated work, including other approximations and results where either mean-field
convergence or bounds are shown in a rigorous way. Section 3 contains the
mathematical framework for the model of the present paper along with impor-
tant notation. The main result with proof is presented in Section 4 for a simple
setup and 5 for a general setup, and Section 6 concludes the work.
2 Related works
Kurtz proved several general results [6, 8] for density dependent Markov-processes
as stated in Section 1.
A different approximation called heterogeneous mean-field approximation is
introduced in [9], taking into account the degree distribution and degree corre-
lation of the network.
A lot of attention went to studying diffusion phenomena like disease spread-
ing (e.g. the SIR model [2]) and opinion dynamics [9, 10]. For the SIR process
on sparse graphs generated by the configuration model, the approach of Volz
turned out to be exact [13, 4].
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Another approach is called the quenched mean field approximation or N-
intertwined mean field approximation (NIMFA). This approach takes the full
network topology into account, and approximates the evolution of each node
by its expectation. Unfortunately the resulting system of differential equations
is not closed, so standard differential equation techniques cannot be used. The
standard approach [12] is to assume the dynamical correlation is small. Over-
all, NIMFA requires O(N) differential equations to be solved numerically for a
network of N vertices, which means that for the transient regime it can only be
used for relatively small graphs.
Despite using the full topology of the network, few rigorous results are known
about when NIMFA performs well. One important example is when dynami-
cal correlations are nonnegative, in which case NIMFA can be used to make
pessimistic predictions about prevalence of diseases on moderate sized networks
[11].
Finally, a recent result by Xue [15] showed that the SIR process on dense
Erdo˝s–Re´nyi graphs with bounded vertex weights can be described by a small
set of differential equations.
3 Setup of the model
We first set up the local density-dependent Markov process, then the homoge-
neous mean-field approximation, and finally the NIMFA approximation.
Local density-dependent Markov process
GN will denote an Erdo˝s–Re´nyi graph with N vertices (numbered from 1 to N)
with random weights aNij which describe the strength of the connection between
vertices i and j.
We assume GN is undirected and has no loops, which means, we have aNii = 0
and aNij = a
N
ji .
We decompose aNij into the product
aNij = w
N
ij b
N
ij ,
where the wNij ’s and b
N
ij ’s are independent; b
N
ij is the indicator of whether a link
is present between i and j, and wNij stands for the weight of that link. We
assume wNij are i.i.d. for i < j with a common nonnegative real distribution
independent from N , and bNij are also i.i.d. for i < j, with P(b
N
ij = 1) = p
N
allowing for scaling with N .
The unweighted Erdo˝s–Re´nyi graph is obtained by setting wNij = 1.
We assume that the distribution of wNij has a finite mean µ and variance σ
2.
By the law of total expectation it is easy to see that
µ˜ := E
(
aNij
)
= pNµ
σ˜2 := D2
(
aNij
)
= pN
(
σ2 + µ2
)− (pN)2 µ2.
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The sum of the weights originating from vertex i is denoted by
dN (i) =
N∑
j=1
aNij .
(In the unweighted case dN (i) corresponds to the degree of vertex i.)
Clearly
E
(
dN (i)
)
= (N − 1)µ˜ =: 〈d〉.
GN serves as a random environment for a local density-dependent Markov
process as described below.
Each vertex can be in one of the states from the local state space S =
{1, ..., S}. The global state of the system is defined as the total number of vertices
in each state, that is, a vector XN ∈ {0, 1, . . . , N}S with XN1 + · · ·+XNS = N .
The normalized global state, which records the ratio of vertices in each state, is
simply xN = X
N
N
.
In the classic density-dependent mean field setup of Kurtz [6, 7], each vertex
changes its local state according to a continuous time Markov process with rates
depending on xN . If ξNs,i(t) denotes the indicator that vertex i is in state s at
time t, then the normalized global state vector xN (t) = (xNs (t))s∈S at time t
can be written as
xNs = x
N
s (t) =
1
N
N∑
i=1
ξNs,i(t) (1)
and the rate of vertex i transitioning from state s to k is Qks = Qks
(
xN
)
. We
will also use the notation ξNi (t) =
(
ξNs,i(t)
)
s∈S .
We note that for a general GN graph, xN (t) is not a Markov process. The
entire collection of ξNi (t)’s (referred to as the exact system) is a Markov process,
but on a state space exponentially large in N .
In the local density-dependent version of this process, we look to set the
transition rates of each vertex depend on the weighted average of its neighbours
with weights aNij instead of the simple average of the entire system of Kurtz. In
this setting, vertices connected with an edge with larger weights have a stronger
influence on each other. Also, the weighted averages could be different for
different vertices, hence, they have a different “perception” of the global state.
In the unweighted case, this means that the transition rates of a certain vertex
depend only on the state of its neighbours. This motivates the definition of the
vector
φNi (t) :=
1
〈d〉
N∑
j=1
aNij ξ
N
j (t).
For technical simplicity, it is normalized by the deterministic global value 〈d〉
so the transitions rates will not blow up as we increase N .
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For the Erdo˝s–Re´nyi graph model, the rate of vertex i transitioning from
state s to k is
Qks = Qks
(
φNi (t)
)
.
We use the convention
Qss
(
φNi (t)
)
:= −
∑
k 6=s
Qks
(
φNi (t)
)
for diagonal elements. These rate functions can also be written in the more
compact matrix form
Q (φ) = (Qks (φ))
S
k,s=1 .
Throughout the paper, we will assume that all Qsk’s are locally Lipschitz-
continuous on RS . On RS , we use ‖.‖ = ‖.‖1 (but all norms onRS are equivalent
anyway). ‖.‖ will also use the corresponding operator norm on RS → RS
functions.
Homogeneous mean-field approximation
The homogeneous mean-field approximation of xN (t) is u(t) = {us(t)}s∈S , the
solution of
d
dt
us(t) =
∑
k∈S
Qsk(u(t))uk(t),
written in a more compact form as
d
dt
u(t) = Q(u(t))u(t)︸ ︷︷ ︸
f(u(t))
. (2)
Since Q is locally Lipschitz-continuous, it is also Lipschitz continuous on the
simplex
∆ := {v ∈ RS : vs ≥ 0 ∀s ∈ S,
S∑
s=1
vs = 1}
along with f . Existence and uniqueness of a global solution of (2) on ∆ follows.
The Lipschitz-constant for Qsk is denoted by Lsk and the Lipschitz-constant
of f is denoted by Lf on the appropriate domain (which will be defined later);
LQ denotes the Lipschitz-constant of the operator norm of Q with respect to
the operator norm, again on the appropriate domain.
NIMFA
EG and PG denote conditional expectation and probability conditioned on G
N ,
that is, we only average out the randomness of the stochastic process, not the
environment.
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The probabilities PG
(
ξNs,i(t) = 1
)
= EG
(
ξNs,i(t)
)
satisfy the differential equa-
tion (in vector form)
d
dt
EG
(
ξNi (t)
)
= EG
[
Q
(
φNi (t)
)
ξNi (t)
]
(3)
Unfortunately (3) is not closed, so ODE techniques can not be used directly
to study the behaviour of the probabilities. To get a closed system, we introduce
the N-intertwined mean field approximation (NIMFA) in a more general form.
NIMFA approximates the environment φi(t) of each vertex i by its average
E
(
φNi (t)
)
:
EG
(
Q
(
φNi (t)
)
ξNi (t)
) ≈ Q (EG (φNi (t)))EG (ξNi (t)) , (4)
which results in the closed dynamic
z˙Ni (t) = Q
(
ρNi (t)
)
zNi (t),
ρNi (t) =
1
〈d〉
N∑
j=1
aNij z
N
j (t).
(5)
Despite (5) being a closed system, it contains SN equations, which is difficult
to handle for large N (yet still much better than the exact system).
Local Lipschitz continuity guarantees that local solutions of (5) exist and
are unique. For initial conditions starting from ∆, we can extend this result to
global solutions. Global solutions stay in ∆, giving a nice probabilistic meaning
to them (see Lemma 12 in the Appendix).
The NIMFA approximation for xN (t) is then
yN (t) :=
1
N
N∑
i=1
zNi (t). (6)
In Sections 4 and 5, we present sufficient conditions that guarantee that
xN (t), u(t) and yN (t) are close in the transient regime. Section 4 focuses on the
simple dense Erdo˝s–Re´nyi graph, presenting the main ideas of the proof in a
simple setting, while Section 5 examines the general setting.
4 Mean-field for simple Erdo˝s–Re´nyi graph
First we consider the case when GN is the simple Erdo˝s–Re´nyi graph, that is,
the random weights aNij are 1 with probability p and 0 with probability 1 − p.
aNij = a
N
ji (the graph is undirected), a
N
ii = 0 (no loops), and for i < j, a
N
ij are
i.i.d. The regime we consider is the dense Erdo˝s–Re´nyi graph, e.g. when p is
constant and N →∞.
Due to
‖φNi (t)‖ =
dN (i)
〈d〉 ≤
N − 1
〈d〉 =
1
p
, (7)
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Qsk can be restricted to the compact domain {‖φ‖ ≤ 1}; its Lipschitz-constant
on this domain is denoted by Lsk, and LQ is the operator norm of Q.
Also assume xN (0)
p−→ u(0) and yN(0) p−→ u(0) respectively as N → ∞ ( p−→
denotes convergence in probability).
Theorem 1. In the regime described above, for every fixed T > 0,
sup
0≤t≤T
∥∥xN (t)− u(t)∥∥ p−→ 0 (8)
and
sup
0≤t≤T
∥∥yN (t)− u(t)∥∥ p−→ 0 (9)
as N →∞.
For the proof of (8), we use Poisson representation similar to modern proofs
of Kurtz (see e.g. [5]):
xNs (t) = x
N
s (0) +
1
N
∑
k 6=s
Ysk
(∫ t
0
N∑
i=1
Qsk(φ
N
i (τ))ξ
N
i,k(τ)dτ
)
− 1
N
∑
k 6=s
Yks
(∫ t
0
N∑
i=1
Qks(φ
N
i (τ))ξ
N
i,s(τ)dτ
)
, (10)
where Yks, s, k ∈ S are independent Poisson processes with rate 1. Technically,
the Poisson-processes can be chosen to be the same for any N , which presents
a coupling between systems for various values of N , but this coupling will not
be relevant.
We introduce the error terms due to averaging out fluctuations of the Poisson-
processes.
KNsk(t) =
1
N
Ysk
(∫ t
0
N∑
i=1
Qsk(φ
N
i (τ))ξ
N
i,k(τ)dτ
)
−
∫ t
0
1
N
N∑
i=1
Qsk(φ
N
i (τ))ξ
N
i,k(τ)dτ (11)
and
KN (t) =
( ∑
k:k 6=s
KNsk(t)−KNks(t)
)
s∈S
(12)
and also the error terms due to the difference in local and global environments:
HN (t) =
1
N
N∑
i=1
Q(φNi (t))ξ
N
i (t)−Q(xN (t))xN (t) (13)
7
so
xN (t) = xN (0) +KN (t) +
∫ t
0
HN(τ)dτ +
∫ t
0
f(xN (τ))dτ.
To handle the error terms, we need certain properties of the underlying graph
structure. To simplify notation, we introduce the random variable η which takes
values on {1, ..., N} uniformly independent from all other variables. η mostly
serves as a tool to rewrite large summations into shorter formulas. Accordingly,
we also use the notation EG,ξ which refers to the conditional expectation with
respect to the random environment GN and the stochastic process ξNi (t) on it,
only averaging out the artificial randomness introduced by η.
We introduce the terms
cN (i, j) := covG
(
aNiη, a
N
jη
)
=
1
N
N∑
k=1
aNika
N
jk −
1
N
N∑
k=1
aNik
1
N
N∑
l=1
aNjl .
To make this formula simpler, we will use the notation
dN (i, j) :=
N∑
k=1
aNika
N
jk
for the number of common neighbours of vertices i an j. Then
cN (i, j) =
1
N
dN (i, j)− 1
N2
dN (i)dN (j).
For i < j, the cN (i, j)’s are identically distributed. The diagonal terms have
the trivial bound
0 ≤ cN (i, i) ≤ 1
N
N∑
k=1
(
aNik
)2
=
dN (i)
N
.
Lemma 1.
EG
(∣∣cN (i, j)∣∣)→ 0 (14)
as N →∞.
Proof. Since the cN (i, j)’s are identically distributed, it is sufficient to examine
cN (1, 2).
cN (1, 2) =
1
N
N∑
k=1
aN1ka
N
2k −
1
N
N∑
k=1
aN1k
1
N
N∑
l=1
aN2l .
For each k, aN1k and a
N
2k are independent Bernoulli variables with parameter p,
and the aN1ka
N
2k’s are independent Bernoulli variables with parameter p
2, except
for k = 1, 2 when one of them is 0. Therefore, by the law of large numbers
1
N
∑N
k=1 a
N
1ka
N
2k
p−→ p2. Similarly, 1
N
∑N
k=1 a
N
ik
p−→ p for i = 1, 2, hence cN (1, 2) p−→
p2 − p · p = 0.
The proof is concluded by the observation that |cN (1, 2)| ≤ 1, so cN (1, 2)
also converges in moments. 
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Lemma 2. There exists a sequence of random variables RN1 not depending on
t such that RN is GN -measurable,∥∥∥∥∥ 1N
N∑
i=1
φNi (t)− xN (t)
∥∥∥∥∥ ≤ RN1
and
RN1
p−→ 0
as N →∞.
Lemma 2 states that the averages of local environments are close to the
global environment for large N .
Proof.
1
N
N∑
i=1
φNi (t) =
1
N〈d〉
N∑
i=1
N∑
j=1
aNij ξ
N
j (t) =
1
N〈d〉
N∑
j=1
dN (j)ξNj (t) = x
N (t) +
1
N〈d〉
N∑
j=1
[
dN (j)− 〈d〉] ξNj (t),
and so ∥∥∥∥∥ 1N
N∑
i=1
φNi (t)− xN (t)
∥∥∥∥∥ ≤ 1N〈d〉
N∑
j=1
∣∣dN (j)− 〈d〉∣∣ · ∥∥ξNj (t)∥∥ =
1
N〈d〉
N∑
j=1
∣∣dN (j)− 〈d〉∣∣ ≤
Ã
1
N〈d〉2
N∑
j=1
(dN (j)− 〈d〉)2 =: RN1 .
(15)
RN1 is clearly G
N -measurable, and
(
E(RN1 )
)2 ≤ E ((RN1 )2) = 1N〈d〉2
N∑
j=1
D
2
(
dN (j)
)
=
D
2
(
dN (1)
)
〈d〉2 = (16)
(N − 1)p(1− p)
((N − 1)p)2 = O
Å
1
N
ã
→ 0
as N → ∞. So E(RN1 ) → 0 as N → ∞, and Markov’s inequality finishes the
proof of Lemma 2. 
Lemma 3 states that local environments do not vary much when N is large.
Combining this with lemma 2, we obtain that for largeN nodes typically observe
a similar environment which is close to the global state.
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Lemma 3. There exists a sequence of random variables RN2 not depending on
t such that RN2 is G
N -measurable,
S∑
s=1
D
2
G,ξ
(
φNη,s(t)
) ≤ RN2
and
RN2
p−→ 0
as N →∞.
Proof.
S∑
s=1
D
2
G,ξ
(
φNη,s(t)
)
=
S∑
s=1
D
2
G,ξ
(
1
〈d〉
N∑
i=1
aNηiξ
N
i,s(t)
)
=
1
〈d〉2
N∑
i=1
N∑
j=1
N∑
s=1
ξNi,s(t)ξ
N
j,s(t)︸ ︷︷ ︸
0≤.≤1
covG
(
aNηi, a
N
ηj
) ≤ 1〈d〉2
N∑
i=1
N∑
j=1
|cN (i, j)| =: RN2 .
(17)
RN2 is clearly G
N -measurable. To prove RN2 → 0 in probability, we handle
the diagonal and the non-diagonal terms separately.
Since 0 ≤ cN (i, i) ≤ 1
N
dN (i), we have
E
[
1
〈d〉2
N∑
i=1
∣∣cN (i, i)∣∣
]
=
N
〈d〉2E
∣∣cN (1, 1)∣∣ ≤ 1〈d〉2E (dN (1)) =
1
〈d〉 =
1
(N − 1)p → 0.
For the non-diagonal terms, we use Lemma 1:
E
[
2
〈d〉2
∑
i<j
∣∣cN (i, j)∣∣
]
=
N(N − 1)
〈d〉2 E
(∣∣cN (1, 2)∣∣) =
N
(N − 1)p2E
(∣∣cN (1, 2)∣∣)→ 0.
so RN2
p−→ 0 holds. 
Now we turn our attention specifically to the error terms KN (t) and HN(t).
Lemma 4. For any T > 0 fixed,
sup
0≤t≤T
‖KN(t)‖ p−→ 0 (18)
as N →∞.
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Proof (Lemma 4). It is sufficient to show sup0≤t≤T |KNsk(t)|
p−→ 0 for any s 6=
k ∈ S. Then using (7),
Qsk(φ
N
i (t))ξ
N
i,k(t) ≤ Lsk‖φNi (t)‖ ≤
Lsk
p
,
∫ t
0
1
N
N∑
i=1
Qsk(φ
N
i (τ))ξ
N
i,k(τ)dτ ≤
Lskt
p
and
sup
0≤t≤T
|KNsk(t)| ≤ sup
0≤x≤LskT
p
∣∣∣∣ 1N Ysk(Nx) − x
∣∣∣∣ ,
which goes to 0 in probability according to the functional strong law of large
numbers for the Poisson process ([14], Section 3.2). 
Lemma 5.
sup
0≤t≤T
‖HN (t)‖ p−→ 0
as N →∞ for all T > 0.
Proof.
∥∥HN (t)∥∥ =
∥∥∥∥∥ 1N
N∑
i=1
Q
(
φNi (t)
)
ξNi (t)− f
(
xN (t)
)∥∥∥∥∥
=
∥∥EG,ξ [Q (φNη (t)) ξNη (t)] −Q (xN (t))xN (t)∥∥
=
∥∥EG,ξ [(Q (φNη (t))−Q (xN (t))) ξNη (t)]∥∥
≤ EG,ξ
∥∥(Q (φNη (t))−Q (xN (t))) ξNη (t)∥∥
≤ EG,ξ
(∥∥Q (φNη (t))−Q (xN (t))∥∥ · ∥∥ξNη (t)∥∥)
= EG,ξ
∥∥Q (φNη (t))−Q (xN (t))∥∥
≤ LQEG,ξ
∥∥φNη (t)− xN (t)∥∥
≤ LQ
[∥∥EG,ξ (φNη (t))− xN (t)∥∥+ EG,ξ ∥∥φNη (t)− EG,ξ (φNη (t))∥∥]
≤ LQ
(
RN1 +
S∑
s=1
EG,ξ
∣∣φNη,s(t)− EG,ξ (φNη,s(t))∣∣
)
≤ LQ
Ñ
RN1 +
Ã
S
S∑
s=1
D2G,ξ
(
φNη,s(t)
)é ≤ LQ (RN1 +»SRN2 ) p−→ 0
(19)
as N →∞. 
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To finish the proof of Theorem 1, we have
xN (t)− u(t) =xN (0)− u(0) +KN (t) +
∫ t
0
HN (τ)dτ
+
∫ t
0
f(xN (τ)) − f(uN(τ))dτ, (20)
and Gro¨nwall gives
sup
0≤t≤T
‖xN (t)− u(t)‖ ≤(
‖xN (0)− u(0)‖+ sup
0≤t≤T
‖KN(t)‖ + T sup
0≤t≤T
‖HN (t)‖︸ ︷︷ ︸
p−→0
)
eLfT ,
proving (8).
The proof of (9) is essentially identical to the proof of (8) as all bounds
come inherently from the graph structure. To prove (9), one has to use that
the solutions can be interpreted as probability vectors, then use the same trivial
upper bounds as for the indicators. Note that in the case of NIMFA the error
term KN (t) is absent. Details are left to the reader. 
5 Mean-field for general Erdo˝s–Re´nyi graph
In this section, we explore how far the ideas of the proof in Section 4 can be
taken to extend the result to general Erdo˝s–Re´nyi graphs. We use the notation
of Section 3.
Our baseline assumptions in this section are the following:
• convergence of the initial conditions, that is, xN (0), yN (0) p−→ u(0) as
N →∞, and
• the rate functions Qs,k are locally Lipschitz-continuous for all s, k ∈ S.
We list some additional assumptions we will need.
A1: For all s, k ∈ S, Qs,k is globally Lipschitz continuous with Lipschitz-
constant Lsk.
A2: There are positive constants c, ǫ such that 〈d〉 ≥ cN 12+ǫ.
In many applications in epidemiology, the rate functions are linear and A1
is not restrictive. However, if we only have locally Lipschitz continuous rate
functions, we need additional regularity conditions for the weights.
B1: pN ≡ 1
12
B2: the logarithmic generator function Λ(s) = log(E(exp(swN12))) is finite
for some s > 0.
A fixed constant factor in the weights could be incorporated into either B1
or B2 (in the current formulation, it is incorporated into B2).
We note that B1 implies A2.
Theorem 2. Assume the baseline assumptions plus either (A1 and A2) or (B1
and B2). Then for every T > 0,
sup
0≤t≤T
∥∥xN (t)− u(t)∥∥ p−→ 0 (21)
and
sup
0≤t≤T
∥∥yN (t)− u(t)∥∥ p−→ 0. (22)
Following the notation of Section 4, we again use η, a random variable that
takes values on {1, ..., N} uniformly, independently from all other variables,
along with the notation EG,ξ which refers to the conditional expectation with
respect to the random environment GN and the stochastic process ξNi (t).
We also use the same notation KN(t) and HN (t) as introduced in (12) and
(13).
KNsk(t) =
1
N
Ysk
(∫ t
0
N∑
i=1
Qsk(φ
N
i (τ))ξ
N
i,k(τ)dτ
)
−
∫ t
0
1
N
N∑
i=1
Qsk(φ
N
i (τ))ξ
N
i,k(τ)dτ
with
KN (t) =
( ∑
k:k 6=s
KNsk(t)−KNks(t)
)
s∈S
and
HN (t) =
1
N
N∑
i=1
Q(φNi (t))ξ
N
i (t)−Q(xN (t))xN (t).
Lemma 6 is the counterpart of Lemma 2 for the general case.
Lemma 6. Assume A2. Then there is a random variable RN1 which is G
N -
measurable, RN1
p−→ 0 and∥∥∥∥∥ 1N
N∑
i=1
φNi (t)− xN (t)
∥∥∥∥∥ ≤ RN1 . (23)
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Lemma 6 can be reformulated with η by observing that 1
N
∑N
i=1 φ
N
i (t) =
EG,ξ
(
φNη (t)
)
.
Proof. RN1 is defined according to (15) again, and we have∥∥∥∥∥ 1N
N∑
i=1
φNi (t)− xN (t)
∥∥∥∥∥ ≤ RN1 ,
(
E
(
RN1
))2 ≤ D2 (dN (1))〈d〉2 .
Then
D
2
(
dN (1)
)
〈d〉2 =
1
N − 1
σ˜2
µ˜2
=
1
N − 1
pN
(
σ2 + µ2
)− (pN)2 µ2
(pN )
2
µ2
≤ 1〈d〉
σ2 + µ2
µ2
→ 0
according to A2. So E
(
RN1
)→ 0 and RN1 p−→ 0 as N →∞.
Lemma 7.
D
2
(
N2cN (1, 2)
)
= O
(
N〈d〉2) . (24)
Proof.
D
2
(
N2cN (1, 2)
)
= D2
(
NdN (1, 2)− dN (1)dN (2)) =
N2D2
(
dN (1, 2)
)− 2N cov (dN (1, 2), dN (1)dN (2))+ D2 (dN (1)dN (2)) . (25)
To address the various terms in (25), we use the notation
γN(i, j, k, l) := cov(aN1ia
N
2j , a
N
1ka
N
2l).
The following symmetry properties hold:
γN (i, j, k, l) = γN(j, i, k, l) = γN (i, j, l, k) = γN (k, l, i, j).
We aim to identify and bound the nonzero terms among the γN(i, j, k, l)’s.
γN (i, j, k, l) can only differ from 0 if either i = k 6= 1 or j = l 6= 2 due to
independence of aN1ia
N
2j and a
N
1ka
N
2l . Depending on whether one or both hold,
there are essentially two distinct cases.
The first case: i = k, j 6= l.
γN(i, j, i, k) = E
î(
aN1i
)2
aN2ja
N
2l
ó
− E2 (aN1i)E (aN2j)E (aN2k) =
pN
(
σ2 + µ2
) (
pNµ
)2 − (pNµ)4 = (pN )3µ2 [σ2 + (1− pN)µ2]
Overall, 0 ≤ γN(i, j, i, k) = O
Ä(
pN
)3ä
in this case.
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The second case: i = k, j = l. Here, γN (i, j, i, j) = D2
(
aN1ia
N
2j
) ≥ 0 and
γN(i, j, i, j) = E
î(
aN1i
)2 (
aN2j
)2ó− E2 (aN1i)E2 (aN2j) =[
pN (σ2 + µ2)
]2 − (pNµ)4 = O Ä(pN)2ä .
Altogether, we have γN (i, j, k, l) ≥ 0 for all i, j, k, l.
With the values of γN above, estimating the terms in (25) becomes a com-
binatorial problem:
N2D2
(
dN (1, 2)
)
= N2D2
(
N∑
i=1
aN1ia
N
2i
)
= N2D2
(
N∑
i=3
aN1ia
N
2i
)
=
N2
N∑
i=3
D
2
(
aN1ia
N
2i
)
= N2(N − 2)γN(3, 3, 3, 3) = O
Ä
N3
(
pN
)2ä
= O
(
N〈d〉2) .
The second term in (25) is bounded from above by 0 due to γN(i, j, k, l) ≥ 0.
The third term in (25) is
D
2
(
dN (1)dN (2)
)
=
N∑
i=1
N∑
j=1
N∑
k=1
N∑
l=1
γN (i, j, k, l). (26)
(26) has O(N3) nonzero terms where either i = k, j 6= l or i 6= k, j = l. Each of
these terms is O
Ä(
pN
)3ä
, so their total contribution is O
(
N3(pN )3
)
=
(〈d〉3) =
O
(
N〈d〉2). (26) also has O(N2) nonzero terms where i = k and j = l. Each of
these terms is O
Ä(
pN
)2ä
, so their total contribution is O
(
N2(pN )2
)
= O
(〈d〉2).
Hence D2
(
dN (1)dN (2)
)
= O
(
N〈d〉2), so all three terms in (25) areO (N〈d〉2),
concluding the proof of the lemma.
The next lemma is the counterpart of Lemma 3.
Lemma 8. Assume A2. Then there exist GN -measurable random variables RN2
such that
S∑
s=1
D
2
G,ξ
(
φNη,s(t)
) ≤ RN2 . (27)
and RN2
p−→ 0 as N →∞.
Proof. Just like for Lemma 3, we have
S∑
s=1
D
2
G,ξ
(
φNη,s(t)
) ≤ 1〈d〉2
N∑
i=1
N∑
j=1
|cN(i, j)| = RN2 . (28)
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Since 0 ≤ cN (i, i) ≤ 1
N
∑N
k=1
(
aNik
)2
, the diagonal terms in (28) can be
handled with
E
[
1
〈d〉2
N∑
i=1
∣∣cN (i, i)∣∣
]
=
N
〈d〉2E
∣∣cN (1, 1)∣∣ ≤ N〈d〉2E
[
1
N
N∑
k=1
(
aN1k
)2]
=
N − 1
〈d〉2 p
N
(
σ2 + µ2
)
= O
Å
1
〈d〉
ã
→ 0.
For the non-diagonal terms in (28) we first calculate E
(
cN (1, 2)
)
.
E
(
cN (1, 2)
)
=
1
N
N∑
k=1
E
(
aN1ka
N
2k
)− 1
N2
N∑
k=1
N∑
l=1
E
(
aN1ka
N
2l
)
=
1
N
N∑
k=3
E
(
aN1ka
N
2k
)− 1
N2
N∑
k=3
N∑
l=3
E
(
aN1ka
N
2l
)− 1
N2
E
(
aN12
)2
=
N − 2
N
(
pNµ
)2 − ÅN − 2
N
ã2 (
pNµ
)2
+O
((
pN
)2
N2
)
=
(
pNµ
)2 N − 2
N
ï
1− N − 2
N
ò
+O
((
pN
)2
N2
)
= O
((
pN
)2
N
)
.
Hence the non-diagonal terms in (28) have the upper bound
2
〈d〉2
∑
i<j
∣∣cN (i, j)∣∣ ≤ 2〈d〉2 ∑
i<j
∣∣cN (i, j)− E (cN (1, 2))∣∣+ 2〈d〉2 ∑
i<j
∣∣E (cN (1, 2))∣∣ =
2
〈d〉2
∑
i<j
∣∣cN (i, j)− E (cN(1, 2))∣∣+O Å 1
(NpN )2
·N2 · (p
N )2
N
ã
=
2
〈d〉2
∑
i<j
∣∣cN (i, j)− E (cN(1, 2))∣∣+O Å 1
N
ã
.
The expectation of the first term can be estimated using Lemma 7:
E
[
2
〈d〉2
∑
i<j
∣∣cN (i, j)− E (cN (1, 2))∣∣
]
=
N(N − 1)
〈d〉2 E
∣∣cN (1, 2)− E (cN (1, 2))∣∣ ≤
N2
〈d〉2D
(
cN (1, 2)
)
=
1
〈d〉2D
(
N2cN (1, 2)
)
= O
Ç√
N
〈d〉
å
= O
(
N−ǫ
)→ 0,
where the last equality is due to A2. Therefore, RN2
p−→ 0.
Lemma 8 shows that φNi (t) does not vary much for a typical vertex i, and
Lemma 6 shows that the average of all φNi (t) is close to the global average x
N (t).
Our next aim is to show that replacing each local environment by xN (t) results
16
in a small error. This is where the condition A1 or B2 will play a role. Without
either A1 or B2, it might be the case that Qsk increases rapidly, incurring a
large global error resulting from the few vertices where φNi (t) ≈ xN (t) breaks
down. Ensuring either that there are no such vertices at all (which will follow
from B2) or that Qsk does not increase rapidly (A1) eliminates this issue.
The magnitude of φNi (t) is directly related to the degrees d
N (i) due to
∥∥φNi (t)∥∥ = S∑
s=1
∣∣φNi,s(t)∣∣ = S∑
s=1
1
〈d〉
N∑
j=1
aNij ξ
N
i,s(t) =
1
〈d〉
N∑
j=1
aNij =
dN (i)
〈d〉 .
For some M > 1 we define
∆M := {v ∈ RS : vs ≥ 0 ∀s ∈ S,
S∑
s=1
vs ≤M}
and the event
LNM :=
N⋂
i=1
ß
dN (i)
〈d〉 ≤M
™
.
Lemma 9. Assume B1,B2. Then there exists some 1 < M <∞ not depending
on N such that
P
(LNM)→ 1
as N →∞.
Proof. According to B2, log Λ(s) = log
(
E exp
(
wN12s
))
is finite for some s > 0.
Using that s, we have
P
(L¯NM) = P
(
N⋃
i=1
ß
dN (i)
〈d〉 > M
™)
≤
N∑
i=1
P
Å
dN (i)
〈d〉 > M
ã
=
NP
Å
dN (1)
〈d〉 > M
ã
= NP
(
1
〈d〉
N∑
i=2
wN1i > M
)
=
NP
(
s
N − 1
N∑
i=2
wN1i > sMµ
)
≤ Ne−sMµ(N−1)
î
E(esw
N
12)
óN−1
due to exponential Chebyshev’s inequality. Then M is chosen large enough
so that the exponent on the right hand side is negative and P
(L¯NM) → 0 as
N →∞.
M is fixed from now on. When LNM is true, Q can be restricted to ∆M which
is compact; Lsk and LQ denote the corresponding Lipschitz-constants of Q on
this domain.
LNM≤ will denote that inequality holds when LNM is true.
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Lemma 10. Assume either (A1, A2) or (B1, B2). Then for any T > 0 there
exist GN -measurable random variables RN such that
sup
0≤t≤T
‖HN(t)‖ ≤ RN (29)
and RN
p−→ 0 as N →∞.
Proof. Assumption A1 provides global Lipschitz continuity, so the proof of
Lemma 5 remains valid in this case.
Assuming B1 and B2, we can still use (19) when LNM is true to get∥∥∥∥∥ 1N
N∑
i=1
Q
(
φNi (t)
)
ξNi (t)− f
(
xN (t)
)∥∥∥∥∥ L
N
M≤ LQ
(
RN1 +
»
SRN2
)
.
On L¯NM we use the trivial upper bound∥∥∥∥∥ 1N
N∑
i=1
Q
(
φNi (t)
)
ξNi (t)− f
(
xN (t)
)∥∥∥∥∥ ≤ 2 maxv∈∆M′ ‖Q(v)‖
where M ′ := max1≤i≤N d
N (i)
〈d〉 . Then
RN :=
{
LQ
(
RN1 +
»
SRN2
)
if LN
2maxv∈∆M′ ‖Q(v)‖ if L¯N .
Clearly, ‖HN (t)‖ ≤ RN for all t ≥ 0. It is also true that RN p−→ 0 since
P
(
RN > ε
) ≤ P (L¯N )+ P(LQ (RN1 +»SRN2 ) > ε)→ 0
as N →∞.
Lemma 11. Assume either (A1, A2) or (B1, B2). Then for any T > 0,
sup
0≤t≤T
∥∥KN(t)∥∥ p−→ 0.
Proof. It is sufficient to show that for any s 6= k in S and for all T > 0, we have
sup
0≤t≤T
∣∣KNsk(t)∣∣ p−→ 0.
s and k are fixed for the rest of the proof of Lemma 11.
First we assume (B1, B2). Then, using Lemma 9,
∫ t
0
1
N
N∑
j=1
Qsk
(
φNj (τ)
)
ξNk,j(τ)dτ
LNM≤
∫ t
0
Qsk(0) + Lsk
1
N
N∑
i=1
∥∥φNi (τ)∥∥ dτ LNM≤
(Qsk(0) +MLsk) T =: C,
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so we can use the functional strong law of large numbers for the Poisson process:
P
Ç
sup
0≤t≤T
∣∣KNsk(t)∣∣ > ε
å
≤ P (L¯N )+ PÇ sup
0≤t≤C
∣∣∣∣ 1NNsk(Nt)− t
∣∣∣∣ > ε
å
→ 0
as N →∞.
Assume now (A1,A2). For some W > 0, let AW denote the event
AW :=
{
1
N〈d〉
N∑
i=1
dN (i) > W
}
.
From Markov’s inequality, it is clear that P(AW ) ≤ 1W , and∫ t
0
1
N
N∑
j=1
Qsk
(
φNj (τ)
)
ξNk,j(τ)dτ ≤
∫ t
0
Qsk(0) + Lsk
1
N
N∑
i=1
∥∥φNi (τ)∥∥ dτ A¯W≤
(Qsk(0) +WLsk)T =: C.
Once again, we use the functional strong law of large numbers for the Poisson
process:
lim sup
N→∞
P
Ç
sup
0≤t≤T
∣∣KNsk(t)∣∣ > ε
å
≤
lim sup
N→∞
P (AW ) + lim sup
N→∞
P
Ç
sup
0≤t≤C
∣∣∣∣ 1NNsk(Nt)− t
∣∣∣∣ > ε
å
≤ 1
W
.
W can be chosen arbitrarily large, ensuring
lim sup
N→∞
P
Ç
sup
0≤t≤T
∣∣KNsk(t)∣∣ > ε
å
= 0.
With Lemmas 10 and 11, the bounds for KN(t) and HN(t) are in place, and
the proof of Theorem 2 concludes identically to the proof of Theorem 1 using
Gro¨nwall. 
6 Conclusion
The paper provides rigorous proof for the mean-field convergence of local density-
dependent Markov processes on weighted Erdo˝s–Re´nyi graphs to the homoge-
neous mean-field limit in the transient regime under relatively mild density and
regularity conditions. The proof is also carried out for the deterministic NIMFA
process.
One natural question is how far the exponent (1/2 + ε) in condition A2 can
be decreased to still have the same mean-field limit. This is subject to further
investigation.
19
Other future work possibly includes other models of random graphs. In gen-
eral, we conjecture that a similar mean-field limit holds for other graph models
too, as long as the underlying graph structure is sufficiently dense. However,
for sparse graphs, the homogeneous mean-field approximation is known to fail
in certain scenarios. We expect that for sparse graphs, the mean-field limit may
depend heavily on the underlying graph structure and possibly also on details
of the process. This is also subject to further investigations.
7 Appendix
In this section we prove some properties of NIMFA.
Lemma 12. With initial condition zNi (0) ∈ ∆, the solution of (5) exists and
is unique for all t ≥ 0 and remains in ∆.
Proof. Let N be fixed. Due to the right hand side of (5) being locally Lipschitz-
continuous, we have local existence and uniqueness. Next we prove zNi (t) ∈ ∆
for any t > 0.
We create N auxiliary processes ζNi (t), which are independent time in-
homogeneous Markov processes with time-dependent transition rate matrices
Q(ρNi (t)). We use the notation
vNi,s(t) := P
(
ζNi,s(t) = 1
)
.
The Chapman-Kolmogorov equations for vNi,s(t) are
d
dt
vNi (t) = Q(ρ
N
i (t))v
N
i (t).
We claim that if zNi (0) = v
N
i (0) for all 1 ≤ i ≤ N , then we also have
zNi (t) = v
N
i (t) for any t > 0.
N∑
i=1
‖vNi (t)− zNi (t)‖ ≤
N∑
i=1
‖vNi (0)− zNi (0)‖+
∫ t
0
‖Q(ρNi (τ))[vNi (τ) − zNi (τ)]‖dτ ≤
N∑
i=1
‖vNi (0)− zNi (0)‖+max
i
max
0≤τ≤t
‖Q(ρNi (τ))‖︸ ︷︷ ︸
Ct
∫ t
0
‖Q(ρNi (τ))vNi (τ)− zNi (τ)‖dτ
Gro¨nwall’s lemma then implies
sup
0≤τ≤t
N∑
i=1
‖vNi (τ) − zNi (τ)‖ ≤
N∑
i=1
‖vNi (0)− zNi (0)‖eCtt = 0.
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Obviously vNi (t) = (v
N
i,s(t))s∈S ∈ ∆ since it is a probability vector, so zNi (t) ∈
∆ also holds. But ∆ is a compact set, so Q is globally Lipschitz-continuous on
∆, and global existence and uniqueness follows.
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