ABSTRACT To effectively solve the chaotic phenomenon problem in permanent magnet linear synchronous motor (PMLSM), this paper presents a novel control scheme combining radial basis function neural network (RBFNN), adaptive backstepping method, and particle swarm optimization (PSO) algorithm. By applying a feedback decoupling controller, a decoupled chaotic model of the PMLSM is constituted. In addition, in order to enhance the robustness of the system, the RBFNN is utilized to identify the uncertainties in PMLSM and the convergence of the overall closed-loop system, including unknown parameters is guaranteed based on the adaptive backstepping method. Moreover, the PSO is applied to promote the dynamic performance of the control system. The simulation results demonstrate the existence of chaotic phenomenon in the PMLSM. Besides, PSO-RBFNN controller that has strong robustness can make the motor out of chaos rapidly and smoothly, and identify the unknown parameters quickly and accurately.
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I. INTRODUCTION
Due to global warming and the lack of oil resources, the utilization of renewable energy has attracted lots of attention in the past few decades [1] . Compared with other green energies, wave energy is distinguished by its large power density and less power fluctuations, which leads to broad research on wave energy converter [2] , [3] . To enhance the efficiency of wave energy conversion, lots of research adopt direct-drive wave energy generation system [4] - [6] , where Permanent Magnet Linear Synchronous Machine (PMLSM) is widely applied to reduce intermediate converters, simplify system structure, and improve conversion efficiency [7] - [9] . However, when the parameters of a motor satisfy certain conditions, the motor will fall into chaos [10] , which means that the speed and current of the motor will oscillate in a certain range [11] . In addition, due to the unpredictable working environment in wave generation system, some parameters of PMLSM are difficult to be accurately detected, and PMLSM tends to run in chaotic state. Therefore, it is crucial to study the properties and control strategies for PMLSM when it is in chaos. Regarding the theory of identification for nonlinear chaotic system, lots of literatures have been studied, which have profound implications for chaos analysis. To eliminate the unmodeled dynamics and external disturbance, a novel adaptive fuzzy sliding mode control scheme, applying bacterial foraging optimization algorithm, was proposed, which realizes the synchronization of uncertain chaotic system [12] . Reference [13] proposed a new control approach for a class of nonlinear systems with uncertainties and external disturbances to reduce the chattering effect in sliding mode control scheme, which has strong robustness and effectiveness. Literature [14] presented a novel general type-II fuzzy control strategy for nonlinear chaotic power systems, which has less complex computations and achieves good control performance with more robust agianst external disturbances. The Teaching Learning Based Optimization (TLBO) proposed in the paper [15] has good performance on parameter identification for nonlinear chaotic system, which is worth learning. Reference [16] proposed a Self-Adaptive Learning Bat-inspired Optimization algorithm for solving both offline and online parameter estimation problems for chaotic PMSM system. Reference [17] proposed an adaptive sliding mode control strategy to acclimate to the parameters changes and make the motor out of chaos. Though the chaotic state is eliminated, the output of the controller may have chattering effect due to the high switching frequency of the controller. Reference [18] proposed an optimal control method to make the chaotic system become stable. But the controller has weak robustness, being strongly dependent on the accuracy of system model. To enhance the robustness of the controller, in paper [19] , an extended state observer is proposed to identify the unknown parameters in PMSM, which improves the effectiveness of the controller. By designing a sliding mode observer, the error caused by the parameters changes can be compensated, which promotes the robustness of the controller [20] . Reference [21] proposed an output feedback controller that can adapts to additive disturbance, measurement noise and parameters changes. Though the stability of control system in [19] , [20] , and [21] are confirmed, the dynamic response of velocity and current have chattering and overshoot. Additionally, the performance of the controllers mentioned above all strongly depended on the controller's parameters, and the method to obtain the appropriate parameters for the controllers wasn't specifically described. In order to enhance the control accuracy of a bearingless permanent magnet synchronous motor (BPMSM), paper [22] proposed an inverse system method plus the 2-degree-offreedom (2-DOF) internal model controller. The proposed control scheme achieves nonlinear decoupling, improves the control precision and dynamic performance of BPMSM and has strong robustness. Additionally, a novel control scheme combining the neural network inverse (NNI) method and 2-DOF internal model controller was proposed in paper [23] to guarantee the BPMSM system robustness to the external disturbance and parameter uncertainty. Besides, the NNI plus 2-DOF internal model control scheme was utilized to realize the decoupling control of the 4-DOF PMBAMB system in paper [24] , which has advantages in decoupling precision, tracking, and disturbance rejection. The papers mentioned above have great innovation in decoupling control theory, and have profound significance in motor control. Radial basis function neural network (RBFNN) is an improved neural network which has faster learning speed and higher approximation accuracy [25] . Therefore, in the recent years, RBFNN has been widely used in the nonlinear control system with uncertainties, especially in motor control system [26] , [27] .
Reference [26] presented a neuron PID control method for the BPMSM based on RBFNN online identification. The proposed control scheme has the ability to adapt to variations in the environment and identify the system online, which promotes the control performance and robustness. In addition, to eliminate the speed detection error for the bearingless induction motor (BIM), paper [27] proposed a novel observation scheme based on artificial neural network (ANN) inverse method. The observer has strong robustness, tracking ability, and high precision. Meanwhile, particle swarm optimization (PSO) algorithm is a method that searches for the optimal solution to minimize the given cost function. Compared with genetic algorithm (GA), PSO has simpler rules and less update steps, which accounts for its easy implementation, high precision and fast convergence speed [28] , [29] . Hence, PSO plays a significant role in optimization problems. Motivated by these methods, this paper investigates the possibility of RBFNN-based parameter identification and PSO-based controller parameters optimization. By designing a state feedback decoupling controller and replacing unknown parameters with the output of RBFNN, a decoupled chaotic PMLSM model with RBFNN is proposed. To guarantee the convergence of the control system, the update laws for RBFNN and the control laws for controller were formulated by utilizing adaptive backstepping design method based on Lyapunov stability criterion. At last, the performance of the control system is improved by optimizing the control gains and adaption gains based on PSO algorithm. The numerical results demonstrate the existence of chaotic phenomenon in PMLSM, and it is verified that the PSO-RBFNN controller is able to get the motor out of chaos expeditiously with tiny overshoot and has high control precision and strong robustness. The rest of this paper is organized as follows. Section II describes the chaotic model of PMLSM with RBFNN replacing the unknown parameters. Section III presents the controller design, proof of stability and the optimization of controller parameters. Section IV analyzes the chaotic characteristics of PMLSM and verifies the high performance of the proposed controller. At last, the conclusion is drawn in Section V.
II. MATHEMATICAL MODEL
In this paper, five assumptions have been imposed on the PMLSM system: (1) The core is non-saturable. ( 2) The eddy current loss and the hysteresis effect are ignored. (3) The back electromotive force is sinusoidal. (4) The inductance of q-axis and d-axis are assumed to be equal. (5) The errors caused by measurement delay are ignored.
A. DECOUPLED CHAOTIC MODEL OF PERMANENT MAGNET LINEAR MOTOR
To investigate how to control PMLSM to break away from chaos, the chaotic model of PMLSM is introduced from [17] :
where u d , u q , i d , i q denotes the voltage and current of d-axis and q-axis, respectively, γ = −
M F L , and φ denotes the effective magnetic flux linkage of the permanent magnet, R s denotes the phase resistance of the mover, L q represents the inductance of q-axis, τ denotes the pole pitch, M represents the mass of the motor, B represents the viscous friction coefficient of the motor, F L represents the load force.
The first two equations in (1) could be modified as the following matrix form:İ
where
According to (2) , i d and i q are coupled. To simplify the chaotic model, making the matrix A a diagonal matrix, a state feedback decoupling controller is designed as follows:
where u d * , u q * denote the input of the decoupling controller, and the output u d , u q are connected to PMLSM.
In addition, a linear transformation is applied:
where x 1 , x 2 are the intermediate variables.
Substitute (3), (4) into (2), the decoupled chaotic model could be formulated as follows:
Note that i d and i q could be derived by applying transformation refer to (4). 
B. IDENTIFICATION OF RADIAL BASIS FUNCTION NEURAL NETWORK
As γ is related to φ, which is difficult to be detected and tends to vary during the motor running, radial basis function neural network (RBFNN) is applied to identify the unknown parameter γ .
As shown in Fig. 1 , the network includes three layers. The input is the current i d and the output is the unknown parameter γ . The hidden layer contains a vector of radial basis functions
could be formulated as:
where c γ i , b γ i denote the center and width of h γ i , respectively. The output is formulated by the weighted sum of H γ :
T is the weight coefficients vector of the RBF neural network. F f is related to load force, which varies as demand changes. Hence, another RBF neural network was constructed to approach the unknown parameter F f :
w fi h fi (8) where
basis functions, where h fi could be formulated as:
where c fi , b fi denotes the center and width of h fi , respectively. Note that F f has the same structure of the neural network as shown in Fig. 1 .
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With RBF neural network, the decoupled chaotic model could be rewritten as:
where d 1 
III. CONTROL STRATEGIES
Aiming to design a controller that could make the system out of chaos despite the existence of unknown parameters in PMLSM, a novel adaptive backstepping method based on Lyapunov Stability Theorem was applied. The concept of adaptive backstepping is to design a controller recursively by considering some of the state variables as virtual controls, and designing intermediate control laws and update laws for them to make the closed-loop system satisfy Lyapunov stability criterion. However, unlike the conventional adaptive backstepping design, in this paper, the intermediate update laws are not used as the actual update laws until the final step. And all the estimate errors would be eliminated together at the final step to avoid the over estimation of the unknown parameters and enhance the estimation accuracy.
A. ADAPTIVE BACKSTEPPING DESIGN
It is indicated by (10) that the derivative of velocity is related to x 1 and x 2 . Therefore, to control velocity, x 1 and x 2 should be under control. By controlling the actual control terms u d * and u q * , x 1 and x 2 would stay at their setting value. With desired x 1 and x 2 , velocity could track its setting value. Hence, x 1 and x 2 are treated as virtual controls, and intermediate control laws should be designed for them.
Therefore, three error variables are introduced:
where e 1 represents the discrepancy between the actual velocity and its setting value v s . e 2 denotes the discrepancy between x 1 and its desired value α. e 3 denotes the error between x 2 and its desired value β. Note that α and β are intermediate control laws.
The first Lyapunov function V 1 is constructed as follows for the analysis of α, β and update law:
where µ f is the adaption gain of F f ,W f is the estimate error between W f and its estimation valueŴ f :
Upon the substitution of (10), (11) and (13) into (12), the derivative of V 1 can be represented as:
To make e 1 approach to zero as time approaches to infinite, V 1 should be non-positive. Hence, α, β andẆ f should be designed as follows:
where c 1 is the control gain, whose value is positive. It is implied by (4) that to control i d to stay at the setting value i ds , α and β should satisfy the following equation:
According to (15) and (17), α and β could be obtained:
Since x 1 and x 2 were virtual controls, e 2 ≡ 0 and e 3 ≡ 0. Consequently, (16) was not used as an update law. In addition, the presence of e 2 , e 3 andW f inV 1 was tolerated, and they would be compensated at the final step. Hence, with the virtual control laws in (18),V 1 becomes:
To make e 1 , e 2 and e 3 approach to zero as time approaches to infinite, the second Lyapunov function V 2 is constructed as follows for the analysis of control laws and update laws:
where µ γ denotes the adaption gain of γ ,W γ denotes the estimate error between W γ and its estimation valueŴ γ :
With the substitution of (11), (19) and (21), the derivative of V 2 can be formulated as:
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To achieve non-positiveV 2 , the actual control entities u d * , u q * should be designed as follows to make the bracketed term multiplying e 2 and e 3 in (22) both non-positive, respectively:
c 2 and c 3 are control gains, whose value are positive. To eliminate the estimate errorW f andW γ fromV 2 in (22), the update laws are designed as follows:
Substitute (24) and (26) into (22),V 2 becomes non-positive:
Since V 2 is the function of e 1 , e 2 , e 3 , W f and W γ ,V 2 is negative semi definite, which indicates that the system satisfies the Lyapunov stability. However, it is not guaranteed from (27) that all the errors including estimate errors would converge to zero. Therefore, further analysis on the convergence of the system need to be conducted.
B. STABILITY ANALYSIS
With the control laws (24) and update laws (26) , the derivative of the error system shown in (11) could be formulated as follows:
According to the LaSalle's invariance Theorem, the dynamic error system shown in (28) , which has a negative semi definite Lyapunov function, would converge to its largest invariant set M . And set M is contained in set E:
where x = [e 1 e 2 e 3WfWγ ] T .
According to (27) , to yieldV 2 (x) = 0, e 1 , e 2 and e 3 should all be equal to 0 in set E and set M . As a result, ignoring the disturbance d 1 and d 2 , (28) can be deduced as:
In order to determine the largest invariant set M , let [ė 1ė2ė3 ] T = 0, and the solution to the equation depends on the rank of 3 . There are two situations on the rank of the matrix 3 . If the desired velocity v s is equal to zero, the rank of 3 is 1, else the rank of 3 is 2, that is, 3 is full column rank.
If the rank of the matrix is 1,W f would be zero. However, W γ could be random. Hence, the unknown parameter F f could converge to its true value, but the unknown parameter γ is unable to converge to its true value. Therefore, the equilibrium point x = 0 was stable but not asymptotically stable.
If the rank of the matrix is 2, bothW f andW γ need to be zero to satisfy the equation. In this condition, the largest VOLUME 7, 2019 invariant set M only has one equilibrium point x = 0. This means that not only the velocity and the current can track the setting value, what's more, the unknown parameters will also converge to their actual value, that is, the equilibrium point x = 0 is asymptotically stable.
C. OPTIMIZATION FOR CONTROLLER PERFORMANCE
During the design procedure, some control parameters are not determined yet. The control gains c 1 , c 2 , c 3 and the adaption gains µ f , µ γ influence the convergence properties of velocity and the unknown parameters. Due to the complexity of the system, it is difficult to directly determine the optimal values for the control gains and update gains. Since PSO has high precision and fast convergence speed, which contributes to enhancing the dynamic performance of the controller, this paper utilized PSO to search for the optimal control gains and adaption gains.
In PSO algorithm, each optimization problem can be imagined as a particle swarm searching for the optimal point in the D-dimensional space. The quality of each point in the space is determined by a cost function that is related to the performance that we are concerned with. Each particle has their own position and velocity. And their movement is affected by its local best position and the global best position.
In this paper, each particle is formulated as:
where x i and v i denote the position and velocity, respectively. Note that the subscript i represents the i-th particle. The update laws for x i and v i are designed as: where ω 1 denotes the inertia coefficient that determines the effect of previous speed on the speed update, λ 1 , λ 2 represent the acceleration coefficients that determine the local and global search capabilities, respectively, r 1 , r 2 are two random numbers between 0 and 1, which increase the randomness of the search, and P i and P g are the local best position and the global best position, respectively. Note that the superscript k means the number of iterations. The PSO flow chart is shown in Fig. 2 . And the steps could be summarized as follows:
1. Initialize the first generation of particles, including their population size, position, velocity, and the value of cost function.
2. Update the local and global best positions for the next step.
3. Update the velocity and position according to (34). 4. Calculate the value of cost function after updating the position.
5. According to the stop criterion to judge whether terminate the search. If it doesn't satisfy the criterion, go back to step 2. It is indicated by (1) that F f directly influence the derivative of velocity. Therefore, the speed of the motor may stabilize faster with more accurate estimation value of F f . Hence, the cost function J pays more attention on the dynamic response of velocity and the estimation value of F f . The cost function is given by:
where v os and F os represent the overshoot of velocity and the estimation valueF f , respectively. T v_set and T f _set denote the settling time of velocity andF f , respectively.
IV. NUMERICAL ANALYSIS A. CHAOS ANALYSIS WITH LYAPUNOV EXPONENT
Lyapunov exponent is a quantity that characterizes the rate of separation of infinitesimally close trajectories. As long as the system has one positive Lyapunov exponent, then the system is chaotic [30] . As for the system shown in (1), there are three Lyapunov exponents due to the three state variables. In this paper, by applying the singular value decomposition on the Jacobian matrix of the system, the Lyapunov exponents are obtained from the product of the Jacobian matrix eigenvalues. Since F f and γ are unknown parameters which may vary while motor running, the simulation is conducted to investigate the impact of the unknown parameters on system chaotic phenomenon, and the results are shown in Fig. 3 and Fig. 4 . It is implied by Fig. 3 that both parameters influence the Lyapunov exponents. As γ increases to a certain value, one of the Lyapunov exponents turns to positive, which indicates that the system state changes from stable to chaos. On the other hand, as F f increases to a certain value, all the Lyapunov exponents become negative, which implies that the system becomes stable. Fig. 4 shows the variation of the largest Lyapunov exponent with different combination between F f and γ . It is indicated that while crossing the critical surface from left to right, the system state changes from chaos to stable.
Based on Fig. 3 and Fig. 4 , a guess could be made that the motor may be more likely to get into chaos under no-load or light load operation. This is reasonable because excessive load resistance would cause the motor to stop running, which reduces the possibility of getting into chaos.
To investigate more specifically in the chaotic state of the system, an instance is shown in Fig. 5 . And it is obviously that the velocity and current chaotically oscillate within a certain range.
B. CONTROLLER PERFORMANCE
To verify the robustness and effectiveness of the proposed control methods, a simulation was conducted, and the results are shown in Fig. 6 . Moreover, in order to quantify the controllers more systematically, three performance indexes are introduced. They are static error, overshoot, and settling time, respectively. Note that static error denotes the error between the steady state value and the expected value, and settling time represents the time required for the system to reach steady state. According to the simulation results shown in Fig. 6 , the corresponding index data are filled in Table. 1. From Fig. 6(a) , it can be seen that before the control was implemented, the velocity was in chaos. After applying control at t = 2s, all the controllers can stabilize velocity. However, Sliding mode controller and backstepping controller had large overshoot(5.29% and 6.43% respectively). Additionally, Sliding mode controller had largest static error (about 0.177m/s) compared with others. By contrast, PSO-RBFNN controller get the motor out of chaos smoothly (without overshoot), and control the velocity precisely. At t = 8s, the parameter γ changed from 25 to 30. The velocity was influenced by the variation. Sliding mode controller still had large static error (about 0.152m/s), backstepping controller had the largest overshoot (12.2%), and PSO-RBFNN controller was almost unaffected. At t = 10s, the setting value v s stepped from 10m/s to 15m/s. The proposed PSO-RBFNN controller stabilized the velocity at setting value with minimum overshoot (1.96%) and static error (0.0025m/s). At t = 15s, the parameter F f changed from 20 to 25.
The PSO-RBFNN controller can still remain velocity at the setting value with tiny fluctuations. From Fig. 6(b) , 6(c), and Table. 1, it can be seen that, the parameter estimate error of PSO-RBFNN are tiny (the largest estimate error is 0.037) compared with the others. Therefore, a conclusion can be drawn that PSO-RBFNN controller can estimate the uncertainties of PMLSM more accurately, which explained the reason of velocity tracking high precision. With more precise and expeditious identification of the system's parameters, the controller is able to get the motor out chaos more smoothly and control the speed more accurately. Fig. 7 shows the comparison of the control signal during the control procedure. It can be seen that sliding mode controller has a large chattering effect, and the convergence speed of adaptive backstepping controller is not satisfying. In contrast, PSO-RBFNN controller has small chattering effect and fast convergence speed.
V. CONCLUSION
This paper investigated the chaotic phenomenon in PMLSM, using Lyapunov exponent to judge whether the system was in chaos, and the results validated the existence of chaos in PMLSM. Additionally, a novel control method combining RBF neural network identification and PSO optimization was proposed for PMLSM to get out of chaos. The PSO-RBFNN controller utilized RBF neural network to identify the unknown parameters in PMLSM, and applied PSO algorithm to improve the parameters in controller. According to the numerical analysis, the proposed controller can effectively disengage the motor from chaos and control the motor to track the desired velocity. Although the unknown parameters changed during the simulation, the speed and estimation values can still converge to their desired value. Moreover, the control gains and adaption gains were optimized by PSO algorithm, which accounted for the promotion of the system convergence speed, the accuracy of the estimation value and the suppression of the overshoot. Due to the measurement delay in real-time implementation, the performance of the controller may be degraded. Hence, in future work, more attention will be paid on the observer design for the system, which can eliminate the delay error from measurement. Furthermore, the study of cost function is also important. A well-designed cost function can make the optimization more powerful.
