ABSTRACT System of systems (SoS) engineering ensures that subsystems successfully interoperate with one another via a physical network along with the designed interface specifications. The twofold challenge that motivated the authors is regarding the achievement of the interoperability for an SoS-based combat system as follows: 1) the validation of the interface specifications against the specified requirements at the system-design phase and 2) the verification of the subsystems against the interface specifications at the system-integration phase. To this end, an interoperability validation and verification toolset (IVVT) consisting of the following three components was developed: signal distributor, message collector, and message analyzer. The signal distributor captures the signal data in the middle of the existing communication interfaces, the message collector stores the signals in the form of distinguishable messages, and the message analyzer evaluates the messages by comparing the designed interface specifications that cover the communication syntax and semantics. For the experimentations, the developed IVVT was utilized for the combat systems of real submarines that have been domestically targeted for a renovation project. The objective of the experiments is the validation of the overall designed interface specifications before the development of the subsystems. The empirical results show that 12 fault cases were found in the specifications, some of which are extremely critical; therefore, a preferential validation of the specifications could prevent the incompatibilities between the subsystems during the combat system integration. In a future work, the authors will employ the IVVT for a verification of the developed subsystems to be integrated depending on the validity of the interface specifications.
I. INTRODUCTION
One of the primary challenges in the development of a system of systems (SoS) is the achievement of an effective interoperability between the constituent systems, or subsystems, and the accuracy of the corresponding exchanges of data that ensure the typical functioning of the overall SoS [1] - [4] . In combat system engineering, for example, the locations of most of subsystems are separated [5] . The sensors situated in various locations, the several weapon types, and the different-usage communication systems, as well as the combat management system (CMS) for military operations, are distributed across the nodes of a physical network. For the successful interoperability of these distributed subsystems, the preferential requirement involves reliable exchanges of system data via physical interfaces. To this end, the following validation and verification for data interoperability should be achieved for combat system engineering [6] , [7] : 1) A validation regarding whether the interface specifications that document the inputs and outputs (I/O) of the participating subsystems satisfy the intended requirements at the system/subsystem-design phase, and 2) a verification regarding the way that the subsystems are integrated via the interface specifications at the system-integration phase.
The product improvement program (PIP) can be considered as one of the cases for SoS engineering [8] . The PIP incorporates improvements of the partial capabilities regarding an in-operation integrated system to enhance the overall system performance. It makes changes to upgraded subsystems or retrofitted new ones. Because the PIP reduces the procurement time and lowers the maintenance costs compared to the development of an entirely new system, it has been a recent industrial trend in the military domain [9] - [11] . Fig. 1 shows a simplified illustration of the way that the PIP proceeds in terms of combat system engineering (this example will be referred to in Section III). A combat system contains a CMS, which is usually integrated to establish an interoperability with the other subsystems-e.g., communication, navigation, acoustic, and weapon systems-for the completion of military missions [12] . In Fig. 1 , a current combat system that comprises five subsystems may need to detect the broadband-frequency signals for the enhancement of the sensing abilities and to simultaneously track more targets for the advancement of the tactical evaluation. Accordingly, three of the existing systems should be improved for the advanced tactical operation, and one sensor system needs to be newly added for the improvement of the sensing ability. In this context, the guaranteeing of the reliable interoperability of the communication interfaces is the most significant role of the successful PIP, as well as the updating and retrofitting of the subsystems themselves [13] . Specifically, the improved combat system needs to be compatible with the current interfaces without any modification of the existing subsystems. Therefore, the interface specifications should be validated to guarantee the physical and technical connections between all of the subsystems before they are developed, and it should be verified whether the developed subsystems exchange the correct interface data based on the interface specifications.
For the achievement of a reliable interoperability, the interoperability validation and verification toolset (IVVT) is proposed here. The IVVT, a computer-based system with real-time computing constraints, functionally comprises the following three components: Signal Distributor, Message Collector, and Message Analyzer. The Signal Distributor is a specialized physical path that is inserted into an existing interface for the distribution of exchanged signal data; the Message Collector splits a series of the signals into distinguishable data units, i.e., messages, and then gathers them; and the Message Analyzer interprets the messages and evaluates the interoperability V&V by comparing the collected messages to the defined interface specifications. For the V&V of data interoperability, the Message Analyzer needs to set up the interface specifications that concretely cover the semantic rules, e.g., decoding methods of the interfacial messages and their feasible ranges, and the syntactic rules that govern data communications between the subsystems [14] , [15] .
The development of a PIP for in-operation domestic submarines, for which the goal is the enhancement of the evaluation of diverse targets through the utilization of improved sensing capabilities, is already under way [16] . Because the developed IVVT is utilized for the interoperability V&V in terms of this PIP, the target system of this study is a naval combat system, which is a typical SoS form [17] . For a more-complete employment of the IVVT, the authors conducted four tests to satisfy the technical standards regarding the real-time computing for the PIP, as follows: functional/operational, correctness, and robustness.
The PIP is currently proceeding at the system/subsystemdesign phase, so the aim of the IVVT here is the validation of the interface specifications of nine interfaces including several acoustic, non-acoustic, and navigation sensor systems. For empirical results, two experiments that allow the ideal preparation for sea-trial tests were performed in a harbor, and two experiments were performed at sea, i.e., sea-trial tests for various operational situations, lasting up to three days. From these tests, 12 specification-fault cases were found, leading to the revision of the specifications for a completesystem development; accordingly, data interoperability in the system/subsystem-design phase was validated by the IVVT. To sum up, the main contribution of this paper is to propose a practical V&V toolset that accomplishes the data interoperability associated with development of the SoS in the military areas. To the best of the authors' knowledge, the proposed IVVT is the first attempt to develop a practical implementation applied to in-operation submarines for interoperability V&V. This paper contains six sections. Section II describes the authors' scope for the interoperability V&V of the communication interfaces, and a partial literature review is introduced. Sections III and IV explain the proposed approach for the development of the IVVT according to the systemsengineering (SE) process, as follows: requirement analysis, system design, implementation, and system testing. Section V illustrates the experiments for the real target system; and Section VI concludes the study.
II. PROBLEM DEFINITION
The interface, which is a physical communication link in this paper, is an agreed-upon mechanism for the interactions between the different parts of an SoS. Interoperability is the ability of two or more system components to exchange information via the communication interfaces [18] . As the VOLUME 5, 2017 ''interoperability'' term is often used without a strict definition in the SE domain [19] , the interoperability scope needs to be clarified here.
For combat system engineering, a CMS needs navigation, acoustic, and weapon data from multiple subsystems; and each one has an independent link with the CMS for the following reasons [20] . First, the independent link guarantees that each connection can carry its own data load, thereby eliminating the traffic problems that can occur when links are shared by multiple systems; additionally, it brings advantages such as the robustness, privacy, and security of the link, so that if one link fails, only that link is affected while all of the other links remain active. As the combat system-the proposed target system-utilizes independent links for the above advantages, the scope of this study is initially restricted to an interface with a point-to-point link, i.e., an independent link between two subsystems for digital communication. Fig. 2 shows a schematic illustration of the interoperability V&V for a point-to-point link between two subsystems [21] . In Fig. 2 , the acoustic system is physically connected to the CMS, and it intends to transfer three different types of interface data to the CMS. These data, in the form of messages including pieces of information, are transmitted by a series of physical signals. For the interoperability V&V, combat system integrators first assure the validity of the interface specifications to accurately represent the interface data between the linked subsystems; then, they verify the subsystems at the I/O level by comparing the interface data with the valid interface specifications. To achieve the above goals practically, the IVVT toolset is proposed in this paper. The IVVT should primarily satisfy three functional requirements. First, it needs to be physically connected to the existing interfaces to divide and extract the interface data in the form of raw signals. Since the interfaces between the subsystems are technically identified, each piece of signal data is also separately divided and extracted. Next, the extracted signals are parsed into manageable data units, i.e., messages that are stored in a database. Lastly, the messages need to be interpreted and evaluated through a comparison with the defined interface specifications for the interoperability V&V. The IVVT is classified into three components according to the functional requirements, as shown in Fig. 3 . In SoS engineering, the interface specifications are usually described in interface control documents (ICD) [22] . The purpose of the ICD is the clear communication of all of the I/O possibilities of the interfaced systems; that is, it explains the mechanical configurations as well as the overall rules for the communications between the systems. The information of the mechanical specifications typically includes the types of terminal blocks and connectors, the wiring information of each cable, and the signal-voltage levels. The communication rules include the communication parameters, the message formats, and the message decoding rules and their feasibility.
A. LITERATURE REVIEWS
For decades, several works for the interoperability V&V of SoS have been studied. First, Kruger et al. [23] studied a verification method to analyze the interoperability of complex distributed systems with an especial focus on communication interactions between the systems. They proposed a method of message-sequence models to capture the communication patterns of the interactional interface data, for which it is necessary to insert monitors into the tested software using aspectoriented techniques. The monitoring codes were inspected continuously to verify the interaction patterns against the designed specifications. Accordingly, the focus of the proposed method of [23] is the causality between the interface data rather than the reliability of the data itself. Most of all, though, the corresponding models must be accessible to the software of the verified systems.
Tsai et al. [24] also studied the verification of intersubsystem interactions. As a part of the semantic interoperability, they focused on the workflow between the systems, e.g., the proper calling sequences or dependencies between the interface data. To this end, they proposed a technique called ''use scenario,'' which is an extension of the use case diagram in the unified modeling language. Unfortunately, their method assumed that the interface data itself is normal without any problems; that is, most interoperability failures arise from the inside of the interface data rather than their interactions.
Contrary to the above studies, several studies focused on the interface data. Kumaraswarny [25] proposed prototype models that provide a process to validate design parameters of subsystems under specified loads and environmental conditions. Moreover, he developed a closed-loop tool for the tracking and elimination of the data failures in the prototype models; this tool provides the details of the failure reporting and classification to accelerate the corrective actions for the achievement of the required reliability levels. The proposed method of [25] is only applicable to the prototype testing that occurs before the system-design phase.
The concept of Shin et al. [26] , which is similar to that of the present study, involved the development of an analysis tool to confirm integrated performance of the combat system; here, the tool is attached onto the point-to-point links of the combat system to extract interface data. To analyze the data, a message-description language was used to convert the raw interface data into the interpreted data format. Despite the practical contributions, however, it cannot validate the interface specifications or verify the developed subsystems in a comparison of the interface specifications. The main purpose of the tool is the analysis of the operating situations of the systems at the system-integration phase.
To summarize, the first two studies assumed the existence of perfect interface data, which is not realistic in terms of the development of actual systems. The latter two studies focused on interface data; however, they just monitored and analyzed the interface data, e.g., to show tracking physical sensing values, in their applications. In a comparison with these studies, the proposed toolset facilitates the interoperability V&V of combat systems by comparing the interface data and defined specifications of the systems.
III. SYSTEM DEVELOPMENT
In this section, the functional requirements for the proposed IVVT and a description of its systemic architecture are first presented. Then, the design and implementation are explained in detail. Fig. 4 gives the overall functional requirements of the IVVT. During the derivation of the requirements, the following two interface data are used: a signal and a message [27] . In digital communication, a signal is a bit stream that is represented by a sequence of binary digits to convey information from one place to another. Because the signal is physically realized with electric currents or finite voltage values, it is relevant to the physical layer in the open systems interconnections (OSI) model. Alternatively, a message is relevant to the data-link layer and is a distinguishable data unit that contains several meaningful fields. Before a transmission, since the messages are usually encoded for information security, they eventually need to be decoded for interpretation [28] . Therefore, a logical flow of the requirements is fundamentally influenced by VOLUME 5, 2017 the way in which the distributed signals are converted into meaningful messages, and the way that the messages are analyzed for the interoperability V&V by comparing with interface specifications.
A. FUNCTIONAL REQUIREMENT ANALYSIS
For an intelligible explanation, the example of Fig. 2 is also employed in Fig. 4 . The acoustic system sends the following three types of messages: an orange message comprising seven fields filled with fixed numbers, a blue message comprising four fields with lowercase alphabets, and a green message comprising three fields with uppercase alphabets. The left side of the functional requirements shows examples of the specifications, and the right side indicates the expected results of the requirements. In the requirements, a sequential number is assigned to each requirement according to the logical flow.
First, requirements 1 and 2 involve a complete distribution of the signals that interact via the interface. In these requirements, the mechanical configurations of the interface (e.g., how the connector types are constituted, and the role of each wire in multiple wires) and the electrical standards for the frequency, amplitude, and phase of the signals should be considered. The distributed signals after the two requirements are then collected according to the communication parameters (this correpsonds to requirements 3 to 4). In asynchronous serial communications, e.g., RS232, RS422, and RS485, the parameters include the number of bits, like the start, stop, and data, as well as the baud rate and the methods of the parity check and the handsharing [20] . If the communication parameters are invalid, the signal data get entangled and do not show an exact value. Requirements 1 to 4 are incorporated into the physical layer of the OSI model.
Because the distributed signals form a sequential stream mixed with three types of message, they should be classified according to the message form. A message, as a manageable data unit, is transferred according to the predetermined message format, which consists of various fields such as the information payload to be communicated and the header and footer for the message identifiers. Requirement 5 indicates the description of the message formats, and requirement 6 indicates the storage of the collected messages that are based on the message format. If the formats are incorrect, the messages cannot be divided accurately. For example, in terms of the orange message of Fig. 4 comprising seven fields with a specific header, if the length for the orange message is inaccurate, e.g., nine fields in this example, all of the messages are disordered.
Next, the collected messages need to be decoded (requirements 7 and 8) to grasp the meaning. To carry sensitive information, a sending system encodes a message so that only an authorized receiver can understand by decoding it [27] . Message interpretation is a conversion process that returns an encoded format back into the original sequence of characters. Lastly, the interpreted messages should be analyzed in terms of their semantic accessibility so that they do not result in inconsistencies that might lead to false results (requirements 9 and 10). Accordingly, as explained in the introduction, the proposed IVVT covers two types of interface specification for the interoperability V&V, as follows: Requirements 1 and 3 are syntactic specifications for the data communication, while requirements 7 and 9 are semantic specifications for the data analysis.
B. SYSTEM ARCHITECTURE Now, the design of the IVVT through assorting the the above requirements is described. Fig. 5 shows a demonstration of the system architecture of the IVVT that is categorized into the following three components: The Signal Distributor to accomplish requirements 1 and 2 of Fig. 4 , the Message Collector for requirements 3 to 6, and the Message Analyzer for requirements 7 to 10. Each component consists of several functional modules, and the arrows in Fig. 5 represent the logical flows among the modules, which are influenced by the requirements in Fig. 4 . A number of the noticeable architectural points are now explained. First, multiple Signal Distributors could be connected to the Message Collector. Since the Signal Distributor is a specialized physical path that is attached to a point-topoint interface between two subsystems, the number of Signal Distributors is changeable if the interfaces for the interoperability V&V are removed or newly added. By minimizing the modified components, this fundamentally guarantees system scalability in terms of the IVVT.
Next, the Message Analyzer enables flexible descriptions of the syntactic and semantic specifications regarding the communication interfaces. The syntactic specifications, a set of rules that govern data communications, represent physical agreements between the subsystems, while the semantic specifications, e.g., decoding rules and feasible ranges, are required to interpret the message data logically [29] . The Message Collector receives syntactic specifications from the Message Analyzer, distinguishes the messages using the specifications, and then stores them. Simultaneously, the Message Analyzer receives message data from the Message Collector.
All of the components also comprise visualization modules for the oversight of their operating status. The visualization modules enable real-time monitoring for the achievement of the current system status, thereby allowing users to exactly check the on-component activity [30] . Lastly, such a functionally divided architecture allows for concurrent development and facilitates independent testing. In the next subsection, the system designs of the three components are described in detail.
C. SYSTEM DESIGN
The Signal Distributor captures the signal data that are exchanged through an existing communication interface and forwards them to the Message Collector; that is, it is required to tap the signals and feed them into the Message Collector, while the existing communications between the subsystems are not interfered. 6 shows the hardware design of the Signal Distributor, wherein two functional modules are specified. The signal division module, illustrated in the left part of Fig. 6 , decouples a pair of the connectors, i.e., a receptacle and a plug, of one side of the connected systems. Because it is installed in the existing interface to divide the transferred signals, the module needs three ports, i.e., two ports to be inserted into the existing interface and one port to divide the signals. Note that the inserted two ports need an identical pair of connectors with those of the connected system. During the dividing of the signals, the impedance of the existing path might be changed so that the original signals could be influenced. The signal extraction module in the right part of Fig. 6 ensures that the original signals are not attenuated and disturbed. To design this module, an electronic isolation from the existing electrical path was implemented to avoid impedance mismatches. Specifically, a ground signal of the existing interface was isolated from that of the module to prevent ground noise; furthermore, a current-mirror circuit consisting of two matching transistors was designed to allow for a current duplication where the existing current constant is maintained regardless of the loading [31] .
Next, the Message Collector splits the signal data that are represented by electromagnetic waveforms into manageable message data pieces. It has physical I/O ports to connect multiple Signal Distributors, so it can process multiple signals from multiple Signal Distributors concurrently. Fig. 7 shows the hardware design of the Message Collector. The Message Collector was designed with a VERSA-Module Europa (VME)-bus crate containing a master and a slave board. The following components are interfaced to the VME bus: single board computer (SBC) to interrupt the handlers in the crate, UART channels for the serial communications, TF cards for the Ethernet communications, and a storage drive for the collection of the messages. The SBC (A in Fig. 7) , which is the only master, fulfills most of the functional activities. Specifically, it sets up syntactic specifications for the data communications that are received from the Message Analyzer, and it parses messages according to the message identifiers in the specifications. The message identifiers, for example, include the header, footer, message length, and timeout, etc. The identified messages are stored in the storage device (B) in the rear of the rack. In the slave board, the UART channels (C) for the serial communications are installed. To enhance the system scalability and availability, the Message Collector provides up to 20 I/O ports, which are plugged into the VME bus, for the RS232, RS422, and Ethernet communications (D and E). Lastly, the Ethernet ports at the front and rear sides (F) are used to connect the Message Analyzer.
Even though the Message Collector oversees the point-topoint delivery of the inter-subsystem messages, it does not recognize any of the message interpretations. The Message Analyzer ensures whether the interface specifications are correctly defined, or if whole messages are accurately transferred at the message level; therefore, it structures and decodes a message to convert it into information, and it then analyzes the information for the interoperability V&V. Fig. 8 shows a simplified class diagram of the Message Analyzer. The class InterfaceAnalysis manages the V&V activities for one particular interface. It is ensured that most of the InterfaceAnlaysis operations, e.g., loading of messages, analysis of messages, visualization of results, are based on the received messages and designed specifications; therefore, it is composed of the data and specification classes InterfaceData and InterfaceSpec. An interface provides the means for an arbitrary number of messages, and a message also comprises multiple fields. If an interface is removed, all of the interfacial messages and message fields disappear. Because the interface data are existentially responsible for the parts of the interface, the InterfaceData, MessageData, and FieldData classes comprise composition patterns with whole-part hierarchies [32] . The classes regarding the interface specifications are organized in a very similar way. A difference with the data classes, however, is that two types of specification, i.e., syntactic and semantics, are required for the InterfaceSpec class. Lastly, the InteroperabilityAnalysis class consists of the InterfaceAnlaysis class for the V&V activities of multiple interfaces. 
D. SYSTEM IMPLEMENTATION
Three components of the IVVT were implemented, as shown in Fig. 9 (a) . One of the Signal Distributors, in the left of Fig. 9 (a) , was realized with three serial ports, as follows: Two specialized ports were inserted into the existing interface, and one general port provides the distributed signal to the Message Collector. Note that the connectors for the specialized ports are designed to satisfy the military standard; therefore, if an interface for the interoperability V&V is added, a specialized Signal Distributor needs to be newly developed. In the middle of Fig. 9 (a) , the developed Message Collector with a top handle for portability is like a desktop computer. A multi-port processing module in the current version can support 20 ports. The LEDs at the front and back are used for checking the operational status, such as whether the Message Collector is ready for operation, whether the syntactic specifications are configured at each port, and whether the messages are currently stored. The Message Analyzer is a laptop-computer software program that provides a set of block libraries that describe the interface specifications for the structuring and decoding of a message; for example, the block libraries contain specifications like variable processing, arithmetic operation, conditional operation, and flow control. The screenshot of the Message Analyzer indicates the flow of the message-decoding process. Fig. 9 (b) shows two examples of the way that the Signal Distributors are connected to the existing inter-subsystem interfaces. Because most of the subsystems comprise multiple I/O ports, and some ports may be unreachable for the connection of the Signal Distributor, the user determines one end that can be accessed for the mounting of the Signal Distributor with respect to both sides, and identify the appropriate port of the chosen side. Afterward, the user needs to disjoin the connector pair, i.e., a receptacle and a plug, of the end and install the Signal Distributor. Fig. 9 (c) illustrates the connections of the three IVVT components. The multiple Signal Distributors are connected to the Message Collector, and the Message Collector is connected to the Message Analyzer via the Ethernet communication. For the interaction between the Message Collector and the Message Analyzer, a data distribution service (DDS) was used to enable an exchange of the interoperable real-time data between the publishers and the subscribers [33] ; the testing of these implemented components in the authors' laboratory is explained in the next section.
IV. SYSTEM TESTING TABLE 1 shows a summary of the authors' testing process for a more-complete employment of the IVVT. Three testing methods were utilized here. The first method is the unit test that is for an isolated investigation of individual functions. Accordingly, small pieces of test code were used for the software of the Message Collector and the Message Analyzer. In addition, in the case of the Signal Distributor, a multitester was used to inspect the open and short circuits based on the circuit design. In the following subsections, an integration test for operational testing and a system integration laboratory (SIL) test for correctness and robustness testing are explained.
A. INTEGRATION TEST
Most of the faults of an embedded system are discovered during integration tests [34] . An operational flowchart for the integration test of this study is illustrated in Fig. 10 . The targets of the test, which is divided into four stages, are the Message Collector and the Message Analyzer. In the first two stages, all of the interface specifications regarding the syntax and the semantics are configured in these two components; thereafter, the Message Collector preferentially gathers the message data to assure the normal conditions of the components. Here, the message collection can be triggered from both components; that is, the Message Collector can start a collection by pushing a physical button, or the Message Analyzer can send a collection command to the Message Collector via the Ethernet communication. If the message collection works normally and the interface specifications are set up correctly, the test proceeds to the next stage; otherwise, it returns to the previous stage.
In the third stage, the messages are practically collected. A remarkable point is that the two components are easily connected and disconnected. For example, if there is nothing wrong with the message collection at this stage, the user can disconnect the two components; if necessary, they can be connected again after a certain period. Because a constant connection between the components can result in other unexpected problems during the collection, a free connection/disconnection functionality facilitates a flexible operability depending on the conditions of the target systems. Lastly, if the message collection is completed, the collection function is terminated; similar to the second stage, the termination is executed by the two components. Therefore, if the correct syntactic specifications have already been established VOLUME 5, 2017 in the Message Collector and it is not necessary for the user to analyze the collected messages during the message collection, the Message Collector can be employed by itself without the Message Analyzer. In this case, the Message Analyzer would be used for the post-analysis.
B. SYSTEM INTEGRATION LABORATORY (SIL) TEST
The use of the SIL, otherwise known as a ''hardware-inthe-loop'' integration-test facility, is for the validation of the developed system during and after the integration using a mixture of virtual and real subsystem environments [35] . Similar to the land-based test site (LBTS) concept of the military domain, a facility that simulates the operational situations of the target system is used to validate and verify the system's design and implementation [36] . Both the SIL and the LBTS reduce the risk of failure across the developed-system lifecycle.
As illustrated in Fig. 11 , an SIL consisting of virtual simulators and the IVVT were built for the test. Ten virtual simulators, which were deployed in five computers, were developed to emulate the I/O-signal data of the subsystems of the following real systems: a CMS and nine sensor systems. All of the simulators, which are connected to the developed IVVT, especially the Signal Distributors, transfer the signal data using asynchronous serial communication. For the reliability of the IVVT, the following two main factors were evaluated in this test: correctness and robustness [37] , [38] . The correctness is measured according to the quality of the IVVT analysis in the absence of any missing messages, while the robustness is evaluated according to the duration of its normal functioning without any functional errors. Since the IVVT should be continuously operated up to three days, the time constraint for the evalution of these two factors is 72 hours. During these hours, the IVVT was tested, and in addition to a confirmation of an overall-function performance without any errors, it was confirmed that the number of received messages in the Message Analyzer is equal to that of the transmitted messages from the virtual simulators.
V. EXPERIMENTATIONS A. PRODUCT IMPROVEMENT PROJECT (PIP) OVERVIEW
The domestic military has undertaken a PIP for three of the submarines that are currently in operation. The dieselelectric attack submarine that is from the first generation of submarines that was developed by the Korean shipbuilder, DSME (Daewoo Shipbuilding and Marine Engineering) has undergone a combat system renovation that involves the replacement of the on-board subsystems including the CMS and a number of the sensor systems [16] . For this PIP, the compatibility of the improved subsystems with the other subsystems at the I/O-data level is a key consideration. The PIP follows an SE process, and its development duration is almost four years, from the latter half of 2014 to the first half of 2018. Fig. 12 shows a typical SE process [39] . Most phases in lifecycle models require V&V activities [40] ; and, the shaded boxes in this figure especially represent the two utilizations of the IVVT, as follows: The validation of the interface specifications at the design phase and the verification of the developed subsystems at the integration phase. Because the PIP is currently being at the detailed design phase, the IVVT first facilitates to ensure that interface specifications, or the ICDs, are exact. To this end, real data was first gained from the current interfaces, and this data were then analyzed in relation to the designed interfacial specifications. This analysis is possible because, even though the subsystems have been internally improved, I/O data of them should be identical to the original I/O data. In summary, the confirmation of the overall interface specifications so that they can be forwarded to the subsystem-development teams [4] is the main objective of this experimentation.
B. EXPERIMENTAL DESIGN
In this experimentation, the specifications for the communication interfaces that connect the nine sensor systems and the CMS were validated. The sensor systems include acoustic and non-acoustic sensors-e.g., echo sounder, depth sonar, periscope, electromagnetic log, and electronic support measures-and the navigation sensors of the inertial navigation system and the global positioning system. Fig. 13 shows the approximate locations of the above subsystems and the way that the developed IVVT is configured with them. As has been explained in the introduction, the systems are physically separated from each other, with the distances between some of them being up to 10 meters. A data integration system (DIS) is in charge of a bridge between the sensor systems and the CMS in this case. The DIS acts as an exchange that is usually called a ''hub.'' If a sensor system wants to send interface data to the CMS, it sends the data to the DIS, which then relays the data to the CMS; accordingly, most of the sensor systems are connected to the DIS via dedicated point-to-point links.
In Fig. 13 , the white marks indicate the subsystems for this experimentation, while the red marks represent the following two components of the IVVT: Message Collector and Message Analyzer. The Signal Distributors can be mounted on either side of the two interfacial ends, i.e., a sensor system or the DIS. At the DIS side, as all of the connectors are located in the bottom section of the DIS and they cannot be accessed due to the insufficient space, it is difficult to mount the Signal Distributors at the DIS side; therefore, the Signal Distributors were mounted at the sensor-system side. Meanwhile, the DIS also provides extra connection ports for the distribution of the interface data between the CMS and the five sensor systems, whereby these data were obtained from the DIS directly. All of the interfaces are communicated with asynchronous serial protocols, i.e., RS232 and RS422. As illustrated in TABLE 2, a total of four shipboard experiments were performed. The fundamental experiment was performed to examine whether the IVVT can configure the current submarine system without any mechanical errors, and the readiness experiment was the final test before the sea-trial experiments. These two experiments were conducted under the condition where the submarine was sitting off the harbor. Because the subsystems were operated restrictively in the harbor, the focus of these experiments became the complete preparation for the sea-trial experiments. After these experiments, the sea-trial experiments were performed to acquire the current interface data regarding the various operational situations. Both of the experiments lasted up to three days, i.e., 72 hours.
C. EXPERIMENTAL RESULTS
First, the successes and failures of the four experiments were evaluated to acquire the interface data. The ''Collected'' term in TABLE 3 means that the interface data could be successfully gathered from the relevant interface without any interference of the original communication. As shown in TABLE 3, the success of the data collections was only hampered by the two interfaces in the fundamental experiment. The first failure is because the development of the Signal Distributor is based on the incorrect connector type, thereby preventing its installment in the interface. The next failure is due to the incorrect design of the electrical circuits of the Signal Distributor. As mentioned in the previous section, the Signal Distributor should be electrically isolated so that it is not affected in the current interface; nevertheless, in this case, the unrealistic changing of the real data within the interface is owing to the influence of the authors' Signal Distributor. This is the main reason for the redesign of the Signal Distributor distribution module that is shown in Fig. 6 . Fig. 14 shows the way that the collected messages are analyzed in the Data Analyzer. The results that are presented in Fig. 14 were obtained from the first sea-trial experiment, for which the interface is the connection between a nonacoustic sensor and the DIS. The Message Analyzer lists the messages with a time sequence, and the transmitter, receiver, raw data, and analyzed results for each message (A in Fig. 14) are shown. The total number of collected messages in this interface is 259,452. The messages, which are analyzed to validate the described interface specifications, are transited at the destination periodically (B). Because the first message is like a transient message for the purpose of connection, it was removed from the analysis. The messages from the second message onward, i.e., steady-state messages, were analyzed for the results (C). At the bottom of the tab screen, the total number of messages and the total number of fault messages are shown (D). TABLE 4 presents a summary of the invalid cases of the interface specifications that were found in the experiments. It shows the total number of invalid cases for each experiment, with the exception of the failed interfaces that are shown in TABLE 3.
The invalid cases are classified into three levels of risk in this paper. The high-risk level means a critical fault. For example, if a system sends a message that has more (or fewer) fields than the number that is required, or it places the fields in the wrong order, the receiving system cannot interpret the message with the interface specifications anymore or use the message internally even though it has been interpreted. The middle-risk level is moderate and includes the presence of incorrect correlations between the message fields. Correlated message fields, for example, affect the internal systemic behaviors. They do not critically influence the message exchange, whereas the internal behaviors of the receiving system might work abnormally because of them. Lastly, the low-risk level concerns the initialization problem for each of the message fields. The 12 invalid cases that were found and shown in TABLE 4 . Note that the number of invalid cases is low for the first two experiments where only lowrisk cases were found; this is because the experiments were conducted under a condition where the systems were started in place and sailing did not occur.
Lastly, several invalid specifications were examined in the sea-trial experiments, i.e., cases A to D in TABLE 4, and the way that they were revised for the complete specifications is explained here. Fig. 15 illustrates the validation procedure for the cases of A, B, and C that belong to the interface data between a non-acoustic sensor and the CMS. The upper table in Fig. 15 indicates the collected messages that were delivered from the CMS to the sensor, the lower table is a synthesis of the comparison between the messages and the designed specifications, and the bottom box indicates the revision results for the specifications. First, some of the physical information is composed of a status and numeric value fields such as Bytes 35 to 40. In this case, the status field influences the availability of the value fields. Nevertheless, the designed specification does not describe their relations correctly (case B in In the second sea-trial experiment, a high-risk case regarding the messages that are transferred from an acoustic sensor to the CMS was examined (case D in TABLE 4). As illustrated in Fig. 16 , the design of the original interface specification indicates that the pressure field in Bytes 6 to 13 is expressed by a float-point number with seven fixed bytes including a decimal point. In contrast, the actual messages have the pressure expressed by an integer rather than a floating-point number; furthermore, the lengths of the pressure field can vary situationally. If the system that is to be improved is developed with this specification, as well as the disruption of all of the received messages that is due to the incorrect message length, the receiving system may not be able to interpret the relevant messages anymore. In conclusion, the fault cases of A to D (see the bottoms of Fig. 15 and 16) , which form the basis of a successful system integration [42] , were completely revised.
VI. CONCLUSION
This paper proposes the IVVT to validate and verify the data interoperability of the communication interfaces during the combat system design and integration processes. The functional requirements were analyzed to design the system architecture, and it was developed through its categorization into the following three components: Signal Distributor, Message Collector, and Message Analyzer. For the complete employment of the IVVT, several system tests, including an SIL for correctness and robustness testing, were performed.
As a case study, the developed IVVT was applied to submarines that are currently in operation and are the targets of a domestic PIP. Because the current phase of the PIP is a detailed design phase, the IVVT was employed to validate the designed interface specifications through a comparison of the current interfaces' data within the combat system. Four shipboard experiments, including sea trials, were carried out, and a total of 12 specification-fault cases were found. Some of them were extremely critical in view of systems' interfaces so that the receiving systems cannot interpret the relevant messages with the fault specifications.
Invalid interface specifications will lead to unforeseen inter-subsystem incompatibilities that cannot be revealed until the subsystems are integrated together. Consequently, they give rise to the improper implementation of the subsystems with respect to the hardware, software, and system interfaces. The combat system integrators should therefore evaluate the interface specifications constantly at the system-design phase and forward the valid specifications to the subsystem developers during combat system engineering; this is one of the practical purposes of the proposed IVVT. In a future work, at the system-integration phase in combat system engineering, the developed IVVT will be employed to verify whether the developed subsystems can be integrated via valid interface specifications in terms of a complete combat system. 
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