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Abstract13
InSAR time series methods aim to reconstruct time-dependent ground displacements over14
large areas from sets of interferograms in order to detect transient, periodic or small am-15
plitude deformation. Because of computational limitations, most existing methods consider16
each pixel independently, ignoring important spatial covariances between observations. We17
describe a framework to reconstruct time series of ground deformation while considering18
all pixels simultaneously, allowing us to account for spatial covariances, imprecise orbits19
and residual atmospheric perturbations. We describe spatial covariances by an exponential20
decay function dependent of pixel-to-pixel distance. We approximate the impact of impre-21
cise orbit information and residual long wavelength atmosphere as a low-order polynomial22
function. Tests on synthetic data illustrate the importance of incorporating full covariances23
between pixels in order to avoid biased parameter reconstruction. An example of applica-24
tion to the northern Chilean subduction zone highlights the potential of this method.25
1 Introduction26
The development of time series analysis methods for Interferometric Synthetic Aper-27
ture Radar (InSAR) has led to significant advances in various fields of earth sciences.28
Large ground displacements are now routinely measured by combining single pairs of29
SAR images into interferograms, a measure of the spatial and temporal change of distance30
between the ground and an imaging satellite [e.g. Massonnet et al., 1993; Goldstein et al.,31
1993]. For such measurements, the phase signature of the spatial and temporal variabil-32
ity in the refractivity gradients in the atmosphere often behaves as the dominant source of33
coherent noise [Hanssen et al., 1999; Hanssen, 2001; Doin et al., 2009]. In addition, spa-34
tial and temporal decorrelation prevents the measure of a continuous displacement field35
over rough terrains, vegetated areas or snow-covered regions, challenging attempts to mea-36
sure ground displacements in many interferograms [Li and Goldstein, 1990; Zebker and37
Villasenor, 1992].38
Time series analysis methods have been developed in order to reconstruct the spa-39
tial and temporal evolution of surface displacements from a stack of interferograms despite40
spatially and temporally variable interferometric phase coherence and to limit the impact41
of noise imposed by atmospheric delays [e.g. Berardino et al., 2002; Usai, 2003; Hetland42
et al., 2012; Agram et al., 2013]. For instance, in the field of active tectonics, these meth-43
ods allow detection of transient slip along active faults or to image slow, long-wavelength,44
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strain rates due to interseismic loading across active faults [e.g. Elliott et al., 2008; Jolivet45
et al., 2012, 2013; Bekaert et al., 2015; Rousset et al., 2016; Daout et al., 2016].46
Existing time series analysis methods can be classified into two groups: Persistent47
Scatterer (PS) and temporally parameterized methods. PS techniques identify sets of pix-48
els based on their scattering properties to improve the signal-to-noise ratio of interfero-49
grams and help phase unwrapping [e.g. Ferretti et al., 2001; Hooper et al., 2007, 2012].50
These methods are out of the scope of the present study as they work on a restricted set51
of pixels. In the following, we will only consider parameterized methods that include all52
unwrapped pixels of a set of interferograms to reconstruct the time-dependent interfero-53
metric phase. SBAS methods concentrate on the evolution of the phase through time from54
a network of unwrapped interferograms, solving the set of linear equations relating the55
increments of phase with time to that of interferograms considering a constant velocity56
between acquisitions [Berardino et al., 2002]. Multiple variants of SBAS have been pro-57
posed. Some concentrate on the actual phase values [Schmidt and Burgmann, 2003] while58
other methods focus on a geophysically motivated dictionary of time-dependent functions59
to describe the evolution of the phase [e.g. Hetland et al., 2012; Agram et al., 2013]. The60
NSBAS approach combines both SBAS and a dictionary approach to overcome limitations61
posed by spatial and temporal decorrelation [López-Quiroz et al., 2009]. All these methods62
require some level of a priori knowledge on the evolution of surface displacements in the63
case of disconnected subsets of interferometric pairs. In addition, all SBAS-based methods64
require careful prior removal of residual long-wavelength signals, including those due to65
orbital uncertainties or long-wavelength atmospheric perturbations [Doin et al., 2009].66
While these methods provided the foundations for significant advances, several tech-75
nical issues remain. SAR images in existing archives, such as those from the ENVISAT,76
ERS or RadarSAT satellites, provide an invaluable dataset to extend in the past 20 years77
current time series of deformation, especially when no ground based geodetic data have78
been collected. However, images in these archives do not always cover the same area for79
technical reasons. For instance, in places like northern Chile, interferograms used as an80
input to any time series analysis method are built from acquisitions of variable along-81
azimuth coverage (Fig. 1). In such case, a PS method cannot be systematically applied.82
Furthermore, if the extent of the area covered by all acquisitions is relatively small, it83
maybe diﬃcult to set diﬀerential interferograms in a common reference (i.e. a common84
set of pixels set to a common value) prior to an analysis with an SBAS-based time se-85
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ries method. In most methods, pixels are considered independent from each other despite86
known sources of correlated noise. For instance, the turbulent component of atmospheric87
delays can be statistically described by an empirical covariance function of the pixel-to-88
pixel distance [e.g. Chilès and Delfiner, 1999; Emardson et al., 2003; Lohman and Simons,89
2005; Sudhaus and Jónsson, 2009; Jolivet et al., 2012]. Ignoring this covariance will bias90
the inversion procedure. A potential solution is to perform the time series analysis in91
the wavelet domain in which wavelets are considered independent [Hetland et al., 2012;92
Shirzaei, 2013]. However, this assumption still remains an approximation. In what follows,93
we describe a time series analysis method that allows one to consider all pixels simulta-94
neously, reconstructing the temporal evolution of the interferometric phase in a common95
reference frame and accounting for spatial covariances in interferograms.96
2 An algorithm for Multi-Pixel Time Series (MPiTS)97
2.1 Three time series analysis formulation98
Reconstructing the evolution of the interferometric phase with time requires defining99
a common reference frame while estimating the evolution of the phase. The interferomet-100
ric phase is the diﬀerence between phase values at each acquisition. Due to its common101
appearance, many long-wavelength signals such as those from orbits, long wavelength102
tropospheric perturbations or oscillator drift [Marinkovic and Larsen, 2013; Fattahi and103
Amelung, 2014] have been commonly mistaken for orbital errors and are commonly em-104
pirically removed prior to time series analysis. Here, for simplicity, we describe this sig-105
nal as a linear function of range and azimuth for each acquisition, hereafter referred to as106
the ramp. In addition to this ramp, we assume interferograms are in a diﬀerent reference107
frame which needs to be estimated in order to reconstruct continuous deformation fields.108
Therefore, for a pixel of coordinates (x, y) in the range and azimuth reference frame, the109
interferometric phase Φm,n(x, y) combining two acquisitions at times tm and tn can be110
Φm,n(x, y) = ϕm(x, y) − ϕn(x, y)111
+ amx + bmy − anx − bny112
+ rm,n, (1)113
where ϕm(x, y) is the phase at a pixel (x, y) and at an acquisition m at a time tm, and am114
and bm are the parameters of the ramp at acquisition m (and the equivalent for acquisition115
n). The last term, rm,n, is the correction required to put each interferogram in a common116
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reference frame. The diﬀerence between the three time series methods considered in the117
following lies in the formulation of the phase, ϕm(x, y), as a function of time. We propose118
three approaches to solve this problem and reconstruct the evolution of deformation from119
a set of interferograms: a SBAS-based method, a dictionary-based method and a NSBAS-120
based method.121
Our implementation of the SBAS-based method solves for the phase values at each122
acquisition time with the formulation of Schmidt and Burgmann [2003]. We solve equation123
1 to recover the unknown parameters, including the 2D fields ϕm(x, y), the ramp parame-124
ters, am, bm and the referencing term rm,n.125
Our implementation of the dictionary method solves for the parameters of a time-126
dependent function, similarly to the approach proposed in the wavelet domain by Hetland127
et al. [2012] or in the space domain in the Generic Interferometric Toolbox [Agram et al.,128
2013]. This approach is frequently used in the post-processing of GNSS time series. We129
write the phase at each acquisition, ϕm(x, y), as the sum of a set of predefined functions.130
This set of functions may include a secular term (i.e. a linear function of time), periodic131
functions to account for seasonal or higher order terms, spline functions to account for132
transient events and Heaviside functions to model sudden ground motion like that due to133
earthquakes. The phase ϕm(x, y) for a pixel of range and azimuth coordinates (x, y) at134
time tm becomes135
ϕm(x, y) = k(x, y) + v(x, y)tm136
+
np∑
i=1
[
ci(x, y) cos(2piωitm) + si(x, y) sin(2piωitm)
]
137
+
nb∑
i=1
bi(x, y)Bs(tm − Ti)138
+
ne∑
i=1
hi(x, y)H(tm − Ti)139
+ ... (2)140
where k(x, y) is a two dimensional field of oﬀsets, v(x, y) is a field of phase velocity,141
ci(x, y) and si(x, y) are the amplitudes of periodic oscillations, bi(x, y) are the amplitudes142
of spline and hi(x, y) are the amplitudes of Heaviside functions. In this formulation, np ,143
nb and ne are the number of periodic functions, of splines and of Heaviside functions cen-144
tered on time Ti , respectively. Here, we solve equation 1, substituting the phase values145
ϕm(x, y) by their formulation given in equation 2. Unknowns are the terms before each of146
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the basis functions, the ramp parameters and the referencing term. This method requires a147
geophysically motivated dictionary of functions to capture essential physical processes.148
The NSBAS method aims at reconstructing the phase at each acquisition with the149
simultaneous estimation of a modeled phase history, combining both methods previously150
described [López-Quiroz et al., 2009; Jolivet et al., 2012; Doin et al., 2015; Daout et al.,151
2017]. The addition of a set of function dictionary to adjust to the phase evolution allows152
to link temporally disconnected subsets in the case of low coherence. If for one pixel,153
subsets of the interferometric network are disconnected (i.e. no interferometric link con-154
strains the phase evolution during that period) and there is no temporal overlap between155
the sub-networks, it is not possible to connect these phase histories with the SBAS ap-156
proach. In this case, a function parameterize in time adjusted on the phase allows to con-157
nect the subsets [for some discussion on the subject, see López-Quiroz et al., 2009; Jolivet,158
2011]. Our implementation of the NSAS-based metho solves both equations 1 and 2 si-159
multaneously. Unknowns are the phase fields, ϕm(x, y), the ramp parameters, the referenc-160
ing term and the terms before the basis functions in equation 2. NSBAS has the advantage161
of providing a temporal evolution of the phase consistent with a parameterized model of162
surface displacements at once (i.e. we solve for the phase and fit it with some functions at163
once).164
The three proposed methods are a variation of the same problem. If there is no dis-165
connected subsets and all pixels concerned are unwrapped in each interferogram of the166
network, the SBAS-based and NSBAS-based approaches should yield identical phase167
fields and the dictionary and NSBAS-based approaches should results in identical fields168
of basis function terms. The choice of the method to employ will therefore depend on the169
configuration of the interferometric network and the specificities of the ground displace-170
ments and should be made on a case-by-case basis. Finally, we note that equation 1 is171
ill-posed. We therefore always solve the problem with respect to a reference in time (see172
Supp. Mat.).173
2.2 Formulation of the inverse problem174
Reconstructing the evolution of the phase through time consists of solving a linear175
inverse problem. We write176
d = Gm, (3)177
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where d is the data vector that contains the interferometric phase values for all the avail-178
able pixels, m is the model vector of unknown parameters and G is the matrix mapping179
the model space into the data space. The data vector has a size equal to the number of in-180
terferograms times the number of pixels. For instance, for a stack of 100 interferograms,181
with each containing about 1000 pixels in range and in azimuth (i.e. roughly the size of182
an Envisat or ERS interferogram looked down 20 times in azimuth and 4 times in range),183
the data vector will contain 1e8 elements. For a similar sized problem, the number of un-184
knowns depends on the method used but is on the order of 1e6 to 1e7 elements. The ma-185
trix G is large. However it is also sparse and thus approachable with a distributed imple-186
mentation.187
We solve the inverse problem by finding model parameters m that minimize the gen-188
eralized least square cost function S, defined as189
2S(m) = (Gm − d)TC−1d (Gm − d) + (m −mprior)TC−1m (m −mprior), (4)190
where Cd and Cm are the prior data and model covariance matrices and mprior the prior191
model [Tarantola, 2005]. The prior data covariance matrix describes the uncertainties192
on the data while the prior model covariance matrix describes our prior knowledge on193
the model parameters. This inverse problem has an analytical solution with the posterior194
model mpost given by,195
mpost = mprior + (GtC−1d G + Cm)−1GtC−1d (d −Gmprior). (5)196
However, given the structure of the prior data and model covariance matrices described197
bellow, we cannot compute the second-derivative of the cost function called Hessian, H ,198
that writes199
H = GTC−1d G + C−1m (6)200
in the case of a linear problem, hence we cannot compute mpost directly [Tarantola, 2005].201
We solve this problem using a conjugate direction solver to iteratively approach mpost. Our202
fully parallel implementation uses the PETSc library and the mpi4py and petsc4py Python203
wrappers [Balay et al., 1997, 2016; Dalcin et al., 2011].204
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2.3 Choosing covariances for each method205
The choice of data and model covariances depends on the time series approach cho-206
sen. We provide general considerations based on our own experience and data sets and207
describe our implementation for the data and model covariances.208
In both the SBAS and NSBAS approaches, we reconstruct the time evolution of the209
phase. In our approach, reconstructed phase still contains signals from all known and210
unknown sources of noise, such as phase noise or turbulent tropospheric perturbations.211
Therefore, as Cd describes the uncertainty on the interferometric phase, it is necessary to212
build the data covariance matrix as a diagonal matrix with small values with respect to213
the expected precision of the reconstruction. In the dictionary approach and in the NS-214
BAS approach, we interpret the evolution of the phase with a parameterized function of215
time. Therefore, the data covariance should reflect the influence of these various sources216
of noise.217
For an interferogram, once the topography-correlated component of the atmospheric218
delay has been corrected for and assuming the remaining noise related to turbulent atmo-219
spheric delays is isotropic and spatially stationary, noise can be statistically described by220
a simple covariance function. This covariance function can be approximated by an expo-221
nential decay function of the distance between two pixels [Fig. 2; Sudhaus and Jónsson,222
2009; Jolivet et al., 2012]. The covariance function, C(x), can be written as223
C(x) = 1
N(x)
∑
|i, j |2=x
|ΦiΦj |224
≈ σ2e−x/λ, (7)225
where, i and j are two pixels of phase Φi and Φj , N(x) is the number of pixels separated226
by a distance x and σ and λ are the amplitude and the characteristic length scale of the227
approximate covariance function. We compute the empirical covariance function of each228
interferogram and approximate these covariances by a best fit exponential decay (Eq. 7).229
We use these functions to build the data covariance matrix. In the NSBAS approach, the230
basis function terms are adjusted to the phase at each acquisition date. We therefore re-231
construct the amplitude and characteristic length scales of the noise covariance function232
for each acquisition through time series analysis.233
Although model covariance primarily aims at managing the ill-posedness of the234
problem through damping or smoothing, building the prior model covariance matrix Cm235
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requires a decision motivated by the physics of the surface processes measured. We as-236
sume ramp and reference parameters are independent from all other parameters, hence a237
diagonal covariance matrix. The value of the diagonal term depends on the set of interfer-238
ograms, but should be large with respect to what is to be expected. Then, one of the goals239
of this multi-pixel time series analysis method is to derive spatially continuous phase and240
function parameter fields in regions where coherence is not particularly optimal. There-241
fore, it is necessary to include some prior correlation, or smoothing, between pixels in242
our prior model covariance matrix. In other words, using a diagonal prior model covari-243
ance matrix would be similar to a pixel-by-pixel approach. We build the model covariance244
matrix using the covariance function of equation 7 to impose a prior correlation between245
the model parameters. In any case, the amplitude of the model covariance should be large246
compared to the expected values. We note that in the case of interferograms with full spa-247
tial coverage and no missing pixels, one should consider a model covariance as uninforma-248
tive as possible, hence no oﬀ-diagonal terms.249
2.4 Prior model and data covariances250
In both the dictionary and NSBAS approaches, a part of the data covariance matrix251
is formed as a block diagonal matrix, with each block corresponding to a single image252
pair (dictionary approach) or to an acquisition (NSBAS approach) (Fig. 2). Unfortunately,253
each block has dimensions equal to the square of the number of pixels. Furthermore, each254
block is not sparse, making the explicit formulation of these matrices and computing their255
inverse impractical. A part of the model covariance matrix is also block diagonal with256
each block of dimension equal to the square of the number of pixels, making once again257
the handling of such matrix impractical.258
Matrix-vector multiplication and matrix inversion are straightforward in the case of263
diagonal matrices, but challenging for large, non-sparse covariance matrices. For these264
reasons, we cannot compute directly the aforementioned Hessian term of the generalized265
solution to the least-squares problem (eq. 5). However, the multiplication of a 2D field by266
a covariance matrix is equivalent to a convolution in the space domain, thus a multipli-267
cation in the Fourier domain [Oliver, 1998]. For a large, non-sparse covariance matrix C268
built from a function K(x, y), and given a 2D field Φ rearranged in a vector v, we write269
Cv = K ∗ Φ =
∫ ∞
−∞
∫ ∞
−∞
K(x − x ′, y − y′)Φ(x, y)dx ′dy′ (8)270
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where, x and y are the coordinates of the field and x ′ and y′ are integration variables.271
The multiplication by the inverse of a covariance matrix is equivalent to the convolution272
by a function G so that, in the Fourier domain, KˆGˆ = 1 where Gˆ denotes the Fourier273
transform of G [Oliver, 1998]. If we consider a 2D covariance kernel, K , depending on274
two positive real numbers σ and λ, so that275
∀(x, y) ∈ R2, K(x, y) = σ2e−
√
x2−y2
λ (9)276
then its Fourier transform is given by277
∀(u, v) ∈ R2, Kˆ(u, v) = 2piλ
2σ2
(1 + λ2u2 + λ2v2)3/2 and Gˆ =
1
Kˆ
(10)278
as shown by Oliver [1998]. This convolution with K given in equation 9 amounts to a279
smoothing operation (i.e. damping high-frequencies) while the convolution with G is a280
roughening operation. Interferograms can be considered independently from each others281
as temporal covariance are negligible given the repeat time of acquisitions [Emardson282
et al., 2003]. Therefore, we replace all matrix vector products involving such covariance283
in our conjugate direction solver by a convolution of the two-dimensional phase or model284
fields with the exponential function given in equation 7. Details on the conjugate gradi-285
ent method and performance of the covariance matrix convolution are described in the286
appendix.287
3 Solving strategies, synthetic tests and real data288
3.1 Tests on a synthetic dataset289
To validate our approach, we construct a synthetic set of interferograms based on295
the interferometric network of the set of Envisat interferograms available for track 368 in296
northern Chile (Fig. 1). The synthetic time series of displacement is 6-years-long with 33297
acquisitions. We construct a total of 96 interferograms. The resulting size of each inter-298
ferogram is 177 pixels wide for 1264 pixels long (i.e. corresponding to the range and az-299
imuth length in pixels of an Envisat interferogram with 80 looks in azimuth and 16 looks300
in range). In order to construct the phase evolution with time of a pixel of range and az-301
imuth coordinates x and y, we use the time-dependent function, f (x, y, t), combining a302
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linear term, a step in time and a logarithmic decay with time:303
f (x, y, t) = v(x, y)t + h(x, y)H(t,Te) + l(x, y)H(t,Te) log(1.0 + t − Te
τ
) (11)304
with

H(t,Te) = 0 if t < Te
H(t,Te) = 1 if t > Te
(12)305
where v(x, y) is the amplitude of the 2D velocity field, h(x, y) is the amplitude of the im-306
posed step function and l(x, y) is the amplitude of the logarithmic decay with time (Fig.307
3).308
In order to simulate realistic phase values, we add noise to each of the images of the309
time series. For each acquisition, we build a random realization that follows an exponen-310
tially decaying covariance function (eq. 9 with σ = 0.3 and λ = 10 pixels) by the convo-311
lution of a white noise and this exponential decay in 2D. For each acquisition, we build a312
random linear function of range and azimuth from a uniform distribution to simulate the313
eﬀect of random long wavelength perturbations such as orbital uncertainties. Finally, in314
order to simulate the eﬀect of variable spatial coverage of interferograms, we include a315
variable decoherence pattern for each acquisition. We build this random pattern for each316
interferogram by masking out pixels for which a random realization of correlated noise ex-317
ceeds a specific value (for an example of synthetic interferogram, see supp. mat.). Final318
spatial coverage for each interferogram ranges between 50 and 90% of the total number of319
pixels.320
The goal is to verify that we can reconstruct both phase evolution and parameters321
of the dictionary of functions. As the conjugate gradient solver may converge very slowly,322
we proceed in several steps to accelerate the convergence. We first run the dictionary ap-323
proach with a function combining a secular rate, a step and a logarithmic function starting324
from a prior model in which all terms are equal to zero. We use a data covariance based325
on an exponential function equal to that of the synthetic noise we have introduced. The326
prior model covariances for all the parameters are also exponential functions with a large327
variance. Model priors for the ramp and reference parameters are uncorrelated. Using the328
obtained model parameters, we compute the temporal evolution of the phase and use these329
both as initial values and as prior model for the conjugate gradient solver in the NSBAS330
method. Model covariance is a diagonal matrix for the phase part of the model space and331
an exponential covariance for the functional part. Covariance for the orbital terms is un-332
changed. Covariances are summarized in supplementary materials.333
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The final results for the NSBAS method compare relatively well with the target334
model, although we point out some diﬀerences (Fig. 3). The reconstructed model fields335
are slightly diﬀerent as they are more rough than the target model. Furthermore, the am-336
plitude of the velocity field is slightly smaller, leading to greater inconsistencies between337
model and target at the end of the time series. These diﬀerences are mainly due to the338
ill-posedness of the problem caused by variable spatial phase coherence and the correla-339
tion between ramp terms and model fields. When solving for a synthetic case where we340
include no variable spatial coherence (i.e. all pixels are unwrapped) and no ramp terms,341
the model is almost perfectly recovered. Similarly, when no correlated noise is added, the342
inversion recovers the target exactly. Further exploration of the influence of the amplitude343
of tropospheric noise and its potential variability in time should now be considered.344
3.2 Application to northern Chile345
We illustrate our method by reconstructing the evolution of surface displacements355
in northern Chile along track 368 of the Envisat satellite between 2003 and 2010. We356
compute 96 interferograms with a final pixel size of 650 m (16 looks in range and 80357
looks in azimuth) from 33 acquisitions using the NSBAS processing chain, based on the358
ROI_PAC software [Doin et al., 2011; Rosen et al., 2004]. Processing is detailed in Doin359
et al. [2011] and in Jolivet et al. [2012]. We use the GIAnT and PyAPS softwares to cor-360
rect interferograms from the stratified component of atmospheric perturbations using the361
predictions from the ERA-Interim reanalysis [Agram et al., 2013; Jolivet et al., 2011; Dee362
et al., 2011]. ERA-Interim allows to correct for long-wavelength, topography-correlated363
atmospheric delays. Shorter wavelength, turbulent components of the atmospheric delay364
are hence not well corrected for and can be considered stochastically in the inversion. Our365
goal is to solve the NSBAS problem using an approach similar to the synthetic test shown366
in the previous section. In order to facilitate the convergence of the solver, we first run367
the dictionary approach, then the SBAS problem using the predicted phase values as a368
starting point and prior model and finally the NSBAS problem with the inferred parame-369
ters as a starting point and prior model. Our parameterized function is the sum of a linear370
trend, 2 Heaviside functions for the 2005 Mw 7.8 Tarapaca and 2007 Mw 7.7 Tocopilla371
earthquakes and a periodic oscillation of one year period. Data covariances are estimated372
directly on the input interferograms. Model covariances are set to exponential functions.373
Covariance structures and run performances are summarized in supplementary materials.374
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We reconstruct the coseismic displacement fields for both Mw 7+ earthquakes in375
the area and extract a continuous velocity field over a large area, despite the relatively376
poor overlap between all the interferograms. We reconstruct about 10 cm of surface subsi-377
dence during the Tarapaca earthquake consistent with published models for this earthquake378
for the spatial coverage allowed by track 368 [Peyrat et al., 2006]. Surface displacements379
range from -15 cm to more than 20 cm toward the satellite along the line-of-sight for the380
Tocopilla earthquake [Bejar-Pizarro et al., 2010]. The velocity field is comparable to those381
measured and predicted by Béjar-Pizarro et al. [2013] although with slight lateral diﬀer-382
ences. We validate our reconstructed displacement time series by projecting the displace-383
ments measured at cGPS sites in the line-of-sight of the satellite and comparing with the384
displacements averaged over a 4 km radius surrounding the stations (Fig. 4). Our time se-385
ries, although noisier, agree well with the projected time series of displacement measured386
by GPS. In particular, we note that time series at CGTC, a site almost collocated with387
UAPE, illustrate the potential of InSAR archive to extend in the past records from recently388
installed cGPS stations.389
4 Discussion390
It is worth considering diﬀerent cases in which each of the approaches proposed in391
this paper are appropriate. SBAS aims at reconstructing the phase with great accuracy, in-392
cluding the eﬀect of propagation delays. The dictionary approach aims at directly provid-393
ing a geophysical interpretation of the interferometric phase in space and time. In a case394
where all pixels are unwrapped with no disconnected subsets, reconstructing the phase us-395
ing the SBAS approach and then fitting it with a parameterized function of time is equiv-396
alent to solving the dictionary approach. In such case, the NSBAS approach would not397
provide any advantage. In the same case, imposing an exponential form as a prior model398
covariance only restricts the range of possible phase reconstructions via SBAS and pixels399
should then be considered independently. However, issues arise when fractions of inter-400
ferograms are not unwrapped, leaving holes both in space and time in our observation of401
ground displacements. In this common case, we should use the covariance between pix-402
els to propagate information in space and NSBAS can be an eﬀective solution to bridge403
gaps in time if we want to reconstruct the phase history. The method proposed is there-404
fore most appropriate for the exploitation of archive data from past constellations of satel-405
–13–
Confidential manuscript submitted to GRL
lite and from recent constellations over areas of low coherence or with variable coherence406
such as due to seasonal snow cover.407
The main limitation of our approach lies in the choice of Cm. Choosing large vari-408
ances suggests the prior model is not to be trusted and allows the conjugate gradient solver409
the freedom to converge toward the best possible model. Including exponential covari-410
ances restricts the choice of possible models to spatially smooth deformation fields hence411
provides necessary constraints for the ramp parameters. All these choices can be physi-412
cally justified but many combinations should be tested, as the results may depend on these413
choices. In particular, we have only presented the case of exponential covariances but any414
function with an analytical formulation in the Fourier domain can be used. Some excep-415
tions remain since for instance in the case of a Gaussian covariance kernel, the inverse416
convolution leads to an exponential increase of high frequencies, hence the need for an417
adequate damping of high frequencies prior to the convolution.418
The algorithm presented here is also limited by the eﬃciency of the conjugate di-419
rection solver. The number of iterations to run before the cost function, S(m), reaches a420
minimum can be prohibitive in some cases. In addition, given the accuracy we aim for at421
the reconstruction of the phase values in the NSBAS hybrid method, there is a significant422
imbalance in the amplitude of the phase terms versus the model terms in the steepest de-423
scent vector at each iteration. Therefore, at each step the solver moves very slowly along424
the dimensions of the model space corresponding to the parameters of the dictionary func-425
tions, while convergence is quite fast toward a reasonable phase evolution. This issue can426
be avoided by proceeding in steps such as first solving the dictionary approach and then427
solving for the NSBAS hybrid problem, as we proposed in our validation section.428
An improved approach would use a Newton algorithm. Instead of using the local429
gradient to determine the direction at each iteration, Newton algorithms approximate a430
local parabole tangential to the cost function. In the case of a linear problem, the cost431
function is parabolic and the Newton algorithm converges in a single iteration. Newton432
methods require computation of the Hessian, H and it inverse and, given the formulation433
of our covariance matrices, we cannot do so. One solution would be to explore the poten-434
tial of hierarchical matrix methods to compute the Hessian and, in a more general sense,435
to speed up the steepest ascent vector computation [e.g. Desiderio, 2017].436
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5 Conclusion437
We have presented an implementation of existing time series analysis methods aug-438
mented to handle full images at once rather than on a pixel-by-pixel basis. This improve-439
ment allows us to reconstruct surface displacements from a set of interferograms with an440
automatic co-referencing of the data. We have developed an eﬃcient way of accounting441
for atmospheric noise in the reconstruction of surface displacements via a Fourier domain442
covariance convolution substituted to the classic matrix vector products. This method al-443
lows us to handle very large problems and eventually derive time series from complex444
data sets where coherence varies significantly, challenging attempts to reference interfero-445
grams to a common reference frame, and provide estimates of velocities or any displace-446
ment field accounting for tropospheric noise. We show that in time series analysis, inter-447
ferograms can be dealt with as full images with the appropriate statistical noise descrip-448
tion.449
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Figure 1. Illustration of the challenge of variable along-track coverage in SAR interferometry. Color
indicates the number of unwrapped pixels in the stack of interferograms computed from Envisat ASAR ac-
quisitions along the northern Chilean coast on track 368. Grey rectangles indicate the along-track extent of
5 randomly selected interferograms out of the 96 total interferograms processed (see the baseline vs. time
plot on the upper-right for a description of the processed interferograms). Since the along-track extent of
SAR acquisitions varies, so does the extent of the resulting interferograms, leaving a small area where all
interferograms have been unwrapped (dashed white rectangle). Topography is from SRTM [Farr and Kobrick,
2000].
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Figure 2. Prior data covariance – a. Example of an empirical data covariance function determined on an
interferogram (black dots) and the corresponding approximate exponential decay (red line). b. This covari-
ance function is used to build the covariance matrix of a single interferogram, which is then assembled with
that from other interferograms to build the main covariance matrix of the multi-pixel time series problem (c.)
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Figure 3. Performance on a synthetic data set – Target and reconstructed function parameter and phase
fields for the case of a synthetic dataset using the NSBAS approach. The synthetic data set includes a constant
velocity term (left), a step function (center) and a logarithmic decay (right). Bottom plots show the temporal
evolution of the phase of two pixels A and B identified on the velocity field. The shape of each of these field
is based on a 2D gaussian function.
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Figure 4. Inversion results for the NSBAS method in northern Chile. Top left panel is the reconstructed
field of interseismic displacement rate assumed constant for the period of observation. Top center panel is
the reconstructed coseismic displacement field for the 2005 Mw 7.8 Tarapaca deep-focal earthquake. Top
right panel is the reconstructed coseismic displacement field for the 2007 Mw 7.7 Tocopilla earthquake. Red
lines indicate the 3 m and 50 cm contour for the 2007 Mw 7.7 Tocopilla and 2014 Mw 8.1 Pisagua earth-
quakes, respectively. Time series plots show the comparison between GPS time series (black dots) and our
reconstructed InSAR time series (red triangles) for 4 sites shown as red triangles on the velocity map. All
GPS displacements are referenced to those of site PSGA. Dashed lines indicate the 2005, 2007 and 2014
earthquakes.
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