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Abstract
A combinatorial proof of a pigeonhole principle of Gowers is found
along with its symmetric and approximate version, FIN±k theorem.
The proofs do not use of the concept of ultrafilter.
The purpose of the paper is to give combinatorial proofs of the theorem of
Gowers ([6]) being a generalization of Hindman Theorem ([7]) and its modi-
fication, FIN±k Theorem, being equivalent to a stability of Lipschitz functions
on the unit sphere of the Banach space c0 of real sequences converging to 0.
The presented proofs (on the contrary to the original ones) do not use the
theory of ultrafilters as well as the full strength of the Axiom of Choice; in
fact, it works in ZF +DC (Zermelo-Fraenkel set theory together with The
Principle of Dependent Choices, e.g. Ch.5 in [8]). The demand for a combi-
natorial proof was raised for example in Notes to Chapter 4 in [11]. It should
be mentioned that the finite version of Gowers’ FINk theorem was already
proved in [9], and the primitive recursive bound for this version and for the
finite version of FIN±k Theorem were found in [12]. In fact, the main ideas of
our proofs can be regarded as infinite-dimesional modifications of arguments
from [9] and [12].
The paper is organized in three short sections. The first one consists of
notations and basic facts. In the second and the third section we give an
ultrafilter-free proof of Gowers’ FINk Theorem and FIN±k Theorem, respec-
tively.
1. Basic notation.
Gowers’ FINk and FIN±k Theorems are Ramsey-type theorems about par-
ticular families of functions (sequences). We shall therefore require specific
notations; some of them we borrow from [11]. Throughout the paper we use
letters i, j, k, l,m, n for nonnegative natural numbers and by ω we denote
————————————————————————————————-
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their universe. Let also N := ω \ {0}. We prefer to treat natural numbers as
ordinals. For example n = {0, 1, . . . , n− 1} and i < 2 means that i ∈ {0, 1}.
By 1X we denote the indicator function of X ⊆ ω. We use rng(f) for a
range of a function f : ω → ±(k + 1) := (k + 1) ∪ {−i : i 6 k}, k ∈ N, and
supp(f) := {n < ω : f(n) 6= 0} stands for a support of f . We define the
main objects in the paper by
FINk := {f ∈ω (k + 1) : |supp(f)| < ω & k ∈ rng(f)} ,
FIN±k := {f ∈ω [±(k + 1)] : |supp(f)| < ω & rng(f) ∩ {−k, k} 6= ∅} .
Note that FINk = FIN±k ∩ ωω ⊆ FIN±k and FIN±k is a symmetrization of
FINk since FIN±k = {f ∈ω Z : |f | ∈ FINk}. Elements of FIN±k are denoted
by initial letters from the Latin alphabet.
We equip the collections FIN±k , k ∈ N, with an ordering defined as
a < b if max supp(a) < min supp(b), a, b ∈ FIN±k .
Moreover, for functions comparable under this ordering we define their sum
as pointwise sum of functions. This makes the structures (FINk,+) and
(FIN±k ,+) partial semigroups (cf. [11], 2.2). We set F/a := {b ∈ F : a < b}
for any F ⊆ FIN±k and a ∈ FIN±k .
We say that a family B ⊆ FIN±k is a block sequence if it can be enumerated
by natural numbers increasingly with respect to the ordering <. Note that
there exists exactly one such enumeration, therefore we always assume that
any block sequence B comes with its increasing enumeration (bn), where, un-
less otherwise stated, we use the convention that elements of a block sequence
C are denoted by small letters c equipped with indexes. Similar convention
is used regarding a set equipped with a well-ordering: we shall identify such a
set I with its increasing enumeration and by I(n) we denote its nth element.
We reserve letters A,B,C, . . . for infinite block sequences in FIN±k , while
bold letters a,b, c, . . . stand for finite block sequences. For a block sequence
B ⊆ FIN±k and n ∈ N we write B  n for (bi ∈ B : i < n).
For k ∈ N define the following tetris operation T : FINk → FINk−1 by
T (a)(n) = max{a(n)−1, 0}, n < ω, and by T n denote its nth iteration, n 6 k;
of course T 0 = id. The tetris operation is a surjective and additive function
which means that T (a+ b) = T (a)+T (b) for a, b ∈ FINk. Borrowing an idea
from [9], we introduce a lifting L : FINk 7→ FINk+1 by
L(f)(n) := (f(n) + 1)1supp(f)(n), n < ω.
As the name of L indicates, it holds that T ◦L = idFINk . The tetris mapping
is extended on FIN±k by a symmetric tetris operation T± : FIN
±
k → FIN±k−1
given by T±(a)(n) = max{a(n) − sgn(n), 0}, n < ω, where sgn stands for
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the signum function. Note that T± is surjective, additive, and moreover it
satisfies −T±(a) = T±(−a) for all a ∈ FIN±k . We drop the brackets from
expressions like T±(a) whenever it improves readability.
Every finite or infinite block sequence B in FINk, resp. FIN±k , generates
a set called combinatorial space (or simply a space) 〈B〉, resp. 〈B〉±, defined
as the smallest subfamily of FINk, resp. FIN±k , including B and closed under
operations + and T , resp. ± and T±:
〈B〉 :=
{∑
n<ω
T k−f(n)(bn) : f ∈ FINk
}
,
〈B〉± :=
{∑
n<ω
ε(n)T
k−f(n)
± (bn) : ε ∈ FIN±1 , f ∈ FINk, supp(ε) = supp(f)
}
.
In the above we say that f ∈ FINk, resp. (ε, f) ∈ FIN±1 × FINk, codes
a function b =
∑
n T
k−f(n)(bn), resp. b =
∑
n ε(n)T
k−f(n)
± (bn), into B. As
such a function f , resp. a pair (ε, f) of functions, is unique we denote it
by codeB(b), resp. code±B(b) := (εB(b), codeB(b)); similar notation is used
in [1]. For a block sequence B ⊆ FIN±k we define a B-support of function
b ∈ 〈B〉± by suppB(b) := {n < ω : codeB(b)(n) 6= 0}. For b ∈ 〈B〉± and for
a non-empty set X ⊆ ω we define a restriction of b to its X-coordinates by
b B X :=
∑
n∈X T
k−codeB(n)(bn).
Note that the combinatorial spaces are well-defined subfamilies of FINk
and FIN±k (a finiteness of a support of function forces a formally infinite sum
to be finite as well), and these families are combinatorial spaces generated by
the standard block sequence E := {en : n < ω}, where en := k · 1{n}, n < ω.
The notion of a combinatorial space allows us to consider the following partial
ordering on the collection of all block sequences of FINk, resp. FIN±k :
A 4 B iff A ⊆ 〈B〉, resp. A ⊆ 〈B〉±.
In this case we say that A is a block subsequence of B and it generates a block
subspace of 〈B〉 , resp. 〈B〉±. Abusing 4 should not make any confusion, as
the context FINk or FIN±k will always be clear.
2. Gowers’ FINk Theorem and its proof.
As mentioned at the beginning, Gowers’ FINk Theorem is a generalization
of Hindman Theorem. In order to formulate the last, we need another piece
of notation. We denote by FIN a family of non-empty finite subsets of ω,
and reserve the letters s, t, u, . . . for them. We write s < t if max s < min t,
and say that S = (sn) ⊆ FIN is a block sequence if sn < sn+1 for all
n < ω; letters such as S, U,W, . . . are used for infinite block sequences in
FIN. A combinatorial space generated by a block sequence S is denoted by
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〈S〉 := {⋃n∈t sn : t ∈ FIN}. As earlier, we write S 4 U , when S is a block
subseqence of U , that is S ⊆ 〈U〉. All this allows us to state
Hindman Theorem, [7] (cf. [3] for this version). For every finite
coloring of FIN there is a block sequence S ⊆ FIN such that a space 〈B〉 is
monochromatic.
For a combinatorial proof of Hindman Theorem (in ZFC+DC) we refer the
reader to the proof of Baumgartner ([3]) or its presentation in [5].
Finally, we require a (part of a) FINk-version of Ellentuck Theorem ([4]).
Writing a v A when a = A  n for some n ∈ N and a a (A/a) for a concate-
nation of block sequences a and A/a, we define
[a, A] :=
{
B ∈ FIN[∞]k : a v B 4 a a (A/a)
}
.
Here, FIN[∞]k is a collection of all infinite block sequences in FINk. When a is
an empty sequence, we put [A][∞] for [∅, A]. Observe that sets [a, A] form a
base for a topology of the Ellentuck-type called a topological Ramsey space
([11], Def. 5.3 and Th. 5.22). All topological notions below regarding FIN[∞]k
refer to this Ellentuck-type topology. As such it satisfies the following
Ellentuck-Gowers-Todorčević Theorem, [11], Th. 4.27. For every
set X ⊆ FIN[∞]k having the Baire property there is an infinite block sequence
B such that either all infinite block-subsequences of B belongs to X or all
infinite block-subsequences of B fall outside X .
Refering the reader to the proof of the above theorem in [11], we indicate that
it uses Gowers’ FINk Theorem as an axiom A.4 and the procedures available
in ZF +DC.
Consider now a space FIN[∞]k × FIN with the product topology, where a
topology of FIN is discrete. Therefore any open subset of FIN[∞]k ×FIN is of
the form G × S, where S ⊆ FIN and G is an open subset of FIN[∞]k . Below
we say that d : FIN[∞]k × FIN 7→ r is an open coloring if (d−1[{i}] : i < r)
is a sequence of open sets in FIN[∞]k × FIN. The following lemma is an easy
consequence of Ellentuck-Gowers-Todorčević Theorem.
Lemma 1. For any open coloring of FIN[∞]k × FIN there exists a block
sequence B ⊆ FINk and a block sequence S ⊆ FIN such that [B][∞] × 〈S〉 is
monochromatic.
Proof: First, note that (using an obvious induction on the number of
colors) it suffices to establish the lemma for two colors. In this case we need
to show that for any open subset G × S of FIN[∞]k × FIN, with G open in
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FIN[∞]k , there exist block sequences B ⊆ FINk and S ⊆ FIN such that either(
[B][∞] × 〈S〉) ∩ (G × S) = ∅, or [B][∞] × 〈S〉 ⊆ G × S.
If there exists a block sequence S ⊆ FIN such that S ∩ 〈S〉 = ∅, then the
first part of the alternative holds. Otherwise, by Hindman Theorem, there is
a block sequence S ⊆ FIN such that 〈S〉 ⊆ S. Next, as G is an open subset
of FIN[∞]k , it follows from Ellentuck-Gowers-Todorčević Theorem that either
[B][∞] ⊆ G, or [B][∞] ∩ G = ∅, for some block sequence B ⊆ FINk. Hence,
it holds that either [B][∞] × 〈S〉 ⊆ G × S, or ([B][∞] × 〈S〉) ∩ (G × S) = ∅.
This conludes the proof of the lemma. 
Gowers’ FINk Theorem, [6] (Th. 5.21 in [11]). For k ∈ N and
every finite coloring of FINk there is a block sequence B ⊆ FINk such that a
space 〈B〉 is monochromatic.
Proof: We induct on k ∈ N. Using an identification of subsets of ω with
their indicator functions, it is easily seen that FIN1 is combinatorily isomor-
phic to FIN. Therefore, Gowers’ FIN1 Theorem is equivalent to Hindman
Theorem, so it has a proof in ZF +DC.
Assume that the conclusion of the theorem is satisfied for k ∈ N. Consider
a coloring c of FINk+1 into r ∈ N many colors, i.e. let c : FINk+1 7→ r. Define
a coloring d : FIN[∞]k × FIN 7→ r by
d(B, s) = c
(∑
n∈s
(b3n + Lb3n+1 + b3n+2)
)
.
Note that whenever a color i < r is realized by (B, s), then it holds that
(B, s) ∈ [B  (3max s + 3), B] × {s} ⊆ d−1[{i}]. Hence a function d is an
open coloring. Thus, using the induction hypothesis, Lemma 1 guarantees
the existence of B, S such that d  〈B〉[∞] × 〈S〉 is constant. We claim that
a block sequence C ⊆ FINk+1 defined by cn :=
∑
i∈sn (b3i + Lb3i+1 + b3i+2),
n < ω, is monochromatic, which will end the induction step establishing the
proof of the theorem.
Let c ∈ 〈C〉. Set I := {n < ω : codeC(c)(n) = k} and s :=
⋃
n∈I sn. Note
that I is finite and s belongs to 〈S〉. Introduce the following numbers:
ml := min sI(l), Ml := max sI(l) for l < |I|, and m|I| := max suppC(c) + 1.
Finally, define a finite block sequence bc := (bci : i ∈ s) as follows.
bc3m0 := c B 3m0 + s3m0 , bc3i := b3i for i ∈ s \ {m0},
bc3Ml+2 := b3Ml+2 + c B (3Ml + 2, 3ml+1) for l < |I|,
bc3i+1 := b3i+1 for i ∈ s, and bc3i+2 := b3i+2 for i ∈ s \ {Ml : l < |I|}.
As bc 4 B and c =
∑
i∈s
(
bc3i + Lb
c
3i+1 + b
c
3i+2
)
, the claim follows. 
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3. Gowers’ FIN±k Theorem and its proof.
Let us show how to deduce Gowers’ FIN±k Theorem from Ellentuck The-
orem ([4]) and Gowers’ FINk Theorem. In order to introduce the former,
reserve letters M,N,P, . . . for inifinite subsets of ω. We denote by M [∞] a
family of infinite subsets of M . Recalling the identification of subsets of ω
with its increasing enumeration, we write s v N when s = N  n for some
n ∈ N. We define
[s,M ] :=
{
N ∈ ω[∞] : s v N ⊆ s ∪M} ,
writing M [∞] for [∅,M ]. The sets [s,M ] form a base for a topology of the
Ellentuck space ω[∞] for which it holds the celebrated
Ellentuck Theorem, [4]. For every set M ⊆ ω[∞] having the Baire
property there is an infinite subset M such that either all infinite subsets of
M belongs toM or all infinite subsets of M fall outsideM.
Again, we stress that Ellentuck Theorem is provable in ZF +DC. We refer
the reader to the original source [4] or to the book [11], Th. 1.46, Cor. 5.5.
Consider a space FINk×ω[∞] with the product topology, where a topology
of FINk is discrete. Then, by the same proof of Lemma 1, we obtain
Lemma 2. For any open coloring of FINk × ω[∞] there exists a block
sequence B ⊆ FINk and an infinite set M ⊆ ω such that 〈B〉 × M [∞] is
monochromatic.
As pointed in [6], a straightforward symmetric analog of FINk Theorem is
false. However, one can prove its approximate version in the following sense.
For F ⊆ FIN±k define its 1-enlargement by
(F)1 :=
{
g ∈ FIN±k : ||f − g||∞ 6 1 for some f ∈ F
}
,
where || · || stands for the supremum metric on FIN±k . A family F ⊆ FIN±k
is approximately monochromatic with respect to the coloring c : FIN±k 7→ r
if F ⊆ (c−1[{i}])1 for some color i < r.
Gowers’ FIN±k Theorem, [6]. For k ∈ N and every finite coloring
of FIN±k there is a block sequence B ⊆ FIN±k such that a space 〈B〉± is
approximately monochromatic.
Proof: First, for i < 2, n < ω, introduce the following elements of FIN±k :
bin :=
k−1∑
j=−(k−1)
(−1)j(k − |j|) e2kn+k−i+j.
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Notice that B0 and B1 are block sequences with the property
||(−T i±b1n)− T i±b0n||∞ = ||T i±b1n + T i±b0n||∞ = 1 for i < k and n < ω.
Here is the only case, when we allow a pointwise sum of functions non-
comparable under the ordering <. Consider a coloring c of FIN±k into r ∈ N
many colors and induce a coloring d : FINk × ω∞ 7→ r by the rule
d(f,X) = c
(∑
n<ω
T
k−f(n)
± b
1X(n)
n
)
.
Observe that the mapping above is well-defined, since b1n ◦ S = b0n < b1n+1,
n < ω, where S : ω 7→ ω denotes the shift function S(n) = n+ 1. Moreover,
the coloring d is open, since for all pairs (f,M) ∈ FINk × ω[∞] it holds that
d  ({f} × [M  (max supp(f) + 1),M ]) ≡ d(f,M).
By Lemma 2 there exist C,N such that d  〈C〉 × N [∞] is constantly equal
to some i∗ < r. Let D ⊆ FIN±k be a block sequence given by
dn :=
∑
m<ω
T
k−cn(N(m))
± b
1
N(m), n < ω.
We claim that a space 〈D〉± is approximately monochromatic, which will
conclude the proof.
Let d ∈ 〈D〉± be arbitrary. Set P := {m ∈ N : εB1(d)(m) 6= −1},
c =
∑
n<ω
T k−codeD(d)(n)cn and d′ :=
∑
m<ω
T
k−c(N(m))
± b
1P (N(m))
N(m) .
Note that d′ is well defined as B := (b1P (N(m))N(m) ) is a block sequence. By the
choice of C and N the function d′ has a color i∗. It remains to show that
||d− d′||∞ 6 1. Setting P 1 := P and P 0 := ω \ P , we have for i < 2
codeB1
(
d B1 P i
) ≡ codeB1 (d′ B P i) .
Indeed, for i < 2 and m ∈ P i, it holds that codeB1(d)(m) =
= T k−codeD(d)(n)codeB1(dn)(m) = cn(N(m)) = c(N(m)) = codeBi(d′)(m).
It follows that d B1 P ≡ d′ B P as εB1(d)  P ≡ 1. Hence, ||d − d′||∞ = 0
if P 0 = ∅; otherwise,
||d− d′||∞ = ||d B1 P 0 − d′ B P 0||∞ =
= max
m∈P 0
||εB1(d)(m)T k−c(N(m))± b1N(m) − T k−c(N(m))± b0N(m)|| =
= max
m∈P 0
||(−T k−c(N(m))± b1N(m))− T k−c(N(m))± b0N(m)|| = 1.

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