ABSTRACT. Our starting point is a basic problem in Hermite interpolation theory, namely determining the least degree of a homogeneous polynomial that vanishes to some specified order at every point of a given finite set. We solve this problem if the number of points is small compared to the dimension of their linear span. This also allows us to establish results on the Hilbert function of ideals generated by powers of linear forms. The Verlinde formula determines such a Hilbert function in a specific instance. We complement this result and also determine the Castelnuovo-Mumford regularity of the corresponding ideals. As applications we establish new instances of conjectures by Chudnovsky and by Demailly on the Waldschmidt constant. Moreover, we show that conjectures on the failure of the weak Lefschetz property by Harbourne, Schenck, and Seceleanu as well as by Migliore, Miró-Roig, and the first author are true asymptotically. The latter also relies on a new result about Eulerian numbers.
INTRODUCTION
This work contributes to the theory of Hermite interpolation, the study of Hilbert functions related to the Verlinde formula, the containment problem of comparing ordinary and symbolic powers of an ideal, and the study of Eulerian numbers. It also resolves conjectures on the presence of the weak Lefschetz property.
A fundamental problem in the theory of Hermite interpolation is to determine the least degree of a homogenous polynomial that, given a set of s points Z = {P 1 , . . . , P s } in projective space P n and positive integers m 1 , . . . , m s , vanishes to order m i at the point P i for every i. This is a very difficult problem. This remains true even if the numbers m i are all the same, say k = m 1 = · · · = m s . In this case the polynomials vanishing to order k at every point of Z form an ideal I (k) Z that is called the k-th symbolic power of the ideal I Z = I
(1) Z of Z. The above interpolation problem asks for the least degree of a nonzero polynomial in this ideal, denoted α(I (k) Z ). We solve this problem if s = |Z| is small compared to n and the points in Z span P n . This is well-known if |Z| = n + 1 (see Remark 3.6) . However, if |Z| = n + 2 the answer depends on the position of the points. Specifically, let t be the least integer such that a subset of t + 2 points of Z is linearly dependent (and so 1 ≤ t ≤ n). We show in Theorem 3.7 that
If |Z| = n + 3 and no n + 1 points of Z are linearly dependent, that is, Z is in linearly general position, we determine α(I (k) Z ) in Theorem 4.4. The parity of n plays an important role in this case. Recall that any point P in P n with coordinates (a 0 : . . . : a n ) determines, up to a multiple, a linear form ℓ P = a 0 x 0 + · · · + a n x n in the polynomial ring R = K[x 0 , . . . , x n ] over a field K. Combined with Matlis-Macaulay duality, this allows one to relate symbolic powers I is Artinian, and it is interesting (see, e.g., [1] ) and difficult to determine its Hilbert function h A (j) = dim K [A] j as j varies. For example, Sturmfels and Xi [39] point out that the celebrated Verlinde formula gives h A (j) for j = (n+1) d+1 2 where n is odd by assumption if d is even (see Remark 4.5). We compute the Hilbert function of A in a different degree. Namely, we determine the maximum degree j such that [A] j = 0. This integer j is called the Castelnuovo-Mumford regularity of A, denoted reg A. Moreover, we find the Hilbert function in degree j = reg A (see Theorem 4.4) .
The above results have consequences for the so-called containment problem. Given a homogeneous ideal I of R, the problem is to determine all pairs of integers (m, k) such that I (k) ⊂ I m . By now there is an extensive literature about this question (see, e.g., [2, 3, 9, 17, 18, 21] ). In order to address the containment problem, Bocci and Harbourne [2] pioneered the use of some asymptotic invariants such as the Waldschmidt constant and the resurgence. Determining these invariants for a given ideal is often difficult. Chudnovsky [4] and Demailly [6] proposed lower bounds for the Waldschmidt constant of the ideal of a set of points. We establish these conjectures in new instances (see Corollaries 5.5 and 5.7). Furthermore, we determine the resurgence in new cases (see Corollary 5.8 ).
Finally we apply our results to the study of the weak Lefschetz property. A graded Artinian algebra A is said to have the weak Lefschetz property (WLP) if it has a linear form ℓ such that multiplication by ℓ on A has maximal rank from each degree to the next. Deciding if an algebra has the WLP is often a delicate problem, and there is a rich literature on this topic (see, e.g., [5, 7, 20, 26, 34, 37, 38] ). Of particular interest is the case, where A = R/I and the ideal I is generated by powers of general linear forms (see, e.g., [19, 29, 27, 30] ). If A is an almost complete intersection, that is, I is generated by n + 2 = 1 + dim R powers, a systematic study of the presence of the WLP was begun in [29] . In particular, if all powers have the same degree a complete characterization of the presence of the WLP was proposed. We establish this and a related conjecture in [19] asymptotically (see Theorem 6.9) . To this end we also derive a result on Eulerian numbers where we utilize a connection to the theory of uniform B-splines.
This note is organized as follows. After presenting some initial results in Section 2, we consider Hermite interpolation for sets of n + 2 points in P n in Section 3. The following section is focused on the case of sets with n + 3 points. Applications to the containment problem are derived in Section 5. In Section 6 we consider the WLP and also establish the needed result on Eulerian numbers. Open questions motivated by this work are discussed in the final section. In particular, we offer a conjecture on properties of differences of Eulerian numbers.
PREPARATORY RESULTS
Throughout this paper R denotes a polynomial ring K[x 0 , . . . , x n ] over an arbitrary field K with its standard grading where deg x i = 1. If I ⊂ R is a homogeneous ideal, then the K-algebra
The Castelnuovo-Mumford regularity is an important invariant of A as it is determined by the degrees of the syzygies in a minimal free resolution of A over R or, equivalently, by vanishing of cohomology groups. If A = 0 is artinian it is simply the number (see, e.g., [12, Corollary 4.4] )
We will often use the following duality result. 
If the points defined by the ideals ℘ i are general points, then the dimension of the linear system [℘
j depends only on the numbers n, j, b 1 , . . . , b s . In order to simplify notation, in this case we denote by
Note that we view it as a K-vector space, not a projective space, when we compute dimensions. At times we use superscripts to indicate repeated entries. For example, L 2 (j; 5 2 , 2 3 ) = L 2 (j; 5, 5, 2, 2, 2). Using Cremona transformations, one can relate two different linear systems. This is often stated only for general points. We need a more inclusive statement.
A finite set Z = {P 0 , . . . , P s } ⊂ P n of points is said to be in linearly general position if any subset of Z with r + 1 ≤ n + 1 points spans an r-dimensional linear subspace. If Z has this property and s ≥ n + 1, then, possibly after a suitable coordinate transformation, we may assume that P 0 , . . . , P n are the coordinate points of P n . The Cremona transformation (with respect to the coordinate points) is the map
Since Z is in linearly general position Cr(P i ) is defined whenever i > n.
Denoting the ideal of a point P ∈ P n by I P , one has the following result.
Lemma 2.2. Let Z = {P 0 , . . . , P s } ⊂ P n be a finite set of points in linearly general position, where n ≥ 2. Let j, b 1 , . . . , b s be non-negative integers, with
Proof. The argument for general points (see, e.g., [8, Theorem 3] ) works also for points in linearly general position.
Using the above notation, one gets the more familiar statement for general points (see [8, 24, 31] ). 
Sometimes another simplification is possible. 
Proof. This follows as for general points (see [8, Theorem 4] ) because the numerical assumption implies that the linear form defining the hyperplane spanned by the first n points divides every form in
For general sets of points, the last statement takes the following form (see [8, 24] ). 
SETS OF n + 2 POINTS
The goal of this section is to determine the initial degree of any uniform fat point scheme that is supported at n + 2 points of P n that span P n , where n ≥ 2. We begin by considering the case, where the support is in linearly general position. This is the same as a set of n + 2 general points. Nevertheless, we prefer the first description as it gives precisely the needed assumption on the support and is also meaningful if the base field K is finite.
Abusing notation slightly, we say that a set of linear forms in R is in linearly general position if the set of dual points in P n has this property. . Then one has
Now we want to apply Lemma 2.2. We compute
and so r + 2 − d + t = −r − 1 + n(d − 1). One easily checks that the latter number is non-negative unless n = 2. Hence, if n = 2 Lemma 2.2 is applicable and gives
The latter linear system is trivial because no degree r − d form is contained in the (r − d + 2)-nd power of the ideal of a point. It remains to consider the case where n = 2. Then we have
If d ≥ 2 we may apply Lemma 2.4 twice and obtain
Repeating this we get
which completes the argument.
We also need the following result about monomial complete intersections. 
linear forms in linearly general position. Then one has for every positive integer d that
) and consider the multiplication map ×ℓ 
If K is a field of characteristic zero, there is an alternate argument using the strong Lefschetz property of the algebra B (see [37, 42] or [33] ). In fact, combined with Lemma 3.2 it gives that the map ×ℓ In order to state a consequence of Proposition 3.3, we denote the initial degree of a homogeneous ideal I = 0 by
Proposition 3.5. Let Z ⊂ P n be a subset of n + 2 points in linearly general position. Then one has for every integer k > 0
Proof. Combining Proposition 3.3 and Theorem 2.1, we get for every integer j that
which is true if and only if j ≥ (n+2)k n . Now the claim follows.
Before extending this result, let us mention the analogous statements for n + 1 points.
Remark 3.6. Let Z ⊂ P n be a subset of n + 1 points spanning P n . Then we may take the variables x 0 , . . . , x n as linear forms that are dual to the given points. The regularity of a complete intersection is well-known. In particular, we get
. Now Theorem 2.1 gives as in the above proof for every k > 0 that
The main result of this section gives the announced extension of the above results.
Theorem 3.7. Let Z ⊂ P n be a subset of n + 2 points spanning P n . Denote by ℓ 1 , . . . , ℓ n+2 linear forms that are dual to the given points. Let t be the least integer such that a subset of t + 2 points of Z is linearly dependent, and so 1 ≤ t ≤ n. Then one has for every d > 0 and k > 0 that
Proof. We use induction on n − t ≥ 0. If t = n, then we are done by Propositions 3.3 and 3.5. Let 1 ≤ t < n. Then we may assume that the first t + 2 linearly dependent points span
, that is, the dual linear forms are ℓ 1 , . . . , ℓ t+2 ∈ K[x 0 , . . . , x t ] = S and x t+1 , . . . , x n . It follows that
Applying Proposition 3.3 to the first factor, we conclude that
Now a computation as in the Proof of Proposition 3.5 gives α(I
SUBSCHEMES SUPPORTED AT n + 3 POINTS
We now consider a set Z ⊂ P n consisting of n+3 points or, dually, an ideal generated by powers of n + 3 linear forms of R. We say that a finite set of linear forms is in linearly general position if the set of points dual to these linear forms is in linearly general position. 
if n is odd
Proof. If d = 1, then r = 0 and the claim is clear. Thus, we may assume d ≥ 2. Put
1 says that D is the dimension of a linear system of fat points whose support is in linearly general position and that the dimension is independent of the specific choice of the points.
Our strategy for the proof is to modify this linear system by using Lemmas 2.2 and 2.4 repeatedly. Note that this is possible since the Cremona transformation of n + 3 points in linearly general position gives another set of n + 3 points with this property. The arguments will show that the linear systems obtained in the process have dimensions independent of the choice of the support. Thus, we may treat the linear systems as those of general points and will denote them by L n (j; b 1 , . . . , b n+3 ) throughout the remainder of the proof. In particular, we claim
We consider two cases according to the parity of n.
First assume n is odd and write n = 2m − 1. Thus, m ≥ 2 and we get
By definition, ρ is the remainder of
We claim that Lemma 2.2 is applicable m − 1 times and gives
where t = −2r + 2m(d − 1). In order to check this, grant at first that it is indeed possible to perform (m − 1) Cremona transformations. Then we get after j steps
Hence another Cremona transformation changes the multiplicities by
Thus, in each step the multiplicities change by t, as claimed. Using Equation (4.1), it is straightforward to check that
In fact, it is elementary to check that
Since the left-hand side is an upper bound for r, we conclude that
This completes the justification of Equation (4.2). Thus, we have
Now we want to apply Lemma 2.4 four times in order to
As c > 0, this is indeed possible if
One checks that
(This is the only place in the proof where we use the assumption on d.) Since the left-hand side is a lower bound for r, we get b > 0 as desired. Hence applying Lemma 2.4 a total of 4b times to the last line of Equation (4.2), we get (see Equation (4.3))
This is indeed valid as straightforward computations show that the three integers c+d−1−4b, c− t − 4b, and c − b are all non-negative.
In the next step we want to apply again Lemma 2.2, this time with
Comparing with c − b, we gett = −c + b. Hence, we obtain
This is valid if the integers d − 1 − 3b, −t − 3b, and c − b are non-negative. We know that c − b ≥ 0 and d −1 ≥ −t. Thus, it suffices to check that −t ≥ 3b. This is easily confirmed and concludes the justification of Equation (4.4). Since the support of the linear system is in linearly general position, Theorem 2.1 yields
.
Since A is a complete intersection, duality gives
The 
as claimed in the case where n is odd. Second, assume n is even. We use the same methods as above. However, this case is far easier. In fact, applying Lemma 2.2 to L n (r; (r + 1
, we get
Repeating this step a total of n 2 times, we obtain
as desired. 
if n is odd and
Proof. As above, we combine Proposition 4.1 and Theorem 2.1. The computation is straightforward if n is even. We provide some details in the more complicated case where n is odd. Then Proposition 4.1 yields 0 = [I
Setting k = j + 1 − d, the condition on j is equivalent to j ≥ (n+1)(n+3)k n 2 +2n−1
, and with this
. Finally, if d − 1 = t(n + 2) for some integer t, then we get 0 = [I
(n 2 + 2n − 1)t and j = 1 2
(n + 1)(n + 3)t. This implies the claim if k is divisible by 1 2 (n 2 + 2n − 1).
The main result of this section refines the above statements. if n is odd and
Moreover, if n is odd, then α(I
Proof. If I is any homogeneous ideal in a polynomial ring of more than one variable, then 1 = dim K [I] j for some j implies α(I) = j. Thus, Proposition 4.1 and Theorem 2.1 yield the claim if n is even and if n is odd and (n 2 + 2n − 1) divides k. Indeed, in the latter case we saw in the proof of Corollary 4.3 that the stated divisibility condition is equivalent to the fact that n + 2 divides d − 1, which implies ρ = 0 in Proposition 4.1.
It remains to consider the other powers k if n is odd. Set p = (n 2 + 2n − 1). We just showed that, for every integer t > 0,
(n + 1)(n + 3)t.
Together with Corollary 4.3, the remaining claims for the initial degree now follow. A computation using Theorem 2.1 yields the claims for the regularity.
We suspect that the equalities in Theorem 4.4 are always true, that is, also for small d and k if n is odd. 
Comparing with the regularity of the algebra A = R/(ℓ 2j+1 1
, . . . , ℓ 2j+1 n+3 ) on the left-hand side (see Theorem 4.4), it follows that the Verlinde formula determines the Hilbert function of A in one degree, and this degree is less than the degree for which we determined the Hilbert function of A in Proposition 4.1.
CONJECTURES BY CHUDNOVSKY AND DEMAILLY
There has been a lot of interest in the "ideal containment problem" of determining all positive integer pairs (k, m) such that I (k) ⊆ I m (see, e.g., [2, 18] ). In this section we consider several invariants that were introduced to study this problem.
The Waldschmidt constant (see [40] ) of a nonzero homogeneous ideal I is the number
This limit always exists and satisfies
There are rather few cases for which the Waldschmidt is known (see, e.g., [2, 3, 9, 16, 17] ). Thus, one seeks good lower bounds. Chudnovsky and Demailly put forward conjectural estimates for an ideal of a finite set of points Z ⊂ P n . We will establish new instances of these conjectures. Note that it is harmless to assume that Z spans P n . Otherwise Z is contained in a hyperplane and α(I Z ) = 1 because α(I (k)
We begin by determining the Waldschmidt constant.
Proposition 5.1. Let Z ⊂ P n be a set of points spanning P n . Then one has:
(a) If |Z| = n + 2 and t is the least integer such that a subset of t + 2 points of Z is linearly dependent, then α(I Z ) = For an arbitrary finite set of points, Chudnovsky proposed in [4] the following estimate.
Conjecture 5.3 (Chudnovsky). Any finite set of points
Chudnovsky [4] showed that this is true if n = 2. Furthermore, the conjecture is known if Z is a set of general points by Fouli, Mantero, and Xie [15] (see also [10] if |Z| ≥ 2 n ). We will derive instances of Chudnovsky's conjecture as a consequence of the following result, where m = (x 0 , . . . , x n ) denotes the homogeneous maximal ideal of R.
Proposition 5.4. Let Z ⊂ P n be a set of at most n + 3 points spanning P n . Suppose also that no three points are collinear if |Z| = n + 2 and that Z is in linearly general position if |Z| = n + 3.
Then one has for every
Denote by e + (I Z ) the maximum degree of a minimal generator of the ideal I Z . Then, by [18, Proposition 2.3] , it is enough to show that
Let |Z| = n + 1. Then e + (I Z ) = 2, and Inequality (5.1) is an equality by Remark 3.6. Let |Z| = n + 2. As above, let t be the least integer such that a subset of t + 2 points of Z is linearly dependent. Our assumption says t ≥ 2. Hence [23, Theorem C] gives e + (I Z ) = 2. Now a computation using Theorem 3.7 shows that Inequality (5.1) is true.
Finally, let |Z| = n + 3. Then one has e + (I Z ) = 2 if n ≥ 3 and e + (I Z ) = 3 if n = 2 (see, e.g., [32, Theorem 1.1]. Now Theorem (4.4) implies the desired inequality.
Note that the assertion of Proposition (5.4) is also known if Z ⊂ P n is a set of general points with |Z| ≥ 2 n (see [10, Theorem 1] ).
Corollary 5.5. Let Z ⊂ P n be a set of at most n + 3 points spanning P n . Suppose that Z is in linearly general position if |Z| = n + 3. Then Chundnosky's conjecture is true for Z.
Proof. By [18, Lemma 3.2] , this follows from Proposition 5.4, unless |Z| = n + 2 and Z contains three collinear points. In the latter case, the claim is implied by Theorem 3.7 with t = 1.
For an arbitrary set of points Z ⊂ P n and any k ≥ 1, Esnault and Viehweg showed in [14] that α(I Z ) ≥
if the characteristic of the base field K is zero. Demailly [6] proposed the following strengthening of Chudnovsky's conjecture.
Conjecture 5.6 (Demailly). Any finite set of points
for every k ≥ 1.
If k = 1, this is Conjecture 5.3. Recently, Malara, Szemberg, and Szpond established Demailly's conjecture for sets of general points Z ⊂ P n with |Z| ≥ (k + 1) n (see [25] ). Our results imply:
Corollary 5.7. Let Z ⊂ P n be a set of at most n + 3 points spanning P n . If |Z| = n + 3 suppose that Z is in linearly general position. Then Demailly's conjecture is true for Z and every k ≥ 1, unless |Z| = n + 3 and n is odd. In the latter case, Demailly's conjecture holds whenever k ≥ (n 2 +n+1)(n 2 +2n−1) 2(n+2)
Proof. Using Remark 3.6 as well as Theorems 3.7 and 4.4, this follows by straightforward computations.
As a final application, we determine further invariants that were introduced to study the containment problem. Following Bocci and Harbourne [2] , the resurgence of a homogeneous I is
Later an asymptotic version was defined by Guardo, Harbourne, and Van Tuyl [17] as
Corollary 5.8. Let Z ⊂ P n be a set of at most n + 3 points spanning P n . Suppose that no three points are collinear if |Z| = n + 2 and that Z is in linearly general position if |Z| = n + 3. Then one has
Proof. In the proof of Proposition 5.4 we saw that e + (I Z ) = 2. According to [17, Theorem 1.2] one has
, and the claim follows.
FAILURE OF WLP
A systematic study of the weak Lefschetz property of artinian almost complete intersections was begun in [28] . Their ideals have one more minimal generator than the number of variables of the polynomial ring. This study was continued for ideals whose generators are powers of general linear forms in [29] . There the following conjecture was proposed in order to complete this line of investigations. Throughout this section K denotes a field of characteristic zero. If confirmed we have the following complete description of the presence of the weak Lefschetz property for almost complete intersections generated by uniform powers of general linear forms.
Conjecture 6.1 ([29, Conjecture 6.6]). Consider the ideal
Remark 6.2. We adopt the notation of the above conjecture and list references for the statements that have been established. We assume d ≥ 1 (since the case d = 0 is not interesting).
• If n ≤ 2 then R/I has the weak Lefschetz property for every d ≥ 1 (see [20, 34, 29] ).
• If n = 3 then R/I has the weak Lefschetz property if and only if d ∈ {1, 2} (see [29] ).
• If n = 4 then R/I has the weak Lefschetz property if and only if d ∈ {1, 2, 3} (see [29] ).
• If n ≥ 5 is odd then R/I has the weak Lefschetz property if and only if d = 1 (see [29] ).
• If n = 6 then R/I has the weak Lefschetz property if and only if d ∈ {1, 2} (see [7] The goal of this section is to provide further evidence by proving Conjecture 6.1 in new cases and by reducing it to establishing numerical statements for the most part. The verification of these numerical properties has eluded us for the most part. We hope that highlighting them will motivate further investigations.
One of our conditions involves Eulerian numbers. For integers i, j with 0 ≤ j < i, the Eulerian number A(i, j) is the number of permutations of sets with i elements that have exactly j ascents. It is explicitly given by
Proposition 6.3. Given integers m ≥ 2 and q with 0 ≤ q ≤ 2m, define a polynomial function P m,q : R → R by 
, L ∈ R is a general linear form, and n = 2m. We consider multiplication by a general linear form ℓ ∈ R on A in one specific degree. Put r = (n + 1)(n + 3)(d − 1) 2(n + 2) = 2m(m + 1)(d − 1) 2m + 1 and consider the exact sequence (6.2) [A] r−1
Note that A/ℓA is isomorphic to a polynomial ring in n = 2m variables over K modulo an ideal generated by powers of n + 2 general linear forms. Hence where we use the convention that
There is change of coordinates giving a graded
Since B has the strong Lefschetz property and L ′ is a Lefschetz element of B (see [28] ) we get for the Hilbert function of A that
where ∆ is the difference operator defined for any function h :
Using that n = 2m, this gives
Since r ≤ (m + 1)d the summands for k ≥ m + 1 are zero, and we obtain
Now write d−1 = t(2m+1)+q with integers t and q where 0 ≤ q ≤ 2m. Then a straightforward computation gives r = 2m(m + 1)t + mq + mq 2m + 1 .
Using the last two equations, Formula 6.5 becomes
(6.6) Therefore, if for some integer t ≥ 0 we have P m,q (t) < 0, then the multiplication in Sequence (6.2) cannot be injective. Combined with Step (I) it follows that the map fails to have maximal rank, and so A fails to have the weak Lefschetz property. If P m,q (t) = 0 we conclude analogously because the multiplication map cannot be an isomorphism. This proves assertions (b) and (c).
(III) In order to show (a) we use another key result of Section 4. If P m,q is identical to a nonpositive constant we conclude as in Step (II).
Suppose P m,q is not a constant polynomial. Then the limit of P m,q (t) as t approaches infinity is either ∞ or −∞. In the former case, it follows that lim (IV) Note that the coefficient of
Since it is non-vanishing by assumption, it follows that P m,q is polynomial in t of degree 2m − 1 for every q with 0 ≤ q ≤ 2m. Therefore we obtain (d) as a consequence of (a).
(V) It remains to show (e). We begin by considering the Hilbert series of B. It is
Hence, ignoring zero, ∆ 2m+2 h B changes its sign 2m + 2 times on the interval from 0 to (2m + 2)d. It follows that ∆ k h B changes its sign at most k times on the interval from 0 to (2m + 2)(d − 1) + k. Since h B is unimodal and ∆ 2 h B is symmetric about (m+1)(d−1)+1 we conclude in particular that the sequence (∆ 2 h B (j)) j≥0 is first increasing and then decreasing until it reaches a local minimum at j = (m + 1)(d − 1) + 1.
Now we consider ∆ 2 h B (m(d − 1)). Using Formula (6.4), we get
Considered as a polynomial function in d, its degree is at most 2m − 1 and the coefficient of d
Comparing this with the explicit definition of Eulerian numbers (see Formula (6.1)), a straightforward computation gives
Since the right-hand side is negative by assumption it follows that ∆ 2 h B (m(d−1)) is a polynomial function in d of degree 2m − 1 with negative leading coefficient, which implies ∆ 2 h B (m(d − 1)) < 0 for every d ≫ 0. Combined with the above analysis of the function ∆ 2 h B , we see that
for every t ≫ 0 independent of q, and thus the claim follows by (a). (ii) It is easy to check that the assumptions in Proposition 6.3(a) -(e) are true for particular choices of m, q, and t. Examples suggest that the sequence of integers considered in Proposition 6.3(d) (
is strictly decreasing, and so all these numbers are negative.
(iii) The assumption in Proposition 6.3(e) is not true if m ∈ {3, 4}. We will see below that it is true if m ≫ 0.
We now verify the numerical assumption in Proposition 6.3(a) in infinitely many cases, which gives new evidence for Conjecture 6.1. Hence it follows that the function P m,1 cannot be identical to a positive constant if m ≥ 6, and we conclude by Proposition 6.3(a). If m ∈ {4, 5}, the claim follows by Proposition 6.3(d) because computations reveal that its assumption is satisfied. Now we are going to show that the assumption in Proposition 6.3(e) is satisfied if m ≫ 0. To this end we use a connection to the theory of uniform B-splines (see [35] ). We use this to derive the promised estimate. Proof. By Lemma 6.6, the claimed inequality is equivalent to (6.7) B 2m (m) − 2B 2m (m − 1) + B 2m (m − 2) < 0.
Using that Adapting the method of its proof, one obtains further asymptotic results confirming parts of Conjecture 7.1. However, new arguments are needed to establish the conjecture entirely. We feel that it would be preferable to have combinatorial arguments. In particular, we would like to see a combinatorial proof of Proposition 6.8.
As mentioned above, we expect that Theorem 4.4 has an unnecessary assumption. Recall that in Theorem 4.4 we showed that this is true if 1 2 (n 2 + 2n − 1) divides k or k ≥ (n 2 +n+1)(n 2 +2n−1) 2(n+2)
. In fact the method of proof seems to work for every choice of (n, k). However, if the mentioned numerical assumptions are not satisfied the use of Lemmas 2.2 and 2.4 becomes less uniform and seems to require the consideration of many cases.
Note that establishing Conjecture 7.2 removes one of the obstacles for improving Theorem 6.9 and fully showing Conjecture 6.1 completely. In fact, combined with Proposition 6.3(a) the latter conjecure would follow by also proving that the polynomial in t is not identical to a positive constant whenever m ≥ 2 and 0 ≤ q ≤ 2m.
