This paper is devoted to the analysis of a quantum subband model, which is presented as an alternative to the standard 3D Schrödinger-Poisson system for modeling the transport of electrons strongly confined along one direction. This subband model is composed of quasistatic 1D Schrödinger equations in the direction of the confinement, coupled to 2D time-dependent Schrödinger equations describing the transport in the non-confined directions. Selfconsistent electrostatic interactions are also taken into account via the Poisson equation. This system is studied in the framework of the strong partial confinement asymptotics introduced in the article "Adiabatic approximation of the Schrödinger-Poisson system with a partial confinement", by Ben Abdallah, Méhats and Pinaud (to appear in SIAM J. Math. Anal.).
Introduction
As electronic devices shrink to nanometric scales, the numerical simulation of their operation requires multidimensional quantum transport models in the ballistic regime. In many nanoscale semiconductor devices like ultrashort channel doublegate MOSFETs, electrons might be extremely confined in one direction transverse to the transport directions. The mode-space approach, also referred to as subband decomposition method [30, 31, 9, 10, 32] , was recently introduced by several authors in order to take advantage of this reduction of dimensionality and design efficient numerical codes. This method consists of a "block diagonalisation" of the electron Hamiltonian thanks to a separation of the confinement and transport directions. The computational gain is significant, the 3D Schrödinger equation being replaced by 1D Schrödinger equations (for the confinement) coupled to 2D equations (for the transport).
The aim of this paper is to analyze mathematically a quantum subband model, including selfconsistent Coulombian interactions, and to appreciate the relevance of the approximations made in this procedure of separation of variables. This work is put in perspective with [6] , where an asymptotics for strong confinement was used to derive a hierarchy of quantum transport models for bidimensional electron gases (see also [25] concerning the stationary case).
Thus, our starting model is the same as in [6] . We consider the 3D Schrödinger-Poisson system with a strong applied partial confinement potential. Denote by z ∈ R the confinement (or transverse) direction and by x ∈ R 2 the transport directions. The initial 3D system is written:
1)
where r = |x| 2 + z 2 . The unknowns are the wavefunction ψ 3D and the selfconsistent potential V 3D . In this system, ε is a dimensionless small parameter and V ε c denotes the applied confinement potential, depending only on the z variable, and which is obtained after the following rescaling of a function V c independent of ε:
The hypotheses on this function V c are made precise below (see Assumptions 2.2 and 2.3). The parameter ε is the square root of the ratio between the kinetic energy in the non-confined directions and the confinement energy (see [6] ). It is also the order of magnitude of the gas thickness (rescaled by a characteristic length of the transport). The confinement modes, usually referred to as the subbands of the system in the physics literature [1, 3, 14, 16] , are defined as the eigenfunctions of the transverse part of the Hamiltonian. More precisely, the variables t, x being frozen, consider the stationary Schrödinger equation in the variable z ∈ R:
3)
The whole sequence of real-valued eigenfunctions (χ 3D p (t, x, z)) p∈N * , associated to the sequence of increasing eigenvalues ( 3D p (t, x)) p∈N * , defines the subbands of the system and can serve as a basis for evaluating the wavefunction of the 3D system. Equation (1.1) can be equivalently rewritten in this basis, but it is readily seen that, due to the parametric dependence of the χ 3D p 's in the variables t and x, this leads to an infinite system of coupled 2D Schrödinger equations. The quantum subband model consists in neglecting the coupling terms in this system. In particular, this amounts to consider that the total Hamiltonian − 1 2
3D is block-diagonal in the basis of the χ 3D p 's: it is assumed that within each subband, its action reduces to the action of the operator − 1 2
p . Let us rewrite this approximate system (to avoid confusions, the unknowns of this subband model are now labelled by SB ). For each p ∈ N * , we consider the wavefunction φ SB p (t, x) solving a time-dependent Schrödinger equation in dimension 2:
(1.4)
Cauchy data are given for this system of decoupled evolution equations: φ SB p (0, x) = φ p,0 (x) for p ∈ N * . The dynamics of the pth 2D Schrödinger equation is driven by an effective potential SB p , which is defined as the pth eigenvalue of the partial Hamiltonian −∂
The electronic system is described by a mixed quantum state formed of pure states located on the subbands. Its density matrix has the kernel
The electron charge density is thus defined as the diagonal of this density matrix:
In other words, another approximation has been made in the 3D system, consisting in neglecting the phase coherence between the components of the wavefunction on the various subbands. To complete the quantum subband model, it remains to write the Poisson equation satisfied by the selfconsistent potential V SB :
This paper is devoted to the study of this model (1.4), (1.5), (1.6). Two kinds of results are given. Firstly, it is shown that this system is well-posed, at least for ε small enough: this result is stated in Theorem 2.5. Secondly, this model is compared to two other models: the 3D Schrödinger-Poisson model (1.1), (1.2) and its limit as ε → 0, called the 2D surface density model. Theorem 2.7 (together with Remark 2.8) states that, for well-prepared data, the discrepancy between the quantum subband model and the 3D Schrödinger-Poisson model is of order O(ε 3 ), while the limit 2D model is only an approximation of order O(ε) of the 3D model.
Let us end this introduction with a few other bibliographical notes. The 3D Schrödinger-Poisson system (or its density-matrix version, the von Neumann-Poisson system) has been solved in [2, 11, 19] in the framework of energy spaces, and in [12] in the L 2 framework. Important tools for such systems, which we also use in the asymptotic analysis of Section 4, are Strichartz-type inequalities [18, 28, 34] . One can also refer to the review [13] (and to references therein), where this system is studied among more general nonlinear Schrödinger equations. The stationary Schrödinger-Poisson system was solved in [21, 22, 23] by variational methods. The strong confinement scaling used in (1.1) was also used in [17] for deriving rigourously a model of quantum transport constraint on general surfaces by external forces (in the linear case). In [29] , it is remarked that this problem bears strong analogies with the Born-Oppenheimer approximation. In some situations, the length and time scales in the non-confined directions x may be such that the transport can be considered as classical. Then a classical model -kinetic or diffusive-can be used with benefit for the transport within each subband in place of the 2D Schrödinger equations (1.4). Such quantum-classical subband models were derived in [5] and studied in [4, 7, 8] .
This paper is organized as follows. In the next section, we introduce some useful notations and state the main results of this paper, Theorems 2.5 and 2.7. These theorems are respectively proved in Sections 3 and 4. In Section 5, we prove an additional asymptotic result. Another approximate model for the 3D Schrödinger-Poisson system is presented: the 2.5D adiabatic model, which was introduced and studied in [6] . Here we show that the difference between the quantum subband model and this 2.5D adiabatic model is of order O(ε 3 ). One of the by-products of this asymptotic analysis is then an improvement of estimates that were proved in [6] , where the 3D model and the 2.5D adiabatic model were compared (see Remark 5.2) . To this viewpoint, the subband decomposition (1.5) can also be seen as a mathematical tool useful to study this strong confinement asymptotics.
Notations and main results

Functional spaces, notations
The following functional spaces are used in this paper: for any 1
(with an obvious generalization of this definition for p = +∞). For any Banach space E and q ≥ 1, q (E) denotes the space of sequences (h p ) p∈N * such that for all p ≥ 1 we have h p ∈ E and such that ( p≥1 h p q ) 1/q < +∞, the last quantity being the norm of (h p ) p∈N * in q (E). Throughout this paper, we use the following notations, for any q ∈ [2, ∞]:
Furthermore, · q denotes the L q norm and the notation · stands for an integration with respect to the z variable: u = R u(z) dz .
The following Lemma was proved in [6] and deals with the convolution in dimension 3 of the Poisson kernel
4)
where θ = q 2q−2 . If in addition ∇ x f ∈ L q x L 1 z ∩ L 1 (R 3 ) then ∇ x,z 1 r * f L ∞ (R 3 ) ≤ C q ∇ x f θ q,1 ∇ x f 1−θ L 1 (R 3 ) . (2.5)
Well-posedness of the quantum subband model
Let us start with the assumptions on the confinement potential.
Thanks to this assumption, one can show that the Hamiltonian − 1 2
admits a discrete simple spectrum and a complete set of eigenfunctions (see for instance [26] ). Its eigenvalues and eigenfunctions are denoted by E p and X p . With the notation V A direct consequence of this Assumption 2.3 is that for all p, k we have |E p −E k | > δ 0 |p − k| , thus there exists a constant C α , independent on p, such that
Our first theorem states that, at least for small ε's, the quantum subband system is well-posed in an energy space, i.e. for initial data satisfying: Assumption 2.4 The Cauchy data φ p,0 for (1.4) belong to H 1 (R 2 ) and are such that ;
the system (1.4), (1.5), (1.6) admits a unique global solution with the properties
11) These functions are uniformly bounded in these spaces with respect to p and to the variable ε ∈ (0, min(1, ε(M, q))). Moreover, if the initial data are such that φ p,0 ≡ 0 for all p ≥ 2, one can choose ε(M, q) = +∞.
The last statement of the theorem says that the system always admits a unique solution (even for large ε's) in the special case where only the first subband is occupied. This situation is usually referred to as the electrical quantum limit [3, 14, 16] . In the general case, we can only solve this system for small ε's and the question of its well-posedness for a large ε is open. One can explain this restriction as follows. Our strategy of proof consists in reinterpreting the system as a series of time-dependent Schrödinger equations (1.4) in which the potential terms ε p are calculated selfconsistently by solving quasistatic Schrödinger-Poisson systems (1.5), (1.6) . With this method, it is crucial to show that these quasistatic Schrödinger-Poisson systems can be solved continuously with respect to their parameters. However, in Subsection 3.1, we are only able to solve them for small ε's: this is the reason of the limitation on ε in Theorem 2.5. A similar problem was encountered in [4] , where a quantum-kinetic subband model was studied.
Asymptotic analysis
The second main result of this paper deals with the asymptotics ε → 0. We justify the statement made in the Introduction, where the quantum subband model was presented as an approximation of the 3D Schrödinger-Poisson system. Error estimates between these models are obtained on a time interval [0, T ], T being arbitrarily fixed. We shall denote shortly any space
For this asymptotic analysis, a particular class of initial data is considered: we consider subband models where only one subband (labelled by p, the integer p being fixed) is populated. Assumption 2.4 is replaced by Assumption 2.6 There exists p ∈ N * such that, initially, only the pth subband is occupied: -the Cauchy data for the quantum subband model (1.4), (1.5), (1.6) are such that
-the Cauchy datum for the 3D Schrödinger-Poisson system is
Then we have, for any q ∈ (2, ∞) and
Let us comment on this result and stress a specific difficulty induced by the nonlinear character of this problem. Consider first the linear equation (1.1), when the potential V 3D is given. The adiabatic approximation of such linear Schrödinger equations is well-known and has been studied by several authors (a review of recent results can be found in [29] ). Let us expand ψ 3D on the subbands defined by (1.3), by setting
. By projecting (1.1), one gets an equation for each coefficient φ p :
, where the remainder is
When V 3D is smooth enough, this potential appears in (1.3) as a small perturbation of V ε c and the functions χ p depend slowly on t and x (see Lemma A.4). Consequently, r ε p can be proved to be small with ε, which shows that the dynamics is nearly diagonal.
Unfortunately, when V 3D is calculated selfconsistently via the Poisson equation, it is readily seen that the rapid time oscillations of the density imply that ∂ t V 3D is of order ε −2 . Therefore it is not clear whether the adiabatic decoupling occurs in the nonlinear case. To circumvent this difficulty, our strategy in Section 4 consists in projecting (1.1) on the subband χ SB p instead on χ 3D p . Indeed, in the quantum subband problem, the wavefunctions on the different modes are not quantum coherent and do not interfere. As a consequence, the density n SB does not oscillate rapidly in time and the potential V SB is smooth with respect to all the variables.
Remark 2.8 (The limit model) In [6] , we have analyzed the behavior of the initial 3D model as ε goes to 0 (for this class of initial data satisfying Assumption 2.6).
We have proved that the solution of the 3D Schrödinger-Poisson model (1.1), (1.2) converges as ε → 0 to the solution of the following limit model, referred to as the 2D surface density model:
13)
In this model, the density is supported on the plane {z = 0} and W 2D is the trace of the potential calculated by the Poisson equation with a surface density. We have proved that the error between the 3D model and the 2D limit model is of order O(ε), and that this order 1 in ε is optimal. The quantum subband model thus appears as a better approximation of the 3D model than this limit 2D model. This corroborates the practical observations which can be done thanks to numerical experiments (such comparison was done in [27] ).
3 Well-posedness of the quantum subband model As we explained above, our strategy for analyzing the quantum subband model consists in solving a vectorial nonlinear Schrödinger equation
satisfied by φ = (φ p ) p∈N * , where F (φ) is defined through the resolution of a quasistatic Schrödinger-Poisson system. This proof is developed in Subsection 3.3 and relies on two crucial intermediate results:
-the well-posedness of such quasistatic Schrödinger-Poisson systems (1.5), (1.6), solved in Subsection 3.1 for given occupation factors (|φ SB | 2 ) p∈N * ; -an a priori estimate for the whole subband system, obtained in Subsection 3.2 thanks to the equations of mass and energy conservations.
The quasistatic Schrödinger-Poisson system
In this section, as a first step towards the resolution of the whole system, we study the quasistatic part of the transient subband model, i.e. we solve the system (1.5), (1.6) for given occupation factors |φ SB p | 2 . We rewrite this system as follows:
in which the surface densities ρ p (x), for p ≥ 1, are given in a functional space that is precised below (possible dependences on t or ε are omitted in this section). It is specified that ( ε p ) p≥1 is the increasing sequence of all the eigenvalues of (3.1) and that the eigenfunctions χ ε p are normalized in L 2 (R):
Before stating an existence result for this system, let us introduce a notation used throughout this paper. For any function U ∈ L ∞ (R), and due to Assumption 2.2, the Hamiltonian
admits a discrete spectrum and a complete set of eigenfunctions (see for instance [26] 
In this section, we generalize some results obtained in [7] , where only the first subband was considered. The following lemma was proved in this article (it is adapted here with slightly weaker assumptions):
, with q > 3/2, then the corresponding solutions are such that
where q = 3q 3−q if q < 3 and q = ∞ if q > 3, and the constant C ε only depends on V c and ε.
When several subbands are occupied, the situation may be more complicated. In general, it is not clear whether the solution of this Schrödinger-Poisson system is unique (this issue was already discussed in [4] , where a similar system in a bounded domain was solved). Nevertheless, this question of uniqueness finds a positive answer for a strong enough confinement potential, i.e. for ε small enough. The main result of this section is the Proposition 3.2 Let M > 0 and q ∈ (2, ∞). Then there exists a constant ε(M, q) > 0 such that, for any ρ = (ρ p ) p≥1 belonging to
then the Schrödinger-Poisson system (3.1), (3.2) admits a unique solution. Moreover,
) (with q # defined by (2.1)). If ε, ρ and ρ satisfy (3.3) then the corresponding solutions are such that
where the constant C ρ, ρ depends on the 1 (L 1 ) and 1 (L q ) norms of ρ and ρ but is independent of ε and p.
Proof. Throughout this proof, M > 0 and q ∈ (2, ∞) are fixed. For simplicity, we shall use the short notation
Step 1: Existence and uniqueness. Let ρ = (ρ p ) p≥1 be such that
For ε small enough, we will prove the existence and uniqueness of a solution for (3.1), (3.2) by applying the Banach fixed point theorem to a well chosen ball of L ∞ (R 3 ). To this aim, we first define a mapping G as follows:
Let us first check that
. Because of the normalization of the eigenfunctions, we always have 6) where the constant C 0 is independent of ε and V . Let
, where δ 0 is defined by (2.6), and
where C 0 is the same constant as in (3.6). From (3.6) we deduce three facts. First, any solution of the Schrödinger-Poisson system (3.1), (3.2) (which is a fixed point of G) belongs to B. Second, B is stable under the action of G. Third, for 0 < ε < ε 0 any V in B satisfies (A.2). Let V 1 and V 2 belong to B and ε < ε 0 . Since these functions satisfy (A.2) (pointwise in x), the results of Lemma A.2 can be applied to them and it yields from (A.3):
Then by applying again (2.4) and
we obtain
where C 1 only depends on V c . By choosing
we ensure that for ε < ε(M, q) the mapping G is a contraction on B, thus admits a unique fixed point. This proves the first part of Proposition 3.2. From now on, we assume that ε < ε(M, q).
Step
) satisfying (3.5) and let V ε , V ε be the corresponding solutions of (3.1), (3.2). We have
Since we have q > 2, by (2.4) and the normalization of the eigenfunctions
By applying again (2.4), we deduce
Thus, up to a modification of ε(M, q), we obtain the Lipschitz estimate in L ∞ (R 3 ):
Let us now choose an s ∈ (2, ∞). By using interpolation inequalities, (3.7) and (2.2), it is readily seen that we have a similar estimate of
One can sum up this Step 2 in the following result:
where C depends on s but not on ε, p.
Step 3: estimating the gradients. Consider now a sequence of occupation
. A Sobolev embedding implies that ρ ∈ 1 (L q (R 2 )). We assume that (3.5) is satisfied and consider the unique solution V ε of (3.1), (3.2). As in the proof of Lemma A.2 (see (A.5)), since V ε satisfies (A.2) we can show that
where δ 0 > 0. From Lemma A.1, we deduce that
where we used the fact that (χ k ) k≥1 is an orthonormal basis. Hence
Here we have used a Hölder inequality to estimate:
By (2.3) and the Poisson equation (3.2), we get
then, (up to another modification of ε(M, q)), we deduce that, for ε < ε(M, q),
Step 4: Lipschitz continuity of the gradients. From (A.4) and the chain rule, we first deduce the following useful inequality. For any
where
and C is independent of V 1 and V 2 .
Consider now two sequences of occupation factors ρ = (ρ p ) p≥1 and ρ = (
), both satisfying (3.5) and let V ε , V ε be the corresponding solutions. By applying (3.10), (2.3), by using the bounds (3.8), (3.9) , and by estimating each term in the right-hand side of
we obtain (up to another modification of ε(M, q))
) . Finally, (3.4) can be deduced from this estimate, by using (A.1), (3.8) and
Remark 3.3
In the special case of decreasing occupation factors, i.e. if, pointwise in x and for all p ≥ 1, we have ρ p (x) ≥ ρ p+1 (x), then one can show that (3.1), (3.2) admits a unique solution for any ε > 0 (arbitrarily large). Lemma 3.1 is a particular case of this situation. Inspired by [21, 22, 4, 7] , the proof of this statement can be based on a variational argument, by introducing the functional
One can check that this functional is continuous, coercive on K and that its first and second derivatives are given by
which means that the unique minimizer of this strictly convex functional solves the Schrödinger-Poisson system (3.1), (3.2).
A priori estimates
Since the 2D Schrödinger equations (1.4) are decoupled, the total mass is obviously conserved by the quantum subband model (1.4), (1.5), (1.6):
Another important property of this model is the energy conservation. Let us define the total energy by
where the kinetic energy is the sum of the kinetic energies along x and z :
and the potential energy is the sum of the selfconsistent potential energy and the external potential energy:
This total energy is a conserved quantity, as stated in the Proposition 3.4 Let ε > 0 be fixed. Let (φ SB p ) p≥1 be a solution of (1.4), (1.5), (1.6) such that for all p ∈ N * we have φ SB p ∈ C(R + , H 1 (R 2 )) and such that E tot (0) < +∞. Then the total energy is independent of time:
Proof. The technique to obtain this energy estimate is the same as for the standard Schrödinger-Poisson system [11, 19] . We shall only prove it formally and do not develop the rigourous justification of the calculations (which can be done by a classical regularization procedure). By multiplying (1.4) by ∂ t φ SB p , integrating on R 2 , summing for p ∈ N * and taking the real part of the so-obtained equation, we get 
and Lemma A.1 gives
By substituting these equations in (3.12) and by using the Poisson equation (1.6), one obtains the result.
Thanks to this energy conservation, we will now obtain an a priori estimate independent of ε, which will be used in the next section to prove that the solution of the quantum subband model is global in time. Although all the terms defining E tot are nonnegative, the fact that the energy conservation provides such an a priori estimate is not obvious. Indeed, due to the confinement potential energy .4), (1.5), (1.6) such that for all p ∈ N * and ε > 0 we have φ SB p ∈ C(R + , H 1 (R 2 )). Then there exists a continuous function C(·) independent of ε such that we have, for any t ∈ [0, +∞),
Proof. A first easy estimate comes from the conservation of the L 2 norm for each 2D Schrödinger equation (1.4):
(3.14)
At any time t ≥ 0, the total energy can be reformulated thanks to (3.13) and the Poisson equation as follows:
The conservation of the total energy stated in Proposition 3.4 is then rewritten:
15) where we used (3.14). By applying (A.1), we obtain now
Therefore, it stems from (3.11), (3.15) and Assumption 2.4 that
where (in this proof) C denotes a generic constant depending only on
. It remains to estimate the L ∞ norm of V SB . A Gagliardo-Nirenberg inequality in dimension 2 yields, for any q ∈ [2, ∞) and t ≥ 0,
Thus, by using a Hölder inequality, we get for any q ∈ [1, ∞) 
By choosing for q any real number in (2, ∞), we deduce from the Poisson equation (1.6) and from (2.4) that
With Assumption 2.4, this implies V SB (0) ∞ ≤ C. Moreover, by substituting this estimate in (3.16), we get
, which enables to complete the proof.
Proof of Theorem 2.5
With the two previous subsections, we have the tools to show that the quantum subband model is well-posed and to prove Theorem 2.5 announced in Subsection 2.2. In fact, by performing the change of unknown
, it is readily seen that (1.4), (1.5), (1.6) is equivalent to 17) coupled to the same equations (1.5), (1.6). Let M > 0 and q ∈ (2, ∞) be fixed. Introduce the Hilbert space H = 2 (H 1 (R 2 )) and let φ = (φ p ) p≥1 ∈ H. Sobolev embeddings and interpolation estimates imply that the sequence of the ρ p 's defined by ρ p = |φ p | 2 is bounded as follows: 18) with q # defined by (2.1). We set
where the function ε(·, q) is defined in Proposition 3.2 and the function C(·) is defined in Proposition 3.5. All along this proof, the parameter ε is taken such that ε < ε(M, q). 18) ensures that ε and the sequence ρ corresponding to any φ ∈ B M satisfy
Consequently, by Proposition 3.2, the Schrödinger-Poisson system (3.1), (3.2) associated to this sequence of occupation factors is well-posed. In order to prove the local-in-time existence of a unique weak solution to (1.4), (1.5), (1.6), let us reformulate this system as a nonlinear evolution problem on H. We introduce the following function on B M :
where ε p is (uniquely) defined through the resolution of the Schrödinger-Poisson problem (3.1), (3.2) associated to the sequence (|φ p | 2 ) p≥1 . From (3.4), (3.18) and a Sobolev embedding, we deduce that for any φ ∈ B M there exists a constant C independent of p and ε such that
Then it is clear with the Sobolev embedding
that, for any φ ∈ B M , we have F (φ) ∈ H. Similarly, (3.4) implies that F is Lipschitz continuous on B M . This is enough to apply a standard theorem [24] for the following nonlinear evolutions equation on H:
which is equivalent to (3.17), (1.5), (1.6) . If the initial datum satisfies
then there exists a maximal time T ∈ (0, +∞] and a solution φ ∈ C([0, T ), H) of this problem, which is such that
Besides, Proposition 3.5 shows that
. Therefore, we have necessarily T = +∞ and the solution is global in time. The estimates in Theorem 2.5 can be obtained directly by using (3.4), (3.8) with ρ = 0 and (3.9).
Special case: initial data on the ground state. In the special case where only the first subband is occupied initially, let us check that ε can be arbitrary. Since the 2D Schrödinger equations (1.4) are decoupled, for any t ≥ 0 and p ≥ 2 we will have φ ε p (t) ≡ 0. Hence one can reproduce the above proof by using Lemma 3.1 instead of Proposition 3.2 for the resolution of the quasistatic Schrödinger-Poisson (with no restriction on ε). We define the following function on H 1 (R 2 ):
Thanks to Lemma 3.1 (by choosing q = 12/7) and Sobolev embeddings, for any ε and for any functions φ 1 and φ 1 , the corresponding solutions of (3.1), (3.2) satisfy
where C ε depends on ε and the functions itself φ 1 and φ 1 . Therefore, the functional F 1 is locally Lipschitz continuous on H 1 (R 2 ), which enables to complete the proof of global existence and uniqueness.
Asymptotic analysis
The aim of this section is to estimate the discrepancy between the solutions of quantum subband model studied above in this paper and the 3D Schrödinger-Poisson model. From now on, in accordance with Assumption 2.6, it is assumed that only the pth subband is populated (p is a given fixed integer): φ k ≡ 0 for k = p. Moreover, in this part, M > 0 and q ∈ (2, ∞) are fixed (with q , q * and q # still defined by (2.1)). We always assume that the conditions of existence and uniqueness for (1.4), (1.5), (1.6) specified in Theorem 2.5 are satisfied (i.e. that ε is small enough).
In order to estimate the difference between these models, we will need some estimates independent of ε. In the case of the quantum subband model, we have already obtained such estimates, which are stated in Theorem 2.5. For the 3D Schrödinger-Poisson system (1.1), (1.2), we recall the following result which was obtained in [6] (see Proposition 3.2 in this reference):
Lemma 4.1 ([6]) Under Assumptions 2.2 and 2.6, the 3D Schrödinger-Poisson problem (1.1), (1.2) admits a unique global solution, which satisfies
where s * is defined in (2.1) and C is independent of ε.
Before proving Theorem 2.7, let us improve the estimates of the quantum subband model in the case of strong solutions.
be the solution of (1.4), (1.5), (1.6). Then there exists a constant C > 0 independent of ε such that
Proof. Denote u = e iEp t/ε 2 ∇ x φ SB p . By differentiating (1.4), we get
By (2.8), (2.10) and the Sobolev embedding
Therefore a Strichartz estimate [13] in dimension 2 implies, for all s ∈ [2, ∞),
We set now w = ∆ x φ SB p . By applying the Laplace operator to (1.4), we get 5) where the source terms in this Schrödinger equation are written
The first term is easy to estimate thanks to (2.10) and (4.4):
Let us now estimate S 2 (t), pointwise in time. Straightforward computations lead to
As it has been shown in Section 3.1, for ε < ε(M, q) we have
Consequently, the second term in the right-hand side of (4.7) can be bounded as follows, pointwise in t, x:
Furthermore, by using (2.9), (2.11) with 2q (up to another modification of ε(M, q)), we get
The first term in the right-hand side of (4.7) is more delicate to estimate and requires an argument similar as the one used previously in Step 3 of the proof of Proposition 3.2. We only sketch this argument and leave the details to the reader. First, by computing straightforwardly ∆ x χ SB p , we obtain
where we used (4.9) . If the Laplace operator is applied to the Poisson equation 1.6, it comes
Hölder inequalities and Sobolev embedding imply that
Hence, by using (2.8), (4.9), (4.11), (2.2) (and up to another modification of ε(M, q)),
Then (4.7), (4.10) and (2.8) yield
From (4.5) and (4.6), we deduce that
and a Gronwall lemma enables to conclude that 14) where (4.12) and (4.11) were used again. The equation of charge conservation is written 15) thus it can be inferred from (4.13) and (2.8) that
Since we have
we claim that, for ε small enough and by following the method already used above in the proof of Proposition 3.2 (Step 3), this enables to show the estimate:
Next, if φ p,0 belongs to H 3 (R 2 ), one can reiterate the proof by following the same strategy and estimate higher order derivatives of V SB . Let us sketch this proof. By differentiating (4.5), one gets a Schrödinger equation on ∇ x ∆ x φ SB p , with several source terms. Thanks to bounds that have already been obtained, all these terms can be estimates in L 1 t L 2 x , except for one term, which requires more work:
Then it suffices to show that
and use the Poisson equation (after the application of ∇ x ∆ x to this equation) to get, for ε small enough, a bound for
We conclude as above with a Gronwall lemma. By using also (4.15), we finally obtain (4.3).
Proof of Theorem 2.7. Let us now estimate the discrepancy between the quantum subband model and the 3D model (1.1), (1.2). We denote by Π SB p the projector in L 2 (R) on the pth subband, i.e.
Thanks to the estimates (2.9) and (4.3), one can deduce the crucial following bounds from Lemma A.4 of the Appendix:
Then, as a direct consequence, we get a bound for the commutators between Π SB p and the operators of differentiation with respect to t and x. Indeed, straightforward calculations show that for any
and, if in addition we have
Of course, the same estimates hold for Q SB p := I−Π SB p . Furthermore, it is also readily seen that the operator
also satisfies the same kind of commutator estimates:
.
(4.20)
Let us now introduce the two following operators:
The 3D Schrödinger equation (1.1) can be rewritten:
Let us decompose ψ 3D as follows:
At the initial time, by Assumption 2.6, we have 23) where the remainders are written:
Let s ∈ (2, ∞) be fixed. By the commutator estimates (4.17), (4.18) and by (4.1), it is readily seen that
Consequently, by using the fact that in (4.23) the self-adjoint operator A ε only acts in direction z, a Strichartz-type inequality can be applied in directions x only (such inequalities were derived in [6] thanks to some results of [12] ). From (4.21), we infer
p is small at t = 0 (thanks to (4.21)) and solves the equation
Therefore, (2.10) and the above estimate of Λ 1 imply, by a Strichartz estimate in dimension 2, that
Let us now estimate the difference between the densities:
We remark that a differentiation leads to
which means, by Sobolev embeddings, that
where we used again (2.8) and (4.1). Hence, by (4.24), (4.25) with a = 2 and a Hölder inequality, it comes
Then, together with (2.2), the Poisson equation for the two models (1.6) and (1.2) implies that
By a Gronwall lemma, we conclude that
From this estimate, it is easy to complete the proof of Theorem 2. p , V 2.5D , n 2.5D ), respectively defined as the solutions of the quantum subband model (1.4), (1.5), (1.6) and of the 2.5D adiabatic model (5.1), (5.2), both with φ p,0 as Cauchy datum. Then we have, for any q ∈ (2, ∞) and T > ∞,
Proof. In [6] , we have shown that (5.1), (5.2) is well-posed and that its solution satisfies the following estimates:
where s * is defined in (2.1) and C is independent of ε. Denote
The function u vanishes for t = 0 and satisfies the equation
with
where we used (2.8), (2.9) and Sobolev embeddings. In order to treat R 2 , we recall that
Hence, we deduce from (2.2) and interpolation estimates that, pointwise in time,
where we used (2.8), (2.9) and, again, (A.8). Next we obtain
Finally, thanks to these estimates of R 1 and R 2 , (5.5) yields
Moreover, by a Strichartz estimate [13] in dimension 2, we have for any s ∈ [2, ∞),
By using again (5.6) and (2.4), we obtain now for any α ∈ [1, ∞):
Remark 
Remark 5.2 By combining Theorem 2.7 and this Proposition 5.1, we improve a result which was obtained in [6] . In this article (for weak solutions in energy space), the difference V 3D − V 2.5D was proved to be of order (almost) O(ε 2 ). Here, we complete this result by showing that, for strong solutions in H 3 , this difference is of order O(ε 3 ).
