The photon emission from a single molecule driven simultaneously by a laser and a slow electric radio frequency ͑rf͒ field is studied. We use a non-Hermitian Hamiltonian approach which accounts for the radiative decay of a two-level system modeling the single-molecule source. We apply the renormalization group method for differential equations to obtain long time solution of the corresponding Schrödinger equation, which allows us to calculate the average waiting time for the first photon emission. Then, we analyze the conditions for suppression and enhancement of photon emission in this dissipative two-level system. In particular we derive a transcendental equation, which yields the nontrivial rf field control parameters, for which enhancement and suppression of photon emission occurs. For finite values of radiative decay rate an abrupt transition to the state when both situations are indistinguishable is found for certain values of the rf field parameters. Our results are shown to be in agreement with the available experiments ͓Ch. Brunel et al., Phys. Rev. Lett. 81, 2679 ͑1998͔͒.
I. INTRODUCTION
The pump-probe experimental setup, used and studied in optical spectroscopy for years ͑see, for example, Ref. 1͒ plays a significant role in fluorescence spectroscopy of single molecules. When a monochromatic off-resonant electromagnetic field is added to an already present near-resonant one, a single molecule exhibits a great variety of quantum optical effects. Just a few to be mentioned in this connection are the light shift of the zero-phonon line, Autler-Townes splitting, 2 multiphoton resonances, 3 and radio frequency ͑rf͒ Rabi resonances. 4 The current interest in this field, within the context of single-molecule spectroscopy, stems from the ability to use the slow rf field to manipulate the single molecule ͑SM͒, in such a way that a single photon or a few photons are emitted per rf period. 5 Such single photon spectroscopy, is likely to be the most delicate optical measurement one can perform on a molecule. Furthermore, such an approach might be useful for quantum cryptology, and quantum computing. 5 Possible frameworks for the analysis of existing low temperature optical experiments on fluorescence spectra of a single molecule 5 are provided by a well known two-level atom picture. Among these frameworks is a description of photon emission by a single molecule via optical Bloch equations. This approach has a long history in quantum optics and in studies of nuclear magnetic resonance and electron-spin resonance. 6 Quite frequently, however, one has to settle for the numerical solution to compare Bloch equations description of a single molecule with laboratory measurements.
Another common analytical tool in this context is the non-Hermitian Hamiltonian approach 7 ͑see also Ref. 8 for a comprehensive discussion͒. It treats the two-level system ͑TLS͒ emitting photons as an open or dissipative system where the time evolution of the system is governed by the Schrödinger equation with an effective non-Hermitian Hamiltonian operator. The molecule evolves from its ground state ͉g͘ to a superposition of excited state ͉e͘ and state ͉g͘, and jumps back into state ͉g͘ emitting a photon. Then the process starts over again. It is possible to characterize such jumps statistically and therefore, to get the statistics of photon emission by a single-molecule source. The objective of this paper is to study the average waiting time of the first emission event by a ͑SM͒ interacting with a laser and an off-resonant rf field. Using the renormalization group ͑RG͒ method for differential equations, 9 we carry out the perturbative solution of time dependent Schrödinger equation with effective non-Hermitian Hamiltonian. Our goal is to obtain the conditions for enhancement and suppression of photon emission, as the rf field control parameters are changed. As discussed by Makarov and Metiu in Ref. 10 , this problem is related to the problem of coherent destruction of tunneling ͑CDT͒ for a particle in a double-well potential 11, 12 The work of Makarov and Metiu 10 considered the suppression of photon emission from a single molecule driven by rf field and studied this problem numerically. As pointed out in their work, in the vicinity of the localization point, calculation of the averaged waiting time involves highly oscillatory integrands, and the results of numerical simulations are unreliable. Hence, an analytical approach is highly desirable. In addition, Makarov and Metiu assume that the standard condition for localization holds, namely J 0 ͑͒ = 0 ͑see Eq. ͑9͒ in Ref. 10͒ where the modulation index is equal to the inner product of systems dipole moment and external field in units of driving frequency. 4, 6 However, this well known condition is strictly valid only when the inverse radiative lifetime of the molecule is zero ⌫ = 0. Of course, if ⌫ = 0 photons are not emitted from the molecule, and the condition used in Ref. 10 is an approximation whose accuracy is yet unknown. In this paper we give the condition for suppression of photon emission, for the case relevant for single molecules, i.e., ⌫ 0. We recover known CDT results as ⌫ → 0.
From CDT studies it is known that the specific choice of the rf field parameters causes, i.e., a particle's localization in one of the wells. 11 The rf field may thus be used to suppress the particle's tunneling which corresponds to the emission from a SM. 10 However, the SM system is fundamentally different from an electron in a double-well potential, since the SM emits photons, and is governed by non-Hermitian Hamiltonian. 8 We show that the influence of the finite radiative lifetime of the molecule on the existing CDT picture is qualitatively and quantitatively significant. This is done in Sec. II, where we present the RG analysis for the equations governing the evolution of the dissipative TLS. We would like to stress, that in standard CDT formulation, the dissipation plays a role of a perturbation to the localization problem. For single molecules in the ⌫ = 0 case, the molecule does not emit any photons, as we already mentioned. Hence, there is no basic phenomenon when system is dissipationless. By contrast, in the standard CDT problem the basic phenomenon is observed for nondissipative system. In Sec. III we derive the criteria for suppression of the photon emission for the cases of small and finite radiative decay rate and discuss the critical behavior of the spectrum. The conclusions are given in Sec. IV. A brief summary of our results was given in Ref. 13 .
Finally, in connection to the emission suppression condition, the well known result for the fluorescence peak suppression of an atomic transition interacting with cw and rf fields, is worth mentioning. As it follows from the dressed atom picture, the intensity of the resonances of the atom dressed by the rf photons is given by J l ͑͒ 2 ͑l = 0 , 1 , 2 , . . . ͒, where J l ͑͒ is the lth order Bessel function. 4, 6 Therefore, the weight of the resonance can be made infinitesimal, by tuning the modulation index to one of the zeros of the corresponding Bessel function. The connection between the theory of dressed states and the RG analysis was given an account in Ref. 14. Note that the l = 0 case is precisely the CDT condition. 11 In this paper we find a new condition for the peak suppression which takes into consideration the radiative part of the Hamiltonian and modifies "zeros of the Bessel function" condition, well known in quantum tunneling and quantum optics.
II. RG ANALYSIS OF THE SCHRÖDINGER EQUATION FOR A SINGLE MOLECULE
For a molecule with a ground electronic state ͉g͘ and an excited electronic state ͉e͘, in the presence of a laser and a slower rf fields, the Schrödinger equation has the form i ‫ץ‬ ‫ץ‬t ͉⌿͑t͒͘ = H͑t͉͒⌿͑t͒͘,
͑1͒
H͑t͒ = V g cos rf t͉g͗͘g͉ + ⍀ 2 ͉͑g͗͘e͉ + ͉e͘ ϫ͗g͉͒ + ͑V e cos rf t + ␦͉͒e͗͘e͉.
Here, rf is rf field frequency, ␦ is the laser detuning, V e,g = e,g · E rf , ⍀ = eg · E ͑the Rabi frequency͒, where e,g are permanent dipole moments of the molecule in states ͉e͘ and ͉g͘, eg is the transition dipole, and E and E rf stand for the amplitudes of the laser and the rf fields, respectively. The emission event is taken into account by the non-Hermitian part −͑i⌫ / 2͒ ͉e͘ ͗e͉ added to the TLS Hamiltonian, 6 to get
where ⌫ is the rate of radiative decay, also referred to as damping coefficient. We are interested in the evolution of ͉⌿͑t͒͘ = ⌿ g ͑t͉͒g͘ + ⌿ e ͑t͉͒e͘, or, to be precise in the evolution of the survival probability
i.e., the probability of no emission event to occur in the time interval between 0 and t. Note, that in Eq. ͑2͒ the TLS Hamiltonian H͑t͒ is taken in the rotating wave approximation for the fast on-resonant laser field, but not for the slow off-resonant rf field. From the survival probability the average waiting time ͗͘ for the first emission event 8, 10 is readily obtained, according to
͒dt. ͑3͒
This quantity yields the average waiting time for the first emission when ͉⌿͑0͒͘ = ͉g͘, and the phase of the rf field ͓Eq. ͑1͔͒ is initially equal to zero. It can serve as an estimate for the mean time between successive emissions, provided we can neglect the effect of the phase of the rf field. When the Rabi frequency is small enough, such an effect can be minimal, because the excited state population is proportional to ⍀ 2 , when only the laser field is present.
In what follows, we discuss two cases: ⌫ / rf Ӷ 1, ⍀ / rf Ӷ 1 and ⍀ / rf Ӷ 1, ⌫ / rf ϳ 1. The first one, allows the comparison with fluorescence measurements carried out in Ref. 4 and illustrates the rf field induced emission suppression condition for a single-molecule source. In the second case we observe how this condition gets destroyed with the increase in dimensionless damping coefficient ⌫ / rf .
We should also note, that Eq. ͑2͒ has time-dependent coefficients, and no closed form solution is known for a general set of laser and rf field parameters. The simplification introduced by choosing a small Rabi frequency in Eq. ͑2͒ ͑⍀ / rf Ӷ 1͒ leads to the possibility of perturbative calculation of ͉⌿͑t͒͘.
A. RG analysis in the limit of small radiative decay rate First of all, we select the time scale of our problem and nondimensionalize all its parameters. This can be done as follows: t ‫ۋ‬ rf t, V e,g ‫ۋ‬ V e,g / rf , ␦ ‫ۋ‬ ␦ / rf , ⌫ ‫ۋ‬ ⌫ / rf , ⍀ ‫ۋ‬ ⍀ / rf . By referring to the Rabi frequency as being small we mean that, it is small compared to the frequency of the rf field. We can further simplify our analysis of Eq. ͑2͒ by assuming the system dissipation to be small as well. More explicitly, ⌫ ‫ۋ‬ ⑀⌫, ⍀ ‫ۋ‬ ⑀⍀ ͑⑀ Ӷ 1͒.
The next step is the change of variables according to: ⌿ g ͑t͒ = c g ͑t͒exp͕−iV g sin t͖, ⌿ e ͑t͒ = c e ͑t͒exp͕−iV e sin t − i␦t͖, to prepare for the integration in Eq. ͑2͒. Then, we make use of the identity 15 exp ͕iz sin t͖ = ͚ k=−ϱ ϱ e ikt J k ͑z͒, ͑4͒
and the original system ͓Eq. ͑2͔͒ reduces to the following set of coupled ordinary differential equations:
where we introduced the modulation index = V e − V g . We now turn to the perturbation analysis, with the objective to get an asymptotic solution of Eqs. ͑5͒ which would be valid globally in time. To do that we apply the RG method introduced in Ref. 9 . Unlike conventional singular perturbation methods, 16 the RG procedure starts with the construction of the naive expansion. The latter has the form of a power series in the small parameter ⑀:
where C͑t͒ = ͑c g ͑t͒ , c e ͑t͒͒ T . The naive solution is then obtained by substituting C͑t͒ into Eq. ͑5͒ and solving for the gauge functions c ͑n͒ ͑t͒ at each order ⑀ n . For the naive expansion to be valid, the gauge functions should be O͑1͒ for all t. However, this is almost always not the case. Usually, for large enough times one or several c ͑n͒ ͑t͒ become greater than their predecessors c ͑m͒ ͑t͒ ͑m Ͻ n͒. Then, the naive expansion becomes nonuniform and cannot be used as an approximate solution. The terms causing nonuniformity are called secular terms. 16 The RG procedure regularizes the naive expansion by identifying the secular terms and eliminating them. Although there exist a substantial amount of introductory literature on the RG method and its applications, 17 we outline its key steps and details in the Appendix.
In the naive expansion ͓Eq. ͑6͔͒, which we now substitute into Eq. ͑5͒, all the gauge functions are two-component vectors,
One can see, that at O͑⑀͒ this leads to the linearly growing terms ͑secular terms͒ at integer values of detuning: ␦ = l. Thus, to be able to treat other values of detuning simultaneously with the integer ones, we set ␦ = −l + ⑀, where = O͑1͒ is the "detuning of the detuning"
and proceed. The solution we are about to obtain describes the vicinity of fluorescence peak ͑cf. experimental results reported in Ref. 4͒ . The entire spectrum can be approximated as the sum of such peaks, located at different integer values of detuning, provided that the peaks are not too wide. Since we consider the small dissipation and small Rabi frequency case, this assumption is secure.
We introduce a parameter into Eq. ͑5͒ by transforming original probability amplitudes as ⌿ g ͑t͒ = c g ͑t͒ ϫexp͕−iV g sin t͖, ⌿ e ͑t͒ = c e ͑t͒exp͕−iV e sin t + ilt͖, and using Eq. ͑4͒ to get
with C͑0͒ = ͑1 , 0͒ T . From Eq. ͑7͒ the result to O͑⑀͒ reads
In the O͑⑀͒ solution we dropped all the terms other than those linearly growing with time, due to the irrelevance of such terms for the next steps of the procedure. The RG equations are ͑see the Appendix͒
where subscript "R" indicates that we are looking for the renormalized values of A and B. Finally, solving Eq. ͑8͒ with the initial conditions C͑0͒ = ͑1 , 0͒
T we obtain the following renormalized zero order solution:
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Here, by "Ϯ," we specified two different square roots, and
We observe, that J −l ͑͒ renormalizes the frequency of the bare ͑ = 0͒ problem. We can now set ⑀ = 1, as we do not need it anymore. After the integration in Eq. ͑3͒, it can be shown that ͗͘ l , the average waiting time for the first emission to occur, is given by
when the detuning is close to the integer value l. Then, for arbitrary laser detuning ␦, the average waiting time of the first emission event, can be approximated as
͑11͒
The equality sign in Eq. ͑11͒ indicates the above mentioned approximate nature of this formula. The presence of Bessel functions in the denominators of each term in the sum opens the possibility to suppress the fluorescence peak ͑to infinitely extend waiting time͒, and to localize the ͑SM͒ in its ground state. For integer values of the detuning ␦ = l ͑in units of rf ͒ we can always select parameters of the rf field, i.e., modulation index , so that J ␦ ͑͒ = 0.
In Fig. 1͑a͒ , we compare the RG result ͓Eq. ͑11͔͒ with the numerical solution of Bloch equations, previously done in Ref. 4 in order to match it with their experimental results. We repeat numerical simulations of Ref. 4 for the same set of experimental parameters and calculate the fluorescence spectra. The prediction of Eq. ͑11͒ is in a good agreement with the numerical solution for the three smallest values of Rabi frequency ͑Fig. 1͒. The slight discrepancy observed for the highest value of Rabi frequency ͓top graph in Fig. 1͑a͔͒ is due to the fact that perturbation parameter ⑀ Ϸ 0.46 in this case is rather close to 1. In particular, the RG solution ͑to this order͒ does not capture the shifts in the fluorescence peaks position, found in experiments for ⍀ ജ 3.2⌫. 4 In Fig. 1͑b͒ we demonstrate the outcome of changing the value of modulation index from 1.14 of Ref. 4 to the first root of the zeroth order Bessel function ͑ Ϸ 2.4048͒. We can see that, the criterion for the destruction of emission ͓J ␦ ͑͒ = 0͔ is supported by numerical solution of Bloch equations, as the central peak ͑␦ = 0͒ gets suppressed for the latter value of .
It is also possible to look at the probability distribution of the first emission event. The qualitative transformations of the ͉⌿ e ͑t͉͒ 2 plot 10 can be complemented with the corresponding RG prediction. This is done in Fig. 2 , where the probability of photon emission at time t − ͉⌿ e ͑t͉͒ 2 is computed numerically and compared with the results of Eq. ͑10͒ for the case of zero detuning. Now, we further explore the emission suppression case. Keeping the same parameters as in Ref. 4 , we change the value of to make the side peaks disappear. The results are presented in Fig. 3 . We also observe that, for sufficiently large it is possible to suppress more than two side peaks, corresponding to positive and negative integer detunings. Taking to be the eighth root of J 1 ͑͒, we eliminate the third peaks, while taking it to be the eighth root of J 2 ͑͒, we eliminate the central peak ͑␦ = 0͒ as well. This can be explained by the behavior of zeros of the Bessel functions, which fall densely on the real axis, as the argument increases. For the large modulation index one expects the entire spectrum to be suppressed. The evolution of survival probability alters significantly when the dissipation coefficient ⌫ is larger than, or of the same order as, the driving frequency rf . This becomes clear from the structure of the secular terms as we take on the long time asymptotic solution for this case. We still consider Rabi frequency to be small ͑⍀ ‫ۋ‬ ⑀⍀ , ⑀ Ӷ 1͒, but keep ⌫ = O͑1͒. First of all, we focus on the case of zero detuning ͑␦ = 0͒. The Schrödinger equation then reads
ͪ⌿.
͑12͒
The transformation to "amplitude" variables is almost the same as before: ⌿ g ͑t͒ = c g ͑t͒e −iV g sin t , ⌿ e ͑t͒ = c e ͑t͒e −iV e sin t−⌫t/2 . Once again, after using Eq. ͑4͒ we face a set of coupled linear ordinary differential equations:
Proceeding with the naive solution, we observe that the secular terms do not appear in this expansion at O͑⑀͒, as they did in the case of weak dissipation.
At O͑1͒, the solution is a constant vector c ͑0͒ = ͑A , B͒ T . Substitution of this result into the O͑⑀͒ equations yields
which, in turn, lead to the following O͑⑀ 2 ͒ equations:
Further integration produces secular terms ͑for k = l͒ 
Hence, to O͑⑀ 3 ͒ A R and B R satisfy
At time t = 0 we assume that the molecule is in the ground state: c e ͑0͒ = 0, c g ͑0͒ = 1. Applying these initial conditions and replacing A and B with their renormalized values ͓Eqs. ͑14͔͒ in c ͑0͒ , we obtain O͑⑀ 2 ͒ perturbation results for amplitudes c e and c g . Then, we switch back to the original variables ⌿ e,g ͑t͒ and arrive at
Next, using Eq. ͑3͒ we calculate the mean waiting time ͗͘; the O͑⑀ 2 ͒ result reads
͑17͒
The corresponding expression for the case of nonzero detuning can be calculated in a similar fashion. Formally, this case is obtained from the one we just considered by addition of an imaginary part to the decay rate: ⌫ ‫ۋ‬ ⌫ + 2i␦. Therefore, the general formula for the case of arbitrary laser detuning can be written as
͑18͒
The possibility of locking the system in state ͉g͘ for a long time is still present. As one can see, the presence of finite damping has modified the corresponding condition, and made ͗͘ finite at all values of in contrast to the results of Eq. ͑11͒. In other words, the average waiting time for the first emission event can be maximized for certain values of modulation index, but the height of the peaks at the maximum positions is now finite even at the leading order in small Rabi frequency. In Fig. 4 we present the comparison of the RG produced estimates with the results of numerical solution of Eq. ͑2͒. For all three values of ⌫ these predictions are adequate. From Fig. 4 we also observe, that when the dimensionless ⌫ is not too large, the maxima in the average waiting time occur at zeros of J ␦ ͑͒, in accord with the results obtained in small dissipation limit. If the decay rate is increased, one expects the peaks to get broader and shifted. This result does follow from the comparison of ⌫ = 0.5 and ⌫ = 1.0 cases ͑see Fig. 4͒ . Meanwhile, the third curve in Fig.  4 , corresponding to the case of ⌫ = 3.0, points to a less trivial feature in the peaks' behavior. Referring to the presence of well defined maxima in ͗͘ as a sign of a localization ͑in ground state͒ effect, we can refer to their disappearance as a delocalization effect.
The detailed study of such a transition is the purpose of the next section. Finally, in connection to experimental studies, we should mention that an expression for ͗͘ −1 similar to Eq. ͑18͒ was given in Ref. 19 , where it adequately described the behavior of terrylene in n-hexadecane at low temperatures.
III. TRANSITION FROM LOCALIZED TO DELOCALIZED REGIME
As long as the decay rate does not exceed certain threshold value, the average waiting time of the first emission ͗͘, plotted as a function of , appears as a sequence of alternating minima and maxima ͑see Fig. 4͒ . Those extrema correspond to the enhancement and reduction in photon emission rate, respectively. Setting d͗͘ / d = 0 and differentiating Eq. ͑17͒ we obtain the following conditions for the extrema:
Thus, for zero laser detuning and infinitesimal ⌫, the nth maxima would be located at n , the nth zero of the Bessel function J 0 ͑͒ ͑see also the Appendix for the derivation of the corresponding condition in absence of dissipation͒. When dissipation becomes noticeable, the peaks of ͗͘ shift with respect to the n . Assuming that these shifts are still small, one can estimate them perturbatively from Eq. ͑17͒.
A. Condition for the emission suppression in the small shifts limit
At the position of a maximum, we have d͗͘ / d = 0. Upon differentiation in Eq. ͑17͒, we use the sum rule
and find, that
Then we use an identity dJ k ͑͒ / d = ͑J k−1 ͑͒ − J k+1 ͑͒͒ / 2 and an addition theorem
where n is the shift of the nth peak ͑i.e., shift with respect to the n ͒. Next, we make use of the small n asymptotics of Bessel functions:
l ͑l Ͼ 1͒. Keeping the zeroth and the first order terms, and solving for n , we arrive at
In Fig. 5 we plot the relative shifts n / n , given by Eq. ͑20͒, as a function of damping coefficient ⌫ for n = 1 -4, and compare them with numerical solution of the transcendental equation ͑19͒. It is clear that estimates given by Eq. ͑20͒ predict the shifts, which are less than 10%, but fail to reproduce the larger shifts. Further analysis of extremum behavior has to be done by solving Eq. ͑19͒ numerically.
B. Condition for the emission suppression for arbitrary shifts
In Fig. 6 we plot G͑⌫ , ͒ and J 0 ͑͒ versus to illustrate the solution of Eq. ͑19͒ for two values of ⌫. When ⌫ = 1.0 the corresponding curves cross close to n ͓Fig. 6͑a͔͒. However, as ⌫ is increased to 2.5, Eq. ͑19͒ does not have any solutions in the vicinity of 1 and 2 and the first two maxima of ͗͘ disappear ͓Fig. 6͑b͔͒. We also notice that, for this value of the decay rate, the first two minima of ͗͘, located next to the zeros of J 1 ͑͒ ͓Eq. ͑19͔͒ for smaller ⌫, disappear as well.
Apparently, maxima and minima of the waiting time ͗͘ do not vanish gradually due to the peak broadening. Instead, there is a critical value of ⌫ ͑⌫ / rf in original units͒ for each FIG. 5 . Shifts in the position of maxima of ͗͘ ͑see Fig. 4͒ with respect to ͑a͒ 1 ͑top͒ and 2 ͑bottom͒; ͑b͒ 3 ͑top͒ and 4 ͑bottom͒, plotted as a function of ⌫.
extremum. Therefore, with an increase in dimensionless decay rate ⌫ / rf a single molecule undergoes the transition from localized-like behavior to delocalized behavior, for which we can no longer speak about maximizing average waiting time for the first emission, or about the localization of a molecule in its ground state. The transition manifests itself as a motion of the neighboring pairs of maxima and minima towards each other with subsequent annihilation at the same values of critical damping ⌫ cr ͑see Fig. 6͒ . Further illustration to the transition from localization to delocalization is provided in Fig. 7 , where we display the graphical solution of Eq. ͑19͒ in ͑ , ⌫͒-plane.
At a critical point, the slopes of J 0 ͑͒ and G͑⌫ , ͒ in Fig. 6 coincide. For the dissipation approaching its critical value we can use this fact and determine the asymptotic behavior of extrema. Expansion in Taylor series of Eq. ͑19͒ in the vicinity of critical point ͑ cr , ⌫ cr ͒, produces
Here, we retained only the leading terms in both sides of the equation. Thus, the position of the extremum scales with the decay rate as cr − ϰ ͑⌫ cr − ⌫͒ ␤ , with ␤ = 1 / 2.
IV. DISCUSSION AND CONCLUSIONS
We have shown that a dissipative TLS, interacting with a continuous laser field can be localized in its ground state by an appropriate choice of parameters of additional driving field. To demonstrate this we considered a SM governed by a non-Hermitian Hamiltonian in rotating wave approximation for the laser field. The added slow rf field interacting with a molecule via dipole moments of its ground and excited states makes the TLS Hamiltonian time dependent. Our main quantity of interest, the average waiting time for the first emission requires knowledge of the survival probability, which, in turn, demands the solution of Schrödinger equation.
Generally, this goal can be achieved only by perturbation analysis in the case when some of the governing parameters are small. For this reason, throughout the paper we assumed that the Rabi frequency ⍀ of a single molecule is small compared to the frequency of the driving rf field rf . On the other hand, to provide a correct estimate for the average waiting time, the resulting survival probability has to be given by a uniformly convergent series. In this paper we overcame this difficulty by applying the RG procedure formulated in Ref. 9 . For the radiative decay rate of the excited state ⌫, we considered two limiting situations: ⌫ / rf Ӷ 1 and ⌫ / rf ϳ 1. The RG calculation for the first case generates two conclusions.
͑i͒
The fluorescence spectra of a single molecule, calculated as a reciprocal average waiting time of the first emission reproduces the experimental results of Ref. 4 . ͑ii͒
There is a condition for suppression of fluorescence peaks, which resembles the criteria of coherent destruction of tunneling 11 of an electron in a double well.
A similar procedure in the second case also produces the correct estimates for the average waiting time ͗͘, as was verified by the numerical solution of the Schrödinger equation for a single molecule. However, the suppression of photon emission is achieved for the values of modulation index FIG. 6 . Illustration of the transcendental equation ͑19͒. Bessel function J 0 ͑solid line͒ plotted as a function of together with the right-hand side of Eq. ͑19͒, G͑⌫ , ͒. Radiative decay rates are ͑a͒ ⌫ = 1.0; ͑b͒ ⌫ = 2.5. Grid lines indicate zeros of J 0 ͑͒. In case ͑a͒, the solutions of Eq. ͑19͒ are slightly shifted with respect to n ; the emission suppression is possible. In case ͑b͒, these solutions do not exist since the curves do not cross; the emission suppression is not possible. different from those in the small ⌫ limit ͓the well known condition J 0 ͑͒ = 0 does not apply͔. Moreover, at a certain critical value of dissipation coefficient, the neighboring minima and maxima of ͗͘ ͑͒ annihilate, and suppression of emission no longer persists. In connection with the transition from the localized behavior to the delocalized one, we were able to estimate the shifts in the positions of extrema of the average waiting time for a given dissipation, and to determine a critical value of ⌫ / rf for a given extremum.
The result of Eq. ͑11͒ can be given the following physical interpretation. For a bare TLS the excited state amplitude may be written as ⌿ e ϰ exp͑−i 0 t͒, with 0 being a bare absorption frequency of the molecule. Such a two-level system, in the process of resonance fluorescence emits photons at a rate 1 / ͗͘ rf = ⌫⍀ 2 / ͑4␦ 2 + ⌫ 2 + 2⍀ 2 ͒. When we add the rf field, the excited state amplitude behaves as ⌿ e ϰ exp͕ −i͐ 0 t ͑ cos t + 0 ͒dt͖; namely, the rf frequency modulates the transition frequency. Using the identity given by Eq. ͑4͒ we obtain: ⌿ e ϰ ͚ k J k ͑͒e −i 0 t−ikt . Comparing this result with Eq. ͑11͒, we see that the kth free wave component of ⌿ e , contributes to the total rate 1 / ͗͘ k , a term equal to 1 / ͗͘ rf with the Rabi frequency renormalized by a J k ͑͒ factor.
Finally, we remark that the analysis presented in this paper can be carried out for the system of optical Bloch equations, which represents a standard tool in singlemolecule spectroscopy, nuclear magnetic resonance, and electronic spin resonance. where t 0 is a reference ͑"initial"͒ value of t, and the set of integration constants A k ͑t 0 ͒, insures that the solution is unique. Before the perturbation was introduced, the solution was only t-dependent. If this dependence is still present after the perturbation was introduced, it is referred to as a fast scale dependence, as opposed to dependence on scales like ⑀t, ⑀ 1/2 t, ⑀ 2 t, etc., which are called slow. The idea to separate these scales in the process of solution is behind the method of multiple scales and those alike. 16 Such a process, however, requires a lot of intuition and insight into the particular ODE, which the RG method 9 does not. The RG procedure of Ref. 9 ͑as well as other singular perturbation methods͒ deal with the problem of secular divergences arising in the naive perturbation solution, which we already discussed in the text. Normally ͑but not necessarily͒ these secular divergences appear as polynomials in t. They are unbounded as t goes to infinity, and need to be removed from the naive perturbation series for them to represent uniformly valid asymptotic expansion, and therefore, to provide an approximate solution to Eq. ͑A3͒.
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Both multiple scales and RG approaches assume the Cauchy data A k ͑t 0 ͒ to be functions of t as well. In the former case this step helps to avoid secular terms, while in the latter case it helps to eliminate them. The RG procedure of Ref. 9 being less involved technically, still suffers from absence of firm mathematical grounds and universal machinery. In addition, when the perturbation enters the ODE as a slow modulation rather than as a small ͓O͑⑀ p ͔͒ term, the RG method requires reinterpretation. Indeed, in these case ͑and in several other cases͒ the naive expansion cannot be built, or even worse, the RG leads to incorrect results as was demonstrated in Ref. 21 . Although we are not concerned with such cases in this paper ͑in fact the approach of Ref. 9 is perfectly suitable for our purposes͒ we found it logical to present the RG method in its more recent interpretation. 21 We start by working out two examples ͑a harmonic oscillator and the CDT problem͒ employing this version of the RG approach. Then, for those not convinced by the arguments of Refs. 17 and 21 we show the derivation of the RG results based on the Lie group approach, which we borrowed from Ref. 22 .
Consider a damped harmonic oscillator, which restoring force is small:
with some initial conditions which we do not specify. We will confine our discussion to the case of f = 1, the case of linear autonomous ODE which is obviously integrable; nevertheless we intend to find the solution perturbatively. The general form of f is only needed to explain the concept of local solution. 21 As it was pointed out in Ref. 21 , the naive solution is good as long as it is considered close to a particular reference point t 0 . Given a set A͑t 0 ͒, B͑t 0 ͒, we fix a curve y͑t͒ uniquely. However, the same curve can be specified by a different set of initial conditions at a different initial point t. Two naive solutions found for the different initial points on the same curve are certainly the same except for the set A, B explicitly present in these solutions. One can then argue, that, being an approximations for the same exact curve y͑t͒, these two ͑or actually, infinite number of͒ points should have something in common.
for f = 1 ͑see Ref. 21 for less trivial examples͒. Inserting
we solve this equation order by order:
͑A5͒
We have
͒. ͑A6͒
Thus, by considering infinite sequence of reference points t 0 , we obtain an approximation ỹ͑t , t 0 ͒ to the exact solution, which is valid for t close to t 0 only. The secular divergences are still there, but they are harmless. The next argument eliminates reference points from the picture. Indeed, these points are not any different from each other, and we do not expect them to appear in the solution, until the very last stage, when we impose the initial conditions on our approximate solution ͑which we do not have yet͒.
We note that t 0 is just some reparametrization of the interval spanned by the independent variable t: t 0 = t 0 ͑t͒. Moreover, since ỹ͑t , t 0 ͒ is not really a function of t 0 one can require ͉dỹ͑t , t 0 ͒ / dt 0 ͉ t 0 =t 0 ͑t͒ = 0. This is precisely what different local solutions ͑different sets A, B͒ have in common. The simplest possible choice for t 0 ͑t͒ is t 0 ͑t͒ = t. Note, that we are restricted only by the requirement for this function to be close to t. Thus, we arrive at
which is called the RG equation. Applying it to the local solutions, given by Eq. ͑A6͒ we get
Then, the globally ͑to order ⑀͒ valid solution is obtained by setting ỹ͑t , t 0 = t͒ = y͑t͒. Continuing the above procedure to the infinite order, we recover the exact solution ͑see the details below, where we rework this example using the Liegroup approach͒
where A 0 and B 0 are given initial conditions. We can see how the RG equation picks up the slow scale dynamics, seemingly simple in our case, but highly nontrivial for general f.
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A more complicated example of the Schrödinger equation for the electron in a double-well potential 11 can be also treated using RG method. Here, our presentation is different from the solution of the same problem given in Ref. 14, but it leads to the same results and illustrates all the main steps of the derivation in Sec. II.
Having observed how the RG procedure works, we take on the harmonic oscillator problem
from a different angle. First of all, we substitute the naive expansion ͓Eq. ͑A4͔͒ into Eq. ͑A10͒ to get the recursive relation Eq. ͑A5͒. Clearly, the nth order naive solution consists entirely of the secular terms, which are degree n polynomials, obtained iteratively, from
ͪP n = − P n−1 , starting from P 0 = 1. For example, P 1 ͑t͒ = −t, P 2 = t 2 / 2 − t, etc. The nth order result reads y n = A͑t 0 ͒P n ͑t − t 0 ͒ + B͑t 0 ͒P n ͑− ͑t − t 0 ͒͒e −t .
This property makes the divergent, in the limit ͑t − t 0 ͒ → ϱ, terms easy to identify, and even more easy to remove algebraically by redefining ͑renormalizing͒ the Cauchy data according to A R ͑t͒ = A͑t 0 ͒͑1 + ⑀P 1 ͑t − t 0 ͒ + ⑀ 2 P 2 ͑t − t 0 ͒ + . . . ͒, ͑A11͒
B R ͑t͒ = B͑t 0 ͕͒1 + ⑀P 1 ͑− ͑t − t 0 ͒͒ + ⑀ 2 P 2 ͑− ͑t − t 0 ͒͒ + . . . ͖.
͑A12͒
As a consequence, we arrive at the uniformly valid solution y = A R ͑t͒ + B R ͑t͒e −t , which looks like a leading order solution with time dependent integration constants. Such a "removal" seems artificial, and is not in accord with the Cauchy theorem for differential equations, as long as we trust the naive solution. However, we notice, that upon substitution into Eq. ͑A10͒ we get a set of translationally invariant ͓just like the original Eq. ͑A10͔͒ in t equations 
͑A13͒
Furthermore, from the Lie group theory it follows, that equations for higher order are consistent with Eq. ͑A13͒. The fact that we obtained the exact form of the Lie group generator is not surprising, as the problem of damped harmonic oscillator is integrable. Otherwise we would have a successively improving ͑order by order in ⑀͒ equation for the renormalized "integration constant" A R . This equation is referred to as the RG equation ͓cf. Eqs. ͑A7͒-͑A9͔͒.
The most remarkable feature of the approach of Ref. 22 is that its formalism can be easily extended to the ODEs, which do not possess any translational invariance as well as to partial differential equations. 22 In these cases the asymptotic expansion of the Lie group generator ͑the RG equation͒ contains explicit t dependence, which is also anticipated.
We are now ready to examine a slightly more complicated example of Schrödinger equation for the electron in a double-well potential ͑the CDT problem͒ 11 with the RG method.
The TLS Hamiltonian is given by 11 H = V g cos t͉g͗͘g͉ + V e cos t͉e͗͘e͉ + ⍀ 2 ͉͑g͗͘e͉ + ͉e͗͘g͉͒.
