This paper investigates reinforcement learning (RL) in XCS. First, it formally shows that XCS implements a method of generalized RL based on linear approximators, in which the usual input mapping function translates the state-action space into a niche relative fitness space. Then, it shows that, although XCS has always been related to standard RL, XCS is actually a method of averaging RL. More precisely, XCS with gradient descent can be actually derived from the typical update of averaging RL. It is noted that the use of averaging RL in XCS introduces an intrinsic preference toward classifiers with a smaller fitness in the niche. It is argued that, because of the accuracy pressure in XCS, this results in an additional preference toward specificity. A very simple experiment is presented to support this hypothesis. The same approach is applied to XCS with computed prediction (XCSF) and similar conclusions are drawn.
INTRODUCTION
Reinforcement learning (RL) deals with the problem of an agent that has to learn to perform a certain task by interacting with an unknown environment. The agent does not know anything about the structure of the environment, it only knows the current environmental state s. It can perform an action a selected from a set of available actions, and as a consequence of performing a in s it receives a reward r, an indication of how well the agent is behaving in terms of problem solution. In reinforcement learning, the agent learns by trying to maximize the amount of reward received. To accomplish this, the agent usually computes a value function Q(s, a) which maps state-action pairs into an estimate of expected cumulative future reward. Reinforcement learning algorithms work on two main assumptions: that Q(s, a) is represented as a lookup table and that each state-action pair is visited an infinite number of times. However, in large problems lookup tables become easily infeasible, both because of the memory requirements, and because it is often impossible to visit every state-action pair an infinite number of times. This introduces the problem of generalization: how to compute a compact approximation of Q(s, a), while reusing previous experience in those areas of the problem space that are rarely visited. Generalization in reinforcement learning is usually solved by methods of function approximation and the value function Q(s, a) is approximated by a parametrized function.
Learning classifier systems are a method of reinforcement learning which provides a different approach to generalization. In learning classifier systems the value function Q(s, a) is represented by a set of possibly overlapping conditionaction-prediction rules, called classifiers, which associate to the problem subspace (identified by the condition) and to the classifier action an expected payoff. Classifiers applying in the same state s, whose condition matches s, and advocating the same action a combine their predictions to provide an estimate of Q(s, a). Effective generalization is obtained by evolving populations of maximally general classifiers that apply in as many situations as possible while providing a good approximation of Q(s, a). Classifier prediction has been usually represented as a parameter associated to the classifier but recently Wilson [27] has introduced the concept of computed prediction. The typical prediction parameter is replaced by a prediction function p(s, w) and a parameter vector w. When a state s is encountered, the predictions of the classifier applying in s and having action a are first computed and then combined to provide an approximation of Q(s, a). Computed prediction introduces a new dimension to the quest for effective generalization, while the genetic algorithm still searches for the best problem partitioning, computed prediction improves the approximation of Q(s, a).
The study of the relations between learning classifier systems and reinforcement learning have been widely studied.
In the recent years, these works have been mainly focused on Wilson's XCS [11, 5, 9, 20] . This most probably because XCS has a stronger relation to RL than other models, in that it uses a modification of Watkins's Q-learning [16] to update the classifier prediction parameter. In particular, it has been shown that XCS can be formally equated to a rule-based version of Q-learning [11] in which the genetic algorithm is used as the search engine for the best problem partitioning. Later, in [5] , XCS was compared to (standard) generalized Q-learning and it was noted that the typical gradient term is missing for the classifier prediction update. The gradient was added to XCS and it was shown to improve XCS performance in multistep problems. The same approach was also applied to XCS with computed prediction (XCSF) in [12] , but no relevant improvements were reported in this case. The analysis in [5] was extended by Wada et al. [20, 19] where it was noted that the derivation of gradient descent provided in [5] was not consistent with standard generalized Q-learning. Accordingly, another update was proposed [20] and tested on a strength based XCS [9] . However the results did not show improvements over the original XCS.
In this paper, we further investigate the relationships between XCS models and generalized reinforcement learning. First, we show that both XCS and XCS with computed prediction (XCSF) can be formally viewed as methods of generalized reinforcement learning based on linear approximation. We consider the two major approaches to generalized reinforcement learning, standard RL [16] and averaging RL [16, 8, 14] , which was not considered in the comparisons performed in previous studies. Using the equivalence between XCS models and linear reinforcement learning, we derive the update formula for XCS and XCSF for standard and averaging RL. Standard RL in XCS and XCSF results in the XCS update introduced in [20] and in a similar update for XCSF. We show that XCS and XCSF with gradient descent [5, 12] actually implement averaging RL and not standard RL as previously argued in [5] . We also note that averaging RL in XCS and XCSF introduces, in the minimization of the overall prediction error, an additional gradient term which potentially favor classifiers with a small fitness niche-wise. We suggest that the interaction between this additional gradient term and the accuracy based fitness introduces an intrinsic preference toward specific classifiers. Experimental assessment is not a goal of this work. Accordingly, we present two illustrative experiments involving XCS and XCSF with standard and averaging RL appears to support the hypotheses we drawn from the theoretical derivations.
REINFORCEMENT LEARNING
In reinforcement learning an agent learns to perform a task through trial and error interactions with an unknown environment which provides feedback in terms of numerical reward [16] . At time t the agent senses the environment to be in state st; based on its current sensory input st the agent selects an action at which it then performs in the environment. Depending on the state st, on the action at performed, and on the effect of at in the environment, the agent receives a scalar reward rt+1 and a new state st+1. The agent's goal is to maximize the amount of reward received or expected payoff [16] . The agent achieves this by learning an action-value function Q(st, at) that maps state-action pairs into the corresponding expected payoff. For instance, Q-learning [21] starts from a random Q(·, ·) and, at time t, it updates the current payoff estimate Q(st, at) as,
where, β is the learning rate (0 ≤ β ≤ 1) andQ(st, at) is the new estimate of Q(st, at) computed based on the current experience as "rt+1 + γ maxa∈A Q(st+1, a)" with a discount factor γ (γ ∈ [0, 1)).
Generalized Reinforcement Learning
Reinforcement learning assumes that the action-value function is represented as a look-up table with one entry for each state-action pair. However, look-up tables are infeasible in problems involving many states since they require more memory and, most important, more on-line experience to converge. To tackle large problems an agent must be able to generalize over its experiences, i.e., to produce accurate approximations of the optimal action-value function from a limited number of experiences, possibly using a small amount of storage. In reinforcement learning generalization is typically implemented by methods of function approximation: the action-value function Q(s, a) is not represented as a table but approximated by a function f parametrized with a vector θ. These methods are also characterized by an input mapping φ(·) that translates the state-action space to a feature space. For instance, in tile coding [16] φ(·) maps a continuous state into a binary vector representing the state membership to a set of overlapping tiles. Thus, the action-value function Q(s, a) is approximated by a function f of φ(·) and θ:
The problem of learning Q(s, a) thus translates into the problem of estimating the parameter vector θ. This is usually implemented by gradient descent: at time t, θ is modified following, with step βt, the direction that reduces the error Et in f , i.e.:
The typical update of the action-value function Q(s, a) is thus replaced by the update of θ.
Linear Methods
Linear methods are probably the most important class of approximators used in reinforcement learning [3, 15, 16] . They assume that the feature vector φ(s, a) and the parameter vector θ are of the same size so that the approximated value of Q(s, a) is simply computed as,
Most of the linear methods in reinforcement learning define, at time t, the error function Et as,
whereQ(st, at) is the new estimate of the expected payoff for performing action at in st (Equation 1). Given the above error function, gradient descent updates each parameter θi as,
1 Note that, based on the problem, either θ or φ(·) may also be function of the action a. However, without lacking in generality, the action may be omitted from the notation [14] .
where φ i (s, a) is the i-th element of the feature vector φ(s, a), i.e., the gradient of f (φ(st, at), θ) with respect to θi. Equation 6, due to Widrow-Hoff [22] and known as Delta Rule or Least Mean Square rule, can be shown to find, under adequate assumptions, a local minima of
that is the sum, over all the steps i, of the error function in Equation 5 . This standard updating scheme [24] (or LMS updating [14] ) has been rather successful in practice [15, 23] and it has been proved to converge for several reinforcement learning scheme, e.g., TD(λ) [16, 17] . But it can lead to the divergence of the range of f when applied to other learning scheme such as value-iteration and Q-learning (our focus here) [1, 18] . And even TD(0) can be shown to diverge under adequate assumptions [18] . There is actually a general problem affecting reinforcement learning with function approximation: the training examples fed into the approximator are not independent from the approximator output. When θ is adjusted to minimize the error in a state s it is possible that the same adjustment increases the error in other areas of the state space, usually related to s in typical multistep problems; so that this error can be fed back into subsequent updates and it can cause the range of f to diverge to infinity. To deal with this issue a number of methods have been introduced (see [14] for a review). Among the others linear averagers [8] exploit a different error function and therefore a different updating scheme which is always guaranteed not to diverge [8] , although it may converge to a non optimal action-value function [24] .
Linear averagers [8] minimize the error
where θi and φi(st, at) are the i-th component of θ and φ(st, at); this leads to the update,
which minimizes the difference between the state value and the actual parameter, instead of the approximated value f (φ(st, at), θ) in Equation 6 , and overall minimizes, 1 2
Linear averagers belong to a broader class of reinforcement learning algorithms, called averagers, which includes nearest neighbor methods, kernels, and local weighted regression, but not popular methods such as tile-coding and backpropagation [16, 8, 13] . The area of reinforcement learning devoted to the study of averagers is usually referred to as averaging reinforcement learning.
THE XCS CLASSIFIER SYSTEM
XCS works as a typical reinforcement learning algorithm though it is based on a rule based representation [11] . In XCS, classifiers consist of a condition, an action, and four main parameters [25, 7] : (i) the prediction p, which estimates the relative payoff that the system expects when the classifier is used; (ii) the prediction error ε, which estimates the error of the prediction p; (iii) the fitness F , which estimates the accuracy of the payoff prediction given by p; and (iv) the numerosity num, which indicates how many copies of classifiers with the same condition and the same action are present in the population.
At time t, XCS builds a match set [M] containing the classifiers in the population [P] whose condition matches the current sensory input st; if [M] contains less than θnma actions, covering takes place and creates a new classifier that matches st and has a random action. For each possible action a in [M], XCS computes the system prediction P (st, a) which estimates the payoff that the XCS expects if action a is performed in st.
2 The system prediction P (st, a) is computed as the fitness weighted average of the predictions of classifiers in [M] which advocate action a: . The selected action at is performed, and a scalar reward rt+1 is returned to XCS together with a new input st+1. When the reward rt+1 is received, the estimated payoff P (t) is computed as follows:
Next, the parameters of the classifiers in [A] are updated in the following order [7] : prediction, prediction error, and finally fitness. Prediction p is updated with learning rate β (0 ≤ β ≤ 1):
Then, the prediction error ǫ and classifier fitness are updated as usual [25, 7] . On regular basis (dependent on parameter θga), the genetic algorithm is applied to classifiers in [A] . It selects two classifiers with probability proportional to their fitnesses, copies them, and with probability χ performs crossover on the copies; then, with probability µ it mutates each allele. The resulting offspring classifiers are inserted into the population and two classifiers are deleted to keep the population size constant.
GRADIENT DESCENT IN XCS
The relation between reinforcement learning and XCS has been widely studied in the literature [11, 5, 20, 19] . The first analysis in [11] shows that (i) the system prediction P (s, a) in Equation 11 actually represents the value of Q(s, a) using the classifiers in [A]; while (ii) the prediction value of P (t) in Equation 12 actually represents the new estimateQ(s, a). The comparison was extended in [5] to the case of generalized reinforcement learning. In [5] , it is noted that (i) the classifier prediction in XCS corresponds to the parameters θi in Equation 2; (ii) although XCS implements generalized Q-learning, its prediction update (Equation 13) does not include the gradient term; (iii) the gradient term for classifier cl k is computed as,
Finally, in [5] it is also shown that the addition of the gradient component improves XCS performance over a set multistep problems; although more advanced gradient descent techniques (such as residual gradient) seem not to cause a similar improvement. Later, [20] compared ZCS and XCS to Q-learning with function approximation. In [20] it is argued that the first comparison presented in [5] is not completely correct. In fact, [20] notes that the Q-learning update adjusts Q(s, a) using the difference between the new estimateQ(s, a) and the current estimate Q(s, a). But, XCS adjusts each classifier prediction (which contributes to Q(s, a), but does not represent it) according to the difference between the new estimate ofQ(s, a) and the current classifier prediction. To provide a fair comparison between Q-learning and XCS, [20] proposed a different classifier prediction update,
which is more similar to the Q-learning update. However, this type of update did not produce improvements as those reported for the gradient in [5] . It is essential to note that neither [20] nor [5] distinguish between standard and averaging RL. So that while the two approaches might be regarded as radically different, as we show in this paper, they just refer to two different approaches to generalized reinforcement learning.
XCS AS LINEAR RL
We now show that XCS actually is a method of generalized reinforcement learning in which the input mapping φ(·) translates the state-action space into a relative fitness landscape. First, we define two functions,
so that system prediction P (st, at) in Equation 11 can be rewritten as,
Given the correspondence (i) between classifier predictions and the parameters θi [5, 20] and (ii) between system prediction P (st, at) and the action value function Q(s, a) [11, 20] , then by defining,
and defining θ as the vector containing the predictions of all the N classifiers in the population,
we have that the system prediction P (st, at) is computed as, 
REINFORCEMENT LEARNING IN XCS
In this section, we consider the two classes of approaches to generalized reinforcement learning, (the standard one in Equation 7 and the averaging one in Equation 10 ) and we derive the corresponding classifier prediction update. We show that while standard reinforcement learning maps into the most recent gradient descent approach discussed in [20] , averaging reinforcement learning maps into the first gradient descent approach introduced in [5] . Most important, we show that the latter approach, based on averaging reinforcement learning, actually causes an intrinsic preference toward specificity.
Standard RL in XCS
To derive the classifier prediction update for standard reinforcement learning, we rewrite the error function in Equation 7 using XCS notation as, 1 2
which corresponds to the following error function Et to be minimized at time t,
So the gradient term for the update of θ in Equation 3 (i.e., classifier prediction in XCS [5, 20] ) can be rewritten as,
while the parameter update is, θi ← θi + β(P (t) − P (st, at))φi(st, at)
which in XCS corresponds, at time t, to the following classifier prediction update for classifiers cli∈[A],
firstly introduced in [20] .
Averaging RL in XCS
We now apply the same approach to the case of averaging reinforcement learning. We begin by rewriting Equation 10 in XCS notation,
which at time t leads us to the minimization of the following error,
so that the gradient term for updating the parameters θ (Equation 3 ) is computed as,
the corresponding parameter update is,
so that the update of classifier prediction in XCS is performed, at time t, on all the classifiers in [A], as follows,
This equation corresponds to the formulation of gradient descent for XCS introduced in [5, 6] In XCS such classifiers are either overgeneral or overspecific, therefore the gradient component for averaging RL in XCS actually introduces an intrinsic preference toward overgeneral or overspecific classifiers. On the other hand, the accuracy based genetic pressure in XCS provides a pressure toward accurate classifiers so that the interactions between the averaging update and the genetic algorithm should result in an intrinsic pressure toward specificity. This would explain under a different perspective the improvements reported in [5, 6] for the XCS with averaging RL. In fact, such improvements were also reported when the pressure toward specificity was enhanced using additional heuristics [10] .
XCS as RL
We now analyze what type of reinforcement learning does XCS implement. In generalized reinforcement learning, the parameter update minimizes a target error function. Thus, the question is what type of error function the update of classifier prediction in XCS minimizes. For this purpose, we consider the prediction update procedure in XCS, which at time t updates the classifiers cli in [A] as, pi ← pi + β(P (t) − pi), and we rewrite it as an update over all the classifiers in [P],
which corresponds to the following derivative term,
and thus to the following error,
so that overall we have that classifier prediction update in XCS minimizes,
Thus, the classifier update in XCS minimizes, over all the encountered action sets [A]t, the difference between the target prediction value P (t) and the prediction of classifiers in the action set [A]t. Thus in XCS the prediction update minimizes only the prediction error of the classifiers in each niche and but it does not take into account classifier fitness, introduced when averaging RL is considered.
An Illustrative Example
As an illustrative example, we apply the three versions of XCS discussed in this section, XCS [25] , XCS with prediction update based on standard RL (6.1), and XCS with prediction update based on averaging RL (6.2), to the 20-multiplexer using the standard setting in [26] . All the three models are identical except for the prediction update. Figure 1 compares (a) the performance and (b) the number of macroclassifiers. XCS and XCS with averaging RL reach optimal performance; in contrast XCS with standard RL performs poorly. These results are coherent with those reported in the literature [5, 19] : XCS with averaging RL (also called gradient descent in [5] ) performs well; XCS with standard RL performs poorly similarly to the results discussed in [19] . XCS with averaging RL converges slower than XCS and in the beginning it evolves larger populations, containing classifiers that on the average are more specific than those evolved by XCS. This is consistent with the discussion in Section 6.2 where we noted that the prediction update for averaging RL in XCS potentially introduces an intrinsic preference toward more specific classifiers.
THE XCSF CLASSIFIER SYSTEM
The introduction of computed prediction requires three simple modifications to XCS. First, classifier prediction parameter p is replaced with a parameter vector w, that is used to compute classifier prediction. Second, a prediction function p(st, w) is introduced which defines how classifier prediction is computed based on the current input st and parameter vector w. Finally, the update of classifier prediction ( Equation 13) is replaced by the update of w based on an estimated payoff value P (t) and the current classifier prediction value p(st, w). The system prediction for action a is now defined at time t as,
where w k is the parameter vector associated to classifier cl k , F k is the fitness of cl k , and [M](a) is the subset of classifiers in [M] with action a. Classifier prediction p(st, w k ) is usually computed as the linear combination of the input vector st and the parameter vector w k , i.e., stw k . The expected payoff P (t) is computed as:
The expected payoff P (t) is used to update the weight vector w of the classifier in [A] using a modified delta rule as,
where β(t) is computed as η/|st| 2 , η is the correction rate, and |st| 2 is the norm of the input vector st [27] .
REINFORCEMENT LEARNING IN XCSF
We now apply the same approach used for XCS to XCSF. First, we show that also XCSF can be viewed as a method of generalized reinforcement learning based on linear approximation. Then, we derive the update for standard and averaging reinforcement learning in XCSF. Finally, we derive the error function that the prediction update in XCSF minimizes.
XCSF as Linear RL
The system prediction for XCSF (Equation 30) can be rewritten as,
which is an example of reinforcement learning based on averagers: the system prediction is computed as the fitness weighted average of a set of local linear approximators, i.e., the functions p(st, w k ). By defining, π k (t) = p(st, w k ) and,
where k ∈ {1, . . . N }, the system prediction for XCSF can be rewritten as,
therefore, also XCSF can be viewed as a method of reinforcement learning based on linear approximators. In this case, the input mapping function φ(st, at) translates the state-action space into the same fitness based landscape.
Standard RL in XCSF
To derive the parameter update for standard RL in XCSF we start from the error Et,
and derive the term for each parameter w k (i) of XCSF as,
Cj(st)Aj (at)Fj so that standard reinforcement learning update in XCSF corresponds to the following update of the parameters w k (i) of the classifiers in [A],
which is the version for XCSF of the classifier update proposed in [20] .
Averaging RL in XCSF
Given the previous definitions, averaging reinforcement learning in XCSF minimizes,
that corresponds at time t to the error Et defined as,
Fj and the update of classifier parameters for averaging reinforcement learning in XCSF is,
Similarly to the case of XCS, also in XCSF the update for averaging reinforcement learning results in an additional gradient descent term (Equation 14) to the original updated (Equation 32) introduced in [27] . Since averaging reinforcement learning in XCSF minimizes Equation 36, as in XCS, the parameter update introduces an intrinsic preference toward classifiers with a smaller gradient component.
XCSF as RL
We now start from the update of classifier parameters in XCSF and derive the error that the update minimizes. First, we rewrite Equation 32 as,
Following the same approach we used for XCS, we derive the following formulation of the overall error in Equation 10 for XCSF,
As XCS, XCSF minimizes the difference over all the encountered action sets between the expected payoff P (t) and the classifier prediction, which in this case is computed. 
An Illustrative Example
We now present an illustrative example, as we did for XCS. We apply the three versions of XCSF we discussed in this section, XCSF [27] , XCSF with standard RL (8.2), and XCSF with averaging RL (8.3), to a simple problem taken from the XCSF literature, the approximation of the sine function [27] . All the three versions of XCSF are identical to [27] except for the update of classifier parameters which is replaced by the standard (Equation 35 ) and the averaging update (Equation 37). The parameters are the same for the three systems and they are set as in [27] . Figure 2 compares the prediction error and the average classifier generality for the three models. The generality of a classifier is computed as the fraction of the domain that the condition matches [27] . All the three versions of XCSF evolve accurate solutions: in fact they all reach a prediction error below the error threshold ǫ0. The prediction error of XCSF with averaging RL converges slower than XCSF; also the average classifier generality for XCSF with averaging RL is generally smaller than that of XCSF. Again, this result supports the discussion in Section 8.3 where we noted that, as in XCS, averaging RL in XCSF introduces an intrinsic preference toward more specific classifiers. Interestingly, XCSF with standard RL can evolve accurate approximations, whereas the results reported in [19] show that the same type of update (even when the genetic algorithm is not active) can result in poor performance.
CONCLUSIONS
In this paper, we have tried to contribute a step further in the understanding of the relations between XCS models and generalized reinforcement learning. We based our work on the previous studies [11, 5, 20, 9] which relate XCS either to tabular reinforcement learning [11] or to standard generalized reinforcement learning [5, 20, 9] . We have shown that both XCS and XCSF can be formally viewed as methods of linear reinforcement learning. We considered the two major approaches to generalized reinforcement learning, the standard one [16] and the averaging one [8] , which was not considered in the previous studies. Using the equivalence between XCS models and linear reinforcement learning, we have derived the update formula for XCS models with standard and averaging approaches. We have shown that clas-sifier update in XCS models [25, 27] actually implements methods of averaging reinforcement learning, not standard one as previously considered. More precisely, averaging RL in XCS models is equivalent to XCS models with gradient descent as introduced in [5, 12] . Using the same equivalence, we noted that the introduction of gradient descent in XCS models results in an intrinsic preference toward classifiers with a small fitness with respect to classifier niche. We suggest that the interaction between this intrinsic preference and the usual accuracy based genetic algorithm results in a preference toward more specific classifiers. Although experimental assessment is not the goal of this paper, we have presented two simple experiments involving XCS and XCSF which support the hypotheses we drawn from the theoretical derivations. But more experiments must be performed as future research direction to validate the contents of this paper further.
