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Gène Identifiant HGNC Synonymes Gène Identifiant HGNC Synonymes
ACAA1 82 FBP1 3606
ACAA2 83 FBP2 3607
ACADL 88 GCK 4195
ACADM 89 G6PC 4056
ACADS 90 HADH 4799
ACADVL 92 HADHA 4801
ACAT1 93 HK2 4923
ACC 84 ACACA HMGCL 5005
ACLY 115 HMGCS1 5007
ACOX1 119 HMGCS2 5008
ACOX2 120 INSIG1 6083
ACOX3 121 INSIG2 20452
ACOX3 3569 IRS2 6126
ANGPTL2 490 IDH1 5382
APOB 603 LCAT 6522
AWAT2 23251 DGAT2L4 LIPC 6619
BCAT1 976 LIPE 6621
CD36 1663 LPA 6667
CETP 1869 LPL 6677
ChREBP 12744 LSS 6708
CLPS 2085 LIPE 6621
CPT1A 2328 LXRβ 7965
CPT1B 2329 ME1 6983
CPT2 2330 MTTP 7467
CS 2422 OGDH 8124
CYP51A1 2649 PECI 14601
D5D 3574 FADS1 PCK1 8724 PEPCK
FADS1 3574 PNLIP 9155
D6D 3575 FADS2 PNPLA2 30802
D9D 10571 SCD, SCD1 PPARα 9232
DECR1 2753 PC 8636
ECHS1 3151 PKLR 9020
EHHADH 3247 PFKFB1 8872
ETFDH 3483 PFKFB1 8873
ELOVL1 14418 PFKL 8876
ELOVL2 4416 PFKM 8877
ELOVL3 18047 RXRα 10477
ELOVL4 14415 RXRβ 10478
ELOVL5 21308 RXRγ 10479
ELOVL6 15829 S1P 15456
ELOVL7 26292 S2P 15455
FABP1 3555 SAR1B 10535
FABP2 3556 SCAP 30634
FABP3 3557 SLC2A1 11005
FABP4 3559 SLC2A2 11006
FABP5 3560 SLC2A4 11009
FABP6 3561 SLC27A4 10998
FABP7 3562 SREBP1 11289
FASN 3594 FAS SREBP1 11290
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Chez l’homme, les lipides constituent une proportion importante (environ 40% [72, 231]) de l’énergie
obtenue par l’alimentation. Une quantité élevée de lipides alimentaires constitue un facteur de risque im-
portant de la survenue d’obésité [231], de maladies cardiovasculaires [282,289], de dyslipidémie, de stéatose
hépatique et de nombreuses autres pathologies [282,295]. Ainsi, pour réduire l’incidence de l’obésité, la Food
and Agriculture Organisation (FAO) préconise depuis 1994 un apport en lipides compris entre 15 et 35% de
l’apport énergétique global [95]. La réduction de l’apport en lipides dans l’alimentation humaine est donc un
enjeu important de santé publique.
Néanmoins, la quantité de lipides joue aussi un rôle non négligeable dans le goût, la palatabilité [340],
la tendreté [108] et l’acceptabilité globale des aliments par les consommateurs. Pour ce qui concerne les
produits animaux ou piscicoles, la quantité de lipides et leur répartition au sein des produits proposés
sont déterminants dans la décision d’achat des consommateurs. Si ces derniers préfèrent généralement une
viande pauvre en lipides visibles (lipides localisés au niveau sous cutané et intermusculaire notamment), une
augmentation de la quantité de lipides stockés dans le muscle des animaux producteurs de viande améliore
généralement (jusqu’au seuil de 2-3% chez le porc par exemple [100]) le goût et l’acceptabilité des produits
par les consommateurs après dégustation. Enfin, la quantité et la composition en lipides dans les différents
tissus sont également des facteurs déterminants de l’aptitude à la transformation industrielle des viandes
( [115,108,230]).
Les lipides, et notamment les glycolipides et phospholipides des membranes cellulaires [345] sont prin-
cipalement constitués d’acides gras. Ces derniers ont donc un rôle important dans la croissance et le déve-
loppement [324] en tant qu’éléments constitutifs des structures cellulaires. De plus, certains acides gras et
leurs dérivés jouent le rôle de molécules de signalisation et de régulateurs de nombreux facteurs de trans-
cription [87, 48, 284]. Parmi eux, les dérivés des acides gras de la famille ω3 et ω6 sont par exemple les
précurseurs d’hormones lipophiles telles que les leucotriènes, les prostaglandines et thromboxanes ayant un
rôle dans l’inflammation, la vasomotricité ou dans l’agrégation des plaquettes.
Or l’homme est incapable de synthétiser les précurseurs des acides gras des familles ω3 et ω6. Ces
derniers (l’acide linoléique noté C18 :2ω6 et l’acide alpha-linolénique noté C18 :3ω3) sont qualifiés d’essentiels
car ils doivent être apportés par l’alimentation. Par exemple, la carence en acide alpha-linolénique ou en
acides gras de la famille ω6 entraîne une altération de la structure membranaire à l’origine de problèmes
dans le développement et le fonctionnement du cerveau [34]. En outre, le déséquilibre du rapport ω3/ω6
induit une augmentation du risque de maladies cardio-vasculaires [146,159], d’inflammation [228] et d’autres
pathologies [296,294].
C’est pourquoi la composition en acides gras des lipides joue un rôle important dans la valeur nutri-
tionnelle des produits alimentaires, en particulier des produits carnés et aquacoles que nous consommons
largement. La composition en acides gras des lipides intervient aussi sur l’aptitude des viandes à la transfor-
mation puisqu’elle détermine le point de fusion des graisses et conditionne ainsi la fermeté des tissus [115].
De plus, les viandes riches en acides gras poly-insaturés présentent un degré de peroxydation beaucoup plus
important que les viandes riches en acides gras saturés, ce qui entraîne des problèmes de rancissement [38].
La quantité totale de lipides dans les tissus animaux et humains et leur composition en acides gras est
la résultante finale de leur métabolisme. Ce métabolisme est particulièrement complexe par le nombre de
voies métaboliques concernées, son interaction avec le métabolisme d’autres familles biochimiques (protéines,
glucides) et l’intervention de nombreux facteurs de régulation génétiques, hormonaux et métaboliques. De
plus, il est extrêmement réactif aux conditions nutritionnelles (jeûne [163], alimentation [54, 144, 42], sur-
alimentation [242], . . . ) et aux variations des besoins énergétiques liés aux états physiologiques (gestation,
allaitement [17,220] exercice physique [147,261] . . . ) et pathologiques. Les voies biochimiques concernées ont
fait l’objet de nombreuses publications, et plus récemment de présentations dans des bases de données en
lignes telles que KEGG1. Si les voies de régulation ont été généralement bien décrites, notamment dans les
espèces animales modèles, leurs interactions et leur importance relative vis-à-vis de la quantité en lipides
tissulaires, de leur répartition dans les différents tissus de l’organisme et de leur composition restent mal
connues.
La modélisation est un outil qui s’impose progressivement dans la littérature (c.f. tableau 0.0.1) pour
1http ://www.genome.jp/kegg/
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décrire, prédire et comprendre les systèmes complexes. C’est pourquoi la modélisation devrait permettre
d’intégrer les données du métabolisme des lipides et de mieux comprendre son fonctionnement. Cette thèse
a donc pour objet de construire deux modèles du métabolisme des lipides : a) un modèle dynamique et
générique, décrivant de manière la plus simple possible la hiérarchie d’importance des voies du métabolisme
des lipides grâce à quelques éléments clefs, et b) un modèle qualitatif le plus générique possible dont l’objectif
est de réunir sous un même formalisme un maximum d’informations afin d’en extraire les éléments importants.
Tab. 0.0.1 – Estimation du nombre de publications en biologie relatives à la modélisation.
nombre de publications
années total concernant la modélisationa rapport (×10−3)
1990-1994 2 062 965 2 437 1.18
1995-1999 2 285 585 3 866 1.69
2000-2004 2 822 104 6 866 2.43
2005-2009 3 299 611 10 836 3.28
aLa recherche a été effectuée dans Pubmed le 19 aout 2009. Les mots clefs modelling OR "model making" ont été
recherchés pour chaque tranche d’années. Le terme model n’a pas été recherché car il a d’autres sens comme dans
l’expression animal model
Une introduction bibliographique rappellera les principaux éléments du métabolisme des lipides dans le
règne animal et de sa régulation, puis abordera les différentes méthodes de modélisation. Le reste de la thèse
présentera la conception et la mise en œuvre des deux modèles. Enfin, une dernière partie abordera quelques










Le métabolisme des lipides : une
composante du métabolisme
énergétique
1.1 Les principales voies du métabolisme énergétique
L’alimentation des organismes animaux est ponctuelle, alors que ces derniers ont un besoin permanent
en énergie afin d’assurer leur métabolisme basal, ainsi que leurs besoins particuliers (croissance, effort,
reproduction . . . ). En fonction de leur balance énergétique, les animaux peuvent alors mettre en réserve
l’énergie alimentaire lorsqu’elle est disponible ou utiliser ces réserves lors des phases de besoin et de restriction
alimentaire. L’ensemble de ces fonctions est réalisé par les réactions biochimiques présentées figure 1.1.1. La
régulation de ce métabolisme en réponse à l’alternance des phases d’alimentation et de jeûne est présentée
au chapitre 3.
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Fig. 1.1.1 – Principales réactions biochimiques du métabolisme énergétique.
Les molécules énergétiques issues de l’alimentation (les glucides principalement sous forme
d’amidon, les protéines, et les lipides principalement sous forme de triglycérides) sont
essentiellement digérées en glucose, acides aminés et acides gras. Ces nutriments sont
absorbés par l’intestin. Puis, en fonction de la balance énergétique, ils sont soit catabolisés
directement soit mis en réserve. Les voies métaboliques principalement actives lors du
jeûne sont en rouge, celles principalement actives à l’état nourri sont en bleu, les autres
sont en noir.
Production de réserves énergétiques Le glucose (et le lactate, non détaillé sur la fi-
gure) peuvent être stockés dans le foie et les muscles sous forme d’un polymère de glucose :
le glycogène synthétisé lors de la glycogénogenèse. Le foie et le tissu adipeux (mais aussi de
nombreux autres tissus comme les muscles) sont capables de synthétiser des triglycérides
à partir d’acétyl-coenzyme A issu de la glycolyse ou du catabolisme des acides aminés,
de NADPH issu du cycle des pentoses et d’ATP. La première étape est la synthèse de
l’acide palmitique (C16 :0) (c.f. 2.4.1). Le C16 :0 peut éventuellement être transformé en
d’autres acides gras par élongation ou désaturation (non détaillé ici, c.f. figure 2.4.2). La
seconde étape est l’estérification de 3 acides gras à un glycérol (non détaillé sur la figure)
afin de former des triglycérides. Ces derniers peuvent soit être stockés au sein même de
ces tissus, soit exportés dans le sang pour un stockage ou une utilisation dans d’autres
organes (c.f. paragraphe 2.2).
Les acides aminés issus de la digestion des protéines sont généralement utilisés pour la
synthèse de protéines dont le rôle est le plus souvent structural et fonctionnel. L’excès
d’acides aminés peut être converti en acétyl-coenzyme A pour les acides aminés cétogènes
et en acétyl-coenzyme A et en glucose pour les acides aminés glucogènes. Le glucose ainsi
créé peut servir à rééquilibrer la glycémie lors du jeûne ou être stocké sous forme de
glycogène. L’acétyl-coenzyme A est utilisé quant à lui pour la néo-synthèse de lipides,
le cycle de Krebs qui fournit de l’ATP et le cycle pyruvate-malate (non représenté) qui
fournit du NADPH.
Utilisation des réserves et production d’énergie Lors de la glycogénolyse, le foie et
les muscles sont capables de cataboliser le glycogène qu’ils ont stocké afin de produire du
glucose-6-phosphate (le premier intermédiaire de la glycolyse et du cycle des pentoses).
Le glucose-6-phosphate peut être utilisé localement par la glycolyse afin de satisfaire les
besoins de ces tissus. En anaérobie, cette dernière produit du lactate (non representé) qui
sera retransformé en glucose par le foie ; en aérobie la réaction se poursuit par le cycle de
Krebs. Seul le foie est capable de transformer le glucose-6-phosphate en glucose gràce à
la glucose-6-phosphatase (G6PC) puis de l’exporter dans le sang.
Pour être utilisés, les triglycérides sont hydrolysés en glycérol et en acides gras. Ces der-
niers peuvent être oxydés dans le même tissu (foie ou muscle) ou exportés dans le sang
(par le tissu adipeux notamment) sous forme d’acides gras libres. Le glycérol est converti
en glucose (non representé) par le foie. Les acides gras circulant sont captés par les organes
susceptibles de les utiliser comme le foie ou les muscles. Ils sont ensuite oxydés (c.f. 2.5)
en acétyl-coenzyme A et en ATP. Dans le foie, lorsque l’acétyl-coenzyme A est produit
plus rapidement qu’il est utilisé par le cycle de Krebs, il y a production de corps céto-
niques par la cétogenèse. Ces derniers sont exportés dans le sang et servent de métabolite
de substitution à l’acétyl-coenzyme A dans de nombreux autres organes (y compris des
organes incapables d’oxyder les acides gras), ce qui court-circuite la glycolyse et permet
donc une économie de glucose. Lorsque la quantité de cétones présente dans le sang est
très importante, les cétones sont excrétés par les poumons et les reins.
Lors du jeûne, l’organisme est aussi capable de mobiliser ses réserves protéiques telles
que les protéines “labiles” des viscères, ou en cas de jeûne important les protéines des
fibres musculaires. Les protéines sont alors dégradées en acides aminés par protéolyse. Les
acides aminés glucogènes sont transformés en glucose par néoglucogenèse, et les cétogènes
en acétyl-coenzyme A.
Figure simplifiée réalisée à partir de Metabolism at Glance de J.G. Salway [271]
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1.2 Les molécules de réserve en énergie
Les molécules de réserve appartiennent à trois familles biochimiques : les glucides, les lipides et les
protéines. En plus d’être des stocks énergétiques, ces molécules ont des rôles structuraux ou fonctionnels que
nous présenterons brièvement.
1.2.1 Le glucose et ses polymères
Le glucose est un métabolite crucial pour la survie de l’organisme car de nombreuses cellules comme
les hématies ou les cellules nerveuses ne peuvent pas survivre sans dégrader du glucose. Le métabolisme de
l’énergie passe donc par le maintien de la glycémie, c’est-à-dire de la concentration en glucose sanguin.
Cependant, le sang ne contient qu’une faible quantité de glucose, et ce dernier ne peut être stocké
directement dans les cellules car son accumulation entraîne une forte augmentation de la pression osmotique
intracellulaire. Le glucose est donc stocké dans les cellules sous la forme de polymères : l’amidon dans les
plantes et le glycogène dans les tissus animaux. La consommation d’amidon représente une source d’énergie
importante chez les animaux se nourrissant principalement de céréales comme le poulet ou le porc par
exemple.
Le stockage du glucose en ses polymères a un très fort rendement énergétique1 et son utilisation prioritaire
limite donc les pertes d’énergie. Ainsi le glycogène est la première réserve synthétisée lors d’excès de glucose
et la première dégradée lors d’une diminution de la glycémie. En revanche, le glycogène possède une densité
énergétique2 relativement faible (4.2kJ/g 3) ce qui limite les quantités d’énergie stockée sous cette forme
dans les muscles et le foie des animaux.
Le foie, grâce à l’activité de la glucose6phosphatase (G6PC) est capable de transformer le
glucose-6-phosphate issu du catabolisme du glycogène en glucose, puis d’exporter ce glucose dans le sang,
ce qui contribue à maintenir la glycémie. En revanche, les muscles ne sont pas capables d’opérer cette
transformation en raison de la très faible activité de leur G6PC [337] et utilisent leur glucose-6-phosphate
in situ.
1.2.2 Acides gras et triglycérides
Les triglycérides sont constitués d’une molécule de glycérol sur laquelle trois acides gras sont estérifiés. En
raison de leur densité énergétique (39 kJ/g [308]) beaucoup plus élevée que celle du glycogène, les triglycérides
constituent la plus grande réserve énergétique des animaux.
L’ingestion de triglycérides représente une source d’énergie importante issue de l’alimentation, en parti-
culier pour l’homme vivant dans des pays industrialisés. Lors de la digestion, les triglycérides sont hydrolysés
en acides gras qui sont absorbés par l’intestin. Ce dernier les estérifie à nouveau sous forme de triglycérides
qu’il libère dans la circulation sous forme de chylomicrons (c.f. 2.2.2). Après captage par les tissus, les acides
gras circulants (c.f. 2.2.4) peuvent y être stockés ou immédiatement oxydés. Les acides gras peuvent aussi
être néo-synthétisés par l’organisme à partir d’acétyl-coenzyme A, d’ATP et de NADPH (c.f. 2.4.1).
Les acides gras sont de longues chaînes polycarbonées se terminant par une extrémité COOH. La chaîne
de carbone peut posséder une ou plusieurs insaturations4. Les acides gras sont généralement notés Cn:iωj ou
n représente le nombre de carbones, i le nombre d’insaturations et j la position de la dernière insaturation
à partir de l’extrêmité CH3.
Les acides gras sont apportés par l’alimentation sous forme de triglycérides ou synthétisés de novo par
l’organisme. Les animaux sont capables de néo-synthétiser tous les acides gras des familles ω7 et ω9, mais
incapables de produire l’acide α-linolénique (C18 :3ω3) et l’acide linoléique (C18 :2ω6) en raison de l’ab-
1Rendement énergétique = énergie récupérée après stockage / énergie récupérée lors d’une consommation directe
2Densité énergétique = énergie récupérée/masse
3Dans la cellule, 1g de glycogène est lié à environ 3g d’eau d’où une densité énergétique du stock de 4.2kJ/g [103] alors que
la densité du glycogène pur est d’environ 17kJ/g.
4Une insaturation est une double liaison entre deux carbones.
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sence des enzymes Delta-15-desaturase et Delta-12-desaturase (présentes chez les végétaux par exemple).
L’organisme est par contre capable de transformer ces différents acides.
Les triglycérides possèdent une densité énergétique suppérieure à celle du glycogène, mais un rendement
énergétique beaucoup plus faible [327]. Les animaux utilisent des stocks finis de glycogènes comme réserve
a court terme (première réserve synthétisée, première réserve consommée), et stockent tous le surplus de
glucose sous forme de triglycérides qu’ils dégradent uniquement lorsque une bonne partie du glycogène est
consommé. Ils tirent ainsi le meilleur parti des deux types de stocks.
1.2.3 Les protéines
Les protéines ont des rôles essentiellement structuraux (ex : kératine [91], myosine et actine [60,263] . . . ) et
fonctionnels importants ( ex : enzymes, hormones [265] . . . ). De plus, la synthèse de protéines (en particulier
lors de la fabrication d’acides aminés non essentiels) et le renouvellement des protéines existantes consti-
tuent des mécanismes très couteux en énergie. Hormis les protéines labiles des viscères qui sont facilement
consommées à des fins énergétiques, les réserves protéiques telles que les protéines musculaires constituent
généralement un stock d’énergie de secours, au cas où le glucose, le glycogène et les lipides viendraient à
manquer.
Une exception notable est le cas des organismes carnivores stricts comme de nombreux poissons. Les
protéines sont alors pour eux une source d’énergie importante : les acides aminés issus de la digestion des
protéines sont soit retransformés en protéines dans l’organisme, soit convertis en acétyl-coenzyme A ou en
glucose afin d’assurer la fourniture d’énergie ou la néo-synthèse des lipides ou du glycogène.
1.3 Les principaux organes du métabolisme énergétique
1.3.1 Lieux de dégradation et de stockage des réserves énergétiques
Toutes les cellules possèdent une activité catabolique permettant la fourniture d’énergie. Certaines cellules
utilisent exclusivement du glucose comme les hématies, tandis que d’autres comme les cellules musculaires
sont capables de produire de l’énergie à partir de divers substrats (glucose, corps cétoniques, acides gras).
Ces substrats proviennent soit du catabolisme des molécules alimentaires (glucose, acides gras, protéines),
soit de réserves énergétiques. Les lieux de synthèse et de stockage du glycogène (la forme de réserve du glucose)
sont identiques d’une espèce animale à l’autre, tandis que ceux concernant la mise en réserve et l’utilisation
des lipides varient en fonction de l’espèce et de l’âge de l’animal (c.f. tableau 1.3.1).
1.3.2 Coopération entre organes
A l’exception du glycogène musculaire qui est utilisé in situ, les autres substrats énergétiques (acides
gras, glucose) ne sont pas forcément utilisés dans leur lieu de stockage, ce qui implique à la fois un transport
par voie systémique et une régulation inter-organes du métabolisme énergétique. Les principaux mécanismes
de régulations seront présentés au chapitre 3. Une description synthétique des rôles des principaux organes
est présentée dans la figure 1.3.1.
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Tab. 1.3.1 – Rôles des différents organes dans la synthèse et la dégradation des réserves éner-
gétiques en fonction des espèces. Nous considérons dans cette analyse les mammifères et les oiseaux.
Organe Foie Tissus adipeux Muscle
Fonction
Synthèse de glycogène a Toutes Aucune Toutes
Stockage de glycogène Toutes Aucune Toutes
Exportation de glucose b Toutes Aucune Aucune
Synthèse d’acides gras
Forte chez Homme [85], rat [109], poulet [204] Porc [240], bovins
Faible chez Porc (sauf chez les jeunes porcs) Homme, rat, poulet. Tous
Stockage d’acides
Forte chez Les oiseaux migrateurs, Toutes
Faible chez La plupart des oiseaux (sauf oie, canard . . . ) Aucune Tous
Cétogenèse c Toutes Aucune Aucune
aLe glycogène ne circule pas tel quel dans le sang, il est toujours stocké puis utilisé par l’organe qui le synthétise, ou exporté
sous forme de glucose par le foie.
bLe foie est le seul organe possédant la glucose-6-phosphatase (G6PC), permettant de transformer le glucose-6-phosphate
(issu du glycogène ou de la néoglucogenèse) en glucose et d’exporter ce dernier dans le sang. Le glucose exporté dans le sang
peut être utilisé par d’autres organes.
cLe foie est le seul organe possédant HMGCS2, l’enzyme clef de la cétogenèse
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Fig. 1.3.1 – Coopération entre organes du métabolisme énergétique : métabolisme des glucides
et des lipides Cette figure résume les principales voies du métabolisme énergétique ainsi que leur répartition
entre les différents organes. Les voies actives lors du jeûne sont en rouge, celles actives à l’état nourri en bleu
et les autres en noir. Tous les organes (non représentés) ont un catabolisme actif et dégradent du glucose,
des corps cétoniques et des acides gras. La consommation de ces métabolites varie en fonction de l’organe
considéré et des conditions physiologiques.
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Chapitre 2
Généricité des réactions biochimiques
du métabolisme des lipides
Les réactions biochimiques participant au métabolisme des lipides sont communes aux différentes espèces
animales et la majorité d’entre elles sont présentes dans l’ensemble des tissus ce qui confère au métabolisme
des lipides une forte généricité.
2.1 Digestion des triglycérides et absorption des acides gras
2.1.1 Digestion des triglycérides et absorption par l’intestin
Les triglycérides issus de l’alimentation ne peuvent pas franchir les membranes cellulaires et doivent donc
être hydrolysés au préalable par la lipase pancréatique (PNLIP) associée à la colipase pancréatique (CLPS) en
acides gras libres à longue chaîne (de plus de 18 carbones) et en 2-monoglycérides. Cette hydrolyse nécessite
le passage en émulsion des gouttelettes lipidiques grâce aux sels biliaires produits par le foie.
Les acides gras libres et les 2-monoglycérides sont alors absorbés dans les entérocytes. Comme dans les
autres cellules des mammifères, les acides gras franchissent la membrane par simple diffusion, grâce à un
mécanisme de flip-flop [133] ou par diffusion facilitée grâce à un ensemble de protéines telles que la plasma
membrane fatty acid-binding protein (FABPpm), SLC27A4 et la fatty acid translocase murine homologue de
l’antigène CD36 humain (FAT/CD36) présentes dans tous les types cellulaires chez les mammifères [1, 251].
Dans l’intestin, le passage des acides gras à travers la membrane est aussi facilité par leur protonation qui
diminue leur solubilité dans les micelles. La protonation est la conséquence de l’environnement acide créé à
la surface des entérocytes par une pompe à Na+/H+ [24]. Une fois internalisés dans la cellule, les acides
gras sont pris en charge par des protéines de transport spécifiques. Ces dernières sont décrites dans la partie
2.3. En parallèle l’intestin absorbe du cholestérol [4] et des acides gras à chaine courte. Ces derniers diffusent
au travers de l’intestin vers la veine porte et seront captés par le foie.
2.1.2 Estérification et synthèse de lipoprotéines
Les acides gras de 18 carbones et plus sont immédiatement réestérifiés en triglycérides. Ces derniers ainsi
que le cholestérol sont associés à l’apoproteine B48 (APO-B48) par le réticulum endoplasmique et l’appareil
de Golgi afin de synthétiser des chylomicrons immatures comme décrit par la figure 2.1.1.
2.2 Transport des lipides entre les différents organes
Les lipides sont transportés entre les différents organes de leur lieu d’absorption et de synthèse vers leurs
lieux de stockage ou d’utilisation. Comme ce sont des composés insolubles dans l’eau, ils ne peuvent pas
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Fig. 2.1.1 – Principales étapes de la synthèse des lipoprotéines. 1) Estérification des acyl-CoA en
triglycérides (TG) par les voies de l’a-glycérophosphate (a-GP) et des 2-monoglycérides (2-MG) localisées
respectivement à la surface du réticulum rugueux et lisse (RER ; REL) ;
2) transfert des TG dans le réticulum via la microsomal triglyceride transfer protein (MTP) ;
3) échange entre le RER et le REL. Synthèse des préchylomicrons (Pré-CM) ;
4) maturation des chylomicrons (CM) dans le golgi.DGAT : diacylglycérol-acyltransféraseApo B, apoprotéine
B48 ; CM, chylomicrons ; TG, triglycérides. Figure et légende extraites de Petit et al., 2007 [251].
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être transportés par simple diffusion dans le plasma. Leur transport entre les organes est facilité par les
lipoprotéines [64, 231] et l’albumine [231,352]. Il se décompose en 4 fonctions : le transport des lipides issus
de l’alimentation, le transport des lipides hépatiques et le transport du cholestérol vers le foie assurés par des
lipoprotéines [187] ; et le transport des acides gras libérés par les tissus adipeux assuré par l’albumine [231]. La
figure 2.2.1 présente de manière synthétique les principales voies biochimiques impliquées dans le transport
des lipides.
2.2.1 Les différentes lipoprotéines
A l’exception des acides gras libres, les lipides (cholestérol, triglycérides et phospholipides) sont trans-
portés par des lipoprotéines. Il existe 5 types de lipoprotéines [64] :
– les chylomicrons sont responsables du transport des triglycérides et du cholestérol alimentaire captés
par l’intestin vers les tissus périphériques ;
– les very low density lipoproteins (VLDL) sont majoritairement synthétisées par le foie et minoritaire-
ment par l’intestin afin d’exporter des triglycérides ;
– les intermediate density lipoproteins (IDL) et les low density liporpoteins (LDL) sont le produit terminal
du catabolisme des VLDL. Elles transportent le cholestérol des HDL vers les organes périphériques ;
– les high density lipoproteins (HDL) transportent le cholestérol vers le foie, et servent de réserves d’apo-
lipoprotéines.
Les lipoprotéines sont composées de triglycérides, de cholestérol, de phospholipides et d’apolipoprotéines
(APO) [64]. Les apolipoprotéines sont généralement regroupées en 6 classes. Dans le cadre de ce paragraphe,
nous ne présenterons que les classes ayant un rôle majeur dans le transport des lipides c’est-à-dire les classes
A (A1 à A5), B (B48 et B100), C (C1 à C4) et E.
2.2.2 Le transport des lipides issus de l’alimentation
Le transport des triglycérides intestinaux et du cholestérol alimentaire vers les tissus périphériques est
assuré chez les mammifères majoritairement par les chylomicrons et minoritairement par les VLDL [231]. Chez
le poulet ce transport est assuré par les protomicrons. Ce paragraphe ne décrit que le cas des mammifères.
Pendant la période post-prandiale, l’intestin sécrète dans la circulation des chylomicrons immatures [231].
Ces lipoprotéines riches en triglycérides [231] récupèrent alors des APO-E et des APO-C issues des HDL pour
former des chylomicrons matures. Ces derniers, sous l’action de la lipoprotéine lipase (LPL)1 activée par les
APO-C2, libèrent des acides gras et du 2-monoacylglycérol qui sont alors captés par les tissus périphériques
(foie, muscle, tissu adipeux . . . ).
Les mécanismes de transport des acides gras à travers la membrane plasmique sont sujets à controverse.
Deux mécanismes potentiels de transport des acides gras , un saturable et un insaturable ont été identifiés
( [186] pour une revue). Le 2-monoacylglycérol importé dans la cellule est quant à lui hydrolysé en acide
gras et en glycérol par une lipase intracellulaire.
Une fois les chylomicrons appauvris en acides gras, leurs APO-C sont à nouveau transférées vers les HDL.
Ils forment alors des résidus de chylomicrons qui sont reconnus par le récepteur au couple APO-B48 - APO-E
du foie [313,352]. Ils rentrent par endocytose dans les hépatocytes puis sont hydrolysés par les lysosomes qui
libèrent alors les acides aminés issus des apoprotéines et le cholestérol libre issu des esters de cholestérol.
2.2.3 Le transport des lipides endogènes hépatiques et du cholestérol par les
VLDL, LDL et HDL
Le foie (et en moindre mesure l’intestin [231]) synthétisent des VLDL immatures à partir de triglycérides
captés de l’alimentation ou néosynthétisés, d’APO-A1 [116] et d’APO-B100. Dans le sang, les VLDL imma-
tures vont s’enrichir en APO-E et APO-C [27] au contact des HDL pour former des VLDL matures. Comme
1Les LPL sont des isoenzymes situées à la surface endothéliale des tissus (comme le coeur, le foie et les muscles [350]).
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Fig. 2.2.1 – Transport et utilisation des lipides de la lumière intestinale au foie, tissu adipeux
et muscles. Ce schéma illustre les principaux composants des différentes voies biochimiques impliquées dans le
transport des lipides. L’absorption et la transformation des lipides (triglycérides (TG), cholestérol (Chol), phospholi-
pides (PL), acides gras (FA)) par la muqueuse intestinale entraîne la synthèse de chylomicrons (CHYL), qui circulent
dans la lymphe avant d’être transportés dans le sang. Les acides gras des chylomicrons, ainsi que les acides gras
libres issus de l’action de la lipoprotéine lipase extracellulaire sont captés par de nombreuses cellules. Leur devenir
est fonction de l’organe : stockage sous forme de triglycérides (TGs) dans les adipocytes, oxydation pour produire
de l’énergie dans les muscles par exemple. Les chylomicrons ainsi appauvris donnent des résidus de chylomicrons
(CHYL R.) qui sont extraits hors de la circulation sanguine par les hépatocytes. Les acides gras réestérifiés dans les
hépatocytes sont sécrétés sous forme de triglycérides associés aux apolipoproteines (ApoLp) sous forme de very low
density lipoproteins (VLDL). Les low density lipoproteins (LDL) sont appauvries en acides gras par l’action de la
lipoproteine lipase présente à la surface de l’endothélium de nombreuses cellules, et enrichies en cholestérol provenant
des high density lipoproteins (HDL) ; elles sont ensuite captées par les hépatocytes et participent donc au transport
du cholestérol des tissus périphériques vers le foie. En cas de demande énergétique importante, la lipolyse dans les
adipocytes déclenche la libération d’acides gras libres (FFA) dont la plus grande partie est transportée dans le sang
complexée à l’albumine (FFA.Alb). Les acides gras libres sont captés par les hépatocytes qui les utilisent afin de
produire des corps cétoniques (KB). Les corps cétoniques servent alors de carburant pour les tissus périphériques
(muscle, cerveau, rein,. . . ). Figure et légende d’après B. Desvergne et al., 1999 [83], traduction Pierre
Blavy.
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pour les chylomicrons, la présence d’APO-C2 permet l’activation de LPL entraînant la libération d’acides
gras [350].
Suite à leur appauvrissement en lipides, la densité des VLDL augmente, ce qui les transforme en IDL puis
en LDL. Elles transfèrent alors leurs APO-C, APO-E, triglycérides et phospholipides aux HDL en échange
d’ester de cholestérol. L’échange de lipides est catalysé par l’enzyme CETP.
Les LDL ainsi formées transportent essentiellement du cholestérol qu’elles déposeront à la surface des
cellules. Ces lipoprotéines peuvent aussi être reconnues par le récepteur à APO-B100. Elles sont alors en-
docytées et dégradées en acides aminés, cholestérol, acides gras et en d’autres résidus. L’ensemble de ces
produits est utilisé par la cellule.
Le transport inverse du cholestérol vers le foie est assuré par les HDL. Les HDL sont des lipoprotéines
synthétisées dans le foie à partir d’APO-A, E et C2 puis libérées dans le sang. Au fil de leur parcours, elles
s’enrichissent en cholestérol à partir du cholestérol libre présent sur les membranes des cellules des tissus
qu’elles traversent. Les HDL riches en cholestérol retournent dans le foie qui les absorbe par endocytose. Les
esters de cholestérol sont alors hydrolysés, ce qui libère du cholestérol utilisé par le foie pour la synthèse
d’hormones, d’autres lipoprotéines ou de sels biliaires par exemple. Les HDL jouent aussi le rôle de réserve
d’échange d’apolipoprotéines, puisqu’elles échangent de l’APO-E et des APO-C avec les chylomicrons et les
VLDL.
2.2.4 Le transport des acides gras libres issus du tissu adipeux
Lors du jeûne, le tissu adipeux riche en triglycérides hydrolyse ces derniers lors de la lipolyse en glycérol
et en acides gras. Les acides gras sont alors libérés en grande quantité dans le sang [231] dans lequel ils
sont transportés sous forme complexés avec l’albumine [307]. Ils sont ensuite captés très rapidement par les
cellules [231] qui ont besoin d’énergie.
2.3 Transport intracellulaire des lipides
A l’intérieur du cytosol, le transport des acides gras est réalisé principalement par des fatty acid binding
protein (FABP) [310]. Sept types de FABP ont été identifiés. Ils diffèrent par leurs affinités aux divers
acides gras et par l’organe dans lequel ils sont exprimés (d’après GeneCards, FABP1 est exprimé dans le
foie, l’intestin et le rein [329] FABP2 dans l’intestin, FABP3 dans le muscle et le coeur, FABP4 dans les
adipocytes, FABP5 dans les cellules de la peau, FABP6 dans l’iléon et FABP7 dans le cerveau). Ceci laisse
supposer un rôle de cette répartition dans les différences de réponses de ces organes au taux d’acides gras
circulants et dans le devenir des acides gras au sein de ces organes.
2.4 Synthèse de novo et transformation des acides gras
2.4.1 La néosynthèse des acides gras
Les organismes animaux (autres que l’homme) consomment relativement peu de graisses alimentaires.
De ce fait, ils ont développé des stratégies biochimiques leur permettant de synthétiser de novo les acides
gras, afin de satisfaire leurs besoins.
La synthèse de novo d’acides gras est réalisée dans le cytosol des cellules. Elle utilise du CHO−3 , de
l’acétyl-coenzyme A issu de la glycolyse et du NADPH issu du cycle des pentoses phosphates. Ces deux
dernières voies ont comme précurseur commun le glucose. La néosynthèse d’acides gras est réalisée sous le
contrôle principal de deux enzymes l’acetyl-CoA carboxylase (ACC) et la fatty acid synthase (FASN). Elle
nécessite la dérivation de l’acétyl-coenzyme A du cycle de Krebs mitochondrial pour une utilisation cytoso-
lique. L’acétyl-coenzyme A ne peut pas sortir directement de la mitochondrie, il est d’abord transformé en
citrate, exporté sous cette forme puis reconverti en acétyl-coenzyme A dans le cytosol. Le détail des réactions
biochimiques est présenté figure 2.4.1. Ces réactions sont communes à l’ensemble des cellules capables de
néosynthétiser des acides gras comme les hépatocytes et les adipocytes par exemple.
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Une fois synthétisés, les acides gras peuvent être transformés en d’autres acides gras (c.f. figure 2.4.2) ou
stockés sous forme de triglycérides. Si la cellule fonctionne normalement, ils ne sont pas directement dégradés
ce qui constituerait un cycle futile.
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Fig. 2.4.1 – Néo-synthèse des lipides.
La synthèse de novo des lipides proprement dite est réalisée par 2 enzymes : l’acétyl-coenzyme A
carboxylase (ACC) et la fatty acid synthase (FASN). ACC est responsable de la production de
malonyl-coenzyme A à partir d’acétyl-coenzyme A, de HCO−
3
et d’ATP. FASN est un complexe
multienzymatique composé de 7 sous unités notées “FASN” suivi de la fonction de la sous unité,
ainsi que d’un site de fixation des acyls en cours de synthèse : l’acyl-carrier protein (ACP).
La synthèse d’acides gras se déroule en 5 étapes. La première est la production de
malonyl-coenzyme A par ACC. Cette étape se poursuit tout au long de la synthèse d’acides gras
car chaque fois que la chaîne carbonée est allongée de 2 carbones, il y a consommation d’un
malonyl-coenzyme A. Ceci confère à ACC un rôle clef dans la néo-synthèse des acides gras.
La seconde étape est l’initiation de la synthèse proprement dite par FASN : une molé-
cule d’acétyl-coenzyme A est fixée sur l’ACP par la sous unité acyltransferase, (libérant un
coenzyme ASH non représenté).
La troisième étape est l’élongation de l’acétyl-coenzyme A (une molécule à 2 carbones), en acide
palmitique (C16:0) un acide gras à 16 carbones. Elle se déroule en 7 tours, chacun rajoutant 2
carbones à la chaîne carbonée fixée à l’ACP. L’initiateur de la chaîne est l’acétyl-coenzyme A-
ACP. Il comporte 2 carbones. La longueur de l’acide gras au début d’un tour est noté par n, et par
n+ 2 à la fin du tour. Les sous unités responsables de l’élongation sont les mêmes à chaque tour.
Tout d’abord, la sous unité acyltransferase fixe un malonyl-coenzyme A à l’ACP, (ce qui libère un
coenzyme ASH non représenté). Ensuite, la sous unité β-cétoacyl-ACP synthase catalyse l’ajout
du malonyl-coenzyme A à la chaîne carbonée fixée à l’ ACP pour former du β-cétoacyl-ACP c’est
à dire une molécule de n+2 carbones. Cette réaction entraîne la libération d’un CO2 et libère un
emplacement de l’ACP.
La quatrième étape est la réduction de la chaîne par la sous unité β-cétoacyl-ACP réductase ce qui
consomme un NADPH (et libère un NADP non représenté). Cette molécule est alors déshydratée
par la sous unité 3D-hydroxy-acyl-ACP déshydratase (ce qui libère une molécule d’eau non repré-
sentée). La dernière réaction est la réduction par l’enoyl ACP reductase de l’hydroxy-acyl-ACP
formant une chaîne carbonée de n+2 carbones lié à l’ACP. Cette chaîne va alors réaliser d’autres
tours, tant que sa longeur n’est pas de 16 carbones. Le passage d’un nouveau tour est représenté
par la flèche annotée n = n+ 2.
La dernière étape a lieu lorsque la chaîne carbonée liée à l’ACP a atteint une longeur de 16
carbones : la fatty acyl-ACP thioesterase va briser la liaison reliant cette chaîne à l’ACP, libérant
de l’acide palmitique (C16:0).
Le bilan stoechiométrique de l’action de la FAS est le suivant :
1acétyl-coenzyme A + 7malonyl-coenzyme A + 14NADPH −→ C16 : 0
Si on intègre à ce bilan la synthèse de malonyl-coenzyme A par ACC il devient :
8acétyl-coenzyme A + 7ATP + 14 NADPH −→ C16 : 0
Le coenzyme ASH, l’eau et le NADP ne sont pas représentés dans ces bilans.









































































2.4.2 Transformations des acides gras
Les acides gras issus de l’alimentation, ou ceux synthétisés de novo peuvent subir trois transformations
majeures (c.f. figure 2.4.2) : l’élongation, réalisée par des élongases qui rajoute deux carbones sur l’extrémité
COOH de l’acide gras, l’oxydation partielle qui retire deux carbones à partir de l’extrémité COOH, et la
désaturation. Cette dernière réaction crée une double liaison entre deux carbones de la chaîne. En fonction
de l’enzyme qui la réalise, elle ne peut avoir lieu qu’entre les carbones 5 et 6 à partir de l’extrémité COOH 2
lorsqu’elle est réalisée par delta-5-désaturase (D5D) entre les carbones 6 et 7 lorsqu’elle est réalisée par la
delta-6-désaturase (D6D) et entre les carbones 9 et 10 lorsqu’elle réalisée par la delta-9-désaturase (D9D).
2.5 Dégradation des acides gras
La dégradation des acides gras comporte trois réactions principales : l’oxydation, la consommation
d’acétyl-coenzyme A par le cycle de Krebs et la cétogenèse.
2.5.1 L’oxydation se déroule dans la mitochondrie et dans le peroxysome
L’oxydation des acides gras est la première étape. Elle est réalisée dans la mitochondrie ou dans le
peroxysome. La mitochondrie oxyde majoritairement les acides gras de 18 carbones ou moins tandis que le
peroxysome prend en charge majoritairement des acides gras plus longs [192] dont il raccourcit la chaîne
carbonée jusqu’à 18 carbones. Ces acides gras sont ensuite généralement pris en charge par la mitochondrie.
Les mécanismes permettant de raccourcir les acides gras sont communs aux deux organites à quelques
exceptions : l’oxydation mitochondriale est dépendante de la carnitine pour l’importation des acides gras,
ce qui n’est pas le cas de l’oxydation dans le peroxysome, et les mécanismes de régulations diffèrent [213].
La part d’oxydation peroxysomiale peut varier entre les organes et les espèces. Elle est évaluée à 10% de
l’oxydation totale dans le foie de rat [213], et 15 à 20% de l’oxydation de l’oléate (C18 :1ω9)3 dans le muscle
de lapin [119]
2.5.2 Réactions biochimiques de l’oxydation des acides gras
L’oxydation des acides gras saturés est une répétition d’une réaction qui diminue de deux carbones la
longueur de chaîne de l’acide gras à partir de l’extrémité COOH et qui produit de l’acétyl-coenzyme A et de
l’ATP. Cette réaction peut se poursuivre jusqu’à dégradation complète de l’acide gras ou s’arrêter en cours de
route pour produire un acide gras plus petit (on parle alors d’oxydation incomplète). L’acétyl-coenzyme A
ainsi produit a deux devenir possibles : le cycle de Krebs ou la cétogenèse. Les principales réactions de
l’oxydation des acides gras sont présentées figure 2.5.1.
Le cheminement des acides gras insaturés au cours de l’oxydation dépend de la position de leurs doubles
liaisons. Lorsque elle se situe en position cis-∆3, elle est d’abord déplacée en position cis-∆2 par la dodecenoyl-
CoA isomerase(D3ECI). Ceci forme du 2-(E)-enoyl-CoA, puis la β–oxydation se poursuit normalement.
Lorsque l’acide gras contient une double liaison en position ∆4, sa déshydrogénation donne un 2,4-dienoyl-
CoA qui n’est pas un substrat de la 2-enoyl-CoA hydratase. Pour poursuivre la β–oxydation, la 2,4-dienoyl-
CoA reductase (DECR1) utilise un NADPH afin de réduire le 2,4-dienoyl-CoA en trans-D3-enoyl-CoA. Ce
dernier est alors converti en 2-(E)-enoyl-CoA par la D3ECI puis la β–oxydation se poursuit normalement.
Chez les animaux, l’oxydation des acides gras peut passer par des voies alternatives telles que l’ω–
oxydation et l’α–oxydation. L’ω–oxydation des acides gras a lieu dans les microsomes et transforme les
2Par convention on compte toujours les carbones à partir de l’extrémité COOH. Lorsqu’on décide de les compter à partir de
l’extrémité CH3, on utilise deux notation équivalentes : n-3 ou ω3 pour représenter la liaison entre le 3ème et le 4ème carbone à
partir du CH3. C’est cette notation qui est utilisée pour repérer les familles d’acides gras, ainsi le C18 :2ω6 possède une double
liaison entre les carbones 6 et 7 à partir du CH3, c’est-à-dire entre les carbones 12 et 13 à partir du COOH.
3L’oléate est l’acide gras majoritaire du muscle de lapin. Les acides gras plus longs, préférentiellement oxydés par le per-
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Fig. 2.4.2 – Transformations entre acides gras. Les acides gras sont généralement séparés en 3 classes : a) les
acides gras saturés qui ne comportent aucune insaturation et monoinsaturés qui comportent une double liaison en
position ω7 ou ω9, b) les acides gras ω3 c) les acides gras ω6. Les acides gras peuvent être transformés par désaturation
grâce aux enzymes delta-5-désaturase (D5D) delta-6-désaturase (D6D) et delta-9-désaturase (D9D), par élongation et
par oxydation partielle. Les réactions d’interconversion ne peuvent avoir lieu qu’entre acides gras d’une même classe.
Ces réactions sont représentées sur la figure par une flèche. Les réactions d’importation, de néo-synthèse d’acides gras
et d’oxydation complète des acides gras ne sont pas représentées.
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acides gras en acides dicarboxyliques qui sont éliminés par voie urinaire [199,58,184]. Cette voie est largement
minoritaire par rapport à la β–oxydation, mais peut devenir importante en cas de déficience de cette dernière
[199]. L’α–oxydation est un mécanisme spécifique permettant d’oxyder les acides gras ramifiés, il ne sera pas
décrit dans cette thèse (pour une revue : [332]).
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Fig. 2.5.1 – Catabolisme des acides gras.
Hydrolyse des triglycérides En cas de besoin énergétique, les
triglycérides sont hydrolysés en glycérol et en acides gras. Dans le
coeur [299] et dans le tissus adipeux [191], cette réaction est cataly-
sée notamment par LIPE. Le coeur consomme lui-même ses propres
acides gras tandis que le tissu adipeux les libère dans le sang où ils
circulent liés à l’albumine.
Dans le sang, les lipoprotéines lipases (LPL), des isoenzymes situés
contre la paroi endotéliale, hydrolysent les triglycérides des chylomi-
crons et des very low density lipoproteins sanguins [118]. Ils libèrent
des acides gras libres qui sont très rapidement captés par les cellules
proches.
Dans le foie, les triglycérides intracellulaires peuvent être hydrolysés
par la lipase hépatique (LIPC) en acides gras libres.
Dégradation des acides gras. Les acides pris en charge par l’acy
carrier binding protein(ACBP) puis importés dans la mitochondrie
(grâce à l’action successive de CPT1 et CPT2 pour les acides gras
longs) sont oxydés lors de la β–oxydation. Pour un acide gras saturé
à n carbones, son bilan est :
Cn:0 + 2 ∗ ATP → (n
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)acétyl-coenzyme A. En considérant que tout l’acétyl-coenzyme A
est consommé par le cycle de Krebs et que FADH2 et NADH




Figure simplifiée réalisée à partir de Metabolism at Glance de J.G.
Salway [271], KEGG et la revue Control of mitochondrial β-oxidation
flux de S. Eaton [88]. Les noms des enzymes de la revue ont été mis
à jour avec HGNC.
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2.5.3 Consommation d’acétyl-coenzyme A par le cycle de Krebs et la chaîne
respiratoire
Dans les mitochondries, l’acétyl-coenzyme A est utilisé dans le cycle de Krebs (aussi appelé cycle des
acides tricarboxyliques ou TCA) couplé à la chaîne respiratoire en présence d’oxygène pour fournir de l’ATP.
Le cycle de Krebs est une succession de réactions produisant 3 NADH, 1 FADH2, 1 guanosine triphosphate
(GTP), 1 coenzyme A et 2 CO2 à partir de 3 NAD, 1 FAD, 1 guanosine diphosphate (GDP), un phosphate et
1 acétyl-coenzyme A. En présence d’oxygène le NADH et l’ATP sont consommés par la chaîne respiratoire,
produisant 2.5 ATP par NADH et 1.5 ATP par FADH2 [271]. Pour un acétyl-coenzyme A consommé, le
processus complet produit environ 10 ATP. Lorsqu’une cellule fonctionne en aérobie, le cycle de Krebs est
sa principale source d’énergie.
2.5.4 Cétogenèse
Dans le foie, et seulement dans le foie, l’acétyl-coenzyme A produit lors de l’oxydation des acides gras
peut être transformé en corps cétoniques par condensation. Contrairement à l’acétyl-coenzyme A qui est
exclusivement intra cellulaire, les corps cétoniques sont exportés dans le sang. Ces derniers jouent alors le
rôle de métabolite de substitution de l’acétyl-coenzyme A, et donc du glucose dans de nombreuses cellules.
Par exemple le système nerveux de l’homme est capable, lorsqu’il est entraîné, de consommer jusqu’à 90% de
corps cétoniques (et 10% de glucose). Lorsque la quantité de lipides oxydés par le foie est très importante, la
quantité de cétones dans le sang peut augmenter très fortement et provoquer une crise d’acétone ; les cétones
sont alors éliminées dans l’air par les poumons (ce qui provoque une haleine rance) et dans les urines.
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Chapitre 3
Plasticité du métabolisme des lipides :
ses principales régulations
Les variations de la balance énergétique ont des conséquences sur l’intensité des voies métabo-
liques à l’échelle de l’organisme comme de la cellule. Dans les conditions habituelles, les individus
sont soumis à des variations quotidiennes de l’apport alimentaire. Le métabolisme animal alterne donc entre
les périodes de stockage d’énergie suite à l’absorption des nutriments et les périodes de dégradation de
réserves lors du jeûne ou de fortes demandes en énergie, ce qui implique de diriger les métabolites tantôt
vers l’anabolisme, tantôt vers le catabolisme (pour des revues sur les effets des variations d’alimentation
voir : [35, 204] chez le poulet, [268, 81] chez la truite, [303] chez la souris).
Les variations métaboliques sont coordonnées à l’échelle de l’organisme Cet aiguillage des méta-
bolites énergétiques en fonction de la balance énergétique est fortement régulé à l’échelle de l’organisme par
les niveaux circulants des différentes hormones. Les hormones sont en effet des senseurs de l’état nutritionnel
global, libérées dans la circulation générale afin de délivrer un même signal pour l’ensemble de l’organisme.
Dans le cadre du métabolisme énergétique, ce signal est essentiellement porté par deux hormones antago-
nistes régulées par la glycémie : l’insuline et le glucagon. A ces deux hormones s’ajoute l’adrénaline1, une
hormone synthétisée en cas de stress ou d’effort dont les effets sont dans la grande majorité des cas identiques
à ceux du glucagon.
Des récepteurs hormonaux présents dans les différents organes permettent la transduction du message
hormonal et la réponse spécifique des organes. Les hormones sont alors capables de modifier simultanément
l’activité des enzymes (ce qui entraîne une variation rapide du métabolisme) et la transcription de nombreux
gènes (ce qui entraîne une variation du métabolisme à plus long terme). Il en résulte une réponse coordonnée
et coopérative des différents organes soit vers l’anabolisme, soit vers le catabolisme.
Les variations métaboliques sont coordonnées à l’échelle de la cellule A l’échelle de la cellule, le
signal (hormonal ou nutritionnel) entraîne une cascade de réponses orientant le métabolisme cellulaire de
manière exclusive soit vers l’anabolisme, soit vers le catabolisme.
Ces mécanismes, assurant l’exclusion mutuelle des différentes voies antagonistes, sont généralement très
complexes. Brièvement, et uniquement pour ce qui concerne le métabolisme des lipides, nous pouvons citer :
– L’exclusion mutuelle de la voie de l’insuline et de celle du glucagon par leur effet antagoniste sur la (non)
production d’AMPc, amplifiée par une cascade de kinases (ainsi que de nombreux autres mécanismes
non décrits ici).
– L’effet inhibiteur du malonyl-coenzyme A sur l’oxydation des acides gras empêchant cette dernière
d’avoir lieu en même temps que la néo-synthèse des acides gras.
1L’adrénaline est aussi connue sous le nom d’épinephrine
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– L’inhibition du cycle de Krebs par l’ATP régulant à la fois la consommation intracellulaire
d’acétyl-coenzyme A à des fins de production d’énergie, et rendant ce dernier disponible pour la néo-
synthèse des acides gras.
– L’inhibition de la glycolyse par l’ATP et l’acétyl-coenzyme A, limitant la dégradation du glucose à des
fins énergétiques. Cette inhibition permet en particulier de limiter la glycolyse lorsque le catabolisme
des acides gras suffit à fournir la cellule en ATP.
– L’activation d’ACC par le citrate cytoplasmique qui favorise la synthèse de C16 :0 lorsque le citrate est
exporté de la mitochondrie, limitant ainsi son accumulation cytoplasmique et favorisant la néo-synthèse
d’acides gras.
Globalement, la transcription des gènes des enzymes et transporteurs intervenant dans le métabolisme
énergétique et lipidique obéit au même schéma de régulation orientée en deux voies : l’une active à jeûn et
l’autre active à l’état nourri. Cette régulation fait intervenir une multitude de facteurs de transcription 2 qui
modulent l’expression des gènes et constitue un domaine de recherche largement ouvert. Parmi eux, trois
jouent un rôle majeur dans la régulation de l’expression des enzymes du métabolisme des lipides : SREBP1
et ChREBP actifs à l’état nourri et PPARα actif lors du jeûne. Seuls ces trois facteurs seront détaillés dans
cette thèse.
Etudier le métabolisme des lipides à l’échelle de la mécanique interne de la cellule est un vaste travail
nécessitant l’analyse de la cinétique de chaque enzyme impliqué dans le métabolisme des lipides. Dans le
cadre de cette thèse, nous ne développerons ce niveau de connaissance que lorsqu’il est nécessaire pour
expliquer un jeu de données particulier.
3.1 Principales régulations hormonales
Globalement, l’insuline active l’anabolisme et inhibe le catabolisme des glucides et des lipides. Le glucagon
a l’effet inverse. Une présentation schématique des effets de ces deux hormones est fournie par le tableau 3.1.1.
2Une recherche dans Pubmed de ““transcription factor” AND (“lipid” OR “fatty acid” OR “fatty acids”)” effectuée le 28
octobre 2009 donne 2280 résultats. Cette recherche est une sous estimation de la littérature relative à ce sujet car de nombreux
facteurs de transcription peuvent avoir une influence indirecte et car il faudrait aussi faire une recherche avec un mot clef associé
à chaque molécule relative au métabolisme des lipides.
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Tab. 3.1.1 – Régulation hormonale du métabolisme énergétique (1/2) Les deux principaux régulateur du métabolisme énergétique en
fonction de l’alimentation sont l’insuline et le glucagon. Les éléments qu’ils activent sont notés par un +, qu’ils inhibent par un - et sur lesquels
ils n’ont pas d’effet par un 0. Lorsque ces régulations font intervenir un médiateur ou sont la conséquence d’un autre mécanisme, ce dernier est
mis entre parenthèses ; lorsque rien n’est précisé, les régulations peuvent être directes ou indirectes.
Fonction, élément de la fonction Régulation par l’insuline Régulation par le glucagon
Facteurs de transcription
SREBP1 + SREBP1-c [39,105] muscle et tissus adipeux [347]
PPARα + (p38 MAPK et AMPK) [208]
ChREBP - (AMPc) [326]
Transport du glucose
SLC2A4a + Foie, tissu adipeux [270]
G6PCb - [270], transcriptionnelle [276] + Activité G6PC [164]
Synthèse du glycogène + [45,31,266] - [266,164]
Glycogen synthase + (Déphosphorylation) Activité glycogène synthase
[270]
- (Phosphorylation) Activité glycogène synthase [164]
Dégradation du glycogène - Muscle, tissu adipeux [68], foie [250] + [164]
Glycogen phosphorylase kinase - [309] + [164]
Glycogen phosphorylase - (Glycogen phosphorylase kinase) [309] + (Glycogen phosphorylase kinase) [164]
Glycolyse - [164]
Glucokinase + (SREBP1 [104]) synthèse glucokinase [270,160] - [160]
L-pyruvate kinase + [270] - [164]
Phosphofructokinase + [270]
Pyruvate deshydrogenase + [168] + hépatocyte de rat [96]
Néoglucogenèse + [112,164]
PEPCK - Expression de PEPCK [270] + Transcription (foie) [164]
PC - Transcription de PC [166] + [166]
FBP1 - Expression de FBP1 [270] + [164]
a SLC2A4 est aussi connu sous le nom de GLUT-4. C’est un transporteur permettant l’importation du glucose dans la cellule
b La Glucose-6-phosphatase (G6PC) est l’enzyme hépatique responsable de la transformation du glucose-6-phosphate en glucose, ce qui permet son
exportation du foie vers le sang.
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Tab. 3.1.2 – Régulation hormonale du métabolisme énergétique (2/2)
Fonction, élément de la fonction Régulation par l’insuline Régulation par le glucagon
Synthèse d’acides gras + (LXR [322]) a. - Foie de rat [62]
ACLY + [270]
ACC + (AMPK [339,270], éventuellement SREBP1 [209,6,
179])
- (Phosphorylation d’ACC par une kinase AMPc dé-
pendante) [145]
- Foie de rat [62]
FASN + Transcription de FASN [283] (SREBP1 [104]) [270] - (AMPc) Transcription de FASN [283]
Elongation des acides gras + (SREBP [227]) [334]
Triglycérides + Synthèse triglycérides [171]
+ Stockage dans le tissus adipeux [171]
- Synthèse triglycérides [208]
- Exportation des triglycérides hors du foie [208]
Lipolyse - Empêche l’induction par norepinephrine et ACTH
chez le rat [229]
+ [275,112]. 0 aux concentrations physiologiques chez
l’homme [190]
LIPE - [7,270] + Activité de LIPE [298]dans l’adipocyte de rat
0 sur la transcription de LIPE dans l’adipocyte de
rat [298].
Oxydation des acides gras + (Acitvation cétogenèse hépatique) [249]
CPT1 - Transcription CPT1 [89,291]
Cétogenèse + [26,62,25,112]
Synthèse du cholesterol + (LXR [322]) 0 foie de rat [62]
Synthèse protéique + Mécanisme [182, 248], effet dans le muscle de rat
[161,111]
- [11]
Importation acides aminés + Hépatocyte de rat [41], mammifères [219]
Protéolyse + Foie de rat [341,280,11]
aL’activation de la synthèse d’acides gras entraîne une demande en NADPH, ce qui entraîne une augmentation du cycle des pentoses [94]
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3.1.1 L’insuline stimule la synthèse de réserves énergétiques et inhibe leur uti-
lisation
L’insuline est une hormone protéique produite par les cellules β des îlots de Langerhans lorsque la glycémie
est élevée, puis libérée dans le sang [141]. Cette libération fait suite aux variations du glucose sanguin. En
effet, le glucose des cellules β s’équilibre avec le glucose sanguin grâce à un mécanisme de diffusion facilité ;
le catabolisme du glucose intracellulaire entraîne une augmentation du rapport ATP/ADP. L’ATP provoque
alors la fermeture de canaux à potassium (K+) ATP dépendants. Ceci cause alors une dépolarisation de la
membrane cellulaire qui ouvre des canaux à calcium (Ca2+). Le Ca2+ rentre alors dans le cytoplasme et
active l’exocytose d’insuline [141] dans le sang.
L’insuline favorise le stockage de glucose et inhibe sa néo-synthèse
L’insuline stimule l’importation de glucose dans la cellule L’insuline favorise tout d’abord l’impor-
tation de glucose dans la cellule, qu’elle soit adipocytaire, musculaire ou hépatocytaire, grâce à l’activation
de la synthèse et de la translocation vers la membrane cellulaire de SLC2A43 [270]. L’insuline pourrait en
revanche inhiber transitoirement l’expression des ARNm codant pour SLC2A24, transporteur décrit à l’ori-
gine comme insulino-indépendant dans le foie et l’intestin notamment (pour une revue voir [203,255]). Cette
inhibition est contrebalancée par l’activation de SLC2A2 par le glucose [255].
L’insuline inhibe la néoglucogenèse L’insuline inhibe transcriptionnellement la synthèse de glucose-6-
phosphatase (G6PC). Cet enzyme est responsable de la transformation du glucose-6-phosphate en glucose, ce
qui permet son exportation du foie vers le sang. Lorsque G6PC est inhibé, le glucose-6-phosphate s’accumule
dans la cellule et inhibe la néoglucogenèse par excès de produit [270,276].
De plus, l’insuline inhibe la transcription des trois enzymes clef de la néoglucogenèse : PC [166], PEPCK
[270] et FBP1 [270] 5. Cette inhibition est cohérente avec le fonctionnement de la glycolyse à plein régime.
Il en résulte une production massive d’acétyl-coenzyme A.
L’insuline stimule la synthèse de glycogène En cas d’insulinémie élevée et de réserves en glycogène
faibles, le glucose-6-phosphate cellulaire est aiguillé majoritairement vers la synthèse de glycogène. En effet
grâce à une cascade de seconds messagers (dont l’AMPc et la glycogène phosphorylase kinase), l’insuline
active la glycogène synthase et donc la synthèse de glycogène [231, 45, 31, 266, 270]. L’insuline limite par la
même occasion la dégradation de glycogène grâce à l’inhibition de la glycogène phosphorylase [231, 68] et
grâce à un simple “effet produit” causé par l’accumulation de glucose-6-phosphate dans la cellule [270,276].
L’insuline favorise la néo-synthèse de triglycérides et inhibe leur catabolisme
L’insuline active la glycolyse L’insuline favorise la glycolyse grâce à l’activation de la transcription de
la glucokinase (GCK) [104, 270, 160], de la pyruvate deshydrogenase (PDH) [168] et de la pyruvate kinase
(PK) [270]. Dans le foie, l’insuline active aussi la PK hépatique (PKLR) par déphosphorylation.
A l’inverse, l’insuline déphosphoryle la fructose-2,6-biphosphatase ; sous forme déphosphorylée, fructose-
2,6-biphosphatase catalyse la production de fructose 2,6 bi-phosphate [153], un activateur de la phospho-
fructokinase (PFK) [253,328], et donc de la glycolyse. L’activation de la glycolyse, couplée à l’inhibition de
la néoglucogenèse se traduit par une augmentation de la production d’acétyl-coenzyme A.
3 SLC2A4 est aussi connu sous le nom de GLUT-4. C’est un transporteur insulino-dépendant permettant l’importation du
glucose dans la cellule
4SLC2A2 est un transporteur bidirectionnel du glucose, du fructose et du galactose aussi connu sous le nom de GLUT2
5 Ces 3 enzymes cataylsent les réactions irréversibles de la néoglucogenèse. Toutes les autres réactions de la néoglucogenèse
sont des réactions de la glycolyse qui fonctionnent dans le sens inverse.
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L’insuline active la néo-synthèse d’acides gras et leur stockage sous forme de triglycérides.
En présence d’insuline et de glucose, l’acétyl-coenzyme A est aiguillé principalement vers la néo-synthèse
d’acides gras car l’insuline active la synthèse des enzymes clef de la lipogenèse : ACLY [270], ACC (par
un mécanisme à AMPK [339, 270] et éventuellement une augmentation de sa transcription [209, 6, 179]) et
FASN [283,270,104] Il en résulte une augmentation de la néo-synthèse de C16 :0.
L’activation de la synthèse d’acides gras entraîne une demande en NADPH, ce qui provoque une augmen-
tation d’activité du cycle des pentoses [94]. L’utilisation d’acétyl-coenzyme A par la synthèse des acides gras
empêche son accumulation cytoplasmique, il n’est ainsi pas disponible pour la cétogenèse (une voie active
lorsque l’acétyl-coenzyme A est présent en grande quantité).
L’insuline active aussi l’élongation des acides gras [334,227], ainsi que leur stockage sous forme de trigly-
cérides dans le tissu adipeux [171].
L’insuline inhibe la dégradation des triglycérides et l’oxydation des acides gras En parallèle,
l’insuline inhibe la dégradation des triglycérides en bloquant l’induction de la lipase hormonosensible (LIPE)
[7,270]. Cet enzyme, lorsqu’il est activé, participe à l’hydrolyse des triglycérides du tissu adipeux en glycérol
et en acides gras. Ces derniers sont alors relargués dans le sang puis captés par les cellules. Une fois captés
les acides gras induisent notamment leur catabolisme via PPARα (c.f. 3.2.3). Ainsi le contrôle de LIPE est
un élément particulièrement crucial [191] de la régulation du catabolisme des lipides.
L’insuline a aussi un effet négatif sur la transcription de CPT1 [89, 291], l’enzyme responsable de l’im-
portation des acides gras dans la mitochondrie, lieu où ils sont oxydés.
Quelques autres rôles pour l’insuline
L’insuline stimule la synthèse de cholestérol L’insuline, grâce à son rôle sur SREBP1 et sur LXR
(c.f. 3.2.2) entraîne une augmentation de la synthèse du cholestérol.
L’insuline stimule la synthèse protéique Brièvement, l’insuline entraine aussi une augmentation de
l’importation cellulaire des acides aminés [41, 219] et de la synthèse de protéines [182, 248]. Cette dernière
étant particulièrement couteuse en énergie, sa stimulation à l’état nourri [161, 111] permet par exemple
d’augmenter la masse musculaire lors des périodes d’abondance alimentaire.
3.1.2 Le glucagon stimule la dégradation des réserves énergétiques et inhibe
l’utilisation de glucose
Le glucagon a une action généralement antagoniste à l’insuline : il inhibe la synthèse de réserves énergé-
tiques et les mécanismes d’utilisation du glucose et stimule la dégradation de réserves et la production de
glucose par glycogénolyse et néoglucogenèse.
Le glucagon stimule la néo-synthèse de glucose
Dans le foie, le glucagon favorise la dégradation du glycogène hépatique [112] et la néoglucogenèse (par
activation des enzymes clefs : PEPCK,FBP1 [164] et PC [166]). Le glucose-6-phosphate ainsi produit est
transformé en glucose grâce à l’activation de G6PC [164] puis exporté du foie vers le sang.
Le glucagon favorise l’utilisation d’acides gras, au dépend du glucose
Le glucagon active LIPE [275, 112] 6 ce qui entraine une dégradation massive des triglycérides du tissu
adipeux et une libération d’acides gras libres (et de glycérol) dans le sang. Les acides gras ainsi libérés sont
captés par les organes capables de les oxyder.
6Sauf chez l’homme aux concentrations physiologiques [190]
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Le glucagon active l’oxydation des acides gras [136] ce qui entraîne une production massive
d’acétyl-coenzyme A mitochondrial et d’ATP. Dans le foie, le glucagon active aussi la cétogenèse, favori-
sant ainsi la production de corps cétoniques à partir d’acétyl-coenzyme A mitochondrial. [249,26,62,25,112].
La β–oxydation et l’utilisation d’acétyl-coenzyme A et de corps cétoniques par le cycle de Krebs et la
chaîne respiratoire permet la fourniture d’énergie. L’accumulation transitoire d’acétyl-coenzyme A mitochon-
drial inhibe la glycolyse par effet produit, et par inhibition de la PDH [271]. Ce mécanisme se traduit par
une diminution de l’utilisation de glucose à des fins de production d’énergie.
Le glucagon inhibe la synthèse des réserves énergétiques à partir de glucose
Le glucagon inhibe la synthèse de glycogène [164], la glycolyse (inhibition de la glucokinase [160], de la
L-pyruvate kinase [164], de la synthèse de fructose 2,6 bi-phosphate par phosphorylation de fructose-2,6-
biphosphatase [14]), la synthèse d’acides gras (inhibition d’ACC [145,62] et de FASN [283]) et la production
et l’exportation de triglycérides par le foie [208].
3.2 Principales régulations de l’expression des gènes relatives au
métabolisme des lipides
Les variations de la balance énergétique sont capables de réguler l’expression de nombreux gènes du
métabolisme des lipides (voir [304] pour une revue dans le foie de rongeur, [269] pour une revue chez la
truite et [82] pour une revue générale sur la régulation transcriptionnelle du métabolisme), en particulier par
l’intermédiaire du glucose et des acides gras [87] notamment poly-insaturés [285,272].
Dans cette section, nous nous proposons de décrire rapidement les principaux régulateurs transcrip-
tionnels ayant un effet majeur sur le métabolisme des lipides [129] : ChREBP le principal médiateur du
glucose [256, 78], SREBP1 le principal médiateur de l’insuline [78, 84], et PPARα un facteur de transcrip-
tion essentiellement activé par le glucagon [208, 193] et les acides gras poly-insaturés [284, 285, 175] qui est
notamment responsable de l’activation du catabolisme des acides gras.
3.2.1 ChREBP stimule la lipogenèse en réponse au glucose
A l’exception de la glucokinase hépatique qui est exclusivement induite par l’insuline, la plupart des gènes
de la glycolyse et de la lipogenèse sont aussi régulés par le glucose. Le facteur transcriptionnel décrit comme
contrôlant l’expression de ces gènes en réponse au glucose a été nommé ChREBP. ChREBP est un facteur
de la famille basic/helix-loop-helix/leucine zipper (bHLH/LZ) ; sa localisation cellulaire et son activité sont
dépendantes d’un état de phosphorylation/déphosphorylation, comme expliqué ci-après (c.f. figure 3.2.1).
La forme active de ChREBP est capable de se fixer à un élément CHRe (Carbohydrate Response Element)
ce qui induit la transcription des gènes cibles. ChREBP est exprimé majoritairement dans le foie, le rein et
le tissu adipeux (brun et blanc). Il est régulé positivement par le glucose et négativement par l’AMPc (un
second messager régulé de manière antagoniste par le glucagon et l’insuline).
ChREBP est activé par le glucose et inhibé par le glucagon et les acides gras
Le glucose active ChREBP A l’état nourri, l’entrée du glucose dans le cycle des pentoses entraîne la
production de xylulose 5-phosphate, qui active la déphosphorylation de ChREBP puis son importation dans
le noyau [170, 158, 256] (c.f. figure 3.2.1). Il en résulte une activation de la transcription des gènes cibles de
ChREBP en réponse au glucose.
Ces mécanismes d’activation ne sont pas les seuls suffisants pour que ChREBP ait un effet ; il faut en
plus lever son inhibition [74].
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Fig. 3.2.1 – Régulation de l’activité de ChREBP par phosphorylation. Sous forme phosphorylée,
ChREBP (représenté par un rectangle contenant des barres colorées) est activement exclu du noyau puis il
est séquestré dans le cytosol par 14-3-3, formant un complexe inactif. La présence de glucose intracellulaire
entraîne une augmentation du xylulose 5-phosphate (Xu-5-P) dans le cycle des pentoses entraînant l’action
d’une proteine phosphatase 2A (PP2A) ce qui entraîne alors la translocation (flèches vertes) de ChREBP
dans le noyau. Le ChREBP nucléaire se dimérise alors avec Mlx puis se lie aux éléments de réponse aux
carbohydrates sur les promoteurs des gènes cibles tels que la pytuvate kinase hépatique (PK) ce qui augmente
leur transcription. A l’inverse, le glucagon et les acides gras augmentent l’activité de kinases dépendantes à
AMPc (PKA) et à l’AMP (AMPK) qui phosphorylent ChREBP, réduisant alors sa capacité de liaison avec
l’ADN et provoquant l’exclusion de ChREBP hors du noyau (flèches rouges).
Figure et légende d’après Uyeda, K. et al., 2006 [325].
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Le glucagon et les acides gras inhibent ChREBP A l’inverse, par exemple lors de la mise à jeun, le
glucagon entraîne la synthèse d’AMPc dans la cellule, ce dernier active alors une kinase AMPc dépendante
qui va phosphoryler ChREBP. Une fois phosphorylé, ChREBP est alors exporté hors du noyau vers le cytosol
où il est séquestré sous une forme inactive par 14-3-3 [325] (c.f. figure 3.2.1).
Les acides gras (et notamment les C18 :2ω6, C20 :5ω3, C22 :6ω3 [77]) sont capables d’induire la présence
d’AMP cellulaire (c.f. figure 3.2.1). Les acides gras poly-insaturés C18 :2ω6, C20 :5ω3 et C22 :6ω3 ont éga-
lement un effet négatif sur le cycle des pentoses car ils diminuent la concentration en xylulose-5-phosphate.
Ceci induit une inhibition de la translocation de ChREBP, et donc une diminution de son effet transcription-
nel [77]. En parallèle, ces acides gras augmentent la dégradation de l’ARNm de ChREBP diminuant ainsi
son activité [77].
ChREBP active la néo-synthèse d’acides gras, D9D et la glycolyse [156]
La forme active de ChREBP est capable d’induire la transcription des gènes de la glycolyse (PK [344,74])
et de la néo-synthèse des acides gras (ACC [158], FASN [158,344] et enzyme malique [156] 7).
En accord avec le rôle de ChREBP sur l’expression de ses gènes cibles, la glycolyse et la néo-synthèse
d’acides gras diminuent fortement (de 65% pour la synthèse d’acides gras dans le foie de souris en l’absence
de ChREBP [156]).
L’absence de ChREBP inhibe aussi SCD1, une isoforme de D9D dans le foie de souris, responsable de
la synthèse des acides gras des familles ω7 et ω9 (c.f. figure 2.4.2) [156]. L’absence de ChREBP diminue
aussi la transcription de long chain fatty-acyl elongase, un enzyme responsable de l’élongation de C16 :0 en
C18 :0 [227].
3.2.2 SREBP1 stimule la synthèse de triglycérides à l’état nourri en réponse à
l’insuline
SREBP1 appartient à une famille de facteurs transcriptionnels décrits à l’origine comme régulant la trans-
cription de gènes en relation avec la disponibilité cellulaire en cholestérol (d’où leur nom). Comme ChREBP,
SREBP1 est un facteur de la famille basic/helix-loop-helix/leucine zipper (bHLH/LZ). Il possède quatre
isoformes distinctes SREBP1-a,SREBP1-b, SREBP1-c et SREBP1-isoforme4 référencées dans Uniprot.
SREBP1 est connu pour activer le métabolisme des lipides en synergie avec ChREBP, en particulier
lorsque l’individu est nourri (c.f. figure 3.2.2).
Régulation de SREBP1
Activation de SREBP1 par l’insuline Il a été montré que l’insuline augmente la synthèse (ARNm)
[39, 105], l’abondance nucléaire et la capacité de liaison de SREBP1-c avec le promoteur des gènes de la
lipogenèse [84, 78]. L’insuline aurait aussi un rôle direct sur le clivage protéolytique de la forme longue et
immature de SREBP1-c en une forme active capable de migrer dans le noyau [140]. Le mécanisme d’action de
l’insuline sur SREBP1-c fait intervenir les LXR [49], une famille de récepteurs qui activent SREBP1-c [155].
La voie de signalisation de SREBP1 et celle de PPARα sont régulées de manière exclusive, en particulier
grâce à la concurrence entre PPARα et les liver X receptors (LXR) (des activateurs de SREBP) pour se
complexer avec les RXR. Cette balance est détaillée figure 3.2.4.
Inhibition de SREBP1 par le glucagon Le glucagon induit des effets opposés à l’insuline sur l’expres-
sion de SREBP1-c dans le foie, via son second messager AMPc (voir [102] pour une revue). Lors du jeûne,
SREBP1 décroît rapidement comme observé chez la souris [148].
7L’enzyme malique permet la production de NADPH à partir de malate, un intermédiaire du cycle de Krebs. Le NADPH
ainsi produit est en particulier disponible pour la synthèse des acides gras.
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Fig. 3.2.2 – Régulation transcriptionnelle de la glycolyse et de la synthèse de lipides. Les voies
de signalisation du glucose et de l’insuline sont sollicitées en réponse aux sucres alimentaires afin d’induire
en synergie l’activation de la glycolyse et l’expression des gènes codants pour les enzymes de la lipogenèse.
Le facteur de transcription SREBP1-c est considéré comme un médiateur majeur de l’action de l’insuline sur
de nombreux gènes de la lipogenèse tels que FASN et ACC [105], via une action sur les éléments SRE des
promoteurs de ces gènes. L’élément responsable de la régulation transciptionnelle des gènes de la glycolyse
comme PK par le glucose a été identifié comme étant ChREBP. Le glucose active ChREBP en stimulant
son expression et en régulant son transport du cytosol vers le noyau. Une fois dans le noyau, ChREBP
se lie aux carbohydrate responsive element (ChRE) [325] présents dans la région promotrice de ses gènes
cibles . L’induction de FASN et ACC est issue de l’action combinée de ChREBP en réponse au glucose et
SREBP1-c en réponse à l’insuline. ChREBP est aussi une cible directe des liver X receptors (LXR) [46]. Les
LXR (LXRα et LXRβ, pour une revue sur leurs rôles [279]) sont des récepteurs nucléaires capables d’activer
directement la transcription de ACC et FASN. Ce sont aussi des médiateurs de l’activation de ces gènes par
SREBP1-c [167] en réponse à l’insuline. Récemment, l’observation que le glucose se lie et active les LXR
nucléaires place les LXR comme des composés centraux de la voie de signalisation du glucose [224] , mais
leur implication réelle dans un contexte physiologique est encore à évaluer.
Figure extraite et légende d’après de Denechaud, P.D et al., 2008 [76].
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Fig. 3.2.3 – Activation protéolytique de SREBP1-c. L’interaction du complexe formé par SREBP1-c
et la protéine SCAP avec l’insulin induced gene (Insig) entraîne sa séquestration dans le réticulum endo-
plasmique (ER). (2) En présence des signaux appropriés (insuline, stress du réticulum endoplasmique), le
complexe SREBP1/SCAP migre vers l’appareil de Golgi dans lequel SREBP1-c subit deux clivages pro-
téolitiques successifs. Ces clivages sont réalisés par Site-1 protease (S1P) et Site-2 protease (S2P) (flèches
diagonales) (3) et (4), et transforment SREBP1-c en sa forme mature par clivage de la partie NH2-terminale.
La forme mature de SREBP1-c est alors transportée dans le noyau (5) où elle se lie à ses éléments de réponses
spécifiques présents dans le promoteur des gènes cibles de SREBP1-c.
Figure et légende extraites de P.Ferre et F. Foufelle, 2007 [102].
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Fig. 3.2.4 – Interactions mutuelles entre PPARα et le complexe LXR-SREBP1-c dans la régulation
de la balance entre anabolisme et catabolisme des acides gras.
La complexation de RXR détermine l’orientation du métabolisme lipidique Les retinoid X receptor (RXR)
sont une famille composée de RXRα, RXRβ et RXRγ. Ils sont capables de former des complexes avec PPARα et
avec les liver X receptor, une famille composée de LXRα et LXRβ. La balance entre PPARα et LXR détermine donc
la forme sous laquelle se retrouvera complexée RXR.
Le complexe RXR-PPARα active le catabolisme des acides gras Lorsque RXR est complexé à PPARα, et
que ce dernier est en présence de son ligand (i.e. les acides gras poly-insaturés), il forme un complexe actif capable
d’induire les gènes possédant un élément de réponse à PPARα (PPRE) tels que les gènes du catabolisme des acides
gras (Fatty Acid Degradation Genes).
Le complexe RXR-LXR active la synthèse des acides gras Lorsque RXR est complexé à LXR [198], il est alors
capable d’induire la transcription des gènes possédant un élément de réponse à LXR (LXRE), comme SREBP1-c, un
facteur de transcription capable d’induire les gènes impliqués dans la synthèse des acides gras (Fatty Acid Synthetic
Genes). Ce complexe ne se forme pas en présence des acides gras poly-insaturés car ces derniers empèchent LXR de
se lier à LXRE (non représenté) [346].
Le complexe PPARα-LXR est inactif Lorsque PPARα se lie à LXR, le complexe ainsi formé est inactif, il en
résulte une inhibition (flèches terminées par un T) de la voie de PPARα et de la voie de LXR.
Figure extraite de T. Ide et al., 2005 [155].
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Inhibition de SREBP1 par les acides gras poly-insaturés lors du jeûne Les acides gras poly-
insaturés présents suite au relargage d’acides gras libres par le tissu adipeux lors du jeûne, contribuent
aussi à l’inhibition de SREBP1. Les acides gras poly-insaturés ω3 et ω6 inhibent l’expression [244,179] et la
maturation post traductionnelle [134] de SREBP1-c, diminuant ainsi son activité [342]. De plus, les acides
gras poly-insaturés bloquent la voie de signalisation de SREBP1-c par inhibition de LXRα et LXRβ8 [346]
qui sont des activateurs de SREBP1-c.
SREBP1 active la lipogenèse et la désaturation et l’élongation des acides gras
Dans le foie, SREBP1 active la transcription de nombreux gènes de la glycolyse et de la synthèse des acides
gras, [104,19,312,150,288], jouant ainsi le rôle de médiateur de l’insuline. Cette activation passe notamment
par l’induction de la transcription de PKLR, d’ACC [179], de FASN [104] et des gènes responsables de
l’élongation des acides gras [227] comme la fatty acyl elongase, ELOVL1, ELOVL2, ELOVL5, et ELOVL6
[334]. En outre, le transporteur du glucose SLC2A2 lie SREBP1-c au niveau d’une séquence SRE (voir [203]
pour revue). En accord avec ces rôles transcriptionnels sur les gènes cibles, l’absence constitutionnelle de
SREBP1 conduit à une baisse de la lipogenèse, comme constaté chez les souris knockout pour SREBP1-c [205].
Dans le foie, SREBP1 augmente aussi l’expression des gènes D5D et D6D [217,334] qui sont les enzymes
clefs de la synthèse des acides gras poly-insaturés, et augmente l’expression de D9D [178, 237, 334] qui est
responsable de la désaturation des acides gras C16 :0 et C18 :0 en C16 :1ω7 et en C18 :1ω9 (c.f. figure 2.4.2).
Dans l’adipocyte, SREBP1-c aurait un effet globalement similaire à celui démontré dans le foie [180,32].
D’autres gènes comme ceux codant pour l’hexokinase (équivalent à la glucokinase de l’hépatocyte), ou le
récepteur LDL ont été caractérisés comme cibles de SREBP1-c dans l’adipocyte. De plus SREBP1 a un
effet direct sur la différentiation adipocytaire chez le jeune. Dans les muscles, les gènes cibles de SREBP1
inclueraient de même les gènes lipogéniques [157] et l’hexokinase II (HK2) [122].
3.2.3 PPARα stimule la β–oxydation et la cétogenèse lors du jeûne
PPARα est un membre des peroxisome proliferator-activated receptors, une famille de récepteurs nu-
cléaires aux hormones [215]. Les PPARs sont exprimés sous différentes isoformes dont l’expression varie en
fonction du type cellulaire. Chez le rat, PPARα est très exprimé dans les hépatocytes, les cardiomyocytes,
les entérocytes et les cellules des tubes proximaux du rein [36]. PPARα initialement connu pour ses effets
sur la prolifération des peroxysomes [195], est aujourd’hui considéré comme l’un des principaux médiateurs
des effets du jeûne sur l’expression des gènes [201,177].
PPARα possède de nombreux rôles, il est en particulier capable de modifier la vitesse de transcription
de nombreux gènes (voir [83] pour une revue) d’où de nombreux effets ( [127]pour une liste d’effets chez
la souris, [260] et [51] pour une étude des effets chez le porc). En particulier, les gènes impliqués dans
le métabolisme des lipides [336, 53, 277, 107, 8, 114], des triglycérides [196] et des phospholipides [196], le
métabolisme du glucose [207], le métabolisme des lipoprotéines [107], la genèse des peroxysomes [53], la
transcription [53], le cycle cellulaire [53] et l’apoptose [277] sont contrôlés par PPARα.
En accord avec sa fonction de régulateur transcriptionnel, l’absence de PPARα entraîne diverses patholo-
gies relatives au métabolisme des lipides (pour une revue, voir [176]) dont une dyslipidémie progressive [65],
une obésité et une stéatose hépatique [65, 137].
Cette partie se propose de décrire ses principaux rôles dans le métabolisme des lipides et dans les méta-
bolismes associés (c’est-à-dire cétogenèse et métabolisme du glucose).
PPARα est activé lors du jeûne par le glucagon et les acides gras poly-insaturés
Lors du jeûne, le glucagon induit une augmentation de l’activité de PPARα dans les hépatocytes grâce
à un mécanisme impliquant l’AMPc et la protéine kinase A [193], et favorise sa translocation dans le noyau
grâce à un mécanisme qui dépend de Mitogen-activated protein kinases p38 (p38 MAPK) et d’AMPK [208].
8LXRα et LXRβ sont deux isoformes de LXR ou liver X receptor.
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De plus, lors du jeûne, les acides gras sont massivement relargués du tissu adipeux puis sont captés par
différents tissus dont le foie. Parmi eux, les acides gras poly-insaturés sont capables de se lier à PPARα [207]
afin de l’activer [272]. Une fois actif, PPARα se lie à son partenaire privilégié : le retinoid X receptor
(RXR9) [174]. Le complexe RXR-PPARα est capable d’induire la transcription des gènes portant un élément
de réponse à PPAR (ou PPAR response element abrégé en PPRE). Ce mécanisme de liaison avec RXR permet
d’exclure mutuellement les voies de PPARα et de SREBP1 comme décrit sur figure 3.2.4.
PPARα est un activateur de l’importation des acides gras
PPARα favorise l’importation des acides gras et leur transport intra cellulaire par stimulation de l’ex-
pression des protéines de transport des acides gras telles que CD36 et plasma membrane fatty acid binding
protein (FABPpm) [22] et d’acyl-CoA synthetase (ACSL) [107]. Il en résulte une importation acrue comme
observé dans le coeur [336].
PPARα est un activateur de la β–oxydation mitochondriale et de l’ω–oxydation [9]
De manière générale, PPARα est capable d’induire la transcription de nombreux enzymes mitochon-
driaux. Ainsi les enzymes ACADVL, ACADL, short chain-specific 3-ketoacyl-CoA thiolase (i.e. très proba-
blement ACAA2) et ACSL sont moins exprimés dans le foie des souris knockout PPARα que dans les souris
sauvages [8]. Chez le porc, le clofibrate (un activateur de PPARα [210]) induit au niveau hépatique l’aug-
mentation des gènes de la β–oxydation : CPT1A, 3-hydroxyacyl CoA dehydrogenase (3HCDH), 3-ketoacyl
CoA thiolase (3KACT), HADHA, ETFDH [51].
Dans le coeur, PPARα est capable d’induire l’expression constitutive d’au moins sept enzymes de la
β–oxydation mitochondriale [336] ce qui entraîne une oxydation plus forte en présence de PPARα [336] et
une épargne de glucose [43].
Dans le muscle squelettique, le coeur et le foie, PPARα augmente aussi l’importation mitochondriale des
acides gras libres en stimulant l’expression de CPT1B10, d’où une oxydation accrue [107,114,51, 264].
Chez le rat, PPARα est capable de stimuler la transcription des cytochromes P450, family 4, subfamily
A1 A2 et A3 qui sont des enzymes de ω–oxydation [185].
En revanche, PPARα ne semble pas avoir d’effet sur la β–oxydation peroxysomiale puisque celle-ci est
identique entre les souris knockout pour PPARα et sauvages [336,8]. Rappelons que la β–oxydation peroxy-
somiale dans le foie est sous le contrôle des LXR [152].
PPARα est un activateur de la cétogenèse
PPARα est capable d’induire la transcription d’HMGCS2, l’enzyme clef de la cétogenèse [139] (voir [138]
pour une revue sur la régulation de la cétogenèse) chez le porc [51], la souris [138] et l’homme [151].
PPARα est un activateur de la désaturation des acides gras [335,128,217]
PPARα est un activateur de la transcription de D5D11 et D6D12, [217, 233, 315]. Sa présence permet
ainsi le maintien de l’élongation et de la désaturation des acides gras polyinsaturés même en période de
jeûne, situation pendant laquelle SREBP1 est fortement réprimé [217]. PPARα est aussi connu pour activer
l’expression du gène de la D9D dans le foie de souris [223]. Cependant, cet enzyme possède lors du jeûne
un comportement différent de D5D et D6D [234], ce qui laisse supposer qu’il n’est pas entièrement régulé
comme les deux autres désaturases.
9Il y a trois RXR connus : RXRα,RXRβ,RXRγ
10L’enzyme responsable de l’entrée des acides gras dans la mitochondrie du muscle et du coeur, supposée limitant pour la
β–oxydation
11D5D est aussi connu sous le nom de FADS1




Les voies métaboliques sont communes Les voies biochimiques du métabolisme des lipides sont com-
munes aux différents organes et aux différentes espèces. Il est donc possible d’exploiter les éléments communs
afin de construire un modèle générique (i.e. valable quelque soit l’organe ou l’espèce) du métabolisme des
lipides.
Les comportement sont différents Malgrès un ensemble de voies communes, les comportement observés
varient en fonction de l’organe et de l’espèce. Cette diversité des comportement est la conséquence de la
diversité dans les voies de régulation et dans l’intensité de ces régulations.
Exploitation de la généricité Afin d’exploiter l’aspect générique des voies, nous allons proposer une
méthode de construction d’un modèle valable quelque soit l’organe et l’espèce. Ce modèle sera paramétré
différament en fonction du contexte afin de faire ressortir les différences dans l’intensité de ses régulations.
Un problème complexe De nombreux éléments sont connus pour jouer directement un rôle dans le
métabolimse des lipides et ces éléments intéragissent beaucoup entre eux. Ces éléments sont décrits dans la
bibliographie scientifique qui regroupe comme nous l’avons vu dans les chapitres précédents un grand nombre
d’informations concernant ces différents éléments et leurs interactions. De plus, ce métabolisme est fortement
connecté aux auxtres fonctions du métabolisme de l’énergie ce qui rend la définition d’une frontière d’étude
difficile.
La bibliographie, bien que contenant de nombreuses informations ne propose pas de méthode afin de
réunir ces dernières et d’interpréter efficacement les données pour comprendre le système dans sa globalité.
Un problème multi échelles Plusieurs échelles temporelles et spatiales interviennent dans la régulation
du métabolisme des lipides (c.f. 3.3.1), et les données expérimentales ne peuvent pas toutes les couvrir
simultanément, ce qui complexifie d’autant plus son étude.
L’étude simultanée et combinée de ce métabolisme à toutes ces échelles est un travail trop important pour
être réalisé dans le cadre d’une thèse. De plus, en l’abscence de jeux de données couvrant simultanément
toutes ces éhcelles, il est empiriquement impossible de statuer sur la validité globale des phénomènes étudiés.
Par conséquent nous chercherons à développer une méthode d’intégration des connaissances uniquement
pour les échelles qui correspondent aux principales données expérimentales disponibles.
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Fig. 3.3.1 – Les différentes échelles du métabolisme énergétique
Les régulations des métabolismes énergétiques et des lipides ont lieu à différentes échelles temporelles et spatiales
imbriquées.
L’état physiologique global de l’individu est la conséquence du comportement des différents organes en réponse d’une
part à l’apport de nutriments, et d’autre part aux besoins propres à leurs statuts (en croissance, en lactation, en
exercice ...). Ces organes sont régulés de manière coordonnées par la balance hormonale qui diffuse un message unique
dans l’ensemble de l’individu. Cette balance est interprétée spécifiquement dans chaque organe par la génération de
seconds messagers cellulaires responsables des différences de comportement inter-organes. Au final, chaque cellule
intègre alors le signal hormonal avec ses propres signaux internes afin de réguler son métabolisme. Les modifications
du métabolisme cellulaire sont alors intégrés à l’échelle de l’individu, modifiant ainsi son état global.
Les différentes régulations ont lieu à différentes échelles de temps. Tout d’abord la régulation de l’activité enzymatique
en réponse à un changement de l’état de la cellule (comme par exemple la régulation du cycle de Krebs en fonction
du rapport ATP/ADP a) est extrêmement rapide. La diffusion du signal hormonal, en raison du temps nécessaire aux
hormones pour atteindre les différents organes par la voie sanguine est un peu plus longue (de l’ordre de la minute).
La régulation de la transcription est quant-à elle beaucoup plus longue (de l’ordre de l’heure). Ces échelles temporelles
de régulation se croisent avec différents besoin de l’animal : effort ponctuel, variation quotidienne de l’alimentation,
lactation, croissance. . . Ces différents niveaux sont à la fois connectés de manière ascendante : le niveau supérieur
est défini par les comportements résultants et émergents du niveau inférieur, et descendante : le comportement du
niveau inférieur est dépendant de l’état du niveau supérieur. Ces connections mutuelles rendent ainsi le système global
difficile à appréhender.
aCette régulation est de l’ordre de la seconde
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Deuxième partie





La modélisation : une approche pour
comprendre les systèmes complexes
tels que le métabolisme des lipides et
identifier leurs leviers de contrôle
Enjeux : contrôler les organismes La finalité de l’étude des organismes biologiques est de pouvoir
contrôler ces derniers, c’est-à-dire d’influencer leurs propriétés afin qu’elles aient des valeurs intéréssantes.
Dans le cadre du métabolisme des lipides, on cherchera par exemple à obtenir des individus sains, ayant une
croissance rapide et possédant une quantité et une composition en lipide particulière pour les tissus d’intérets
commerciaux.
Objectifs : identifier des leviers de contrôles internes Le contrôle de ces organismes passe par
l’identification de leviers de contrôles, c’est-à-dire de moyens permettant d’obtenir les propriétés souhaitées.
Ces leviers peuvent être des facteurs environnementaux (exemple : alimentation, température . . . ) ou des
facteurs internes à l’individu, comme un génotype particulier par exemple. Dans le cadre de cette thèse, nous
recherchons les leviers de contrôles parmi les éléments internes à l’organisme relatifs au métabolismes des
lipides c’est à dire parmi les molécules du métabolismes des lipides présentes in-vivo et les régulateurs de ces
molécules présents in-vivo.
Les caractères d’intéret concernent souvent des propriétés macroscopiques comme la quantité ou la com-
position en acides gras d’un tissus. Nous devons donc mettre en place une stratégie qui permette à la fois
d’identifier des leviers de contrôle au niveau moléculaire et de prédire l’effet de leur variation au niveau
supérieur. Formulé autrement, ce problème revient à maîtriser les comportements émmergents d’un système
à partir du contrôle de sa mécanique interne.
Une méthode générique La méthode présentée ici s’applique au métabolisme des lipides, mais elle reste
valable pour l’étude d’un système vaste et complexe dont un grand nombre d’éléments et de relations entre
éléments sont connus et pour lequel de nombreuses données expérimentales sont disponibles.
1.1 Le métabolisme des lipides est vaste et complexe
1.1.1 De nombreuses données expérimentales hétérogènes
Dans cette sous section, nous tentons d’identifier les caractéristiques communes de la pluspart de ces
données.
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Les données bas débit Ces données concernent tout d’abord les expériences “bas débit” de biochimie
ayant permis d’identifier les métabolites (voir KEGG, HMDB et LipidBank) et les voies biochimiques (voir
KEGG). Ces données bas débit sont essentiellement quantitatives, relativement précises, et décrivent la
plupart du temps l’évolution d’un ensemble de valeurs au cours du temps.
A ces données s’ajoute la mesure (très souvent in vitro) des paramètres cinétiques (ex Km, V max . . . ) re-
latifs à l’activité de nombreux enzymes (voir Brenda-enzyme, SABIO-RK). Ces données décrivent la plupart
du temps la variation de la vitesse de réaction d’un enzyme en fonction d’un paramètre (ex : la quantité de
substrat), les autres paramètres (ex : quantité d’enzyme, quantité d’activateur) étant constants. La connais-
sance de ces données permet de décrire la cinétique des voies métaboliques à condition de connaître à la fois
les quantités in-vivo de tous les enzymes, les activités de chacun de leur substrat, produit et régulateur, ainsi
que les fonctions décrivant la vitesse de réaction de chaque enzyme en fonction des activités de ses substrats
de ses produits de ses régulateurs et de ces paramètres cinétiques. En pratique il nous manquera toujours les
quantités d’enzymes in-vivo, certains paramètres cinétiques et la plupart des fonctions décrivant les vitesses
de réaction (comme ACC par exemple, dont aucune fonction ne décrit à notre connaissance sa vitesse de
réaction en fonction des quantités de ces régulateurs), par conséquent nous n’utiliserons pas ces données.
Les données haut débit Les données haut débit sont essentiellement obtenues grâce à des puces (ou
microarray) qui décrivent la variation d’expression de plusieurs milliers de gènes entre quelques conditions
(voir ArrayExpress, SMD pour des bases généralistes de puces). Les données haut débit issues d’autres
techniques ne seront pas étudiées ici.
Conclusion : deux niveaux d’approche On peut grossièrement séparer les principales données expé-
rimentales disponibles en deux niveaux : les données quantitatives bas débit décrivant essentiellement le
métabolisme et les données transcriptomiques haut débit décrivant de manière qualitative des variations
d’expressions de gènes. Bien que cette typologie soit partielle et grossière, nous nous attacherons dans cette
thèse à exploiter uniquement ces deux niveaux.
Les types de données décrits ici dans le cadre du métabolisme des lipides existent pour de nombreux
métabolismes. La démarche présentée dans cette thèse leur est transposable pouvu qu’il y ait suffisament de
données exploitables et de connaissances théoriques relatives aux voies biochimiques et aux régulations.
1.1.2 De nombreuses connaissances éparpillées dans la bibliographie
La bibliographie contient un ensemble de connaissances théoriques, c’est-à-dire un ensemble de pro-
positions visant à expliquer les phénomènes observés. Basiquement la bibliographie contient essentiellement
deux types d’informations : les effets et les mécanismes. Les effets sont l’interprétation théorique des résultats
expérimentaux (par exemple “Insulin stimulates the expression of genes encoding glycolytic and fatty-acid
synthetic enzymes” [270]). Les mécanismes sont une description théorique de la manière dont intéragissent
les molécules (par exemple “The insulin receptor is a tyrosine kinase that undergoes autophosphorylation,
and catalyses the phosphorylation of cellular proteins such as members of the IRS family, Shc and Cbl.” voir
Fig2 Saltiel et al., 2001 [270] pour le mécanisme complet.)
Que ce soit de manière générale, ou relativement au métabolisme des lipides, la bibliographie est très
abondante (c.f. tableau 1.1.1). La grande majorité de la bibliographie est présente sous forme de textes dans
les publications. Ces publications sont dispersées, parfois dures à retrouver et nécessitent d’être lues pour
en extraire leur contenu. Cette abondance ne doit pas nous faire oublier l’existence potentielle d’éléments et
d’interactions inconnus ou potentiellement faux. Ainsi, même lorsque nous nous baserons sur la bibliographie,
nous nous attacherons à respecter au maximum le principe de réfutabilité.
Une stratégie afin de palier à l’abondance des informations bibliographiques consiste à se tourner vers des
bases de connaissances ( ex : KEGG, Ingenuity, TRANSPATH, Pathway Commons). Ces bases regroupent
sous une forme organisée des relations diverses entre des molécules. Elles sont issues de la lecture manuelle
puis de l’annotation des publications. A notre connaissance il n’existe pas de base dédiée aux régulations du
métabolisme des lipides, et nous nous sommes donc tournés vers les bases généralistes. Une autre stratégie
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Tab. 1.1.1 – Estimation du nombre de publications en biologie relatives au métabolisme des
lipides.
nombre de publications
années total métabolisme des lipidesa rapport (×10−3) b
1990-1994 2 065 939 4768 2.3
1995-1999 2 286 084 5201 2.3
2000-2004 2 824 145 7995 2.8
2005-2009 3 443 583 9839 2.9
aLa recherche a été effectuée dans Pubmed le 27 octobre 2009. Les mots clefs ‘‘lipid metabolism’’ OR ‘‘fatty
acids metabolism’’ ont été recherchés pour chaque tranche d’années.
bNombre de publications relatives au métabolisme des lipides/ Nombre de publications totales
consiste à se tourner vers des experts. Ces derniers ont une connaissance intégrée et précise de la bibliographie,
mais cette connaissance se limite souvent à un (ou quelques) domaine(s) très pointu(s), et ne couvre pas
l’intégralité du métabolisme des lipides. De plus, il est difficile de bâtir des ponts entre domaines d’expertise
afin de les connecter.
1.1.3 Conclusion
Actuellement, les expériences et l’analyse de la bibliographie permettent de tester des sous ensembles
de la théorie, mais ne permettent pas de l’analyser dans sa globalité. Cette approche est incompatible avec
notre objectif de recherche de régulateurs parmi un vaste ensemble, car elle ne fonctionne que sur de petits
sous domaines.
Il est actuellement impossible de dire s’il n’existe pas dans la bibliographie du métabolisme des lipides
des informations contradictoires ni de statuer globalement sur l’accord entre les connaissances théoriques
et les données expérimentales. Ceci s’explique par la taille du système étudié, par sa complexité et par la
dispersion et l’absence d’intégration des informations qui le décrivent.
Ces constatations sur le métabolisme des lipides restent vraies pour un grand nombre de voies biochi-
miques pour lesquelles la bibliographie décrit un grand nombre de mécanismes et d’effets concernant de
nombreuses molécules. La démarche développée dans cette thèse peut être transposable à ces voies.
1.2 Générer des connaissances dans un système complexe
Notre problématique de recherche de leviers de contrôle du métabolisme des lipides est un sous cas
d’une problématique plus générale qui est la génération de connaissances. En sciences expérimentales, une
connaissance est une proposition admise, potentiellement réfutable et corroborée par des observations. Dans
cette section nous verrons appliquer la démarche expérimentale sur un système complexe afin de rechercher
des leviers de contrôle du métabolisme des lipides parmi les éléments qui constituent ce métabolisme.
1.2.1 La démarche expérimentale permet de générer des connaissances
La démarche expérimentale classique permet de construire, tester, analyser et améliorer une théorie. La
démarche est la suivante :
1. Récolter des observations
2. Induire une théorie à partir de ces observations. La théorie doit être cohérente avec les observations
qu’elle explique.
3. Déduire des informations de la théorie.
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4. Tester empiriquement la validité de la théorie (et de ses déductions). Dans le cas ou la théorie est
cohérente avec les observations, alors ces dernières corroborent la théorie. Dans le cas ou elles ne sont
pas cohérentes, l’expérience réfute la théorie, il faut alors analyser la théorie au vue des nouvelles
observations afin d’en proposer une nouvelle qui respecte ces dernières. On retourne alors à la seconde
étape.
Une telle démarche peut amener à proposer plusieurs théories différentes pour expliquer un même en-
semble d’observations. Dans ce cas, on gardera tout d’abord les théories les plus prédictives en vertu du
principe de réfutabilité puis la plus simple en vertu du principe de parcimonie.
1.2.2 Choix d’une approche systémique
Deux grandes approches sont possibles pour décrire un système comme les régulations du métabolisme
des lipides : l’approche “entrée sortie” et l’approche systémique.
L’approche “entrée sortie”
L’approche “entrée sortie” consiste à évaluer comment répond un système en fonction d’un ensemble de
variables d’entrée (exemple [23]). Cette approche nécessite un jeu de données comprenant un bon ensemble de
valeurs des variables d’entrée couplé aux valeurs des variables de sortie ainsi qu’une fonction mathématique
pour faire le lien entre ces valeurs. C’est cette fonction qui joue le rôle de théorie.
Dans le cadre de la recherche de leviers de contrôle du métabolisme des lipides, l’approche “entrée-
sortie” est en pratique impossible car il y a un trop grand nombre (plusieurs milliers) de variables d’entrée
pour pouvoir toutes les tester, et car la complexité du système est telle qu’il faudrait tester toutes les
combinaisons possibles de valeurs de variables d’entrée pour avoir une fonction décrivant correctement sa
sortie en fonction de ces entrées. En pratique il est impossible de réaliser autant d’expériences, par conséquent
nous rejetons l’approche “entrée sortie” et recherchons une approche permettant de cibler les éléments à tester
empiriquement.
L’approche “systémique” [330]
L’approche systémique a pour objectif de décrire la mécanique interne du système puis de déduire de cette
dernière le comportement du système. Contrairement à l’approche “entrée sortie”, cette dernière nécessite
des données expérimentales à la fois sur les entrées et les sorties du système et sur ses éléments internes ainsi
qu’une connaissance théorique de la mécanique interne du système.
Afin de cibler au mieux quels leviers de contrôle tester empiriquement, nous proposons d’utiliser le savoir
théorique afin de proposer les meilleurs candidats compte tenu des connaissances disponibles. Dans notre
cas, nous avons des informations théoriques sur la mécanique interne du métabolisme des lipides et nous
recherchons des leviers de contrôle parmi les éléments de cette mécanique. Par conséquent, nous adoptons
l’approche systémique.
Lors de cette approche, il faut garder à l’esprit que le modèle n’est pas un moyen de remplacer les
expériences. C’est uniquement un moyen de choisir les expériences pertinentes à réaliser au regard des
connaissances actuelles. Au final, c’est toujours la constatation empirique d’un phénomène qui a valeur de
preuve, et non sa déduction théorique à partir du modèle.
Définition du système étudié
Nous considérons alors le métabolisme des lipides comme un système composé :
d’éléments : les molécules du métabolisme des lipides et ses régulateurs. Lorsque le modèle contient des
compartiments, on considère un élément par molécule et par conmpartiment (ex : un élément glucose
sanguin, et un élément glucose cellulaire).
de relation : les réactions biochimiques du métabolisme des lipides et leurs régulations.
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d’une frontière : l’individu. On suppose que l’environnement influence l’individu mais pas l’inverse. Cette
frontière peut être ultérieurement restreinte pour choisir un de ses éléments internes (ex l’organe), mais
pas étendue.
1.2.3 Modéliser le système permet d’appliquer la démarche expérimentale
Les données expérimentales et les informations théoriques décrivant le système sont disponibles, par
conséquent il est a priori possible d’appliquer la démarche expérimentale afin de générer des connaissances.
Hélas, dans l’état actuel des choses, il est très difficile de réaliser des déductions à partir de la bibliographie
à cause de son abondance et de la difficulté à intégrer un grand nombre d’effets concernant un grand nombre
de molécules. Ceci bloque la démarche expérimentale à l’étape de confrontation des données à la théorie. De
plus, même si une confrontation était possible, le retour sur erreur sera un véritable casse tête. Il est donc
nécessaire de formaliser les connaissances théoriques dans un objet permettant de réaliser des prédictions
automatiquement, puis de confronter ces prédictions aux données expérimentales. Ceci revient à construire
un modèle mathématique.
Face à ce problème, nous avons fait le choix de construire des modèles mathématiques. Un modèle
mathématique est défini comme une représentation des aspects essentiels d’un système existant (ou d’un
système que l’on va construire) qui présente les connaissances d’un tel système sous une forme analysable.
En raison de la dimension des systèmes étudiés, la construction et l’analyse de ces modèles doit pouvoir se
réaliser automatiquement et dans un temps raisonnable par des algorithmes.
Les points clefs de la construction de ces modèles sont les suivants.
1. Réunir les informations théoriques.
2. Représenter ces informations dans un formalisme prédictif, analysable par des algorithmes et disposant
d’une interface compréhensible par un biologiste.
3. Réaliser des prédictions afin de respecter la troisième étape de la démarche expérimentale.
4. Confronter les prédictions aux données expérimentales. Cette dernière étape implique d’avoir des don-
nées expérimentales aussi informatives que les prédictions.
Cette démarche peut amener à proposer plusieurs modèles conformes aux données observées. Une première
approche consiste à réaliser de nouvelles expériences afin d’acquérir les données nécessaires pour identifier quel
est le meilleur modèle. Une seconde approche est d’appliquer le principe de réfutabilité, puis le principe de
parcimonie. L’application du principe de réfutabilité consiste à choisir le modèle qui fournit les prédictions les
plus précises (en pratique ceci revient la plupart du temps à choisir le modèle ayant le moins de paramètres
inconnus ou évalués sur les données par ajustement). L’application du principe de parcimonie consiste à




Quel(s) modèle(s) construire pour
représenter le métabolisme des
lipides ?
Objectifs Nous souhaitons représenter le métabolisme des lipides et ses régulationss comme un ensemble
de molécules reliées par des interactions (c.f. 1.2.2). Cet ensemble est simplement la représentation formalisée
d’un ensemble d’hypothèses. La difficulté réside dans le choix de la représentation, qui doit être suffisamment
précise pour décrire les phénomènes connus et intégrer les observations, mais rester suffisamment simple pour
être réfutable par l’intégration de données additionnelles.
Quelles que soient les données utilisées, nous ne nous intéresserons qu’au comportement moyen pour
chaque condition et nous ne nous intéresserons pas à l’évaluation de la variabilité intra-condition : obtenir
une description de la variabilité intra-condition nécessite d’avoir préalablement décrit le comportement moyen
et de disposer de données obtenues sur un grand nombre de répétitions dans chaque condition, ce qui n’est
pas le cas ici.
Deux modèles pour deux niveaux de données expérimentales Les données haut et bas débit dé-
crivent deux échelles biologiques complémentaires. Les données haut débit informent sur la variation de la
transcription de nombreux gènes entre quelques conditions, à partir desquelles on peut éventuellement extra-
poler des variations qualitatives de quantités d’enzymes. Les données bas débit informent sur les quantités
des divers métabolites au fil du temps, à partir desquelles on peut parfois déduire la vitesse des différentes
voies métaboliques. Les deux niveaux (métabolique et génétique) sont en interaction : les concentrations en
métabolites observées sur les données bas débit sont la résultante des voies biochimiques du métabolisme
des lipides, régulées par la quantité de leurs enzymes, quantités dépendantes de leur transcription. Inverse-
ment, les métabolites sont capables d’induire des voies de signalisation ayant des effets sur la transcription
des gènes. A ces régulations croisées entre les deux niveaux s’ajoutent les régulations internes comme par
exemple l’influence des facteurs de transcription pour le niveau génétique, ou les inhibitions par les pro-
duits de réaction pour le niveau métabolique. La compréhension du métabolisme des lipides passe donc
par la compréhension de ces deux niveaux, et donc à la fois par l’analyse des données transcriptomiques et
métaboliques.
Comme les données expérimentales ont deux niveaux de détail différents, nous avons fait le choix de
construire un modèle relatif à chaque type de données.
Le premier modèle a pour objectif à long terme d’analyser et d’exploiter les données haut débit en les
confrontant avec les connaissances bibliographiques. Une première étape consiste à formaliser la bibliographie
dans un modèle afin de pouvoir la croiser plus tard avec les données haut débit. En raison de la nature de ces
données, nous avons pour objectif de construire un modèle qualitatif faisant des prédictions sur la variation
de ses éléments entre conditions. En raison du nombre d’éléments dans le modèle, nous recherchons une
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approche qui soit facilement automatisable et qui ne pose pas de problèmes de calcul insolubles en un temps
raisonnable.
Le second modèle a pour objectif de décrire à l’échelle de l’organe les données bas débit du métabolisme
des lipides de manière synthétique, dynamique et quantitative. De plus, en raison de l’importance de l’aspect
temporel (comme par exemple les variation métaboliques en fonction du temps de jeûne) dans la régulation
de ce métabolisme, ce modèle a pour objectif de proposer une description dynamique.
L’utilisation de deux niveaux d’approche pose le problème du lien entre ces approches. La stratégie
envisagée sur le long terme est d’identifier des éléments clefs potentiels dans le premier modèle, et d’évaluer
leurs effets en les introduisant dans le second, suite à une bibliographie ciblée et d’éventuelles expériences
supplémentaires. Cette vision à long terme ne sera pas développée dans le cadre de cette thèse.
2.1 Choix des systèmes d’équations ordinaires pour modéliser les
données cinétiques quantitatives.
Cette section présente les différents formalismes utilisés pour modéliser des données cinétiques quantita-
tives (les systèmes d’équations différentielles ordinaires, les formalismes dérivés des équations différentielles
ordinaires et les systèmes multi agents), puis discute du choix des sytèmes d’équations différentielles ordi-
naires.
2.1.1 Les systèmes d’équations différentielles ordinaires
Formalisme [131] Les systèmes d’équations différentielles ordinaires sont un formalisme classique per-
mettant de décrire l’évolution d’un ensemble de variables quantitatives (les éléments) au fil du temps grâce
à des fonctions mathématiques (les relations).
Les variables sont des nombres réels décrivant l’état actuel du système (notés xi pour l’élément i). Dans
notre cas, ces variables représentent des quantités de molécules dans un compartiment (par exemple : xglucose
représente la quantité de glucose dans une cellule).
Pour chaque élément, une fonction mathématique décrit sa vitesse de variation en fonction du temps et
des valeurs des variables du système. Ces fonctions sont de la forme : dxidt = fi(t, x1, . . ., xn), avec fi une
fonction mathématique et t le temps.
Les fonctions mathématiques peuvent éventuellement contenir des paramètres dont la valeur numérique
est inconnue. Par exemple
dxglucose
dt = −K × xglucose décrit une loi de dégradation d’ordre un dans laquelle
K, un paramètre de valeur inconnue, représente la constante de dégradation spontanée du glucose.
Des modèles déterministes De manière générale un système dynamique est déterministe s’il permet
de déterminer de manière unique le futur d’un point à partir d’un état initial. Ainsi la trajectoire d’un tel
système est entièrement déterminée par l’état initial de ce système. Un état se définit par la valeur des
variables et leur vitesse de variation (i.e. leur dérivée).
Les modèles d’équations différentielles ordinaires sont déterministes à condition de connaître les valeurs
de leurs variables (i.e. conditions initiales) et de leurs paramètres 1. Ils produisent alors une unique trajectoire
qui peut dans quelques cas simples être produite par une fonction mathématique (intégration formelle), ou
dans tous les cas par une sucession de valeurs approchées (intégration numérique 2).
La principale difficulté lors de la construction d’un modèle d’équations différentielles ordinaires est de
déterminer la valeur des paramètres du modèle et de mesurer précisément ses conditions initiales. Les valeurs
des paramètres peuvent être recherchées dans la bibliographie (ex constantes cinétiques des enzymes), ou
1Les valeurs des dérivées des variables sont alors directement déductible en calculant la valeur des fonctions mathématiques
du modèle.
2Des modules d’intégration numérique existent pour les principaux logiciels de mathématiques tels que
http://www.r-project.org/ et Mathlab, sous forme de programme indépendant (ex : Sundials) ou sous forme de biblio-
thèque pour les principaux langages de programmations (C/C++ avec GNU/GSL, Fortran avec ODEPACK et java avec Opale
. . . ).
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ajustées afin que le modèle soit cohérent avec un jeu de données. Dans ce dernier cas, il faut s’assurer que le
modèle est suffisament simple par rapport aux données disponibles pour qu’il ne soit pas surparamétré.
Lorsque le modèle comporte des paramètres indéterminés, il est parfois possible d’étudier les comporte-
ments valables quelles que soient les valeurs des paramètres indéterminés comme par exemple la présence
d’attracteurs [37]. Ce sont ces comportements qui sont confrontés aux données.
Le déterminisme des modèles d’équations différentielles ordinaires doit, dans certains cas être nuancé.
En effet si le modèle est chaotique 3 ou fortement sensible aux valeurs de ses paramètres 4, l’incertitude
sur les paramètres ou sur les conditions initiales, généralement due à un ajustement à partir de données
expérimentales à forte variabilité peut suffire à briser la fiabilité des prédictions. Ce cas peut se présenter
lorsque le modèle différentiel est hautement non linéaire comme par exemple un phénomène de type “tout
ou rien” (régulation génétique ou cascade enzymatique par exemple). Une telle situation est détectée par
une étude de sensibilité [200].
Hypothèses biologiques Par définition, les variables sont des quantités (ou des concentrations) de mo-
lécules dans un compartiment, il est donc nécessaire de définir des compartiments que l’on peut considérer
comme homogènes. Cette hypothèse est très fréquement admise, généralement par parcimonie. Un contre
exemple serait l’étude des milieux présentant un fort gradient de concentration.
Dans la description des fonctions différentielles, les variables représentent généralement des activités,
tandis que les variables mesurées et les variables du modèle représentent des quantités de molécules (ou
des concentrations). Par conséquent une modélisation rigoureuse implique de faire un lien entre activité et
concentration. Dans la majorité des cas, on construit ce lien en faisant l’hypothèse que la concentration est
égale à l’activité. Vérifier cette hypothèse, et construire la fonction liant activité à concentration lorsque ces
dernières sont différentes n’est pas toujours évident, en particulier dans le cas où une molécule est séquestrée
ou présente sous forme de petits amas (ex : goutelette lipidique en milieu aqueux).
De plus, pour que les modèles différentiels soient valables, il faut travailler sur un système contenant
dans chacun de ses compartiments un nombre de molécules suffisament grand afin de pouvoir modéliser les
variables par des nombres réels (un contre exemple est l’étude de la quantité d’ADN pour laquelle il y a soit
une soit deux molécules, un bon exemple est l’étude du glucose dans le sang où de nombreuses molécules
sont présentes dans un compartiment homogène).
Exemples d’utilisation L’aptitude à prédire des cinétiques quantitatives fait que ces modèles sont beau-
coup utilisés pour réaliser des simulations dans de nombreux domaines (physique, biologie, dynamique des
population . . . ). Ils sont en particulier utilisés pour la description des cinétiques de réaction [63], le compor-
tement d’un organe [47] et la croissance des animaux d’élevage ( ex : chez le boeuf [241] et le porc [254]).
2.1.2 Les formalismes dérivés des systèmes d’équations différentielles ordinaires
Les modèles stochastiques [2] Le fait d’induire des petites variations stochastiques permet de mettre
en évidence un comportement chaotique par rapport à un comportement stable, d’évaluer la robustesse des
modèles et de faire des prédicitions sur la variabilité des variables.
Afin de prendre en compte les aspects aléatoires d’un phénomène, il est possible de rajouter du bruit aux
fonctions. Le fait d’induire des petites variations stochastiques permet de mettre en évidence un comporte-
ment chaotique par rapport à un comportement stable et d’évaluer la robustesse des modèles. L’introduction
de variations stochastiques permet aussi de modéliser la variabilité des variables. En pratique ces modèles
sont simulés numériquement un grand nombre de fois en réalisant des tirages aléatoires afin de produire un
faisceau de trajectoires.
3Un système est chaotique quand une petite variation des conditions initiales induit une forte variation des trajectoires.
4 Un système est sensible aux valeurs de ses paramètres si une petite variation de certains de ces paramètres induit une forte
variation des trajectoires.
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En simulant un vaste 5 ensemble de trajectoires, il est possible dans le cas où ces dernières convergent de
calculer une trajectoire moyenne 6. Elle représente alors une trajectoire fortement probable du comportement
moyen. Elle peut alors être analysée comme toute trajectoire issue d’un modèle déterministe.
Les modèles à dérivées partielles Les modèles d’équations différentielles ordinaires décrivent la dérivée
du système par rapport à une unique variable indépendante : le temps. Les modèles à dérivées partielles sont
un généralisation dans laquelle on décrit des dérivées partielles par rapport à un ensemble plus important de
variables indépendantes. Concrètement ces modèles sont utilisés pour modéliser des phénomènes dépendant
de l’espace en introduisant les dérivées partielles par rapport aux coordonnées. Ils permettent de s’abstraire de
l’hypothèse des compartiments homogènes nécessaire dans les systèmes d’équations différentielles ordinaires.
Dans certains cas, ces équations sont solubles analytiquement et dans la plupart des cas elles peuvent être
intégrées numériquement.
Les modèles d’équations différentielles linéaires par morceaux Le principe de la construction
des modèles d’équations différentielles linéaires par morceaux est présenté figure 2.1.1. Ces modèles sont
particulièrement adaptés pour la description de phénomènes comportant des seuils comme les régulations
génétiques (ex : [257,123]). En effet dans ces systèmes, la vitesse de la transcription (dARMmdt ) en fonction de
ces activateurs (A) suit une loi de Hills (dARMmdt = Vm×
An
An+K ) avec un fort coefficient (n > 3), ce qui la rend
facilement approximable par une fonction en forme d’une unique marche d’escalier (si A < K, dARMmdt = 0,
sinon dARMmdt = Vm ), modélisable par deux demi-équations linéaires
7. Ils nécessitent pour pouvoir être
construits de connaitre l’ordre des seuils et la position relative des attracteurs par rapport aux seuils.
La discrétisation de l’espace des variables rend ces modèles non déterministes : pour un ensemble conte-
nant les valeurs relatives des seuils, les valeurs relatives des variables par rapport aux seuils, et les valeurs
relatives des attracteurs par rapport aux seuils, plusieurs successeurs sont généralement possibles. En contre
partie, comme le modèle est discret il est possible de calculer toutes les trajectoires possibles et d’analyser
cet ensemble. En pratique de tels calculs sont possibles sur des systèmes relativement petits (i.e. environ 20
variables, ce qui donne un graphe des états de plusieurs dizaines de milliers de sommets).
Les systèmes multi-agents [189,98,245]
Les systèmes multi-agents sont composés d’un ensemble d’éléments (à petite échelle) ayant chacun un
ensemble de propriétés (par exemple une molécule a une position et un type) et de règles locales décrivant
l’évolution de ces éléments (par exemple : les molécules se déplacent aléatoirement, et lorsque deux molécules
de type A et B se rencontrent, elles réagissent pour former C). La simulation consiste à calculer un faisceau de
trajectoires (décrivant l’évolution temporelle de chaque élément) pour le système, puis à analyser ce faisceau
afin de déduire des propriétés à grande échelle (comme par exemple la concentration moyenne de chaque
molécule dans une région donnée au fil du temps).
En pratique ces modèles sont très utilisés pour donner une description des phénomènes emergents d’un
système sachant sa mécanique interne et pour modéliser les systèmes pour lesquels la notion de concentration
n’a pas de sens (par exemple en raison d’un faible nombre d’au moins un type de molécule ou d’une forte
hétérogénéité spatiale).
Pour être utilisables, ces modèles nécessitent de définir toutes les propriétés des éléments. Dans le cadre
du métabolisme il faudrait connaître par exemple connaitre la taille de chaque molécule, la probabilité de
chaque métabolite de réagir avec les enzymes sachant leurs positions relatives, la vitesse de déplacement
dans le solvant de toutes les molécules . . . , ce qui est loin d’être le cas.
5L’ordre de grandeur est de plusieurs centaines, il dépend de la variabilité des trajectoires.
6Il est toujours possible de calculer une trajectoire moyenne, mais lorsque la distribution des trajectoires n’est pas monomo-
dale, ça n’a pas vraiment de sens.
7Ce formalisme permet aussi de modéliser plusieurs seuils.
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2.1.3 Choix du système d’équations différentielles ordinaires
Les systèmes multi-agents ne sont pas retenus car de nombreuses propriétés microscopiques des molécules
sont inconnues.
Nous n’avons pas retenu le modèle d’équations linéaires par morceaux car, contrairement aux régulations
génétiques, les réactions métaboliques ne sont pas facilement discrétisables. De plus les données observées
sont quantitatives et ne sont donc pas complètement intégrables par ce type de modèle.
Le modèle différentiel classique comporte les garanties minimales pour satisfaire nos objectifs : il est dy-
namique, quantitatif et déterministe. Ses hypothèses biologiques sont a priori une approximation raisonnable
de la réalité et ne risquent pas d’être facilement contredites par les données. Ce modèle constitue donc un
choix possible.
Le modèle stochastique permet de prédire à la fois le comportement moyen et la variabilité de ce compor-
tement. Cette description de la variabilité permet nottament d’évaluer la vraissemblance des observations
ce qui facilite grandement les raisonnements. La construction de ce modèle nécessite d’introduire des lois
stochastiques correctement paramétrées. Nous ne connaissons pas a priori la forme de ces lois et les données
disponibles ne permettent pas d’ajuster précisément les paramètres de ces dernières, en particulier les pa-
ramètres responsables de la variabilité. Par conséquent, cette modélisation reste d’un niveau de détail trop
élevé par rapport à nos objectifs et par rapport aux informations disponibles ; elle ne peut donc pas être
réalisée de manière satisfaisante.
Le modèle à dérivées partielles offre lui aussi tous les critères requis, mais dans la mesure où nous
ne disposons d’aucune donnée spatialisée intra compartiment, nous n’avons aucune information, ni aucune
observation sur l’hétérogénéité de ces derniers et ne pouvons donc pas la modéliser. Nous faisons donc
l’hypothèse parcimonieuse de compartiments homogènes et ne prenons pas en compte cette méthode.
Les modèles dérivés des systèmes d’équations différentielles ordinaires sont des spécifications de ces der-
niers dans divers cas particuliers impliquant des hypothèses supplémentaires non vérifiées (équations dif-
férentielles linéaires par morceaux) ou proposant une complexité de modélisation supérieure aux données
observables afin de lever des hypothèses largement raisonnables dans notre contexte (modèle stochastique,
modèle à dérivées partielles). Nous conservons donc le modèle d’équations différentielles ordinaires qui est
la plus simple modélisation quantitative de la variation des quantités (ou des concentrations) d’un ensemble
de molécules au cours du temps.
2.2 Les modèles dynamiques sont adaptés pour analyser les séries
temporelles, mais pas pour exploiter les données de micro-
array
Objectifs Nous recherchons un modèle permettant d’intégrer les données issues de microarray, c’est-à-dire
un modèle dans lequel ces données sont interprétables comme les valeurs des variables du modèle.
Nous recherchons un modèle capable de comparer les valeurs de ces variables avec les informations décrites
dans la bibliographie, et sur lequel nous disposons d’outils d’analyse afin de rechercher des régulateurs clefs
du métabolisme des lipides.
Les données issues de microarray informent sur des variations entre conditions Les données
transcriptomiques issues de puces à gènes (ou microarray) nous informent sur la variation d’un élément
entre quelques conditions. Pour chaque couple de conditions et pour chaque gène il est possible de dire si la
quantité d’ARNm a augmenté, diminué ou n’a pas eu de variation significativement différente de la variabilité
expérimentale.
Dans le cadre de cette thèse, nous ne considèrerons que les cas où les conditions sont comparées par paires.
Les autres cas, comme par exemple les expériences où les puces décrivent la variation du transcriptome au
fil du temps ne seront pas étudiés en tant que tel. Dans le cas des séries temporelles, on réalisera des
comparaisons de temps deux à deux, par exemple en comparant toutes les données par rapport à un élément
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de référence comme le temps 0. Cette approximation nous permet de traiter les données temporelles, mais
on perd la relation d’ordre entre les différents points expérimentaux. Actuellement les jeux de données
transcriptomiques contenant de nombreuses conditions, ou décrivant des séries temporelles sont rares à
l’exception d’organismes modèles (ex : [188,110], [331] sur 40 gènes) et comportent peu de temps différents.
2.2.1 Les modèles dynamiques classiques pour intégrer les données qualitatives.
Les modèles dynamiques décrivent une succession d’états, ou d’ensemble d’états possibles au fil du temps.
Les principaux modèles dynamiques utilisés pour décrire des données qualitatives (comme les données issues
de microarray) sont les réseaux booléens et leur généralisation aux modèles logiques généralisés.
Les réseaux booléens
Les réseaux booléens sont des modèles très simples. Ils ont été développés afin de modéliser les systèmes
répondant à des règles de type “tout ou rien” tels que les systèmes régulés génétiquement [172]. Il est possible
de construire des réseaux booléens en partant d’a priori (bibliographiques), ou par inférence à partir de
données [173]. Lorsqu’ils sont construits à partir d’a priori, ils permettent alors de tester partiellement la
cohérence entre le réseau construits et des données issues de microarray (exemple chez Escherichia coli
[130]8).
Elements Dans un réseau booléen un élément est une variable pouvant prendre deux valeurs 0 ou 1. Le
sens du 0 et du 1 est à définir en fonction du contexte. Par exemple le 1 peut représenter une molécule
présente en grande quantité ou une molécule sous forme active tandis que le 0 une molécule présente en
petite quantité ou sous forme inactive.
Relations Les relations sont exprimées sous la forme de fonctions logiques décrivant l’état de chaque
élément du système au temps n+1 en fonction de l’état d’un ensemble d’éléments au temps n (i.e. transitions).
Les modèles booléens conformes à cette définition sont dynamiques, déterministes et à temps discret.
Hypothèses La réalisation d’un réseau booléen s’appuie sur les hypothèses biologiques suivantes [300] :
– Les éléments ne peuvent prendre que deux états. Ceci empêche par exemple de considérer des gradations
dans les quantités ou dans les seuils de sensibilité.
– Dans les modèles booléens, les valeurs hautes et basses des éléments se situent de part et d’autre du
seuil déclenchant leurs effets. Sur les données de puces les valeurs fortes et faibles se répartissent par
rapport à la moyenne des valeurs observées. Il n’y a donc a priori aucune raison pour que les valeurs
fortes et faibles de la puce coïncident avec les valeurs fortes et faibles du modèle booléen.
– Les régulations peuvent être approximées par des règles booléennes.
– Dans les modèles synchrones, les transitions ont toutes lieu en même temps. Cette hypothèse induit
souvent des comportements du modèle qui ne sont pas observés expérimentalement.
Généralisation asynchrone Une généralisation de ces réseaux consiste à supposer que les transitions
peuvent avoir lieu dans un ordre non déterminé [97], et une seule à la fois9. C’est une généralisation intérés-
sante dans la mesure où le calcul synchrone des transitions n’est pas très cohérent avec la réalité biologique
(on sait que certaines régulations sont plus rapides que d’autres par exemple). Dans ces modèles, on calcule
alors l’ensemble des trajectoires possibles quel que soit l’ordre des transitions ce qui rend le modèle non
déterministe.
8Dans cet exemple, un réseau booléen a été construit à partir des informations de Regulon DB puis confronté à des données
expérimentales, 70 à 87% de ce réseau était cohérent avec les données expérimentales
9En effet la probabilité qu’un système franchisse deux seuils à la fois est a priori négligeable.
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Généralisation stochastique Une autre généralisation consiste à supposer que les transitions ont lieu de
manière stochastique [290]. La simulation de tels modèles produit un ensemble de trajectoires.
Les réseaux logiques généralisés [75]
Les réseaux logiques généralisés sont une extension des réseaux booléens. Les éléments sont des variables
pouvant prendre un nombre fini de valeurs (par exemple 0=“pas du tout”, 1=“un peu”, et 2=“beaucoup”).
Le choix de ces seuils a le même sens que dans les modèles booléens. Pour chaque sommet on définit
une fonction mathématique qui décrit l’état vers lequel le système tend à varier en fonction de la valeur
des variables. Ces fonctions peuvent contenir des paramètres comme par exemple la valeur d’un seuil. Par
hypothèse, les éléments varient les uns après les autres dans un ordre inconnu. On considère alors tous les
ordres possibles et on calcule un ensemble de trajectoires. Ces modèles sont donc dynamiques, à temps discret
et non déterministes.
Ces modèles sont très proches des modèles d’équations linéaires par morceaux. Les intervalles des modèles
linéaires par morceaux sont représentés par des valeurs discrètes dans les réseaux logiques généralisés.
Ces réseaux ont permis de décrire entre autres la dynamique du phage λ [320] et la formation de motifs
ventraux-dorsaux et le controle des réseaux de gènes gap chez la drosophile [273].
Ces modèles étant non déterministes, ils prédisent un ensemble de trajectoires possibles. En pratique, la
vitesse de calcul de cet ensemble dépend du nombre d’états accessibles par le système qui, dans le pire des
cas, croît de manière exponentielle avec le nombre de sommets [120]. Les modèles du phage λ [320] et de la
drosophile [273] contiennent 4 variables, des modèles plus récents peuvent en contenir environ une vingtaine.
Le logiciel GINsim permet de visualiser environ 500 états possibles, soit au moins l’ensemble de tous
les états possibles pris par 8 variables booléennes. Des stratégies d’élagage sont mises en place, afin de ne
considérer qu’un sous-ensemble des états possibles lorsque le graphe des états est trop important [120].
2.2.2 Les modèles dynamiques ne sont pas adaptés pour analyser les comparai-
sons entre conditions
Les modèles booléens, leurs généralisations asynchrones et aléatoires et les modèles logiques généralisés
ont une interprétation facile et cohérente avec la démarche d’analyse habituelle des biologistes, ce qui facilite
leur construction et leur analyse. Par contre ils analysent des données différentes des données observées sur
les microarray et les règles logiques peuvent être délicates à écrire et à paramétrer.
Les modèles dynamiques travaillent sur des quantités alors que les comparaisons de deux condi-
tions informent sur des variations. Les modèles booléens et les réseaux logiques généralisés modélisent
des quantités (discrétisées de part et d’autre des seuils de déclenchement de leurs effets) alors que nous ob-
servons des variations. Afin de pouvoir les exploiter pour analyser des comparaisons entre deux conditions,
nous devons supposer qu’une augmentation correspond à une variable au-dessus du seuil de déclenchement
de son effet et qu’une diminution correspond à une variable en-dessous du seuil de déclenchement de son
effet, ce dont nous n’avons a priori aucune idée.
Les modèles dynamiques décrivent des trajectoires alors que les comparaisons de deux condi-
tions informent sur des variations. Ces modèles décrivent des trajectoires ou des ensembles de trajec-
toires alors que les comparaisons entre deux états informent sur des variations entre le début et la fin d’une
expérience. Tant que nous ne disposons pas de données expérimentales portant sur des séries temporelles,
nous ne pouvons pas évaluer facilement la validité de ces modèles.
De plus, dans le modèle booléen asynchrone ou modèle logique généralisé, l’espace des trajectoires pos-
sibles est a priori très grand, et risque fort de ne pas pouvoir être calculé sur un ensemble aussi vaste que
le métabolisme des lipides et ses régulations. Introduire de l’aléatoire ne lève en rien les limites évoquées
précédemment, rajoute des paramètres inconnus et complique les simulations.
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La modélisation de la dynamique est difficile. La modélisation de la dynamique du système nécessite
de définir des règles décrivant l’état suivant du système à partir de l’état actuel ou bien définissant un
attracteur du système en fonction de son état actuel. Cette définition revient à écrire les fonctions logiques
du modèle booléen, à écrire et à paramétrer les fonctions logiques du modèle logique généralisé et à définir
pour chaque sous-espace euclidien les attracteurs du modèle d’équations linéaires par morceaux.
Conclusion Par conséquent, pour exploiter les données portant sur des variations entre deux conditions,
nous n’utilisons ni les modèles booléens, ni leurs généralisations asynchrone ou stochastique, ni les modèles
logiques généralisés, car ces derniers décrivent des trajectoires et sont difficiles à consturire et à tester.
Nous recherchons un formalisme décrivant des règles de causalité qui permet d’intégrer les données issues de
comparaison entre conditions.
2.3 Les graphes d’influences : un formalisme adapté au croisement
entre données bibliographiques et données issues de micro-
array
La description des trajectoires est superflue Lorsque nous souhaitons intégrer des données issues de
microarray nous n’avons pas besoin de décrire la dynamique complète du système, ni de savoir comment
les quantités de molécules se situent par rapport à un ensemble de seuils car les données à modéliser ne
contiennent pas (ou rarement) ces informations. Nous avons simplement besoin d’un système qui mette en
relation les données observées avec les connaissances et les hypothèses, sans nécessairement modéliser la
dynamique.
En ne modélisant pas la dynamique, nous contournons les problèmes de construction et d’évaluation
inhérents aux systèmes dynamiques. En contrepartie nous ne prédisons plus de trajectoires, ce qui n’est pas
un compromis très coûteux étant donné que nous en observons très peu.
Tester la compatibilité entre données observées et un modèle est suffisant Une première ap-
proche pour analyser les données haut débit sans modéliser de dynamique est de s’intéresser à évaluer la
vraissemblance de ce que l’on observe sachant un ensemble de dépendances fonctionnelles. Cette approche
se réalise par la construction de modèles bayésiens [351, 18] qui représentent les dépendances fonctionnelles
par des probabilités conditionnelles. Ces derniers, bien que très adaptés pour la description d’une unique
condition n’exploitent pas les variations, et sont donc d’un niveau de détail trop faible pour décrire la plupart
des données de microarray.
Une autre alternative à la modélisation de la dynamique est de décrire des règles de causalité. On ne
s’intéresse alors plus à la ou aux trajectoires possibles, mais aux liens entre les règles de causalité déduites
de la bibliographie et les observations expérimentales. Cette dernière peut alors être exploitée pour inférer
des modèles, tester la cohérence entre des données et un modèle existant ou prédire un ensemble de valeurs
possibles.
Formalisme des graphes d’influences
Les graphes d’influences sont un cas particulier de graphe de dépendance fonctionnelle Les
graphes d’influences, tout comme les réseaux booléens, les modèles logiques généralisés et les réseaux bayé-
siens sont une extension des graphes de dépendances fonctionnelles.
Un graphe de dépendance fonctionnelle est un graphe orienté (i.e. des sommets et des flèches) dans
lequel les sommets représentent des éléments, et les flèches des dépendances fonctionnelles. Une dépendance
fonctionnelle entre un sommet A et un sommet B (notée A 7−→ B) indique que la valeur (ou la variation)
de A dépend de celle de B. La manière dont B dépend de A n’est pas forcément précisée dans un graphe de
dépendance fonctionnelle.
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Un graphe d’influences est un moyen de spécifier partiellement les dépendances fonctionnelles par des
contraintes sur les valeurs possibles des sommets. Contrairement aux réseaux booléens ou aux modèles
logiques généralisés, ces graphes travaillent sur des variations, et non sur des quantités.
Sommet Les sommets d’un graphe d’influences peuvent prendre 3 valeurs possibles : (+) pour un élément
dont la quantité augmente entre deux conditions, (−) pour un élément dont la quantité diminue entre deux
conditions et (?) pour un élément non observé ou un élément dont la variation n’est pas significativement
différente de la variabilité expérimentale. On considère alors que ce sommet peut soit augmenter soit diminuer
(soit (?) = (+) ou (−)).
Influences Les relations des graphes d’influences sont représentées par une flèche entre deux sommets allant
d’un sommet source (A) à un sommet cible (B). Cette flèche peut être annotée par 3 types de relations : A
+
7−→ B pour A a un effet positif sur B (ex activation), A
−
7−→ B pour A a un effet négatif sur B et A
?
7−→ B







Dans ce formalisme, un effet positif de A sur B revient à dire que la dérivée partielle de B par rapport à
A est toujours positive. Ce formalisme capte la plupart des relations biologiques à de rares exceptions pour
lesquelles le signe de la dérivée partielle change en fonction des valeurs des variables. On peut par exemple
citer les enzymes sensibles à l’inhibition par effet de substrat, pour lesquels le substrat a un effet positif à
faible quantité et négatif lorsqu’il est en fort excès et les enzymes ayant une valeur de pH optimale pour
lequel H+ a tantôt un effet positif, tantôt négatif.
2.3.1 Méthodes d’analyse des graphes d’influences
Etude de la topologie des graphes
Une fois un graphe de dépendances fonctionnelles construit, il est possible d’analyser la topologie de ce
graphe [12] en recherchant par exemple les sommets très connectés au reste du réseau qui sont probablement
des régulateurs clefs, les composantes fortement connexes qui sont généralement interprétées comme des
groupes d’éléments fonctionnant ensemble, les chemins entre deux éléments (de A vers B) qui sont des voies
de signalisation possible de l’effet de A sur B ou des modules fonctionnels tels que des boucles de régulations.
Lorsqu’on dispose d’un graphe d’influences, on peut réaliser une analyse plus fine, en distingant par
exemple les boucles positives des boucles négatives qui ont des implications sur la présence d’oscillations ou
de multiples attracteurs [321,306]. La présence de certains motifs induit aussi des propriétés dynamiques du
système [3].
La validité des motifs peut aussi être testée en comparant ces derniers avec des données expérimentales.
Par exemple, M.J.Herrgard et al., [142] ont construit un ensemble de relations à partir de Regulon DB dans
lequel ils ont identifié cinq types de motifs de régulations : les régulons, les régulons complexes (i.e. les gènes
qui reçoivent plus d’un activateur ou un inhibiteur), les interactions cibles de régulateurs, les molécules cibles
et les feed-forward loop 10. Ils ont ensuite croisé chacun de ces motifs avec des données expérimentales issues
de 163 expériences chez Escherichia coli [287] et 904 chez la levure [126]. Pour celà ils comparent la cohérence
de ce motif par rapport à un jeu de données expérimentales à la cohérence de motifs aléatoires par rapport
au même jeu de données. Au final ils ont identifié que 50% des motifs de Regulon DB sont cohérents avec les
données expérimentales utilisées, et en déduisent que de nombreuses régions du modèle sont incomplètes.
Confrontation de données et de modèles
Chez les organismes modèles Escherichia coli et la levure, plusieurs publications proposent de construire
des graphes d’influences, de les analyser afin d’identifier des incohérences, de corriger ces dernières puis de
réaliser des prédictions.
10Un exemple de feed-forward loop est : A active B, A et B activent C.
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Chez Escherichia coli, R.M. Gutiérrez-Ríos et al., [130] ont construit un graphe d’influences à partir de
Regulon DB, ils ont ensuite défini des règles binaires 11 locales à chaque régulon puis ont évalué la cohérence
de ces dernières. Ils ont alors pu conclure que de nombreuses régulations étaient redondantes.
Chez Escherichia coli, afin de coupler les régulations transcriptomiques et le métabolisme, M.W. Covert
et al., [67,66] ont couplé un réseau booléen décrivant les données transcriptomiques à un réseau métabolique
dont les états quasi-stationnaires discrétisés sont calculés (à partir de l’état du modèle booléen) puis introduits
dans le modèle booléen. Le premièr modèle construit était incohérent avec les données expérimentales , les
incohérences ont été analysées et de nouvelles règles ont été écrites afin d’améliorer la cohérence. Le modèle
après correction est capable de réaliser des prédictions sur les valeurs des sommets avec une fiabilité de 90%.
Une autre méthode consiste à générer à partir du graphe d’influences un ensemble de contraintes sur
les valeurs des sommets puis à tenter de résoudre ces dernières, soit en choisissant les valeurs des sommets
non observés, soit en fixant le signe des influences
?
7−→ [292]. Cette méthode permet à partir d’un graphe
d’influences et de données expérimentales de tester de manière globale si le graphe isolé est cohérent et si
le graphe est cohérent avec des données. En cas d’incohérence globale, cette méthode permet d’identifier les
éventuelles zones d’incohérences et dans le cas où tout est cohérent cette approche permet aussi de réaliser
des prédictions sur les sommets non observés.
Les graphes d’influences sont adaptés au croisement des données microarray avec les données
bibliographiques
L’analyse à haut débit des puces passe nécessairement par le croisement entre le plus grand ensemble
possible de données observées avec les connaissances actuelles afin d’évaluer leur cohérence. De plus, l’objectif
de cette thèse étant d’identifier des éléments clefs parmi un vaste ensemble, l’exploitation conjointe de la
bibliographie et des données haut débit constitue un outil de choix pour proposer de bons candidats.
Les graphes d’influences sont adaptés aux données haut débit car contrairement aux réseaux booléens et
aux réseaux logiques généralisés qui travaillent sur des quantités par rapport à un ou des seuils, les graphes
d’influencent travaillent sur des variations, c’est-à-dire exactement sur le type de données observées dans les
jeux de données haut débit courants.
De plus, le formalisme des graphes d’influences a l’avantage de modéliser de manière relativement simple
la plupart des interactions décrites dans la bibliographie. Ils sont par exemple adaptés pour décrire les effets
des transcrits de gènes sur la régulations de la transcription qui sont les interractions les plus courantes et
les plus succeptibles a priori d’expliquer les données issues de microarray.
A ces avantages, l’exploitation des graphes d’influences est à la fois un bon moyen d’évaluer la fiabilité
des graphes construits en vérifiant leur cohérence, et un bon moyen de rechercher des régulateurs clefs par
analyse de leur topologie, ou en recherchant des ensembles de sommets dont la variation induit (dans les
prédictions du graphe) la variation des éléments d’intérêt.
Conclusion
Les méthodes d’analyse de topologie permettent d’identifier des éléments importants. De plus, à partir
d’un graphe d’influences (même incomplet) et d’un jeu de données, il est possible de réaliser une analyse
de cohérence. En cas d’incohérence, cette méthode permet d’identifier les éléments à analyser en priorité
pour corriger le graphe. En cas de cohérence, cette analyse démontre la nécessité d’acquérir de nouvelles
données expérimentales pour invalider le modèle et permet de réaliser des prédictions. Un graphe cohérent
constitue aussi un modèle raisonnablement fiable sur lequel réaliser les analyses de topologie. Par conséquent
les outils mathématiques existants offrent une piste intéressante dans notre problématique d’exploitation de
données haut débit et de recherche d’éléments clefs. Il est donc utile de construire un graphe d’influences du
métabolisme des lipides.
Les graphes utilisés ont tous été obtenus chez des espèces modèles relativement simples et dont la ré-
gulation est a priori mieux décrite dans la bibliographie que celle du métabolisme des lipides. Bien que
11Des règles qui sont soit respectées soit non respectées
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capables de donner des résultats sur des réseaux incomplets, la transposition des méthodes autres que le test
de cohérence au métabolisme des lipides nécessite de construire un graphe relativement fiable et complet du
métabolisme des lipides. La faisabilité de la construction d’un tel graphe sera traitée dans la partie II.
2.3.2 Méthodes de construction des graphes d’influences
La construction de graphes d’influences se découpe en deux partie : obtenir le graphe des dépendances
fonctionnelles puis définir les relations du modèle. La première partie est commune pour les modèles booléens,
les réseaux logiques généralisés, les modèles bayésiens et les graphes d’influences, la seconde dépend du
formalisme utilisé.
Ces deux étapes peuvent se réaliser soit à partir de la bibliographie, soit par inférence à partir de données
expérimentales, soit en mélangeant ces deux approches.
Les informations nécessaires
Les informations nécessaires à la construction du graphe de dépendances fonctionnelles Tout
d’abord il est nécessaire de posséder une liste d’éléments à mettre en relation. Cette liste peut être issue de
la bibliographie, d’une base de connaissances ou de l’annotation d’un jeu de données expérimentales. Elle
constitue les sommets du graphe.
Les deux informations minimales nécessaires pour la construction d’une dépendance fonctionnelle sont la
corrélation entre les éléments (pour savoir qu’il y a une flèche qui les relie) et une information permettant
de séparer la cause de la conséquence (pour savoir dans quel sens mettre la flèche).
A ces informations, il est possible d’ajouter la notion de dépendance fonctionnelle directe ou indirecte.
Cette dernière permet d’identifier les dépendances fonctionnelles qui sont la résultante de dépendances fonc-
tionnelles déjà existantes. Par exemple si A 7−→ B, B 7−→ C et A 7−→ C, il est possible qu’il existe biologi-
quement une influence de A sur C y compris en l’absence de variations B ou bien que A 7−→ C soit une pure
conséquence des deux autres influences (i.e. une influence indirecte). Dans ce dernier cas, il est préférable
de la retirer du modèle afin de le rendre plus informatif ( C ne dépend directement que de B, il est donc
possible de déduire des informations sur C d’après celles sur B même si on ne connait rien sur A).
Les informations nécessaires à la définition des relations L’étape suivante : la construction des
relations nécessite d’obtenir des informations qui décrivent comment les éléments dépendent les uns des
autres, c’est-à-dire de définir les fonctions logiques dans les modèles booléens, les fonctions logiques et leurs
paramètres dans les réseaux logiques généralisés, les fonctions de probabilité et leurs paramètres dans les
modèles bayésiens et les signes des relations et les règles de génération de contraintes dans les graphes
d’influences.
Construction des modèles par inférence
L’inférence permet de générer un modèle directement à partir de données expérimentales. Cette approche
offre l’avantage de ne nécessiter aucun a priori et constitue par conséquent une bonne technique exploratoire,
ou un bon moyen de générer de nouvelles connaissances et de valider les anciennes. L’inconvénient majeur,
est qu’on ne peut pas inférer au-delà de ce que les données contiennent. Leur quantité et leur qualité sont
donc cruciales.
Construction du graphe de dépendances fonctionnelles par inférence La construction du graphe
de dépendances fonctionnelles peut se réaliser par inférence à partir d’un jeu de données de type chIP-on-chip
et de connaissances sur les promoteurs des gènes. Les données chIP-on-chip permettent d’identifier à l’échelle
d’un génome les sites sur lesquels se lient une protéine de liaison à l’ADN [10]. Lorsque on sait que ces sites
jouent le rôle de promoteurs de gènes connus, on peut alors en déduire que la protéine a un effet sur ces gènes.
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Cette méthode permet donc d’avoir un graphe comportant uniquement des dépendances fonctionnelles di-
rectes (car liaison protéine-gène in-vivo). Un exemple est la reconstruction des régulations transcriptionnelles
chez Saccharomyces cerevisiae à partir de données chIP-on-chip et de réseaux d’interactions protéiques [197].
Une autre technique de construction du graphe de dépendances fonctionnelles est l’exploitation de sé-
ries temporelles [293, 305] ou de données issues de perturbations génétiques. Brièvement, les corrélations
permettent de générer les flèches, leur sens est trouvé grâce à l’hypothèse d’antériorité de la cause sur la
conséquence dans les séries temporelles ou en supposant que les variations sont causées par la mutation dans
les mutants. Cette méthode fournit des graphes de dépendances fonctionnelles, sans préciser si ces dernières
sont directes ou indirectes. Cette méthode est grandement limitée lorsque tous les éléments biologiques en
interaction ne sont pas observés (ce qui est presque toujours le cas en biologie) [305].
L’inférence de réseaux est aussi réalisée par la construction de réseaux bayésien [351], ou de réseaux
bayésiens dynamiques [348,222] à partir de données expérimentales.
Construction des relations du modèle par inférence La construction des relations par inférence
consiste à choisir un ensemble de relations paramétrées de manière à obtenir des prédictions cohérentes
avec des données observées. En pratique on cherche soit à minimiser la distance prédictions observations
(ex : modèles booléens [293], modèles booléens aléatoires [173]), soit à maximiser la vraissemblance des
observations (ex : modèle bayésien, tables de vérité du modèle logique généralisé [305]).
Construction des modèles à partir de la bibliographie
Les informations disponibles dans la bibliographie Les informations présentes dans la bibliographie
concernent généralement les effets des molécules et leurs mécanismes d’action. Les effets sont généralement
des descriptions de ce qui varie avec ou sans une molécule particulière. Ils informent sur les dépendances
fonctionnelles (sans préciser si elles sont directes ou indirectes), et donnent des informations sur les relations
comme par exemple le signe des corrélations. Les effets sont des informations qui sont fondamentalement
identiques à ce que contiennent les jeux de données lors de la construction par inférence.
Les mécanismes, une fois interprétés informent généralement sur les dépendances fonctionnelles et pré-
cisent la plupart du temps si ces dernières sont directes ou indirectes. Ils donnent aussi la plupart du temps
des informations sur les relations.
Le plus souvent les mécanismes des régulations génétiques et des régulations de l’activité enzymatique






7−→ ) décrits dans le formalisme des graphes d’in-
fluences (c.f. 2.3). A ces mécanismes il faut rajouter les réactions biochimiques pour avoir une couverture de
la plupart des mécanismes décrits dans la bibliographie. L’interprétation de ces dernières n’est par contre
pas du tout triviale. Par exemple si on sait que deux molécules A et B forment un complexe C, on obtient
un graphe d’influences peu informatif comportant toutes les combinaisons de flèches possibles et l’écriture
des relations n’apporte pas de connaissance sur le système.
Des descriptions plus précises existent dans la bibliographie, comme par exemple des lois cinétiques ou
l’identification d’un facteur limitant d’une réaction, mais elles ne concernent généralement que de petits sous
systèmes, comme un enzyme ou une partie d’une voie métabolique.
Exploiter la bibliographie nécessite un formalisme adapté Choisir d’exploiter la bibliographie néces-
site d’adopter un formalisme pour lequel les informations nécessaires à l’écriture des relations sont réellement
présentes dans la bibliographie. De plus, quitte à modéliser la bibliographie, autant profiter au maximum
des informations qu’elle comporte afin d’interpréter les données au regard du plus vaste ensemble possible
de connaissances. Lors de cette approche, on choisira donc un compromis entre un formalisme expressif pour
pouvoir décrire un grand nombre d’informations présentes dans la bibliographie, et un formalisme simple
pour qu’il ne nécessite pas d’informations inconnues.
Nous choisissons donc d’intéger un maximum d’effets et de mécanismes, sans nous préoccuper des infor-
mations plus détaillées, en effet, ces informations nécessitent d’utiliser un formalisme trop riche dans lequel la
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plupart des zones ne sont pas assez bien connues pour être décrites, et dont le niveau de détail des prédictions
serait supérieur aux données de microarray rendant ainsi impossible leur exploitation.
Choix d’une méthode de construction
L’inférence est limitée par les données et la complexité des systèmes. La reconstruction du
graphe de dépendances fonctionnelles nécessite des informations biologiques particulières. Si les corrélations
sont faciles à obtenir, différencier les causes des conséquences à haut débit est déja plus difficile et nécessite
souvent d’exploiter des données temporelles ou des données obtenues sur des mutants ou de coupler des
données de chIP-on-chip avec une liste de promoteurs et des gènes qui leurs sont associés. De plus, afin
d’identifier les dépendances fonctionnelles indirectes, il est nécessaire d’obtenir des données biologiques qui
portent sur les mécanismes comme les données de chIP-on-chip. Ainsi nous nous éloignons de l’objectif
initial d’analyse de données issues de microarray comparant deux conditions. De plus, la forte complexité
des systèmes eucariotes nécessite une masse de données bien plus importantes que celle qui sont disponibles.
L’inférence des relations des modèles (une fois le graphe de dépendances fonctionnelles acquis) reste
souvent problématique car les modèles comportent souvent de nombreux paramètres inconnus [101].
Fondamentalement, le problème de l’inférence d’un système complexe d’un seul bloc est un problème d’in-
génierie inverse difficile, et il est beaucoup plus simple de découper le système en petits morceaux facilement
analysables. La bibliographie contient justement un très grand nombre de conclusions obtenues sur des sous
systèmes. En pratique, l’inférence de réseaux de régulations, même après correction, est incomplète (exemple
chez Saccharomyces cerevisiae [93]) et contient parfois des erreurs (exemple chez Escherichia coli [125]),
même sur des organismes plus simples que les mammifères.
Choix de la construction de graphes d’influences à partir de la bibliographie La bibliographie
contient toutes les informations nécessaires pour construire des graphes d’influences. De plus, ces dernier
permettent de modéliser les effets et la plupart des mécanismes couramment décrits à l’exception des réactions
biochimiques qui nécessitent des approximations.
Le formalisme des graphes d’influences est adapté à la description de la bibliographie à large échelle ;
en effet cette dernière contient un grand nombre d’informations concernant des effets (ex : “l’injection de
A dans une cellule entraîne l’augmentation de B”) et des mécanismes (ex : “A est capable d’activer B par
phosphorylation”).
La plupart du temps, il est possible de déduire des mécanismes des informations sur leurs effets. Les seuls
cas réellement problématiques sont les mécanismes ne comportant pas de distinction entre la source et la cible
(on ne connait pas le sens de la flèche), comme par exemple la capacité qu’ont deux molécules A et B à se lier
entre elles (faut-il considérer celà comme la formation d’un complexe AB, d’une séquestration de A, de B ?)
et réactions biochimiques sur lesquelles nous n’avons aucun a priori. Dans notre cas, nous commencerons
déjà par l’intégration des données relatives à la régulation des gènes que nous pouvons facilement formaliser




Fig. 2.1.1 – Principe d’un modèle d’équations différentielles linéaires par morceaux Lors d’une
première étape (A), les variables (A et B) sont discrétisées grâce à des seuils (a0,a1 et b0), formant ainsi
une partition de l’espace des variables en sous-espaces euclidiens.
L’étape suivante (B) consiste à écrire dans chaque sous-espace euclidien un système d’équations différentielles
linéaires décrivant la vitesse de variation de chaque variable (dA/dt et dB/dt) en fonction des valeurs des
autres variables et de paramètres (K1 . . . K24).
La résolution de ces systèmes d’équations linéaires (C) permet pour chaque sous-espace euclidien de définir
un attracteur (carré rouge) vers lequel tend (flèches noires) à évoluer le système. Le schéma représente ici
uniquement l’attracteur du sous espace euclidien a≤a0 , b ≥ b0. En connaissant le sous espace euclidien
dans lequel se trouve chaque attracteur, il est alors possible de définir pour chaque sous espace euclidien, un
ensemble de successeurs (cases bleus) correspondants aux futurs possibles du système.
Les successeurs peuvent être des sous espaces euclidiens (C), des frontières entre sous espaces euclidiens,
comme par exemple la ligne rouge sur le schema D due aux deux attracteurs (représentés par des carrés
rouges), des intersections entre frontières (représentés par des ronds bleus), ou des limites (représentés par
des ronds verts). Par exemple le rond vert en haut à droite représente un attracteur pour lequel A et B
augmentent indéfiniment. Cet ensemble représente tous les états possibles du système.
Au final on décrit l’ensemble des trajectoires possibles du système par un graphe dans lequel les sommets
sont les états possibles du système, et dans lequel il y a une flèche entre deux sommets (de E1 vers E2) si et
seulement si E2 est un successeur possible de E1.
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Troisième partie




Dans le cadre de cette thèse nous nous intéresserons plus particulièrement à deux questions :
– Quelle est la hiérarchie d’importance des voies métaboliques et de leur régulation vis à vis d’un
contexte ? La réponse à cette question permet d’identifier les éléments à étudier en priortié afin de
comprendre la dynamique du métabolisme des lipides dans un contexte défini par un jeu de données
expérimentales.
– Dans quelle mesure peut-on exploiter la bibliographie afin d’identifier des éléments importants ?
Hiérarchie d’importance des voies métaboliques et de leur régulation
Nous considérons qu’une voie métabolique ou une régulation est importante si elle est nécessaire pour
expliquer un jeu de données expérimentales. Le contexte est ici défini par le jeux de données employé. Pour
celà nous construisons de manière ascendante le modèle le plus simple possible constitué de voies biochimiques
et de régulations connues dans la bibliographie cohérent avec un jeu de données expérimentales.
Au cours de cette méthode, nous exploitons la généricité du métabolisme des lipides en développant une
méthode ascendante de construction de modèles. Cette méthode permet de comparer les différents modèles
(et donc les différents contextes) entre eux.
Exploitation haut débit de la bibliographie
L’ensemble des connaissances est trop vaste pour être exploité manuellement, nous allons donc développer
une méthode la plus automatique possible afin d’exploiter les données bibliographiques. Cette méthode
s’appuie sur des bases de données généralistes de bibliographie. Une première étape est donc l’évaluation de





Analyse d’un système complexe décrit




Préambule : quelques caractéristiques
concernant les données haut débit
Dans cette section, nous décrivons les caractéristiques des données haut débit classiquement utilisées en
biologie.
De vastes jeux de données
Pour répondre aux questions biologiques, de vastes jeux de données qui décrivent l’état de nombreux
éléments d’un système d’intérêt sont collectés. Ils sont ensuite analysés afin d’induire de leurs observations le
comportement et la mécanique des systèmes étudiés. La collecte simultanée de nombreux éléments obtenus
avec un même protocole sur un même matériel biologique est rendue possible grâce aux techniques haut
débit comme les micro-array (puces à ADN) permettant de mesurer simultanément les niveaux d’ARN
messagers de plusieurs milliers de gènes. Ces technologies ont connu des progrès importants ces dernières
années en terme de coût et de fiabilité. Actuellement, les micro-array permettent d’obtenir des informations
sur l’expression12 de presque tous les gènes d’un génome et des techniques telles que la spectrométrie de
masse permettent de mesurer les quantités de plusieurs centaines de protéines [92] ou de quelques dizaines
de métabolites.
Des données essentiellement qualitatives
Bien qu’il soit possible de faire de la quantification relative avec des micro-array, la précision est moins
bonne que des techniques à plus bas débit comme la RT-PCRq. Les quantités relatives obtenues par micro-
array différent parfois de celles obtenues par Northern Blot [316] ou par RT-PCR [71] en particulier pour
les gènes peu ou très exprimés [259]. Les données qualitatives en terme de sens de variations (“augmente”,
“diminue” ou “variation non significative”) restent elles beaucoup plus fiables que les données quantitatives
[86]. L’exploitation de telles données nécessite donc l’utilisation de raisonnements qualitatifs.
Fiabilité des données et des conclusions
La construction de raisonnements reposant sur l’utilisation de multiples données reste un problème diffi-
cile. En effet ils reposent souvent sur l’hypothèse que toutes les données sont valides simultanément. Cette
contrainte implique d’avoir une très bonne fiabilité des mesures. Par exemple, si on utilise 10 mesures, cha-
cune étant fiable à 95%, la probabilité d’avoir toutes ces données de justes en même temps est inférieure à
60%. Pour avoir 95% de chances d’avoir simultanément 30 000 13 éléments fiables, il faudrait une fiabilité
individuelle de plus de 99.9999%.
12L’expression est évaluée par dosage relatif des quantités d’ARN messagers entre différents individus soumis à des conditions
expérimentales différentes ou ayant des génotypes différents par exemple.
13Ce qui correspond environ au nombre de gènes du génome humain
83
En pratique, les biologistes évaluent un taux de faux positif [21]. Ce taux est souvent sous estimé car
des effets potentiels comme par exemple le laboratoire dans lequel a lieu l’expérience ne sont pas pris en
compte [59] dans les calculs alors qu’ils influent sur la variabilité expérimentale.Ainsi, les biologistes réalisent
bien souvent une validation d’un sous ensemble des données haut débit par des expériences utilisant d’autres
techniques pour mesurer l’expression des gènes (comme par exemple la RT-PCR quantitative) couplées à
une expertise basée sur les comportements attendus de certains éléments.
Conclusion
L’utilisation de l’ensemble simultané de ces données, sans repasser par le bas débit, doit donc prendre
en compte le risque d’avoir des données erronées et nécessite de développer soit des méthodes d’analyse
robustes, soit des méthodes capables d’identifier les zones d’erreurs.
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Chapitre 1
Identification à partir d’un échantillon
de publications des méthodes les plus
courantes pour analyser des données
transcriptomiques.
L’objectif de cette partie est d’identifier les méthodes récentes couramment utilisées pour l’analyse de
données transcriptomiques portant sur la comparaison entre quelques conditions. Cette analyse est réalisée
par lecture d’un échantillon de publications.
1.1 Echantillon de publications retenues
Les 25 premières publications de 2008 accessibles gratuitement répondant à la recherche Pubmed “trans-
criptomic conditions” ont été analysées par lecture rapide. Parmi elles, 4 [57, 206, 221, 311] analysent des
séries temporelles d’au moins 5 points, une [194] ne comportait que 13 gènes analysés par PCR , 2 [202,333]
portaient sur une méthode d’analyse théorique et une [246] concernait l’analyse de données en protéo-
mique. Ces publications n’entrent pas dans notre problématique d’analyse de données transcriptomiques
haut débit obtenues entre différentes conditions. Il reste au final 17 publications répondant à notre problé-
matique [33, 50, 61, 79, 90, 99, 106,143,132,165,214,236,169,301,302,304,349].
Dans l’ensemble des 17 publications restantes K. Plaimas et al., [169] croisent leurs données avec un
réseau métabolique tandis que J. M. Hevel et al., [143] croisent leurs données avec un réseau issu Ingenuity.
Dans le reste des publications, l’analyse des données transcriptomiques suit la démarche suivante :
– Identification de gènes différentiellement exprimés entre les conditions (15 publications [33, 50, 61, 90,
79, 99, 106,132,165,214,236,301,302,304,349] )
– Regroupement des gènes coexprimés par classification non supervisée (6 publications [99, 61, 214, 90,
165,50]) ou supervisée par une condition expérimentale [304].
– Analyse des groupes de gènes coexprimés à l’aide d’ontologies telles que Gene Ontology (2 publications
[99, 165]), ou analyse directe d’un sous ensemble de gènes à l’aide de la bibliographie (ex [106]) ou
d’ontologie telles que MIPS (2 puclications [214,302]) et NCBI/COG1 [132].
Une fois cette démarche suivie, des expériences complémentaires sont éventuellement réalisées afin de vérifier
empiriquement les conclusions de l’analyse.
Dans la suite de ce chapitre, nous décrirons brièvement ces méthodes d’analyse.
1Clusters of Orthologous Groups of proteins http ://www.ncbi.nlm.nih.gov/COG/
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1.2 Identification de gènes différentiellement exprimés entre les
conditions expérimentales
L’identification de gènes différentiellement exprimés se base essentiellement sur deux critères [69] : une
variation d’expression suffisante (par exemple on ne sélectionnera pas les gènes, qui ne varient pas plus de
deux fois entre deux conditions) et une variation significative, c’est-à-dire significativement plus grande que
la variabilité expérimentale et la variabilité inter individuelle. L’identification d’un grand nombre de gènes
différentiels pose des problèmes de tests multiples [286] résolus par exemple par contrôle du taux de faux
positifs [21].
1.3 Identification de groupes de gènes coexprimés
Les groupes de gènes coexprimés sont mis en évidence par classification non supervisée. Les publica-
tions analysées utilisent principalement deux méthodes de classifications : la classification non supervisée
hiérarchique ascendante [99, 214] et la méthode des centroïdes mobiles (ouK-means) [165,90, 50].
La construction de groupes de gènes coexprimés (clusters) nécessite de définir deux critères : une distance
entre les gènes basée sur leur profil d’expression et une méthode d’agrégation afin de regrouper les gènes
proches. Dans les papiers analysés, la distance utilisée est 1− corrélation. Cette distance regroupe les gènes
corrélés positivement entre eux et éloigne les gènes corrélés négativement. La méthode d’agrégation permet
de définir à quel groupe relier un élément. Pour la classification hiérarchique ascendante, les publications
analysées utilisent différents critères d’aggrégation comme le lien moyen [99] ou le voisin le plus éloigné [304].
Dans K-means, un nombre défini a priori de centroïdes sont positionnés aléatoirement, les gènes sont agrégés
avec le centroïde le plus proche, puis les centroïdes sont déplacés au barycentre des gènes qui leurs sont
agrégés. Ce processus est répété un grand nombre de fois.
Au final que ce soit avec K-means ou la classification hiérarchique ascendante, on obtient des groupes de
gènes coexprimés au travers des conditions expérimentales. Toute la difficulté consiste alors à interpréter ces
groupes au regard de la problématique biologique de l’étude.
1.4 Interprétation biologique des groupes de gènes coexprimés
Une des méthodes couramment utilisée pour identifier des groupes de gènes d’intérêt est basée sur l’utili-
sation d’ontologies c’est-à-dire sur des bases de données qui associent à chaque gène un terme (ou éventuelle-
ment une hiérarchie de termes) (11 publications [61,79,99,106,132,214,236,301,302,304,349] ). L’ontologie la
plus couramment utilisée est Gene Ontology (5 publications [33,50,90,99,165,304]). Gene Ontology regroupe
3 ontologies : la première décrit les compartiments cellulaires (cellular component) la seconde les mécanismes
biologiques (biological process) et la troisième les fonctions des molécules (molecular function).
Dans 3 publications [106,132,302], les auteurs ont des a priori sur les processus biologiques à étudier (ex
Respiration [106]). Ils recherchent donc le(s) terme(s) de l’ontologie d’intérêt correspondant(s) à ces processus
ainsi que les gènes qui leurs sont associés. Ils interprètent ensuite ces termes en analysant la proportion de
gènes sur (et sous) exprimés associés à chacun d’entre eux. Contrairement à la classification non supervisée,
cette méthode nécessite de connaître a priori les groupes de gènes recherchés. Elle ne permet donc pas
d’identifier de nouveaux groupes comme variant entre les conditions, mais seulement de décrire la variation
des groupes déjà connus.
Lorsque des groupes de gènes coexprimés (ou clusters) sont identifiés par classification non supervisée
[99,165], leur analyse est effectuée grâce au calcul de l’enrichissement. L’enrichissement d’un terme dans un
groupe de gènes est la proportion de gènes du groupe associés à ce terme par rapport à la proportion de
gènes dans le jeu de données expérimentales complet associés à ce terme. Plus l’enrichissement d’un cluster
en un terme donné est élevé et plus ce terme caractérise fonctionnellement le cluster . Des méthodes de calculs
telles que le test de Chi2, le test exact de Fisher ou le calcul de moyennes hypergéométriques permettent de
tester si l’enrichissement est significativement supérieur à un enrichissement obtenu sous l’hypothèse où les
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classes de l’ontologie sont distribuées au hasard [70]. Les résultats obtenus restent dépendants de l’ontologie
choisie ainsi que de la méthode de calcul et des seuils utilisés [70].
Une fois les clusters caractérisés fonctionnellement par le ou les termes qui sont fortement représentés
parmi leurs éléments, une étude bibliographique précise de leurs éléments est souvent réalisée (ex [99]).
L’identification d’éléments différentiellement exprimés entre conditions par une approche haut débit per-
met de filtrer les éléments qui varient entre les conditions sans avoir d’a priori, mais au final, seul un petit
sous ensemble d’éléments est analysé précisément par étude manuelle de la bibliographie (détaillée en 2), ce
qui nous éloigne d’une étude globale du système.
1.5 Conclusion
L’analyse des 17 articles a permis d’identifier une démarche couramment utilisée par les biologistes afin
d’exploiter des données transcriptomiques. Ainsi, l’exploitation de données transcriptomiques haut débit
débute par l’identification de gènes dont l’expression varie entre des conditions expérimentales, elle se poursuit
par l’analyse de groupes de gènes coexprimés ou de groupes de gènes connus a priori. Ces groupes sont
analysés à partir d’informations fonctionnelles issues de bases de données. Au final un petit sous ensemble
des gènes est analysé manuellement par la reconstruction d’un sous système de relations à partir de la
bibliographie.
Illustrons maintenant cette démarche au travers de l’étude approfondie d’un cas particulier que j’ai traité
durant ma thèse. Cette étude nous permettra de tirer de nouveaux éléments concernant la démarche de
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Parallèrement à l’analyse d’articles (c.f. paragraphe précédent), j’ai pu mettre en oeuvre, en collabora-
tion avec des biologistes, une démarche courante d’analyse de données transcriptomiques (c.f. paragraphe
précédent). Cette démarche s’appuie sur un jeu de données créé dans l’objectif de décrire l’évolution globale
des profils d’expression des gènes dans le foie de poulets mâles de 4 semaines en réponse à deux temps de
jeûne (16 et 48 heures). Ces travaux ont été publiés (c.f. 2).
2.1 Contexte scientifique
De nombreuses études [82] ont montré que l’inhibition de la synthèse des lipides et l’induction de la
néoglucogenèse, de la synthèse de cétones et de la β–oxydation des acides gras en réponse au jeûne sont
des conséquences des variations des quantités d’ARN messagers des gènes codants des enzymes clefs de ces
fonctions ainsi que des facteurs de transcription connus pour réguler ces fonctions.
Les expériences de puces sont couramment utilisées pour identifier des gènes (et donc des processus
biologiques) dont l’expression varie entre des conditions mais peu d’entre elles ont considéré l’effet du jeûne
sur un grand nombre de gènes du foie. Des données sont disponibles chez la souris [15, 260], le porc [51], la
truite arc-en-ciel [268] et le rat [232].
Dans notre étude, le poulet a été choisi car cette espèce est un organisme modèle important qui fait le lien
dans l’évolution entre les mammifères et les autres vertébrés (une divergence qui a eu lieu il y a 300 millions
d’années). De plus, le poulet est une espèce d’intérêt agronomique en raison de la consommation de sa viande
et de la production d’oeufs. L’accumulation excessive de lipides dans les carcasses de poulets (environ 15%
du poids total d’un poulet) est un des problèmes principaux de la filière avicole. Le gras, majoritairement
localisé dans la cavité abdominale (5%), n’est pas valorisé que ce soit lors de la commercialisation de poulets
entiers ou de produits élaborés.
Chez le poulet, des expériences précédentes ont montré que l’activité ou l’expression d’enzymes hépatiques
impliqués dans la lipogenèse (ME1, ACLY, ACC) [40], la β–oxydation (CPT1A, EHHADH) [297] et la
néoglucogenèse (PEPCK [35]) ainsi que les quantités de métabolites du plasma (glucose, lactate, pyruvate,
aceto-acetate, B-hydroxybutyrate [35]) et d’insuline [267] varient au cours du jeûne.
Au final, les données disponibles montrent que le poulet possède la plupart des réponses métaboliques
des mammifères à quelques exceptions près. Chez les oiseaux la lipogenèse a lieu dans le foie [204, 124, 239]
contrairement aux rongeurs et au porc chez qui la lipogenèse est régulée à la fois dans le foie et dans le tissu
adipeux. La régulation de la néoglucogenèse est elle aussi différente chez le poulet, essentiellement en raison
de la localisation intracellulaire de ses enzymes clefs [135]. La quantité de glucose plasmatique est plus élevée
chez le poulet que chez les autres mammifères, et les quantités de métabolites plasmatiques sont différentes.
Afin de compléter les études précédentes réalisées sur des gènes candidats, notre étude utilise des puces
pangénomiques afin de décrire l’évolution globale de l’expression des gènes dans le foie de poulets durant 48
heures de jeûne. A notre connaissance, aucune étude concernant l’expression des gènes de foie de poulet n’a
été publiée auparavant. Ces travaux décrivent pour la première fois la variation de l’expression des gènes
du foie induite par le jeûne chez des poulets grâce à une puce contenant 20 461 gènes. Elle propose ensuite
quelques hypothèses sur la régulation (au niveau des ARN messagers) des mécanismes impliqués dans la
réponse au jeûne.
2.2 Démarche
La démarche utilisée est similaire à celle décrite en 1, pour plus de détail voir le matériel et méthodes
décrit dans la publication de Désert et al., présentée page 102.
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2.2.1 Identification de gènes différentiellement exprimés entre les conditions
expérimentales
La première étape consiste à sélectionner les gènes différentiellement exprimés entre l’état nourri et 16
heures ou 48 heures de jeûne. Le choix a été fait de ne retenir que les gènes différentiellement exprimés dans
au moins un de ces deux contrastes dont la variation d’expression est supérieure à 1.4 et dont le taux de
faux positif (contrôlé par la méthode de Benjamini et Hochberg [21]) est inférieur à 1%.
2.2.2 Identification de groupes de gènes coexprimés
La seconde étape est la réalisation de groupes de gènes coexprimés par classification hiérarchique as-
cendante, une méthode non supervisée. La distance utilisée (1 − correlation) regroupe les gènes corrélés
positivement, tout en éloignant ceux qui sont corrélés négativement. Le critère d’agrégation est le critère de
Ward.
2.2.3 Interprétation biologique des groupes de gènes coexprimés
La troisième étape est le croisement de ces groupes de gènes coexprimés avec les termes des ontologies
KEGG, Gene Ontology et Ingenuity. L’orthologue 1 humain des gènes est recherché afin d’obtenir des anno-
tations. Ensuite l’enrichissement des groupes de gènes coexprimés en termes des ontologies est calculé et sa
significativité est évaluée grâce au test hypergéométrique.
2.2.4 Analyse manuelle d’un sous ensemble de gènes
La dernière étape est l’étude approfondie de gènes impliqués dans la synthèse des acides gras et du
cholestérol et dans la dégradation des acides gras. Ces processus ont été identifiés comme régulés par le jeûne
grâce à l’analyse haut débit précédente. Pour cela, l’expression de 24 gènes a été mesurée par RT-PCRq et
une analyse de la bibliographie a été effectuée pour chacun d’entre eux.
2.3 Résultats
2.3.1 Identification des gènes différentiellement exprimés entre les conditions
expérimentales
La recherche de gènes différentiellement exprimés (c.f. 2.2.1) a permis de mettre en évidence 2062 gènes
sur les 20 461 présents sur la puce. Une majorité d’entre eux sont régulés négativement (799 sont régulés
négativement, 360 positivement) . Le nombre de gènes différentiellement exprimés au bout de 48 heures est
3.5 fois plus important qu’au bout de 16 heures.
2.3.2 Identification des groupes de gènes coexprimés
Parmi les 2062 gènes différentiellement exprimés, 1162 gènes possèdent un orthologue annoté. Ces 1162
gènes ont été regroupés en 4 groupes de gènes coexprimés. Ces groupes sont décrits dans la figure 2 de
la publication (c.f. page 93). Brièvement le cluster 1 (277 gènes) contient les gènes dont l’expression a
diminué après 16 heures de jeûne, diminution qui reste stable à 48 heures. Le cluster 2 (95 gènes) contient
les gènes dont l’expression a augmenté à 16 heures de jeûne, avant de retourner à leur niveau basal à 48
heures de jeûne. Le cluster 3 (517 gènes) contient les gènes dont l’expression reste stable à 16 heures et
a diminué à 48 heures. Le cluster 4 (517 gènes) contient les gènes dont l’expression reste stable après 16
heures de jeûne et a augmenté à 48 heures.
1Deux séquences homologues de deux espèces différentes sont orthologues si elles descendent d’une séquence unique présente
dans le dernier ancêtre commun aux deux espèces. On suppose ici que deux gènes orthologues ont la même fonction.
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2.3.3 Interprétation biologique des groupes de gènes coexprimés
Les termes sur-représentés dans les clusters sont présentés dans le tableau 1 de la publication pages 95
et 96.
Le cluster 1 (277 gènes) est caractérisé par des gènes impliqués dans la synthèse d’acides gras et de
cholesterol comme le montre son enrichissement en termes des bases de données KEGG, Gene Ontology et
Ingenuity : “lipid metabolism”, “lipid biosynthesis”, “carboxylic acid biosynthesis”, “fatty acid biosynthesis”.
Les différents termes de ce cluster sont associés aux gènes impliqués dans la lipogenèse (ACACA, FASN, SCD,
ACLY), la synthèse de cholestérol (CYP51A1, LSS) et la synthèse de triglycérides (DGAT2L4, ANGPTL2).
Ces fonctions sont connues comme étant régulées négativement lors du jeûne [16,52], ce qui est cohérent
avec le comportement de ce cluster en réponse au jeûne.
Le cluster 2 (95 gènes) est caractérisé par des gènes impliqués dans l’oxydation, l’oxydation des
acides gras et dans le métabolisme de l’acétyl-coenzyme A comme le montrent les termes : ‘fatty acid beta-
oxydation”, “energy derivation by oxidation of organic compounds”, “gluconeogenesis”, “PPAR signalling
pathway”, “synthesis and degradation of ketone bodies”, “citrate cycle TCA cycle” et “pyruvate metabolism”.
Ce cluster est aussi enrichi en termes concernant le métabolisme de l’acide propionique et le catabolisme des
acides aminés. Ces différents termes sont associés aux gènes impliqués dans la β–oxydation (PECI, ACAA1,
ACOX1, CPT1A, HADHA), la cétogenèse (HMGCL, ACAT1), la néoglucogenèse (PCK1, FBP1, FBP2) et
dans le transport des acides gras (ACOX3, APOB, FABP1). Ces fonctions sont liées à la consommation
d’acides gras et à l’économie de glucose et ont dans cette expérience le même comportement que celui
habituellement observé chez les mammifères au cours du jeûne [16, 52].
Le cluster 3 (517 gènes) est essentiellement caractérisé par des gènes impliqués dans la glycolyse (6
gènes), le cycle cellulaire (plus de 30 gènes sont associés au terme Gene Ontology “Cell cycle”) et dans 12
voies de signalisation dont celle de l’insuline et du récepteur aux oestrogènes.
Le cluster 4 (517 gènes) est enrichi en termes divers, dont la voie de signalisation de l’AMP cyclique, un
second messager intervenant dans la régulation du métabolisme par l’insuline et le glucagon (deux hormones
dont la quantité varie au cours du jeûne).
2.3.4 Analyse manuelle d’un sous ensemble de gènes
Analyse fine des désaturases et de leur régulation
Les désaturations sont des réactions biochimiques permettant de réaliser des transformations d’acides gras
(figure 2.4.2). Brièvement la ∆9desaturase (SCD ou D9D) catalyse la synthèse d’acides gras monoinsaturés,
tandis que la ∆5désaturase (FADS1 ou D5D) et la ∆6désaturase (FADS2 ou D6D) sont des enzymes clefs
de la transformation des acides gras essentiels en acides gras fortement insaturés (comme le C22:6ω3 et le
C20:4ω6)
Chez les mammifères, PPARα [315, 127, 223] et SREBP1 [235, 217, 314] induisent la synthèse d’ARN
messagers des trois désaturases. Cette double induction est spécifique aux désaturases [234] ; en effet, les
enzymes de la β–oxydation sont régulés par PPARα et pas par SREBP1 tandis que ceux de la synthèse
des acides gras sont régulés par SREBP1 mais pas par PPARα. Chez les rongeurs l’activité de SCD est
complètement réprimée lors du jeûne comme d’autres enzymes de la synthèse d’acides gras (ACLY, ACACA,
FASN) et leur régulateur : SREBP1 [288, 149, 205]. Dans le foie de porc, SCD et FADS1 sont régulées
négativement au bout de 24 heures de jeûne [51].
La même régulation est observée pour le gène SCD chez le poulet : lors des 16 premières heures de jeûne,
l’expression de ce gène est inhibée drastiquement (log2(
jeun16h
nouri ) = 5 en microarray et -7.1 en RT-PCRq) et
cette inhibition se poursuit jusqu’à 48 heures de jeûne (log2(
jeun48h
nouri )non significativement différent de 0 en
microarray et égal à -8.7 en RT-PCRq).
Les trois désaturases sont régulées par les deux mêmes régulateurs : SREBP1 et PPARα. Sous l’hypothèse
que des éléments régulés par les mêmes régulateurs varient de la même manière, on s’attendrait à observer le
même comportement pour FADS1 et FADS2 que pour SCD, soit une forte diminution lors des 16 premières
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heures. Pourtant FADS1 et FADS2 sont significativement inhibées seulement au bout de 48 heures de jeûne
et d’un facteur plus faible (log2(
jeun48h
nouri de -1.9 pour FADS1 et -3.1 pour FADS2 en RT-PCRq).
Cette différence de modulation entre SCD et les gènes FADS1 et FADS2 en réponse à un jeûne de moins
de 16 heures suggère qu’il existe un mécanisme de régulation supplémentaire qui n’est pas le même pour
SCD que pour FADS1 et FADS2. Une telle hypothèse a déjà été avancée par Matsuzaka et al., [217] à partir
de leur jeu de données obtenues lors d’un jeûne suivi d’une renutrition. Dans cette expérience, FADS1 et
FADS2 restaient stables tandis que les gènes de la lipogenèse variaient. Dans la partie 2, la modélisation du
métabolisme hépatique des acides lors du jeûne chez des souris sauvages et knockout pour PPARα nous a
conduit à doser les ARNm de FADS2 [30]. Ces derniers sont présents en plus grande quantité chez le sauvage
que chez le mutant, ce qui confirme le rôle de PPARα dans l’activation de FADS2, de plus ils diminuent
fortement à 48 heures de jeûne chez le mutant (et à 72 heures chez le sauvage) ce qui laisse supposer qu’un
activateur autre que PPARα et SREBP1 maintient leur expression en début de jeûne.
De plus, l’expression de NR1H3 est observée comme augmentant après 16 heures de jeûne, or NR1H3 est
un activateur de SREBP1 dont l’expression décroit. A ces régulations, il faut rajouter le rôles des acides gras
fortement insaturés dont la production nécessite FADS1 et FADS2. Ces acides gras inhibent SREBP1 par
divers mécanismes [342,179] et sont des ligands de PPARα. Ces résultats suggèrent d’étudier plus précisément
les rôles de ces gènes dans le métabolisme des lipides ainsi que leurs régulations en réponse au jeûne comme
indiqué page 12 de la discussion de Desert et al., (c.f. 2).
L’expression de HMGCS1 est différente de celle des autres gènes codants pour les enzymes de
la synthèse du cholestérol
L’analyse manuelle des gènes a permis de mettre en évidence que l’HMG-CoA synthase 1 (HMGCS1),
un gène responsable de la synthèse de cholestérol, ne se comporte pas comme les autres gènes de cette
fonction. L’expression des gènes responsables de la synthèse de cholestérol diminue au cours du jeûne, alors
que l’expression de HMGCS1 augmente à 16 et à 48 heures de jeûne , contrairement à ce qui a été observé
chez la souris [16] et le porc [52] chez qui l’expression de ce gène diminue. Le rôle de HMGCS1 chez le poulet
reste donc à préciser.
Discussion sur l’utilisation de termes fonctionnels pour l’interprétation biologique de clusters
Un cluster peut être composé de termes indirectement liés à sa fonction, sans que les régula-
teurs clefs soient présents Lors de l’analyse manuelle du cluster 2, on se rend compte qu’il est annoté
par le terme “Valine, leucine and isoleucine degradation” alors que l’enzyme clef de cette voie : BCAT1 (une
aminotransférase) est absent de ce cluster et appartient au cluster 1. Ainsi, un cluster peut être enrichi en
termes décrivant un processus biologique au travers de gènes qui interviennent indirectement dans ce pro-
cessus alors qu’ils ne constituent pas des régulateurs clefs de ce processus. Un tel biais nécessite une analyse
fine et manuelle pour être détecté et ne pas conclure trop hâtivement.
Certains gènes clefs n’apparaissent pas dans les clusters pour lesquels ils interviennent
L’insulin receptor substrate 2 (IRS2) et l’insulin induced gene (INSIG1) sont des gènes importants dans
la synthèse des lipides. INSIG1 joue un rôle dans le rétro contrôle de la synthèse du cholesterol et des acides
gras en contrôlant SCAP, une protéine impliquée dans la régulation par clivage de SREBP1 et SREBP1. Bien
que présent dans le cluster 1, ces gènes ne sont pas ressortis lors du calcul d’enrichissement des clusters alors
qu’ils auraient dû apparaitre dans “lipid synthesis” probablement car dans les bases de données KEGG et
Gene Ontology ils ne sont pas encore associés à ce terme malgré une bibliographie abondante les concernant.
Par conséquent, l’utilisation d’une ontologie permet de mettre en évidence des voies biologiques importantes,
mais certaines de ces voies peuvent passer inaperçues dans cette méthode du fait d’une annotation partielle.
Par ailleurs, nous montrons que l’utilisation de plusieurs ontologies(ici KEGG, IPA et Gene Ontology)
permet de mettre en évidence des voies biologiques différentes et constitue une première étape utile pour
l’interprétation globale des données transcriptomiques.
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2.4 Conclusion
La démarche suivie dans cet article est dans ses grandes lignes identique à celle dégagée lors de l’analyse
des publications. Elle consiste à identifier des gènes variant entre les conditions expérimentales, à les regrouper
sans a priori en fonction de leurs corrélations, puis à interpréter les groupes ainsi formés en s’appuyant sur
des ontologies. La dernière étape est une analyse bas débit de certains gènes ou groupes de gènes.
L’analyse des clusters permet de dégager sans a priori les principales fonctions biologiques dont la régu-
lation transcriptionnelle varie en fonction des conditions expérimentales. C’est une amélioration par rapport
aux méthodes supervisées, car il est possible d’obtenir des clusters inattendus tout à fait pertinents. Dans
cette expérience, les observations chez le poulet sont dans leur grande majorité cohérentes avec celles obser-
vées dans d’autres espèces, ce qui corrobore la validité de la méthode.
Lors de cette étape, l’utilisation de plusieurs ontologies (IPA, KEGG et Gene Ontology) a permis d’in-
terpréter fonctionnellement chaque cluster , chacune proposant ses propres termes, ce qui illustre la diversité
des informations présentes dans les différentes sources de données et l’intérêt d’en utiliser plusieurs.
L’analyse manuelle permet d’introduire dans le raisonnement un ensemble d’informations issues de la
bibliographie qui n’étaient pas présentes lors de l’analyse des clusters. Dans cet exemple, ces informations
portaient sur le rôle clef d’un élément dans une fonction ( ici BCAT1 dans le catabolisme de la valine, la
leucine et isoleucine) ou dans un métabolisme (ici IRS2 dans le métabolisme des lipides) ainsi que sur les
mécanismes de régulations connus (ici le rôle de PPARα et SREBP1, NR1H3 et des acides gras fortement
insaturés dans la régulation des désaturases). De plus, l’analyse manuelle a permis d’identifier de nouveaux
éléments (dosés par RT-PCRq) comme importants pour la compréhension de la régulation du métabolisme
des lipides lors du jeûne. L’introduction de ces informations a permis une meilleure interprétation des clusters
et de leurs éléments.
De plus, l’analyse manuelle a permis de mettre en évidence que certains gènes (ici HMGCS1) avaient
un comportement différent des autres gènes du cluster auxquels ils appartiennent. Ainsi la granularité du




Les limites des méthodes
classiquement utilisées en analyse
transcriptomique.
Les méthodes courantes pour analyser les données haut débit de transcriptomiques sont l’identification et
l’interprétation de groupes de gènes coexprimés (clusters) et l’analyse approfondie de quelques gènes. Nous
allons étudier les limites de ces approches puis proposer dans le chapitre II une démarche afin de faciliter
l’automatisation du raisonnement afin de s’affranchir de certaines d’entre elles.
3.1 Les limites de la classification
3.1.1 Une corrélation peut avoir plusieurs explications
Lors de l’analyse des corrélations, des phénomènes différents peuvent conduire au même ensemble d’ob-
servable. Si deux éléments A et B sont corrélés : soit A régule B, soit B régule A, soit C (un élément qui
n’est peut être pas mesuré) régule A et B, soit la corrélation est due au grand nombre de variables mesurées.
Les clusters contiennent donc des éléments coexprimés regroupés pour diverses raisons. Il est ainsi possible
d’observer dans un même cluster des éléments appartenant à des processus biologiquement dépendants ou
biologiquement indépendants.
3.1.2 Les éléments ne sont pas tous annotés dans les ontologies
Une fois les clusters réalisés, l’utilisation d’enrichissement de termes issus d’ontologie est un premier pas
afin de les analyser. Dans ce cas l’efficacité de l’analyse est directement dépendante du contenu des ontologies.
Tout d’abord les ontologies actuelles ne couvrent généralement pas l’ensemble des éléments présents sur
la puce, mais elles sont en constante évolution. Ceci s’explique car on ne connait pas la fonction de tous les
gènes. De plus il n’existe pas toujours d’ontologies décrivant les espèces d’intérêt, ce qui nécessite d’utiliser
des orthologues afin d’extrapoler une espèce proche à l’espèce d’intérêt.
Par exemple, dans une expérience de mise à jeun du poulet [81] seulement 1162 gènes sur 2062 gènes
d’intérêt présentent un orthologue annoté dans HGNC. Le problème est d’autant plus important lorsque
l’enrichissement d’un cluster en termes de l’ontologie est le fruit d’un faible nombre de ses éléments.
3.1.3 La qualité des annotations est cruciale
La qualité des annotations des gènes dans les ontologies est un élément déterminant de l’interprétation
des clusters. Un procédé biologique peut apparaître comme représenté dans un cluster car il contient des
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régulateurs indirects du procédé, comme présenté en 2.3.4.
Deuxièmement, certains gènes ne sont pas toujours classés dans le meilleur pathway possible, par exemple
le gène BBOX1 du cluster 2 est annoté comme intervenant dans la dégradation de la lysine dans KEGG et
IPA, alors que cet enzyme catalyse la synthèse de carnitine 1 et devrait être associé à la béta oxydation [81].
La dépendance vis-à-vis d’une source de données de qualité inconnue pose le problème de l’évaluation de
la qualité de cette source, point que nous tenterons d’évaluer dans la partie suivante (c.f. II).
3.1.4 Une interprétation des clusters difficile
Les termes sont parfois généralistes
Lorsque l’ontologie est généraliste, les clusters peuvent être identifiés par des termes très vagues comme
“lipid metabolism” [81], ce qui rend leur interprétation difficile. Dans des ontologies hiérarchisées telles que
Gene Ontology ces termes représentent les éléments de l’arbre des termes proches de la racine et décrivent
donc une multitude de phénomènes.
Le comportement d’un terme de l’ontologie n’est pas directement déductible du comportement
de ces éléments
Les ontologies font généralement l’hypothèse qu’un gène annoté par un terme, a un effet positif sur ce
terme. Pourtant extrapoler la variation des termes à celles du cluster , n’est pas directement possible sans
faire des hypothèses supplémentaires sur la mécanique interne du cluster et sur sa dépendance vis-à-vis du
reste.
3.1.5 Exemple
Lors d’une expérience de mise à jeun chez le poulet (c.f. 2.3), le terme “lipid synthesis” a été identifié
comme bien représenté dans le cluster contenant les gènes dont l’expression au cours du jeûne est décroissante.
La conclusion d’une synthèse décroissante dans le métabolisme des lipides nécessite de faire l’hypothèse que
les gènes mesurés sont des activateurs de la synthèse de lipides (hypothèse garantie par Gene Ontology qui
ne considère que les activations), et que cette voie n’est pas activée par un autre mécanisme (une hypothèse
parcimonieuse raisonnable dans un contexte de jeûne). Sans ces hypothèses, on aurait très bien pu supposer
avoir à faire à des inhibiteurs, ou à un mélange activateurs-inhibiteurs, ou bien à l’existence d’un régulateur
majeur non mesuré.
3.1.6 Conclusion
Au final, le calcul de l’enrichissement des clusters en termes fonctionnels donne une information sur le
domaine d’étude nécessaire pour les interpréter et sur la variation globale de l’expression des éléments des
grandes fonctions biologiques. Bien que cette méthode fournisse un outil descriptif synthétisant la variation
globale de la variation transcriptomique des fonctions biologiques, elle ne permet pas une interprétation fine
des éléments présents dans les clusters.
Pour interpréter finement un cluster , et comprendre les implications des variations de ces éléments, une
étude manuelle de la bibliographie est réalisée par le biologiste, éventuellement suivie par une nouvelle
expérience afin de tester ses conclusions.
1Une enzyme de la béta oxydation
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3.2 Les limites de l’étude bibliographique
3.2.1 Une bibliographie partielle et fastidieuse
La première limite de l’approche est due à l’acquisition manuelle de la bibliographie. En effet cette étape
est longue, fastidieuse et ne peut être réalisée que sur un petit nombre d’éléments. Une autre approche
consiste à se tourner vers des experts qui ont lu la totalité ou la quasi totalité de la bibliographie sur un
sujet précis. En raison de la masse de connaissances disponibles, cette expertise est difficile, et se limite à
des sujets extrèmement précis.
La connaissance partielle d’un système peut amener à produire des erreurs d’interprétation, ou à limiter
la capacité de prédiction, comme illustré figure 3.2.1. 2.
Bien qu’une connaissance totale du système soit hors de portée, plus la connaissance est exhaustive,
meilleurs sont les résultats. Pour faire au mieux il faudrait donc exploiter un maximum de bibliographie, ce
qui en raison de la quantité d’informations, ne peut se faire que par une approche automatique.
Un des points clefs de la partie suivante (c.f. II) va être de proposer une méthode basée sur l’exploita-
tion haut débit des bases de données d’interactions dans le but d’automatiser la tâche d’extraction de la
bibliographie et d’interprétation des données au vue de la bibliographie extraite.
3.2.2 Un raisonnement difficile
Un système vaste et complexe
La seconde limite est due aux capacités d’analyse de l’être humain. Les capacités mémorielles permettent
de retenir qu’une faible quantité d’informations face à la masse disponible dans la littérature. De plus, il
est extrêmement difficile de résoudre des systèmes complexes, c’est-à-dire les systèmes comportant un grand
nombre d’interactions.
Un raisonnement simplifié
Cette limite justifie la démarche de simplification et d’étude partielle appliquée par le biologiste. Tout
d’abord cette démarche a pour but de proposer une expérience, et n’a pas la prétention de servir de preuve.
Dans ce cadre, étant donné que les ressources allouées à l’exploration sont limitées, mieux vaut un rai-
sonnement pragmatique partiel ou comportant des a priori issus d’expertise qui peut tomber juste qu’un
raisonnement exact qui nécessite des moyens colossaux ou qui n’aboutit jamais. Ces simplifications découlent
généralement de l’application du principe de parcimonie et d’hypothèses de travail issues du contexte expé-
rimental.
Un raisonnement implicite
Le raisonnement du biologiste est basé sur de nombreuses hypothèses qui ne sont pas toujours rédigées
dans les publications [80], soit car elles sont triviales, soit car elles sont couramment admises dans le domaine
d’étude, soit car il faut pour y accéder remonter une longue chaîne de publications.
L’absence de rédaction explicite de ces hypothèses n’est pas néfaste pour une analyse bas débit par des
experts car si les observations viennent à infirmer une hypothèse, l’expert saura l’identifier et la remettre en
cause. Lorsque l’hypothèse fautive appartient à un autre domaine d’étude que celui sur lequel on possède de
l’expertise, sa recherche peut s’avérer être très fastidieuse. Lorsqu’on souhaite appliquer ce raisonnement sur
des jeux de données haut débit, il faut poser les hypothèses de manière systématique pour pouvoir automa-
tiser, et de manière explicite pour pouvoir remonter à la ou aux hypothèses en cause en cas d’incohérence
entre prédictions et données observées.
2Ces erreurs sont dues à l’hypothèse implicite qu’il n’existe pas d’éléments, ni d’interactions ayant de l’influence en dehors
des éléments représentés dans le système. C’est une hypothèse de travail parcimonieuse tout à fait censée dans le cadre d’une
démarche empirique. Cette hypothèse est amenée à être contredite lors de la confrontation entre le système connu et les données.
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Fig. 3.2.1 – Une connaissance partielle des informations diminue la capacité de prédiction et
peut entraîner des conclusions erronées. Les éléments dont la variation est connue sont notés par
des cercles verts, ceux dont la variation est inconnue par des cercles gris. Les interactions connues entre
éléments sont notées par des flèches continues, les inconnues par des flèches en pointillés. Dans l’exemple (a),
la connaissance d’un sous système n’est pas suffisante pour déduire la variation de B alors qu’elle peut être
déduite du système complet. Dans l’exemple (b), la connaissance du sous système indique que B varie dans
le sens contraire de A, or le sens de variation de B ne peut pas être déduit du système complet.
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Deuxième partie
Construction de bases d’interactions
dans un formalisme permettant de








L’analyse manuelle des données permet d’exploiter uniquement un petit sous-ensemble des connaissances
disponibles.
Les données expérimentales sont disponibles pour une exploitation automatique Le choix des
données à exploiter est entièrement manuel car il nécessite une expertise propre au contexte expérimental
de leur obtention. Par contre, une fois les données à exploiter obtenues, ces dernières sont analysables
automatiquement. En effet, elles sont disponibles sous forme d’objets numériques annotés (par exemple grâce
aux informations MIAME) dont le format est décrit (ou trivial) et peuvent donc être utilisées directement
sans formalisme supplémentaire.
Une fois les données obtenues, nous avons cherché à savoir s’il est possible d’analyser automatiquement
une liste de gènes dont on connait le sens de variation entre deux (ou quelques) conditions.
Extraction des publications grâce à des moteurs de recherche Que ce soit pour une analyse ma-
nuelle ou automatique, les diverses publications rapportant des données expérimentales ou des informations
sur des mécanismes et des régulations peuvent être sélectionnées par l’intermédiaire de moteurs de recherche
lexicaux, comme Pubmed ou Google Scholar (pour une liste voir [5]) ou directement choisies par un expert
(c.f. figure 1.1.1). L’utilisation de moteurs de recherche textuels est basée sur la présence de mots clefs dans
le texte des publications et non sur le sens de ce que l’on recherche. Il est ainsi impossible de formuler des
requêtes portant sur les relations entre éléments, comme par exemple : “quels sont les activateurs de PPAR
alpha ?”, ou d’obtenir des résultats pertinents quand on recherche un mot possédant plusieurs sens 1. Un
autre problème de la recherche par mot clef est la présence de synonymes pour décrire un même concept [13],
ce qui complique grandement les recherches lorsqu’une personne souhaite exploiter la bibliographie d’un do-
maine pour lequel elle n’est pas experte 2. Une solution pour résoudre ce problème est de s’appuyer sur des
bases de synonymes [13], il faut alors rechercher toutes les combinaisons de synonymes possibles, ce qui peut
s’avérer fastidieux. Les moteurs de recherche sont donc un bon outil pour extraire des publications relatives
à un ensemble de mots clefs connus a priori, mais ils ne sont pas prévus pour extraire de l’information des
publications.
1Par exemple le mot "<modèle"> peut avoir le sens d’un animal dont le comportement est représentatif de ce qui se passe
chez l’homme (ex : [113]) ou avoir le sens de modèle mathématique (ex : [252]).
2Par exemple, Pubmed renvoie 1567 publications pour “ “peroxisome proliferator activated receptor alpha“ ” et 2236
publications pour “ “PPAR alpha“ ”
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A B C
Fig. 1.1.1 – Diverses méthodes d’exploitation de la bibliographie
A) Les informations bibliographiques sont sélectionnées par les experts, éventuellement par l’intermédiaire d’un moteur de recherche. Ces
informations sont ensuites utilisées par l’expert afin d’exploiter des données expérimentales.
B) Les informations bibliographiques peuvent aussi être réunies sous un même formalisme dans une base de données de connaissances. Cette
base peut être construite par la lecture manuelle de la bibliographie par des spécialistes d’un domaine particulier ou par une main d’oeuvre
plus large. Une autre alternative est d’extraire l’information automatiquement grâce à une machine.
C) Les informations présentes dans une base de données peuvent soit être analysées manuellement par des experts qui dans ce cas sélectionnent
un ensemble d’éléments de la base (grâce à des a priori, comme par exemple une voie métabolique, ou grâce à leurs données, comme par
exemple un cluster d’éléments coexprimés), ils vont alors lire la bibliographie relative à ces éléments puis les analyser. Une autre approche
consiste à utiliser l’ensemble (ou un vaste sous-ensemble) de la base, et à analyser ce dernier grâce à un ordinateur.
Photographies :
books in a stack (a stack of books),
publiée sous Creative Commons attribution 2.0 par austinevan http ://www.flickr.com/photos/austinevan/1225274637/.
microarray, publiée sous Creative Commons attribution 2.5 par www.sgn.cornell.edu.




Extraction automatique des informations présentes dans les publications L’extraction d’informa-
tions à partir d’un ensemble de publications peut soit se réaliser en lisant les publications, soit automatique-
ment. L’analyse automatisée de textes repose sur deux étapes principales [162] : l’identification des molécules
mises en jeu et l’identification des interactions. L’identification des molécules est un problème important car
les noms utilisés dans les publications ne sont pas normés, malgré l’effort réalisé depuis quelques années pour
construire des ontologies [162]. Cette étape nécessite donc de construire un dictionnaire de synonymes spéci-
fique des noms de molécules attendus, ce qui est particulièrement compliqué pour les noms des métabolites
qui n’ont pas fait l’objet d’une normalisation unique adoptée pour toutes les publications 3.
Lors de la seconde étape, il est simple d’identifier des co-occurences de termes dans les publications 4
mais l’analyse de la signification des relations nécessite une approche plus complexe : un tokenizer permet
d’identifier le type grammatical des mots (ex : nom, verbe . . . ) puis un arbre syntaxique est construit et
analysé grâce à des règles de grammaires. Le tokenizer nécessite pour fonctionner un dictionnaire associant à
chaque mot sa fonction, ce qui nécessite de construire des listes de vocabulaires relatives aux termes courants
et au vocabulaire spécifique du domaine d’étude. L’analyse de l’arbre syntaxique repose sur un ensemble de
règles qui peuvent soit être écrites à la main, soit induites à partir d’un corpus de phrases déjà interprétées
(à la main). De tels outils ont été développés par exemple pour extraire spécifiquement les interactions entre
protéines [318] 5.
Il n’y a aucun algorithme générique réellement au point capable d’extraire de l’information formalisée
à partir de textes écrits en anglais [5] et les principales recherches réalisées actuellement se concentrent
sur la recherche d’interaction entre protéines ( [183, 225]). De plus, les algorithmes existants sont à la fois
dépendants de listes de termes (que l’on peut obtenir dans des ontologies) et de règles d’interprétation des
arbres syntaxiques dont l’apprentissage n’est pas évident. A ce jour, il paraît donc plus efficace de se tourner
vers la lecture des publications.
Exploitation de bases de données de connaissances Les informations bibliographiques peuvent aussi
être extraites et formalisées par la lecture manuelle de la bibliographie par un petit nombre de spécialistes
d’un domaine particulier. Dans cette approche, les informations relatives au sujet d’étude sont extraites,
interprétées et formalisées par des personnes compétentes sur le sujet, ce qui constitue un important gage
de qualité. En contrepartie, cette approche ne peut se réaliser que sur un petit domaine du fait du champ de
compétences particulier des experts. Ces bases expertes ne sont souvent pas publiées ou disponibles pour la
communauté scientifique. C’est le cas par exemple de Gardon, base experte du métabolisme des lipides, que
nous utiliserons dans la suite de ce travail. Cette base contient à la fois un ensemble d’éléments considérés
comme importants dans le métabolisme des lipides par les experts et un ensemble de référence a priori
relativement fiable.
A plus grande échelle, la lecture des publications peut être aussi réalisée par un vaste ensemble de
personnes afin de couvrir un champ disciplinaire plus large qu’une base experte. C’est ce que proposent les
bases de données de connaissances généralistes telles qu’Ingenuity ou TRANSPATH qui affirment couvrir un
domaine d’étude beaucoup plus large que les bases expertes 6.
3Par exemple, le C18 :3ω3, le C18 :3n-3, le linolénic acid, l’α-linolenic acid, le all-cis-9,12,15-octadecatrienoic acid, le
cis,cis,cis-9,12,15-Octadecatrienoic acid, le (9Z,12Z,15Z)-9,12,15-Octadecatrienoic acid sont tous des synonymes faisant ré-
férence à l’acide alpha-linolenique. Il faut rajouter à ces termes les abréviations courantes comme LNA dont la signification
dépend de leur contexte.
4Les co-occurences sont par exemple exploitées dans PubMatrix pour faciliter l’annotation de listes de gènes [20]
5Par exemple en 2003, l’extraction à partir de textes bruts d’interactions de type protéines-protéines identifie 83.5% des
noms de protéines avec une spécificité de 93.1% et 63.9% des interactions avec une fiabilité de 70.2%. En 2008, la précision sur
les interactions entre protéines est de 80 à 90% [225]
6Ingenuity affirme dans sa FAQ couvrir entre autre les intéractions moléculaires et les régulations (“The Ingenuity Knowledge
Base is a repository of molecular interactions, regulatory events, gene-to-phenotype associations, and chemical knowledge that
provides the building blocks for pathway construction. It is the largest knowledge base of its kind, with millions of findings
pulled from the full text of the life sciences literature by Ph.D.-level life scientists, and features the most descriptive and
detailed structure, and the highest degree of accuracy.”).
TRANSPATH affirme couvrir la régulation des gènes et des facteurs de transcriptions (“ TRANSPATH is an information
system on gene-regulatory pathways. It focuses on pathways involved in the regulation of transcription factors. Elements of
the relevant signal transduction pathways such as hormones, enzymes, complexes and transcription factors are stored together
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Problématique L’utilisation de ces bases de données pose la question de l’évaluation de leur qualité et
de leur contenu. En effet, pour un sujet tel que le métabolisme des lipides et ses régulations qui est plus
spécifique que le domaine d’étude des bases généralistes et plus vaste que ce qui peut être couvert par une
base experte, il est difficile de savoir quelle est la meilleure approche (base généraliste, base experte ou
combinaison de plusieurs bases), et quelle est l’information réellement exploitable dans les bases disponibles.
Une fois l’information réunie et formalisée dans des bases de données, la démarche actuelle d’exploitation
consiste à sélectionner un ensemble d’éléments de la base à partir d’un jeu de données ou d’un ensemble d’a
priori afin d’obtenir un schéma mettant en relation des éléments. Ce schéma sert de base à l’expert qui va
lire la bibliographie associée à chacun de ces éléments et de ces relations. Il va ensuite interpréter le schéma
afin d’obtenir des résultats (c.f. figure 1.1.1).
1.2 Contenu accessible des différentes bases de données de
connaissances
1.2.1 Critères de choix des bases utilisées
Le domaine des bases de données d’interactions est en constante évolution, et de nombreuses ressources
sont disponibles (pour une liste voir http://www.pathguide.org/ et BioGrid). En 2006 les deux organismes
les mieux décrits étaient Escherichia coli avec Regulon DB7 qui contient essentiellement des mécanismes de
régulations transcriptomiques et Saccharomyces cerevisiae avec Yeast Genome8 qui décrit essentiellement
des relations entre protéines, YEASTRACT [317, 226] qui décrit des relations génétiques et N. Guelzim et
al., [126] qui proposent une analyse du réseau de régulations génétiques. Chez l’Homme, de nombreuses
bases référencent des interactions entre protéines (pour une revue, voir [216]).
Dans le cadre de notre problématique, nous ne souhaitions pas exploiter les bases spécialisées pour les
espèces modèles Escherichia coli et Saccharomyces cerevisiae, car ces dernières sont a priori phylogénétique-
ment trop éloignées de l’homme et des espèces d’intérêt agronomique. De plus, la connaissance d’interactions
entre protéines est difficilement exploitable pour réaliser des prédictions sur le comportement du métabo-
lisme, un de nos objectifs. Par conséquent, nous nous sommes tournés vers des bases plus proches des espèces
d’intérêts qui comportent des interactions relatives à la régulation de la transcription et du métabolisme.
Nous avons donc étudié trois bases de données : Ingenuity, TRANSPATH et Gardon qui représentent un
panel de ce qui était accessible dans le cadre de cette thèse. Ce choix a été réalisé à l’initiation de ce travail
et néglige donc de nouvelles bases de données comme Pathway Commons (une base publique agrégeant dans
un même formalisme des données référencées dans d’autres bases) qui n’avait que peu de contenu au début
de cette thèse et qui connait actuellement une croissance rapide 9. Cette dernière base est très prometteuse,
en particulier par ses efforts de formalisme, de définitions des termes et d’accessibilité pour des travaux haut
débit.
Ingenuity est une base généraliste commerciale développée par Ingenuity Systems Inc. largement utilisée
10 par les biologistes. Elle contient essentiellement des interactions entre entités biologiques et des données
relatives aux effets des médicaments11. D’après la documentation, ces informations sont soit extraites d’autres
bases de données 12, soit extraites de la littérature 13 ; la documentation ne précise pas sur quels critères
with information about their interaction.”)
7L’historique de Regulon DB référence : 2 025 regulatory interactions en 2006 et 2 396 en 2009.
8 Yeast Genome est une base d’interactions maintenant inclue dans BioGrid.
9D’après le site de Pathway Commons, cette base contient le 12 janvier 2010 : 421 395 interactions, 88 509 éléments et 441
organismes différents.
10 La recherche du 23 juin 2009 dans Google Scholar d’ “ ” Ingenuity Pathway Analysis” ” fournit 1 550 résultats, celle de “
” Ingenuity Systems” ” 1 250
11La documentation indique : “ [Ingenuity Pathways Analysis]’s expert-extracted content includes modeled relationships
between chemicals, proteins, genes, complexes, cells, cellular components, tissues, drugs, cellular processes, diseases, and clinical
phenotypes”.
12Pour la liste voir http://www.ingenuity.com/products/pathways_analysis.html
13La documentation précise : “The vast majority of Findings in IPA are manually curated and modeled by a team of Ph.D.
scientists from primary literature sources, including peer-reviewed journal articles, review articles, and textbooks”.
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sont choisies les publications inclues dans cette base.
TRANSPATH est une seconde base commerciale généraliste développée par BIOBASE Biological Data-
bases contenant des interactions entre entités biologiques (signalisation et mécanismes) 14. Cette base est
elle aussi très utilisée 15. Elle est annotée manuellement par des experts. La documentation n’indique pas
sur quels critères sont choisies les publications inclues dans TRANSPATH.
Gardon est une base experte réalisée en interne par des spécialistes du métabolisme des lipides qui ont
sélectionné manuellement des relations importantes dans le métabolisme des lipides à partir de la biblio-
graphie. Elle contient des interactions entre molécules à deux niveaux : le mécanisme (ex : phosphoryle) et
l’effet (ex : active). Elle n’est pas accessible à la communauté scientifique mais son utilisation dans le cadre
de cette thèse permet à la fois d’avoir un référent fiable concernant le métabolisme des lipides et d’évaluer
s’il y a un gain lors de l’utilisation d’une base experte du métabolisme des lipides par rapport à l’utilisation
des bases généralistes existantes.
1.2.2 Analyse des types d’informations référencées dans les bases étudiées
Nous décrivons d’abord les différentes informations présentes dans les trois bases de données choisies,nous
évaluerons parmi elles celles qui sont extractibles automatiquement, puis une fois extraites, nous les compa-
rerons.
Ingenuity
Une base bibliographique d’interactions biologiques Ingenuity est une solution intégrée réunissant
à la fois une base de données bibliographiques et un ensemble de logiciels pour exploiter ces dernières. Nous
avons analysé manuellement le contenu de cette base afin d’identifier les types d’informations réellement
présents.
Des relations entre éléments Ingenuity contient un ensemble de termes (ex : un nom de molécule, une
pathologie . . . ) qui sont mis en relation au sein d’une phrase en vocabulaire contrôlé. Le vocabulaire contrôlé
est un ensemble fini de mots qui permet de décrire les relations entre les termes.
Chaque terme et chaque phrase sont annotés par :
– Une ou plusieurs publications, repérées par un identifiant Pubmed
– Parfois, une citation du texte de la publication à partir de laquelle le terme ou la phrase en vocabulaire
contrôlé sont extraits.
Les phrases d’Ingenuity décrivent des mécanismes de régulation, des réactions biochimiques, des effets,
des fragments de molécules ( ex : La protéine A a une sous unité B), des résultats expérimentaux et des
rôles dans une pathologie.
Les termes d’Ingenuity décrivent des molécules, des fragments de molécules, des séquences, des patho-
logies, d’autres relations (ce qui permet de combiner plusieurs relations dans les phrases en vocabulaire
contrôlé). Les termes d’Ingenuity ne sont pas normalisés. Ils sont parfois suivis d’un identifiant entre cro-
chets mais la base à laquelle cet identifiant fait référence n’est pas précisée. Parfois il y a seulement un nom
sans identifiant.
Les informations de contexte d’Ingenuity décrivent de manière optionnelle et dans un vocabulaire non
normalisé, le niveau (gène ARNm ou protéine), l’espèce ou la lignée cellulaire, le lieu (organe, tissus, cellule),
si l’expérience a eu lieu dans un mutant ou un knockout, l’âge des individus et parfois d’autres informations.
14La documentation de transpath indique “TRANSPATH provides information on signaling molecules, metabolic enzymes,
second messengers, endogenous metabolites, miRNAs and the reactions they are involved in, resulting in a complex network of
interconnected chains of reactions and pathways.”.
153 800 résultats pour la recherche de “ “Transpath” ” dans Google Scholar le 23 juin 2009
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Un moteur de recherche de termes relatifs à une saisie Ingenuity intègre aussi un moteur de
recherche de termes qui permet de renvoyer un ensemble de termes proches de l’élément recherché. Aucune
documentation n’a permis de comprendre exactement quelle était la sortie de ce moteur de recherche en
fonction de son entrée, ni de savoir sur quels critères des éléments étaient considérés comme proches.
Les éléments obtenus suite à une requête ne sont pas des synonymes de l’élément recherché, en effet
les résultats des recherches ne forment pas systématiquement une classe d’objets (exemple : en recherchant
A on obtient B, puis en recherchant B on obtient C. Si le moteur renvoyait vraiment des synonymes, en
recherchant A, B ou C on aurait obtenu l’ensemble A, B et C). Ce moteur est un outil pratique pour réaliser
rapidement une recherche, mais il ne peut pas être exploité en tant que base de synonymes.
Une ontologie des molécules Ingenuity contient une ontologie de molécules qui annote ces dernières
avec les voies métaboliques auxquelles elles appartiennent (nommées “Canonical pathways”) 16.
TRANSPATH
Transpath est une base de données dont le rôle est de décrire les mécanismes de transduction des signaux.
Cette base contient des informations sur des molécules et des mécanismes de transduction de signaux essen-
tiellement extraits manuellement de la littérature scientifique [56]. En plus des données, cette base propose
une interface de visualisation et un outil d’analyse de données issues de microarray. Ces outils ne seront pas
développés ici (pour un descriptif voir : [56]).
Molécules Les molécules sont annotées par des identifiants pointant vers des bases de données 17. De
plus, TRANSPATH propose un système d’alias permettant de réunir sous une même molécule plusieurs
synonymes. TRANSPATH différencie aussi (avec une nomenclature normalisée) les différentes formes (ex :
phosphorylée, ubiquitinée . . . ) d’une même molécule. Il considère ces différentes formes comme des molécules
différentes.
Relations Dans TRANSPATH, les mécanismes de transduction du signal sont décrits par des relations.
Une relation contient :
– une liste de participants : ex la molécule A et la molécule B
– un type : par exemple activation
– le rôle de chacun des participants : ex A est l’activateur, B est l’activé.
Les relations entre molécules sont de deux types : l’effet (semantic reactions) et le mécanisme (mechanistic
reactions). Les types de relations sont organisés dans une ontologie ; dans cette dernière il est possible de
déduire l’effet à partir du mécanisme. Les différents types de relations sont nommés par un ensemble fini de
termes dont la définition est clairement explicitée dans la documentation. Les relations sont annotées par la
ou les publications sources à partir desquelles elles ont été extraites.
Contexte Transpath contient aussi pour chaque relation des informations sur le matériel et la méthode qui
ont permis de la mettre en évidence. A partir de ces information TRANSPATH construit un indicateur de
qualité (la règle de construction est décrite dans la documentation) pour évaluer la fiabilité de cette dernière.
Gardon
Gardon est une base experte du métabolisme des lipides développée à l’IRISA et à Agrocampus-Ouest.
Elle contient des relations entre molécules annotées par de la bibliographie.
16Cette ontologie a par exemple été utilisée pour analyser des données issues de microarray, c.f. 2.3.3.
17La documentation répertorie une liste non exhaustive de bases de référence : SwissProt, EMBL, InterPro, Entrez Gene,
UniGene, GO, DIP, BIND, and HyperCLDB, PDB, PROSITE, Flybase, MGD
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Molécules Les molécules sont annotées avec un identifiant pointant vers une base de données de molécules
(HGNC, CAS, MGI, KEGG compound et MGD [28]) ou par leur nom courant. Elles sont annotées par leur
type (produit de gène, substance ou complexe) et éventuellement par l’identifiant d’une autre molécule dont
elles sont la forme active.
Relations Les relations sont annotées par une petite liste de termes décrivant des mécanismes. Ces termes
sont, lorsque cela est possible, associés à leur effet. A chaque relation est associé un ou plusieurs identifiants
Pubmed.
Contexte Gardon contient des informations de contexte : modèle physiologique ou aphysiologique, locali-
sation cellulaire, niveau (ADN, ARN, protéine, activité ou non applicable), si l’expérience a eu lieu chez un
hybride et un champ libre de commentaire.
Conclusion
Gardon et TRANSPATH, bien que construites séparément, ont toutes les deux une structure et une
interface très similaires : un ensemble de molécules mises en relation. Elles diffèrent essentiellement par la
manière dont est décrit le contexte pour lequel les relations ont été mises en évidence.
Ingenuity a un contenu beaucoup plus vaste que ces deux bases. Elle ne se limite pas à décrire des relations
entre molécules annotées par leur contexte. Elle référence aussi d’autres informations comme l’implication
de molécules ou de mécanismes dans des pathologies ou l’influence d’un médicament sur un phénomène.
Au final, l’information commune se résume à un contexte dont le contenu dépend de la base d’origine, et
des relations entre molécules.
1.2.3 Analyse des informations exploitables automatiquement
Dans le cadre de notre problématique d’exploitation à haut débit des bases de donntées de connaissances,
seule l’information extractible automatiquement peut être exploitée. Afin de l’identifier, nous analysons l’in-
terface logicielle (ou ‘‘Application programming interface” (API) ) mise à disposition par les bases analysées.
Interface des bases de données
Ingenuity L’interface d’Ingenuity est essentiellement composée d’outils graphiques permettant de
construire un ensemble de sommets mis en relation. Une capture d’écran de cette interface est présentée
figure 1.2.1.
L’interface utilisateur ne permet pas de réaliser des requêtes de manière automatisée afin de questionner
la base. De plus, la sortie d’Ingenuity n’est pas exportable dans un format utilisable par un programme
et l’affichage des objets sur l’écran est limité à 255 sommets 18. La sortie la plus interprétable est la page
web relative à chaque sommet. Cette dernière contient en effet une liste d’adresses url vers les pages html
contenant la description de toutes les relations dans lesquelles est impliqué le sommet. Contacté sur ce sujet
Ingenuity nous a indiqué que la licence ne permet pas d’accéder à une interface de requête utilisable par
une machine (comme une base de données SQL, un web service ou un fichier plat), que ce soit pour la base
complète ou pour un sous ensemble de cette base relatif au métabolisme des lipides.
TRANSPATH Transpath est une base de données entièrement disponible sous forme de fichiers texte
dont le format est intégralement décrit dans la documentation. Ces fichiers suffisent à fournir une interface
triviale dont l’accès au contenu nécessite uniquement l’écriture d’un parser19.
18Le dernier test de cette limitation effectué au cours de la Thèse date de 2008.
19Un parser est un programme informatique dont le rôle est de lire un fichier dont la structure est connue afin de stocker son
contenu sous une forme exploitable par un autre programme. Par exemple, un parser peut lire un fichier de nombres au format
texte séparés par des espaces, afin de stocker ces dernier en mémoire vive sous forme binaire dans un tableau d’entiers.
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Fig. 1.2.1 – Capture d’écran de l’interface utilisateur d’Ingenuity. Ingenuity propose un ensemble
d’outils graphiques permettant de construire rapidement un réseau d’éléments. Il est par exemple possible
de rechercher les éléments correspondants à une chaîne de caractères, d’étendre le graphe aux voisins d’un
sommet, ou de sélectionner un sous-graphe en fonction du type de relation ou de sommets. L’exemple ci-dessus
montre à quoi peut ressembler un réseau obtenu grâce à cette base. L’image est extraite de la documentation
officielle d’Ingenuity disponible sur http://www.ingenuity.com/products/pathways_analysis.html.
Gardon Gardon est une base de donnée relationnelle implémentée avec MySQL. Ce système de gestion
de base de données dispose d’une interface standardisée utilisable facilement par de nombreux programmes
informatiques (Java avec Java.sql, C++ avec mysql++, C avec MySQL API, ou bien dans un navigateur
avec phpMyAdmin).
Conclusion Gardon propose une API directement exploitable sans développement en s’appuyant sur une
bibliothèque logicielle déjà existante. Cette API permet d’accéder facilement à l’intégralité de l’information
et de sélectionner facilement les éléments d’intérêt grâce au langage SQL.
TRANSPATH propose un format plus bas niveau dans lequel toute l’information est facilement disponible
mais qui ne permet pas de réaliser rapidement des requêtes.
Ingenuity ne propose pas d’interface adaptée au haut débit. Les requêtes ne peuvent que se réaliser
manuellement (sommet par sommet) et l’information obtenue suite à la requête n’est pas disponible dans
un format directement interprétable par une machine. Nous avons donc dû développer une méthodologie
d’extraction spécifique.
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Méthode d’exploitation automatique des bases de données
Les informations communes des bases de données sont des relations et des influences entre molécules
annotées par de la bibliographie. Après avoir défini à quel niveau nous souhaitons extraire ces informations,
nous définissons une méthodologie pour les obtenir. Les bases extraites et les bases utilisées ultérieurement
dans cette partie sont présentées tableau 1.2.1.
Niveau de détail des informations extraites Les informations bibliographiques sont facilement acces-
sibles dans toutes les bases et sont toujours représentées sous la forme d’identifiants Pubmed. Nous utiliserons
donc cette information telle quelle pour décrire l’origine de la bibliographie.
La documentation de TRANSPATH et la disponibilité des experts pour Gardon nous ont permis d’inter-
préter de manière claire leur relations (ex : A est un régulateur de B), nous les avons donc extraites. Nous les
avons ensuite interprétées sous formes d’influences (A
?
7−→ B) en utilisant les règles de conversions définies
par ces bases.
Pour Ingenuity, la seule information accessible est un ensemble de phrases écrites en vocabulaire contrôlé.
Le sens des mots du vocabulaire contrôlé n’est pas documenté, et leur interprétation (même manuelle)
n’est pas évidente. Par conséquent, en l’absence de sens à donner aux mots décrivant les relations, il n’est
pas possible d’exploiter ces relations directement. Par contre, il est possible d’interpréter certains mots de
vocabulaire contrôlé en terme d’influences 20 . Les informations que nous avons extraites dans Ingenuity
concernent donc le niveau de détail des influences.
20Une influence de A vers B indique que la variation de A a un effet sur B. Cette influence peut être positive (A
+
7−→ B) : la
dérivée partielle de B par rapport à A (dB/dA) est positive, négative (A
−
7−→ B) : dB/dA est négative ou de sens inconnu (A
?
7−→ B) : dB/dA est soit positive soit négative mais ne change pas de signe.
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Tab. 1.2.1 – Les différentes bases de connaissances utilisées
Bases de données d’origines (Gardon, TRANSPATH) et extraites (Ingenuity)
Nombre Nombre
Les bases Gardon et TRANSPATH contiennent des relations interprétables en influences.
Ingenuity contient des phrases en vocabulaire contrôlé contenant une ou plusieurs relations.
Le sens de ces dernières n’est ni évident ni documenté mais reste interprétable en terme
d’influences. Par conséquent, nous n’avons pas extrait les relations, mais leur interpétation
en terme d’influences (base Ingenuity [E]). De plus, l’intégralité d’Ingenuity n’est pas
accessible, seul un sous ensemble est extrait à partir d’une liste de 1 738 gènes a .
Bases d’origine de sommets de relations
Gardon 4 361 1 874
TRANSPATH 408 617 166 151




Ces graphes d’influences sont construits en interprétant les relations ou les phrases des
bases d’origine (ou de la partie extraite) en terme d’influences.
d’influences de sommets d’influences
Gardon [E] 513 935
TRANSPATH [E] 62 235 131 295
Ingenuity [E] 3 459 11 673
Gardon [S] 315 654 Ces graphes contiennent les influences des graphes [E] dont les deux sommets sont
annotés par un identifiant HGNC ou KEGG. Cette sélection nous garantit qu’une même
molécule porte le même nom dans tous les graphes (c.f.1.3.6).
TRANSPATH [S] 8 025 22 775
Ingenuity [S] 2 274 9 116
Gardon [R] 247 411 Les bases notées R sont issues de la sélection à partir des bases extraites de toutes les
influences dont au moins un des deux sommets est présent dans la liste de 1 738 qui a
servi de base à l’extraction d’Ingenuity (c.f.1.3.2).
TRANSPATH [R] 4 101 6 426
Ingenuity [R] 2 427 6 033
Gardon [SR] 177 323
Ces graphes contiennent les influences des graphes [E] dont les deux sommets sont
identifiés par un identifiant HGNC ou KEGG et dont toutes les influences ont au moins un
de leur sommet présent dans la liste de 1 738 qui a servi de base à l’extraction d’Ingenuity.
TRANSPATH [SR] 2 734 4 491
Ingenuity [SR] 1 742 5 244
aCette liste contient un ensemble de gènes identifiés par expertise comme importants dans le métabolisme des lipides ainsi




Méthode d’extraction de Gardon et TRANSPATH Au début de ma thèse, plusieurs formats per-
mettaient de représenter des relations entre molécules : SBML et Biopax deux formats d’échange de données
couramment utilisés en bioinformatique ; et les bases de données relationnelles21 : un outil générique pour
stocker des objets en relation.
Le format Biopax est beaucoup plus intuitif pour des biologistes qu’une base de données relationnelle et
SBML et Biopax sont facilement interopérables. L’interopérabilité est un point clef de l’automatisation des
traitements et est donc un élément à considérer pour toute analyse à large échelle. En effet, l’utilisation d’un
format interopérable permet de récupérer des informations de multiples sources et de s’assurer de la pérennité
et de la diffusion des bases construites. De plus, SBML et Biopax permettent de représenter facilement des
relations entre plusieurs éléments, comme par exemple une réaction catalysée par un enzyme. La contrepartie
à leur utilisation est l’acquisition de compétences pour exploiter ces outils, ainsi que l’analyse en profondeur
du sens des relations que ce format définit afin de s’assurer qu’elles sont convertibles en influences.
Actuellement, Biopax et SBML disposent d’un support logiciel important. Pour Biopax : les plugins
BiNoM et cPath permettent son exploitation dans Cytoscape, et paxtools permet d’exploiter ce format
en Java. Le format SBML peut être utilisé à l’aide de sa bibliothèque consacrée : libSBML. Ces formats
constituent actuellement une alternative sérieuse à l’utilisation de bases de données relationnelles.
Lorsque ma thèse a débuté, les outils pour exploiter ces formats n’étaient pas suffisamment stables :
pour SBML, le changelog de libSBML référençait encore de fréquentes corrections de bugs ; pour Biopax, un
plugin fonctionnel pour Cytoscape était disponible mais il n’y avait pas de documentation pour utiliser l’API
Cytoscape et le fonctionnement des plugins dans ce dernier restait assez aléatoire. De plus l’API Cytoscape
n’est pas normalisée et change au gré des versions ce qui rend risqué l’investissement en développement
logiciel dans un tel outil.
D’un point de vue pratique, les bases de données relationnelles permettent de stocker des objets en
relation et fournissent une interface qui permet d’écrire des requêtes relativement complexes avec peu de
code et de manière assez simple, ce qui évite le développement de petits utilitaires.
Nous avons fait le choix de conserver la structure de Gardon et de convertir les relations de TRANSPATH
dans le même formalisme que Gardon (un travail réalisé par Pauline Gloaguen lors de son stage de Master
[117]). Ce choix nous évite le développement d’une nouvelle structure de base de données et permet d’utiliser
des outils communs pour exploiter ces deux bases.
Méthode d’extraction des influences d’Ingenuity La méthode d’extraction proposée est semi-
automatique : nous entrons manuellement un élément à rechercher dans l’interface de requête puis toujours
à la main, nous affichons la page html décrivant les informations relatives à cet élément. Cette page contient
des liens vers les différentes pages html décrivant les relations dans lesquelles l’élément requêté est impliqué.
Nous analysons alors chacune des pages décrivant ces relations.
L’aspect manuel de cette méthode de requête nous oblige à nous limiter à un sous-ensemble de ce que
contient Ingenuity. Pour cela nous réunissons un ensemble d’éléments a priori importants pour le méta-
bolisme des lipides identifiés par expertise avec un ensemble d’éléments impliqués dans le métabolisme
énergétique identifiés expérimentalement par la variation de leur expression lors de la mise à jeûn chez le
poulet (c.f. 2). Une fois réunis, nous obtenons 1 738 noms de gènes. Cette requête nous a permis d’extraire
44 683 pages web.
A partir de ces pages, un important travail d’ingénierie a été réalisé avec François Moreews, Ingénieur
d’étude INRIA, Sigenae. Brièvement, les identifiants Pubmed et les phrases en vocabulaire contrôlé ont été
extraits des pages, nous avons obtenu 57 555 phrases uniques et 7 867 identifiants Pubmed uniques. Nous
avons ensuite reconstruit par ingénierie inverse la grammaire utilisée par Ingenuity en s’appuyant sur les
expressions régulières identifiées lors de l’analyse de vocabulaire (c.f. figure 1.2.2).Cette grammaire a alors
été codée dans ANTLR22 pour les relations dont nous pouvons interpréter le sens. A l’aide de ce logiciel,
21Plusieurs systèmes de gestion de bases de données existent (Oracle, MySQL, postgre SQL . . . ) Nous avons choisi d’utiliser
MySQL car il dispose d’un support logiciel important et nous avons les compétences pour l’exploiter.
22ANTLR est un outil de reconnaissance de langage qui permet d’analyser un texte à partir de la définition de sa grammaire.
Pour plus d’informations voir : http://www.antlr.org/
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chaque phrase en vocabulaire contrôlé a été convertie sous forme d’un arbre syntaxique que nous avons
analysé grâce à un ensemble de règles afin d’en déduire des influences.
L’analyse de l’arbre syntaxique couplé à la recherche de noms de molécules dans les chaînes de caractères
nous a permis d’extraire 11 673 influences.
Méthode d’extraction du nom des molécules d’Ingenuity Contrairement à Gardon et
TRANSPATH, l’interface d’Ingenuity ne propose pas de référence explicite vers une base de données de
molécules. Pire, ses termes sont parfois des molécules, parfois autre chose (une maladie par exemple) et la
notion même de molécule n’est pas définie (par exemple est-ce que A est une molécule différente de A phos-
phorylé, ou bien une classe regroupant de manière indifférenciée A non phosphorylé et A phosphorylé ?). En
première approche nous avons fait le choix de considérer comme une molécule dans Ingenuity toute chaîne
de caractères contenant une et une seule sous chaîne parmi l’ensemble des identifiants HGNC et des noms
de métabolites KEGG.
Parmi les termes du vocabulaire contrôlé d’Ingenuity, nous avons pu repérer un ensemble de mots servant
à définir des complexes. Ces derniers sont traités par notre méthode d’extraction et les différents termes
formant les morceaux du complexe sont extraits. Ils sont alors considérés comme des molécules et identifiés
comme précédemment. Si tous les éléments d’un complexe possèdent un identifiant HGNC ou KEGG le
complexe est conservé. On crée alors un nouveau nom de molécule à partir de ces identifiants.
Cette méthode introduit une importante perte d’information et regroupe parfois sous un même identifiant
plusieurs formes de la même molécule, ou plusieurs molécules contenant la même chaîne de caractères.
Discussion : des pertes d’informations à tous les niveaux lors de l’extraction d’Ingenuity Cette
méthode d’extraction est une méthode qui comporte des pertes de sens et de données à chacune de ces étapes :
l’extraction à partir d’une liste de gènes nous limite dans notre analyse à un sous-ensemble d’Ingenuity et
l’étape de formalisation en graphes d’influences ignore de nombreuses relations et il est difficile d’évaluer sa
qualité.
Par conséquent, cette thèse évalue uniquement ce que nous avons pu extraire après d’importants efforts
de modélisation sous forme de graphes d’influences, ce qui limite la portée des informations contenues dans
Ingenuity.
Méthode d’extraction du contexte Les bases proposent des informations de contexte (espèce, in-vivo
vs in-vitro . . . ). Ces informations sont importantes, en particulier lorsque l’on souhaite corriger une erreur.
En effet, nous ne savons pas si les données issues de différentes espèces ou de différents contextes biologiques
sont extrapolables aux jeux de données que nous souhaitons analyser.
Par conséquent, nous conservons dans la mesure du possible les informations relatives au contexte que
nous pouvons extraire. L’exploitation directe de ces informations par un programme informatique (comme
un filtre ne sélectionnant par exemple que les expériences in-vivo obtenues chez la souris) est assez difficile
car les termes décrivant les contextes ne sont pas normalisés.
Sans cette normalisation, nous avons fait le choix de conserver en langage naturel les informations de
contexte et de considérer par défaut que les relations sont extrapolables aux cas analysés. Ces dernières restent
tout de même exploitables à bas débit, comme par exemple dans le cas où une petite zone d’incohérence ou
un petit sous-ensemble d’éléments clefs a été identifié.
Dans l’objectif d’analyser le métabolisme des lipides dans un cas non pathologique, le choix d’extrapoler
par défaut est a priori raisonnable pour Gardon (une base experte) et pour TRANSPATH. Il est plus discu-
table pour Ingenuity : cette base contient (d’après une lecture manuelle de quelques pages) de nombreuses
relations valables chez des animaux mutants ou dans des cas pathologiques.
Traçabilité Afin de toujours pouvoir remonter à la source, nous conservons toujours un lien indiquant à
partir de quoi sont construits les objets que nous utilisons. Nous créons donc un lien entre les influences et
les relations (Gardon et TRANSPATH) ou les phrases en vocabulaire contrôlé (Ingenuity) dont elles sont
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Fig. 1.2.2 – Méthode d’évaluation du vocabulaire d’Ingenuity
Tout d’abord, nous initialisons le programme avec une liste d’expressions régulières vide.
1) Pour les 10 000 premières phrases extraites d’Ingenuity nous réalisons le programme suivant :
2) Nous testons si la phrase est reconnue par une expression régulière. Si c’est le cas, alors l’analyse de cette
phrase ne contient pas de nouveaux mots du vocabulaire contrôlé d’Ingenuity, et nous passons à la phrase
suivante.
3) Si la phrase actuelle n’est reconnue par aucune expression régulière, nous entrons manuellement l’expres-
sion régulière correspondante, et annotons cette dernière par un type afin de pouvoir analyser les différents
variants d’une même expression (par exemple les expressions régulières contenant “activate” et “activation
of ” seront notées de la même manière).
4) Nous rajoutons l’expression régulière entrée par l’utilisateur à la liste d’expressions régulières.
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issues. Ces relations ou ces phrases sont dans toutes les bases associées à des identifiants bibliographiques
que nous conservons lors du passage aux influences.
D’un point de vue ingénierie, ces liens nous permettent de débugger les chaînes de programmes construits,
et d’un point de vue exploitation, ils permettent d’appliquer la démarche du biologiste : une fois une incohé-
rence ou un ensemble d’éléments clefs identifiés (automatiquement) par l’exploitation de la base de données
(et éventuellements de données supplémentaires), le biologiste peut remonter aux publications sources afin
de proposer une analyse plus fine, d’identifier des erreurs ou de proposer une nouvelle théorie.
1.3 Méthode d’évaluation du contenu des bases de connaissances
Lors de cette étude nous n’avions pas de référence absolue à laquelle comparer les bases, par conséquent
nous comparons les bases entre elles afin de donner un positionnement relatif de ces dernières. Dans ce
positionnement, la comparaison avec Gardon permet d’évaluer la pertinence des bases par rapport à ce qui
est considéré comme important par les experts du métabolisme des lipides, tandis que les comparaisons
entre les deux bases généralistes nous permettent d’évaluer laquelle est la plus adaptée pour la réalisation
d’analyses automatiques de son graphe d’influence. Pour terminer, la comparaison des éléments communs
entre les bases nous informe sur une stratégie d’exploitation : faut-il utiliser la meilleure des bases ou en
combiner plusieurs, et si oui lesquelles ?
Bien que les bases de données disponibles affirment toutes décrire des interactions entre des molécules,
elles ne contiennent pas toutes les mêmes informations. De plus, ces informations ne sont pas représentées
de la même manière d’une base à l’autre. Afin de pouvoir réaliser des comparaisons, nous identifions donc
l’information commune (indépendamment de sa représentation) puis nous représentons cette information
dans un formalisme commun à toutes les bases de données.
1.3.1 Choix du niveau de comparaison : les influences
Transpath et Gardon contiennent des relations et des influences
Transpath et Gardon définissent suffisamment précisément leurs relations pour établir des tables d’équi-
valence entre les relations de chaque base. Il est donc possible de comparer entre elles la plupart des relations
de Gardon et TRANSPATH. De plus, il est possible de déduire de ces relations un ensemble d’influences,
comme présenté en 1.2.3.
La partie extraite d’Ingenuity contient des influences.
Les phrases Ingenuity empilent parfois de nombreuses informations dont le découpage en relations n’est
pas facile ; il est donc difficile d’extraire proprement un ensemble de relations.
De plus, Ingenuity ne propose pas de documentation suffisamment claire pour savoir ce que représentent
biologiquement les termes utilisés pour mettre les éléments en relation. Par exemple, il n’est pas possible de
savoir si “A is an activator of B” dans Ingenuity a le même sens que A activeB dans Gardon et TRANSPATH.
Par conséquent, même en extrayant correctement les relations, nous ne pouvons pas comprendre précisément
leur signification afin de les interpréter, ce qui rend leur utilisation directe impossible.
Le seul niveau réellement exploitable d’Ingenuity est l’influence car nous pouvons à la fois extraire cer-
taines influences et une fois extraites, nous savons leur donner une signification.
Conclusion : seules les influences sont comparables
La comparaison entre les relations n’a de sens que si ces dernières ont la même signification (ou des
significations comparables) entre les différentes bases. En contrepartie, la signification des influences est
indépendante de la base dont elles sont issues.
Si on souhaite rester au niveau de la relation, il n’est pas possible de réaliser des comparaisons entre
les relations de TRANSPATH ou Gardon et les phrases en vocabulaire contrôlé d’Ingenuity. Nous avons
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donc fait le choix de conserver un niveau de détail moins précis : le graphe d’influences. En nous limitant
à ce niveau, nous perdons des informations, mais nous nous plaçons à un niveau pour lequel nous pouvons
comparer beaucoup plus facilement les bases (c.f. figure 1.3.1).
1.3.2 Ingenuity [E] est-elle comparable aux autres bases ?
Gardon [E] et TRANSPATH [E] sont issues de l’extraction complète des bases de données sources alors
qu’Ingenuity [E] n’est qu’un sous ensemble de ce qui est réellement disponible dans Ingenuity. Comparer ces
trois bases sur un pied d’égalité est donc “injuste” envers Ingenuity.
La perte d’information entre Ingenuity et Ingenuity [E] s’opère à deux niveaux : la requête puisque nous
avons extrait d’Ingenuity uniquement les pages web relatives à une liste de 1 738 gènes et non toutes les
relations ; et la méthodologie d’extraction des influences qui n’exploite pas toutes les relations présentes dans
les pages web.
Une première option est de ne pas prendre en compte cette différence ; on évalue alors ce qui a été extrait
d’Ingenuity. Ce choix est une évaluation pertinente de cette base, en effet il reflète ce qui est exploitable
dans le cadre de cette thèse.
Si on souhaite évaluer le positionnement relatif de cette base vis-à-vis de ce qu’on peut en extraire sans
développer de nouvelle méthodologie, il faut corriger le biais dû à la méthode de requête. Pour cela, nous
mettons toutes les bases sur un pied d’égalité en sélectionnant uniquement les influences dont au moins une
des deux molécules est incluse dans la liste de 1 738 gènes qui a servi de base pour l’extraction d’Ingenuity.
Les bases ainsi construites sont les bases Gardon [R], TRANSPATH [R] et Ingenuity [R]23.
Cette méthode nous permet de positionner Ingenuity en terme de quantité de contenu relatif au méta-
bolisme énergétique vis-à-vis des autres bases. L’extrapolation de ce classement à un autre cas est a priori
fortement dépendante du domaine disciplinaire du cas en question et les données produites doivent donc être
considérées comme un exemple.
Le biais dû à la mauvaise extraction des influences à partir des pages web reste pour l’instant insoluble.
Il n’est donc pas possible d’évaluer le contenu réel d’Ingenuity en terme d’influences, mais seulement ce que
nous avons pu analyser automatiquement en utilisant l’interface disponible.
1.3.3 Le contexte n’est pas comparable
Les trois bases définissent des informations relatives au contexte d’étude. Ces informations sont très
difficilement comparables d’une base à l’autre car elles concernent des types variés (espèce, organe, lignée
cellulaire, âge des patients), elles ne sont pas toujours présentes et leur contenu n’est pas normalisé.
En l’absence de normalisation des informations de contexte, nous ne pouvons pas exploiter ce dernier
automatiquement, et donc nous ne pouvons pas le comparer. La définition d’une norme étant un travail
beaucoup trop vaste pour être entrepris au cours de cette thèse, nous ne comparons pas les contextes.
1.3.4 Comparaison de l’origine de la bibliographie
Les trois bases associent un identifiant Pubmed à une relation (Gardon et TRANSPATH) ou à une phrase
en vocabulaire contrôlé (Ingenuity). Cet identifiant est une information fiable et directement interprétable
sur la source de données dont est extraite la relation ou la phrase. Une fois convertis en influences, il est
alors possible d’associer ces mêmes identifiants Pubmed aux influences.
Il est donc possible pour les trois bases de comparer l’origine de la bibliographie ayant servi à obtenir les
influences que nous avons extraites en se basant sur les identifiants Pubmed.
La couverture de la bibliographie se décline en deux volets : sa position en terme de champs disciplinaires
et sa quantité. Nous évaluerons ces deux volets pour les bases entières (Gardon et TRANSPATH), ainsi
que pour la sous-partie de ces bases relative au métabolisme énergétique (Gardon [R], TRANSPATH [R]
23Cette sélection est aussi appliquée à Ingenuity car les phrases extraites contiennent plusieurs relations (et plusieurs in-
fluences), et car Ingenuity ne précise pas le critère de lien entre l’élément requêté et les phrases obtenues.
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et Ingenuity [R]) obtenue par sélection sur une liste de 1 738 gènes identifiés comme importants pour ce
métabolisme.
Position en terme de champs disciplinaires
D’un coté, nous souhaitons exploiter des bases qui couvrent un vaste domaine de la bibliographie, afin
d’identifier de nouveaux éléments comme potentiellement intéressants, y compris parmi les éléments qui
ne sont pas déjà connus pour avoir un rôle clef dans notre problématique. D’un autre côté, nous souhai-
tons aussi avoir une expertise importante dans le domaine du métabolisme des lipides, car nous étudions
particulièrement ce domaine.
Afin d’obtenir une information sur les champs disciplinaires couverts par les différentes bases de données,
nous recherchons automatiquement dans quel journal a été publié chaque identifiant Pubmed grâce au
webservice http://eutils.ncbi.nlm.nih.gov/entrez/eutils/ (c.f. tableau 2.1.1). Nous comptabilisons
alors pour chaque journal le nombre d’identifiants Pubmed différents qu’il référence (c.f. tableau 2.1.2).
L’analyse directe de cette répartition nous permet de savoir si les bases de données utilisent de nombreuses
sources ou concentrent leur analyse sur un faible nombre de journaux phares.
Nous trions ensuite cette liste par nombre d’identifiants Pubmed différents et analysons manuellement
le titre des journaux phares (i.e. les premiers de la liste) de chaque base. Cette méthode donne un aperçu
du positionnement relatif des bases, mais n’informe pas de manière absolue sur les thématiques choisies. En
effet un journal qui contient beaucoup de publications a mathématiquement plus de chance d’être en tête de
liste, y compris si la base choisit aléatoirement ses publications.
Quantité de sources bibliographiques différentes
Nous évaluons deux points : la quantité totale de bibliographie lue pour la réalisation des bases en
comptant le nombre d’identifiants Pubmed24, et la redondance entre les bases en calculant les éléments
communs.
Lors de cette comparaison, nous comparons tout d’abord la bibliographie relative aux influences extraites
afin de donner un positionnement de ce qui a été extrait des différentes bases de données.
Cette sélection nous permet aussi de positionner Ingenuity vis-à-vis des autres bases en terme de quantité
de contenu relatif au métabolisme énergétique car elle limite la pénalité d’Ingenuity dans le classement dûe
à la requête d’un sous-ensemble de ces éléments, et non de l’intégralité de la base.
1.3.5 Evaluation du contenu
Quantité d’information extractible en terme d’influences
Ce point est évalué en comparant le nombre de sommets et le nombre d’influences extraites des bases
Gardon [E], TRANSPATH [E] et Ingenuity [E]. Les chiffres obtenus pour Gardon [E] et TRANSPATH [E]
sont représentatifs du contenu réel de la base, ceux obtenus pour Ingenuity [E] sont représentatifs de ce qui
a été extrait.
Quantité d’information extractible en terme d’influences relatives au métabolisme énergétique
La liste de 1 738 gènes construite pour requêter Ingenuity contient les noms de gènes qui sont soit
considérés comme importants dans le métabolisme des lipides par les experts, soit expérimentalement mis en
évidence comme importants dans le métabolisme énergétique. L’analyse de la couverture des bases vis-à-vis
de cette liste nous informe donc sur leur aptitude à répondre à l’analyse d’un jeu de données particulier
sachant qu’un ensemble de molécules clefs a déjà été identifié par expertise.
24Ceci nous informe sur la diversité des sources bibliographiques, en effet rien ne nous permet de savoir si la publication a
été lue dans sa totalité, ou si seulement un extrait a été analysé.
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Ce point est évalué en comparant le nombre de sommets et le nombre d’influences extraites des bases
obtenues après sélection sur la liste des 1 738 gènes relatifs au métabolisme énergétique (bases Gardon [R],
TRANSPATH [R] et Ingenuity [R]).
Cette sélection nous permet aussi de positionner Ingenuity vis-à-vis des autres bases en terme de quantité
de contenu relatif au métabolisme énergétique en limitant sa pénalité dans le classement due à la requête
d’un sous ensemble de ces éléments, et non de l’intégralité de la base.
1.3.6 Analyse des complémentarités entre bases
Synonymes entre bases
Existence de synonymes entre les bases Les bases TRANSPATH et Gardon garantissent qu’une même
molécule est toujours représentée par un unique identifiant au sein de ces bases. Ingenuity n’offre pas cette
garantie directement mais notre méthode d’extraction traite ce problème.
Par contre, rien ne nous assure qu’une même molécule porte le même nom dans deux bases différentes.
En effet, certaines molécules de Gardon ne sont pas identifiées par une référence à une base de molécules
mais par leur nom commun. De plus les trois bases font référence à des bases de molécules différentes (par
exemple TRANSPATH utilise beaucoup les termes CAS, tandis que la partie extraite d’Ingenuity utilise des
identifiants KEGG).
L’existence de synonymes pose problème pour évaluer la redondance entre les bases puisque deux molé-
cules portant des identifiants différents sont considérées à tort comme différentes.
Traitement des synonymes entre les bases Tout d’abord, nous avons construit un dictionnaire de
synonymes qui associe à chaque synonyme d’une même molécule un identifiant unique. Pour les molécules
présentes dans le dictionnaire, nous remplaçons leur nom par leur identifiant unique. Pour les molécules qui
ne sont pas dans le dictionnaire, nous retirons ces dernières ainsi que les relations dans les quelles elles sont
impliquées.
La construction d’un dictionnaire des synonymes oblige à identifier un ensemble de bases de données
de molécules qui soit possèdent des liens entre elles pour identifier les synonymes d’une base à l’autre, soit
contiennent des ensembles de molécules qui ne sont pas synonymes.
Dans le cadre de cette thèse nous nous sommes limités aux bases de références HGNC (noms de gènes chez
l’homme) et KEGG (noms d’enzymes et métabolites). Nous passons donc à côté d’autres molécules comme
celles identifiées par CAS par exemple. Une amélioration future consisterait à mieux gérer ces synonymes
et à introduire en tant que synonymes les molécules issues de gènes orthologues afin de pouvoir obtenir une
base commune aux différentes espèces.
La sélection des influences des bases de données Gardon [E], TRANSPATH [E] et Ingenuity [E] dont
toutes les influences contiennent deux sommets annotés par un identifiant HGNC ou KEGG nous a permis
d’obtenir les bases Gardon [S], TRANSPATH [S] et Ingenuity [S].
Complémentarité entre les bases
La complémentarité entre les bases est évaluée en calculant le taux de redondance c’est-à-dire le rapport :
nombre d’éléments communs / nombre d’éléments dans la plus petite des bases comparées, les éléments étant
soit des molécules, soit des influences, soit des identifiants Pubmed, soit des journaux.
Lorsque ce rapport concerne des influences, il est calculé sur les bases obtenues après sélection des
influences dont tous les sommets sont annotés par un identifiant KEGG ou HGNC afin de ne pas avoir de
synonymes entre les bases. Lorsqu’il concerne de la bibliographie, il est calculé sans réaliser cette sélection
car il n’y a pas de problèmes de synonymes.
Le taux de redondance est calculé pour chaque couple de base, afin d’évaluer leurs éléments communs, et
pour Gardon et l’union de TRANSPATH et Ingenuity (Gardon ∩(TRANSPATH +Ingenuity)) afin d’évaluer
la pertinence de l’utilisation d’une base experte par rapport à ce qui est disponible dans les bases généralistes.
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Le calcul de la redondance entre les bases Gardon [S], TRANSPATH [S] et Ingenuity [S] nous informe
sur l’information commune des bases extraites tandis que son calcul sur Gardon [SR], TRANSPATH [SR]
et Ingenuity [SR] nous informe sur la partie relative au métabolisme énergétique des bases.
1.3.7 Identification d’éléments clefs
En première approche, nous ordonnons les sommets du graphe d’influences extraît à partir de la liste de
1 738 gènes par le nombre d’influences entrantes ou sortantes de ce sommet. Un nombre élevé d’influences
entrantes indique que le sommet est régulé par une multitude de molécules, tandis qu’un nombre élevé d’in-
fluences sortantes indique que le sommet régule de nombreuses molécules. Nous obtenons alors un ensemble
ordonné d’éléments comportant les principaux carrefours des mécanismes de transduction du signal ayant
un lien avec le métabolisme énergétique.
138
Fig. 1.3.1 – Conversions entre bases de données Transpath est convertie dans un formalisme proche de
celui de Gardon (i.e. une base de données relationnelle MySQL), puis les noms de molécules sont normalisés.
Il en résulte une base de données commune. En interprétant les différents types de relations de Gardon ou
de TRANSPATH, il est possible de faire des comparaisons entre ces deux bases à ce niveau de détail.
En raison de l’absence de documentation et de la sortie d’Ingenuity dont le format n’est pas exploitable, nous
ne pouvons pas représenter cette base dans ce formalisme. Afin de réaliser des comparaisons, nous sommes
forcés de descendre d’un niveau de détail et de construire un graphe d’influences.
Notre objectif étant de comparer ces trois bases, nous n’avons pas exploité le niveau des relations pour
comparer seulement TRANSPATH et Gardon et avons concentré nos efforts sur la comparaison des trois





2.1 Position des bases de connaissances en terme de champs dis-
ciplinaires
2.1.1 Un grand nombre de journaux et quelques journaux phares
La majorité du contenu des bases est extraite d’un faible nombre de journaux phares. En effet les 10
premiers journaux des bases (en terme de nombre d’identifiants Pubmed différents) contiennent la plupart
des identifiants Pubmed (les dix journaux phares de Gardon contiennent 78% des identifiants Pubmed
différents, TRANSPATH : 52%, Ingenuity : 66%, Gardon [R] : 77%, TRANSPATH [R] 62% et Ingenuity
[R] 75%). En revanche, les identifiants Pubmed restants sont dispersés entre de nombreux journaux qui
apparaissent de 1 à 6 fois chacun.
Tab. 2.1.1 – Nombre de journaux communs




Gardon [E] ∩TRANSPATH [E] 33 89
Gardon [E] ∩Ingenuity [E] 35 94
TRANSPATH [E] ∩Ingenuity [E] 237 69




Gardon [R] ∩TRANSPATH [R] 24 73
Gardon [R] ∩Ingenuity [R] 28 85
TRANSPATH [R] ∩Ingenuity [R] 88 54
Gardon [R] ∩(TRANSPATH [R] +Ingenuity [R]) 30 91
aNombre de journaux communs / Nombre de journaux de la plus petite base
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Tab. 2.1.2 – Nombre d’identifiants Pubmed différents par journaux
.
Nombre de journaux (proportion)
Base Gardon [E] TRANSPATH [E] Ingenuity [E]a Gardon [R] TRANSPATH [R] Ingenuity [R]b
Nombre d’identifiants Pubmed
différents par journaux
= 1 18 (49%) 140 (28%) 147(43%) 15 (45%) 71 (44%) 83 (49%)
[2; 5] 11 (30%) 138 (27%) 110(32%) 12 (36%) 50 (31%) 43 (25%)
[6; 10] 4 (11%) 68 (13%) 20( 6%) 2 ( 6%) 13 ( 8%) 13 ( 8%)
[11; 15] 1 ( 3%) 25 ( 5%) 15( 4%) 3 ( 9%) 6 ( 4%) 4 ( 2%)
[16; 20] 1 ( 3%) 11 ( 2%) 7( 2%) 0 ( 0%) 2 ( 1%) 8 ( 5%)
[21; 25] 1 ( 3%) 7 ( 1%) 3( 1%) 0 ( 0%) 4 ( 2%) 5 ( 3%)
[26; 50] 0 ( 0%) 32 ( 6%) 16( 5%) 1 ( 3%) 12 ( 7%) 4 ( 2%)
≥ 50 1 ( 3%) 84 (17%) 26( 7%) 0 ( 0%) 5 ( 3%) 11 ( 6%)
aIngenuity contient en plus 171 phrases pour lesquelles nous n’avons pas extrait de Pubmed.




2.1.2 Coeur de cible des bases
Les dix premiers journaux phares des bases et les ex aequo sont présentés tableau 2.1.3. Ils donnent un
aperçu de la politique des bases relativement fiable puisqu’ils contiennent à eux seul plus de la moitié des
publications.
On remarque tout d’abord que J Biol Chem est le journal dont est extraite la majorité des interactions
des bases, ce qui est cohérent à la fois avec l’impact factor de ce journal1, sa ligne éditoriale et l’objectif des
bases de décrire des connaissances de biochimie. Ce classement contient aussi d’autres grands journaux de
biochimie (EMBO J, Biochem Biophys Res Commun, Biochem J, Biochim Biophys Acta) et des journaux
généralistes (Proc Natl Acad Sci (i.e. PNAS)).
De plus TRANSPATH et Ingenuity font aussi référence à plusieurs journaux spécialisés en santé humaine
comme Oncogène (spécialisé cancer, dans TRANSPATH et Ingenuity), J Immunol (spécialisé immunologie,
dans TRANSPATH et Ingenuity) et J Clin Invest (spécialisé dans les mécanismes biologiques relatifs aux
pathologies, dans Ingenuity).
L’analyse de cette liste fait aussi ressortir la spécialisation de Gardon. En effet cette base contient deux
journaux spécialisés lipides dans sa liste de journaux phares (J Lipid Res et Lipids) ainsi qu’un journal
de nutrition : J Nutr. Tout comme les bases expertes, Gardon contient un grand nombre de publications
extraites de journaux généralistes pour lesquels il est impossible de se prononcer sur le champ disciplinaire
à la seule lecture du titre du journal.
1D’après l’éditeur, ce journal reste le plus cité, voir http://www.jbc.org/site/misc/journalranking.xhtml
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Tab. 2.1.3 – Journaux phares des bases
Gardon [E] TRANSPATH [E] Ingenuity [E]
Journal Pubmeda Journal Pubmed Journal Pubmed
J Biol Chem 62 J Biol Chem 7468 J Biol Chem 1964
Proc Natl Acad Sci U S A 21 Mol Cell Biol 1509 Endocrinology 871
Biochem Biophys Res Commun 17 Proc Natl Acad Sci U S A 1174 Proc Natl Acad Sci U S A 564
J Lipid Res 15 J Immunol 1037 Cancer Res 329
Mol Cell Biol 8 Biochem Biophys Res Commun 957 J Lipid Res 328
Biochem J 8 Oncogene 862 Mol Cell Biol 258
Lipids 6 EMBO J 733 Oncogene 243
Biochim Biophys Acta 6 Blood 574 J Immunol 225
J Nutr 5 Biochem J 548 Mol Endocrinol 201
Genes Dev 4 FEBS Lett 517 J Clin Invest 189
Diabetes 4
Gardon [R] TRANSPATH [R] Ingenuity [R]
Journal Pubmed Journal Pubmed Journal Pubmed
J Biol Chem 47 J Biol Chem 599 J Biol Chem 912
Biochem Biophys Res Commun 14 Mol Cell Biol 160 Endocrinology 419
J Lipid Res 13 EMBO J 90 Proc Natl Acad Sci U S A 224
Proc Natl Acad Sci U S A 12 Proc Natl Acad Sci U S A 89 J Lipid Res 155
Mol Cell Biol 8 Biochem Biophys Res Commun 66 Cancer Res 140
Biochem J 7 Cancer Res 48 Oncogene 123
Lipids 5 Mol Cell 48 Mol Cell Biol 122
Biochim Biophys Acta 4 FEBS Lett 43 Mol Endocrinol 107
J Nutr 4 Mol Endocrinol 42 J Immunol 88








2.1.3 Bibliographie relative aux lipides
Pour la majorité des journaux présents dans la liste phare de Gardon dont la thématique est relative
au métabolisme des lipides, les bases généralistes les citent avec un nombre d’identifiants Pubmed différents
bien plus élevé que Gardon2.
Les seuls cas où la base experte contient plus de bibliographie extraite de journaux relatifs au métabolisme
des lipides que les bases généralistes concernent : Lipids (en dernière position dans TRANSPATH avec un
identifiant Pubmed et 78 ème position dans Ingenuity avec six identifiants Pubmed) et J Nutr qui n’est pas
présent dans TRANSPATH.
Par conséquent, à quelques exceptions près, les bases généralistes contiennent plus d’information relative
au métabolisme des lipides que la base experte, bien que leur coeur de cible soit plus généraliste. Ceci
confirme, sous réserve de pertinence des informations référencées, leur intérêt pour une problématique trop
vaste pour une expertise et dont la frontière est incertaine sur des thématiques telle que le métabolisme des
lipides.
2.2 Quantité de bibliographie
Tab. 2.2.1 – Nombre d’identifiants Pubmed communs
Bases Pubmed (communs) Couverture (%) a
Gardon 196
TRANSPATH 29 240 b
Ingenuity 7 867
Gardon [E] ∩TRANSPATH [E] 40 20
Gardon [E] ∩Ingenuity [E] 103 53
TRANSPATH [E] ∩Ingenuity [E] 969 12
Gardon [E] ∩(TRANSPATH [E] +Ingenuity [E]) 115 59
Gardon [R] 151
TRANSPATH [R] 1 979
Ingenuity [R] 3 156
Gardon [R] ∩TRANSPATH [R] 7 5.6
Gardon [R] ∩Ingenuity [R] 50 33
TRANSPATH [R] ∩Ingenuity [R] 67 3.4
Gardon [R] ∩(TRANSPATH [R] +Ingenuity [R]) 54 35
aNombre d’identifiants Pubmed communs / Nombre d’identifiants Pubmed de la plus petite base
bUn identifiant Pubmed parmi ceux référencés dans TRANSPATH était erroné et ne pointait pas vers une publication. Il a
été manuellement retiré de l’analyse
2.2.1 Les bases généralistes contiennent beaucoup de bibliographie
Lorsqu’on analyse la quantité totale de bibliographie, les bases généralistes arrivent en tête de classement
suivies de loin par Gardon [E], ce qui est bien évidemment cohérent avec les objectifs de ces bases (c.f.
tableau 2.2.1).
Même après sélection sur les 1 738 gènes identifiés comme importants dans le métabolisme énergétique,
Gardon reste toujours loin derrière les bases généralistes. Par conséquent Gardon traite beaucoup moins de
publications que les bases expertes, y compris sur un sujet incluant son domaine d’expertise.
2 J Nutr est en 54 ème position dans Ingenuity avec 13 identifiants Pubmed, J Lipid Res apparaît en 5ème position dans
Ingenuity (sans doute en raison du biais de requête) et en 68ème position dans TRANSPATH (avec 64 identifiants Pubmed),
Diabetes arrive en 21 ème position dans Ingenuity avec 58 identifiants Pubmed et en 73ème position dans TRANSPATH avec
62 identifiants Pubmed.
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2.2.2 Ingenuity est une base riche en bibliographie
Après sélection sur les 1 738 gènes identifiés comme importants dans le métabolisme énergétique,
Ingenuity [R] contient beaucoup plus d’identifiants Pubmed que TRANSPATH [R] ce qui rend cette base
intéressante pour identifier des publications relatives à un ensemble de gènes.
L’exploitation de la bibliographie à partir d’Ingenuity est tout de même plus difficile qu’à partir de
TRANSPATH ; en effet l’absence d’API nécessite d’extraire à la main une page web par élément de la liste
de requêtes3. Une fois les pages web récupérées, l’extraction automatique des identifiants Pubmed est facile.
Par conséquent, lorsque l’objectif est d’identifier un grand nombre de publications relatives à une liste de
quelques milliers de molécules , Ingenuity est - sous réserve que la bibliographie extraite soit pertinente - la
source à exploiter en priorité, malgré l’aspect manuel de son utilisation.
2.2.3 Les trois bases de données ne référencent pas les mêmes publications
L’intersection entre TRANSPATH et Ingenuity est faible avant et après sélection sur la liste des 1 738
gènes. Par conséquent il est intéressant d’exploiter de manière conjointe ces deux bases de données.
Gardon est une base très mal couverte, que ce soit par TRANSPATH ou par Ingenuity. Par conséquent,
si l’objectif est d’identifier des publications relatives au métabolisme énergétique, on ne peut pas se dispenser
de réaliser une base experte.
Inversement, Gardon ne contient pas toute l’information présente dans les bases généralistes, y compris
lorsqu’on se restreint à la liste des 1 738 gènes considérés comme importants.
2.2.4 Conclusion
Au final les différentes bases n’exploitent pas les mêmes sources bibliographiques, et il y a donc un gain
important à en exploiter plusieurs afin de couvrir un maximum de bibliographie. De plus, étant donné que
nous ne savons pas à quel point l’information est redondante d’une publication à l’autre, nous ne pouvons
pas extrapoler ce résultat au contenu des bases et devons donc analyser ce dernier.
2.3 Quantité d’information extractible
2.3.1 Quantité d’information extractible en terme d’influences
Nombre de sommets et d’influences Lorsque nous analysons le nombre de sommets (c.f. tableau 2.3.1)
et d’influences (c.f. tableau 2.3.2) présents dans les bases entières, TRANSPATH [E] et Ingenuity [E] de-
vancent de loin Gardon [E]. L’importance de l’écart confirme qu’il est impossible d’espérer construire une
base de l’envergure de TRANSPATH à l’échelle d’un ou de quelques laboratoires. Ceci est appuyé par le
nombre de relations de Gardon4 (1 874) qui est bien plus petit que celui de TRANSPATH (166 151).
Nombre de sommets annotés Dans ces trois bases Gardon [E] contient un pourcentage important
d’éléments annotés dans HGNC et KEGG ; ceci s’explique par la méthode de construction de la base qui a
consisté à rechercher systématiquement les références HGNC de tous ces éléments. Ingenuity [E] a aussi un
fort pourcentage de sommets annotés en raison de la méthode d’extraction. Les 100% ne sont pas atteints
en raison de la présence de complexes (c.f. 1.2.3). TRANSPATH [E] comporte seulement 13% d’éléments
annotés par ces bases, le reste est annoté par d’autres bases non exploitées ici telles que CAS, ou contient
des complexes formés à partir de molécules. Ces 13% représentent tout de même une quantité importante
d’informations qu’il est possible d’étendre ultérieurement en exploitant de nouvelles bases d’identifiants de
molécules.
3Un ordre de grandeur est 5 secondes par page et par personne
4Dans la base d’origine, avant conversion en influences
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Tab. 2.3.1 – Annotation des sommets par KEGG ou HGNC
Base Nombre Nombre de sommets
de sommets normalisés a Rapport (%) b
Gardon 513 336 65
TRANSPATH 62 235 8 129 13
Ingenuityc 3 459 2 402 69
Gardon [R] 247 182 44
TRANSPATH [R] 4 101 2 742 66
Ingenuity [R] 2 427 1 758 72 d
aSommets annotés par un identifiant HGNC ou KEGG
bNombre de sommets normalisés / nombre de sommets total
cCes chiffres ne doivent pas être comparés avec les autres bases car KEGG et TRANSPATH sont des bases complètes
tandis qu’Ingenuity représente ce que nous en avons extrait. Par conséquent toute comparaison sous-estime le contenu
réel d’Ingenuity.
dLe chiffre de 100% n’est pas obtenu car la méthode d’extraction des relations détecte les relations de types “com-
plexes”, il y a donc 28% du contenu de la partie extraite d’Ingenuity qui est composé de complexes d’éléments référencés
dans KEGG ou HGNC.
Tab. 2.3.2 – Nombre d’influences extraites des bases de données bibliographiques
Nombre Pertes lors de
Bases d’influences la sélection (%) a
Gardon [E] 935
TRANSPATH [E] 131 295
Ingenuity [E] 11 673
Gardon [R] 411 56
TRANSPATH [R] 6 426 95
Ingenuity [R] 6 033 48
aLes bases notées [R] ont été obtenues en sélectionnant toutes les influences dont au moins un des sommets est présent
dans une liste de 1 738 gènes. La procédure est détaillé en 1.3.2.
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2.3.2 Quantité d’information extractible en terme d’influences relatives au mé-
tabolisme énergétique
Effet de la sélection sur la liste des 1 738 gènes relatifs au métabolisme énergétique sur le
nombre de sommets
La sélection des bases qui ne conserve que les interactions dont au moins un élément est dans la liste des
1 738 gènes fait perdre un grand nombre de sommets de TRANSPATH [E] (on perd 93% des sommets) ce
qui est normal car on réduit une vaste base entière à un petit sous-ensemble. Les pertes d’Ingenuity [E] sont
faibles (29%) en raison de la méthode d’extraction de cette base. Celles de Gardon [E] (19%) sont encore
moins élevées, ce qui veut dire que les experts n’ont identifié comme importants que peu de sommets qui
n’appartiennent pas à la liste des 1 738 ayant servi à la sélection.
L’étape de sélection n’influe pas sur la relation d’ordre en terme de quantité de sommets entre les bases :
que ce soit lorsque nous considérons tous les sommets ou lorsque nous considérons les sommets annotés dans
HGNC ou KEGG, TRANSPATH reste le premier. Dans le cas de notre liste de 1 738 gènes, il est donc
plus productif de réaliser une sélection de TRANSPATH [E] pour obtenir des sommets ayant un lien avec
ces éléments que de tenter de les extraire d’Ingenuity [E] ou de les faire identifier par des experts. Le temps
de travail (quelques heures pour TRANSPATH [E], plusieurs semaines pour Ingenuity et Gardon) plaide
d’autant plus en faveur de l’utilisation d’une licence TRANSPATH [E] pour identifier un grand nombre de
molécules.
Ce résultat doit, pour le moment, être nuancé ; en effet rien ne dit que les bases contiennent toutes les
mêmes sommets, ni que le grand nombre de sommets de TRANSPATH [E] ou Ingenuity [E] ne s’explique
pas par un contenu abondant, mais peu fiable.
Effet sur le nombre de sommets annotés de la sélection des sommets inclus dans la liste des
1 738 gènes relatifs au métabolisme énergétique
Une fois les bases sélectionnées sur la liste des 1 738 gènes, ces dernières contiennent, comme attendu,
un pourcentage d’éléments annotés dans KEGG ou HGNC bien plus élevé qu’avant sélection puisque chaque
influence contient au moins un identifiant HGNC. On n’obtient pas 100% car le second élément de l’influence
n’est pas forcément un élément de la liste des 1 738 gènes.
Les pourcentages d’éléments annotés dans HGNC ou KEGG obtenus restent faibles (sauf pour Ingenuity
[R] en raison de la méthode d’extraction), ce qui signifie que des problèmes de synonymes entre bases peuvent
encore exister sur ces bases, même après sélection sur la liste des 1 738 gènes.
Effet de la sélection sur la liste des 1 738 gènes relatifs au métabolisme énergétique sur le
nombre d’influences
La sélection diminue de manière importante le nombre d’influences des bases pour les mêmes raisons que
celles exposées lors de l’analyse des sommets.
Après sélection, la base issue de TRANSPATH comporte un peu plus d’influences que celle extraite
d’Ingenuity (6 426 contre 6 033). De plus l’extraction à partir de TRANSPATH demande un travail beaucoup
plus simple que l’extraction à partir d’Ingenuity. Cette base contient de plus des informations qui sont a
priori plus fiables car la signification des termes décrivant les relations est détaillée dans la documentation
et car la méthode d’exploitation est plus directe. Par conséquent s’il faut exploiter une unique base afin
de récupérer un maximum d’influences pour analyser une liste d’éléments importants dans le métabolisme
énergétique TRANSPATH est, sur le plan quantitatif le meilleur candidat.
Les autres bases peuvent néanmoins apporter de l’information complémentaire à TRANSPATH :
Ingenuity [S] contient presque autant d’influences que TRANSPATH [S] et Gardon contient a priori des
informations importantes dans notre cadre d’étude car elles ont été sélectionnées par des experts.
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Conclusion
En terme de quantité d’information directement exploitable, ou en terme de quantité d’information
relative au métabolisme énergétique, le meilleur choix consiste à se tourner vers TRANSPATH, qui en plus
de proposer le contenu le plus vaste nécessite le temps d’exploitation le plus faible. Il est suivi de près par
Ingenuity mais l’aspect laborieux de l’exploitation de cette base, et l’incertitude sur le sens de son contenu
diminuent grandement son intérêt. Gardon arrive sans surprise à la troisième position, ce qui est normal
pour une base experte.
2.3.3 Les bases sont complémentaires
L’étude des sources bibliographiques employées suggère que les différentes bases contiennent des infor-
mations potentiellement complémentaires. Nous allons donc évaluer l’utilité de l’exploitation des différentes
bases en calculant leurs éléments communs. Les résultats du calcul des éléments communs sont présentés
tableau 2.3.3.
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Tab. 2.3.3 – Evaluation de la redondance entre les bases
Sommets Taux de Influences a Taux de
Base communs redondance (%) b communes redondance (%) c
Gardon [S] 315 654
TRANSPATH [S] 8 025 22 775
Ingenuity [S] 2 274 9 116
Gardon [S] ∩TRANSPATH [S] 225 71 10 1.5
Gardon [S] ∩Ingenuity [S] 163 52 41 6.2
TRANSPATH [S] ∩Ingenuity [S] 1 387 61 177 1.2
Gardon [S] ∩(TRANSPATH [S] +Ingenuity [S])d 240 76 47 7.2
Gardon [SR] 177 323
TRANSPATH [SR] 2 734 4 491
Ingenuity [SR] 1 724 5 244
Gardon [SR] ∩TRANSPATH [SR] 106 60 8 2.4
Gardon [SR] ∩Ingenuity [SR] 104 59 32 9.9
TRANSPATH [SR] ∩Ingenuity [SR] 611 35 68 1.5
Gardon [SR] ∩(TRANSPATH [SR] +Ingenuity [SR]) 126 71 37 11
aSeules les influences contenant deux sommets possédant un identifiant HGNC ou KEGG sont utilisées dans cette analyse
afin de corriger le biais de synonymes (c.f. ??). Deux influences sont considérées comme identiques si elles ont les mêmes sommes,
le même sens, et le même signe
bNombre de sommets communs / nombre de sommets de la plus petite base
cNombre d’influences communes / nombre d’influences de la plus petite base




Les bases généralistes ne contiennent pas les informations de la base experte
La base Gardon est une base réalisée par expertise, une tâche qui demande une quantité de travail
importante. Une alternative éventuelle serait de n’exploiter que les bases généralistes. Afin d’évaluer la
pertinence de cette alternative, nous calculons la proportion de Gardon contenue dans les bases généralistes.
Le calcul du nombre d’éléments communs entre Gardon [S] et TRANSPATH [S] ou Ingenuity [S] montre
tout d’abord que la majorité des sommets Gardon [S] se retrouve dans chacune de ces deux bases. Par contre,
lorsque l’on s’intéresse aux influences, les bases ne se recouvrent pas du tout.
Ce point démontre les lacunes des bases généralistes pour décrire des interactions sur le métabolisme
des lipides, un sujet plus précis que leur objectif. Par conséquent, dans l’état actuel des choses, l’expertise
ne peut pas être substituée par la simple exploitation de bases généralistes. Il est donc tout à fait utile de
combiner une base experte avec une (ou plusieurs) bases généralistes.
TRANSPATH ne contient pas la partie extraite d’Ingenuity
L’exploitation de plusieurs bases généralistes multiplie les coûts de licences et les efforts d’exploitation.
Pour évaluer le gain à utiliser une source supplémentaire, nous évaluons la quantité d’information commune
entre ce que nous avons extrait d’Ingenuity, et ce qui est disponible dans TRANSPATH.
Là encore, l’intersection en terme d’influences est très faible. Par conséquent, sous réserve que les infor-
mations extraites d’Ingenuity soient pertinentes, il est judicieux d’exploiter les deux bases.
L’analyse après sélection sur la liste des 1 738 gènes n’améliore pas beaucoup le pourcentage de recou-
vrement en terme d’influence. On peut donc raisonnablement supposer que le faible recouvrement en terme
d’influences ne s’explique pas par une extraction d’un sous-ensemble trop petit d’Ingenuity, mais bien par
un contenu différent.
2.4 Identification d’éléments clefs
Les dix premiers éléments en terme d’influences entrantes, sortantes et totales sont présentés tableau 2.4.1.
Ces éléments sont des carrefours des mécanismes de transduction du signal ayant un lien avec le métabolisme
énergétique.
2.4.1 Des résultats globalement cohérents avec les a priori.
Des éléments clefs cohérents avec les résultats issus du clustering Parmi les éléments clefs, on
retrouve des gènes connus pour réguler (entre autre) les principales fonctions mises en évidences lors de
l’étape de clustering des données de microarray issues de la mise à jeûn du poulet (c.f. 2.3). Ces éléments
sont les gènes relatifs à la voie de l’insuline (INS5 IRS16 et IRS27), au catabolisme des acides gras (ACOX18),
à la synthèse des acides gras( NR1H39 ACACA10 et FASN11) et au métabolisme du cholesterol HMGCR12.
Des éléments clefs cohérents avec la bibliographie Deux éléments relatifs au transport des lipides :
ABCA113 et FABP414 ont aussi été mis en évidence. Comme attendu après l’étude bibliographique (c.f.2.3).
5Le gène de l’insuline
6Insulin receptor substrate 1
7Insulin receptor substrate 2
8Peroxisomal acyl-coenzyme A oxidase 1 ; un enzyme de la β–oxydation.
9LXRα, un ligand de SREBP1.
10Aacetyl-Coenzyme A carboxylase alpha (aussi connu sous le nom d’ACC)
11Fatty acid synthase
123-hydroxy-3-methylglutaryl-Coenzyme A reductase, une étape limitante fortement régulée de la synthèse du cholesterol
(d’après http://www.ncbi.nlm.nih.gov/).
13ATP-binding cassette, sub-family A (ABC1), member 1. La protéine codée par ce gène est un des principaux régulateur de
l’homéostasie du cholesterol et des phospholipides.
14Fatty acid binding protein 4 ; un transporteur des acides gras.
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Le transport des lipides est un carrefour important dans la régulation du métabolisme des lipides, il n’est
donc pas surprenant de retrouver des éléments de cette fonction parmi les éléments clef.
La mise en évidence de ces deux éléments en particulier parmi l’ensemble des éléments du transport des
lipides est par contre, une information qui n’était pas connue suite à l’étude bibliographique.
Une méthode dépendante de la qualité des sources Parmi les éléments identifiés, FAS (i.e., Fas
(TNF receptor superfamily, member 6)) 15 est le seul qui n’est pas décrit dans la bibliographie comme un
élément relatif au métabolisme énergétique et sa présence est inattendue. Ce terme est en effet identifié
comme important à tort en raison de son homonymie dans Ingenuity avec “FAS” pour fatty acid synthase
16. Ce point fait ressortir de manière concrète toute la difficulté à analyser des données dont les éléments ne
sont pas normalisés.
2.4.2 Mise en évidence d’élements clefs
Identification d’éléments dont l’importance n’était pas évidente a priori En plus des éléments
dont l’importance était évidente a priori, l’analyse des sommets les plus connectés a permis d’identifier
comme importants PPARGC1A, MAPK1, UBC IGF1 et IGF2. Ces éléments sont particulièrement bien
décrits dans la bibliographie, ce qui est une explication à leur présence dans le haut du classement en terme
d’influences qui les concernent.
Les deux facteurs de croissances IGF117 et IGF218 interviennent notamment dans le métabolisme, la
croissance cellulaire et la prolifération des cellules et dans de nombreuses autres voies de signalisation [343].
PPARGC1A19 est un gène dont la protéine est un coactivateur de la transcription des gènes du métabo-
lisme énergétique. Cette protéine permet l’interaction de PPARγ (un régulateur du stockage des acides gras
et du métabolisme du glucose) avec divers facteurs de transcription. Elle intervient aussi dans la régulation
de la genèse des mitochondries et elle possède divers autres rôles non détaillés ici 20.
MAPK121 a aussi été identifiée comme un élément fortement régulé (en raison du nombre élevé d’in-
fluences entrantes). La protéine codée par ce gène est impliquée dans de nombeux mécanismes de régulation.
Elle joue notamment un rôle dans la régulation de la synthèse des acides gras [238]. Cette protéine fait partie
de la famille des MAP kinases. Les MAP kinases interviennent dans la prolifération et la differentiation des
cellules (voir notamment MAPK14 ou p38MAPK, et les protéines ERK [243, 323]) , dans la régulation de
la transcription et dans le contrôle du développement [281,44]. Cette protéine est un élément d’un immense
carrefour de nombreuses voies de signalisation dont le rôle est bien plus vaste que celui du métabolisme
énergétique.
L’UBC22 est une protéine capable de se fixer à d’autres protéines pour adresser ces dernières vers la
dégradation dans le proteasome. Cette protéine joue aussi un rôle dans la maintenance de la structure
chromatique, dans la régulation de l’expression des gènes, dans la réponse au stress, dans la genèse des
ribosome, dans la réparation de l’ADN 23 et dans le métabolisme de l’énergie [338].
Ces quatre molécules sont décrites dans la bibliographie pour avoir un rôle dans le métabolisme éner-
gétique ou le métabolisme des lipides, ce qui est cohérent avec leur présence dans la liste. Elles participent
aussi à la régulation de nombreuses autres fonctions biologiques. Cette analyse a donc fait ressortir leur
importance en tant que carrefour de diverses voies de signalisation. Ces molécules sont de bons candidats
potentiels 24 en terme de régulateurs clefs du métabolisme en réponse au jeûne.
15La protéine codée par ce gène est impliquée dans de nombeux mécanismes de régulations. Elle joue notamment un rôle
dans l’apoptose.
16Le nom HGNC officiel pour la fatty acid synthase n’est pas FAS mais FASN.
17Insulin-like growth factor 1 (somatomedin C)
18Insulin-like growth factor 2 (somatomedin A)
19PPARγ, coactivator 1 alpha
20D’après www.ncbi.nlm.nih.gov.
21Mitogen-activated protein kinase 1
22Ubiquitin C
23D’après www.genecards.org
24Leur rôle dans ce métabolisme nécessite tout de même d’être validé expérimentalement.
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Un métabolisme très connecté aux autres fonctions D’un côté PPARGC1A et MAPK1 sont di-
rectement reliées par au moins une influence à un élément de la liste des 1 738 gènes et d’un autre côté
ces molécules sont décrites comme intervenant dans la régulation de nombreuses fonctions biologiques. Il
existe donc des liens directs (en terme d’influences) entre le métabolisme énergétique et d’autres fonctions
de la cellule. Parmi ces fonctions, certaines influent directement sur la consommation d’énergie (comme par
exemple la prolifération cellulaire). La présence de ces liens illustre la complexité de ce métabolisme et rend
difficile la construction d’une frontière pour l’étudier comme une entité isolée.
Tab. 2.4.1 – Liste des 10 sommets les plus connectés au reste du graphe
Nombre d’influences totales a Nombre d’influences entrantes b Nombre d’influences sortantes c
Identifiant nombre Identifiant nombre Identifiant nombre
[HGNC]-IGF1 922 [HGNC]-FASN 357 [HGNC]-IGF1 707
[HGNC]-FASN 605 [HGNC]-IRS1 352 [HGNC]-INS 529
[HGNC]-IRS1 601 [HGNC]-IGF1 215 [HGNC]-IRS1 249
[HGNC]-INS 561 [HGNC]-IRS2 171 [HGNC]-FASN 248
[HGNC]-FASd 266 [HGNC]-ACACA 131 [HGNC]-FAS 208
[HGNC]-IRS2 259 [HGNC]-ABCA1 120 [HGNC]-UBC 172
[HGNC]-PPARGC1A 247 [HGNC]-HMGCR 108 [HGNC]-PPARGC1A 148
[HGNC]-IGF2 231 [HGNC]-FABP4 101 [HGNC]-NR1H3 147
[HGNC]-NR1H3 204 [HGNC]-PPARGC1A 99 [HGNC]-IGF2 139
[HGNC]-ABCA1 184 [HGNC]-MAPK1 98 [HGNC]-ACOX1 114
[HGNC]-UBC 184
aReprésente le nombre d’influences dans lesquelles le sommet est soit la source soit la cible
bReprésente le nombre d’influences dans lesquelles le sommet est la cible
cReprésente le nombre d’influences dans lesquelles le sommet est la source
dFAS est (TNF receptor superfamily, member 6), ce n’est pas la fatty acid synthase qui est notée FASN.
2.5 Conclusion
L’extraction d’influences à partir des bases de données bibliographiques est possible En se
limitant aux éléments relatifs au métabolisme énergétique 25 et aux sommets annotés par un terme HGNC
ou KEGG (bases [SR]), on obtient un graphe de 9 667 interactions et 3 865 sommets. En ne se limitant pas
aux éléments annotés dans KEGG ou HGNC (bases [R]), le graphe construit contient 12 391 interactions et
5 903 sommets.
Tous les éléments d’intérêt ne sont pas décrits TRANSPATH [R] contient 47% des gènes de la liste
des 1 738 identifiés comme importants dans le métabolisme énergétique, Ingenuity [R] 14% et Gardon [R]
4%. Une fois ces trois bases réunies, le graphe d’influences construit contient 49% des gènes de la liste.
Au final, malgré une quantité d’informations importante, seulement la moitié des gènes d’intérêts est
impliquée dans au moins une influence. De plus, l’exploitation d’Ingenuity et de Gardon augmente la couver-
ture seulement de 2% par rapport à l’utilisation de TRANSPATH. En effet, les bases de données contiennent
une forte proportion de sommets communs (c.f. tableau 2.3.3), et cet ensemble ne suffit pas à traiter tous
les éléments de notre liste d’intérêt.
Cette structure reflète probablement la structure de la bibliographie : les bases traitent un ensemble
commun de sommets bien décrits dans les publications (i.e. les sommets de la liste présents dans les bases
et les sommets des influences récupérées) tandis que les sommets peu décrits ne sont présents dans aucune
des bases.
25En sélectionnant sur la liste de 1 738, c.f.1.3.5.
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Les influences des bases sont complémentaires Bien que les bases analysées aient de nombreux
sommets communs, elles contiennent des influences différentes. Il est donc utile d’exploiter l’ensemble de ces
bases afin d’avoir une meilleure couverture des influences relatives au métabolisme énergétique.
Les bases généralistes ne couvrent pas la base experte L’ensemble des influences extraites des
deux bases généralistes TRANSPATH et Ingenuity ne recouvre pas les influences extraites de Gardon. Par
conséquent sur un sujet tel que le métabolisme des lipides (le coeur de cible de Gardon), les bases généralistes
ont d’importantes lacunes et ne peuvent pas se substituer entièrement à la réalisation d’un base experte.
L’extraction d’influences à partir de TRANSPATH est plus aisée qu’à partir d’Ingenuity
Parmi les bases analysées, TRANSPATH est la meilleure source pour l’extraction influences, que ce soit
de manière générale ou relativement au métabolisme énergétique. En effet, en plus d’un contenu important,
TRANSPATH met à disposition une structure de données facilement exploitable. Cette dernière contient
des relations dont le sens est clairement défini dans la documentation et des molécules identifiées par une
référence vers des bases classiques de molécules.
Identification d’éléments clefs Au final, la construction de graphe d’influences permet de mettre en
évidence des élémens clefs en relation avec un ensemble de gènes. La plupart de ces éléments sont cohérents
avec les résultats du clustering et correspondent aux éléments connus par l’expertise et couramment décrits
dans la bibliographie, ce qui corrobore cette méthode.
Cette méthode identifie aussi des éléments dont le rôle dans le métabolisme énergétique est connu, mais
dont l’importance n’est pas évidente. La construction de graphes d’influences est donc utile pour repérer les
principaux carrefours de transduction du signal auxquels sont connectés les éléments d’une liste.
La simple analyse des sommets les plus connectés est néanmoins une méthodologie brutale. Elle est
fortement biaisée par l’abondance de bibliographie sur certains éléments : elle peut mettre en évidence un
sommet clef très décrit dans un contexte différent du métabolisme énergétique et qui posséde une seule
intéraction en lien avec les 1 738 de la liste. Par conséquent elle n’exploite pas toute la structure du réseau
et de meilleurs résultats restent envisageables suite au développement de méthodes d’analyses plus fines de
ce graphe, par exemple en exploitant sa topologie de manière plus globale et/ou en intégrant dans l’analyse
la variation de certains sommets mesurée expérimentalement.
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Troisième partie
Analyse d’un système complexe par
simplification : application au
métabolisme des acides gras lors du




Le métabolisme des acides gras est fortement régulé, puisque son comportement varie en fonction de
l’espèce, du génotype, de l’organe et des conditions expérimentales mises en jeu. Les voies métaboliques
sont généralement communes à tous ces contextes, mais leur importance relative varie. Or, si les réactions
biochimiques sous-jacentes des voies qui participent au métabolisme des lipides, leurs enzymes et leurs
principaux régulateurs sont relativement bien connues et bien référencées dans de nombreux manuels (ex :
[231]) et bases de connaissances (ex : KEGG), les lois de réponse cinétique de ces fonctions, ainsi que
leur hiérarchie d’importance vis-à-vis de la quantité et de la composition en lipides cellulaires restent mal
connues. En effet, s’il existe de nombreux jeux de données décrivant les variations d’un ou plusieurs éléments
du métabolisme des lipides, il reste difficile d’en déterminer la quantité d’informations déductibles et d’en
identifier les éléments clefs. La modélisation apparaît alors comme un outil permettant de décrire de manière
formalisée et analysable mathématiquement le métabolisme des lipides afin de simuler son comportement et
d’identifier les éléments responsables des phénotypes observés.
Actuellement, de nombreux modèles dynamiques se sont attachés à décrire une voie particulière du mé-
tabolisme énergétique, et notamment la glycolyse [154, 319]. Ces modèles mettent en œuvre un niveau de
détail important (24 réactions dans [154], 18 réactions dans [319]). Le niveau de détail de ces réactions im-
plique l’introduction dans le modèle de nombreux paramètres cinétiques ( 38 chez [154], 58 chez [319]) dont
l’évaluation des valeurs n’est pas évidente. Lorsque l’ensemble des paramètres cinétiques n’est pas facilement
évaluable, des méthodes mathématiques proposent de réduire la complexité des modèles en agrégeant certains
paramètres grâce à des contraintes, en supprimant des variables [73] ou en exploitant les corrélations entre
métabolites [211] tout en respectant certaines propriétés cinétiques. D’autres modèles se sont plutôt concen-
trés sur la régulation de quelques éléments (par exemple, la régulation génétique de l’opéron lactose chez
Escherichia coli [274]). A notre connaissance, aucun modèle dynamique n’avait tenté de décrire la hiérarchie
d’importance des voies du métabolisme des lipides dans la variation de la quantité et de la composition des
tissus en acides gras.
Choix d’une modélisation dynamique Rendre compte de l’aspect dynamique du métabolisme des li-
pides et des acides gras est particulièrement important d’un point de vue biologique puisque les priorités
dans les synthèses ou dans l’utilisation des différentes réserves énergétiques (i.e. glucides, lipides et protéines)
au niveau de l’organisme vont varier en fonction de la balance énergétique. Cette balance est par exemple
dépendante de l’alimentation (quantité, temporalité, types de nutriments...), de l’intensité d’exercice phy-
sique, etc, et donc aussi du temps. En outre, les voies de régulation du métabolisme des lipides, par leur
nature diverse (modulation de l’expression de gènes, de l’activité des enzymes, des cinétiques de réactions,
des translocations des transporteurs de substrat. . . ) interviennent à différentes échelles de temps (de la mi-
nute à la journée). Pour être validé empiriquement, un modèle dynamique doit être confronté à des données
dynamiques. En ce qui concerne le métabolisme des lipides et plus généralement le métabolisme de l’énergie,
des jeux de données décrivant la variation de quantités de métabolites au cours du temps dans diverses
conditions expérimentales, dans différents organes et dans différentes espèces existent aujourd’hui dans la
littérature. Ainsi l’évaluation de modèles dynamiques relatifs au métabolisme des lipides devrait être a priori
réalisable.
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Généricité A première vue, la diversité dans les comportements observés, les contextes expérimentaux
(ex : organe, espèce) et dans les conditions mises en œuvre inciterait à réaliser un modèle spécifique à chaque
cas. Ainsi on profiterait des hypothèses propres à chaque cas sans subir de contraintes extérieures, ce qui
permettrait un développement relativement rapide de chacun des modèles. Cependant, une telle méthode ne
permettra pas d’exploiter un ensemble de cas proches. A l’inverse, penser un modèle en vue de sa réutilisation
ultérieure dans différents cas (organe, espèce, condition expérimentale . . . ) permettra de recycler à moindre
frais les réalisations des travaux précédents, et surtout de réaliser des comparaisons entre ces différents cas.
En contrepartie, le développement d’un modèle générique implique de fixer une partie constante entre
modèles (donc indépendante des hypothèses spécifiques à chaque cas) et de prévoir une stratégie d’évolu-
tion du modèle lors de l’intégration d’informations qui n’étaient pas connues (ou pas exploitées) lors de la
conception de la partie constante.
Simplicité La modélisation sous forme d’équations différentielles ordinaires de tous les mécanismes biochi-
miques décrits dans la littérature implique l’introduction dans le modèle d’un grand nombre de paramètres
cinétiques, comme par exemple la constante de Michaelis-Menten (Km) et la vitesse maximum d’une réac-
tion enzymatique (V m), la quantité d’enzymes, les dépendances des fonctions vis-à-vis de leurs régulateurs
. . . Bien que certains d’entre eux soit connus in-vitro ( Km et V m des enzymes par exemple), une grande
partie des informations nécessaires reste inconnue ou dépendante de chaque contexte expérimental (quantité
d’enzymes par exemple). Les données présentes dans la littérature ne permettent pas de contraindre suffi-
samment un modèle ainsi construit pour obtenir un ajustement unique de tous ses paramètres ; le nombre de
degré de liberté introduit par les paramètres permettrait alors d’ajuster à peu près n’importe quelles données
expérimentales, ce qui remet en cause la pertinence de la validation empirique du modèle. De plus, certaines
lois de réponses d’un mécanisme ne sont pas connues, comme par exemple la dépendance d’une vitesse de
réaction en fonction de plusieurs régulateurs ou des régulations mettant en œuvre plusieurs mécanismes (ex :
régulation d’ACC [181]).
Le niveau de détail des mécanismes n’est donc pas adapté à la modélisation des données cinétiques du
métabolisme des lipides et reste incompatible avec l’objectif de compréhension que nous nous sommes fixés.
De plus, les fortes interconnections entre les éléments du métabolisme de l’énergie (c.f. figure 1.1.1) rendent
difficile la définition a priori d’une frontière d’étude des réactions biochimiques (par exemple, où s’arrête le
métabolisme des lipides et où commence celui des protéines ?).
La recherche d’un modèle le plus simple possible et cohérent avec les observations expérimentales permet
de limiter grandement le nombre de paramètres introduits en se limitant à décrire les éléments les plus
importants pour le contexte étudié. Cette démarche résout ainsi les problèmes de sur-paramétrisation tout
en remplissant l’objectif de compréhension.
Objectif et stratégie Afin d’identifier la hiérarchie d’importance des voies métaboliques dans la varia-
tion de la quantité d’acides gras tissulaires, et de pouvoir ultérieurement réaliser des comparaisons entre
conditions, notre travail a consisté à élaborer une stratégie de modélisation simple et générique. Afin de sa-
tisfaire les objectifs de simplicité, nous avons proposé des modèles ne décrivant que le nécessaire pour rester
cohérent avec les données observées, tout en ignorant parcimonieusement toute complexité superflue. Afin
de respecter la généricité, nous avons développé une méthode ascendante de construction de modèles dans
laquelle chaque ancien modèle est un cas particulier du nouveau modèle. Cette méthode permet notamment
de comparer entre eux les paramètres des différents modèles construits. En pratique un nouveau modèle est
obtenu à partir d’un ancien modèle par simplification ou par ajout d’un élément (séparation d’un paramètre
en deux, rajout d’un flux ou utilisation d’un cas limite).
L’application de cette démarche a débouché sur la construction d’un squelette de modèle valide a priori
quelque soit l’espèce et l’organe étudiés. Ce squelette sert de base à la création de tout nouveau modèle
du métabolisme des lipides. Il a alors été dérivé afin de réaliser un modèle dynamique simple décrivant la
composition hépatique en acides gras chez les souris de deux génotypes différents. Grâce à cette démarche,
nous avons pu mettre en évidence les voies biochimiques suffisantes et nécessaires pour décrire les variations
de quantité et de composition des acides gras dans ce contexte. Conformément à notre méthode de construc-
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tion ascendante, les modèles obtenus dans les deux génotypes partageaient des paramètres ayant la même
signification biologique. Leur comparaison nous a permis d’identifier les principales différences de comporte-





Construction d’un squelette générique
des principales voies du métabolisme
des acides gras
Le schéma général de construction du modèle et son squelette générique ont été présentés aux Journées
Ouvertes de Biologie, Informatique et Mathématique (JOBIM, Lille, 30 juin - 2 juillet 2008). Nous en
présentons ici les tenants et aboutissants.
Pour réaliser un squelette de modèle métabolique valide quels que soient l’organe, l’espèce et les conditions
expérimentales, nous avons fait appel à un panel d’experts afin de proposer un ensemble de comportements
biologiques généraux représentatifs du métabolisme des lipides. Ensuite nous avons recherché un modèle le
plus simple possible basé sur les voies et les régulations biologiques existantes, et qui respecte cet ensemble
de comportements.
1.1 Identification des fonctions biochimiques et des régulations
nécessaires pour respecter une liste de comportements
Identifier a priori des éléments par expertise pose la question de la définition du niveau de détail à
retenir (peut-on représenter la glycolyse par une seule fonction, ou faut-il détailler tous ces enzymes ?) et
de la quantité d’informations à intégrer (faut-il inclure le métabolisme des acides aminés dans celui des
lipides ?). Il est donc difficile de définir a priori ce que l’on entend par “élément important”.
Pour résoudre ce problème, un ensemble de fonctions candidates a d’abord été identifié par des experts
à partir de la bibliographie. Cet ensemble de fonctions a été ensuite réduit ou enrichi jusqu’à obtenir un
ensemble minimal qui respecte une liste de comportements biologiques bien connus. On définit ainsi comme
important l’ensemble des éléments nécessaires et suffisants pour satisfaire les comportements.
1.1.1 Identification des fonctions et des régulations candidates par expertise
Parmi les voies biochimiques décrites dans KEGG, [231] et dans les manuels de biochimie [271,231], les
experts ont retenu les voies généralement admises pour influencer de façon majeure les quantités d’acides
gras.
A priori, et comme présenté dans notre introduction bibliographique (c.f. I), les fonctions importantes
pour synthétiser et dégrader des acides gras peuvent être catégorisées en :
la glycolyse qui transforme en anaérobie le glucose en acétyl-coenzyme A, produit du NADH et utilise et
produit de l’ATP ;
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le cycle de Krebs qui utilise l’acétyl-coenzyme A pour produire de l’ATP, du FADH2 et du NADH en
aérobie ;
la chaîne respiratoire qui utilise en aérobie le NADH et le FADH2 pour produire de l’ATP ;
la cétogenèse qui transforme l’excès d’acétyl-coenzyme A en corps cétoniques ;
le cycle des pentoses (ou shunt des hexoses monophosphates) qui convertit le glucose-6-phosphate en
dérivés à 5 carbones, l’énergie dégagée étant stockée sous forme de NADPH1 ;
l’oxydation des acides gras qui dégrade les acides gras, afin de produire de l’ATP et de
l’acétyl-coenzyme A ;
la néosynthèse d’acides gras qui consomme du NADPH et de l’acetyl-coenzyme A pour produire des
acides gras ;
l’importation/exportation des acides gras dans/hors de la cellule .
Lors de cette catégorisation, le choix a été fait de séparer les fonctions autour de pivots métaboliques,
c’est-à-dire des éléments pouvant avoir plusieurs devenirs possibles dans le métabolisme. Ainsi dans notre
cas, la glycolyse se poursuit jusqu’à l’acétyl-coenzyme A et non juqu’au pyruvate comme classiquement
décrit, car l’acétyl-coenzyme A a plusieurs devenirs : la cétogenèse, la synthèse d’acides gras ou le cycle de
Krebs. De la même manière, la synthèse d’acides gras commence avec l’exportation de l’acétyl-coenzyme A
mitochondrial vers le cytosol tandis que le pyruvate ne peut (d’après nos hypothèses) que se transformer en
acétyl-coenzyme A.
Les régulations transcriptionnelles importantes pour ces fonctions sont notamment l’activation de la
transcription des enzymes clefs de la synthèse d’acides gras (FASN et ACC) par SREBP1 [121] et l’activation
de nombreux enzymes de l’oxydation des acides gras par PPARα [201]. Lors de cette étape, il faut garder à
l’esprit que le modèle construit ne comportera que deux variables régulatrices : l’une se comportant comme
SREBP1, et l’autre comme PPARα. Dans la réalité ces variables peuvent en fait représenter tout un ensemble
de régulateurs corrélés agissant en synergie comme par exemple SREBP1, ChREBP et l’insuline.
Les aspects relatifs au métabolisme anaérobie strict (lactate), au stockage des lipides (estérification
des acides gras en triglycérides), au transport intracellulaire des métabolites (glucose, acides gras, citrate
. . . ), ainsi que les connections des voies biochimiques décrites dans le modèle avec le reste du métabolisme
énergétique n’ont pas été retenus. Ils pourront néanmoins être rajoutés a posteriori s’ils s’avèrent nécessaires
pour ajuster un jeu de données particulier.
1.1.2 Identifications d’une liste de comportements par expertise
Nous nous sommes focalisés sur les comportements relatifs à la variation du métabolisme des lipides en
fonction de la disponibilité en glucose et qui correspondent à des réponses observées dans la majorité des
cellules animales. De plus, des comportements témoignant d’une régulation transcriptionnelle de ces voies
ont été rajoutés afin de pouvoir prendre en compte dans le modèle des effets et régulations à plus long terme.
Les comportements retenus sont les suivants :
– Les cellules ont besoin de consommer de l’ATP afin d’assurer a minima leur métabolisme basal.
– L’ATP ne s’accumule pas.
– Lorsque la glycémie est élevée, la plupart des cellules oxydent le glucose plutôt que les acides gras.
– La glycolyse n’est pas active lorsque la cellule n’a ni besoin d’acétyl-coenzyme A ni d’ATP. 2
– La synthèse de novo d’acides gras est active uniquement lorsque les besoins énergétiques du métabolisme
basal ont été satisfaits.
1Le NADPH est un élément important de la synthèse d’acides gras et de stéroïdes
2En effet, l’insuline, une hormone dont la quantité est fortement corrélée avec la glycémie, favorise les transporteurs au
glucose SLC2A4 en particulier dans les adipocytes et les fibres musculaires. De plus l’hyperglycémie seule majore le captage du
glucose par SLC2A1 (GLUT1) ou SLC2A2 (GLUT2) qui présentent une constante de Michaelis-Menten élevée pour le glucose,
puis son oxydation, sans doute par l’activation de la PDH [212]. Dans de futurs modèles, une oxydation préférentielle des acides
gras au dépend du glucose poura être introduite dans des cellules telles que les fibres oxydatives à vitesse de contraction lentes
lors d’un exercice prolongé (théorie du cross-over point décrivant la compétition entre déradation de glucose et oxydation acides
gras dans la production d’ATP [262]).
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– La synthèse de novo d’acides gras est active dans les organes capables de la réaliser (foie, muscle, tissu
adipeux) uniquement si l’acétyl-coenzyme A produit par la dégradation des glucides est présent en
quantité suffisante. Ceci implique généralement que le glucose soit présent en quantité suffisante. 3
– La synthèse des enzymes impliquées dans la néo-synthèse des acides gras (ACC et FASN) a lieu uni-
quement lorsque la glycémie est élevée [180,179] 4.
– L’oxydation des acides gras n’a lieu que si la glycémie est faible. 5.
– La cétogenèse a lieu uniquement s’il y a oxydation des acides gras. Ceci implique donc (voir compor-
tement précédent) que la cétogenèse n’a lieu que si la glycémie est faible. 6.
– La synthèse et l’oxydation des acides gras n’ont pas lieu simultanément. 7
– Les enzymes de l’oxydation des acides gras et de la cétogenèse sont synthétisés lorsque la glycémie est
faible 8.
– PPARα est synthétisé lors du jeûne tandis que SREBP1 est synthétisé à l’état nourri.
1.1.3 Réduction des fonctions candidates au minimum nécessaire pour respec-
ter les comportements
Méthode d’obtention d’un modèle minimal respectant les comportements
Afin de garantir un modèle respectant les comportements, nous écrivons un premier modèle qualitatif
de connaissances comprenant toutes les fonctions biologiques et les régulations identifiées par les experts.
Nous vérifions alors que les comportements sont bien respectés dans tous les scénarios envisagés. Si ce
n’est pas le cas, nous retournons à l’étape d’expertise et rajoutons une fonction, un intermédiaire dans une
fonction existante ou une régulation. Nous vérifions alors ce nouveau modèle et réitérons ainsi l’étape de
complexification jusqu’à respecter tous les comportements. Cette démarche est schématisée figure 1.1.1.A.
Au final nous obtenons un modèle suffisant pour respecter les comportements.
A partir de ce modèle, nous recherchons si cet ensemble peut être simplifié : pour chacun de ses éléments
(métabolite, régulation, fonction biologique), nous écrivons un sous modèle dans lequel cet élément n’est pas
présent. La technique de simplification est présentée figure 1.1.2.
Cette technique garantit d’avoir un modèle dans lequel tous les éléments sont nécessaires et suffisants,
mais ne garantit pas l’unicité du modèle obtenu. Afin de maximiser nos chances d’avoir un modèle minimal
proche de la réalité, les simplifications ont d’abord été faites à partir d’hypothèses biologiques raisonnables,
puis à défaut à partir d’hypothèses parcimonieuses.
3Nous supposons pour ce comportement que la régulation du métabolisme est telle que la voie la plus économe en énergie
est toujours choisie par rapport à d’autres voies moins efficaces. Par exemple, il est plus coûteux en énergie de synthétiser des
acides gras à partir du glucose puis de les oxyder pour produire de l’ATP que d’oxyder directement le glucose dans le cycle de
Krebs.
4La synthèse de ces enzymes est fortement stimulée par SREBP1, un facteur de transcription dont l’expression est corrélée
avec la glycémie. SREBP1 est à la fois activé par le glucose et l’insuline et inhibé par les acides gras poly-insaturés.
5Certains organes ne peuvent pas survivre sans dégrader du glucose même en cas de raréfaction de ce dernier (jeûne, régime
pauvre en glucides). Dans d’autres organes à forte capacité oxydative, on observe alors une réorientation du métabolisme vers
l’oxydation d’autres substrats énergétiques tels que les acides gras. A l’inverse en cas de forte glycémie, tous les organes oxydent
préférentiellement le glucose dont le rendement énergétique est bien meilleurs en cas d’oxydation directe plutôt qu’après sa
transformation en acides gras
6Lors d’un jeûne prolongé, l’oxydation des acides gras produit une grande quantité d’acétyl-coenzyme A. Dans le foie, cet
acétyl-coenzyme A n’est que très peu dégradé par le cycle de Krebs car ce dernier est bloqué ou ralenti par la mise en place de
la néoglucogenèse et car la β–oxydation des acides gras apporte déjà au foie une grande quantité d’ATP. L’acétyl-coenzyme A
est alors transformé en corps cétoniques qui sont exportés dans le sang puis captés par de nombreux autres organes ; ils sont
alors oxydés dans le cycle de Krebs, remplaçant ainsi l’acétyl-coenzyme A issu de la glycolyse.
7Cette hypothèse a été posée a priori, en supposant que la cellule ne réalise pas de cycle futile. Garantir ce comportement
dans le modèle nous a obligé par la suite à rajouter à notre squelette initial l’inhibition allostérique de CPT1 (une enzyme
responsable de l’entrée des acides gras longs dans la mitochondrie et qui constitue une étape limitante de la β–oxydation) par
le malonyl-coenzyme A, un intermédiaire réactionnel de la néosynthèse d’acides gras.
8Cette régulation est assurée par PPARα (c.f. 3.2.3)
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Hypothèses biologiques
Nous avons tout d’abord supposé que le métabolisme était aérobie. Cette hypothèse est sans doute vraie
pour le foie et les tissus adipeux, mais ne rend pas compte de la réalité dans le muscle. En effet, même
si les muscles représentent globalement avec le foie les principaux tissus oxydant les acides gras, les fibres
glycolytiques présentes en majorité dans les muscles à vitesse de contraction rapide ont un métabolisme basé
principalement sur la transformation anaérobie du glucose en lactate. Cette hypothèse sera donc une des
premières à lever si le modèle doit rendre compte de données sur le métabolisme musculaire, en particulier
dans le cadre d’un effort ponctuel et intensif. Dans les autres cas, cette hypothèse nous a permis d’éliminer le
métabolisme du lactate, de retirer les intermédiaires NADH, et FADH2 et de fusionner la chaîne respiratoire
avec la glycolyse et le cycle de Krebs.
Nous avons aussi fait l’hypothèse que la variation de l’exportation des sucres à 5 carbones par le cycle des
pentoses n’avait pas une influence importante sur le métabolisme des lipides. Nous avons ainsi pu réduire le
cycle des pentoses à une fonction unique produisant du NADPH à partir du glucose. De plus en considérant
que tout le NADPH est produit d’une manière ou d’une autre (cycle des pentoses ou navette à malate) à
partir du glucose, nous avons pu considérer la synthèse des acides gras comme une fonction à 3 paramètres
avec le glucose en entrée, les acides gras en sortie et le malonyl-coenzyme A comme seul intermédiaire à
conserver pour respecter la non simultanéité de la synthèse et de l’oxydation des acides gras.
1.2 Mise en équation du modèle obtenu
Une fois le modèle simplifié, nous écrivons un ensemble d’équations le plus simple possible et garantissant
la liste de comportements observés afin de rendre compte des flux métaboliques. Lors de cette étape, un
maximum d’hypothèses parcimonieuses a été appliqué afin de garantir la simplicité. En plus de devoir
respecter ces critères, le modèle construit doit pouvoir évoluer afin de s’adapter à de nouvelles données. Cela
implique de développer une stratégie d’écriture spécifique afin de respecter la règle “tout ancien modèle doit
être un cas particulier du nouveau modèle”.
1.2.1 Hypothèses parcimonieuses
Les hypothèses parcimonieuses sont les suivantes :
– Nous considérons que les fonctions biologiques se comportent comme une unique réaction. Si cette
fonction possède une étape limitante unique et clairement identifiée, cette hypothèse est validée ; dans
tous les autres cas, cette hypothèse est une approximation plus ou moins grossière de la réalité. Lever
cette hypothèse nécessite de disposer de données expérimentalement fines rendant compte de la réponse
de la fonction biologique à ses paramètres d’entrée. En pratique, ceci ne peut se faire qu’avec des jeux
de données cinétiques très précis qui couvrent des plages de valeurs permettant d’observer plus d’une
étape limitante.
– Une réaction (ou une fonction biologique), lorsqu’elle a lieu, est soit considérée comme linéaire en
fonction de la quantité de substrat (cas de l’enzyme en excès), soit comme constante (cas de la présence
de substrat en excès avec une activité enzymatique constante). Le choix entre ces deux hypothèses a
été guidé par la bibliographie ou les données à expliquer.
– Si et seulement si cette modélisation n’est pas suffisante pour rendre compte des comportements bio-
logiques ou des données expérimentales à expliquer, les réactions (ou les fonctions biologiques) sont
modélisées par une cinétique de Michaelis-Menten. Cette modélisation constitue généralement une
bonne approximation des données observées, y compris lorsque la réaction sous jacente est plus com-
plexe (fonction de Hills, réaction non unique . . . ). Réfuter cette hypothèse nécessite là aussi soit des
données concernant une plage de valeurs mettant en évidence plus d’une étape limitante, soit des don-
nées mettant en évidence un phénomène de régulation, soit des données concernant des intermédiaires
réactionnels.
– Si un élément a une influence sur la vitesse d’une réaction, nous considérons que son effet est constant
pour une condition expérimentale donnée.
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A B
Fig. 1.1.1 – Démarche de construction d’un modèle minimal. Dans une première étape (A), on
construit un modèle dont le contenu garantit le respect des comportements. Une fois cette étape réalisée, ce
modèle est simplifié (B). On obtient alors un modèle minimal dans lequel la perte de n’importe quel élément





Fig. 1.1.2 – Méthode de simplification d’un ensemble de fonctions biologiques régulées. Consi-
dérons une fonction biologique (A) composée de 3 métabolites dont le métabolite intermédiaire (métabolite
2) est régulé par R1 et régule R2. R1, R2, le métabolite 1 et le métabolite 3 peuvent être éventuellement
connectés au reste du modèle (non représenté). Plusieurs simplifications de cette fonction sont possibles :
1) retirer une régulation (en gris, (B)) en considérant que la variation de sa cible est indépendante de celle
de son régulateur (soit car il est constant, soit car il n’a pas d’influence). Il suffit alors d’effacer la flèche
correspondante.
2) retirer une fonction biologique complète (C), en considérant que la variation des éléments de la fonction
biologique n’a aucune influence sur le reste du système. Il suffit d’effacer cette dernière, ainsi que les flèches
de régulations pointant à partir ou vers rien.
3) retirer un intermédiaire dans une fonction (D) en considérant que l’intermédiaire ne régule aucun élément
en dehors de la fonction. Cela revient à considérer que la connaissance du métabolite intermédiaire n’est pas
nécessaire pour décrire l’état des autres éléments du système. On relie alors ses précurseurs à ses produits
(flèches en gras) et on supprime cet intermédiaire du graphe (en gris).
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Ces hypothèses parcimonieuses sont considérées comme de bonnes approximations tant qu’aucun élément
ne nous incite à les rejeter.
1.2.2 Le modèle de connaissance générique et minimal obtenu
Le modèle de connaissances obtenu est présenté figure 1.2.1. Ce modèle présente une liste minimale de
fonctions biologiques et de leurs régulations afin de respecter les comportements mis en évidence par les
experts.
De manière triviale, le modèle doit au moins comporter l’acétyl-coenzyme A (i.e. le pivot métabolique
central), le glucose, les acides gras, les cétones, l’ATP, SREBP1, PPARα et les voies de la glycolyse, de la
synthèse et d’oxydation des acides gras, la cétogenèse et les voies de synthèse des enzymes de l’oxydation et
de la synthèse des acides gras car ce sont les éléments décrits dans les comportements.
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Fig. 1.2.1 – Modèle de connaissances minimal et générique du métabolisme des lipides cohérent avec les comportements
identifiés par les experts.
Le modèle décrit un ensemble de voies biochimiques nécessaires et suffisantes
pour respecter les comportements identifiés par les experts (c.f. sous section 1.1.2
pour la liste).
Les voies biochimiques sont representées par des flèches noires. A ces voies
s’ajoutent la dégradation des facteurs de transcription et des enzymes (non re-
présentés) qui sont des réactions chimiques d’ordre 1 en fonction de l’élément
dégradé. Les activateurs (+) et les inhibiteurs (-) des voies métaboliques sont
représentés en vert. Lorsque les substrats ne sont pas représentés parmi les ac-
tivateurs des voies, nous faisons l’hypothèse parcimonieuse que les substrats ne
sont pas limitants tant qu’ils sont présents en quantité non nulle.
Les coefficients stoechiométriques des réactions sont représentés par des nombres,
ou par n qui représente le nombre de carbones de l’acide gras qui subit l’oxyda-
tion. Le coefficient de l’ATP (consommé sous forme de NADH) de la cétogenèse
est approximatif et concerne le cas où l’acétoacétate est réduit en β-hydroxy buty-
rate. Ce dernier peut aussi se transformer en acétone +CO2, ce qui ne consomme
pas de NADH. La connaissance de ces coefficients n’est pas importante pour res-
pecter les comportements définis par les experts (car ils sont qualitatifs), mais
est utile en aval, afin d’écrire les équations.
Les cadres représentent les variables libres du modèle. Leur comportement doit
être décrit par une fonction mathématique dépendante du temps.
SREBP1 est à la fois activé par l’insuline (corrélée au glucose) et inhibé par
les acides gras poly-insaturés (PUFA). Or les quantités de glucose et de PUFA
varient généralement de manière opposée, ce qui empêche de distinguer leurs
effet relatifs. Nous choisissons donc de modéliser cette régulation conjointe par
une unique variable que nous choisissons d’indexer sur la quantité de acides gras
poly-insaturés.
Afin d’assurer la généricité, nous introduisons pour chaque fonction du modèle
une dépendance vis-à-vis de sa quantité d’enzymes (en bleu). Lorsque l’enzyme




Frontières du modèle L’importation et l’exportation des acides gras sont des fonctions fortement dépen-
dantes de la situation extra cellulaire (i.e. des acides gras libres circulants), et de l’état intra cellulaire (le type
et la quantité des différents transporteurs ou les quantités d’acides gras cytoplasmiques par exemple). Dans
un premier temps, nous considèrerons parcimonieusement que l’importation et l’exportation sont unique-
ment régulés par le milieu extérieur du modèle et nous les décrirons donc par des fonctions mathématiques
uniquement dépendantes du temps. De la même manière, nous considèrerons que le glucose est une fonction
directement dépendante de la glycémie.
Nous considérons la consommation d’ATP comme une fonction qui ne dépend pas de l’état de la cellule.
Nous supposons par conséquent que cette dernière satisfait son métabolisme basal (supposé constant) ou
répond à un stimulus extérieur. Le métabolisme basal est modélisé par une consommation constante d’ATP.
Si la quantité d’ATP disponible est insuffisante pour satisfaire cette demande, nous considérons alors que
la cellule est morte. La réponse à un stimulus extérieur, comme par exemple un effort physique variable ou
l’avancement de la croissance chez un jeune animal, est modélisée par une consommation d’ATP dépendante
du temps.
Glycolyse et chaîne respiratoire L’inhibition de la glycolyse par l’acétyl-coenzyme A suffit à respecter
les comportements dans les cellules en aérobie. En effet, lorsque l’acétyl-coenzyme A est produit plus vite par
la glycolyse qu’il n’est consommé (notamment par le cycle de Krebs pour produire de l’ATP), il s’accumule
et finit par inhiber la glycolyse. Si dans le futur nous souhaitons par exemple introduire le métabolisme
anaérobie, pour lequel la glycolyse est capable de fournir de l’ATP sans produire d’acétyl-coenzyme A, il
sera nécessaire de réguler la glycolyse aussi par l’ATP comme largement observé in-vivo.
Cycle de Krebs et chaîne respiratoire Dans un modèle aérobie, l’ATP peut être produit par la glycolyse
ou par le cycle de Krebs. La régulation du cycle de Krebs par l’ATP suffit à respecter le comportement de
la non accumulation d’ATP.
En effet, dans ce modèle, lorsque le cycle de Krebs est inhibé, la glycolyse ne peut à elle seule fournir de
grandes quantités d’ATP, car il faut évacuer l’acétyl-coenzyme A produit. Ce dernier ne peut pas être utilisé
pour la cétogenèse car cette dernière n’a pas lieu à partir de l’acétyl-coenzyme A issu de la glycolyse, et s’il
est utilisé pour produire des lipides, le bilan en ATP est négatif.
Cette inhibition du cycle de Krebs par l’ATP est cohérente avec les connaissances biologiques puisque
la citrate synthase (CS) et l’α cetoglutarate deshydrogénase (OGDH) sont inhibées par l’ATP. De plus le
NADH inhibe fortement la PDH, l’isocitrate deshydrogénase (IDH1), OGDH et CS. Or le NADH s’accumule
généralement lorsque la chaîne respiratoire tourne au ralenti, c’est-à-dire lorsque cette dernière est inhibée
par l’ATP (ou par le manque de dioxygène).
Dans ce modèle il aurait été possible d’introduire d’autres régulations pour garantir le comportement
de la non accumulation de l’ATP, comme par exemple une quantité fixée d’ADP. Un tel choix n’a pas été
retenu car il introduit une molécule supplémentaire ce qui complique un peu le modèle et car il induit une
inhibition de l’oxydation des acides gras et de la glycolyse lorsque la concentration d’ADP est nulle.
Oxydation des acides gras Lorsque l’individu est nourri, il oxyde préférentiellement le glucose ce qui
implique d’inhiber l’oxydation quand l’individu est nourri. De plus, l’oxydation et la néo-synthèse des acides
gras doivent s’exclure mutuellement.
Nous savons tout d’abord que les enzymes de l’oxydation sont peu synthétisés lorsque l’individu est nourri,
en particulier car PPARα est présent à son niveau basal, mais cette régulation nous semble insuffisante car
elle implique une demi-vie très courte à la fois pour les enzymes de l’oxydation et pour les éléments de la
voie de signalisation de PPARα (hypothèse dont nous ignorons la véracité).
Nous savons de plus, que lorsque l’individu est nourri, de nombreux organes synthétisent des acides gras
et que le malonyl-coenzyme A (un intermédiaire réactionnel de cette synthèse) est un très bon inhibiteur de
CPT1 [218], l’étape limitante de la β–oxydation. Introduire cette régulation suffit alors pour exclure synthèse
et dégradation de lipides, et pour inhiber l’oxydation dans les cellules capables de synthétiser des lipides.
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Dans les cellules qui ne synthétisent pas de lipides, cette inhibition n’est pas suffisante pour inhiber
l’oxydation des acides gras à l’état nourri, il faudrait en plus rajouter une inhibition par le glucose (ou un
élément qui lui est corrélé). Les cellules étudiées (foie, muscle, adipocyte) sont capables à des degrés divers
de synthétiser des lipides en fonction de l’espèce étudiée. Pour rester dans un cadre générique, il est donc
nécessaire de conserver l’inhibition de l’oxydation des acides gras par le glucose. Cette dernière est très
probablement réalisée in-vivo par l’insuline qui inhibe l’activité et la transcription CPT1 et augmente sa
sensibilité au malonyl-coenzyme A [247].
La régulation de CPT1 par le glucose, redondante avec celle par PPARα, implique que nous pouvons
faire l’hypothèse parcimonieuse que la quantité d’enzymes de l’oxydation est constante jusqu’à preuve du
contraire.
Cétogenèse La cétogenèse a lieu uniquement s’il y a oxydation des acides gras. Un mécanisme simple
consiste à n’activer cette dernière que lorsque les quantités d’acétyl-coenzyme A sont élevées, ce qui est
justement le cas lorsque l’oxydation des acides gras a lieu.
Néo-synthèse des acides gras L’introduction de la régulation de l’oxydation des acides gras par le
malonyl-coenzyme A nous oblige à découper la synthèse d’acides gras en deux : synthèse1 (synthèse de
malonyl-coenzyme A par ACC) et synthèse2 (synthèse d’acides gras pas FASN).
La synthèse de novo d’acides gras est active uniquement lorsque les besoins énergétiques du métabolisme
basal ont été satisfaits. Une première idée afin de satisfaire cette étape est de considérer la régulation de
la synthèse de FASN et d’ACC par SREBP1. Cette régulation est certes capable d’induire la synthèse lors
de la transition à jeun/nourri, mais son inhibition lors du jeûne implique aussi, comme pour l’oxydation,
d’attribuer une demi-vie faible pour FASN ou ACC et pour les intermédiaires de la voie de signalisation de
SREBP1 ce qui est faux (par exemple FASN a une demi-vie de 32 heures).
Dans la mesure ou les variations de la quantité d’enzymes induites par les variations SREBP1 sont
insuffisantes pour expliquer la diminution de la néo-synthèses des acides gras lors du jeûne, nous recherchons
une régulations supplémentaire. Nous savons que l’insuline régule fortement ACC [339], et ce à des échelles de
temps bien plus courtes que l’effet de SREBP1. Par conséquent nous rajoutons dans le modèle la régulation
d’ACC par le glucose, une variable très corrélée à l’insuline.
Cette nouvelle régulation à court terme suffit, indépendament de l’effet de SREBP1 sur les quantités
d’enzymes, à satisfaire l’arrêt de la néo-synthèse des acides gras lors du jeûne. Par conséquent nous pouvons
considérer a priori les quantités d’enzymes FASN et ACC comme constantes. Dans le cas ou des données
expérimentales nous permettent d’accéder à ces deux enzymes ou si elles concernent des durées suffisamment
longues pour que l’effet des variations de quantités d’enzymes soit perceptible, nous lèverons cette hypothèse.
Synthèse et dégradation des facteurs de transcription PPARα est connu pour être activé par les
acides gras poly-insaturés, ce qui suffit à expliquer son comportement à jeun.
SREBP1 est à la fois activé par l’insuline et inhibé par les acides gras poly-insaturés. Or les quantités
d’insuline et de PUFA varient généralement de manière opposée, ce qui empêche de distinguer leurs effet
relatifs. Nous choisissons donc de modéliser cette régulation conjointe par une unique variable que nous
choisissons d’indexer sur la quantité d’acides gras poly-insaturés.
Pour que SREBP1 et PPARα ne s’accumulent pas indéfiniment et soient dégradés, nous faisons l’hypo-
thèse que la production des facteurs de transcription est compensée par leur dégradation. Pour modéliser
cette hypothèse nous faisons l’hypothèse que les quantités de SREBP1 et de PPARα sont proportionnelles
aux acides gras poly-insaturés.
Synthèse d’enzymes La synthèse des enzymes de la néo-synthèse des acides gras est connue pour être
fortement activée par SREBP1 (et d’autres facteurs corrélés à ce dernier), tandis que la synthèse des enzymes
de l’oxydation et de la cétogenèse est connue pour être activée par PPARα. Ces deux régulations sont
suffisantes pour expliquer les comportements.
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Dans les modèles que nous construisons, nous faisons l’hypothèse que les quantités d’enzymes sont a
priori constantes, et nous ne considérons leurs variations que si les données nous permettent de les prendre
en compte. Dans ce cas, soit nous supposons qu’ils sont proportionnels à leurs facteurs de transcription, soit
nous introduisons leur synthèse et leur dégradation.
Généricité du modèle construit Les éléments précédemment introduits sont suffisants pour respecter
les différents comportements, mais ne permettent pas a priori au modèle d’avoir la souplesse nécessaire
pour s’adapter aux divers organes et diverses espèces. Il est par exemple difficile de trouver une dépendance
de la cétogenèse vis-à-vis de l’acétyl-coenzyme A qui fasse que cette dernière est active dans le foie et pas
dans les autres organes. Par conséquent (et conformément aux connaissances biologiques), nous rajoutons
pour chaque fonction un paramètre décrivant la quantité et l’efficacité des enzymes de cette fonction. Nous
pourrons par la suite décider par parcimonie de choisir des quantités d’enzymes égales jusqu’à preuve du
contraire entre les divers organes et les diverses espèces.
1.3 Evolution du modèle par construction ascendante et modifi-
cation des équations.
Lors de la construction d’un modèle, il est impossible d’écrire dès le départ un modèle qui intègre toute la
connaissance existante. De plus l’aquisition de nouvelles données et de nouvelles connaissances ou la remise en
cause des hypothèses ayant permis de construire le modèle peuvent amener ce dernier à changer. Il est donc
nécessaire de proposer dès le début une stratégie de modification du modèle. Cette stratégie doit respecter
au maximum la compatibilité ascendante des modèles, c’est-à-dire que chaque ancien modèle doit être un
cas particulier du nouveau modèle. Dans le cas d’un modèle dynamique, cela revient à dire que l’ancien
modèle est un nouveau modèle avec des valeurs particulières de ses paramètres ou de ses variables. Assurer
la compatibilité ascendante permet de se baser sur l’ancien modèle lors de la construction du nouveau et
d’avoir des paramètres comparables d’un modèle à l’autre. Ce dernier point est celui qui sera à la base de
l’approche générique : en effet lorsqu’un modèle de base sera modifié pour prendre en compte un nouveau
contexte, l’ancien et le nouveau modèle resteront comparables.
Afin de conserver la généricité, la première stratégie est d’autoriser les valeurs des paramètres à varier en
fonction du modèle. Cette stratégie simple garantit la compatibilité ascendante des modèles, mais ne permet
pas d’obtenir une marge de manœuvre suffisante dans les cas où la forme des équations doit être modifiée.
Dans ce cas, nous utilisons une méthode permettant de découper un paramètre, de rajouter de nouveaux
flux et de complexifier un flux existant à condition de généraliser un cas limite.
Séparer un paramètre en deux Si on souhaite complexifier un modèle, dx/dt = A×y avec A un
paramètre et y une variable suite à l’acquisition de nouvelles données comme la quantité moyenne d’enzyme
(E), il est alors possible de couper le paramètre A en V.E afin d’obtenir le modèle dx/dt = E.V×y avec V
et E comme paramètres. L’ancien et le nouveau modèle restent comparables car il est possible de déduire
du nouveau modèle la valeur de A. 9
Rajouter un nouveau flux Si l’on souhaite étendre le modèle initial dx/dt = A×y avec un flux f(z),
suite par exemple à un nouveau dosage concernant une nouvelle variable z, il est possible d’écrire un nouveau
modèle : dx/dt = A×y + B×f(z) avec B un nouveaux paramètre et f(z) une fonction dépendante de la
variable mesurée. L’ancien modèle reste bien un cas particulier du nouveau avec B = 0.
Complexifier un flux Un premier jeu d’expériences est modélisé correctement par un ensemble de flux
(comme par exemple dx/dt = A×y). Plus tard de nouvelles données expérimentales sont disponibles (comme
9Il est par contre impossible de déduire de l’ancien modèle les valeurs de E et V .
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par exemple de données concernant une plage de valeurs plus large pour y que dans le jeu initial). Ces
nouvelles données infirment le modèle initial.
Il est alors possible de complexifier les flux initiaux, en rajoutant une fonction (quasi) nulle dans l’ancien
modèle, et non nulle dans le nouveau. Par exemple on écrira dans le nouveau modèle dx/dt = A×y/(y/K+1)
avec K un nouveau paramètre. L’ancien modèle reste un cas particulier du nouveau modèle sous l’hypothèse
y/K  1 (ce qui revient à dire par exemple que l’enzyme est loin de la saturation pour les valeurs de
y/K  1).
Ce cas implique de rajouter a posteriori une hypothèse à l’ancien modèle qu’il faut vérifier (ici y/K  1).
Dans le cas où cette hypothèse n’est pas valide, elle remet en cause l’ancien modèle qu’il convient de réévaluer
au regard des nouvelles connaissances, ce qui brise la démarche ascendante.
Les limites de l’approche Cette démarche relativement souple garantit la compatibilité ascendante des
modèles mais ne garantit en rien l’unicité des paramètres. Lors d’un ajustement réussi il est donc très
important de considérer chaque jeu de paramètres comme “un jeu de paramètres ajustant les données parmi
d’autres jeux de paramètres possibles”. De plus si l’unicité des paramètres a été prouvée pour un modèle, elle
ne s’extrapole pas aux modèles ascendants et il faut donc la tester à nouveau. Ceci peut par exemple poser
problème lors du rajout d’un flux : l’ancien modèle est dx/dt = A×y avec une valeur unique de A égale à
A1 ajustant les anciennes données, le nouveau modèle est : dx/dt = A×y + B×.f(x)), l’ancien modèle est
bien le nouveau modèle avec A = A1 et B = 0, mais il est possible que d’autres couples (A,B) ajustent aussi
bien (ou mieux) les anciennes données.
De plus lorsqu’on se rend compte que l’équation d’un ancien modèle était fausse, ou qu’une hypothèse
permettant de la considérer comme un cas limite n’est pas valide, on perd la compatibilité ascendante, ce
qui oblige à reconstruire et à tester à nouveau l’ensemble des modèles existants.
1.4 Conclusion
Suite à l’étude bibliographique, la démarche empirique a permis de mettre en évidence un squelette
de voies biochimiques nécessaires pour respecter des comportements biologiques. Une stratégie d’écriture
d’équations a été développée afin de pouvoir construire les modèles de manière ascendante au fur et à
mesure de l’intégration de nouvelles données. L’étape suivante est le croisement de ce squelette avec des
données expérimentales de cinétique.
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Chapitre 2
Modèle dynamique minimal du
métabolisme hépatique des acides gras
lors du jeûne : application aux souris
sauvages et déficientes en PPARα
2.1 Introduction
Le squelette identifié lors du chapitre précédent a été confronté à des données biologiques décrivant la
variation des quantités d’acides gras dans le foie et le tissu adipeux de souris sauvages et mutantes pour
PPARα pendant 72 heures de jeûne.
Ce squelette est trop complexe pour rendre compte de la situation particulière de cette étude. Tout
d’abord, le modèle générique comporte des fonctions biologiques sur lesquelles nous n’avons pas de données
expérimentales. Intégrer dans un même modèle toutes ces fonctions créerait un modèle sur-paramétré qui
serait capable d’ajuster à tort les données. De plus de nombreuses fonctions comme la synthèse des lipides
peuvent être considérées ou approximées comme étant inactives lors du jeûne, en particulier en raison de la
forte décroissance de SREBP1.
Nous allons donc construire le modèle sous forme d’équations différentielles ordinaires par une démarche
ascendante en intégrant pas à pas les éléments identifiés lors de l’étape précédente (et éventuellement de
nouveaux éléments, si les éléments existants ne sont pas suffisants pour rendre compte des données observées)
jusqu’à ajuster les données. Nous obtiendrons au final un ensemble d’éléments nécessaires pour expliquer
les observations, et apporterons la preuve que tous les sous-ensembles qui ne permettent pas d’ajuster les
données ne sont pas suffisants.
















Une démarche de construction de modèle générique a été développée afin d’établir et de faire évoluer
de manière ascendante des modèles comparables entre eux. Cette méthode a été appliquée pour décrire et
comprendre la hiérarchie d’importance des voies métaboliques vis-à-vis de la composition en acides gras dans
le foie de souris en relation avec leur génotype.
Elle a permis de construire un modèle très simple , de mettre en évidence la hiérarchie d’importance des
voies métaboliques dans ce contexte et d’identifier l’existence d’une régulation particulière des désaturases
lors du jeûne, y compris en l’absence constitutionnelle de PPARα. Ces résultats ont permis d’améliorer le
squelette d’équation du modèle de base par l’ajout de l’élongation-désaturation, une voie bien décrite dans







La recherche d’éléments clefs du métabolisme des lipides est une problématique fondamentalement dépen-
dante des données expérimentales et bibliographiques disponibles. En raison de l’hétérogénéité des données,
deux approches complémentaires ont été développées pour exploiter différents types de données disponibles.
Afin d’exploiter les données dynamiques et quantitatives obtenues sur quelques métabolites, nous avons
développé un modèle dynamique abstrait du métabolisme des lipides. Ce modèle a permis d’intégrer des
données métaboliques obtenues dans le foie de souris et d’identifier la hiérarchie d’importance des voies
métaboliques vis-à-vis de la composition hépatique en acides gras au cours du jeûne. De plus, afin d’exploiter
la généricité du métabolisme des lipides, une méthodologie de construction ascendante de modèles a été
développée. Cette méthodologie permet de comparer des modèles obtenus dans des contextes différents. En
pratique, elle a permis de comparer des souris sauvages avec des souris dans lesquelles PPARα est invalidé
constitutionnellement (souris knockout PPARα −/−), et de déduire de cette comparaison l’existence d’un
régulateur des désaturases de la voie des ω3 et ω6 autre que PPARα et SREBP1. Ce résultat était inattendu,
même après l’analyse statistique des données initiales.
L’exploitation des données transcriptomiques par les méthodes d’analyse statistiques classiques a permis
de mettre en évidence des ensembles de gènes coexprimés. Ils ont alors été annotés en les croisant avec des
ontologies afin de les caractériser fonctionnellement. Ceci a permis d’identifier les principales fonctions régu-
lées transcriptomiquement au cours des conditions expérimentales. L’analyse manuelle de certains éléments
a permis une interprétation plus fine des groupes de gènes coexprimés. Que ce soit lors de l’étude détaillée
de la régulation de la transcription du foie de poulet au cours du jeûne, ou lors de l’étude bibliographique
de quelques publications relatives à l’analyse de données transcriptionnelles, l’exploitation mannuelle des
informations bibliographiques a été identifiée comme une étape limitante de l’exploitation des données haut
débit.
Afin d’évaluer la quantité, la qualité et l’accessibilité des informations bibliographiques disponibles pour
une exploitation à haut débit, nous avons expertisé trois bases de données bibliographiques disponibles au
démarrage de cette thèse. Cette analyse a permis de quantifier la couverture des bases de données analysées
vis-à-vis de l’analyse d’une liste de gènes relatifs au métabolisme énergétique. Elle a permis de faire ressortir
la complémentarité de ces bases en terme d’influences et de contenu bibliographique et la nécessité d’exploiter
les bases de données généralistes en parallèle de la réalisation d’une base experte.
A partir des bases analysées, nous avons extrait un graphe d’influences. En première approche, l’analyse
topologique du graphe d’influences a permis d’identifier les éléments les plus connectés ayant un lien avec le
métabolisme énergétique. Elle a révélé des éléments bien connus du métabolisme énergétique mais d’autres
a priori plus inattendus car essentiellement décrits pour avoir un rôle dans d’autres fonctions (exemple : les
régulateurs de la croissance cellulaire). De plus, le graphe d’influence est un formalisme adapté pour exploiter
des comparaisons entre conditions comme par exemple celles décrites par les données issues de microarray.




Perspectives à court terme
Améliorer le graphe d’influences extrait
Le graphe d’influences construit n’exploite pas toutes les données présentes dans les bases sources, en
particulier à cause des problèmes de synonymes. Il serait donc intéressant d’ajouter les identifiants CAS1 à
la liste des bases de référence afin de pouvoir mieux exploiter l’information présente dans TRANSPATH.
Introduire CAS nécessite de modéliser une relation entre CAS et HGNC pour prendre en compte le lien entre
chaque gène et ses protéines, et de traiter les synonymes pour les métabolites identifiés par KEGG.
TRANSPATH et Ingenuity contiennent des complexes que nous n’exploitons pas, il serait donc intéressant
de modéliser proprement la description des complexes. Pour les complexes dont le nombre de molécules est
connu, il suffira de trier par ordre alphabétique les identifiants des molécules formant le complexe et de
préciser leur nombre. Par contre lorsque ce nombre est inconnu, il n’est pas évident de statuer sur ce qui
doit être considéré comme synonyme.
La base de données Pathway Commons contient actuellement beaucoup plus d’informations qu’au début
de cette thèse. De plus, l’information présente dans cette base est organisée de manière à être exploitée à
haut débit. Par conséquent il serait utile d’évaluer la pertinence de cette base vis-à-vis du métabolisme des
lipides, puis éventuellement d’intégrer cette dernière au graphe d’influences comme l’ont été la base experte
Gardon et les bases généralistes TRANSPATH et Ingenuity.
Une autre option plus compliquée est d’améliorer l’extraction d’Ingenuity en essayant d’obtenir de la
documentation ou en utilisant les technologies d’analyse de langage naturel pour analyser de manière plus
approfondie les phrases présentes dans l’interface utilisateur d’Ingenuity. En effet, l’analyse de ces phrases
est un cas simple d’analyse de langage naturel dans lequel les règles de grammaire sont relativement peu
nombreuses et pour lequel une même phrase a toujours le même sens [183].
Exploiter le graphe d’influences
Le graphe d’influences construit au cours de cette thèse n’a pas été exploité dans sa totalité. La méthode
utilisée pour identifier des éléments clefs fait ressortir les éléments connus pour avoir de nombreuses interac-
tions dont l’une d’entre elles met en jeu un élément du métabolisme de l’énergie. Afin d’obtenir directement
des régulateurs clefs de ce métabolisme, il serait intéressant d’identifier le plus petit ensemble d’éléments
dont la variation suffit à expliquer les variations observées des éléments connus du métabolisme énergétique.
Néammoins, cette approche nécessite le développement d’algorithmes dont le temps de calcul n’est pas connu
a priori et repose sur la qualité du graphe d’influences construit.
Il serait aussi intéressant d’analyser plus en détail la topologie globale du réseau construit et de croiser
cette dernière avec les informations fonctionnelles présentes dans les ontologies et les informations expérimen-
tales. On obtiendrait alors un croisement entre trois types de clusters : topologiques (composantes fortement
connexes par exemples), fonctionnels et expérimentaux (éléments qui varient ensemble). La visualisation de
1CAS est une base d’annotation de molécules organiques contenant de nombreuses protéines et métabolites.
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ces informations nous permettrait en particulier d’avoir une idée générale de l’organisation du métabolisme
des lipides.
Exploiter la généricité du modèle dynamique pour réaliser des comparaisons
Confronter le modèle générique du métabolisme lipides avec des données obtenues dans différents organes,
espèces et conditions permettrait de réaliser des comparaisons afin d’identifier quelles sont les voies génériques
ou spécifiques responsables des différences comportementales observées. Cette comparaion permettra par
exemple de savoir si la lipogenèse dans l’hépatocyte de poulet met en jeu les même fonctions biologiques et
les mêmes voies de transduction du signal que dans l’adipocyte de porc.
Cette démarche nécessite néammoins de s’appuyer sur des données obtenues dans des organes où au
moins l’entrée des acides gras et la vitesse de leur oxydation est connue, sans quoi ce modèle ne peut pas
être déterminé. De plus, au cours de la modélisation il est possible que la mesure d’autres éléments s’avère
nécessaire pour décrire correctement le modèle. Il est donc primordial de coopérer dans cette approche
avec les biologistes dans la construction des futurs plans d’expériences afin d’obtenir des jeux de données
informatifs sur le modèle construit.
Visualiser les connaissances haut débit
Une fois des graphes de plusieurs milliers de sommets construits (tels que les graphes d’influences par
exemple), leur exploration reste problématique car peu d’outils permettent de les visualiser. Cytoscape,
l’outil le plus couramment utilisé consomme trop de mémoire pour charger un graphe de plusieurs milliers de
sommets et ne permet de pas de disposer ces derniers de manière organisée sur un plan. Les autres logiciels
testés (GraphViz et Yed) ne sont pas vraiment meilleurs.
Il est donc utile d’expertiser de manière plus approfondie l’offre logicielle existante. Dans le cas où cette
dernière n’est pas satisfaisante, il serait éventuellement utile à plus long terme d’implémenter quelques
algorithmes existants (ex :F. Schreiber et al., [278] ont développé un algorithme de visualisation organisée
des réseaux biologiques ; Quigley et al., [258] ont développé un algorithme de représentation des graphes
relativement rapide) afin de proposer une solution d’exploration et de visualisation.
Perspectives à plus long terme
Intégration verticale
Au cours de cette thèse deux modèles disjoints ont été développés : un vaste modèle qualitatif (i.e. le
graphe d’influences) et un petit modèle quantitatif dynamique. Ces deux formalismes sont incompatibles
car le modèle qualitatif ne contient pas les informations nécessaires pour déduire une dynamique et car la
conversion en qualitatif du modèle dynamique aboutit à une sous exploitation de ses données pour apporter
une quantité d’informations minime par rapport à une expérience haut débit.
Pour réunir ces deux modèles nous proposons donc d’exploiter le modèle qualitatif afin d’identifier un
ensemble d’éléments potentiellement importants dans le métabolisme des lipides, puis une fois ces éléments
identifiés, de les mesurer expérimentalement afin d’avoir leur variation au fil du temps puis de les injecter
dans le modèle dynamique afin de tester leur nécessité pour expliquer un comportement et l’effet de leur
dynamique sur le système.
Une difficulté importante de cette approche, consiste à définir une frontière autour des éléments identifiés
comme importants pour savoir quelles relations il faut inclure dans le modèle lorsqu’ils sont présents. Ceci
pose aussi problème pour construire une expérience permettant de tester leur importance ou les mécanismes
de leur régulation. Ce point peut s’avérer complexe en raison de l’existence de voies de contournement, de
corrélations fortuites, de nombreuses régulations dont l’importance n’est pas connue a priori, d’une forte
variabilité dans les échelles de temps mises en jeu et de difficultés expérimentales pour obtenir des mesures
précises. La construction de telles expériences s’appuie donc à la fois sur le modèle et sur l’expertise des
spécialistes pour identifier ce qui est susceptible d’influencer les éléments clefs.
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Intégration transversale
De manière générale, l’approche systémique nécessite de pouvoir considérer l’objet étudié comme un tout.
Or, les données expérimentales et les connaissances détenues par les experts ne concernent que de petits sous
systèmes. De plus il est beaucoup plus simple d’expérimenter, d’analyser, de modéliser et de comprendre
des petits sous systèmes qu’un gigantesque système. En contrepartie, une fois le système découpé en sous
systèmes, ces derniers doivent pouvoir s’assembler pour fonctionner ensemble.
Pour que les divers sous systèmes puissent fonctionner ensemble, il est nécessaire de définir leur frontière
(variables d’entrée et de sortie), les hypothèses nécessaires pour que le modèle soit valide 2, et les garanties
fournies par le modèle 3. Une fois ces éléments décrits, il est possible de combiner des modèles en reliant
la sortie d’un modèle à l’entrée d’un autre et en vérifiant que les garanties du premier modèle suffisent à
respecter les hypothèses du second.
Au cours de cette thèse, seul le sous système du modèle générique du métabolisme des lipides correspon-
dant aux fonctions nécessaires pour expliquer la composition en acides gras au cours du jeûne et dans le foie
a été évalué. Il serait donc intéressant de tester ce modèle dans d’autres conditions pour évaluer les fonctions
actives à l’état nourri et les mécanismes de régulations lors des changements d’alimentation. On obtiendrait
alors un modèle générique plus polyvalent, capable de simuler différents contextes.
L’étape suivante est de modéliser le fonctionnement d’un individu en autant de sous systèmes que d’or-
ganes responsables du métabolisme des lipides, puis de définir une interface à chaque organe décrivant par
exemple les principaux régulateurs externes (ex : hormones) et les molécules qu’il échange (ex : glucose et
acides gras). Une version spécifique du modèle générique pourra alors être paramétrée dans chaque organe
(en la confrontant avec les données expérimentales adéquoites). La dernière étape serait de réunir ensemble
les différents sous-systèmes afin de simuler le métabolisme des lipides à l’échelle de l’individu.
La représentation de la connaissance est un problème ouvert
Afin de pouvoir exploiter automatiquement les données disponibles, une description formalisée des
connaissances est nécessaire. Elle a pour rôle de fournir un contenu exploitable sur lequel utiliser les al-
gorithmes d’analyse. De plus, il est utile de décrire les hypothèses de raisonnement afin de pouvoir les
remettre en cause en cas d’incohérence entre un modèle et une observation et mener ainsi à bien la démarche
expérimentale.
Cette thèse a illustré ce problème sur le métabolisme des lipides et a proposé une solution en construisant
des graphes d’influences à partir de bases de données de connaissances. Cette solution permet d’obtenir des
résultats et constitue une première approche afin d’utiliser les outils actuellement disponibles.
Néammoins une partie très importante de la bibliographie n’est pas exploitée. Ceci s’explique par la
faible couverture des bases de données vis-à-vis de l’ensemble des connaissances comme l’a démontré la
comparaison avec la base experte Gardon, par la difficulté à formaliser les informations existantes dans une
base de données et par la difficulté à exploiter ces informations une fois organisées dans les bases.
La connaissance est difficile à formaliser Tout d’abord, malgré les efforts réalisés par des consortiums
(ex : Biopax, SBML) pour représenter la connaissance biologique, il est souvent difficile d’exprimer dans
un langage formel un ensemble de mécanismes entre éléments, et les noms des éléments ne sont pas tous
normalisés 4. Le niveau de détail des connaissances est aussi très variable. Par exemple certains éléments
représentent une molécule (ex : C18 :0) tandis que d’autres représentent une classe dont le contenu est plus
2Par exemple, dans un modèle où l’oxydation des acides gras est constante, une hypothèse nécessaire est que les quantités
d’acides gras sont toujours positives.
3Par exemple, un modèle dans lequel l’oxydation des acides gras est proportionnelle à leur quantité et leur entrée/production
constante garantit que les acides gras ne s’accumuleront pas indéfiniment.
4Un effort récent a été réalisé pour les noms de gènes humains avec HGNC ou pour les protéines avec CAS. Pour les
métabolismes et les complexes il n’y a pas de norme couramment admise.
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ou moins connu (ex : les acides gras). Les interactions décrivent des mécanismes 5 ou des effets 6 plus ou
moins précis.
La fiabilité des connaissances décrites dans la bibliographie est très variable, allant du phénomène lar-
gement observé à l’hypothèse de travail et les connaissances sont souvent extrapolées hors du cadre dans
lequel elles ont été validées expérimentalement. La fiabilité d’une extrapolation est elle aussi dépendante de
la “distance” entre le contexte expérimental où elles ont été mise en évidence, et celui où elles sont utilisées.
Une autre problématique consiste donc à décrire de manière normalisée le contexte expérimental dans
lequel les données et les connaissances ont été obtenues et celui dans lequel elles sont raisonnablement
extrapolables.
Conclusion
L’exploitation des bases de connaissances est totalement dépendante de leur contenu et de leur formalisme.
Ce point bien que présent en amont de la thèse reste un élément crucial de l’intégration à haut débit des
connaissances, et constitue un important défi dans la compréhension globale des systèmes biologiques.
De même, pour la construction d’un modèle dynamique, un petit nombre de données est suffisant. Ces
données doivent au minimum décrire des cinétiques aux bonnes échelles de temps et contenir la mesure des
éléments présents à la frontière du modèle. Dans le cadre où la mécanique interne du modèle est étudiée,
ces données doivent en plus contenir la mesure d’un ensemble d’éléments internes au modèle. Il n’est par
contre pas toujours évident de définir a priori le bon ensemble d’éléments à mesurer ni la ou les bonnes
échelles de temps ce qui nécessite un ensemble d’aller-retour entre le modèle (pour construire l’expérience)
et l’expérience pour améliorer le modèle.
Par conséquent, la démarche de modélisation doit être pensée en amont de la production de connaissances
ou de l’organisation des connaissances existantes afin de définir un cadre général dans lequel les connaissances
sont exploitables. La construction de ce cadre est un important défi pour la compréhension des système qui
nécessite d’unir des compétences dispersées dans de nombreux champs disciplinaires et dans de nombreuses
communautés scientifiques.
5Ex : phosphoryle, est impliqué dans une réaction. . .
6Ex : active, inhibe, augmente la quantité de X moles/heure . . .
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