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1. Introduction
What is the importance of the concept of information measure in quantum mechanics? To
answer, it is necessary to try to establish the importance of the concept of information, which
is a general concept and perfectly applicable to any case. For example: What do they have
in common codes used to send messages from a communications satellite and the bases of a
DNA molecule? How does the second law of Thermodynamics and Communication, to the
extent that is possible to speak of the entropy of a musical score? Why the intricate problems
of probability is related to the way we express ourselves orally or in writing? The answer
to all is information and the fact that one concept can link different ideas so reveals its great
generality and power.
Until the forties, had not been defined information as a scientific term, and this definition
was quite new, different from all the common meanings, and precisely because they were
described with sufficient accuracy for mathematicians and engineers in telecommunications,
the concept became more and more fascinating to the scientific community. The word began
to regain some of its meanings that had fallen into disuse. The idea of information as an active
agent, i.e. something that informs the material world in a manner similar to the messages of
the genes that instruct the cellular machinery to build an organism.
This information emerged as a universal principle operating in the world that shapes,
which specifies the special character of living forms, and even help determine, by means of
special codes, forms of human thought. Thus, the information covers the disparate fields of
computers, Communications Technologies, Physics, Biology, Chemistry, Mathematics, among
others.
The information became a scientific concept when it began the era of electronic
communication. Scientists were largely what their nineteenth-century predecessors did with
the concept of energy. They turned it in theory, gave laws, festooned as usual equations and
stripped it of vagueness and mystery. In its pure form, the information theory was discovered
by engineer Claude E. Shannon. His most notable achievements were in the transmission
of color television, the design of radar systems for warning and recovery of intact messages
coming from a communications satellite. Shannon, of Bell Telephone Laboratories, presented
the world in two papers published in Bell System Technical Journal in July and October 1948.
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In essence, the Shannon articles contain a set of theorems dealing with the problem of fast
delivery, economical and efficient messages from one place to another. But the vast and
fascinating implications of Shannon’s work focused on the fact that he managed to explain
the concept of information with such logic and precision that can be placed within a formal
framework of ideas.
By treating information in terms of clearly defined but totally abstract, Shannon was able to
generalize and apply laws established not just for a few types of information, but for everyone,
anywhere. Although his essays may seem rather abstract and technical in the first reading,
provide new ways to analyze any system or process in which exchange messages.
Shannon trials dealing with issues involving shared intellectual concerns: order, disorder,
error and control error, and realization of potential possibilities, uncertainty and limitations.
Scientists still wonder why the processes of nature manifest such order, where the state would
most likely be uncertainty and chaos, a surrender to the forces of disorder that seem so
overwhelming universal and so natural. This is considered one of the great paradoxes of
science related to the philosophical question of why exists something instead of nothing? In his
essays, Shannon proved that contrary to what might be expected, a part of a message can
persist in the middle of the all of a random disorder or noise.
The most amazing thing was that Shannon’s expression for the amount of information, the
first accurate measurement, scientific, satisfying the first definition of the twentieth century
was shaped like an equation created many years ago, in the nineteenth century, to a law of
physics peculiar and very elusive: the entropy, thereby Shannon established an equivalence
between entropy and information, fully applicable to any system or process.
This is one of the few theories that have a well defined birth in time, having a birthday and
has a parent. The father’s name was Claude E. Shannon and the article gives rise to the
Information Theorywas published in 1948. Entitled “A Mathematical Theory of Communication”
Shannon (1948) and appeared in Bell System Technical Journal Bell System company. It is
curious that this theory has a birth so timely, because usually all important creations are
collective creations. In 1998 celebrated fifty years of Information Theory and practice around
the world appeared special issues in journals, commemorative symbols that demonstrate all
that changed in a very short period of time. Of all the articles published were collected on the
occasion of fifty years a series of studies which linked to Telecommunications and, of course,
also in Mathematics, Statistics, Economics, Linguistics, Quantum Theory, Astrophysics,
Atomic Physics, Genetics, Molecular Biology, Neural Networks and a number of areas that
were originally outside the Shannon model.
In the mid 80’s, part of the scientific community thought of combining information theory
with Quantum Mechanics which led to the emergence of a new branch has been extended
to include the until then unexplored territory of the transmission and processing quantum
states, as well as the study of quantum information and its relationship with traditional forms
of information. We could ask us why this did not happen before?, because some time ago has
been accepted quantum principles as the foundation of Modern Physics. Until recently it we
was thought the information in terms purely classical and Quantum Mechanics played only a
minor role in the design of processing equipment and in setting limits on the rate at which we
could send information by certain types of channels.
At a more fundamental level, it has become clear that an Information Theory based on
the principles of Quantum Mechanics, expands and complements the Classical Information
Theory Vedral (2002). In addition to the quantum generalizations of classical notions such
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as sources, channels and codes, this new theory includes two complementary types of
quantifiable data: classical information and quantum entanglement.
Finally, the purpose of this chapter is to present the idea that can improve our understanding
of Nature by not only analyzing the behavior exclusively in terms of matter and energy,
even at the level of elementary particles, but the study by the techniques and methods of
modern physics and chemistry, integrate concepts and tools that allow us to comprehensively
investigate the behavior of natural systems in order to deepen our understanding of them
to incorporate information measures that take into account concepts such as entanglement,
known since the early days of QuantumMechanics, for which, however, there are nomeasures
in classical theories.
2. Informational flows
During the study of quantum systems, is common to use phrases like “suppose the system is
in state n”, on the understanding that the state |n〉 is an eigenestate of a set of operators that
commute with each other and that this specification is sufficient for our purposes. However
a physical system, does not necessarily to be fulfilled this condition, i.e. not necessarily
characterized by a wave function as ψn(x) = 〈x | n〉, it may be that we are interested in
quantum ensemble, consists in turn by various subensembles, each one characterized by a
wave function ψ1,ψ2,ψ3, . . .. For that, it is necessary to use a simple and elegant theory called
density matrix, see for example Fano (1957); McWeeny (1960); Davidson (1976).
Then the description of a physical system in terms of a density matrix is the most general
quantum description available; this formalism includes as particular case the description of
pure states. To establish what it is a pure state in terms of the density matrix, we notice that if
the system is in a state |p〉, then only in this state is done mixing, so the contribution to it from
any other state |q〉 is null (q = p). Therefore the pure state is defined by the conditions
wi = δpi (1)
and the density matrix is reduced to
ρˆ = ∑
i
wi |i〉 〈i| = ∑
i
δpi |i〉 〈i| = |p〉 〈p| , (2)
this is consistent with the projector state |p〉:
ρˆ |p〉 〈p| = Pˆp (3)
And now, if we consider the density matrix in coordinate representation about pure state ψ(x)
is
ρ(x′, x) =
〈
x′
∣∣ |p〉 〈p| |x〉 = ψp(x′)ψ∗p(x), (4)
from this is straightforward to show that
ρˆ = |p〉 〈p| |p〉 〈p| = |p〉 〈p| , (5)
so the density matrix of a pure state is idempotent:
ρˆ2 = ρˆ. (6)
This is property that is used to define a pure state.
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As an algebraic relation between matrices is also valid for its eigenvalues, the eigenvalues of
ρˆ of a density matrix of a pure state satisfy the equation ρˆ2 = ρˆ′ so this values can be only 0
and 1. As trρˆ = 1, only one of the eigenvalues can be 1, so that its diagonal representation the
density matrix of the pure state |p〉 has a 1 in the diagonal element (pp) and other elements
are zero.
In the case of a mixture that is true trρˆ2 ≤ 1 an the equation (6) implies that equality will be
only when the system is a pure state. This permit us define the degree of impurity a mixture
as I = 1− trρˆ2 = tr(ρˆ− ρˆ2) = trρˆ(1− ρˆ), this result represents the expected value of 1− ρˆ
and 0 for a pure state and tends to a value of 1 with increasing impurity (when trρˆ2 ≪ 1).1
For a pure state |p〉, we have〈
Aˆ
〉
= trρˆAˆ = tr |p〉 〈p| Aˆ = 〈p| Aˆ |p〉 ,
thus recover the expected value definition used in the quantum mechanics of pure states:〈
Aˆ
〉
= 〈p| Aˆ |p〉 .
We use these results to show that the superposition that characterizes a pure state is consistent.
To show this, consider the state |ψ〉, we express the pure state as the superposition
|ψ〉 = ∑
n
qn |n〉 ; (7)
the density matrix is given by
ρˆ = |ψ〉 〈ψ| = ∑
n,m
qnq
∗
m |n〉 〈m| = ∑
n=m
|qn|
2 |n〉 〈n|+ ∑
n =m
qnq
∗
m |n〉 〈m| . (8)
The group of diagonal elements can be represented as
∑
n
|qn|
2 |n〉 〈n| = ∑
n
|qn|
2 ρˆn,
the sum is incoherent (without interference) contributions from each of the pure states |n〉,
with the density matrix ρˆn = |n〉 〈n|, the other terms in the expression for ρˆ constitutes
the contribution of interference between the states |n〉 and |m〉, If the superposition was
inconsistent these terms may not appear. In summary, understanding it with due care, we
could say that the superposition is a property relative to a pure state (with respect to a base),
1 The equation (6) can be written as
∑ w
2
n |n〉 〈n| = ∑ wn |n〉 〈n| ,
allows us to establish that w2n = wn, i.e. a density matrix weights can only contain 0 or 1. But as the
condition on the trace implies that only one of these weights may be different from zero, the condition
(6) of idempotency is necessary and sufficient to define a pure state.
At the end opposite the pure case corresponds to a situation where the total lack of information on the
possible status of any of the subsystems leads to assign equal weight to all of them, which gives, if the
mixture has a total of N components, wn 1N . In this case we obtain
trρˆ2 =
N
∑
n=1
w2n =
N
∑
n=1
1
N2
=
1
N
.
For N −→ ∞ this amount can be taken arbitrarily small values.
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it is irreducible to a mixture (as well as in the first case is consistent, while the second is
incoherent).
Moreover, the uncertainty of a quantum system can be determined from the collection of
probabilities pi(A) of an observable A by von Neumann entropy, von Neumann (1955)
S(A) = −
n
∑
i=1
pi(A) ln pi(A), (9)
where ∑ni=1 pi(A) = 1 y pi(A) correspond to the elements of a diagonalized density matrix,
and will be a maximum when p1(A) = p2(A) = · · · = pi(A) = 1/n, with this condition
Smax(A) = ln n, and for a pure estate S(A) = 0. Then, within the context of Quantum
Chemistry, we consider a pure state as one whose values of the reduced density matrix,
fulfilled with the condition 1/p11(A) = 1/p22(A) = · · · = 1/pnm(A). This condition
only be satisfied by a monodeterminantal methodologies, such as Hartree-Fock or Density
Functional Theory. In this perspective, has been used the Shannon entropy as a measure
of correlation in atomic systems Ziesche (1995). Moreover it is important to notice that the
Shannon entropy, S(r) = −
∫
ρ(r) ln ρ(r)dr is not equal or equivalent to the von Neumann
entropy, S(ρ) = −Tr{ρ ln ρ}. To show this, consider an observable A found in the state ρ,
whose expected value is
〈A〉 = −tr{ρ, A}, (10)
then if the state is described by a density matrix ρ, the corresponding entropy of that state is
S(ρ) = −tr{ρ ln ρ}, (11)
while the entropy of the observable is given by
S(ρ, A) = −tr{(ρ, A) ln(ρ, A)}, (12)
therefore the entropies S(ρ) and S(ρ, A) are not equal or equivalent. The Shannon entropy
determines the classical information of the system and is defined in terms of an observable,
while von Neumann entropy determines the quantum information of the system and is
defined in terms of a density matrix.
Both entropies are subject to
S(ρ) ≤ S(ρ, A) (13)
and will be equal if and only if [ρ, A] = 0. That is, only when the values of the observables
commute with their density matrix.
From the definition of the uncertainty of a quantum system characterized by its density matrix
and using different definitions we can define the following entropies
H(A) = −
n
∑
i=1
m
∑
j=1
Pi,j(A,B) ln
m
∑
j=1
Pi,j(A, B), (14)
H(A | B) = −
n
∑
i=1
m
∑
j=1
Pi,j(A,B) ln Pi,j(A | B), (15)
H(A, B) = −
n
∑
i=1
m
∑
j=1
Pi,j(A,B) ln Pi,j(A, B), (16)
H(A : B) =
n
∑
i=1
m
∑
j=1
Pi,j(A, B) ln
Pi,j(A, B)
∑
n
i=1 Pi,j(A, B)∑
m
j=1 Pi,j(A, B)
, (17)
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which, in previous studies have shown the use of von Neumannmarginal entropies applied to
simple chemical processes, Flores & Esquivel (2008); Flores (2010), where Pi,j(A, B) is the joint
probability, i.e. the probability from a collection of events (Ai, Bj) ∈ ξ, where ξ is the a set of
probabilities obtain form first order density matrix, we can establish which is the probability
that a random event occurs with a set of probabilities {A}i when a event {B}j occurs this is
given by
P
{
(Ai, Bj) ∈ ξ
}
=
n,m
∑
i,j∈ξ
Pi,j(A,B) =
n
∑
i=1
m
∑
j=1
Pi,j(A, B) = 1. (18)
Also, we can define the marginal probability of the set {A} as
P(A) =
m
∑
j=1
Pi,j(A, B) (19)
and the conditional probability P(A | B) as
P(A | B) =
∑
n
i=1 ∑
m
j=1 Pi,j(A,B)
∑
n
i=1 Pi,j(A, B)
. (20)
In all cases, the marginal probabilities are subject to
n
∑
i=1
m
∑
j=1
Pi,j(A,B) =
n
∑
i=1
P(A) =
n
∑
i=1
m
∑
j=1
P(A | B) = 1. (21)
The equations (14-17) are interrelated. For example,
H(A, B) = H(A) + H(B | A) = H(B) + H(A | B) (22)
and
H(A : B) = H(A)− H(A | B) = H(B)− H(B | A). (23)
this equations have been classified as a informational balance Guias¸u (1977). The equations
(14-17) are generally represented by the following mnemonic diagram shown in Figure (1).
Fig. 1. Relationship between the informational entropies.
The informational entropies have the following properties:
1. The joint entropy and mutual entropy are invariants operationally:
H(A, B) ≡ H(B, A)
and
H(A : B) ≡ H(B : A).
238 Some Applications of Quantum Mechanics
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2. The conditional entropy always is positive, H(A | B) ≥ 0, consequently
H(A : B) ≤ H(B)
and will be equal if and only if B is a function of A, B = f (A).
3. Subadditivity,
H(A, B) ≤ H(A) + H(B),
will be equal if and only if A and B are independent variables.
4. As H(A | B) ≤ H(A). Consequently H(A : B) ≥ 0 and will be equal if and only if A and
B are independent variables.
5. Strong subadditivity,
H(A, B,C) + H(B) ≤ H(A, B) + H(B,C).
6. The conditioning reduces the entropy
H(A | B,C) ≤ H(A | B).
In this case, we can determine themaximum amount of information allows us to quantify each
Eqns. (14-17), for which we use the probability distribution that maximizes entropy, which in
this case is ∑ni=1 Pi,j(A, B) = 1/n + m, ∑
n
j=1 Pi,j(A, B) = 1/m + n and ∑
n
i=1 ∑
m
j=1 Pi,j(A, B) =
1/n + 1/m, with which we obtain
Hmax(A) = −
(
n + m
nm
)
ln
(
1+ nm
n
)
, (24)
Hmax(A | B) = −
(
n + m
nm
)
ln
(
n + m
n(1+ nm)
)
, (25)
Hmax(A, B) = −
(
n + m
nm
)
ln
(
n + m
nm
)
, (26)
Hmax(A : B) =
(
n + m
nm
)
ln
(
n + m
(1+ nm)2
)
. (27)
To calculate the informational entropies is necessary to construct the density matrix of the
system of interest with the purpose of having a collection of probabilities, in this case are
obtained from the density matrix of first order, in this context there is ample number of
population analysis techniques allow us to obtain these values, for example Reed et al (1985);
Löwdin (1955); Bruhn et al. (2006). In previous work Flores & Esquivel (2008); Carrera et al
(2010); Flores (2010) have shown that the population analysis of Weinhold Reed et al (1985)
and the Lowdin-Davidson Bruhn et al. (2006) this population analysis follows this criteria:
1. Are orthonormal orbitals of maximum occupancy, obtained from sub-blocks of atomic
symmetry of the density matrix of first order, located on each atom.
2. Being orthogonal occupations are never negative and sum correctly to the number of
electrons.
3. The obtained atomic blocks reflect the most compact description of the density around the
isolated atom to which they correspond.
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4. The density of natural atomic orbitals is v-representable by obtaining atomic block the first
order density matrix and correspond to the potential generated by the Hamiltonian of the
isolated atom.
5. The blocks obtained from first-order density matrix reflect intrinsic properties of the wave
function and therefore do not have a strong dependence on the choice of the base.
6. Are rotationally invariant, which is appropriate to define the subsystems A and B used to
calculate each one of the entropies.
7. Unlike the occupation numbers of Löwdin are not delocalized throughout the molecular
orbital and the transform as irreducible representations of the molecular point group and
this allow us the study of atomic subsystems and their interaction.
In this chapter, we present a new application of these entropies, that consist in determinate the
informational flows and their trajectories of a system that is involved in a chemical process. To
do this, start by defining the information amount that a pair of subsystems can be exchanged,
i.e.
H(A)− H(B) = −
n
∑
i=1
m
∑
j=1
Pi,j(A, B) ln
m
∑
j=1
Pi,j(A, B) +
n
∑
i=1
m
∑
j=1
Pi,j(A, B) ln
n
∑
i=1
Pi,j(A, B),
= −
n
∑
i=1
m
∑
j=1
Pi,j(A, B) ln
(
∑
m
j=1 Pi,j(A,B)
∑
n
i=1 Pi,j(A,B)
)
. (28)
From this result we notice that the difference H(A) − H(B) represent the amount of
information that a pair of subsystems can be exchanged in a process.
Similarly, we can define what level of conditioning that will have the amount of information
exchanged, i.e.:
H(A | B)− H(B | A) = −
n
∑
i=1
m
∑
j=1
Pi,j ln
∑
m
j=1 Pi,j(A, B)
∑
n
i=1 Pi,j(A, B)
. (29)
Notice that H(A)− H(B) ≡ H(A | B)− H(B | A), henceforth denote this result as H(A˙B).
In applying the above result to a chemical process, we can interpret H(A˙B) as the amount of
information transferred in the system. This quantity has the following properties
H(A˙B) = −
n
∑
i=1
m
∑
j=1
Pi,j(A, B) ln
∑
m
j=1 Pi,j(A,B)
∑
n
i=1 Pi,j(A,B)
=
⎧⎨
⎩
{A} > {B} ⇒ H(A˙B) < 0
{A} ≡ {B} ⇒ H(A˙B) = 0
{A} < {B} ⇒ H(A˙B) > 0
. (30)
We can interpret this result as follows, if H(A˙B) > 0, informational flow is given in the form
{A} → {B}, if H(A˙B) < 0, the informational flow {B} → {A}, while if H(A˙B) ≡ 0 imply
that the informational flow is completely equivalent in both directions, i.e. {A} ↔{ B}, so it
is then convenient to define the net flow of information as H(A˙B) = ‖H(A)− H(B)‖.
As in the case of informational entropy, in this case we can also determine the maximum flow
of information, taking into account the probability distributions that maximize this flow to
obtain
Hmax(A˙B) =
∣∣∣∣n + mnm ln nm
∣∣∣∣ . (31)
240 Some Applications of Quantum Mechanics
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3. Informational trajectories
In previous section we defined the amount of information that a system can be exchanged,
either between the subsystems that constitute or their environment and other interesting point
to study is the possible informational trajectory that follow the amount of information that
the subsystems interchanged. To do this, we return the definition informational flow that we
defined in the previous section, H(A˙B), which allows us to establish or determine the amount
of information that a pair of subsystems can exchange with each other, however, it is also
important to determine what would be the trajectory that these informational flows.
To do this, is necessary define the informational trajectory that follow the informational flow,
H( AB) =
∫
C
H(A˙B)dP(A, B), (32)
which has explicit form,
H( AB) =
∫
C
H(A˙B)H′(A˙B)d(AB), (33)
i.e.
H( AB) = −
∫
C
⎡
⎣ n∑
i=1
m
∑
j=1
Pi,j(A, B) ln
(
∑
m
j=1 Pi,j(A,B)
∑
n
i=1 Pi,j(A,B)
)
(
1
∑
n
i=1 Pi,j(A, B)
−
1
∑
m
j=1 Pi,j(A,B)
)]
dP(A, B), (34)
the last equation can be written explicitly as follow
H( AB) = −
∫
C
⎡
⎣∑ni=1 ∑mj=1 Pi,j(A, B)
[
∑
n
i=1 Pi,j(A, B)−∑
m
j=1 Pi,j(A, B)
]
∑
n
i=1 Pi,j(A, B)∑
m
j=1 Pi,j(A,B)
ln
(
∑
m
j=1 Pi,j(A, B)
∑
n
i=1 Pi,j(A, B)
)]
dP(A, B), (35)
notice that ∑
n
i=1 ∑
m
j=1 Pi,j(A,B)
∑
n
i=1
= P(A | B) and ∑
n
i=1 ∑
m
j=1 Pi,j(A,B)
∑
m
j=1
= P(B | A), so
H( AB) = −
∫
C
(P(B | A)− P(A | B)) ln
∑
m
j=1 Pi,j(A,B)
∑
n
i=1 Pi,j(A,B)
dP(A, B), (36)
this integral, is subject to
H( AB) =
⎧⎪⎨
⎪⎩
∑
n
i=1 Pi,j(A, B) ≡ ∑
m
j=1 Pi,j(A, B); H( AB) = 0
∑
n
i=1 Pi,j(A, B) > ∑
m
j=1 Pi,j(A, B); H( AB) > 0
∑
n
i=1 Pi,j(A, B) < ∑
m
j=1 Pi,j(A, B); H( AB) > 0
. (37)
This would imply that any process, physical, chemical, physicochemical, has a positive
informational trajectory which is related to a corresponding flow and informational exchange,
so we could postulate the following axiom, Any system that is subject to a natural process
exchanges information.
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As in the flow of information, we can obtain the maximum informational trajectory, using the
probability distributions that maximize the flow,
Hmax( AB) =
∫
C
(
n2 −m2
nm
)
ln
( n
m
)
d(n,m), (38)
=
(
n2
2
+
m2
2
)[
1
2
ln
(m
n
)
+ 1
]
, (39)
and
Hmax( BA) =
(
n2
2
+
m2
2
)[
1
2
ln
( n
m
)
+ 1
]
, (40)
the maximum trajectory Hmax( AB) is subject to the follow conditions
Hmax( AB) =
⎧⎪⎨
⎪⎩
n > m ⇒ Hmax( AB) > 0
n ≡ m ⇒ Hmax( AB) ≡ 1
n < m ⇒ Hmax( AB) > 0
. (41)
4. Informational flows and informational trajectories in chemical processes
Within the context of quantum chemistry, one of the principal interests is sorting systems or
chemical processes, in general, this is accomplished by using certain models and approaches
in order to obtain and quantify certain parameters of the system or process and to give
a physical interpretation of what is possibly happening. Generally, these parameters are:
energy, electron density, molecular electrostatic potential, Laplacian of the Density, Molecular
or Atomic charges, Chemical Reactivity Parameters (like Hardness, Softness, Chemical
Potential, Electrophilicity Parr & Yang (1989), Frequencies, among others.
Reactivity parameters we use in this work are defined as Parr & Yang (1989):
η =
1
2
(
∂µ
∂N
)
ν
=
1
2
(
∂2E
∂N2
)
ν
,
S =
1
2η
=
(
∂N
∂µ
)
ν
and
µ =
(
∂E
∂N
)
ν
,
where µ is the chemical potential, N is the number of particles in the system, E is the total
energy of the system and ν is the external potential. These parameters of reactivity, can be
approximated by the Koopmans theorem and finite differences as
η =
I − A
2
=
ELUMO − EHOMO
2
,
where I is the firts ionization potential and A is the electronic affinity, ELUMO is the energy
of Lowest Unoccupied Molecular Orbital and EHOMO is he energy of the Highest Occupied
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Molecular Orbital, with this approximation we can calculate the softness and the chemical
potential,
S =
1
2η
and
µ =
ELUMO + EHOMO
2
.
Under this scheme, in this section show that by applying this parameters and the
informational entropies to describe a chemical process its possible obtain trends, which,
through its interpretation enable us to establish a link between the parameters commonly
obtained with respect to information of the system, we intend to show that changes in the
amount of information system are also related to changes in the two principal parameters in
the context of the Quantum Chemistry: the electron density and the energy.
In the next section we present some applications concerning the applications of the entropies
informational, informational flows and informational trajectories. In each of the examples
presented here we used Gaussian 03 program Gaussian (2003), for the electronic occupation
probability we used the program NBO 5.0 Glendening et al (2004) and finally the isosurfaces
of the molecular electrostatic potential and the Laplacian of the density were obtained with
MOLDEN program Schaftenaar & Noordik (2000).
4.1 Dissociation of HCl
In previous work Flores & Esquivel (2008); Esquivel et al (2009) have shown that changes in
the informational entropies are associated with physical and chemical changes of a system,
such as electron density, atomic charges, molecular electrostatic potential, normal modes of
vibration, among others.
In this section we show some applications of informational flows and informational paths
Eqns. (28) and (37), presented in such processes. In this case, we present the results for the
dissociation HCl, which were calculated with B3LYP/6-311G.
In the Figure 2(a), shows the energy profile of the process of dissociation of the HCl in which
we see that the equilibrium internuclear distance is 1.3 Å, and energy is -460.77606 Hartrees. In
the Figures 2(b), 3(c) and 3(d) shows the contour surfaces of molecular electrostatic potential
at a distance of 1.3 Å, and 4.0 Å, respectively.
From these figures we can notice several important aspects regarding the set of parameters
used to characterize this process: i) trends obtained only allow us to get an idea of what is
happening in this process based on it, apply or guess that’s what happens in the process, and
ii) The parameters used, the cases do not necessary represent some of the critical points that
may be important to better classify the system and thus seek to identify some important aspect
of it.
In the Figures 3(e) - 3(g) present the trends of informational entropy, which were obtained
with the Eqn. (14), previously reported Flores & Esquivel (2008), in these trends we define the
set {A} as the natural atomic probabilities of hydrogen atom and the set {B} as the set natural
atomic probabilities of chlorine atom. In the Figure 3(e) we present the trends of H(A) and
H(B) in which we can see that H(A) has a minimum in R = 0.45 Å, and a local maximum
in the trend H(B) in the same internuclear distance, to compare trends of the charge density
(Figure 2(b)) in this Figure we notice that the change in the curvature trend occurs in the
same internuclear distance in both trens of the subsystems, this change of curvature can be
attributed to the instability of the system, however, could also say that from this equilibrium
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internuclear distance the system starts stabilized due to a redistribution of electron density,
which can be viewed through the contour map of the Laplacian Density, see Figures 3(a)-3(b).
At a distance of 0.65 Å, the entropy H(A) have a maximum which can be attributed at the
beginning in the redistribution of electron density of hydrogen atom which would schedule
at the beginning of stabilization of the molecular system to reach equilibrium internuclear
distance this is reflected in an abrupt change in the slope of the trend of the entropy. While in
the case of the tendency of the entropy H(B), notice how it behaves the chlorine atom in the
molecular environment shows a maximum at 1.3 Å, this corresponds to minimum energy, this
is agree with a thermodynamic interpretation of the systems. We can also say that in this case,
the behavior of the entropy H(A) show a inflexion points in the trend are associated with the
physical and chemical changes that occur in this process.
Moreover, in the Figure 3(f), shows the trends of the conditional entropy, which we can
interpret them as follows how the hydrogen atom are conditionated by the presence of chlorine atom
or in a more general form, how the subsystem {A} is conditionated by the presence of the subsystem
{B}, notice the generality of this interpretation, because is it a guideline for board a discussion
theme fundamental in the modern chemistry, What is an atom in a molecule? Parr et al (2005), Is
possible that through the application of the conditional von Neumann informational entropies
we can give a opinion to respect.
In the trends of the informational entropies, we can notice that H(A) trend, have basically, the
same structure of the H(A | B) and H(A,B), see Figures 3(g). This leads us to hypothesize that
the hydrogen atom, which plays an important role in the process of this nature, for example,
in a natural process, this subsystem has primary responsibility for carrying out a transfer
of density. With this context, basically recovered several interpretations of the concepts and
descriptions commonly used in Chemistry.
Finally, in the Figure 3(h) shows the trends of the flow of information and informational
trajectory integral, notice that in this case, both trends have the same structure, this implied
that in this process, the trajectory and informational flow depend of the electron density that
the subsystems can be transferred to each other, in both cases, the critical points of these trends
are the same critical points observed in the trends of informational entropy, Eqns. (14) - (17),
which can be attributed to charge transfer process.
Furthermore, in the trends of H(A,B) and H(A : B), Figure 3(g), find that the mutual entropy,
H(A : B), the measure information that subsystems share increase this allows us to establish
the nonclassical behavior of this system, because from a classical interpretation, we hope that
in the limit when R −→ ∞, classically, the subsystems should not be any interaction between
them, however, the entropy H(A : B) shows that the subsystems A y B present a nonclassical
types of interaction that is evident when the classical interactions decrease, this is, notice that
H(A : B) = 0, while the total information system H(A,B) = H(A) + H(B) and observe
that it tends to a constant value. This behavior could be considered as possible evidence of
quantum nonlocality Aspect (2007), i.e. evidence shows a strong correlation between pairs of
subsystems, which can be separated by an arbitrarily large distance without communication
(known) between them. This allows us to incorporate concepts of quantum mechanics such
as entanglement, teleportation, among others.
In experimental field, the entanglement of the systems has been determined by ion trap
Molmer & Sorensen (1999); Cirac & Zoller (1995); Sorensen & Molmer (1999); Kreuter et al
(2004); Schlosser (2001); Monroe et al (1995), by photons Molmer & Sorensen (1999); Tittel et al
(1998), phonons Jian-Wei et al (2000), by NMR Ladd et al (2002); Braunstein et al (1999). This
property has also been applied to quantum cryptography Beveratos et al (2002); Jenneweinm
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et al (2000); Gisin et al (2002). In such experiments have been used primarily: Ca, Be and
Mg. For this circumstance, it is interesting to analyze the processes of dissociation of these
systems in order to determine if they have quantum behavior as described above. Notice that
these systems are clustered on the block “s” of the periodic table, this permit us establish the
hypothesis that it is possible to find a quantum behavior in the other elements of the block
and try to determine if this property have a periodical pattern that allows us to predict if a
chemical system will manifest some type of quantum behavior.
In the following example, we show the characterization of a simple chemical reaction, which is
characterized with concepts of modern chemistry, such as; internuclear equilibrium distances,
variation of the subsystems charges, normal modes of vibration, as well as concepts of
chemical reactivity, such as hardness, softness, chemical potential. In this example, we show,
quantitatively, the dependence of the flow of information and the informational trajectory
with the charge density of the subsystems, the internuclear distances, and so on.
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Fig. 3. Trends in informational entropies in the process of dissociation of HCl, LAP
(Laplacian of Electron Density), MEP (Molecular Electrostatic Potential).
4.2 Process H2 + H− −→ H2 + H−
For this case study, we use the method UMP2 with the function basis set 6-311++G** to find
the transition state structure. The IRC and each point of the reaction path were also obtained
with the same method and function basis set, in each point of the path we verified the wave
function stability Seeger & Pople (1977); Bauernschmitt & Ahlrichs (1996). The nomenclature
used for this reaction is: HHout + Hin −→ HHin + Hout. Fromwhich, it is possible to generate
two analysis. In the first case, selecting the set {A} = H and the set {B} = HinHout, and in
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the second analysis is possible take; {A} = HHout y {B} = Hin. In this case we just present
the firts of them.
In the Figure 4(a) presents the energy profile for this reaction. In which we observe a transition
structure that has a maximum, equilibrium internuclear distances at this point are 0.91808 Å,
and the energy is -1.63778 Hartrees.
In the Figures 4(b), 4(c) and 4(d) correspond to the trends of the equilibrium internuclear
distances, changes in the electronic population of each subsystem, the normal mode of
vibration for this process, changes in hardness and softness of the system, which are chemical
parameters are related to chemical reactivity.
In the Figures 5(c) - 6(b) we present the trends of the informational entropies, Eqns. (14-17),
for this process. In this case two possible combinations were analyzed to generate the sets
that allow us to define the joint probability, in the first case was selected set of probabilities of
occupation {A} how H2 subsystem and the set {B} with the occupation probabilities of Hin.
In the Figure 5(c) we shows the H(A) trend, Eqn. (14), which basically shows how is the
informational behavior of the H atom, which is directly involved in the process of rupture and
formation of the chemical bond. In this figurewe notice that froma distance RX > −1.4, H(A)
exhibits a change of curvature, which is attributed to the beginning of the process of breaking
of the chemical bond, and can be visualized by isosurfaces of the molecular electrostatic
potential, Figures 6(c) - 6(f), in which there is a decrease of the charge density in the central
part of the H2 molecule. In the coordinate RX = −0.4, the H(A) trend shows a change in
curvature, this change is associated with the process of breaking and formation of chemical
bond, see Figures 6(g) - 6(j), where are the maps of molecular electrostatic potential, from such
maps, we can observe a redistribution of electron density in the bond zone of the H2 molecule,
where a decrease in electron density, which is due to a decrease in the internuclear distance of
the hydrogen atom which increases the interactions between these systems.
A similar behavior can be observed by comparing the trend of the normal modes of vibration
of the system in Figure 4(d), which when compared with the trend of H(A) we notice an
excellent agreement with the normal mode of vibration, both trends have a two maximum in
RX = −0.4 and RX = 0.4, these maximawe have attributed to a transition state zone Esquivel
et al (2009).
As in the case of the dissociation process of HCl, we notice that H(A,B) = H(A) + H(B),
Figure 6(a), and H(A : B) = 0, Figure 6(b), the first result allows us to interpret a new
way this kind of results and processes, on the one hand, urges us to leave the classic way of
interpreting this type of process, i.e., an even though the subsystems are physically separated
and in principle there any known interaction between them, either chemistry or physics, these
systems preserve some classical types of interaction. Such results allow us to issues and
philosophical implications of QuantumMechanics, for example, if we accepts the result could
be concluded that the interpretation of the results of this process using QuantumMechanics is
inconsistent with local realistic interpretation. This has important consequences. For example
must be concluded that quantum systems do not have objective properties, pre measure
whose values are simply revealed by the experiment. In the Copenhagen interpretation is
accepted contextuality that is inferred here as a fact of Nature, so the value assigned to A,
depends if you are determined jointly with B.
There has been a large number of experiments to verify the Bell inequalities Bell (1966), are
fulfilled or violated Tittel et al (1998); Aspect (2007); Timothy et al (2007). Generally considered
that experiments have shown that the Bell inequalities are violated, and therefore local realism
has been refuted in experiments. Notice carefully the nature of this results because imply
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a metaphysical dilemma Is it valid or not local realism in nature?, which is resolved through
empirical issue that has been classified in experimental metaphysics. In some way, the only
precedent in physics of this situation was the EPR theorem Einstein et al (1935).
The reason for the popularity of the Bell inequalities lies in the fact that they can lead the
experimental field, which opens the way for long discussions on the fundamental problems
of Quantum Mechanics (determinism vs. indeterminism, location vs. holism, objectivity vs.
subjectivity, etc.) leave the realm of speculation to go to the empirically verifiable (or refutable
as desired). However, the fact is that here the discussions and disagreements persist, and there
is good reason for it. Accepting the validity of the quantum description, the proposed scheme
is to reject outright the existence of hidden variables, and return with it to indeterminism, or
consider the final theory is deterministic, but not necessarily local.
-1.66
-1.655
-1.65
-1.645
-1.64
-1.635
-2.5 -2 -1.5 -1 -0.5  0  0.5  1  1.5  2  2.5
E 
[H
art
ree
s]
RX
(a) Energy profile
 0.6
 0.8
 1
 1.2
 1.4
 1.6
 1.8
 2
 2.2
 2.4
 2.6
 2.8
-2.5 -2 -1.5 -1 -0.5  0  0.5  1  1.5  2  2.5
 0.6
 0.8
 1
 1.2
 1.4
 1.6
 1.8
 2
 2.2
 2.4
 2.6
 2.8
R
: H
-H
in
 [A
ng
str
om
s]
R
: H
-H
ou
t [A
ng
str
om
s]
RX
R: H-Hin R: H-Hout
(b) Distances
 1
 1.02
 1.04
 1.06
 1.08
 1.1
 1.12
 1.14
 1.16
-2.5 -2 -1.5 -1 -0.5  0  0.5  1  1.5  2  2.5
 1.84
 1.86
 1.88
 1.9
 1.92
 1.94
 1.96
 1.98
 2
El
ec
tro
n 
po
pu
ta
tio
n 
of
 s
et
 {H
}
El
ec
tro
n 
po
pu
la
tio
n 
of
 s
et
 {H
inH
ou
t}
RX
{H} {HinHout}
(c) Charges
-2000
-1500
-1000
-500
 0
 500
-2.5 -2 -1.5 -1 -0.5  0  0.5  1  1.5  2  2.5
Fr
eq
ue
nc
ie
s 
[cm
^-1
]
RX
(d) Frequencies
Fig. 4. Parameters characterizing the process H2 + H− −→ H2 + H−.
One of the most valuable aspects of each of the above figures is that the informational
entropies permit us define clearly, there are areas where physical and chemical changes
involved in this process. This leads us to establish the following hypothesis; in any natural
process, there is an exchange of matter, energy and information.
The Figure 7(a) show a contour map which shows as the subsystems exchange information
among themselves. In this figure we notice that approximately 1.2,1.2 coordinates correspond
to the area where the flow of information is greatest, when comparing this region with
the equilibrium internuclear distances Figure 4(b) we can establish a rank in the reaction
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Fig. 5. Trends of informational entropies, using {A} = {H} and {B} = HinHout in the
process H2 + H− −→ H2 + H−.
coordinate of −0.5 < RX < 0.5, which when compared with the trend of the normal modes
of vibration, Figure 4(d), we notice that this is the same range in are the peaks we define
the transition zone, also in this range we can say that the charge transfer occurs between the
subsystems, see Figure 4(c), this leads us to infer that the area defined by the maximum flow
of information is the area where important physical and chemical changes involved in this
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process is carried out and while the flow of information in the −0.5 < RX < 0.5 is maximum,
the trajectory informational, Figure 7(b), decreases when the internuclear distance increases.
This same behavior leads to the conjecture that when carrying out a physical or chemical
process exist gradients of information, this gradients must be associated with the electronic
distribution system, therefore, in Figure 8(a) we present a contour map representing the
variation of subsystems charges with respect to information flow. Using this figure we try
to relate the informational content of the subsystems that are involved in this process with
the charge density from which we notice that when the charge density of the subsystem A, is
approximately the values 1.13 < NA < 1.16 and B of the subsystem at 1.84 < NB < 1.87,
thereby when there are major differences in charges between the subsystems is when we
observe the flow of information between the subsystems is maximal.
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Fig. 7. Contour maps of the informational flow and informational trajectories in the process
H2 + H
− −→ H2 + H
−.
Also, notice that this flow is not constant during the process and is associated with the
difference of the charge densities of the various subsystems which leads us to infer that there
must be gradients of information which in turn must be related to the charge density of the
subsystems, and in Figures 8(a) and 8(b) shows the contour maps showing the change of the
charge density of the subsystems with the flow and informational trajectory. This also leads
us to establish a conjecture about the existence of gradients of information. This permit us
relate these gradients information changes with some parameters of chemical reactivity such
hardness and softness.
In Figures 8(c) and 8(d) we present maps of the variation of hardness respect to the flow of
information and informational trajectory. Figure 8(c) shows the surface that relates the change
in hardness, softness in the information flow, in this case we notice that with the coordinates
0.36 < η < 0.385 and 1.3 < S < 1.33 we define the area where the information flow is
maximum, this area also is an area of −0.25 < RX < 0.25, see Figures 5(a) and 5(b) thereby
in this range of the intrinsic reaction coordinate important chemical and physical changes
occurs, such as charge transfer which is closely related to the process of break and formation
of a chemical bond.
Finally, with this example we have tried to link information from a system that is subjected
to a process with the physical and chemical changes. Thus, we have linked the concept of
information, which is an epistemological concept completely with ontological concepts and
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Fig. 8. Contour maps of the informational flow and informational trajectories in the process
H2 + H
− −→ H2 + H
−.
the solution concepts or interpretation of the results allows us feedback on these concepts in
ontological terms, according to the author, abstract and more general.
By other part, is probable that today do not exist a ortodoxical definition of what actually is the
information, beyond that presented by Shannon and its guidelines, criteria, characterization of
it, among other things, the interpretation and the relationship with other concepts such as:
energy, electron density, chemical reactivity parameters and many others need be discussed
to try of establish a formal relation between concepts.
So, there is no doubt that both knowledge and the praxis and reality as knowledge
scientific understanding and also, is it clear that information concept and the model itself is
interdisciplinary or transdisciplinary. The concept and moreover, the model itself, promotes
a systematic relation with causal analogies and parallelism with scientific knowledge, which
transcends the framework of the source domain and extend in various directions, thus making
the knowledge acquires an unusual resonance, as this, we believe it is feasible to complement
the explanations of natural processes and natural systems.
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This model is not intended that the manner of the old school, that using metaphysical
substance, the particularities of the processes reveal themselves to us in the end as a
progressivemanifestation of homogeneous order or a unitary whole and absolute. It is simply
to promote and implement a partnership scheme which promises analog route and cover
knowledge in a way easier.
Thereby, one of the first goals of the Information Theory that can be invoked to find the link
to Modern Chemistry is that through such a link is possible to restore a space for dialogue
in this branch of science that in some cases lost or greatly reduced mended because the large
number of specialized topics and concepts, thereby, with this scenario is possible consolidate
a new vanguard line of research.
5. Conclusion
As the reader will appreciate the above discussion, Information Theory allows us to postulate
that in any macroscopic system can identify an attribute inherent in its nature the electron
density, energy and entropy. Each of them has a clear and precise physical meaning and its
definition is accompanied by an operational rule to quantify it, that is, assigning numerical
values. Thus we speak of universal axioms that govern natural processes.
However, we can make the question of what is now known about the informational entropy,
which is related to the informational content of a classical or quantum observables and the
same. So is there a universal axiom of incontrovertibly establish the relationship between
information system with observables?
Thus, the study of physical processes and systems relatively simple physicochemical located
within a general outline more or less well understood. But obtaining results that can compare
with the experiment is a not a goal yet, in our point of view, it is therefore necessary to
understand and apply a theory general enough to try to describe, explain and understand
the behavior of natural systems.
For complex systems, like a biological, geophysical, or juts systems constitutes by a large
particle number. We think that we are very far from being able to offer a convincing theory.
Finally we can say that now days the interest shifts to the study of systems far from
equilibrium or complex processes that interact around through the exchange of matter, energy
and information.
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