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1 Introduction
Habitat models are developed for a multitude of purposes. Key among these
are mapping species distribution, as mandated inputs to many conservation
e↵orts, such as species listing, species management plans, and recovery plans
[27]. Few studies have been aimed at “resolving crucial conservation issues, or
exploring macroecological and evolutionary concepts and theory [81]. Emerg-
ing uses are prioritizing e↵orts to map risk of potential incursions Of invasive
species [79], to better target management [e.g. 51].
These purposes can also be viewed as predicting the future (predicting
responses of climate change, predicting ranges of invasive species), under-
standing the present (understanding the mechanisms underlying geographic
ranges, interpolating the range from sparse data, identifying suitable sites
for conservation, clarifying systematic relationships), or backcasting the past
[36].
The construction of SDMs comprises two major steps: (1) modelling habi-
tat requirements, based on a training dataset; and (2) then using the habitat
model to predict and map potential distribution of the species. The habitat
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model determines an underlying species-environment relationship, which re-
lates species response (typically presence/absence or abundance) to various
habitat factors, using data recorded at sites within training data. This model
is then applied to predict species response to the environment as specified by
the prediction data.
In Guisan and Zimmermann [27], SDMs are considered to exemplify Pat-
tern rather than Process based models. Hence when used to map species dis-
tribution, the purpose of SDMs can be viewed as interpolation, since species
response is measured at a few sites in the study region, and the aim is to in-
terpolate species response at intermediate sites. Increasingly, however, SDMs
are also being used to also extrapolate species-environment relationships be-
yond the limits of the study region as represented by the training data. In
plant biosecurity, potential distribution of an exotic pest in a new country
has been extrapolated from the known habitat requirements in another coun-
try [e.g. 79]. When assessing the impact of climate change on habitat of a
species, future potential habitat is extrapolated from the current habitat un-
der various climate change scenarios [10]. However this extrapolation can be
problematic. Some studies have demonstrated that habitat models may vary
even among adjacent regions [53, and references therein]. Where extrapola-
tion is not only over space but also over time (e.g. for climate change), then
researchers have advocated more dynamic SDMs that account for dispersal
from current to future habitat [26].
Regardless of whether SDMs are to be used for interpolation or extrapo-
lation, the debate over how to implement SDMs focusses on evaluating the
quality of the SDM, both ecologically and mathematically. As shown in
Table 1, These sources of uncertainty can be summarized in a way that is
generic across many applications, with some tailoring to SDMs:
1. model inputs, including representativeness, coverage and measurement
error;
2. and in particular the appropriateness of the training dataset with re-
spect to the prediction dataset;
3. the relevance of model outputs to the context;
4. process-based uncertainty, derived from the qualitative or ecological
model(s) underlying the SDM(s),
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Figure 1: Sources of uncertainty in modelling
5. the quantitative approach to implementing the ecological model, In-
cluding
6. parametric uncertainty in the model, as well as
7. reporting the model’s predictive performance, and more broadly
8. communicating uncertainty in model predictions, including attributing
uncertainty to various sources of error (e.g. spatial)
This framework of uncertainty shares some elements identified as relevant
to risk maps Venette et al. [75], namely inputs, process-based uncertainty and
parametric uncertainty. For deterministic habitat models, process based un-
certainty and parameter based uncertainty have been readily identified as
core components [80]. A review of error and uncertainty in SDMs [7] identi-
fied two main errors of concern: “deficiencies in the data and “deficiencies in
ecological realism. These loosely align with model inputs, since they identify
representativeness in terms of sampling biases, coverage in terms of sample
size, and measurement error in terms of lack of absences as well as errors
in variables. They raise the issue of missing covariates, which is related to
both the variable subset selected as well as adequate ecological model. Spa-
tial correlation is the main focus, in terms of quantitative method and its
link to the underlying ecological model. A recent review of SDMs identified
four important sources of uncertainty: measurement error (biological or spa-
tial), the quantitative modelling issues, and inherent spatial and temporal
variability of species distribution [25]. In addition they highlight the need
for attributing uncertainty to its various sources, which can then be better
managed. In this paper, we use this taxonomy of uncertainty to review how
uncertainty has been addressed when constructing SDMs.
It is important to ensure that the framework includes useful tools pre-
viously employed to address uncertainty in habitat modelling (Section 2).
Together with existing frameworks for addressing uncertainty more gen-
erally when modelling, these existing tools help inform development of a
broader framework for addressing uncertainty, specifically when building
habitat models (Section 3). As discussed earlier we focus on extrapolation
rather than interpolation, where the emphasis on predictive performance is
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diluted by the concerns for robustness and ecological relevance. We are cog-
nisant of the dangers of excessively propagating uncertainty. Thus, although
the framework provides a smorgasbord of approaches, it is intended that the
exact menu selected for a particular application, is small in size and targets
the most important sources of uncertainty. We conclude with some guidance
on a strategic approach to identifying these important sources of uncertainty
(Section 4). Whilst various aspects of uncertainty in SDMs have previously
been addressed, either as the main aim of a study or as a necessary element
of constructing SDMs, this is the first paper to provide a more holistic view.
2 Basic tools for Assessing Uncertainty in Habi-
tat Models
Some basic tools for assessing uncertainty are quite popular, due to their
simplicity and flexibility, being adaptable to use with most types of quanti-
tative methods. Most of these are highly relevant when SDMs are primarily
used for interpolation, but find some application when SDMs are intended
for extrapolation.
2.1 Predictive performance indicators
A few tools for addressing uncertainty are ubiquitous throughout the SDM
literature:
• Goodness of fit (GOF) statistics;
• Validation by assessing predictive performance; and
• Robustness.
These three elements are used to address a number of sources of uncertainty.
2.1.1 Goodness-of-fit
In the habitat modelling context, a single goodness-of-fit (GOF) statistic is
typically used to:
1. reflect how well the model fits the training data, although it is acknowl-
edged that overfitting to the training data can a↵ect generality of the
model;
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2. for variable subset selection (often referred to as model selection) through
use of GOF statistics such as AIC or BIC, often referred to as information-
theoretic approaches [12].
3. assess sensitivity of the model (especially for Bayesian networks).
Implicitly, GOF statistics can only be implemented where ‘gold standard’
measurements of species response are available. A well-known deficiency is
susceptibility to outliers, and could arise due to limited understanding of the
representativeness of data, and relevance of both qualitative and quantitative
models. As promoted within the statistical modelling context, to achieve a
well-rounded evaluation of a quantitative model [30], GOF statistics ought
to be complemented by a raft of diagnostics designed to assess the quality of
the quantitative model. These include:
parameter uncertainty reflecting the accuracy of the input parameters,
including measurement error where parameters are estimated via ex-
perimentation or expert uncertainty where parameters are assessed by
experts;
mathematical form including distribution of errors in statistical models;
model structure a↵ecting representation of the ecological model, espe-
cially linearity and/or hierarchy of relationships;
parsimony of the model to balance the need for model accuracy against
model complexity;
sensitivity of model outputs to model parameters; and
adequacy of modelling assumptions.
For quantitative models, we highlight that model parsimony and sensitivity
may be addressed simultaneously via
variable subset selection to identify the set of (sensitive) input parame-
ters that lead to the most parsimonious model
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2.1.2 Predictive performance: calibration and discrimination
A second dominant tool for addressing uncertainty in SDMs is predictive per-
formance. Its popularity stems from its flexibility, since it permits compar-
ison of models implemented using vastly di↵erent quantitative approaches.
Common indicators of predictive performance are sensitivity and specificity
(or equivalently true and false positive rates), and their summary using the
kappa statistic or AUC (area under the curve) for Receiver-Operating Curves
(ROC) [31]. These statistics therefore measure the discrimination ability of
the model. However, it should be noted that data-mining approaches should
out-perform most other modelling techniques, when this assessment relies
heavily on predictive performance indicators. This is because the internal
fitting algorithms of most data-mining approaches seek to optimize predic-
tive performance in some way. Thus it is not surprising that comparison
studies which rely heavily on predictive performance find that data-mining
methods (such as MaxEnt, boosted and bagged trees, self-organizing maps,
neural networks) perform best [e.g. 19, 59].
These predictive performance indicators are applied for validation [30],
either:
2. Internal validation through resampling methods such as cross-validation,
bootstrapping and jack-knifing; or
3. External validation by assessing performance on either a sub-sample
of the original training dataset (which is really a high order cross-
validation) or a separate test dataset.
Whilst internal validation methods are common, particularly cross-validation,
they are typically applied under the assumptions that both the original and
resampled datasets are “balanced”, both in terms of the outputs (e.g. pres-
ences and absences), and representation of the input space (e.g. environ-
mental strata). Similarly, the externality of test dataset is typically assessed
through its spatial proximity to the training dataset, and may be supple-
mented by an landscape ecological description of the di↵erences between the
two.
However measures of discrimination ability, such as AUC and ROC di-
agnostics, need to be complemented by measures of the calibration ability
of the model [60]. A calibration curve shows the prevalence of presences
and absences against predicted probability of presence (which may be logit-
transformed) Reineking and Schroder [64]. Its slope measures the degree
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of overfitting to the training data, and its slope reflects bias. These error
trade-o↵ curves have been used to choose the appropriate threshold of the
predicted probability of presence, using the intersection between the two
curves for presence and absence [54].
Mathematically it is important to note that as the threshold for the prob-
ability of presence is varied, the false positive and false negative rates will
vary in opposition to each other [22]. Rather than abdicating from the choice
of acceptable values for these error rates (under ROC for example), it is im-
portant to consider a trade-o↵ between these two errors. False positives (high
predicted probability of presence when truly absent) may lead to failure to
protect the species when reserves end up not containing the species. False
negatives (low predicted probability of presence when truly present) may
lead to missing high quality sites. One approach is to minimize one error or
another [39]. However unconstrained minimization of one error could lead to
unacceptable levels of the other type of error. In practice it is rare that these
two errors are equally costly. Hence this may be accounted for, in classifica-
tion trees or discriminant analysis, by specifying misclassification costs (as
a loss function) to reweight the fitting criteria [52, 34]. Furthermore investi-
gating these error rates can reveal systematic patterns, either geographic or
ecological (in terms of the explanatory variables) [29].
2.1.3 Robustness
Thirdly, SDMs are often assessed in terms of model robustness. This is a
broad requirement that concerns: the appropriateness of extrapolating from
the training to the prediction data, as well as the quality of the underlying
ecological and quantitative models. It is often assessed via investigation of:
1. Generality of the species-environment relationships, through compari-
son across regions.
2. Generality of the modelling technique, through its repeated application
across many species.
These approaches are well suited to assessing SDMs for interpolation. These
robustness concerns are particularly e cient to assess for applications requir-
ing heavy investment into as spatial datasets derived from GIS products.
Several studies have investigated the second type of generality across
species. Evidence shows that habitat models that capture the functional
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traits of species accurately perform better Hanspach et al. [28]. Regional
di↵erences (in a species habitat requirements and/or in sampling e↵ort) are
also evident [29].
2.2 Comparisons underlying predictive performance
Any summary statistic of performance needs to be understood in context
[36], particularly in terms of the comparison underlying the calculation of the
summary statistic. These comparisons fall along a spectrum from internal to
external validation [30]:
• Internal validation via resampling examines the variability arising from
“jittering the original data. It was first proposed to replace hard-to-
calculate classical variance of statistical estimators (referring to vari-
ability of the data under fixed hypotheses). Predictive performance is
calculated on each resampled dataset, typically summarized in terms
of its average and standard error.
– Cross-validation provides a small number of resampled datasets
(say ten) by withholding a di↵erent percentage of the data (here
10%) each time. It is commonly applied in CART.
– Bootstrapping draws a large number of resamples (say 1000) with
replacement from the original data. This is less common in ecol-
ogy.
– Jack-knifing, or leave-one-out, resamples the data by leaving one
item out at a time. This is also less common.
• Dividing the data into two portions, one for training and one for testing,
can be viewed as a two-way cross-validation.
• External validation tests performance against data from a di↵erent con-
text, going beyond an assessment of data-variability, instead permitting
assessment of generalizability.
• Meta-analysis seeks to contrast and combine findings across a number
of separate studies. One benefit of “meta-analystic thinking” is that it
encourages an emphasis on confidence intervals [66], avoiding the po-
tential confusions arising from hypothesis testing [65, 35, 56]. External
validation can therefore be viewed as a two-study meta-analysis.
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Hence the form of comparison underlying assessment of predictive per-
formance is determined by the way that test datasets are constructed.
It is common to utilize nonparametric univariate analysis of variance to
compare performance Statistics, for example across quantitative methods
and/or species [e.g. 67]. This focuses on a null hypothesis of no di↵erences
across quantitative method and species. More generally (in psychology, busi-
ness and medicine), the reporting of estimates together with confidence in-
tervals have instead been promoted, to overcome some of the well-known
drawbacks of null hypothesis testing [65, 35, 56, 24].
2.3 Robustness
It is less common to assess model robustness in terms of:
3 Generality of the species-environment relationships, across the under-
lying factors defining these relationships, such as gradients in climate
change; and
This is particularly important when assessing SDMs for extrapolation, for in-
stance under climate change. It is possible that climate change may merely
redistribute the environmental niches, which are reflected in current (train-
ing) data. However it is more likely climate change may create at least a
few new constellations of climate/environment that are not reflected in cur-
rent data. This makes it more di cult to rely heavily on empirical means
of assessing model performance against measurements, as required when as-
sessing the model’s predictive performance. It creates a greater emphasis
on understanding process (and the underlying ecological model), to ensure
model robustness.
In addition to parameter uncertainty and other measures of uncertainty
in the quantitative model, we can therefore add a few measures of uncertainty
in the qualitative (ecological) model:
Model comparison of di↵erent quantitative modelling approaches;
Model averaging across a range of quantitative modelling approaches;
Model bagging , which is similar to model averaging but uses the same
model fit to resampled datasets
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In/Directness of model parameters , and their accurate reflection of
the corresponding components (modules) of the ecological model [17,
27].
These methods aim to assess comparability and representativeness of exter-
nal validation datasets used to assess predictive performance; and ensure
generality across underlying factors (i.e. across environmental rather than
geographic space).
Arau´jo and New [4] tabulate statistical modelling approaches that incor-
porate model aggregation (ensembles) into their algorithm: artificial neural
networks and GARP; bagging trees, and random forests; boosted additive
trees; and maximum entropy. These authors note that “ better individual
forecasts will yield a better combined forecast. One approach that has been
proven successful but may pose challenges to implementation in practise is
to identify outcomes that are not supported by any model [4].
Another form of robustness concerns how species distribution accounts
for the interactions and competition among species:
4 Generality from individual species to species assemblages.
This issue can be addressed somewhat by selecting quantitative approaches
that emphasize the modelling of species assemblages. For example, self-
organizing maps have been used to determine clusters of species, within their
geographic context [59]. Alternatively other species may be included as vari-
ables [5].
3 Targeted tools for assessing uncertainty
Other tools for addressing uncertainty in habitat models are more specifically
targeted, compared to the basic tools discussed above. Indeed some tools are
closely aligned with the use of specific quantitative methods. The types of
quantitative approach also defines an element of modelling uncertainty.
3.1 Uncertainty about the Appropriate Quantitative
Model
Briefly there are a multitude of quantitative modelling approaches available.
These can be arranged on a spectrum from purely expert-informed to purely
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data-informed models, so that expert-informed Bayesian models fall in the
middle, whilst expert-defined priors and the data-centric “likelihood” ap-
proaches to statistical inference fall at the two extremes [42]. These two
extremes highlight the divide between the Process and Conceptual models,
at the more expert-informed end of the spectrum, and the Empirical models
at the data-driven end, when considered within the modelling taxonomy of
Merritt et al. [48]. This division also highlights the degree of fidelity to the
ecological (process) model in contrast to the (empirical) evidence. Similarly
Guisan and Zimmermann [27] propose a classification system based on pre-
vious work [38, 68]: mechanistic (fundamental/physiological process-based),
empirical (phenomenological, ecological statistical) and analytical (mathe-
matical theoretical). They identified trade-o↵s in each class between reality
(best for empirical and mechanistic), generality (analytical and mechanistic)
and precision (analytical/empirical).
In habitat modelling, data-driven approaches are currently popular [19],
with the most favoured algorithms including MaxEnt [20, 61, 51], boosted
regression trees [30] and self-organizing maps [79]. In contrast to regression
and classification trees where the probability of presence is related to the
explanatory variables, MaxEnt models a function of the probability of pres-
ence for a group of sites (called a feature) which share the same values of
(discrete) explanatory variables [62].
Self-organizing maps (SOM) are a data-mining method of clustering the
observations in environmental space as well as geographical space. Thus sim-
ilar to MaxEnt, SOM is particularly well suited to analysis of large datasets.
Other more standard data mining algorithms include neural networks such
as GARP.
In many cases, due to the inaccuracies in relevant empirical data, expert-
driven methods are often Promoted as more credible. Multiple Criteria De-
cision Anlysis (MCDA) is highly popular, since it intuitively constructs a
habitat suitability score [41]. Alternatively, instead of focussing on captur-
ing expert knowledge on the reasons underlying species distribution, it can
be more appropriate to capture their spatial knowledge, by asking them to
simply delineate species distribution [41]. Expert-defined models have also
addressed the dynamic nature of variability in habitatation, for example using
cellular automata models, where simple rules determine habitat suitability
depending on the attributes at the location as well as whether surrounding
locations are currently inhabited or not. Such expert-defined models may
also be used to define the prior model that can be updated using empirical
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data within the Bayesian statistical paradigm.
Some statistical models permit a stronger link to statistical ecological
theory, as advocated by Austin [5]. Most of these were early contenders
for habitat modelling approaches, but have since been superceded by the
data mining approaches, which have better predictive performance. Gen-
eralized linear models (GLMs) provide a regression framework that allows
for non-normal sampling variation, as required when responses are binary
(for presence/absence) or counts (for abundance). GLMs provide a score, of
exactly the same nature as MCDA, where the contribution of each explana-
tory variable is weighted by a coe cient. Typically in practice, most GLMs
are implemented based on some simple assumptions, which need not apply
to the situation at hand. Published studies do not often take advantage of
extensions of GLMs:
Interactions reflect the way in which some explanatory variables may mod-
ify the e↵ect of another. Many studies solely incorporate the main ef-
fects of each habitat factor, thereby assuming all factors are essentially
independent. The complexity and diversity of habitat profiles makes it
di cult to measure and interpret interactions between habitat factors,
unless the study is carefully designed [5, 52, 63].
Designing covariate space provides a framework for analyzing and inter-
preting coe cients based on an understanding of covariate space (pro-
jecting geographic space onto the various habitat predictors).
Hierarchical models allow the GLM to be extended to account for com-
plex ecological, spatial or temporal scales, correlation or aggregation
that a↵ects the hierarchy of relationships between variables, specified
as fixed e↵ects and random e↵ects within a GLM.
Non-linear e↵ects permit relaxation of the standard assumption that each
habitat factor makes a linear contribution to species response (e.g. the
log odds of presence increases by a specific quantum for each increase in
the habitat factor). Non-linear regression permits curve-linear e↵ects
(such as proposed by Austin [5]). Generalized Additive Models (GAMs)
provide a means of flexibly determining a curve-linear e↵ect, where the
shape is unknown a priori.
Naughty Noughts occur when absence data is diluted and exerts undue
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influence on the model [6]. Various approaches for modelling excess
zeros have been promoted for addressing them [46].
Variable selection can be used to select the set of explanatory variables
that have best performance. Some of the more popular methods include
selection of expert-specified set of variables, use of univariate methods
to select the best predictors, and stepwise regression [e.g. 63]. In the
Bayesian setting, it is possible to extend the basic model to include an
additional set of latent variables that govern whether each is included
or not in the model [15].
Classification And Regression Trees (CART) form another popular model-
based approach, where species response is related to explanatory variables
via a sequence of binary decisions. CART have been compared to GLMs [e.g.
50]. However these comparisons need to be interpreted with care, since the
standard CART algorithm incorporates variable selection, making any com-
parison to GLMS (without variable selection) a little unfair. In its standard
form CART arrives at a single decision tree, which can provide a strong link
to ecological theory [16]. Their predictive performance has been improved
by a variety of extensions, essentially by providing many trees, and there-
fore lose interpretability and fidelity to any single ecological model. These
extensions include bagging and boosting [13].
Where intensive data collection has resulted in high spatial and temporal
resolution, then more complex models can be used, which include locally
varying spatial components, or spatio-temporal components [33].
3.1.1 Uncertainty in data or in plausibility of hypotheses?
Finally, it is possible to implement some of these models under the Bayesian
statistical paradigm. This shifts inference from a classical focus, on hypothe-
sis testing and confidence intervals which consider the variability of the data
under a null hypothesis, to a learning focus, on the plausible range of hy-
potheses based on the data [21, 43]. Bayesian versions of statistical models
exist: GLMs [54], CART [58], GAMs [14] and zero-inflated regression [46].
When expert informed prior models are utilized, di↵erent options exist for
capturing and incorporating this information into a Bayesian model [47].
For example, for regression over 8 di↵erent methods are available [41]. It is
less straightforward and less computationally feasible to implement Bayesian
versions of the data-mining algorithms.
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3.2 Input uncertainty
Extrapolative SDMs are highly sensitive to uncertainty in inputs, in partic-
ular: spatial data sourced via from Geographic Information Systems (GIS);
expert-defined parameters; and the scenarios used to evaluate the model that
are considered to occur at the bounds of feasibility (e.g. climate change sce-
narios).
Inputs to habitat suitability models derived from GIS datasets are well-
known to su↵er from inaccuracies, primarily due to the scale of the mapping
being at a broader landscape scale compared to the site-specific field data
[55].
Expert-defined parameters are prone to a number of biases [47].
For predicting changes in species distribution under climate change, Dor-
mann et al. [18] found that model type and data quality were the key deter-
minants of uncertainty.
3.3 Variable subset choice
Austin [5] promotes that variable selection should be embedded within eco-
logical theory. This approach was exemplified by proposing variables within
di↵erent themes for classifying bioregions [76]. For example, Bateman et al.
[9] noted that within a theme, such as climate, it is important to determine
whether species presence is related to short-term factors (such as weather
events) or long-term factors (such as annual averages).
Heikkinen et al. [31] identifies three main approaches to variable selection,
based on regression and the manual or automated use of post-hoc stepwise
selection methods: “(i) a priori selection ..., (ii) manual model building, and
(iii) automated model calibration. The first approach corresponds to expert
selection of variables, with either implicit or explicit link to the underly-
ing conceptual model. These were found to out-perform automated meth-
ods, particularly when interactions or flexible non-linear relationships were
permitted [49]. In addition, there are also: (iv) model-based approaches
to variable selection. These are integrated into di↵erent methods, such as
classification or regression trees. Alternatively, (v) resampling methods can
be used to select variables for methods such as semi-parametric regression
(GAMs).
In contrast, variable selection is explicitly addressed when constructing
Classification and Regression Trees (CARTs), since a variable and a threshold
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is used to define each split.
[64] note that “Variable selection should be used with caution. Although
it can produce the best performing models under certain conditions, these
situations are di cult to infer from the data. Ridge and lasso are risk-averse
model strategies that can be expected to perform well under a wide range of
underlying species-habitat relationships, particularly at small sample sizes.
Alternatively, sample size has been evaluated based on EVP, being the
number of events (the smaller of the number of presences or absences) per
explanatory variable. EVP was used to assess the performance of di↵erent
methods for choosing subsets of variables. For logistic regression, they found
that variable selection methods worked better for large EPV (> 10), whilst
regularization methods worked better for low EPV (< 10).
Statistical models were initially used to relate binary outputs to mul-
tiple explanatory variables. Widespread choices were logistic regression,
other Generalized Linear models (GLMs), and Generalized Additive Models
(GAMs). The most prevalent method for variable selection for these mod-
els in ecology are based on stepwise selection, where one variable is added
or deleted at each step, and an information theoretic estimate of model fit
is used to assess the improvement [12]. So for example AIC is the lack-of-
fit measured by the deviance penalized by twice the number of parameters,
whereas BIC is the deviance penalized by the number of parameters mul-
tiplied by ln(n), where n is the sample size. Other approaches assess all
possible subsets, adding/deleting more than one variable at a time, or utilize
an evolutionary algorithm [64]. Penalized approaches to GLM use di↵erent
penalties [30]: lasso regression penalizes a lack-of-fit in terms of the mag-
nitude of the parameter; and ridge regression assesses lack-of-fit in terms
of sums of squared parameter estimates [64]. Indeed, penalized logistic re-
gression performs comparably with MaxEnt in typical SDM situations [23],
yet retains the interpretability of the parameters, allowing a stronger link
between the ecological and statistical models [5].
Whilst variable selection is embedded within CART, post-hoc methods
are typically used for variable selection in GLMs: forward, backward or step-
wise selection [50].
In constructing Bayesian Belief Networks, general advice on building BNs
typically advises that the input variables should be simple, comprising no
more than 3–5 categories, and that only the main factors driving any rela-
tionship be incorporated, with no more than 2–3 parent (explanatory) vari-
ables a↵ecting any child (intermediate response) variable [45, 73]. The main
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reason for such a constraint is to ensure that experts may easily estimate all
entries in the resulting Conditional Probability Tables (CPT), which define
the conditional probability of the child given all combinations of the par-
ents. Some methods are emerging for avoiding specification of all entries in
the CPT, such as the CPT Tool, which uses a linear regression to extrap-
olate most entries from a few entries, and the Point-of-Truth [POT, 8] and
Elicitator tool [41], which both use generalized linear (regression) models to
perform this extrapolation. Elicitator allows each entry to be specified with
varying uncertainty.
3.4 Data selection
The sampling strategy governing which presence and absence records are
included in the datasets crucially a↵ect the statistical analysis. Four key
concerns are:
• Sample size
• Measurement accuracy
– Zeros
– Detectability
• Adequacy reflects how well the chosen indicators reflect the drivers of
the species-environment relationships in terms of whether a direct or
indirect measure is used [27].
• Representativeness, in terms of how well the data represents the region.
• Scale
In the Ecological-Statistical-Data modelling framework of Austin [5] this
is highlighted as an important component of the Data model for developing
species-environment relationships. From a statistical perspective, represen-
tativeness is addressed through design of: data collection for observational
(survey) data accounting for sources of observational error [52], if necessary
accounting for repeated observations [44]; or compilation of data warehouse
records, accounting for varying survey methods and quality [63].
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It is important to explore the full range of habitat factors (or gradients)
[31], since otherwise incomplete views of the response can be obtained. How-
ever it is important to be clear about how this translates into a marginal
univariate view of each habitat factor as well as the joint multivariate view
of the potential combinations of habitat factors. For instance, it may be that
an extreme value of one habitat factor only co-occurs with extremes in other
factors, so that some portions of permissible covariate space are empty.
3.5 Parametric uncertainty
According to Zaehle et al. [80], three types of parametric uncertainty arise
in the context of deterministic modelling:
• measurement error, including whether distal indicators are used;
• how well aligned the scales of the measure are to the model; and
• complexity of semi-parametric models;
3.5.1 Sample size
The quality of statistical estimates depends heavily on sample size. Whilst
theoretical results and computing code are widely available for sample size
determination in extremely simple models, they are di cult to locate for the
statistical models typically applied to mapping species distribution [although
see 66]. One way to characterize the habitat-space sampled is to calculate the
range of each explanatory variable [78]. Simulation studies [78] have demon-
strated that predictive performance (measured via AUC) of a wide range
of SDM modelling approaches was greatly improved for a sample size of 100
compared to smaller samples of size 30 or 10 which di↵ered significantly from
the larger dataset, based on Bonferroni-adjusted t-tests with arc-sine trans-
formation. They concluded that “ No algorithm predicted consistently well
with small sample size (n < 30) and this should encourage highly conserva-
tive use of predictions based on small sample size and restrict their use to
exploratory modelling. Similarly Hernandez et al. [32] found that sample size
was pivotal in calibrating models (based on AUC and kappa) for all quan-
titative methods and also in quantities closely related to decision-making,
such as the area predicted present, and the median prediction probability of
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success. They also found that the quality of SDMs began to asymptote for
sample sizes of 100–150.
The ability to discriminate between presences and absences, using AUC
for instance, is also a↵ected by the number and extent of pseudo-absences
included into the model-building process [71]. These authors noted that
Wisz and Guisan [77] showed that random sub-sampling of pseudo-absences
was preferred to a two-step process amounting to redefining an appropriate
envelope for selecting pseudo-absences.
3.5.2 Zeros
The choice of how to select absences for inclusion in model building is typi-
cally more challenging than presences. This is primarily due to the influence
of naughty noughts, where some zeros are less relevant than others because
they occur beyond the envelope of the species [6]. Their inclusion can lead
the model to discriminate between inside and outside the envelope, rather
than discriminating habitat preferences within the envelope. The danger
of naughty noughts is elevated when true observations of absence are un-
available, requiring the use of inferred absence, also called “pseudo-absences.
Two-step approaches that constrain choice of pseudo-absences, such as us-
ing ENFA (environmental niche factor analysis) or bioclimatic envelopes
(BIOCLIM), have been shown to be inferior to random selection of pseudo-
absences [77]. A di↵erent type of two-step approach has been used to account
for zero inflation, namely hurdle models or mixture models [46].
3.5.3 Detectability
In SDMs, the biases arising through imperfect detection can be addressed
by introducing additional modelling e↵ort to model the latent variable for
occupancy, that underlies detection which is implicitly conditional on detec-
tion [2]. Some standard approaches rely on repeated sampling [44]. Other
methods apply a cascading series of detection methods. One approach min-
imizes the chance of false negatives, such as a sequence of site inspection
remotely via binoculars, site-inspection of scats, and helicopter inspection
[52]. Another approach commonly applied with exotic pest species minimizes
the chance of false positives, through a sequence of confirmation, starting
with community or industry, escalating to biosecurity extension o cers or
agronomists/veterinarians, and finally reaching the o cial confirmation by
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an expert diagnostician [40].
3.5.4 Representativeness
Representativeness, particularly of data warehouses such as museum records,
can be biased in at least four di↵erent ways: geographic, environmental, tem-
poral and species [69]. This can be due to accessibility and availability, and
the idiosynchratic focus of individual collectors who contribute to museums
[57]. One study confirmed that geographic bias, coinciding with major di↵er-
ences in sampling e↵ort, had significant impact on the performance (calibra-
tion) of models built using MaxEnt, controlling for regularization and model
complexity [3].
Representation of environmental space is often characterized in a uni-
variate way, by considering the range of each variable. This is the basis of
techniques that model environmental niche, such as BIOCLIM, which cal-
culates bounds that contain most values of each variable from the observed
data.
One way of characterizing representativeness is the number of events per
variable (EPV), defined as the number of presences or absences (whichever
is smaller) per explanatory variable [70, 64].
When fitting a regression model (either a GLM or GAM), the most
straightforward interpretations of the coe cients of explanatory variables
arise when the data can be viewed as a random sample from a hypercube (or
envelope) formed by these univariate ranges. It requires carefully designed
data collection to centre observations within their envelope [5]. However in
many situations the factors governing habitat suitability are arranged in a
natural hierarchy leading to a truncated hypercube. These hierarchies can
be somewhat revealed when multi-resolution models such as trees (CART)
or Bayesian networks are used to build SDMs.
For species distribution modelling, one di culty in characterizing envi-
ronmental space is that it does not form a convex hypercube, instead forming
a hypercube with many ‘holes reflecting combinations of variables that sim-
ply do not co-exist in reality. Indeed examining the sampling frame can help
target data collection and analysis. This approach is useful when extracting
data from a large heterogeneous data warehouse, comprising data from a
diverse range of sources, both incidental and purposive sampling.
In particular, stratified sampling based on a sampling frame can help
reduce the number of potential combinations of variables that need be con-
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sidered (sampled). For example, native macadamia species occur naturally
in suitable habitats, as reflected by comprehensive surveys in native vegeta-
tion based on quadrat samples, as well as with human assistance, typically
as single trees cultivated for food value. Less than half of the potential com-
binations of explanatory variables were represented by more than one record
(presence or absence) in the data warehouse [63]. These soil-vegetation strata
were resampled to reduce the over-representation of some that had been heav-
ily sampled. In a study on brush-tailed rock wallabies, 27 strata were defined
on the broad-scale factors of vegetation, geology and landuse. Two of these
were missing from the study area. The remaining strata provided the ba-
sis for designing collection of field data [52] as well as defining scenarios for
eliciting expert knowledge [54].
The sampling frame may be defined through prior knowledge, using a
‘model-based approach to sampling design [1]. This is particularly impor-
tant when targeting searches for rare species with high conservation value
or high impact as an invasive organism [79]. Five common sampling meth-
ods were recently compared: completely randomized sampling, convenience
sampling (based on roads), stratified by altitude, systematic by climate, and
model-based by probability of presence [1]. This study found that the use
of prior knowledge underlying model-based sampling led to reduced bias and
imprecision. Another study aiming to discover new species found that model-
based sampling outperformed random sampling [37].
One reason for preferring random sampling over targeted sampling is that
it avoids any reweighting of samples to address the (intended) bias introduced
by the sampling design. However, it is possible to adjust for sampling bias
using sampling weights within most statistical algorithms, depending on the
software package, for example for logistic regression [74] and classification
trees [72].
4 Strategy
Currently, many SDM studies focus on predictive performance. However, as
discussed when examining SDM changes under climate change, it becomes
more important to balance predictive performance with other types of per-
formance.
As in all statistical design situations, it is not feasible to examine all
sources of uncertainty, but it is worthwhile to investigate what are considered
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to be the major sources of uncertainty. An initial modelling risk analysis may
be able to define the main sources of uncertainty.
As a useful starting point, we propose that where possible, at least one
source of uncertainty be examined from each of the main components of the
uncertainty framework: input uncertainty, output uncertainty, quantitative
model, conceptual model, variable subset selection, and parametric uncer-
tainty.
Let us consider an example. Suppose that a Bayesian Belief network
(BBN) is to be constructed to model species distribution of an invasive
species. We may identify a major source of uncertainty under each head-
ing.
1. An important form of input uncertainty is accuracy and appropriate
scale of spatial data. In practice, however, this can be di cult to
manage in the short term. Hence it may be more fruitful to focus on
representativeness of the dataset in relation to the predicted habitat
profile under core climate change scenarios.
2. Output uncertainty can be visualized either in habitat-space by ex-
amining how the graphical model changes, or in geographic space by
mapping changes in areas with high predicted probability of presence.
3. The impact of the quantitative model may be useful to examine if the
hierarchical model has been elicited from experts. For instance, of in-
terest is whether di↵erent forms of quantitative model (such as regres-
sion or classification trees) can retrieve similar types of relationships,
at least for some portions of the model.
4. Uncertainty in the conceptual model can be assessed through consulta-
tion with a number of experts, across a diverse range of backgrounds.
5. A classical approach to examining the importance of variables in BBNs
orders variables by their contribution to the entropy of the model. How-
ever this tends to emphasize how closely a variable is located to the
outcome node. An alternative approach would examine the connected-
ness of variables to other variables in the model, and their role in the
conceptual model.
6. Parametric uncertainty can be assessed by comparing BBN estimates of
marignal and conditional probabilities with those obtained by fitting
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models to empirical data, whilst acknowledging that empirical data
is likely to be less comprehensive than necessary to provide accurate
estimates alone. Consider using a Bayesian framework to combine es-
timates from both sources.
5 Conclusion
In conclusion, this review has brought together di↵erent strands of research
on the role of uncertainty in SDM modelling, particularly important for ex-
trapolation under changes in climate change. We acknowledge the current
focus on predictive performance, which is crucial for interpolating SDMs, but
highlight that they can be usefully supplemented by other measures of model
performance for extrapolating SDMs [11].By organizing elements of uncer-
tainty under key components, we lay the groundwork for feasibly assessing
uncertainty in practice.
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