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SI 企業から見たビックデータ分析 
 
（株）NTT データ 基盤システム事業本部 システム方式技術ビジネスユニット 主任 大西 高史 
 
1. データ分析に携わる人の 3つの立場 
 
最近、いろいろなところでビックデータという言葉が聞かれるようになりましたが、な
ぜ注目されてきたのか、また SI の現場でどんなことが実装されているのかについてお話し
していきたいと思います。本日は、IT の現場での技術革新もビッグデータが流行っている
理由の一つですので、そのあたりのお話をあまり専門的になりすぎないようにご紹介した
後で、実際にその技術を使っている現場でどんなシステムで、どんな分析をしているのか
についてご紹介したいと思います。 
弊社は、NTT グループの中での情報システムを主業とする会社ですが、NTT が通信キャ
リアということもあり、早くから大量データ扱うシステム構築を手掛けておりました。そ
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 1 データ分析に関わる人材タイプ 
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のノウハウを他の業種、様々な企業や、官公庁などに提供しております。今日お話しする
内容は私見も入りますので、会社としての公式の見解ではないことはご了承ください。 
データ分析にかかわる人について、私は大きく三つに分けられると考えています。まず
は、研究開発をする方々です。効率的なアルゴリズムを研究し、それをどのように実装し
ていくのかといったことについて研究されるような方です。次は、アナリストと呼ぶのが
適切と思われますが、実際に集めてきたデータから、お客様の持っている目的に対して、
どのように分析をしていくかを考え実行する人たちです。最後が、私の立場でもあります
が、分析のためのデータを集めるためには IT のシステムが必要になってきます。その分析
環境を作る人たちで、いわばエンジニアの立場です。 
 
2. ビッグデータ 
 
さて、ビックデータとは何？という問いに対しては、図 2 に示す三つの特徴を持つデー
タと言われています。 
 
 
図 2 ビッグデータの特徴 
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まずは「ビッグ」の名の通り、ボリュームがあることです。非常に大規模なデータで、
ペタバイトのデータを扱うことも実際よくあるようになりました。皆さんのパソコンで
使っているハードディスクがギガバイト、テラバイトオーダーになっていますので、その
千倍、百万倍というようなデータ量を扱うということです。また、従来のデータベースで
扱っていた構造化データだけではなくて、非構造化データも扱います。この特性をバラエ
ティといいますが、いろんなところから発生するデータを扱っているということです。昔
はシステムで使うデータといえば、注文書や銀行の決済のように、形式通りに数値データ
を並べたデータがほとんどでしたが、今や、文章はもちろんのこと、音や映像なども対象
に入ってきます。こういった構造化できないデータを総称して非構造データと言っており、
構造化データも非構造データも合わせて分析をしようというのがビッグデータの思想です。 
最後がベロシティで速度を意味します。データの発生頻度が非常に高いということを表
します。例としては、携帯電話の位置情報、SNS に投稿するつぶやきや写真データといっ
たものがイメージしやすいでしょう。こういったデータは利用ユーザ数の増加に合わせて、
止むことなく発生しつづけています。 
こうしたデータ処理を支える技術にどのようなものがあるかというお話をこの後しよう
と思いますが、その前に IT のシステム構築についてお話ししたいと思います。 
 
3. 従来の情報システム構築の対象 
 
IT のシステム構築では、図 3 に示すように、大きく 2 つのタイプのデータを扱うことが
あります。多くのシステムではこの図の上のタイプのデータを扱っています。つまり、特
定の業務に特化して、データを決めてしまうわけです。「こういうデータを扱いたいという
ことが事前にわかっていて、こういうデータをこういう仕組みとスキーマで」と決めてお
いてシステム構築をしていました。こういったデータを扱うために RDBMS（Relational 
Database Management System）や SQL というようなツールがあって、これらが広くに使わ
れて来たわけです。また、データウエアハウスや、ビジネスインテリジェンスのような、
よりメタなビジネス分析を目指したシステムも少数ですが存在はしました。 
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図 3 従来の SI の対象 
 
4. IT の黒船 
 
IT の黒船といっていいと思いますが、2000 年ぐらいから Google が検索エンジンの分野
で存在感を示してきました。その時に Google が使っていた技術がビッグデータにとって今
やデファクトスタンダードになりつつあります。Google は MapReduce という分散処理技
術を利用していましたが、これをオープンソースで作ったのが Hadoop という技術です。
簡単に言うと、サーバがずらりと並んでいて、それらが一つの大きな仕事を分担しあって
処理する技術です。1 台のサーバに保存できるデータ量には限りがありますが、このシス
テムでは保存領域が足らなくなったら裏にあるサーバを追加すればいいわけです。このよ
うにサーバを増やしていけば保存できるデータを増やせるという仕組みを作りました。 
こうした考え方がヒットして、アメリカの Yahoo! や Facebook など、皆さんが日常的に
使われているサービスも、この技術を使って伸びてきて、日本に輸入されて来ました。ビッ
グデータシステムの裏でこうした分散処理技術が使われているわけです。 
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図 4 IT の黒船（Hadoop） 
 
さらにすごいところは、単純にデータの保存できる容量を増やせるだけではなく、処理
能力も向上させることができる点です。サーバを増設するとそのサーバを使って計算処理
ができるので、サーバが多ければ多いほど処理能力が増すわけです。 
典型的な事例としては 4 テラバイトの文章データを PDF ファイルに変換するのに、一台
のサーバで処理しようとすると 3 ヶ月ぐらいかかると試算されたものを Hadoop で 100 台
くらいのサーバを並べて変換したところ、 1 日で終わったというニュースがありました。
そのほかにも、従来は 1 ヶ月ぐらいかかっていたバッチ処理も、同様に Hadoop を使って
わずか 13 分で終了したという事例もあります。 
もう一つの黒船ですが、あまり目立っているわけではないのですが、CEP（Complex Event 
Processing）というものがあります。従来のシステムでは、一度データを DB に保存して、
その保存されたデータに対してまとめて処理を行っていました。これに対して、CEP は発想
を変えて、データが発生したらその場でそのデータに対してフィルターをかけるようにリア
ルタイムに処理を行います。結果だけを取り出して、データを貯めないのです。高頻度に発
生するデータを処理するというのに向いているシステムです。 
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図 5 IT の黒船（CEP） 
 
こうしたリアルタイム処理で有名なのは、アメリカを中心に行われている株式のアルゴ
リズム取引というものがあります。直近 1 秒以内の取引高や、株価の変化を瞬時に把握し
て、あらかじめ定められたルールに従って、その場で売買を判断していきます。取引市場
のデータがリアルタイムにどんどん送られてくるのですが、それを常に監視して、上がっ
た銘柄があれば即買い注文もしくは売り注文するというのをこのシステムに仕込むことが
できます。このように、イベントとそれに対する行動ルールを設定する。そして発生する
データに対してそれぞれ判断するという仕組みが CEP です。 
CEP が興味深いのは、「Complex」の名の通り、複雑な条件を組み合わせることができる
ことです。例えば銘柄 A の価格が直近 5 分間で 1%上がって、かつ、銘柄 B が 0.5%下がっ
たら銘柄 A を売る、というような複数の条件が同時に満たされた場合にだけ行動するとい
うような、複合条件判定ができます。こうした仕組みを称して複合イベント処理と言われ
ています。 
以上の 2 つの技術から何が出来るようになったのかという観点からまとめると、Hadoop
が登場する前、1 台のサーバで処理をしようとするとハードウエアの性能が制約になりま
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した。例えば、このサーバには 100 ギガバイトが上限なので、それ以上のデータは取り扱
えません、といった制限があったわけですが、Hadoop の場合、足りなくなったらサーバを
増やしていけばいいわけです。このように、ハードウエア制限でデータを捨てる必要がな
くなりました。 
また、いろいろなところに散らばっていたデータも、1 か所にまとめておくことで、集
約して横串を指した横断的な集計ができるようになりました。サーバの台数も増やしてい
くわけですので、台数分の CPU を使って計算できるので、より大量のデータに対応するこ
とができます。 
さらに Hadoop がすごいと評価できるところが、生データを残しておくことができるこ
とです。これまではデータをためる場合は、分析の手法を決めて、その手法で使うデータ
を取捨選択して保存していました。ところが、トレンドが変わると分析手法も変わること
があり、捨てていたデータが後で欲しくなることがあります。ところが、分析用にデータ
をトリミングして残しておくと、その時に使わなかったデータは残ってないわけです。
Hadoop では生のデータを残しておいて、分析時に「ここのデータだけ使うよ」ということ
ができるので。生データが持つ情報量を十分発揮させることができます。 
ただし、アプリケーションの実装はかなり面倒という問題がネックだと思っておりまし
て、専門技術者を確保しないと、使うのが難しいのが現状です。 
また、CEP については継続して発生し続けるデータ活用することができます。監視カメ
ラなどが繁華街や店舗にあるのを見かけると思いますが、あのような画像データも、デー
タとして一度は保存しておくのですが、一定期間が過ぎたら捨てている、ほとんど死にデー
タです。センシング・データなども同様ですが、これまではそれらを処理する能力が追い
付かなかったので、データとしては取ってはいるけれど使っていませんでした。それがCEP
を使うと、データやイベントが発生した時に、即座に検出してアクションを指示すること
ができます。特に、複数のイベントを重ね合わせて検知するというのができるようになっ
てきました。 
以上の処理が CEP ですと簡単に書けます。今まで RDBS で広く使われている SQL とい
う言語がありましたが、CEP でもこれに似た CQL（Continuous Query Language）で記述す
ることができ、例えば、「直近 5 分以内で何%上がったらデータを抽出しろ」というような
イベント処理を簡単に書くことができます。ほかにも、単純な集計や、簡単なマッチング
処理もでき非常に使いやすいのですが、問題はこのソフトは価格がすごく高いことが多い
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のです。フリーで利用できる CEP ソフトもありますが、信頼性の担保の問題もあり商用パッ
ケージが一般に利用されています。ですので、費用対効果の面が今のところの課題です。 
実例としては、元々こうした技術を作った Google では当たり前のように使っています。
通常のウェブ検索などもそうですし、Google ブックスという電子化した書籍のデータの全
文検索ができるサービスがあります。他には翻訳などもあります。英語の文章を貼り付け
て、それを他の言語に変換します。こうしたサービスについても実は裏ではこうした仕組
みが使われています。具体的には、ウェブデータや電子化された書籍データ、翻訳文章な
どをリポジトリという 1 カ所のデータの置き場に集めておき、いろいろな文書から平均的
な訳文のパターン作ることで翻訳サービスを提供しています。  
 
 
図 6 Google の様々なサービス 
 
他の事例としては、アマゾンなどのレコメンデーションシステムです。この場合は、い
ろいろな人の購入履歴を蓄積します。他にはレイティングなどいろいろな情報を集めて来
て、「この本を買った人はこんな本買っています」といったルールを分析して抽出している
わけです。 
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また、先ほど CEP で少し触れましたが、アルゴリズム取引も代表例といえます。株式取
引ではいち早く情報をつかんで、どれだけ早く売り抜けるか、買いに出るかで収益が大き
く変わります。1 マイクロ秒のオーダーで損失が数千ドル、数億ドル発生するというよう
な世界です。何かイベントが起きたら即アクションをしたいというところで広く使われて
います。特に、アメリカやヨーロッパで使われていますが、まだ国内では実績は多くない
状況です。 
CEP についてはもう一つ紹介いたしますと、我々NTT データが作ったシステムで
「BRIMOS2」という橋梁モニタリングシステムがあります。橋に何か所もセンサーを付け
て、振動やゆがみを検知するシステムです。そのセンシング・データを集めて、橋にどれ
だけの負荷がかかっているかとか、どれだけ歪んでいるかというデータ収集しています。
当初は月に 1 回というようなタイミングで分析処理をしていたのですが、CEP を導入した
ことで、リアルタイムに異常検知できるようになりました。 
 
 
図 7 橋梁モニタリングシステム 
                                                          
2 http://www.nttdata.com/jp/ja/news/release/2011/071400.html 
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5. まとめと課題 
 
これまでの話をまとめさせていただき、現状の課題について触れたいと思います。これ
までお話ししてきたように Hadoop や CEP というようなビッグデータを支える技術が登場
したおかげで、今まで扱えなかったサイズのデータの分析がある程度できる時代になって
きました。ボリュームの問題からこれまでは捨てていたようなデータも蓄積させておくこ
とができるようになり、ログやカメラの映像、いわゆるライフログのデータなども分析で
きる対象になってきました。 
 非構造化データと構造化データも 1 ヶ所に集めることができますし、今まで分散して保
存されていた別のサービス同士のデータを、1 ヶ所に集約して横串を刺して分析すること
もできるようになります。また、これまでなら 1 ヶ月くらいかかっていた処理をわずか数
分でできるようになることで、1 日に何度も繰り返し分析処理ができたりもします。CEP
を使えば、あるイベントが起きたときにリアルタイムにアクションできます。 
このようにこれらの技術はデータ分析の可能性を大きく広げましたが、いろいろ課題は
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 8 今後の課題 
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あると思っています。図 8 にそのいくつかを列挙しました。データがあれば何でもできる
というものではなくて、データをどう使うか、分析の目的は何かということを事前にきち
んと決めることが大変重要です。ところがこれがなかなかに難しいのです。 IT システム
を作っている側としては、そういった新しいシステムを作りましょうというような話をお
客様に持っていくのですが、ビッグデータであっても目的のないデータ収集しても意味が
ありません。どういう分析をしたいからこういうデータを集めましょう、という目的意識
を持たないとその後で問題が発生したり、システムそのものが無意味になってしまうとい
う懸念もあります。 
次に、パワー乱用と書きましたが、これまでは分散していたデータを 1 か所に集めてく
るので、今までは分からなかったこともこうしたデータを分析することで分かるようにな
ることもあります。例えば個人情報に抵触するようなデータを安易に集めるとプライバ
シー侵害になりますし、企業のデータであっても、それを 1 ヶ所に集めてしまうと企業の
状況が丸裸になってしまい、情報漏えいも起きかねません。今までは考慮する必要のなかっ
たレベルでのセキュリティについても考慮する必要がありますが、今はまだ後回しになっ
ている状態で、技術先行型になっているのが問題かと思っています。 
最後に過信と書きましたが、新しいことができるようになると、それとともにある程度
危険性も生じます。特に CEP ではこうした事例がいくつかあります。 2010 年ぐらいだっ
たと思いますが、アメリカのニューヨーク証券取引所のダウ平均が、5 分ぐらいの間に 10%
以上急落するということがありました。フラッシュクラッシュと呼ばれていますが、これ
がなぜ起こったのかというと、CEP を使ったアルゴリズム取引が行われていたことが一番
有力な原因だと言われています。株価に対してルールとアクションを決めておき、例えば
ある銘柄の株価が下がったらすぐ売るというようなことを、これまでは人がやっていたの
を機械がやるようにすると、機械はそのルールが現れる限り取引を止めないので、どんど
んそれを行ってしまいます。そうすると、ある特定の条件下では価格下落の連鎖が起こり、
加速度的に売りが発生して止まらなくなって、株価全体へその影響が出てしまいダウ平均
が一気に下がるということが起こり得ると考えられています。 
CEP は様々なルールを設定でき、簡単にそれで株式売買などができるようになりますが
同時にこうした危険性もあるわけです。こうした危ない状況が連鎖して起こることをカス
ケード障害と言いますが、そういう危険な流れが起きると市場全体が不安定化してしまい
ます。結果的には誤判断と言えるのですが、コンピュータにはそうしたメタな判断はでき
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ないので、どんどん取引をやってしまうというような危険性があったりします。したがっ
て、こういった仕組みを作るときには、リスクに対する歯止めの策のようなものを考えて
いかないといけないなと思っています。 
このように、技術的には新しいことができるようになってきてはいますが、どうしても
技術先行型になっており、処理できるようになったからとりあえずやってみよう、という
感じで進めるところが多いのが現状です。しかし、どういう目的でシステムを導入するか、
どういう運用上のリスクがあってそれを回避するかということきちんと考えていくという、
人の力が重要であると感じています。 
 
  
