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Face Retrieval using Frequency Decoded Local
Descriptor
Shiv Ram Dubey
Abstract—The local descriptors have been the backbone of most of the computer vision problems. Most of the existing local
descriptors are generated over the raw input images. In order to increase the discriminative power of the local descriptors, some
researchers converted the raw image into multiple images with the help of some high and low pass frequency filters, then the local
descriptors are computed over each filtered image and finally concatenated into a single descriptor. By doing so, these approaches do
not utilize the inter frequency relationship which causes the less improvement in the discriminative power of the descriptor that could be
achieved. In this paper, this problem is solved by utilizing the decoder concept of multi-channel decoded local binary pattern over the
multi-frequency patterns. A frequency decoded local binary pattern (FDLBP) is proposed with two decoders. Each decoder works with
one low frequency pattern and two high frequency patterns. Finally, the descriptors from both decoders are concatenated to form the
single descriptor. The face retrieval experiments are conducted over four benchmarks and challenging databases such as PaSC, LFW,
PubFig, and ESSEX. The experimental results confirm the superiority of the FDLBP descriptor as compared to the state-of-the-art
descriptors such as LBP, SOBEL LBP, BoF LBP, SVD S LBP, mdLBP, etc.
Index Terms—Local Descriptor, High Frequency, Low Frequency, Unconstrained, Retrieval, Face, Decoder.
F
1 INTRODUCTION
1.1 Motivation
FACIAL analysis is a very active research area in the com-puter vision field. In the early days, the face recognition
was being done in a very controlled environment, where the
images were being captured in frontal pose with uniform
background, etc. From last decade, the research focus has
been shifted towards the unconstrained and robust face
recognition. Wright et al. followed a sparse representation
for face recognition [1]. Ding et al. did the pose normal-
ization for face recognition against pose variations [2]. The
pose-invariant face recognition is converted into a partial
frontal face recognition and then a patch-based face de-
scription is employed in [3]. Face recognition against pose,
illumination and blur is conducted by Punnappurath et al.
by modeling the blurred face as a convex set [4]. The survey
in face recognition is also conducted by several researchers
[5], [6], [7]. Due to the increasing demand of real life facial
analysis, unconstrained and robust algorithms need to be
investigated.
1.2 Related Works
The facial analysis approaches can be categorized into the
following three areas: deep learning based, learning de-
scriptor based, and handcrafted based. The deep learning
based approaches are proposed recently such as DeepFace
[8] and FaceNet [9]. These approaches have gained very
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appealing result, but at the cost of huge computation. More
complex computing resources as well as huge amount of
data are required to run the deep learning based approaches.
Moreover, the database biased-ness has been seen in the
deep learning based approaches. Several learning based
descriptors have been investigated for the face recognition
task, such as learning based descriptor (LE) [10], descriptor
with learned background [11], learned discriminant descrip-
tor [12], learned binary descriptor [13], and simultaneous
binary learning and encoding [14]. These descriptors rely
over some codebook or clustering methods to learn the
training data statistics and cannot learn the features that are
not present in the training data. Whereas, on the other hand,
the handcrafted descriptors are easy to design and follow,
independent of the data, do not require complex computing
resources and huge amount of data for the training. In the
rest of this paper, the hand-designed descriptors are the
focus of interest.
The local binary pattern (LBP) is a widely adapted lo-
cal descriptor [15]. It encodes the local relationship of the
pixels. Basically, it finds a binary pattern for each pixel and
represent it into the histogram form. A binary pattern for a
pixel consists of the 8 binary values corresponding to 8 local
neighbors of the concerned pixel distributed in a circular
fashion. For a neighbor, the binary value is 1 if the intensity
value of neighboring pixel is greater than or equal to the
intensity value of the center pixel, otherwise the binary
value is 0. Originally, LBP was proposed for the texture
classification [15]. However, later on, it is proved as the
foundation to solve many computer vision problems [16].
Several variants of LBP have been investigated by several
researchers for various problems such as local image match-
ing [17], content based image retrieval [18], [19], [20], texture
classification [21], [22], [23], biomedical image analysis [24],
[25], [26], [27], etc.
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In 2006, Ahonen et al. utilized the LBP concept for face
representation and recognition which is later regarded as
the state-of-the-art in face recognition [28]. Inspired from the
success of LBP in face recognition as well as other problems,
many improvements in LBP have been proposed for the face
recognition [16]. Huang et al. presented a literature survey
over LBP based descriptors in 2011 for the facial image
analysis [29]. In 2013, one more survey over LBP based face
recognition is conducted by Yang and Chen [30]. A local
ternary pattern (LTP) is proposed in [31] for illumination
robust face recognition by extending the binary concept of
LBP into ternary with the help of a threshold. Finding the
suitable threshold in LTP is one of the problems. The local
derivative pattern (LDP) utilizes the LBP concept over high
order derivatives [32]. Basically, LDP first computes the four
derivative images in 0o, 45o, 90o, and 135o directions respec-
tively. Then, it finds the LBP histogram over each derivative
image and finally concatenate into a single descriptor. Vu
et al. proposed the patterns of oriented edge magnitudes
(POEM) descriptor by incorporating the gradient magnitude
and orientation information [33]. In order to further improve
the POEM descriptor, the whitened principal-component-
analysis dimensionality reduction technique is adapted by
Vu and Caplier [34]. Later on, in 2013, Vu proposed patterns
of orientation difference (POD) descriptor and combined
with the POEM descriptor to boost the performance for face
recognition [35].
A local vector pattern (LVP) is investigated by Fan and
Hung from the vector representations of each pixel [36].
The vector representation of a center pixel in LVP utilizes
the relationship between the center pixel and its adjacent
neighbors at various distances in different directions. In
dimensionality reduced local directional pattern (DR-LDP)
[37], first a local directional pattern is computed for each
pixel of the face image, then the image is divided into mul-
tiple blocks, and finally a single code per block is generated
by XORing the local directional pattern codes of each pixel
of that block. The local directional pattern uses the low-
pass Kirsch filters in eight directions to get the directional
information. Ding et al. introduced multi-directional multi-
level dual-cross pattern (MDML-DCP) for face images [38].
In order to reduce the impact of differences in illumina-
tion, they employed the first derivative of a Gaussian with
varying scale. The dual-cross pattern is then computed from
the multi-radius neighborhood in two different neighboring
sets, one consisting of horizontal and vertical neighbors and
another one consisting of diagonal neighbors. The gradi-
ent orientations in two directional gradient responses in
horizontal and vertical directions are used to design the
local gradient order pattern (LGOP) for face representation
[39]. Recently, a local directional gradient pattern (LDGP)
exploited the relationship between the referenced pixel in
four different directions in high order derivative space for
face recognition [40]. The local directional ternary pattern
(LDTP) uses eight Robinson compass masks as the low-
pass filters to generate the eight directional images and then
computes the final ternary pattern based on the primary and
secondary directions [41].
Most of the LBP variants have focused over the deriva-
tive, direction and coding pattern and overlooked the fre-
quency information. Some descriptors used high-pass in-
formation, but only for the direction purpose. The high-
pass information in the image corresponds to the details
and low-pass information corresponds to the coarse of the
image. Zhao et al. [42] proposed the Sobel local binary
pattern (SOBEL LBP) from the Sobel horizontal and vertical
filters for face representation. In SOBEL LBP, two filtered
images are obtained using Sobel operators, then the LBP
histograms are computed over both and concatenated to
produce the final descriptor. In order to increase the ro-
bustness of the descriptor, a pre-processing in the form of
high-pass frequency filter is used in semi-structure local
binary pattern (SLBP) for facial analysis [43]. The 3×3 mask
of filter used in SLBP is [1,1,1;1,1,1;1,1,1]. Recently, a bag-
of-filtered local binary pattern (BoF LBP) is proposed for
content-based image retrieval [19]. BoF LBP concatenates
the LBP computed over the several filtered images. Five
filters, including one low-pass and four high-pass filters
are used in BoF LBP. The local SVD decomposition has
recently been used as the pre-processing step with the
existing descriptors such LBP to develop the SVD S LBP
descriptor [44]. It is explored in [44] that the S sub-band of
SVD is more discriminative and worth for the face retrieval
over near-infrared images. A concept of multi-channel de-
coded local binary pattern (mdLBP) is proposed recently for
color image retrieval, where the LBP is first computed over
each color channel separately and then passed through a
decoder to utilize the inter-channel relationship in the final
feature vector [20]. Some recent color descriptors are local
color occurrence descriptor [45], rotation invariant structure
based descriptor [46], illumination invariant color descriptor
[47], etc. Other notable image retrieval methods are based
on SURF binarization and fast codebook construction [48],
feature fusion using compressed sensing [49], and feature
fusion using separable vocabulary [50].
1.3 Contributions
In this paper, the decoder concept is utilized with the multi-
frequency filtered images. Instead of simply concatenating
the LBP features computed over different filtered image in
BoF LBP or SOBEL LBP, here it is passed to the decoder to
encode the inter-frequency information and then the output
channels are combined. The BoF LBP has used five filters
with one low-pass and four high-pass. The dimension of
the final descriptor will be quite high if all five frequencies
are used with one decoder. In order to resolve this problem,
two decoders with one low-pass frequency information
and two high-pass frequency information are used in this
work. The combination of different frequency information is
evaluated empirically. The main contributions of this paper
are summarized as follows:
• Multiple frequency information, including one low-
pass and four high-pass is used to increase the dis-
criminative power and robustness of the descriptor.
• In the proposed frequency decoded local binary
pattern (FDLBP), the inter-frequency information is
encoded with the help of decoder concept using LBP
binary bits.
• In order to reduce the dimensionality of the descrip-
tor, two decoders are used with one low-pass and
two high-pass filters. Different frequency decoder
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combinations are also explored through the experi-
ment.
• The concept of the proposed frequency decoder is
also extended for the color face images.
• The image retrieval experiments are conducted over
four very challenging face databases including Point
and Shoot Challenge, Labeled Faces in Wild, Public
Figures, and ESSEX.
• The proposed descriptor is tested with different dis-
tance measures such as Euclidean, Cosine, Emd, L1,
D1, and Chi-square.
The rest of the paper is structured in the following man-
ner: Section II describes the proposed descriptor; Section
III illustrates the experimental setup; Section IV reports the
experimental results, comparison and analysis; and finally
Section V sets the concluding remarks.
2 THE PROPOSED FDLBP DESCRIPTOR
In this section, the proposed frequency decoded local binary
pattern (FDLBP) computation process is described in detail.
The whole procedure is divided into several steps such as
image filtering with low-pass and high-pass filters, LBP
binary code computation, inter-frequency coding, feature
vector computation, and color channel consideration.
2.1 Image Filtering
The low-pass filters generate the coarse information,
whereas the high-pass filters generate the detailed informa-
tion of the image. The image filtering with one low-pass and
four high-pass filters are done in this paper. These filters
are the same as used in BoF LBP [19] and shown in Fig.
1. The average filter denoted by Fa is used for the low-
pass frequency filtering. The horizontal-vertical difference
filter (i.e., Fhv), diagonal difference filter (i.e., Fd), Sobel
vertical edge filter (i.e., Fsv), and Sobel horizontal edge filter
(i.e., Fhh) are used for the high-pass frequency filtering.
Suppose, the input grayscale image is represented by I
with dimension x × y (i.e. image I is having x rows and
y columns) and the filtered images are denoted by Ia, Ihv ,
Id, Isv , and Ish by using Fa, Fhv , Fd, Fsv , and Fsh filters
respectively. Mathematically, Ik|∀k=a,hv,d,sv,sh can be given
as follows,
Ik = I ∗ Fk (1)
where ’∗’ represents the 2-D convolution operation between
two matrices and Fk is a 3×3 filter with k ∈ [a, hv, d, sv, sh].
Note that the input image I is padded with one pixel (i.e.,
nearly half of the size of the filter) in all directions to obtain
the same size filtered image Ik.
The Fig. 2 presents the five filtered face images for an in-
put face image using the five filters, Fk|k ∈ [a, hv, d, sv, sh].
The input face image is taken from the LFW database [51].
It can be seen that the filtered image using a low-pass filter
(i.e., Fa) in Fig. 2a is having the coarse information of the
face image, whereas other hand the filtered images using
high-pass filters (i.e., Fhv , Fd, Fsv , and Fsh) are having
the detailed information with corresponding edges. More
specifically, Fig. 2c and 2d is having the horizontal-vertical
difference and diagonal difference information, whereas,
Fig. 2e and 2f are having the horizontal edge and vertical
edge information.
2.2 LBP Binary Code Generation
Once the input face image is transferred into filtered domain
using different filters, the local binary pattern (LBP) [28]
codes are generated for each pixel of each filtered face
image. As per the convention, Ik for k ∈ [hv, d, sv, sh] is
the input to the LBP code generator. Suppose Ik(i, j) is
the value in ith row and jth column of filtered image Ik.
Consider, LBP is generated from the N number of local
neighbors evenly distributed in a circular fashion at a radius
R. The number of binary bits in the LBP code is same as
the number of local neighbors, i.e., N . The tth neighbor
for a reference pixel Ik(i, j) is denoted by Itk(i, j), where
t ∈ [1, N ] as shown in Fig. 3. The 1st neighbor is considered
in the right side of the reference pixel and rest neighbors
are considered with regard to the 1st neighbor in a circular
fashion in the counter-clockwise direction (see Fig. 3). The
coordinate of tth neighbor of center pixel Ik(i, j) can be
given by (i − R × sin(θt), j − R × cos(θt)), where θt is
the angular displacement of tth neighbor with regard to the
1st neighbor and computed as follows,
θt = (t− 1)× θ (2)
where θ is defined as the angular displacement between any
two adjacent neighbors and can be written as follows,
θ =
360
N
. (3)
The N bit binary LBP code for a reference pixel Ik(i, j)
is computed as follows,
βk(i, j) = [β
1
k(i, j), β
2
k(i, j), ..., β
t
k(i, j), ..., β
N
k (i, j)] (4)
where βtk(i, j) is the binary bit value computed for the t
th
neighbor of reference pixel Ik(i, j). The βtk(i, j) is generated
from the center value Ik(i, j) and tth neighboring value
Itk(i, j) as follows,
βtk(i, j) = sign(∆(I
t
k(i, j), Ik(i, j))) (5)
where ∆(α1, α2) encodes the amount of change in between
α1 and α2 and derived as follows,
∆(α1, α2) = α1 − α2 (6)
and sign(α) converts the α in binary form with the help of
following rule,
sign(α) =
{
1, if α ≥ 0
0, otherwise
(7)
In the next sub-section, the LBP binary bits (i.e., βk) com-
puted over each filtered image (i.e., ∀k ∈ [a, hv, d, sv, sh])
are used as the input to the frequency decoder.
2.3 Frequency Decoder
The concept of decoder is used in this work to utilize the
relationship among different frequency filtered images. The
decoder concept is also used in mdLBP with the Red, Green,
and Blue color channels of the image [20]. Here, in this work,
two decoders are used to control the number of output
images. The number of output channels for a single decoder
is 2γ , where γ is the number of input channel. So, in case of
one decoder, the number of output image will be 25 = 32
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(a) Fa Filter (b) Fhv Filter (c) Fd Filter
(d) FSV Filter (e) FSH Filter
Fig. 1: The five filters, including one low-pass and four high-pass filters used in this paper. The Fa, Fhv , Fd, FSV , and FSH ,
denotes the Average Filter, Horizontal-vertical Filter, Diagonal Filter, Sobel Vertical Edge Filter, and Sobel Horizontal Edge
Filter, respectively.
(a) I (b) Fa (c) Fhv (d) Fd (e) FSV (f) FSH
Fig. 2: An example demonstrating the filters used to generate the difference frequency images. (a) Original Image, I , taken
from the LFW database [51]. Images obtained using (b) Fa, i.e., the Average Filter, (c) Fhv , i.e., the Horizontal-vertical Filter,
(d) Fd, i.e., the Diagonal Filter, (e) FSV , i.e., the Sobel Vertical Edge Filter, and (f) FSH , i.e., the Sobel Horizontal Edge Filter.
Fig. 3: The N neighbors Itk(i, j)|∀t∈[1,N ] in the local
neighborhood of pixel Ik(i, j) at radius R, where k ∈
[a, hv, d, sv, sh]. Note that the first neighbor is considered in
the right side and rest neighbors are considered with regard
to the first neighbor in counter-clockwise direction.
for γ = 5 input images. Whereas, two decoders with γ = 3
input image each, have the 2 × 23 = 16 output images. So,
in multi-decoder framework with a Γ number of decoders,
each having a γ number of input images, the total number
of output images is Γ×2γ . Suppose, Ψ represents the output
image of the decoders. The ζth output of the ηth decoder is
given by Ψζη , where ζ ∈ [1, 2γ ] and η ∈ [1,Γ]. The Ψζη(i, j)
is the value of face representation in the ith row and jth
column of ζth output image of the ηth decoder and given as
follows,
Ψζη(i, j) =
N∑
t=1
Ψζ,tη (i, j)× ωt (8)
where ωt is a weighting factor for tth bit and computed as
follows,
ωt|t∈[1,N ] = (2)(t−1) (9)
and Ψζ,tη (i, j) is the t
th binary value for pixel (i, j) in the ζth
output image of ηth decoder and calculated with the help of
input binary bits.
In this paper, Γ = 2 number of decoders are used and
γ = 3 number of inputs are given to each decoder. So, each
decoder generates ζ = 2γ = 8 number of output images.
One of the inputs to both decoders is the LBP binary codes
of low-pass filtered image with average filtering, i.e., βa. The
rest of two inputs to 1st decoder are the LBP binary codes
of high-pass filtered images with horizontal-vertical and
diagonal filtering, i.e., βhv , and βd respectively. Similarly, the
other two inputs to 2nd decoder are the LBP binary codes
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Fig. 4: The illustration of frequency decoded local binary pattern. (a) An example face image taken from LFW database
[51]. (b) Five images obtained by applying the four high-pass filter and one low-pass filter (i.e., middle one). These filters
are also used in BoF LBP [19]. (c) The LBP binary N − bit code computed for every pixel of filtered face images using LBP
operator [28]. (d) The concept of decoder is used to utilize the inter-frequency relationship of LBP binary representation.
Note that the decoder concept in mdLBP is applied over the Red, Green and Blue color channels of the image [20], whereas
it is applied over the different filtered images, including one low-pass filter and two high-pass filters in this work. (e) The
sixteen output face representations, including eight from each decoder are shown for the considered example face image.
of high-pass filtered images with Sobel-vertical and Sobel-
horizontal filtering, i.e., βsv , and βsh respectively. So, as per
the above convention, the output of 1st and 2nd decoder is
denoted by Ψζ1 and Ψ
ζ
2 respectively. The Ψ
ζ,t
1 (i, j) is the t
th
binary value for pixel (i, j) in the ζth output image of 1st
decoder and calculated as follows,
Ψζ,t1 (i, j) =
{
1, if ζ = Ω(βta(i, j), β
t
hv(i, j), β
t
d(i, j))
0, otherwise
(10)
where Ω is used to decode the three binary input values into
a decimal value as follows for three binary inputs b1, b2, and
b3,
Ω(b1, b2, b3) = (b1 × 4) + (b2 × 2) + b3 + 1. (11)
Similarly, the Ψζ,t2 (i, j) for 2
nd decoder is calculated as
follows,
Ψζ,t2 (i, j) =
{
1, if ζ = Ω(βta(i, j), β
t
sv(i, j), β
t
sh(i, j))
0, otherwise
(12)
where Ω is defined in Eq. (11). After finding the binary
values of output channels for both decoders, i.e., Ψζ,t1 (i, j)
and Ψζ,t2 (i, j) for ζ ∈ [1, 2γ ], γ = 3 and t ∈ [1, N ], the output
values, i.e., Ψζ1(i, j) and Ψ
ζ
2(i, j) are computed using Eq. (8).
The concept of frequency decoder is illustrated in Fig.
4 with the help of an example face image taken from the
LFW database [51]. The Fig. 4a shows the example face
image. The output filtered images are displayed in Fig. 4b by
applying the Fhv , Fd, Fa, Fsv , and Fsh filters over the input
example face. Next, the LBP binary codes are generated over
each filtered image in the Fig. 4c by using the algorithm
presented in sub-section ”LBP Binary Code Generation”.
Two decoders with three inputs each are used in Fig. 4d.
The three inputs for the first decoder are LBP binary codes
obtained over the filtered images generated using Fhv , Fd,
and Fa filters, whereas the inputs for the second decoder
are LBP binary codes obtained over the filtered images
generated using Fa, Fsv , and Fsh filters. Finally, Fig. 4e
presents the output images of the frequency decoders.
2.4 Feature Vector Computation
After finding the face representations by applying the fre-
quency decoder over the multiple filtered images, the next
task is to convert the representations into a feature vector
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Fig. 5: The face retrieval framework using the proposed FDLBP descriptor.
form. The standard histogram strategy is used to achieve it.
Suppose the final feature vector is denoted by ξ and given
as follows,
ξ =< ξ1, ξ2 >
=<2η=1 ξη >
(13)
where the < υ1, υ2 > symbol is used for the concatenation
of the two vectors υ1 and υ2, and ξ1 and ξ2 are the feature
vectors computed by using the output images of 1st and 2nd
decoder respectively. The feature vector for the ηth decoder,
i.e., ξη is computed as follows,
ξη =< ξ
1
η, ξ
2
η, ...., ξ
ζ
η , ...., ξ
2γ
η >
=<2
γ
ζ=1 ξ
ζ
η >
(14)
where ξζη is the feature vector generated as the histogram
over the ζth output image of ηth decoder. Mathematically,
the ξζη is calculated as follows,
ξζη =< ξ
ζ
η(1), ξ
ζ
η(2), ..., ξ
ζ
η(λ), ...., ξ
ζ
η(2
N − 1) >
=<2
N−1
λ=1 ξ
ζ
η(λ) >
(15)
where N is the number of neighbors initially considered to
get the LBP binary codes, λ is the bin number, and ξζη(λ) is
the number of occurrences of λ in the output image ξζη as
follows,
ξζη(λ) =
x−R∑
i=R+1
y−R∑
j=R+1
ρ(λ,Ψζη(i, j)) (16)
where R is the radius of local neighborhood considered ini-
tially for LBP binary code generation, x×y is the dimension
of the image, and ρ is a comparator function to check that
two values are same or not. The ρ for inputs α1 and α2 is
defined by the following equation,
ρ(α1, α2) =
{
1, if α1 = α2,
0, otherwise.
(17)
Suppose, the dimension of the feature vector of the ζth
output image of ηth decoder is represented by Dζη and given
as follows,
Dζη = (2)
(N) − 1 (18)
where ζ ∈ [1, 2γ ], η ∈ [1,Γ], γ is the number of inputs to the
decoder, Γ is the number of decoders, and N is the number
of local neighbors of LBP binary code. The dimension of
the feature vector computed using ηth decoder, i.e., Dη is
computed as follows,
Dη = (2)
(γ) × ((2)(N) − 1) (19)
Similarly, the dimension of final feature vector (D) is given
as,
D = Γ× (2)(γ) × ((2)(N) − 1) (20)
In this work, the default values of Γ, γ and N are 2, 3 and 8
respectively. Thus, the dimension of the final feature vector
is 2× (2)(3) × ((2)(8) − 1) = 2× 8× 256 = 16× 256.
In order to make the feature vector invariant against the
image resolution, it is normalized as follows,
ξnorm(µ) =
ξ(µ)∑D
τ=1 ξ(τ)
(21)
for ∀ µ ∈ [1, D]. The normalized version of the feature
vectors is used in the experiments.
2.5 Color FDLBP Descriptor
In the previous sub-sections the frequency decoded local
binary pattern (FDLBP) feature vector is computed over the
grayscale image. The mdLBP is proposed for the color im-
ages [20]. In order to show the significance of the frequency
decoder over color channel decoder, the color FDLBP (i.e.,
cFDLBP) and the frequency mdLBP (i.e., FmdLBP) are also
proposed in this paper. The cFDLBP computes the FDLBP
feature vector over each color channel independently. Thus,
six frequency decoder is used with two per color channel.
Finally, FDLBP feature vectors of all frequency decoders
are concatenated to find the single cFDLBP feature vector.
Whereas, on the other hand, the FmdLBP uses the color de-
coder of original mdLBP [20]. A total of five color decoders
corresponding to the five filters are used with three inputs
each. The three inputs to a color decoder are from the three
color channels respectively filtered with a particular filter.
3 EXPERIMENTAL SETUP
The experiments using the framework of the image retrieval
are conducted in this paper. The face retrieval using the the
proposed frequency decoded local binary pattern (FDLBP)
descriptor is depicted in the Fig. 5. For a query face image,
the top matching face images are retrieved from a database
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using the FDLBP descriptor. The FDLBP descriptor is com-
puted over the query face image and the all database face
images. The similarity scores are calculated between the
LDRP descriptors of the query and the database images with
the help of the some distance measure techniques. Note that
the high similarity score (i.e., low distance) between two
descriptors indicates that the corresponding faces are more
similar and vice-versa.
3.1 Distances Measures
For image matching, the performance is highly dependent
upon the distance measures used for finding the similarity
scores. Based on the best similarity scores, the top n number
of faces are retrieved. In the experiments, the Euclidean,
Cosine, Earth Mover Distance (Emd), L1, D1, and Chi-
square distances are used [18], [20]. The Chi-square distance
is used as the default similarity measure in this paper.
3.2 Evaluation Criteria
The precision, recall, f-score, and retrieval rank metrics are
generally used to evaluate the image retrieval algorithms.
In order to judge the performance over a database, the
metrics are computed by converting all the images of that
database as the query image one by one. The average
retrieval precision (ARP) and average retrieval rate (ARR)
over whole database are calculated by taking the average of
mean precision (MP) and mean recall (MR) of each category
of that database respectively. The MP and MR for a category
are computed by taking the mean of precision and recall by
turning all of the images in that category as the query image
one by one respectively. The precision (Pr) and recall (Re)
for a query image is calculated as follows,
Pr =
#Correct Retrieved Images
#Retrieved Images
Re =
#Correct Retrieved Images
#Similar Images In Database
(22)
The F-score is computed from the ARP and ARR values as
follows,
F − score = 2× ARP ×ARR
ARP +ARR
(23)
The average normalized modified retrieval rank (ANMRR)
metric is also used to test the rank of correctly retrieved faces
[52]. The higher value of ARP, ARR and F-Score indicates
the better retrieval performance and vice-versa, whereas
the lower value of ANMRR indicates the better retrieval
performance and vice-versa.
3.3 Databases Used
In order to judge the improved performance of the proposed
descriptor, we have used four challenging face databases
namely PaSC [53], LFW [51], PubFig [54], and ESSEX [55].
The color images are converted into the grayscale except
for the color descriptors. The Viola Jones object detection
method is used to localize the face regions in the image
[56]. The cropped face images are down-sampled to 64× 64
resolution.
3.3.1 PaSC Face Database [53]
The PaSC still images face database is one of the appeal-
ing databases and has the challenges like blur, pose, and
illumination [53]. A total of 8718 faces are detected using
Viola Jones detector belonging to 293 subjects in the PaSC
database.
3.3.2 LFW Face Database [51]
The unconstrained face retrieval is very challenging and
desirable in the current scenario. The LFW database consists
the images from the Internet [51]. These images are captured
without the cooperations from subjects. The variations like
pose, lighting, expression, scene, camera, etc. are present
in this database. In the image retrieval framework, it is
required to retrieve more than one (typically 5, 10, etc.)
best matching images. So, it is important that the sufficient
number of images must be available in each category of the
database. Thus, the subjects having at least 20 images in
LFW database are considered. A total of 2984 face images
from 62 individuals are present in the LFW database used
in this paper.
3.3.3 PubFig Face Database [54]
The Public Figure database (i.e., PubFig) is also an un-
constrained database [54]. It contains the images from 60
subjects with 6472 number of total images [54]. The images
are downloaded from the Internet directly following the
non-dead urls given in this database.
3.3.4 ESSEX Face Database [55]
The ESSEX face database is a very challenging database
[55]. It consists many variations like background, scale,
illumination, blur, and extreme variation of expressions [55].
A total of 7740 face images are present from 392 subjects
with nearly 20 images per subject in ESSEX database.
4 FACE RETRIEVAL EXPERIMENTAL RESULTS
In this section, the experimental results are reported and dis-
cussed. First of all, the retrieval results using the proposed
descriptor are compared with the state-of-the-art descrip-
tors. Second, the performance of the proposed frequency
decoder is tested with the different combinations of the
frequency decoder. Third, the suitability of the distance mea-
sures are experimented with the proposed descriptor. Forth,
the color channels are used with the frequency decoder to
test the performance over the color face images.
4.1 Results Comparison
The retrieval results are computed using ARP(%), ARR(%),
F-score(%) and ANMRR(%) metrics over the four challeng-
ing constrained and unconstrained face databases including
the PaSC, LFW, PubFig and ESSEX. The results of the
proposed FDLBP descriptor are compared with the existing
state-of-the-art descriptors such as the LBP [28], LDP [32],
SOBEL LBP [42], SLBP [43], BoF LBP [19], LDGP [40], LVP
[36], and SVD S LBP [44]. Note that except the BoF LBP
descriptor, rest of the descriptors are proposed for the face
images. It is also worth to note that the SOBEL LBP, SLBP,
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Fig. 6: The results over PaSC face database in terms of the (a) ARP, (b) ARR, (c) F-Score, and (d) ANMRR vs number of
retrieved images. The x-axis shows the number of retrieved images (n). The y-axis represents the ARP, ARR, F-score, and
ANMRR metric values.
BoF LBP and SVD S LBP descriptors are using some filters
for the pre-processing.
The Fig. 6, Fig. 7, Fig. 8, and Fig. 9 demonstrate the
results over the PaSC, LFW, PubFig and ESSEX databases,
respectively. The ARP (1st row, 1st column), ARR (1st row,
2nd column), F-score (2nd row, 1st column) and ANMRR
(2nd row, 2nd column) metrics are plotted against the num-
ber of retrieved images (n). The x-axis shows the number
of retrieved images (n), whereas the y-axis shows the ARP,
ARR, F-score and ANMRR values in percentage. It is clear
from the results that the FDLBP descriptor achieves the
best result among all the descriptors as the values of ARP,
ARR and F-score are highest and the value of ANMRR is
lowest for the FDLBP descriptor. The PaSC and ESSEX are
the constrained databases, but having many variations like
blur, scale, illumination, expressions, and pose. The LFW
and PubFig databases are having the unconstrained images.
The results of Fig. 6, Fig. 7, Fig. 8, and Fig. 9 confirm the
improved performance of the proposed frequency decoder
based FDLBP descriptor.
4.2 Experiment with Different Decoder Combinations
In the FDLBP descriptor, by default two decoders are
used with three inputs each. The first decoder has the
inputs as the outputs of Fa, Fhv and Fd filters and is
represented in this subsection as (Fa, Fhv, Fd). Similarly
the second decoder has the inputs coming from Fa, Fsv
and Fsh filters and is represented as (Fa, Fsv, Fsh). So,
in this subsection, < (Fa, Fhv, Fd), (Fa, Fsv, Fsh) > is the
representation of the default decoder setting. For example,
< (Fa, Fhv), (Fa, Fd), (Fa, Fsv), (Fa, Fsh) > represents four
decoders with two inputs each. In this experiment, some
other frequency decoder combinations are also tested over
each database as illustrated in Table 1. The top n = 5 face
images are retrieved and ARP is reported. It is found that
the performance of FDLBP is generally better when low-
pass and high-pass information are decoded except over the
ESSEX database. It is also pointed out through this experi-
ment that among the high-pass filters, the Fhv and Fd filters
are more important than the Fsv and Fsh filters. Though, the
results in previous subsection are computed for one combi-
nation of decoders (i.e., < (Fa, Fhv, Fd), (Fa, Fsv, Fsh) >),
its performance can be further boosted by opting the right
decoder combination for a particular database.
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Fig. 7: The results over LFW face database in terms of the (a) ARP, (b) ARR, (c) F-Score, and (d) ANMRR vs number of
retrieved images. The x-axis shows the number of retrieved images (n). The y-axis represents the ARP, ARR, F-score, and
ANMRR metric values.
TABLE 1: The ARP(%) using the proposed FDLBP descriptor with different decoder combinations over the PaSC, LFW,
PubFig, and ESSEX face databases. The number of retrieved images (n) is 5 in this experiment. The highest ARP values are
expressed in bold for each database. The < (Fa, Fhv, Fd) > represents that only one decoder is used in this case with three
inputs as the filtered images obtained using Fa, Fhv , and Fd filters respectively. The < (Fhv, Fd), (Fsv, Fsh) > represents
that two decoders with two inputs each are used in this case with filtered images using Fhv and Fd filters in the first
decoder and filtered images using Fhv and Fd filters in the second decoder.
Decoder Combination Face Databases
PaSC LFW PubFig ESSEX
< (Fa, Fhv , Fd) > 32.53 32.36 41.17 95.05
< (Fa, Fsv , Fsh) > 28.92 30.02 38.22 90.32
< (Fhv , Fd), (Fsv , Fsh) > 24.56 28.75 36.49 79.74
< (Fa, Fhv), (Fa, Fd), (Fa, Fsv), (Fa, Fsh) > 32.59 32.31 41.52 94.15
< (Fa, Fhv , Fsv), (Fa, Fd, Fsh) > 31.64 32.76 41.68 92.86
< (Fa, Fhv , Fd), (Fa, Fsv , Fsh) > 32.00 32.46 41.73 93.77
4.3 Experiment with Different Similarity Measures
The Chi-square distance is used for the similarity measures
in the rest of the experiments. In this experiment, the per-
formance of FDLBP descriptor is investigated with different
distances, such as Euclidean, Cosine, Emd, L1, D1, and Chi-
square. The ARP for n = 5 number of retrieved images us-
ing the FDLBP descriptor with different similarity measures
are summarized in Table 2. It is noticed that the Chi-square
distance is better suited with the FDLBP descriptor. The D1
distance is the second best performing similarity measure.
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Fig. 8: The results over PubFig face database in terms of the (a) ARP, (b) ARR, (c) F-Score, and (d) ANMRR vs number of
retrieved images. The x-axis shows the number of retrieved images (n). The y-axis represents the ARP, ARR, F-score, and
ANMRR metric values.
TABLE 2: The ARP(%) using the proposed FDLBP descrip-
tor with Euclidean, Cosine, Emd, L1, D1, and Chi-square
distance measures over the PaSC, LFW, PubFig, and ESSEX
face databases. The number of retrieved images (n) is 5 in
this experiment. The highest ARP values are expressed in
bold for each database.
Distance Face Databases
PaSC LFW PubFig ESSEX
Euclidean 26.63 28.73 35.50 92.33
Cosine 27.02 28.93 35.94 92.29
Emd 23.78 26.09 32.15 84.27
L1 29.79 31.47 39.11 93.86
D1 29.95 31.58 39.19 93.86
Chi-square 32.00 32.46 41.73 93.77
4.4 Experiment with Color Channels
This experiment is performed to demonstrate the perfor-
mance of the frequency decoder as compared to the color
decoder [20]. The four descriptors are computed in the
different scenarios, including 1) the original mdLBP, which
TABLE 3: The ARP(%) using mdLBP, FDLBP, cFDLBP, and
FmdLBP descriptors over the PaSC, LFW, PubFig, and ES-
SEX face databases. The number of retrieved images (n) is 5
in this experiment. The highest ARP values are expressed in
bold for each database.
Descriptors Face Databases
PaSC LFW PubFig ESSEX
mdLBP 26.55 29.65 34.47 91.52
FDLBP 32.00 32.46 41.73 93.77
cFDLBP 32.72 34.46 42.42 94.46
FmdLBP 27.11 33.04 38.71 92.75
is computed using the color decoder without filtering [20], 2)
the FDLBP, which is computed using the frequency decoder
without color consideration (i.e., over gray scale image),
3) the cFDLBP, which is computed by concatenating the
frequency decoder features of each color channel, and 4)
the FmdLBP, which is computed by concatenating the color
decoder features of each filter. The retrieval results in terms
of the ARP for n = 5 number of retrieved images over the
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Fig. 9: The results over ESSEX face database in terms of the (a) ARP, (b) ARR, (c) F-Score, and (d) ANMRR vs number of
retrieved images. The x-axis shows the number of retrieved images (n). The y-axis represents the ARP, ARR, F-score, and
ANMRR metric values.
PaSC, LFW, PubFig, and ESSEX face databases are reported
in Table 3. The ARP of the FDLBP descriptor is greater
than the ARP of the mdLBP descriptor and the ARP of the
cFDLBP descriptor is greater than the ARP of the FmdLBP
descriptor. Thus, it can be easily observed that the frequency
decoder is far better than the color decoder over the face
databases in the image retrieval framework.
4.5 Cost of the Descriptors
The previous experiments clearly demonstrate the improved
retrieval performance of the proposed FDLBP descriptor.
The cost in terms of the feature computation time as well
as the storage space is another important measure. In or-
der to compute the cost, a desktop computer with Intel-
i7 processor, 48-GB RAM, and Ubuntu16.04-64bit operating
system is used. The MATLAB R2017b framework is used to
run the program. The computation time in seconds and the
storage space in MB for the LBP, LDP, SOBEL LBP, SLBP,
BoF LBP, LDGP, LVP, SVD S LBP, and FDLBP descriptors
over the PaSC, LFW, PubFig, and ESSEX face databases are
reported in the Table 4. It is observed that the computation
time for the proposed FDLBP descriptor is high as compared
to the other descriptors except SVD S LBP descriptor. As
far as storage is concerned, the proposed FDLBP descriptor
requires high space as compared to the other descriptors.
The high computation and storage costs are not the problem
any more due to the high computational facilities and the
huge amount of memory are available at reasonable price.
5 CONCLUSION
In this paper, a frequency decoder based local descriptor
is proposed for the face representation. The descriptor first
computes the low-pass and high-pass filtered images of the
input face images. Then, it uses two decoders with three in-
put channels each. The inputs to the decoder are computed
as the binary codes with the help LBP operator over the
filtered images. The feature vectors are generated over each
output image of both decoders and finally combined into
a single frequency decoded local binary pattern (FDLBP)
feature vector. The proposed descriptor is tested in the
image retrieval framework over four very challenging con-
strained and unconstrained face databases. The results are
compared with the state-of-the-art descriptors mostly face
descriptors. The experimental results reveal the superiority
of the proposed descriptor. The FDLBP descriptor is also
tested with different frequency decoder combinations and it
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TABLE 4: The cost comparison among the different descriptors in terms of the feature computation time and storage space.
The cost is computed over all the images of the dataset. The feature computation time and storage space are reported in
Seconds and MB, respectively.
Descriptors
Computation Time (Seconds) Storage Space (MB)
Face Databases Face Databases
PaSC LFW PubFig ESSEX PaSC LFW PubFig ESSEX
LBP 34.97 6.37 10.71 41.76 3.8 1.3 2.8 3.3
LDP 41.84 8.18 13.12 46.54 15.5 5.3 11.4 13.6
SOBEL LBP 41.50 7.29 12.08 42.88 7.9 2.7 5.8 7.0
SLBP 37.69 7.15 11.34 41.76 3.5 1.2 2.6 3.1
BoF LBP 44.19 9.81 14.00 49.98 17.1 5.9 12.9 15.1
LDGP 37.08 5.99 10.12 38.45 1.2 0.4 0.83 1.1
LVP 42.76 7.88 12.47 45.54 13.5 4.5 9.8 12.1
SVD S LBP 58.07 15.30 25.64 58.70 2.4 0.9 1.8 2.2
FDLBP 51.91 13.11 21.26 60.79 41.0 13.9 30.4 35.7
is suggested that its performance can be further improved
by choosing the most suitable decoder combination over a
face database. It is also noticed that Chi-square distance is
a better choice for the similarity measure. In case of color
face images, it is suggested to use the frequency decoder
over color channels instead of the color decoder over filtered
images.
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