Abstract. We consider continuum one-dimensional Schrö dinger operators with potentials that are given by a sum of a suitable background potential and an Anderson-type potential whose single-site distribution has a continuous and compactly supported density. We prove exponential decay of the expectation of the finite volume correlators, uniform in any compact energy region, and deduce from this dynamical and spectral localization. The proofs implement a continuum analog of the method Kunz and Souillard developed in 1980 to study discrete one-dimensional Schrö dinger operators with potentials of the form background plus random.
Introduction
In their work [11] , Kunz and Souillard introduced the first method which allowed one to give a rigorous proof of localization for the one-dimensional discrete Anderson model; see also [2] for a presentation of the method. Since then, other, more versatile, methods have been developed which allowed one to establish Anderson localization also for multidimensional and continuum Anderson models. However, the Kunz-Souillard method has several important features which still deserve interest. First, it directly establishes a strong form of dynamical localization which was proven with other methods only much later and with more e¤ort.
Second, and most importantly, among the available methods which establish onedimensional localization, it is the only one which shows localization at all energies, arbitrary disorder, and without requiring ergodicity. It completely avoids the use of Lyapunov exponents and provides an extremely direct path to dynamical localization.
The virtues of the Kunz-Souillard methods were demonstrated in the work [4] , which proves localization for one-dimensional discrete Anderson models with arbitrary bounded
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background potential, and in [13] , which applies the method to decaying random potentials.
It is our goal here to extend the Kunz-Souillard method to one-dimensional continuum Anderson-type models and provide a localization proof which allows for a rather general class of bounded, not necessarily periodic, background potentials.
We mention one earlier work of Royer [12] which carried over many of the features of the Kunz-Souillard method to a continuum model. There the Brownian motion generated random potential from the work [6] by Goldsheid, Molchanov and Pastur is considered. The argument in [12] does not carry over to Anderson-type models and does not include deterministic background potentials.
Specifically, we consider the random Schrö dinger operator
in L 2 ðRÞ, where the random potential is given by
For the single-site potential f , the random coupling constants o n , and the background potential W 0 , we fix the following assumptions:
The coupling constants o ¼ ðo n Þ n A Z are i.i.d. real random variables, whose distribution has a continuous and compactly supported density r.
For the single-site potential f , we assume that cw I ðxÞ e f ðxÞ e Cw ½À1; 0 ; ð3Þ for constants 0 < c e C < y and a non-trivial subinterval I of ½À1; 0. We also assume that there exists an interval ½a; b H ½À1; 0 such that f ðxÞ > 0 for a:e: x A ½a; b; f ðxÞ ¼ 0 for x A ½À1; 0n½a; b: ð4Þ
The background potential W 0 is bounded and such that fW 0 ðÁ À nÞj ½À1; 0 : n A Zg is relatively compact in L y ðÀ1; 0Þ: ð5Þ
This includes 1-periodic potentials W 0 , but, much more generally, allows for many situations where H o is not ergodic with respect to 1-shifts, examples being (i) almost periodic potentials W 0 , that is, fW 0 ðÁ À tÞ : t A Rg is relatively compact in L y ðRÞ,
(ii) any W 0 that is uniformly continuous on R, in which case (5) follows from equicontinuity and the Arzela-Ascoli theorem.
Let w x ¼ w ½xÀ1; x and, for x; y A Z and E max > 0, define rðx; y; E max Þ :¼ E À supfkw x gðH o Þw y k : g : R ! C Borel measurable; ð6Þ jgj e 1; supp g H ½ÀE max ; E max g Á :
Our main result is Theorem 1. For every E max > 0, there exist C < y and h > 0 such that for all x; y A Z, rðx; y; E max Þ e Ce ÀhjxÀyj : ð7Þ
Let us discuss some immediate consequences of this result. Dynamical localization implies spectral localization. Explicitly, we can deduce the following result:
Corollary 1.1. For almost every o, H o has pure point spectrum with exponentially decaying eigenfunctions.
We refer the reader to [1] for an explicit derivation of this consequence and other interesting forms and signatures of localization from a statement like Theorem 1. Note that spectral localization throughout the spectrum is obtained by taking a countable intersection over an unbounded sequence of values of E max .
Spectral localization and a weaker form of dynamical localization with periodic background potential can be established by di¤erent methods for more general single-site distributions. The most general result, which merely assumes non-trivial bounded support, can be found in [3] .
It has also been shown recently in [7] how the fractional moment method can be used to show the exponentially decaying dynamical localization bound (7) for the model (1), (2) . This work requires periodicity of the background potential and the existence of a bounded and compactly supported density for the single-site distribution.
Given these results for the case of periodic background and the limitation of the methods used in their proofs to this particular choice of background, we see that the method we present here should be regarded as the primary tool to perturb a given Schrö -dinger operator by the addition of a (preferably small) random potential to generate pure point spectrum. In fact, a question of this kind posed by T. Colding and P. Deift triggered our work. Thus, as a sample application, we state the following corollary, which answers the specific question we were faced with.
This is an immediate consequence of Theorem 1 and Corollary 1.1, since W 0 is uniformly continuous and we may choose V of the form (2) with single-site potential f of small C 1 -norm and o n supported in ½0; 1.
Apart from the ability to handle quite general background potentials, the flexibility of the Kunz-Souillard method manifests itself in the discrete case in another way: it allows one to prove powerful results for random decaying potentials; see Simon [13] and the follow-up paper [5] . We have not been able to establish a continuum analogue of Simon's work using our method. The obstacle to doing this is in making Section 4, Proposition 4.1, quantitative. We regard it as an interesting open problem to establish such a quantitative estimate.1)
The remainder of the paper is organized as follows. Section 2 describes the overall strategy of the proof of Theorem 1, adapting the strategy of [11] and culminating in Section 2.5. In the remaining sections we prove various norm bounds on integral operators which are used in this argument, with the crucial contraction property being established in Section 4 and the continuity of the contraction rate as a function of the local background being established in Section 5.
In Appendix A, we compare our continuum analogue of the Kunz-Souillard method with the original construction by Kunz and Souillard in the discrete case, which should shed some light on our approach and provide additional motivation. A technical result on the large coupling limit of Prü fer amplitudes, used in Section 4, is proven in Appendix B, while Appendix C summarizes a number of standard ODE facts. early stage of this work, as well as T. Colding and P. Deift for posing a question which motivated us to finish it. 1) Incidentally, it was realized sixteen years after Simon's 1982 work that there is a di¤erent approach to random decaying potentials which is applicable in more general situations and which does extend easily to the continuum [9] . Another approach to continuum random decaying potentials was given in [10] .
Reduction to integral
Proof. See [1] , equation (2.28), and its discussion there. r
We will often suppress the dependence of these quantities on E max in what follows. Moreover, we can without loss of generality restrict our attention to the case x ¼ 1 and y ¼ n A Z þ . Thus, we aim to estimate rð1; nÞ by means of finding estimates for r L ð1; nÞ that are uniform in L. Explicitly, our goal is to show the following: Proposition 2.2. There exist C < y and h > 0 such that, for all n; L A Z þ with n e L, we have
In order to estimate r L ð1; nÞ, we consider the eigenfunction expansion of H 
In the next subsection we will rewrite the integral in the last line of (9) by introducing a change of variables based on the Prü fer phase of the eigenfunctions v k at the integer sites in ½ÀL; L. The Jacobian of this change of variables will be computed in Subsection 2.3. This will then lead to a formula for r L ð1; nÞ involving integral operators, which will be made explicit in Subsection 2.4.
Change of variables.
In this subsection, we introduce the change of variables according to which we will rewrite the integrals appearing in the last line of (9).
To introduce Prü fer variables, let u ÀL ðÁ; o; EÞ be the solution of 
Hence, the change of the Prü fer phase over any interval of length one is uniformly bounded in absolute value by Np.2)
With the circle
we can now define our change of variables
ðo; kÞ 7 ! ðy ÀLþ1 ; . . . ; y LÀ1 ; E; jÞ; as follows:
E A ½ÀE max ; E max is given by
Finally, j A f0; . . . ; 2N À 1g is defined so that
Lemma 2.3. The change of variables C is one-to-one.
2) Actually, we need Np to bound the growth of the Prü fer phase over a unit interval, but it follows from the di¤erential equation that it can never decrease by more than p.
Proof. The key point is that the Prü fer phase of the k-th eigenfunction of
Since we are taking phases modulo 2Np, we need to ensure that no ambiguities are generated. The desired uniqueness follows from our choice of N, which can be seen as follows: Similarly to the definition of u ÀL , let u L ðÁ; o; EÞ be the solution of For g A L y ð½À1; 0Þ and E; l; y; h A R, let u 0 ðÁ; y; l; g; EÞ be the unique solution of
with u 0 0 ð0Þ ¼ cos y, u 0 ð0Þ ¼ sin y and let u À1 ðÁ; h; l; g; EÞ be the unique solution of (15) Let j 0 ðÁ; y; l; g; EÞ and R 0 ðÁ; y; l; g; EÞ be the Prü fer phase and amplitude, respectively, for u 0 ðÁ; y; l; g; EÞ. Similarly, let j À1 ðÁ; h; l; g; EÞ and R À1 ðÁ; h; l; g; EÞ be the Prü fer variables for u À1 ðÁ; h; l; g; EÞ.
For the next definition, in order to make use of (12) and (13), we assume kgk y e kW 0 k y and jEj e E max .
Note that j 0 ðÁ; y þ p; l; g; EÞ ¼ j 0 ðÁ; y; l; g; EÞ þ p and j À1 ðÁ; h þ p; l; g; EÞ ¼ j À1 ðÁ; h; l; g; EÞ þ p.
Thus, in particular, j 0 ðÀ1; Á; l; g; EÞ and j À1 ð0; Á; l; g; EÞ induce well-defined mappings from T N to T N , which is how we use them below.
If a; b A T N are such that there exists a coupling constant l A ½ÀM; M with j 0 ðÀ1; a; l; g; EÞ ¼ b (or, equivalently, j À1 ð0; b; l; g; EÞ ¼ a), we define lðb; a; g; EÞ ¼ l. Note that by (12) and (13), using the same argument as in the proof of Lemma 2.3, this l is uniquely determined if it exists.
Finally, write f i :¼ f ðÁ À iÞ and g i :¼ W 0 ðÁ À iÞ.
where, for E A ½ÀE max ; E max , we write r L ð1; n; EÞ :
and interpret r À lðÁ Á ÁÞ Á as zero if lðÁ Á ÁÞ does not exist. Here the argument o in the functions u GL ¼ u GL ðÁ; o; EÞ and R GL ¼ R GL ðÁ; o; EÞ is the one uniquely determined via Lemma 2.3 by y ÀLþ1 ; . . . ; y L , E and j.
and write
On W k we change variables by the map
Let J k ¼ qC k =qo be its Jacobian. Pick j A f0; . . . ; 2N À 1g so that j 1 k mod 2N. Noting that, in terms of the new variables on
we get
The Jacobian determinant is calculated in Lemma 2.6 of the next subsection. Inserting the result yields
Let k 1 3 k 2 and j 1 ; j 2 A f0; . . . ; 2N À 1g with j l 1 k l mod 2N. Then Lemma 2.3 says that
Thus it follows that
ÀE max r L ð1; n; EÞ, with r L ð1; n; EÞ defined in (16) . But by (9), we have r L ð1; nÞ e P k A k , which completes the proof. r 2.3. Calculation of the Jacobian. It will turn out that the Jacobians arising above, up to constant row and column multipliers, have the simple structure considered in the next lemma.
and then obtain the result by iteration (or induction). r Lemma 2.6. With the conventions for the arguments of u GL and R GL made in Lemma 2.4 we have
Proof. With a slight adjustment of the notation introduced above, we have for i ¼ ÀL þ 1; . . . ; 0,
The notational adjustment made here consists in stressing that j ÀL ðiÞ depends explicitly on o n only for n ¼ ÀL þ 1; . . . ; i (we only need to know the potential on ½ÀL; i to calculate it), while it depends on all o n implicitly through E k ðoÞ. Similar reasoning applies to j L ðiÞ in (18).
Thus, using (18) for 1 e i e L À 1 and n e i, we have by Corollary C.7 and the Feynman-Hellmann formula
while for 1 e i e L À 1 and n > i, we have
Analogous formulae, based on (17), hold in the case ÀL þ 1 e i e 0. In this case, we get for n > i that
and, for n e i,
Also, writing E as the first of the new variables, the first row of the Jacobian has
Using these formulae and factoring out common factors in rows and columns, we find that
where
Applying Lemma 2.5, we obtain
Plugging this into the formula for det J k obtained above, the result follows. r 2.4. The integral operator formula. The expression in Lemma 2.4 may be written in a more succinct form once we have introduced a number of quantities.
If, for given g A L y ðÀ1; 0Þ with kgk y e kW 0 k y , E A ½ÀE max ; E max and b; a A T N , lðb; a; g; EÞ as defined in Section 2.2 exists, we write We introduce the following integral operators defined on functions F on T N : Now we are finally in a position to state the integral operator formula, which bounds r L ð1; n; EÞ from above.
Lemma 2.7. There exists a constant C ¼ CðE max Þ such that for every
we have r L ð1; n; EÞ e C P 2NÀ1 j¼0
hT T 0 ðg 0 ; EÞ Á Á ÁT T 0 ðg ÀLþ2 ; EÞFðg ÀLþ1 ; EÞ; ð22Þ
Here hÁ ; Ái denotes the inner product on L 2 ðT N Þ.
Proof. It follows from the a priori bounds in Lemma C.1 that there exists a constant
uniformly in E A ½ÀE max ; E max . After using these bounds in the integrand on the righthand side of (16), we rearrange the terms in the integrand as
Taking into account the scaling properties of Prü fer amplitudes, we get the following relations between u GL , R GL and u G , R G :
Plugging all this into (16) and using the definitions of the integral operators T 0 ,T T 0 , T 1 as well as the functions C j and F, we obtain (22). r 2.5. Proof of Proposition 2.2 and Theorem 1. We are now in a position to describe how our main result Theorem 1 follows from norm bounds for the operators T 1 , T 0 and T T 0 , which we will establish in the remaining sections of this paper.
As was explained in Section 2.1, it su‰ces to prove Proposition 2.2. By Lemma 2.4, it su‰ces to establish a bound r L ð1; n; EÞ e Ce Àhn ; ð23Þ with constants C < y and h > 0 which are uniform in E A ½ÀE max ; E max . For this we will use the integral formula (22).
Denote the norm of a linear operator T from L p ðT N Þ to L q ðT N Þ by kTk p; q .
By Lemmas 3.1 and 3.2 we have kT 0 ðg; EÞk 1; 1 ¼ 1 as well as kT 0 ðg; EÞk 1; 2 e C and kC j ðg; EÞk 1 e C uniformly in E A ½ÀE max ; E max , kgk y e kW k y and j ¼ 0; . . . ; 2N À 1.
Thus,
uniformly in E A ½ÀE max ; E max , L A N and j ¼ 0; . . . ; 2N À 1. Similarly, also uniformly,
In Section 4, we will show that kT 1 ðg; EÞk 2; 2 < 1 for every g A L y ðÀ1; 0Þ and E A R. Finally, we establish in Section 5 that kT 1 ðg; EÞk 2; 2 ¼ kT 1 ðg À E; 0Þk 2; 2 is continuous in ðg; EÞ A L y ðÀ1; 0Þ Â R. By assumption (5), it is guaranteed that fg i : i A Zg is relatively compact in L y ðÀ1; 0Þ and thus fg i : i A Zg Â ½ÀE max ; E max is relatively compact in L y ðÀ1; 0Þ Â R. Thus, kT 1 ðg i ; EÞk 2; 2 e g < 1;
uniformly in i and E A ½ÀE max ; E max . This proves (23) with h ¼ lnð1=gÞ.
Elementary results for the integral operators
In this section, we consider the integral operators introduced in Section 2.4 and establish several elementary results for them.
We begin with T 0 andT T 0 . Lemma 3.1. We have kT 0 ðg; EÞk 1; 1 ¼ kT T 0 ðg; EÞk 1; 1 ¼ 1:
Proof. As g, E are fixed here, we will suppress them in this proof. Suppose 
Thus, we can change variables and find that the right-hand side of (24) is equal to
where we also used the fact that r is the density of a probability distribution. This shows that kT 0 k 1; 1 e 1. Since the first step in (24) becomes an identity when F f 0, we get kT 0 k 1; 1 ¼ 1. uniformly in E A ½ÀE max ; E max and kgk y e kW 0 k y .
Denoting by k Á k 1 the L 1 -norm on T N , we also have kC j ðg; EÞk 1 e C < y; and kFðg; EÞk 1 e C < y;
uniformly in E A ½ÀE max ; E max , kgk y e kW 0 k y and j ¼ 0; . . . ; 2N À 1.
Proof. Lemmas C.1 and C.3 provide bounds C 1 < y and C 2 > 0 such that uniformly in E A ½ÀE max ; E max , kgk y e kW 0 k y and a, b such that lðb; aÞ A supp r. In (28), we have also exploited the assumption (3) on the single site potential f . resulting in the required norm bound for T 0 . The bound forT T 0 is found similarly.
Thus, we get for F
From (27) and (28) we also get the bounds for C j and F, first in the L y -norm and then in the L 1 -norm since T N has finite volume. r
Let us now turn to T 1 . For a; b A T N , we write 
Proof. Note that jðx; a þ p; lÞ ¼ jðx; a; lÞ þ p for every x. This follows from u 0 ðx; a þ p; lÞ ¼ Àu 0 ðx; a; lÞ for every x, along with the initial condition fð0; a; lÞ ¼ a.
To derive (30) from this, consider a pair ðb; aÞ such that lðb; aÞ exists. Then lðb þ p; a þ pÞ exists, too, and is equal to lðb; aÞ. Moreover, it then follows readily from the definition that T 1 ðb þ p; a þ pÞ ¼ T 1 ðb; aÞ.
To show (31), we will need the following: 
Notice that this is well-defined. Since fD; T The purpose of this section is to establish the following strengthening of Lemma 3.4, which is the key technical result of our work. Proposition 4.1. We have kT 1 ðg; EÞk 2; 2 < 1.
We will suppress the ðg; EÞ-dependence in our notation for the remainder of this section.
We have already seen that T 1 is a bounded operator on L 2 ðT N Þ. Moreover, (30) suggests that we decompose T 1 as a direct sum of integral operators on L 2 ð0; pÞ. Let us implement this: Then U extends to a unitary operator
; pÞ:
where L j is the integral operator in L 2 ð0; pÞ with kernel
(c) We have kT 1 k ¼ kL 0 k, with both norms being the operator norm in the respective L 2 space.
Proof. (a) Suppose h is continuous on À pn; pðn þ 1Þ Á for n ¼ 0; 1; . . . ; 2N À 1. Then,
Here, all steps save the third follow by simple rewriting and the third step follows from the Parseval identity for C 2N .
For a continuous
where x A ð0; pÞ and n A f0; 1; . . . ; 2N À 1g and note that g ¼ Uh.
Since h is continuous on À pn; pðn þ 1Þ Á for n ¼ 0; 1; . . . ; 2N À 1, we may conclude that U is a densely defined isometry with dense range, and hence U extends to a unitary operator from
from which the asserted identity follows. 
The operator L 0 has a positive kernel and we may therefore assume that f f 0.
Consider the p-periodic extensionf f of f to T N . Then,
By (33), (34) along with K 1 ðb þ p; a þ pÞ ¼ K 1 ðb; aÞ and K 2 ðb þ p; a þ pÞ ¼ K 2 ðb; aÞ, we find
Thus, we have equality in the application of the Cauchy-Schwarz inequality, which implies that for almost every b A ð0; pÞ, the functions ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi K 1 ðb; ÁÞ p and ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi K 2 ðb; ÁÞ pf f ðÁÞ are linearly dependent in L 2 ðT N Þ. Since they are both non-negative and non-zero, we see that for b A ð0; pÞnN, LebðNÞ ¼ 0, there is C b > 0 such that
Fix b A ½0; pÞnN and let M b :¼ fa : lðb; aÞ A supp rg:
Let ½A; B be a non-trivial interval that is contained in the support of r (recall that r is continuous). 
It follows that
is an open interval of length greater than p. For fixed b A ð0; pÞnN,f f 2 is real-analytic on ðc b ; d b Þ by (35). This uses that (i) aðlÞ is analytic in l with a 0 ðlÞ < 0 (and thus its inverse function lðb; aÞ is analytic in a) and (ii) R 2 À1 ð0; b; lÞ is analytic in l. Property (ii) follows from part (a) of Lemma C.6. This also implies the analyticity of the right-hand side of (26) in l which in turn gives (i).
We conclude thatf f 2 is analytic on I and, due to p-periodicity, on all of R. Now, we again fix a b A ½0; pÞnN and conclude by analytic continuation that (35) holds for all a for which lðb; aÞ exists. Therefore, R In this section, we study the map ðg; EÞ 7 ! T 1 ðg; EÞ. Note that the energy E can be absorbed in g, that is, T 1 ðg; EÞ ¼ T 1 ðg À E; 0Þ. For this reason, we will consider without loss of generality the case E ¼ 0. Consequently, in this section, E is dropped from the notation and assumed to be zero. For example, we write T 1 ðgÞ for T 1 ðg; 0Þ and lðb; a; gÞ for lðb; a; g; 0Þ. Proof. Let ðb; aÞ A DðgÞ so that l :¼ lðb; a; gÞ exists. Fix some e > 0. Then, by monotonicity, j 0 ðÀ1; a; l À e; gÞ < b < j 0 ðÀ1; a; l þ e; gÞ:
It follows from L 1 loc -continuity of solutions in g, specifically the bound provided in Lemma C.2, that for n su‰ciently large, j 0 ðÀ1; a; l À e; g n Þ < b < j 0 ðÀ1; a; l þ e; g n Þ:
Thus, for such values of n, there is l n A ðl À e; l þ eÞ with j 0 ðÀ1; a; l n ; g n Þ ¼ b. In particular, lðb; a; g n Þ exists (and is given by l n ). This proves (37). For later use, we note that the proof also shows lðb; a; g n Þ ! lðb; a; gÞ. Now consider ðb; aÞ A R 2 nAðgÞ. That is, either lðb; a; gÞ does not exist or it does exist but lies outside the interval ½ÀM; M. Suppose there is a sequence n k ! y such that lðb; a; g n k Þ exists and belongs to ½a; b for every k. This means that j À1 À 0; b; lðb; aÞ; g n k Á ¼ a.
By monotonicity, this gives j À1 ð0; b; b; g n k Þ e a and j À1 ð0; b; a; g n k Þ f a:
Taking k ! y, we find j À1 ð0; b; b; gÞ e a and j À1 ð0; b; a; gÞ f a:
This means, however, that there exists l A ½ÀM; M such that j À1 ð0; b; l; gÞ ¼ a, which is a contradiction. This proves (38). r Proof. We first consider the case ðb; aÞ A R 2 nAðgÞ. As seen above, this implies ðb; aÞ A R 2 nAðg n Þ for n f N 1 . Consequently, T 1 ðb; a; gÞ ¼ T 1 ðb; a; g n Þ ¼ 0 for n f N 1 , which trivially implies convergence.
If ðb; aÞ A DðgÞ, we know that ðb; aÞ A Dðg n Þ for n f N 2 . Then, using continuous dependence of solutions on the potential again, it is readily seen that T 1 ðb; a; g n Þ ¼ R 0 À À1; a; lðb; a; g n Þ; g n Á r À lðb; a; g n Þ Á Ð f ðxÞu 2 0 À x; a; lðb; a; g n Þ; g n Á dx ! T 1 ðb; a; gÞ:
Here we also used that lðb; a; g n Þ ! lðb; a; gÞ, which was proven above. r Proposition 5.3. The real-valued map g 7 ! kT 1 ðgÞk 2; 2 is continuous on the ball of radius kW 0 k y in L y ðÀ1; 0Þ.
Proof. We have to show that for g; g n A L y ðÀ1; 0Þ, kgk y ; kg n k y e kW 0 k y , n f 1, with kg n À gk y ! 0, we have For L A Z þ , one considers the restriction h 
The new variables x m are closely related to a discrete analogue of Prü fer phases. In fact, one has
where the y m can be considered as discrete Prü fer phases of the eigenfunctions j L; k o , see e.g. [8] . This motivates the choice of Prü fer phases in the change of variables introduced in Section 2.2. In fact, using Prü fer phases (rather than their tangents) has two additional reasons:
(i) Consider a solution u of (15) in Section 2.2 with fixed initial phase at x ¼ À1. Then the value of u=u 0 at x ¼ 0 does not allow one to uniquely reconstruct the coupling constant l in (15) (while the corresponding reconstruction of o n for a solution of jðn À 1Þ þ jðn þ 1Þ þ À o n þ W ðnÞ Á jðnÞ ¼ EjðnÞ from jðnÞ=jðn þ 1Þ and ''initial phase'' jðn À 1Þ=jðnÞ is possible). However, considering the Prü fer phase of (15) as a rotation number allows the reconstruction of l as done in Section 2.
Another way to look at this is that arctan is a multi-valued function. This does not matter in the discrete case, but matters in the continuum, where therefore the rotation num-
. . . ; L À 1, from Section 2.2 are a better choice of variables than their arc-tangents. The additional counting index j 1 k mod 2N, appearing in the change of variables C, reflects the ''degree of non-uniqueness'' involved in the reconstruction of l in (15) from the Prü fer phase at x ¼ 0 (and it is important for us to have a uniform upper bound on this degree and work on the torus T N rather than on R).
(ii) In the discrete Kunz-Souillard method, the crucial integral operator, corresponding to the operator T 1 ðg; EÞ defined in Section 2.4, is
where r is the density of o n as above and, at any given lattice site, the value of the deterministic background potential can be absorbed into the energy.
While, due to working in the continuum, the operator T 1 ðg; EÞ is not quite as simple as its discrete analogue, we note that the singularities in (43) are due to the singularities in the change of variables (40). By our choice of the change of variables in Section 2.2 we avoid having to deal with singular integral operators.
We finally note that the operator T 1 ðEÞ in (43) needs to be iterated twice before one gets a contraction in L 2 ðRÞ, see [2] , while our Proposition 4.1 directly establishes that T 1 ðg; EÞ is a contraction. We like to think of this as a consequence of the fact that the single-site sets ½n À 1; n in the continuum have more structure than the corresponding one-point sets in the discrete case, which allow for certain degeneracies.
Appendix B. Large coupling limit of the Prüfer amplitude
Here we establish a technical fact which was used in the proof of Proposition 4.1. 
This follows as supp f X À ½À1; aÞ W ðb; 0 Á ¼ j and therefore, by Lemma C.1, R À1 ða; a; l; gÞ A1 and R À1 ð0; a; l; gÞA R À1 ðb; a; l; gÞA Rðb; lÞ.
Note that j and R satisfy the Prü fer di¤erential equations
We will first show that there exist l 0 A R and h A ð0; pÞ such that jðx; lÞ < h for all l f l 0 and all x A ½a; b: ð48Þ By (46) and y f 0 we know that jðb; lÞ > 0 for all l. Sturm comparison Lemma C.8 or, more directly, Lemma C.5 shows that in proving (48) it su‰ces to assume that y A ½p=2; pÞ. Choose h A ðy; pÞ with sin 2 h ¼ 1 2 sin 2 y and let
It follows from (4) that jM l j ! b À a as l ! y. To show (48) for the given choice of h, we assume, by way of contradiction, that there are arbitrarily large l > 0 for which the set fx A ½a; b : jðx; lÞ f hg is non-empty and thus has a minimum b l with jðb l ; lÞ ¼ h. Also, let a l :¼ maxfx A ½a; b l : jðx; lÞ ¼ yg. Thus jðx; lÞ A ½y; h for all x A ½a l ; b l .
By (46), we have Choosing a su‰ciently large l > 0, we can make the right-hand side arbitrarily small and hence we obtain the contradiction h À y e 0, proving (48).
Next, consider the set N l :¼ x A ½a; b : jðx; lÞ f p 4 & '
:
As f f 0, we see by Lemma C.6(b) that N l is decreasing for increasing l. We will show that lim l!y jN l j ¼ 0; ð49Þ
This su‰ces to get the bound (54) and thus lets the above argument go through. r
Appendix C. Prüfer variables and a priori bounds
This appendix contains a brief summary of standard facts on Prü fer variables and a priori bounds on solutions which have been used throughout the paper. Proofs can for example be found in the appendix of [7] (for Lemma C.1, Lemma C.3, Lemma C.4, Lemma C.6(b) and Corollary C.7) and the appendix of [14] (Lemma C.5). Lemma C.6(a) and Lemma C.8 are special cases of [16] , Theorems 2.1 and 13.1. Lemma C.2 is proven as [3] , Lemma A.2, for the special case that u 1 and u 2 satisfy the same initial condition at y. The proof given there extends easily to give the result we need here. In what follows, the initial phase y will be fixed and we thus leave the dependence of u c , R c and f c on y implicit in our notation.
In the new variables R and f the second order equation 
