A population balance model for flocculation of PCC particles with polyelectrolytes of very high molecular weight, medium charge density and different degree of branching is presented. The model considers simultaneously aggregation, breakage and flocs restructuring to describe the PCC flocculation by bridging mechanism. The maximum collision efficiency factor, a parameter related with the fragmentation rate and a time constant for flocs restructuring have been taken as fitting parameters. These fitting parameters are optimized to get the best fit between experimental data obtained by LDS in a previous study and the modelled results. The optimized parameters were correlated with flocculant concentration, flocs structure and polymer branching. The correlations obtained show well the effects of flocculant concentration, flocs structure and polymer structure on the flocculation kinetics and flocs restructuring which are translated in the model parameters. Moreover, the flocs break up due to polymer degradation was introduced in the model by decreasing, with time, the maximum collision efficiency factor. It was shown that this effect can be neglected since the improvement in the results is too small relatively to the high increase of the computational time required to perform the simulation.
Introduction
Characterisation and control of aggregates' properties are of great importance since size, shape and structure of the flocs are related with both the process efficiency and the final product quality (Yukselen and Gregory, 2004) . This is the case, for example, of the papermaking process where the flocs structure and size depend namely on the flocculant concentration, polymer characteristics and mixing rate (Norell et al., 1999) . Hence, it is necessary to monitor and manipulate adequately these parameters to control flocs size and structure during the formation of the paper sheet.
Consequently, to understand, predict and control the aggregation process, quantitative models with capabilities to describe flocculation under various processing conditions need to be developed. The common modelling approach is based on population balance equations (PBE) (Thomas et al., 1999; Biggs et al., 2000; Liao et al., 2005; Heath et al., 2006) .
The mathematical modelling of flocculation usually makes use of the classic Smoluchowski (1917) approach that describes the rate of irreversible aggregation. However, Smoluchowski made a number of simplifying assumptions to solve the model. He assumed that every collision is successful (a ij ¼1), the particles are of same size and both particles and aggregates are spherical in shape. In addition, binary collision between particles occurs due to laminar fluid motion and no flocs breakage is considered (Thomas et al., 1999) . Thus, the analytical solution of this classical approach is significantly constrained by these assumptions and deviates from most real systems.
In this way, many authors proposed modifications to this equation and considerable progress has been made in using numerical techniques to model the growth of particles by aggregation (Thomas et al., 1999) . More recently, the effects of turbulent shear rate, flocculant dosage, primary particle size and solid fraction have been incorporated into PBEs that now account simultaneously for aggregation and breakage (Heath et al., 2006) . As stated by Thomas et al. (1999) , the knowledge of the fractal dimension is useful to make flocculation modelling more applicable to real systems. Therefore, some authors have introduced the fractal dimension into PBEs to model the shear-induced flocculation of porous aggregates (Serra and Casamitjana, 1998; Flesch et al., 1999) . However, these developments have usually been attempted by assuming a constant structure for all flocs during the process. Selomulya et al. (2003) have shown that flocs structure changes considerably during flocculation. The flocs restructuring was incorporated into the PBEs by the fractal dimension, referred as the scattering exponent (Liao et al., 2005) , which varies during flocculation time.
Moreover, since, based on experimental observations, the collision efficiency decreases as the aggregate size increases, Kusters et al. (1997) proposed a model where the collision efficiency decreased exponentially with increasing dimensionless floc size (aggregate radius/aggregate permeability). Furthermore, the collision efficiency factor not only depends on the flocs size but also on the flocculant characteristics. Swerin et al. (1996) have considered that the flocculation efficiency factor is proportional to the product of the fraction of the surface covered with adsorbed polymer on one particle and the non-covered fraction on the second particle. When the flocculant acts by the bridging mechanism, the layer thickness affects the collision efficiency. Hence, the collision efficiency factor is described by the bridging action and by the layer expansion that enhances collisions. Heath and Koh (2003) and Heath et al. (2006) have proposed another way to introduce the decrease in the flocs size during flocculation, into the model. They considered that the decrease in the flocs size is due to polymer degradation as a consequence of flocs break up. In the first study (2003) , this breakage irreversibility was introduced into the model by making the particle collision efficiency term decrease during flocculation time. In the second study (2006) , the polymer degradation was incorporated in the breakage kernel.
In previous papers (Rasteiro et al., 2008a,b; Antunes et al., 2008) , it was shown that flocculation of precipitated calcium carbonate (PCC) induced by cationic polyacrylamides (C-PAM) of very high molecular weight and medium charge density occurs by the bridging mechanism. As a result, the flocculation kinetic curves exhibit a maximum in the flocs size in the early instants of flocculation and, thereafter, the polymer undergoes reconformation. During this reconformation stage, restructuring of flocs occurs due to the polymer reconformation at the particle surface and flocs size decrease until reaching a steady state (Antunes et al., 2008) . It was also demonstrated that flocculation kinetics and flocs structure (described by the fractal coefficient) depend on the flocculant concentration and structure (number of branches).
The aim of this study is to implement a population balance model that is able to describe the flocculation process of PCC particles induced by the bridging mechanism. Additionally, the model parameters will be correlated with the polymer characteristics (concentration and branching) in order to obtain a model that can predict the aggregates' characteristics (size and structure) or the operating conditions which produce aggregates with the characteristics required for a predefined task.
Model description

Population balance model
The discretized population balance equation proposed by Hounslow et al. (1988) and Spicer and Pratsinis (1996) has been widely used to describe flocculation with aggregation and breakage terms. The particle size interval was discretized by doubling the particle or floc volume (v i ) after each interval (v i + 1 ¼2v i ), Eq.
(1) being obtained.
N i is the number concentration of flocs containing 2 i À 1 particles (#/cm 3 ). In this case, N 1 is the number concentration of primary particles. The first two terms of Eq. (1) describe the formation of flocs in the ith interval from the collisions of flocs from smaller size ranges. The third and fourth terms represent the loss of flocs in the ith interval by the aggregation of flocs from range i with those from other size intervals. The fifth term accounts for the loss of flocs in the ith interval through fragmentation, and the last term denotes the gain of flocs in class i by fragmentation of larger flocs. The parameters a i,j and b i,j are the collision efficiency and the collision frequency, respectively, between flocs in the i and j intervals. The parameter S i is the fragmentation rate of flocs in the i interval, whereas G i,j is the breakage distribution function for the break-up of flocs in interval j, which generates fragments of sizes that fall in the ith interval.
Collision efficiency
The presence of short-range forces such as electrostatic forces and of hydrodynamic interactions between particles can reduce the probability of attachment of two colliding particles, i.e., a collision between two particles could be unsuccessful and thus, the collision efficiency should be lower than unity (Thomas et al., 1999) . In the case of the classical approach proposed by Smoluchowski, the collision efficiency is equal to unity because the model, called in this case rectilinear model, did not take into account hydrodynamic retardation and effects of colloidal interactions. The curvilinear models have been an alternative to the classical approach and were presented by several authors (Thomas et al., 1999) . Adler (1981b) was the first to propose a model accounting for colloidal and hydrodynamic interactions. He demonstrated that collision frequency is higher when the colliding particles were of same size. Moreover, Han and Lawler (1992) developed numerical expressions to convert the rectilinear approach to a curvilinear model. These numerical expressions are functions of the size ratio of the colliding particles and of the ratio of the hydrodynamic interactions and attraction forces. The inclusion of the hydrodynamic interactions and attraction forces leads to a reduction of the flocculation rate and of the orthokinetic flocculation (Thomas et al., 1999) . However, these models ignore that aggregates are porous. One way is to calculate the flow and associated drag on a porous sphere (Wu and Lee, 1998) . Another model was developed by Kusters et al. (1991) , using the trajectory analysis of Adler (1981a) , to calculate the collision efficiency between porous aggregates. The collision efficiency calculated with the obtained semi-empirical equation decreased exponentially with the increasing dimensionless flocs size defined as the radius of the aggregate over its permeability. In this manner, the collision efficiency approached zero when the size ratio between flocs is lower than 0.1 and thus, the probability of attachment for larger and/or porous flocs is reduced. In this study, the model developed by Kusters et al. (1997) and described by Eq. (2) was introduced in the model based on Eq. (1) to take into account the effect of particles' size on the collision efficiency factor. 
i and j indicate the classes where colliding aggregates are located, a max is the upper limit of a ij (0ra max r1) and x and y are fitting parameters. In this study, we have considered x ¼y¼0.1 as in the work of Selomulya et al. (2003) and Soos et al. (2006) . Selomulya et al. (2003) have shown that smaller values of x and y result in faster growth of the aggregates. The maximum collision efficiency value (a max ) is an adjustable parameter as in the work of Soos et al. (2006) .
Collision frequency
Assuming that the particles are fully destabilized, that the collisions due to settling are negligible (considering that r water Er particle , (Swift and Friedlander, 1964) ) and that the mechanisms are independent of each other, the collision frequency between two particles is the result of the collision frequency due to Brownian motion and the collision frequency due to orthokinetic aggregation as described in equation below.
The collision frequency for Brownian motion is given by Eq. (4) (Smoluchowski, 1917) where k B is the Boltzmann constant, T is the absolute temperature and m is the viscosity of the fluid.
The collision frequency for orthokinetic aggregation in isotropic turbulence is given by Eq. (5) (Saffman and Turner, 1956) where e is the average energy dissipation rate and n is the
In Eqs. (4) and (5), R c is the effective capture radius and, for fractal aggregates, it can be calculated from Eq. (6) (Saffman and Turner, 1956) where r 0 is the primary particle radius, N is the number of primary particles in aggregate, k c is a constant close to unity and d F is the mass fractal dimension. The mass fractal dimension is a way of quantifying aggregate structure with 1od F o3 (Chakraborti et al., 2003) . Small fractal dimension values indicate very extended and tenuous structures while larger values indicate structures mechanically stronger and quite dense (Bushell, 2005) .
Fragmentation rate
The fragmentation rate, S i , can be given by the semi-empirical relation proposed by Kusters et al. (1997) (Eq. (7)). In Eq. (7), e bi corresponds to the critical energy dissipation rate that causes break-up of flocs.
The critical energy dissipation rate can be related with the aggregate size using the relation observed experimentally by Franc -ois (1987) (Eq. (8)). Eq. (8) shows that the energy dissipation necessary for breakage to occur is smaller for larger aggregates and, thus, larger flocs break up more easily. Moreover, the fragmentation rate increases as the shear rate ðG ¼ ðe=nÞ 0:5 Þ increases.
B is a fitting parameter which allows to define at which size class i the flocs start to break up and with what intensity breakage occurs in this size class i for a given shear rate.
Breakage distribution function
There are many ways to define the breakage distribution function. In this study, the binary breakage distribution function is used since it is simple to implement and it gives good results (Spicer and Pratsinis, 1996) . In this case, we assume that the floc is divided into two flocs of the same size as described by Eq. (9) where V 0 is the volume of the primary particle.
2.6. Flocs restructuring
When restructuring of flocs occurs, the fractal dimension that quantifies the flocs structure varies with the flocculation time. Hence, the model proposed by Bonanomi et al. (2004) and described by Eq. (10), was introduced into the population balance model, in Eq. (6), to take into account the decrease in the flocs size due to polymer reconformation.
In Eq. (10), g is a fitting parameter and d F,max is the maximum fractal dimension value. Fractal dimension values are normally obtained experimentally by using techniques as microscopy or light scattering. The mass fractal dimension provides a mean of expressing the degree to which primary particles fill the space within the nominal volume occupied by an aggregate: for solid nonporous particles d F ¼3 and for porous particles 1od F o3 (Liao et al., 2005) . In addition, when aggregate restructuring occurs, the aggregate structure is no longer fractal because the applicability of the Rayleigh-Gans-Debye theory is limited. Restructuring takes place at large length scales and information about flocs structure is provided by the so called scattering exponent, SE, that is also determined from the scattering pattern (Liao et al., 2005) . So, when light scattering techniques are used and when aggregate restructuring occurs, as is typical of flocculation by bridging, the flocs structure is better described by the scattering exponent, SE (Lin et al., 1990; Selomulya et al., 2002) and thus, in Eq. (10) as well as in Eq. (6), the mass fractal dimension, d F , is replaced by the scattering exponent, SE.
In the second part of this study, since the decrease of the flocs size during the flocculation process is not only due to the flocs restructuring but also to the polymer degradation, we have implemented the equation proposed by Heath and co-workers in their first study (2003) . Hence, the breakage irreversibility was introduced into the model by making the particle collision efficiency term decrease during flocculation time by using Eq. (11). In Eq. (11), C is the initial collision efficiency and D is a parameter for the rate of decrease in the collision efficiency with time. C and D are fitted parameters and should probably depend on other variables like polymer concentration or polymer characteristics.
Flocs size determination
Flocculation kinetics is normally analysed from the variation of the mean flocs size with flocculation time. Thus, in the population balance equation of the model (Eq. (1)) which describes the evolution of the number of particles in each size class with time, it is necessary to transform the aggregate number concentration in each size class i to a scale of size. In this study, the volume mean size, d [4, 3] was calculated from the aggregate number distribution using equation below.
In Eq. (12), N i is the number of flocs in class i and D i is the characteristic diameter of the class i and is calculated from Eq. (13). In Eq. (13), d 0 is the characteristic diameter for the class i¼1 corresponding to the smallest size of the primary particles used in this work.
2.8. Solution of the model equations
The model proposed was solved numerically using the Runge-Kutta ordinary differential equation solver in Matlab s . The maximum number of intervals used was 30 (i max ¼30) to guarantee that all the aggregates' sizes are present. The initial particle diameter was set to 0.1 mm which is the smallest size of the primary PCC particles. The shear rate (G) was constant and equals to 312 s À 1 whereas the scattering exponent (SE) at time t ¼0 was assumed to be equal to 1.65. The shear rate (G) in the Mastersizer 2000 beaker was determined by CFD modelling using the COMSOL Multiphysics s software (Bouanini et al., 2006) . In fact, because the shape of the shaft is very different from the common ones, it is necessary to make use of a CFD description of the flow in the beaker. Based on that description, we assumed the shear rate that describes the flow in the equipment beaker as the average shear rate. In fact, the velocity field of the fluid in the beaker, obtained with COMSOL Multiphysics s , for the stirring speed used, showed that the magnitude of the shear rate only differs in a small region very close to the stirrer baffles, being approximately constant in all the remaining region. The initial number concentration of the particles for the model (N for t¼0) corresponds to the number particle size distribution obtained from the transformation of the volume distribution, acquired by the Mastersizer 2000, to a number distribution. The maximum scattering exponent comes, in each case, from the experimental data for t ¼t max (Antunes et al., 2008) . In order to obtain a simulation curve as close as possible to the experimental curve, the parameters (a max , B, g) estimation was done by minimising the sum of squares errors between the model and the experimental results for the change in the volume mean diameter. The objective function used for parameter estimation is described by Eq. (14), which was implemented in the Matlab s simulation using the ''fminsearch'' function (Nelder-Mead Method) .
The experimental data used in this study refer to flocculation studies of PCC induced by C-PAMs of very high molecular weight and medium charge density. Three new C-PAM emulsions, developed and supplied by AQUA+ TECH, were used in this study: Alpine-Floc TM E1 with a linear structure, Alpine-Floc TM E1+ with a low branched structure and Alpine-Floc TM E1++++ with a highly branched structure. The laser diffraction spectroscopy technique (LDS) was used to monitor the flocculation process giving, at each flocculation time, the volumetric flocs size distribution and the flocs structure (SE). The strategy used to monitor the flocculation process and the flocculation results are well described and discussed in a previous study (Antunes et al., 2008) .
Additionally, the total solid volume was calculated for each flocculation time to ensure that the mass is not lost during the simulation. Calculations stop if the loss of volume is higher than 1%.
Results and discussion
For each experiment presented in Fig. 1 , the proposed population balance model was applied. The outputs from the model are the optimized fitting parameters' values, the mean flocs size evolution, the scattering exponent evolution (presented in Fig. 2 ) and, for each flocculation time, the number flocs size distribution. The simulation time for the model with three fitting parameters is on an average 12 h.
The optimized fitting parameters that have originated the modelled results of Figs. 1-3 are summarized in Table 1 . In order to quantify the degree of the model fit to the experimental results, a ''goodness of fit'' was calculated (Biggs and Lant, 2002 ) from equation below.
In Eq. (15), st error is the standard error calculated from Eq. (16) where n is the number of measured points. In Eq. (16), st error is divided by n À 3 that corresponds to the number of degrees of freedom when fitting three model parameters.
When the ''goodness of fit'' is calculated in this manner, it is normally considered that for values higher than 90% the model offers a good approximation. Since in our case all the values of the ''goodness of fit'' obtained are above 90%, it is confirmed that the proposed model can be used to predict flocculation of such flocculation systems where bridging is the main mechanism.
In Fig. 2 , the experimental variation of the scattering exponent is compared with the scattering exponent variation calculated from Eq. (10) for the three flocculants and for three different flocculant concentrations. In general, the modelled scattering exponent variations describe quite well the experimental flocs structure variations, allowing, in this manner, to obtain the flocculation kinetic profiles of Fig. 1. In Fig. 1 , the experimental flocculation kinetics are compared with the modelled flocculation kinetics for the three flocculants and for each flocculant three concentrations have been studied. The intermediate flocculant dosage corresponds to the maximum flocculation found by the LDS technique (Antunes et al., 2008) . For this optimum flocculant dosage, flocculation rate is faster and the flocs produced are larger.
The model selected, using three fitting parameters, is capable of simulating the same flocculation trends observed experimentally, i.e., the flocs size reaches rapidly a maximum and then starts to decrease due to flocs restructuring. Hence, these results demonstrated that for these flocculation systems the flocs structure information cannot be neglected.
The number size distributions obtained directly from the model have been converted to volume size distributions (Eq. (12)), since the LDS technique gives the size distribution based on volume. In Fig. 3 , some examples of the flocs size distributions obtained from the model, for the E1++++ flocculant, are represented for 90 s and 14 min of flocculation time and are compared with the respective experimental data. The modelled results show that the modelled particle size distribution appears for the same size range as the experimental distributions, the same trends being observed, i.e., flocs size decreases during flocculation after reaching a maximum size in the kinetic curve (from 90 s to 14 min), due to flocs restructuring. Nevertheless, some deviations are clear between the modelled and the experimental distributions, mainly due to the wider nature of the experimental particle size distribution. This must be due to limitations of the numerical methodology, namely as far as the number and width of the size classes selected, dictated by the computational limitations. It is also apparent from Fig. 2 that the larger deviations in the SE profiles are observed for the higher flocculant concentrations, mainly in the case of E1+ . This can be associated with the uncertainty of the experimental values which increase as polymer concentration increases due to equipment limitations, mainly as a consequence of adhesion problems.
The values of the fitting parameters of Table 1 were then correlated with the polymer properties and polymer concentration. Fig. 4 represents the values of the parameters a and g as a function of polymer concentration for the three polymers studied. Fig. 4 shows that an increase in the maximum collision efficiency factor (a max ) corresponds always to an increase of the kinetic parameter for flocs restructuring (g). This indicates that the faster the flocculation kinetics is, the faster the flocs restructuring rate will be. Since flocculation kinetics becomes slower as the flocculation concentration above the optimum dosage increases (Fig. 1 and Antunes et al., 2008) it was expected that these two parameters would decrease with the flocculant dosage increase, as can be observed in Fig. 4 . In fact, the flocculation kinetics becomes slower as the flocculant dosage increases because there is a higher competition between polymer chains. On the other hand, it becomes also more difficult for the adsorbed polymer chains to re-conform which results in a slower restructuring rate (Antunes et al., 2008) .
Figs. 5 and 6 represent the three fitting parameters (a max , g and B) as a function of flocs sizes and degree of restructuring, respectively, for the three polymers studied and for the optimum flocculant concentration of each polymer. The optimum flocculant dosage corresponds to the intermediate flocculant concentration modelled. The degree of restructuring was calculated as the ratio of the difference between the flocs size at the maximum and at the end of the flocculation kinetic curve and the flocs size corresponding to the maximum size in the same curve (reorganization percentage). Fig. 5 shows that the maximum collision efficiency factor and the kinetic parameter for flocs restructuring are higher for the linear polymer (E1). Indeed, as seen in a previous paper (Antunes et al., 2008) , flocculation kinetics and flocs restructuring rate are the fastest for the linear polymer. The flocs size produced with E1 stabilizes earlier. Hence, the branched polymer structure impairs the velocity of the flocculation process.
Moreover, the parameter related with fragmentation rate, B, increases with the increase of the flocs size. This was expected since, as the parameter B increases, flocs break up occurs for higher size classes. In fact, larger flocs are more susceptible to breakage. Furthermore, an increase in the parameter B corresponds to a decrease in the other parameters. Thus, larger flocs are obtained at a lower flocculation rate and lower restructuring rate (more open flocs). This agrees with the fitting parameters variation with the degree of flocs restructuring (Fig. 6) . In Fig. 6 , reorganization refers to the degree of flocs restructuring as defined above. Again, flocs restructuring is more notorious when the reconformation of the polymer chains on the particle surface is more difficult. Thus, the flocs take longer to reach the final, stable configuration and restructuring is more visible because it occurs more slowly. The branched polymer structure impairs again the flocculation process. From the plot in Fig. 7 , it is possible to observe that an increase in the parameter B corresponds to a decrease of the scattering exponent at the maximum in the kinetics, i.e., in this case the flocs structure is more open in the beginning of the flocculation process, as expected. This agrees with the fact that B increases as the flocs size increases. Indeed, it was shown in a previous study (Antunes et al., 2008) that larger flocs exhibit a more open structure.
Furthermore, it is known that the radius of gyration, R g , is influenced by the number of polymer branches. In fact, for a constant molecular weight, as the number of branches increase, the polymer radius of gyration must decrease (Huang et al., 2000) . It was then expected that as R g decreases both the restructuring and the flocculation rates decrease. This is confirmed by Fig. 8 where the fitting parameters are presented as a function of the polymer number of branches, the variation observed in these parameters following the trend expected for R g . Indeed, the polymer layer thickness at the particles surface must decrease due to the reduction of the polymer radius of gyration. Consequently, collision between particles becomes more difficult. On the other hand, the conformation that the polymer adopts when branches exist makes the polymer reconformation at the particles surface more difficult as referred previously and, thus, lower values for g are obtained.
In addition to the study already presented, the decrease of the collision efficiency factor, given by Eq. (11), was also implemented in the model. This methodology enables accounting for the decrease on the flocs size during flocculation due to polymer degradation. In this case, the model has four fitting parameters: the parameter related with the fragmentation rate (B), the kinetic parameter of restructuring rate (g), the maximum collision efficiency factor at t ¼0 (C) and the parameter for the rate of decrease in the collision efficiency (D).
Simulations were only performed for the E1 and E1++++ polymers. Table 2 summarises the optimum fitting parameters obtained for the experiments modelled. Comparing with the results of Table 1 , it is possible to conclude that the small improvement of adjustment between experimental and calculated data does not justify using this more elaborated model to simulate the flocculation process, for the systems studied. In fact, in all tests, the ''goodness of fit'' just slightly increases if the decrease of the collision efficiency factor during flocculation is considered. The difference between the computational time to perform simulations with three and four parameters is also a reason not to have proceeded further with this last model. For one more parameter, the simulation time was multiplied by a factor of more than four. It is, nevertheless, interesting to plot the maximum collision efficiency factor decrease during the flocculation process ( Fig. 9) . Indeed, the collision efficiency factor slightly decreases for the higher flocculant dosage indicating that polymer degradation is insignificant, but also that an excess of flocculant allows producing stronger flocs as verified by Blanco et al. (2005) and by Rasteiro et al. (2008a) . When comparing the two flocculants, the decrease of the collision efficiency factor is much more notorious for the linear polymer. This indicates that the polymer degradation is more important for flocs produced with the linear polymer. As seen before, for the linear polymer the restructuring rate is faster and, thus, the flocs size reaches quickly a steadystate. Consequently, the decrease of the flocs size during flocculation is mainly due to flocs break up, which leads to polymer degradation, while, for the branched polymer, the decrease is mainly due to flocs restructuring (collision efficiency remains almost constant).
Conclusions
Flocculation of precipitated calcium carbonate with C-PAMs of very high molecular weight and medium charge density was successfully described using a population balance model proposed by Hounslow et al. (1988) and Spicer and Pratsinis (1996) where, additionally, the flocs restructuring was taken into account. It was demonstrated that for the flocculation system presented in this work, where bridging is the dominating mechanism, the flocs structure information cannot be neglected.
The fitting parameters correlate well with the effect of the flocculant concentration and the degree of polymer branching on flocculation kinetics and on flocs characteristics (size and structure).
The possibility of using a model with four parameters, taking into account the decrease of collision efficiency with time, was abandoned since only minor improvements in the fitting were obtained while the computation time increased dramatically.
The model proposed allows one not only to predict in advance the flocs characteristics (size and structure) and the flocculation kinetics for a given process, but it will also allow us to chose operating conditions and the flocculant that originate aggregates with given properties and, consequently, a given performance. In the case of the papermaking process, this feature of the model is of great importance to define the conditions that will lead to an adequate balance between retention, drainage and formation, which depend on flocs size and structure.
For future work, it will be interesting to further develop the model in order to consider also, in a quantitative way, the influence of the polymer concentration and of the polymer structure since they are the main parameters affecting the flocculation performance.
Notation
B
fitting parameter for fragmentation rate C collision efficiency factor for t ¼0 d F mass fractal dimension d F,max maximum mass fractal dimension d[4,3] volume mean size, mm D fitting parameter for da/dt D i characteristic diameter of the class i, cm G average shear rate, s À 1 k c constantE1 k B
Boltzmann constant, J/K n number of measured points N number of primary particles in an aggregate N i number concentration of flocs containing 2 i À 1 particles, #/cm 3 r 0 primary particle radius, cm R c effective capture radius, cm 
