Abstract: This technical note concerns the reformation of a second-order system from an arbitrary first-order system. At present, the majority of control literature is concerned with controlling systems within the first-order linearization of a system. The author is part of a growing community looking to expand the direct control of second-order systems and the benefits associated in doing so. However, there are potential stages of system modelling that may result in it being necessary to form the first-order form of the system, such as model reduction. This may have the effect of destroying the second-order notion of the system.
INTRODUCTION
A second-order system can be represented in the form
where M, D, K [ < nÂn are the system mass, damping, and stiffness matrices, respectively, q(t) [ < n represents the vector of generalized coordinates of the system, u(t) [ < r is the vector of applied forcing, and the F [ < nÂr and P 1 , P 2 [ < pÂn matrices represent the locations of applied forces and observations, respectively. For the purpose of this article, the concept of the output y(t) is allowed to be a collection of displacements and velocities. The justification for this statement is that the only concern is with redeeming the structure of the second-order system matrices M, D, and K within this article.
It is well known that the structure of the secondorder linear system permits representation in the first-order state space form
with x 1 (t) ¼ q(t) and x 2 (t) ¼ _ x 1 (t). The first-order equations of motion illustrated earlier may be simplified where the definitions in the equation are apparent
Many applications exist that destroy the secondorder properties contained in the state space representation. One such example is the model reduction technique balanced truncation [1] . The purpose of this note is to find a similarity transformation, T, such that the zeros and identity can be re-established into the appropriate locations of thẽ A andB matrices
As an illustrative example to justify the ambitions of this note, the author wishes to draw attention to the control problem. Currently, the majority of linear control methods deal with the physical system in first-order form; however, there is a growing subset of control techniques dealing with the control problem in the second-order form. Many obvious advantages of the second-order control over the first-order control exist: (a) physical insight of the system is preserved; (b) computational efficiency, as the dimension of the second-order system is smaller than that of the state space form; and (c) symmetry and structure of the systems can be preserved where desired. Thus the technique outlined in this note helps regain some of these advantages.
The author wishes to draw attention here to previous work on the same ambition by Friswell et al. [2] , but the method proposed in this work is far simpler in application. The ambition of this note is to yield a simpler method rather than produce a new result. This fact the author feels is a worthwhile criterion. Friswell et al. showed that a necessary condition for a system to be truly second-order is that the equality CB ¼ 0 holds true. Indeed, this equality holds in the event of transformation to the C and B matrices. It is assume here without loss of generality that the new mass matrix M new is equal to the identity matrix of appropriate dimension.
A coordinate transformation known as a structural preserving equivalence (SPE) [3] is known to exist which yields the appropriate form of the state space companion matrix, A. However, the transformation pays no attention to the structure of the state space input matrix, B. It is shown here that the SPE has the form
with X [ < nÂ2n being an arbitrary full rank matrix. To see that T does reproduce the correct form for A, perform the substitutions implied by equations (6a) and (7) and observe that
Noting that to yield the new forcing matrixB, the original forcing matrix B is premultiplied by T À1 , hence a direct relationship to the arbitrary matrix X can be gained. The matrices A, B, and X may be split into n dimensional blocks
to yield the result
QR factorization may be used to solve the problem of finding a matrix X that can provide the necessary structure in the forcing matrix B . Using QR factorization, the orthogonal matrix Q [ < 2nÂ2n and upper triangular matrix R [ < 2nÂr are defined such that
The matrix Q may be separated into
where Q 1 has dimension 2n Â r and Q 2 has dimension 2n Â (2n 2 r). Therefore, the matrix X can be solved such that
Any matrix X satisfying equation (13) where Y [ < nÂ(2nÀr) is an arbitrary full rank matrix will satisfy X B ¼ 0. Thus, the formulation yields the secondorder equations of motion in the form illustrated by equation (1) from first-order equations of no specific structure. The inputs and the outputs of the system have physical realization but the generalized coordinates do not. Owing to the non-uniqueness of the matrix Y, it is observed that the set of all possible second-order systems may be reached, provided the initial system is non-defective. Indeed, the new system matrices extracted fromÃ are non-unique and the possibility to obtain more desirable system matrices is apparent.
