Formation of singularities in the motion of plane curves under hyperbolic mean curvature flow  by Kong, De-Xing & Wang, Zeng-Gui
J. Differential Equations 247 (2009) 1694–1719Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Formation of singularities in the motion of plane curves
under hyperbolic mean curvature ﬂow
De-Xing Kong a, Zeng-Gui Wang b,∗
a Department of Mathematics, Zhejiang University, Hangzhou 310027, China
b Department of Mathematics, Shanghai Jiao Tong University, Shanghai 200240, China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 9 January 2009
Revised 28 April 2009
Available online 13 May 2009
MSC:
58J45
58J47
35L70
35L45
Keywords:
Hyperbolic mean curvature ﬂow
Quasilinear wave equation
First-order hyperbolic system
Singularity
Life-span
This paper concerns the hyperbolic mean curvature ﬂow (HMCF)
for plane curves. A quasilinear wave equation is derived and stud-
ied for the motion of plane curves under the HMCF. Based on this,
we investigate the formation of singularities in the motion of these
curves. In particular, we prove that the motion under the HMCF
of periodic plane curves with small variation on one period and
small initial velocity in general blows up and singularities develop
in ﬁnite time. Some blowup results have been obtained and the
estimates on the life-span of the solutions are given.
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1. Introduction
This paper concerns the hyperbolic mean curvature ﬂow (HMCF) for plane curves. More precisely
speaking, in the present paper we investigate the following Cauchy problem⎧⎪⎪⎨
⎪⎪⎩
∂2F
∂t2
(z, t) = k(z, t) N(z, t) + ρ(z, t)T (z, t), ∀(z, t) ∈R× [0, T ),
F (z,0) = F0(z), ∂ F
∂t
(z,0) = h(z) N0,
(1.1)
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curvature of F , N is the unit normal vector of F , the function ρ is deﬁned by
ρ = −
〈
∂2F
∂s∂t
,
∂ F
∂t
〉
(1.2)
in which s is the arclength parameter, T stands for the unit tangent vector of F , F0 denotes the initial
curve, while h and N0 are the initial velocity and unit normal vector of initial curve F0, respectively.
Clearly, the initial velocity is normal to the initial curve, and at the beginning of Section 2 we will
show that the ﬂow described by (1.1) is always normal one. On the other hand, it is easy to see
that (1.1) is an initial value problem for a system of second-order partial differential equations for
F = F (z, t). By the standard theory of one-dimensional hyperbolic equations, we can easily prove the
following theorem.
Theorem A (Local existence and uniqueness). Let F0 be a plane curve immersion of R into R2 , and h(z) be a
normal initial velocity. Suppose that F0 is a C2 vector-valued function with bounded C2 norm, and h(z) is a
C1 function with bounded C1 norm. Then there exist a positive Tmax and a family of plane curves F (·, t) with
t ∈ [0, Tmax) such that the Cauchy problem (1.1) admits a unique smooth solution F (·, t) on R.
Traditionally, the mean curvature ﬂow is governed by parabolic partial differential equations, it is
an interesting and important one of heat ﬂows. The traditional mean curvature ﬂow for the evolving
of plane curves, which in its simplest form is based on the curve shortening equation
v = k, (1.3)
which is a nonlinear parabolic partial differential equation of second order, has been extremely suc-
cessful in providing geometers with great insight, where v stands for the normal velocity and k is the
curvature of the curve. For example, Gage and Hamilton [6] gave a complete proof of the “shrinking
conjecture” for convex plane curves, and showed furthermore that if the convex plane curve shrinks
to a point p, then the normalized curves, obtained by the “blowing up” curves at p which enclose
the constant π area, must tend to the unit circle in a certain sense. Grayson [8] generalized this re-
sult and showed that a smooth embedded plane curve ﬁrst becomes convex and then shrinks to a
point in a ﬁnite time. These results can be applied to many physical problems such as crystal growth,
computer vision and image processing. Indeed, they are many beautiful and deep results on parabolic
theory of mean curvature ﬂow (e.g., [5,7,11,13], etc.). For instance, Huisken and Ilmanen introduced
the inverse mean curvature ﬂow (IMCF), developed a theory of weak solutions of the IMCF and used
this theory to prove the Riemannian Penrose inequality in general relativity (see [12]).
However, to our knowledge, there is very few hyperbolic versions of mean curvature ﬂow. Melting
crystals of helium exhibits a phenomenon generally not found in other materials: oscillations of the
solid–liquid interface in which atoms of the solid move only when they melt and enter the liquid
(see [9] and references therein). Gurtin and Podio-Guidugli [9] developed a hyperbolic theory for the
evolution of plane curves. Rotstein, Brandon and Novick-Cohen [20] studied a hyperbolic theory by
the mean curvature ﬂow equation
vt + ψ v = k, (1.4)
where vt is the normal acceleration of the interface, ψ is a constant. Moreover, a crystalline algorithm
was developed by [20] for the motion of polygonal curves.
The hyperbolic version of mean curvature ﬂow is important in both mathematics and applications,
and has attracted many mathematicians to study it (e.g., [1] and [22]). Recently, He, Kong and Liu [10]
introduced hyperbolic mean curvature ﬂow from geometric point of view. Let M be a Riemannian
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and studied in [10] is the following partial differential equation of second order
∂2
∂t2
X(u, t) = H(u, t) N(u, t), ∀u ∈M , ∀t ∈ [0, T ), (1.5)
where T stands for some positive constants. It is easy to check that Eq. (1.5) is not strictly hyperbolic,
however, by a trick of DeTurck [4], the authors of [10] obtained strictly hyperbolic system of partial
differential equations, and based on this, they showed that this ﬂow admits a unique short-time
smooth solution and possesses the nonlinear stability deﬁned on the Euclidean space with dimension
larger than 4. Moreover, the nonlinear wave equations satisﬁed by curvatures are also derived in [10],
these equations will play an important role in future study.
Here we would like to mention LeFloch and Smoczyk’s interesting work [18]. In [18], the authors
studied the following geometric evolution equation of hyperbolic type which governs the evolution of
a hypersurface moving in the direction of its mean curvature vector
⎧⎪⎨
⎪⎩
∂2
∂t2
X = eH(u, t) N − ∇e,
X(u,0) = X0,
(
Xt(u,0)
)T0 = 0,
(1.6)
where T0 stands for the unit tangential vector of the initial hypersurface X0, e∇ 12 (|Xt |2 + n) is the
local energy density and ∇e  ∇ iei , in which ei = ∂e∂xi . This ﬂow stems from a geometrically natural
action containing kinetic and internal energy terms. They proved that the normal hyperbolic mean
curvature ﬂow would blow up in ﬁnite time. In the case of graphs, they introduced a concept of weak
solution suitably restricted by an entropy inequality and proved that the classical solution is unique in
the larger class of entropy solutions. In the special case of one-dimensional graphs, a global-in-time
existence result is established. Moreover, an existence theorem is established under the assumption
that the BV norm of initial data is small.
More recently, Kong, Liu and Wang [16] studied the equation in (1.1) on S1 × [0, T ). By means of
the supported function, the authors derived a beautiful hyperbolic Monge–Ampère equation. Based
on this, they showed that there exists a class of initial velocities such that the solution of the corre-
sponding Cauchy problem exists only in a ﬁnite time interval [0, Tmax) and when t goes to Tmax, the
solution either converges to a point or develops shocks as well as other singularities.
The present paper focuses on the formation of singularities in the motion of plane curves un-
der hyperbolic mean curvature ﬂow in (1.1). We shall prove that the smooth solution of the Cauchy
problem (1.1) will, in general, blow up in ﬁnite time, provided that the initial data is periodic and
the variation on one period is suitably small, or the initial data satisﬁes some additional (but not
smallness) assumptions. In other words, we shall show that the motion under the HMCF of periodic
plane curves with small variation on one period and small initial velocity generally blows up and
singularities develop in ﬁnite time. See Section 3 for the detailed blowup results.
We now brieﬂy illustrate the method of the proof of main results. The method used in this paper
is the method of characteristics. The key point to prove our main results is to study the formation of
singularities in nonlinear waves of quasilinear hyperbolic systems of ﬁrst order. Unfortunately, there
are only few results on this research topic (cf. [2,3,14,19]), moreover all these results mentioned above
have been obtained under the assumption that the initial data takes the special form ε f (x), in which
ε is a small parameter, and f (x) is a vector-valued periodic smooth function. Therefore, in order to
prove main results in the present paper, we need new idea and new estimates.
The paper is organized as follows. In Section 2, we derive a quasilinear wave equation, and by
constructing the Riemann invariants we reduce the wave equation to a reducible quasilinear hyper-
bolic system of ﬁrst order, and analyze some interesting properties enjoyed by this system. The main
results are stated in Section 3. Sections 4–5 are devoted to the proof of the main results.
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We ﬁrst illustrate the ﬂow described by (1.1) is normal one.
In fact, noting
∂
∂t
〈
∂ F
∂t
,
∂ F
∂z
〉
=
〈
∂2F
∂t2
,
∂ F
∂z
〉
+
〈
∂ F
∂t
,
∂2F
∂z∂t
〉
=
〈
ρ T , ∂ F
∂z
〉
+
〈
∂ F
∂t
,
∂2F
∂z∂t
〉
= −
〈
∂ F
∂t
,
∂2F
∂z∂t
〉
+
〈
∂ F
∂t
,
∂2F
∂z∂t
〉
= 0,
we have
〈
∂ F
∂t
,
∂ F
∂z
〉
(z, t) =
〈
∂ F
∂t
,
∂ F
∂z
〉
(z,0) = 0.
This implies that, if the initial velocity ﬁeld is normal to the initial curve, then this property is pre-
served during the evolution. Therefore, noting the third equation in (1.1) we observe that the ﬂow
under consideration is normal one.
Suppose that, during some time interval J , each F (·, t) is locally the graph of a function u(x, t)
deﬁned over J . Then we can write F as
F (p, t) = (x,u(x, t)), ∀x ∈ J .
Thus, we have
∂ F
∂t
= dx
dt
(1,ux) +
(
0,
∂u
∂t
)
. (2.1)
Taking the product with T = (1,ux)√
1+u2x
(here we assume the orientation of curve is along the positive
x-axis) and noting that the ﬂow is normal, i.e.,
〈
∂ F
∂t
, T
〉
= 0,
we ﬁnd that x satisﬁes
dx
dt
= − uxut
1+ u2x
. (2.2)
On the other hand, we have
∂2F
∂t2
= d
2x
dt2
(1,ux) +
(
0,utt + 2dx
dt
uxt +
(
dx
dt
)2
uxx
)
. (2.3)
Taking the product with N = (−ux,1)√
1+u2x
yields
utt + 2dx
dt
uxt +
(
dx
dt
)2
uxx = uxx 2 , (2.4)1+ ux
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utt − 2 uxut
1+ u2x
uxt −
[
1
1+ u2x
−
(
− uxut
1+ u2x
)2]
uxx = 0. (2.5)
Let
p = ut, q = ux. (2.6)
Then (2.5) can be equivalently rewritten as
⎧⎨
⎩ pt −
2pq
1+ q2 px +
[( −pq
1+ q2
)2
− 1
1+ q2
]
qx = 0,
qt − px = 0
(2.7)
for classical solutions. Setting
U = (p,q)T , (2.8)
we can write (2.7) as
Ut + A(U )Ux = 0, (2.9)
where
A(U ) =
[− 2pq
1+q2 (
−pq
1+q2 )
2 − 1
1+q2
−1 0
]
. (2.10)
By a direct calculation, the eigenvalues of A(U ) read
λ± = − pq
1+ q2 ±
1√
1+ q2 . (2.11)
The right eigenvectors corresponding to λ± can be chosen as
r+ = (−λ+,1)T , r− = (−λ−,1)T , (2.12)
respectively; while the left eigenvectors corresponding to λ± can be taken as
l+ = (1, λ−), l− = (1, λ+), (2.13)
respectively. Summarizing the above argument gives
Property 2.1. Under the assumption that |q| < ∞, (2.7) is a strictly hyperbolic system with two eigenvalues
(see (2.11)), and the right (resp. left) eigenvectors can be chosen as (2.12) (resp. (2.13)).
Property 2.2. Under the assumption that |q| < ∞, the characteristic ﬁelds λ± are not genuinely nonlinear in
the sense of Lax (cf. Lax [17]).
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∇λ− · r− =
(
∂λ−
∂p
,
∂λ−
∂q
)
· (−λ−,1)T =
(
∂λ−
∂q
− λ− ∂λ−
∂p
)
= − p
(1+ q2)2 . (2.14)
Similarly, we obtain
∇λ+ · r+ = − p
(1+ q2)2 . (2.15)
It is easy to observe that the system (2.7) is genuinely nonlinear in the sense of Lax if p 
= 0 (i.e.,
ut 
= 0), however the genuine nonlinearity is not valid when p = 0 (i.e., ut = 0). Thus, the proof of
Property 2.2 is completed. 
Remark 2.1. The characteristic ﬁelds λ± are not genuinely nonlinear at some points if and only if the
moving velocity of the curve under consideration vanishes at these points.
We next introduce the concept of the Riemann invariants for the system (2.7) (see [17]).
Deﬁnition 2.1. The smooth function ω(U ) is said to be a Riemann invariant of the system (2.7) corre-
sponding to the characteristic λ+ (resp. λ−), if it satisﬁes
∇ω(U )//l+(U )
(
resp. ∇ω(U )//l−(U )
)
, (2.16)
i.e.,
∇ω(U ) = χ(U )l+(U )
(
resp. ∇ω(U ) = χ(U )l−(U )
)
, (2.17)
where χ(U ) is a scalar function, and l±(U ) are the left eigenvectors corresponding to λ± , respectively.
If r (resp. s) is a Riemann invariant corresponding to λ− (resp. λ+), then by the deﬁnition, they
should be satisﬁed
∇r//l−, ∇s//l+.
This is equivalent to
∇r · r+ = 0, ∇s · r− = 0, (2.18)
where r± are the right eigenvectors corresponding to λ± , respectively. Therefore, in order to construct
the Riemann invariants, it suﬃces to solve the following Cauchy problems
rq − λ+rp = 0, r(0,α) = α (2.19)
and
sq − λ−sp = 0, s(0, β) = β. (2.20)
By the method of characteristics, the solutions of the initial problems (2.19) and (2.20) read
r = p√
1+ q2 + arctanq, s =
p√
1+ q2 − arctanq, (2.21)
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respectively. It is easy to verify that r and s satisfy
{
rt + λ−rx = 0,
st + λ+sx = 0. (2.22)
Obviously, r and s are the Riemann invariants of the system (2.7).
In what follows, we consider the system (2.22) instead of the system (2.7) (or Eq. (2.5)). In this
case, the initial data r(x,0)  r0(x), s(x,0)  s0(x) corresponding to the initial data u(x,0)  f (x),
ut(x,0) g(x) for Eq. (2.5) read⎧⎪⎪⎪⎨
⎪⎪⎪⎩
r0(x) = r( f ′, g) = g(x)√
1+ f ′(x)2 + arctan
{
f ′(x)
}
,
s0(x) = s( f ′, g) = g(x)√
1+ f ′(x)2 − arctan
{
f ′(x)
}
.
(2.23)
It follows from (2.21) that, when r − s 
= 2kπ +π , we have
p = r + s
2cos( r−s2 )
, q = tan
(
r − s
2
)
. (2.24)
See Fig. 1 for the curves: p = const. and q = const. in the (r, s)-plane. By (2.11) and (2.24), we have
λ+(r, s) = − r + s
2
sin
(
r − s
2
)
+ cos
(
r − s
2
)
,
λ−(r, s) = − r + s
2
sin
(
r − s
2
)
− cos
(
r − s
2
)
. (2.25)
Let V = (r, s)T , then (2.22) can be written as
Vt + B(V )Vx = 0, (2.26)
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B(V ) =
[
λ−(r, s) 0
0 λ+(r, s)
]
. (2.27)
The right eigenvectors corresponding to λ± can be chosen as
r+ = (0, λ− − λ+)T , r− = (λ+ − λ−,0)T . (2.28)
By direct calculations, we have
∂λ+
∂s
= r + s
4
cos
(
r − s
2
)
,
∂λ+
∂r
= − sin
(
r − s
2
)
− r + s
4
cos
(
r − s
2
)
, (2.29)
∂λ−
∂s
= − sin
(
r − s
2
)
+ r + s
4
cos
(
r − s
2
)
,
∂λ−
∂r
= − r + s
4
cos
(
r − s
2
)
, (2.30)
∂2λ+
∂s2
= 1
4
cos
(
r − s
2
)
+ r + s
8
sin
(
r − s
2
)
,
∂2λ+
∂r∂s
= 1
4
cos
(
r − s
2
)
− r + s
8
sin
(
r − s
2
)
, (2.31)
∂2λ+
∂r2
= −3
4
cos
(
r − s
2
)
+ r + s
8
sin
(
r − s
2
)
,
∂2λ−
∂s2
= 3
4
cos
(
r − s
2
)
+ r + s
8
sin
(
r − s
2
)
(2.32)
and
∂2λ−
∂r∂s
= −1
4
cos
(
r − s
2
)
− r + s
8
sin
(
r − s
2
)
,
∂2λ−
∂r2
= −1
4
cos
(
r − s
2
)
+ r + s
8
sin
(
r − s
2
)
. (2.33)
We now calculate the invariants ∇λ− · r− and ∇λ+ · r+ .
By a direct calculation, we obtain
∇λ+ · r+ =
(
∂λ+
∂r
,
∂λ+
∂s
)
· (0, λ− − λ+)T = (λ− − λ+) · ∂λ+
∂s
= −2cos
(
r − s
2
)
· r + s
4
· cos
(
r − s
2
)
= − r + s
2
· cos3
(
r − s
2
)
= −p
(1+ q2)2 . (2.34)
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∇λ− · r− = − r + s
2
· cos3
(
r − s
2
)
= −p
(1+ q2)2 . (2.35)
(2.34) and (2.35) are consistent with (2.14) and (2.15).
In particular, at V = 0 (equiv. U = 0), it holds that
λ+(0) = 1, λ−(0) = −1, (2.36)
∂λ+
∂r
(0) = ∂λ+
∂s
(0) = 0, ∂λ−
∂r
(0) = ∂λ−
∂s
(0) = 0, (2.37)
∂2λ+
∂r2
(0) = −3
4
,
∂2λ−
∂s2
(0) = 3
4
(2.38)
and
∂2λ+
∂s2
(0) = ∂
2λ+
∂r∂s
(0) = 1
4
,
∂2λ−
∂r2
(0) = ∂
2λ−
∂r∂s
(0) = −1
4
. (2.39)
Hence, near V = 0 we have
λ−(r, s) = λ−(0) + ∂λ−
∂r
(0)r + ∂λ−
∂s
(0)s
+ 1
2
(
∂2λ−
∂r2
(0)r2 + 2∂
2λ−
∂r∂s
(0)rs + ∂
2λ−
∂s2
(0)s2
)
+ O ((|r| + |s|)3)
= −1+ 1
8
(s − r)(3s + r) + O ((|r| + |s|)3)
= −1+ 3
8
s2 − 1
4
r∫
0
(ξ + s)dξ + O ((|r| + |s|)3) (2.40)
and
λ+(r, s) = λ+(0) + ∂λ+
∂r
(0)r + ∂λ+
∂s
(0)s
+ 1
2
(
∂2λ+
∂r2
(0)r2 + 2∂
2λ+
∂r∂s
(0)rs + ∂
2λ+
∂s2
(0)s2
)
+ O ((|r| + |s|)3)
= 1+ 1
8
(s − r)(s + 3r) + O ((|r| + |s|)3)
= 1− 3
8
r2 + 1
4
s∫
0
(r + η)dη + O ((|r| + |s|)3). (2.41)
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In this section, we state main results of this paper—Theorems 3.1–3.5.
We ﬁrst consider the Cauchy problem for the system (2.22), i.e.,
rt + λ−rx = 0, st + λ+sx = 0 (3.1)
with the initial data
t = 0: r = r0(x), s = s0(x), (3.2)
where λ± are given by (2.25), while r0(x) and s0(x) are two C1 smooth functions of x ∈ R. Since we
are interested in the motion of plane curves, we particularly consider the periodic initial data, i.e.,
there exists a positive constant L such that
r0(x+ L) = r0(x), s0(x+ L) = s0(x), ∀x ∈R. (3.3)
Deﬁne
δ max
{
BVL0
(
r0(x)
)
,BVL0
(
s0(x)
)}
(3.4)
and let
H(r, s) r + s
4
, (3.5)
M1(α) =
L∫
0
H
(
r0(α), s0(β)
)
dβ, (3.6)
M2(β) =
L∫
0
H
(
r0(α), s0(β)
)
dα. (3.7)
In order to state the main result, we introduce the following constructive conditions:
(a) there exist a point α∗ ∈ [0, L) and a positive constant C1 independent of δ such that∣∣M1(α∗)∣∣ C1δ; (3.8)
(b) there exist a point β∗ ∈ [0, L) and a positive constant C2 independent of δ such that∣∣M2(β∗)∣∣ C2δ. (3.9)
In Sections 4–5 we will prove the following theorem.
Theorem 3.1. Suppose that r0(x), s0(x) are C1 periodic functions and satisfy (3.3), suppose furthermore that
the constructive condition (3.8) or (3.9) is satisﬁed. Then the C1 solution of the Cauchy problem (3.1)–(3.2)
must blow up in ﬁnite time, and the life-span T˜ (δ) of the solution satisﬁes
T˜ (δ) = O (δ−1). (3.10)
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r0(x) = εr˜0(x), s0(x) = εs˜0(x), (3.11)
where r˜0(x) and s˜0(x) are two C1 smooth periodic functions with period L, ε is a small parameter. As
a corollary of Theorem 3.1, we have
Theorem 3.2. Suppose that (r˜0(x), s˜0(x)) 
≡ (0,0), then there exists a small positive constant ε0 such that
for any ε ∈ (0, ε0], the C1 solution of the Cauchy problem (3.1), (3.11) must blow up in ﬁnite time, and the
life-span T˜ (ε) of the solution satisﬁes
T˜ (ε) = O (ε−1). (3.12)
In fact, in the present situation it is easy to see that
δ = O (ε)
and one of the constructive conditions (3.8)–(3.9) (at least one) is automatically satisﬁed. Therefore,
Theorem 3.2 comes from Theorem 3.1 directly.
Remark 3.1. In [14], Klainerman and Majda proved that smooth solutions of quasilinear wave equa-
tions with small-amplitude periodic initial data always develop singularities in the second-order
derivatives in ﬁnite time. Cheng [2] generalized the result in [14] to general reducible quasilinear
hyperbolic system of ﬁrst order. However, in the present paper, we prove that, if the total variation on
one period of the periodic initial data is small and the system satisﬁes certain constructive conditions,
then the C1 solution of the Cauchy problem (3.1)–(3.2) must develop singularities in the ﬁrst-order
derivatives in ﬁnite time. This result can be generalized to general reducible quasilinear hyperbolic
system of ﬁrst order (cf. [21]). In this sense, our result generalizes the corresponding results given in
Klainerman and Majda [14] and Cheng [2].
Remark 3.2. In Theorem 3.1, we only assume that the total variation on one period of the initial data
is small, but we do NOT need to assume that the L∞ norm of the initial data itself and its ﬁrst-order
derivatives is small. This is essentially different from other works, i.e., Klainerman and Majda [14],
Cheng [2], etc.
Remark 3.3. Here we would like to explain more clearly the constructive assumptions (3.8) and (3.9).
We only explain (3.8), for (3.9) we have a similar discussion. Deﬁne
s¯0 = 1
L
L∫
0
s0(β)dβ.
Then (3.8) can be rewritten as
∣∣r0(α∗)+ s¯0∣∣ C˜1δ, (3.8a)
where C˜1 = 4C1L . (3.8a) implies that the absolute value of the difference between r0(α∗) and −s¯0 is
not less than C˜1δ. In particular, if s¯0 = 0, then (3.8) becomes∣∣r0(α∗)∣∣ C˜1δ. (3.8b)
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(3.9), by our method we can prove that the characteristics of the same family will form an envelope
in ﬁnite time, this results in the breakdown of the solution in ﬁnite time. However, we believe that
the assumptions (3.8) and (3.9) are technical and should be removed.
We now turn to Eq. (2.5). Consider the Cauchy problem for Eq. (2.5) with the initial data
t = 0: u = f (x), ut = g(x), (3.13)
where f (x) is a C2 smooth function and g(x) is a C1 smooth function, moreover they satisfy
f (x+ L) = f (x), g(x+ L) = g(x), ∀x ∈R, (3.14)
in which L is a positive constant. By Theorem 3.1, we get the following theorem immediately.
Theorem 3.3. Let
r0(x)
g(x)√
1+ f ′(x)2 + arctan
{
f ′(x)
}
, s0(x)
g(x)√
1+ f ′(x)2 − arctan
{
f ′(x)
}
. (3.15)
For r0 and s0 deﬁned as above, suppose that one of the constructive conditions (3.8)–(3.9) (at least one) is
satisﬁed. Then the C2 solution of the Cauchy problem (2.5), (3.13) must blow up in ﬁnite time, and the life-
span Tmax(δ) of the solution satisﬁes
Tmax(δ) = O
(
δ−1
)
. (3.16)
On the other hand, by Theorem 3.2 we have
Theorem 3.4. If
f (x) = f¯ + ε f˜ (x), g(x) = ε g˜(x), (3.17)
where f˜ (x) is C2 smooth periodic function with period L and g˜(x) is a C1 smooth periodic function with
period L, moreover f˜ (x) and g˜(x) satisfy ( f˜ ′(x), g˜(x)) 
≡ (0,0), then the C2 solution of the Cauchy problem
(2.5), (3.17)must blow up in ﬁnite time, and the life-span Tmax(ε) of the solution satisﬁes
Tmax(ε) = O
(
ε−1
)
. (3.18)
Remark 3.4. Theorems 3.1–3.4 imply that the motion under the HMCF of the periodic plane curve
with small variation on one period and small initial velocity in general breakdown and singularities
develop in ﬁnite time. In this case, there are two possibilities: one possibility is that the curvature k
of the curve takes the inﬁnity at the blowup points and another is that shock wave will appear in the
motion of the curve under the HMCF. See Kong [15] for the detailed discussion on the formation of
singularities in nonlinear hyperbolic waves.
Essentially, Theorems 3.1–3.4 are blowup results on “small” solutions for the Cauchy problem (3.1)–
(3.2). In what follows, we state a blowup result without any smallness assumption of initial data.
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−π + max
x∈[0,L]
{
s0(x)
}
< min
x∈[0,L]
{
r0(x)
}
, (3.19)
max
x∈[0,L]
{
r0(x)
}
<π + min
x∈[0,L]
{
s0(x)
}
(3.20)
and one of the following inequalities
⎧⎨
⎩
min
x∈[0,L]
{
r0(x)
}
> max
x∈[0,L]
{−s0(x)},
min
x∈[0,L]
{−r0(x)}> max
x∈[0,L]
{
s0(x)
}
.
(3.21)
Then the C1 solution of the Cauchy problem (3.1)–(3.2)must blow up in ﬁnite time.
In fact, the conditions (3.19)–(3.20) guarantee
−π < r − s <π. (3.22)
This implies that the system (3.1) is strictly hyperbolic. On the other hand, any one of the inequalities
(3.21) guarantees that the system (3.1) is genuinely nonlinear. Therefore, Theorem 3.5 follows imme-
diately from the standard theory on classical solutions of reducible quasilinear hyperbolic systems.
4. Some useful lemmas
In the following two sections, we prove the main result—Theorem 3.1. This section is devoted to
establishing some useful lemmas which will play an important role in the proof of Theorem 3.1.
By (3.5) and (2.40)–(2.41), λ− and λ+ can be written as
λ−(r, s) = −1+ 3
8
s2 −
r∫
0
H(r′, s)dr′ + O ((|r| + |s|)3), (4.1)
λ+(r, s) = 1− 3
8
r2 +
r∫
0
H(r, s′)ds′ + O ((|r| + |s|)3), (4.2)
respectively. Introduce the characteristic curves X1(α, t) and X2(β, t) in the (x, t)-plane for a given
solution (r, s), which are deﬁned by
∂ X1(α, t)
∂t
= λ−
(
r
(
X1(α, t), t
)
, s
(
X1(α, t), t
))
, X1(α,0) = α, (4.3)
∂ X2(β, t)
∂t
= λ+
(
r
(
X2(β, t), t
)
, s
(
X2(β, t), t
))
, X2(β,0) = β, (4.4)
respectively. It is easy to see from (2.22) that
r
(
X1(α, t), t
)= r0(α) (4.5)
and
s
(
X2(β, t), t
)= s0(β). (4.6)
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Z1(α, t) = ∂ X1(α, t)
∂α
(4.7)
and
Z2(β, t) = ∂ X2(β, t)
∂β
. (4.8)
Differentiating (4.3) with respect to α gives
∂
∂t
Z1(α, t) = ∂λ−
∂r
r′0(α) +
∂λ−
∂s
sx Z1(α, t). (4.9)
On the other hand, by (2.22), along (X1(α, t), t) we have
d
dt
s
(
X1(α, t), t
)= st + λ−sx = (λ− − λ+)sx.
Hence, along X1(α, t) it holds that
sx = 1
λ− − λ+
ds
dt
. (4.10)
Deﬁne
Λ1(r, s) =
s∫
0
(∂λ−/∂s)(r, η)
λ−(r, η) − λ+(r, η) dη =
s∫
0
[
1
2
tan
(
r − η
2
)
− 1
8
(r + η)
]
dη
= ln cos
(
r − s
2
)
− ln cos
(
r
2
)
− rs
8
− s
2
16
(4.11)
and
ρ1(α, t) = exp
{
Λ1
(
r
(
X1(α, t), t
)
, s
(
X1(α, t), t
))}
. (4.12)
Thus, we obtain from (4.5), (4.10), (4.11) and (4.12) that
∂λ−
∂s
sx = ∂λ−
∂s
· 1
λ− − λ+ ·
ds
dt
= d
dt
logρ1(α, t). (4.13)
Integrating (4.9) leads to
Z1(α, t) = ρ1(α, t)
ρ1(α,0)
[
1+ r′0(α)
t∫
0
∂λ−
∂r
ρ1(α,0)
ρ1(α, τ )
]
dτ . (4.14)
Similarly, along (X2(β, t), t) it holds that
Z2(β, t) = ρ2(β, t)
ρ2(β,0)
[
1+ s′0(β)
t∫
∂λ+
∂s
ρ2(β,0)
ρ2(β, τ )
]
dτ , (4.15)0
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ρ2(β, t) = exp
{
Λ2
(
r
(
X2(β, t), t
)
, s
(
X2(β, t), t
))}
, (4.16)
and
Λ2(r, s) =
r∫
0
(∂λ+/∂r)(ξ, s)
λ+(ξ, s) − λ−(ξ, s) dξ =
r∫
0
[
1
2
tan
(
s − ξ
2
)
− 1
8
(ξ + s)
]
dξ
= ln cos
(
r − s
2
)
− ln cos
(
s
2
)
− rs
8
− r
2
16
. (4.17)
Obviously, in order to prove Theorem 3.1, it suﬃces to show that there exists either α or β with a
corresponding time, say T , such that
Z1(α, T ) = 0 (4.18)
or
Z2(β, T ) = 0. (4.19)
To do so, we need some preliminaries, e.g., Lemmas 4.1–4.6.
Without loss of generality, we may assume r0(0) = s0(0) = 0. Thus, noting (3.4), we have
∣∣r0(α)∣∣=
∣∣∣∣∣r0(0) +
L∫
0
r′0(α)dα
∣∣∣∣∣=
∣∣∣∣∣
L∫
0
r′0(α)dα
∣∣∣∣∣
L∫
0
∣∣r′0(α)∣∣dα  δ, ∀α ∈ [0, L].
Similarly, we have
∣∣s0(β)∣∣ δ, ∀β ∈ [0, L].
Combining the above two inequalities yields
∣∣r0(x)∣∣, ∣∣s0(x)∣∣ δ, ∀x ∈R. (4.20)
By (4.5)–(4.6), on the existence domain of the C1 solution of the Cauchy problem (3.1)–(3.2) it holds
that
∣∣r(x, t)∣∣, ∣∣s(x, t)∣∣ δ. (4.21)
In what follows, O (1) stands for an absolute constant depending on the system (3.1) but indepen-
dent of δ.
Lemma 4.1. On the existence domain of the C1 solution of the Cauchy problem (3.1)–(3.2), it holds that
⎧⎪⎨
⎪⎩
∣∣Λi(r, s)∣∣= O (1)δ2 (i = 1,2),
ρ1(α, t) = 1+ O (1)δ2,
ρ2(β, t) = 1+ O (1)δ2.
(4.22)
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⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂Λ1
∂r
= 1
2
tan
(
r
2
)
− 1
2
tan
(
r − s
2
)
− s
8
,
∂Λ1
∂s
= 1
2
tan
(
r − s
2
)
− r − s
8
,
∂2Λ1
∂r∂s
= 1
4
sec2
(
r − s
2
)
− 1
8
,
∂2Λ1
∂r2
= 1
4
sec2
(
r
2
)
− sec2
(
r − s
2
)
,
∂2Λ1
∂s2
= −1
4
sec2
(
r − s
2
)
− 1
8
.
(4.23)
Hence,
Λ1(r, s) = 1
8
rs − 3
16
s2 + O ((|r| + |s|)3), (4.24)
and then by (4.21), ∣∣Λ1(r, s)∣∣= O (1)δ2. (4.25)
Combining (4.12) and (4.25) gives
ρ1(α, t) = exp
{
O (1)δ2
}= 1+ O (1)δ2. (4.26)
Similarly, we can prove ∣∣Λ2(r, s)∣∣= O (1)δ2 (4.27)
and
ρ2(β, t) = exp
{
O (1)δ2
}= 1+ O (1)δ2. (4.28)
This completes the proof. 
Lemma 4.2. Let
m1 = min
α,β
{−λ−(r0(α), s0(β))}, M1 = max
α,β
{−λ−(r0(α), s0(β))},
m2 = min
α,β
{
λ+
(
r0(α), s0(β)
)}
, M2 = max
α,β
{
λ+
(
r0(α), s0(β)
)}
.
Then {
m1 = 1+ O (1)δ2, M1 = 1+ O (1)δ2,
m2 = 1+ O (1)δ2, M2 = 1+ O (1)δ2.
(4.29)
Furthermore, for a given α and t, deﬁne β(α, t) α by
X1(α, t) = X2
(
β(α, t), t
)
.
Similarly, for a given β and t, deﬁne α(β, t) β by
X2(β, t) = X1
(
α(β, t), t
)
.
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{
(m1 +m2)t  α − β(α, t) (M1 + M2)t,
(m1 +m2)t  α(β, t) − β  (M1 + M2)t. (4.30)
Proof. (4.29) are obvious from (4.1) and (4.2). We next prove (4.30).
Noting
α − M1t  X1(α, t) α −m1t,
we have
(α − M1t) − M2t  β(α, t) (α −m1t) −m2t.
This completes the proof of (4.30) for β(α, t). Similarly, we can prove another half of (4.30). 
Lemma 4.3. For a given α, we deﬁne t1(β;α) for every β  α such that
X1
(
α, t1(β;α)
)= X2(β, t1(β;α)). (4.31)
For a given β , we deﬁne t2(α;β) for every α  β such that
X2
(
β, t2(α;β)
)= X1(α, t2(α;β)). (4.32)
Then
dt1(β;α)
dβ
= − Z2
λ+ − λ−
∣∣∣∣
(β,t1(β;α))
< 0 (4.33)
and
dt2(α;β)
dα
= Z1
λ+ − λ−
∣∣∣∣
(α,t2(α;β))
> 0. (4.34)
Proof. Differentiating (4.31) and (4.32) with respect to β and α, respectively, gives
∂ X1
∂t1
dt1(β;α)
dβ
= ∂ X2
∂β
+ ∂ X2
∂t1
dt1(β;α)
dβ
and
∂ X2
∂t2
dt2(α;β)
dα
= ∂ X1
∂α
+ ∂ X1
∂t2
dt2(α;β)
dα
.
And then, using (4.3) and (4.4), we obtain the desired (4.33) and (4.34) immediately. 
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(i) it holds that
Z1(α, t) = O (1)
[
1+ ∣∣r′0(α)∣∣δt] (4.35)
and
Z2(β, t) = O (1)
[
1+ ∣∣s′0(β)∣∣δt]; (4.36)
(ii) (a) if β2  β1  α, then
0 t1(β2;α) − t1(β1;α) O (1)
(
1+ δ2)(β1 − β2) + O (1)δ2t, (4.37)
(b) if β  α1  α2 , then
0 t2(α2;β) − t2(α1;β) O (1)
(
1+ δ2)(α2 − α1) + O (1)δ2t; (4.38)
(iii) for Z1 and Z2 , it holds that
∣∣Z1(α, t2) − Z1(α, t1)∣∣= O (1)∣∣r′0(α)∣∣δ(t2 − t1) + O (1)δ2(1+ ∣∣r′0(α)∣∣δt1), ∀t2 > t1, (4.39)
and
∣∣Z2(β, t2) − Z2(β, t1)∣∣= O (1)∣∣s′0(β)∣∣δ(t2 − t1) + O (1)δ2(1+ ∣∣s′0(β)∣∣δt1), ∀t2 > t1. (4.40)
Proof. Part (i) is an easy consequence of (4.14)–(4.15), Lemma 4.1, (4.1) and (4.2).
We now prove part (ii).
It follows from (4.33) that
t1(β2;α) − t1(β1;α) 0.
Integrating (4.33) leads to
t1(β2;α) − t1(β1;α) =
β2∫
β1
Z2
λ− − λ+
∣∣∣∣
(β,t1(β;α))
dβ
=
β1∫
β2
O (1)(1+ |s′0(β)|δt)
2
(
1+ O (δ2))dβ
= O (1)(1+ δ2)(β1 − β2) + O (1)δ2t.
This proves (4.37).
Similarly, we can prove (4.38).
We next prove part (iii).
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Z1(α, t2) − Z1(α, t1) = ρ1(α, t2) − ρ1(α, t1)
ρ1(α,0)
[
1+ r′0(α)
t1∫
0
∂λ−
∂r
ρ1(α,0)
ρ1(α, τ )
dτ
]
+ ρ1(α, t2)r′0(α)
t2∫
t1
∂λ−
∂r
1
ρ1(α, τ )
dτ
= ρ1(α, t2) − ρ1(α, t1)
ρ1(α, t1)
Z1(α, t1) + ρ1(α, t2)r′0(α)
t2∫
t1
∂λ−
∂r
1
ρ1(α, τ )
dτ .
Using part (i) and (4.22), we have
∣∣Z1(α, t2) − Z1(α, t1)∣∣
 C
[∣∣r′0(α)∣∣ · |t2 − t1|δ + ∣∣ρ1(α, t2) − ρ1(α, t1)∣∣(1+ ∣∣r′0(α)∣∣δt1)], (4.41)
where C is a positive constant. Thus (4.39) follows now with the following remark
∣∣ρ1(α, t2) − ρ1(α, t1)∣∣= O (δ2).
Similarly, we can prove (4.40). This completes the proof. 
Lemma 4.5. If λ− satisﬁes (4.1) and λ+ satisﬁes (4.2), then it holds that
Z1(α, t) = 1− r′0(α)
t∫
0
H
(
r0(α), s
(
X1(α, t
′), t′
))
dt′ + O (1)δ2[1+ ∣∣r′0(α)∣∣t]
= 1+ r
′
0(α)
2
β(α,t)∫
α
H
(
r0(α), s0(β)
)
Z2
(
β, t1(β;α)
)
dβ
+ O (1)δ2[1+ ∣∣r′0(α)∣∣t] (4.42)
and
Z2(β, t) = 1+ s′0(β)
t∫
0
H
(
r
(
X2(β, t
′), t′
)
, s0(β)
)
dt′ + O (1)δ2[1+ ∣∣s′0(β)∣∣t]
= 1+ s
′
0(β)
2
α(β,t)∫
β
H
(
r0(α), s0(β)
)
Z1
(
α, t1(α;β)
)
dα
+ O (1)δ2[1+ ∣∣s′0(β)∣∣t]. (4.43)
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Z1(α, t) =
[
1+ O (δ2)]
[
1− r′0(α)
t∫
0
[
H
(
r0(α), s
(
X1(α, t
′), t′
))+ O (δ2)][1+ O (δ2)]dt′
]
= 1− r′0(α)
t∫
0
H
(
r0(α), s
(
X1(α, t
′), t′
))
dt′ + O (1)δ2[1+ ∣∣r′0(α)∣∣t]
= 1− r′0(α)
β(α,t)∫
α
H
(
r0(α), s0(β)
)dt1(β;α)
dβ
dβ + O (1)δ2[1+ ∣∣r′0(α)∣∣t]
= 1+ r
′
0(α)
2
β(α,t)∫
α
H
(
r0(α), s0(β)
)
Z2
(
β, t1(β;α)
)(
1+ O (δ2))dβ + O (1)δ2[1+ ∣∣r′0(α)∣∣t]
= 1+ r
′
0(α)
2
β(α,t)∫
α
H
(
r0(α), s0(β)
)
Z2
(
β, t1(β;α)
)
dβ + O (1)δ2[1+ ∣∣r′0(α)∣∣t]. (4.44)
This proves (4.42).
Similarly, we can prove (4.43). The proof is completed. 
Lemma 4.6. If λ− satisﬁes (4.1) and λ+ satisﬁes (4.2) and it holds that
α − (N2 + 1)L < β(α, t) α − N2L and β + N1L  α(β, t) < β + (N1 + 1)L,
then
Z1(α, t) = 1− r
′
0(α)
2L
L∫
0
H
(
r0(α), s0(β)
)
dβ · N2L + O (1)δ
∣∣r′0(α)∣∣(t − t1(α − N2L;α))
+ O (1)δ2(1+ ∣∣r′0(α)∣∣t + ∣∣r′0(α)∣∣2δ2t2) (4.45)
and
Z2(β, t) = 1+ s
′
0(β)
2L
L∫
0
H
(
r0(α), s0(β)
)
dα · N1L + O (1)δ
∣∣r′0(α)∣∣(t − t1(β;β + N1L))
+ O (1)δ2(1+ ∣∣s′0(β)∣∣t + ∣∣r′0(β)∣∣2δ2t2). (4.46)
Proof. Write Z1(α, t) as
Z1(α, t) = Z1(α, t) − Z1
(
α, t1(α − N2L;α)
)+ Z1(α, t1(α − N2L;α)).
See Fig. 2 for the interaction between nonlinear waves of different types.
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It follows from (4.39) that
∣∣Z1(α, t) − Z1(α, t1(α − N2L;α))∣∣
= O (1)∣∣r′0(α)∣∣δ(t − t1(α − N2L;α))+ O (1)δ2(1+ ∣∣r′0(α)∣∣δt1(α − N2L;α))
= O (1)∣∣r′0(α)∣∣δ(t − t1(α − N2L;α))+ O (1)δ2(1+ ∣∣r′0(α)∣∣δt). (4.47)
Noting (4.42) in Lemma 4.5, we have
Z1
(
α, t1(α − N2L;α)
)= 1+ r′0(α)
2
α−N2L∫
α
H
(
r0(α), s0(β)
)
Z2
(
β, t1(β;α)
)
dβ
+ O (1)δ2[1+ ∣∣r′0(α)∣∣t]
= 1+
N2−1∑
n=0
An
2
+ O (1)δ2[1+ ∣∣r′0(α)∣∣t], (4.48)
where
An = r′0(α)
α−(n+1)L∫
α−nL
H
(
r0(α), s0(β)
)
Z2
(
β, t1(β;α)
)
dβ. (4.49)
Using (4.43), we have
An =
α−(n+1)L∫
α−nL
r′0(α)H
(
r0(α), s0(β)
)
dβ + Bn + O (1)
∣∣r′0(α)∣∣δ3L + O (1)∣∣r′0(α)∣∣δ4t, (4.50)
where
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α−(n+1)L∫
α−nL
r′0(α)H
(
r0(α), s0(β)
)
s′0(β)
α∫
β
H2
(
r0(ξ), s0(β)
) Z1(α, t2(ξ ;β))
λ+ − λ− dξ dβ
= 1
2
Cn + O
(
δ2
) α−(n−1)L∫
α−nL
r′0(α)H
(
r0(α), s0(β)
)
s′0(β)
α∫
β
H2
(
r0(ξ), s0(β)
)
Z1
(
α, t2(ξ ;β)
)
dξ dβ
= 1
2
Cn + O (1)
∣∣r′0(α)∣∣[1+ ∣∣r′0(α)∣∣δt](n + 1)δ5L, (4.51)
in which
Cn =
α−(n+1)L∫
α−nL
r′0(α)H
(
r0(α), s0(β)
)
s′0(β)
α∫
β
H2
(
r0(ξ), s0(β)
)
Z1
(
α, t2(ξ ;β)
)
dξ dβ. (4.52)
We now write Cn as
Cn = Dn + En + Fn,
where
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Dn =
α−(n−1)L∫
α−nL
r′0(α)H
(
r0(α), s0(β)
)
s′0(β)
α−nL∫
β
H2
(
r0(ξ), s0(β)
)
Z1
(
α, t2(ξ ;β)
)
dξ dβ,
En =
α−(n−1)L∫
α−nL
r′0(α)H
(
r0(α), s0(β)
)
s′0(β)
α∫
α−nL
H2
(
r0(ξ), s0(β)
)
Z1
(
α, t2(ξ ;α − nL)
)
dξ dβ,
Fn =
α−(n−1)L∫
α−nL
r′0(α)H
(
r0(α), s0(β)
)
s′0(β)
α∫
α−nL
H2
(
r0(ξ), s0(β)
)
× [Z1(ξ, t2(ξ ;β))− Z1(ξ, t2(ξ ;α − nL))]dξ dβ.
Notice
Dn = O (1)
∣∣r′0(α)∣∣[1+ ∣∣r′0(α)∣∣δt]δ3(α − nL − β) = O (1)∣∣r′0(α)∣∣[1+ ∣∣r′0(α)∣∣δt]δ3L, (4.53)
En =
α∫
α−nL
dξ r′0(α)Z1
(
ξ, t2(ξ ;α − nL)
) α−(n−1)L∫
α−nL
∂K
∂β
dβ = 0, (4.54)
Fn =
α−(n−1)L∫
α−nL
r′0(α)H
(
r0(α), s0(β)
)
s′0(β)
α∫
α−nL
H2
(
r0(ξ), s0(β)
)
× [Z1(ξ, t1(ξ ;β))− Z1(t2(ξ ;α − nL), ξ)]dξ dβ, (4.55)
where K is some polynomial in s0(β). By (4.39) and (4.37), we have
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= O (1)∣∣r′0(α)∣∣δ(t1(β; ξ) − t1(α − nL; ξ))+ O (1)δ2(1+ ∣∣r′0(α)∣∣δt)
= O (1)∣∣r′0(α)∣∣δ[O (1)(1+ δ2)(β − α + nL) + O (1)δ2t]+ O (1)δ2(1+ ∣∣r′0(α)∣∣δt)
= O (1)∣∣r′0(α)∣∣δ(1+ δ2)L + O (1)δ2(1+ ∣∣r′0(α)∣∣δt).
Hence
Fn = O (1)
∣∣r′0(α)∣∣2(1+ δ2)δ4(nL2)+ O (1)∣∣r′0(α)∣∣(1+ ∣∣r′0(α)∣∣δt)δ5(nL). (4.56)
Combining (4.47)–(4.56) and using the fact that N2L = O (1)t , we ﬁnally obtain
Z1(α, t) = 1+
N2−1∑
n=0
Gn
2
+ O (1)∣∣r′0(α)∣∣δ(t − t1(α − N2L;α))
+ O (1)δ2(1+ ∣∣r′0(α)∣∣t + ∣∣r′0(α)∣∣2δ2t2),
where
Gn =
α−(n+1)L∫
α−nL
r′0(α)H
(
r0(α), s0(β)
)
dβ = − d
dα
L∫
0
dβ
r0(α)∫
0
dη H
(
η, s0(β)
)= −r′0(α)M1(α).
This completes the proof of (4.45).
Similarly, we can prove (4.46). Thus, the proof is ﬁnished. 
5. Formation of singularities—Proof of Theorem 3.1
Since at the original (r, s) = (0,0), the system (3.1) is not genuinely nonlinear, it is diﬃcult but
interesting to discuss the solution of the system (3.1) in a neighborhood of the original of the (r, s)-
plane. Therefore, as in Section 4, without loss of generality, we suppose that
r0(0) = s0(0) = 0. (5.1)
Thus, as before, we have ∣∣r0(x)∣∣, ∣∣s0(x)∣∣ δ, ∀x ∈R, (5.2)
and ∣∣r(x, t)∣∣, ∣∣s(x, t)∣∣ δ (5.3)
for any point (x, t) in the existence domain of the C1 solution of the Cauchy problem (3.1)–(3.2).
On the one hand, it follows from (4.22) that
α − β(α, t) (m1 +m2)t,
and then
N2L  (m1 +m2)t − L.
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∗, tN2 ), tN2 ).
Noting the deﬁnition of mi in Lemma 4.2 and using (4.1) and (4.2), we have
min{m1,m2} 1− Cδ2
for small δ, where C is a positive absolute constant. Thus, we obtain
2t − L − Cδ2t  N2L. (5.4)
Hence,
N2L = O (1)t. (5.5)
On the other hand, noting the hypotheses (3.8) and (3.9), without loss of generality, we may as-
sume that there exist some points α ∈ I ⊂ [0, L] and a positive constant C1 independent of δ such
that
M1(α) C1δ, ∀α ∈ I. (5.6)
Without loss of generality, we may assume that
measure{I} > 0.
Otherwise, take the absolute constant C1/2 as C1. Thus, it is obvious that there exists a point α∗ ∈ I
such that
r′0
(
α∗
)
> 0 and M1
(
α∗
)
 C1δ. (5.7)
Deﬁne α∗N2 by
α∗N2 = α∗ − N2L (5.8)
and tN2 by
X1
(
α∗, tN2
)= X2(α∗N2 , tN2). (5.9)
See Fig. 3 for the deﬁnitions of α∗N and tN2 .2
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Z1
(
X1
(
α∗, tN2
)
, tN2
)= 1− O (1) r′0(α∗)tN2
2L
L∫
0
H
(
r0
(
α∗
)
, s0(β)
)
dβ
+ O (1)δ2[1+ r′0(α∗)tN2 + (r′0(α∗))2δ2t2N2], (5.10)
then
Z1
(
X1
(
α∗, tN2
)
, tN2
)
 1− O (1)C1
2L
r′0
(
α∗
)
δtN2
+ O (1)δ2[1+ r′0(α∗)tN2 + (r′0(α∗))2δ2t2N2]. (5.11)
In (5.10), we have made use of the fact that N2L = O (1)tN2 . Choosing
−3
2
 1− O (1)C1
2L
r′0
(
α∗
)
δtN2 < −
1
2
, (5.12)
we have
Z1
(
X1
(
α∗, tN2
)
, tN2
)
−1
2
+ O (1)δ  0. (5.13)
Thus, noting
Z1
(
X1
(
α∗,0
)
,0
)= 1, (5.14)
we observe that there exists a time T ∈ [0, tN2 ) such that
Z1
(
X1
(
α∗, T
)
, T
)= 0. (5.15)
On the other hand, along the characteristic x = X1(α∗, t) we have
rx · Z1
(
X1
(
α∗, t
)
, t
)= r′0(α∗), ∀t ∈ [0, T ). (5.16)
Combining (5.15) and (5.16), we ﬁnd that rx goes to the inﬁnity as t ↗ T . This implies that the C1
smooth solution of the Cauchy problem (3.1)–(3.2) must blow up before the time t = T . Obviously,
the life-span satisﬁes (3.10). This completes the proof of Theorem 3.1.
Remark 5.1. If the initial data does not satisfy the constructive condition (3.8) or (3.9), we do not
know whether the C1 solution of the Cauchy problem (3.1)–(3.2) develops singularities in ﬁnite time
or not. This problem is still open.
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