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Abstract.
We survey many old and new results on solutions of the following pair of adjoint differential-difference equations:
(1) up (u) =-ap(u) -bp(u -\),
(2) (uq(u))' = aq(u) + bq(u + 1).
We bring together scattered results usually proved only for specific (a, b) pairs, while emphasizing the connections between the two equations. We also point out some of the ways these two equations are used in number theory. We give several new integral relationships between (1) and (2) and use them to prove a new application of (2) in number theory, namely y^ (log-P^rt))" ~ u"f(u)x(logx)" (x->oo, u>\, a e R)
Introduction and notation
In this paper we consider the two differential-difference equations (1.1) up'(u) = -ap(u) -bp(u-1),
(1.2) (uq(u))' = aq(u) + bq(u+l), which have arisen in various contexts in analytic number theory. Here we are using the notation of Iwaniec [I] . These two equations are said to be adjoints of each other and are frequently considered together because of the so-called adjoint relation (1.3) up(u)q(u)-b [ p(t)q(t+l)dt = C which holds for some constant C and all sufficiently large u. Although a solution p(u) of (1.1) can have very erratic behavior, there exists a solution q(u) of (1.2) that is analytic in the right half-plane. Thus q(u) is frequently used to study p(u) using (1.3). One very typical application of (1.3) in the study of p(u) is the case when C = 0 and q(u) has a root at a and is of one sign for u e (a, a + 1) ; then letting u = a we see that p(u) must change sign in the interval (a -1, a). The purpose of this paper, in general, is to give precise definitions and establish properties of two families of functions p(u) = p(u, a, b) and q(u) = q(u, a, b) which satisfy (1.1) and (1.2), respectively. We bring together many results which have been proved only for specific coefficient pairs (a, b) . The emphasis will be on how these two families of functions relate to each other and how they are both used in analytic number theory.
In §2, we define q(u) by means of a contour integral and briefly survey some of its properties found in [12] . We also discuss the very important set of q 's which are polynomials, namely Qn(u, b) := q(u, n + I -b, b), which is a polynomial in u of degree n. Equation (1.2) is not as well known as (1.1) but, as mentioned earlier, it has been vital in studying solutions of ( 1.1 ) because of the adjoint relation (1.3). One of the most important applications of solutions of ( 1.2) is to provide auxiliary functions in the combinatorial sieve of dimension k > 1 due to Diamond, Halberstam, and Richert [DHR1, DHR2] . In §2 we give a detailed description of how these functions are involved in the defining relations of the fundamental parameters aK and ßK (the sieving limit) of the combinatorial sieve for k > 1 . In §10 (Theorem 9) we show how solutions of (1.2) can arise directly in number theoretic applications. For example, if f(u) is the probability (asymptotic density) that Pfn) < P2(n) , where Px(n) and P2(n) are the first and second largest prime divisors of «, then uf(u) = -f(u + 1).
In § §3-6, we consider p(u) = p(u, a, b), a particular solution of (1.1), for arbitrary real numbers a and b. We bring together the work of many authors. Among other things, we discuss the behavior of p(u) near its discontinuities when they exist, the Laplace transform of p(u) when it exists ( §5), and the asymptotic behavior of p(u) ( §6). The function p(u) arises most frequently in practice when a + b is an integer, so in §4 we define jf (u) := p(u, n -k , k) . We survey many of the basic properties of jK(u) (a rescaled version of the Ankeny-Onishi-Selberg function ok(u)) and j'K(u). In §7 we also use the adjoint relation (1.3) to characterize the behavior of jf (u) in relationship to its polynomial asymptote.
It has been known since the work of Dickman in 1930 and Buchstab in 1937 that retarded differential-difference equations such as (1.1) can arise in several different settings within analytic number theory. They have occurred primarily in sieve methods, in the study of incomplete sums of multiplicative functions, and in the study of integers with no large prime divisors. Probably the most famous example is the Dickman function p(u) which satisfies up'(u) = -p(u -1). The easiest way to state its first appearance is that p(u) can be thought of as the probability that the largest prime divisor of « is less than n . In §8 several explicitly stated examples of the use of (1.1) in number theory are presented. In a very long paper, Levin and Fainleib [LF] study in depth the mechanism behind the occurrence of retarded differential-difference equations in certain problems of number theory. They considered a generalization of (1.1) in which more delay terms are added to the right-hand side. The corresponding adjoint was not mentioned. Since most applications seem to warrant only a single delay term, we do not go into this generalization, with the hope of obtaining more clarity.
In §9 we prove some completely new integral relationships between (1.1) and (1.2). The integral transform with kernel 11-+ q(t + u) where 0 < t < +oo maps solutions of ( 1.1 ) into solutions of ( 1.2) with a different coefficient pair (a, b). A special case of this result is that the generalized Stieltjes transform of certain p(u, a, b) gets mapped into solutions of (1.2). This is the mechanism behind the direct appearance of differential-difference equations of advanced type in number theoretic applications ( § §10 and 11). Lastly, in §12 we show how the remainder term in the asymptotic expansion of q(u, a, b) given by Iwaniec [12] can be expressed in terms of jf\u).
Throughout this paper Z, Z+, Z~ , and Z~ denote sets containing the integers, the positive integers, the nonpositive integers, and the nonnegative integers, respectively. The letters m and « always denote integers and unless otherwise stated they will be positive. The letter p always denotes a prime and n(x) is the number of primes not exceeding x. Using standard notation (see Abramowitz and Stegun [AS] or Olver [O] ), the logarithmic integral li(x), the exponential integral Ex (z), and the complementary exponential integral Ein(z) are defined by the following equations:
Two frequently used relationships are (1.4) Ein(z) = j> + logz + E,(z) (|argz|<7r),
where y = .5772 ... is Euler's constant. We remark that many of the authors cited have used their own notation for Ein(z) or variants.
2. The function q (u, a, b) ,<o We first consider (1.2). For u > 0, a, b e R, and a + b £ Z~ define
where the contour W has the shape and z~a~ is defined using the principal branch of the logarithm. Actually, it is easy to see that q(u, a, b) is analytic for 9iu > 0 and is an entire function in each of a and b, since equation (2.2) below shows that the singularities at a + b e Z-° are removable. For a, b e R and u > 0, q(u) as defined by (2.1) is real valued (this will be evident in Theorem 11) and all results will be stated for a, b, u e R. Many of the results could, with very little difficulty, be extended to complex variables.
Using integration by parts, it is not difficult to show that (2.1) actually satisfies (1.2) for all u > 0 (see [12] ). We now list some of the general properties of q(u) which can be found in Iwaniec [12] . For u > 0 we have
#{zeros of q(u)} < a + b.
A special subclass of q 's occurs when a + b = n + l and « > 0. In this case the integrand in (2.1) has a pole of order « + 1, instead of a branch point, at z = 0. Thus we can collapse the straight line segments of the contour onto the negative real axis and use the residue theorem to get
, which is a polynomial of degree « in u. To simplify the notation somewhat, for « > 0 let Qn(u, b) := q(u, n+l-b,b) which is generated by the expansion
For n < -1 we will set Qn(u, b) = 0. From (2.6) we get
and, in general, by multiplying the Taylor series for euz and evz+ , we have
Also, since OO M z bLin(-z) = -bT-x, *-" ««! n=\ differentiating (2.6) with respect to z with u = 0 gives Qn(^b) = -^j:(^)QJ0,b) («>1). 
The result follows after solving for Qn(0, b). Apart from the case a + b = « + 1, q(u) has a simple structure in another case, namely when b = 0. We have q(u, a, 0) = ua~ , which follows easily either from the differential equation (1.2) or from the definition (2.1) using Hankel's contour integral for 1/T(z).
We now consider the special cases of (2.1) that occur in sieve theory. For zc > 0, define pK(u) := q(u, k, -k) andqK(u) := q(u, k, k) . The function p_K(u) is the adjoint of the function jK(u) (see §4) and qK(u) and pK(u) are used to determine some of the fundamental parameters of the combinatorial sieve. Specifically, the best sieve upper and lower bound functions yet known, FK(u) and fK(u) respectively, are the continuous solutions to the differentialdifference system
for given initial functions FQ(u) and fQ(u). The numbers aK and ßK are roots of equations involving pK(u) and qK(u) (see [12, DH, DHR2] ). For example, if k > 1 then F0(u) := l/ofu), f0(u) := 0, and aK and ßK are the solutions of (see [ILR] )
where for u > 0 and v > 1 we define
Another, less complicated, example occurs for 1/2 < zc < 1 where (aK , ßK) = (pK + 2, pK + 1) and pK is defined as the largest root of aK(u). It has not been shown that pK is an increasing function of zc, although this is supported by the numerical evidence. So it is not surprising that the behavior of aK and ßK for zc > 1 is even less well understood.
3. The function p (u, a, b) We now look at a particular solution p(u) = p(u, a, b) of equation (1.1), which is defined uniquely for all real u, a, and b by the following six condi-tions: 
This establishes uniqueness and every condition except (3.5). To see that (3.5) holds, differentiate (3.1) and (3.2) to get up"(u) = -(a + l)p'(u) -bp'(u -1) and
For the case a > 1 , we make repeated use of this observation along with (3.5) and (3.6). If « > 1 with a < n , then
where the derivatives are taken from the left at u = 0, 1, 2, ... . In Theorem 1 below we discuss how the discontinuity at u = 0 propagates itself forward to u = 1,2, ... , [a] when a > 1 . We will also see that p(u) is differentiable for all u > [a] + 1 . When a e Z, all of the discontinuities of p(u), if any, are finite jump discontinuities, but if a £ Z then p(u) is unbounded to the right at any of its discontinuities. We need to point out that the Dickman function and its generalizations (see Example D) are usually defined to be right continuous at u = 0. This differs from our definition but it will not cause any difficulties. Now we list a few special cases that follow easily from the definition of p(u). e-h'-l-blogu + b2f"]-^^ldt), 2<u<3,
For a < 1, a general expression for p(z<, a, è) can be given in terms of the functions Kfu) = Kn(u, X) defined for X > -1 and « > 0 by Kn(u) = 0 for u < « , A^0(m) = iz for u > 0, and
Now we can write
The sum on the right is, of course, finite. For special cases of this expansion see [A, Bi, G, KTP, W] . In [G] , Grupp uses a chain of power series to compute Kfu), whereas in [W] this function is computed using a single power series in the variable (u -n)/(u -« + 2). , .
(ii) For a e Z+, p(u) is discontinuous if and only if u = 1, 2, ... , a, and these discontinuities are finite jumps.
Proof, (i) From the definition of p(u) the statement is true for a < 1 . We shall use induction on m = [a] + 1 . For some m > 1, assume (i) is true for all m -1 < a < m . Now
By the induction hypothesis the right-hand side of (3.10) is continuous for all u except u = 0, ... , m and has a finite left-sided limit at each of these points.
Thus all we need to show is that the estimate in (i) holds for all 0 < « < m. The case « = 0 holds automatically from (3.2). If 0 < « < m then as u -> n+ we have^_
n\T(n -(a + I) + I) u-nf '-"(1+0 (1)) and for « = m the contribution from -ap(u)/u is 0(1). This shows that p(u, a + 1, b) has discontinuities at u = I, ... , m and thus completes the induction.
For (ii), start with (3.8) and (3.9) and proceed by induction using (3.10) as in the proof of (i) to see that the discontinuities can occur only at u = 1, 2, ... , a and that they must be finite jump discontinuities. It is not obvious that these discontinuities actually exist. In the induction step when we take the left-and right-sided limits of the right-hand side of (3.10) at u = n for some « e {1,2, ... , a] , it might happen that these two limits are equal; i.e., the jumps arising from each of the two terms on the right-hand side of (3.10) cancel each other out. We will now show that this cannot happen.
Define an array of rational functions cm n = cm n(u, a, b) for 0 < « < m by the expansion
which is obtained by repeated differentiation of (3.10). Note that c0 0 = 1 ,
Now let (2 = 0. We immediately get cm 0 = 0 for m > 1 . Let Sm n denote the set of functions of the form
where the coefficients de are nonnegative, not all zero, and independent of b and u and the sum is taken over all e = (ex, ... , en) such that e¡ e Z~° and EL.c, = m. Take S00 = {1} and Sm0 = {0} for m > 1. If cm " eSm,n for all 0<«<m then cmneSm+Xn and (-b/(u-n+ l))cWt#,_, eSm+1", and so (3.11) implies cw+1 " e S'm+1 n since Sm+X n is additively closed. By induction cm "&Sm n , so cm n is continuous and nonzero for u > « -1 when « > 1. Lastly, p(u) = p(u ,0,0) is continuous except for a jump at u = 0 and so Now we would like to call attention to a subset of the p-family of functions which plays a role similar to that of the Qn in the (7-family. It is the subset for which a + b e Z. We use the notation of Grupp and Richert [GR] by putting JK(U) '•= P(w> -k » K) and also JK"\U) '•= P(u> n-K ,k) . For negative « this is a slight abuse of notation, since p(u, a -1, b) = J0"p(t, a, b)dt is valid only for a < 1 whereas differentiation is always valid (recall (3.5) and (3.6)). Therefore j(~X)(u) = /"" jK(t)dt holds only for k > -1 , etc.
The functions jK(u) and j^(w) for zc > 0 have appeared frequently in sieve methods (with zc denoting the "dimension") and in the study of incomplete sums of multiplicative functions. Also, the Dickman function is given by p(u) = e''j'x(u). Two of the more prominent notations for these functions that have appeared in the literature are Jn(u) = e"7T(a)ja (u) and
in [AO] and 0b(u) = eh'T(l + b)jb(u) and n(u) = eb'T(b)fh(u) in [dBvL] . A great deal is known about jK and j'K for zc > 0, some of which we summarize briefly (see [AO, GR] ). Let zc > 0. If u > 0 then jK(u) and j'K(u) are continuous and positive with jK(u) increasing to 1 as u -> oo . Furthermore, as u -» oo we have that jK(u)= 1 + 00 ), jK(u) = 0(e ) and also j'K(u)du = 1.
For zc > 1 , j'K(u) has a unique stationary point at u2 = u2(k) , and for zc > 2, two inflection points «3 and v3 with 1 < w3 < u2 < u2 + 1 < vi. Also, u2, i
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use «3, and v3 are increasing functions of zc (see [GR] ) with zc -1/2 < u2 < k and {zc -\JkI2 -1 < u-, < k -x/zc/2,
Lastly, for zc > 1 define pK = maxj'K(u) = j'K(u2); then pK is a decreasing function of k (see [W] ) with pK~l/\fnK (k -> oo).
Another way of looking at jK(u) for zc > 0 is as a probability distribution function and at j'K(u) as the corresponding density function on [0, oo). This distribution has mean zc and standard deviation \/zc/2, both of which follow from Theorem 2 below. In this context it is interesting to evaluate jK at its mean. From [GR] we know Jk(k) decreases to 1/2 as k -► oo, and from [W] we have
We can give two simple models in which jK(u) arises directly as a distribution function. Let Xx, X2, X3, ... be independent random variables each uniformly distributed on (0, 1). By a generalization of a result of Chamayou (see [Ch] for zc = 1 or [W] ), if
Second, it follows from a result of Hensley [He] that if Z = ^-("/»O*, + e-in/K)X2 + + e-(n/K)Xn then limPr{Zn<u}=jK(u).
The Laplace transform of p(u)
Note that Qn_x(u, k) is the adjoint of jl"\u) for n > 1 . One of the reasons that Qn stands out in the ^-family is that it is entire. Similarly, we will see in the following theorem that j" stands out in the /?-family because its Laplace transform, when it exists, is entire for « > 1 and meromorphic for « < 0. Proof. Part (i) can be found in [dBvL, LF, U] and special cases of either (i) or (ii) are given in [AO, GM1, GR, HR, He, II] . We shall sketch proofs of (i) and (ii) that do not depend on knowing any asymptotic information about p (u) beforehand.
First note that except for the region of convergence, (ii) is a restatement of (i) cast in the ./-notation with (a, b) = (n -zc, zc). We begin with formal arguments which lead to the Laplace transform in (i). Write F(s) = /0°° e~s'p(t)dt.
Since p(u) = 0 for all u < 0 and p(u) satisfies (1.1), we have that p(u) = C0u~a for all u e (0, 1) and some constant C0 . Thus a < 1 implies limu_>0+ up(u) = 0. Recall that if f(t) is continuous, Aî?{f(t)} = F(s), and A2?{f'(t)} exists, then
and using standard Laplace transform manipulations, we see that (5.2) gets mapped into the ordinary differential equation sF (s) = (a -1 + be~s)F(s). Solving this equation, we get F (s) = ç^a+b-ie-bEm(s) ^ some constant C, . The relationship between C0 and C, is found by noting the behavior of F(s) as i^ +oo. Equations (1.4) and (1.5) immediately imply that F(s) ~ Cxe~bysa~x as i ^ +oo. From the definition of F(s) along with p(u) = C0u~a we get
Jo so that C0 = (e-by/T(l-a))Cx.
We have chosen Cx = 1, a natural choice for sieve methods (see §8).
To prove (i) and (ii) we use a result of Doetsch [Do2] which gives a sufficient condition for a function to be representable as a Laplace transform.
Lemma (Doetsch [Do2, p. 187] ). When F(s) = F(x + iy) is analytic in the halfplane x > xx ; when F(s) converges, in every half-plane x > xx+ô > xx , toward 0, when s tends two-dimensionally toward oo, i.e., in any direction within the half-plane; and when First consider a < 0. Let F(s) = sa+ e~ , which is analytic on {s: 9<s > xx}, where xx = 0 if a + b £ Z+ and xx = -oo if a + b 6 Z+ . By (1.4) we have 1^(5)1 = e~ y\sf~xe~~ w |(i) for |args| < n and because of (1.5) it is easy to see that F(s) -» 0 as s tends two-dimensionally toward oo in any proper right half-plane. For fixed x > xx , \F(x + iy)\ ~ e~ y\x + iy\aã s y -> ±oo and hence the integral in (5.3) converges when a < 0. Thus f(t), as given by (5.4), is continuous on R and 0 for t < 0. It is easily shown that / satisfies (5.2) on R. Since p(u) is the unique continuous solution of (5.2) which satisfies (3.2), we have proved (i) and (ii) for a < 0.
For the case 0 < a < 1 , note that (3.2) implies that the integral defining the Laplace transform of p(t) converges at t = 0. Also, (3.1) and (3.5) give We now turn to (iii). The right-hand side of the equation in (iii) is entire because of (2.6) with u = 0. Also, for ÍRs > 0 the Laplace transform of ((-l)"/«!)Q"(-i, -zc) is easily seen to be El=0QJO, -K)((-l)m/m\)sm-"'x by using (2.7) with v = 0. Combining this with (i), we see that (iii) holds for 9ts > 0. Actually, (iii) can be shown to be valid for all s e C when zc > 0 by starting with (ii), « = 1, and repeatedly integrating j'K(t) from t = u to oo; e.g., 1 -jK(u) = f™j'K(t)dt for all u e R when k > 0. But to prove (iii) for zc > -« -1 we shall use some asymptotic information about Jk if) found in [LF, p. 139, t0 = zc + «] . In our notation, Levin and Fainleib showed that there exists a polynomial Rn(t) of degree « such that jK (t) = Rn(t) + 0(e~' °8') as t -► oo. Thus for k > -n -1 the Laplace transform of jf~" (0 ~ ^"(0 wiH converge for all ieC. But we see from the equation in (iii) that ((-l)"/«!)ß"(-i, -k) is the unique polynomial which makes the right-hand side of this equation entire. Thus Rn(t) = ((-I)"¡n\)Qn(-t, -zc) and (iii) holds for all s eC. In [LF] only the leading coefficient of Rft) was found; here we have determined Rft) explicitly. □ One application of Theorem 2 is in computing dj"\u)/dic.
From (i) we know that (ii) is valid for all integers « and all zc > « -1 when 9\s > 0. Using (5.4) we can invert the Laplace transform in (ii) with « e Z and k > n -1, and after formally differentiating under the integral sign we get
The integral on the right is absolutely convergent for « -1 -zc < -1 (see (1.4)) and so djK(t)/dK exists for zc > « and t > 0. Using a change of variables on Jq( 1 -e')/tdt, we see that Ein (5) The second equation follows from the first using integration by parts. These two equations are put to a great deal of use in [GR] and the case « = 1 can also be found in [He] . Another convolution formula that is readily apparent from Theorem 2(i) is
This is noted in [U] and special cases are used in [AO] and [HR] . The case (a, ß) = (l-x,0) (see (3.7)) gives p(u, a, b)* u~ ¡T(x) = p(u, a-x, b) (a < 1, x > 0), which generalizes (3.5) to "fractional derivatives".
The asymptotic behavior of p(u)
In the proof of the Laplace transform given in Theorem 2(i) we avoided the use of asymptotic or even 0-information about p(u). We now use this result to give an explicit asymptotic expansion of p(u) as u -» oo when a + b ^ Z. (ii) For all zc e R and n > 0 we have
(iii) Define the function c¡(u) for all u > 0 as the unique real solution of (ei(u) -l)/Ç(u) = u. For zc>0, n >0, and Ç = Ç(u/k) we have
The case (a, b, c) = (0, 3, 0) for 0 < ô < 1 can be found in [GM1] .
We shall expand on their proof. Note the similarity between the expansion in (i) and the asymptotic expansion for q(u, a, b) given in Theorem 11 below. We first show that if (i) is valid for c = 0, this implies that (i) must also be valid for all c e R. The generalized Euler transformation (see [O] for X = 0) states that if The proof is a straightforward application of the binomial expansion. Applying (6.1) to the series in (i) with c = 0 and X = a + b -I and using the reflection formula r(z)T(l -z) = ncsc(nz) we get
The last equality follows from (2.7). Thus we need only prove part (i) for c = 0. implies p(u, a0 + 1 , b) has an asymptotic expansion in {u~{a°+ ' "}^o-This implies that the expansion can be found by term-by-term differentiation (see [BH, Theorem 1.7.7, p. 32] ). Thus induction on [a] proves (i) for all a > 1 .
(ii) This follows from [LF, (1.3.4 ) and (1.3.6)]. The identification of the polynomial asymptote of j{~n)(u) for « > 0 comes from Theorem 2(iii), its proof, and the fact that l^Qni-U,-K)={-^Qn.xi~U,-K).
(iii) The asymptotic formula in (iii) was proved first by de Bruijn [dB3] for the Dickman function p(u), i.e., for the case « = 0 and zc = 1 . He used a result on Volterra integral equations [dB2] and two applications of the saddle point method. Later, other proofs were given by van Ouwerkerk-Dijkers and Nuis [vODN] , who used the saddle point method directly on the inverse Laplace transform of p(u), and by Canfield [Ca] , who used generating functions and the circle method. Hensley [He] gave a uniform result for the case « = 0 using the Berry-Esseen theorem of probability theory. He showed that
jK(u) = (2nu) Í1-T-í-J e {1 + 0((u + k) )} uniformly in zc > e > 0 and tz > 1 .
To prove (iii) we start with Hensley's result on j'K(u) and use induction on « . The asymptotic formula (iii) will follow from J("+2\u)/j{K"+l)(u) ~ -t(u/tc) (tt-00, « >0).
From [vODN] we have . , , , , , loglogw 1 /loglogzA2 /log log m A , ,
and a small calculation shows 
where g(u) := u¡A,(u/k) + zcEin(-^(w/zc)). Note that g(u) -g(u -1) = g(u) for some u e (u -1, u) and *'(«) = ««/*) + ufóiH/K) + KZ1p¡=±£i(-tWK)) = «ll/JC) .
/c and combining this with (6.3) finishes the proof of (iii). D We now give an approximation to j{"+X)(u) which is simpler than Theorem 3(iii). From (5.5) it is not hard to deduce that -Ein(-z) = ze~ i e z'log--dt (zeC), Jo 1 _ t which implies, after expanding -log( 1 -t) in a power series,
Combining this with (6.2) we get
Substituting this along with (6.2) into the asymptotic estimate in Theorem 3(iii) gives j[n+X)(u) = (-l)"exp I -u(logu + loglogw -(1+ logzc) + ^1 +logzc 1 /log log u \ /loglogzz\\( log « 2 V log u ) y log2 U ) ) j for zc > 0 and sufficiently large u.
THE ADJOINT RELATION
We now use the asymptotic information found in Theorem 3 to evaluate the constant C in the adjoint equation (1.3). Proof. As was mentioned in the introduction, the adjoint relation (1.3) is well known (e.g., see [12] ). What is new in Theorem 4 is the evaluation of the constant in the general case. For completeness, we start by proving (1.3). Let f(u) denote the left-hand side of (7.1). Whenever p(u) is differentiable then f(u) is differentiable and
Therefore f(u) is constant on any interval of differentiability.
First assume a + b e Z+ and a < 1 . We know that q is a polynomial and up(u) -0 as u -0+ so that f(u) is continuous for all u e R and differentiable except possibly at u = 0, 1 . From the preceding argument, f(u) is constant for u < 0, u e (0, 1), and u > 1 and the continuity of f(u) tells us it is constant for all u G R. By evaluating f(u) for u < 0 we easily find this constant to be 0. Now consider the general case. Let ua = max([a], 0). By Theorem 1, f is continuous on (ua, oo) and also differentiable on this interval except possibly at ua + 1 . As before, this implies / is constant on (ua, oo In the case a + b eZ+ we can rewrite (7.1) as
Ju-\ for u > [n -zc] and « > 1 . As we discussed in the introduction, (7.2) can be used to gain information about the zeros of jK"\u) when we know the zeros of ô"_i(M> K) ■ Here is a specific example with n = 3. Recall that Q2(u, zc) = (u -k) -zc/2 and so the roots are zc ± \/zc/2. Setting u in (7.2) to each of these roots in turn, for zc > 2, gives the estimates in (4.1). We now present an "oscillation theorem" which is a more gradiose use of this technique. In Theorem 1 we saw that the value of a governs the number and type of initial discontinuities of p(u). Theorems 2 and 3 told us that the value of a + b governs the asymptotic behavior of p(u). Now we shall see that b (= zc in the ./-notation), specifically its sign, governs how p(u) behaves with respect to its polynomial asymptote when a + b G Z. The following result with « = 0, in the context of Example C (see §8), was recently used by Maier [M] in the study of the distribution of primes in short intervals. (ii) Similarly, let n > 1. If k > 0 then (-1)"+1jK":\u) is positive for all sufficiently large u. If k < 0 then it has a zero in every interval (a, a + 1 ) for a > [n -k] when zc < 0.
Proof, (i) First assume zc > 0. Since a = -n -k < 0, we know that Jn(u) is continuous for all u G R. Now, upon integrating we get
By Theorem 2(iii) with i = 0we see that /0°° Jn(t)dt = Q"+1(0, -zc)/(«+ 1)!, which implies Jn+X(u) = J^° Jn(t)dt. Since J0(u) = 1 -jK(u) > 0 for w > 0 we get Jn(u) > 0 for u > 0 by induction. Now assume zc < 0. First note the fact that if S ç R, t ^ 0, and f(u) = p(u/x) then p(u) satisfies ( 1.1 ) for all ueS if and only if uf(u) = -af(u)-bf (u-t) for all uerS. Since q(u) = Qn(u, -zc) satisfies (1.2) with (a,b) = («+ 1 +zc, -k) for all u G R, p(u) = Q(-u, -zc) (t = -1) satisfies (1.1) with (a, b) = (-« -zc, zc). Thus Qn(-u, -zc) is adjoint to q(u, -« -zc, zc) and so (1.3) implies for u > 0
The constant was determined by using the asymptotic estimates for Qn (-u, -zc) and q(u, -n -zc, zc). Multiplying (7.3) by (-1)"/«! and subtracting it from (7.1) with (a, b) = (-« -k, k) gives
Since zc < 0, (2.5) implies q(u, -« -zc, zc) > 0 for all u > 0. For a > max([-« -zc], 0)), Jn(u) is continuous in [a, oo). Thus evaluating (7.4) at u = a+ 1 , we immediately find that Jn(u) must have a zero in (a, a+l) since zc < 0. Otherwise, if Jn(u) is of one sign on (a, a + 1), then zc < 0 implies that the left and right sides of (7.4) are of different signs.
(ii) Positivity follows from Theorem 3(iii) and the oscillations around zero follow from (7.2) as in (i). D
Applications of p(u, a, b) in number theory
Functions of the type p(u, a, b) occur in various number theoretic context; in this section we survey some of these applications. The first three applications are taken from the theory of sieves. Let sé be a finite sequence of integers and let £P be a set of primes. The sifting functions S(sf , £P,z) is the number of elements of sé that remain after "sifting" sé by all the primes in 3a that are less than z . More precisely, S(stf ,&, z) := #{a e sf : (a,P(z)) = 1} where P(z):= n p. Estimates of S(ssf ,AA?,z) typically rely on the following standard regularity conditions on sé and ¿AP (see [HR] for a detailed discussion). Let Rd := \s/f -(co(d)/d)X and \séf := #{a ese : d\a} where X is an approximation to \sé\ and &>(•) is a nonnegative multiplicative arithmetic function such that <y(l) = 1 and co(p) = 0 for all primes p £ AAP. Also assume 0 < co(p)/p < 1 -l/Ax for all peAÁ5 and (8.1) -L< J2 fa)(f?) ~K logp < A2 (2<w<z) w<p<z where Ax, A2, and L are constants > 1. The parameter zc is known as the dimension of the sieve. Define V(z) := n |P(z)(l -co(p)/p), which can be considered intuitively as the probability that an element of sé is not divisible by any prime p < z with p G AP .
Example A. Selberg's upper bound sieve [HR, Ra] . If zc > 0, u = loge; / log z > 0, and v(d) is the number of distinct prime divisors of d, then under the above hypothesis we have
where oK(u) := jK(u/2) is the Ankeny-Onishi-Selberg function. The 0-constant depends only on k , A x , and A2. Rawsthorne [Ra] showed that the left inequality in (8.1 ) can be omitted.
Example B. The sieve of Eratosthenes-Legendre [II] . Similarly, if 0 < zc < 1/2 then S(sé,A?,z) = XV(z) (j_K(u) + 0 ((^2zcL(l0gZ)2*~')} where u = logx/logz and x := maxa&s/ \a\. We must also assume x < A}X and \Rd\ < A4co(d) for some constants A3, A4> 1. The 0-constant depends only on Ax , A2, A3, and A4 . Note that <p(x, y) is a sifting function with sé = {« < x) , AAAP = all primes, z = y, and zc = 1. This result is originally due to Buchstab (see [Bu] or [dBl] ). Since rip<v(l_ 1/P) ~ c~//logy (Mertens' estimate), the result usually appears as <p(x,y) ~ xw(u)/logy where w(u) = e~yj_x(u). This is an example of how "Mertens-type" information is sometimes incorporated in the definition of p (u, a, b) . Recently, Goldston and McCurley [GM2] have extended this result to <p(x, y, AP) := #{n < x : p\n, p G AP =>• p > y} where AJ° is a set of primes that has relative density ô among the primes. They give a uniform result but we state only the asymptotic estimate <t>(x,xx/u,^)~xj_ô(u) n (î-i) p<v pç,g» as x -oo and u > 0 is fixed. Note that when 0 < a < 1/2 this asymptotic estimate also follows from Example B.
Example D. Integers with small prime divisors. Let u = logx/logy and let p(u) = e'j'x(u) = eyp(u, 0,1) denote the well-known Dickman function. If y/(x, y) := #{n < x: p\n => p <y} then 'log(u+ I) logy y/(x,y) = xp(u) 1 + 0 holds uniformly in the range x > 2 and exp((loglogx) c) < y < x. This result is due to Hildebrand [Hi] . In [GM1] , Goldston and Example E. An incomplete sum of a multiplicative function [dKH] . If 0 < a < 2 and u > 0 are fixed then
where íí(«) is the total number of prime divisors of « counting multiplicity. For a general discussion of incomplete sums of multiplicative functions see [dBvL] .
Further integral transforms
We have seen that the adjoint relation (1.3) gives a link between the local behaviors of p(u) and q(u). Now we consider integral relationships between p(u) and q(u) that take into account their global behavior. This is done by considering q(t + u) as the kernel of an integral transform in the variable t. What makes this interesting is that the mapping /^ -F given by (ii) Since jKm+ (t) = p(u, m + 1 -zc, zc), the case a + b < m + 1 follows directly from (i) after using the reflection formula r(z)T(l -z) = 7i/sin(nz). Now the case a + b > m + l follows by analytic continuation in a and b, as in the proof of (i), because j{"+l\t) = 0(e~']ogl) implies that the integral in (ii) converges at t = oo for all a and b . Actually, (ii) can be shown directly without using (i) and analytic continuation. Since the Laplace transform Theorem 2(h) holds in all of C, simply insert this into definition (2.1) and then show that reversing the order of integration is valid. D
We now look at a special case of Theorem 6 for which u can be arbitrary. This is the case when p(t) e {j{Km+])(t)}™=0 and q(t) e {Qn(t, zc)}^0 for some fixed zc . With the inner product J0°° p(t)q(t) dt these two families of functions are almost orthogonal in the sense that this inner product is zero unless m = « , i.e., unless the two functions are adjoint. The "almost" is stated because the condition zc > m cannot be relaxed. Although the following theorem can be deduced from Theorem 6(ii) using analytic continuation in u, we will give an interesting alternative proof using generating functions. Then a "discretized" version of some of these integrals will be presented. Then for formal power series f(t), g(t), and h(t) we have
Proof. We first show the following:
Differentiating (9.1) gives (9.2), which in turn gives (9.3) where (^) = 0 for integers m > « > 0. Now Lemma 1 follows easily from (9.3) using the Cauchy product of two power series. We mention (9.4) because it will be used in the sequel and it follows from (9.1) with the substitutions u --u and t --/. o
Remark. This result is very reminiscent of the beautiful theorem on composition of power series: f(t) = g(h(t)) <=> M(/) = M(h)M(g). Here f, g, and « are formal power series without a constant term and M is defined by (9.1) except with e" replacing eulg(t). Also, it is interesting to note that Lemma 1, along with (9.4), gives the binomial inversion formula when g(t) = e and h(t) =e~'.
Proof of Theorem 1. Let g(t) = eKEin{~n so that (2.6) and (9. 10. An application of q(u) in number theory
As was mentioned in the introduction and in §8, it has been known for many years that differential-difference equations of retarded type (such as (1.1)) can arise in the solution of certain types of problems in analytic number theory. Differential-difference equations of advanced type (such as (1.2)) have played only an auxiliary role (although an important one) in sieve methods. The following theorem is perhaps the first direct application to number theory of a function satisfying a differential-difference equation of advanced type.
Theorem 9. For « > 1 let Px(n) and P2(n) denote the largest and second largest prime divisor of «, respectively (Px(l) = 1, P2(n) = Px(n/Px(n))). If u > 1 and a G R are fixed then
Before giving the proof, we would like to make a few observations. First, note that (2.3) implies eyunq(u, 1 -a, -1) ~ e''¡u as u -oo. In Theorem 8(ii) put m = 0 and zc = 1 and recall p(u) = e''j\(u) to get eyuq(u,l-a,-l) = u"f -^-^dt (u > 0).
In a very interesting paper, Knuth and Trabb Pardo [KTP] discuss Golomb's constant X = 0.62432 99885... , defined to be lim^^y/i where /" is the average length of the longest cycle in a random «-permutation (see [GWG] ). An interesting number theoretic interpretation of X is given by the fact that if « is an m-digit integer then Xm is the asymptotic average number of digits in Px(n). They also make reference to the following: Jo where px(u) = q(u, 1,-1) and satisfies up'x(u) = -px(u + 1). Compare this with Pr{P,(«) < nx,u} = p(u), which satisfies up'(u) = -p(u -1). Equation (10.4) can be derived from the general result in [Bi] . For the case a = 1 note that (2.4) and (1.2) imply uq(u, 0, -1) = px(u+ I). In terms of the Dickman function this is eyuq(u,0,-l) = ur'-£^dt= H -?± Jo (t + u)2 Jo t + u p{t) dt.
/o (t + u)2 Jo t + u+l Thus Theorem 9 with a = 1 gives (10.5) J2 \ogPx(n) = e'px(u+l)xlogx + 0(x) (u>l). n<x /,2(«)</>,(n)'/"
Recall that Ein(i) = y + log t + Ex (t) for t > 0, so that (2.2) gives us /•oo (10.6) eyuq(u,0,-l) = u e~u!~E'{,) dt (u > 0).
Jo
Thus, setting u = 2 in (10.4) gives (10.1) and setting u = 1 in (10.5) and (10.6) gives (10.2) and (10.3), respectively. Also, the three representations for X (along with a new one found in (10.4)) are all derived from X = eypx (2).
11. Proof of Theorem 9 Lemma 1 (de Bruijn [dB4] ). There exist positive absolute constants C, and C2 The error term on the right-hand side of ( 11.1 ) is < (logx)a7t(x) <x(logx)"_1 . 
Jo (t + u)a+x
The 0-term follows from p(t) <exp(-Hog?) and v(y) = (u+lf 3/8(logx) -u. We estimate / by using (11.2) after an integration by parts. Let f(t) denote the integrand in / and note that f(t) <c x~u,{l+u) and f(t) < x""/('+u)logx . Essentially the same argument used to estimate Sx/x(logx)a will show that 5'2/x(logx)"~1 is bounded. This completes the proof of Theorem 9. G 12. The asymptotic expansion of q (u) In general, it is difficult to establish good inequalities for q(u, a, b) and the techniques used are often ad hoc. Such inequalities can be very useful, especially in the study of the auxiliary functions pK(u) and qK(u) of sieve theory. We now present a representation for pK(u) = q(u, zc, -zc) that can be used to obtain inequalities for pK(u) and at the same time gives us another example of the many relationships between solutions to (1.1) and ( 1.2).
Theorem 10. If u> 0, zc > 0, n > 0, and c±u then p (u)=T(-i)mQ'"{c'-K)+-tvr /(t){i±sï-dt K h (u-c)m+x {u-cfh Jk[) t + u atProof. Let H(t) = e~c'~K Ein(,) and note that H(n)(t) « t~Ke~cl as / -oo for all « > 0, giving us lim^^c-1 ~c)tH{n)(t) = 0. Now, using integration by parts repeatedly, we get and reversing the order of integration immediately finishes the proof of Theorem 11. D
