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ABSTRACT
A HYBRID APPROACH FOR HUMAN MOTION
RETRIEVAL
Yag˘ız Salor
M.S. in Computer Engineering
Advisor: Prof. Dr. Bu¨lent O¨zgu¨c¸
Co-Advisor: Assoc. Prof. Dr. Tolga C¸apın
October, 2015
Retrieving similar motions from motion databases has become an essential topic of
computer animation research. The use of binary geometric features and inverted
indexes is one of the efficient solutions to this problem. This approach can be
used with variation and inexactness algorithms for fuzzy searches. However, close
similarity searches are not possible. In addition, the process is not automatic
since it needs user input for selecting binary features to use. In another efficient
approach, k-d tree with medium sized numerical based feature sets and shortest
path search on a directed graph are used. However, it does not propose any
tool for fuzzy searches. In this thesis, we propose a hybrid approach that utilizes
numerical based feature sets, k-d tree based indexing structure and inverted index
based motion matching technique. Our hybrid approach does not need user input,
can be used in environments requiring close similarity of motions and can be used
with variation and inexactness algorithms. Our results show that our hybrid
approach is useful and efficient for similarity searches on motion databases.
Keywords: character animation; human motion retrieval; motion capture; motion
retrieval.
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O¨ZET
I˙NSAN HAREKETI˙ ERI˙S¸I˙MI˙ I˙C¸I˙N MELEZ BI˙R
YAKLAS¸IM
Yag˘ız Salor
Bilgisayar Mu¨hendislig˘i, Yu¨ksek Lisans
Tez Danıs¸manı: Prof. Dr. Bu¨lent O¨zgu¨c¸
Es¸-Tez Danıs¸manı: Doc¸. Dr. Tolga C¸apın
Ekim, 2015
Hareket veritabanları u¨zerinden benzer hareket eris¸imi bilgisayar animasyonu
aras¸tırmalarının o¨nemli bir konusu haline gelmis¸tir. I˙kili deg˘erli geometrik
o¨zellik ve ters indis kullanımı bu problemin verimli c¸o¨zu¨mlerinden birisidir. Bu
yaklas¸ım bulanık aramalar ic¸in es¸itlilik ve hatalılık algoritmaları ile birlikte kul-
lanılabilmektedir. Fakat yakın benzerlik aramaları bu yaklas¸ım ile mu¨mku¨n
deg˘ildir. Buna ek olarak bu yaklas¸ım ikili deg˘erli geometrik o¨zellik sec¸iminde in-
san giris¸i gerektirdig˘inden otomatik deg˘ildir. Bas¸ka bir verimli yaklas¸ımda, orta
boyutta rakamsal o¨zellik ku¨meleri, k-d ag˘acı ve yo¨nlu¨ c¸izge u¨zerinde en kısa yol
arama kullanılmıs¸tır. Fakat bu yaklas¸ım bulanık aramalar ic¸in bir arac¸ sunma-
maktadır. Bu tezde, rakamsal o¨zellik ku¨meleri, k-d ag˘acı tabanlı dizinleme yapısı
ve ters indisler kullanan bir melez yaklas¸ım o¨neriyoruz. Bizim melez yaklas¸ımımız
kullanıcı giris¸ine ihtiyac¸ duymamaktadır ve c¸es¸itlilik algoritmaları ile birlikte kul-
lanılabilmektedir. Sonuc¸larımız melez yaklas¸ımımızın hareket veritabanı u¨zerinde
benzerlik aramaları ic¸in kullanılabilir ve verimli oldug˘unu go¨stermektedir.
Anahtar so¨zcu¨kler : karakter animasyonu; insan hareketi eris¸imi; hareket
yakalama; hareket eris¸imi .
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Chapter 1
Introduction
Different kinds of realistic human motion data is needed by video games and an-
imation movies. However, it is extremely difficult for animation artists to manu-
ally create realistic human movements. For that reason, the usage of previously
recorded human motion capture data is inevitable. Free to use motion databases
such as CMU [1] and HDM05 [2] that provide wide selection of motion types
are available on the internet. These databases contain hours of motion capture
data that are classified into tens of motion classes. Therefore, retrieving simi-
lar motions on these databases became an essential topic of computer animation
research.
Many computer animation researchers have developed numerous kinds of tech-
niques to bring a solution to this problem. The approaches can be grouped into
two by their similarity notion as numerical and logical. Mu¨ller et al. [3] pro-
pose an efficient approach that uses logical similarity notion called boolean fea-
ture vectors that can handle temporal and spatial variations between compared
motions. Fuzzy search with adaptive segmentation provides more variation han-
dling in both domains. In addition, their approach can be extended to include
k-mismatch [4] concept that brings inexactness to the retrieval process. However,
in this approach the user needs to select relevant boolean features for each type
of query to get high quality results.
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Kru¨ger et al. [5] point out that boolean features are not suitable in environ-
ments requiring close similarity of motions. Instead, they use small and medium
feature sets with numerical similarity notion. Their approach does not require
any kind of user input i.e. it is automatic. However, their approach does not
have any mechanism that brings inexactness to the queries. Since their motion
matching algorithm is completely different from the algorithm of Mu¨ller et al., it
is not possible utilize the algorithms of latter into the former one.
In this thesis, we propose a hybrid approach that utilizes numerical based
feature sets and k-d tree [6] based indexing structure of Kru¨ger et al. and inverted
index based motion matching technique of Mu¨ller et al. [3]. Our hybrid approach
does not need user input, can be used in environments requiring close similarity
of motions and can be used with variation and inexactness algorithms of Mu¨ller
et al.
The organization of this thesis is as follows. Chapter 2 provides background
information on human motion retrieval. In Chapter 3, our hybrid approach for
human motion retrieval is explained. Chapter 4 provides results of our human
retrieval system on a sample dataset compiled from CMU Mocap Database [1].
Finally, Chapter 5 concludes.
2
Chapter 2
Background
2.1 Motion Databases
The existence of large human motion capture databases such as CMU [1] and
HDM05 [2] has led the computer scientists to study matching and retrieval of
similar motions in these databases. These studies can be compared by features
that are selected for similarity search, the indexing structure and the approach
used by detecting the similarity.
2.2 Dynamic Time Warping
Dynamic Time Warping (DTW) is used to find optimal alignment between two
given sequences [7].
Human motion data contains set of poses that are comprised by set of joint
angles between the bones in the human skeleton. Each human motion file has
certain number of poses for each second in the animation that is defined by frame
rate. Therefore, human motion retrieval is considered to be part of time series
databases research. According to [8], there exist approaches that use Euclidean
3
distance for time series data. However, this similarity measure is very sensitive for
the variations in time. Using the result of a simple experiment, they prove that
DTW is more suitable similarity measure than Euclidean distance for time series
data. Therefore, DTW is a widely used technique in human motion retrieval
systems research.
Cardler et al. [9] introduce a content-based method for retrieving perceptually
similar motions that provides editing for animators. Their method rely on Min-
imum Bounding Rectangles and R-trees for indexing the poses. Similar motion
retrieval is done with the help of DTW and Longest Common Subsequence sim-
ilarity metrics which enables temporal variations. The ability of selecting body
areas that would be used in the matching process enables spatial variations.
Chiu et al. [10] propose another DTW based approach for content-based hu-
man motion retrieval. They suggest an index map structure for the poses in the
human motion data. The human skeleton is divided into segments, then for each
pose in the motion the sum of these segments are used as features. This idea
helps to prevent curse of dimensionality since the poses in their data has high
dimensions. In the matching process, start and end frames of the query motion
are used in the index map structure to find similar candidate motions. Finally,
similarity of these candidate motions with the query motion are evaluated using
DTW.
Keogh et al. [11] point out the limitations of DTW. They explain that DTW
is used for time alignment in the human retrieval systems but it can only provide
local scaling i.e. only local variations in time is handled. They propose a novel
approach based on bounding boxes which supports global (uniform) scaling and
is faster than DTW. Uniform scaling perform better than DTW.
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2.3 Logical vs. Numerical Similarity
Kovar et al. [12] advocate that logically similar motions need not be to be numer-
ically similar. Logically similar motions could have different poses. For example,
three punching motions are given in Figures 2.1, . . ., 2.4. Even if all of those
are punching motion, they have different numerical hand, arm, knee and feet
positions. These differences are more noticeable in the second frames of these
figures.
These kind of motions may not be retrieved by previously mentioned ap-
proaches. In order to prevent these misses, Kovar et al. introduce the technique
named multi-step search. They use numerically similar results as new queries to
find more similar results different than the previous step. Secondly, they compute
average distance between similar poses and use them to compare with predefined
certain value. This idea helps finding similar motions since they should have sim-
ilar sequence of events. Lastly, they introduce a data structure called match web
that increases speed of returning similar motions. However, match web struc-
ture has quadratic running time and has quadratic memory requirement to the
number of poses in the database.
Figure 2.1: Punch motion 1
Figure 2.2: Punch motion 2
5
Figure 2.3: Punch motion 3
Figure 2.4: Punch motion 4
The shortcomings of numerical similarity is also pointed out by Mu¨ller et
al. [3]. They define boolean feature sets for the human motion in order to
eliminate the shortcomings of numerical similarity measures. These geometric
boolean features returns a boolean results according to the positions of specified
geometric features like positions of the points. Their approach handles both
spatial and temporal variations in the comparisons of the motions. They use
standard information retrieval techniques instead of DTW, which has a significant
performance benefit. Building the index has a time complexity of O(n), which is
better than DTW based methods and match webs. However, this method needs
user interaction. Appropriate features are need to be selected by the user for each
kind motion. In addition, Kru¨ger et al. [5] mention that this approach cannot
handle close numerical similarity of motions. This is the main limitation of logical
similarity measures.
2.4 Dimensionality Reduction
High dimensionality features of human motion data makes the retrieval process
costly. In order to overcome this problem, dimensionality reduction techniques
6
have been used. Chai et al. [13] introduce a system that can reconstruct user
motion from low dimensional control signals that is produced by videos recorded
by two cameras. A graph of nearest neighbors is used for retrieving motion
files that are similar to given control signals. The search is done by the use of
temporal coherence of control signals. The algorithm chosen for dimensionality
reduction affects the performance of the system significantly. The paper com-
pares their own dimensionality reduction algorithm with existing ones such as
Principal Component Analysis (PCA), Nonlinear Dimensionality Reduction and
Local Linear Models (LLM).
Another approach to overcome curse of dimensionality of human motion data
is to use smaller subsets of the human motion data that can produce acceptable
results in practical use. Kru¨ger et al. [5] demonstrate that the usage of small
or medium dimensional feature sets of human motion data can be useful for
pose matching in a similarity search. They perform nearest neighbor searches on
different datasets that have dimensions ranging from 15 to 90 on a k-d tree [6]
based indexing structure. They also introduce a novel graph based approach for
motion matching that makes use of nearest neighbor searches on a k-d tree, which
returns equivalent results to the approaches that utilizes DTW. However, their
approach does not have a mechanism that provides inexactness for the search
query such as k-mismatch [4].
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Chapter 3
A Hybrid Approach for Human
Motion Retrieval
We propose a hybrid approach for human motion retrieval. It can be used to
retrieve similar motions from motion capture databases. The approach is based
on kd-tree based indexing technique proposed by Kru¨ger et al. [5] and inverted
list based motion retrieval approach proposed by Mu¨ller et al. [3].
3.1 Motion Data
The motion data format used in this research is Acclaim ASF/AMC [14], which is
developed by computer game company Acclaim. ASF/AMC data is comprised of
two different file types, Acclaim Skeleton File (ASF) and Acclaim Motion Capture
(AMC). ASF file holds fixed skeletal information of an actor whereas AMC file
contains dynamic information of recorded motion. This design of the data format
allows storing one ASF file for each actor and many AMC files for each recorded
motion of that actor.
A base pose is defined in the ASF file as a starting point for the motion data.
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The skeleton is defined as hierarchy of bones which are also called as segments.
Figure 3.2 shows a sample skeletal hierarchy
The motion data is defined as a sample at a time in the AMC file. Each time
sample contains position information of each bone segment in the corresponding
ASF file. Figure 3.1 shows sample dancing motion that is sequence of skeletal
poses of selected time samples.
Figure 3.1: Sample dancing motion that consists of sequence of skeletal poses
3.2 Notations
We use a notation that is influenced by the notations of Mu¨ller et al [3] and
Kru¨ger et al. [5].
J : a joint in the skeleton,
P : a pose which consists of joints,
M : a motion capture data stream which consist of poses i.e. each motion file
in the database,
D: a motion capture database which consists of n motion capture data streams,
S: a similar pose,
Q: a motion capture data stream which used as a query,
R: a motion capture data stream which is resulted by the motion matching
9
progress,
F : the feature set that is used for inserting poses into the k-d tree and retriev-
ing poses from the k-d tree,
n: total number of poses in the motion capture database D,
p: the number that defines how many number of poses P of each motion
capture data stream M in the database D are going to be skipped while inserting
them into the k-d tree indexing structure, and
k: the number of neighbors that are going to be retrieved from the database
for each pose P in the query Q.
3.3 Feature Set
In this motion retrieval system we use FE
15 feature set defined by Kru¨ger et al.
[5]. FE
15 is used with numerical similarity measures and it consists of positions of
4 end-effectors and head. More specifically, these features are x, y and z positions
of joints named “lhand”, “rhand”, “lfoot”, “rfoot” and “head”, which is shown in
Figure 3.2. Therefore, FE
15 is a 15 dimensional feature set which can be classified
as medium.
Kru¨ger et al give the motivation behind the FE
15 with the following facts:
• “As is well known, the geometry of anthropomorphic limbs is fully deter-
mined by the positions of the end- effectors, their orientation, and one single
additional scalar quantity so called swivel angle” [15].
• Orientations of the end effectors and swivel angles are dependent on the
end effector positions.
• Similar body positions have similar end effector and head positions with
little variations.
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Figure 3.2: The skeleton structure that is used in our system. Each joint in the
skeleton is shown with black dots. The joints that are included in the feature set
are indicated with red dots.
They define more detailed pose based feature sets FE
30 and FE
39, which have
30 and 39 dimensions, respectively. They perform systematic comparisons that
are based on pose level and motion segment level over different size of databases
to validate efficiency of FE
15. They show that these higher dimensional feature
sets brings little or no advantage over the FE
15, which is fastest in the nearest
neighbor searches.
3.4 Pose Matching
In our system, pose matching is performed by the use of k nearest neighbor
searches on a k-d tree [6] space partitioning data structure. A k-d tree is a multidi-
mensional binary search tree. Building a k-d tree of n elements has O(nlg(n)) time
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complexity. Performing a k nearest neighbor search on a k-d tree is O(klg(n)).
Figure 3.3 shows a k-d tree with two dimensions x and y with the points (4,5),
(3,4), (6,7), (2,3), (3,5) inserted with the given order. The space decomposition
of given k-d tree is shown in Figure 3.4.
Figure 3.3: k-d tree for two dimensions x and y with the points (4,5), (3,4), (6,7),
(2,3), (3,5) inserted in the given order
Figure 3.4: Space decomposition of the k-d tree with the points (4,5), (3,4), (6,7),
(2,3), (3,5) inserted in the given order
In our hybrid approach, we use the geometric feature set FE
15, which has 15
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dimensions, as described in the Section 3.3. Therefore, we use a k-d tree of 15
dimensions.
3.5 Motion Retrieval
Our hybrid motion retrieval approach can be decomposed into three steps:
1. k-d tree construction,
2. pose matching with nearest neighbor search, and
3. motion matching.
The first two parts are based on the approach of Kru¨ger et al. [5] and the last
part is based on the approach of Mu¨ller et al. [3]
3.5.1 k-d tree Construction
The first step of our motion matching approach is k-d tree construction for a
motion database D, which has n poses with respect to the our selected feature
set FE
15 . It is actually a preprocessing step that can be performed once and can
be used by as many searches as needed.
For each motion capture data stream M = [P1...Pf ] in motion database D,
we select one pose Pi for p number poses in the stream. This p is a pre-defined
parameter and can be set to frame rate of the M or any number, e.g. just 1 for
a greater accuracy.
The number of poses m to be inserted to the k-d tree is m = n/p. Therefore,
the time complexity of this preprocessing step is O(mlg(m)).
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3.5.2 Nearest Neighbor Search
S(Pi) denotes the set of k nearest neighbors of one pose P . In the second step,
we perform f/p number of k-NN searches to find set of neighbors S(Pi) of each p
pose in the query motion capture data stream Q = [P1...Pf ], which has f number
of poses. The time complexity of each retrieval is O(klg(m)).
3.5.3 Motion Matching
In the third step, we perform exact motion matching.
3.5.3.1 Exact Matching
This part is based on the exact hit approach of Mu¨ller et al. [3]. All of the
motions in the motion database (D) are considered as one big motion file for
simplicity.
This part utilizes inverted lists. Poses are used as index words. The time
and space needed to build the indexing structure is O(n). Two different inverted
indexes Li(P ) and Lm(P ) are needed.
Li(P ): Returns the index of the given pose P in the database D.
Lm(P ): Returns the motion data stream M of a given pose P .
The set of starting indexes HD of all similar matches of the given Q =
{P1, P2, ..., PL} in the D is
HD(Q) =
⋂
l[1:L]
(L(S(Pl))− l + 1). (3.1)
when L(S(Pl)) is
14
L(S(Pl)) =
⋃
sS(Pl)
(L(s)). (3.2)
Here is an example, Let the database be
D = {P1, P2, P3, P4, P5, P6, P7} (3.3)
which is the concatenation of motions
M1 = {P1, P2}, (3.4)
M2 = {P3, P4, P5}, (3.5)
M3 = {P6, P7}. (3.6)
Let the query motion be
Q = {P8, P9, P10}. (3.7)
Let the nearest neighbors of each pose in the query after the similarity search
on the k-d tree be
S(P8) = {P3, P6}, (3.8)
S(P9) = {P4, P7}, (3.9)
S(P10) = {P5, P7}. (3.10)
Then, index numbers of these similar poses are retrieved using inverted indexes
Li(S(P8)) = {3, 6}, (3.11)
Li(S(P9)) = {4, 7}, (3.12)
Li(S(P10)) = {5, 7}. (3.13)
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After applying the formula on we get the following result
HD(Q) = (Li(S(P8))− 1 + 1) ∩ (Li(S(P9))− 2 + 1) ∩ (Li(S(P10))− 3 + 1)
= {3, 6} ∩ {3, 6} ∩ {3, 5}
= {3}.
(3.14)
This means there is one match which has an index of 3 in the database. Then
we use our other inverted index M to find which motion capture data stream it
corresponds
Lm(P2) = M2. (3.15)
Then we conclude that M2 is the only matching motion for our query motion
Q in our database D.
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Chapter 4
Results
4.1 Pose Matching
4.1.1 Performance
Table 4.1 shows k-d tree building times with respect to the change in total number
of poses in the database. The process has a time complexity of O(nlg(n)) where
n is the total number of poses in the database. The plot of the building time is
shown on Figure 4.1.
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Total Number
of Poses
k-d tree construction
time (s)
1000 5.238
2000 15.211
3000 25.070
4000 36.655
5000 52.625
6000 70.506
7000 84.097
8000 95.309
9000 121.801
10000 144.312
Table 4.1: k-d tree construction time (s)
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Figure 4.1: k-d tree construction time (s)/Total number of poses
Figure 4.4 shows an illustration of pose matching process that is performed by
k nearest neighbor search on a k-d tree. The 50 neighbors of features “lhand”,
“rhand”, “lfoot”,“rfoot” and “head” are shown as green dots. The nearest neigh-
bor queries of each of these poses are performed very fast. Table 4.2 on page
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shows these fetching times which are in miliseconds. Similar motion fetching has
a time complexity of O(klg(n)) where n is the number of poses in the database.
The plot of the pose fetching time with respect to the change in the total number
of poses is shown in Figure 4.2. The plot of the pose fetching time with respect
to the change in the k number in the nearest neighbor search is shown in Figure
4.3. These values are calculated by averaging 2000 k nearest neighbor searches
in order to provide accuracy.
No of Poses (n) /
k-NN (k)
k=50 k=100 k=150 k=200 k=250 k=300
n=1000 0.34 0.39 0.41 0.44 0.46 0.49
n=2000 0.71 0.81 0.89 0.97 1.03 1.05
n=3000 1.07 1.19 1.38 1.41 1.46 1.60
n=4000 1.45 1.68 1.80 1.97 2.08 2.18
n=5000 1.82 2.17 2.35 2.50 2.68 2.79
n=6000 2.22 2.79 2.92 3.04 3.33 3.44
n=7000 2.5 2.9 3.07 3.27 3.56 3.89
n=8000 3.01 3.66 3.72 3.88 4.13 4.61
n=9000 3.56 4.23 4.55 5.10 5.22 5.52
n=10000 4.82 5.1 5.39 5.43 6.03 6.72
Table 4.2: Similar pose fetching times (ms)
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Figure 4.2: Similar pose fetching time (ms)/Total number of poses
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Figure 4.3: Similar pose fetching time (ms)/k in the nearest neighbor search
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4.1.2 Visual Results
(a) A pose from ball dribbling motion (b) A pose from a walking motion
(c) A pose from a dancing motion (d) A pose from jumping motion
Figure 4.4: An illustration of pose matching process, which is performed by k
nearest neighbor searches on a k-d tree. The 50 neighbors of features “lhand”,
“rhand”, “lfoot”, “rfoot” and “head” are shown as green dots.
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4.2 Motion Matching
4.2.1 Performance
Table 4.3 shows motion matching times in miliseconds. The plot of the motion
matching time with respect to the change in the total number of poses is shown
in Figure 4.5. The plot of the motion matching time with respect to the change in
the k number in the nearest neighbor search is shown in Figure 4.6. These values
are calculated by averaging 2000 motion matching queries in order to provide
accuracy.
No of Poses (n) /
k-NN (k)
k=50 k=100 k=150 k=200 k=250 k=300
n=1000 2.94 3.21 3.47 3.75 3.91 4.11
n=2000 6.03 6.61 7.02 7.39 7.56 7.76
n=3000 8.01 9.10 9.95 10.44 10.53 10.95
n=4000 10.92 12.65 13.75 14.49 14.57 15.02
n=5000 12.48 15.24 16.57 17.93 18.10 18.73
n=6000 14.91 17.81 20.09 21.91 22.49 23.28
n=7000 17.44 20.73 22.65 24.49 25.37 26.30
n=8000 19.95 22.80 23.84 25.80 26.44 28.05
Table 4.3: Similar motion matching times (ms)
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Figure 4.5: Similar motion matching time (ms)/Total number of poses
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Figure 4.6: Similar motion matching time (ms)/k in the nearest neighbor search
4.2.2 Results
We use precision and recall metrics to demonstrate the relevance of our query
results. Precision is the percentage of retrieved results that are relevant and
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Recall is the percentage of relevant results that are retrieved [16]. Precision is
computed using Equation 4.1 and recall is computed using Equation 4.2. The
terms that are used in Equations 4.1 and 4.2 are shown on Table 4.4 [16].
Precision =
TP
TP + FP
(4.1)
Recall =
TP
TP + FN
(4.2)
Relevant Nonrelevant
Retrieved true positives (TP) false positives (FP)
Not retrieved false negatives (FN) true negatives (TN)
Table 4.4: The terms used in Equations 4.1 and 4.2
Our dataset has 95 motion files that consists of 1231 × 60 frames. The motion
types in the database are jumping, walking, running, ball dribbling, punching,
kicking football and various dance movements. The p value is the half of the
frame rate (FPS/2), which is equal to 60. n is equal to 1231.
The TP, FP, TN and FP values of nearest neighbor searches of three sample
motions of three different motion types on this database are shown on Table 4.5.
jump walk run
TP FP TN FN TP FP TN FN TP FP TN FN
k=50 2 0 83 10 4 0 64 27 6 0 78 11
k=100 3 0 83 9 8 0 64 23 7 0 78 10
k=150 4 0 83 8 11 0 64 20 8 1 77 9
k=200 5 0 83 7 14 0 64 17 8 6 72 9
k=250 8 0 83 4 14 3 61 17 9 12 66 8
Table 4.5: TP, FP, TN and FP values of the three kind of motions for various k
values
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The precision rates of three sample motions of three different motion types are
shown on Table 4.6. Our approach gives good precision results unless k value is
high. This shows that most of the returned motions are relevant unless k value
is high.
jump walk run
k=50 2/2 4/4 6/6
k=100 3/3 8/8 7/7
k=150 4/4 11/11 8/9
k=200 5/5 14/14 8/14
k=250 8/8 14/17 9/21
Table 4.6: Precision rates of jump, walk and run motion types for various k
values.
The recall rates of sample motions of three different motion types are shown
on Table 4.7. As expected, increase in the k value, increases the number of
resulting motions from the k nearest neighbors query. However, our approach
cannot retrieve all relevant motions even if k is 250 because of the existence of
variations in the time domain between different motion files in the same category.
It is not possible to handle variations in the time domain unless variation and
inexactness algorithms of Mu¨ller et al. are implemented. They can be applied to
our hybrid approach because we use the motion matching technique of Mu¨ller et
al.
jump walk run
k=50 2/12 4/31 6/17
k=100 3/12 8/31 7/17
k=150 4/12 11/31 8/17
k=200 5/12 14/31 8/17
k=250 8/12 14/31 9/17
Table 4.7: Recall rates of jump, walk and run motion types for various k values.
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4.2.3 Visual Results
The snapshots in this section are taken from downloadable videos of correspond-
ing motion files of CMU Motion Capture Database [1].
4.2.3.1 Jump
Figure 4.7 gives the snapshots of the query jumping motion. Figures 4.8 and 4.9
give the snapshots of the resulting motions for k=100, whose TP, FP, TN and
FN values are given in Table 4.5.
Figure 4.7: Query jumping motion
Figure 4.8: Resulting jumping motion 1
Figure 4.9: Resulting jumping motion 2
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4.2.3.2 Walk
Figure 4.10 gives the snapshots of the query walking motion. Figures 4.11, . . . ,
4.17 give the snapshots resulting motions for k=100, whose TP, FP, TN and FN
values are given in Table 4.5.
Figure 4.10: Query walking motion
Figure 4.11: Resulting walking motion 1
Figure 4.12: Resulting walking motion 2
Figure 4.13: Resulting walking motion 3
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Figure 4.14: Resulting walking motion 4
Figure 4.15: Resulting walking motion 5
Figure 4.16: Resulting walking motion 6
Figure 4.17: Resulting walking motion 7
4.2.3.3 Run
Figure 4.18 gives the snapshots of the running query motion. Figure 4.19, . . . ,
4.24 give the snapshots of resulting motions for k=100, whose TP, FP, TN and
FN values are given in Table 4.5.
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Figure 4.18: Query running motion
Figure 4.19: Resulting running motion 1
Figure 4.20: Resulting running motion 2
Figure 4.21: Resulting running motion 3
Figure 4.22: Resulting running motion 4
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Figure 4.23: Resulting running motion 5
Figure 4.24: Resulting running motion 6
30
Chapter 5
Conclusion
In this thesis, we proposed a hybrid approach that utilizes numerical based feature
sets and k-d tree [6] based indexing structure of Kru¨ger et al. [5] and inverted
index based motion matching technique of Mu¨ller et al. [3]. Our hybrid approach
does not need user input, can be used in environments requiring close similarity
of motions and can be used with variation and inexactness algorithms of Mu¨ller
et al.
For pose matching, we used the feature set FE
15 for human motion data for
indexing and searching poses using k-d tree structure. Building our indexing
structure has a time complexity of O(nlg(n)) where n is number of poses in the
database. Searching k nearest neighbors of a pose in the database is O(klg(n)).
Our performance and query results showed that FE
15 can be used for searching
and indexing activities for practical use.
In the motion matching part, we found nearest neighbors of poses for the given
query motion. We used inverted indexes and basic set operations to find exact
hits efficiently. Our precision and recall results for motion matching showed that
our hybrid approach can be used to retrieve similar motions unless there are
significant variations in the time domain are present.
However, our approach enables implementation of time variation handling and
31
inexactness algorithms of Mu¨ller et al. These algorithms are named adaptive
segmentation and k-mismatch search, respectively. The implementation of these
algorithms can be considered as future work. Another idea for future work could
be using the subsets of FE
15 for much coarsened queries.
32
Chapter 6
Bibliography
[1] “Carnegie-Mellon Mocap Database.” http://mocap.cs.cmu.edu, 2003.
[2] M. Mu¨ller, T. Ro¨der, M. Clausen, B. Eberhardt, B. Kru¨ger, and A. Weber,
“Documentation Mocap Database HDM05,” Database, no. CG-2007-2, p. 34,
2007.
[3] M. Mu¨ller and T. Ro¨der, “Motion templates for automatic classification and
retrieval of motion capture data,” Proceedings of ’06 ACM SIGGRAPH,
pp. 137–146, 2006.
[4] M. Clausen and F. Kurth, “A Unified Approach to Content-Based and Fault-
Tolerant Music Recognition,” IEEE Transactions on Multimedia, vol. 6,
pp. 717–731, Oct. 2004.
[5] B. Kru¨ger, J. Tautges, A. Weber, and A. Zinke, “Fast Local and Global
Similarity Searches in Large Motion Capture Databases,” in Proceedings of
the Eurographics/ACM SIGGRAPH Symposium on Computer Animation,
pp. 1–10, 2010.
[6] J. L. Bentley, “Multidimensional binary search trees used for associative
searching,” Communications of the ACM, vol. 18, no. 9, pp. 509–517, 1975.
[7] M. Mu¨ller, “Dynamic time warping,” in Information Retrieval for Music and
Motion, pp. 69–84, Springer Berlin Heidelberg, 2007.
33
[8] E. Keogh and C. A. Ratanamahatana, “Exact indexing of dynamic time
warping,” Knowledge and Information Systems, vol. 7, no. 3, pp. 358–386,
2005.
[9] M. Cardle, M. Vlachos, and S. Brooks, “Fast motion capture matching with
replicated motion editing,” Proceedings of ACM SIGGRAPH ’03 Sketches,
2003.
[10] C.-Y. Chiu, S.-P. Chao, M.-Y. Wu, S.-N. Yang, and H.-C. Lin, “Content-
based retrieval for human motion data,” Journal of Visual Communication
and Image Representation, vol. 15, pp. 446–466, Sept. 2004.
[11] E. Keogh, T. Palpanas, V. B. Zordan, D. Gunopulos, and M. Cardle, “In-
dexing Large Human-Motion Databases,” in Proceedings of the 30th Inter-
national Conference on Very Large Data Bases - Volume 30, pp. 780–791,
2004.
[12] L. Kovar and M. Gleicher, “Automated extraction and parameterization of
motions in large data sets,” Proceedings of ACM SIGGRAPH ’04, vol. 3,
p. 559, 2004.
[13] J. Chai and J. K. Hodgins, “Performance animation from low-dimensional
control signals,” ACM Transactions on Graphics, vol. 24, no. 3, pp. 686–696,
2005.
[14] “Acclaim ASF/AMC.” http://research.cs.wisc.edu/graphics/Courses/cs-
838-1999/Jeff/ASF-AMC.html, 1999.
[15] D. Tolani, A. Goswami, and N. I. Badler, “Real-time inverse kinematics
techniques for anthropomorphic limbs.,” Graphical Models, vol. 62, no. 5,
pp. 353–388, 2000.
[16] Manning, Christopher D. and Raghavan, Prabhakar and Schu¨tze, Hinrich
and others, An Introduction to Information Retrieval. Cambridge University
Press, 2009.
34
Appendix A
Appendix
A.1 Motion Files
axis, order, position and orientation values of the root bone are defined in root
section of the ASF File. id, name, direction, length, axis, dof and limit values of
each bone are defined in the bonedata section of the ASF file. All of the bones are
defined relative to the root bone. These values defines a base pose as a starting
point for the motion data. A sample ASF file shown in Figure A.1.
In the AMC file, bone values for each frame start with the corresponding frame
number. Transformation values are defined for each joint. A sample AMC file
shown in Figure A.2.
A.2 Motion Viewer
The screenshot of our motion viewer program that plays query and results motions
in real time is given in Figure A.3. The motion on the left is the query and the
motion on the right is one of the results. Results can be browsed through keyboard
keys.
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Figure A.1: A sample ASF file
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]Figure A.2: A sample AMC file
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]Figure A.3: The screenshot of our motion viewer program
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