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Many applications of ionic liquids involve their mixtures with neutral molecular
solvents. The chemical physics of these high-concentration electrolytes, in partic-
ular at interfaces, still holds many challenges. In this contribution we begin to
unravel the relationship between measurements of structural (’solvation’) forces in
mixtures of ionic liquid with polar solvent and the corresponding structure deter-
mined by molecular dynamic simulations of the same mixtures. In order to make
the quantitiative link between experiments with mica surfaces and simulations with
fixed-charge surfaces, we present an experimental procedure for determining the ef-
fective surface charge on mica in ionic liquid. We find that a structural cross-over
recently inferred from force measurement appears to be supported by simulation: At
the cross-over, charge-oscillatory structure switches to charge-monotonic, and solvent
layering becomes dominant. Finally, we map out a phase diagram in composition-
surface charge space delineating regions of charge-oscillatory interfacial structure and
2regions of charge-monotonic decay. We note that these features of structure and os-
cillatory forces are distinct from (acting simultaneously with) the recently reported
longer range monotonic forces arising from anomalously long bulk screening lengths
in high-concentration electrolytes.
I. INTRODUCTION
Mixtures of ionic liquid with molecular solvent are both of fundamental interest in the
chemical physics of liquids and of great practical importance. The latter is manifest, whereas
the former perhaps needs introduction given the great extant literature on electrolyte solu-
tions. To do so we begin by recalling the comment of Robinson & Stokes, when considering
the influence of an ion on surrounding water molecules in highly concentrated electrolytes[1]:
“In very dilute solutions it is permissible to think of the effects produced by a single ion on
successive layers of water molecules, but in more concentrated solutions one meets the diffi-
culty that ‘the further from England the nearer is to France’ ”. Indeed, in a solution of 1:1
electrolyte at 2M concentration the average interionic distance is only 0.75 nm; ions are typi-
cally separated by 1-2 water molecules. This evocative comment reminds us of impossibility
of considering one component as the ‘solvent’ and the other ‘solute’, with the concomi-
tant understanding that one is in large excess over the other, in electrolytes of concentration
above about 1M or so. The simplifying assumptions employed in theories of dilute solutions,
such as the Debye-Hu¨ckel theory, do not apply and we must find alternative frameworks to
explain interfacial structure, molecular and surface interactions in concentrated electrolytes.
Recent interest in concentrated electrolytes has arisen from several intriguing physical
properties qualitatively distinct from those of dilute electrolytes or ionic liquids. For exam-
ple mixtures of water and a lithium salt at concentrations above 5M salt, at which point
water is outnumbered by salt (in both weight and volume), lead to a doubling of the elec-
trochemical window compared to dilute aqueous electrolytes and these have been used to
demonstrate a “water-in-salt” lithium ion battery[2]. Conductivity of electrolytes is also
a critically important parameter for device performance, and this can also be tuned (max-
imised) by doping ionic liquids or salts with relatively small quantities of solvent[3]. Maximal
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3conductivity occurs at a “sweet spot” where viscosity is sufficiently reduced by the lubricat-
ing effect of solvent between the ions, and where the number density of free charge carries
is still sufficiently high.
Electrochemical and nanotechnological applications of ionic liquid-solvent mixtures pivot
on the solid-liquid interfacial structure and properties. The structure in pure ionic liquids
adjacent to charged surfaces has been the focus of much scrutiny over the past decade, and
the oscillating layers of excess cation and anion are now relatively well characterised[4]. At
the opposite end of the concentration spectrum – when ions are diluted to < mM con-
centration in a polar solvent such as water – the resulting electrical double layer structure
is of course well described by classical Stern and Gouy-Chapmann models[5]. Only a few
recent experimental[6–10] and simulation[11, 12] studies have focussed on the intermediate
concentration regime where neither ions nor solvent are in great excess.
The aim of the present work is to obtain insight into the near-surface structure and
structural forces in mixtures of ionic liquid with a polar solvent (propylene carbonate). This
will be achieved by comparison between a molecular dynamics (MD) simulations of the
mixtures at a charged surface with experimental surface force balance (SFB) measurements
in similar systems. The MD simulations reveal aspects of the molecular structure in the
liquid at a charged interface, and how this varies with electrolyte concentration and surface
charge. We will address the following questions: (i) In what way does the presence of solvent
modify or disrupt the arrangement of ionic liquid ions at charged surfaces, compared to the
case of pure ionic liquid? (ii) What is the relationship between force between charged surfaces
- as measured in SFB and AFM experiments - and molecular structure at the interface (from
simulation)? (iii) What is the surface charge on mica in ionic liquids, and how does surface
charge relate to the structure in adjacent electrolyte?
To facilitate discussion of these questions, we will frame our arguments around the pa-
rameters of the following equation, which is the simplest empirical expression which approx-
imately represents the force between mica surfaces across concentrated electrolytes:
FN/R = Ae
−D/λocos(ωD + φ) + Be−D/λs . (1)
In Equation (1) FN is the force measured between crossed cylinders (or sphere and flat),
curvature radius R, at closest separation distance D. Typically, FN , R, D are measured
directly whilst λo, λs, ω, A and B are fitting paramters. Examples of typical measurements
4and the fitted function are shown in Figure 1 B and C. The damped oscillatory component
of the force in Equation (1) has been interpreted qualitatively in the past[13]; the oscillations
have been rationalised in terms of expulsion of layers of ionic liquids from between charged
surfaces and the details rationalised in terms of influence of different molecular characteristics
on the measured force. However there has been only little quantitative interpretation of the
magnitude, A, and decay, λo[14, 15]. Recently, some of us have shown that the wavelength
of the damped decay, 2pi/ω, undergoes a switch when solvent is added to an ionic liquid,
from a ionic liquid-determined wavelength at high concentration to a solvent-determined
wavelength at approximately 35 mol% ionic liquid[10].
The second term on the right of Equation (1) represents the longer ranged monotonic
component observed in force measurements across concentrated electrolytes[16–19]. We
have written about this long-range force in ionic liquids and concentrated electrolytes and
the scaling of the screening length λs elsewhere recently[17, 20]; it will not be the subject of
this paper. Nonetheless it is important to note that the decay of the oscillatory structural
force, λo, is distinct from the screening length, λs, and they each scale differently with
concentration[10]. The presence of a longer-range force with a decay length up to λs =
10nm implies that the oscillatory structural component at short range - the first term on
the right of Equation (1) - is not the asymptotic component of the surface force and is
therefore not expected to be captured by asymptotic analysis of the correlation functions
e.g. using the Mean Spherical Approximation as in [21].
Whilst λs is a property of the bulk electrolyte, A and B are expected to be surface-
dependent. The wavelength and decay of the oscillatory component, described by 2pi/ω
and λo, appear to be determined by both liquid and surface characteristics and it is this
latter interplay that we explore here. We will be principally concerned with the inspection
of ion density distributions (from MD simulation) in order to guide interpretation of the
parameters A, λo and ω obtained from force measurement. Importantly, we present an
experiment to determine the surface charge of mica in one ionic liquid in order to provide
a point of comparison between the force measurements and the simulations with varying
surface charge. Thus, with experimental measurements of surface forces and molecular
dynamics simulations of interfacial structure, we investigate how liquid composition (dilution
of ionic liquid with solvent) and surface charge impact the short-range oscillatory structure
at electrolyte-electrode surfaces.
5II. METHODS
Experimental measurement of forces between crossed-cylinder surfaces across the liquid
mixtures were performed using the surface force balance (SFB). The experimental details
are largely the same as described previously[22][10]. Atomically smooth mica sheets (0.3-
1.0 cm2 area and 1-3 µm thick) were back-silvered before transferring onto hemi-cylindrical
lenses and mounted in crossed orientation such that the relative geometry is similar to a
sphere approaching a flat plate. The resulting silver-mica-liquid-mica-silver stack acts as an
interferometric cavity. Bright columnated white light incident on interferometer, dispersed
with a spectrometer, emerges as a set of bright fringes of equal chromatic order (FECO).
The bottom lens is mounted on a horizontal leaf spring, while the top lens is mounted on
a piezo-electric tube (PZT). By expanding the PZT, the top surface is brought at constant
velocity towards the bottom surface from separations D of 200-400 nm to D of one or a few
molecular diameters. D and FN(D) are calculated from the FECO spectrum, with points
taken at a rate of approximately 10 s−1.
In experiments where the opposing substrates were mica and gold, smooth gold surfaces
were prepared by diffusion bonding two 30 nm gold films at room temperature over several
days, and template stripping from mica as first described by Parker and Christenson for
silver surfaces[23]. The resultant 60nm gold film was then glued onto a cylindrical lens mica
side down to serve as a working electrode, and an insulated connecting wire was attached
using conductive epoxy. The same gold film acts as both the mirror for FECO interferometry
and smooth potential-controlled electrode surface for the force measurement. Two platinum
wires were used as quasi reference and counter electrodes. Prior to immersion in the ionic
liquids, the platinum electrodes were rinsed with water and ethanol, dried, and passed
through a flame to remove organic contaminants. Electrochemical control and measurement
was with an Metrohm Autolab PGSTAT128N potentiostat.
The ionic liquids used were 1-butyl-1-methylpyrrolidinium bis[(trifluoromethane)sulfonyl]imide,
[C4C1Pyrr][NTf2] (Iolitec, 99%), and 1-ethyl-3-methylimidazolium bis[(trifluoromethane)sulfonyl]imide,
[C2C1Im][NTf2] (Iolitec, 99.5%). Liquids were dried in vacuo (10
−2 mbar, 70 oC) overnight
before preparing the electrolyte solutions. Propylene carbonate (Sigma Aldrich, anhydrous,
99.7%) was used as received from freshly opened bottles. A droplet of solution of approxi-
mately 50 µL was injected between the lenses which is sufficient to create a large reservoir
6of bulk solution outside of the confined film.
Molecular dynamics simulations were carried out using the Gromacs 5.1.4 package[24,
25]. The simulation method is similar to that used in previous studies [26][27]. The ionic
liquid is modelled using the OPLS-AA[28] based CL&P[29, 30] force field with the relative
permittivity set to 1.6 to account for the effect of polarisability. The propylene carbonate
molecules are modeled using the OPLS-AA force field[28] with slight reparameterisation to
obtain an accurate dielectric constant[31, 32]. Details of the force fields are provided in
the supplementary information. The simulation system consists of two graphene like slab
electrodes with liquid in between. The number of ion pairs of the confined ionic liquid
mixture is selected in order for the liquid to be at atmospheric density (the number of ion
pairs for each of the liquids is listed in Table I).
TABLE I. Table showing the composition of simulation boxes studied.
XIL Ncations Nanions NPC
1 300 300 0
0.8 284 284 71
0.6 256 256 169
0.5 238 238 238
0.4 214 214 321
0.2 143 143 572
In the simulations the capacitor electrodes are modelled as graphene like slabs consisting
of discrete carbon atoms in a graphene like arrangement. The carbon atoms within the
graphene are frozen in space throughout the simulation. The gap between the graphenes is
set to be 12.6410 nm, while the x and y dimensions of the periodic simulation cell 3.4080 nm
by 3.4433 nm. The procedure for the simulations is as follows. Ions are packed into boxes
using the packmol algorithm. This is followed by steepest decent minimisation of the liquid
slabs. Once minimisation has taken place equal and opposite charges are applied to the
two electrodes. Replicas are generated for surface charges ranging from -37µC/cm−2 to
+37µC/cm−2 with equal and opposite charge being placed on the two electrodes in each
replica. Each replica was then annealed from 300K to 500K and back over the course of
2 ns followed by a further 1 ns of equilibration at 300K. A production run of 2 ns at 300K
7is then performed. This process is repeated for each liquid mixture for each surface charge
2 additional replicas. Time steps for all dynamical steps are set as 1 fs. The simulations
described were performed under NV T conditions, with temperature conditions maintained
using the V-rescale thermostat.[25, 33–35] The Coulomb and van der Waals cut-offs were set
to 1 nm. Long-range electrostatics were performed using the particle mesh Ewald method,
with a slab geometry[36, 37].
III. THE STRUCTURAL TRANSITION OBSERVED IN FORCE
MEASUREMENTS BETWEEN MICA SURFACES ACROSS MIXTURES OF
IONIC LIQUID AND PROPYLENE CARBONATE
In a recent series of experiments[10] some of us investigated the strucutral forces between
mica sheets across mixtures of 1-butyl-1-methylpyrrolidinium bis[(trifluoromethane)sulfonyl]
imide, [C4C1Pyrr][NTf2], with the polar solvent propylene carbonate. This mixture was cho-
sen because of the miscibility of the ionic liquid and solvent in all proportions at room tem-
perature. The oscillatory structural force arising from squeeze-out of propylene carbonate
between two planar mica surfaces is already known[38], as is the structural force in the pure
ionic liquid[39]. Our interest was to discover the nature of structural forces at intermediate
concentrations. Which oscillatory wavelength, solvent or salt, ’wins out’? Would there be
any structure apparent at all?
It was found that indeed oscillatory solvation forces are measured at all concentrations
studied, and - most notably - that there is a sharp switch in the wavelength of oscillatory
force, 2pi/ω, between 2.0 - 2.5 M (or between 30-45 mol% salt). Below this cross-over point
2pi/ω is static at the solvent-determined value of 0.55 nm, whereas above the cross-over
concentration 2pi/ω = 0.80nm. Figure 1 shows a summary of this finding: in panel A the
wavelength 2pi/ω is plotted for concentrations ranging from 0-100 % salt, and below are
examples of the raw force profles and fitted curves according to Equation (1).
The magnitude, A, and decay length, λo, also vary systematically with concentration[10]:
The decay length of the oscillatory envelope enclosing the oscillatory force, λo, appears to be
intimately connected with the wavelength and undergoes a similar transition. λo ∼ 0.85 ±
0.30nm at low concentrations below the transition, and λo ∼ 1.4± 0.4nm at concentrations
above the transition. The pre-factor determining the magnitude of oscillatory solvation
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FIG. 1. A: Experimental measurements of the wavelength of the oscillatory structural force between
two mica surfaces across mixtures of [C4C1Pyrr][NTf2] and propylene carbonate at various mole
fractions. The wavelength, λo, values are extracted from fits of the full measured force profile to
Equation (1); examples of the force profiles (circular points measured on compression and triangles
on decompression) and fits (solid lines) are shown in panels B and C. We emphasise the importance
of using both ’in’ (compression) and ’out’ (decompression) profiles for fitting of the SFB data. B
shows the case of large excess of propylene carbonate (0.01M ionic liquid), whereas C shows an
example at higher concentration of ionic liquid (2.5 M ionic liquid). These examples straddle
the cross-over concentration, and the schematics below in D and E indicate our interpretation in
terms of solvent-dominated layering at low conentration (D) and salt-determined layering at high
concentration (E). Partially replotted from ref.[10]
9force, A in Equation (1), shows maxima for the pure ionic liquid and for the pure solvent,
and a minima in between at the point of the structural transition.
This was interpreted in terms of ions disrupting the solvent structure (at low concen-
tration), and solvent disrupting the structure of ionic liquid (at high concentration). The
drawings in Figure 1 D and E interpret the switch in wavelength: at low concentration of
salt, ions pack within the propylene carbonate layers, perhaps disrupting their order but not
modifying the wavelength. At high concentration, on the other hand, propylene carbonate
molecules sit within the salt layers as was inferred by Mezger from x-ray experiments[8].
It was proposed that the oscillatory structural forces arise from steric packing effects[10];
the observed switch in correlation length is reminiscent of the crossover predicted[40] and
observed[41][42] for packing of big and small particles. To obtain greater insight into this
interpretation we compare (in Sections V and VI) these measurements to the MD simulations
of the same ionic liquid and polar solvent mixture.
IV. ON THE SURFACE CHARGE OF MICA IN IONIC LIQUID
In order to compare quantitatively the liquid structure at a charged surface in an exper-
iment to that in a simulation it is necessary to know the magnitude of the surface charge in
the experiment. There has been much interest in the nature of ionisation of mica in ionic
liquids, but to our knowledge no direct determination of its extent. Here we discuss the
nature of the cleaved mica surface, its ionisation when immersed in polar liquids or elec-
trolytes, and a new experiment to estimate the magnitude of surface charge on mica in an
ionic liquid.
Upon cleavage of mica along its basal plane in air, potassium is randomly but evenly
distributed between the two surfaces in order to neutralise the negative charge of each mica
surface which arises from statistical substitution of aluminium for silicon[43]. This exposes
high energy but overall neutral surfaces, with locally positive charge at potassium domains
and locally negative charge in regions between with the physical cleaving process determining
the mesoscopic domain arrangement. In solutions with sufficiently high dielectric constants,
it is commonly known that potassium ions in mica dissociate, leaving a net negative charge.
However, it is unclear to what extent this occurs for ionic liquids, which have moderately low
dielectric constants. In a study comparing x-ray reflectivity data and atomistic molecular
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dynamics simulations for a mica-ionic liquid interface[44], the best quantitative agreement in
charge density profiles for the two methods was achieved by removing all surface potassium
ions in the simulations, resulting in the maximal surface charge density of -32 µCcm−2.
However we note that in those x-ray experiments the mica was first immersed in a centrifuge
tube containing deionized water for more than one hour prior to drying and transferring to
the sample cell, and this is certain to have a profound influence. Water has been shown
to have an influence on the nanostructure of confined ionic liquids[45–48], but its effect on
potassium desorption and resultant mica surface charge density is less clear. It has been
inferred from force spectroscopy measurements that potassium desorbs from the mica surface
only in the presence of wet ionic liquids[47], but this is in contradiction with recent AFM
images which suggest substantial desorption in contact with a dry protic ionic liquid[49].
A pertinent related study on freshly cleaved mica surfaces in ambient conditions revealed
0.1 nm steps which subsequently disappeared in a matter of minutes[50]. The most likely
explanation attributes the features to domains of potassium ions which become mobile upon
sufficient adsorption of water from the ambient conditions. Hence it is clear that even for
a completely dry ionic liquid, potassium desorption may be inevitable if the surfaces are
exposed to ambient air prior to immersion in ionic liquid. Such a mechanism of hydrated
potassium desorption may explain dewetting of ionic liquids on mica in UHV conditions[51]
or after heating the surface[52], where there is little to no adsorbed water. In cases where
water is present at the interface the solid-liquid interfacial tension is likely to be affected[53].
There is a measurable repulsive force between mica surfaces across a large variety of
ionic liquids[45][16][17], indicating that they are indeed charged and potassium dissociation
is occurring to some extent, however the link between the magnitude of repulsive force
and the surface charge (and plane at which that charge is defined) is not clear in those
experiments. Note that it is not appropriate to apply a DLVO framework to the analysis
of ionic liquids and concentrated electrolytes due to lack of accurate description of packing
effects or correlations[54], and so it is not possible to extract the surface charge density by
substituting the measured decay length into the Poisson-Boltzmann equation. Nevertheless,
the surface charge density must lie in the range −32 < σ < 0µCcm−2 – the maximal
magnitude arising if all potassium ions were dissociated – and the amplitude of the long-
range electrostatic forces must be in some way related to the mica surface charge density.
Therefore we suggest a crude estimate by comparing with capacitance measurements as
11
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FIG. 2. Measured forces (normalised by radius of curvature, R) as a function of surface separation,
D, between two mica surfaces (red circles) and between one mica surface and one gold surface with
an applied potential of -1.5 V vs. Pt (black triangles) across the ionic liquid [C2C1Im][NTf2]. The
inset shows a cyclic voltammogram for the template stripped gold surface used in the experiment.
follows.
We measured the force between a mica surface and a template-stripped (smooth) gold
surface across a pure imidazolium-based ionic liquid, and observed the variation in the long-
range component of the force when the potential applied to the gold surface was varied.
Variation in the gold potential led to variation in the magnitude of the long-range force,
and thus we were able to determine the potential which must be applied to the gold surface
in order that the long-range electrostatic force has a matching magnitude to that measured
between two mica surfaces across the same liquid. Figure 2 shows this occurs at an applied
potential of -1.5 V vs. Pt for the ionic liquid [C2C1Im][NTf2]. Then, by comparing to
capacitance-potential curves for the same ionic liquid at gold electrodes[55][56], we estimate
the surface charge density of gold to be approximately -20 µCcm−2 at this applied potential.
We note that surface roughness effects on gold and the nature of discrete charge sites on
mica leads to difference in the arrangement of near-surface ions between mica and gold, and
this is likely to alter the screening and capacitance properties of the two different interfaces.
Thus our assumption that similar surface charge densities for the two surfaces will result in
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similar double layer forces is a rather crude one; nonetheless this simple estimate seems to
give a feasible result which is of use when comparing experiments to computer simulations
where a fixed surface charge (or potential) must be selected as an input. A similar method
was found to work well in the case of dilute electrolytes and similar gold/mica SFB setup
in earlier work of Tivony et al.[57]. As a result of this analysis, we suggest that the most
direct comparison for experimental results with mica surfaces in this pure ionic liquid is to
simulations with a fixed surface charge density of -20 µCcm−2. We note that the presence
of solvent and different chemical groups on the ionic liquid will of course alter the effective
surface charge on mica; a more complete survey of the surface charge of mica – determined
according to the procedure above and exploring these various parameters – is beyond the
scope of this paper but would be of use in the future.
V. MOLECULAR DYNAMIC SIMULATIONS OF THE INTERFACE
BETWEEN AN ELECTRODE AND IONIC LIQUID : PROPYLENE
CARBONATE LIQUID MIXTURES
We performed molecular dynamic simulations of [C4C1Pyrr][NTf2] and propylene carbon-
ate mixtures in contact with a fixed-charge surface, systematically varying the mole fraction
of ionic liquid in propylene carbonate and the charge density on the surface. In Figure 3
we present a summary of the resulting nanostructure of the liquid mixture in the region
0.0 - 2.5 nm from the charged surface (which is located at 0.0 nm). The density plots on
the left hand side of Figure 3 show the local charge density as a function of distance from
the electrode and as a function of surface charge, i.e. ρ∆ = ρ+ − ρ− where ρ+ is the local
number density of cations and ρ− is the local number density of anions. Red (blue) regions
therefore indicate excess cation (anion) density. Each plot, A-F, corresponds to a different
mole fraction of ionic liquid ranging from xIL = 100mol% (in A) to xIL = 20mol% (in F).
On the right hand side of Figure 3 we provide, for each mole fraction, the density profile
of cations (red), anions (blue), and solvent (green) at two distinct values of surface charge
(-10 µCcm−2 and -20 µCcm−2). As outlined in the previous section, the density profiles at
-20 µCcm−2 are expected to be most directly comparable to SFB experiments with mica
surfaces.
Inspecting first the density plot and profiles for pure ionic liquid, Figure 3 A(i - iii), it is
13
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FIG. 3. Left panels: Local difference in number density between cations and anions, ρ∆ = ρ+−ρ−,
in mixtures as function of distance from the charged surface and as a function of surface charge
density. Six different compositions are studied, with mole fractions ranging from pure ionic liquid,
xIL = 100mol% (A(i)), to dilute salt in propylene carbonate solvent xIL = 20mol% (F(i)). Right
panels: density profiles of cation, anion, and solvent as a function of distance from the electrode
and at two selected values of surface charge, -10 µCcm−2 (in (ii) for each of A-F) and -20 µCcm−2
(in (iii) for each of A-F). The bottom right structures indicate the regions on each ion that are
taken (averaged) to be the ’position’ of that ion for calculating local density.
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clear from the alternating regions of excess positive and negative density that our simulations
reproduce the charge-oscillatory nanostructure reported in multiple earlier studies of similar
systems with pure ionic liquid[26, 27, 58–60]. The position of the first layer of counterions
near the surface, at ∼ 0.4nm, remains static throughout the range of charge densities. The
position of the second layer, however, increases from ∼ 0.7nm to ∼ 1.0nm as the surface
charge density increases up to -36 µCcm−2. This appears to be a result of the changing
orientation of ions in the first layer, from an in-plane to more perpendicular orientation as
their number at the interface increases. The separation between subsequent layers of cations
and anions remains largely static at ∼ 0.4nm [i.e. a repeat distance of ∼ 0.8nm for a cation-
anion pair] for all values of surface charge. The amplitude of the local charge density in
any particular layer is greater with greater magnitude of surface charge; this is exemplified
by the comparison between the profiles A(ii) and A(iii) where similar peaks are present but
with greater amplitudes at higher negative surface charge density.
As the ionic liquid is diluted with propylene carbonate down to xIL = 80mol% and
xIL = 60mol%, Figure 3 B(i - iii) and C(i-iii), the features of the charge density oscillation
remain qualitatively similar to that of the pure ionic liquid. Oscillating net charge density
is apparent at all surface charges studied, and the peak positions in the ion density profiles
remain largely similar. Propylene carbonate appears at significant density within the nm
closest to the surface, yet, notably, the absolute positions of the cation and anion peaks are
not affected by this and remains static at the ∼ 0.8nm repeat distance as in the pure ionic
liquid.
Diluting the ionic liquid further down to xIL = 50mol% and xIL = 40mol% (Figure 3 D-
E) leads to nanostructure that is strongly dependent on the magnitude of surface charge, and
varies substantially over the range 0 < |σ| < 36µCcm−2 studied. At |σ| ∼ 10 − 20µCcm−2
the nanostructure is charge-oscillatory (Figure 3 Dii and Eii), as at higher concentrations,
however when the charge density is increased to |σ| > 30µCcm−2 the decay of ions away
from the surface becomes charge-monotonic. (Note that in this context charge-monotonic
decay is characterised by excess of counterions over co-ions throughout the interfacial region;
this also implies a monotonic decay of potential with distance from the surface.)
When the ionic liquid is diluted with propylene carbonate down to xIL = 20mol% the
trend towards charge-monotonic decay in the liquid persists and is apparent at over a sub-
stantial range of the surface charge densities studied. For example, inspecting F(iii) it can
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be seen that ρ+ > ρ− for all distances, and this is the case for all σ > 20µCcm
−2 and
σ < −15µCcm−2. The asymmetry in this effect is likely to arise from the natural asym-
metry in the ions themselves, with concomitant impact on packing and screening. At this
composition we also note that the propylene carbonate structure becomes strong and, and
the absolute number density exceeds that of the ions. (green line in Figure 3 F ii, iii).
The regions in composition and surface charge space for which we observe charge-
oscillatory and charge-monotonic decay are plotted in Figure 4. Several features are ap-
parent: At very low surface charge, where there is little ’screening’ taking place and little
decay of potential between surface and bulk liquid, the density of cations and anions are
relatively uniform at all distances and the manner of decay is not defined. At moderate
values of surface charge oscillatory decay is observed for all compositions studied. For the
highest concentrations of ionic liquid, up to pure ionic liquid, this charge-oscillatory decay
persists even at the highest surface charge densities of |σ| ∼ 40µCcm−2. In contrast to this,
when the ionic liquid is diluted with polar solvent to compositions of xIL = 60mol% or
below, there is a region of charge-monotonic decay. The onset of charge-monotonic decay is
at progressively lower surface charge as the ionic liquid content of the mixture decreases.
Finally, we make the comparison between the wavelength transition observed in the SFB
experiment and the apparent interfacial nanostructure from MD simulations. In the force
measurements the structural transition occurred in the range 30 - 40 mol%, and the surface
charge is estimated (as above) to be ∼ −20µCcm−2. There appear to be two, related,
ways of interpreting this in light of the MD simulations. First, inspection of Figure 4
shows that the composition and surface charge of the SFB structural transition appears to
coincide with a crossing of the charge-oscillatory to charge-monotonic line in terms of the
liquid nanostructure. At salt concentrations above the transition the wavelength of charge-
oscillatory decay in the MD simulation and wavelength of the structural force in the SFB
experiments are remarkably consistent at 0.8 nm. At concentrations below the cross-over, the
structural force wavelength is 0.55nm and in the MD simulation solvent oscillations dominate
and charge decay becomes monontonic. Secondly, the switch in measured wavelength is
likely to be related to the change in dominance from ionic liquid to solvent of the (common)
wavelength of the correlation functions. This is seen in the MD simulations as a switch
in the dominant component from ionic liquid to solvent that between xIL = 40mol% and
xIL = 20mol%. That is to say, while both ionic liquid and solvent layering exists within
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FIG. 4. Interfacial nanostructure diagram indicating the regions in surface charge vs. composition
space where the decay of charge density away from the surface is charge-oscillatory or charge-
monotonic, determined from MD simulations.
the interfacial nanostructure at all concentrations, the SFB experiment interrogates the
lengthscale of the dominant component. That this makes a sharp transition at a fixed
mole fraction was the prediction of asymptotic analysis[40] of pair correlation functions in
mixtures of large and small particles, borne out in experiments with colloids[41][42], and
was the basis of our earlier interpretation[10]. These new MD simulations appear to support
and give extra insight into the molecular details underlying the structural transition.
VI. SUMMARY AND CONCLUSION
By direct comparison of SFB force measurements and MD simulations of the same liquid
mixture we have been able to draw the following conclusions. (i) Oscillations in charge
density at the electrolyte-electrode interface, well known for pure ionic liquids, are found (in
simulations) to persist when the ionic liquid is diluted with a polar solvent over a wide range
of xIL and σ. (ii) The wavelength of charge density oscillations (in the MD simulation) is
remarkably consistent , at 0.8nm, throughout the composition range 100 > xIL > 40mol%.
This appears to be consistent with the experimentally determined wavelength of structural
forces, which also remains at λo ∼ 0.8nm, throughout the composition range 100 > xIL >
40mol%. (iii) Diluting the ionic liquid further in the MD simulation leads to two distinct
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changes in structure: a transition to monotonic decay in charge density (this is also surface
charge dependent), and strong solvent layering which appears substantially dominant over
the ion layering. These features together appear to be consistent with the experimentally
determined cross-over to solvent-determined structural forces when 30mol% > xIL. (iv) The
surface charge on mica immersed in a pure ionic liquid is determined to be approximately
−20µCm−2, allowing direct comparison between force measurements with mica substrates
and MD simulations at fixed surface charge. (v) Analysis of the MD simulated structures
over a wide range of xIL and σ allowed us to map out a phase diagram identifying regions of
oscillatory decay of charge density and regions where the charge density decay is monotonic.
The structural transition observed in SFB measurements appears to coincide (in terms
of surface charge and compostion) with the cross-over from charge-oscillatory to charge-
monotonic decay. Asymmetry in the phase diagram around the σ = 0 plane arises from
cation-anion asymmetry and therefore highlighting the influence of molecular packing and
specific interactions on quantitative details. These effects could not be pursued here where
a single ionic liquid was subject of investigation and provoke further work on the effect
of ion geometry. Another important avenue for future work includes computer simulation
of a more confined electrolyte system, with confinement similar to the SFB experiments
to achieve a more direct comparison comparison, and further measurements of the surface
charge on mica over a range of electrolyte concentrations and solvent types.
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