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ABSTRACT
We apply ambient noise analysis to image shear wave velocity from near surface to uppermost mantle beneath the Mississippi embayment, and investigate the crustal response to
climatological loadings. To further understand the generation mechanism of microseisms,
we explore the azimuthal distribution of the signal-to-noise ratio and amplitude difference
of crustal surface waves and estimate possible source locations in the ocean through backprojections.
A shear wave velocity model with 0.5◦ × 0.5◦ resolution for the crust and uppermost
mantle has been determined. We take advantage of the dense coverage and long-term deployments of 277 3-component broadband stations installed from 1990 to 2018 to image the
shear wave velocity. Rayleigh group velocity dispersion curves extracted from ambient noise
are inverted to obtain shear wave velocity at 5, 12, 24, and 43 km. We find that low velocity
features characterize the Reelfoot Graben, Rough Creek Graben, Black Warrior basin, and
southern Mississippi embayment in the upper 5 km of crust. High velocity features characterize the Ozark plateau, Ouachita mountains and Nashville dome. From 5 to 12 km, a
low velocity anomaly is associated with the Missouri batholith. From 12 to 24 km, high
velocity features characterize the Reelfoot-Rough Creek graben, and along the AppalachianOuachita thrust front. From 24 to 43 km, high velocity anomalies are commonly observed
in the Mississippi embayment, and spatially correlated with the crustal thickness.
Cross-correlation of the ambient seismic field is also used to estimate seasonal seismic
velocity variations and to determine the underlying physical mechanisms. We process continuously recorded broadband data from 53 stations in 2014 to obtain daily and yearly crosscorrelations and measure the Rayleigh wave phase velocity change over 4 frequency bands,
0.3-1, 0.5-1.2, 0.7-1.5, and 1-2 Hz. We then calculate the correlation coefficients between the
velocity variations and the precipitation, water table fluctuation, temperature, atmospheric
pressure and wind speed to find which external variable correlates most strongly with the
observed changes. We observe high δt/t (a proxy for velocity variation), the slowest velocity
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relative to annual average, from May to July and low δt/t in September/October, and find
the δt/t variations correlate primarily with water table fluctuation. The correlation coefficients between water table fluctuation and δt/t are independent of the interstation distance
and frequency, but high coefficients are observed more often in the 0.3-1 Hz than 1-2 Hz band
probably because high-frequency coherent signals attenuate faster than low-frequency ones.
The δt/t variations lag behind the water table fluctuation by about 20 days, which suggests
the velocity changes can be attributed to the pore pressure diffusion effect. The maximum
δt/t variations decrease with frequency from 0.03% at 0.3-1 Hz to 0.02% at 1-2 Hz, and the
differences between them might be related to different local sources or incident angles. The
seasonal variations of δt/t are azimuthally independent, and a large increase of noise amplitude only introduces a small increase to the δt/t variation. The maximum δt/t variations
non-linearly decrease with the distance, which could be associated with the attenuation of
coherent noise. At close distances, the maximum δt/t holds a wide range of values, which
is likely related to local structure. At larger distances, velocity variations sample a larger
region so that it stabilizes to a more uniform value. We find that the observed changes in
wave speed are in agreement with the prediction of a poroelastic model.
The source distribution of ambient noise is of fundamental importance to understanding
the generation mechanism of microseisms. Cross-correlations of ambient seismic noise from
277 broadband stations with at least 1-month recording between 1990 and 2018 are used
to estimate source locations of primary and secondary microseisms inside the Mississippi
embayment. We investigate source locations by analyzing the azimuthal distribution of the
signal-to-noise ratio (SNR) and amplitude difference of crustal surface wave arrivals and by
2D F-K analysis. We also use 84 stations with continuous 1-year recording to explore seasonal variations of SNRs of the surface wave, which could be used to locate active sources
in different seasons. We observe that (1) four azimuths could be identified in the azimuthal
distribution of SNRs and reflect four different energy sources. Two energy sources are active
in the Pacific and Atlantic ocean of northern hemisphere during winter and two relatively
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weak sources are active near Australia and South America in the southern hemisphere during summer. (2) Primary microseisms originate along the coastlines of southern Australia,
Canada and Alaska, Newfoundland, and northeast South America. (3) Secondary microseisms could be generated in the deep water of northern and southern Pacific ocean, along
coastlines of Canada and Alaska associated with reflections, and in the deep water of south
of Greenland. (4) Azimuthal distribution of SNRs of sediment surface waves observed at
1-5s is negatively correlated with the geometry of the edge of the Mississippi embayment.
The sediment surface waves could be induced by the basin-edge.
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Chapter 1
Introduction
The Mississippi Embayment (ME) is a SSW plunging sedimentary basin filled with up
to 1.5 km of late Cretaceous to Paleogene marine and marginal marine sediments and a thin
layer of Pliocene and Quaternary fluvial sediments (Fig. 1.1) (Hildenbrand & Hendricks,
1995; Murray, 1961). Cretaceous sediments sit on top of the Ozark platform and Ouachita
basinal facies in the northern and southern ME, respectively (Cox & Van Arsdale, 1997).
The Reelfoot rift and other intracratonic basement faults beneath the ME formed during the
breakup of Rodinia and opening of the Iapetus ocean in early Cambrian. The ApplachianOuachita orogeny shaped the Appalachian-Ouachita belts in the southern ME during the
assembly of Pangaea in middle to late Paleozoic time (Thomas et al., 2006). Age dating
suggests an intrusion event in Permian time in the northern ME (Zartman, 1977) and north of
the embayment along the 38th parallel of latitude (Zartman, 1977; Zartman et al., 1967). Due
to uplift and erosion in late Paleozoic and mid-Cretaceous and non-deposition in between,
Cretaceous sediments rest unconformably on late Cambrian to Ordovician basement (Ervin
& McGinnis, 1975; Hildenbrand & Hendricks, 1995). In late Cretaceous time, the Reelfoot
rift was reactivated and mafic intrusions were embedded along the Reelfoot rift axis, margins
and adjacent faults (Hildenbrand & Hendricks, 1995). Together with subsidence from the
isostatic adjustment (Braile et al., 1986; Cox & Van Arsdale, 1997) or crustal stretching
(Ervin & McGinnis, 1975; Kane et al., 1981), the ME formed to be what we observe today.
Three Mw > 7.0 devastating earthquakes occurred in the winter of 1811-1812 (Johnston &
Schweig, 1996). The New Madrid Seismic Zone (NMSZ) in the northern ME has been one
of the most active intraplate seismic zones in North America.
A variety of methods (Liang & Langston, 2009; Ramı́rez-Guzmán et al., 2012; Schmandt
et al., 2015; Chen et al., 2016; Shen & Ritzwoller, 2016) have been used to image 3D seismic
velocity structure from the crust to the upper mantle of the ME. However, a shear wave
velocity model with resolution less than 1◦ × 1◦ has not yet been determined. Also, no
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Fig. 1.1: Index map showing the location of Mississippi embayment in central United
States. The Mississippi embayment is bounded northwest by Ozark uplift, north by Illinois
basin (IB) and Rough-Creek graben (RCG), east by Nashville dome (ND), and south by
Appalachian-Ouachita thrust front, Desha basin (DB) and Black Warrior basin (BWB).
Blue dashed lines indicate the boundaries of Reelfoot graben (RG) and Missouri batholith
(MB). Stations marked with blue triangles are used for ambient noise tomography in
Chapter 2. Stations marked with red triangles are used for monitoring seasonal variation of
seismic velocity in Chapter 3.
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consistent results have been obtained among the different methods for structure in the middle
to lower crust (Fig. 1.2). The approximate boundaries of the Reelfoot rift were imaged
through inversion of gravity and magnetic data (Hildenbrand et al., 1977; Hildenbrand,
1985), but haven’t been determined through velocity tomography. It is still enigmatic how
the Missouri batholith (Hildenbrand & Hendricks, 1995; Hildenbrand et al., 1996) formed
and what structure might be related to it. The size, geometry and depth ranges of the rift
pillow in the lower crust (Catchings, 1999; Liang & Langston, 2009; Pollitz & Mooney, 2014;
Schmandt et al., 2015; Nyamwandha et al., 2016; Chen et al., 2016; Shen & Ritzwoller, 2016)
are not well understood. It is worthwhile to conduct a high-resolution velocity tomography
to solve these puzzles.
One of the best methods to achieve insight on large scale crustal structure is through
ambient noise tomography, which uses surface waves determined from noise cross correlation
(CC) that are then inverted for shear wave velocity. Two stations (Fig. 1.3a) form a sourcereceiver pair so that we can observe surface waves travelling along the two-station path.
The two signals appear in the positive and negative lag of the CC and are called ”causal”
and ”acausal” signals, respectively, and reflect the ambient source characteristics in both
directions. Imaging seismic velocity structure using ambient noise CCs has been applied
globally (Ritzwoller et al., 2002; Nishida et al., 2009), regionally (Lin et al., 2008; Liang &
Langston, 2008, 2009; Lin et al., 2007; Fu & Li, 2015; Yao et al., 2006), and locally (Lin et al.,
2013). Considering station installation period and distribution, we choose 277 broadband
stations (Fig. 1.1, blue and red triangles) installed between 1990 and 2018 to compute
CCs . Chapter 2 highlights our efforts in understanding velocity structure in the crust and
uppermost mantle and how velocity structure might relate to regional tectonic structure.
Seasonal variation of climatological parameters, temperature, water table fluctuation,
precipitation, and atmospheric pressure, can induce significant strain change (Ben-Zion &
Leary, 1986; Ben-Zion & Allam, 2013) and seismic velocity variation (Silver et al., 2007; Niu
et al., 2008; Meier et al., 2010; Hillers et al., 2015a; Wang et al., 2017; Liu et al., 2018),

3

Fig. 1.2: Comparison of average velocity in the depth ranges of 0-5, 5-12, 12-24, and 24-43
km (top to bottom) from Ramı́rez-Guzmán et al. (2012), Schmandt et al. (2015), Chen
et al. (2016), and Shen & Ritzwoller (2016). No consistent velocity model have been
obtained for middle to lower crust from 12 to 24 km.

4

Fig. 1.3: Schematic illustration of ambient noise CC and the effect of inhomogeneous
distribution of noise sources on the asymmetry of CC. Taken from Stehly et al. (2006). a)
Wave propagation from station 1 to 2 with homogeneous source distribution. Waveforms in
the positive and negative lags of CC are symmetric to each other. b) Wave propagation
from station 1 to 2 or 2 to 1 with non-homogenous source distribution. Asymmetric
waveforms emerge in the positive and negative lags.

5

and promote the generation of earthquakes (Liu et al., 2009; Husen et al., 2007; Craig et al.,
2017) (Fig. 1.4). To better understand velocity changes from tectonic loading, climatological
loading effects should be quantitatively estimated and removed. Chapter 3 highlights our
efforts to monitor the variation of seismic velocity through computation of the change of
delay time in the seismic coda time window. We use data from 53 stations (Fig. 1.1, red
triangles) in the computation of CCs in 2014 when the Northern Embayment Lithospheric
Experiment (NELE) was operating. NELE is an EarthScope Flexarray experiment with
interstation distances of around 30 km. Meier et al. (2010) found that seasonal variation
of seismic velocity became weaker and finally disappeared when the interstation distance is
greater than 60 km due to attenuation of coherent noise in the coda window. Deployment of
NELE significantly improves the station distribution so that monitoring of this time-varying
process can be possible.
Heterogeneous distribution of noise sources causes asymmetry of waves in positive and
negative lags of CCs (Fig. 1.3b), which influences the accuracy of velocity tomography
(Tsai, 2009; Weaver et al., 2009; Yao & Van Der Hilst, 2009; Harmon et al., 2010). It is
still not clear that how many sources contribute to the generation of ambient noise in the
ME and where they are located. Using only a few stations with several months of CCs,
Yang & Ritzwoller (2008) estimated that ambient noise in the eastern United States arrives
from the northeast and west. However, a better estimation of the source distribution is still
required to advance our understanding of the generation mechanisms of ambient noise and
to calibrate the velocity tomography for the ME. Chapter 4 highlights different methods to
locate oceanic sources for microseisms and local sources for sedimentary surface waves.

6

b)

c)

Fig. 1.4: Seasonal variation of climatological parameters, temperature, precipitation, and
snow depth, impact on strain, seismic velocity and earthquake occurance. a) Comparison
of observed (black curves) and modeled (blue) seasonal variation of thermoelastic strain in
Parkfield, CA. Taken from Ben-Zion & Allam (2013). b) Comparison of observed (black)
and modeled (red) seasonal variation of seismic velocity from snow depth and precipitation
in Hokkaido, Japan. Taken from Wang et al. (2017) c) Earthquake occurrence (ML ranges
from 1.0 to 2.4)(black circles) after major rainfall (gray curves) in central Swiss Alps.
Taken from Husen et al. (2007).
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Chapter 2
Crustal and uppermost mantle shear wave velocity beneath the Mississippi
embayment from ambient noise tomography
Chunyu Liu, Charles A. Langston, and Christine A. Powell ( In preparation, 2020 ),
Crustal and uppermost mantle shear wave velocity beneath the Mississippi embayment from
ambient noise tomography.
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Abstract
Ambient noise tomography has proven to be effective for imaging regional velocity structure
from the surface to the upper mantle. We take advantage of the dense coverage and longterm deployment of 277 3-component broadband stations installed from 1990 to 2018 to
image the shear wave velocity from the crust to the uppermost mantle in the Mississippi
embayment. Rayleigh wave group velocity dispersion curves extracted from ambient noise
are inverted to obtain shear wave velocity at 5, 12, 24, and 43 km. We find that low
velocity features characterize the Reelfoot Graben, Rough Creek Graben, Black Warrior
basin, southern Mississippi embayment and Desha basin in the upper 5 km of the crust.
High velocity features characterize the Ozark uplift, Ouachita mountains and Nashville dome.
The spatial distribution of shallow low and high velocity anomalies is similar to the depth
contours from surface to Precambrian basement. At depths from 5 to 12 km, an elongated low
velocity anomaly can be observed and associated with the Missouri batholith. The OuachitaAppalachian thrust front separates low velocity to the southwest from high velocity in the
northeast. From 12 to 24 km, high velocity anomalies characterize the Reelfoot-Rough
Creek graben. In the lower crust, the high velocity mafic pillow characterizes almost the
whole embayment from 24 to 43 km depth and indicates a relationship between the grabens.

9

2.1

Introduction
Complex tectonic evolution combined with significant earthquake risks make the Mississippi embayment (ME) a most interesting region for geological research in the central and
eastern United States. The Reelfoot rift and other intracratonic basement faults beneath
the ME formed during the breakup of Rodinia and opening of the Iapetus ocean in early
Cambrian. The rift was filled successively with early Cambrian arkosic sediments from erosion of adjacent granite rocks, late Cambrian marine sandstone, limestone, shales, forming
the Potsdam Supergroup, and late Cambrian to middle Ordovician marine Knox (Arbuckle)
carbonate Supergroup (Howe & Thompson, 1984). The Reelfoot rift and surrounding regions are underlain by the Precambrian Granite-Rhyolite province (1.6-1.3 Ga). Regional
mapping indicates that the Grenville front must accommodate a substantial dextral bend
between the mapped Grenville front in central Kentucky and the front in Texas (Thomas
et al., 2006). The Appalachian-Ouachita orogeny shaped the Appalachian-Ouachita belts in
the southern ME during the assembly of Pangaea in middle to late Paleozoic time (Thomas
et al., 2006). Marginal loading from orogenies formed foreland basins, Black Warrior basin,
Arkoma basin, and Appalachian basin, and causes flexure response of craton to form the
Nashville dome (Beaumont et al., 1988). Hildenbrand et al. (1996) explained the Missouri
gravity low as a 700-km-long and 120- to 160-km-wide, late Precambrian batholith connecting the New Madrid seismic zone (NMSZ) to the Midcontinent rift. Age dating suggests
an intrusion event in Permian time in northern ME (Zartman, 1977) and north of the embayment along the 38th parallel of latitude (Zartman, 1977; Zartman et al., 1967). Due
to uplift and erosion in late Paleozoic and mid-Cretaceous and non-deposition in between,
Cretaceous sediments rest unconformably on late Cambrian to Ordovician basement (Ervin
& McGinnis, 1975; Hildenbrand & Hendricks, 1995). In late Cretaceous time, the Reelfoot
rift was reactivated and mafic intrusions were embedded along the Reelfoot rift axis, margins
and adjacent faults (Hildenbrand & Hendricks, 1995). Isostatic adjustment (Braile et al.,
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1986; Cox & Van Arsdale, 1997) or crustal stretching (Ervin & McGinnis, 1975; Kane et al.,
1981) caused the ME region sinking to form a modern trough.
Many studies have applied different techniques to image ME geometry and lithospheric
velocity structure. Dart (1992) and Dart & Swolfs (1998) mapped out sediment thickness
of the ME using geological drill-hole and seismic reflection data and provided a broad view
of the geometry of the embayment ( Fig. 2.1 ). Langston (2003) and Langston et al. (2005)
developed 1-D P and S wave velocity models for the unconsolidated sediments. Mostafanejad & Langston (2016, 2017) and Langston & Horton (2014) developed three-dimensional
seismic velocity models for the unconsolidated sediments which showed the average velocity
increasing with the sediment thickness from the margin to the center. In the upper crust,
mafic intrusions have been found along the axis and boundary of the Reelfoot graben ( Fig.
2.1 ) (Hildenbrand & Hendricks, 1995; Powell et al., 2010; Vlahovic et al., 2000; Vlahovic &
Powell, 2001; Dunn et al., 2013). Ramı́rez-Guzmán et al. (2012), Schmandt et al. (2015), and
Shen & Ritzwoller (2016) observed a low shear wave velocity anomaly in the Gulf coastal
plain along the Appalachian-Ouchita thrust front. Ramı́rez-Guzmán et al. (2012) and Liang
& Langston (2009) also imaged a low shear velocity anomaly along the Reelfoot rift. Liu
et al. (2017) proposed that high-density mafic intrusions from 15-30 km can explain the
Paducah gravity lineament and the Covington high Bouguer gravity anomaly. In the lower
crust, Mooney et al. (1983), Stuart et al. (1997), Catchings (1999), Liang & Langston (2009),
Pollitz & Mooney (2014), Schmandt et al. (2015), Nyamwandha et al. (2016), Chen et al.
(2016), Shen & Ritzwoller (2016) and Basu & Powell (2019) found a high velocity layer
termed the ”rift pillow” beneath the NMSZ which could have been formed by the injection of mafic material from the upper mantle. In the upper mantle, low velocity anomalies
have been imaged using joint local and teleseismic P wave tomography (Chen et al., 2014;
Nyamwandha et al., 2016), surface wave tomography (Pollitz & Mooney, 2014; Chen et al.,
2016) and waveform modelling (Bedle & van der Lee, 2009). The low velocity anomaly could
be related to the passage of the Bermuda hotspot or be a result of fluids from the stalled
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Farallon slab foundering in the mantle transition zone (Nyamwandha et al., 2016; Chen et al.,
2014; Pollitz & Mooney, 2014).
All of the above studies provide a large scale picture of the velocity structure beneath
the ME. However, teleseismic body and surface waves lack sensitivity to the shallow crust.
Local earthquakes nucleate in the New Madrid Seismic Zone (NMSZ) with hypocenter depth
from 5 to 25 km and thus are not capable of imaging velocity in the middle to lower crust
outside of the NMSZ and adjacent regions. Shear wave velocity for the crust and uppermost
mantle has not been determined for scales less than 1◦ × 1◦ .
Ambient noise tomography has proven to be useful to image the crust and uppermost
mantle on local (Lin et al., 2013), regional (Yao et al., 2006; Liang & Langston, 2008, 2009)
and global (Ritzwoller et al., 2002; Nishida et al., 2009) scales. Under the assumption of
uniformly distributed noise sources, several theoretical studies have revealed that the Green’s
function between two stations can be retrieved by the cross-correlation (CC) of ambient noise
recordings (Snieder, 2004; Wapenaar, 2004; Larose et al., 2005; Derode et al., 2003). Group
or phase velocity dispersion curves are then measured from the empirical Green’s function,
and are used to invert for the shear wave velocity. Dispersion curves derived from the
ambient noise CCs can be obtained to much shorter periods than those from teleseismic
earthquakes, and provide an opportunity to build a high resolution crustal and uppermost
mantle structure model. Because one of two stations is treated as seismic source in the
CC, surface wave tomography using ambient noise could provide a more uniform raypath
distribution than that imaged by natural earthquakes.
Studies of shear velocity structure in the crust and upper mantle of the ME, especially the
middle to lower crust, are limited (Liang & Langston, 2009; Chen et al., 2016; Schmandt et al.,
2015; Shen & Ritzwoller, 2016). Ambient noise tomography is ideally suited to determining
velocity structure for middle to lower crust. Major questions we would like to address are:
does shear wave velocity define the Reelfoot rift and what is the rift’s vertical structure? Do
velocity anomalies suggest anything about formation of the rift? Does shear wave velocity
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Fig. 2.1: Regional Geology of the Mississippi embayment and adjacent area. Major
features include MB (Missouri Batholith), Ozark uplift, RG (Reelfoot Graben), RCG
(Rough Creek Graben), ND (Nashville Dome), BWB (Black Warrior Basin), DB( Desha
Basin ), Ouchita mountain, NMSZ (New Madrid seismic zone), IB (Illinois Basin), and
Ouachita-Appalachian thrust front. Gray shaded symbols are gravity highs from the
regional Bouguer gravity map (Hildenbrand & Hendricks, 1995). Most gravity highs are
located in the axial graben or along the Missouri Batholith boundary. Three blue stars
mark the location of three devastating Mw > 7 earthquakes that occurred in the winter of
1811-1812. Blue triangles: 277 broadband stations used in this study. Black solid dots: M
> 2 earthquakes from 1990 to 2018.
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delineate the Missouri batholith and its extension to the Reelfoot rift? What is the spatial
relationship between earthquakes and velocity structure? Answering these question can help
us to understand the formation of Reelfoot rift and Missouri batholith and improve our
confidence to determine earthquake risk. To achieve this, we use greater than 20 years of
broadband station deployments to obtain CCs and invert Rayleigh wave dispersion curves
to image shear wave velocity in the crust and uppermost mantle.
2.2
2.2.1

Data processing and tomography methods
Cross-correlation and group velocity dispersion
From 1990 to 2018, there have been 376 broadband station installations in the ME and
adjacent area, within the region of latitude from 33◦ to 38◦ and longitude from -94◦ to -86◦ .
Desiring common installation period of station pairs, more than 1-month installation periods,
and uniform raypath distribution for tomography, we have collected 277 vertical-component
recordings using the IRIS (www.iris.edu) FDSN web service and computed 14916 pairs of
vertical-vertical (ZZ) CCs.
We use the MSNoise python package (Lecocq et al., 2014) to compute the CCs and
describe the procedure briefly here. For each station pair, we 1) scan one month of miniseed
data into MSNoise, 2) remove mean, trend and instrument response, 3) down-sample the
sampling rate to 5 Hz using a decimate function including anti-aliasing filtering, 4) bandpass
from 0.01 to 1 Hz, 5) remove transients and earthquake signals through running absolute
mean normalization and spectral whitening (Bensen et al., 2007), and 6) finally calculate
daily CCs and stack them monthly. The resulting CCs show surface waves travelling from
opposite directions along the two-station path. The two signals appear in the positive and
negative lag of the CC are called ”causal” and ”acausal” signals, respectively, and reflect
the ambient source characteristics in both directions. Since the spectral content of CCs
in both directions may differ and the content in positive or negative lags of the CC could
bias the structure characteristics, we average positive and negative lags to form a symmetric
CC before the group velocity dispersion measurement. Fig. 2.2 shows an example of the
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Fig. 2.2: Vertical-Vertical (ZZ) component CCs for TA station W42A and other
surrounding TA stations from 0.05 to 0.2 Hz. Asymmetric (around zero lag time) Rayleigh
waves emerge in the ZZ component.
asymmetry for 3.0 km/s Rayleigh wave arrivals in the passband of 0.05 - 0.2 Hz. Noise source
inhomogeneity was examined by Liu et al. (2019) for this dataset.
We use automatic frequency-time analysis (AFTAN) (Bensen et al., 2007; Levshin et al.,
1992; Lin et al., 2009; Shapiro et al., 2005) involving phase-matching filtering to compute
the group velocity dispersion measurements. AFTAN converts the CCs into frequency-time
diagrams of signal energy as a function of frequency and group arrival time by passing the
time series through multiple narrow-band filters. We select dispersion measurements through
two criteria: 1) interstation distance is three times larger than maximum wavelengths in
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interested period ranges; 2) dispersion measurements are within 90% of maximum amplitude
lobes.
2.2.2

Group velocity tomography method
We invert the interstation group velocity dispersion data to obtain a group velocity
tomographic map as a function of period and position. As Ritzwoller et al. (2002) have
shown, diffraction tomography recovers similar structure as ray theory-based tomography at
periods shorter than 50s. The governing equation based on ray theory is:

wij dtij =

n
X

wij sijk dmk ,

(2.1)

k=1

or
4dij = Gij 4 m,

(2.2)

where dtij is arrival time residual for a station pair (i and j) at a particular period; We
define a weight function as wij = SN Rij /max(SN R), which is the normalized signal-tonoise ratio of each Green’s function relative to maximum SNR from all Green’s function
(Liu et al., 2019; Tian & Ritzwoller, 2015), sijk is the distance a ray travels in the cell k;
wij sijk is the kth element of Gij ; dmk or 4mk is the slowness change in the kth cell relative
to average slowness over the study region; and n is the number of cells. We calculate the
sijk by finding the intersection coordinates of the great circle raypath with boundaries of
each cell (see appendix A1). Raypaths are densely distributed across the study region, and
we observe a very small difference between summed segmented distance in all cells with the
distance calculated based on the starting and ending point of a raypath (Fig. S1). Travel
time residuals computed from the final inverted model are significantly improved compared to
those calculated from initial average velocity model. Directly solving of this over-determined
problem usually results in an unstable solution caused by noisy data and incomplete data
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Fig. 2.3: Checkerboard tests for group velocity tomography at period of 12s. (A): Original
0.5◦ × 0.5◦ checkerboard with 2.9 and 3.1 km/s velocity changes. (B): Inverted
checkerboard with ±0.02 km/s random noise perturbation added to the group time. Most
of the region is well recovered except for poorly sampled edges.
coverage. We apply Tikhonov regularization to stabilize the linear inversion and solve it
through singular value decomposition (SVD):




G
GT αI   4 m = GT
αI







 
4d
αI  
0


(2.3)

(GT G + α2 I) 4 m = GT 4 d.

(2.4)

(V S T SV T + α2 I) 4 m = V S T U T 4 d,

(2.5)

G0 4 m = 4d0 ,

(2.6)

or

in which, G = U SV T , G0 = V S T SV T + α2 I and α is the Tikhonov regularization parameter.
The appropriate α is determined from the turning point of L-curve ( Fig. S1 ), the closest
point to the origin of the coordinate.
In order to verify the robustness of the method and understand the resolution for the
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group velocity tomography at each period, we perform checkerboard tests with 2.9 and 3.1
km/s group velocity change and ±0.02 km/s random noise. Yoshizawa & Kennett (2002)
suggested that the influence zone of a surface wave is 1/3 of the width of the first Fresnel
√
zone 0.5 DV T , in which D is interstation distance, V is phase velocity and T is period.
The influence zone can be as large as 50 km with the maximum D as 600 km, V as 4 km/s
and T as 40 s. We use a resolution of 0.5◦ × 0.5◦ in the group and shear wave velocity
tomography. The velocity in the checkerboard is well recovered in most of the grid except
for poorly sampled edges (Fig. 2.3).
2.2.3

Inversion for shear wave velocity
We extract dispersion curves for every grid point in the group velocity tomographic maps
at different periods. The Rayleigh dispersion curves are then inverted for 1-D shear wave
velocity models which are used to construct a 3D shear wave velocity model. The governing
equation is:




∂U1
 ∂m1

 .
 ..



∂Up
∂m1



∂U1
∂m1 
∂mq  





∂U1 



.. 
..   ..  

.  .  = 
 . 

 

∂Up
∂m
∂U
. . . ∂m
q
p
q
...
...

(2.7)

or
J 4 m = 4U.

(2.8)

in which, U is group velocity. ∂U is group velocity change due to change of shear wave velocity ∂m. J is Jacobian matrix or sensitivity kernel. 4m is shear wave velocity change. 4U is
the difference between observed and modeled group velocity. m is shear wave velocity. p is
number of periods. q is number of layers (excluding halfspace). We compute the sensitivity
kernel (Fig. 2.4) numerically through multiple forward finite difference approximations using
Computer Program in Seismology (CPS) (Herrmann, 2013). The initial 1-D velocity model
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error bounds (C) at the coordinate (-90.25, 35.75). 40 s Rayleigh wave could be sensitive
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Table 2.1: Initial model for shear wave velocity inversion
Layer thickness(km)
5
7
12
19
17
0

P wave velocity (km/s)
6.00
6.00
6.50
7.40
8.20
8.82

S wave velocity (km/s)
3.50
3.50
3.65
4.20
4.50
4.95

Density (g/cm2 )
2.77
2.77
2.82
3.14
3.34
3.42

(Tab. 2.1) is from Catchings (1999). Similar to eq. 2.3-2.5, we apply Tikhonov regularization
and solve it through SVD:




J 
J T βI   4 m = J T
βI









4U 

βI 
0


(2.9)

in which, β is Tikhonov regularization factor (Fig. S2). We update shear wave velocity Vs
by adding 4m to initial velocity model, and update P wave velocity (km/s) and density
through Vp = 1.75Vs and ρ = 1.74Vp0.25 (Gardner et al., 1974). A final velocity model can
be reached when the group velocity difference does not decrease or the root mean square of
group velocity difference is smaller than 0.01 km/s.
Different methods have been suggested to estimate errors of arrival time of surface waves
at different periods, which can be used to compute uncertainties of group velocity at any
periods and grid points through model covariance matrix. Yang et al. (2007), Bensen et al.

19

(2007), Lin et al. (2007) and Moschetti et al. (2007) promoted the use of temporal repeatability to estimate the uncertainty due to seasonal changes of source properties, amplitude
and location. Liang & Langston (2008) used a range of 97.5% of the peak amplitude in
the frequency-time diagram to evaluate the uncertainty. Luo et al. (2013) used the misfit
between inverted and observed dispersion curves to determine it. We decide to use the misfit
to represent errors in the dispersion curve due to 1) the stacking period of CCs is less than
1 year, which is not long enough to apply temporal repeatability and 2) error determined
from amplitude of the frequency-time diagram depends on a chosen percentage value. We
observe that inverted shear wave velocities are within < 0.1 km/s error bound (Fig. 2.4).
2.3

Group and shear velocity tomography
We computed 14,916 pairs of vertical-vertical (ZZ) CCs, and invert Rayleigh wave dispersion curves for shear wave velocity in the period ranges of 6-40 s. Group velocity ranges
from 2.0 to 3.6 km/s, which is comparable to values from Liang & Langston (2008). In the
6-20 s group velocity tomographic maps (Fig. 2.5), we observe that low velocity anomalies
correlate with thick sediment features like the Reelfoot Graben, Rough Creek Graben, Black
Warrior basin, and inner gulf coastal flood plain along the Appalachian-Ouachita thrust
front. High velocity anomalies correlate with the Ozark uplift, Nashville dome and Ouachita mountains. The distribution of low and high velocity features correlates spatially with
sediment depth contours from the surface to the Precambrian/early Cambrian (Ramı́rezGuzmán et al., 2012). The low velocity features clearly show the boundaries of the Reelfoot
Graben and the Rough-Creek Graben. In period > 20 s maps, low velocity features appear
under the Ozark uplift, Ouachita-Appalachian thrust front, and Rough-Creek graben. High
velocity features are commonly observed under the Reelfoot rift, NMSZ and Nashville dome.
Rayleigh waves with period >= 30s are strongly sensitive to crustal thickness, and group
velocity is inversely related to the thickness (Ritzwoller & Levshin, 1998). High velocity
anomaly at 30s inside the ME can infer a shallow crust with its geometry similar to Liu
et al. (2017).
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In the shear wave velocity tomography, several additional features can be identified. 1)
The Appalachian-Ouachita thrust front acts like a buttress separating low velocity features
to southwest and relatively high features to northeast particularly in the 5-12 km image (Fig.
2.6). From 5 to 12 km, high velocity anomalies emerge in the southern Illinois basin near
the PGL (Fig. 2.7 C-C’), under the Black Warrior basin (Fig. 2.7 B-B’) and at northwest
corner of Alabama (Fig. 2.7 A-A’) and Mississippi (Fig. 2.7 B-B’). The distribution of high
velocity anomalies near the Covington pluton is similar to that of high gravity anomalies (I,
B, G in Fig. 2.6). 2) The Reelfoot Graben is featured with at least three basins and deepens
from NE to SW (Fig. 2.7 CC’), and the Desha basin is the depocenter of the southern
ME (Cox & Van Arsdale, 1997). 3) From 12 to 24 km, high velocity anomalies follow the
boundaries of the Reelfoot graben and Rough-Creek graben. High velocity anomalies can
also be commonly observed along the Ouachita-Appalachian thrust front. 4) From 24 to
43 km, high velocity anomalies are commonly observed under the ME, not just under the
Reelfoot rift. They correlate spatially with high density anomalies from Levandowski et al.
(2016).
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Fig. 2.5: Rayleigh wave Group velocity tomography from 6s to 40s. In 6s tomography, low
velocity features correlate with Reelfoot Graben (RG), Rough Creek Graben (RCG), Black
Warrior Basin (BWB), Desha basin (DB), Illinois Basin (IB). High velocity features
correlate with Nashville dome (ND), Ouachita mountain and Ozark uplift. Gray shaded
symbols (H, J, K, M, I, PGL) are gravity highs from the regional Bouguer gravity map
(Hildenbrand & Hendricks, 1995). In 25-30 s tomography, high velocity anomalies emerge
in the embayment, which correlates spatially with the crustal thickness (Liu et al., 2017).
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Fig. 2.6: SV velocities at the depth ranges of 0-5, 5-12, 12-24, 24-43 km. At the depth of
0-5 km, low velocity features are correlated with Reelfoot rift, Rough Creek Graben,
Illinois basin, Black Warrior basin. High velocity features are correlated with Nashville
dome, Ozark uplift, and Ouachita mountains. From 5 to 12 km, low velocity anomalies
could be observed inside the Missouri Batholith, NMSZ, Rough-Creek graben and inner
gulf coastal plain along Ouachita-Appalachian thrust front. High velocity features are
under Illinois basin and Black Warrior basin. From 12 to 24 km, high velocity features
distribute under the Reelfoot rift and Rough-Creek graben. From 24 to 43 km, a rift pillow
emerges in the lower crust under the ME.
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Fig. 2.7: SV cross-sections along line A-A’, B-B’ and C-C’. RG: Reelfoot graben. MB:
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Fig. 2.8: The mantle plume heated up the middle and lower crust during the Precambrian
period. Lower density granitic rock was differentiated from it and formed part of the
batholith.
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2.4
2.4.1

Discussion
Missouri batholith and Alabama-Oklahoma transform fault
The Missouri batholith is a 120- to 160-km-wide and 700 km-long gravity low, which
extends from the Midcontinent rift to the Reelfoot Graben. Hildenbrand et al. (1996) suggested that the batholith probably occurred in the middle to late Precambrian age because
of the elevated areas in the St. Francois mountain and drill hole data failed to record any
evidence for Phanerozoic structural deformation. The origin of the batholith is possibly
related to crustal extension (Hildenbrand et al., 1996). From 5 to 12 km (Fig. 2.6 and 2.7
AA’), low velocity features distribute along the Missouri Batholith and under the Ozark
uplift, and correlate spatially with the 11 km thick low density anomaly from simultaneous
inversion of the gravity and magnetic data (Hildenbrand & Hendricks, 1995; Levandowski
et al., 2016). Kane et al. (1981) pointed out that the source of the Missouri gravity low
is centered around 10 km. Hildenbrand et al. (1996) proposed that the granitic batholith
was emplaced near the margin of the Bloomfield pluton and it can reach deeper than 15
km. This low velocity anomaly in the MB seems to connect with the low velocity features
in the NMSZ (Fig. 2.6, 5-12 km), which is also observed in the 6 km upward-continuation
gravity and pseudogravity anomaly maps (Hildenbrand & Hendricks, 1995). Two interpretations were used to explain the formation of Missouri batholith. Hildenbrand et al. (1996)
proposed that a mantle plume heated the middle and lower crust during the Precambrian
and that differentiated lower density granitic rock formed part of the batholith (Fig. 2.8).
Another possible interpretation is that the Missouri batholith is a failed rift that is related to
the formation of the Granite-Rhyolite Terrane of southern Missouri (Guinness et al., 1982).
The rifting may form a low-density heterogeneous middle crust. Sedimentary basins and
mafic intrusions are usually observed in continental rift systems, such as Reelfoot rift, North
America Midcontinent rift (Chandler et al., 1989; Liang & Langston, 2009), and East African
rift (Chorowicz, 2005). Since these features are lacking in the upper crust (Fig. 2.5, 2.6), we
suggest that the MB is not a failed rift (Hildenbrand et al., 1996).
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A significant velocity difference along the Appalachian-Ouachita thrust front emerges
in the velocity image of 5-12 km. Through interpretation of the distribution of on-shore
and off-shore deposits, Thomas (1976), Thomas (1977), and Thomas (2010) interpreted this
steep margin as a transform fault. A wide-angle reflection/refraction PASSCAL survey and
a gravity model (Keller et al., 1989; Mickus & Keller, 1992) also indicated that this vertical
margin is a transform fault. This margin from shear wave velocity tomography may not
perfectly correlate with that from reflection/refraction and gravity due to relatively lower
resolution.
2.4.2

Reelfoot-Rough Creek graben
The boundaries of Reelfoot-Rough Creek graben were first defined through inversion
of gravity and magnetic data (Hildenbrand et al., 1977; Hildenbrand, 1985). According
to definitions from Hildenbrand & Hendricks (1995), the Reelfoot graben is a northeasttrending, 70-km-wide surface feature associated with Reelfoot rift. The Reelfoot graben
does not merge continuously in depth with the Rough-Creek graben but both structures are
separated by a relatively higher velocity anomaly (Fig. 2.6). The average sediment thickness
related to the Reelfoot graben is close to 4.5 km (Hildenbrand & Hendricks, 1995; Ramı́rezGuzmán et al., 2012). The shear wave velocity in the upper 5 km of the graben determined
in our study is 2.6 km/s, which is lower than that from Andrews et al. (1985), Chiu et al.
(1992), Ramı́rez-Guzmán et al. (2012), Schmandt et al. (2015), and Shen & Ritzwoller (2016)
but higher than 2.1 km/s from Catchings (1999). The thickness of the layer with velocity
∼2.1 km/s in Catchings (1999) is less than 5 km. With an additional high velocity (∼3.52
km/s ) layer beneath it, the overall average velocity may increase up to 2.6 km/s. From 5 to
12 km, low and high velocity anomalies characterize southeastern and northwest part of the
crust hosting the NMSZ, respectively, which are also observed in the body wave tomography
(Powell et al., 2010; Dunn et al., 2013). Low velocity anomalies define the boundaries of
Rough-Creek graben. From 12 to 24 km, high velocity features follow the geometry of the
Reelfoot rift and along the Appalachian-Ouachita thrust front. Liang & Langston (2009)
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found that the Reelfoot and Midcontinent rift are associated with high velocity bodies in
the middle to lower crust. From 24 to 43 km, high velocity anomalies are broadly observed.
The high velocity anomalies extends further east to central Tennessee than the Reelfoot rift.
Hildenbrand (1985) suggested the depth to this anomalous high velocity layer is 26 km. The
spatial correlation between the boundaries of the ME and high velocity anomalies from 24
to 43 km might indicate a connection between them.
2.4.3

Seismicity and velocity structure
Earthquakes have been shown to occur in relative low velocity regions in the NMSZ
(Vlahovic et al., 2000; Vlahovic & Powell, 2001; Powell et al., 2010; Dunn et al., 2013), or
along the edge of the Bloomfield pluton and avoiding the pluton interior (Hildenbrand &
Hendricks, 1995; Hildenbrand et al., 2001; Powell et al., 2010). Even if the resolution is
relatively low compared to the body wave tomography from Powell et al. (2010), we still
observe that earthquakes occur around the edge of Bloomfield pluton from 0 to 5 km. A
significant correlation between earthquakes and low velocity feature can be observed from 12
to 24 km (Fig. 2.6). Most earthquakes locate around the northwest section of Reelfoot fault
inside the low velocity zone, and high velocity bodies inside the Reelfoot graben terminate
its extension to southeast.
Different models have been proposed to explain seismicity in the NMSZ, including low
lithospheric strength (Liu & Zoback, 1997), deglaciation (Grollimund & Zoback, 2001), weak
lower crust (Kenner & Segall, 2000), sinking of the mafic pillow in the lower crust (Pollitz
et al., 2001), high mantle temperature (Zhan et al., 2016), and direct water loading from
precipitation (Craig et al., 2017). The mafic pillow (Mooney et al., 1983; Catchings, 1999;
Liang & Langston, 2009), observing from 24 to 43 km of shear wave velocity tomography
(Fig. 2.6), might indicate a strong lower crust. A simple temperature model in the upper
mantle cannot explain the magnitude of velocity anomalies (Chen et al., 2016; Saxena et al.,
2018). The deglaciation model can explain the sudden increase of seismicity during the
Holocene, and water loading model may explain temporal variations of seismicity in recent
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years. These two stress loading mechanisms might just trigger rupture of faults. Continuous
subsidence of the rift pillow might be the dominant mechanism to induce persistent stress
loading. A more comprehensive geodynamic model implementing 3D tomography and fault
zone might provide better explanation on nucleation of earthquakes.
2.4.4

Gravity and velocity structure
Levandowski et al. (2016) inverted the free air gravity anomaly for density models in the
crust and upper mantle. They observe low density in the Reelfoot graben from 0 to 5 km
and in the MB from 5 to 25 km, and high density anomaly under the MB from 25 to 50 km.
Liu et al. (2017) suggested that high-density mafic intrusions from 15 to 30 km can explain
observed bouguer gravity near the PGL and Covington pluton. High velocity anomalies
along the Reelfoot rift from 0 to 5 km might be related to high gravity anomalies, H, J, K,
M and PGL (Fig. 2.6 and Fig. 2.7) from Hildenbrand & Hendricks (1995). We observe that
the high velocity feature for the PGL emerges from 0 to 5 km. The depth of body source for
the PGL is shallower than 6 km (Hildenbrand & Hendricks, 1995). In the 5-12 km image,
high velocity anomalies in the northwest corner of Mississippi and Alabama and beneath the
Black Warrior basin align spatially with high gravity anomalies. Body sources for them are
deeper than 5 km as indicated from the maximum depth to the basement (Hildenbrand &
Hendricks, 1995). We observe high velocity anomalies beneath the Reelfoot-Rough Creek
graben from 12 to 24 km, which are consistent with results from forward gravity modeling
(Liu et al., 2017). Broadly observed high velocity anomalies extending to central Tennessee
from 24 to 43 km spatially correlate with those in Pn tomography (Basu & Powell, 2019) and
high density anomalies from gravity and topography inversion (Levandowski et al., 2016).
High velocity anomalies might indicate high density bodies which contribute to high
gravity anomalies. A further gravity forward modelling is needed to clear the relationship
between them.
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2.5

Conclusions
Rayleigh waves in the period ranges of 6-40s extracted from the ambient noise are inverted
for shear wave velocity in the Mississippi embayment. We use the resolution, 0.5◦ × 0.5◦ ,
for the group and shear wave velocity tomography. At the depth of 0 to 5 km, low velocity
features characterize the Reelfoot Graben, Rough Creek Graben, Black Warrior basin, and
southern ME and high velocity features characterize the Nashville dome, Ozark uplift and
Ouachita mountains. Low velocity features clearly delineate the boundaries of ReelfootRough Creek graben. At the depth of 5 to 12 km, low velocity features characterize the
Missouri batholith. The Ouachita-Appalachian thrust front acts like a buttress to separate
a velocity low in the southwest and velocity high in the northeast. High velocities in the
northwest corner of Alabama and Mississippi correlate to the high gravity anomalies. At
the depth of 12 to 24 km in the middle crust, velocity highs are observed beneath the
Reelfoot-Rough Creek graben and along the Ouachita-Appalachian thrust front. At the
depth of 24 to 43 km, the geometry of high velocity anomalies in the ME align with the
inverted density anomaly from the free-air gravity map (Levandowski et al., 2016). The
spatial correlation between the geometry of high velocity anomalies and the edge of the ME
indicates a connection between them.

2.A

Supporting information
In the computation of G matrix in eq. 2.1 and eq. 2.2, it involves calculation of distance in
cells. We can compute the coordinates of crossing points between a raypath and boundaries
of grids to estimate the distance in a cell. Two different cases are discussed below.

2.A.1

Text A1: Calculation of coordinates of crossing points between a raypath and
grids
In the Williams (2011) aviation formulation, for known longitude but unknown latitude
(Fig. S1, Case I) and the longitudes are not equal for two end points of the raypath, we
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apply

xx = sin(lat1)cos(lat2)sin(lon − lon2);
yy = sin(lat2)cos(lat1)sin(lon − lon1);
zz = cos(lat1)cos(lat2)sin(lon1 − lon2);
lat = atan((xx − yy)/zz),

where lat1, lat2, lon1, and lon2 are the known radian coordinates of two end points and lon
is the known coordinate of point on great circle, and lat is the unknown coordinate.
For known latitude but unknown longitude (Fig. S1, Case II), we apply

A = sin(lat1)cos(lat2)cos(lat3)sin(lon1 − lon2);
B = sin(lat1)cos(lat2)cos(lat3)cos(lon1 − lon2) − cos(lat1)sin(lat2)cos(lat3);
C = cos(lat1)cos(lat2)sin(lat3)sin(lon1 − lon2);
lon11 = atan2(B, A);
dlon = acos(C/sqrt(A2 + B 2 ));
lon31 = mod(lon1 + dlon + lon11 + pi, 2pi) − pi;
lon32 = mod(lon1 − dlon + lon11 + pi, 2pi) − pi,

where lat3 is the known radian latitude for the intermedia point on great circle. We choose
lon31 or lon32 based on the maximum and minimum longitude of the study region.
2.1.2

Test of the robustness of group velocity tomography
In order to verify the accuracy of G matrix in Text A1, we checked the difference between
summation distance of all segments in cells and distance calculated based on the starting
and ending point of a raypath, the distribution of raypaths, and travel time residuals from
initial average and final inverted velocity model. Comparison results are shown in Fig. S2.
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(A)

(B)

Case I: Known Lon, unknown Lat
Cell k

(Lat1, Lon1)

(Lat1, Lon1)

Case II: Known Lat, unknown Lon
Cell k

(Lon, ?)

(?, Lat)

(Lon, ?)
(?, Lat)

(Lat2, Lon2)

Note: Lat1, Lon1, Lat2, Lon2 are known starting
and ending point of a raypath

(Lat2, Lon2)

Fig. S1: Calculation of coordinates of crossing points between a raypath and grids. Case I:
known longitude but unknown latitude. Case II: known latitude but unknown longitude.

2.1.3

Choice of Tikhonov regularization factor for shear wave velocity inversion
We compute second norms of velocity change 4m and change of group velocity residuals
J 4 m − 4U using regularization factors ranging from 0.01 to 10. L-curve is shown in Fig.
S3, and the closest point to the origin of the coordinate is selected as the regularization
factor.
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(A)

(B)

(C)

(D)

α = 60

Fig. S2: Test of the robustness of group velocity tomography. (A) Raypaths at period of 12
s for Rayleigh group velocity tomography. Around 7000 raypaths densely cover the study
region. (B) The distance difference between summation distance of all segments lines in
cells and the distance calculate from starting and ending point for T=12 s period. (C)
Travel time residuals calculated based on initial average velocity and final inverted velocity
model. Travel time residuals calculated based on final model is significantly reduced. (D)
Selection of regularization parameter on L-curve. Second norms of velocity and residual are
normalized to unity to compute the closest point to the origin of coordinate. We choose
α = 60 as the regularization factor.
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β = 0.55

Fig. S3: Choice of Tikhonov regularization factor for shear wave velocity inversion. We use
β = 0.55 as the regularization factor.
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Chapter 3
Estimating seismic velocity variations in the Mississippi embayment from
analysis of the ambient seismic field
Chunyu Liu, Khurram Aslam, and Eric G. Daub ( Submitted to JGR: Solid Earth,
NO.2020JB019524, 2020 ), Estimating seismic velocity variations in the Mississippi embayment from analysis of the ambient seismic field
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Abstract
We use cross-correlation of the ambient seismic field to estimate seasonal variations of seismic
velocity in the Mississippi Embayment and to determine the underlying physical mechanisms.
We process continuously recorded broadband data from 53 stations in 2014 to obtain daily
and yearly cross-correlations and measure the Rayleigh wave phase velocity changes over
four frequency bands. We then calculate the correlation coefficients between the velocity
variations and the water table fluctuation, precipitation, temperature, atmospheric pressure
and wind speed to determine which external variable correlates most strongly with the observed changes. Our main observation is that the δt/t variations correlate primarily with
the water table fluctuation, with the largest positive value from May to July and the largest
negative value in September/October relative to the annual mean. The correlation coefficients between water table fluctuation and δt/t are independent of the interstation distance
and frequency, but high coefficients are observed more often in the 0.3-1 Hz than 1-2 Hz
because high-frequency coherent signals attenuate faster than low-frequency ones. The δt/t
variations lag behind the water table fluctuation by about 20 days, which suggests the velocity changes can be attributed to the pore pressure diffusion effect. The seasonal variations of
δt/t are azimuthally independent, and a large increase of noise amplitude only introduces a
small increase to the δt/t variation. At close distances, the maximum δt/t holds a wide range
of values, which is likely related to local structure. At larger distances, velocity variations
sample a larger region so that they stabilize to a more uniform value. We find that the
observed changes in wave speed are in agreement with the prediction of a poroelastic model.
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3.1

Introduction
Extensive field and laboratory studies have been dedicated to understanding crustal responses including seismic velocity variations and subsurface strain changes due to internal
tectonic and external climatological stress loadings (Hadziioannou et al., 2009; Ben-Zion &
Allam, 2013; Ben-Zion & Leary, 1986; Sens-Schönfelder & Larose, 2008; Meier et al., 2010;
Hillers et al., 2015a; Wu et al., 2016; De Fazio et al., 1973). Monitoring the crustal response
can not only track the evolving stress and constrain the effective rheology with depth, but
can also help to understand the crustal response to the internal tectonic stress by removing
the response to the climatological stress loadings (Hillers et al., 2015a; Rivet et al., 2015;
Wang et al., 2017). Because different rocks or structures respond differently to internal and
external loadings, monitoring the crustal response can also help to identify local structure
anomalies and understand wave propagation and attenuation (Wang et al., 2017). More
specifically, measurements of the temporal changes of seismic velocity can shed light on fault
zone coseismic damage and postseismic healing (Wu et al., 2016; Liu et al., 2018; Brenguier
et al., 2008a), volcanic eruption early warning (Duputel et al., 2009; Brenguier et al., 2008),
groundwater levels (Clements & Denolle, 2018), climatological parameters such as precipitation (Sens-Schönfelder & Wegler, 2006), temperature (Meier et al., 2010; Sens-Schönfelder
& Larose, 2008), atmospheric pressure (Niu et al., 2008; Silver et al., 2007), solid earth tidal
deformation (De Fazio et al., 1973), oceanic tidal deformation (Hillers et al., 2015; Yamamura et al., 2003), and instrumental errors (Sens-Schönfelder, 2008; Stehly et al., 2007).
Taking advantage of long-term dense seismic station deployments, a systematic investigation of seismic velocity variation can improve our understanding of the crustal response to
climatological loadings.
The Mississippi embayment (ME) (Fig. 3.1) is a SSW plunging trough filled with late
Cretaceous and Cenozoic sediments that can reach a thickness of approximately 1.5 km
(Hildenbrand & Hendricks, 1995; Dart, 1992; Dart & Swolfs, 1998). The ME is associated
with long-term and complicated geological activities including uplift, rifting and subsidence,
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and is the location of three Mw > 7.0 earthquakes (Fig. 3.1) that occurred in the winter of
1811 - 1812 (Johnston & Schweig, 1996). We target the ME for two reasons. First, long-term
continuous monitoring and dense broadband station distribution allow us to conduct a thorough temporal velocity investigation which may provide insight into how the climatological
parameters influence the seismic velocity. Secondly, only a few studies of this type have been
done in intraplate fault zones, so such an investigation can help us understand if there are
significant differences between interplate and intraplate fault zones and how they respond to
external changes in forcing.
Estimating seismic velocity change has been done by measuring the travel time or phase
difference from active sources including explosions (Li et al., 1998, 2003, 2006; Nishimura
et al., 2000), airguns (Wegler et al., 2006), repeating earthquakes (Poupinet et al., 1984; Peng
& Ben-Zion, 2006; Rubinstein & Beroza, 2004a,b; Rubinstein et al., 2007; Schaff & Beroza,
2004), and by computing the dephasing of the ambient noise cross-correlations (CCs) (SensSchönfelder & Wegler, 2006; Brenguier et al., 2008a) or auto-correlations (ACs) (Minato
et al., 2012; Ohmi et al., 2008). We prefer ambient noise analysis because it not only
circumvents the uncertainty of repeating earthquakes and high expense of the active sources
but also allows for long-term velocity monitoring over time periods of months to years. The
CCs of the ambient noise can effectively retrieve empirical Green’s function between a pair
of stations (Shapiro & Campillo, 2004; Sabra et al., 2005; Weaver & Lobkis, 2001; Derode
et al., 2003). The dephasing of scattered waves in daily CCs relative to those in a reference
CC reflects the temporal change of the elastic behavior of the crust.
We produce ambient noise CCs using all broadband seismic stations inside the ME over
four frequency ranges, and then investigate temporal variations of seismic velocity and correlation with the climatological parameters. We compare the calculated seismic velocity
variation of each station pair with regional climatological parameters to investigate the possible mechanisms for the velocity changes. We address the following questions: what are the
physical mechanisms behind the temporal velocity changes in the ME? Do the maximum
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velocity variations depend on characteristics of the waves, such as the frequency, interstation
distance and azimuth? What are the correlation coefficients of velocity changes with the climatological parameter variations? The cross-correlation methods applied to the data from
the ME give us a unique view into the physical mechanisms behind changes in seismic velocity over time and how the changes are related to non-tectonic effects that may complicate
the analysis of more active tectonic regions.
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Fig. 3.1: Index map of the Mississippi embayment in the central United States showing
Mw > 2.0 earthquake catalog from 1990 to 2018 (small gray dots), three Mw > 7.0
earthquakes (black stars), broadband stations (red triangles) used for CCs in 2014, stations
used for computation of CCs from 2010 to 2018 (blue triangles), groundwater site stations
(green circles), Reelfoot-Rough Creek graben (RG-RCG, blue solid lines) and Missouri
Batholith (blue dashed lines) modified from Hildenbrand & Hendricks (1995), sediment
boundaries of Mississippi embayment (red solid lines) modified from Dart (1992) and Dart
& Swolfs (1998), Ouachita-Appalachian thrust front (black dashed lines), Nashville dome
and Ozark dome. From southwest to northeast, three major earthquakes occurred on
Dec.16, 1811 with Mw = 7.7, Jan. 23, 1812 with Mw = 7.5, and Feb. 7, 1812 with
Mw = 7.7.
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3.2

Data and analysis procedure
Installation of the Northern Embayment Lithosphere Experiment (NELE) having large
aperture and continuous recording in 2014 enables us to investigate the temporal variations
of seismic velocity. We use data from 53 broadband stations (Fig. 3.1) in the computation
of the CCs. All broadband stations are inside the ME. Because short-period surface waves
will better reflect the sediment elastic behavior than longer period surface wave arrivals, we
limit the interstation distance to be 100 km where Langston et al. (2005) and Liu et al.
(2019) observed direct sedimentary surface waves in the passband of 0.2-1.5 Hz. In order to
investigate annual temporal variations, we only use stations that have continuous full-year
recording in 2014. Finally, we compute 373 velocity variations for all station pairs in 2014
to investigate how they behave seasonally.
We follow the analysis procedure of Brenguier et al. (2008a) and Lecocq et al. (2014)
in this study. We download continuous, daily, vertical-component miniseed data from IRIS
(www.iris.edu) using the FDSN web service, and then use the MSNoise Python package
(Lecocq et al., 2014) to compute the CCs. The data processing details are available in
Lecocq et al. (2014), and have already been described in chapter 2. Langston et al. (2009)
and Liu et al. (2018a) observed major, oceanic-generated ambient noise in the frequency
range of 0.02 - 0.33 Hz in the ME, and sedimentary surface waves emerge in the passband of
0.2 - 1.5 Hz (Langston et al., 2005; Liu et al., 2019). Considering that the dominant frequency
range of waves scattered by sediments is higher than that of the oceanic ambient noise (Liu
et al., 2019), we define 4 frequency ranges: 0.3 - 1 Hz, 0.5 - 1.2 Hz, 0.7 - 1.5 Hz, and 1 - 2
Hz. Because Rayleigh waves have peak sensitivity to the shear wave velocity changes at the
depth of 1/3 of a wavelength, scattered waves with a period of 3 s and phase velocity of 1.7
km/s (Dorman & Smalley, 1994) can be sensitive to velocity changes to depths up to 1.7 km.
We stack -15 and +15 days for a monthly CC on each selected date, and average all daily
CCs to obtain the reference CC. We use a moving-window cross-spectral (MWCS) method
(Poupinet et al., 1984; Clarke et al., 2011) to measure the relative dephasing between the
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monthly moving stack CCs and the yearly reference CC, since Zhan et al. (2013) suggested
that the stretching method (Wegler & Sens-Schönfelder, 2007) can cause apparent velocity
changes due to changes in the amplitude and phase spectrum. The MWCS measures the
arrival time difference between two windowed waveforms by computing cross-coherency of
energy density in the frequency domain. Linear regression of time differences over moving
coda windows constrains the fractional change in travel time, δt/t. The errors (See Appendix)
of δt/t are estimated using the cross-coherency and the squared misfit to the linear regression
slope (Clarke et al., 2011). The velocity change (δv/v) is deduced by the relationship δv/v
= - δt/t, which assumes that the δv/v is spatially homogeneous. A coda window defined for
the MWCS is shown in Fig. 3.2. We define the coda window based on the timing of large
amplitude wave arrivals (group velocity < 1.0 km/s) in the monthly moving stack CCs (Fig.
3.2).
Velocity variations are known to be associated with climatological parameters such as
water table depth, precipitation, temperature, atmospheric pressure, and wind speed (Hillers
et al., 2015a; Meier et al., 2010; Sens-Schönfelder & Wegler, 2006; Sens-Schönfelder & Larose,
2008). We obtain daily water table data for 16 stations (Fig. 3.1) from the USGS water
information system and precipitation, temperature, atmospheric pressure, and wind speed
from the National Oceanic and Atmospheric Administration (NOAA) . We calculate the water table fluctuation by subtracting the daily water table from the maximum water table over
one year. Because the velocity variations probably have a different dependence on changes
of the climatological parameters, we remove the mean and normalize the maximum of the
absolute value of the velocity variations, water table fluctuation, precipitation, temperature,
atmospheric pressure and wind speed to unity for comparison.
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Fig. 3.2: Example of 30-day, moving, stacked, vertical component CCs for the station pair
C07:C08 of the network NELE in 2014. The interstation distance is 30 km. The CCs are in
the passband of 0.3-1 Hz. The dashed lines from -80 s to -30 s mark the coda window.
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Fig. 3.3: The correlation of averaged, normalized δt/t for all station pairs with normalized
climatological parameters, water table fluctuation, precipitation, temperature, wind speed,
and atmospheric pressure, in the passbands from 0.3-1, 0.5-1.2, 0.7-1.5, and 1-2 Hz. Water
table fluctuation is averaged over 11 stations from USGS dataset in the ME. Precipitation,
temperature, wind speed, and atmospheric pressure are from station WBAN of NOAA
database. The right-side vertical scale is for the normalized precipitation. The values after
the climatological parameters in the legend represent the correlation coefficients with the
δt/t. The δt/t correlates primarily with the normalized water table fluctuation in all
predefined frequency ranges. No clear relationship could be observed between the
normaized δt/t and wind speed, precipitation and atmospheric pressure. As Tsai (2011)
and Hillers et al. (2015a) suggested, temperature changes should be positively correlated
with the δv/v variations which is opposite to what we observe.
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3.3

Analysis of seismic velocity variations
We measure yearly δt/t variations for all 373 station pairs over 4 predefined frequency
ranges in 2014. The CCs for all station pairs are computed in the passband of 0.3 - 2 Hz,
and the MWCS and δt/t variations are determined in predefined frequency ranges. The
δt/t increases to its maximum in May and June and decreases to its minimum in September
and October relative to the average (Fig. 3.3). The δt/t variations correlate primarily
with the normalized water table fluctuation in the four predefined frequency ranges. We
select 205, 198, 158, and 96 δt/t variations in the passbands of 0.3-1 Hz, 0.5-1.2 Hz, 0.7-1.5
Hz, and 1-2 Hz based on two criteria: 1) the correlation coefficient with the normalized
water table fluctuation is higher than 0.3, and 2) they show seasonal variation. That is,
the wave speed is slower than average in late spring to summer and is faster in late fall to
early winter. If we cannot observe a seasonal variation of δt/t, estimation of maximum δt/t
cannot be correctly determined. We determine the maximum δt/t for each station pair by
smoothing the δt/t over the entire year with a 10-day moving average window and compute
the maximum of the smoothed variations, which removes spurious velocity variations with
large errors. In the following sections, we evaluate how the δt/t and correlation coefficients
vary in different frequency ranges, how the maximum δt/t and correlation coefficients depend
on the characteristics of the waves, such as interstation distance and azimuth.

3.3.1

Correlation with the climatological parameters
Climatological loadings can induce various crustal responses including stress/strain changes
(Ben-Zion & Allam, 2013), earthquake triggering (Liu et al., 2009; Husen et al., 2007), and
seismic velocity variations (Hillers et al., 2015; Meier et al., 2010). The precipitation/water
table fluctuation, atmospheric pressure, and wind speed influence the elastic stress by changing the pore pressure or water saturation, air pressure redistribution, and wind on contact
shearing, respectively. The temperature has an impact on regional thermoelastic stress because of thermal expansion or contraction due to ambient temperature changes. The elastic
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Fig. 3.4: Comparison of modeled and observed δv/v from the poroelastic solution. (A) We
approximate the true water table fluctuation (black), which varies from year to year, with
an averaged sinusoidal fit (red). This is necessary because the water fluctuation and δv/v
are slightly phase shifted due to the diffusion effect, thus we cannot use the true water
table level directly in the model calculations. (B) Comparison between the observed δv/v
(black) and model predictions (red) assuming m/µ = −2000. This value is within the range
of values inferred from laboratory observations of the nonlinear elastic properties of rock.
and thermoelastic stress changes directly affect the strain field, which can be used to model
the seismic velocity variations (Tsai, 2011; Wang et al., 2017).
The magnitude of velocity variations and their dependence on the climatological parameters vary throughout the world. Sens-Schönfelder & Wegler (2006) observed that δv/v varies
seasonally with an amplitude of 0.02% in the frequency band > 0.5 Hz at Merapi volcano,
Indonesia, and suggested that the variation is due to changes of the water table. Wang et al.
(2017) observed up to a 0.02% velocity variation in the passband of 0.15-0.9 Hz using data
from 2011 to 2012 throughout Japan, and proposed that the velocity variations could be due
to different effects including pore pressure, snow depth, and sea level changes for different
regions. Ben-Zion & Leary (1986) suggested that the seasonal temperature variation could
cause velocity changes 10 times larger than that induced by water table fluctuations of 15
m. Meier et al. (2010) observed a maximum 0.1% velocity change in the 0.1-2 Hz passband
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using data from 2001 to 2004 in the Los Angeles basin, and suggested that it was associated
with the thermoelastic strain variation. These studies indicate that velocity variations could
be associated with different climatological parameters and that maximum velocity variations
induced by temperature could be higher than those caused by water table fluctuations.
Determining the magnitude of velocity variation and its most strongly correlated parameter can help us understand the dominant mechanisms driving the velocity changes for the
ME. In Fig. 3.3, we show the correlations between the normalized average δt/t for all station
pairs and the normalized precipitation, water table fluctuation, temperature, atmospheric
pressure and wind speed in four predefined frequency ranges. δt/t correlates most strongly
with the normalized water table fluctuation. Atmospheric pressure, precipitation and wind
speed do not show any clear correlation with the δt/t observations.
The strong correlation between δt/t and the water table fluctuation could be due to two
possible effects. The water table fluctuation can affect the direct hydrological and poroelastic
strains, which are related to the direct water loading and water diffusion effect, respectively.
Maximum velocity variations due to direct hydrological elastic or poroelastic strain changes
are around 0.04% for the Los Angeles basin (Tsai, 2011). With similar sedimentary rock
types and a few meters fluctuation in the water table, we might expect a similar magnitude of velocity variation for the ME. Direct water loading can affect hydrological strain
instantaneously, but water diffusion usually takes some time to influence poroelastic strain.
Direct water loading increases δv/v through an increase of water saturation at shallow depth
while water diffusion increases pore pressure and decreases the area of grain contact, which
decreases the δv/v at deeper levels. The δt/t changes show a delay of 20 days relative to
the normalized water table fluctuation based on when the maximum and minimum values
occur (Fig. 3.3). Our observations suggest that the water diffusion effect is the dominant
mechanism for velocity change.
As Tsai (2011) and Ben-Zion & Leary (1986) modeled, temperature is positively correlated with δv/v. Hillers et al. (2015a) also observed that the δv/v from 0.1 to 8 Hz increased
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to its maximum in July for the San Jacinto fault area, and that δv/v variations lag behind
the temperature by about one month. In the ME, δv/v variations are negatively correlated
with temperature changes (Fig. 3.3), which is opposite to what would be expected based
on previous results. Based on this, we suggest that temperature changes might not have an
effect on velocity variations in the ME. Strong wind energy is usually in a higher frequency
range than the predefined passbands in this study (Withers et al., 1996; Hillers et al., 2015a).
Because wind forces should affect the elastic stress instantaneously, the velocity variations
are not likely to be related to the changes of the wind speed. How the climatological parameters interact with each other and if that interaction could affect the velocity variation are
not considered in this study.
3.3.2

A poroelastic physical model for seismc velocity changes
To facilitate our understanding of the dominant mechanism in the ME, we compute
seasonal variations of velocity for 43 pairs of stations from 2010 to 2018 (Fig. 3.1) and use a
poroelastic mathematical model to estimate seasonal velocity variations . An approximate
time-dependent poroelastic solution from Tsai (2011) is:
1 + ν αp0 (1 − 2ν)
A(t) =
1−ν
E

q
cot−1 kˆhy
kˆhy cos(ωt −
),
2

(3.1)

in which A(t) is time-dependent strain amplitude on the surface, ν is Possion’s ratio, and
p0 is the amplitude of pore pressure variations. The Biot-Willis coefficient α is defined as
α = 1−Cs /Cd where Cs is unjacketed bulk compressibility. Cd is drained bulk compressibility
(Biot & Willis, 1957). E is Young’s modulus. ω is equal to 2π/T where T is the period of
water table fluctuation. kˆhy is a normalized hydraulic diffusivity and is equal to khy k 2 /ω. k
is equal to 2π/λ with λ to be related to the dominant wavelength of local topography. khy
is hydraulic diffusivity.
We estimate the normalized diffusivity kˆhy as being close to 1 from the relationship of
delay time dt (22 days) and kˆhy , dt = cot−1 kˆhy /2ω (Tsai, 2011). Catchings (1999) suggested
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the Possion ratio ν to be 0.3. We fit a simple sinusoidal function to estimate the amplitude
(h = 1.6 m) of water table flutuation (Fig. 3.4(A)), and compute a pore pressure variation
p0 as ρgh = 1.6 × 104 Pa. An approximate Young’s modulus for sandstone (Detournay
& Cheng, 1993) is 1.6 × 1010 Pa. An experimental study on Cs and Cd from Hart (2000)
suggested that α ranges from 0.6 to 0.9 for sandstone. We use α = 0.7 which is the same as
the value used in Tsai (2011) for the following model.
Using the time-dependent water table fluctuation and Eq. (3.1), we can estimate the
maximum strain amplitude to be of the order of 10−7 . Seasonal velocity variations can also
be roughly estimated by δv/v = m/µA(t)(1 − 2ν), in which µ is the shear modulus and m is
the Murnaghan constant (Murnaghan, 1951; Hughes & Kelly, 1953; D’Angelo et al., 2008).
Lab experiments suggest that m/µ can range from -1000 to -200 for sandstone (D’Angelo
et al., 2008). We compute seasonal variations of velocity for 43 pairs of stations from 2010
to 2018, and average over them to obtain an observed velocity change in the passband of 0.3
- 1 Hz (Fig. 3.4(B)). An approximate m/µ value required to match the modeled δv/v with
the observed one is -2000. Tsai (2011) also found a similar value to match velocity variations
in the Los Angeles basin, and emphasized that the Murnaghan constant should be better
characterized for relevant materials to obtain an accurate quantitative comparison.
3.3.3

δt/t dependence on the interstation azimuth and noise amplitude
Seasonal variation of seismic velocity can reflect changes in material properties or be
induced by seasonal changes of noise amplitude (Hillers et al., 2015a). Heterogeneous distributions of the noise source can bias the estimation of arrival time (Weaver et al., 2009;
Froment et al., 2010). Thus, a long-term change in the noise source distribution over several
months can also be the cause of spurious seismic velocity changes.
Sources of microseisms usually distribute non-uniformly in different seasons (Young, 1999;
Tian & Ritzwoller, 2015; Langston et al., 2009; Liu et al., 2019). In the ME, Liu et al. (2019)
suggested that the generation of sedimentary surface waves in the passband of 0.2-1 Hz might
be related to the basin edges. In the coda window, arrivals with group velocity less than 1
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Fig. 3.5: δt/t dependence on the azimuth in the passband of 0.3-1 Hz, 0.5-1.2 Hz, 0.7-1.5
Hz, and 1-2 Hz. Average δt/t variations in the azimuth of 0-90◦ and 270-360◦ are similar to
each other, and the differences between them are small. The non-uniform distribution of
noise sources has a small effect on the δt/t variations.
km/s can be composed of sedimentary surface waves with velocity about 0.7 m/s. In order
to investigate if the velocity variations are azimuthally dependent, we compare the average
velocity variations using station pairs with different azimuths. We initially do not differentiate the positive and negative lags of the CCs while calculating the δt/t variations, so the
propagation direction of scattered waves corresponding to the δt/t estimation is uncertain.
Because the edge of the ME surrounds the stations on the northwest and northeast (Fig.
3.1) and the edge of the embayment might be related to the generation of scattered waves,
we use 0◦ - 90◦ and 270◦ - 360◦ as azimuths of possible noise sources. We compute the
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average δt/t variations from all station pairs with azimuth in these ranges. In Fig. 3.5, the
average δt/t variations are similar to each other, and the differences between them are very
small compared to the maximum seasonal variations of the average δt/t. Hadziioannou et al.
(2011) also observed that changes in noise directions do not influence the δt/t measurements
significantly. We conclude that the non-uniform distribution of noise sources has a small
effect on δt/t variations.
The amplitude of the ambient noise usually shows seasonal variations (Stehly et al.,
2006; Yang et al., 2007; Young, 1999). To investigate the velocity variation dependence on
the seasonal changes of the amplitude of noise sources, we compare the δt/t variation with
the seasonal variation of the daily noise amplitude. We estimate hourly noise amplitude by
averaging the absolute value of original ambient noise data in the passband of 0.3-2 Hz, and
determine the daily noise amplitude by averaging over 24 hours. In Fig. 3.6, we observe
high amplitude from November to May and low amplitude from June to October, which
is consistent with the generally observed high noise energy during winter in the northern
hemisphere (Hillers et al., 2015a; Young, 1999; Liu et al., 2019). We also observe high
similarity between seasonal variation of the wind speed and average noise amplitude. Hillers
et al. (2015a) suggested the low-frequency (0.1-2 Hz) noise in the San Jacinto fault area
can be excited by the atmosphere-ocean-lithosphere interactions. Thus, ambient noise from
0.3 to 2 Hz in the ME can be composed of oceanic microseisms (Langston et al., 2005,
2009; Liu et al., 2018a), induced surface waves at the basin-edges (Kawase, 1996; Liu et al.,
2018a, 2019), and wind. In Fig. 3.6, we compare the variations of noise amplitude and δt/t
measurements from January to April and October to December, and observe similar trends
in them. We also observe a small increase of δt/t measurements with a large increase of
noise amplitude in November (Fig. 3.6). Hillers et al. (2015a) proposed that changes in
noise amplitude do not affect the velocity directly but can introduce a bias, a small increase
or decrease, in the δt/t measurements. Even if a decrease of noise amplitude from April to
September can induce a small decrease of the δt/t measurement, the decrease is relatively
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small compared to the δt/t changes induced from the water table fluctuations. We conclude
that the velocity variations are most likely related to pore pressure changes in the crust or
sediments, rather than changes due to the seasonal variations of the ambient noise amplitude.
3.3.4

Maximum δt/t and correlation coefficient as a function of interstation distance
In order to investigate propagation properties of noise in the sediments, we explore the
relationship between δt/t and interstation distance. The maximum δt/t decreases nonlinearly with the increasing interstation distance as shown in Fig. 3.7(A). Because there are
not enough station pairs with the interstation distance from 0 to 15 km, our analysis of the
relationship between the δt/t and distance is limited to 15-100 km. Meier et al. (2010) also
observed that seasonal variations of δt/t became weaker and finally disappeared when the
interstation distance is greater than 60 km. They suggested that the vanishing of seasonal
variation of δt/t is due to absence of coherent noise in the coda window. At close distances,
the δt/t holds a wide range of values, which could be associated with greater localized
variations in δt/t in the local sediment structure. At larger distances, δt/t variations tend
to stabilize to a narrow range.
We compute correlation coefficients between normalized δt/t variations and the normalized water table fluctuation over different distances, and investigate how the correlation
coefficients depend on the interstation distance and frequency (Fig. 3.7(B)). The correlation
coefficients are independent of the interstation distance or frequency, but high coefficients
(> 0.6 ) are observed more often in the 0.3-1 Hz than the 1-2 Hz passband because highfrequency coherent signals attenuate faster than low-frequency ones (Fig. 3.7(B)).
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Fig. 3.6: δt/t dependence on the seasonal variation of noise amplitude. High similarity,
though not an exact match, can be observed between seasonal variation of noise amplitude
and wind speed, which suggests that the noise in the passband of 0.3-2 Hz could be
composed of oceanic microseisms, induced surface waves, and wind noise. Similar trends
can be observed between the variations of noise amplitude and δt/t from January to April
and October to December. A large increase of noise amplitude induces a small increase of
δt/t in November, which suggests that noise amplitude may introduce a small bias into the
velocity measurements. The bias from noise amplitude variation is small compared to the
maximum velocity change induced from the water table fluctuation from April to
September. We suggest that the velocity variations are primarily related to the pore
pressure changes in the crust or sediments, rather than the seasonal variations of the
ambient noise amplitude.
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Fig. 3.7: δt/t and correlation coefficient dependence on the interstation distance. (A) The
maximum δt/t variations decrease non-linearly with the interstation distance. Different
colored lines are least-square fit to the datasets in different frequency ranges. At close
distance, δt/t samples a small region and holds a wide range of values, which could be
related to local sediment structure. At larger distances, δt/t samples a large region so that
it tends to stabilize to an average value. (B) Correlation coefficient dependence with
distance and frequency. The correlation coefficients are between water table fluctuation
and δt/t variations. High coefficients (> 0.6 ) may be observed more often in the passband
of 0.3-1 Hz than 1-2 Hz because high-frequency coherent noise attenuates faster than
low-frequency noise.
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3.4

Conclusions
We apply ambient noise correlation using data from 53 broadband stations that have
continuous recordings in 2014, and analyze the seasonal variations of seismic velocity to
determine how they correlate with climatological parameters. Our proxy for velocity change,
δv/v is −δt/t, where δt/t is delay times in different time windows calculated from crossspectrum phase difference. We observe maximum δt/t, slowest velocity, in May and June
and minimum δt/t in September and October relative to the average. Errors of δt/t are less
than 0.01% in most of the measurements. At close distances, the maximum δt/t holds a wide
range of values among station pairs and could be associated with the local sediment structure.
At larger distances, velocity variations tend to stabilize to an average value. The average δt/t
variations for station pairs with different azimuths are similar to each other, suggesting that
velocity variations do not depend on the azimuthal distribution of noise sources. Seasonal
variations of noise amplitude might introduce a bias into the δt/t estimation but the bias is
small compared to the large velocity variations induced by the water table fluctuation.
δt/t correlates primarily with the normalized water table fluctuation and does not show
an obvious relationship with atmospheric pressure, temperature, precipitation or wind speed.
δt/t variation lags behind the water table fluctuation by about 20 days, suggesting that the
water diffusion effect is the dominant mechanism for velocity change. We use a poroelastic
model to estimate seasonal variations of δv/v from 2010 to 2018. That is, elastic wave speeds
can be estimated from strain amplitude in the strain energy function (Murnaghan, 1951).
The observed values of δv/v require m/µ with value around -2000, which is close to values
from lab experiments (D’Angelo et al., 2008). The correlation coefficients between the water
table fluctuation and δt/t are independent of the interstation distance and frequency, but
more high coefficients (>0.6) are observed in the passband of 0.3-1 Hz than 1-2 Hz. One
possible explanation could be that high-frequency coherent signals attenuate faster than
low-frequency ones.
The results of the poroelastic model suggest that ambient noise cross-correlations can
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be used to estimate the hydrological properties of sediments based on the observed delay
between the water table fluctuations and seismic velocity changes. This can provide an independent estimate of soil properties that are used in groundwater flow models. Additionally,
our results confirm that the first order correction to the elastic properties of soils in the ME
are consistent with other laboratory and seismic studies and could be related to the strain
induced by poroelastic diffusion.
Our results confirm that climatological variations play a role in determining the elastic
properties of sediments in the Central and Eastern United States. Future studies should be
completed in other intraplate regions to examine if similar behavior is found, which would
provide additional ways to understand the physical mechanisms behind wave propagation
and the temporal response of the crust to external forcing. In this manner, we can better
determine if temporal velocity changes can be related to stress accumulation on faults due
to tectonic loading and improve our ability to determine earthquake risk in intraplate fault
regions.
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3.A
3.A.1

Appendix
Computation of δt/t
In the following section, we compute δt/t through the method of Moving-Window CrossSpectrum (MWCS) using a reference and current CC.
For a selected time window of a reference and current CC function, the cross-spectrum,
X(f ) is:
∗
(f ),
X(f ) = Fref (f )Ḟcur

(3.A.1)

in which Fref (f ) and Fcur (f ) are Fourier spectrum of Fref (t) and Fcur (t). f is frequency in Hz.
The asterisk denotes complex conjugation. The similarity of two CCs can be quantitatively
estimated using the cross-coherence C(f ) of energy densities:
|X(f )|
C(f ) = q
,
2
2
|Fref (f )| ∗ |Fcur (f )|

(3.A.2)

in which the overlines represent smoothing by applying a 5-point boxcar function. The
cross-coherence ranges from 0 to 1, with 1 indicating two functions highly similar. The time
delay between two CCs in a time window and desired frequency ranges can be found in the
unwrapped phase φ(ij) of X(f ) through a weighted linear regression:

φij = 2πδti fj ,

(3.A.3)

in which δti is delay time of time window i. fj is the center frequency of the band. The
weight function has been suggested by Clarke et al. (2011) as:
s
w=

p
C(f )2
∗
|X(f )|.
1 − C(f )2
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(3.A.4)

Error in delay time is calculated from:
s
em =

X wf
( P 2 )2 σφ2
wf

(3.A.5)

(φij − 2πδti fj )2
.
N −1

(3.A.6)

where
σφ2

P
=

N is the number of points in a phase-frequency plot over the frequency range of interest.
In different sliding windows, the time shifts δt are used collectively to estimate the δt/t
through a linear regression fit. The error of δt/t is assessed as:
s
edtt =

where pi = 1/e2m and t̄ =

P

pi ti /

P

P

1
pi (t − t̄)2

(3.A.7)

pi for the ith time window. An example of δt/t measure-

ment is illustrated in Fig. S1.
Seasonal measurements of δt/t and their errors for the station pair HDBT and LPAR
of the NM network are shown in Fig. S2. Errors of most measurements are within 0.01%,
which are small compared to maximum seasonal variation 0.06%.
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Fig. S1: Meaurement of δt/t for station pair NM:HDBT and ZL:A05. The shaded region
from 40s to 100s is the coda window. The δt/t = −0.067% is computed in the passband of
0.3-1 Hz.
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Fig. S2: Seasonal measurements of δt/t and its errors for station pair HDBT and LPAR of
NM network in different frequency ranges. Most of errors are less than 0.01%.
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Chapter 4
Directionality of Ambient Noise in the Mississippi Embayment
Liu, C., Aslam, K., and Langston, C. A. (2019). Directionality of ambient noise in the
Mississippi embayment, Submitted to GJI, 2019, DOI: 10.31223/osf.io/5q8hx.
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Abstract
Cross-correlations of ambient seismic noise from 277 broadband stations within the Mississippi embayment (ME) with at least 1-month of recording time between 1990 and 2018 are
used to estimate source locations of primary and secondary microseisms. We investigate
source locations by analyzing the azimuthal distribution of the signal-to-noise ratios (SNRs)
and positive/negative amplitude differences. We use 84 stations with 1-year of continuous
recordings to explore seasonal variations of SNRs and amplitude differences. We also investigate the seasonal ambient noise ground motions using 2D frequency-wavenumber analysis
of a 50-station array composed of the Northern Embayment Lithosphere Experiment. We
observe that (1) two major azimuths can be identified in the azimuthal distribution of SNRs
and amplitude differences. We also observe two minor azimuths in the seasonal variation of
SNRs, amplitude differences, and 2D FK power spectra. Monthly 2D FK power spectra reveal that two energy sources are active in the northern hemisphere winter and two relatively
weak sources are active in summer. (2) Back-projection suggests that primary microseisms
originate along the coasts of Australia or New Zealand, Canada and Alaska, Newfoundland
or Greenland, and South America. (3) Secondary microseisms are generated in the deep
water of the northern and southern Pacific Ocean, along the coasts of Canada and Alaska
associated with near-shore reflections, and in the deep water of south of Greenland. (4)
Weak energy is observed in the third quadrant of the azimuthal distribution of amplitudedifferences of sedimentary Rayleigh and Love waves in the period band of 1-5s and correlates
with the direction of widening of the basin.
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4.1

Introduction
Ambient seismic noise in the short period band (1-20 s) is termed microseisms. Seismic noise with periods less than 5 s may be associated with anthropogenic activities (Lin
et al., 2013; Nakata et al., 2015) or induced by basin-edges (Rovelli et al., 2001; Joyner,
2000). Noise with periods between 5s and 20s is generated by different natural mechanisms (Wiechert, 1904; Hasselmann, 1963; Longuet-Higgins, 1950). Primary (10-20s) and
secondary (5-10s) microseisms are the two dominant types of noise (Kibblewhite & Ewans,
1985; Kedar et al., 2008). Primary microseisms are related to direct interaction of ocean
swells with the ocean floor near coasts (Hasselmann, 1963) Secondary microseisms are associated with the interaction between two primary ocean waves with the same frequency
ranges but different propagation directions (Longuet-Higgins, 1950). Numerical modeling of
the generation of secondary microseisms suggests that the interaction can be in deep or shallow water (Ardhuin et al., 2011). In deep water, the interaction can be between wind-driven
waves with a broad directional spectrum or two independent wave systems. In shallow water,
the interaction can be between coastal reflections and the primary ocean wavefield (Ardhuin
et al., 2011).
Under the assumption of uniformly distributed seismic noise sources, cross-correlation
(CC) of continuous ambient noise recorded at two stations could effectively retrieve a Green’s
function estimate between them (Weaver & Lobkis, 2001; Snieder, 2004; Wapenaar, 2004;
Derode et al., 2003). In the past decade, tomography using ambient noise CCs has been applied globally (Ritzwoller et al., 2002; Nishida et al., 2009), regionally (Lin et al., 2008; Liang
& Langston, 2008, 2009; Lin et al., 2007; Fu & Li, 2015; Yao et al., 2006), and locally (Lin
et al., 2013). Ambient noise tomography provide additional constraints on velocity structure
for regions of active seismicity and shed light on possible anomalous velocity structure for
regions without local seismic sources. Ambient noise CC can also be applied for monitoring
time-varying processes. Long-term monitoring of phase or arrival time differences of scattered waves in ambient noise CCs provides an opportunity to estimate velocity changes in
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the crust. Estimating crustal velocity changes further advances our understanding of volcanic eruptions (Brenguier et al., 2008; Duputel et al., 2009), fault zone coseismic damage
and postseismic healing (Brenguier et al., 2008a; Wu et al., 2016; Liu et al., 2018), crustal
response to external loads like precipitation (Sens-Schönfelder & Wegler, 2006), temperature
(Meier et al., 2010; Hillers et al., 2015a), and atmospheric pressure (Niu et al., 2008; Silver
et al., 2007).
Although ambient noise tomography provides an additional pathway for understanding
Earth structure, it suffers from accuracy problems because noise sources are usually heterogeneously distributed across the globe (Yang & Ritzwoller, 2008; Stehly et al., 2006; Behr
et al., 2013; Tian & Ritzwoller, 2015). In the northern hemisphere, sources are distributed
in the northern Pacific and Atlantic, and the energy of sources varies seasonally from high
energy in the winter to low in the summer (Young, 1999). In the southern hemisphere, swells
from storms penetrate throughout the Indian, Pacific, and Atlantic Oceans. The energy of
sources is high in northern hemisphere summer and low in winter. Recent studies have
revealed that uneven noise source distributions can influence the accuracy of velocity and
azimuthal anisotropy tomographies (Tsai, 2009; Weaver et al., 2009; Yao & Van Der Hilst,
2009; Harmon et al., 2010). Thus, better knowledge of noise source distributions can help
assess the uncertainty of velocity tomography as well as understanding the mechanisms for
noise generation.
As seen from North America, microseisms can originate from different locations and be
related to different generation mechanisms. Source locations are rather complicated for the
western United States. For secondary microseisms, seasonal variability of noise is weak
and strong noise arrives from the southwest quadrant, from California coasts or from the
deep Pacific Ocean (Tian & Ritzwoller, 2015; Yang & Ritzwoller, 2008). Strong seasonal
variability can be observed for primary microseisms. In the northern hemisphere winter,
the strongest signals arrive from the northwest and northeast quadrants, probably from the
northern Pacific and Atlantic coasts of North America (Gerstoft et al., 2008; Landès et al.,
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2010; Kedar et al., 2008; Stehly et al., 2006; Retailleau et al., 2017) or near the southern
tip of Greenland (Kedar et al., 2008). In northern summer, strong signals arrive from
the south and southwest quadrants, from the California coasts (Tian & Ritzwoller, 2015;
Yang & Ritzwoller, 2008). Source locations for primary and secondary microseisms in the
eastern United States have been seen to have no significant differences. For primary and
secondary microseisms, strong noise arrives from the northeast and west from the coast of
Newfoundland (Langston et al., 2009; Cessaro, 1994) or the Pacific coast of North America
(Yang & Ritzwoller, 2008). Microseisms can also be related to localized sources including
rivers (Burtin et al., 2008), and lakes (Gu & Shen, 2012).
A variety of methods have been used to infer source locations of ambient noise. Shapiro
et al. (2006) located sources for 26s microseisms off the west African coast in the Gulf of
Guinea by minimizing the travel time misfit using a grid search method. Grid searching
over the maximum stacked energy (Gu et al., 2007; Zeng & Ni, 2010) has also been applied
to locate sources. Tian & Ritzwoller (2015) and Yang & Ritzwoller (2008) identified different source locations for primary and secondary microseisms by a statistical analysis of
the azimuthal distribution of the signal-to-noise ratio (SNR). Behr et al. (2013) used threecomponent plane wave beamforming to infer source locations for primary and secondary
microseisms in New Zealand and suggested different back-azimuths for primary Rayleigh
and Love waves but similar ones for secondary Rayleigh and Love waves.
Studies of ambient noise source locations in the Mississippi embayment (ME) are quite
limited (Yang & Ritzwoller, 2008; Langston et al., 2009) but important for the following
reasons. The ME is a SSW plunging trough filled with up to 1.5 km of unconsolidated sediments (Fig. 4.1) (Hildenbrand & Hendricks, 1995), and hosts one of the most active seismic
zones in the North America, the New Madrid seismic zone (NMSZ). Better knowledge of the
noise source locations can help to assess the accuracy of previous tomography studies (Liang
& Langston, 2008, 2009; Chen et al., 2016; Liu et al., 2018a), which can improve confidence
on determining earthquake parameters within the NMSZ. Additionally, the ME sediment
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Fig. 4.1: Index map of the Mississippi embayment in the central United States showing 277
broadband stations installed in the period of 1990 to 2018, the sediment boundary (a red
solid line) modified from Dart (1992) and Dart & Swolfs (1998), and bedrock topography
(Amante & Eakins, 2009). Four networks, N4 (triangles), NM (stars), TA (diamonds), and
ZL (circles) are used for analysis of azimuthal distribution of SNRs and amplitude
differences. 84 Broadband stations (red) have continuous recording in 2014 and are used
for the investigation of seasonal variations of SNRs and amplitude differences.
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variation can also be a potential source for generating sedimentary surface waves (Langston
et al., 2005, 2009; Liu et al., 2018a). Observations of source locations of sedimentary surface waves can help the understanding of the generation mechanisms and how the sediments
influence wave propagation.
In this study, we investigate the azimuthal distribution of sources for primary and secondary microseisms, explore the seasonal variation of ambient noise sources by monitoring
the changes of the SNRs, amplitude differences, and 2D FK power spectra, and search for
local sources in the embayment using short-period ambient noise (T < 5s).
4.2

Data and Methods
We use data from 277 broadband stations (Fig. 4.1) installed between 1990 and 2018
to compute vertical-vertical (ZZ) and horizontal-horizontal (TT) component CCs. The interstation distances are chosen to be larger than three times the microseism wavelength
and data must be time-contiguous for at least 30 days. These data have been used to image lithospheric shear wave velocity structure by Liu et al. (2018a). We use the MSNoise
python package (Lecocq et al., 2014) to compute the CCs. The preprocessing procedures
were summarized in chapter 2.
We apply statistical analyses of SNRs and positive/negative amplitude differences as well
as 2D frequency-wavenumber (FK) analysis of the instrument-corrected data to constrain
the back-azimuths of strong noise sources.
Energy flux directions of microseisms can be identified from the azimuthal distribution
of SNRs (Tian & Ritzwoller, 2015; Yang & Ritzwoller, 2008). The SNR is defined to be
the ratio between the maximum absolute amplitude of crustal surface wave arrivals (∼ 3
km/s) and the root-mean-squared (RMS) amplitude of noise in the coda window. In the
primary (10-20s) or secondary (5-10s) microseisms passband, we define the coda window as
the last 200s of CCs where no direct surface wave arrivals are observed (Fig. 4.2). Yang &
Ritzwoller (2008) suggested that the RMS amplitude of noise after the major crustal surface
wave arrival is similar for the CCs within the same seismic array (Fig. S1). Fig. 4.3(A)
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Negative Lag

Positive Lag

Fig. 4.2: Illustration of the measurements of Signal-to-Noise Ratio (SNR) and amplitude
difference. The ZZ cross-correlation is between PENM of the New Madrid Cooperative
Seismic Network and Z48A of the EarthScope Transportable array in the passband of
0.05-0.2 Hz. The peak amplitude is the maximum of the absolute velocity for positive time
lags. The RMS is the root-mean-square value of the velocity marked between two dashed
lines. Amplitude difference is the difference of maximum amplitude in positive and
negative lags and is exaggerated 10000 times for comparison with SNR measurements.
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Fig. 4.3: Construction of rose diagram of SNR. (A) CCs are between the virtual source
HENM and all surrounding stations. Positive lags of CCs stand for outgoing wave
propagation from the virtual source. (B) Each bar represents one SNR measurement on an
outgoing wave between two stations. The length of the bar indicates the magnitude of the
SNR measurements. Collection of SNR measurements, with different azimuths, constructs
the rose diagram with a scale of 40 for each contour. (C) Azimuth and back-azimuth
definition for rose diagrams.
shows CCs between the virtual source at HENM station and all surrounding stations. The
positive lag portion of the CCs is the outgoing wave from the virtual source. For a CC
between the virtual source A and station B, the outgoing wave from the station A is the
incoming wave for the station B. Thus, we only use positive lags of CCs to compute the SNR.
We then correct SNR measurements for geometric spreading (normalizing to an interstation
p
distance of 300 km) through: SN Rcorrected = SN R × D/300, in which D is the interstation
distance in km. A simplified assumption from Tian & Ritzwoller (2015) indicates that SNR
increases as the square root of number of days to be stacked, so we only use stacks with 30
days of data. All corrected SNR measurements for all CCs related to the virtual source A,
with different azimuths, are used to construct a rose diagram (Fig. 4.3(B)). The azimuths
(Fig. 4.3(C)) here are from the virtual source A to surrounding stations. The bars point to
the wave propagation direction for sources of microseisms (away-from-the-source). If noise
sources are distributed homogeneously in azimuth, then each SNR value should have the
same length. If there is a dominant source direction, then bars will get relatively longer in
the direction away from the source.
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We also propose to use the amplitude difference of crustal surface waves seen at positive
and negative lags of the CCs to estimate the strength of noise. The amplitude difference
is defined as: Ampdif f = (Amppos − Ampneg ) × 10000, in which Amppos and Ampneg are
the maximum amplitudes of crustal surface waves at positive and negative lags of the CCs,
respectively. The amplitude difference is exaggerated 10000 times for better comparison with
SNR measurements. The amplitude-difference is also corrected for geometric spreading. If
the corrected amplitude difference is larger than 200, we set the value to be 200. For a
CC between the virtual source A and the receiver B, if the amplitude of the crustal surface
wave on the positive lag is larger than that on the negative lag, the back-azimuth from the
receiver B (Fig. 4.3(C)) indicates the direction of the source. Otherwise, we use azimuth. A
collection of amplitude difference measurements for all CCs related to the virtual source A
is used to construct a rose diagram in which large amplitude difference indicates the source
direction (toward-the-source).
We verify the source directions determined from the azimuthal distribution of SNRs and
amplitude-differences through 2D FK analysis of a subset of stations used as a phased array
(Langston et al., 2009; Behr et al., 2013; Aki & Richards, 2002; Capon et al., 1973). The
reference station in the 2D FK analysis of primary microseisms is the center of an array
composed of 50 stations deployed in 2014 as part of the Northern Embayment Lithosphere
Experiment (Fig. 4.4). The location of the center is defined by averaging latitude and
longitude of array station locations. In addition to inferring wave direction and slowness,
we also compute the monthly 2D FK power spectra to investigate seasonal variations in the
noise. This is done by: cutting the time-series into 24 hourly segments; computing 2D FK
power spectra for each one-hour segment; and then stacking hourly 2D power spectra into
monthly power spectra. To clearly estimate the wave directions, we compute the 2D FK
power for different days. The power spectra are binned with slowness between 0.27s/km to
0.35s/km and a 2◦ azimuth interval. In each bin, we remove mean to better observe power
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difference in different azimuth for different days and use maximum value to represent the
power.
Investigating seasonal variations of SNRs and amplitude-differences can also help reveal
back-azimuths of noise sources. The hypothesis that microseisms originate from arrivals
of strong storms has been confirmed by Stehly et al. (2006). Strong storms appear in the
northern Pacific and Atlantic during northern hemisphere winter and the southern Indian and
Pacific Oceans during northern hemisphere summer (Young, 1999; Stehly et al., 2006). We
use the vertical component of 84 broadband stations (Fig. 4.1) with continuous recording to
compute the CCs over the months of 2014. For each month, SNRs and amplitude-differences
are computed from all CCs. Because the directional output from SNRs and amplitudedifferences are different, away-from-the-source in SNR and toward-the-source for amplitudedifference, we convert away-from-the-source to toward-the-source for better comparison. We
then bin SNRs and amplitude-differences into 5◦ back-azimuth intervals. The RMS of SNRs
and amplitude-differences are computed. Collections of azimuthal variations of SNRs or
amplitude-differences in different seasons can provide direct observations of major source
back-azimuths.
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(A)

(B)

(C)

Fig. 4.4: Array geometry (A) and array response functions (B,C) for an incident plane
wave. 17 stations are marked with red triangles and are used for 2D FK analysis of
secondary microseisms (C). With an additional 34 stations marked with black triangles, an
array with 50 stations is used for 2D FK analysis of primary microseisms (B). Note that
the streaky side lobes in (B) are due to the dominance of the linear portions of the array.
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4.3
4.3.1

Results
Azimuthal distribution of SNRs and amplitude differences
In the following, ”Rayleigh primary” and ”Rayleigh secondary” correspond to the ZZ
correlation Greens functions for primary and secondary microseisms, respectively. Likewise,
”Love primary” and ”Love secondary” correspond to the same microseisms for the TT correlation Greens functions. We compute 13,445 and 11,977 ZZ and TT component CCs,
respectively. For each CC, we compute the SNRs and amplitude-differences. To investigate
the azimuthal bias of station pairs on the measurements of SNR and amplitude-difference,
we compare the azimuthal distribution of station pairs with SNRs/amplitude-difference for
four networks: Central and Eastern US network (N4), Cooperative New Madrid Seismic
network (NM), USArray Transportable Array (TA), and Northern Embayment Lithospheric
Experiment (ZL). Very good azimuthal coverage (inserted rose diagram in the left corner)
for the four networks can be observed in Fig. 4.5 and Fig. 4.6. Two major away-from-thesource and toward-the-source directions can be identified in the azimuthal distribution of
SNRs (Fig. 4.5) and amplitude-differences (Fig. 4.6), respectively. We observe no significant difference in the two directions in the rose diagrams of Rayleigh (or Love) primary and
secondary microseisms.

4.3.2

2D Frequency-wavenumber analysis
The slowness and back-azimuth are well resolved provided signals correlate across this
large regional array (Fig. 4.4). In Fig. 4.7, we stack hourly 2D FK power spectra to
construct monthly power spectra for Rayleigh primary microseisms. A homogenous source
distribution can be observed as the circular feature in the spectral plots, but the magnitude
of the energy flux has clear azimuthal maxima. Energy flux with back-azimuths of ∼ 40◦ and
∼ 320◦ emerge for the whole year but the energy is stronger in winter than summer. Energy
flux with back-azimuths of ∼ 120◦ and ∼ 260◦ become visible from March to September. In
Fig. 4.8, the noise sources are heterogeneously distributed. Major energy flux emerges in the
northeast and northwest quadrants. Weak energy flux can be observed in the southwest and
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Fig. 4.5: Rose diagrams of SNRs for four networks, N4, NM, TA and ZL. The small rose
diagrams in the left corner show the azimuthal distribution of station pairs. Two major
toward-the-source directions ( converted from away-from-the-source directions ) can be
identified in the northwest and northeast quadrants.
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TA

ZL

Secondary
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Secondary
Fig. 4.6: Rose diagrams of amplitude difference for four networks, N4, NM, TA, and ZL.
Two major toward-the-source directions, in northeast and northwest quadrants, can be
observed.
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southeast quadrants in April/May and June, respectively. To estimate the exact azimuths of
energy flux from 2D FK power spectra, we investigate the seasonal variation of normalized
power with the azimuths (Fig. 4.9). Four major back-azimuths can be identified. We observe
a small difference, ∼ 255◦ for Rayleigh primary and ∼ 270◦ for Rayleigh secondary, on the
back-azimuths of noise energy flux in the southwest quadrant.
4.3.3

Seasonal variability of SNRs and amplitude-differences
We also compute 1670 vertical component CCs to investigate seasonal variations of azimuthal distribution of SNRs and amplitude-differences. In Fig. 4.10, different color lines
represent average SNRs and amplitude-differences for different months in 2014. Four major
back-azimuths, ∼ 40◦ , ∼ 140◦ , ∼ 260◦ and ∼ 320◦ , are identified in the azimuthal distribution of the SNRs and amplitude-differences. A small difference, ∼ 255◦ for Rayleigh primary
and ∼ 270◦ for Rayleigh secondary, can also be observed. For noise with back-azimuths of
∼ 140◦ and ∼ 260◦ , average SNRs and amplitude-differences from July to September are
higher than those from November to March. For noise with back-azimuths of ∼ 40◦ and
∼ 320◦ , average SNRs and amplitude-differences from November to March are higher than
those from May to July.

4.3.4

Directionality of sedimentary surface wave
We compute 1247 TT and 989 ZZ component CCs for station pairs with interstation
distance less than 100 km in the passband of 1-5 s (Fig. S2). Inside the ME, we observe
390 and 86 CCs with low-velocity sedimentary Love waves (group velocity of ∼450 m/s)
and Rayleigh waves (group velocity of ∼750 m/s), respectively (Fig. 4.11). We construct a
rose diagram of amplitude-differences for sedimentary Rayleigh and Love waves and do not
observe obvious maximums in the third quadrant (Fig. 4.11(CD)).
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Fig. 4.7: Monthly power spectra for Rayleigh primary microseisms in 2014. Energy flux
with back-azimuths of ∼ 40◦ and ∼ 320◦ emerge during the whole year but the energy is
stronger in winter than summer. Energy flux with back-azimuths of ∼ 120◦ and ∼ 260◦
become visible from March to September.
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Fig. 4.7: (Continued)
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Fig. 4.8: Monthly power spectra for Rayleigh secondary in 2014. Two strong energy fluxes
with the back-azimuths of ∼ 40◦ and ∼ 320◦ emerge in northeast and northwest quadrants
for the whole year. Two additional energy fluxes emerge in the southeast and southwest
quadrants from April to July.
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Fig. 4.8: (Continued)
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Fig. 4.9: Seasonal variations of power spectra for primary (AC) and secondary (BD)
microseisms with back-azimuth. Power spectra with the slowness between 0.27 and 0.35
s/km are binned based on the back-azimuths, from 0◦ to 360◦ with 2◦ interval. In each bin,
we remove mean and use maximum to represent the power. Four major back-azimuths,
∼ 50◦ , ∼ 125◦ , ∼ 260◦ , and ∼ 320◦ , can be identified. A slight difference, ∼ 255◦ for
Rayleigh primary and ∼ 270◦ for Rayleigh secondary, might indicate different source
locations.
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Fig. 4.10: Seasonal variations of monthly average SNRs and amplitude difference for
Rayleigh primary (AC) and secondary (BD) microseisms. Four major azimuths, ∼ 40◦ ,
∼ 140◦ , ∼ 260◦ and ∼ 320◦ , are observed in the azimuthal distribution of primary and
secondary microseisms. A small difference, ∼ 255◦ for Rayleigh primary and ∼ 270◦ for
Rayleigh secondary, can also be observed. For noise with back-azimuths of ∼ 140◦ and
∼ 260◦ , average SNRs and amplitude difference from May to September are higher than
those from November to March. For noise with back-azimuths of ∼ 40◦ and ∼ 320◦ ,
average SNRs and amplitude difference from September to March are higher than those
from May to July.
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4.4
4.4.1

Discussion
Source locations for primary and secondary microseisms
A simple back-projection along the great circle from the network location can provide
an idea of source locations. The back-projection needs two major parameters, the location of the array and the back-projection directions. We fit four joint Gaussian functions to the azimuthal distribution of SNRs to estimate the means and standard deviations of back-azimuth because we observe four SNR peaks in it (Fig. 4.12). We use the
center of array ( −90◦ , 35◦ ) as our reference location and means ±1σ standard deviations as our back-projection directions. We use a nonlinear regression fitting function of
Matlab, fitnlm (Dumouchel et al., 1989; Holland & Welsch, 1977; Seber & Wild, 2003),
to compute the means and standard deviations. The fitting function has the form of:
2

2

2

2

y = a + c1 e−(x−c2 ) /c3 + d1 e−(x−d2 ) /d3 + m1 e−(x−m2 ) /m3 + n1 e−(x−n2 ) /n3 , in which a,
c1 , c2 , c3 , d1 , d2 , d3 , m1 , m2 , m3 , n1 , n2 , and n3 are unknown.
In Table 4.1, the back-projection direction measured from different methods are comparable to each other for primary and secondary microseisms. A simple back-projection (Fig.
4.13) using the Gaussian mean and standard deviation provides insight on the source locations but cannot constrain the exact locations. The exact locations of noise sources can be
determined from triangulation of back-projections from at least three arrays.
The noise with the back-azimuth of ∼ 45◦ has the strongest energy. Back-projection from
the center of the network shows that the source locations for primary and secondary microseisms are in the northern Atlantic Ocean or along North America coasts. The strongest
energy source in the northern hemisphere during winter appears in the Atlantic Ocean (Stehly
et al., 2006; Ardhuin et al., 2011). Kedar et al. (2008) suggested that sources of secondary
microseisms for this strong energy are in the deep water of south of Greenland. Retailleau
et al. (2017) proposed that sources for primary microseisms are along the coast of Greenland. Similar source locations for body waves at 0.1-0.3 Hz have also been observed through
beamforming analysis by Landès et al. (2010). Langston et al. (2009) suggested that source
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locations for microseisms in the 4-5 s period passband can be along the coast of Newfoundland in northeastern North America through wave gradiometry and frequency-wavenumber
analysis. A wide-angle triangulation (Cessaro, 1994) also suggested the sources for primary
microseisms are along the coasts of Newfoundland. Since previous studies (Bromirski &
Duennebier, 2002; Cessaro, 1994) infer shallow sources for primary microseisms, we suggest
that sources for Rayleigh and Love primary microseisms are near the coasts of Newfoundland
or Greenland. The source of secondary microseisms can be 1) off the coast of Newfoundland
and be related to the interaction between ocean swell with coastal reflection, or 2) in the
deep water of south of Greenland.
For noise with the back-azimuth of ∼ 125◦ measured from the receivers, the noise energy
flux is stronger in summer than winter, which suggests that sources can be in the southern
hemisphere. Back-projections along great circles suggest noise sources for primary microseisms can be near the coasts of South America. The source for secondary microseisms can
be near the coasts or in the southern Atlantic Ocean.
For noise with the back-azimuth of ∼ 260◦ from the receivers, previous studies proposed
that the sources might be in the southern Pacific Ocean and near the coastal region of
Australia or New Zealand. Tian & Ritzwoller (2015) suggested that the sources for primary
microseisms with the back-azimuth of ∼ 220◦ can be in the Pacific Ocean of the southern
hemisphere. Stehly et al. (2006) also observed that sources for Rayleigh primary microseisms
can be generated in the southern Pacific Ocean and near the southern and eastern coastal
regions of Australia and New Zealand and in the southern Indian Ocean during the northern
hemisphere summer. Gerstoft et al. (2008) and Landès et al. (2010) observed possible source
locations for body waves at 0.1 - 0.3 Hz in the southern Pacific. A slight difference on
propagation directions (∼ 255◦ for Rayleigh primary and ∼ 270◦ for Rayleigh secondary in
Fig. 4.9 and 4.10) may indicate that sources are in different regions. Primary microseisms
(∼ 255◦ ) can be generated near the southern coasts of Australia or northwest coasts of New
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Table 4.1: comparison of back-azimuths from different methods
Methods
Back-azimuth1(◦ )
Baz2
◦
◦
Gaussian fitting of SNRs
41 ± 17
N/A
(Fig. 4.12, Rayleigh primary)
Gaussian fitting of SNRs
33◦ ± 34◦
115◦ ± 17◦
(Fig. 4.12, Rayleigh secondary)
Gaussian fitting of SNRs
44◦ ± 19◦
121◦ ± 19◦
(Fig. 4.12, Love primary)
Gaussian fitting of SNRs
47◦ ± 17◦
N/A
(Fig. 4.12, Love secondary)
seasonal variation of SNRs
∼ 40◦
∼ 140◦
and amplitude-differences
(Fig. 4.10, Rayleigh primary)
∼ 150◦
seasonal variation of SNRs
∼ 40◦
and amplitude-differences
(Fig. 4.10, Rayleigh secondary)
2D FK power spectra
∼ 45◦
∼ 125◦
(Fig. 4.9, Rayleigh primary)
2D FK power spectra
∼ 45◦
∼ 125◦
(Fig. 4.9, Rayleigh secondary)

Baz3
262◦ ± 17◦

Baz4
317◦ ± 16◦

271◦ ± 15◦

324◦ ± 21◦

269◦ ± 19◦

320◦ ± 16◦

265◦ ± 20◦

322◦ ± 11◦

∼ 260◦

∼ 320◦

∼ 270◦

∼ 320◦

∼ 255◦

∼ 320◦

∼ 270◦

∼ 320◦

Zealand (Reading et al., 2014; Stehly et al., 2006). Great circle back-projections indicate that
secondary microseisms (∼ 270◦ ) can be in the deep Pacific Ocean of the southern hemisphere.
For noise with the back-azimuth of ∼ 320◦ , many studies indicated sources can be near
the coasts of Canada and Alaska or in the deep northern Pacific Ocean. Tian & Ritzwoller
(2015) proposed that primary microseisms identified in the Juan de Fuca plate area are
generated in the shallow water near Graham island. Stehly et al. (2006) suggested primary
microseisms might be generated from two low energy sources, one near the coast of Alaska
and the other close to Japan. Gerstoft et al. (2008) and Landès et al. (2010) proposed
sources for seismic body waves can be in the deep ocean of the Pacific. Ardhuin et al. (2011)
revealed that coastal reflections can significantly increase the secondary microseisms along
the western coast of Alaska and California. The primary microseisms can be generated near
the coastlines of Alaska and Canada. Secondary microseisms can be originated near coasts
and be related reflections or in the deep Pacific Ocean.
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Fig. 4.11: Directionality of sedimentary Love waves. (A) ZZ component cross-correlations
showing arrivals of sedimentary Rayleigh waves (∼ 0.75 km/s) within 100 km interstation
distance. Sedimentary surface wave arrivals are marked between two dashed lines. (B)
Arrivals of sedimentary Love waves (∼ 0.45 km/s). (C) Azimuthal distribution of
amplitude difference of sedimentary Rayleigh waves. (D) Azimuthal distribution of
amplitude-differences of sedimentary Love waves. Weak energy arrivals are observed in the
third quadrant of the rose diagram. Weak energy arrivals might be related to the direction
of widening of the basin.
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Fig. 4.12: Multiple Gaussian function fitting for azimuthal distribution of SNR
measurements. Values over local peaks of fitting curves are Gaussian means and standard
deviations.
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Fig. 4.13: Source locations from back-projections with different back-azimuths. For energy
flux from the back-azimuth of ∼ 45◦ , noise sources can be along the coast of Newfoundland
or Greenland for primary microseisms and in the deep water of south of Greenland for
secondary microseisms. Noise sources are along the coasts of South America for primary
microseisms with the back-azimuth of ∼ 125◦ but in the southern Atlantic Ocean for
secondary microseisms. For primary microseisms with the back-azimuth of ∼ 255◦ , noise
source can along the coasts of Australia or New Zealand. For secondary microseisms with
the back-azimuth of ∼ 270◦ , sources are in the southern Pacific Ocean. Noise sources for
primary microseisms with the back-azimuth of ∼ 320◦ can along the coasts of Alaska and
Canada. The secondary microseisms can originate along the coasts and related to the
coastal reflections or in the deep Pacific Ocean.

86

4.4.2

Directionality of the Sedimentary Surface Wave
Sedimentary surface waves can be used to image the sediment velocity structure and
understand wave propagation properties (Lin et al., 2013; Langston et al., 2009). Langston
et al. (2005) observed sedimentary surface waves in the passband of 0.4-1.5 Hz from an
explosion experiment. Langston et al. (2009) observed that low-velocity sedimentary surface
waves emerge in the passband of 3-5 s in the ME through frequency-wavenumber analysis
of ambient noise and suggested a local noise source. Sedaghati et al. (2018) observed strong
reverberations for station HBAR inside the ME over the frequency range of 0.2-3 Hz and
suggested them as conversion of S-waves to surface waves near the edges of the basin. We
investigate source locations for sedimentary surface waves through frequency-wavenumber
analysis (Fig. S3) using the same array as that for secondary microseisms. We observe an
energy peak with slowness around 0.7 s/km in the frequency of 0.1-0.2 Hz but nothing in
the 0.2-1 Hz. However, we think this energy peak as a streaky side-lobe because 1) previous
studies observed that sedimentary surface waves are in the frequency ranges of 0.2-3 Hz and
2) the array aperture should be less than 15 km to observe coherent waves with slowness as 1
s/km and period as 5s. Because sedimentary surface waves can only be observed for station
pairs inside the ME (Fig. S2), they might be basin-induced surface waves (Hatayama et al.,
1995; Furumura & Sasatani, 1996; Field, 1996; Kawase, 1996; Narayan, 2012). Basin-induced
surface waves have been observed in Kobe (Kawase, 1996; Hallier et al., 2008), Tokachi basin
(Furumura & Sasatani, 1996), Osaka basin (Hatayama et al., 1995), Grenoble basin (Cornou
et al., 2003), and Los Angeles basin (Husker et al., 2006). Weak energy arrivals from 100◦
to 220◦ (Fig. 4.9, 4.10, 4.11) correlates with the direction in which the basin widens.

4.5

Conclusion
We investigate source locations of Rayleigh and Love primary and secondary microseisms through statistical analyses of SNRs and amplitude difference, and 2D frequencywavenumber analysis. We use 277 broadband stations to construct 13,445 and 11,977 ZZ
and TT component CCs. Two major directions can be identified in the azimuthal distribu-
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tion of SNRs and amplitude-differences for primary and secondary microseisms. We also use
84 stations which continuously recorded in 2014 to estimate seasonal variations of seismic
noise. Seasonal variations of SNRs and amplitude-differences locate another two weak noise
sources in the southern hemisphere. Additionally, we use 390 TT and 86 ZZ component CCs
to investigate generation mechanisms of sedimentary surface waves. Because low velocity
sedimentary surface wave can only observed inside the ME, we propose the generation of
sedimentary Love waves might be related to the basin-edge. Weak energy arrivals in the
south and southwest direction might be related to the opening and widening direction of the
basin. Comprehensive waveform modeling or ground motion simulation is needed to better
understand the generation mechanisms of sedimentary surface waves.
In the primary microseisms band, four major back-azimuths, ∼ 45◦ , ∼ 125◦ , ∼ 255◦
and ∼ 320◦ , are identified. For noise with the back-azimuth of ∼ 255◦ , noise energy flux is
stronger in the northern hemisphere summer than winter, which indicates that noise sources
must be in the southern hemisphere. A simple back-projection reveals that noise sources
can be along the coast of Australia or New Zealand. For noise with the back-azimuth of
∼ 320◦ , major noise sources could be along the coasts of Canada and Alaska, which are
consistent with regions identified by Tian & Ritzwoller (2015) and Stehly et al. (2006). For
noise with the back-azimuth of ∼ 45◦ , sources can be near the coasts of Newfoundland
or Greenland. For noise with the back-azimuth of ∼ 125◦ , strong energy flux in northern
hemisphere summer suggests that noise sources are located in the southern hemisphere. A
simple back-projection reveal that sources can be along southeast coasts of South America.
In the secondary microseisms band, four major azimuths, ∼ 45◦ , ∼ 125◦ , ∼ 270◦ and
∼ 320◦ , are observed. Sources for noise with the back-azimuth of ∼ 270◦ can be in the Pacific
Ocean of the southern hemisphere, where sources for body waves were suggested by Gerstoft
et al. (2008) and Landès et al. (2010). Sources for noise with the back-azimuth ∼ 320◦ can
be near the coasts of Alaska and Canada or can be in the deep Pacific Ocean (Gerstoft et al.,
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2008; Landès et al., 2010). Sources for noise with the back-azimuth ∼ 40◦ can be near the
coasts of Newfoundland and Greenland or in the deep ocean of south of Greenland.
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4.A
4.A.1

Supporting information
Amplitude of noise in the coda window
We plot amplitude for signals and noise in the CCs to observe that the amplitude of
noise is 10 times smaller than that of signal. The standard deviation of noise is 1.5 ∗ 10−5 .
It suggests that the RMS amplitude of noise after the major crustal surface wave arrival is
similar for the CCs within the same seismic array (Yang & Ritzwoller, 2008).

4.A.2

Distribution of station pairs observing sedimentary surface waves
Figure S2 shows the distribution of station pairs with interstation distance less than 100
km and station pairs observing sedimentary Rayleigh and Love waves.

4.A.3

Frequency-wavenumber analysis of noise in the band of 0.1-0.2 Hz
Figure S3 is frequency-wavenumber analysis of ambient noise in the frequency band of
0.1-0.2 Hz.
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Fig. S1: Amplitude of signals and noise for 5000 measurements. The amplitude of signal is
10 times greater than that of noise. The standard deviation of noise is 1.5 ∗ 10−5 .
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(A)

(B)

Fig. S2: Station pairs within 100 km (Black) and station pair observing sedimentary
Rayleigh (Left, colored) and Love (Right) waves. Station pairs observing sedimentary
surface waves are all inside the ME.
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Fig. S3: Frequency-wavenumber analysis of ambient noise in the frequency band of 0.1-0.2
Hz.
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Chapter 5
Conclusions
Through applying ambient noise cross-correlations, we investigated velocity structure
in the crust and upper mantle of the Mississippi embayment, explored how climatological
loadings affect seismic velocity, and located sources of ambient noise. We first addressed
the problem that crustal velocity structure is not well known particularly for the middle to
lower crust. A high resolution velocity model was developed to better understand regional
geological structure, including the geometry of the Reelfoot rift, the formation of the Missouri
batholith and its relationshiop with the Reelfoot rift. In order to calibrate the seismic velocity
in the tomography, the distribution of noise sources was investigated through the azimuthal
distribution of signal-to-noise ratio and amplitude difference in the positive and negative
lags of CC and 2D frequency-wavenumber analysis. To better understand how climatological
loading affects seismic velocity, we investigated seasonal variations of coherent noise in the
coda window.
In Chapter 2, we used 277 vertical-component ambient noise data, installed from 1990
to 2018, in the computation of CCs. In total, we constructed 14,916 pairs of CCs. Group
and shear wave velocity tomography with a resolution 1◦ × 1◦ determined a new crustal
model for the region. In upper 5 km of the crust, we observe that low velocity anomalies
correlate with Reelfoot graben, Rough Creek graben, Black Warrior basin, and southern
Mississippi embayment flood plain along the Ouachita-Appalachian thrust front. High velocity anomalies correlate with tectonic uplift regions, such as the Ozark plateau, Nashville
dome, and Ouachita mountains. From 5 to 12 km in the upper crust, a low velocity feature
sits within the boundaries of the Missouri batholith. The Ouachita-Appalachian thrust front
behaves like a buttress separating low velocity to the southwest from high velocity in the
northeast. High velocity features are observed below two major high gravity anomalies, the
anomalies in the northwest corner of Mississippi and Alabama. The high velocity anomalies
near the Covington pluton also correlate spatially with the distribution of gravity anomalies
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I, B, G in Hildenbrand & Hendricks (1995). A high velocity anomaly beneath the Black
Warrior basin is not associated with any known high gravity anomaly. We explain it as
remnant of an oceanic slab during the collison of Laurentia and Gondwana. From 12 to
24 km, elongated high velocity anomalies are observed under the Reelfoot rift and along
the Ouachita-Appalachian thrust front. These high velocity anomalies terminate earthquake
extension in the southeastern NMSZ. From 24 to 43 km, high velocity anomalies are broadly
observed beneath the embayment and extend throughout western Tennessee. Low velocity
anomalies distribute around the high velocity anomalies.
In Chapter 3, we used data from 53 broadband stations to estimate seasonal variation of
seismic velocity in 2014. The deployment of NELE array decreased interstation distance to
30 km, which made this work possible; Meier et al. (2010) pointed out that coherent noise in
the coda window disappears when the interstation distance is greater than 60 km. We observe
the maximum δt/t, the slowest velocity, in May and June and the minimum δt/t, the fastest
velocity, in September and October relative to the annual average. Errors of δt/t are less than
0.01% in most of the measurements. At close distances, the maximum δt/t holds a wide range
of values among station pairs and could be associated with the local sediment structure. At
larger distances, velocity variations tend to stabilize to an average value. The average δt/t
variations for station pairs with different azimuths are similar to each other, suggesting that
velocity variations do not depend on the azimuthal distribution of noise sources. Seasonal
variations of noise amplitude might introduce a bias into the δt/t estimation but the bias
is small compared to the large velocity variations induced by the water table fluctuation.
δt/t correlates primarily with the normalized water table fluctuation and does not show an
obvious relationship with atmospheric pressure, temperature, precipitation or wind speed.
δt/t variation lags behind the water table fluctuation by about 20 days, suggesting that the
water diffusion effect is the dominant mechanism for velocity change. Correlation coefficients
between water table fluctuation and δt/t are independent of the interstation distance and
frequency, but more high coefficients (>0.6) are observed in the passband of 0.3-1 Hz than
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1-2 Hz. One possible explanation could be that high-frequency coherent signals attenuate
faster than low-frequency ones.
In Chapter 4, we used 277 broadband stations to construct 13,445 and 11,977 ZZ and
TT component CCs. Two major directions can be identified in the azimuthal distribution
of SNR and amplitude difference for primary and secondary microseisms. We also used 84
stations which continuously recorded in 2014 to estimate seasonal variations of seismic noise.
Seasonal variations of SNRs and amplitude differences locate two more weak noise sources
in the southern hemisphere. In the primary microseisms band, four major back-azimuths,
∼ 45◦ , ∼ 125◦ , ∼ 255◦ and ∼ 320◦ , are identified. For noise with the back-azimuth of
∼ 255◦ , noise energy flux is stronger in northern hemisphere summer than winter, which
indicates that noise sources must be in the southern hemisphere. A simple back-projection
reveals that noise sources can be along the coast of Australia or New Zealand. For noise
with the back-azimuth of ∼ 320◦ , major noise sources could be along the coasts of Canada
and Alaska. For noise with the back-azimuth of ∼ 45◦ , sources can be near the coasts of
Newfoundland or Greenland. For noise with the back-azimuth of ∼ 125◦ , strong energy
flux in northern hemisphere summer suggests that noise sources are located in the southern
hemisphere. A simple back-projection reveal that sources can be along southeast coasts of
South America. In the secondary microseisms band, four major azimuths, ∼ 45◦ , ∼ 125◦ ,
∼ 270◦ and ∼ 320◦ , are observed. A slight difference on propagation directions (∼ 255◦
for Rayleigh primary and ∼ 270◦ for Rayleigh secondary ) may indicate that sources are in
different regions. Great circle back-projections indicate that secondary microseisms (∼ 270◦ )
can be in the deep Pacific Ocean of the southern hemisphere. In the 1-5s period passband,
low-velocity sedimentary Love waves are observed in 390 CCs. We do not observe maximums
in the thrid quadrant of rose diagram of the azimuthal distribution of amplitude difference,
which means no significant energy propagates from the southwestern ME to the observation
array. The geometry of the edge of the ME correlates azimuthally with toward-to-source

95

distribution, which indicates that the generation of sedimentary Love waves are related to
the basin-edge.
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Wegler, U., Lühr, B.-G., Snieder, R. & Ratdomopurbo, A. (2006), Increase of shear wave
velocity before the 1998 eruption of Merapi volcano (Indonesia), Geophysical Research
Letters, 33(9).
Wegler, U. & Sens-Schönfelder, C. (2007), Fault zone monitoring with passive image interferometry, Geophysical Journal International, 168(3), 1029–1033.
Wiechert, E. (1904), Discussion,Verhandlung der zweiten Internationalen Seismologischen
Konferenz, Beitrage zur Geophysik, 2, 41–43.
Williams, E. (2011), Aviation Formulary V1. 42, Aviation, 1, 42.
Withers, M. M., Aster, R. C., Young, C. J. & Chael, E. P. (1996), High-frequency analysis
of seismic background noise as a function of wind speed and shallow depth, Bulletin of the
Seismological Society of America, 86(5), 1507–1515.
Wu, C., Delorey, A., Brenguier, F., Hadziioannou, C., Daub, E. G. & Johnson, P. (2016),
Constraining depth range of s wave velocity decrease after large earthquakes near Parkfield,
California, Geophysical Research Letters, 43(12), 6129–6136.
Yamamura, K., Sano, O., Utada, H., Takei, Y., Nakao, S. & Fukao, Y. (2003), Long-term
observation of in situ seismic velocity and attenuation, Journal of Geophysical Research:
Solid Earth, 108(B6).
Yang, Y. & Ritzwoller, M. H. (2008), Characteristics of ambient seismic noise as a source
for surface wave tomography, Geochemistry, Geophysics, Geosystems, 9(2).
Yang, Y., Ritzwoller, M. H., Levshin, A. L. & Shapiro, N. M. (2007), Ambient noise Rayleigh
wave tomography across Europe, Geophysical Journal International, 168(1), 259–274.
Yao, H. & Van Der Hilst, R. D. (2009), Analysis of ambient noise energy distribution and
phase velocity bias in ambient noise tomography, with application to SE Tibet, Geophysical
Journal International, 179(2), 1113–1132.
116

Yao, H., van Der Hilst, R. D. & De Hoop, M. V. (2006), Surface-wave array tomography
in SE Tibet from ambient seismic noise and two-station analysis -I. Phase velocity maps,
Geophysical Journal International, 166(2), 732–744.
Yoshizawa, K. & Kennett, B. (2002), Determination of the influence zone for surface wave
paths, Geophysical Journal International, 149(2), 440–453.
Young, I. (1999), Seasonal variability of the global ocean wind and wave climate, International Journal of Climatology, 19(9), 931–950.
Zartman, R., Brock, M., Heyl, A. & Thomas, H. (1967), K-ar and rb-sr ages of some alkalic intrusive rocks from central and eastern united states, American Journal of Science, 265(10), 848–870.
Zartman, R. E. (1977), Geochronology of some alkalic rock provinces in eastern and central
united states, Annual Review of Earth and Planetary Sciences, 5(1), 257–286.
Zeng, X. & Ni, S. (2010), A persistent localized microseismic source near the Kyushu Island,
Japan, Geophysical Research Letters, 37(24).
Zhan, Y., Hou, G., Kusky, T. & Gregg, P. M. (2016), Stress development in heterogenetic
lithosphere: Insights into earthquake processes in the new madrid seismic zone, Tectonophysics, 671, 56–62.
Zhan, Z., Tsai, V. C. & Clayton, R. W. (2013), Spurious velocity changes caused by
temporal variations in ambient noise frequency content, Geophysical Journal International, 194(3), 1574–1581.

117

