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THE AUTOMORPHISM GROUP OF A METROPOLIS-ROTA
IMPLICATION ALGEBRA
COLIN G. BAILEY AND JOSEPH S. OLIVEIRA
Abstract. We discuss the group of automorphisms of a general MR-algebra.
We develop several functors between implication algebras and cubic algebras.
These allow us to generalize the notion of inner automorphism. We then show
that this group is always isomorphic to the group of inner automorphisms of
a filter algebra.
1. Introduction
Cubic implication algebras are an algebraic generalization of the algebra of faces
of an n-cube as introduced by Metropolis & Rota in [4]. From their paper and
further work of the authors ([1, 2]) much is known about the structure of cubic
implication algebras. A survey of this material may be found in [3].
The group of automorphisms of a face poset of an n-cube is well-known to be
Z
n
2 o Sn. We will show that in every cubic implication algebra there is a subgroup
of definable automorphisms, known as inner automorphisms, that corresponds to
the Zn2 portion of this group.
Associated with any cubic implication algebra is a minimal enveloping Metropolis-
Rota implication algebra (usually abbreviated as MR-algebra). Notions such as
congruences and automorphisms lift from the cubic implication algebra to its en-
velope. Thus a major part of characterizing the automorphism group of a cubic
implication algebra is the special case of MR-algebras. Earlier work ([2]) has dealt
with proper subclasses – interval algebras and filter algebras. Herein we are inter-
ested in automorphism groups of arbitrary MR-algebras. By careful construction
of subalgebras we are able to lift results from filter and interval algebras to the
general case.
We begin with some definitions and basic results from [1].
Definition 1.1. A cubic implication algebra is a join semi-lattice with one and a
binary operation ∆ satisfying the following axioms:
a. if x ≤ y then ∆(y, x) ∨ x = y;
b. if x ≤ y ≤ z then ∆(z,∆(y, x)) = ∆(∆(z, y),∆(z, x));
c. if x ≤ y then ∆(y,∆(y, x)) = x;
d. if x ≤ y ≤ z then ∆(z, x) ≤ ∆(z, y);
Let x→ y = ∆(1,∆(x ∨ y, y)) ∨ y for any x, y in L. Then:
e. (x→ y)→ y = x ∨ y;
f. x→ (y → z) = y → (x→ z);
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2 COLIN G. BAILEY AND JOSEPH S. OLIVEIRA
Definition 1.2. An MR-algebra is a cubic implication algebra satisfying the MR-
axiom:
if a, b < x then
∆(x, a) ∨ b < x iff a ∧ b does not exist.
Definition 1.3. Let L be a cubic implication algebra. Then for any x, y ∈ L we
define the (partial) operations ˆ ( caret) and ∗ by:
(a)
x ˆ y = x ∧∆(x ∨ y, y)
whenever this meet exists.
(b)
x ∗ y = x ∨∆(x ∨ y, y)
Lemma 1.4. Every cubic implication algebra is an implication algebra.
Proof. It suffices to note that x→ x = ∆(1,∆(x, x)) ∨ x = ∆(1, x) ∨ x = 1. 
Lemma 1.5. If L is a cubic implication algebra then L is an MR-algebra iff the
caret operation is total.
Proof. If L is an MR-algebra, then for any a, b we have a ∨ b = a ∨ b and so
a ∧∆(a ∨ b, b) = a ˆ b exists.
Conversely, suppose caret is total. If a ∧ b exists, then x ≥ a ∨ ∆(x, b) ≥
(a ∧ b) ∨∆(x, a ∧ b) = x.
Now suppose that a ∨∆(x, b) = x. There are two cases
- if a ∨ b is one of a or b, then a and b are comparable and the meet clearly exists.
- Otherwise a, b < a ∨ b. By [1] theorem 4.3 we must have
a ∨∆(a ∨ b, b) = a ∨ b. (1)
Then we have
a ˆ ∆(a ∨ b, b) = a ∧∆(a ∨∆(a ∨ b, b),∆(a ∨ b, b)) by definition
= a ∧∆(a ∨ b,∆(a ∨ b, b)) by (1)
= a ∧ b.

Definition 1.6. Let L be a cubic implication algebra and a, b ∈ L. Then
a 4 b iff ∆(a ∨ b, a) ≤ b
a ∼ b iff ∆(a ∨ b, a) = b.
Lemma 1.7. Let L, a, b be as in the definition above. Then
a 4 b iff b = (b ∨ a) ∧ (b ∨∆(1, a)).
Proof. See [1] lemmas 2.7 and 2.12. 
Proposition 1.8. Let L be a cubic implication algebra, and p, q in L are such that
p 4 q and p ∧ q exists. Then p ≤ q.
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Proof. We have ∆(p ∨ q, p) ≤ q as p 4 q. Let a = p ∧ q. Then
a ≤ q
∆(p ∨ q, a) ≤ ∆(p ∨ q, p) ≤ q
Hence p ∨ q = a ∨∆(p ∨ q, a)
≤ q
and so p ≤ q. 
Corollary 1.9. Let L be a cubic implication algebra, and p, q in L are such that
p ' q and p ∧ q exists. Then p = q.
Also from [1] (lemma 2.7c for transitivity) we know that ∼ is an equivalence
relation on all cubic implication algebras, and is a congruence on the structure
〈L, ˆ, ∗,1〉. The quotient is naturally an implication algebra.
As part of the representation theory in [1] we had the following definitions and
lemma:
Definition 1.10. Let L be a cubic implication algebra. Then
(a) La = {∆(y, x) | a ≤ x ≤ y} for any a ∈ L. La is the localization of L at a.
(b) ka(y) = (∆(1, y) ∨ a)a for any y ∈ La.
(c) `a(y) = y ∨ a for any y ∈ La.
Lemma 1.11. Let L be any cubic implication algebra. Then
(a) La is an atomic MR-algebra, and hence isomorphic to an interval algebra.
(b) ka(x) ≤ `a(x) for any x ∈ La.
(c) If x, y ∈ La then
x = y ⇐⇒ ka(x) = ka(y) and `a(x) = `a(y)
⇐⇒ x ∨ a = y ∨ a and x ∨∆(1, a) = y ∨∆(1, a).
(d) If p ≥ q ≥ a then there exists a unique z ∈ La such that `a(z) = p and
ka(z) = q.
(e) x ∈ La iff a 4 x.
Proof. See [1]. 
2. Construction of cubic implication algebras
There is a general construction of cubic implication algebras from implication
algebras.
Let I be an implication algebra. We define
I (I) = { 〈a, b〉 | a, b ∈ I, a ∨ b = 1 and a ∧ b exists}
ordered by
〈a, b〉 ≤ 〈c, d〉 iff a ≤ c and b ≤ d.
This is a partial order that is an upper semi-lattice with join defined by
〈a, b〉 ∨ 〈c, d〉 = 〈a ∨ c, b ∨ d〉
and a maximum element 1 = 〈1, 1〉.
We can also define a ∆ function by
if 〈c, d〉 ≤ 〈a, b〉 then ∆(〈a, b〉 , 〈c, d〉) = 〈a ∧ (b→ d), b ∧ (a→ c)〉 .
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We note the natural embedding of I into I (I) given by
eI(a) = 〈1, a〉 .
Note that in an implication algebra a ∨ b = 1 iff a→ b = b iff b→ a = a.
Also ∆(1, •) is very simply defined as it is exactly 〈a, b〉 7→ 〈b, a〉.
It is not hard to show that I (I) is a cubic implication algebra, and is an MR-
algebra iff I is a lattice.
I is a lattice produces two cases – either there is a least element or not.
In the first of these cases I is a Boolean algebra andI (B) is naturally isomorphic
to the algebra of closed intervals of B – we call these algebras interval algebras.
In the second case I is isomorphic to an ultrafilter of some Boolean algebra B and
we get a filter algebra which can be embedded as an upwards closed MR-subalgebra
of I (B).
Every interval algebra is also a filter algebra, as any Boolean algebra B is an
ultrafilter in B × 2.
MR-algebras that are isomorphic to filter algebras have an automorphism group
that splits as a twisted product of a group of inner automorphisms with the group of
automorphisms of the filter. The former group is isomorphic to a Boolean algebra
that is naturally definable from the filter. It is important in what follows to know
that there are many MR-algebras that are filter algebras. In particular ones that
are countably presented.
Definition 2.1. Let L be a cubic implication algebra.
(a) Let A ⊆ L. A is a presentation of L iff
L =
⋃
a∈A
La.
(b) L is countably presented iff there is a countable set presenting L.
Theorem 2.2. Let M be a countably presented MR-algebra. Then M is a filter
algebra.
Proof. Let A = {ai | i ∈ ω} be a countable set that presentsM. Define the sequence
〈bn | n ∈ ω〉 by
b0 = a0
bn+1 = bn ˆ an+1.
Then we have bn+1 ≤ bn and bn+1 4 an+1 so that
M =
∞⋃
n=0
Man =
∞⋃
n=0
Mbn
and {x | ∃n x ≥ bn} is therefore a generating filter for M. 
3. Some Facts about Filter Algebras
Let I (F ) be a filter algebra. We recall some earlier results about automor-
phisms of I (F ) from [2].
Definition 3.1 ([2, Definitions 22, 34]). Let L = I (F ) be any filter algebra. Let
G ⊆ L be a filter.
(a) [[G ]] is the subalgebra generated by G ;
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(b) Ĝ = {∆(x, y) | x, y ∈ G and y ≤ x};
(c) G is a generating filter or g-filter iff [[G ]] = L.
Lemma 3.2 ([2, Theorem 29]). Let G be a filter in a cubic implication algebra L.
Then
[[G ]] = Ĝ .
Definition 3.3 ([2, Definition 35]). Let M be an MR-algebra, and F be a gen-
erating filter in M. Then for all x ∈ M we let αF (x) and βF (x) be the unique
elements in F such that x = ∆(αF (x), βF (x)).
Theorem 3.4 ([2, Corollary 43]). Let M be an MR-algebra, and F , G be two
generating filters in M. Then the function x 7→ βG (x) from F to G is a one-one
onto implication homomorphism.
Definition 3.5 ([2, Definition 47]). Let M be an MR-algebra, and F , G be two
generating filters in M.
A function f : M→M is a filter automorphism based on 〈F ,G 〉 iff
(a) f is an automorphism of M;
(b) f [F ] = G ;
(c) for all x ∈ F x ∼ f(x).
Filter automorphisms are also called inner automorphisms and the set of all inner
automorphisms is denoted by Inn(M).
Lemma 3.6 ([2, Lemma 48, Definition 49]). Let M be an MR-algebra and F , G
be two generating filters in M. Then there is a unique filter automorphism f such
that f [F ] = G . This automorphism is denoted by ϕ〈F ,G 〉.
Lemma 3.7 ([2, Lemma 51]). Let M be a filter algebra. Let F be a generating
filter in M. Let f be a cubic automorphism such that x ∼ f(x) for all x ∈ M.
Then
(a) f [F ] is a generating filter; and
(b) f = ϕ〈F ,f [F ]〉.
From this lemma it is easy to show that the set of filter automorphisms is a
group, but we also want to know that it has 2-torsion.
Lemma 3.8 ([2, Lemma 58, Corollary 59]). Let M be an MR-algebra and F ,G
be two generating filters in M. Then
ϕ〈F ,G 〉 = ϕ〈G ,F〉
and hence
ϕ−1〈F ,G 〉 = ϕ〈F ,G 〉.
Extending the ideas of [2] we define operations and properties of filters and g-
filters, and can prove certain consequences. These results will appear in more detail
in a later paper.
Definition 3.9. Let G ⊆ F be two L-filters. Then
(a) G ⊃ F = ⋂ {H |H ∨ G = F};
(b) G ⇒ F = ∨ {H |H ⊆ F and H ∩ G = {1}};
(c) G → F = {h ∈ F | ∀g ∈ G h ∨ g = 1}.
Lemma 3.10.
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(a) G → F = G ⇒ F .
(b) G ⊃ F = G → F .
Particular amongst all filters are Boolean filters.
Definition 3.11. Let F be a g-filter. Then
(a) G is weakly F -Boolean iff G ⊆ F and (G → F )→ F = G .
(b) G is weakly Boolean iff there is some g-filter containing G and G is H -Boolean
for all such g-filters H .
(c) G is F -Boolean iff G ⊆ F and G ∨ (G → F ) = F .
(d) G is Boolean iff there is some g-filter containing G and G is H -Boolean for
all such g-filters H .
Theorem 3.12. Let G be F -Boolean for some g-filter F . Then G is Boolean.
Now we can define a ∆ operation on filters and this allows recovery of a g-filter
some certain fragments.
Definition 3.13. Let G ⊆ F . Then
∆(G ,F ) = ∆(1,G → F ) ∨ G .
Theorem 3.14. If H , F are g-filters then G = F ∩H is F -Boolean and H =
∆(G ,F ).
Conversely, if G is F -Boolean then H = ∆(G ,F ) is a g-filter and G = F ∩H .
4. Some Category Theory
The operation I is a functor where we define I (f) : I (I1)→ I (I2) by
I (f)(〈a, b〉) = 〈f(a), f(b)〉
whenever f : I1 → I2 is an implication morphism.
The relation ∼ defined above gives rise to a functor C on cubic implication
algebras. In order to show that it is well-defined this we need the following lemma.
Lemma 4.1. Let φ : L1 → L2 be a cubic homomorphism. Let a, b ∈ L1. Then
a ∼ b⇒ φ(a) ∼ φ(b).
Proof.
a ∼ b ⇐⇒ ∆(a ∨ b, a) = b
⇒ φ(∆(a ∨ b, a)) = φ(b)
⇐⇒ ∆(φ(a) ∨ φ(b), φ(a)) = φ(b)
⇐⇒ φ(a) ∼ φ(b).

C is defined by
C (L) = L/ ∼
C (φ)([x]) = [φ(x)].
There are several natural transformations here. The basic ones are e : ID → I
and η : ID→ C , defined by
eI(x) = 〈1, x〉
ηL(x) = [x].
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The following diagram commutes:
I1 φ - I2
I (I1)
eI1
?
I (φ)
- I (I2)
eI2
?
as for x ∈ I1, we have
eI2(φ(x)) = 〈1, φ(x)〉
= 〈φ(1), φ(x)〉
= I (φ)(〈1, x〉)
= I (φ)eI1(x).
The following diagram commutes:
L1 φ - L2
C (L1)
ηL1
?
C (φ)
- C (L2)
ηL2
?
as for x ∈ L1, we have
ηL2(φ(x)) = [φ(x)]
= C (φ)([x])
= C (φ)ηL1(x).
Then we get the composite transformation ι : ID→ CI defined by
ιI = ηI (I) ◦ eI .
By standard theory this is a natural transformation. It is easy to see that eI is an
embedding, and that ηL is onto.
Theorem 4.2. ιI is an isomorphism.
Proof. Let x, y ∈ I and suppose that ι(x) = ι(y). Then
ι(x) = ηI (I)(eI(x))
= [〈1, x〉]
= [〈1, y〉].
Thus 〈1, x〉 ∼ 〈1, y〉. Now
∆(〈1, x〉 ∨ 〈1, y〉 , 〈1, y〉) = ∆(〈1, x ∨ y〉 , 〈1, y〉)
= 〈(x ∨ y)→ y, x ∨ y〉 .
This equals 〈1, x〉 iff x = x∨y (so that y ≤ x) and (x∨y)→ y = 1 so that y = x∨y
and x ≤ y. Thus x = y. Hence ι is one-one.
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It is also onto, as if z ∈ CI (I) then we have z = [w] for some w ∈ I (I). But
we know that w = 〈x, y〉 ∼ 〈1, x ∧ y〉 – since ∆(〈1, y〉 , 〈1, x ∧ y〉) = 〈x, y〉 – and so
z = [〈1, x ∧ y〉] = ηI (I)(eI(x ∧ y)). 
We note that there is also a natural transformation κ : ID→ IC defined by
κL = eC (L) ◦ ηL.
In general this is not an isomorphism as there are MR-algebras M that are not
filter algebras, but I (C (M)) is always a filter algebra.
We also note that ιC (L) = C (κL) for all cubic implication algebras L. The pair
I and C do not form an adjoint pair.
5. Automorphisms
In [2] we showed that the automorphism group of a filter algebra I (F ) decom-
poses into a group of inner automorphisms and the group of implication automor-
phisms of F . In the special case of an interval algebra I (B) the former group is
isomorphic to 〈B, 0,+〉. For arbirary I (F ) the group of inner automorphisms is
isomorphic to a 2-torsion group of subfilters of F .
Now we want to look at the most general case of MR-algebras and determine
some of the structure of the automorphism group.
Let M be any MR-algebra. The functor C induces a group homomorphism
C : Aut(M)→ Aut(C (M)). We want to look at the kernel of C .
The method is somewhat indirect and first we consider what C does in the case
that M is a filter algebra.
5.1. C on Filter algebras. The kernel of C on a filter algebra is relatively easy
to compute.
Theorem 5.1. Let M be a filter algebra. Then
ker(C ) = Inn(M).
Proof. Let φ be any inner automorphism. Then we know that x ∼ φ(x) for all x
so that [x] = [φ(x)] = C (φ)([x]) for all x. Thus φ ∈ ker(C ).
Conversely if φ ∈ ker(C ) then x ∼ φ(x) for all x. Then by lemma 3.7 we know
that φ is an inner automorphism. 
We recall that ifM is a filter algebra and F is a g-filter then φF : M→ I (F )
defined by
φF (x) = 〈∆(1, x) ∨ βF (x), x ∨ βF (x)〉
is an isomorphism – the F -presentation of M.
C gives an isomorphism from C (φF ) : C (M)→ CI (F ). Note that C (φF )−1 =
C (φ−1F ).
Putting this together with ιF we have an isomorphism ι−1F C (φF ) : C (M)→ F .
This induces an isomorphism of automorphism groups
Ξ: Aut(C (M))→ Aut(F ) given by
Ξ(α) = ι−1F C (φF )αC (φ
−1
F )ιF .
Lemma 5.2. Let x ∈ F . Then
φ−1F eF (x) = x.
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Proof.
φF (x) = 〈∆(1, x) ∨ βF (x), x ∨ βF (x)〉
= 〈∆(1, x) ∨ x, x ∨ x〉
= 〈1, x〉
= eF (x).

From this information we are able to identify the image of C .
Theorem 5.3. Let φ ∈ Aut(M). Let φ = ϕ〈F ,G 〉 ◦ χ̂ where χ ∈ Aut(F ). Then
ΞC (φ) = χ.
Proof. Let x ∈ F . Then
C (φ−1F )ιF (x) = C (φ
−1
F )ηI (F)eF (x)
= C (φ−1F )([eF (x)])
= [φ−1F eF (x)]
= [x] by the lemma.
C (φ)([x]) = C (ϕ〈F ,G 〉)C (χ̂)([x])
= C (χ̂)([x]) as ϕ〈F ,G 〉 ∈ ker(C )
= [χ̂(x)]
= [χ(x)] as x ∈ F
ι−1F C (φF )([χ(x)]) = ι
−1
F [φF (χ(x))]
= ι−1F [eF (χ(x))]
= ι−1F ηI (F)eFχ(x)
= ι−1F ιFχ(x)
= χ(x)

Inner automorphisms of filter algebras are determined by their action on a single
g-filter F .
The results cited in section 3, in particular theorem 3.14, shows that any g-filter
G is determined by F ∩ G . This set can be found from the set of fixed points for
ϕ〈F ,G 〉.
Lemma 5.4. Let M = I (F ) be a filter algebra and φ = ϕ〈F ,G 〉 be any inner
automorphism. Then
φ(x) = x iff x ∈ [[F ∩ G ]].
Proof. Let x ∈ [[F ∩ G ]]. Then βF (x) = βG (x) and so αF (x) = αG (x). Thus
φ(x) = ∆(βGαF (x), βG (x))
= ∆(αF (x), βF (x))
= x.
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Conversely, if φ(x) = x then x = φ(x) = ∆(βGαF (x), βG (x)) so that βGαF (x) =
αG (x). Since x ≤ αF (x)∧αG (x) this implies αF (x) = αG (x) is in F ∩G . But now
we have βF (x) = ∆(αF (x), x) = ∆(αG (x), x) = βG (x) and so x ∈ [[F ∩ G ]]. 
Lemma 5.5. Let M = I (F ) be a filter algebra and φ = ϕ〈F ,G 〉 be any inner
automorphism. Then
φ(x) = ∆(1, x) iff x ∈ [[(F ∩ G )→ F ]].
Proof. First we recall that ∆(1,G ) ∩F = (F ∩ G )→ F – see [2, lemma 5.26].
Let x ∈ (F ∩ G )→ F = ∆(1,G ) ∩F . Then φ(x) = βG (x). As ∆(1, x) ∈ G we
have βG (x) = ∆(1, x).
In general we have x ∈ [[(F ∩ G ) → F ]] implies x = ∆(αF (x), βF (x)) where
both αF (x) and βF (x) are in (F ∩ G )→ F . Then we have
φ(x) = ∆(βGαF (x), βG βF (x))
= ∆(∆(1, αF (x)),∆(1, βF (x)))
= ∆(1,∆(αF (x), βF (x)))
= ∆(1, x).
Conversely, if φ(x) = ∆(1, x) then we have ∆(1, x) = φ(x) = ∆(βGαF (x), βG (x))
so that βGαF (x) = αG (∆(1, x)). Since βGαF (x) ∼ ∆(1, αF (x)) and ∆(1, x) ≤
αG (∆(1, x)) ∧ ∆(1, αF (x)) this gives αG (∆(1, x)) = ∆(1, αF (x)). Now we have
x = ∆(αF (x),∆(1, βG (x))) so that βF (x) = ∆(αF (x), x) = ∆(1, βG (x)). Thus
x ∈ [[∆(1,G ) ∩F ]]. 
5.2. Localizing. The main technique we will use to derive information about auto-
morphism is localization. Previously we have localized at a point to obtain interval
algebras of the form Lx that are upwards-closed and contain x. Now we need more
closure, so we will use a localization that produces filter algebras.
The essential use of localization is contained in the next two results.
Theorem 5.6. Let L be a cubic implication algebra and M be any upwards-closed
subalgebra. Then C (inclM) = inclC (M) and the following diagram commutes:
M inclM - L
C (M)
ηM
?
inclC (M)
- C (L)
ηL
?
Proof. The commutativity of the diagram follows from the first result as η is a
natural transformation from ID to C .
We show that if x ∈M then [x]M = [x]L.
Let y ∈ [x]M. Then x ∼ y in M. But this happens iff ∆(x ∨ y, y) = x which is
true in M iff it is true in L. Thus y ∈ [x]L.
Let y ∈ [x]L. Then x∨y ∈M asM is upwards-closed. But then ∆(x∨y, x) = y
is also in M and so y ∈ [x]M. 
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Corollary 5.7. Let f : L1 → L2 be a cubic homomorphism. LetM be any upwards-
closed subalgebra of L1. Then
C (f M) = C (f)  C (M).
Proof. f M = f ◦ inclM so that
C (f M) = C (f ◦ inclM)
= C (f) ◦ C (inclM)
= C (f) ◦ inclC (M)
= C (f)  C (M).

Now here is the localization process we need.
Theorem 5.8. Let M be any MR-algebra. Let X be a countable subset of M and
G be any countable subgroup of Aut(M). Then there is a subalgebra L of M such
that
(a) L is an upwards-closed MR-subalgebra that is countably presented;
(b) X ⊆ L;
(c) if φ ∈ G then φ  L is in Aut(L).
Proof. Define Z inductively by:
Z0 = X
Z2n+1 = the caret-closure of Z2n
Z2n+2 =
{
φi(y)
∣∣ y ∈ Z2n+1, φ ∈ G, i ∈ ω}
Z =
⋃
m∈ω
Zm.
Now let
L =
⋃
z∈Z
Mz.
Then clearly L is upwards-closed. It is easy to see that X ⊆ Zm ⊆ Z for all m so
that X ⊆ L. Also Z is countable so that L is countably presented.
L is caret-closed – as if x, y ∈ L then let a 4 x and b 4 y for some a, b ∈ Zm.
Then m odd implies a ˆ b ∈ Zm, else a ˆ b ∈ Zm+1. Thus a ˆ b 4 x ˆ y and so
x ˆ y ∈ L.
Let φ ∈ G. Then L is φ-closed – as if a ∈ Zm and a 4 z then either φ(a) ∈ Zm
(if m is even) or φ(a) ∈ Zm+1. Now we have φ(a) 4 φ(z) so that φ(z) ∈ L.
Let φ ∈ G. Then φ  L is clearly a one-one homomorphism from L to L. As
φ−1 ∈ G we know that φ  L is also onto. Thus φ  L is in Aut(L). 
Corollary 5.9. Let M be any MR-algebra. Let X be a countable subset of M and
X be any countable subset of Aut(M). Then there is a subalgebra L of M such
that
(a) L is an upwards-closed MR-subalgebra that is countably presented;
(b) X ⊆ L;
(c) if φ ∈ X then φ  L is in Aut(L).
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Proof. Let G be the subgroup of Aut(M) generated by X and apply the theorem.

5.3. Inner Automorphisms. We wish to analyze the kernel of C . Generalizing
from filter algebras we define the group of inner automorphisms.
Definition 5.10. The group ker(C ) is called the group of inner automorphisms
denoted by Inn(M).
Earlier (lemma 5.4 and above) we showed that inner automorphisms on filter
algebras are determined by their set of fixed points. We will show that this is
always true.
Definition 5.11. Let φ ∈ Inn(M). Let
Mφ = {x | φ(x) = x} .
5.4. 2-torsion. LetM be any MR-algebra and let α ∈ Aut(M) be an inner auto-
morphism. We wish to show that α2 = id.
Theorem 5.12. Let α be any inner automorphism of M. Then α2 = id.
Proof. Let x ∈M. We show that α2(x) = x.
Let L be as provided by corollary 5.9 for x and α. Then since we have (by
corollary 5.7) C (α  L) = C (α)  C (L) and C (α) = id we know that α  L is an
inner automorphism of L. So let F and G be two L-g-filters such α  L = ϕ〈F ,G 〉.
Then we have
α2(x) = ϕ2〈F ,G 〉(x) = x.

Thus Inn(M) is an abelian group normal in Aut(M).
6. The Group of Inner Automorphisms
The technique of localization, as used above, establishes more about the group
of inner automorphisms. Here we will use it to show how to recover φ from Mφ
and hence that Inn(M) ' Inn(IC (M)).
Lemma 6.1. Let φ ∈ Inn(M). Then Mφ is an upwards-closed MR-subalgebra of
M.
Proof. Let x ∈ Mφ and let L be as given by corollary 5.9 for x and φ. Then (as
in theorem 5.12) we know that φ  L is an inner automorphism of L – say it equals
ϕ〈F ,G 〉. Then
Mφ ∩ L = {x ∈ L | φ(x) = x}
= [[F ∩ G ]] by lemma 5.4
which is upwards-closed. Thus [x,1] ⊆Mφ. 
The sets Mφ are non-trivial. For example, if x ∈ M then x ∨ φ(x) is in Mφ –
since φ2 = id. Also x ∨∆(1, φ(x)) is not in Mφ unless x = 1.
Theorem 6.2. Let φ1 and φ2 be in Inn(M). Then
Mφ1 =Mφ2 implies φ1 = φ2.
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Proof. Let x ∈M. Let L be as given by corollary 5.9 for x and {φ1, φ2}. Let F , G1
and G2 be L-g-filters such that φi  L = ϕ〈F ,Gi〉. Then we haveMφi∩L = [[F ∩Gi]]
and as Mφ1 = Mφ2 we have F ∩ G1 = F ∩ G2. But then G1 = ∆(F ∩ G1,F ) =
∆(F ∩ G2,F ) = G2 – seetheorem 3.14.
Hence φ1  L = φ2  L and so φ1(x) = φ2(x).
Since we can do this for any x ∈M we have φ1 = φ2. 
This theorem gives only a suggestion of how to recover φ from Mφ. We’ll now
show how to fully recover φ, as a prelude to showing that Inn(M) ' Inn(IC (M)).
First we note that upwards closed subalgebras are completely determined by
their collapses.
Lemma 6.3. Let L1 and L2 be two upwards-closed subalgebras of a cubic implica-
tion algebra M. Then
L1 = L2 iff C (L1) = C (L2).
Proof. This is because Li =
⋃ {[x] | [x] ∈ C (Li)}. 
The main fact we know about φ is that x ∼ φ(x) for all x. This is another way
of viewing C (φ) = id. It implies that
x = (x ∨ φ(x)) ∧ (x ∨∆(1, φ(x))) (2)
φ(x) = (x ∨ φ(x)) ∧ (∆(1, x) ∨ φ(x)) (3)
∆(1, x) ∨ φ(x) = ∆(1, x ∨∆(1, φ(x))) (4)
for any x. Since we already know that x ∨ φ(x) is in Mφ we need to look at the
other half of the first equation. The other two equations suggest the recovery of φ
– it’s the identity onMφ and ∆(1, •) on the other side. So we need to identify the
other side!
Definition 6.4. Let φ ∈ Inn(M). Let
Dφ = η−1M [C (Mφ)→ C (M)].
Lemma 6.5. Let x ∈M be arbitrary. Then ∆(1, x) ∨ φ(x) ∈ Dφ.
Proof. Let z = ηM(∆(1, x) ∨ φ(x)). We want to show that z ∈ C (Mφ) → C (M)
– that is for any [y] ∈ C (Mφ) we have z ∨ [y] = 1. This is equivalent to showing
that ηM(y ∗ (∆(1, x) ∨ φ(x))) = 1 and as η−1M [1] = {1} we need to show that
y ∗ (∆(1, x) ∨ φ(x)) = 1.
y ∗ (∆(1, x) ∨ φ(x)) = ∆(∆(1, x) ∨ φ(x) ∨ y, y) ∨ (∆(1, x) ∨ φ(x))
∆(1, x) ∨ φ(x) ∨ y ≥ y
so it must be in Mφ and therefore
∆(1, x) ∨ φ(x) ∨ y = φ(∆(1, x) ∨ φ(x) ∨ y)
= ∆(1, φ(x)) ∨ x ∨ y
and so ∆(1, x) ∨ φ(x) ∨ y = (∆(1, x) ∨ φ(x) ∨ y) ∨ (∆(1, φ(x)) ∨ x ∨ y)
= 1.
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Thus
y ∗ (∆(1, x) ∨ φ(x)) = ∆(1, y) ∨∆(1, x) ∨ φ(x).
As this is also in Mφ it must also equal 1. 
Lemma 6.6. Let z ∈ Dφ. Then φ(z) = ∆(1, z).
Proof. Let L be as given by corollary 5.9 for z and φ. Let φ  L = ϕ〈F ,G 〉. We
know that Mφ ∩ L = [[F ∩ G ]] so that – in L – we have DφL = [[(F ∩ G ) → F ]]
and that φ  L is equal to ∆(1, •) on this set – by lemma 5.5.
Since z ∈ Dφ we have ηM(z) = ηL(z) ∈ C (Mφ ∩ L) → C (L) and so z ∈ DφL.
Thus φ(z) = (φ  L) (z) = ∆(1, z). 
Corollary 6.7. Mφ ∩Dφ = {1}.
Proof. Let x ∈ Mφ ∩ Dφ. Then we have x = φ(x) = ∆(1, x) so that x = x ∨
∆(1, x) = 1. 
Corollary 6.8. If x ∈Mφ and y ∈ Dφ then x ∧∆(1, y) exists.
Proof. This follows from the MR-axiom as x ∨ y ∈Mφ ∩Dφ and so equals 1. 
Lemma 6.9. Let z ∈ M be arbitrary. Then there is a unique pair 〈z0, z1〉 ∈
Mφ ×Dφ such that
z = z0 ∧ z1.
Proof. We know that z ∼ φ(z) so that z = (z∨φ(z))∧(z∨∆(1, φ(z))). From above
we have z ∨ φ(z) ∈Mφ and ∆(1, z) ∨ φ(z) ∈ Dφ. As Dφ is ∆(1, •)-closed we have
z ∨∆(1, φ(z)) ∈ Dφ.
Suppose that z = z0 ∧ z1 with 〈z0, z1〉 ∈ Mφ ×Dφ. Then we have
z ∨ φ(z) = (z0 ∧ z1) ∨ (φ(z0) ∧ φ(z1))
= (z0 ∧ z1) ∨ (z0 ∧∆(1, z1))
= z0 ∧ (z1 ∨∆(1, z1))
= z0.
Likewise we have z ∨∆(1, φ(z)) = z1. 
Lemma 6.10. Let z ∈M be arbitrary and 〈z0, z1〉 ∈ Mφ ×Dφ be such that
z = z0 ∧ z1.
Then
φ(z) = z0 ∧∆(1, z1).
Proof. Since φ preserves meets that exist and from the definition of Mφ and
lemma 6.6. 
This completes our recovery from φ from Mφ. But we need more in order to
prove that
Inn(M) ' Inn(IC (M)).
Lemma 6.11. C (Mφ) is C (M)-Boolean.
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Proof. Let z ∈M. Then
z = (z ∨ φ(z)) ∧ (z ∨∆(1, φ(z)))
= (z ∨ φ(z)) ˆ (∆(1, z) ∨ φ(z)).
Thus we have [z] = [z ∨ φ(z)] ∧ [∆(1, z) ∨ φ(z)].
We know that z∨φ(z) ∈Mφ and so [z∨φ(z)] ∈ C (Mφ). Also ∆(1, z)∨φ(z) ∈ Dφ
so that [∆(1, z) ∨ φ(z)] ∈ C (Mφ)→ C (M). 
Lemma 6.12. Let F be a g-filter in some filter algebra L, and G , H be two
subfilters of F . If G is F -Boolean then G ∩H is H -Boolean.
Proof. Firstly we see that if s ∈ (G → F ) ∩H then for all g ∈ G ∩H we have
s ∨ g = 1. Thus
(G → F ) ∩H ⊆ (G ∩H )→H .
Now if h ∈ H then there is some g ∈ G and k ∈ G → F such that h = g ∧ k.
As h ≤ g we have g ∈ G ∩H . And h ≤ k implies k ∈ (G → F ) ∩H and so
k ∈ (G ∩H )→H . 
Lemma 6.13. Let F be a g-filter in some filter algebra L, and G be a F -Boolean
subfilter of F . Let f ∈ F . Then G ∩ [f,1] is principal.
Proof. Let f = g ∧ h for g ∈ G and h ∈ G → F . Then we have [g,1] ⊆ G ∩ [f,1].
If x ∈ G ∩ [f,1] then
x = x ∨ f
= x ∨ (g ∧ h)
= (x ∨ g) ∧ (x ∨ h)
= x ∨ g as x ∨ h = 1.
Thus x ≥ g, and so [g,1] = G ∩ [f,1]. 
Lemma 6.14. Let L = La be an interval algebra. Let g ≥ a and h = g → a. Then
for any z ∈ L
z = (z ∨∆(g ∨ z, g)) ∧ (z ∨∆(h ∨ z, h)).
Proof. We work in an interval algebra I (B). Wolog a = [0, 0] so that g = [0, g]
and h = [0, g]. Let z = [z0, z1]. Then we have
g ∨ z = [0, g ∨ z1]
h ∨ z = [0, g ∨ z1]
∆(g ∨ z, g) = [0 ∨ ((g ∨ z1) ∧ g), 0 ∨ ((g ∨ z1) ∧ 0)]
= [g ∧ z1, g ∨ z1]
∆(h ∨ z, h) = [g ∧ z1, g ∨ z1]
z ∨∆(g ∨ z, g) = [g ∧ z0, g ∨ z1]
z ∨∆(h ∨ z, h) = [g ∧ z0, g ∨ z1]
(z ∨∆(g ∨ z, g)) ∧ (z ∨∆(h ∨ z, h)) = [(g ∧ z0) ∨ (g ∧ z0), (g ∨ z1) ∧ (g ∨ z1)]
= [z0, z1].

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Theorem 6.15. Let G be a C (M)-Boolean filter. Let
S1 = η−1M [G ],
S2 = η−1M [G → C (M)].
Then
1. S1 ∩ S2 = {1}.
2. For all x ∈M there are unique x1 ∈ S1 and x2 ∈ S2 with x = x1 ∧ x2.
3. If we define φG : M→M by
φG (x) = x1 ∧∆(1, x2) (5)
then
(a) φG is a well-defined cubic automorphism of M;
(b) φG is an inner automorphism of M;
(c) MφG = S1.
Proof. B1. Let x ∈ S1 ∩ S2. Then we have [x] = [x] ∨ [x] = 1 so that x ∈ η−1M [1] =
{1}.
Note that this implies x ∧∆(1, y) exists for all x ∈ S1 and y ∈ S2 from the
MR-axiom and x ∨ y = 1.
B2. Let x ∈M. Then [x] = x1 ∧ x2 for some x1 ∈ G and x2 ∈ G → C (M) – as G
is a C (M)-Boolean filter.
Let x′1 ∈ S1 and x′2 ∈ S2 be such that xi = [x′i]. Then we have x ∼ x′1 ˆ x′2.
Hence
x = ∆(x ∨ (x′1 ˆ x′2), x′1 ˆ x′2)
= ∆(x ∨ (x′1 ˆ x′2), x′1 ∧∆(x′1 ∨ x′2, x′2))
= ∆(x ∨ (x′1 ˆ x′2), x′1) ∧∆(x ∨ (x′1 ˆ x′2),∆(x′1 ∨ x′2, x′2)).
As ∆(x ∨ (x′1 ˆ x′2), x′1) ∼ x′1 we have ∆(x ∨ (x′1 ˆ x′2), x′1) ∈ S1. Likewise
∆(x ∨ (x′1 ˆ x′2),∆(x′1 ∨ x′2, x′2)) is in S2.
Suppose that x = x1 ∧x2 = y1 ∧ y2 with x1, y1 in S1 and x2, y2 in S2. Then
we have
x1 = x1 ∨ x
= x1 ∨ (y1 ∧ y2)
= (x1 ∨ y1) ∧ (x1 ∨ y2)
= x1 ∨ y1 as x1 ∨ y2 ∈ S1 ∩ S2.
Thus x1 ≥ y1. Dually x1 ≤ y1.
In a similar way we have x2 = y2.
B3. (a) This part we do by localizing. Let x, y ∈ M and let L = Mxˆy. Then
we have C (L) = [[x] ∧ [y],1] so we let GL = G ∩ [[x] ∧ [y],1] = [[g],1] for
some g ≥ x ˆ y. Also we note that S1,L = η−1M [GL] = S1 ∩ L = Lg, and
S2 ∩ L = Lg→(xˆy). Let h = g → (x ˆ y) and a = x ˆ y.
Thus we have for any z ∈ L that
z = (z ∨∆(z ∨ g, g)) ∧ (z ∨∆(z ∨ h, h))
is the decomposition given by part (2) above. Let φg = φG  L so that
φG (w) = (w ∨∆(x ∨ g, g)) ∧∆(1, w ∨∆(x ∨ h, h))
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for any w ∈ L.
We know that in any cubic implication algebra, if a ∼ b then fab : [a,1]→
[b,1] defined by
fab(w) = (w ∨ b) ∧ (∆(1, w) ∨ b)
extends to an inner automorphism of La by
f̂ab(z) = fab(z ∨ a) ∧∆
(
1, fab
(
(∆(1, z) ∨ a)→ a)→ b).
Let
b = ∆(g, a).
Then we have b = ∆(g, a)
= g ∧∆(1, g → a)
= (g ∨ a) ∧∆(1, h ∨ a) = φG (a)
is the image of the mapping restricted to L.
We claim that φg is exactly the inner automorphism f̂ab. By lemma 1.11
it suffices to show that
f̂ab(z) ∨∆(g, a) = φg(z) ∨∆(g, a) (6)
f̂ab(z) ∨∆(1,∆(g, a)) = φg(z) ∨∆(1,∆(g, a)) (7)
for all z. Since we are working in an interval algebra, we will use intervals
from a Boolean algebra to do this.
Let z = [z0, z1]. Wolog a = [0, 0], g = [0, g] and h = [0, g]. Then b =
∆(g, a) = [g, g]. As above (lemma 6.14) we have
z ∨∆(g ∨ z, g) = [g ∧ z0, g ∨ z1]
z ∨∆(h ∨ z, h) = [g ∧ z0, g ∨ z1]
and so
φg(z) = [g ∧ z0, g ∨ z1] ∧ [g ∧ z1, g ∨ z0]
= [(g ∧ z0) ∨ (g ∧ z1), (g ∨ z1) ∧ (g ∨ z0)]
φg(z) ∨∆(g, a) = φg(z) ∨ [g, g] = [g ∧ z1, g ∨ z1]
φg(z) ∨∆(1,∆(g, a)) = φg(z) ∨ [g, g] = [g ∧ z0, g ∨ z0].
By general theory we have
f̂ab(z) ∨∆(g, a) = fab(z ∨ a)
f̂ab(z) ∨∆(1,∆(g, a)) = ∆
(
1, fab
(
(∆(1, z) ∨ a)→ a)→ b).
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This gives us
f̂ab(z) ∨∆(g, a) = fab(z ∨ a)
= (z ∨ a ∨ b) ∧ (∆(1, z) ∨∆(1, a) ∨ b)
= ([z0, z1] ∨ [0, g]) ∧ ([z1, z0] ∨ [1, 1] ∨ [g, g])
= [0, z1 ∨ g] ∧ [z1 ∧ g,1]
= [z1 ∧ g, z1 ∨ g]
= φg(z) ∨∆(g, a).
fab((∆(1, z) ∨ a)→ a) = fab([0, z0]→ [0, 0])
= fab([0, z0])
= ([0, z0] ∨ [g, g]) ∧ ([z0, 1] ∨ [g, g])
= [0, z0 ∨ g] ∧ [z0 ∧ g, 1]
= [z0 ∧ g, z0 ∨ g]
f̂ab(z) ∨∆(1,∆(g, a)) = ∆(1, f((∆(1, z) ∨ a)→ a)→ b)
= ∆(1, [z0 ∧ g, z0 ∨ g]→ [g, g])
= ∆(1, [z0 ∧ g, z0 ∨ g])
= [z0 ∧ g, z0 ∨ g]
= φg(z) ∨∆(1,∆(g, a)).
It follows from this that φG is a well-defined, one-one, and onto cubic
homomorphism.
Well-defined: Immediate from the definition and part (2).
One-one: As if φG (x) = φG (y) we can work as above and see that
f̂ab(x) = f̂ab(y) so that x = y.
Homomorphism: Let x, y be given, and use L be constructed with
x, y. Then x ∨ y and ∆(x, y) are in L so we have φG (x ∨ y) =
f̂ab(x∨y) = f̂ab(x)∨f̂ab(y) = φG (x)∨φG (y). Likewise ∆ is preserved.
Onto: To show this we note that φ2G = id as if x = x1∧x2 with xi ∈ Si
then the unique representation of φG (x) is x1 ∧∆(1, x2). Thus
φ2G (x) = φG (x1 ∧∆(1, x2))
= x1 ∧∆(1,∆(1, x2))
= x1 ∧ x2 = x.
Since this is true, if x ∈M then x = φ2G (x) is in the range of φG .
(b) We can argue as above to see that for any x ∈ M we have φG (x) =
f̂ab(x) ∼ x so that C (φG ) = id.
(c) If x ∈ S1 then x = x ∧ 1 so that φG (x) = x ∧∆(1,1) = x.
If φG (x) = x = x1 ∧ x2 with xi ∈ Si then we have x1 ∧ x2 = x1 ∧∆(1, x2).
By the uniqueness of representation we have x2 = ∆(1, x2) and so x2 = 1.
Thus x = x1 ∈ S1.

Theorem 6.16.
Inn(M) ' Inn(IC (M)).
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Proof. We know from [2] that Inn(IC (M)) is isomorphic to the group of C (M)-
Boolean filters.
We define a mapping Ω from Inn(M) to this group by
Ω(φ) = C (Mφ).
By lemma 6.11 this filter is C (M)-Boolean. By lemma 6.3 and theorem 6.2 this
mapping is one-one. By the last theorem the mapping is onto. We just need to
show that it is a homomorphism, i.e. that
C (Mφ1φ2) = C (Mφ1) + C (Mφ2).
First notice that Mφ1φ2 = {x | φ1(x) = φ2(x)} – since both maps are their own
inverses. By definition
C (Mφ1) + C (Mφ2) =
[(
C (Mφ1)→ C (M)
) ∩ (C (Mφ2)→ C (M))]∨[
C (Mφ1) ∩ C (Mφ2)
]
.
Let x ∈M be arbitrary. Then x = x1 ∧x2 for some x1 ∈Mφ1 and x2 ∈ Dφ1 . Now
let x1 = x11 ∧ x12 and x2 = x21 ∧ x22 where xi1 ∈ Mφ2 and xi2 ∈ Dφ2 . Then we
have
φ1(x) = x11 ∧ x12 ∧∆(1, x21) ∧∆(1, x22)
φ2(x) = x11 ∧∆(1, x12) ∧ x21 ∧∆(1, x22).
Then if φ1(x) = φ2(x) the uniqueness of the representations implies that x12 =
∆(1, x12) and x21 = ∆(1, x21). Thus x12 = x21 = 1. Therefore x = x11 ∧ x22
with x11 ∈ Mφ1 ∩Mφ2 and x22 ∈ Dφ1 ∩Dφ2 . As this entails x = x11 ˆ ∆(1, x22)
we have [x] = [x11] ∧ [x22] and [x11] ∈
[
C (Mφ1) ∩ C (Mφ2)
]
, [x22] ∈
[(
C (Mφ1)→
C (M)) ∩ (C (Mφ2)→ C (M))]. Thus [x] ∈ C (Mφ1) + C (Mφ2).
Conversely, if [x] ∈ C (Mφ1) + C (Mφ2) implies [x] = [x1] ∧ [x2] for some [x1] in[
C (Mφ1) ∩ C (Mφ2)
]
, [x2] in
[(
C (Mφ1) → C (M)
) ∩ (C (Mφ2) → C (M))], and
(as in previous analyses) we may assume that x = x1 ∧ x2 where x1 ∈Mφ1 ∩Mφ2
and x2 ∈ Dφ1 ∩Dφ2 . Then we have
φ1(x) = x1 ∧∆(1, x2)
and
φ2(x) = x1 ∧∆(1, x2).
Thus [x] ∈ C (Mφ1φ2). 
The isomorphism we have constructed in this theorem comes about in a rather
indirect fashion. This is in sharp contrast to earlier isomorphism results that came
about via extension of homomorphism results. In this case such extensions seem
impossible to obtain.
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