In the first part of the paper we determine bounds for the ranks of certain submatrices of square matrices taken from a prescribed similarity class. Then we discuss the concept of offdiagonal indices (defined in Section 1) which, very roughly speaking, measure, for each given integer s, how far we have to go off the main diagonal of a square matrix, to find an s × s nonzero minor. Some open problems are stated.
Introduction
This paper is about matrices over an arbitrary field F. The script letters A and B represent n × n similarity classes over F. So, for any M ∈ A, M is an n-square matrix over F, and A is the set of all matrices over F similar to M. The similarity invariant polynomials, eigenvalues, rank, etc, of the class A are defined as the corresponding concepts referred to any A ∈ A. It is well-known that there exists a matrix in A of the form A 1 ⊕ N, where A 1 is nonsingular and N is nilpotent; moreover, the similarity classes of A 1 and N are well-defined and called the nonsingular and nilpotent parts of A. The rank of A is denoted by r A or rank A.
A subset i ⊂ {1, . . . , n} will be called an indexing set of order |i|, where |i| denotes the cardinality of i. We denote by i c the complementary indexing set {1, . . . , n}\i. Given two indexing sets, i and j, the symbol A[i|j ] represents the submatrix of A consisting of A's entries a vw , with v ∈ i and w ∈ j . Denote by d(i, j ), or just d ij , the cardinality of i\j . Clearly j \i = i c \j c and, if i and j have the same order, i\j and j \i have the same cardinality. Therefore, in case |i| = |j|
In the sequel we study in some detail the following concepts: 
We adopt the usual set-theoretical conventions according to which the 0 × 0 (empty) matrix has determinant 1, and inf ∅ is +∞. [2] (see also [3] ) for any nonscalar class A, the only constraint on the diagonal elements of A ∈ A is the trace condition; so d(A, 1) > 0 iff the trace of A is zero.
The off-diagonal indices occur in problems connected with the pencil xA + B, where x is a variable, and A and B are supposed to run over two given similarity classes A and B, respectively. For example, we may ask for the possible degrees of the polynomial det(xA + B), or the possible number of positive Kronecker indices of xA + B. These problems will be considered in forthcoming work.
In Section 4 we study the off-diagonal indices for their own sake, and, as we shall see, this will lead us to interesting properties and open problems.
Notation for similarity invariant polynomials. In the sequel A denotes a similarity class over F, of order n, with similarity invariant polynomials α 1 , . . . , α n . The α's are monic polynomials, taken from the polynomial ring F[x], ordered so that α 1 | · · · |α n . Wherever needed, we use the conventions: α v = 1 for v < 1, and α v = 0 for v > n. The coefficients of the characteristic polynomial of A, that we represent by χ A , will be denoted by σ s (A), so that
The degree of a polynomial f is denoted deg f.
'Minimal' off-diagonal indices
In our definition (1) we considered the 'sup' over the class A. We may now ask how interesting is the sequence of integers
that we may call the minimal off-diagonal indices of the class A.
These numbers are not so interesting as those of Definition 1.1. In fact, the minimal off-diagonal indices have an extremely simple characterization, that is given, without proof, as a consequence of the following lemma. Proof. We shall use the so-called interlacing theorem for the similarity invariant polynomials of principal submatrices [4, 7] . The rank of A is the number of similarity invariant polynomials of A, α 1 | · · · |α n , that are not multiple of x. For an arbitrary but fixed s r A , let ϕ s be any monic polynomial of degree s − deg(α 1 · · · α s ), not multiple of x. Then the polynomials γ 1 | · · · |γ s , given by γ i = α i , for i < s, and γ s = α s ϕ s , are the invariant polynomials of a nonsingular s × s matrix, say A s . The γ 's and α's interlace, in the sense that α i |γ i |α i+2n−2s for all i. By the referred interlacing theorem, there exists A ∈ A having A s as leading principal submatrix.
The lemma follows by an easy induction using suitably the procedure just described. The details are left to the reader. 
Ranks of submatrices
Recall that A denotes a similarity class over F, of order n, with similarity invariant polynomials α 1 | · · · |α n . Proof. For our purpose we may assume i = {1, . . . , r} and j = {d + 1, . . . , d + r}. This means we are partitioning our matrices A ∈ A in the form
where D and P are square blocks of orders d and p := r − d, respectively. We are looking for conditions on A, equivalent to the existence of A ∈ A such that A[i|j ] -i.e., the corresponding 'XPDY' block -is nonsingular (and, in item (c), with D nonsingular as well). Note that P is a principal submatrix of A.
(a) ⇒ (c). By (a), and by the interlacing inequalities theorem [4, 7] , used as in the proof of Lemma 2.1, there exists A ∈ A having a leading principal submatrix A * , of order d + r, satisfying rank A * r and α * d = 1. Clearly, if we prove (c) for the similarity class of A * , then (c) will follow in general. This is the same thing as assuming, without loss of generality, that n = d + r. Thus, we shall assume that the last row and the last column of blocks in (2) are empty, that is
As α d = 1, the main results of [6, 8] 
For any d × p matrix Z, A is also similar to a matrix like 
On the other hand, as
So, to simplify notations, we may assume that P W already has rank p. In (3), D may be used to zero out the (1, 2) block without changing the rank of the 'PW' block. So A is similar to a matrix like 
with the P W block of rank p. There exists a p × d matrix M such that Q := P + MW is nonsingular. With one more block similarity we transform the last matrix into one of the following type 
with Q and D nonsingular. This proves (c). Proof. The only if part is obvious, because xI − A has a nonzero, constant r-minor, and so rth determinantal divisor of xI − A is 1.
We It is easy to see that if A is an n × m matrix over F, and r is the rank of a p × t submatrix, then
This is a best possible result, in the sense that, if these inequalities hold (for nonnegative integers, such that p n, t m, r A min{n, m}), then we may find a pair matrix-submatrix with the required sizes and ranks.
The proof of the next result is left to the reader. 
Theorem 3.4. Let i be an indexing set with p elements, and r a nonnegative integer. There exists
Proof. Let M be a principal p × p submatrix of a matrix A ∈ A, of rank r, and let µ 1 | · · · |µ p be the invariant factors of M. The inequalities (6) 
This is equivalent to the inequality (7). Conversely, assume (6)- (7) (6) . Now redefine µ p multiplying it by any monic polynomial of degree
not multiple of x. Note that (8) is nonnegative, because of (7). The new value of µ p yeilds deg(µ 1 · · · µ p ) = p, and these µ's obviously satisfy α i |µ i |α i+2n−2p for all i. Let M be any p × p matrix with invariant factors (µ i ). Then M has rank r, and, by [4, 7] , there exists A ∈ A having M as a principal submatrix.
If i and j are arbitrary indexing sets, and A[i|j ] has rank r, then A[i ∩ j|i ∩ j] is a principal submatrix of A of rank r. We therefore have the following immediate consequence of (4) and the previous theorem. 
where p denotes |i ∩ j |.
The off-diagonal indices
We now consider a second similarity class B, with similarity invariant polynomials β 1 | · · · |β n , and the pencils of the form
where A ∈ A and B ∈ B. Define (x) := det(xA + B). Let us expand (x) in powers of x, say (x) = C n x n + · · · + C 0 . Clearly, the coefficients C s are given by
where v and w run over the set of indexing sets of order s and vw is the sign of the [v|w]-minor. 
Theorem 4.2. If the coefficient C s in (9) is nonzero, then
n − r B s r A ,(10)β d(A,s) = α d(B,n−s) = 1.(11)
Proof. Without loss of generality we may assume A satisfies d(A, s) = d(A, s).
There 
Proof. (a) Let
A be an n × n matrix, and let i and j be distinct indexing sets of order s + 1, such that A[i|j ] is nonsingular. Let i be any subset of i, of cardinality s, containing i ∩ j . There exists j ⊂ j such that A[i |j ] is square nonsingular; 
we have d(A, s) d ij . This argument shows that d(A, s + 1) > 0 implies d(A, s) d(A, s + 1). Now assume d(A, s) > d(A, s + 1). Then d(A, S

(A, s) K and d(A, t) > K, for some t s. As a matter of fact, if τ denotes the largest t such that t t s and d(A, t) d(A, t ), then we have d(A, τ ) > d(A, τ + 1) and d(A, τ ) > K; this contradicts (a)
.(i V ∪ i W , j V ∪ j W ) = d(i V , j V ) + d(i W , j W ).d(A, s) d(A 1 , s) if s < n 1 ,(12)d(A, s) = d(N, s − n 1 ) if s n 1 . (13) d(A, 1), d(A, 2), .
. . , d(A, n 1 ) is a sequence of zeroes and ones, ending up with
0. Moreover, if N := J k 1 ⊕ · · · ⊕ J k u (J t
is a Jordan block of order t) is the Jordan normal form of N, d(N, t)=d(N, t) (14)
=min{w : (A 1 , 1), . . . , d(A 1 , n 1 ) , are sequences of zeroes and ones.
For
s). As d(M s , s) ∈ {0, 1} and d(N, t) is positive except for t = 0, Theorem 4.3(e) yields d(M s ⊕ N, s)= d(M s , s).
So (12) holds. Now we prove that 
Next we take any s such that n 1 < s rank A, and use inequality (17) with w := d (N, s − n 1 ). As d(N, t) is given by (15), we have s n 1 
The inequality (16) applied to the nilpotent case (A = Nand n 1 = 0) gives the identity (14).
As (16) holds for any A ∈ A, we have d (A, s) d(N, s − n 1 ) . Finally, let us choose A 1 ∈ A 1 , and s > n 1 ; taking into account Theorem 4.3(e) and the fact that d (N, k) is nondecreasing with k, we get d (A 1 ⊕ N, s) min
, and (13) holds. 
Examples and further results
The aim of this section is to show that the converse to property (d) of Theorem 4.3 is not true in general and that we may have strict inequality in (12).
In the next theorem we single out the following Exceptional case: A is a n × n scalar, nonzero class, and n is multiple of the characteristic of F.
Clearly, in this case, the converse to Theorem 4.3(d) is not true for s ∈ {1, n − 1}. For elements α and β of F, we let A αβ be the n × n similarity class with invariant polynomials 1, x − α, . . . , x − α, (x − α)(x − β). We shall determine the off-diagonal indices of A αβ . As this is a simple task in case α = 0, we shall henceforth assume that α is nonzero. We denote by p the characteristic of the field F. An integer m is said to be nonzero (or invertible) in F if it is not multiple of p. 
(ii) Assume (18) holds. An n × n matrix G satisfies the previous conditions iff G is diagonally similar to αI − (α/s) n , where n denotes the n × n matrix with all entries equal to 1.
Proof. First we prove the 'only if' claims of (i) and (ii). Assume G ∈ A αβ has all s-by-s principal minors equal to zero. Let M be any s × s principal submatrix of G. By the interlacing theorem [4, 7] the s similarity invariant polynomials of M are
for s > 1, or just x − µ in case s = 1, where µ is an element of F. As M is singular, µ = 0 and, therefore, the trace of M is (s − 1)α. So the diagonal entries of G are pairwise equal; let be the common value of these entries. We have
As α / = 0, these equations imply (18). The similarity invariant polynomials of αI − G are 1, x, . . . , x, x(x − α + β). Therefore, αI − G is a rank-one matrix which, as we have just seen, has all its diagonal entries equal to α/s. This means that αI − G is diagonally similar to (α/s) n . This proves that G satisfies the 'only if' condition of (ii).
We now prove the 'if' claims. Assume (18) holds. As (α/s) n has rank 1 and trace nα/s, its similarity invariant polynomials are 1, x, . . . , x, x(x − nα/s) . Therefore, G 0 := αI − (α/s) n lies in A αβ . On the other hand, any s × s submatrix of (α/s) n has rank 1 and trace α; therefore, such a submatrix has α as an eigenvalue. So any s × s principal submatrix of G 0 is singular. This completes the proof of (i). Now (ii) follows in a simple way. 
It is easily to compute the coefficients of the characteristic polynomial of A αβ and check the following
Comparing ( 
σ s (A α0 ) = 0 ⇐⇒ p divides n − 1 s .
The examples we are looking for are based on the fact that the right-hand sides of (21) and (22) Our examples also show that we may have strict inequality in (12). Consider again the case when β = 0 and n is not a multiple of p. Then A 1 , the nonsingular part of A α0 , is the Singleton class of the scalar matrix αI n−1 , and so we have Again, all counterexamples we found live in fields of nonzero characteristic. We then ask: 
