In this paper, we propose a simple way to utilize stereo camera data to improve feature descriptors. Computer vision algorithms that use a stereo camera require some calculations of 3D information. We leverage this pre-calculated information to improve feature descriptor algorithms. We use the 3D feature information to estimate the scale of each feature. This way, each feature descriptor will be more robust to scale change without significant computations.
probably increase the performance of such algorithms.
In visual odometry, feature descriptors are used to match features between displacements in the camera position. Feature matching is a very delicate work where each feature is a projection of a geometric point of the 3D scene to the image plane so that it would be recognizable from different views. Here, feature descriptors are used to match features between the left and right camera images and to track the features over time. There may be some incorrect matches among the matched features called outliers. These outliers are detected and rejected in an outlier rejection step of the visual odometry algorithm, and only the inlier matches are used. Moreover, not all of the inlier matches are suitable for motion estimation. In other words, some features are matched with a small drift and the feature descriptors are not sensitive enough to detect that. Although one-pixel error causes a small drift in the estimation, such drifts are accumulated and cause a notable error in the estimated path. Considering these issues, finding the best matches is considered as one of the main challenges in visual odometry.
Many feature descriptors such as SIFT [1] , SURF [2] , BRIEF [3] , ORB [4] , and FREAK [5] have been proposed in recent years. Some of them like SIFT or SURF are robust, but slow. Others like BRIEF, ORB, and FREAK are fast, but sensitive to large transforms. Although they all have been successful in many application, they generally have a large mismatch rate. For example, in visual odometry, matched features are usually contaminated with outliers by more than 40%. This happens when the feature descriptor is not discriminative at all points, especially the challenging ones. Therefore, an outlier rejection scheme (such as Random Sample Consensus or RANSAC [6] ) should be used to determine which one is a correct and which one is an incorrect match. A better solution will result if these mismatches do not occur. A solution is to prevent these mismatches from happening using more robust feature descriptors.
In this paper, we propose a robust stereo feature descriptor with two properties: first, it utilizes depth information extracted from the stereo images to estimate the scale. Second, it uses the two images of the stereo camera to construct the feature descriptor vector. Our purpose is to build a feature descriptor that is 2 both robust and efficient. A feature descriptor is calculated from a selected area around the corresponding feature. We leverage the depth information to change the area adaptively. Using the left and right images of the scene points helps us to have more information about the features and to implicitly check the features matching process. With the help of the depth information of the feature, we can correctly determine the distance between the feature and the camera. The smaller the distance from the camera is, the larger the area around the feature needed to construct the descriptor is. In other words, our stereo descriptor uses the depth information to estimate the correct scale for the features and adjust the scale for the descriptor.
The rest of the paper is organized as follows. The related literature will be reviewed in Section 2. In Section 3 the basic required elements to describe the proposed method are presented. Section 4 presents the stereo camera feature descriptor algorithm. Section 5 gives the experimental results followed by the conclusions given in Section 6.
Related Work
A complete overview on visual odometry can be found in Scaramuzza et al.
papers [7, 8] . Feature descriptors have been used in visual odometry for many years. But descriptors became more important in this application after the paper by Nister et al. on visual odometry [9] . They suggested using descriptors to match features between the left and right camera images and by using them to track features over time. This technique has recently become more popular and consequently, computing feature descriptors has become one of the major steps in the success of a visual odometry algorithm.
One of the well-known and robust feature descriptors is SIFT [1] . It has been successfully used for more than one decade in many applications including visual odometry, scene reconstruction, object recognition, etc. The SIFT descriptor vector contains 128 floating point numbers. The main issue with the SIFT descriptor is its computation and matching times. In real-time applications such as visual odometry or Simultaneous Localization and Mapping (SLAM ), time limitation is a serious challenge. Moreover, in SLAM, it is needed to store feature descriptor vectors in order to find loop closure which is the main step of the path optimization. Therefore, the size of the descriptor vector is very important. The SURF [2] descriptor, which is a fast version of SIFT, constructs a 64-D descriptor vector and reduces the computation time compared to the SIFT descriptor. However, it still has high computation and matching time.
Mikolajczyk and Schmid [10] show that using dimensionality reduction techniques such as Principal Component Analysis (PCA) or Linear Discriminant Embedding (LDE) can reduce descriptor size without any loss in recognition performance. Another way to reduce the descriptor vector size has been presented by Tuytelaars and Schmid [11] . They took advantage of a quantization method to use only 4 bits to store floating numbers of the descriptor.
Many methods have been employed to solve the SIFT problems to reach a fast computation and matching as well as a suitable discriminative power.
The Binary Robust Independent Elementary Feature (BRIEF ) descriptor [3] is one of the successful alternatives to SIFT. It has a good performance and a low computation cost. BRIEF computes a binary descriptor where each bit is independent. Therefore, the matching process would be much easier than the SIFT-like descriptors. Indeed, the Hamming distance would be used and the matching time will decrease significantly. More specifically, BRIEF defines a test on some pairs of image patches around the feature. The pixel intensity of each smoothed patch is computed and the test is performed on them. The result of the test which might be true or false, determines one bit of the descriptor. In other words, the BRIEF descriptor is an n-dimensional bit string, where each bit is the result of a test between two patches. They consider n=128, 256 and 512 in the largest configuration, and the vector needs just 64 bytes. A significant problem with BRIEF is that it is neither rotation-nor scale-invariant.
The Oriented Fast and Rotated BRIEF [4] , known as the ORB descriptor, uses the keypoint direction to steer the BRIEF descriptor. In addition, a learning method is developed to choose a good subset of binary tests. It is a rotation 4 invariant version of the BRIEF descriptor and it is highly robust to noise. Fast Retina Keypoint or FREAK [5] is another method which is quite similar to the ORB descriptor. FREAK, inspired by human visual system, creates a sampling pattern which is extracted from the human retina. The distribution of ganglion cells is not uniform. Their distribution decreases exponentially as the cells take distance from the foveal area. FREAK uses the retina sampling pattern, which means that it raises the patch size according to the distance from the feature.
In this way, descriptor extracts more detailed information from the area around the feature and extracts more global information as the patch takes distance from the feature. Moreover, the patches have some overlap in the receptive fields and lead to a better performance.
There are some approaches to construct the descriptor vector by learning a convolutional neural network [12, 13] . One of the recent works [14] Recently, some tracking methods [15, 16, 17] have become more popular to match and track features without using feature descriptors. The main problem with these techniques is drifting. Matching features using descriptors would have better results if we use strong feature descriptors.
Preliminary
In this section, the basic elements needed to describe the proposed method are presented. First, a brief description of features is provided. Second, the feature descriptor is explained, and finally, the visual odometry algorithm is briefly presented.
Feature Point
A feature point is a pixel or a small area in an image which differs from its immediate neighborhood in terms of intensity, color, or texture [8] . The 5 pixels around a good feature should have meaningful information in order to discriminate the feature from other points in the image. For example, a repeated plain texture or a simple edge is not a good feature. A good feature is a point in the 3D world which is projected on the camera image and it is easily locatable from different views.
There are many feature extraction algorithms such as SIFT, SURF, FAST, Harris, etc. Each feature has important properties including its location, response and size. The location shows the coordinate of the point in the image and response is the score of the feature calculated by feature extraction algorithm. The other important property of a feature is its size which represents the radius of the meaningful area around the feature. 
Feature Descriptor

Visual Odometry
The process of finding the translation between two positions of the camera based on images taken from those positions is called visual odometry. When this process is repeated on the images of a moving camera, the trajectory of the camera movement can be calculated. Many different visual odometry models are presented. All of the visual odometry models contain three main steps: feature extraction, feature matching or feature tracking, and motion estimation. In a stereo visual odometry model, first, the features of the left and right camera images are extracted. Then in the feature matching step, these features are matched for two time steps. Matching features between the left and right camera images and using triangulation methods results in 3D points. In the motion estimation step, these 3D points are used to estimate the motion of the camera between the two time steps.
Stereo Feature Descriptor
Some steps of the stereo visual odometry such as feature extraction and triangulation are mandatory. In the stereo visual odometry algorithms, 3D
features are used to estimate the motion. We believe that these 3D features and the stereo images can be useful in constructing a more robust feature descriptor.
We propose two strategies to use these data to improve the feature descriptor.
First, we estimate the scale of each feature using the 3D information and feature distance from the camera. Second, we use the two images of the stereo cameras to construct the descriptor vector. These approaches can be applied to any existing feature descriptor.
In the proposed stereo feature descriptor, it is required to match features between the left and right camera images before the construction of the descriptor vector. The proposed model is presented in Figure 1 . Since tracking methods provide a fast approach to finding a feature after short transitions, we use these methods to match features between the left and right camera images without the need for a descriptor. After feature matching, the depth information of the feature points is extracted. This is possible using several stereo geometry methods [18] . Since the depth information is available, the stereo feature descriptor can be constructed.
Our stereo approach is divided into two steps. In the first step, the area around each feature is calculated based on its distance from the camera. The area is a circle where its radius is a function of the depth information of the feature point. The second step constructs the feature descriptor based on the left and the right camera images. The two steps are illustrated in the next subsections.
Scale Normalization
Pinhole cameras, like the human eye, follow the linear perspective projection rules. This means that objects are seen smaller as their distance from the camera increases. Therefore, the scale of an object in the image of the camera would change as the object changes its distance from the camera. Scale-invariant feature descriptors can solve this problem at the cost of intensive calculations. The calculation of the exact distance of the features from the camera is possible using the stereo images where a feature is viewed from two calibrated cameras. These calculations are called triangulation. In the proposed feature descriptor, we leverage the depth information of the features to determine a fixed area around the feature point in the image and construct the feature descriptor based on this area. In other words, even if a feature is seen from a different distance, the image portion which is used for the calculation of the descriptor would be the same. To do so, the feature descriptor is calculated on a circle around the feature where the radius of this circle is derived based on the depth of that feature. The relationship between the depth and the radius should be estimated. This can be done by experimentally sampling and applying a curve fitting algorithm. to its depth, the same patterns would be used to construct the feature descriptor vectors and therefore, the descriptors would be the same in the two images.
The aforementioned policy can be applied to any descriptor by just modifying the size property of the features. In this paper, we use FREAK and SIFT as the base descriptors to implement our stereo descriptors. The FREAK descriptor uses Gaussian kernels, distributing them around the feature to extract local information. FREAK is inspired from the distribution of visual cells in the human retina. Figure 3 shows these Gaussian kernels distributed in the two areas shown in Figure 2 . The two images are quite similar, but they are different just in terms of resolution and image quality. In this step, Gaussian kernels would help us, since changing resolution does not affect on its output. 
Stereo Descriptor
Finding perfect matches between features is a crucial step of motion estimation in visual odometry. Among matched features, there are many outlier matches. Removing these outlier matches is possible by outlier rejection methods. After the rejection of outliers, motion estimation is applied to the inlier matches. However, recent researches prove that using all of the inliers would not lead to the best estimation [17] . There are inliers which have some small errors. These errors are caused by small drifts in the feature extraction step. In addition, the feature descriptors are not sensitive enough to notice those small errors. As a result, they construct similar descriptors for these drifted points.
Our solution for this problem is to prevent matching drifted features by constructing a more strict feature descriptor. This goal is achieved using both images of the feature in the left and right cameras. These images have slight differences which are related to the angles of the two cameras. The feature is in the viewing field of both cameras, but the surrounding area of the point, in which the descriptor is made, is different.
Our descriptor vector has two sections. The first section represents the descriptor of the left view of the feature and the second section represents the descriptor of the right view of it. In this way, we have a double check on feature matching and prevent the feature matcher to match drifted features.
Experimental Results
The main aim of this paper is presenting a more robust feature descriptor for visual odometry, where 3D data is available. Therefore, the well-known visual odometry dataset called KITTI [19] is used to evaluate the proposed descriptor. Note that most datasets common for evaluation of feature descriptors, like Mikolajczyk and Schmid dataset [10] , are monocular and do not support the stereo information. Thus they are not applicable to our stereo descriptor.
Three experiments are designed to evaluate the proposed descriptor comprehensively. In the first experiment, the proposed scale normalized feature descriptor is evaluated. The second experiment examines the robustness of the stereo feature descriptor and the last experiment tests the stereo feature descriptor in a usual visual odometry problem. These experiments are presented in the next three subsections.
A. Feature Matching Experiment
The goal of this test is to show the degree of improvement the proposed scale normalization technique makes in the resulting descriptor. Therefore, this would be a contest between a standard descriptor and the scale normalized version of it. SIFT and FREAK descriptors are chosen for this evaluation. SIFT is a scale invariant and robust descriptor and FREAK is a fast and robust binary descriptor. We expect that the scale normalization technique would improves both of these descriptors.
In this experiment, we count the number of frames in which a feature could be found using the specified descriptor. It is obvious that a higher correctly matched score shows higher robustness of the descriptor. Here, each feature will be matched to features in the next ten following frames. In other words, this is a multi-step feature matching and the features of f rame t will be matched with the features of f rame (t + step), where:
step ∈ {1, 2, 3, ... , 10} and t = Current f rame number.
This test is employed on the candidate descriptors two times. First, for the scale normalized version where the Scale Estimation flag is set to True and second, for the standard version where the Scale Estimation flag is set to False. Then, the evaluation algorithm operates as shown in Algorithm 1.
1. Extract features from f rame = t and f rame = t + step. 3. Calculate the descriptors using standard algorithm and match features.
4. For each correct match the descriptor gets one point.
5. if step <= 10, step = step + 1 and repeat from Step 1.
6. t = t + 10, step = 1 and repeat from Step 1. Table 1 shown that scale normalized versions of SIFT and FREAK descriptors, named SN-SIFT and SN-FREAK, both got better scores in all sequences than their standard versions. SIFT is a scale invariant descriptor, so as it was expected, the improvement in FREAK is higher than in SIFT. However, the scale normalized SIFT also had a 8.75% improvement on the average. Since
Algorithm 1: Evaluation algorithm
Freak is not scale invariant, the proposed technique helps FREAK to improve its score by 28.65% on the average. Scale normalization helps descriptors to become scale invariant feature descriptors.
Feature extraction algorithms often use a threshold on the response property of the features to prune weak features. Using a strict threshold results in a small set of features with a high response property. In another word, a higher response indicates a stronger feature. Therefore, with the use of a strict threshold, it would be easy for descriptors to find features in consecutive frames and the However, in this experiment, in order to show the advantage of the proposed method, we use a loose threshold, so that the feature set has both strong and weak features. The experiment was repeated three times. The feature set size for these experiments was 310, 1350, and 2320, respectively. Figure 4 shows the improvement of the proposed method over the standard descriptors for different sizes of the feature set. We see that the improvement increases as the size of the feature set increase.
B. Visual Odometry Robustness Experiment
To evaluate the robustness of the proposed method, we design an inlier counting visual odometry experiment in which we use the simple visual odometry model presented in Figure 1 . In this test, instead of fitting the model to the dataset to get the highest accuracy, we aim to examine the robustness of the descriptors. Therefore, a multi-step visual odometry model is used where motion estimation will be applied to the current frame t and t + step frame later for step = {1, 2, 3, 4, 5}. In a standard visual odometry, the step is equal to one. When a larger step is chosen, a larger transform would occur between frames and it becomes more challenging for the descriptor to cope with the scale change of each feature.
We applied our stereo version of FREAK descriptor on the KIT T I dataset and compared it against the standard version of the FREAK descriptor. The results of this test are shown in Figure 5 . Our stereo descriptor produces 19% more inliers in comparison to the standard version of the FREAK descriptor.
Due to the strict criteria on matching features in our method, considering the number of inliers as the only measure cannot constitute a comprehensive and conclusive evaluation. In order to deduce a better evaluation, we also perform an accuracy based visual odometry test on the stereo feature descriptor algorithm. 
C. Visual Odometry Accuracy Experiment
In the final experiment, the accuracy improvement is evaluated. As before, we used the simple visual odometry model illustrated in Figure 1 . Recently, most of the visual odometry models use RANSAC [6] to rejects outliers. This method has an important random subsection which causes the model to have different results in each run even with fixed parameters. As mentioned before, this is not a benchmarking test and we want to evaluate the general accuracy improvement of our method. One way to cope with the randomness is to repeat the test for several times with fixed parameters. Therefore, the test is repeated 20 times for each descriptor and the average results are reported to have a better comparison.
In these tests, our stereo FREAK descriptor improves the average estimation by 23% relative to the standard FREAK. Table 2 shows the result of all tests. The stereo version of FREAK descriptor has better results in both worse and best estimations, too. This shows that the stereo descriptor is more stable than the standard version and the scale normalization method is successful to improve the visual odometry accuracy and stability at the same time.
Conclusions
Feature descriptors are very useful in computer vision. Many algorithms such as visual odometry or SLAM rely on these methods to match features.
Stereo visual odometry requires some mandatory computations such as 3D features calculation. This information can be used to improve feature descriptors.
Our stereo feature descriptor uses the 3D information of features to adjust the scale based on the features depth. In this way, the descriptor robustness is improved without a significant computation. Moreover, we use stereo images to construct the descriptor vector. It helps the descriptor to have comprehensive information about the features and construct better descriptors. Our implementation increases the number of inlier matches of the SIFT and the FREAK descriptors by 8.75% and 28.65% on the average. Moreover, this technique results in 23% improvement in visual odometry due to preventing wrong matches and adjusting the scale of the feature descriptor .
