We have calculated the base pair probability distribution for the secondary structure of a full length HIV-1 genome using the partition function approach introduced by McCaskill (McCaskill, 1990) . By analyzing the full distribution of base pair probabilities instead of a restricted number of secondary structures, we gain more complete and reliable information about the secondary structure of HIV-1. We introduce methods that condense the information in the probability distribution to one value per nucleotide in the sequence. Using these methods we represent the secondary structure as a weighted average of the base pair probabilities, and we can identify interesting secondary structures that have relatively well de ned base pairing. The results show high probabilities for the known secondary structures at the 5' end of the molecule that have been predicted on the basis of biochemical data. The Rev response element (RRE) appears as a distinct element in the secondary structure. It has a meta-stable domain at the high a nity site for the binding of Rev. The overall structure decomposes into fairly small independent structures in the rst 4000 bases of the molecule. The remaining 5000 bases (excluding the terminal repeat) form a single, large structure, on top of which the RRE is located.
Introduction
HIV-1 and HIV-2 are highly complex retroviruses. Their genomes are densely packed with information for the coding of proteins and biologically signi cant RNA higher order structures. Knowledge of all the functional secondary structures is a prerequisite for the understanding of the molecular biology of HIV. This article describes the probability distribution of secondary structures in a full length HIV-1 genome. Previously a number secondary structures have been determined that play a role during various stages of the virus life cycle:
In reverse transcription: Reverse transcription is primed by a tRNA that is bound to the primer binding site (PBS) at the 5' of the viral genome. The PBS is located in a conserved secondary structure (Berkhout & Schoneveld, 1993; Baudin et al., 1993) . RNA secondary structure might also be involved in regulating the number of mutations during reverse transcription. The introduction of a stemloop structure in HIV leads to a relatively high local mutation rate in reverse transcription (Pathak & Temin, 1992) .
In transcription and regulation of splicing: At the 5' end of the molecule resides the trans-activating responsive (TAR) element, which interacts with the regulatory Tat protein. The binding of the Tat protein to TAR is responsible for the { 1 { activation of the pro-virus transcription (Feng & Holland, 1988; Klaver & Berkhout, 1994) . The sequence in the main hair-pin loop of TAR is complementary to a strongly conserved sequence further downstream in the gag gene. These sequences might interact with each other, forming a so-called kissing motif (Chang & Tinoco Jr., 1994) . The Rev response element (RRE), an RNA structure that is located within the env gene plays a regulatory role. The binding of the Rev protein to RRE regulates the transport of unspliced HIV sequences to the cytoplasm Mann et al., 1994; Kimura & Ohyama, 1994) . Splicing itself appears dependent on the RNA secondary structure. The major-splice donor (SD) resides in a strongly conserved (Harrison & Lever, 1992) and biochemically stable (Baudin et al., 1993) secondary structure.
In translation: RNA structure 3' from the gag-pol frameshift site contributes to ribosomal frameshift e ciency (Vickers & Ecker, 1992) .
In packaging and dimerization: Late in infection full length HIV sequences need to be packed into virion particles. The packaging signal appears to form a stem-loop structure (Hayashi et al., 1992) . The sequence upstream of the packaging signal that is necessary for the dimerization of HIV-1 is proposed to form a separate hairpin (Laughrea & Jette, 1994) . The sequence in the loop of this hairpin might interact with its counterpart in another HIV-1 sequence to start the dimerization.
The structures mentioned above were all determined using a combination of biochemical analysis, comparison of sequence data, and secondary structure prediction algorithms. A number of undiscovered functional secondary structures might still be present They could be involved in splicing, the regulation of translation of the various mRNAs, or regulation of the stability of the full length genome and its various splicing products. Prediction of RNA secondary structure using computer algorithms can be regarded as complementary to methods for the prediction of secondary structure that are based on sequence comparison or on biochemical analysis. It can point out regions of interest that can henceforth be analyzed in greater detail using biochemical and comparative analysis.
Almost all secondary structure predictions in the literature have only considered the minimum free energy structure and/or a fairly small sample of suboptimal { 2 { structures, as provided, e.g., by Zuker's mfold package (Zuker & Sanko , 1984; Zuker, 1989; . McCaskill's partition function approach (McCaskill, 1990) , which allows for an exact computation of the complete matrix of all base pairing probabilities, provides more complete and reliable structural information. Biebricher has used McCaskill's algorithm to analyze the RNA secondary structure requirements necessary for replication by Q replicase (Biebricher, 1994) , and implications for evolutionary dynamics of RNA secondary structure as a probability distribution have been studied (Bonhoe er et al., 1993) . The large size of HIV genomes ( 9200 nucleotides) implies that there is a huge number of low energy states. Hence the computation of the complete set of possible structures is too costly to be practical. For example, the frequency of the minimum energy structure in the ensemble of possible structures at thermodynamic equilibrium is in general smaller than 10 ?23 for RNAs of the size of a viral genome. Hence one needs more than 10 23 of di erent structures to adequately describe the ensemble, and the direct generation and analysis of this amount of structural information is way beyond the capabilities of even the most modern computer systems. McCaskill's approach provides a computationally feasible alternative, which is in fact comparable to the requirements of the simple minimum free energy folding algorithm. The algorithm used in this paper is taken from the public domain Vienna RNA Package (Hofacker et al., a) . It has been used already successfully for computing the base pairing probability matrix of the complete genome of the coli-phage Q on a UNIX workstation (Hofacker et al., 1994) .
The length of the HIV-1 genome has heretofore been prohibitive for folding the entire genome. Secondary structure predictions were therefore based on folding subsequences in fairly small windows. This approach has two disadvantages: (i) by de nition it cannot be used for long-range interactions that span more than the window size, and (ii) the results depend crucially on the exact location of the boundaries of the sequence window.
Subsequences can be folded independently of the rest of the structure only if they form a component by themselves, i.e., if there are no base pairs to the outside of the sequence window. The rst 400 bases of the HIV-1 LAI genome form two components which are well separated from the rest of the molecule. Consequently, the structure can be approximated quite well by independently folding this piece of sequence. In section 3 we give an example of the devastating e ect of using sequence windows which do not coincide with components. Splitting the sequence in two halves gives a completely wrong structure. The only way of identifying the component boundaries is folding the sequence in its entirety.
We report here the computation of the base pairing probability matrix for the complete genome of an HIV-1 virus, Genbank entry HIV-1 LAI (Wain-Hobson et al., 1985) . The sequence length is n = 9229. Both memory and CPU requirement for this task are formidable but not beyond the reach of a CRAY Y-MP supercomputer. The algorithm and its implementation are discussed in the appendix. In section 2 we describe the over-all structure of the viral genome along with useful condensed representations of the data. Section 3 compares our computational data to known secondary structure motifs of the HIV-1 virus. In particular, at the 5' end our method resolves the TAR region, the region containing the primer-binding site, the region containing the major splice donor and the packaging signal, and the hairpin 3' from the ribosomal frame-shift between gag and pol. The RRE is very well separated from other secondary structures. The RRE is particularly interesting since, whereas part of its structure is very well de ned, the high a nity binding site for the binding of Rev within the RRE has a high structural versatility. We also show that the TAR secondary structure is repeated at the 3' end.
{ 4 { 2. Representing the Structure
The complete base pairing probability matrix is a symmetric n n matrix with the entry (i; j) being the probability that base i is paired with base j. For the HIV-1 genome analyzed here n=9229 and hence the matrix has approximately 8:5 10 7 entries. Below we discuss a number of ways of representing these data in a convenient way. For access to the full matrix see the appendix.
Dot Plots.
A dot plot is a two-dimensional graph in which the size of the dot at position i; j within the graph represents the probability of the i; j base pair. Thus, in principle, dot plots contain complete base pairing information. In practice, we suppress the dots corresponding to base pairs that occur with a probability of less than 10 ?5 . Figure 1 shows the 5'-end of HIV-1 LAI . The plot is divided into two triangles. The upper right triangle contains the base pairing probability matrix (p ij ); the size of the squares is proportional to the pairing probability. The lower-left triangle displays the minimum free energy structure (MFE) for comparison. Here only the base pairs that occur in the MFE are indicated. This way of presenting the data is similar to the dot-plot method used by Zuker (Jacobsen & Zuker, 1993) . In Zuker's representation the dots in the upper right triangle correspond to base pairs that are part of secondary structures with free energies close to the free energy of the MFE. In our representation the sizes of the dots correspond to the actual probabilities of the base pairs.
The base pair probability matrix (p ij ) itself is not a very convenient data set for gaining an overview over the structure of a very large RNA molecule. We thus introduce some additional quantities that provide condensed information about the secondary structure. These measures depend only on the sequence position, instead of the base pair, and thus allow for a convenient graphical representation. They can also be used for comparing structures from di erent sequences by alignment-like procedure, see (Bonhoe er et al., 1993; Hofacker et al., 1994) for the discussion of an alignment procedure based on a variant of the mountain representation.
Figure 1: Dot plot of the TAR region at the 5' end of HIV-1 LAI . The upper right triangle contains the base pairing probability matrix (p ij ); the size of the squares is proportional to the pairing probability. The lower-left triangle displays the minimum free energy structure for comparison. Hairpin loops appear as diagonal patterns close to the separating line between the two triangles, with the distance from this line indicating the loop size. Internal loops and bulges appear as shifts and gaps in the diagonal patterns. Some biological information about the TAR region can be found in section 4.
Generalized Mountain Representation.
A convenient way of displaying the size and distribution of secondary structure elements is a generalized version of the mountain representation introduced by Hogeweg and Hesper (Hogeweg & Hesper, 1984) . Let us de ne the number of base pairs that enclose position k as the number of base pairs (i; j) for which i < k and j > k. In the original mountain representation a single secondary structure is represented in a two dimensional graph, with the x-coordinate being the position(k) in the sequence and the y-coordinate the number of base pairs that encloses k. The resulting graph looks like a mountain-range where: Peaks correspond to hairpins. The symmetric slopes represent the stack enclosing the unpaired bases in the hairpin loop, which appear as a plateau. Plateaus represent unpaired bases. When interrupting sloped regions they indicate bulges or interior loops, depending on whether they occur alone or paired with another plateau on the other side of the mountain at the same height respectively. Valleys indicate the unpaired regions between the branches of a multi-loop or, when their height is zero, they indicate unpaired regions separating the components of secondary structures.
The mountain representation allows for straightforward comparison of secondary structures and inspired a convenient algorithm for alignment of secondary structures Hogeweg:94.
We construct a generalized version of the mountain representation as follows: Con- In order to see that this measure is in fact a close relative of the mountain representation, assume for a moment that p ij is the pairing matrix of a minimum free energy structure. Thus p ij = 0 or 1. In this case m k is the number of base pairs which contain k, i.e. it is constant for all positions in the same loop, increases by one at each paired position at the 5' side of a stack and decreases by one at each paired position at the 3' side of a stack. The generalized mountain representation gives a weighted average of the ensemble of secondary structures. The y-coordinate of base k corresponds to the number of base pairs that is expected to enclose k on average. In the original mountain representation the steepness of the slopes is either +1, ?1 or 0 corresponding to whether a base is paired to a base downstream, to a base upstream, or whether it is not paired at all respectively. In the generalized mountain representation the slope can have any value between +1 and ?1, where the steepness of the slope gives the probability of being paired to a base downstream minus the probability of being paired to a base upstream. Figure 2 is the generalized mountain representation of HIV-1 LAI . The rst 4000 nucleotides of the sequence form a large number of independent secondary structures whereas the remainder of the sequence forms a single multi-stem structure.
Separation of Components.
Large RNA molecules in general decompose into components, that is, into contiguous sequence pieces that form base pairs only inside themselves and which are not interior to any other base pairs. Components play a special role in the calculation of the MFE structure: they can be folded independently from each other. The biophysical signi cance of components is that they form well separated substructures which are only loosely tied to each other. One therefore expects a fair amount of exibility between components. Since m k drops to zero at component boundaries this measure could be used to identify them. Unfortunately, when an ensemble of structures is considered, m k does not have an immediate statistical interpretation in terms of the separation of components. A more intuitive measure for identifying components is the probability
that k is the boundary between components. Thus s k is the probability that there is no base pair to which position k is interior. A plot of the separation probabilities s k for HIV-1 LAI is shown in Figure 3 . The results are consistent with Figure 2 : the rst 4000 nucleotides form a large number of independent components, whereas the remaining 5000 form a single component. Component boundaries with s k > 0:7 are the given in Table 1 . i.e., d k is the probability of the most probable base pair involving k, or the probability that k is unpaired, whichever is larger. Thus d k is high when a base either has a high probability of pairing with one speci c other base or it has a high probability of not interacting at all.
{ 10 { The known secondary structure elements are further discussed in the next section.
A plot of d k versus nucleotide position reveals information on the stability of small scale patterns. The idea behind measuring d k is that the well-de nedness of a region provides information on its functional signi cance. A secondary structure that is important for the function of a molecule should have a high probability of occuring in the thermodynamic ensemble of alternative secondary structures, and should not just be one of the many alternative structures that have a near equal probability of occuring. Note that the well-de nedness measure does not depend on the well-de nedness of all nucleotides within a secondary structure. As long as most of the nucleotides in a region of the sequence are well de ned, the presence of a few nucleotides with variable base-paring behavior (\breathing") will not drastically decrease the well-de nedness of the whole region.
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Some Known Secondary Structure Patterns
The TAR element at the 5' End.
At the 5' end of HIV-1 resides the trans-activating responsive (TAR) element, which interacts with the regulatory Tat protein. The binding of the Tat protein to TAR increases transcription rates (Feng & Holland, 1988; Jeang et al., 1991) . The TAR hairpin presents itself in our folding data as a very well de ned stem-loop structure (5-54), at about the 90% level in terms of our d-measure, see Figures 5 and 6. Comparing the two triangles in Figure 1 shows that the minimum free energy structure dominates the dot plot in this region. The sequence in the hairpin loop of TAR (CUGGGA) is complementary to a strongly conserved sequence further downstream (UCCCAG) that is located in the loop of a postulated hairpin in the gag gene, positions 1098 to 1111. Biochemical analysis shows that these sequences might indeed interact with each other, forming a so-called \kissing hairpin" motif (Chang & Tinoco Jr., 1994) . The kissing hairpin motif is a pseudoknot; i.e., it requires the interaction between bases that are internal to di erent secondary structure elements. Our analysis does not include the search for potential pseudoknots. What we can look for, however, is the presence of the hairpins in the loop of which the complementary sequences are located. In other words, are the nucleotides accessible for base pairing ? The TAR hairpin is present with a high probability as discussed above. The possible hairpin { 14 { in gag with the UCCCAG motif however, occurs only with very low probability in the thermodynamic ensemble. The reason why this hairpin does not form more frequently is competition with more stable hairpin structures which contain base pairs both upstream and downstream from the region between positions 1098 and 1111, see Figure 8 . For instance, the stack on the 5' side contains the base pair (1077-1099) with probability p 1077;1099 = 0:856.
The primer binding site region and the packaging signal region.
Reverse transcription of HIV-1 RNA into DNA is primed by a lysine tRNA that is bound to a region of 18 nucleotides in the 5' LTR, positions 182-199. The nucleotide sequence in this region, the so called the primer binding site (PBS), is complementary to the nucleotides at the 3' end of the tRNA. Figure 7 shows that the PBS is located in a partly unpaired region belonging to an interior loop (the mountain representation is partly horizontal in the PBS region). The results for the overall structure of the PBS region are not in strict agreement with those of (Baudin et al., 1993) for HIV-1 MAL . HIV-1 MAL has an insertion relative to HIV-1 LAI of 23 nucleotides after position 221, which can explain the observed di erence in predicted structure. Note however that the PBS lies in a not well de ned region, it is located in the \dip" in Figure 5 that lies between the rst and second peak which represent TAR and the packaging signal respectively. The speci c secondary structure conformation of the PBS region therefore does not seem to be very signi cant for its function.
The packaging signal region (positions 285-367) forms a structure consisting of three or four consecutive stems separated by interior loops. Figures 5, 7 and 9 show this structural motif very clearly. A well de ned component boundary with s 399 = 0:2812 separates this region from the rest of the genome. Both the \bottom" stem in which this closing base pair is located and the \top" stem that contains the hairpin-loop GGAG are very well de ned, whereas the two stems that lie in between are ill-de ned (one of them is not present in the minimum free energy structure). The major-splice donor is located at the 5' end of the region, The non-functional repeat of the polyadenylation signal (polyA) is located in an unpaired portion of the multi-loop which carries both the PBS region and the linear stem-loop structure of packaging signal. This multi-loop is also present in the minimum free energy structure. The packaging signal (PACK) forms a linear stem-loop structure consisting of three or four stems. One of them appears to be meta-stable.
position 289. It resides in a strongly conserved (Harrison & Lever, 1992) and { 16 { stable (Baudin et al., 1993) secondary structure a few positions up-stream from the packaging signal. Figure 7 shows that it is located close to a minimum in the generalized mountain representation, enclosed by on average 11 base pairs, which form a stem that carries both the packaging signal region and the PBS region.
The hairpin loop 3' of the gag-pol frameshift site and the instability sequences.
The hairpin loop that is associated with the ribosomal frameshift between gag and pol is located between positions 1645 and 1672 in HIV-1 LAI . As is show in Figure 5 this hairpin is very well de ned. This corresponds to the results of Le and co-workers , who showed for a large set of retroviruses that this hairpin has relatively low free energy and hence high thermodynamic stability. A number of so-called instability elements have been identi ed in the gag and pol gene, which reduce HIV-1 protein expression in the absence of Rev (Schwartz et al., 1992) . Although the instability elements INS1 and INS2 do contain very well de ned secondary structures (see Figure 5 ), the signi cance of this is not clear, given the regions over which the elements are de ned are hundreds of nucleotides. Also in random sequences of that length one expects to nd well de ned structures.
The RRE Region.
The Rev response element (RRE, also called CAR), is an RNA structure that is located within the env gene (positions 7342-7695 in the de nition in (Mann et al., 1994) ). The binding of the Rev protein to RRE promotes the transport of unspliced HIV transcripts to the cytoplasm Mann et al., 1994; Kimura & Ohyama, 1994) .
The RRE region forms a well de ned structure on the outside of a large bulk of secondary structure, enclosed by more than 350 base pairs. The stem-root structure (I) contains a total of 32 base pairs that do not show any signi cant alternative structures. It well separates the hairpins of the RRE from the rest of the RNA. The long stem-loop structure furthermore indicates that the RRE is easily accessible. There is very little interaction from the outside into the RRE region. This can be seen, for example, from the fact that p 7379;7576 0:943, i.e., this base pair almost always encloses the RRE region. The consensus secondary structure for the RRE in HIV-1 consists of 5 hairpins in a multiple branched conformation closed by a single stem structure (Konings, 1992 ). An alternative structure of only 4 hairpins, in which the hairpins IV and V of the consensus model (nomenclature of hairpins according to (Dayton et al., 1989) ) merge to form one hairpin, has also been proposed (Mann et al., 1994) .
{ 17 {

A U A G G A G C U U U G U U C C U U G G G U U C U U G G G A G C A G C A G G A A G C A C U A U G G G C G C A C G G U C A A U G A C G C U G A C G G U A C A G G C C A G A C A A U U A U U G U C U G G U A U A G U G C A G C A G C A G A A C A A U U U G C U G A G G G C U A U U G A G G C G C A A C A G C A U C U G U U G C A A C U C A C A G U C U G G G G C A U C A A G C A G C U C C A G G C A A G A A U C C U G G C U G U G G A A A G A U A C C U A A A G G A U C A A C A G C U C C U G G G G A U A G G A G C U U U G U U C C U U G G G U U C U U G G G A G C A G C A G G A A G C A C U A U G G G C G C A C G G U C A A U G A C G C U G A C G G U A C A G G C C A G A C A A U U A U U G U C U G G U A U A G U G C A G C A G C A G A A C A A U U U G C U G A G G G C U A U U G A G G C G C A A C A G C A U C U G U U G C A A C U C A C A G U C U G G G G C A U C A A G C A G C U C C A G G C A A G A A U C C U G G C U G U G G A A A G A U A C C U A A A G G A U C A A C A G C U C C U G G G G G G G G U C C U C G A C A A C U A G G A A A U C C A U A G A A A G G U G U C G G U C C U A A G A A C G G A C C U C G A C G A A C U A C G G G G U C U G A C A C U C A A C G U U G U C U A C G A C A A C G C G G A G U U A U C G G G A G U C G U U U A A C A A G A C G A C G A C G U G A U A U G G U C U G U U A U U A A C A G A C C G G A C A U G G C A G U C G C A G U A A C U G G C A C G C G G G U A U C A C G A A G G A C G A C G A G G G U U C U U G G G U U C C U U G U U U C G A G G A U A A U A G G A G C U U U G U U C C U U G G G U U C U U G G G A G C A G C A G G A A G C A C U A U G G G C G C A C G G U C A A U G A C G C U G A C G G U A C A G G C C A G A C A A U U A U U G U C U G G U A U A G U G C A G C A G C A G A A C A A U U U G C U G A G G G C U A U U G A G G C G C A A C A G C A U C U G U U G C A A C U C A C A G U C U G G G G C A U C A A G C A G C U C C A G G C A A G A A U C C U G G C U G U G G A A A G A U A C C U A A A G G A U C
Extensive computer analysis has shown that the alignment of the RRE at the level of the sequence does not coincide with the alignment at the level of the secondary structure (Konings, 1992) . This has two important implications: 1) methods that predict secondary structure of RNA on the basis of co-variation of positions within the sequence (Gutell et al., 1993b) can not be used here, and 2) the RRE has structural versatility. The structural versatility could also play a role in a single HIV clone; i.e. as long as the structural conformation is close to some consensus conformation the RRE is functional. Such structural versatility is exactly the motivation for analyzing and presenting the secondary structure as an ensemble of base pair probabilities instead of a single or a few (alternative) structures.
The 3' End. . The new de nition as given by (Mann et al., 1994) extends 60 nucleotides to the right and to the left and is marked by the dashed lines. The extension of stem structure I that corresponds to this de nition has a high probability.
The 3' end of the HIV-1 viral genome consists of a repeat of about the rst 100 nucleotides from the 5' end of the sequence. The mountain plot in Figure 13 clearly shows the repeat of the TAR region, which has no known function in this position. Its structure is very similar to the functional copy at the 5' end of the genome, this is in agreement with (Wang et al., 1993) . The polyadenylation signal (AAUAAA) lies in a small, weakly determined hairpin. The polyadenylation signal interacts with the cleavage and polyadenylation speci city factor (reviewed in (Wahle & Keller, 1992) ). This interaction does not depend on a speci c secondary structure formation of the polyadenylation signal. It is not surprising therefore that the secondary structure containing the sequence AAUAAA is not well de ned.
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Conclusions and Discussion
Global secondary structure of HIV-1.
We have computed and analyzed the base pair probability distribution in the full length genome of one HIV-1 sequence, HIV-1 LAI . The secondary structure of the HIV-1 genome shows a striking di erence between the 5' half and the 3' half of the molecule. Whereas the rst 4000 nucleotides form a large number of well separated elements, the second 5000 nucleotides (excluding the terminal repeat) form a single multi-stem secondary structure, with pairing between bases that are thousands of nucleotides apart. The rst 4000 nucleotides of HIV-1 are rich in instability sequences (INS, CRS), and contain few splice-sites, whereas the 3' region of the molecule shows an abundance of splice sites. To the extent that RNA secondary structure is important for splicing or the functioning of the { 21 { instability sequences the di erence between the 5' and the 3' region of the molecule could be signi cant. Pairing between bases that are far apart in the sequence has been observed in Hepatitis Delta Viruses (maximum distance between paired bases about 1600, Andrew Ellington, pers. communication; unpublished data) and in 23s ribosomal RNA (maximum distance about 2900) (Gutell et al., 1993a) .
Representing the information in the base pair probability distribution.
Although the base pair probability distribution contains the most complete information about the secondary structure of any RNA molecule, the interpretation of the results for long sequences is hard, given the enormous amount of data. We have introduced methods that condense the information from the probability distribution to a single value per nucleotide. Our modi cation of Hogeweg and Hesper's mountain representation (Hogeweg & Hesper, 1984) gives a representation of the average expected structure of the whole molecule. Our method for calculating the separation probabilities indicates how the secondary structure separates into independent elements. Especially when the number of alternative secondary structures becomes large, as is the case for long sequences, these methods give a better impression of the predicted secondary structure than the full base pair probability matrix. When our method detects interesting regions, it is then possible to \zoom in" at a higher level of resolution for small regions of the sequence, e.g. by looking at the dot-plot representation or the minimum free energy secondary structure. However, if the number of alternative secondary structures remains large for small regions of the sequence, condensing the information in the base pair probability distribution becomes a much more meaningful way of describing secondary structure than just enumerating all the di erent secondary structures see also the discussion in (Jacobsen & Zuker, 1993) ].
Well-de nedness of secondary structure.
Almost all RNA molecules | and consequently also almost all subsequences of a large RNA molecule | form secondary structures. The presence of a secondary structure in itself therefore does not imply any functional signi cance. A method has been developed by Le et al. (Le et al., 1988 ) that identi es unusual secondary structures in a single sequence on the basis of their (predicted) free energy.
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Although the method has been successful in nding signi cant structures, like the RRE in CAEV (Saltarelli et al., 1988) , it has de nitely disadvantages. It is a method that works with a sliding window, and hence can give rise to arti cial boundary e ects. Furthermore, functional secondary structures do not necessarily have relative low free energies. A better clue for the presence of a functional secondary structure is its \well-de nedness", that is, does the minimum free energy structure (MFE) have a relatively high probability of occurring (Huynen, 1993) .
A clue that such a method might work is the nding that tRNA secondary structures have, within a small percentage of free energy, fewer alternative secondary structures than do the secondary structures of random sequences (Marliere, 1983; Higgs, 1993) . The most straightforward parameter for the well-de nedness of a secondary structure is the frequency of the MFE in the partition function. This measure does however have the disadvantage that it only re ects the probability of a single secondary structure, and thus becomes very small if there are a few nucleotides that are ill de ned within an otherwise well de ned structure. Furthermore this measure would have to be calculated independently for di erent window sizes.
By calculating the probability distribution of all base pair interactions, we have the access to a better tool for the prediction of structures that occur with a relatively high probability. In this paper we have introduced a measure for well-de nedness of secondary structure that is based on the probabilities of base pair interaction of single nucleotides. In this method every nucleotide has a value that is based on either the maximum probability it has of interacting with a speci c other nucleotide, or the probability of not interacting at all, whichever is bigger. By taking running averages of the well-de nedness we can identify regions in the sequence that give rise to well de ned secondary structures.
Well-de nedness of some known secondary structures in HIV-1.
We have shown that the TAR element is well de ned, although there are a few low probability interactions between nucleotides in TAR and the beginning of the gag coding region. These long range interactions might not play a role in the biotic system. If the Tat-TAR interaction is an elongation signal (Kao et al., 1987) it could stabilize the TAR secondary structure before the nucleotides that potentially interact with TAR are transcribed.
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The splice donor and the hairpin 3' of the gag-pol frameshift have relatively well de ned base pairing. The nucleotides in the primer binding site do have well de ned base pairing, but lie within an otherwise less well de ned region.
The packaging signal is in our analysis located in 3 to 4 consecutive stems that are separated by internal loops. Of these only the \top" stem, which contains the GGAG hairpin-loop, and the \bottom" stem are well de ned. The GGAG hairpin is included in all previously proposed secondary structures of the packaging signal (Harrison & Lever, 1992; Sakaguchi et al., 1993; Hayashi et al., 1993; Baudin et al., 1993; Clever et al., 1995) . Our overall model of the secondary structure (a single hairpin-loop located on top of three to four consecutive stems) is equal to the model proposed in (Hayashi et al., 1993) and to one of the alternative structures proposed in (Baudin et al., 1993) but is signi cantly di erent from the other models which include two or more hairpin-loops (Harrison & Lever, 1992; Sakaguchi et al., 1993; Clever et al., 1995) . These multi hairpin-loop models are all based on an analysis of the secondary structure of only the region of the sequence that contains the packaging signal, and do exclude potential pairing between bases in this region and bases outside this region. As we have shown, analyzing the secondary structure between position 200 and 400 independently from the rest of the genome dramatically alters the secondary structure of the packaging region.
It gives rise to a secondary structure with four hairpin loops that is equal to the structure proposed in (Clever et al., 1995) . This restates the importance of folding entire sequences, or at least isolating separate regions that only have local base pairing before analyzing them in detail . The overall structure of the 5' region (including the beginning of the gag coding region) agrees fairly well with the structure in (Baudin et al., 1993) , the major di erence being that in our analysis the structure containing the PBS and the structure containing the packaging signal are not completely independent, but are connected by a on average an 11 base pair stem structure.
The instability sequences INS1 and INS2 do contain well de ned secondary structures, but are de ned over too long ranges of sequence for this observation to be meaningful. The 3' copy of the direct repeat does show a well de ned TAR element. The polyA sequence lies in a separate, not well de ned structure.
{ 24 { For the RRE we nd that the main stem structure (stem I) is very well de ned and so is the the hairpin loop at its 3' end (stem VI). The other hairpin loops (IIb/c, IIa, IV, V and part of III ) are much less well de ned and show structural versatility. A nice example is the IIb/c stem which contains the high a nity site for the binding of Rev. The IIb/c stem is not part of the minimum free energy folding, but is clearly visible in the dot-plot and in our generalized mountain representation. It is puzzling that the high a nity binding site for the Rev protein lies in a relatively ill de ned secondary structure, especially in comparison with TAR, the other site known to interact with a protein. Apparently the local secondary structure of the sequence is not that relevant for the binding of Rev. An alternative hypothesis is that the structural versatility of this region actually has a function. The structural versatility of RNA in general can lead to a high speci city of protein-RNA interactions (Ellington, 1993) , speci cally if the RNA has to sacri ce binding energy in the form of a conformational reorganization upon the binding of a protein. The binding of Rev proteins is cooperative process; the binding of the rst Rev at the high a nity site facilitates the binding of other Rev proteins along stem IIa and stem I (Mann et al., 1994) . This process has been attributed to protein-protein interactions. An alternative possibility is that the binding of Rev to the high a nity site stabilizes a speci c conformation of the secondary structure, therewith giving the other binding sites, in particular the one on stem IIa, the right secondary structure for the binding of other Rev proteins. This idea is supported by the ndings of Tan and Frankel (Tan & Frankel, 1994) who show that the RNA in the RRE undergoes a conformational change upon the binding of Rev, and who hypothesize that the binding of Rev is needed to stabilize the RRE-IIb RNA structure.
A multitude of other well de ned secondary structures of unknown function are present in the HIV sequence. However not every high score necessarily corresponds to a functionally signi cant secondary structure, since randomly generated sequences can also give rise to well de ned secondary structures. To make reliable predictions for the signi cance of new, as yet undiscovered secondary structure elements we need to analyze the base pair probability distribution for a number of HIV-1 sequences. Our method can easily be extended to the analysis of a set of related sequences by taking the (geometric) mean of the well-de nedness score for nucleotides in the same positions in the aligned sequences. A related question is the stability of structural motifs against mutations, both in the active secondary structure elements and in its anking regions. One would speculate that biologically important motifs have evolved towards a higher than average tolerance against mutations in their neighborhood (Huynen & Hogeweg, 1994) . The computational requirements for investigating these questions are tremendous and will require the use of massively parallel computers. A rst step in this direction is a comparison of complete lentivirus minimum free energy structures (Hofacker et al., 1995) which has been performed on a hypercube-type parallel computer. A parallel computer implementation of the partition function algorithm is currently under construction.
Appendix: Folding RNA on the CRAY Y-MP RNA Secondary Structure Prediction.
A secondary structure of a sequence is a list of base pairs (i; j) with i < j such that for any two base pairs i; j and k; l with i k, the following holds (i) i = k () j = l, and (ii) k < j =) i < k < l < j. The rst condition implies that each nucleotide can take part in not more that one base pair, the second condition forbids knots and pseudoknots. A base pair k; l is interior to the base pair i; j, if i < k < l < j. It is immediately interior if there is no base pair p; q such that i < p < k < l < q < j. For each base pair i; j the corresponding loop is de ned as consisting of i; j itself, the base pairs immediately interior to i; j and all unpaired regions connecting these base pairs. The energy of the secondary structure is assumed to be the sum of the energy contributions of all loops 1 .
As a consequence of the additivity of the energy contributions, the minimum free energy can be calculated recursively by dynamic programming (Waterman, 1978; Waterman & Smith, 1978; Zuker & Stiegler, 1981; Zuker & Sanko , 1984) . Experimental energy parameters are available for the contribution of an individual loop as functions of its size, of the type of its delimiting base pairs, and partly also as a function of the sequence of the unpaired strains. The energy parameters are extracted from measurements at (usually) T = 37 C in 1M NaCl solution (Freier et al., 1986; Jaeger et al., 1989) . For the base pair stacking both the enthalpic and the entropic contributions are known separately. Contributions from all other loop types are assumed to be purely entropic. Therefore one can estimate the actual free energy contributions for a temperature interval around T = 37 C: { 27 { We use a recent version of the parameter set published by Freier et al. (Freier et al., 1986) , which was supplied in an updated version (Jaeger et al., 1989) can be calculated analogously to the minimum free energy structure (McCaskill, 1990) . Let Q ij denote the partition function for the sub-sequence from i through j; thus Q Q 1n . Auxiliary arrays, such as the partition function Q b ij of subsequence i through j subject to the constraint that (i; j) is a base pair, are de ned in the caption of Figure 14 which gives a pseudocode for the computation of Q. Being products of a large number of terms the partition functions Q ij become very large. In order to reduce the numerical problems arising for long sequences we rescale the partition function of a subsequence of length`by a factorQ`= n , whereQ is a rough estimate of the partition function Q 1n . This procedure works well as long as the composition of the RNA sequence is reasonably close to a random sequence. In this case one can use the expressioñ Q 1=n = exp 184:3 ? 7:27(T ? 37:)
1:98T as a good estimate, see (Hofacker et al., 1994) .
Implementation and Performance.
Both a minimum free energy folding algorithm and McCaskill's partition function algorithm have been integrated into a single interactive program including postscript output of the minimum energy structure and the base pairing probability matrix. This program is part of the Vienna RNA Package (Hofacker et al., a) .
For long sequences both folding algorithms have complexity O(n 3 ). For instance, folding the complete genome of the bacteriophage Q took about 10 hours on an IBM Risc6000/550 workstation (Hofacker et al., 1994) . The limiting factor is not CPU time, however, but memory. The folding algorithm as implemented in the Vienna RNA Package requires 6 n 2 bytes of memory for the minimum energy folding and 10 n 2 bytes for the calculation of the partition function on machines with 32 bit integers and single precision oating point numbers. The large numbers occurring in the computation of the partition function forced us to use double precision oating point numbers, thereby doubling the memory requirements. The { 29 { C source code of the Vienna RNA package could be compiled on the CRAY-M90 without further alterations. Subsequently, a number of modi cations have been introduced in order to optimize the code. Two approaches were successful:
(i) Most of the code is by itself highly parallel, since all entries Q ij with a common value of i ?j can be computed in parallel because they are independent from each other. Adding various tasking directives resulted in a 6 to 7 times speedup in certain sections, and in an approximately 2:5 times speedup overall. On a CRAY system, the sections that remained serial did not hold up the 8 processor M90 which was used for the computation. The remaining 7 processors were still available for other users. The routines that were not so easily parallelized probably still could be parallelized with some e ort.
(ii) CRAY compilers have an e cient facility for automatic inlining. Depending on the size of a function, and its frequency of use, the function's code can be inserted into the place where it was called. As a result, the overhead of a given calling sequence (allocating memory, placing parameters on a stack, etc.) can be eliminated. In addition, this makes it easier for the compiler to vectorize and parallelize loops surrounding that function. By encouraging this process (making all source les visible to the compiler at the same time) a 20-25% performance improvement was obtained.
Access to the Data.
The complete base pairing probability matrix contains too much information to be conveniently displayed as a single gure. In fact, a printout on letter-size paper does not reveal much more than the concentration of interactions along the { 30 { diagonal, indicating the well known fact that most interactions in RNA molecules are quite local, i.e., span no more than a few hundred bases. Enlarged details of the base pairing probability matrix are show in the second and third section, see Figure 1 , 9 and 10. The complete data set is available electronically. A PostScript plot of the base pair probability matrix and an ASCII le containing the probabilities of all base pairs down to a pairing probability of 10 ?5 can obtained by anonymous ftp from the following locations: ftp.itc.univie.ac.at directory: pub/HIV ftp.santafe.edu directory: ftp/mah/HIV { 31 {
