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ABSTRACT  
To simplify phenomenology modeling used for charge density wave (CDW) 
transport, we apply a wavefunctional formulation of tunneling Hamiltonians to a 
physical transport problem characterized by a perturbed washboard potential. To 
do so, we consider tunneling between states that are wavefunctionals of a scalar 
quantum field φ. I-E curves that match Zener curves — used to fit data 
experimentally with wavefunctionals congruent with the false vacuum hypothesis. 
This has a very strong convergence with the slope of graphs of electron-positron 
pair production representations. The newly derived results include a threshold 
electric field explicitly as a starting point without an arbitrary cut off value for the 
start of the graphed results, thereby improving on both the Zener plots and Lin’s 
generalization of Schwingers 1950 electron-positron nucleation values results for 
low dimensional systems. The similarities in plot behavior of the current values 
after the threshold electric field values argue in favor of the Bardeen pinning gap 
paradigm proposed for quasi-one-dimensional metallic transport problems.  
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I. INTRODUCTION 
As of 1985, Dr. John Miller used a Zener curve fitting polynomial to match 
qualitatively current vs. electric field values data he obtained from applying an electric 
field to a NbSe3 crystal at low temperatures.1 What is presented in this article is a 
derivation of an analytical current expression that improves upon the Zener curve fit used 
by Dr. Miller et al. and uses a pinning gap presentation of tunneling as an alternative to 
Gruner’s classical model of charge density wave (CDW) transport.2 This new derivation 
permits an improvement upon Schwinger’s3 work in the 1950s predicting the likelihood of 
formation of electron-positron pairs. After a threshold electric field value the I-E plots 
due to this  new theoretical construction  are a  good qualitative fit once when Lin4 
generalized Schwigner’s3 results for general dimensions are viewed at the lowest 
permitted dimensionality possible.  
In short, we argue that a qualitatively good fit between our analytical expression 
and a multi-dimensional generalization of Schwinger’s3 expression, which in Lin4 was 
restricted to the one-dimensional case for electron-positron pair nucleation, shows that a 
pinning gap interpretation of tunneling in quasi-one-dimensional systems for charge 
density waves (CDW) is appropriate and optimal for experimental data sets. This 
supports the conclusion that our analytical results improvement over the earlier Zener 
curve fit approximation given by Miller et al1 was not accidental and contains serious 
physics worthy of consideration. 
Herein, we will present a new CDW transport physics procedure for calculating 
current I vs. E electric field plots for quasi-one-dimensional metals, assuming: 
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i. The current I is directly proportional to the modulus of the diagonal terms for the 
tunneling Hamiltonian. The reasons for this non-standard choice will become 
clear later on in the text. This tunneling Hamiltonian uses a functional integral 
version of an expression used initially by Tinkham5 for scanning electron 
microscopy.  
ii. Gaussian wavefunctionals are chosen to represent the initial and final states of a 
soliton-anti soliton pair (S-S’) traversing a pinning gap presentation of impurities 
in a quasi-one-dimensional metallic lattice. These wavefunctionals replace the 
wave functions Tinkham5 used in his tunneling Hamiltonian (T.H.) matrix 
element and are real-valued.  
iii. The pinning gap means that a washboard potential with small driving term6 
 added to the main potential term of the washboard potential, is 
used to model transport phenomenology. We also argue that this potential 
permits domain wall modeling of S-S’ pairs.
( 2Θ−⋅ φµE )
7 In this situation, Eµ  is 
proportional to the electrostatic energy between the S-S’ pair constituents 
(assuming a parallel plate capacitor analogy); Θ  is a small driving force we 
will explain later, dependent upon a ratio of an applied electric field over a 
threshold field value. As we show later, the dominant washboard potential 
term will have the value of (pinning  energy) times ( )φcos1−  
It is useful to note that Kazumi Maki, 8 in 1977, gave the first generalization of 
Sidney Coleman’s least action arguments9 to NbSe3 electrodynamics. We use much the 
same pinning potential, with an additional term due to capacitance approximation of 
energy added by the interaction of a S-S’ pair with each other.6 While Dr. Maki’s work is 
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very complete, it does not include in a feature we found of paramount importance, that of 
the effects of a threshold electric field value to ‘turn on’ effective initiation of S-S’ pair 
transport across a pinning gap. It is also relevant to note that we previously found10 that 
topological soliton style arguments can explain why the potential lead to the least action 
integrand collapsed to primarily a quadratic potential contribution, which permits treating 
the wave functional as a Gaussian. As would be expected, the ratio of the coefficient of 
pinning gap energy of the Washboard potential used in NbSe3 modeling to the quadratic 
term used in modeling energy stored in between S-S’ pairs was fixed by 
experiment to be nearly 100 to 1 , which is a datum we used in our calculations.
( 2Θ−⋅ φµE )
⎦
11  
In several dimensions, we find that the Gaussian wavefunctionals would be given 
in the form given by Lu.12 Lu’s integration given below is a two dimensional Gaussian 
wave functional. The analytical result we are working with is a one-dimensional version 
of a ground-state wave functional of the form12 
( ) ( )⎣ ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ⋅⋅−⋅⋅−−⋅=> ∫
yx
yxyx
o dydxfN
,
exp0| ϕφϕφ  (1) 
Lu’s Gaussian wave functional is for a non-perturbed, Hamiltonian as given in Eq. (2) 
below 
( ) ( ) ( )∫ ⋅⋅⎥⎦⎤⎢⎣⎡ ⋅−−⋅⋅+∂⋅+Π⋅= x xxxxO dydxIH µϕφµφ 0
2222
2
1
2
1
2
1
2
1  (2) 
We should note that Lu intended the wavefunctional given in Eq. (1) to be a test 
functional, much as we would do for finding an initial test functional , using a simple 
Gaussian in computing the ground state energy of a simple Harmonic oscillator 
variational derivative. calculation. We may obtain a ‘ground state’ wave functional by 
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taking the one dimensional version of the integrand given in Eq. (1). This means have12 a 
robust Gaussian. Lu’ Gaussian wave functional set t 
xyba
E fV ∝⋅∂⋅⋅∂
⋅∂
φφ
2
 (3) 
Here, we call  a (Euclidian-time style) potential, with subscripts  and b  referring to 
dimensionality; and 
EV a
xφ  an ‘x dimension contribution’ of alternations of ‘average’ phase 
ϕ , as well as  an ‘y dimension contribution’ of alternations of ‘average’ phase yφ ϕ . This 
average phase is identified in the problem we are analyzing as Cφ  
This leads to writing the new Gaussian wavefunctional to be looking like13,14
[ ] )exp( 2∫ −⋅−⋅≡Ψ Cdxc φφα  (5) 
Making this step from Eq. (1) to Eq. (3) involves recognizing, when we go to one-
dimension, that we look at a washboard potential with pinning energy contribution from 
 in one- dimensional CDW systems  2PD ω⋅
( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −⋅⋅⋅≈−⋅⋅⋅
2422
1cos1
2
1 4222 φφωφω PP DD  (6) 
The fourth-order phase term is relatively small, so we look instead at 
contributions from the quadratic term and treat the fourth order term as a small perturbing 
contribution to get our one dimensional CDW potential, for lowest order, to roughly look 
like Eq. (5). In addition, we should note that the c is due to an error functional-norming 
procedure, discussed below; α  is proportional to one over the length of distance between 
the constituent components of a S-S’ pair; the phase value, Cφ , is set to represent a 
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configuration of phase in which the system evolves to/from in the course of the S-S’ pair 
evolution. This leads to 13,14  
[ ] initialFxdc Ψ≅⎟⎠⎞⎜⎝⎛ ⋅−⋅ ∫ 211 ~exp φα  (7) 
As well as 
[ ] finalTxdc Ψ≅⎟⎠⎞⎜⎝⎛ ⋅−⋅ ∫ 222 ~exp φα  (8) 
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Fig. 1: Evolution from an initial state Ψi[φ] to a final state Ψf[φ] for a double-well 
potential (inset) in a 1-D model, showing a kink-antikink pair bounding the nucleated 
bubble of true vacuum.  The shading illustrates quantum fluctuations about the initial and 
final  optimum configurations of the field , while φ0(x) represents an intermediate field 
configuration inside the tunnel barrier. The upper right hand side of this figure is how the  
fate of the false vacuum hypothesis gives a difference in energy between false and true 
potential vacuum values 
 
In the current vs. applied electric field derivation results, we identify the Ψi[φ]as 
the initial wave function at the left side of a barrier and Ψf[φ]as the final wave function at 
the right side of a barrier. Note that Tekman5 extended the tunneling Hamiltonian method 
to encompass more complicated geometries. We notice that when the matrix elements Tkq 
are small, we calculate the current through the barrier using linear response theory. This 
may be used to describe coherent Josephson-like tunneling of either Cooper pairs of 
electrons or boson-like particles, such as super fluid He atoms.13,14 In this case, the 
supercurrent is linear with the effective matrix element for transferring a pair of electrons 
or transferring a single boson, as shown rather elegantly in Feynman’s derivation15 of the 
Josephson current-phase relation. This means a current density proportional to |T| rather 
than |T|2 since tunneling, in this case, would involve coherent transfer of individual (first-
order) bosons rather than pairs of fermions.14  
Note that the initial and final wave functional states were in conjunction with a 
pinning gap formulation of a variation of typical band calculation structures. Fig. 2 shows 
much of the layout for how a tilted band structure due to an applied electric field 
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influenced the geometry of the perturbed Washboard potential problem in the situation 
represented in Fig. 2: 
 
 
 
 
 
 
Fig 2: This is a representation of ‘Zener’ tunneling through pinning gap with band 
structure tilted by applied E field 
 
We consider that we will be working with a Hamiltonian of the form 
( ) ( ) (∫ ⎥⎦⎤⎢⎣⎡ −⋅⋅⋅+Θ−⋅⋅+∂⋅+Π⋅⋅= x xPxExxx DDH φωφµφ cos12
1
2
1
2
1
2
1 2222 )  (9) 
where the potential system leads to the phenomenology represented in Fig. 2 with what 
we have been calling  the Euclidian action version of the potential given above. In EV
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addition, the first term is the conjugate momentum.. Note, this conjugate momentum is 
our kinetic energy Specifically, we found that we had  as canonical 
momentum density,
xtx D φ∂⋅≡Π
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⋅⋅
⋅≡
Fv
hD π
µ
4
, (where 310≅≡
−e
F
m
Mµ  is a Frohlich to electron 
mass ratio, and  is a Fermi velocity cm/sec), and  as the pinning energy. In 
addition, we have that 
Fv 310> 2PD ω⋅
Eµ  is electrostatic energy, which is analogous to having a S-S’ 
pair represented by a separation L and of cross-sectional area A, which produces an 
internal field 6 ( )AeE ⋅= ∗∗ ε/ , where  effective charge and  is a 
huge dielectric constant. Finally, the driving force term
≡⋅≅ −• ee 2 0810 εε ⋅≡
6, ∗⋅⋅=Θ E
Eπ2 , where the physics 
of the term given by ( )2Θ−⋅⋅∫ φµEdx , leads to no instanton tunneling transitions if 
2
∗
<⇔<Θ EEπ  which was the basis of a threshold field of the value 2∗= EET  due to 
conservation of energy considerations6. Finally, it is important to note that experimental 
constraints as noted in the device development laboratory lead to 015.01. 2 ≤⋅< PE D ωµ , 
which we claim has also been shown to be necessary due to topological soliton 
arguments. 
This pinning gap structure relates to the S-S’ pair formation. This can most easily 
be seen in the following diagram of how the S-S’ pair structure arose in the first place, as 
given by Fig. 3: 
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Fig 3 : The above figures represents the formation of  soliton-anti soliton pairs  along a 
‘chain’ . The evolution of  phase  is  spatially  given  by    
         ( ) ( )[ ])(tanhtanh xxbxxbx ba −+−⋅= πφ   
 
 10 
The tunneling Hamiltonian incorporates wavefunctionals whose Gaussian shape keeps 
much of the structure as represented by Fig. 3. 
The wavefunctionals used in this problem have coefficients in front of the 
integrals of the phase evolutions for the initial and final states, which are the same. This 
meant setting the  as inversely proportional to the distance between a S-S’ pair.1−≈ Lα 13,14 
 Following the false vacuum hypothesis,8 we have a false vacuum phase value 
≅>≡< 1φφF  very small value, as well as having in CDW, a final true vacuum4 
. This led to Gaussian wavefunctionals with a simplified structure. 
For experimental reasons, we need to have
++⋅≡≅ επφφ π 22T
13,14 (if we set the charge equal to unity, 
dimensionally speaking) 
( ) ( )TEFEgap VVEL φφα −≡∆≡≈ −1 )  (10) 
This is equivalent to the situation as represented by Fig. 4.  
 
0 2 4 6
0
2
2.75
1.51 10 8−×
V φ( )
φtφf φ  
 
Fig 4: Fate of the false vacuum representation of what happens in  CDW. This shows how 
we have a difference in energy between false and true vacuum values 
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 This assumes we are using the following substitutions in the wavefunctionals
( )[ ]
( ) ( )
[ ] ,~exp
exp
2
22
2
0
finalT
fC
f
f
xdc
dc
Cf
Ψ≅⎟⎠
⎞⎜⎝
⎛ ⋅−⋅
→⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ⎥⎦
⎤⎢⎣
⎡ −−⋅
=Ψ
∫
∫
≡
φα
φφα
φ φφ
xxx
x
  (11) 
and 
( )[ ]
( )[ ]{
[ ] ,~exp
exp
2
11
2
0
initialF
ici
i
xdc
dc
Ci
Ψ≡⎟⎠
⎞⎜⎝
⎛ ⋅−⋅
→−−⋅=
Ψ
∫
∫
≡
φα
φφα
φ φφ
xx
x
}  (12). 
III. EVALUATING THE TUNNELING HAMILTONIAN 
ITSELF TO GET A CURRENT’ CALCULATION IN CDW 
Our wavefunctionals plus the absolute value of the tunneling Hamiltonian in 
momentum space lead to, after a lengthy calculation,13,14 a way to predict how the 
modulus of diagonal tunneling matrix elements that are equivalent to current will be  
influenced by an applied electric field. It was done in momentum space, among other 
things.  Initially, the tunneling matrix element in momentum space had the form of 
( ) ( ) ( ) ( )( ) xxxxxT initialfinalfinalinitialif φφφϑδφ
δ
δφ
δ
µ ℘−⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛ ΨΨ−ΨΨ≅ ∫ 0
2
*2
2
2
*
2
2
h ( )  (13) 
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We should note that ( ) ( )( xx 0 )φφϑ −  is a step function defining the role of how we 
integrate Eqn  8 above in momentum space via noting that 
( ) ( ) ( )[ nnn
nn
kdkxki
kd
d
L
x ⋅⋅
⎭⎬
⎫
⎩⎨
⎧ ⋅⋅⋅−⋅⋅⋅≡⋅ ]℘ ∏ φφ exp1  (14) 
Which by integration by parts and a momentum based functional derivative we shall 
define as 
( )( ) ( ) ( )ε φψεφφ εψ TTTD −⋅+= →
~
lim 0   (15) 
 leads to if we refer to a Dirac measure at x with xδψ =~  
( ) ( ) ( )φφδφ
δ
δ TDTx X
≡  (16) 
This is due to  
( ) ( ) dxxTxTxTxxTT j
j j
⋅⋅⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂≡⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂=−⋅+≡⋅ ∫∑ )()()()()( δφφδφφφφδφδ
rrr
 (17) 
This in our situation will lead to 
φφδ
δφφδ
δ ℘⋅−=℘⋅ ∫∫ UVUVVU  (18) 
As well as 
( ) [ 00 φφδδφ
φφδϑ −≅− ]  (19) 
This goes to a tunneling Hamiltonian whose modulus we found was proportional to a S-
S’ pair ‘current’. After a great deal of work, as well as noting we14 assumed using a 
scaling of , in which the ‘current’ becomes1≡h 13,14
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⎟⎠
⎞⎜⎝
⎛ ⋅−⋅
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎥⎥⎦
⎤
⎢⎢⎣
⎡ ⋅−⋅
⋅⋅∝
E
cE
E
cE
cE
ECI VTVT
VT
exp2cosh~1  (20)
This is due to evaluating our tunneling matrix Hamiltonian with the momentum version 
of an F.T. of the thin wall approximation, which is alluded to in Fig. 2 13,14 being set by  
( )
n
n
n k
Lk
k
)2sin(2 ⋅= πφ  (21) 
We also assume a normalization of the form13,14 
{ } ( )( ) ( )∫
⋅⋅
⋅⋅⋅−
=
π
φφ
2
0
2
2
2exp
1
L
i
i
kdk
C  (22) 
In doing this, { }  refers to initial and final momentum state information of the wave 
functional integrands obtained by the conversion of our initial and final CDW wave 
functional states to a 
i
( )kφ  ‘momentum’ basis. Interested readers can get more of the 
details of this derivation via looking at a mathematical physics arXIV article I wrote 
which gives more explanations.as to how Eqn (22) was formed from a ( )kφ momentum 
basis16. We evaluate for  representing the initial and final wave functional states 
for CDW transport via the error function 
2,1=i
( ) 12
0
2
2
=⋅Ψ∫
⋅⋅π
φ
L
ni kd  (23) 
due to an error function behaving as13,16,17
( ) ( aberf
a
dxxab ⋅⋅⋅=⋅⋅−∫ π)2/1exp
0
2 ) (24) 
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leading to a renormalization of the form14 
−⋅
⋅≡
em
CCC
2
~ 21
1  (25) 
The current expression is a great improvement upon the phenomenological Zener 
current1,13,14,18 expression, where  is the limiting Charge Density Wave (CDW) 
conductance. 
PG
( ) ⎟⎠
⎞⎜⎝
⎛−⋅−⋅∝
E
EEEGI TTP exp  if E > ET  (26) 
         0                             otherwise 
Fig. 5 illustrates to how the pinning gap calculation improve upon a 
phenomenological curve fitting result used to match experimental data. The most 
important feature here is that the theoretical equation takes care of the null values before 
thre threshold is reached by itself. I.e. we do not need to set it to zero as is done 
arbitrarily in Eqn (26) 
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                                                             Fig 5 
                                                          Beckwith 
Experimental and theoretical predictions of current values versus applied electric field. 
The dots   represent a Zenier curve fitting polynomial, whereas the blue circles  are for 
the S-S’  transport expression derived with a field theoretic version of a  tunneling 
Hamiltonian. 
 
The Bloch bands are tilted by an applied electric field when we have  
leading to a S-S’ pair shown in Fig. 2.
TDC EE ≥
13,14,19   
 
The slope of the tilted band structure is given by  and the separation 
between the S-S’ pair is given by, as referred to in Fig. 2. Note that the  due to 
the constituent components of a S-S’ pair. And Fig 2 gives us the following distance, L, 
where  is a ‘vertical’ distance between the two band structures tilted by an applied 
electric field, and L is the distance between the constituent S-S’ charge centers.  
Ee ⋅∗
−∗ ⋅≡ ee 2
s∆
Ee
L s 1
2 ⋅⎟⎠
⎞⎜⎝
⎛ ∆⋅= ∗  (27) 
So then,4 we have 1−∝ EL . When we consider a Zener diagram of CDW 
electrons with tunneling only happening when  where  is the effective 
charge of each condensed electron and 
GLEe ε>⋅⋅∗ ∗e
Gε  being a pinning gap energy, we find .13,14 
E
Ec
x
L
x
L T
v ⋅≅≡  (28) 
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Here,  is a proportionality factor included to accommodate the physics of a given 
spatial (for a CDW chain) harmonic approximation of 
vc
 ( ) 220 cos ωωω −−−
⋅=⇔⋅=⋅⋅−=⋅⇔⋅⋅=
−
−
e
ee m
EexEexmamtxx  (29) 
Realistically, an experimentalist14 will have to consider that xL >> , where x an assumed 
reference point is an observer picks to measure where a S-S’ pair is on an assumed one-
dimensional chain of impurity sites. The x  so referred to is given by Eqn (29) above 
IV. COMPARISON WITH LIN’S GENERALIZATION 
In a 1999, Qiong-gui Lin4 proposed a general rule regarding the probability of 
electron-positron pair creation in D+1 dimensions, with D varying from one to three, 
leading, in the case of a pure electric field, to 
( )
( )
( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⋅
⋅⋅−⋅⋅⋅
⋅⋅+= ∑∞
=
+
+
Ee
mn
n
Ee
w
n
DD
D
dE
2
1
2/1
2/1
3 exp
1
2
1 ππδ  (30) 
When D is set equal to three, we get (after setting  ) 1`,2 ≡me
( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⋅−⋅⋅⋅= ∑
∞
= E
n
n
E
EwIII
n
π
π exp
1
4
)(
1
23
2
 (31) 
which, if graphed gives a comparatively flattened curve compared w.r.t. to what we get 
when D is set equal to one (after setting  ) 1`,2 ≡me
( ) ⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛−−⋅⋅−≡⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⋅−⋅⋅⋅= ∑
∞
= E
E
E
n
n
E
EwI
n
π
π
π
π exp1ln2exp
1
2
)(
1
11
1
 (32) 
which is far more linear in behavior for an e field varying from zero to a small numerical 
value. We see these two graphs in Fig. 6. 
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                                                                           Fig 6 
                                                                        Beckwith 
 Two curves representing probabilities of the nucleation of an electron-positron pair in a 
vacuum.  is a nearly-linear curve representing a 1+1 dimensional system, 
whereas the second curve is for a 3 + 1 dimensional physical system and is far less linear 
)(EwI
 
This is indicating that, as dimensionality drops, we have a steady progression toward 
linearity. The three-dimensional result given by Lin4 is merely the Swinger3 result 
observed in the 1950s. When I have D = 1 and obtain behavior very similar to the 
analysis completed for the S-S’ current argument just presented,14  the main difference is 
in a threshold electric field that is cleanly represented by our graphical analysis. This is a 
major improvement in the prior curve fitting exercised used in 1985 to curve-fit data.1
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V. CONCLUSION  
We restrict this analysis to ultra fast transitions of CDW;13,14 this is realistic and in 
sync with how the wavefunctionals used are formed in part by the fate of the false 
vacuum hypothesis. 
Additionally, we explore the remarkable similarities between what we have 
presented here and Lin’s 4 expansion of Schwinger’s3 physically significant work in 
electron-positron pair production. That is, the pinning wall interpretation of tunneling for 
CDW permits construction of I-E curves that match experimental data sets; beforehand 
these were merely Zener curve fitting polynomial constructions.13,14 Our new physics are 
and useful for an experimentally based understanding of transport problems in condensed 
matter physics. Having obtained the I-E curve similar to Lin’s results4  gives credence to 
a pinning gap analysis of CDW transport, with the main difference lying in the new 
results giving a definitive threshold field effect, whereas both the Zenier curve fit 
polynomial1 and  Lin’s results4 are not with a specifically delineated threshold electric 
field. v The derived result does not have the arbitrary zero value cut off specified for 
current values below given by Miller et al1 in 1985 but gives this as a result of an 
analytical derivation.13,14 This assumes that in such a situation that the electric field is 
below a given threshold value. In doing this, the final results depend upon a wave 
functional presentation not materially different from mathematical results derived by 
Javir Casahoran20 to represent instanton physics. Furthermore, what is done here is a 
simpler treatment of transport modeling as is seen in older treatment in the literature21.  
We should note that we used the absorption of a Peierls gap term as clearly 
demonstrated in a numerical simulation paper I wrote .
∆′
13 to help form solitons (anti-
solitons) used in my Gaussian wave functionals for the reasons stated in my. IJMPB13 
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article. This is new physics which deserves serious further investigation. It links our 
formalism formally with a JJ (Josephon junction) approach, and provides analogies worth 
pursuing in a laboratory environment. The also stunning development is that the plotting 
of Eqn (20) ties in with the electron-positron plots as given by Lin in Fig (6)for low 
dimensional systems, which conveniently fits with identification of a S-S’ pair with 
different ‘charge centers’ .This tying of formalism with the absorption of a Peierls gap 
term as being necessary for the existence of soliton(anti soliton) ‘objects’ suggests that 
the analogies suggested in this paper are now a viable research area waiting to be 
investigated But we should note that Eqn (20) as a theoretical equation takes care of the 
null values before thre threshold is reached by itself. I.e. we do not need to set it to zero 
as is done arbitrarily in Eqn (26). This is a stunning result which in itself is unique. 
∆′
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