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Summary
This thesis focus on the development of computational tools to investigate the complex dynamics of pro-
tein folding mechanisms by means of molecular dynamics (MD) simulations. The study of the thermo-
dynamic and kinetic properties of polypeptides requires the definition of appropriate probes. Defining
a probe for a complex system often corresponds to provide a coarse-grained description of the ensemble
of configurational microstates. That is especially the case when one has to extract relevant information
from gigabytes of trajectories. In contrast to simple reactions of small and mainly rigid molecules the
description of proteins is complicated because no natural order parameter exists. Here we investigate
how the estimation of thermodynamic parameters depend on the choice of the coarse-grained or meso-
scopic states. Particular attention is devoted to mesoscopic descriptions based on the “digitalization”
of the configurational space using the secondary structure or the main chain torsional angles of protein
microstates. The statistical mechanics of digital mesostates can be easily linked with information theory
so that one can also quantify the usefulness of a description by evaluating its informational content. To
study the folding kinetics a general framework is proposed based on Markov processes. The strategy
is to use a minimal Markovian master equation to describe the dominant folding routes and the overal
folding kinetics. The problem of the Markovianity of the MD trajectories is addressed and partially
solved by an opportune redefinition of the mesostates that utilizes their causal connectivity. A simple
algorithm is proposed to this purpose. The master equation technic is applied to equilibrium trajecto-
ries of the GSGS peptide, the triple stranded β-sheet peptide widely studied in our research group. This
20-residue peptide behaves as a two state folder although its free energy landscape presents many en-
thalpic and entropic basins different from the folded one. Among the results generated with the master
equation analysis, it is clear that the basins of the unfolded states do not inter-convert on a time scale
smaller than the folding time. Therefore, the folded basin plays the role of a network hub in the connec-
tivity of the configurational space. The unfolded state seems not to be a region where the polypeptide is
free to diffuse, rather it is pre-organized in basins from which independent and parallel folding routes
depart.
Another topic investigated in this thesis was the study of simplified proteins by means of MD simu-
lations. Simplified protein sequences were constructed by using an amino acid alphabet of solely three
letters. We considered five proteins of two structural types: four full β-sheet proteins of respectively 20,
28, 36, 44 residues and an α/β protein of 56 residues. The α/β protein sequence is a simplified version
of the B1 domain of protein G. It consists of alanines, threonines, and glycines at segments that in the
folded structure are alpha-helical, beta-strand, and loop, respectively. The starting hypothesis is that
for simple protein topologies (full β and α/β) low complexity amino acid alphabets are able to encode,
although in diffuse manner, the overall structural properties of the folded states. This implies that the
evolutionary patterns that generated the protein sequences were driven towards the specialization of
protein functions rather than protein structures. Secondly, if the first hypothesis is true, can we simplify
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protein sequences so that their folding mechanisms can be observed in aMD simulation? In equilibrium
simulations we observed reversible folding for all the proteins studied. Most importantly the observed
folded states corresponds to those the sequence design was aimed for. Notably the folded state of the
simplified sequence for protein G, yielded the very same α/β structure of protein G. The folded states of
each simplified sequence is marginally stable (about 1 kcal/mol) and highly accessible from the kinetic
point of view. To date MD simulations of reversible folding have been reported only for structured pep-
tides with less than about 20 residues, like alpha-helices, beta-hairpins and three-stranded beta-sheets,
but not for globular proteins with a well-defined hydrophobic core. Here, reversible folding to the na-
tive structure of protein G is observed in more than 10-µs implicit solvent MD simulations at 330 K using
a simplified sequence based on a three-residue alphabet. These results have twofold relevance: i) sec-
ondary structure propensities alone are able to encode the folded conformation; ii) the 20 different types
of side chains have been selected by natural evolution for optimizing protein function (and preventing
pathological aggregation) but not to increase folding speed and/or stability.
Zusammenfassung
Diese Dissertation konzentriert sich auf die Entwicklung von rechnergestützten Methoden, um die
komplexen Mechanismen der Proteinfaltung mittels Molekulardynamik (MD)-Simulationen zu unter-
suchen. Die Untersuchung von thermodynamischen und kinetischen Eigenschaften von Polypepti-
den erfordert die Definition passender Observablen. Eine Observable für ein komplexes System zu
definieren bedeutet oft eine “coarse-grained” Beschreibung des Ensembles von Konfigurationsmikrozu-
ständen zu erstellen. Dies wird besonders wichtig, wenn man relevante Informationen aus Trajektorien
vonmehrerenGigabytes extrahierenmuss. ImGegensatz zu simplen Reaktionen von kleinen, meist rigi-
den Molekülen, ist die Beschreibung von Proteinen komplizierter, weil kein natürlicher Ordnungspa-
rameter existiert. In dieser Arbeit untersuchen wir, wie die Abschätzung von thermodynamischen
Parametern abhängt von der Wahl der Systembeschreibung oder der Definition der mesoskopischen
Zustände. Besondere Beachtung wurde der mesoskopischen Beschreibungen gewidmet, die auf der
Digitalisierung des Konfigurationsraumsmittels Sekundärstruktur oder der wichtigsten Torsionswinkel
der Protein-Mikrozustände basiert. Die statischische Beschreibung der diskreten Mesozustände kann
einfach mit der Informationstheorie verbunden werden. Damit kann die Beschreibung quantifiziert
werden, indem man deren informationstheoretischen Inhalt bestimmt. Um die Kinetik der Faltung zu
untersuchen, wird ein allgemeines Modell basierend auf Markov-Prozessen vorgestellt. Die Grundidee
besteht darin, eine Markov-Mastergleichung zu benutzen, um die wichtigen Faltungswege und die
globalen Faltungskinetiken zu beschreiben. Das Problem der Markov-Eigenschaft der MD Trajektorien
wird behandelt und eine Teillösung in Form eine Neudefinition der Mesozustände, die deren kausale
Konnektivität benutzt , präsentiert. Dazu wird ein einfacher Algorithmus vorgestellt. Die Methode
basierend auf Mastergleichungen wird auf Gleichgewichtstrajektorien des GSGS-Peptids angewandt,
ein kleines Modell-β-Faltblatt-Peptid, welches in unserer Gruppe untersucht wird. Dieses Peptid beste-
hend aus 20 Aminosäuren verhält sich gemäss des Zweizustandsmodels, obwohl die Energielandschaft
viele enthalpische und entropische Becken aufweist, die sich vom Becken des gefalteten Zustands unter-
scheiden. Ein Resultat aus der Analyse mittels Mastergleichungen besteht darin, dass die ungefalteten
Zustände in unterschiedlichen Becken nicht während einer Zeit kleiner als der Faltungszeit ineinan-
der übergehen. Daher nimmt das Becken der gefalteten Zustände die Rolle einer Drehscheibe für die
Verbindungen zwischen unterschiedlicher Regionen des Konfigurationsraums ein. Nach unseren Resul-
taten erscheint der ungefaltete Zustand nicht als Region, in der das Polypeptid frei diffundieren kann,
sondern die ungefalteten Zustände sind strukturiert in Becken aus denen unabhängige, parallele Wege
zum gefalteten Protein ausgehen.
Eine weitere Thematik dieser Dissertation ist die Untersuchung von vereinfachten Proteinen mit-
tels MD Simulationen. Vereinfachte Proteinsequenzen wurden konstruiert anhand eines Aminosäure-
Alphabets mit nur drei Buchstaben. Wir betrachten fünf Proteine mit zwei strukturellen Motiven: vier
β-Faltblatt-Proteine mit jeweils 20, 28, 36 und 44 Aminosäuren und ein α/β Protein mit 56 Aminosäuren.
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Die α/β Proteinsequenz ist eine vereinfachte Version der B1 Domäne von Protein G. Sie besteht aus
Alaninen, Threoninen und Glycinen in Abschnitten, die in der Wildtyp-Struktur jeweils α-Helix, β-
Faltblatt and einen Loop bilden. Die Ausgangshypothese ist, dass für gewisse Proteintopologien ein
Aminosäure-Alphabet von geringer Komplexität in der Lage ist, die globalen strukturellen Eigenschaften
des gefalteten Zustands approximativ zu kodieren. Das bedeutet, dass die Evolution Proteinsequen-
zen in Richtung der Spezialisierung von Funktion anstelle von Struktur vorangetrieben hat. Ausser-
dem unter Annahme der ersten Hypothese stellt sich die Frage, wie können wir Proteinsequenzen
vereinfachen, so dass ihr Faltungsmechanismus in MD Simulationen beobachtet werden kann? In
Gleichgewichts-Simulationen wurden Faltungs-/Entfaltungsereignisse für alle untersuchten Proteine
beobachtet. Vor allem entsprechen die beobachteten gefalteten Zustände denen, die der angestrebten,
strukturellen Vorgabe entsprechen. Besonders der gefaltete Zustand der vereinfachten Sequenz für
Protein G ergab nahezu dieselbe α/β Struktur von Protein G. Die gefalteten Zustände jeder verein-
fachten Sequenz sind nur gering stabil (etwa 1 kcal/mol) und sehr zugänglich in kinetischer Hin-
sicht. Zur Zeit sind nur MD Simulationen mit reversibler Faltung von strukturierten Peptiden mit
weniger als 20 Aminosäuren bekannt, wie beispielsweise α-Helices, β-Haarnadeln und 3-strängige β-
Faltblätter, nicht aber für globuläre Proteine mit stark ausgeformtem hydrophoben Kern. Hier wurde
die reversible Faltung zur native Struktur von Protein G beobachtet in MD Simulationen mit mehr
als 10 µs Länge mit impliziter Behandlung des Lösungsmittels bei 330 K , wobei die Sequenz auf
ein drei-Aminosäure-Alphabet vereinfacht wurde. Diese Ergebnisse haben zweifache Bedeutung: i)
Eine Auswahl entsprechend der Sekundärstruktur-Tendenzen der Aminosäuren genügt um die gefal-
tete Konformation zu reproduzieren; ii) die 20 verschiedenen Seitenketten wurden selektioniert durch
natürliche Evolution für Proteinfunktion (und Prävention von pathologischer Aggregation), aber nicht
in Hinblick auf Faltungsgeschwindigkeit und/oder Proteinstabilität.
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1 Introduction
1.1 Where is the problem in protein folding?
The studies on the renaturation of the RNase in solution carried out by Anfinsen during the 50s which
led him to the nobel price in 1973 [Anfinsen, 1973], can be seen as the historical foundation of protein
folding as an autonomous branch of the molecular biology. Since then the knowledge on the protein
folding problem is amazingly increased in both the experimental and the theoretical fields. Knowledge
on the biochemistry of proteins has dramatically expanded too in the last 30 years. Today we know
certainly better than yesterday what is the role played by proteins in the living matter. As biological
macromolecules the primary purpose of proteins is to perform functions within the cell [Alberts et al.,
1998]. Functions performed are essentially of three types: enzymatic, cell signaling or signal transduc-
tion and structural. The enzymatic activity is the best known role played by proteins which are, such
as enzymes, in charge for the catalysis of chemical reactions. Enzymes carry out most of the chemical
reactions involved in the metabolism. Several enzymes can work together in a specific order, creating
metabolic networks. In cell signaling some kind of proteins are responsible of the transmission of signals
from a cell where they were synthesized to other cells of the organisms. Others are membrane proteins
that act as receptors whose main function is to bind a signaling molecule and induce a biochemical
response in the cell, or the ligand transport proteins, such as hemoglobin for instance, which bind par-
ticularly small biomolecules and transport them to other locations in the organism. Structural proteins
provide rigidity to the fluid-like biological matter: examples are fibrous proteins, collagen and motor
proteins. To use a computer science language, as DNA represents the program in which it is encoded
all the design of an organism, proteins act as the “executors” of the DNA prescriptions. Proteins are
then the actors which make the “dirty job” of making life functioning, or to put it in a philosophical
manner, they accomplish to what in Aristotelianism is called teleologic activity, namely the purpose of
realizing what is planned in the DNA. This metaphor is the basis of the so called central dogma of the
molecular biology which states that the information flow is transmitted in cascade from DNA to proteins
and never goes back [Crick, 1970]. In all cases the relationships between protein shapes and functions
are intimately close and in many of the cases proteins fold into a specific three dimensional structure to
accomplish their function. That is what is commonly acknowledged as the protein structure/function
paradigm, which reads that in order to be functional a protein has to assume an ordered three dimen-
sional structure under physiological conditions. Initiated and supported by the pioneer works ofMirsky
and Pauling [Mirsky and Pauling, 1936], and Wu’s [Wu, 1931], this hypothesis led to an extraordinary
production of protein structures using both X-ray and NMR experimental technics [Berman et al., 2003].
Anfinsen was the first calling “thermodynamic hypothesis” the structure/function paradigm, namely
the conjecture according to which the native state of a protein corresponds to a global minima of the
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free energy [Anfinsen, 1973]. Logic consequence of this hypothesis is that all the structural information
about the native state of the protein must be completely determined by its sequence of amino acids,
which is the final result of the biological evolution. Thus it is clear that the protein folding problem
according to Anfinsen’s view is nothing else than this: given the sequence of a protein to determine its
unique three dimensional functional structure. If a unique structure is required for a protein in order
to be functional then, since a polypeptide can in principle assume an astronomical number of different
configurations, an unavoidable “search problem” is also implied. In 1968, in his famous one page arti-
cle, Levinthal already guessed the deepness of the search problem by proposing the paradox that has
his name [Levinthal, 1968]. Stated simply the paradox reads as follow: how can an unfolded polypep-
tide chain, that is free to sample the vastness of configurational space, find the native conformation in
a biological time after a shift to physiological conditions? Since there are mainly two elementary de-
grees of freedom in the peptide unit, the torsional angles φ and ψ whose allowed values depends on the
stereo-chemistry of the amino acids [Ramachandran et al., 1963], assuming four possible configurations
per peptide unit (a pair of φ and ψ angles), then for a 100 residues polypeptide there are 4100 ∼ 1060
possible configurations. With a picosecond time scale for bond rotations the time needed to sample all
of them would be of the order of 1040 years which is enormously greater than the about 109 years for
the estimated age of the universe. Thus quoting Levinthal, “if the final folded state turned out to be
the one of lowest configurational energy, it would be a consequence of biological evolution and not of
physical chemistry”, so that the paradox is not a paradox at all and folding must be a consequence of a
direct, biased and perhaps “intelligent” search. The question is how that is possible. Anfinsen’s argu-
ment according to which native proteins are in their global free energy minima, constitutes a qualitative
answer to the Levinthal quest. At the time of Anfinsen’s Nobel prize the denatured state of proteins
was thought to be essentially ruled by the random coil statistics, namely without any structural content
and following the Flory hypothesis. The isolated-pair Flory hypothesis states that under denaturing
conditions the cross correlation between the chain units is negligible, i.e. each (φ, ψ) pair is sterically
independent, which is almost equivalent to say that the configurational ensemble in the denatured state
is structureless [Flory, 1969, Flory, 1974]. If we consider a polypeptide chain of n residue in its denatured
state and assume it satisfies the random coil statistics, then if λ rotational states per (φ, ψ) torsional pair
are allowed, the total main chain configurational entropy can be estimated as
Sdenat ∼ kB lnλn = n kBT lnλ (1.1)
which means that under the random coil hypothesis any configuration is equally accessible. As soon
as refolding conditions are restored the protein spontaneously picks a specific configuration, the native
one, out of all the possible ones, which means a dramatic entropic collapse. If the native state is con-
figurationally well defined the configurational entropy is Snat ∼ 0 so that the protein entropy loss due
to refolding is simply ∆Sfold = Snat − Sdenat ∼ −n kB lnλ which has a negative sign. Such an entropic
crisis must be then sustained by an enthalpy gain in favor of the native state in such a way it can be in a
global free energy minima, namely
∆Gfold = ∆Efold − T∆Sfold < 0 (1.2)
which means ∆Efold < T∆Sfold with ∆Efold the enthalpy gain for the protein under refolding condi-
tions. If we take λ = 3, three rotational states per chain unit, and consider a 100 residue chain at a
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physiological temperature of 300 K, the enthalpy gain for folding should be ∆Efold . −82 kcal/mol
which is a fairly enough large value considering that most of globular proteins are only marginally
stable, regardless of size and activity with∆Gfold in the range of -2/-10 kcal/mol [Privalov and Khechi-
nashvili, 1974, Makhatadze and Privalov, 1995, Taverna and Goldstein, 2002, Baldwin, 2007]. Thus most
of the enthalpy gain ought to be viewed as a compensatory effect of the entropy loss that alone drives
the folding process. This enthalpy driven folding picture has led the scene in the development of the
theories of protein folding. An example of that is the development of native centric models such as the
Go models [Go, 1983]. In these models the native structure is considered as the target state of a dynami-
cal process in which only the native interactions are favorable and drive folding until, by definition, the
folded configuration turns out to lie in a minima of the potential energy (and thus enthalpy). Despite
the great evolution of these kind of models, also in the direction of a more realistic treatment of the non-
native interactions [Karanicolas and Brooks, 2003], their limits are nevertheless evident [Cavalli et al.,
2005] since they essentially play the role of descriptive, rather than predictive models.
In the compute of the enthalpy gain due to folding one has to take into account four main forces [Dill,
1990a]: the van derWaals attractionswhich depends on the stereo-chemistry of the amino acids and arise
from interactions among fixed or induced dipoles; the hydrogen bond which occurs when an hydrogen
atom is shared between two electronegative atoms with a strength in the range 2-10 kcal/mol; the elec-
trostatic forces which are responsible for the long range interactions; the hydrophobic effect which gives
account of the aversion for water of the non-polar amino acids. The contributions to the free energy of
folding due to the solvent are generally divided in two parts, the polar and non-polar, the former af-
fecting the hydrophilic residues and the latter affecting those hydrophobic. The non-polar contribution
at physiological temperature is essentially entropy driven. The transfer of non-polar species in water at
300 K is not opposed by the enthalpy and conversely is favored by entropy because the waters prefer
to hydrogen bonding to other waters instead to make hydrogen bonds with the non-polar species [Dill,
1990a, Dill, 1990b]. The phenomena essentially corresponds to of phase separation between solute and
solvent which allows the protein to have access to a greater number of configurations, that is properly
known to be an entropy driven phase transition [Frenkel, 1999].
Determining how a given polypeptidic sequence folds to a stable protein with a well defined struc-
ture is one of the great challenges of nowadays theoretical biophysics [Onuchic et al., 1997, Pande et al.,
2000, Dinner et al., 2000, Thirumalai et al., 2002, Fersht and Daggett, 2002]. Computer simulations
are a powerful technique to investigate the structure and the dynamics of proteins at atomic resolu-
tion. In principle, computer simulations could determine the complete free energy surface of proteins
and thus the native, folded conformation in correspondence of the global minimum of the free energy
as well as barriers height and rates. In practice, however, equilibrium properties of even small-size
proteins with 50 or more amino acids cannot be determined in this way as this would in general re-
quire the simulation of long trajectories in the µs to ms range (see e.g. the Protein Folding Database
http://pfd.med.monash.edu.au) that cannot be calculated with current computers. While currently
available sequence-based force-fields might not be able to properly fold a protein to its native struc-
ture using molecular dynamics (MD) simulations, the past few years computationally efficient all-atom
implicit solvent models have made it possible to describe the reversible folding of some peptides and
miniproteins [Schaefer et al., 1998, Gnanakaran et al., 2003, Caflisch and Paci, 2004].
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1.2 What models for folding?
What kind of mechanisms can explain the great entropy loss of the denatured state upon folding? Before
to briefly explore the theoretical suggestions that in the last decades have been proposed, three well
established facts needs to be reminded. The first is the discovery of the “molten globular state” which
plays the role of a major kinetic intermediate near the start of the folding pathway [Kuwajima, 1989,
Ptitsyn et al., 1990, Ptitsyn, 1992]. Discovered around the 80s in a protein environment under mild
denaturing conditions (low pH), it is a thermodynamic phase structurally characterized by a native-
like secondary structure associated to a fluctuating backbone [Vassilenko and Uversky, 2002], a lack
of specific tertiary contacts (liquid like) with typically the presence of a loosely packed hydrophobic
core [Ptitsyn and Uversky, 1994]. Experimental data clearly indicates that in the folding reaction the
transitions form denatured to molten globule and from molten globule to native resemble first order
phase transitions [Koshiba et al., 2001], that are characterized by a very fast time scale in the former
(about 10−3 s) and a slow time scale in the latter (the folding time) [Arai and Kuwajima, 1996]. Although
not completely unanimous (see for example [Creighton, 1997]), the molten globular phase of proteins is
widely accepted to play a key role in protein folding.
The second important fact is the reassessment of the denatured/unfolded state in light of the in-
consistency of the random coil hypothesis. In the last years it has been rooted the idea that the deep
comprehension of protein folding pass through a complete understanding of the denatured state [van
Gunsteren et al., 2001]. For an increasing number of proteins it has been experimentally shown that
the denatured/unfolded state is structured: remarkable examples are the works of Shortle who showed
that, even under strong denaturing conditions, such as 6M GuHC1 and 9M urea, a residual structure
may survive that, in some cases, correlates to a native-like signal [Dill and Shortle, 1991, Shortle and
Ackerman, 2001]. Notably under milder or physiological conditions, the denatured states of most pro-
teins appear to be highly compact with a high secondary structure content and moreover, as mutational
analysis has suggested, it plays a key role in protein stability [Shortle, 1996]. Yet, studies on the fast
kinetics formation of loop/turn in unfolded polypeptides [Fierz et al., 2007] and the residual dipolar
couplings (RDCs) observed by NMR spectroscopy on unfolded model peptides, showed a strong ori-
entational preference of the amino acids [Dames et al., 2006] and suggest a pre-organized view of the
denatured/unfolded as outlined by Rose and collaborators [Rose et al., 2006]. A pre-organized un-
folded state is largely dominated by the local interactions between adjacent residues whose steric and
hydrophobic interactions drive the local configurational preferences. Thus, such a residual structure in
the denatured state consequently implies the questioning of the Flory’s assumptions on the isolated pair
hypothesis [Pappu et al., 2000].
The last fact we would like to recall here is the increasing evidence of the role of the intrinsically disor-
dered or natively unfolded proteins. Natively unfolded or intrinsically unstructured proteins constitute
a unique group of the protein universe. In particular their evolutionary persistence is a strong indication
of their relevant biological role. These proteins show a low level of ordered secondary structure and no
tightly packed core. They are very flexible, but can assume relatively rigid configuration under binding
with ligands. In comparison with the globular proteins, natively unfolded proteins are very sensitive
to the changes in environment [Uversky, 2002]. About the 10 % of proteins are predicted to be fully
disordered, while at least the 40 % of eukaryotic proteins have at least one long (>50 residues) disor-
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dered region [Tompa, 2002]. It has been suggested that the intrinsically unstructured proteins might be
the rule instead the exception on how the protein universe is organized. In particular this suggestion
has lead to the proposal that proteins might generally exists in a “trinity” of states: the ordered state,
the molten globule, and the disordered, all of the three having a functional role depending on the en-
vironment [Dunker et al., 2001]. Thus, according to these new view the classical sequence/structure
paradigm for proteins would hold only for a tight subclass of the protein universe. Natively unfolded
proteins configure themselves as an advanced stage of the evolution of proteins for their multiple ability
to perform functions in metabolic networks [Gavin et al., 2002].
In light of the three established facts recalled above, an ideal theoretical framework of folding, or
more generally protein behavior, should be a minimal compromise able to include all the diverse con-
figurational features of proteins. In the last decades the debate between experimentalists and theoreti-
cians has focused on globular proteins, in particular whether they reach their global energy minimum
in a pathway-independent manner under thermodynamic control (the thermodynamic hypothesis), or
whether they follow a specific pathway to a possibly local minimum under kinetic control. Experiments
have clearly suggested that some small monodomain proteins obey the thermodynamic hypothesis [Kim
and Baldwin, 1990, Dill, 1990a]. However, there are many examples of proteins whose functional native
state is metastable while more stable inactive conformations are avoided: instances are the plasminogen
activator inhibitor (PAI-1) [Berkenpas et al., 1995] as well as other members of the serpin family [Cabrita
and Bottomley, 2004]. Another example of process under kinetic control is the protein misfolding, that
in many diseases such as Alzheimer’s, Creutzfeldt-Jakob’s, bovine spongiform encephalopathy, and
Parkinson’s, is held to be the cause of ordered aggregation. Misfolded states, such as kinetic traps, in-
termediates or competitive states of lower energy than the native one, are able to escape to the control
mechanisms within the cell leading first to the malfunctioning of the cellular metabolism and then to
the disease [Dobson, 1999, Dobson, 2003]. The models that have been suggested to explain the high
speed of protein folding are essentially three, as depicted in figure 1.1. In the hierarchical model (fig-
ure 1.1 (A)) [Ptitsyn and Rashin, 1975, Kim and Baldwin, 1982, Kim and Baldwin, 1990, Baldwin and
Rose, 1999b, Baldwin and Rose, 1999a, Rose et al., 2006, Ozkan et al., 2007], folding is initiated by the
formation of the elements of secondary structure already in the unfolded state regardless of the tertiary
contacts. Essentially the local propensities of adjacent amino acids drive the formation of backbone-
backbone hydrogen bonds which are responsible for the construction of the secondary structure. This
step of local arrangement can be very fast depending on the strength of the local preferences of the
residues. The scenario suggested by Rose and coworkers of a pre-organized (or pre-sculped) unfolded
state and the experimental results on the residual structure in the denatured state, seem to support such
a view of the early stages of folding. An image of pre-organization can be a denatured state shaped
like a swiss cheese, where the holes correspond to gateways for the folding channels which, connected
like in a branched tree, drive the system to its folded state. Each hole in this picture corresponds to a
local region of the polypeptidic chain fromwhich folding initiates. Moreover, the Ising like model firstly
proposed by Zwanzig at the beginning of the 90s, already showed that strong propensities of the amino
acids to form ordered local structures can be an extraordinary bias to easily overcoming the Levithal’s
paradox and providing biological folding times [Zwanzig, 1995, Zwanzig et al., 1992]. Once the local
elements of secondary structure are formed they can get assembled by means of a diffusion-collision
mechanism [Karplus and Weaver, 1979, Karplus and Weaver, 1994]. The elements of secondary struc-
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Figure 1.1: Possible mechanism for protein folding. (A) The hierarchical model [Ptitsyn and Rashin, 1975, Kim and Baldwin,
1982, Kim and Baldwin, 1990, Baldwin and Rose, 1999b, Baldwin and Rose, 1999a, Rose et al., 2006, Ozkan et al.,
2007]. Protein folding is thought to start with the formation of elements of secondary structure independently of
tertiary structure, or at least before tertiary structure is locked in place. These elements then assemble into the
tightly packed native tertiary structure by means of a diffusion-collision (or framework) mechanism [Karplus and
Weaver, 1979, Karplus and Weaver, 1994]. (B) Hydrophobic collapse model for folding [Rackovsky and Scheraga,
1977, Dill, 1985, Dill, 1990b]. The initial event of the reaction is thought to be a relatively uniform collapse of the
protein molecule, mainly driven by a phase separation given by the hydrophobic effect. Stable secondary structure
starts to grow only from the collapsed state. (C) Nucleation-condensation mechanism [Fersht, 1995, Itzhaki et al.,
1995, Shakhnovich et al., 1996, Fersht, 1997, Fersht, 1999, Kiefhaber et al., 1997]. Early formation of a diffuse protein-
folding nucleus catalyses further folding. The nucleus primarily consists of a few adjacent residues which have
some correct secondary structure interactions, but it is stable only in the presence of further approximately correct
tertiary structure interactions. Both mechanisms (B) and (C) at final stage of folding are compatible with the funnel
model [Bryngelson et al., 1995, Dill and Chan, 1997]. Figure adapted from [Nolting and Andert, 2000].
ture (helices or β-hairpins) diffuse in the space so that favorable tertiary interactions can be found due
to entropic effects as a consequence of the hydrophobic effect. It is clear that such a paradigm of folding
implies parallel routes and a not necessarily a structurally defined transition state. According to the
hydrophobic collapse model (figure 1.1 (B)) [Rackovsky and Scheraga, 1977, Dill, 1985, Dill, 1990b] the
initial event of folding is an overall collapse of the chain so that secondary structure can grow within
a compact configurational space. On the other hand in the nucleation-condensation mechanism [Fer-
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sht, 1995, Itzhaki et al., 1995, Shakhnovich et al., 1996, Fersht, 1997, Fersht, 1999, Kiefhaber et al., 1997]
(figure 1.1 (C)) a critical diffuse folding nucleus involving a low number of close residues in a critical
network of tertiary contacts [Vendruscolo et al., 2001], catalyzes further folding and the growth of sec-
ondary structure under the pressure of the hydrophobic effect. In these two models the formation of a
key nucleus implies the existence of a structurally well defined transition state and, consequently, less
heterogeneous folding pathways. Moreover, these two models are both compatible with the framework
of funneled energy landscapes [Bryngelson et al., 1995, Dill and Chan, 1997]: the critical nucleus is the
rate limiting step of the folding reaction after which the growth of favorable native interactions, dramat-
ically decreases the enthalpy of the protein compensating the entropy loss and eventually overtaking
it. This view is also considered supported by the phi-value analysis which, as an experimental protein
engineering method, has been widely used to study the structural features of the folding transition state
in small protein domains that mainly fold in a two-state manner (all-or-none) [Fersht, 1999, Mayor et al.,
2003].
1.3 Reaction coordinates and the importance of the description in
complex systems
Proteins are perfect example of complex system inasmuch as they are characterized by many degrees
of freedom which interact in a non trivial manner. To quote the words of the mathematician and Nobel
price Herbert Simon in his “The architecture of complexity” [Simon, 1962]: “Roughly, by a complex system
it is meant one made up of a large number of parts that interact in a nonsimple way. In such systems the whole is
more than the sum of the parts, not in an ultimate, metaphysical sense but in the important pragmatic sense that,
given the properties of the parts and the laws of their interaction, it is not a trivial matter to infer the properties of
the whole.”
Closely related to the Simon’s statement there is the problem of the description for complex systems
and specifically for proteins. The investigation of the problem of the description of the configurational
space of proteins and the development of methods on this subject is one of the main topics of this thesis
work. Our tool of investigation is basically rooted in the use of MD simulations. The trajectories gen-
erated in simulations are considered here as the outcome of a special kind of experiment in which full
access to the complex dynamics of the system is possible. In simulations based on an atomistic descrip-
tion of the protein molecules, the full access to all the degrees of freedom of the system is in principle
feasible. However, given the multidimensional character of the configurational space of proteins, even
if a foldable polypeptide clearly admits at least two macro-phases, a folded and an unfolded one, it
is not trivial to define a quantity able to distinguish among all the configurational states. If we focus
our attention on foldable proteins, folding reaction is a transition from disorder (or partial order) to
full order. In terms of free energy the transition goes from a macro-phase (the unfolded one) in which
the free energy is largely dominated by high entropy (large TSunfold) to a macro-phase (the folded one)
whose free energy is characterized by low enthalpy (∆Efold  0). The description problem arises when
the investigator looks for quantities able to distinguish these macro-phases on both thermodynamic and
kinetic sides. These quantities when referred to thermodynamics are called “order parameters” or “reac-
tion coordinates” when a kinetic context is needed. Ideally order parameters should be able to discern
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among the thermally stable phases by approximating the free energy function of the system. On the
other hand, ideal reaction coordinates should give full account of the free energy barriers that the sys-
tem needs to cross to reach its equilibrium. The termmacro-phases is appropriated inasmuch as a phase
is the average over an ensemble of microstates characterizing the phase-space of the system. Microstates
are states fully characterized by the molecule spatial degrees of freedom and momentums. Less general
microstates are the configurational microstates which are characterized by only the spatial degrees of
freedom only. The probability to have a certain microstate in phase space at a given fixed temperature
is defined by the normalized Gibbs-Boltzmann probability density
ρ(Γ) =
1
Z
e−βE(Γ) (1.3)
with Γ the element of the phase space, Z the canonical partition function, β = 1/kBT . The Gibbs-
Boltzmann probability density characterizes the whole thermodynamics of the system, in particular its
entropy1
S = kB
∫
ρ(Γ) ln ρ(Γ)dΓ (1.4)
and free energy
G = E − TS (1.5)
withE the mean internal energy of the system or its enthalpy2. Let us first focusing on order parameters.
Defining an order parameter for folding corresponds to define a probe. To use a language more familiar
to experimentalists, a probe means to design a measuring device (CD spectra, fluorescence, NMR spec-
troscopy, light scattering, single molecule spectroscopy, etc.) that leads to a complete set of outcomes. If
we imagine these outcomes discrete and finite in number, for instance i = 1, · · · , N , so that a probability
or an intensity Pi can be measured, then we would have the normalization
∑N
i=1 Pi = 1. A classical
example of order parameter in statistical mechanics is the magnetization M for spin systems such as
an Ising model which gives account of the total orientation of the spins. Using the magnetization, the
free energy of the system can be expressed as a function of it, so that the statistical mechanics of the
disorder-order phase transition can be fully studied. Similar parameters are difficult to be conceived
for proteins for the simple reason that proteins are heterogeneous objects whose order is not univer-
sal. However, quantities such as the number of native contacts the RMSD with respect to a reference
native structure play the role of projection of the free energy landscape [Shea and Brooks, 2001] and
mimic the role of order parameters. Typically free energy profiles are estimated from these projected
quantity by computing the −kBT ln of the histogram values. Because of their uni-dimensionality these
target based quantities are able to distinguish an ordered phase (the target) from a “rest”. The rest is
the unfolded state which for its very nature is heterogeneous. Thus, if one is interested to a detailed
description of the whole configurational space of proteins, projected quantities are insufficient and of-
ten ill defined. A partial solution to the lack of order parameters for folding is the use of descriptors
based either on the clustering or the coarse-graining of the configurational space. Cluster analysis are
usually based on structural similarity (RMSD, dRMSD). Coarse-graining methods basically consist in a
symbolization of the configurational space. The symbolization of the configurational space corresponds
1The definition takes place from the assumption of extensivity of the entropy function in a canonical ensemble [Landau and
Lifshitz, 1980].
2In a protein one usually call it “effective energy”, which is the sum of the internal protein energy plus the solvation energy
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to discretize a subset of the degrees of freedom with a consequent reduction of the system complexity.
Given the continuous state space of a complex system, the idea is to partition it into a finite number of
regions, each of which is labeled with some symbols. Symbols define discrete states that may or may
not be directly related to the degrees of freedom of the system. These type of descriptions give arise
to a “mesoscopic” or coarse-grained partitioned description of the configurational space. Mesoscopic
means that probabilities are defined (or measured) out of all the possible outcomes of the descriptions.
The multidimensionality of proteins entails that the descriptors can be related to the degrees of freedom
in a non trivial manner. However, if the descriptor admits a finite set of states (as in symbolic states) the
law of the total probability can be applied. According to the law of total probability given a set of finite
or countable partitions Bi with i = 1, 2, 3, ..., if the events Bi can be measured, then for any event A it
holds the relation P (A) =
∑
i P (A|Bi)P (Bi) [Gnedenko, 1954]. Applying the theorem on a molecule
whose configurational probability is given by the Gibbs-Boltzmann distribution, leads to the relation
ρ(Γ) =
N∑
i=1
ρi(Γ)Pi (1.6)
where ρi(Γ) is a conditional density within a partition i defined by the mesoscopic descriptor. The
formula 1.6 is the key to interpret the link between the system and its observer in the context of thermo-
dynamics. From that relation one is not only able to infer the thermodynamics as a direct consequence of
the descriptors but also to judge the quality and the amount of information extracted from the system. In
chapter 2 the consequences of this relation are investigated from the point of view of the thermodynamic
analysis of folding simulations. In particular four kind of descriptors are studied (Cα-RMSD, Strings of
native contacts, strings of secondary structure, strings of main chain rotational angles) on equilibrium
molecular dynamics simulations of the GSGS peptide, the widely studied β-sheet mini protein [Ferrara
and Caflisch, 2000, Rao and Caflisch, 2003, Rao and Caflisch, 2004, Rao et al., 2005]. Among the conse-
quences of the law of total probability there is that eachmesostate i has its own free energy, enthalpy and
entropy. Approaches to the investigation of the protein thermodynamics have led to the development of
graphical methods to analyze the topography of complex energy landscapes such as the disconnectivity
graphs [Wales et al., 1998, Krivov and Karplus, 2002, Rylance et al., 2006] or the network representations
[Rao and Caflisch, 2004, Gfeller et al., 2007]. These methods have revealed in a striking visualmanner the
heterogeneity of the configurational space of proteins and the multiple presence of different free energy
basins shaping the energetic landscape. Without these studies such findings could only be guessed on
the basis of solely one-dimesional descriptors such as the number of native contacts, the RMSD or the
radius of gyration. The problem of reaction coordinates is closely connected to the understanding of
folding kinetics and with the determination of hypothetical transition state ensemble TSE. In particular,
if a TSE exists, quantities such as the folding probability Pfold can be largely useful for its structural char-
acterization. A TSE is by definition a saddle point in a free energy profile so that a protein conformation
standing on it would have half chances to fall into the folded state and half chances to fall into the un-
folded. Methods to calculate Pfold from computer simulations have been proposed so far either from
non-equilibrium parallel folding simulations [Du et al., 1998, Lenz et al., 2004] or directly from equilib-
rium folding simulations [Rao et al., 2005] (see chapter 3). The evident limitations of the Pfold approach
is the implicit assumption of a two state folding so that the interpretation of 0.5 values, if the presence of
intermediate states characterizes folding, is made difficult. On the basis of the experiments [Eaton et al.,
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2000, Mayor et al., 2003] most of globular proteins are thought to have a two state kinetics, that is the
overall kinetics governing folding is essentially single exponential meaning the a single main free en-
ergy barrier separates the unfolded phase from the folded. Deviations from this standard behavior are
observed going from multi-exponential kinetics [Wagner and Kiefhaber, 1999, Sánchez and Kiefhaber,
2003] to non-exponential [Sabelko et al., 1999, Ihalainen et al., 2007]. How to reconcile these findings
with the particularly rich free energy landscapes obtained from simulations? Attempts along this line
are the models that use a Markovian approach to folding dynamics [Cieplak et al., 1998, Abundo et al.,
2002, Swope et al., 2004a, Swope et al., 2004b, Park and Pande, 2006, Chodera et al., 2007, Noe et al.,
2007]. The idea behind these models is to consider the configurational space of proteins discretized so
that the dynamical transitions between two states at a certain time do not depend on the past history of
the system. If the time is a continuos variable a master equation describes the system kinetics
d
dt
Pi(t) =
N∑
j=1
(Tij(τ)Pj(t)− Tji(τ)Pi(t)) (1.7)
whereN states are introduced and Pi(t) is the population of the ith state at time t, τ is a mesoscopic time
scale and Tij(τ) are transition probabilities. The transition matrix Tij(τ) describes the mesoscopic dy-
namics of a single molecule in the configurational space. Typically, starting from equilibrium molecular
dynamics simulations the configurational space is first clustered, or partitioned, and later the transition
probabilities are estimated from the cluster time series. Ideally the equation 1.7 contains all the informa-
tion and the pathways through which a protein molecule can reach the folded state. In practice, it is not
trivial to find a partitioned representation of the configurational space which automatically leads to a
Markovian dynamics (history independent), for the simple fact that in a simulation one cannot assume
an overall diffusive regime due to finite size effects. When a protein is traveling in a free energy min-
ima a diffusive regime and the Markov property can be assumed, because within a minima the protein
can “forget” its previous trajectory. Conversely, when the protein is crossing a saddle area of the free
energy landscape, to jump into the next stable state, the regime is ballistic and the trajectory is definitely
non-Markovian [Plotkin and Wolynes, 1998]. A trivial example of diffusive regime is the equilibrium in
which the system is relaxed in its stable states. In molecular dynamics simulation the situation is made
worse by the fact that, basically the saddle points of a free energy landscape are very bad sampled.
The main point is that a wrong hypothesis on the underling mesoscopic dynamics (non-Markovianity)
leads to inconsistent solutions of the master equation or to factitious folding mechanisms. In this thesis
the problem of the Markovianity from simulation is addressed and partially solved by developing a
procedure that redefines the time series of the mesostates (either symbolic or from clustering) accord-
ing with their “causal” relations. The procedure is called “causal grouping” and it allows to lump the
mesostates that are non-Markovian in terms of the future they produce. The idea is extremely simple
and allow to use the full potentialities of the master equation 1.7. From the master equation with N
states one can easily calculate the spectral properties of the transition matrix which contains all the in-
formations on the main kinetic modes of the system. Moreover, the mean first passage times MFPT for
all the equilibrium transitions i→ j can be easily calculated providing a full insight on folding kinetics.
We applied this approach to all the proteins studied in this thesis. The approach has been also ap-
plied to coarse-grained simulations designed to study the aggregation of an amphipathic polypeptide.
The coarse-grained polypeptides are characterized by a free energy profile having a distinct amyloid-
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competent (i.e. beta-prone) state and an amyloid-protected state [Pellarin and Caflisch, 2006, Pellarin
et al., 2007]. These simulations show that a decrease in the β-aggregation propensity results in a larger
heterogeneity of elongation pathways, despite the essentially identical structure of the final fibril. In
other words if the β-aggregation propensity is high the fibrils are formed through a simple deposition
mechanism: the monomers first change state from aggregation-protected to β-prone and later rapidly
polymerize until the mature fibril is formed; conversely if the β-aggregation propensity is low the sys-
tem shows a lag phase during which monomers coordinate themselves into micelles and then, after the
formation of critical nucleus, a proliferation of diverse pathways drive the system to the mature fibril.
The application of the master equation on these simulations allowed to identify and quantify which
leading mechanisms determine the elongation rate of the fibril formation (see chapter 6).
The application of the master equation or Markov chains represents an alternative way to address the
problem of reaction coordinates. Many methods to find reaction coordinates that can be found in the lit-
erature are based on Bayesian optimization procedures or neural networks learning[Best and Hummer,
2005, Ma and Dinner, 2005, Peters et al., 2007]. In our opinion the master equation method, provided
that the problem of Markovianity is kept under control, is indeed simpler, physically well established
and gives account of any complex multi-exponential kinetics. After all we strongly believe to the Oc-
cam’s razor reasoning, namely It is vain to do with more what can be done with less. In developing our
causal grouping with the aim to construct a minimal Markov chain to describe the simulation data, we
realized that the elaboration of a general theory called computational mechanics, proposed by Crutchfield
and collaborators [Crutchfield and Young, 1989, Shalizi et al., 2002, Shalizi and Crutchfield, 2002], is
ongoing. The theory proposes a technique that directly reconstructs minimal equations of motion from
the recursive structure of measurement in a time series, in other words this method allows to discover
hidden patterns in any kind of time series and translate them in a minimal Markov process. Let us
briefly summarize the main points. Consider a discrete time and discrete-valued stochastic process in
a time series · · ·S−2S−1S0S1S2 · · · with Si a variable taking values in a finite alphabet of λ symbols.
Given any time t the time series can be always divided in a past
←
S t and a future
→
S t. Now, the condi-
tionally stationarity of the process is assumed, which means that for any future event the conditional
probability P (
→
S t |
←
S t) does not depend on the time t. Given a certain past
←
S one wants to make pre-
dictions of the future
→
S . The idea is to introduce a temporal partitioning of the time series in order to
define some causal states as a basis of underling minimal Markov chain. Causal states are defined by
first selecting a time window τ in which the differential conditional probability between two pasts is
|P (→S τ |
←
S
′
τ ) − P (
→
S τ |
←
S
′′
τ )| <  where  is a sort of fitness parameter so that
←
S
′
τ and
←
S
′′
τ belong to the
same causal state. Essentially the causal states are a group of pieces of time series having length τ which
lead to the same future
→
S . One can see that for any stationary process it can always be found a time
window τ such that the obtained causal states generate a Markov process. The limitation of this method
is to consider an overall τ time scale in defining the causal states. This can represent a delicate issue
when multi-scaling time series are studied, meaning processes showing several time scales other than
that necessary to the system to lose its memory. Folding trajectories are examples of multi-scale time se-
ries because of the complex structure of the free energy landscape: different minima or kinetic traps can
in general posses quite different relaxation times. Recently a multi-scale version of the computational
mechanics has been proposed to address this problem in the analysis of single molecule folding time se-
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ries [Li et al., 2008]. A natural application of this approach are the single molecule florescence methods
based on FRET (Foerster resonance energy transfer), ET (electron transfer) and fluorescence correla-
tion spectroscopy [Talaga et al., 2000, Schuler et al., 2002, Lipman et al., 2003, Haran, 2003, Yang et al.,
2003, Neuweiler and Sauer, 2004]. This new experimental technics represent important breakthroughs
in folding investigation. Measured FRET efficiencies are proportional to the inverse 6th power distance
between donor and acceptor fluorophore, thus the data measurements can be regarded as time series of
intermolecular distances. Similarly the ET technic, measuring the phosphorescence lifetimes and single
molecule electron transfer, is also capable to extract time series of distances. Despite the exciting pos-
sibility to observe a molecule in a non-ensemble context, these technics are not free from interpretation
problems. An example of that is the degeneracy problem which means that corresponding to measured
distances there can be ensembles of configurational states that fit within the same distance constraint.
Another delicate aspect regarding the time series from single molecule experiments is that although all
the measurements are at single molecule level, two time adjacent measurements might not be referring
to the same molecule. In this respect, processing single molecule time series by means of learning algo-
rithms if on one hand can better elucidate the diffusive character of the folding transition, on the other
hand it does not necessarily lead to a detailed description of the system complex dynamics. The chances
to construct more descriptive models from single molecule measurements would be indeed increase by
the possibility to measure multiple intermolecular distances simultaneously [Schuler and Eaton, 2008].
1.4 Simplified protein sequences as a strategy to study folding
As mentioned above, proteins are the product of the biological evolution. Sequences evolved under
the strong pressure that folding must be an efficient process to allow proteins exerting their biological
function. Due to their multidimensional character, proteins have often been approached as a special
version of spin glasses, thus as systems having a natural predisposition to be energetically frustrated
[Bryngelson and Wolynes, 1987, Buchler and Goldstein, 1999a]. For globular proteins where a folded
structure is a prerequisite for functioning, folding must be a “robust” process meaning that the amino
acid sequences have been selected in such a way the frustration was minimal [Klimov and Thirumalai,
1996]. Robustness in this context means the necessity that potentially dangerous configurations (for in-
stance those promoting aggregation) must be avoided during folding and that the native configuration
has to be reached in a smooth way. In our opinion the evolution of protein sequences is not very alike
from that of natural languages. Some researchers think that the evolution of natural languages might be
the product of a universal tendency to a dynamic equilibrium between syntactic content (the punctua-
tion) and the semantic content which is the meaning of the message that a speaker efficiently transmit
to another speaker [Crofts, 2007, Lieberman et al., 2007]. In protein sequence evolution of the syntactic
structures are those represented by the physicochemical properties of the sequence of amino acids (their
hydrophobicity, steric hindrances, their propensity to assume local structures, etc.) while the semantic
content represents the function proteins have evolved for. Likely the sequence evolution could have
been characterized from an harmonization-competition of these two aspects: the structural features of
proteins versus their purpose. In globular proteins the equivalence between structure and function sug-
gests that the syntactic organization (the three dimensional protein structures) tightly correlates with
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the semantic content (the protein function). On the other hand the existence of the intrinsically unstruc-
tured proteins suggests that the development of a complex semantic content (multiple functional role
of these proteins) at the expense of a syntactic order (3D ordered structures) might be the final treat of
an evolutionary path driven by themeaning of the message. As Shannon first understood [Shannon, 1948]
communication requires two components, a thermodynamic framework for coding and transmission,
and a semantic content which has to be recognized by a counterpart in a communication channel. Pro-
teins are made up of sequences of amino acids and amino acids are chosen out from an alphabet of 20
types. If we focus on globular proteins in which the structure is completely encoded in the sequence
then a question naturally arises: how many residue types are really necessary to encode the structural
content? Protein sequences, as heritage of the genetic code, represent the words and the sentences of
the complex language of living matter. As in any natural language with its syntactic rules, meaningless
words can be constructed out of the combinations of letters as well as meaningless sentences can be
built out of well formed words. On the other hand new words or neologisms can be included or not
into the language inasmuch as they are accepted or not by the community that utilizes the language.
Since in globular proteins the syntactic structure of sequences likely contains the message, its three-
dimensional and functional structure, then a more specific question can be asked: what is the minimal
number of residue types necessary to fold a protein? This question has been addressed both experimen-
tally and theoretically so far, especially in the topic of protein design. Experimental studies conducted
by Davidson and coworkers on random libraries of sequences with only three amino acids constitute
a remarkable example of this research topic [Davidson and Sauer, 1994, Davidson et al., 1995, Cordes
et al., 1996]. In these studies a library of synthetic genes encoding 80- to 100-residue composed mainly
of random combinations of glutamine Q, leucine L, and arginine R were expressed in Escherichia coli.
Among the proteins obtained some (about the 1% on a huge library) QLR proteins were well expressed
and well characterized. These proteins, although totally artificial, have been shown to posses high he-
lical content from CD measurements. These studies led Davidson and collaborators to conclude that
the key elements of protein design seem to be the proper placement of hydrophobic residues along the
polypeptide chain and the ability of these residues to form a well packed core. On another line are the
works carried out in the group of Baker. In [Riddle et al., 1997] a β-sheet protein, the SH3 domain,
was simplified by using 5 letter amino acids: Isoleucine I, Lysine K, Glutamic Acid E, Alanine A and
Glycine G. The study was conducted using a phage-display selection strategy to promote the biologi-
cal protein activity. The use of the residues I, K and E was justified by the fact that globular proteins
contains non-polar interiors and polar exteriors so any experimental simplifying framework should con-
tain both polar and non-polar residues. Alanine and Glycine were the better conserved residues in the
combinatorial libraries. Despite the dramatic change in sequence, the folding rates of the simplified ver-
sions of the SH3 protein were very close to that of the wild type. NMR analysis showed a well packed
core which justified the high protein stability. Thus the selection procedure eliminated molten globular
structures in favor of function. Finally, Baker and coworkers argued that simplified sequences consti-
tute an opportunity to investigate the evolution of the rapid and cooperative folding of small proteins.
In order to exert their function globular proteins need a folded state both stable and kinetically acces-
sible. While the former is under evolutionary pressure it is still unclear whether the latter is also an
evolutionary factor. Baker and collaborators [Plaxco et al., 1998, Watters and Baker, 2004] also stressed
that the number of letters required to obtain a foldable sequence could not be lowered to 3, they were
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unable to obtain foldable sequence containing only one polar and two non-polar amino acids. A point
this that is reinforced by Wolynes in [Wolynes, 1997] in light of the energy landscape theory: too sim-
plified sequences would not have an enough “stability gap” , the energy difference between the native
state and the rest of the configurational space, to guaranty thermodynamic control. Three letters alpha-
bets have also benn excluded from lattice simulations in the protein design investigations conducted
by Shakhnovich [Shakhnovich, 1998]. However in Wolynes’s concluding remarks it is claimed that par-
ticularly symmetric structures could be encoded in a 3 letter amino acid alphabet (see for example the
design a four helix bundle using only a 3 letter alphabet [Regan and De Grado, 1988]), a fact that would
possibly bring into question the role of the hydrophobic code in protein folding. The studies of Rose and
coworkers have often stressed on the hierarchical character of the folding process [Baldwin and Rose,
1999b, Baldwin and Rose, 1999a, Fitzkee et al., 2005, Rose et al., 2006]. In their view the unfolded state
is pre-organized by the local propensities of short sequence stretches which drive the formation of local
order. Typically the formation of local order drives the early coordination of the secondary structures
which successively get assembled into the folded configuration hierarchically. According to Rose and
coworkers the main driving force of the hierarchical assembly is the backbone hydrogen bonding which
is responsible of pre-sculped configurational spaces. A consequence of this view is that, likely only a few
number of amino acids, organized in “syntactically” well formed sequences, can give pre-sculped con-
figurational spaces made of several minima, so that the role of side chains is that of selecting a specific
minima. In a recent computational work it has been suggested that secondary structure propensities
determines protein topologies [Fleming et al., 2006]. In that work the correct secondary structure as-
signments were used to constrain polypeptide backbone chains devoid of side chains, and the most
favorable folded conformations were determined by using Monte Carlo simulation with energy terms
depending onmolecular compactness, steric exclusion and backbone hydrogen bonding. Interestingly a
small number of energetically favorable topologies were found for a set of 13 proteins and, in the major-
ity of the cases, the native one was prominent. Early works of Finkelstein and Ptitsys more than 20 years
ago on the study of folding patterns already suggested that the limited set of folding structural pattern
might not directly linked with the amino acid sequence detail [Finkelstein and Ptitsyn, 1987, Chothia
and Finkelstein, 1990].
In this thesis a method is proposed to study the folding mechanisms of simplified protein sequences
by means of molecular dynamics simulations in implicit solvent. It is known that with the current
computers power folding simulations are limited to small system (see [Caflisch and Paci, 2004] and ref-
erences therein). Even though modern force fields were accurate enough to encode the folded state of
small proteins (about 60 residues), the folding rate of these proteins could be so low that the computa-
tional time to fold themmight be prohibitive. Another aspect is the role played by the inaccuracies of the
force field, underestimation and overestimation of the strength of specific non-bonded interactions may
lead to the increasing of the free energy frustration of the modeled protein with a consequent dramatical
decrease of the folding rate. Here we studied the folding mechanisms of four β-sheet and one α/β pro-
teins with simplified sequences that adopt only three residue types. The choice of the residue types was
done according with their secondary structure propensities, in particular sequences with three residue
types were constructed from the list of alanine for helices, glycine and serine for turns and threonine for
β. Full β proteins have respectively 20, 28, 36, 44 residues and were designed to fold in a three-, four-,
five-, six-stranded β-sheets. The α/β protein has 56 residue and its sequence is a simplified version of
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the B1 domain of protein G [Gallagher et al., 1994]. Strikingly all the simplified proteins reversibly fold
in simulations, the full β proteins in a double-, three-, four-, five-stranded β-sheet respectively and the
α/β in the native topology of the B1 domain of protein G. All the starting conformations of the folding
simulations were extended. It will be shown that among the peculiarities of these proteins, the very
low energetic frustration due to the simplified sequences leads to very high folding rates. In particular
the folded states for these proteins resemble that of a molten globule, namely a native like secondary
structure, the lack of specific tertiary contacts and the absence of a well defined hydrophobic core.
1.5 The structure of this thesis
Following the current introduction six other chapters compose the corpus of this thesis. In the second
chapter the problem of the coarse-graining of the configurational space of polypeptides and its statis-
tical mechanics are investigated in the context of molecular dynamics simulations. The problem of the
description of complex systems is addressed with the help of information theory. Entropy based quan-
tities are introduced to quantify the issues of the complexity and order of protein configurational space.
A method based on Markov master equation is proposed to describe the complex dynamics of polypep-
tides. Such method is based of a causal definition of the configurational space which allows to to use
the Markov hypothesis and thus providing a general framework to investigate protein folding kinet-
ics. All the results in this chapter concerns the small 20 residue GSGS peptide widely studied in the
Caflisch group. Based on this thesis chapter a paper is in preparation. In the third chapter a strategy is
presented to study simplified proteins. The proteins are simplified in the sense that their sequences are
constructed on an amino acid alphabet of solely three letters. Two kinds of proteins are studied: four
modular full β-sheet proteins and a α/β protein which is the simplified version of the B1 domain of
protein G. Molecular dynamics simulations of the simplified proteins are presented and the trajectories
analyzed with the methods introduced in the previous chapter. This thesis chapter constitutes the ba-
sis of a submitted manuscript for publication that is included in chapter 4. Chapter five is a published
article regarding the estimation of the Pfold for equilibrium MD simulations. In that article the present
author contributed in developing the main article-idea and its theoretical support. The sixth chapter
is a publication on the subject of pathways and kinetics of amyloid fibril formation through a coarse-
grained peptide simulation model. This paper is the natural continuation of a previous one where Dr.
Riccardo Pellarin has presented a mesoscopic model for the investigation of peptide aggregation. In that
paper the present author has applied the ideas of the master equation as a descriptive tool to uncover
the pathway complexity in the fibril formation. In the last chapter general conclusions and outlines are
drown.
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2 Protein folding mechanisms from MD
simulations
2.1 Introduction: reducing the complexity
Understanding the mechanisms upon which a protein can reach its folded state is certainly one of the
most important aims of computational biophysics. Though computer simulations give in principle ac-
cess to the atomistic details of a protein conformation space they do not reduce its intrinsic complexity.
Stuctural complexity arises from the number of degrees of freedom that give a full account of a protein
structure. In a more physical language a specific conformation is nothing else than a “configurational
microstate” (CM). Thus, for instance, if we take a protein having N atoms, then a CM is unequivocally
determined by an euclidean vector whose elements are 3N − 6 internal coordinates. If we consider the
torsional angles of the chain molecule, then we have what can be called a rotameric microstate (RM),
which is merely a vector of torsional angles whose length is
∑L
l Rl where Rl is the number of torsional
angles of amino acid l. The latter representation of a RM is a common way to establish the statisti-
cal theory of chain molecules [Flory, 1969]. The full structural account is however not useful if one is
interested to study average configurational properties to provide a statistical picture of the protein fold-
ing phenomena. This remark appears appropriate considering that our object of analysis are all atom
molecular dynamics (MD) simulations in which all the degrees of freedom are taken into account. Thus,
if one is interested in the statistical mechanics of proteins, the definition of some coarse grained states
out of the ensemble of microstates sampled in a simulation is the crucial step to reduce the complexity
of the configurational space of a macromolecule. Defining coarse grained states conceptually means to
pass from a continuous description of the states to a discrete one in which some probability functions
are defined according to some subjective physical “properties” [van Kampen, 1981]. In this chapter we
investigate and define methods to classify the ensemble of microstates that are collected by means of a
MD simulation. Moreover the descriptions introduced will make full use of the temporal causality of
the simulation such that the kinetics of folding will be fully characterized. Within the general term of
coarse grained descriptions we will distinguish between the “clustering” of the conformational space
and discretization/symbolization of a subset of the degrees of freedom of the polypeptide. Both de-
scriptions efficently classify the conformational space, being able to detect its main structural motifs. It
will be clear along the chapter that both descriptions can be suitable in elucidating what are the main
events that characterize the simulation under investigation.
In this chapter we focus on a 20-residue peptide designed by Rico and coworkers [De Alba et al.,
1999] and referred below as GSGS (sequence Thr1-Trp2-Ile3-Gln4-Asn5-Gly6-Ser7-Thr8-Lys9-Trp10-
Tyr11-Gln12-Asn13-Gly14-Ser15-Thr16-Lys17-Ile18-Tyr19-Thr20). UsingMD simulation with a simple
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implicit solvent based on the CHARMM force field [Ferrara et al., 2002], this peptide reversibly folds
to a triple-stranded β sheet structure that fully agrees with experimental NOEs. The GSGS peptide has
been extensively studied by MD simulation and its in silico folding and unfolding characteristics were
previously described [Ferrara and Caflisch, 2000, Cavalli et al., 2002, Paci et al., 2003, Cavalli et al., 2003].
Such detailed study has been possible because MD trajectories including hundreds of folding events can
be obtained within a few months of CPU time on a fast workstation.
With the model used here the peptide folds, in the sense that at the (melting) temperature of 330 K it
populates a well defined conformational state, that we identify as the folded state, for about 50% of the
simulation time. The rest of the time the peptide explores a large ensemble of conformations that can
be quite different from the native state. Clearly, the notion of native and denatured state depends on
the descriptors used to classify the conformations. The description of the configurations explored in the
simulations, and the dependence of calculated folding rates on the descriptors, are among the topics of
this chapter. The various methods of coarse grained descriptions used here, despite broad differences,
all discriminate the native state as the one with lowest free energy, without using any reference to an
experimental or a priori known structure.
2.2 Methods based on structural similarity
A widely used method to classify the structures explored in a simulation consists in comparing pairs
of structures by computing the mutual positional root mean square deviation (RMSD) after least square
overlapping them. Using the RMSD as a measure of similarity between structures, various clustering
procedures have been proposed to pool structures that are mutually close, i.e., structurally similar (see
e.g. [Daura et al., 1999b]). Clustering procedures assign the cluster membership to each structure, and
in many cases they also define cluster centers or cluster representatives. A crucial issue consist in the
definition of a cutoff, i.e., a threshold RMSD value below which two structures are considered similar.
If a too small cutoff is chosen, the clustering does not achieve its primary objective of considerably
reducing the number of distinct conformers, and it may produce an excessive number of clusters with
a single member (“singletons”). If a large cutoff is chosen, many structure pairs with rather distinct
properties, e.g. structures belonging to different low-energy basins, will be assigned to the same cluster.
Since there is no a priori definition of a suitable, global RMSD cutoff, its choice is guided by efficiency
considerations, and it represents a balance between computational speed and reduction of complexity
on one side, and the detail or significance of the results that are sought on the other side. In Figure
2.1 the pairwise Cα-RMSD distributions of the conformations sampled in the trajectory of the GSGS are
shown. The multiple peaks are a consequence of the fact that the conformation space is not uniformly
populated but there are local minima or basins in the free energy surface. The first peak in the Cα-
RMSD distributions corresponds to the typical Cα-RMSD distance between pairs of structures within
one low-energy basin. Although the global distribution of pairwise Cα-RMSD reflects an average over
all the low free energy basins, which might have different sizes, using a cutoff that is larger than the
first minimum in the global RMSD distribution might improperly assign many structures of distinct
free energy basins to the same cluster. Furthermore, the thermodynamic and kinetic properties of the
system, as derived from the clustering data, depend on the cutoff radius used, and too large cutoffs
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Figure 2.1: The distribution of the pairwise Cα-RMSD computed from an equilibrium simulation of the
GSGS peptide.
could lead to inconsistent results. From the pairwise distributions in Figure 2.1 one can derive a critical
cutoff encompassing most structure pairs within single basins of about 1-2 Å. Though sophisticated
methods of clustering exist (see e.g. [Domany, 1999]), where a size for the coarse graining does not need
to be defined beforehand, we chose to employ a more simplistic approach; it is more intuitive and good
enough for our purposes.
On the technical viewpoint, the clustering of similar structures was performed using the program
CLUSTER [Schaefer et al., 2006]. The method groups conformations based on their pairwise Cα-RMSD
distance using a single, global cutoff [Daura et al., 1999a]. In this work, only the Cα atom positions were
used to define the conformation and to calculate RMSDs. The program is able to cluster large numbers
(> 106) of conformations from long-time simulations, e.g. a ~10 µs trajectory with coordinates saved
every 20 ps.
Cluster centers are determined by an approach consisting of two nested iterations. In the first, “ma-
jor” iteration level, a subset of conformers is determined by sampling the trajectory every Nth frame
that has not yet been assigned to a cluster, e.g., every 10 or every 100 not-yet-clustered structure. The in-
ternal iterative procedure determines new cluster centers by evaluating the Cα-RMSD between all pairs
of structures in the subset. Using RMSDij < Rcut to cluster, the conformer i with the largest number
of neighbors j in the subset is the first new cluster center. All frames whose distance from i is below
the cutoff are then removed from the subset, and the next cluster center is again identified as the frame
with the largest number of neighbors in the remaining subset. This step is repeated until only singletons
remain in the subset, i.e., conformations that have no other structure within the cutoff distance [Daura
et al., 1999a]. Subsequently, all conformers (including those outside the current subset) within cutoff
distance from any of the new cluster centers are removed from the entire trajectory. The next major
iteration begins by reducing the frequency of selecting unclustered conformers by a factor of 2. The
algorithm is repeated until all structures have been assigned to a cluster, or until the selection frequency
at the last major iteration is 1 such that all remaining frames have been considered as potential cluster
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centers. For the cluster assignments the algorithm used here keeps only the identity of the cluster centers
from the iterative procedure, and then assigns all frames of the trajectory to the nearest cluster center,
i.e., the center with the minimum Cα-RMSD distance. This clustering approach has the advantage that
the cluster assignment is not biased with respect to the order in which the cluster centers are identified.
The assignment to the nearest cluster center is reminiscent of the calculation of Voronoi volumes for a
set of points in the Cartesian space, where every volume element is also assigned to the nearest point
[Voronoi, 1908]. This clustering program thus generate cluster representers and occupation probabilities
that are well suited for a comparison between conformational substates and thermodynamic analysis.
Currently, only the pairwise Cα-RMSD between conformations is implemented in CLUSTER as a mea-
sure of similarity. The program can be easily extended to use other measures, e.g. some measure of
similarity of the secondary structure elements that are formed, the mean deviation of atom-pair dis-
tances from those in a reference structure to monitor domain motions, or the Euclidean distance of the
peptide backbone φ/ψ angles [Karpen et al., 1993].
2.3 Symbolization of the conformation space
A limitation of clustering methods based on structure similarity is that the whole structure is usually
compared and the local structural similarities do not emerge spontaneously. With that aim we introduce
a discretization approach for the configuration space based on local properties. The approach will lead
us to the symbolization of the trajectories of microstates into extended strings of symbols. Symbolization
of the degrees of freedom and the consequent reduction of the system complexity is a common tool of
investigation in the study of dynamical systems [Robinson and Clark, 1999, Badii and Politi, 1999].
Given the continuous state space of a complex system, the idea is to partition it into a finite number of
regions, each of which is labeled with some symbol. Symbols are therefore discrete states that may or
may not be related to the degrees of freedom of the system. The symbolic states are built up according to
properties that the observer subjectively decides to be important to describe the configurational space of
a polypeptide chain. Symbolization leads to a loss of information about the system due to the change of
description in the space state, notably from continuous to discrete values. Moreover symbolic dynamics
often exhibits stochastic properties even when the underlying continuous dynamics is deterministic. An
example of that is the motion of a classical particle which moves under the effect of the temperature in a
double well potential. If one discretizes the single degree of freedom, then a Markovian dynamics in the
coarse grained space can be obtained. In the context of polypeptide chains it is convenient to define an
“alphabet” of the symbolic states at either single or pair residue level that combined, provide a “string”
description of the polypeptide discrete micro-states. Three different ways to construct symbolic states
will be introduced below, in particular they will make use of the list of native contacts, the secondary
structure and the main chain torsional angles.
2.3.1 Strings of native contacts
Native contacts are a common way to identify the degree of nativeness of a polypeptide with respect to
its folded state. Here, instead of considering them as a scalar quantity, regardless of the local details, we
treat them in a different manner. States of native contacts are defined as contacts from all the pairs of Cα
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atoms that are distant less than 8 Å apart, and separated bymore than three residues along the sequence.
The total number of contacts in the native reference structure (as considered in [Ferrara and Caflisch,
2000]) of the GSGS peptide is 40; out of these 40 contacts 20 are between strands 1 and 2, and 20 between
strands 2 and 3. Thus a symbolic state of the native contacts can be given by a binary string (string of
native contacts, SNC[2]) of length 40. The completely native state is given by a string of 40 “1” while
a completely unfolded state by 40 “0”. The total number of strings is then given by N∗ ∼ 240 ∼ 1012
states.
2.3.2 Strings of secondary structure
The secondary structure provides another way to construct symbolic states out of conformations which
are supposed to be structurally similar. Using the DSSP [Kabsch and Sander, 1983] “alphabet” each
residue of a protein can be either of eight symbols - (coil), E (extended strand in a β ladder), S (bend),
T (hydrogen bonded turn), B (residue in isolated β-bridge), G (310 helix), H (α helix), I (pi helix), and
each conformation identified by an octal string (string of secondary structure, SSS[8]). Assuming that
two conformations correspond to the same state (when all the residues are in an identical secondary
structural state) the maximum number of states for a polypeptidic chain of length 20 is 818 ∼ 1016
since the N-term and C-term residues have no assigned secondary structure as they have no φ and
ψ respectively. The eight letters alphabet can be reduced to one based on four letters (SSS[4]) such
as - (coil), beta (E+B), loop/turn (S+T+G) and helix (H+I). The symbol G is considered as turn-like
configuration. In such a grouping scheme the total number of strings turns out to be N∗ = 418 ∼ 1010.
2.3.3 Strings of rotational states
An other way to symbolize the configuration space of a polypeptide is based on the discretization of
the Ramachandran plot [Ramachandran et al., 1963] of the amino acids. The Ramachandran plot is
a two-dimensional map representing the preferences of main-chain rotational angles (φ, ψ). Due to
the constraints imposed by the steric hindrances in the backbone torsions, and by the local side chain-
backbone interactions, only certain regions of a Ramachandran plot are allowed. Thus, we partition the
Ramachandran plot corresponding to the most probable regions. An ensemble Ramachandran plot has
been considered to choose the partitions. We computed the (φ, ψ) propensities for all the residues adding
up their frequencies onto a 360× 360 uniform grid. In Figure 2.2 is shown the ensemble Ramachandran
plot with the estimated normalized frequencies P (φ, ψ); P (φ, ψ) is the probability of the dihedral an-
gle pair (φ, ψ) estimated by counting the frequencies of any φ, ψ pair in the simulation. According to
the number of frequency peaks, four regions can be distinguished on the ensemble Ramachandran plot
which correspond to discrete rotational states, indicated as 0,1,2,3. The barriers delimiting these re-
gions are drawn according with the position of the regions of low frequency on the plot. The maximum
number of states, or (strings of rotational angles, SRA[4]) for a 20-residue polypeptide isN∗ ∼ 418 ∼ 1010
as the first and last residues have no φ and ψ angles respectively. The symbolization method is remi-
niscent of the Flory’s rotational isomeric approximation [Flory, 1969, Flory, 1974] that was introduced to
develop the random-coil statistical theory for chain molecules.
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Figure 2.2: Ensemble Ramachandran 2D histogram with the partitions used to construct the strings of
rotational states for a polypeptide chain SRA[4]. The 2D histogram is obtained from the
cumulative frequencies of all (φ, ψ) pairs on a 360×360 grid. Frequencies are estimated from
the GSGS MD trajectory.
2.4 Thermodynamics of the coarse graining
A coarse grained description automatically yields finite and countable the accessible states of the sys-
tem, and defines a normalized probability function on them. On that respect, the new states cannot be
considered as proper macrostates and the correct word to call them is mesostates, which means states
defined by probabilities. Mesostates are discrete states and finite in contrast with microstates which
are by definition continuous and infinite. Thus the coarse grained descriptions not only aim to reduce
the complexity of the system, but also to use statistical mechanics to infer the thermodynamics. Yet,
the problem is to define a theoretical support that allows to quantify and to understand the physical
meaning of a coarse graining procedure, which are also strongly influenced by the observer.
2.4.1 Entropy, information and order parameters
What is the meaning of the coarse graining from a thermodynamic point of view? Let us consider an
arbitrary complex physical system at its thermal equilibrium in the context of a canonical statistical
ensemble. The Gibbs-Boltzmann probability density reads
ρ(Γ) =
1
Z
e−βE(Γ) (2.1)
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which gives the amplitude of a particular microstate Γ = (p,q) in the phase space, E is the energy
function of the system, β = 1/kBT and Z is the partition sum
Z =
∫
e−βE(Γ)dΓ (2.2)
The total amount of energy that is not available to perform active work is given by the thermodynamic
entropy, namely by the celebrated formula
S = kB
∫
Ω
ρ(Γ) ln ρ(Γ)dΓ (2.3)
where kB provides the units to measure it [kcal K−1 mol−1] and Ω is the phase space. The total entropy
defines the free energy of the system (namely the amount of energy available to work) such that
G = E − TS (2.4)
whereE is themean internal energy of the system [Landau and Lifshitz, 1980]. Moreover, from statistical
mechanics one has
G = −kBT lnZ (2.5)
In a coarse grained description the observables can be related to an experimental equipment and thus
are able to classify the microstates in terms of their physical properties. The observable may be thought
as an “order parameter” that we shall assume to be a discrete function on the phase space. However,
an observable is always chosen by an observerwho asks himself what kind of information can he gather
from the system through the experiment. That is all but a mere philosophical issue, as all the results one
can get from an experiment are strongly related to the initial hypothesis and the questions the observer
assumed and posed himself. Since judging an observer is evidently outside the purposes of this work,
we can try to analyze what are the consequences of certain assumptions made on observables or order
parameters.
An example of order parameter is for instance the total magnetization in a 2 dimensional Ising model
whose values depends on the local arrangement of the spins. Such a quantity is able to distinguish
between two thermodynamic phases: the orientated and the disordered phases. An order parameter,
hereafter called ξ, by definition maps the phase space Ω in partitioned subspaces ωi such that a condi-
tional density function may be defined according to the law of the total probability [Gnedenko, 1954]:
ρ(Γ) =
N∑
i=1
P (ξi)ρ(Γ|ξi) (2.6)
where P (ξi) is the normalized distribution of the order parameter values in the partitioned space Ω =
⊕Ni=1ωi and ρ(Γ|ξi) is the conditional density such that ρ(Γ|ξi) 6= 0 if Γ ∈ ωi and identically zero other-
wise. The subspaces ωi and the distribution P (ξi) define themesostates of the coarse graining previously
defined. Combining the equations 2.6 and 2.3, the total entropy splits in two parts
S = H + Sb (2.7)
where
H = −kB
N∑
i=1
P (ξi) lnP (ξi)
=
N∑
i=1
P (ξi)Hi
(2.8)
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is the Shannon entropy [Shannon, 1948] of the order parameter distribution, withHi = −kB lnP (ξi) the
Shannon entropy of a sigle mesostate, while
Sb = −kB
N∑
i=1
P (ξi)
∫
ωi
ρ(Γ|ξi) ln ρ(Γ|ξi)
=
N∑
i=1
P (ξi)Sbi
(2.9)
is the sum of all vibrational entropies within the space partitions created by the order parameter ξ, that
are
Sbi = −kB
∫
ωi
ρ(Γ|ξi) ln ρ(Γ|ξi) (2.10)
Following the argumentations of information theory the entropyH of a certain variable measures the
amount of information carried by the variable itself, or in other words its statistical uncertainty. Thus,
large values of H means high uncertainty (and conversely high disorder, high information) while low
valuesmeans that only few states of ξ are very populated and thus the uncertainty is low (high order and
low information) [Khinchin, 1957]. In a more biophysical language the entropy H represents nothing
else than an estimation of the configurational entropy of the polypeptide, as correctly pointed out by
Karplus in [Karplus et al., 1987]. With configuration here we intend mainly backbone configurations,
namely something recognizable within the cell. We shall note that Shannon entropy is upper bounded at
its maximal value when all the mesostates are equally populated, P (ξi) = 1/N In that case one has
Hmax = kB lnN (2.11)
That maximal Shannon entropyHmax can be assumed as the conformational entropy of the random-coil
state for the polypeptide, as by definition in the random-coil state of a polypeptide all the conforma-
tions are equally accessible. In the case of the vibrational entropy Sbi the idea is similar: high entropy
values means high disorder within the phase subspace ωi. According to the second principle the trans-
fer between the conformational entropy of the order parameter and the vibrational entropies is allowed
[Ebeling, 1993]. The order parameter could be introduced naturally from the features of the system,
for instance the magnetization vector in a two dimensional Ising model, or the orientational degrees in
liquid crystals. In a more complex system such as a protein the arbitrary choice of the order parameter is
both crucial and delicate for the kind of description one is interested in. That is also known as the prob-
lem of the right reaction coordinate in protein folding kinetics, which is also related to what a coarse
graining should pick in a polypeptide.
We want to find an expression for the free energy which raises from the choice of a coarse graining.
Let’s consider first the internal energy of the system. The internal energy of the system is normally
expressed as an average on the ensenble
E =
∫
Ω
E(Γ)ρ(Γ)dΓ (2.12)
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Replacing the equation 2.6 into 2.12 we obtain
E =
N∑
i=1
P (ξi)
∫
ωi
E(Γ)ρ(Γ|ξi)dΓ
=
N∑
i=1
P (ξi)Ei
(2.13)
which means that the total internal energy is the weighted average of the internal mean energies within
the subspaces that correspond to the order parameter. For the energy fluctuations we have
σ2(E) =
∫
Ω
(E(Γ)− E)2ρ(Γ)dΓ
=
N∑
i=1
P (ξi)
∫
ωi
(E(Γ)− E)2ρ(Γ|ξi)dΓ
=
N∑
i=1
P (ξi)(Ei − E)2 +
N∑
i=1
P (ξi)σ2(Ei)
(2.14)
where σ2(Ei) = E2i − Ei
2
. Thus the order parameter splits the energy fluctuations in two parts, those
internal to the partitions ωi (microscopic) and those proportional to the deviation between the squared
mean energies Ei and the squared mean total energy E (mesoscopic). The total free energy is then given
by
G = E − TS
=
N∑
i=1
P (ξi)
(
Ei − TSbi
)− TH
=
N∑
i=1
P (ξi)Gi − TH
(2.15)
where we have defined the free energies of the mesostate
Gi = Ei − TSbi (2.16)
within the phase partitions defined by the order parameter. Knowing that G = −kBT lnZ then from
equation 2.15 one easily obtains an expression for the total partition function
Z = eH/kB
N∏
i=1
Z
P (ξi)
i (2.17)
with
Zi = e−β(Ei−TS
b
i ) = e−βGi (2.18)
When no order parameter is introduced, then H = 0, S = Sb and Z = e−β(E−TS). For the probability
distribution we can take
P (ξi) ∼ e−H/kBe−β(∆Ei−T∆Sbi )
=
Zi
Z
(2.19)
The relation 2.19 is well formed, in fact by taking the ln of both sides we obtain
T∆Hi = ∆Gi
= ∆Ei − T∆Sbi (2.20)
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where ∆Hi = Hi − H is a conformational entropy loss/gain (negative/positive) from a decoy of
mesostates to the ith mesostate. Depending on the sign of the conformational entropy this is compen-
sated by amicroscopic energy loss/gain∆Ei = Ei−E and an internal entropy gain/loss∆Sbi = Sbi −Sb
with respect the whole ensemble of microstates.
The entropy S and the free energy G can be estimated from the fact that the ensemble distribution
of the energy follows a gaussian. The distribution of the total energy of the GSGS (which is the sum
of potential and solvation energies) on the ensemble of microstates is a perfect gaussian with mean
E = −4.04 kcal/cal and standard deviation σ(E) = 10.74 kcal/mol (see figure 2.3). This fact is merely
a consequence of the center limit theorem applied to the energy function, which states that any sum of
variables however distributed defines a random variable normally distributed [Gnedenko, 1954]. The
distribution in figure 2.3, hereafter called k(E), represents thus the density of microstates of energy E
in a canonical ensemble. Note that the partition function Z can be also written in terms of an integral in
the space of the energies instead of one in the phase space such that
Z =
∫ +∞
−∞
k(E)e−βEdE (2.21)
[Huang, 1987]. In particular we take
k(E) =
1√
2piσ(E)
e−(E−E)
2/2σ2(E) (2.22)
which is the density of microstates having energy E. Replacing the equation 2.44 into 2.21 and integrat-
ing we obtain
Z =
1√
2piσ(E)
∫ ∞
−∞
e−(E−E)
2/2σ2(E)e−βEdE
= e−βE+
1
2β
2σ2(E) (2.23)
which compared with the relations 2.4 and 2.5 gives a total entropy
S =
1
2
kBβ
2σ2(E) (2.24)
where kBβ2σ2(E) is the specific heat CV , that in the case of the GSGS at the working temperature
T = 330 K is 0.52 kcal mol−1 K−1. The equation 2.24 states that the total entropy is proportional to the
fluctuations of the energy1, in particular to the square of the ratio σ(E)/kBT , which can be assumed
as as frustration index of the energetic landscape, plus an unknown constant S0 that we set to 0 for
simplicity so that S = 0.26 kcal mol−1 K−1. The word “frustrated” is here used as a counterpart of
“disordered”, i.e. highly entropic. We can now estimate also a total free energy from G = E − TS that
is −91.4 kcal/mol. From the equation of the energy fluctuations 2.14 we obtain the bound entropies Sbi
within the mesostates (and furthermore Sb =
∑
i PiS
b
i )
Sbi =
1
2
kBβ
2σ2(Ei) (2.25)
where we have taken a gaussian density of microstates within a mesostate ωi. An approximated relation
between the Shannon entropy of the ensemble of mesostates and the mesoscopic energy fluctuations is
1From 2.21 one has Z =
R
k(E)e−βEdE =
R
e−βE+ln k(E)dE =
R
eβ(TS(E)−E)dE = eβ(TS(E)−E)
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Figure 2.3: The distribution of the total energy (the sum of potential and solvation energies) from the
whole ensemble of microstates of the GSGS simulation. The agreement with a gaussian is
excellent, with mean effective energy E = −4.04 kcal/mol and standard deviation σ(E) =
10.74 kcal/mol.
obtained
−kB
N∑
i=1
P (ξi) lnP (ξi) ∼ 12kBβ
2
N∑
i=1
P (ξi)(Ei − E)2 (2.26)
which implies
Hi ∼ 12β
2(Ei − E)2 (2.27)
The equation 2.27 means that mesostates having mean energy far from the total mean energy have high
information content. Finally we call Sm the mesoscopic entropy
Sm =
1
2
kBβ
2
N∑
i=1
P (ξi)(Ei − E)2
=
N∑
i=1
P (ξi)Smi (2.28)
The mesoscopic entropy Sm can be interpreted as a mixing entropy of the ensemble of mesostates with
well defined internal energies. Thus we have
S = H + Sb = Sm + Sb + S′0 (2.29)
with S0 an offset. One can also see that Sm . Sb for any random chosen N M mesostates.
When a coarse graining is introduced, a map of partitions is defined according to the order param-
eter ξ over the configurations space and the compute of the free energies computation should include
both energy and entropy contributions as here shown. Quite usually in the literature the free energies
are estimated from simulations by considering the Hi terms, which is in principle incomplete. The
order parameter is a quite general quantity which can be either unidimensional or multidimensional.
In case of the coarse grained descriptions of the configuration space of the GSGS peptide, the string
based mesostates, we have a multidimensional descriptor whose interpretation in structural sense is
straightforward. For a clustering the order parameter has a more delicate interpretation though it can
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i ∆Ei
(∗) σ(Ei) (∗) Pi T∆Hi (∗) T∆Sbi (∗) ∆Gi (∗) Mesostate
1 -4.9 8.8 0.014 -3.4 14.9 -19.9 0111011111111111111111111111011111111111
2 -5.1 8.9 0.011 -3.3 16.6 -21.8 0111111111111111111110011111011111111111
3 -4.4 8.8 0.009 -3.1 14.2 -18.7 0111011111111111111110111111011111111111
4 -4.4 8.7 0.008 -3.1 13.4 -17.9 0111011111111111111110011111011111111111
5 -5.4 8.9 0.008 -3.0 15.9 -21.4 0111111111111111111110111111011111111111
6 -5.9 8.8 0.007 -3.0 15.0 -20.9 0111111111111111111111111111011111111111
7 -4.7 8.6 0.006 -2.9 12.3 -17.1 1111011111111111111111111111011111111111
8 -4.6 8.8 0.006 -2.9 14.4 -19.2 0111011111111111111010111111011111111111
9 -5.0 8.7 0.006 -2.9 13.2 -18.3 0111011111111111111111111111111111111111
10 -4.9 9.0 0.006 -2.8 16.8 -21.9 0111011111111111111011111111011111111111
11 -4.7 8.9 0.005 -2.8 16.0 -20.7 0111111111111111111100011111011111111111
12 -5.3 9.0 0.004 -2.7 17.3 -22.7 0111111111111111111010111111011111111111
13 -3.9 8.8 0.004 -2.7 14.1 -18.1 0111011111111111111100011111011111111111
14 -6.1 9.2 0.003 -2.5 19.6 -25.9 0111111111111111111110010111011111111111
15 -3.3 8.6 0.003 -2.5 12.1 -15.5 0111011111111111111100111111011111111111
16 -2.2 9.3 0.003 -2.5 21.8 -24.1 0000000000000111010000111111011111111111
17 -5.0 8.9 0.003 -2.5 16.2 -21.2 1111011111111111111011111111011111111111
18 -6.0 8.7 0.003 -2.5 13.4 -19.4 0111111111111111111111111111111111111111
19 -4.0 8.7 0.003 -2.4 13.3 -17.4 1111011111111111111110011111011111111111
20 -4.7 8.6 0.003 -2.4 11.9 -16.7 1111011111111111111111111111111111111111
21 -4.4 8.7 0.003 -2.4 13.8 -18.3 1111011111111111111110111111011111111111
22 -4.7 8.9 0.002 -2.4 15.8 -20.6 0111011111111111111011111111111111111111
23 -4.7 8.8 0.002 -2.3 14.6 -19.4 1111111111111111111110011111011111111111
24 -4.6 9.1 0.002 -2.3 18.6 -23.3 0111111111111111111010011111011111111111
25 -4.3 8.9 0.002 -2.3 15.9 -20.3 0111011111111011111111111111011111111111
26 -2.9 8.5 0.002 -2.3 11.3 -14.2 0110011111111111111111111111011111111111
27 -6.5 9.2 0.002 -2.3 19.7 -26.3 0000000000000000011010110011011111111111
28 -3.7 8.8 0.002 -2.3 14.2 -18.0 0111011111111111111000111111011111111111
29 -3.7 8.8 0.002 -2.3 14.5 -18.3 0111011111111111111101111111011111111111
30 -4.4 8.9 0.002 -2.3 16.1 -20.6 0111111111111111111100111111011111111111
31 -5.1 9.0 0.002 -2.3 17.2 -22.4 0111111111111111111011111111011111111111
32 -2.2 8.7 0.002 -2.3 13.6 -16.0 0111100111111001111111111111011111111111
33 -5.8 8.9 0.002 -2.2 16.3 -22.2 1111111111111111111111111111011111111111
34 -4.4 8.7 0.002 -2.2 12.9 -17.4 1111011111111111111010111111011111111111
35 -3.8 8.9 0.002 -2.2 16.2 -20.1 0111011111111111111111111111111111111110
36 -4.5 8.9 0.002 -2.2 16.3 -20.9 1111011111111111111100011111011111111111
37 -3.2 9.1 0.002 -2.2 18.7 -22.0 0111011111111111111111111111011111111110
38 -5.9 9.2 0.002 -2.2 20.3 -26.3 0111011111111111111110010111011111111111
39 -4.9 9.0 0.002 -2.1 16.7 -21.7 0111111111111111111110111111111111111111
40 -3.5 8.9 0.002 -2.1 16.5 -20.1 0111111111111111111110001111011111111111
41 -5.1 8.8 0.001 -2.1 14.8 -20.1 1111111111111111111110111111011111111111
42 -2.8 8.7 0.001 -2.1 13.1 -16.0 0111101111111001111111111111011111111111
43 -3.3 8.8 0.001 -2.1 15.1 -18.5 0111011111111111111010011111011111111111
44 -4.0 9.1 0.001 -2.1 18.6 -22.7 0111011111111111111110111111111111111111
45 -7.5 9.2 0.001 -2.1 19.7 -27.3 0000000000000000011010110111011111111111
46 -2.9 9.1 0.001 -2.1 19.2 -22.2 0000000000000111010000111011011111111111
47 -4.5 8.5 0.001 -2.0 10.8 -15.4 1111111111111111111100011111011111111111
48 -5.3 8.9 0.001 -2.0 16.3 -21.7 0111111111111011111111111111011111111111
49 -5.5 8.8 0.001 -2.0 15.0 -20.6 1111011111111111111011111111111111111111
50 -5.0 9.1 0.001 -2.0 18.3 -23.4 0111111111111111111000111111011111111111
Table 2.1: (∗) [kcal/mol]. Thermodynamic parameters: ∆Ei = Ei − E, T∆Hi = T (Hi − H), T∆Sbi =
T (Sbi − Sb) (see equation 2.9 for the definition of Sb), ∆Gi = ∆Ei − T∆Sbi . The list of the
first 50 most populated mesostates of the GSGS for the coarse graining based on the strings
of native contacts SNC[2] with all the thermodynamic quantities estimated according to the
equations in the text.
be assumed to be a scalar quantity.
The definitions of mesostates given previously allow us to map the trajectories of microstates into time
series of mesostates. Indicating q(t) a microstate at time t and ωi a mesostate, one defines the counter
function
θi(t) =
{
1 if q(t) ∈ ωi
0 if q(t) /∈ ωi
(2.30)
where ωi = ω1, ..., ωN , and N the total number of mesostates visited by the peptide along the trajectory.
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i ∆Ei
(∗) σ(Ei) (∗) Pi T∆Hi (∗) T∆Sbi
(∗) ∆Gi (∗) Mesostate
1 -3.5 8.96 0.0745 -6.3 12.63 -16.15 -EEEESSEEEEEESSEEEE-
2 -4.6 8.94 0.0630 -6.2 12.48 -17.08 -EEE-STTEEEEESSEEEE-
3 -4.3 8.97 0.0364 -5.9 12.83 -17.16 -EEEESSEEEEE-STTEEE-
4 -5.2 9.04 0.0280 -5.7 13.76 -18.94 -EEE-STTEEEE-STTEEE-
5 -2.6 9.02 0.0247 -5.6 13.48 -16.10 -EEEESSEEEEEESSEEE--
6 -3.7 8.93 0.0189 -5.4 12.32 -16.04 -EEESSTTEEEEESSEEEE-
7 -4.4 9.04 0.0170 -5.4 13.81 -18.22 -EEE-TTTEEEEESSEEEE-
8 -3.5 8.99 0.0127 -5.2 13.13 -16.60 -EEEESSEEEEE-STTEE--
9 -3.2 8.95 0.0126 -5.2 12.55 -15.79 -EEEESSEEEEESSTTEEE-
10 -3.1 9.06 0.0107 -5.0 14.05 -17.14 -EEE-STTEEEEESSEEE--
11 -4.0 9.02 0.0101 -5.0 13.45 -17.41 -EEE-STTEEEESSTTEEE-
12 -4.6 9.01 0.0093 -5.0 13.41 -18.01 -EEESSTTEEEE-STTEEE-
13 -3.9 8.95 0.0071 -4.8 12.56 -16.42 -EEEESSEEEEE-TTTEEE-
14 0.3 9.11 0.0069 -4.8 14.80 -14.48 --EEESSEEEEEESSEEEE-
15 -1.8 9.14 0.0068 -4.7 15.11 -16.95 --EEESSSEEEEESSEEEE-
16 -4.6 9.34 0.0067 -4.7 17.93 -22.49 -EEE-TTTEEEE-STTEEE-
17 -4.6 9.14 0.0066 -4.7 15.18 -19.76 -EEEESTTEEEEESSEEEE-
18 -0.5 9.31 0.0060 -4.7 17.60 -18.06 --EE-STTEEEEESSEEEE-
19 -4.0 9.18 0.0054 -4.6 15.73 -19.75 -EEE-STTEEEE-STTEE--
20 -4.1 9.01 0.0049 -4.5 13.41 -17.55 -EEE-STTEEEE-TTTEEE-
21 -2.6 9.14 0.0047 -4.5 15.21 -17.84 -EEEESSSEEEEESSEEEE-
22 -2.5 9.13 0.0047 -4.5 15.06 -17.58 -EEESSTTEEEEESSEEE--
23 -0.7 9.13 0.0042 -4.4 15.00 -15.75 -EEEESSEEEEEESSEE---
24 -0.4 9.12 0.0034 -4.3 14.86 -15.27 --EEESSEEEEE-STTEEE-
25 -2.3 8.91 0.0033 -4.3 12.01 -14.27 -EEEESSEEEEESSTTEE--
26 -3.7 8.97 0.0030 -4.2 12.82 -16.54 -EEESSTTEEEESSTTEEE-
27 -1.9 8.90 0.0030 -4.2 11.83 -13.74 --EEESSSEEEE-STTEEE-
28 -2.9 9.05 0.0029 -4.2 13.98 -16.85 ----STT---EEESSEEEE-
29 -1.0 8.84 0.0028 -4.2 11.01 -12.02 -EEE-STTEEEESSSEEEE-
30 -0.8 9.33 0.0027 -4.1 17.76 -18.53 --EE-STTEEEE-STTEEE-
31 -3.7 9.03 0.0026 -4.1 13.70 -17.43 -EEE-TTTEEEESSTTEEE-
32 0.6 8.80 0.0026 -4.1 10.51 -9.90 -EEEESSEEEEESSSEEEE-
33 -3.6 9.08 0.0025 -4.1 14.31 -17.90 -EEESSTTEEEE-STTEE--
34 -1.2 9.35 0.0025 -4.1 18.11 -19.32 --EE-TTTEEEEESSEEEE-
35 -0.5 9.26 0.0024 -4.1 16.86 -17.39 -EEEESSEEEEESSSEEE--
36 -1.0 9.18 0.0024 -4.1 15.73 -16.71 --EEESTTEEEEESSEEEE-
37 -4.1 8.96 0.0023 -4.0 12.71 -16.80 -EEEESTTEEEE-STTEEE-
38 -2.4 9.18 0.0023 -4.0 15.69 -18.12 -EEEESSEEEEE-TTTEE--
39 -2.4 9.53 0.0022 -4.0 20.67 -23.12 -EEE-TTTEEEEESSEEE--
40 -1.8 9.44 0.0022 -4.0 19.33 -21.12 -EEE-STTEEEEESSEE---
41 -1.7 9.41 0.0020 -3.9 19.01 -20.66 -EEE-STTEEEESSSEEE--
42 -2.4 8.67 0.0020 -3.9 8.87 -11.29 -EEEETTEEEEEESSEEEE-
43 -2.4 9.34 0.0019 -3.9 17.95 -20.34 -EEEESSSEEEE-STTEEE-
44 -3.5 8.72 0.0019 -3.9 9.46 -12.95 -EEESTTTEEEEESSEEEE-
45 -4.1 9.22 0.0017 -3.8 16.24 -20.33 -EEESSTTEEEE-TTTEEE-
46 -1.9 9.05 0.0017 -3.8 13.92 -15.77 ----SSS---EEESSEEEE-
47 0.0 8.82 0.0016 -3.8 10.77 -10.73 --EESSTTEEEEESSEEEE-
48 -0.7 9.21 0.0016 -3.8 16.11 -16.79 -EEEESSEEEEEESSEETT-
49 1.6 9.08 0.0015 -3.7 14.34 -12.78 --EEESSEEEEEESSEEE--
50 -1.2 9.31 0.0015 -3.7 17.59 -18.75 -EEE-STTEEEESTTEEEE-
Table 2.2: (∗) [kcal/mol]. Same as table 2.1 for the coarse graining based on the strings of secondary
structure SSS[8].
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i ∆Ei
(∗) σ(Ei) (∗) Pi T∆hi (∗) T∆Sbi
(∗) ∆Gi (∗) Mesostate
1 -3.9 9.13 0.3232 -3.6 2.65 -6.60 000021000000210000
2 -1.6 9.36 0.0286 -2.6 5.91 -7.54 000021000000210010
3 -1.7 9.18 0.0274 -1.9 3.34 -5.08 000111000000210000
4 -1.6 9.06 0.0226 -1.4 1.65 -3.28 000021000001110000
5 -0.9 9.40 0.0211 -2.9 6.50 -7.44 000011000000210000
6 0.1 9.58 0.0174 -2.6 9.09 -8.98 000021000000200000
7 -3.4 9.56 0.0124 -1.8 8.68 -12.03 010011000000210000
8 -1.9 9.46 0.0087 -1.5 7.36 -9.26 000020000000210010
9 -0.2 9.05 0.0077 -2.0 1.54 -1.76 100021000000210000
10 1.5 9.81 0.0072 -1.5 12.47 -10.99 000020010000210000
11 0.5 9.28 0.0070 -2.1 4.77 -4.28 000021000000210001
12 -0.6 9.36 0.0065 -2.4 5.80 -6.42 000001000000210000
13 -1.2 9.63 0.0064 -1.2 9.79 -11.03 000021000000200001
14 -0.1 9.24 0.0057 -2.4 4.24 -4.35 001021000000210000
15 1.7 10.22 0.0053 -2.6 18.60 -16.87 000020000000210000
16 -1.3 9.42 0.0052 -2.6 6.77 -8.10 000121000000210000
17 -2.3 10.38 0.0051 -2.5 21.17 -23.52 010021000000210000
18 -0.4 9.53 0.0045 -2.6 8.28 -8.63 000021000000110000
19 3.3 9.18 0.0044 -1.5 3.29 -0.00 000021000010200000
20 -1.5 9.29 0.0039 -2.4 4.84 -6.36 000021000001210000
21 -1.9 9.19 0.0032 -0.8 3.43 -5.38 000010000000210010
22 -7.9 8.69 0.0032 0.7 -3.23 -4.67 001121001000210010
23 -0.6 9.61 0.0031 -0.9 9.42 -9.97 000111000000210010
24 -7.7 9.13 0.0027 1.5 2.62 -10.31 001111001000210010
25 -0.9 9.41 0.0023 -1.1 6.63 -7.53 000021000000210011
26 1.7 9.19 0.0022 -1.9 3.48 -1.77 000011000000210010
27 -1.2 10.34 0.0021 -1.3 20.51 -21.75 010001000000210000
28 2.2 9.68 0.0020 -0.9 10.48 -8.31 000111000000200000
29 -3.6 8.93 0.0019 1.9 -0.13 -3.44 001111001000211000
30 0.6 8.89 0.0018 0.3 -0.60 1.18 000111000001110000
31 -0.2 9.33 0.0018 0.4 5.41 -5.65 000002000000210000
32 0.8 8.83 0.0017 -0.7 -1.49 2.27 001111000000210000
33 4.5 9.56 0.0016 -1.6 8.77 -4.26 000021000000100000
34 0.5 9.35 0.0016 -1.9 5.75 -5.21 000021000000010000
35 2.7 9.47 0.0015 -0.5 7.48 -4.77 000021000001100000
36 1.6 9.82 0.0014 -0.8 12.55 -10.96 000021000010010000
37 1.7 10.05 0.0014 -1.7 15.96 -14.27 001011000000210000
38 -3.6 8.75 0.0013 1.2 -2.53 -1.04 001121001000211000
39 1.4 9.07 0.0012 -1.1 1.88 -0.49 000020000000211000
40 1.6 9.06 0.0012 11.8 1.64 -0.04 010001111111111111
41 0.2 9.70 0.0012 -1.4 10.74 -10.53 000101000000210000
42 6.1 9.40 0.0012 -0.8 6.39 -0.33 010010000000210000
43 0.1 9.89 0.0011 0.8 13.64 -13.53 000100100000210000
44 3.7 10.31 0.0011 -1.9 20.09 -16.42 000011000000200000
45 3.2 9.98 0.0011 -0.8 14.88 -11.66 010011000000210010
46 2.5 9.18 0.0011 -0.4 3.31 -0.80 000021000001110010
47 3.4 9.77 0.0010 -0.3 11.76 -8.40 001020010000210000
48 2.4 9.58 0.0010 -1.1 8.96 -6.57 100021000000200000
49 1.5 9.45 0.0010 -0.7 7.11 -5.58 000011000001110000
50 4.8 9.47 0.0010 -0.5 7.37 -2.59 000021000010100000
Table 2.3: (∗) [kcal/mol]. Same as table 2.1 for the coarse graining based on the strings of rotational
states SRA[4]. The quantity ∆hi is the configurational entropy loss of a string considering all
the contributes due to the string sites, as explained in section 2.5.1.
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i ∆Ei
(∗) σ(Ei) (∗) Pi T∆Hi (∗) T∆Sbi
(∗) ∆Gi (∗)
1 -4.5 8.94 0.2384 -6.1 8.95 -13.48
2 -3.5 9.00 0.0222 -4.5 9.72 -13.18
3 -2.8 9.00 0.0168 -4.4 9.68 -12.46
4 -2.7 9.06 0.0151 -4.3 10.47 -13.20
5 -1.6 9.10 0.0148 -4.3 11.04 -12.69
6 -0.9 9.14 0.0142 -4.3 11.61 -12.52
7 -2.6 8.93 0.0129 -4.2 8.74 -11.38
8 -2.4 9.00 0.0121 -4.1 9.65 -12.04
9 -3.9 9.09 0.0099 -4.0 10.95 -14.84
10 -2.8 9.01 0.0095 -4.0 9.84 -12.63
11 -2.5 8.97 0.0086 -3.9 9.35 -11.90
12 -4.7 8.83 0.0076 -3.8 7.35 -12.09
13 -7.4 8.99 0.0066 -3.7 9.61 -17.05
14 -4.1 8.89 0.0063 -3.7 8.23 -12.36
15 -1.4 9.20 0.0058 -3.7 12.52 -13.89
16 -1.8 8.98 0.0051 -3.6 9.41 -11.22
17 -5.7 8.88 0.0049 -3.6 8.13 -13.83
18 1.1 9.18 0.0047 -3.5 12.19 -11.12
19 -3.1 9.29 0.0046 -3.5 13.77 -16.92
20 -2.3 8.83 0.0042 -3.4 7.44 -9.73
21 -2.5 9.18 0.0037 -3.4 12.25 -14.78
22 -3.4 9.13 0.0036 -3.3 11.54 -14.98
23 -2.5 8.76 0.0035 -3.3 6.54 -9.04
24 -2.6 9.18 0.0031 -3.2 12.21 -14.83
25 -3.5 8.91 0.0031 -3.2 8.43 -11.95
26 -0.5 8.89 0.0030 -3.2 8.21 -8.71
27 -0.2 9.04 0.0029 -3.2 10.22 -10.42
28 -0.7 8.86 0.0026 -3.1 7.87 -8.53
29 -3.2 9.13 0.0026 -3.1 11.49 -14.69
30 -0.4 8.91 0.0025 -3.1 8.45 -8.86
31 -7.1 9.34 0.0024 -3.1 14.40 -21.50
32 -2.5 8.74 0.0023 -3.1 6.20 -8.73
33 -1.3 9.07 0.0023 -3.1 10.64 -11.94
34 -0.1 9.15 0.0020 -3.0 11.71 -11.81
35 -2.5 9.25 0.0020 -3.0 13.15 -15.66
36 -1.3 8.99 0.0019 -2.9 9.55 -10.87
37 -2.8 9.51 0.0019 -2.9 16.85 -19.61
38 0.4 9.04 0.0018 -2.9 10.25 -9.82
39 -1.2 8.90 0.0017 -2.9 8.40 -9.60
40 -1.2 8.78 0.0017 -2.8 6.79 -8.00
41 -3.8 8.81 0.0016 -2.8 7.12 -10.95
42 -1.8 9.40 0.0016 -2.8 15.32 -17.09
43 -3.5 8.35 0.0016 -2.8 1.18 -4.65
44 -0.5 8.36 0.0014 -2.7 1.28 -1.83
45 1.2 9.26 0.0014 -2.7 13.25 -12.00
46 -3.7 8.59 0.0013 -2.7 4.22 -7.87
47 -2.0 9.12 0.0013 -2.7 11.40 -13.35
48 -0.7 9.28 0.0012 -2.6 13.62 -14.29
49 -2.2 9.46 0.0012 -2.6 16.16 -18.38
50 -2.1 9.11 0.0012 -2.6 11.21 -13.26
Table 2.4: (∗) [kcal/mol]. Same as table 2.1 for the clustering based on Cα-RMSD with cutoff 1.5 Å.
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Figure 2.4: The energy (left column) and the free energy (right column) distributions among the ensem-
ble of mesostates: black points are weighted with the mesostate probabilities while the red
ones are not. Peaks in the weighted energy distributions corresponds to the foldedmesostate.
The unweighted energy distributions follows always a gaussian. The weighted free energy
distributions are double peaked corresponding respectively to the folded and the unfolded
state.
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The probability of a mesostate is then
Pi =
1
M
M∑
t=1
θi(t) =
ni
M
(2.31)
where ni is the observed frequency of the mesostate ωi andM is the total number of microstates in the
time series. In tables 2.1, 2.2, 2.3 and 2.4 the first 50 most populated mesostates with their thermody-
namic parameters (∆Ei = Ei − E, T∆Hi = T (Hi − H), T∆Sbi = T (Sbi − Sb) (where Sb =
∑
i PiS
b
i ),
∆Gi = ∆Ei − T∆Sbi ) are shown. The mesostates having ∆Gi < 0 represent the stable mesostates and
those with T∆Sbi < 0 are mesostates not favored by the internal entropy but only by the total (or ef-
fective) energy, an example are single event mesostates, namely mesostates encountered just once along
the trajectory. Thus the∆Gi is a quantity that gives accounts on the statistical stability of the mesostates,
whether or not the mesostates are statistically significant or merely fluctuations.
In figure 2.4 the weighted and unweighted distributions for the energies Ei and free energies ∆Gi =
∆Ei − T∆Sbi (computed according to the relation 2.16) among the ensemble of mesostates are shown.
The energy distributions give accounts on how the enthalpy is distributed among the mesostates. The
unweighted energy distributions follow a gaussian in all the cases with mean Em ranging from 2
kcal/mol for the SNC[2] to 5.5 kcal/mol for RMSD[1.5]; for the weighted distributions a pronounced
peak at∼ −9 kcal/mol it is present. The peak correspond to the effective energy of the foldedmesostate.
In all the cases the right tails of the weighted energy distributions are gaussian because high energy
mesostates are randomly distributed , while the left tails are exponential because low energy mesostates
follow the Boltzmann statistics. The energy peak Efold ∼ −8 − 9 kcal/mol is about twice the mean
energy E = −4.04 kcal/mol for all the mesoscopic descriptions as it can be seen from the tables 2.1,
2.2, 2.3 and 2.4. The mesostates having Ei < E are enthalpy driven (their stability is governed by the
energy) while those having Ei > E are entropy driven (their stability is governed by the fluctuations).
The free energy distributions (second column in figure 2.4) give accounts of the interplay between the
internal entropies (vibrational modes) and the energies among the ensemble of mesostates. In particular
the weighted distributions show a double peak which corresponds to the ensemble of stable and unsta-
ble mesostates respectively. Within the former the folded mesostates can be found. The stable peak is
quite narrow in the folded state and the free energy contributions are both due to low enthalpy and high
entropy due to the large energy fluctuations. The unfolded peak is gaussian and it is characterized by
mesostates having low energy fluctuations (close to 0), but because of their large degeneracy in number
their overall contribution to the distribution is essentially due to the conformational entropy that scales
as kB lnN . A consequence of this interpretation of the second peak is that all the mesostates contribut-
ing to that are essentially indistinguishable and behave as configurational microstates. Finally, the two
peaks define two macrostates in a thermodynamical sense and their boundaries in terms of the free en-
ergy Gi weakly depend on the kind of mesoscopic description adopted. The unweighted free energy
distributions maintain the unfolded gaussian peak while the folded peak disappears to be replaced by
long left tail. The unweighted distributions merely tell that there are many mesostates with high free
energy and very few having low free energy.
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2.4.2 Disorder and complexity of the ensemble of mesostates
Can we say something about the quality of the mesoscopic descriptions adopted? Let’s consider the
informationH . Prior to the coarse graining procedure, the number ofM microstates corresponds to the
total length of the simulation. After the coarse graining we obtain N mesostates with their probability
distribution. It is worth to compute the information gain of the procedure
∆Hgain = Hmax −H (2.32)
where Hmax is the information ofM initial microstates
Hmax = kB lnM (2.33)
andH is the actual information of theN mesostates (Eq. 2.8). Shannon entropyH measures the informa-
tion of an ensemble of states and since it is upper bounded, the difference 2.32 evaluates the information
extracted from the microstates due to the coarse graining or clustering. In a more physical language,
this quantity measures the distance of the ensemble of mesostates from their micro-canonical equilib-
rium which is reached when all the mesostates are equally probable [Ebeling and Klimontovicˇ, 1984];
the smaller is this difference the more equally accessible are the mesostates. Conversely large values
means that few mesostates are very populated out of the whole available ensemble. Yet, the difference
∆Hgain depends on the number of mesostates N sampled in the simulation. That because entropy is
an extensive quantity that grows with the size of the system too. To get rid of the dependence on the
system size, we define the statistical disorder of the ensemble of mesostates as
D(H) = H
Hmax
=
H
kB lnN
(2.34)
This quantity was first introduced by Landsberg [Landsberg, 1984] to decouple the disorder from the
entropy. Disorder D is an intensive quantity such that 0 6 D 6 1. If D = 0 only one mesostate
is populated while for D = 1 all the mesostates are equally populated meaning that the disorder is
maximun. This quantity allows to compare different systems and different descriptions as it does not
depend on the number of accessible mesostates, which is an advantage for systems having a growing
number of states such as in a simulation. We define the same quantity for the entropies based on the
energy fluctuations (mesoscopic), such that
D(S) = S
m
Sb
(2.35)
where we have chosen as max entropy the bound entropy Sb for the simple reason that for a random
choice of N mesostates, with N  M , Sm does not exceed Sb. Following Landsberg’s arguments, from
the definition of disorder one can define order by taking 1 − D. In particular in [Shiner et al., 1999] a
definition of complexity has been suggested in terms of a product disorder-order such as
C = D(1−D) (2.36)
The previous definition can be seen as a degree of structure (in a generalized sense) or self-organization
exhibited by the system. Here we use it to compare different kind of description relatively to a certain
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Description N ∆Hgain/kB H/kB D(H) C(H) Sm (∗) Sb (∗) D(S) C(S)
SNC[2] 181214 3.5 9.5 0.80 0.159 0.1325 0.1350 0.98 0.017
SSS[8] 152237 5 8 0.67 0.219 0.1213 0.1458 0.83 0.139
SRA[4] 54364 7 6 0.54 0.248 0.0838 0.1833 0.46 0.248
RMSD[1.5] 102515 6 7 0.61 0.237 0.1106 0.1565 0.70 0.207
RMSD[2.0] 43547 7.5 5.5 0.54 0.248 0.0883 0.1788 0.49 0.249
RMSD[2.5] 15552 8.5 4.5 0.48 0.249 0.0731 0.1941 0.37 0.234
RMSD[3.0] 4921 9.5 3.5 0.44 0.246 0.0621 0.2050 0.30 0.211
RMSD[3.5] 1187 10 3 0.43 0.245 0.0543 0.2128 0.25 0.190
RMSD[4.0] 401 10.5 2.5 0.41 0.241 0.0450 0.2221 0.20 0.161
Table 2.5: (∗) [kcal/mol/K]. Overview of the entropies for all the descriptive methods adopted to coarse
grain the conformation space of the GSGS. ∆Hgain is the information gain due to the coarse
grain and D is its statistical disorder and C the complexity.
system, so that it can be seen as an optimization measure on the kind of description. From the definition
(Eq. 2.36), C has a maximum for D = 0.5 that is C = 0.25. It is interesting to compare the complexity
values for the two definitions of disorder provided, one purely informational 2.34, the other mesoscopic
2.35. In table 2.5 the computed values for∆Hgain,H , Sm, Sb as well as the informational andmesoscopic
disorder and complexity are reported. The sum of Sm and Sb gives S = 0.2648 kcal/mol/K. Combin-
ing the informational and mesoscopic complexities as an optimization measure of the descriptions, the
optimal complexities are obtained for the descriptions based of rotational strings and RMSD[2.0] (bold
character in table). Complexities can be viewed as a sort of efficiency measure for the coarse graining,
the higher it results, the more optimal is the redistribution of the total entropy among the vibrational Sb
and mesoscopic Sm parts, in particular when Sm/Sb = H/Hmax = 0.5.
2.4.3 Non-convergence of the mesostates
The total number of visited mesostates N is a function of the sampling size M and its dependency
over the time is equivalent to a vocabulary that grows in a text, the equivalence being made between
mesostates and words. Scrolling a text the number of known words increases the vocabulary size and
grows sub-linearly with the total number of scrolled words (see [Kornai, 2002] and references therein).
The sub-linearity, that meansN ∝Mα with α < 1, reflects the non-bernoullian (i.e. non-random) nature
of a real text. For the sampling of mesostates the process is similar. In figure 2.5 (A) we show how the
number of exploredmesostates growswith the sampling size depending on the different coarse graining
procedures adopted. In all the examples the mesostates grow sub-linearly with a different exponent
while the rate to visit a new mesostate N/M (B) decreases slowly. Note that N/M is dN/dM ∝ αMα−1.
For α close to 1 the decay of the rate is very slow: the slowest is that for the RMSD[1.5] (∝ 1/M0.1). Much
faster are the decays for RMSD[2.5] and RMSD[3.0], because the large cutoffs recovers exhaustively the
whole conformational spaces sampled by the peptide. Thus, this means that the total number of possible
mesostates N∗ . M . The rest of the descriptions show a slow decay, that is ∝ 1/M0.2. The slow decay
then implies N∗ M , where N∗ is the max number of possible mesostates.
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Figure 2.5: (A) The sublinear increasing of the number of visited mesostates N as a function of the
number of sampledmicrostatesM for different coarse graining procedures; (B) the ratioN/M
which is the probability to sample a new mesostate over the time.
To quantitatively understand the sub-linearity it is worth to notice that visiting new mesostates is in
principle equivalent to an ideal Bernoulli process in which the random variable is ϑ = 0 when a new
visited microstate is included into a previously visited mesostate and ϑ = 1 otherwise. Let’s call p1 the
probability to have ϑ = 1. The counter function ϑ(t) is such that one can write
N(M) =
M∑
t=1
ϑ(t) (2.37)
which is exactly what is shown in figure 2.5 (A). Let’s now assume the process bernoullian, thus given
M microstates the probability to observe nmesostates is merely given by the binomial distribution
P(n,M) =
(
M
n
)
pn1 (1− p1)M−n (2.38)
which has the mean value
N(M) = p1M (2.39)
Thus for a bernoullian process N , the sampled number of mesostates, grows linearly with the sampling
sizeM , where the total number of possible mesostates is alwaysN∗ M (2). We argue that the process
of collecting new mesostates is strictly non bernoullian since the probability p1 decreases with the sam-
pling size as shown in figure 2.5 (B). Therefore a feature of the behaviour of N(M) is then the lack of
convergence in the number of mesostates, in particular the sub-linear increasing demonstrates that there
is no hope to obtain from a simulation an exhaustive sampling of the space of mesostates, as already no-
ticed in [Cavalli et al., 2003]. However there should be something intrinsic connecting of conformational
free energy landscape features and the power law decreasing of the emission rate N/M .
2N∗ = limM→∞N(M), and the sampling sizeM can never be of the order ofN∗
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2.4.4 Rank ordered distributions and density of mesostates
The index i in equation 2.31 orders themesostates by decreasing probabilities so that P1 is the probability
of the most populated mesostate, P2 the second most populated mesostate and so on. Thus Pi is a rank-
ordered distribution of probabilities as well as the set of fi frequencies and i gives the rank r. On the
other hand the rank r is a function of the probability P which gives the total number of mesostates that
have probability greater equal than P . This number can be written as
r(P ) =
∑
P ′≤P
k(P ′) (2.40)
where the function k(P ) gives the number of distinct mesostates that share the same probability P . The
function k(P ) represents then the density of mesostates given the normalization∑
P
k(P ) = N (2.41)
and ∑
P
Pk(P ) = 1 (2.42)
In figure 2.6 we show the calculated densities k(P ) for all the descriptions used to create mesostates
out of the simulation of the GSGS. The densities of mesostate calculated from the data are shown in
Figure 2.6 for all the descriptions employed. All the densities show a cross over area that corresponds
approximatively to a probability range Pc ∼ 10−4− 10−3; after the cross over a plateau is reached which
means that with high probability there is only a single mesostate. The folded state is obviously the
last point of the curves. The decreasing parts until the cross over follow a power law decay k(P ) ∝
(Pc/P )D + 1with D ∼ 2 for the strings (A) and a log-normal for the RMSD clustering and the SRA[4],
k(P ) ∼ N√
2piσ
1
P
e−(lnP−µ)
2/2σ2 (2.43)
though an overall decay k(P ) ∝ 1/PD with D ∼ 2 can be recognized. The high number of unassigned
microstates is a signature that the used clustering algorithm is at the first neighbors. Clusters are built up
around certain microstates that are centers as they have the highest number of first neighbors in RMSD
with respect to a fixed cutoff. The cutoff defines a size in the conformation space, which introduces
finite size effects in the clustering generating artifacts, the unassigned microstates. To see that let us
consider a two dimensional plane as represented in figure 2.7 and let the black spots be microstates.
We want to collect them according to a distance criteria. Given the distance we first introduce a small
cutoff and then we group them into the clusters represented by the white filled circles whose radius
is the chosen cutoff. It is clear the clusters cannot recover the whole space in which the microstates
are distributed and some microstates remain as spurious unassigned microstates. Considering a larger
cutoff the spurious microstates do not disappear completely but decrease in absolute value as the radius
of the clusters increases. Thus the spurious microstates are just a finite size effect, due to the fact that
clustering introduce a finite size in a continuous conformational space. A multi-neighboring algorithm
would eliminate them by including into larger clusters defined at second neighbor, third neighbor and
so on until convergence. Such an approach, although quite accurate, is computationally very expensive
(see for example [Johnson, 1967]).
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Figure 2.6: The density of mesostates of the GSGS from the descriptions based on strings (A) and RMSD
clustering (B).
The log-normal distribution It is not surprising the fact that we observe a log-normal distribution.
One obtains a log-normal distribution of a random variable when the logarithm of the variable is gaus-
sian distributed. We have already noticed that the energy density for the ensemble of microstates (see
equation 2.44) follows a gaussian and as well as for the ensemble of mesostates (figure 2.4). We want to
express the equation 2.44 in terms of probabilities P = 1/Ze−βE . Let’s consider the energy density
k(E) =
1√
2piσE
e−(E−E)/2σ
2
E (2.44)
thus from the cumulative
∫
k(P )dP the density turns out to be
k(P ) =
1√
2piσE
1
P
e−(lnP+lnZ+βE)
2/2β2σ2E (2.45)
By taking the ln and using the relation S/kB = lnZ + βE we obtain
ln k(P ) = − lnP − (lnP + lnZ + βE)
2
2β2σ2E
+ constant
= − (lnP )
2
2β2σ2E
−
(
S
kBβ2σ2E
+ 1
)
lnP + constant (2.46)
which is quadratic in lnP with a maximum in
P ∗ =
1
Z
e−βE−β
2σ2E = e−S/kB−β
2σ2E (2.47)
That means that the peak corresponds to the most probable microstate. The linear part has a slope
D ∼ S
kBβ2σ2E
+ 1 (2.48)
The equations from 2.45 to 2.48 are referred to an ensemble of microstates having free energy G, mean
energy E and entropy S. In the case of an ensemble of mesostates such as those of figure 2.6 we assume
a gaussian free energy distribution
k(∆Gi) ∼ N√
2piσG
e−(∆Gi)
2/2β2σ2G
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Figure 2.7: An example to explain how clustering based on first neighboring produces spurious unas-
signed microstates.
which, even though badly corresponds to the unweighted free energy distributions of figure 2.4, it is
nevertheless useful for qualitatively purposes. For each mesostate we take Pi ∼ e−H∗/kBe−β∆Gi so that
we obtain in ln scale
ln k(Pi) = − (lnPi)
2
2β2σ2G
−
(
H∗
kBβ2σ2G
+ 1
)
lnPi + constant (2.49)
For large enough βσG is linear in lnPi with a slope
D ∼ H
∗
kBβ2σ2G
+ 1 (2.50)
The distribution k(Pi) has a maximum for P ∗ = e−H
∗/kB−β2σ2G . Looking to the figure 2.6 only the
points below the cross over Pc contribute to the distributions, namely the poorly populated mesostates
(those that have ∆Gi > 0). For this subset of mesostates we expect that the Shannon entropy shall be
H∗ ∼ kB lnN∗ where N∗ is a the theoretical number of accessible mesostates which is much larger than
the effective number of mesostatesN(M) observed in the simulations. Thus given the method of coarse
graining the density of mesostates allows us to estimate H∗ and then the max number of accessible
mesostates and moreover the fluctuations βσG of the free energies Gi. We have fitted all the densities
with the log-normal distribution and obtained the values reported in table 2.6 for the parametersH∗/kB
(N∗), βσG. We have also estimated the exponent D and the cross over Pc from the power-law fits
k(P ) = (Pc/P )D + 1 (2.51)
for the mesoscopic descriptions SNC[2], SSS[8], SRA[4], which is always about 2.1. It is interesting to
compare the estimated values of N∗ obtained from the log-normal fits with those theoretical. For in-
stance for the SNC[2] one has 240 ∼ 1012 possible string which roughly corresponds to the fittet value;
for SSS[8] one has 818 ∼ 1016 which is 7 orders of magnitudes larger than the fitted value; for SRA[4] one
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Description H∗/kB N∗ βσG D (power law fit) Pc rc Pstable
SNC[4] ∼ 29 ∼ 4 · 1012 ∼ 4.4 2.05 3.4 · 10−4 260 0.33
SSS[8] ∼ 22 ∼ 5 · 109 ∼ 3 2.09 2.3 · 10−4 149 0.52
SRA[4] ∼ 14.8 ∼ 2.7 · 106 ∼ 2 2.15 2.1 · 10−4 262 0.67
RMSD[1.5] ∼ 11.6 ∼ 1.1 · 105 ∼ 1.1 lognormal 2.5 · 10−4 227 0.57
RMSD[2.0] 11.0 ∼ 60000 1 lognormal 2.5 · 10−4 255 0.65
RMSD[2.5] 10.4 ∼ 33000 1 lognormal 2.5 · 10−4 318 0.75
RMSD[3.0] 9.8 ∼ 18000 1 lognormal 2.5 · 10−4 368 0.87
Table 2.6: The parameters estimated from the log-normal fit (H∗/kB , N∗, βσG) of the densities of
mesostates and the exponentD estimated from a power law fit (eq. 2.51) mainly for the string
based mesostates. The number of stable mesostates rc and their cumulative statistical weight
Pstable are also reported in table. The rc number should be regarded as an order of magnitude
rather as an exact quantity.
has 418 ∼ 6 · 1010 strings that are 4 order of magnitude larger than the fitted value. The large differences
between the theoretical and effective number of accessible mesostates for the secondary structure and
torsional strings reflects the fact that many strings of this type are not physically possible. Interestingly,
the free energy fluctuations are comparable with the thermal fluctuations for mesostates based on the
RMSD clustering. That is likely due to the more macroscopic character of these kind of mesostates.
Moreover the comparison between the estimated values of D from power low fits with those deduced
from the excellent log-normal fits suggest the correctness of the log-normal hypothesis. Thus max-
imun value for the density k(Pi) corresponds to P ∗ ∼ 1/N∗ that means the overwhelming majority of
mesostates have an extremely low probability. A further thing that should be noted is that the cross
over in figure 2.6 does distinguish between two kinds of mesostates, those that are statistically unstable
P < Pc and those highly populated (statistically stable), which coincide with negative values of ∆Gi.
How many are the statistically stable mesostates? Going from the density of mesostates to the ranking
distributions may give the answer. Let’s consider a continuos version of the equation 2.40
r(P ) =
∫ 1
P
k(P ′)dP ′ (2.52)
and let us take
k(P ) ∼
(
Pc
P
)D
+ 1 (2.53)
with D = H
∗
βσG
+ 1 and Pc the cross over probability. We obtain then for P < Pc
r(P ) ∼ Pc
D − 1
(
Pc
P
)D−1
(2.54)
which inverted gives
P (r) ∼ V
(rc + r)η
(2.55)
with V a constant and η = 1/(D − 1). If we have D & 2 then η & 1 and P (r) ∼ V/(rc + r) is the
Zipf-Mandelbrot law that fits with the ranked data of figure 2.8. The number rc is the number of sta-
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Figure 2.8: The ranking distributions for the GSGS from the descriptions based on strings (A) and RMSD
clustering (B).
tistically stables mesostates. rc values per description together with their cumulative statistical weight
are reported in table 2.6. Zipf-Mandelbrot law simply states that if we have N species involved in a
dynamical process the most used species have the double probability the be used than the second most
used species, the triple probability to be used than the third most used species and so on. Again the
example of a written text helps to understand. If one makes the statistics on a text by ranking the most
used words usually the Zipf-Mandelbrot law is obtained with an exponent depending on the complex-
ity of the corpus text. It has been observed (see for example [Kornai, 2002]) that highly complex texts
usually exhibit an exponent η ∼ 1.2. Zipf-Madelbrot law is usually interpreted as a signature of a hier-
archy underling the process. In the case of a text the hierarchy is thought to be layered in about 3 levels:
the first is given by the grammar rules of a language, the second is defined by semantics and the last
provided by the style of the writer. In such a scheme the probabilities would decrease from the first to
the last level since the grammar defines very common words, while a writer’s style characterize special
and possibly rare words. Going back to protein folding we have defined mesostates out of a myriad of
microstates and their rank statistics have been done. A natural hierarchy places at the highest level the
folded state and at the followings mesostates having higher energy and higher conformational entropy.
At the lowest level there are mesostates whose density scales with ∼ 1/P 2 and that are dominated by
the entropy. Transition states or rarer mesostates, when viewed as ensemble, represent a massiv contri-
bution to the conformation space. The main point of this treatment about the density of mesostates or
the ranking distributions, is that only a very limited subset of mesostates robustly represent the confor-
mation space and only those should be taken into account to describe it. That shall be formalized when
the convergence of the sampled entropy will be addressed.
2.4.5 Structural interpretation of the mesostates
We have established that given a sampling of mesostates only a small subset is representative of the
whole ensemble. In particular, from the density of mesostates and the rank ordered distributions (see
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Figure 2.9: Selected mesostates corresponding to the description based on SRA[4] taken among the first
rc = 262 mesostates. The figures represent ensemble of structures with their fluctuations
within a mesostate corresponding to a well defined string. The N-term of the polypeptide
is colored in red. The structures are represented with their RMSF fluctuations by using the
macro “sausage” implemented in program molmol.
figures 2.6 and 2.8) we found that this number corresponds to rc (which gives the order of magnitude of
the number ofmesostates statistically well sampled), while the overwhelmingmajority of themesostates
follow a log-normal distribution. According to efficiency considerations, based on the measures of com-
plexity, we choose the SRA[4] as our standard method of description of the system. Within the rc ∼ 262
mesostates we have selected some and represented with their structural characteristics in figure 2.9. In
table 2.7 the values of energy, internal entropy and free energy differences are reported. The confor-
mational landscape of the representative mesostates appears to be quite heterogeneous. Most of the
mesostates selected are stable in the sense that their free energy difference is negative and among them
some can be stabilized either by mainly the energy (the folded mesostate 1 is an example ) or by the en-
tropy (the mesostate 15 for example) or both (the mesostate 82). Unstable mesostates show∆Ei > 0 and
∆Sbi < 0 as for example the helical-like state 127. The mesostates having ∆Gi ∼ 0 are those for which
The organization of an ensemble of strings 43
Id number SRA string ∆Ei [kcal/mol] T∆Sbi [kcal/mol ] ∆Gi [kcal/mol] Pi
1 000021000000210000 -3.9 2.65 -6.60 0.323
5 000011000000210000 -0.9 6.50 -7.44 0.021
7 010011000000210000 -3.3 8.68 -12.03 0.012
8 000020000000210010 -1.9 7.36 -9.26 0.009
9 100021000000210000 -0.2 1.54 -1.76 0.008
10 000020010000210000 1.4 12.47 -10.99 0.007
15 000020000000210000 1.7 18.60 -16.87 0.005
25 000021000000210011 -0.9 6.63 -7.53 0.002
27 010001000000210000 -1.2 20.51 -21.75 0.002
33 000021000000100000 4.5 8.77 -4.26 0.002
40 010001111111111111 1.6 1.64 -0.04 0.001
42 010010000000210000 6.1 6.39 -0.33 0.001
47 001020010000210000 3.3 11.76 -8.40 0.001
65 000111001000210010 -0.2 2.90 -3.09 0.0008
70 111111111111300000 3.3 1.21 2.11 0.0007
82 100021000100110000 -1.4 15.38 -16.74 0.0006
89 010001111111300000 5.7 5.95 -0.28 0.0006
127 010001111111111100 3.9 -2.65 6.63 0.0004
136 000020010000110000 2.8 18.34 -15.55 0.0004
153 111111111111111111 1.4 6.04 -4.59 0.0003
Table 2.7: The thermodynamic parameters defining the selected mesostates of figure 2.9. ∆Ei = Ei −
E, T∆Sbi = T (S
b
i − Sb) (see equation 2.9 for the definition of Sb), ∆Gi = ∆Ei − T∆Sbi .
Positive values of∆Gi correspond to unstable mesostates (with positive∆Ei and low T∆Sbi ).
Among the unstable mesostates the bad sampled ones can be found. Positive values of ∆Gi
are distributed according to a Gaussian (see figure 2.4). Mesostates with negative ∆Gi are
stable and well sampled: they posses either low enthalpy or large vibrational entropy.
the energy loss is compensated by the same amount of internal entropy gain. Examples of them are
the helical mesostates 40, 89 or the exotic mesostate 42 where the 2nd structure is native like while the
the overall topology is not. We might speculate that among these mesostates the transition mesostates
for folding are hidden, though this conclusion would causally be related to the description it originates
from.
2.5 The organization of an ensemble of strings
2.5.1 Entropy and disorder of strings
The multidimensional characteristics of the mesostates defined by string based descriptors have not
been used yet. We assumed each string site to variate within an alphabet of λ symbols so that a string S
of length R (R = 18 for the methods SSS[8], SSS[4] and SRA[4] in the GSGS polipeptide) one has
S = S1S2...SR (2.56)
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Figure 2.10: The string site probabilities for the mesostates based on SSS[4] (left) and SRA[4] (right) of
the GSGS. The similarities between the two descriptions are evident.
where a site Si assumes a symbol s in a set (s1, s2, · · · , sλ). Thus from the simulations we can estimate
the probability of a symbol in a string site through the identity
p(Si) =
n(Si)
M
(2.57)
whereM is the total number of microstates, n(Si) is the frequency of a symbol in a string site i and with
the normalization
λ∑
k=1
p(Si = sk) = 1 (2.58)
for each string site i. For simplicity we write p(Si = s) = pi(s). The values of the string site probabilities
per symbol for themesostates based on the reduced secondary structure strings SSS[4] and the rotational
strings SRA[4] are graphically shown in figure 2.10. The distributions reveal the strong beta propensity
of the GSGS, although a not negligible amount of helix structure also characterizes the configurational
landscape of the polipeptide. Given the string site probabilities we can define a combined probability
for a given specific string S such as
p(S) =
R∏
i=1
pi(s) (2.59)
from which the global normalization follows
∑
S
p(S) =
R∏
i=1
(
λ∑
k=1
pi(sk)
)
= 1 (2.60)
The equation 2.59 is of course not fully correct since a certain amount of cross correlations characterize
the chain of symbols in a string, as it represents a polipeptide chain. Nevertheless, since our aim is to
provide a description of folding and not to construct a first principle model of it, we assume the proba-
bility 2.59 as an observable quantity of the ensemble of strings. After having computed the combined
probabilities for the ensemble of strings SRA[4] observed in the simulation of the GSGS we have cal-
culated their density distribution, which has been also weighted with the observed probabilities of the
ensemble of mesostates. In figure 2.11 both the distributions are shown. The black distribution is the
weighted one, it monotonically grows with the combined probability, namely the highest value of the
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Figure 2.11: The distributions of the combined probabilities for SRA[4] in a log-log plot. The black dots
are the observed string probabilities as a function of the combined probabilities while the
red curve is the density of combined probabilities. The latter fits very well with triple log-
normal distribution (dashed curve) which suggests that the ensemble of strings is organized
in three sub-ensembles. The dotted curves are single log-normal distributions with the pa-
rameters estimated from the triple fit.
observed string probability corresponds to the highest value of the combined string probability (theoret-
ical). The unweighted distribution (red data points) fits very well with a triple log-normal distribution
(dashed curve in figure) which suggest that the ensemble of strings are organized in three sub-ensembles
of strings. As we have seen previously the lognormal fit allow to estimate the maximal Shannon entropy
of the ensemble of mesostates. From the maximal Shannon entropy, by simply taking its exponential,
one obtains the mean maximal number of accessible mesostates. From the triple log-normal fit we
obtain three values of entropies one for each sub-ensemble: H1/kB ∼ 12 ± 3, H2/kB ∼ 17 ± 7 and
H3/kB ∼ 24± 8 respectively. The estimated errors from the fit are quite large whereas one can estimate
the order of magnitude of the numbers of accessible strings for each macro-phase: we haveN1 ∼ 2 · 105,
N2 ∼ 107 and N3 ∼ 1010 respectively and the sum is dominated by N3. This number is about one order
of magnitude less than the theoretical upper limit 418 ∼ 7 · 1010 for the string based description SRA[4].
This means that in theory all the strings of the description based on the discrete torsional angles are in
principle accessible. Let us investigate the Shannon entropy associated to the probability 2.59. We first
the entropy per string site (that is for SSS[8], SSS[4], SRA[4] the entropy of a residue) as
hi = −kB
λ∑
k=1
pi(sk) ln pi(sk) (2.61)
Since entropy is an extensive quantity, summing up along the string chain we obtain the total string
entropy
h =
R∑
i=1
hi (2.62)
The two entropies h and H (defined in equation 2.8) assume the same value if and only if all the string
sites are independent and in particular one has
H 6 h (2.63)
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Figure 2.12: (A) Disorder per residue for the string based on secondary structure SSS[8], SSS[4] and on
rotational angles SRA[4]; (B) the map of native contacts whose points represent the disorder
of a Ca contact on which the strings SNC[2] are based.
which means that cross correlations have the overall effect to reduce entropy. Thus the entropy differ-
ence h − H evaluates the mean information difference between a string considered as a whole and a
string considered as a combination of independent string sites or in other words, h − H measures the
information due to the cross correlations between sites (that in the case of SSS and SRA represent the
correlations between residues). However the difference h − H strongly depends on the sampling size
as the entropy H intrinsically grows with the sampling size M . Thus, it is natural to define a disorder
D(hi) per site and the string disorder D(h) as
D(hi) = hi
hmax
(2.64)
and
D(h) = 1
R
R∑
i=1
D(hi) (2.65)
where hmax = lnλ with λ the alphabet length. In figure 2.12 the plots of the disorder for each string
based coarse graining are represented. In 2.12 (A) the string site disorders for the descriptions SSS[8],
SSS[4] and SRA[4] are represented. The peaks present in the SRA[4] disorder profile correspond to
the glycines 6 and 14 which notably correspond to a disorder minima in the profiles based on secondary
structure. This is an apparent contradiction due to the fact that these glycines belong to the beta turns. In
the secondary structure code a turn-like configuration precisely corresponds to a letter T (beta turn) for
SSS[8] and T+B (beta turn and bend) for SSS[4]; while for strings based on rotational angles there can be
many torsional local arrangements giving a glicine-serine loop stabilized by backbone hydrogen bond
[Wilmot and Thornton, 1988]. Thus, it results evident that what can appear structured for a description
might turn out to be unstructured in another and, yet, subjectivity and convenience of the observer
become an important matter. In the (B) part of figure 2.12 a Cα contact map from which the strings
of native contacts have been built is shown. The color shades in figure corresponds to the disorder
linked to a specific Cα native contact. The contact map has the typical β-sheet structure coming from
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long range (sequence distant) contacts. The disorder pattern reveals that the less disordered Cα contacts
are those corresponding to the glycine-serine beta-turns: notably the contacts Asp5-Thr8 and Asp13-
Thr16. All the long range contacts are very disordered (values close to 1) suggesting that they are rapidly
created and disrupted in the dynamics. The SNC[2] disorder is then consistent with that from secondary
structure SSS[8] and SSS[4] as both the descriptions strongly depend on the hydrogen bond network of
the polipeptide. SRA[4] description is substantially different from the others since it does depend only
on unrelated coarse grained degrees of freedom of the polipeptide. The values of string disorder are
respectively 0.84 for SNC[2], 0.58 for SSS[8], 0.67 for SSS[4] and 0.35 for SRA[4].
The entropy h can be written as the usual average h =
∑
S p(S)h(S) with h(S) = −kB ln p(S) so that
h(S) is the entropy of a specific string. The values of h(S) computed on the ensemble of observed strings
rank these from the lowest value to the highest in a similar but more appropriate way as the entropy
Hi = −kB lnPi where Pi is the estimated (from the simulations) probability of the i-th mesostate. If
we assume that hunf = Rhmax = RkB lnλ is the entropy of the unfolded state, the state such that all
the strings are equally accessible, then given a string S the entropy difference ∆h(S) = hunf − h(S) has
again a double interpretation: on one hand it represents the information gain of the string Swith respect
the unfolded state (namely the amount of information to encode a specific string); on the other hand
∆h(S) represents the conformational entropy loss from the unfolded state to a specific string. Clearly
the folded string has the highest entropy loss with respect to the unfolded state.
2.5.2 String hierarchy and configurational hierarchies
The multidimensional character of the strings allows us to investigate weather a hierarchy of states ex-
ists or not in the configurational space. According to the conformational entropy h(S) the folded string
is that which takes the lowest value entropy. That means in a hypothetical hierarchy that the folded
state should stay on the top of the hierarchy because it has the highest entropy loss with respect to the
unfolded state. To search for a possible hierarchy we analyzed all the native substrings for the descrip-
tions SRA[4] and SSS[8]. We took the native strings as reference, respectively “000021000000210000”
for SRA[4] and “EEEESSEEEEEESSEEEE” for SSS[4] and then decomposed in all the possible contiguos
native substrings of length 1 to R− 1. Implicitly we introduce a degree of nativeness by considering the
number of native string sites in a generic string, imposing that the native substring must be contiguous.
We call hierarchy level such degree of nativeness. We estimate from the simulation the probability of
each substring.
The result of such calculations are the maps shown in figure 2.13. Plot (A) is referred to the SRA[4] while
(B) to SSS[8]. In the diagonal the residue number corresponding to the string sites are reported, while
the vertical axis is the hierarchy level. Colors in the map represent the probability of a native string frag-
ment of length corresponding to the hierarchy level. For example the squares along the main diagonal
which is made by R = 18 squares have hierarchy level 1 since there are R = 18 substrings of length
equal to 1; the next diagonal has R − 1 = 17 squares and hierarchy level 2 as there R − 1 substrings of
length 2 in a string of length R; and so on until reaching the full native string: hierarchy level R = 18.
As mentioned squares are coloured according with their observed probability, thus the probability on
the top of the hierarchy corresponds to that of the full native string. A strongly ordered heterogeneity
appears on the maps which can be interpreted as the presence of patterns. Patterns can be organized
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Figure 2.13: (A) SRA[4]; (B) SSS[8]. The configurational hierarchy of the folded string. Heterogeneity
in the maps implies the existence of patterns in the configurational space. Patterns are re-
vealed in terms of hierarchical trees which are constructed combining all the contiguous
folded substrings in such a way to obtain fragments of the folded string that have maxi-
mal probability. For instance, at the lowest hierarchical level we have R 1-fragments which
correspond to R nodes on the maps. At the next hierarchical level the 1-fragments are com-
bined to obtain 2-fragments: two contiguous 1-fragments are combined if the probability of
the corresponding 2-fragment is higher than the alternative 2-fragments. The 2-fragment so
obtained gets a node which is linked to previous nodes of the 1-fragments, and so on. If a 1-
fragment does not combine with any 2-fragment then it can be combined at next hierarchical
level to form fragments of length longer than 2.
in a tree from the lowest hierarchy level till the highest. To show that an algorithm has been developed
based on a weighted random walk. At the lowest hierarchical level R walkers start a walk, namely that
1-fragments must assembly in a certain way to gain the next status level of 2-fragments. The algorithm
makes the walkers follow the maximal probability route, for instance a 1-fragments can assemble itself
to two different 2-fragments, thus the algorithm choose that maximizing the fragment probability. The
procedure is repeated for all the hierarchies until a tree is completed by reaching the full folded string.
The algorithm finds the maximal probability tree associated to the map though in principle there may be
other lower probability solutions, namely those corresponding to trees still satisfying the hierarchy. In
figure 2.13 (A) the tree for SRA[4] shows a modular pattern: the first module from Trp2 to Gly6, the sec-
ond module from Ser7 to Gly14 and a third module from Ser15 to Tyr19. Moreover, the second and third
module are combined together at a high hierarchical level: longer fragments starting from that show a
probability that is very close to that of the full folded string. This suggests that the combination of the
module second and third (which corresponds to the second hairpin) might represent an intermediate
state for folding, a state macroscopically well defined. Thus, in this description the modules appear to
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be “parsed” by the positions of the glycines, which define the loops characterizing the triple stranded
β-sheet folded state of the GSGS. The tree represents the most probable logical decomposition of the
folded string which explains how the single residues should be combined in substrings to compose the
folded state. Yet, a tree reflects the local character of the interactions that might be responsible of the
folded state formation. Let’s consider the panel (B) of figure 2.13, where the calculation is based on the
SSS[8] description. In this case the modular pattern is more marked: glycine and serine residues result
now combined at a low hierarchical level into a native-like turn configuration. The first module goes
from Trp2 to Thr8, the second from Lys9 to Asn13 and the third from Gly14 to Tyr19. Also in this case
the most probable tree have the second and third module combined at high hierarchy. However, in the
second most probable tree (see in figure the white spots and the dashed links) it is the first module to
be combined with the second. That means again that possibly two intermediate states are present: the
most probable corresponding to the second hairpin formed, the second most probable corresponding to
the first hairpin formed. The second intermediate state is more hidden in the description based on the
rotational angles. This is another example where two descriptions lead to slightly different conclusions.
One of the conclusions that can be drawn from the hierarchies investigated so far is that they seem to
exclude an all-none cooperative folding mechanism typical for instance of two state proteins, at least
for the system here investigated. The picture arising gives more importance to the relative role of the
local interactions in determining the multistep and noncooperative character of the folding process, as
already has been pointed out by Rose and colleagues [Baldwin and Rose, 1999a, Baldwin and Rose,
1999b, Rose et al., 2006]. That is particularly interesting despite the method here presented assumes,
in first approximation, the residues interacting only contiguously or between first neighbor fragments.
In principle, long range interactions in combining string fragments might play a relatively important
role. Clearly such a generalized model would enormously increase the complexity of the hierarchy.
An example of that can be found in the recent works of Dill [Hockenmaier et al., 2007, Ozkan et al.,
2007, Voelz and Dill, 2007] in which the folding pathways are hierarchically constructed with zipping-
assembly methods partially borrowed from modern linguistics. The limits of these quoted methods is
that they are applied to lattice system, in which the protein chain is extremely simplified.
2.5.3 Convergence of the entropy
In this section we provide a method to judge whether a simulation reached convergence with respect to
thermodynamic observables. We have already established that there is no convergence in the number
N of sampled mesostates as they grow sub-linearly with the number of microstates M collected in a
simulation. A natural quantity to be checked is the Shannon entropies associated with the ensemble of
sampled mesostates, which are H and h for mesostates and strings respectively. From the viewpoint of
information theory, these quantities evaluate the total amount of information that is stored in the whole
ensemble of mesostate. That amount of information depends on the size of the system that we have seen
to grow sub-linearly. Thus, once again it is convenient to consider directly the disorders D(H) and D(h)
as defined in equations 2.34 and 2.65. In figure 2.14 the disorder production are shown as a function
of the sampled microstatesM , that are computed following and updating the mesostate and string site
probabilities along the trajectories. Let’s consider the function D(t) = H(t)/Hmax(t) reported in figure
2.14 (A): we have Hmax(t) = kB lnN(t) with t the sampling time. If we take the derivative of D(t), we
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Figure 2.14: DisorderD(H) (A) andD(h) (B) as a function of the number of sampledmicrostatesM . The
convergence of the simulations is a signature of statistical convergence. This arises from the
compensation between folding and unfolding events: former increase disorder while the
latter decrease it.
easily obtain
D˙(t) =
(
H˙(t)
H(t)
− N˙(t)
N(t) lnN(t)
)
D(t) (2.66)
which means that the production rate of disorder is given by two terms with opposite sign, the first
is the the rate of entropy production H˙(t)/H(t), while the second is the rate of mesostates production
N˙(t)/N(t) lnN(t). The sampling time t can be taken as t = τM where τ is the lag time of the trajectory,
which in our case is 20 ps. We have seen that the number of sampled mesostates N scales asMα so that
equation 2.66 can be rewritten as
D˙(M) =
(
H˙(M)
H(M)
− 1
M lnM
)
D(M) (2.67)
which does not depend on α and thus, consequently, does not depend on the description adopted,
additionally, for large enough M it corresponds to the rate of entropy production. In the panel (A) of
the figure we see that all the descriptions but SNC[2] reach a convergence value for the disorder when
about one third of the microstates is sampled. The increase and decrease of the function corresponds to
the folding events. In particular, when the system folds the disorder decreases as it visits parts of the
conformation space already sampled, while when it unfolds the disorder increases because new regions
of the configurational space are explored. The fact that a convergence is reached means that there is a
compensation between folding and unfolding events: the decreasing of the disorder due to folding is
compensated by its increasing due to unfolding. If one of the two processes overtakes the other one,
then one obtain a monotonic disorder, namely
H˙(M)
H(M)
< 0
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decreasing for folding and
H˙(M)
H(M)
> 0
increasing for unfolding. In figure 2.14 (B) we have the disorder calculated from the string entropy h,
which shows qualitatively the same behaviour as in figure 2.14 (A). This result has a twofold importance:
on one hand it demonstrates that the simulations are statistically representative of the dynamics of the
system, on the other hand it explains how folded and unfolded states are closely related to each other.
Moreover the convergence of the disorder can be interpreted in terms of convergence of the effective
number of mesostates by taking the natural logarithm of the entropies H and h.
2.6 Folding kinetics in the space of mesostates
The estimation of rates, and in particular the rate for folding is particularly important to characterize the
properties of the simulated model and possibly to compare its properties with experimentally measured
kinetics. For our purposes it is also important to characterize the typical relaxation rates of the various
mesostates making up the unfolded state. More in general, the characterization of the folding pathways
connecting the unfolded mesostates to the folded mesostate using stochastic methods will be the main
topic of this section.
In stochastic mechanics the rate of a reaction from a starting species A to a target species B is given
by the reciprocal of the total escape time τe from A averaged over all the pathways connecting the
two species. In the protein folding case, the determination of a rate is complicated by the difficulty of
defining a variable that discriminates reactant and product. As we have seen so far, most coarse graining
procedures essentially agree on the nature of the native state, although the size of the folded mesostate
might depend of the type and the coarseness of the grain.
2.6.1 First passage times
In the following we only assume the existence of a coarse grained procedure that individuates a folded
state. We have seen that all the reasonable coarse-graining procedures, despite the fact that they focus on
considerably different properties, are able to individuate the native basin as the most populated. As we
show in the following, the knowledge of the folded mesostate in terms of any coarse graining procedure
is sufficient to robustly estimate a folding rate. Let us call XF the most populated mesostate that corre-
sponds to the folded mesostate and is the closest to the bottom of the free energy basin corresponding
to the folded macrostate. The mesostate XF defines a boundary between the very interior of the folded
basin and all the other microstates that can be grouped in a generalized rest stateXR. Thus a mean first
passage time tMFPT to XF can be estimated as
tMFPT(XR → XF ) =
∫ ∞
0
dt tF (XR → XF ; t) (2.68)
where F (XR → XF ; t) is the first passage time distribution (FPT). The function F (XR → XF ; t) is the
probability density that the FPT lies between t and t+ dt, which is given by the conditional probability
to have reached the target state XF at the time t [Szabo et al., 1980, Hänggi and Talkner, 1985, Lee et al.,
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Figure 2.15: The Cα-RMSD distribution with respect to the folded structure of the GSGS from which a
FPT distribution for unfolding is estimated. The unfolded target state has been chosen with
Cα-RMSD greater than 6 Å.
2003] given the initial condition XR,
F (XR → XF ; t) = P (XF |XR; t)
= 1− P (XR|XR; t) (2.69)
where
P (XF |XR; t) = P (XR ∩XF ; t)
P (XR)
∼ n(XR → XF ; t)
n(XR)
(2.70)
with P (XR ∩XF ; t) is the joint probability for the transitionXR → XF at the time t and n(XR → XF ; t)
is their total number given by
n(XR → XF ; t) =
∑
t′
θR(t′)θF (t′ + t) (2.71)
where the counter function θ(t) is defined in eq. (2.30). The target (folded) state XF must satisfy the
boundary condition
P (XF |XF ; t) = 1 (2.72)
To estimate the MFPTs from time series of mesostates we use the definition of conditional probability
at time t so that the equation 2.68 becomes
tMFPT(XR → XF ) =
∫ ∞
0
dt tP (XF |XR; t)
∼ 1
n(XR)
∑
t
∑
t′
t θR(t′)θF (t′ + t) (2.73)
which is easily computable from a time series. Thus the FPT distribution turns out as
F (XR → XF ; t) ∼ 1
n(XR)
∑
t′
θR(t′)θF (t′ + t) (2.74)
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Figure 2.16: First passage time distributions to the folded mesostate for all the descriptions adopted to
study the GSGS. Double and triple exponential functions were used to fit the data.
Generally if a target state is chosen at the boundary of the stochastic separatrix [Hänggi et al., 1990,
Müller et al., 1997], i.e., the particular boundary fromwhich the system either falls back to the initial state
or directly reaches the final state with the same probability, the exchanging rate between the generalized
mesostate XR and the bottom of the folded state XF is given by
kf =
1
2tMFPT
=
1
τf
(2.75)
That is not the present case, as we have chosen the final state as the interior of the folded basin to avoid
the problem of finding the stochastic separatrix. Nevertheless, the FPT distribution clearly shows a
kinetic partitioning between the folded and the unfolded basins. In Figure 2.16 the FPT distributions
for the four alternative coarse graining procedures are shown. In figure (F) the FPT distribution is also
shown for unfolding events in which the target state has been chosen from the Cα-RMSD distribution to
the folded structure greater than 6 Å (see figure 2.15). Different descriptions give slightly differences in
the FPT distributions on the short time scales and substantial homogeneity in the middle-long time scale
range. The differences on short and intermediate time scales are due to the fact that the four different
coarse graining procedures somewhat differ. All the FPT distributions have been fitted with both triple
and double exponential functions, whose slowest rate corresponds to a folding time that can be inferred
from the fitting procedure. In Table 2.8 the reciprocal of the rates τd are shown for diffusion within
the starting state of the FPT, τm for an intermediate phase (only for the triple exponential) and τf for
folding. All the time scales are obtained by fitting the FPT distribution with either a triple or a double
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Description τd [ns] θd τm [ns] θm τf [ns] θf χ2
SNC[2] triple-exp 1.2±0.2 7 · 10−3 25±19 2 · 10−4 134±28 9 · 10−5 5.1
SNC[2] double-exp 1.3±0.2 7 · 10−3 / / 105±10 1.5 · 10−4 12.3
SSS[8] triple-exp 0.5±0.3 5 · 10−3 5±7 1.7 · 10−4 93±8 1.7 · 10−4 5.4
SSS[8] double-exp 0.9±0.3 2.1 · 10−3 / / 89±6 1.9 · 10−4 7.1
SSS[4] triple-exp 0.7±0.5 2 · 10−3 34±25 1.3 · 10−4 142±36 9 · 10−5 3.7
SSS[4] double-exp 2±1 5 · 10−4 / / 108±11 1.5 · 10−4 8.3
SRA[4] triple-exp 2.7±1.3 1.5 · 10−3 35±13 4 · 10−4 141±62 5 · 10−5 2.8
SRA[4] double-exp 6.5±1.8 1.2 · 10−3 / / 82±10 1.8 · 10−4 12
RMSD[1.5] triple-exp 1.6±0.8 1.4 · 10−3 28±30 1.4 · 10−4 132±27 1.3 · 10−4 2.9
RMSD[1.5] double-exp 2.3±0.7 1.2 · 10−3 / / 112±11 1.8 · 10−4 5.7
Unfolding Cα-RMSD> 6 Å 1.2±0.9 8 · 10−3 / / 27±3 3 · 10−3 1.1
Table 2.8: Triple and double exponential fitting parameters of the FPT distributions for different descrip-
tions of the configurational space.
exponential function {
Ftriple(t) = θde−t/τd + θme−t/τm + θfe−t/τf
Fdouble(t) = θde−t/τd + θfe−t/τf
(2.76)
where the constants θd, θm and θf are amplitudes. Within the fitting errors the folding times obtained
do not crucially depend on the used coarse graining procedures (except when a coarse graining based
on RMSD and with a cutoff> 2Å is adopted, data not shown) if the same method for fitting is adopted.
The fitting results with a triple exponential show the presence of an intermediate phase with a relaxation
time to the folded mesostate of about 25/35 ns for all the descriptions but the SSS[8]. In the latter case,
the double and triple exponential fits essentially agree in giving a folding time of about 90 ns. For all
the other descriptions a triple exponential better fits with the data than a double exponential. Double
exponential exponential fit gives a folding time that is an average of the intermediate and folding time
obtained with a triple exponential. The fast time scale represents a diffusion time of the microstates
that are within the folded basin, and strongly depends on the kind of descriptors as it is related to the
population of the folded mesostate. The unfolded basin can be kinetically detected as the ensemble of
microstates having FPT approximatively & 50 ns. As it will be clarified later, the unfolded ensemble
relaxes to the folded basin with essentially single exponential kinetics. The intermediate time scale can
be interpreted as a kinetic extension of the folded basin. Once the system get across the main folding free
energy barrier it enters into a wide basin which is layered by several small free energy barriers. In other
words, within this basin the system diffuses until the folded basin is reached with a mean time of about
25/35 ns. This intermediate phase can be called a “pre-folded” phase. This aspect is not clearly evident
in the description SSS[8] due to redundancy of the secondary structure alphabet. In fact for SSS[4],
where such a redundancy is suppressed (only helix, beta, turn, coil in the alphabet) the presence of an
intermediate pre-folded phase is recovered. Yet, at this level of analysis, as we only selected a subset of
the folded basin XF as a target state for the FPT calculations, it is not surprising that we are not able
to discriminate properties of the unfolded state, apart from an estimation of a lower limit of the folding
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Figure 2.17: The mean first passage time MFPT distributions to the folded mesostate for the adopted
descriptions. The distributions show a clear kinetic partitioning at all time scales in both the
folded and unfolded phases: the pronounced peaks in the main unfolded region correspond
to mesostates having well defined relaxation times to the folded state.
time. The unfolding FPT distribution was fitted with a double exponential and the estimated unfolding
time inferred with the boundary on the Cα-RMSD results of about 27 ns which is quite similar to the
relaxation time from the intermediate pre-folded phase to the folded suggesting that the main reaction
to unfold corresponds to a diffusion in the pre-folded phase.
2.6.2 Mean first passage times
For a more detailed study of the kinetics, one can use the whole set of mesostates obtained for all four
different coarse graining procedures used in this work. In this way no assumption is made on the
boundary of the folded state. However, only the most populated macrostate is assumed to be the target
state of all the folding pathways starting from all the possible mesostates. If the system is partitioned
in a set of mesostates X1, ..., XN ranked by decreasing probabilities Pi, the state X1 corresponds to the
bottom of folded free energy basin XF as in the previous calculations. Given the couple of states Xi
(i > 1) and XF = X1 the MFPT tMFPT(Xi → XF ) for the reaction Xi → XF is given by
tMFPT(Xi → XF ) =
∫ ∞
0
dt tF (Xi → XF ; t) (2.77)
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where F (Xi → XF ; t) is the first passage time (FPT) distribution for the reaction Xi → XF . Given the
initial condition Xi
F (Xi → XF ; t) = P (XF |Xi; t)
= 1−
∑
j 6=F
P (Xj |Xi; t) (2.78)
when P (XF |Xi; t) is the conditional probability at time t
P (XF |Xi; t) = P (Xi ∩XF ; t)
P (XF )
∼ n(Xi → XF ; t)
n(XF )
(2.79)
with P (Xi ∩ XF ; t) the joint probability for the transition Xi → XF at the time t and n(Xi → XF ; t) is
the total number of these given again by
n(Xi → XF ; t) =
∑
t′
θi(t′)θF (t′ + t) (2.80)
With the boundary condition P (XF |XF ; t) = 1 on the target state XF we obtain
tMFPT(Xi → XF ) =
∫ ∞
0
dt tP (XF |Xi; t)
∼ 1
n(Xi)
∑
t
∑
t′
t θi(t′)θF (t′ + t) (2.81)
All the MFPTs to the XF state are computed for each the mesostates Xi . The calculations are carried
out for the four different coarse graining procedures considered. The distributions of MFPTs have been
estimated and they are shown in figure 2.17 for the descriptions SNC[2], SSS[8], SRA[4], RMSD[1.5].
The differences of these distributions from those of FPT (figure 2.16), having divided the conformation
space by two macrostates XF and XR are immediately evident. In the former the exponential character
of the folding process appears clearly. In the MFPT distributions the state XR is partitioned in multiple
mesostates resulting in a higher complexity of the folding kinetics so that the exponential character
appears to be broken. In particular, both the folded and the unfolded basins appear to be layered into
different time scales. According to the SNC description, folded and unfolded basins seem kinetically
partitioned while in the other descriptions this distinction is less clear. What is clear, on the other hand,
is that the mesoscopic configurational space has multiple minima, which are kinetically well defined.
Thus what appears exponential in the microscopic FPT distribution, due to the self averaging in the
phase space, at mesoscopic level is indeed differentiated: it follows that the mesoscopic configurational
space is structured.
The MFPT from all the mesostates to the folded one can be thought as reaction coordinate that gives
how kinetically far from the folded basin a mesostate is. On this respect it is useful to express the
thermodynamics in terms of the MFPT which is a kinetic quantity. We have thus computed, on log-
binned values of MFPTs, the mean effective energy (potential plus solvation energies) and the mean
entropy S. The entropy S is calculated using the equation 2.24, S = h + Sb where h is the string
configurational entropy defined by 2.62. All the values are referred to the shortest time scale, which
turns out to be a∆ value with respect to the folded state. Having the∆EF and∆SF we can calculate the
free energy difference as∆GF = ∆EF −T∆SF . The result of the calculations for the description SRA[4]
based on the rotational angles are shown in figure 2.18. The plot is paradigmatic; the free energy profile
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Figure 2.18: The relation between thermodynamics and kinetics by using the MFPT as a reaction coor-
dinate and SRA[4] as coarse graining.
shows two main minima at tMFPT < 1 ns and tMFPT ∼ 100 ns, which correspond to the folded and the
unfolded basins respectively. Interestingly, the unfolded minimum for the free energy is characterized
by a maximum of the entropy. In particular, the effective energy and the free energy contribution due
to the entropy compensate each other giving a ∆GF ∼ 0, which correctly reflects that the simulation
temperature of 330 K is that of melting. Furthermore, the free energy profile shows also other two
shallow intermediate minima, one at about 20 ns, the other at about 4 ns. The first corresponds to
peptide configurations in which one of the two harpins are formed and the other is unstructured, while
the second adopts the topology of the folded state, but more “floppy”. Figure 2.18 shows that it is
possible to use as unidimensional reaction coordinate upon the condition that the employed coarse
graining procedure is reasonable enough to preserve the relevant information of the process kinetics.
The MFPTs of selected mesostates are reported in table 2.9, the selection corresponds to that of table
2.7 and figure 2.9. From the values reported, it follows that the unfolded free energy basin is quite
heterogeneous and mainly populated by a helical basins.
2.6.3 Folding kinetics hierarchy
In section 2.5.2 the hierarchy of the native substrings has been analyzed by estimating all the proba-
bilities for the native substrings having length from 1 to R − 1, with R the full string length. It was
clear that under a probabilistic point of view a hierarchy of configurational states naturally arises, es-
sentially determined by the closure of the 1st and 2nd beta hairpins to form the three stranded beta
sheet. In this section we want to study the hierarchy assembly from a kinetic point of view. Thus, in-
stead of estimating the probabilities, the MFPTs of all possible native substrings are computed, starting
from the MFPT of a single native string site to the full native string. Again, we have taken the native
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Id number SRA string tMFPT [ns] Pi [%]
1 000021000000210000 0.06 32.3
5 000011000000210000 6.5 2.1
7 010011000000210000 113 1.2
8 000020000000210010 40 0.9
9 100021000000210000 1.2 0.8
10 000020010000210000 29 0.7
15 000020000000210000 17.3 0.5
25 000021000000210011 8.5 0.2
27 010001000000210000 104 0.2
33 000021000000100000 23 0.2
40 010001111111111111 69 0.1
42 010010000000210000 34 0.1
47 001020010000210000 33 0.1
65 000111001000210010 108 0.08
70 111111111111300000 123 0.07
82 100021000100110000 13 0.06
89 010001111111300000 102 0.06
127 010001111111111100 80 0.04
136 000020010000110000 31 0.04
153 111111111111111111 88 0.03
Table 2.9: The MFPTs of selected mesostates to the folded mesostate taken from table 2.7 and figure 2.9.
strings as reference, respectively “000021000000210000” for SRA[4] and “EEEESSEEEEEESSEEEE”
for SSS[4] and then decomposed in all the possible contiguos native substrings of length 1 to R− 1. For
each native substring we estimate the MFPT necessary to reach it. As a result we obtain the maps of
figure 2.19, where plot (A) is referred to the SRA[4] while (B) to SSS[8]. In diagonal the residue number
corresponds to the string sites, while in the vertical axes the hierarchy level. Color shades in the map
represent the reciprocal of the MFPT (the rate) to the native string fragment of length corresponding
to the hierarchy level. To reconstruct the possible hierarchies of the maps the same weighted random
walk algorithm applied in section 2.5.2 is used. In the previous case the algorithm finds the maximal
probability tree, while in the present case, the result is the maximal rate tree shown by the black nodes
and links of figure 2.19. In other words, R walkers starting from the lowest hierarchy level assemble
into each other to form higher hierarchy fragments until the full folded string is obtained. To give an
example, two contiguous 1-fragments are assembled together to form a 2-fragment if the formation rate
of that is the highest possible among all the possible 2-fragments that contiguous 1-fragments can form.
In particular, nodes and links (depicted in black in figure 2.19) show how the folded substrings (nodes)
are assembled together (links) to form the full folded string in a fastest way. Again, a modular structure
of the trees is found, although they qualitatively differ from those obtained with a probabilistic criteria.
Previously the positions of the Glycines played the role of module breakers, while in the present case the
tree structure appears to be complementary to that. The residues responsible of the beta turns are the
fastest to reach their folded state (about 1 ns) so that, the propagation of the folding signal initiates and
diffuse from them. For the SRA[4] description the maximal rate tree is shaped by 2 modules: a N-term
module from Trp2 to Trp10 and a C-term module from Tyr11 to Tyr19. The two modules are organized
around the formation of the beta turns. The modules can be interpreted as two main folding pathways,
Folding kinetics in the space of mesostates 59
Figure 2.19: The kinetic hierarchies of the folded string for the descriptions SRA[4] (A) and SSS[8] (B).
A pattern of folding pathways appears in figure 2.13 as well. The trees composed by black
nodes and edges are extrapolated from the maps by using the same algorithm employed to
construct the trees of figure 2.13. For instance, two contiguous 1-fragments (two nodes at
the lowest hierarchy) are assembled together to form a 2-fragment (giving a new node at
the next hierarchical level) if the formation rate of it is the highest possible among all the
possible 2-fragments that 1-fragments can form. The trees show the fastest way in which
the folded string can be assembled from all folded substrings.
where one of the two hairpins is formed first. The pathway in which the second hairpin is closed first
is slightly more favorable than the other, as its formation rate is an order of magnitude higher (compare
the fragments from residue 2 to 9 with rate ∼ 0.04 ns−1 and from residue 10 to 18 with rate ∼ 0.1 ns−1).
In the panel (B) of figure 2.19 the hierarchical tree is more branched. In particular, the folding process
in this case appears serial: first the second hairpin is formed, then the first. In this description folding
is then a serial sequence of events rather than parallel as in the other description. The trees shown here
correspond to the maximal rate tree of the weighted random walk, namely the fastest way to assemble
all possible folded substrings, other “lower” rate trees with parallel pathways are also possible.
The modular structure of the maps is anyway less structured in the present case than in that based on
the fragment probabilities (figure 2.13). This suggests that under the hypothesis made, if studied from
a kinetic viewpoint, folding process appears smother than in the complementary thermodynamic de-
scription: it is more cooperative. Therefore, though the highest rate folding pathway is that in which the
second beta hairpin closes first, a multiplicity of other pathways cannot be excluded solely on the basis
of these results. What appears again clear from this kind of analysis, is how the results and the interpre-
tations on folding mechanisms, strongly depend on the adopted descriptors. Thus, before drawing final
conclusions on such a complex phenomena, it is a good habit to collect as much as possible of diverse
data.
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Figure 2.20: (A) The local rates for the mesoscopic transitions k0 (c→ i) and k1 (i→ c) that are used for
the generalized Zwanzig model according to the SRA[4] description. (B) The ratio /kBT
corresponding to the favorable energy bias to a correct bond chain from equation 2.83.
2.6.4 Local rates and the Zwanzig model
In the previous section we investigated the kinetics of forming a native string starting from the combina-
tions of all possible substrings of the native string. In this section we take a more minimalist approach
to give account of the folding of the GSGS. We inspire to the simple model introduced by Zwanzig
[Zwanzig et al., 1992, Zwanzig, 1995, Zwanzig, 1997] to discuss the Levinthal paradox [Levinthal, 1968].
Levinthal’s paradox is that, searching the native folded state of a protein by a random search among all
possible configurations, can take a non biological long time. In the modern illustration of the Levinthal
paradox, each bond connecting amino acids can have several (typically three) states so that a protein of
100 amino acids could exist in 3100 ∼ 5×1047 configurations. If to sample a configuration takes about a fs
(∼ 10−12 s) then to cover the whole configurational space it would take about 1027 years, a time several
orders of magnitude greater than the age of the universe. The paradox consists in the fact that proteins
fold nevertheless. Zwanzig in discussing it, wanted to show that even without the need of the energy
landscape theories, one can obtain biological folding times by virtue of introducing a local favorable bias
to the folded state. His model is an Ising-like one dimensional model (for a review of such models in
protein folding see [Muñoz, 2001] and references therein) in which the protein is a chain of R+ 1 amino
acids with R bonds that can be in either a correct “c” or incorrect “i” state, where correct means native
and incorrect is non native. Quoting Zwanzig: starting with an arbitrary distribution of correct and incorrect
bonds, and some rule for making changes, find how long it takes to get to the perfect chain for the first time. As a
changing rule of the bond state, pseudo microscopic (mesoscopic) exchange rates are introduced: k0 for
c→i and k1 for i→c. Consequently, the number s of incorrect bonds in the protein configurations change
along the time. Thus, the FPT to the full correct state is the necessary time, starting from any initial s, to
arrive for the first time at s = 0. The MFPT τ(s) is the mean value of the FPT times from s to s = 0. In
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case of identical bonds Zwanzig found
τ(1) ∼= (1/Rk0)(1 + k0/k1)R (2.82)
whose result crucially depends on the ratio k0/k1. This ratio is the equilibrium constant
K = k0/k1 = νe−/kBT (2.83)
of a chain site, with ν the degeneracy of the incorrect state and  the energy difference of the two states.
One can obtain a biological time scale of 1 sec. already for an energy bias of 2kBT in favor of the correct
state, meaning that cooperative folding is not a necessary prerequisite to achieve short time scales for
folding. In the original Zwanzig model all the bonds of the protein chain are indistinguishable, so that
there are unique k0 and k1 rates. In this section we consider a generalized model in which the protein
chain can have different bonds with different rates estimated from the simulations. The descriptor we
choose for the present treatment is that based on torsional angles SRA[4]. We take the string of the native
state as full correct folded mesostate 000021000000210000. For each of the string site r = 1, ..., R we
estimate, from the simulations, the rates k1(r) = 1/tMFPT(i → c; r) and k0(r) = 1/tMFPT(c → i; r),
where tMFPT(r) are MFPT times calculated with the methods previously introduced. In figure 2.20 (A)
the corresponding rates of the GSGS based on the SRA[4] string description are shown: for the beta
portions of the folded state the rates k1 are rather faster than the k0. For the sites involved in beta turns
the formation-distruption rates are comparable though the second beta turn forms faster, supporting
again the conclusion that the pathway where the second harpin is formed first is more populated. In
(B) we show the energy biases /kBT to the correct sites, all the biases are more favorable to the correct
states than to the incorrect. Let us consider then a chain with s incorrect bonds with the changing rates
of figure 2.20 (A). We have two main rates, that for the process like s→ s+ 1
rate(s→ s+ 1) = K+(R, s) =
∑
R−s correct sites
k0(r) (2.84)
and that for the process like s→ s− 1
rate(s→ s− 1) = K−(R, s) =
∑
s incorrect sites
k1(r) (2.85)
Using combinatorics one can easily see that the two rates turns out to be
K+(R, s) =
(
R− 1
R− s
) R∑
r=1
k0(r) =
(
R− 1
R− s
)
K0, s > 0 (2.86)
and
K−(R, s) =
(
R− 1
s
) R∑
r=1
k1(r) =
(
R− 1
s
)
K1, s > 0 (2.87)
Having understood what are the main rates of the process, one can construct the corresponding mas-
ter equation with respect the variable s for the probability P (s, t) to have a string with s incorrect sites,
as shown in figure 2.21. The main assumption is that only contiguous transitions in the variable s are
possible. This leads to the equation
d
dt
P (s, t) = K+(R, s− 1)P (s− 1, t) +K−(R, s+ 1)P (s+ 1, t)−
− K+(R, s)P (s, t)−K−(R, s)P (s, t) (2.88)
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Figure 2.21: The procedure to construct the master equation on the s quantity.
that can be written in a matrix form
d
dt
P (s, t) =
R∑
s′=0
W (s, s′)P (s′, t) (2.89)
Equation 2.88 corresponds to a “birth-and-death process” or a “one-step process” [van Kampen, 1981].
The rate matrixW (s, s′) has the following structure
W =
0BBBBBBBBB@
−K+(R, 0) K+(R, 0) 0 · · · · · · 0
K−(R, 1) −(K−(R, 1) +K+(R, 1)) K+(R, 1) 0 · · · 0
0 K−(R, 2) −(K−(R, 2) +K+(R, 2)) K+(R, 1) 0 0
0 0
.
.
.
.
.
.
. . . 0
0 · · · · · · 0 K−(R,R) −K−(R,R)
1CCCCCCCCCA
(2.90)
Instead of calculating the MFPT problem with the adsorbing boundary for s = 0 as in [Zwanzig et al.,
1992] and [Szabo et al., 1980] we prefer to study the eigenvalues spectra of the rate matrix W , as also
applied in [Henry and Eaton, 2004]. All the characteristic relaxation rates of the system are provided by
the eigenvalues spectra of the rate matrix, and for a two-state protein the overall relaxation rate may be
estimated from the smallest non-zero eigenvalue. For the matrixW constructed with the data collected
we have K0 = 9.3 ns−1 and K1 = 22.1 ns−1 that with R = 18 gives the smallest non zero eigenvalue
koverall = 0.035 ns−1 that gives a time scale of about 30 ns. This time scale is shorter than the reciprocal
of the folding rate we have previously obtained, about 100 ns, but it has nevertheless about the same
order of magnitude. Despite highly approximated, the result appears to be interesting as it implies
that a realistic folding time can arise from an intrinsic non-cooperative process, where only local biases
towards the folded state play a leading role.
2.7 Causal mesostates and conformational master equation
In the last five years many authors approached the protein folding problem and the computer simula-
tions of bio-molecules essentially as a data mining issue [de Groot et al., 2001, Nerukh et al., 2004, Swope
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et al., 2004a, Lenz et al., 2004, Park and Pande, 2006, Noe et al., 2007, Chodera et al., 2007]. Purpose of
data mining is the development of computational algorithms for the identification, or the extraction, of
patterns from complicated data. Aims are essentially the data analysis of complex processes that are
characterized by a high dimensionality and chaotic behavior. Essentially the idea is: given a process
probed with respect to a set observables as a function of the time, one wants to construct a computational
machine that is able to: i) reproducing the main phenomenology of the original observed process, ii)
predicting/discovering previously unknown features about the process. Focusing on the use of com-
puter simulations in protein folding, one would like to fit a minimal model on the simulation data and
then using it to describe the relevant mechanisms of folding. Typically, the simplest models are based
on Markov processes. Markovian processes, given a set of dynamic states allow to temporally evolve
a system without taking into account its past dynamic history. Among the first works that pioneered
predictive Markov models in protein folding, there are the works of Cieplak and Dill [Cieplak et al.,
1998, Ozkan et al., 2001, Ozkan et al., 2003] where the time evolution of 2-dimensional Go-based lattice
models have been studied using a Markovian master equation. These studies have given an important
insight in the understandings both folding kinetics and also the physical meaning of Φ-values [Ozkan
et al., 2003]. A crucial issue of the phenomenological Markov models is to verify that the underlying
dynamics is intrinsically markovian [Park and Pande, 2006], a property whose verification generally
deeply depends on the definition of adopted observables [Swope et al., 2004a, Swope et al., 2004b].
If the original simulations are MD simulations, long memory can in general characterize to relaxation
dynamics of the degrees of freedom of the system [Nerukh et al., 2004]. In the following we use our
coarse grained description of the GSGS from MD simulations to construct a markovian computational
machine whose intent is to describe the kinetics of folding. Paraphrasing van Kampen [van Kampen,
1981], finding observables which make a process markovian is truly the art (duty) of the theorist.
2.7.1 Markov approximation
AMarkov process is a stochastic process in which a certain dynamic variable x has the property that for
any set of n consecutive times (t1 < t2 < · · · < tn) one has
T1|n−1(xn, tn|x1, t1; · · · ;xn−1, tn−1) = T1|1(xn, tn;xn−1, tn−1) (2.91)
which means that the conditional probability density at tn, given the value xn−1 at tn−1 is only deter-
mined and not affected by any knowledge of the past time values [van Kampen, 1981]. T1|1 is the so
called transition probability. The configurational space of a polypeptide chain is coarse grained in a set
of mesostates that are used to classify an ensemble of sampled microstates by means of MD simulation.
Each type of configurational description admits an upper limitN in the number of accessible mesostates.
Indicating with ωi a mesostate (i = 1, ..., N ) we call Pi(t) the occupation probability at the time t of the
mesostate ωi. Assuming that the system is closed and isolated, the jumps between mesostates ωi can
be described as a Markovian jumping process such that the occupation probability at the time t Pi(t) is
governed by the mesoscopic master equation
d
dt
Pi(t) =
N∑
j=1
(Tij(τ)Pj(t)− Tji(τ)Pi(t)) (2.92)
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given the initial condition Pi(0). The matrix Tij(τ) = T (ωj |ωi; τ) is the N ×N transition rate matrix for
the transitions ωi → ωj at the lag time τ . To the equation 2.92 corrisponds a steady state distribution
P ei that is the equilibrium distribution of the system such that
∑N
i=1 P
e
i = 1. The thermodynamical
interpretation of the steady state distribution follows directly introducing the conformational entropy
Hi of mesostate
Hi = −kBT lnP ei (2.93)
and a total conformational entropy
H = −kBT
N∑
i=1
P ei lnP
e
i (2.94)
The transition rate matrix Tij(τ) has a kinetical interpretation providing the mesoscopic free energy
barriers such that
∆G‡ij(τ) = −kBT lnTij(τ) (2.95)
In general the matrix Tij(τ) is not simmetric and the relation between opposite transition probabilities
should satisfies the detailed balance condition for systems at their thermal equilibrium
P ei Tij(τ) ∼ P ej Tji(τ) (2.96)
which tells that at the equilibrium, the forward and backward probability fluxes should compensate
each other between two well defined mesoscopic states. The mesoscopic master equation (2.92) is com-
pletely true only theoretically. Under a phenomenological viewpoint we consider the data given by an
equilibrium MD simulation in the context of a Markov process. The finiteness of the sampling (in time
and space) of the MD allows an approximated markovian description of the dynamics, if and only if
the underlying process is at some extent Markovian. Later a test of the markovianity of the process is
proposed, before that we introduce the formalism to estimate the transition rate matrix from simulation
data.
2.7.2 Estimating a stochastic matrix
Wewant to estimate the matrix Tij(τ) from a finite MD trajectory of microstates where the time window
between microstates is discrete and where all the microstates are mapped in mesostates. The transition
rate Tij(τ) is the 1-step conditional probability for time unit τ to jump to ωj , standing at the state ωi at
the previous step, namely
Tij(τ) =
P eij(τ)
P ei
(2.97)
where P eij(τ) = P
e(ωi ∩ωj ; τ) is the corrisponding 2-point joint probability for that transition or its total
flux. The 2-point joint probability is estimated as time average over all the 2-point transitions along the
trajectory
P eij(τ) =
1
M − 1
∑
t
θi(ω(t))θj(ω(t+ τ))
= 〈θi(t)θj(t+ τ)〉t
(2.98)
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whereM is the total length of the simulation and the θ function is the counter function defined in 2.30.
It holds the following normalization 
N∑
j=1
Tij(τ) = 1
N∑
i=1
N∑
j=1
P eij(τ) = 1
(2.99)
The asymptotic properties in the time scale τ of the 1-step transition rate probabilities derive from the
asymptotic properties of the 2-point joint probabilities: limτ→0P
e
ij(τ) = 〈θiθj〉t = P ei δij
lim
τ→∞P
e
ij(τ) = 〈θi〉t 〈θj〉t = P ei P ej
⇒
 limτ→0Tij(τ) = δijlim
τ→∞Tij(τ) = P
e
j
(2.100)
where δij represents the Kroeneker symbol.
To investigate the Markov approximation at a given time scale τ it is necessary to define a 2-step
conditional probability involving three mesostates for the transitions ωi → ωj → ωk, such as
Tijk(τ) =
P eijk(τ)
P eij(τ)
(2.101)
where P eijk(τ) = P
e(ωi∩ωj ∩ωk; τ) is a 3-point joint probability which is still obtained as a time average
over the whole trajectory, namely
P eijk(τ) =
1
M − 2
∑
t
θi(ω(t))θj(ω(t+ τ))θk(ω(t+ 2τ))
= 〈θi(t)θj(t+ τ)θk(t+ 2τ)〉t
(2.102)
Again, we have the normalization 
N∑
k=1
Tijk(τ) = 1
N∑
i=1
N∑
j=1
N∑
k=1
P eijk(τ) = 1
(2.103)
The asymptotic properties of the 3-point joint probability derive from the asymptotic properties of the
2-step conditional probability Tijk(τ): limτ→0P
e
ijk(τ) = 〈θiθjθk〉t = P ei δijδjk
lim
τ→∞P
e
ijk(τ) = 〈θi〉t 〈θj〉t 〈θk〉t = P ei P ej P ek
⇒
 limτ→0Tijk(τ) = δjklim
τ→∞Tijk(τ) = P
e
k
(2.104)
The evaluation of the 2-step conditional probability Tijk(τ) is important to quantify howmuch themeso-
scopic description satisfies the Markov hypothesis, or in other words, to quantify how much the condi-
tional probabilities are history dependent. Given the transitions ωj → ωk, if exists a finite time scale τ
such that
Tijk(τ) = Tjk(τ) +Rijk(τ) for any previous state ωi (2.105)
then, at that time scale all the probabilities are Markov with an error Rijk(τ). It is clear that from the
asymptotic properties of Tijk(τ) and Tij(τ) one has
Rijk(0) = Rijk(∞) = 0 (2.106)
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whichmeans that at the time zero and at the equilibrium3 time scale the system is trivially Markov. Only
for a finite time scale a mesoscopic description can be, until a certain extent, Markovian. On the other
hand, the function Rijk(τ) can tell how much non Markov are the transitions ωi → ωj → ωk. To check
the condition 2.105 globally, we write the equation 2.105 in terms of the fluxes (using the relation 2.101),
namely
P eijk(τ) = P
e
i Tij(τ)Tjk(τ) + P
e
ijRijk(τ) (2.107)
Summing up over all the observed triple transitions we obtain the total non-Markov flux at the time
scale τ as
F (τ) =
∑
ωi → ωj → ωk
P eijRijk(τ)
= 1−
∑
ωi → ωj → ωk
P ei Tij(τ)Tjk(τ) (2.108)
This function depends on the number of available mesostates N and on the lag time τ , since the the-
oretical number of triple transitions approach N3 for increasing lag times while its actual number is
M − 2  N3 (M is the trajectory length). In particular the absolute number of transitions naturally
grows when the lag time increase (at lag times comparable with equilibrium time scales all the transi-
tions are theoretically possible). A too large value of the flux F (τ) generates an evolution of the master
equation in which not observed transitions result in an artificial description of the mechanisms under-
lying the process studied. That because errors in the transition matrix may propagate on the master
equation on long times extrapolations. In figure 2.22 we show the values of the non Markov flux F
as a function of the number of steps (the lag time τ ) at which the transition matrix is estimated. We
computed all the transition matrices for lag times running from a single step to 104 steps (200 ns) for the
mesoscopic descriptions SNC, SSS, SRA and RMSD[1.5] respectively. All the fluxes monotonically grow
with the number of steps for the reasons previously accounted. The SNC mesostates are the worst in
terms of markovianity, already at one step lag time about the 60 % of the total flux is non Markov. The
situation improves for SSS (about 30 %) and is under the 20 % for the SRA and RMSD[1.5] descriptions.
Last two methods appear essentially the same when examined for their Markov property. However a 20
% error is too large to be safely used. That is essentially due to the large number of mesostates, and to the
fact that not all the mesostates share similar Markov property: there may be mesostates totally Markov
or other mesostates, typically low populated ones, that are totally history dependent due to their poor
statistics (that has been also noticed in [Park and Pande, 2006]). Thus, it is crucial to reduce the number
of states to be used within this approach, namely to find a method able to redefine the space of suitable
mesostates. That is the aim of an algorithm that we have developed and called “causal grouping” of the
mesostates.
2.7.3 Causal grouping of the mesostates
We have seen that mesoscopic description of the conformational space, although they can classify large
ensemble of microstates sampled in a MD simulation, their large number is not compatible with a
3Equilibrium here is meant for thermodynamic limit rather than convergent simulations. The difference is crucial since the latter
deals with the finite size effects of the finite length MD trajectories.
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Figure 2.22: The amount of non Markov fluxes as a function of the number of steps at which the transi-
tion matrix T is estimated for 4 kind of mesoscopic descriptions of the configurational space
of the GSGS.
Markovian description of the kinetics. Moreover in section 2.4.4 it was shown that only a minority
percentage of the total number of mesostates are statistical relevant and stable, while their overwhelm-
ing majority can be considered as thermal fluctuations. In a Markovian description of a process the
dynamics must proceed only between stable or marginally stable states, namely states whose interior
the system has enough time to loose the memory of its past. Unstable states conversely proceeds along a
time direction that is entirely determined from their past dynamical history that begins from the last vis-
ited stable state and ends up to the next stable state [Scoppola, 1993, Olivieri and Scoppola, 1996, Bonetto
and Gallavotti, 1997]. To put it differently, Markovian mesostates satisfy to a diffusive dynamics while
non-Markovian mesostates are ballistic. With these premises in mind we developed a mesostate real-
location algorithm based on the causality of the groups of mesostates that are statistically insignificant
Figure 2.23: The idea behind the causal grouping algorithm.
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Figure 2.24: The convergence of the sampled number of causal grouped mesostates as a function of the
length of the input simulation with a cutoff of 200 (6 · 105 microstates corresponds to 12 µs
of simulation time).
according to section 2.4.4. The word “causality” is properly chosen as the mesostates that are considered
statistically insignificant are treated as microstates, and reassigned to the significant mesostates accord-
ing to the “futures” they produce. Essentially the algorithm produces a new “filtered” time series of
mesostates from the time series of “unfiltered” mesostates. Let us make an example, suppose we have
found that in our mesoscopic description only about the first 300 mesostates are statistically significant
while all the rest are declassed to microstates due to their low populations. Now (see figure 2.23 for a
visual explanation), let’s look to the time series of unfiltered mesostates at the time t, suppose the actual
mesostate significant, then that is kept as such in the new filtered time series; let’s suppose now that
between the time window t+ 1 and t+∆t there are insignificant mesostates and that at time t+∆t+ 1
a significant mesostate is encountered. Thus, all the mesostates in the time range t + 1 and t + ∆t are
considered as microstates and reassigned to their next significant future to the new filtered time series,
namely the mesostate at time t + ∆t + 1. It is clear that such an algorithm corresponds to a sort of
clustering procedure whose results depend on a cutoff, that is the number of significant mesostates.
Therefore, the resulting filtered time series posses a number of mesostates corresponding to those that
are significant with modified populations as a consequence of the reallocation procedure. Let us focus
on two methods of mesoscopic description, SRA[4] and SSS[8]. From table 2.6 we established that the
number of statistically significant mesostates for SRA[4] and SSS[8] are in the order of magnitude of 262
and 149, respectively. For comparison of the two descriptions we have chosen a cutoff of 200 between
the two order of magnitudes. In figure 2.24 the performance of the algorithm, meaning the convergence
in the number of sampled causal grouped mesostates is shown. For SRA[4] convergence is smooth and
reach the 90 % of the total number of states already after 1/6 of the total simulation length (i.e. about 2
µs). For SSS[8] convergence is more bursting and irregular though it is faster than SRA[4]. That could
be due to the fact that SSS[8] is intrinsically finer grained than SRA[4] so that certain pathways might be
better defined in SSS (not mixed up with some others) than SRA. Causal grouped mesostates essentially
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depend on the type of mesostates the previous coarse graining generated. As we learned so far there
are typically two kind of stable mesostates, those stabilized by the energy versus those stabilized by the
conformational entropy. The effect of a conformational coarse graining on the free energy of a mesostate
ωi produces the relation∆Gi = ∆Ei−T∆Sbi where∆Ei is the effective energy difference of a mesostate
with respect to the ensemble mean energy, and ∆Sbi is the internal entropy difference of a mesostate
computed from the energy fluctuations of mesostate (see section 2.4.1), that is the entropy due mainly
to the vibrational modes of the side chains and in some extent to the backbone. Consequently, the free
energy per causal grouped mesostate has to take into account the conformational entropy due to fact
that different configurational mesostates may be included into the same causal mesostate. That can be
estimated from the Shannon entropy of a set of strings as we learned in section 2.5.1, namely the free
energy per causal mesostate turns out to be
∆Gcausali = ∆E
causal
i − T∆Scausali − T∆hcausali (2.109)
where ∆hcausali is the conformational entropy loss computed on the ensemble of strings belonging to
the causal mesostate (see equation 2.62).
We have introduced the causal grouping procedure to find a set of mesostates satisfying the Markov
property. Focusing on the mesoscopic descriptions SRA[4] and SSS[8] we calculated the non-Markov
flux for three cutoffs adopted for the causal grouping: respectively 200, 300 and 1000 mesostates. The
cutoffs are the total number of causal grouped mesostates that result in the new filtered time series. In
figure 2.25 the results of this analysis are shown. At the smallest time step (one step corresponding to
0.02 ns) the amount of the non-Markov flux is drastically reducedwith respect to the non causal grouped
mesostates. For a cutoff of 200 mesostates and τ = 0.02 ns the SRA description produces less than 1%
non-Markov flux of the total produced flux. The amount weakly grows until a convergence value of
about 40 % is reached around at 200 ns time scale. The initial values grows with the increasing of the
cutoff used for the causal grouping. In comparison with SRA, the SSS causal grouped description posses
a higher initial value of non-Markov flux suggesting that descriptions based on torsional angles aremore
suitable for a Markovian treatment. However SSS initial value of non-Markov flux corresponding to a
cutoff of 200 is less than the 5% of the total flux which is still a very low value compared to the non
causal grouped description. Low cutoff values curves of figure 2.25 reach a convergence value which
correspond to the equilibrium of the time series.
We previously pointed out that at the equilibrium the system is trivially Markov while here we ob-
tained that at the equilibrium the non-Markov flux is maximized. Is this a paradox? Actually the ther-
modynamic equilibrium is intrinsically different from its equivalent in a simulation. At the thermal
equilibrium all the states are theoretically accessible and all the transitions are possible for diffusive
flight, namely the system is completely memoryless. In a simulation although one can find a way to
define states that converge in their number (for instance the causal grouping), sampling the transitions
is a more delicate issue since that is related to the finite size character of the simulations, and that is
especially true for long time scales. In other words, what we estimate as non-Markov flux corresponds
to the transition flux, predicted from the modeled Markov process, that has never been observed in the
original time series. While at low time scales this flux in fact corresponds to a non-Markovian flux, for
long time scales this evaluates the finite size effects of the the trajectory, namely the equilibrium flux for
transitions that have never been observed in the trajectory. Thus, using low time scales to estimate a
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Figure 2.25: The non-Markov fluxes as a function of the number of steps at which the transition matrix T
is estimated for the mesoscopic descriptions SRA and SSS respectively for a causal grouping
at 200, 300 and 1000mesostates in comparisonwith the non-Markov fluxes of the ungrouped
descriptions SNC[2], SSS[8], SRA[4] and RMSD[1.5].
transition matrix on a proper set of mesostates allows to avoid the finite size effects of the time series or,
putting it differently, theMarkov property can be tested only on short time scales where the full statistics
of the simulation can be employed and the finite size effects can be neglected. The algorithm presented
has certainly two main strength points: its simplicity (it can effectively coded in awk), and also that the
generated number of causal mesostates is an input variable of the algorithm. Although at low values of
the cutoff the Markov property is favoured, too low cutoffs may produce causal mesostates that might
loose any relation with the structural motifs of the polypeptide chain.
2.7.4 A Markov chain on the causal grouped mesostates
Once that a suitable set of mesostates are chosen, those defined by the causal grouping procedure, the
master equation 2.92 can be readily applied as a tool of investigation. In particular a transition matrix
Tij can be estimated from the time series produced by the causal grouping procedure. Because we are
dealing with a discrete time step, it is more convenient, instead of using a continuous master equation,
to define a Markov chain based on the transition matrix Tij . Given N mesostates and the population
vector P(t) = (P1(t), · · · , PN (t)) at the time t = mτ a Markov chain is completely defined by the relation
P(t) = T (τ)mP(0) (2.110)
where P(0) = (P1(0), · · · , PN (0)) is the initial condition. The properties of aMarkov chain derive directly
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Figure 2.26: The relaxation time scales of the Markov chains computed from the inverse of the rate spec-
trum of the matrix K = 1 − T estimated on the causal grouped time series SRA[4] and
SSS[8].
from the properties of its transition rate matrix Tij . In particular the spectral analysis of Tij determines
the whole kinetic behaviour of the Markov chain. Let’s consider the eigenvalue equation for Tij so that
T φ¯λ = λφ¯λ (2.111)
with φ¯λ the eigenvector corresponding to the eigenvalue λ. To the steady state distribution Pe = φ¯1
corresponds the eigenvalue λ = 1, all the other eigenvalues are λ < 1. Any initial condition P(0) can be
expressed as a linear combination of eigenvectors of the transition rate matrix so that
P(0) = Pe +
∑
λ6=1
cλφ¯λ (2.112)
for some set of coefficients cλ which must be chosen in order to keep the normalization of P(t) [van
Kampen, 1981]. Thus, the equation 2.110 with the help of 2.111 reads
P(t) = Pe +
∑
λ6=1
cλλ
tφ¯λ
= Pe +
N∑
i=2
ci(1− ki)tφ¯i
' Pe +
N∑
i=2
cie
−kitφ¯i form→∞ (2.113)
where we have defined the rates ki = 1 − λi which are the eigenvalues of the matrix K = 1 − T with
1 the identity N × N matrix (note that k1 = 0). The equation 2.113, for asymptotical times, correctly
leads to the steady state distribution Pe. The rates ki represent all the relaxation modes of the Markov
chain, where the modes are linear combinations of the chain states, that are the mesoscopic configura-
tional states of the polypeptide. Therefore, the modes represent distributions of different configurational
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states that lead to an overall relaxation rate. We have constructed aMarkov chain with the transitionma-
trices estimated from the causal grouped time series of the GSGS simulations using the mesoscopic time
series based on SRA[4] and SSS[8] and a cutoff fixed at 200 states. In figure 2.26 the inverse of the rate
spectrum is shown for both the Markov chain constructed from the causal grouped mesostates SRA[4]
and SSS[8]. They represent all the time scales of all the relaxation modes to the chain equilibrium: from
∞ to a time step τ = 0.02 ns. The second largest time scale (that corresponding to k2) is the slowest mode
which mainly corresponds to folding, interestingly the time scales for that turns out to be about 56 ns for
SRA[4] and 55 ns for SSS[8] which is about the half of that found directly on the mesoscopic time series
though the order of magnitudes are definitely comparable. There is a qualitative difference between the
two spectra, for SRA the time scales decrease smoothly suggesting that the folded and unfolded phases
are not clearly kinetically separated while for SSS the time scales decrease abruptly within few modes
suggesting that an unfolded phase might be more clearly kinetically separated from the folded. Ana-
lyzing the normalized eigenvector corresponding to the rate k2 gives account of the composition of the
ensemble of causal states that contribute to the overall slowest relaxation mode 1/k2. An element of the
normalized eigenvector represents the relative population of a macrostate contributing to that relaxation
mode. The dominant contribution to the slowest relaxation mode is due to the folding reaction. Since
the folding reaction starts from an unfolded phase, the eigenvector corresponding to the rate k2 can be
viewed as a structural model of the unfolded state for the GSGS peptide. In figure 2.27 we show the
normalized eigenvectors corresponding to k2 for the Markov chains based on the causal grouped states
SRA[4] and SSS[8]. The intensity peaks on the y axes provide the relative population of the state with id
iwithin the phase possessing the relaxation rate k2. In other words these populations can be interpreted
as the actual composition of the unfolded state of the GSGS. For some representative peaks we show
their structural content in terms of an ensemble representation of the structures. All the structures are
characterized by mainly four structural motifs: a curly like motif in which the second GSGS harpin is
formed, a helix like motif (full helix, N-term helix turn extended, C-term helix turn extended), central
helix and N a C terms interacting, a random coil motif characterized by semi-compact low energy struc-
tures. Essentially both the descriptions SRA[4] and SSS[8] give similar structural results. By looking
to the mean energies and mean configurational entropies per causal mesostate we noticed that those
mesostates contributing the most to the eigenvector posses generally low energy, comparable with that
of the folded state. Other mesostates with lower intensity peaks seem generally to be stabilized by high
conformational entropy. That is reasonable since one expects that those states acting as kinetic traps
contribute the most in making the overall folding rate slower.
2.7.5 Network representation of the transition matrix
The transition matrix Tij(τ) describes a mesoscopic dynamics between N causal grouped mesostates
which approximatively satisfy to the Markov property; the term “mesoscopic” is correct because the
time scale τ = 0.02 ns is not a really microscopic (that is by instead the time step of the MD simula-
tion which is usually 2 fs) neither macroscopic. Visualizing the transition matrix can be useful to get
insight on what are the dominant system pathways or to get informations on the organization of the
protein conformational landscape. In the group of Caflisch many efforts have been spent in the last
years in the direction of a network representation of the folding process in light to provide a so called
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Figure 2.27: The normalized eigenvector corresponding to the slowest non null rate k2 of the Markov
chains constructed on the causal mesostates SRA[4] (A) and SSS[8] (B). Some intensity peaks
are shown together with the ensemble of structures they correspond to. Pictures have been
made with the program molmol.
“unprojected” view of the system free energy landscape [Rao and Caflisch, 2004, Caflisch, 2006, Gfeller
et al., 2007]. Complex network representation is a powerful tool to elucidate correlations and interde-
pendencies among the species of a complex dynamical system. They are widely used from sociological
network studies [Watts and Strogatz, 1998] to trade economy [Shapiro and Varian, 1999] passing through
the study of the internet evolution and structure [Yook et al., 2002] and ending up to the metabolic net-
work in cell biology [Jeong et al., 2000]. In our context we use the network representation to visualize the
mesoscopic dynamics associated to the Markov chain with the aim of clarifying how are the dominant
folding pathway and whether or not there is intercross dynamics between the free energy basins com-
posing the unfolded state. Our reference descriptions are those of the causal grouped mesostates with
200 and 1000 mesostates for SRA[4] and SSS[8] depending on representation convenience. All the transi-
tion matrix graphs are visualized using the open source program Tulip [Auber, 2003]. Many visualizing
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algorithms exist to represent large graphs, here we have chosen that which is more close to what one ex-
pects a free energy landscape can look like. The algorithm is implemented in Tulip and it is called GEM
(Graph embedder) which is an extension on the spring-embedder approach (see [Frick et al., 1994, Bruß
and Frick, 1995] for details). Spring-embedder algorithms use a physical model based on forces that
are exerted on the vertices in order to improve their positions according to several aesthetics. Once the
vertices are placed, the edges are drawn as straight lines between the vertices. The model states that
far vertices in terms of connectivity repel each other, while adjacent vertices are attracted to each other.
These simple rules define a dynamic system that can be driven into a local energy minimum. The easiest
strategy to find out such aminima is to use a gradient descentmethod, according towhich only downhill
moves are allowed, until no further improvements are possible. Other strategies of achieving conver-
gence are the use of simple cooling schedules that restrict the allowed moves over time, or to apply
simulated annealing. In particular the GEM Frick algorithm combines the spring-embedder approach
with the ideas from simulated annealing by assigning each vertex a local temperature. This algorithm
turns out to be very effective in terms of running speed as well as the robustness of the displacement
found (meaning that if one runs twice the algorithm on the same graph the same displacement is found).
In figures 2.28 and 2.29 the transition matrix graphs for the causal grouped mesostates SRA[4] and
SSS[8] with 1000 vertices are shown respectively. The number of edges visualized are 15608 for SRA[4]
and 33760 for SSS[8], no cutoff on the transition probabilities has been used to facilitate the visualization
so the graphs represent entirely the transition matrices as estimated from the causal grouped time series.
For the SRA[4] network there is a clear separation between the helical phase and the beta phase. Helical
phase appears to be formed by four helical structural motifs that we called H1, H2, H3, H4 that sum up
to about 7 % of the total statistical weight. The β phase has in its center the full folded mesostate that is
surrounded by other low populated mesostates which sum up approximatively about more than 60 %
of the total weight. The curl like basins C1, C2, C3 represent kinetic traps that overall on this description
sum up to about 5 % of the global weight. On the periphery of the folded state there are two interesting
basins E1 and E2 both characterized by the beta turns already formed but very fluctuating in the rest
of the topology. These basins weights about 3 % and 2 % respectively. They are virtually included in
the folded basing suggesting a possible their role as gateways or as on pathway intermediates to the
folded state from both the helical phase and the kinetic traps. Thus the network of the causal grouped
mesostates SRA[4] with 1000 vertices suggests there are three main classes of basins in the free energy
landscape: a helical basin, a beta trap basin and broad folded basin.
The network corresponding to SSS[8] of figure 2.29 is different from the previous. It appears much more
detailed or even redundant compared with that of SRA[4]: many structural motifs are found in different
basins, for example the curl like structures called C1, C2, C3, C4, C5, and also the triple strandedmotif of
the folded state is found in 4 basins, including the main folded one. The helical basin appears again well
separated from the rest suggesting that this separation is a true phase difference not really something
depending on the adopted description. The weight of the helical basin is again about 7 % while that of
the β trap is about 6 %; the weight balance between these two basins with respect to those in SRA[4] is
confirmed for the helix basin and overweighed for the curl-like basins. The folded basin is organized in
sub-basins, the main one weights about 21 % while the other three 3s1, 3s2 and 3s3 have a total weight
of about 15%. Clearly the fact that the strings based on secondary structure are base on an alphabet of
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Figure 2.28: The network corresponding to the transition matrix estimated from 1000 causal grouped
mesostates based on the SRA[4]. The total number of vertices are 1000 and the edges are
15608 without any cutoff on the probabilities. The graph has been realized with Tulip and
the edges have been coloured according to the value they assume on the transitionmatrix. It
appears clear that two main phases characterize the transition matrix: a helix phase clearly
separated from a beta phase at whose center is posed the folded state.
8 symbols, the double than SRA at equal string length, makes the free energy landscape more detailed
and thus, possibly redundant. Moreover the redundancy of the secondary structure description (also
reflected in the higher Shannon entropy) might play an important role in the Markov property introduc-
ing memory effects.
The transition matrix corresponding to 200 causal mesostates are represented in figure 2.30 for both
the descriptions SRA[4] and SSS[8]. The differences are evident. While the in the SRA graph the folded
state appear concentrated in a rather unique basin and a helix basin is still separated from other struc-
tural motifs, for the SSS graph only β like basins are well defined. In particular along with the main
folded state other three basins characterized by the triple stranded (we call them pre-folded) result to be
in equilibrium with the main folded basin. There are two interesting mesostates in between the basins
pre-folded1 and main folded, characterized by a strongly fluctuating N-term harpin: these states seem
to play the role of transition states between sub-basins of the folded basin. No proper helix like basins
appear, all the helices are located in isolated vertices in between the different beta basins, suggesting
that in this description in the helical unfolded state the system diffuses without trapping itself. Thus
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Figure 2.29: The network corresponding to the transition matrix estimated from 1000 causal grouped
mesostates based on the SSS[4]. The total number of vertices are 1000 and the edges are
33760 without any cutoff on the probabilities. The graph has been realized with Tulip and
the edges have been coloured according to the value they assume on the transition matrix.
, reminding that the graph pictures are the result of a visualizing algorithm, we can qualitatively con-
clude that at this stage of coarseness while a SRA description seems to organize the vertices (causal
mesostates) in such a way that free energy basins naturally arise (both enthalpy or entropy driven) in
the SSS description only basins characterized by low enthalpy arise. On the other hand from the graph
pictures we are not able to infer precisely what are the sequence of events the lead to the folded state
from any starting point, although free energy conformational basins appear spontaneously. We can get
a pictorial idea on how a free energy landscape could look like, but we should not forget their strong
subjectivity. However, an interesting question arising from the observation of the graphs is whether or
not inter-conversions between unfolded basins on a time scale less than the folding time. An answer
to this question might shed light on the folding mechanism: is the unfolded state made by basins that
can inter-convert between them before getting into the main route to folding or no inter-convertion is
possible and thus exclusive folding pathways exist? To these and to other kind of questions the Markov
treatment of folding kinetics can answer.
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Figure 2.30: The transition matrix graphs corresponding to 200 causal mesostates for SRA[4] (top) and SSS[8] (bottom). Graphs have been
realized with the program Tulip. Circles and boxes represent basins clearly distinguishable from other vertices. Indicative pop-
ulations of the basins are reported. In the bottom network a helical basin is missing, helices are present as transient nodes (see
the node 99 in the bottom network) as the rank of the first helix SSS[8] mesostate is much lower than that in SRA[4] (the 99th
“---HHHHHHHHHHS------” for SSS[8] and 40th “010001111111111111” for SRA[4])
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2.7.6 MFPTs from a Markov chain
An effective way to investigate the folding pathways using the Markov approach is to calculate the
inter-conversion MFPT from any causal mesostate to another. Thus given N causal mesostates with
their mesoscopic transition matrix Tij the idea is to calculate the equilibrium times that in average are
necessary to reach any state starting from any another. That leads to the construction of a matrixMij of
the mean first passage times. To calculate the MFPT matrixMij from the mesoscopic transition matrix
Tij a classical treatment for finite and ergodic Markov chains4 can easily be adopted following [Snell,
1959, Kemeny and Snell, 1976]. The procedure is based on elementary linear algebra and requires to
define some matrices at first and it is equivalent [Kemeny and Snell, 1976] to solve the following system
of linear equations
Mij = τ +
∑
k 6=j
Tik(τ)Mkj (2.114)
Mii =
∑
k
Tik(τ)(Mki + τ)
The transition matrix T defines an equilibrium matrixWij through
lim
n→∞T
n(τ) =W (2.115)
in which each row is equal to the equilibrium populations of the N causal mesostates. The convergence
was reached already with an exponent n = 20000 which corresponds to a convergence time of 400 ns.
Secondly one has to define the fundamental matrix Z for ergodic Markov chains which is given as
Z = (1− T +W )−1 (2.116)
where 1 is the identity matrix. Finally the matrix of the MFPT is obtained by the formula
M = τ(1− Z + E Zdg)D (2.117)
whereD is a diagonal matrix with entries 1/Wii, E is a matrix with all 1’s and Zdg is the diagonal matrix
built taking the diagonal of Z. The factor τ converts the number of steps into a value in ns.
We calculated the matrixMij for the Markov chain corresponding to the causal mesostates SRA[4] with
200 vertices. The mesostate with id 1 corresponds to the folded mesostate, therefore the first row of the
matrixMi→1 provides the MFPTs from any starting mesostate to the folded state. Yet, the main diagonal
of the matrix Mi→i gives the so called mean recurrence times of the mesostate, namely the mean time
necessary to a state to return back to itself. The recurrence times are a measure of kinetic stability of
the mesostates since these times are proportional to the inverse of the exponential of the internal barrier
that a mesostate has to jump to get outside. In line with the choice in section 2.6.2, we consider the
MFPT to the folded state as a sort of reaction coordinate. Thus to facilitate the analysis of theMij matrix
we reorder its indexes in such a way that the low indexes (from 1) are those mesostates possessing low
MFPT to the folded state, while large indexes have larger values of MFPT to the folded state. We call the
reordered matrix M∗ so that the first row satisfies the inequalities M∗1→1 6 M∗2→1 6 · · · 6 M∗200→1. In
figure 2.31 the reciprocal of the recurrence timesM∗i→i (left y axes) as a function of the mesostate index
4An ergodic Markov chain is one such that it is possible to go (not necessarily in one step) from any state to any other state.
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Figure 2.31: The inverse of the recurrence time 1/M∗i→i (red curve) referred to the left y axis; the black
curve (right y axes) represents the MFPT to the folded state on the reordered MFPT matrix,
namely its first rowM∗i→1. The x axes gives the reordered mesostate id from low MFPT to
large MFPT to the folded state. Averaged structures are shown over representatives peaks
of the recurrence time. Causal mesostates from SRA[4].
i is shown. The first row representing the MFPTs to the folded stateM∗i→1 is also shown in figure (right
y axis). The peaks corresponding to the rates 1/M∗i→i represent kinetically stable causal mesostates. For
some of these peaks, an ensemble view of the structures belonging to the mesostates is shown. The
most unfolded mesostates in terms of their folding times (ranging from 50 to 85 ns) that are kinetically
stable are helix-like mesostates. When the system is in the unfolded phase it tends to form stable helices
in such a way the N and C terms can interact. By thermal fluctuations, helices can be disrupted while
the β-turns can be easily formed. When the β-turns are accessed the system has two options: either
forming a curl-like structure (external N-term) or going towards the folded state. The folded state is
a huge basin which appears layered. There are many ways in which a triple stranded β-sheet can be
arranged with an overall well defined topology and with a differentiated network of interactions. Many
sub-basins are in equilibrium showing different amounts of fluctuations. The very bottom of the folded
basin is enthalpy driven, others folded sub-basins are fluctuation driven so that, as a whole, the folded
state can be thought as an entropy driven ensemble. In figure 2.32 we show the MFPT reordered matrix
M∗i→j (using causal mesostates from SRA[4]). Indexes i greater than 150 are referred to initial mesostates
which can be already considered unfolded as one can see from figure 2.31. The horizontal bands (j index
fixed and i index variable) represents ensemble of initial mesostates i relaxing to the mesostate j. All the
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Figure 2.32: The reordered MFPT matrix M∗i→j shows that the native basin works as a “hub” in the
overall kinetics. An entry on the matrix gives the MFPT for the equilibrium transition i→ j
from causal grouped mesostates SRA[4]. Horizontal bands are equilibrium transitions from
all the is to a specific j. Yellow points can be assumed to have an infinite barrier between
initial and final state so that their inter-conversion rate is zero. Helix-like and curl-like do
not exchange between them in a time scale that is comparable with their folding time. They
directly relax to to folded state in about 90 ns and 60 ns respectively.
yellow entries are transitions that occur in a time scale 100 ns: thus since this time is quite larger than
the folding time an infinite barrier can be assumed between these states. The most important unfolded
basins are the helix-like and the curl-like. According to the MFPT matrix we can establish that these two
basins do not inter-convert between them in a time scale comparable with their folding time. From the
dark bands on the bottom of figure 2.32 we can see that these basins directly relax towards the folded
basin which begins from the index∼80 in the matrixM∗. The folded basin is layered and can be acceded
from different gateways which are characterized by strong fluctuations. Moreover the “kinetic radius”
of the folded basin is about 20 ns, which is a time scale consistent with that found for the pre-folded
phase by means of FPT calculations (see section 2.6.1). Thus the folding mechanism of the GSGS follows
from the MFPT matrix: the helix phase is the real unfolded state which is corrugated and relax directly
to the folded basin in about 90 ns; the curl-like phase can be seen as an off-pathway intermediate or
a death route, when the system ends up there it needs to come back in order to find the folded basin.
However, finding the folding basin from a curl-like topology is easier than from the helix phase because
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Figure 2.33: The free energy landscape emerging from the Markovian treatment of the GSGS kinetics.
Low entropy states (curl-like states) act as kinetic traps while the helical-phase represents
the unfolded state that is stabilized by high entropy. The folded basin is stabilized by both
enthalpy and entropy. Folding can then initiate either from low enthalpy or high entropy
states.
the former posses already a native like secondary structure and a hairpin already formed.
2.8 Conclusions
The in silico properties of the 20-residue GSGS peptide have been broadly analyzed, mostly by Caflisch
and collaborators. This peptide constitutes and ideal model because the experimental behavior (re-
versible folding to a triple stranded β sheet) can be reproduced in silico, in a broad interval of temper-
atures, and with various physical, transferable force-fields. In particular, most simulations and those
here analyzed have been performed with a particularly simple implicit solvation model [Ferrara et al.,
2002], which is computationally very efficient, and works very well for the purpose, i.e., it reproduces
the behavior expected from a two-state folder with a stable ordered phase. Despite its simplicity, this
system revealed an underlying complexity and richness which also depends much on the scale at which
it is observed. Recent results based on network analysis of the trajectory [Caflisch, 2006] confirmed
the heterogeneity of the denatured ensemble which appear evident with the multiple method analysis
presented here in this chapter. The unfolded ensemble contains not only ordered low enthalpy con-
formations, but also high enthalpy states which are stabilized by a high entropy. Moreover, the basins
shaping the unfolded phase do not inter-convert between them on a time scale comparable with that of
folding which suggests a multiple pathway paradigm for folding. Several methods have been adopted
to describe the configurational space of the peptide, and different paradigms have been chosen for the
thermodynamic and kinetic analysis. In particular, an attempt to elucidate the physical meaning of the
coarse graining for polypeptide chains has been carried on. The consequences on the thermodynamics
due to a choice of mesoscopic descriptors were analyzed in terms of the informational content of the
mesostates. Mesoscopic descriptions in terms of symbolic states (strings) have revealed that the con-
figurational space of a peptide can be analyzed with methods that resemble linguistics. Thanks to that
kind of analysis one can establish that only an amazing minority amount of mesostates can only be con-
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sidered statistically significant to represent the peptide configurational space while the overwhelming
majority of mesostates can be considered fluctuations. By virtue of these analysis a hierarchical organi-
zation of the configurational space emerges. Notably, extremely simple models based on sigle residue
state description give reasonably account on how the folded state is organized both thermodynamically
and kinetically (the modified Zwanzig model) providing realistic folding times. Most importantly, a
Markovian treatment of the configurational dynamics has been developed. The problem of Markovian-
ity associated to a coarse-graining has been studied and partially solved by introducing a reallocation
algorithm of the mesostates based on their causality. Markov treatment allowed to use a master equa-
tion to fully study folding kinetics. Thanks to this treatment a rigorous analysis of the configurational
space of a polipeptide kinetics appears possible. Folding process is then treated as a stochastic reaction
in which different configurational species are involved. From the mesoscopic trasition matrices trough
an ergodic Markov chain we have studied equilibrium pathways and found that the GSGS folding pro-
cess is determined by free energy landscape resembles that of figure 2.33, where a hypothetical reaction
coordinate based on configurational entropy is used for qualitative considerations. The folded basin is
layered by partially folded and fluctuating sub-basins so that it results stabilized by a both enthalpy
and entropy. At the borders of the free energy profile two unfolded basins do not inter-convert and fold
independently with different folding times. Notably, the left basin (curl-like) is characterized by low
enthalpy and low entropy and plays the role of a kinetic trap while the right basin (helix-like) is mainly
stabilized by high entropy. The estimated folding time from Markovian treatment is robust and compa-
rable with that computed directly on the trajectories time series. In the next chapter 3 the methods so
far presented and applied on the GSGS peptide will be used for the study of larger polypeptides based
on simplified amino acid sequences.
3 Simulations studies on simplified protein
sequences
3.1 Introduction
Howmany residues types are necessary to fold a protein? Howminimally large should be an amino acid
alphabet such that a protein sequence is foldable? These questions have been often posed in the con-
text of protein design [Shakhnovich, 1998, Buchler and Goldstein, 1999b, Shakhnovich, 2006] with the
aim to understand how natural proteins have evolved and how proteins can be engineered to perform
novel functions. In this chapter we are interested to investigate this issue under a fully computational
view point. The use of computer simulations to study folding mechanisms is limited to relatively small
polypeptides. That is because the folding time of proteins generally scales both on their chain length
[Gutin et al., 1996] and on the topology of the folded structures [Plaxco et al., 1998]. Thus if the folding
times in the protein universe generally scales from the microseconds to the seconds (see e.g. the Protein
Folding Database http://pfd.med.monash.edu.au), while the computational time to study a 20 residue
peptide is about a month for 10 µs equilibrium simulations [Ferrara and Caflisch, 2000], it is clear that
for small proteins (60 amino acids) the computational time would be prohibitive. Moreover one should
take into account the fact that modern all atom force fields are not free from errors. Both underestima-
tion and overestimation of the strength of specific non-bonded interactions may lead to the increasing of
the free energy frustration of the modeled protein, with a consequent dramatical decrease of the folding
rate. In other words, even if a force field were able to predict the correct folded state of a protein the
time needed to computationally demonstrate it would be on the Levinthal time scale. This apparent
pessimistic conclusion actually does not really depend on the technological evolution of the computers,
it rather concerns the intrinsic nature of folding and what kind of models can be adopted to describe it.
The questions we would like to address here are: how can a protein sequence be simplified so that one
can computational increase its folding rate? What is the minimal number of amino acid letters which
allows us to model a known structure and observing reversible folding in silico? If on one hand these
questions lead us to make computationally tractable the study of folding for small proteins, on the other
hand, such a study is directed towards the very nature of protein folding, the relation between proteins
and the evolution of amino acids alphabets and eventually the correspondence between protein function
and native structures and the relationship between folding and sequence information. On this respect,
the experimental studies conducted by Davidson and coworkers on random libraries of sequences with
only three amino acids constitute a remarkable starting basis [Davidson and Sauer, 1994, Davidson et al.,
1995, Cordes et al., 1996]. In these studies a library of synthetic genes encoding 80- to 100-residue com-
posed mainly of random combinations of glutamine Q, leucine L, and arginine R were expressed in
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Escherichia coli. Among the proteins obtained some (about the 1% on a huge library) QLR proteins were
well expressed and well characterized. These proteins, although totally artificial, have been shown to
posses high helical content from CD measurements. Moreover, denaturation studies have also shown
that in certain cases (tuning the sequence hydrophobicity) their folding/unfolding mechanism can be
assumed cooperative. The interpretation of the results is made on the observation that the QLR residues
used, combined in a proper way, can give sequences whose hydrophobicity is comparable to that of nat-
ural proteins. These studies led Davidson and collaborators to suggest that the key elements of protein
design seem to be the proper placement of hydrophobic residues along the polypeptide chain and the
ability of these residues to form a well packed core. According to them buried polar interactions, turn
and capping motifs and secondary structural propensities also contribute, although to a lesser extent.
Other important works on this line have been carried out in the group of Baker. Notably while in David-
son works the analyzed sequences were totally artificial in [Riddle et al., 1997] a β-sheet protein, the SH3
domain, was simplified by using 5 letter amino acids: Isoleucine I, Lysine K, Glutamic Acid E, Alanine
A and Glycine G. The study was conducted using a phage-display selection strategy to promote the bio-
logical protein activity. The use of the residues I, K and E was justified by the fact that globular proteins
contains non-polar interiors and polar exteriors so any experimental simplifying framework should con-
tain both polar and non-polar residues. Alanine and Glycine were the better conserved residues in the
combinatorial libraries. Despite the dramatic change in sequence, the folding rates of the simplified
versions of the SH3 protein were very close to that of the wild type. Moreover NMR analysis shown
a well packed core which justify the high protein stability. Thus the selection procedure eliminated
molten globular structures in favor of function. Finally, Baker and coworkers argue that simplified se-
quences constitute an opportunity to investigate the evolution of the rapid and cooperative folding of
small proteins. Protein function needs that the native state of proteins be both stable and kinetically
accessible. While the former is clearly under evolutionary pressure it is still unclear whether the latter
is also an evolutionary factor. In their study and elsewhere [Plaxco et al., 1998, Watters and Baker, 2004]
it is stressed that the number of letters required to obtain a foldable sequence could not be lowered to
3, they were unable to obtain foldable sequence containing only one polar and two non-polar amino-
acids. In his “As simple as can be?” [Wolynes, 1997] Wolynes discusses Baker’s results saying they fit
very well with the energy landscape ideas for folding. He states that although others have succeeded
in designing a four helix bundle using only a 3 letter alphabet [Regan and De Grado, 1988], that likely
holds only for highly symmetric folds while higher complexity is needed to encode the features or more
exotic folds (such as the SH3 β-barrel). In his view, too simplified sequences would not have an enough
“stability gap” , the energy difference between the native state and the rest of the configurational space,
to assure thermodynamic control. In fact according with the energy landscape models the ratio between
the energy ruggedness and the stability gap establishes whether folding is either under kinetic control
(large ratio) or thermodynamic control (low ratio) [Bryngelson and Wolynes, 1987, Onuchic et al., 1997].
In his conclusions he suggest that particularly symmetric structures could be encoded in a 3 letter amino
acid alphabet, a fact that would possibly bring into question the role of the hydrophobic code in protein
folding.
In the following we attempt to demonstrate that a three residue alphabet based on the secondary
structure amino acid propensities is able to encode the topologies of β and α/β mini proteins. The
residues we have chosen are Alanine for α-helices, Glycine and/or Serine for turn/loops and Threonine
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for β-sheets. In particular we use AGS sequences to construct a series of four β-sheet polypeptides re-
spectively having 20, 28, 36, 44 residues which are composed by poly-threonine stretches interrupted
by respectively 2, 3, 4, 5 glycine-serine loops. Such sequences are shown to spontaneously fold in β-
sheets by MD simulations in which the starting conformations are full extended. Their folded state is
respectively given by a three-, four-, five-, six-strended β-sheet. Moreover, it will be shown that the
configurational space is smoothly divided in two well distinct phases, a beta phase and a helix phase
respectively, the latter representing mainly the unfolded state.
We also construct an AGT sequence in order to simplify the sequence of the B1 domain of protein G, a 56
residue α/β protein. We show through MD simulation that this sequence-protein spontaneously folds
onto the protein G topology also from a completely extended starting conformations. The folded state
resembles a molten globule such that the native secondary structure is steadily formed while the folded
topology is diffuse. Strikingly, folding kinetics is fast and strongly non-cooperative so that multiple re-
versible folding events can be observed in silico.
The results suggest that the evolution of the amino acid alphabet and consequently of sequencesmight
have been modeled upon the pressure of seeking the protein stability and function. On this respect, an
interesting metaphor is that of the evolution of the natural languages for which the optimization of se-
mantic content vs. the rigidity of syntactic structures is thought to have been the key of their evolution
[Lieberman et al., 2007]. Protein sequences might have been similarly evolved from a set of local rules
on how to cast together amino acids (syntactic-structural level), to highly complex sequences that are
able to encode functions. The two levels, structural and functional, possibly could be achieved with dif-
ferent length of the amino acid code. Not much dissimilar arguments can be found in a recent work of
Rose a coworkers [Fleming et al., 2006] in which using secondary structure constraints, the native folds
of several proteins are reconstructed through a Monte Carlo annealing. Baker and collaborators have
studied a fully computationally designed α/β protein (Top7) which shows a significant less cooperative
folding than equivalent similar size natural proteins [Watters et al., 2007]. They argue that the cooper-
ative folding of small size natural proteins is likely to be not a general property of polypeptide chains
but instead a consequence of sequence evolution. Our results are along this line, low complexity amino
acid alphabets on one hand may encode particularly symmetric topologies, on the other they lack of the
necessary sequence redundancy and specificity which ensure protein stability and function.
3.2 Simplifying strategies
Many strategies have been introduced to develop a simplifying scheme of the amino acid alphabet based
on the observation that the full sequence complexity is not required to encode the structural information
of a protein so that amino acids can be simplified according to their physical-chemical properties (see
[Wang and Wang, 1999, Fan and Wang, 2003, Buchler and Goldstein, 1999b]). Primary sequence and
tertiary structure are nothing else than an informational channel [Shannon, 1948]: the information is
encoded in the primary sequence and is transmitted through the secondary structure to the tertiary
structure. Calling hseq, hsec, hter the informations of the three channel steps, one must have
hseq > hsec > hter (3.1)
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Figure 3.1: Amino acid propensities (left y axis and black curve) from the dataset found in [Dayalan
et al., 2006]. Hydropathy index of the amino acids (right y axes and red bars) from [Kyte and
Doolittle, 1982].
Sequence complexity can be evaluated from the Shannon entropy of sequence fragments of X-ray pro-
tein structures [Strait and Dewey, 1996] while the secondary structure and structural complexity can
be estimated through the Shannon entropies respectively of the secondary structure strings SSS[8] and
mesoscopic discrete rotational strings SRA[4] for the configurational space (see chapter 2). Structural
complexity of X-ray structures has been estimated in a similar way by Levitt in [Park and Levitt, 1995].
To evaluate in first approximation the informations hseq, hsec, hter one can first assume equiprobable dis-
tributions of the amino acids so that the mean information per residue is hseq = ln2 20 = 4.32 bit/res as
there are 20R a priori possible R residue sequences (information is measured in bit when ln2 are used);
according with the DSSP code [Andersen et al., 2002] (see chapter 2), secondary structure of a residue
is encoded in a 8 letters alphabet so that assuming equi-probability one has hsec = ln2 8 = 3 bit/res;
finally, assuming 4 dihedral states per residue one has hter = ln2 4 = 2 bit/res. Thus the informations
so estimated satisfy to the condition of the inequality 3.1. Taking into account the amino acid frequen-
cies from X-ray databases is instructive. From the database PISCES protein sequence culling server
(dataset cullpdb_pc90_res2.0_R0.25) a database called DASSD (Dihedral Angle and Secondary Structure
Database of Short Amino acid Fragments) that contains dihedral angle values and secondary structure
details of short amino acid fragments of lengths 1, 3 and 5 has been created by an australian bioinfor-
matic group. Information stored in this database were extracted from a set of 5,227 non-redundant high
resolution (less than 2-angstroms) protein structures [Dayalan et al., 2006]. From the data of the DASSD
database we extracted frequencies of amino acids, secondary structure and dihedrals. With the amino
acid frequency values, shown in figure 3.1, the information per residue is hseq = −
∑20
i=1 pi ln2 pi ≈ 4.1
bit/res, which turns out not to be very different from the flat case. Interestingly the same result we
obtained estimating the information on the non-redundant set of protein sequences that can be found
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Figure 3.2: Amino acid informations for secondary structure SSS[8] (empty squared) and mesoscopic
dihedral states SRA[4] (gray bars) estimated from the dataset found in [Dayalan et al., 2006]
on the NCBI website (ftp://ftp.ncbi.nih.gov/blast/db/FASTA/nr.gz). This database contains several
millions of protein sequences from all known organisms. Frequencies of the most important elements of
secondary structure per residue from the DASSD database result to be: 2% B (Isolated bridge), 17% coil,
23 % E (β-extended), 19 % T (turn-loop), 4 % G (310-helix) and 35 % H (α-helix). With these values of
global propensities one obtains the mean information hsec = 2.2 bit/res. Finally the global statistics of
mesoscopic dihedral states SRA[4] gives 44 % for 0, 51 % for 1, 2.4 % for 2 and 2.6 % for 3 (see figure 2.2
for the definitions of the mesoscopic states), which finally give a mean information hter = 1.3 bit/res. In-
formation per residue type for both secondary structure and dihedral mesostates are shown in figure 3.2.
The informations per residue measured in bits can be related to an effective alphabet length through the
relationmeff = 2h. For the informations so far estimated one obtains respectively 2hseq ∼ 18, 2hsec ∼ 4.6
and 2hter ∼ 2.5. As pointed out in [Shakhnovich, 1998] a necessary condition to protein like sequences,
namely sequences showing an energy gap between folded and unfolded state, is that the number of
effective of amino acidsmeff > γ where γ represents the effective number of conformations per residue.
This condition is satisfied when the conformers per residue are assumed as mesoscopic rotational state.
We thus postulate that this condition may in principle be forced to hold by using a reduced residue al-
phabet, which in turns would have the counter effect of obtaining lower energy gaps between a folded
and unfolded state (a lower thermodynamic control). Conversely we make the hypothesis that such
alphabet reduction assure an higher kinetic accessibility to a designed folded state.
With all the previous premises in mind we propose a simplifying sequence strategy with the purpose to
consider a three letter amino acid alphabet. In our simplified scheme we assume the secondary struc-
ture propensities of the amino acids as a drive-line for the choice of the amino acids forming the reduced
alphabet. In particular we choose four amino acid types on the basis of their secondary structure prop-
erties: Alanine for helices, Glycine and Serine for turns and Threonine for β-extended. The table 3.2 re-
sumes the secondary structure and SRA[4] propensities estimated from the DASSD database. With these
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Residue Coil [%] E [%] H+G+I [%] T [%] 0 [%] 1 [%] 2 [%] 3 [%]
ALA 13 18 53 16 35 62 2 1
GLY 30 15 32 37 27 25 13 35
SER 22 21 30 25 49 48 2 1
THR 21 30 28 20 54 45 0.5 0.5
Table 3.1: Secondary structure and mesoscopic dihedral propensities estimated using the DASSD
database [Dayalan et al., 2006].
residue types we constructed two kind of toy sequences: GST and AGT sequences, the former used for
toy β-sheet mini proteins and the latter for a simplified version of the 56-residue B1 immunoglubulin-
binding of streptococcal protein G (pdb code 1pgb) [Gallagher et al., 1994]. In this selection of amino
acid threonine plays a special role as it is only weakly more β-prone than helix-prone. Furthermore its
amphiphilic character (figure 3.1) together to the fact that is an uncharged, make of it a valid amino
acid candidate to be simulated with the SASA implicit solvent [Ferrara et al., 2002], which has been not
modeled to accurately describe charged residues. Thus for its nature, double secondary structure char-
acter and amphiphilicity, we postulate threonine shall not to be too sensitive to the inprecisions of both
the force field and the solvation model. Finally we expected that toy sequences constructed with threo-
nine should lead to a sort of “liquid” configurational spaces, in which diffusions among very different
conformational basins is fast.
3.3 Methods
3.3.1 Sequences
Using the GST residues we constructed toy sequences in such a way their folded state could resemble
a β-sheet motif. In particular 4 sequences have been considered with GS residues having the role of
β-turns and T to favor the β-sheet formation. Respectively we constructed a 20-, 28-, 36-, 44- residues
which are composed by polyTHR stretches linked by respectively 2, 3, 4, 5 glycine-serine turn-loops.
GST-sequences are a sort of simplified-extended version of the GSGS peptide which we have studied in
chapter 2. The sequences are constructed according with the SSS[8] string of the GSGS folded state (see
table 3.2), in particular, where the secondary structure result with the letters “E” (extended) and “SS”
(β-turn) respectively a THR and GLY-SER residues are replaced in the original GSGS sequence. Longer
GST sequences are constructed extending the sequence template T5GST6GS · · · GST6GST5. We called
such sequences polyTHR_xGS with x the number of GS loops linking the polyTHR stretches. With such
a template these sequences can be considered as repeat proteins. The sequence identity between the
GSGS and polyTHR_2GS is 40 %. A similar procedure is followed to construct the simplified sequence
of protein G in which AGT residues are used. We took the X-ray structure 1pgb and computed its
secondary structure string (see table 3.2) which is used as reference for the simplifying scheme. The sec-
ondary structure of protein G written in a modular way is Strand1-Loop1-Strand2-Loop2-Helix-Loop3-
Strand3-Loop4-Strand4. Wild type sequences are modified as follow: THRs replace strand residues,
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GSGS 20-res TWIQNGSTKWYQNGSTKIYT
SSS[8] -EEEESSEEEEEESSEEEE-
SRA[4] 000021000000210000
polyTHR-2GS 20-res TTTTTGSTTTTTTGSTTTTT
polyTHR-3GS 28-res TTTTTGSTTTTTTGSTTTTTTGSTTTTT
polyTHR-4GS 36-res TTTTTGSTTTTTTGSTTTTTTGSTTTTTTGSTTTTT
polyTHR-5GS 44-res TTTTTGSTTTTTTGSTTTTTTGSTTTTTTGSTTTTTTGSTTTTT
1pgb 56-res TTYKLVINGKTLKGETTTKAVDAETAEKAFKQYANDNGVDGVWTYDDATKTFTVTE
SSS[8] -EEEEEEEESSEEEEEEEE-SSHHHHHHHHHHHHHHH----EEEEETTT-EEEEE-
SRA[4] 000000001100000000010111111111111111300000000111300000
1pgb_AGT 56-res TTTTTTTTTGGTTTTTTTTTGGAAAAAAAAAAAAAAAGGTTTTTTTTGGTTTTTTT
Table 3.2: The simplified protein sequences here studied: polyTHRs and 1pgb_AGT. GSGS and 1pgb
sequences are reported with the secondary structure and SRA[4] strings that correspond to
the simulation structure and the X-ray (see [Gallagher et al., 1994] for the latter) respectively.
GLYs replace loop residues and ALAs replace the helix residues. For simplicity the loops were made
with double GLYs (other schemes have been tried: for example loop3 with a 4-residue polyGLY but
the data are not shown here). Thus we have a polyTHR from residue 1 to residue 9, double GLY at
10 and 11, polyTHR from 12 to 20, double GLY at 21 and 22, polyALA from 23 to 37, double GLY at
38 and 39, polyTHR from 40 to 47, double GLY at 48 and 49 and finally polyTHR from 50 to 56. The
sequence so constructed is moderately hydrophobic due to the polyALA stretch. To construct a model
structure, which is used for structural comparison, all the residue substitutions were made on the 1pgb
structure by using the program Swiss Prot viewer (http://www.expasy.org), successively the structure
was minimized with the program CHARMM [Brooks et al., 1983]. The sequence identity between 1pgb
and 1pgb_AGT is 25%.
3.3.2 Molecular dynamics simulations
The simulations and part of the analysis of the trajectories were performed with the program CHA-
RMM [Brooks et al., 1983]. PolyTHR_xGS and 1pgb_AGT polypeptides were modeled by explicitly
considering all heavy atoms and the hydrogen atoms bound to nitrogen or oxygen atoms (PARAM19
force field [Brooks et al., 1983]). As previously mentioned a mean field approximation based on the
solvent-accessible surface was used to describe the main effects of the aqueous solvent on the solute
[Ferrara et al., 2002]. The same force field and implicit solvent model have been used recently in molec-
ular dynamics simulations of the early steps of ordered aggregation [Gsponer et al., 2003, Cecchini
et al., 2004, Cecchini et al., 2006] and folding of structured peptides (α-helices and β-sheets) ranging
in size from 15 to 31 residues [Ferrara et al., 2000, Ferrara et al., 2002, Hiltpold et al., 2000] as well
as small proteins of about 60 residues [Gsponer and Caflisch, 2001, Gsponer and Caflisch, 2002]. The
force field alone resulted also very effective in the mesoscopic treatment of protein aggregation [Pellarin
and Caflisch, 2006, Pellarin et al., 2007]. Despite the absence of collisions with water molecules, in the
simulations with implicit solvent the separation of time-scales is comparable with that observed exper-
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Protein M N (SSS[8]) N (SRA[4]) N (Cα-RMSD[5.0] clustering)
polyTHR_2GS 106 156314 356712 /
polyTHR_3GS 106 / 417909 /
polyTHR_4GS 106 / 589907 /
polyTHR_5GS 106 / 760681 /
1pgb_AGT 330 K 5.3 · 105 519881 472630 132006
1pgb_AGT 300 K 2.9 · 105 / 193820 2058
Table 3.3: The total number of sampled microstatesM in the simulations; the total number N of meso-
scopic strings SSS[8], SRA[4] and the total number of clusters found.
imentally. Helices fold in about 1 ns, β-hairpins in about 10 ns [Ferrara et al., 2000] and triple-stranded
β-sheets in about 100 ns [Ferrara and Caflisch, 2000] while the experimental values are ∼0.1 µs, ∼1 µs
[Eaton et al., 2000] and ∼10 µs [De Alba et al., 1999] respectively.
For each of the polyTHR_xGS toy proteins a set of 4 independent molecular dynamics simulations were
performed, 5 µs long each for a total length of 20 µs. The total number of collected microstates is 106
snapshots for each sequence with a saving time step of 20 ps. The simulation temperature was set to 330
K and the starting conformation for all the simulations was a completely extended structure. Regarding
the 1pgb_AGT protein a set 4 independent molecular dynamics simulations were also performed, ∼ 2.5
µs long each for a total length of about 10 µs. The simulation temperature was set to 330 K and the start-
ing conformation for all the simulations was yet a completely extended structure. For this sequence also
3 independent stability simulations at 300 K were performed in which the initial structure was the 1pgb
X-ray with the simplified sequence. These stability simulations are 2 µs long each for total simulation
time of 6 µs. The total number of collected microstates are ∼ 5 · 105 and ∼ 3 · 105 respectively for the
simulations at the temperatures 330 and 300 K.
3.3.3 Description of the configurational space
All the time series of trajectories obtained from the molecular dynamics simulations were mapped into
new time series of mesoscopic rotational strings. For the sequences polyTHR_GS the description SRA[4]
was adopted (see chapter 2). The total number of strings obtained from the mapping procedure are
reported in table 3.3.2. For the simulations on 1pgb_AGT the trajectories were mapped into time series
of both SSS[8] and SRA[4] mesoscopic strings. Moreover a cluster analysis on the whole ensemble of
microstates was performed using the Cα-RMSD based program CLUSTER which has been described
previously in chapter 2. Many RMSD cutoffs were tried out to clusterize the sampled conformation
spaces of 1pgb_AGT protein, these trials eventually lead to a cutoff of 5 Å. This cutoff was particularly
effective in capturing the salient structural motifs of the stable states of 1pgb_AGT because it revealed
to be a good compromise between coarse-grained accuracy and computational clustering efficiency. The
total number of clusters obtained are reported in table 3.3.2. Thus, microscopic trajectories of 1pgb_AGT
were mapped in new time series of clusters for the analysis.
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3.4 Results
3.4.1 Statistical thermodynamics of the configurational spaces
From the time series of the SRA[4] mesostates the thermodynamic quantities can be estimated according
to the methods we have presented in chapter 2. In particular from a trajectories of M microstates N
mesostates are extracted so that the following quantities are estimated: the probability of the mesostate
Pi, the mean effective energy (potential plus solvation energy) difference per mesostate ∆Ei = Ei − E,
withE themean total effective energy andEi themean effective energy permesostate; themean internal
entropy difference per mesostate T∆Sbi = T (S
b
i − Sb)where
Sb =
N∑
i=1
PiS
b
i (3.2)
is the mean total internal entropy of the ensemble of mesostates with
Sbi = 1/2kB(βσ(Ei))
2 (3.3)
the internal entropy per mesostate; the mean free energy difference per mesostate is thus estimated as
∆Gi = ∆Ei − T∆Sbi (3.4)
Mesostates with ∆Gi < 0 represent statistically stable mesostates (well sampled mesostates), while
those having ∆Gi ∼ 0 are fluctuations and are gaussian distributed (mesostates which are indistin-
guishable from microstates). Mesostates that have a negative configurational entropy loss are enthalpy
driven (their free energy is favorite by their low mean effective energy Ei ) while those that have a pos-
itive entropy loss are favored by the internal entropy Sbi . Moreover, we estimated the configurational
entropy loss from the Shannon entropy of the ensemble of mesoscopic strings. The letter probabilities
per string site ps(0), ps(1), ps(2), ps(3) corresponding to SRA[4] are estimated from the time series of the
strings so that the total configurational entropy is given as
h =
R∑
s=1
hs (3.5)
with
hs = −kB
3∑
k=0
ps(k) ln ps(k) (3.6)
with R the string length. Thus for each string Si one estimates the configurational entropy loss such as
∆h(Si) = h(Si)− h (see section 2.5.1).
Analysis of the polyTHR_xGS proteins
In table 3.4.1 the most populated 10 mesostates are shown with their corresponding mesoscopic string
and thermodynamic quantities for the polyTHR_xGS proteins. The most populated mesostates cor-
respond to a β-strand structure in all the cases which have a negative values of the configurational
entropy loss, meaning that they are favored mainly by enthalpy. These β-strand structures represent the
folded state for these proteins (see figure 3.3 for their ensemble representation). Conversely helix-like
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i ∆Ei
(∗) σ(Ei) (∗) Pi T∆hi (∗) T∆Sbi (∗) ∆Gi (∗) Mesostate
polyTHR_2GS
1 -4.8 8.4 0.143 -2.7 7.6 -12.4 000021000000210000
2 -3.3 9.7 0.019 2.3 24.7 -28.0 111111111111111111
3 -4.9 8.4 0.011 -2.2 7.2 -12.1 000021000001110000
4 -4.1 8.7 0.010 -2.2 11.5 -15.6 000021000000210010
5 -4.9 8.4 0.010 -2.1 7.4 -12.3 000111000000210000
6 -3.0 9.5 0.007 1.6 22.7 -25.7 111111111111111110
7 -2.2 9.2 0.007 -2.0 17.8 -20.0 000021000000200000
8 -2.8 9.6 0.005 1.8 23.7 -26.6 011111111111111111
9 -4.7 8.6 0.005 -0.9 10.2 -14.9 110010000000210000
10 -3.9 8.8 0.005 -2.2 12.6 -16.5 100021000000210000
polyTHR_3GS
1 -7.8 9.4 0.062 -3.6 40.8 -48.7 00002100000021000000210000
2 -7.7 9.3 0.013 -3.1 40.2 -47.9 00002100000021000000210010
3 -2.5 10.2 0.009 2.7 53.0 -55.5 11111111111111111111111111
4 -7.8 9.4 0.008 -3.0 40.9 -48.8 00011100000021000000210000
5 -7.7 9.3 0.007 -3.4 40.1 -47.9 00002100000111000000210000
6 -9.1 9.4 0.005 0.3 41.9 -51.0 00000011111130000000210000
7 -2.2 10.2 0.004 1.9 53.7 -55.8 11111111111111111111111110
8 -4.5 9.7 0.003 -3.0 46.3 -50.7 00001000000021000000210000
9 -5.7 9.8 0.003 -3.0 47.7 -53.4 00002100000021000000200000
10 -7.3 9.3 0.003 -3.0 40.2 -47.6 10002100000021000000210000
polyTHR_4GS
1 -8.3 11.6 0.036 -5.9 82.7 -91.0 0000210000002100000021000000210000
2 -8.6 11.5 0.009 -5.2 80.5 -89.2 0000210000002100000021000000210010
3 -8.5 11.4 0.008 -5.5 80.3 -88.8 0000210000011100000021000000210000
4 -8.1 11.6 0.004 -5.2 83.9 -92.0 0001110000002100000021000000210000
5 -7.1 11.9 0.002 -5.2 89.0 -96.2 0100110000002100000021000000210000
6 -8.0 11.4 0.002 -5.2 80.0 -88.0 0000210000002100000111000000210000
7 -8.7 13.7 0.002 6.6 123.5 -132.3 1111111111111111111111111111111111
8 -4.2 11.6 0.002 -5.3 83.4 -87.6 0000100000002100000021000000210000
9 -7.0 12.2 0.002 -5.2 94.7 -101.7 1000210000002100000021000000210000
10 -4.9 12.8 0.002 -5.4 104.6 -109.5 0000210000002100000021000000200000
polyTHR_5GS
1 -11.7 12.1 0.0154 -6.7 103.7 -115.4 000021000000210000002100000021000000210000
2 -12.2 12.0 0.0034 -6.1 102.1 -114.3 000021000000210000002100000021000000210010
3 -11.6 12.1 0.0031 -6.4 103.1 -114.8 000021000001110000002100000021000000210000
4 -12.2 12.0 0.0021 -6.3 101.8 -114.0 000021000000210000011100000021000000210000
5 -11.7 12.2 0.0017 -6.1 106.2 -117.9 000111000000210000002100000021000000210000
6 -18.8 12.8 0.0013 -1.6 116.2 -135.1 000130010111300010002100000021000000210000
7 -5.9 12.5 0.0012 -4.3 112.0 -117.9 000000000000210000000000000021000000000000
8 -11.1 11.6 0.0008 -6.3 95.2 -106.3 000021000000210000002100000111000000210000
9 -9.4 12.5 0.0008 -6.5 110.9 -120.3 000021000000210000002100000021000000200000
10 -4.1 13.2 0.0008 -4.6 123.8 -127.9 000010000000210000000000000021000000000000
Table 3.4: (∗) [kcal/mol]. The list of the first 10 most populated SRA[4] mesostates from the poly-
THR_xGS simulations with the thermodynamic quantities estimated according to the equa-
tions developed in chapter 2. In particular ∆Ei is the effective mean energy difference per
mesostate, σ(Ei) is the standard deviation of Ei, Pi is the population per mesostate, T∆hi is
the configurational entropy loss per mesostate, T∆Sbi is the internal entropy difference per
mesostate and ∆Gi is the free energy difference per mesostate.
mesostates (“1” rich strings) have a positive entropy loss which means that they are mainly stabilized
by their internal entropy. On this respect, as it is shown later, β-strand and helix-like basins are thermo-
dynamically competitive states as their configurational entropy has opposite sign. In figure 3.3 (A) we
show the ensemble view of the most populated mesostates for the polyTHR_xGS proteins, respectively
three-, four-, five-, six-stranded β-sheets. From the ensemble of microstates which are member of the
folded mesostate mean structures were computed. these structure were used to calculate the time series
of the Cα-RMSD from the polyTHR_xGS simulations. In figure 3.4 these time series are shown. All the
four time series clearly indicate that the polyTHR_xGS proteins reversibly fold at the 330 K. In particular
many folding events are observed for all four the proteins, they result to be about 250 for polyTHR_2GS,
110 for polyTHR_3GS, 40 for polyTHR_4GS and 20 for polyTHR_5GS. From the frequencies per residues
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Figure 3.3: (A) The ensemble representation of the most populated folded mesostates for the poly-
THR_xGS, respectively three-, four-, five-, six-stranded β-sheets. These mesostates are
mainly promoted by the low enthalpy. (B) The normalized Shannon entropy per residue
(also called disorder) from the ensemble of SRA[4] mesostates obtained from the polyTHR
simulations. High disorder peaks correspond to the Gly residues at the turn positions. Disor-
der profiles look very similar among the sequences showing a modular pattern. (C) The total
Shannon entropy (black curve) and the mean disorders per residue respectively as functions
of the number of GS turns. The disorder does not depend on the protein size while the total
entropy linearly increases with the number of GS turns, that is the chain size.
of the four rotational states SRA[4] the normalized Shannon entropy (as introduced in chapter 2 we call
it statistical disorder) per residue is calculated by using the relation hs = −
∑3
k=0 ps(k) ln ps(k)/ ln 4
where s is the residue number. The disorders per residues are shown in figure 3.3 (B). Peaks correspond
to the Gly residues and the overall profiles are similar among the different polyTHR proteins suggesting
a modular structure of the configurational space. In figure 3.3 (C) the Shannon entropy and the mean
disorder per residues as a function of the number of GS turns are shown. The total Shannon entropy
increases linearly with the number of GS turns while the mean disorder per residue is independent on
the protein size. The former feature essentially depends on the extensivity of the entropy which natu-
rally increases with the system size, while the disorder, which is an intensive quantity tell us that the
configurational space per residue is insensitive of the system size. This means that these “designed”
proteins, made up of repeated units posses a configurational space shaped almost exclusively by local
interactions. Local interactions in this case are somehow biased by the secondary structure propensities
of the residues we used for the sequence design. Each strand interacts with its contiguous strand with
the turns playing the role of mechanical joints. The mean value of the disorder per residue is 0.53 which
corresponds to an entropy per residue of about 1 bit which means that in average each residue admits
two main states: helix-like and β-extended.
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Figure 3.4: Time series Cα-RMSD of the polyTHR_xGS folding simulations at 330 K with respect to the
averaged β-strand structures. Themodelmean structures are computed from the ensemble of
structures which are members of the most populated SRA[4] mesostate. Many spontaneous
folding events are observed for all four the proteins, they result to be about 250 for poly-
THR_2GS (A), 110 for polyTHR_3GS (B), 40 for polyTHR_4GS (C) and 20 for polyTHR_5GS
(D).
Analysis of the 1pgb_AGT protein
Two kind of descriptions were used to characterize the configurational space of the protein 1pgb_AGT:
one based on string of mesostates SRA[4] and one based on Cα-RMSD clustering. The former descrip-
tion is a truly discretization of the dihedral configurational space which is not coarse enough to produce
highly populated mesostates. In fact the number of string of mesostates is very close to the total num-
ber of microstates. Nevertheless such description is very useful to investigate the organization of the
configurational space of 1pgb_AGT. In table 3.6 the list of the first 50 most populated SRA[4] strings are
reported together with their thermodynamical quantities. Strings in bold are those which corresponds
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to the α/β topology of G protein 1pgb. For these mesostates the mean effective energy difference is very
favorable with respect to the mean total mean effective energy (∆Ei ∼ −22 kcal/mol) and correspond-
ingly the internal entropy differences are in averages less favorable with respect to other mesostate. This
means that these mesostates are definitely promoted by the enthalpy as in fact can be seen from the val-
ues of the configurational entropy loss T∆hi, which is for those mesostates always negative (about -6
kcal/mol). The list of SRA[4] mesostates does not tell us what is the most populated structural basin
which can be assumed as folded state for the 1pgb_AGT protein. On this respect the Cα-RMSD clus-
tering at 5Å solves the problem of finding the folded state (for the clustering procedure the program
CLUSTER was used whose features are explained in chapter 2). In table 3.6 are listed the first most
populated clusters as well as with their thermodynamic parameters and structural representations. The
total number of clusters obtained is about 132000 on a set of about 530000 conformers. Among the clus-
ters only 3124 have ≥ 2 structures. The most populated cluster has the 3.3 % of the total weight. To this
cluster corresponds the structural topology of the G protein 1pgb. Many other cluster share the same
correct topology, for instance clusters 4, 10, 11, 17 in table. Many clusters are characterized by having
the correct native secondary structure but an incorrect native topology. This can be realized with the
four stranded β-sheet with either one or two misplaced hairpins. Examples of such clusters are the 2,
3, 9, 13, 14, 18 shown in figure. From these structures the full folded state is reachable by disrupting a
hairpin and inverting the orientation of a β-turn. As it will shown later these states are in a fast equi-
librium with the full correct folded state. That already suggest that the folding state for this toy protein
resembles that of a molten globular protein in which the secondary structure can be well defined while
the structural definition can be shallow. Interesting are also clusters having the β strand well formed but
the α-helix either coil of β. It is not easy for this states reaching the full correct folded states in few steps.
Finally kinetic traps fiber-like are also sampled, these are completely off pathway states. An example of
unfolded clusters are the cluster 8, 16 and 19 in which helices involve Thr residues and are close packed
with an either double or three stranded β-sheet. From the X-ray structure 1pgb [Gallagher et al., 1994]
time series of Cα-RMSD were computed for both the simulations at 300 and 330 K. Simulations at 300
K were started from the X-ray topology (namely the structure having the simplified AGT sequence and
the X-ray backbone) to test how stable was the protein G topology in the simplified 1pgb_AGT protein.
In figure 3.5 (A) the Cα-RMSD time series with respect the X-ray topology are shown for these three
independent simulations. The lag time before unfolding is about 500 ns and it can be assumed as a Pois-
son event. In one of the three simulations at 300 K the protein is unfolded at ∼10 Å of Cα-RMSD and
refolds. The Cα-RMSD time series at 330 K (figure 3.5 (B)) indicates that the protein folds reversibly and
a total number of about 15 folding events can be estimated. That is a remarkable result considering that
all the simulations at 330 K were started from a completely extended conformation so that the protein
spontaneously can find its folded state which in particular coincides with that of the protein 1pgb. From
the Cα-RMSD time series at both the temperatures the mean effective energy Eeff for Cα-RMSD ranges
of 0.5 Å were computed starting from RMSD=2 Å. In figure 3.5 (C) the mean effective energy differ-
ences ∆Eeff(RMSD) = 〈Eeff(RMSD)〉 − 〈Eeff(RMSD ≤ 2)〉 are plotted as a function of the Cα-RMSD.
All the ensemble of structures having RMSD≤ 3 Å are in an absolute minima of the effective energy,
in particular the enthalpy loss from from RMSD& 8 Å to RMSD6 2 is about 20 kcal/mol at 330 K and
about 9 kcal/mol at 300. This energy plot provides support to the hypothesis that the folded state of
the 1pgb_AGT protein is at bottom of a free energy funnel. Later on this chapter further evidences will
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Figure 3.5: Time series Cα-RMSD of the 1pgb_AGT for the stability simulations at 300 K (A) and folding
simulations at 330 K (B) with respect to the X-ray structure 1pgb. The firsts and lasts 2 Cα
and the Gly residues were excluded from the RMSD calculations. In the time series at 330
K approximatively 30 folding events can be identified. In the time series at 300 K the folded
state in maintained in its topology for about 500 ns and an unfolding event can be assumed
as a Poissonian event. (C) The mean effective energy was computed on Cα-RMSD ranges of
0.5 Å for both the simulations performed at 300 and 330 K. On plot (C) the effective mean
energy differences ∆Eeff(RMSD) = 〈Eeff(RMSD)〉 − 〈Eeff(RMSD ≤ 2)〉 as a function of the
Cα-RMSD with respect to the X-ray structure. The curves clearly indicates that the protein G
topology is the enthalpic minima for protein 1pgb_AGT at both the simulation temperatures.
An enthalpy difference can be estimated between folded and unfolded: approximatively 19
kcal/mol at 330 K and 9 kcal/mol at 300 K. In (D) a two dimensional density plot of the Cα-
RMSD as a function of the Dihedral-RMSD, both with respect to the X-ray structure 1pgb.
All the residues were taken into account. The plot clearly shows the presence of two broad
phases, one ranging from 2.5 to 6 Å and from 55 to 70 deg in Dihedral-RMSD and the other
much broader. Within the first phase the folded state can be located. Unlike the Cα-RMSD the
Dihedral-RMSD is more sensitive to the local similarities to the X-ray structure. Interestingly,
in the broader phase the Dihedral-RMSD includes native like values (∼60 deg) suggesting
that in the unfolded state the elements of secondary structure can be locally already shaped.
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i ∆Ei
(∗) σ(Ei) (∗) Pi T∆hi (∗) T∆Sbi (∗) ∆Gi (∗) Mesostate
1 -4.5 11.65 0.00050 4.9 96.29 -100.81 000000000000000000110000000000010000021000000000000000
2 -7.2 11.62 0.00020 5.1 95.79 -102.95 000000000000000000110000010000000000021000000000000000
3 -3.8 10.85 0.00019 4.9 82.71 -86.54 000000000000000000110000000100000000021000000000000000
4 -4.4 12.03 0.00019 5.1 103.11 -107.47 000000000000000000110000000000000100021000000000000000
5 -25.2 11.37 0.00015 -6.1 91.34 -116.55 100000000210000000012111111111111111300000101020000000
6 -3.6 12.16 0.00013 4.9 105.56 -109.18 000000000000000000110000000001000000021000000000000000
7 -1.3 12.58 0.00012 6.5 113.30 -114.61 000000000000000010013000010000000000021000000000000000
8 -3.9 10.54 0.00011 6.5 77.60 -81.52 000000000000000110013000000000010000021000000000000000
9 -4.1 12.35 0.00011 5.1 108.95 -113.03 000000000000000100110000000000010000021000000000000000
10 -15.0 13.47 0.00011 -4.3 130.96 -145.96 000100000210000000002000111111111100110000000021000000
11 -8.2 12.27 0.00009 6.4 107.46 -115.62 000000002100000000020001001000000000210000000001001001
12 -8.2 13.10 0.00009 5.0 123.52 -131.76 000000000000000000100000000000010000021000000000000000
13 -2.3 11.66 0.00008 5.2 96.44 -98.70 000000000000000100100000000000010000021000000000000000
14 -0.5 12.04 0.00008 6.3 103.23 -103.69 000000000000000010013000000000010000021000000000000000
15 -2.1 11.87 0.00008 5.5 100.17 -102.25 000000000000000000120000000000010000021000000000000000
16 -1.1 11.08 0.00008 5.2 86.55 -87.66 000000000000000010010000010000000000021000000000000000
17 -17.0 13.66 0.00008 -4.2 134.92 -151.88 100000000210000000012111111111110110000100011000000010
18 -22.0 13.33 0.00008 -5.9 128.18 -150.16 100000000200000000130111111111111111300000000020000000
19 -4.3 7.69 0.00008 6.7 38.30 -42.60 000000000000000110013000010000000000021000000000000000
20 -22.4 12.17 0.00007 -6.6 105.60 -128.03 100000000200001000012111111111111111300000000020000000
21 -6.3 10.77 0.00007 6.3 81.41 -87.66 000000000000000010013000000100000000021000000000000000
22 -3.7 10.33 0.00007 7.0 74.28 -78.01 000000000000000000130000000000000000021000000000000000
23 -9.3 12.03 0.00007 6.5 103.13 -112.40 000000002100000000020001001000000000210000000000001001
24 -3.3 10.57 0.00007 6.1 78.14 -81.43 000000000000000000110000000000000000021000000000000000
25 -4.5 11.94 0.00007 5.2 101.48 -106.01 000000000000000110010000000000010000021000000000000000
26 -0.9 10.00 0.00007 6.1 69.26 -70.12 000000000000000001013000000000010000021000000000000000
27 -8.2 13.25 0.00006 6.1 126.56 -134.78 000000000000000000113000000000010000021000000000000000
28 2.0 7.70 0.00006 5.0 38.40 -36.37 000000000000000010010000000000010000021000000000000000
29 -18.9 11.23 0.00006 5.4 89.01 -107.86 100000000210000000021000000000100001100000101020000000
30 -24.4 12.80 0.00006 -6.5 117.64 -142.00 100000000200000000130111111111111111000000000020000000
31 -20.2 9.40 0.00006 -6.7 60.41 -80.66 100000000210000000012111111111111111000000101020000000
32 1.0 11.93 0.00006 6.2 101.35 -100.32 000000000000000010010000000000000000021000000000000000
33 -12.8 10.32 0.00005 5.8 74.18 -86.97 000000002100000000110001001000000000210000000001001001
34 -2.5 15.54 0.00005 6.2 176.53 -179.08 000000000000000000103000000000010000021000000000000000
35 -17.4 10.94 0.00005 -7.4 84.19 -101.58 000000002100100000010111111111111111300000000021000000
36 -3.5 11.84 0.00005 4.2 99.67 -103.15 000000002100000000002110000100000000210000000021000000
37 4.6 13.66 0.00005 5.4 134.83 -130.18 000000000000000100100000000000000100021000000000000000
38 -22.1 11.55 0.00005 -6.2 94.46 -116.53 100000000210000000010111111111111111300000101020000000
39 -19.1 12.38 0.00005 -2.8 109.63 -128.71 000100000210000000002000111111111000210000000021000000
40 -4.7 11.43 0.00005 6.6 92.40 -97.12 000000000000000000120000000000000000021000000000000000
41 -36.8 14.81 0.00005 -3.3 159.55 -196.35 000000110001111111111111111111111111101111111011100000
42 4.7 13.09 0.00005 6.4 123.35 -118.60 000000002200000000100000000000000000021000000000000000
43 -21.8 12.94 0.00005 -7.3 120.26 -142.06 000000002100100000012111111111111111300000000021000000
44 -20.3 13.30 0.00004 -6.8 127.59 -147.90 000000002100100000020111111111111111300000000021000000
45 -21.1 12.09 0.00004 -6.5 104.14 -125.25 000000000101111111111111111111111111300000000021000000
46 -8.0 11.32 0.00004 3.8 90.60 -98.55 000101001000000010002100100100001000010000000021000000
47 -15.3 14.59 0.00004 -6.3 154.66 -169.95 000000001210111111111111111111111111300000000021000000
48 -1.9 14.10 0.00004 5.3 144.17 -146.06 000000000000000100110000010000000000021000000000000000
49 -13.0 13.39 0.00004 6.0 129.37 -142.33 000000002100000000110001001000000000210000000000001001
50 -8.4 11.43 0.00004 5.7 92.44 -100.86 000000002100000000020001001000000000210000000000001000
Table 3.5: (∗) [kcal/mol]. The list of the first 50 most populated SRA[4] mesostates from the 1pgb_AGT
simulations at 330 K with their thermodynamic quantities. Strings in bold are those corre-
sponding to a structural motif compatible with that of protein G. There are many strings shar-
ing such a structural feature, notably these strings have a negative configurational entropy
loss T∆hi which means they are promoted by enthalpy.
be given through the kinetic analysis of the space of mesostates. Other than the Cα-RMSD a dihedral
backbone RMSD was computed with respect to the X-ray structure 1pgb. Given two backbone confor-
mations C0 and C with their dihedral angles {φ0i , ψ0i } and {φi, ψi} with i the dihedral pair index, the
dihedral RMSD is defined as
diheRMSD(C0, C) =
√√√√ 1
2(R− 1)
R−1∑
i=1
((φ0i − φi)2 + (ψ0i − ψi)2) (mod 180) deg (3.7)
where R is the number of residues of the protein. It is interesting to compare the dihedral RMSD with
the Cα-RMSD: the former is more sensitive than the latter to the native-like secondary structure which
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i ∆Ei
(∗) σ(Ei) (∗) Pi T∆Sbi
(∗) ∆Gi (∗) i ∆Ei (∗) σ(Ei) (∗) Pi T∆Sbi
(∗) ∆Gi (∗)
1 -13.9 14.1 0.033 69.0 -82.8 11 -8.7 13.9 0.007 64.0 -72.8
2 -10.8 13.7 0.019 60.4 -71.2 12 -5.6 13.6 0.004 57.2 -62.9
3 -11.0 13.6 0.014 57.6 -68.6 13 -8.3 13.6 0.004 58.6 -66.9
4 -8.6 13.8 0.012 61.8 -70.4 14 -10.4 13.8 0.004 62.2 -72.6
5 -9.9 13.8 0.008 62.2 -72.1 15 -10.5 14.1 0.004 69.5 -80.0
6 -2.6 12.7 0.008 39.7 -42.4 16 -15.7 16.5 0.003 124.5 -140.1
7 -4.1 13.7 0.008 59.9 -64.0 17 -8.1 13.9 0.003 63.5 -71.6
8 -18.4 15.2 0.008 92.4 -110.8 18 -5.8 14.0 0.003 65.7 -71.5
9 -7.8 14.1 0.007 68.7 -76.5 19 -12.1 14.5 0.003 78.2 -90.2
10 -14.8 13.9 0.007 65.1 -79.9 20 -7.1 13.7 0.003 60.5 -67.5
Table 3.6: (∗) [kcal/mol]. The list of the first 20 most populated RMSD[5.0] clusters from the 1pgb_AGT
simulations at 330 K with their thermodynamic quantities and structural representations.
Many clusters correspond to the structural topology of protein G, in particular the clusters
1 (which is also shown in figure 3.6 (A) with its cluster center), 4, 10, 11, 17 and many others.
There are also many clusters having the native secondary structure but an incorrect topology,
for instance either one or two hairpins misplaced. These clusters are for example the 2, 3, 9,
13, 14, 18 among those shown in figure. Other interesting clusters are those having the β-sheet
formed but the helix either in a coil or β structure: see for instance cluster 12 and 20.
can be locally shaped but globally misplaced with respect to a reference structure. On this respect a 2
dimensional density plot Cα-RMSD as function of dihedral RMSD was computed to project the confor-
mational space on two basically different progress variable. This plot is shown in figure 3.5 and clearly
reveals the presence of two main macrostates: the folded one centered at 3.5 Å of Cα-RMSD and 65 deg
of dihedral RMSD, the second one centered at about 10 Å and 85 deg. Interestingly the second basin
shows a wide range of variability in the dihedral RMSD, in particular for large values of Cα-RMSD na-
tive like values of the dihedral RMSD are quite probable. This indicates that although the protein can
be unfolded the elements of secondary structure can as well as locally already formed. Such a condition
can be realized for instance when the internal helix is formed along with one of the two hairpins. In
this sense such an unfolded basin can be viewed as a sort of pre-folded state in which the elements of
secondary structure diffuse within each other to assemble the folded state. Such a picture, at this stage
of analysis already suggests that the folding mechanism of this toy protein might follow a diffusion-
collisional model of folding [Karplus and Weaver, 1979].
The folded state of 1pgb_AGT corresponds to the topology of protein G. To investigate that more quan-
titatively all the microstates within the most populated folded cluster have been checked to share the
same topology of the X-ray structure 1pgb. Moreover comparing the cluster center of the most popu-
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lated cluster with the structure 1pgb a Cα-RMSD of 2.6 Å was obtained where the first and last two Cαs
and Gly’s Cαs were excluded. In figure 3.6 (A) the superposition of the cluster center and the structure
1pgb is shown. The packing between helix and β-sheet is surprisingly well reproduced although the
structural detail is clearly not completely correct due to the fact that a simplified sequence was studied.
In particular the hairpins are not completely overlapped because the lack of well defined hydrophobic
core. All the structures (about 20000) which are members of the most populated cluster were compared
with the structure 1pgb calculating the “autopair” Cα-RMSD. Such a method of structural alignment
finds the best overlap between chain fragments that can also be non contiguous in sequence. It maxi-
mizes the number Cα pairs andminimize the Cα-RMSD between the chain fragments. In figure 3.6 (B) it
is shown the result of this analysis, in particular for the number of Cα pairs adopted the mean and best
Cα-RMSD were calculated. Interestingly a Cα-RMSD plateau within 50 and 85 % of the total pairs is
revealed with a value not exceeding 2.6 Å. Moreover for 46 pairs a best value of 1.3 Å was found. These
results provide quantitative evidence that the folded state for the protein 1pgb_AGT is strongly fluctu-
ating. Notably the protein G overall topology can be fulfilled in a shallowmanner, i.e. the β hairpins can
be formed with a shift in the chain up to ±2 residues. That is due to partial specificity of the toy protein
sequence whose configurational space is determined solely by secondary contacts. This result supports
the hypothesis that a simplified sequence whose amino acids are chosen according to their secondary
structure properties, are able to encode molten globular protein structures, namely structures in which
the folded secondary structure is well defined while tertiary contacts lack of specificity [Ptitsyn et al.,
1990, Ptitsyn and Uversky, 1994, Vassilenko and Uversky, 2002].
3.4.2 Organization of the configurational space of “primitive” proteins
The description of the molecular dynamics simulations in terms of mesoscopic strings, notably either
SRA[4] or SSS[4] strings, allows to effectively study the organization of the protein configurational
spaces as extensively described in chapter 2. In figure 3.3 we noticed that the configurational entropy of
the polyTHR_xGS polypeptides grows linearly with respect to the chain size. The normalized configura-
tional entropy was computed for the protein 1pgb_AGT too. In figure 3.7 (A) are shown the normalized
entropies respectively for the ensemble of SRA[4] string of mesostates that correspond to most pop-
ulated cluster RMSD[5.0] (black profile in figure), for the whole ensemble of strings (red profile) and
for the ensemble of strings corresponding to microstates having Cα-RMSD to the X-ray 1pgb structure
greater than 10 Å (bleu profile). Interestingly there is not much difference between the red and bleu
profiles: blue profile is a signal related to the unfolded state thus the entropy of the whole ensemble of
strings mainly gives a signal resembling the unfolded state. Black curve shows very low minima that
corresponding to the β-strands and the helix while the signal at the loops (GG-loops) assume compara-
ble values with respect to those in the red/blue entropy profiles. The entropy profile corresponding to
the folded cluster suggests in a further quantitative way what stated by the autopairs RMSD plot of fig-
ure 3.6 (B): the folded state for this toy protein has a very stable secondary structure (the β-sheet and the
α-helix) and fluctuating loops which make the overall structure somehow “liquid”. Moreover the high
disorder of loops must be an intrinsic property of the sequence as it appears conserved all over the con-
figurational space in both the folded and unfolded states. Why should that be so? In the formation of the
topology of protein G one can distinguish between three main steps: firstly the formation of the central
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Figure 3.6: (A left) The ensemble representation of the most populated and folded cluster of structures:
the mean pairwise Cα-RMSDwithin the cluster is 3.5 Å (all the Cα considered). (A right) The
Cα-RMSD structural alignment between the folded cluster center (red ribbon) and the X-ray
structure (blue ribbon) of protein G (1pgd pdb code), Cα-RMSD between the two structures
is 2.6 Åwhere the first and last 2 Cα and the Gly residues were excluded from the calculation.
(B) The Cα-RMSD with respect to the X-ray structure within the folded cluster of structures
as a function of the number of Cα pairs used to compute the RMSD. Given a number of Cα
pairs the structural alignment finds the best overlap between chain fragments that can also
be not contiguous along the sequence. The black circles are mean Cα-RMSD values with
their standard deviations while the red diamonds are the best Cα-RMSD values for a given
number of Cα pairs. From the 50% up to the 85% of the Cα pairs the corresponded Cα-RMSD
steadily turns out lower than 2.6 Åwhile the best values are around 1.5 Å. The result provides
a quantitative indication of the fluctuating nature of the folded cluster and yet shows that the
folded topology of protein G can be satisfied in a shallow manner, hairpins for instance can
be still formed with a chain shifting up to ±2 residues.
helix, secondly the turn/loop closures which eventually lead to the formation of the two hairpins. Helix
formation is a process essentially favored by entropy as its formation can be initiated by any residue site
composing the chain, in this sense the coil-helix transition can be seen as an example of non cooperative
first order phase transition [Zimm and Bragg, 1958, Zimm and Bragg, 1959]. On the other hand the
formation of a β-hairpin is globally disfavored by the entropy, namely it is initiated by a unique loop
closure event first and promoted then by the zipping of the backbone-backbone hydrogen bonds which
gradually decrease the overall enthalpy [Muñoz et al., 1997, Dinner et al., 1999, Klimov and Thirumalai,
2000]. Loop closure is a stochastic local event that can be accelerated by the disorder of the residues that
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Figure 3.7: Protein 1pgb_AGT: (A) the normalized entropies per residue respectively: for the ensembles of SRA[4] string of
mesostates corresponding to the RMSD[5.0] folded cluster (black curve), for the whole ensemble of strings (red
curve) and for the sub-ensemble of strings such that the corresponding microstates have Cα-RMSD to the X-ray
structure greater than 10 Å (bleu curve). The latter sub-ensemble of strings is clearly referred solely to the unfolded
state of the protein. It is interesting to notice the slightly difference of the entropy profiles between the red and
blue curve. The profile of the folded cluster is very peaked to the loop regions showing their high disorder, on the
contrary the first and last strands and the helix regions appear very ordered. In (B) and (C) the statistics of SRA[4]
and SSS[4] mesostates per residue are reported for the whole ensemble of strings. The SSS[4] description is based
on the DSSP alphabet for secondary structure in which the following grouped states were considered: beta=E+B,
helix=H+I, turn/loop=S+T+G, coil. The helix profile of SSS[4] in (C) is compatible with the helix/turn/loop profile
SRA[4] in (B) meaning that the two descriptions are very similar. The peaks of disorder in (A) are based on the
dihedral description, so that they essentially take into account the disorder due to the coil structures located at the
N- and C terminals, and due to the different kind of turn/loop configurations that can be realized with several
dihedral arrangements.
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have been evolutionary selected to this purpose. Put in a different way, turn/loop closures are in princi-
ple rare events that can be accelerated through the high flexibility of specific residues (Gly-Gly, Gly-Ser,
etc.)1 involved in their formation. By means of flexibility or disorder they allow other residues to get in
contact to form favorable interactions, notably backbone-backbone hydrogen bonds in a β-hairpin. An
suitable metaphor to illustrate this mechanism of favorable disorder has been proposed by Caflisch in
the context of the intrinsically disordered proteins: most children (and some research scientists too) do not
like to keep order in their rooms (desks), not only because it is tedious, but also because they can visually recognize
and reach the toys they want to play with (papers and documents to read) more easily [Caflisch, 2003]. As soon
as a β-hairpin is formed its free energy can further decreased by the intrinsic fluctuations of entropic
origin proper of the residues involved in a turn. That explains in fact figure 3.7 (A) in which the entropy
peaks at the turn regions assume similar values in both unfolded and folded states. Thus the double
role of the turn prone residues in both the search and the stability of the folded state might be related
to the studies of Shortle about the residual native structure in the denatured state of proteins [Shortle,
1996, Shortle and Ackerman, 2001], residual native structure in the unfolded state could be originated
by disordered β-turns that continuously search “their” native state. The concept that intrachain loop
formation allows unfolded polypeptide chains to search for favorable interactions during folding seem
in fact to be an established matter [Fierz et al., 2007, Fierz and Kiefhaber, 2007]. Turn/loop residues
seem on one hand to behave like source of order in the disorder of the denatured state by facilitating
the folding search, on the other hand they also act as source of disorder within the order of the folded
state playing the role of stabilizers. It has been suggested in the context of studies on the origin of the
genetic code that β-sheets and β-turns probably characterized “primitive” proteins and constituted the
main adaptive theme promoting the origin of the genetic code [Di Giulio, 1997]. There are indications
the seem to push in this direction, for instance in [Jurka and Smith, 1987b, Jurka and Smith, 1987a] it
is argued that the β-turns of proteins were object for selection in the prebiotic environment and influ-
enced the development of the genetic code and the biosynthetic pathways of amino acids , as precursor2
amino acids are also the most abundant ones in β-turns. Yet, a study directed to clarify how the physic-
ochemical properties of amino acids are distributed among the pairs of amino acid in precursor-product
relationships found that the pairs reflect the β-sheets of proteins through the bulkiness or the “size” of
amino acid [Di Giulio, 1996]. These considerations lead us to speculate that our simplified sequences
and, in particular the way how they were constructed might represent templates for primitive proteins
showing basic structural properties.
To further investigate the organization of the configurational spaces by means of mesoscopic descrip-
tions such as SRA[4], the folded strings of both the proteins polyTHR_5GS and 1pgb_AGT were decom-
posed to perform a fragment analysis. The folded mesoscopic string for the polyTHR_5GS is the most
populated one and corresponds to a six stranded β-sheet (see figure 3.3 (A)), that is 00002100000021000-
0002100000021000000210000. For the protein 1pgb_AGT, as a reference folded string, the one corresponding
to the central structure of the most populated RMSD[5.0] cluster was taken (shown in figure 3.6 (A)),
that turns out to be 100000000200000000130111111111111111000000000020000000. Given the reference folded
strings the probabilities of the possible folded contiguous substrings were estimated from the meso-
1Turns involving Pro residues deserve slightly different considerations due to their intrinsic rigidity which provides a strong
bias the closure of β-turns [Ananthanarayanan et al., 1984, Hollos´i et al., 1985, Rose et al., 1985, Wilmot and Thornton, 1988].
2Precursor amino acids are thought to be Asp, Glu, Ala, Gly and Ser as argued in [Wong, 1975].
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Figure 3.8: On the top the probability of the possible contiguous folded substrings is shown: an entry in the triangular map
represents the estimated probability, computed on the time series, of a chain folded fragment having length going
from 1 (single residue) to the full length chain. The length of a substring gives the hierarchy level on the y axes
of the maps. The fragment probabilities are computed on the whole ensemble of strings discarding the full folded
string, that is to reduce the bias on the substring probabilities due to the full folded string population. The maps
play the role of free energy landscapes with respect to the progress variable hierarchy length, that is the number
of residues that are folded. Highly ordered heterogeneity appears on the maps which can be interpreted as the
existence of patterns in the ensemble of strings. From the maps hierarchy trees can be extrapolated as previously
shown in chapter 2. At the lowest hierarchical level R walkers (corresponding to R residues) start a random walk,
namely that 1-fragments are assembled in a certain way to gain the next status level of 2-fragments. The algorithm
makes the walkers follow the maximal probability route, for instance two 1-fragments can assemble to two different
2-fragments, thus the algorithm shall choose that maximizing the 2-fragment probability. The procedure is repeated
for all the hierarchies until a tree is completed by reaching the full folded string that lies on the top of the tree. The
algorithm finds the maximal probability tree associated to the map.
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scopic time series. Substrings are defined hierarchically from the substrings of length 1 (single residue),
length 2 (contiguous residue pairs), etc. to the full string length, 42 for the polyTHR_5GS and 54 for
the 1pgb_AGT. The fragment probabilities are computed on the whole ensemble of strings discarding
the full folded string, that is to reduce the bias on the substring probabilities due to the full folded
string population so that the probability of the full folded string is by definition 0. The results of
this analysis are shown on the triangular maps of figure 3.8. Clear patterns emerges from the folded
string decomposition of the proteins examined. In particular the maps represent sort of free energy
landscapes with respect to the progress variable corresponding to the hierarchy length. At the lowest
hierarchy level the secondary structure elements (β-strands for polyTHR_5GS and both β-strands and
α-helix for 1pgb_AGT) are formed and can be viewed as fragments which freely diffuse in the config-
urational space. At the next hierarchical levels the secondary structure elements start to “collide” into
each other by coordinating themselves thanks to the free motion of the turns Gly-Ser and Gly-Gly in a
fashion resembling the diffusion-collisional model [Karplus and Weaver, 1979]. The hierarchical differ-
ence between the two proteins depends on their relative difference in secondary structure: polyTHR is
essentially a repeat protein whose units are β-hairpins so that there are many ways to coordinate into
each other the β-strands in order to form a one-dimensional β-sheet. Conversely 1pgb_AGT posses a
α/β structure whose two hairpins have different lengths which clearly introduces an asymmetry in the
folding hierarchy. However the patterns in the polyTHR_5GS map are less remarked from hierarchy
level corresponding to fragments about 10 residues long, which is the length of a single βhairpin. Thus
the main pattern for polyTHR_GS is simply the formation of the β-hairpins. From the maps hierar-
chical trees can be extracted as previously introduced in chapter 2. At the lowest hierarchical level R
walkers (corresponding to R residues) start a random walk, namely that 1-fragments are assembled in
a certain way to gain the next status level of 2-fragments and so on. The algorithm makes the walkers
follow the maximal probability route, for example if two contiguous 1-fragments can assemble itself
into two different 2-fragments (one on their left, the other on their right), thus the algorithm choose that
which maximizes the 2-fragment probability, thus one has two nodes corresponding to the two initial
1-fragments which shall both link to the new node corresponding to the chosen 2-fragment. The pro-
cedure is iteratively repeated until the tree is completed by reaching the full folded string which is the
top of the tree. The trees reveal a sort of syntactic structure which is parsed3 at low level by the residues
involved in turns and at higher level by super secondary assemblies. The trees are thus statistical ob-
jects which can nevertheless also interpreted as folding pathways. In this sense pattered maps may be
interpreted as a lack of cooperativity in the ability of these protein to reach their folded state. In the hy-
pothesis that the folded states here observed are molten globular (liquid-like) then the transition from
an overall disordered state to a molten globular state may occur in a non-cooperative fashion [Ptitsyn
and Uversky, 1994, Betz and De Grado, 1996]. On the other hand, the transition from a molten globule
to a full ordered phase it is generally accepted that occurs in a slow and cooperative manner [Ptitsyn,
1995].
3With these terms here (syntactic and parsed) a parallel between the folded string and the syntax and punctuation of a sentence
of a natural language is evoked.
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Figure 3.9: PolyTHR_xGS: in (A) the folding times are shown as a function of the number of turns of
the β-stranded folded states. These times scale exponentially with the number of turns of the
folded state and give e pre-exponential factor of about 12.8 ns which can be interpreted as the
diffusion time of an hairpin (see text). In (B) the energy difference of the folded string (black
circles) ∆Efold = Efold − E and the configurational entropy loss of the folded string (empty
diamonds) T∆hfold = hfold − h scaling linearly with the number of turns.
3.4.3 Folding kinetics: first passage time analysis
The proteins here studied show a strikingly fast overall kinetics which is due to the oversimplified se-
quences. The folded state for these sequences is kinetically very accessible as a consequence of free
energy landscapes smother than those of real world proteins. Local secondary structure propensities of
the amino acids dominate over the long range interactions, an aspect which is also emphasized by the
hierarchical maps of figure 3.8, and consequently promote the local structural organization. It is inter-
esting to determine whether or not these proteins posses a simple two state kinetics or more in general
what kind of folding mechanism they follow. The hierarchical maps of figure 3.8 already suggest that
the folding state can be reached through parallel routes although these are thermodynamic observations.
The first passage time analysis FPT, as introduced in chapter 2, is a powerful method to investigate the
complexity of the folding process. The FPT distributions were computed from the time series for all four
proteins polyTHR_xGS where as a target state the most populated SRA[4] was considered. All four FPT
distributions fit very well with a single exponential function (the distributions are not shown) so that
the folding rates can be easily estimated and as well as the folding times merely taking the inverse. The
single exponetiality character of the FPT distributions is a strong signature that a single overall folding
free energy barrier separates the unfolded from the folded states, namely the configurational space is
divided in two macro-phases. In figure 3.9 (A) the folding times of the polyTHR_xGS are shown as a
function of the number of turns (or equivalently the number of β-hairpins of the folded state). These
times are exponentially large with the number of turns. The data fit very well with the following simple
exponential model
tfold(n) = t0e
n
∆G†hairpin
kBT (3.8)
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where the pre-exponential factor t0 is a diffusion time of an hairpin and ∆G
†
hairpin is the free energy
barrier to fold a single hairpin. From the data fit we obtained t0 ∼ 12.8 ns and∆G†hairpin ∼ 0.45 kcal/mol.
Essentially the model merely describe that the overall folding free energy barrier for a β-sheet composed
by n hairpins is n times the folding barrier of a single hairpin. In figure 3.9 (B) the effective energy
differences (black circles) ∆Efold = Efold − E of the folded string are reported as a function of the
number of turns. Correctly, due to the fact that the energy is an extensive quantity, these energies scales
linearly with with the number of turns, in particular it fits with the simple relation
∆Efold(n) = ∆Ehairpinn+ const (3.9)
where ∆Ehairpin turns out to be about -2.1 kcal/mol and corresponds to the enthalpy gain of a closed
hairpin. Yet in figure 3.9 (B) the configurational entropy loss of the folded string is shown as a function
of the number of turns. The configurational entropy loss is computed through the formula T∆hfold =
hfold − h where hfold is the entropy of the folded string in 3.6 and h is the total Shannon entropy of the
ensemble of mesoscopic strings measured in kB units. In chapter 2 it was shown that given a certain
coarse grained description, the configurational entropy loss proportional to the free energy, namely
T∆hfold ∼ ∆Gfold = ∆Efold − T∆Sfold where T∆Sfold is the internal entropy difference of the folded
string. Making a linear fit of the configurational entropy data of figure (B) and assuming T∆hfold ∼
∆Gfold one has
∆Gfold(n) = ∆Ghairpinn+ const (3.10)
with∆Ghairpin ∼ −1.5 kcal/mol which is the free energy of folding of a single β-hairpin. The thermody-
namic parameters here reported are compatible with those found in [Muñoz et al., 1997] in the context
of β-hairpin folding.
The FPT distributions for folding and unfolding were calculated also for the 1pgb_AGT protein. As a
target state for folding the most populated cluster RMSD[5.0] was used while for unfolding, a threshold
of > 13 Å of the Cα-RMSD to the X-ray structure was employed to define an unfolded phase. The
distributions are shown in figure 3.10. The data fit very well with a double exponential distribution
where the slow phase represents folding (or unfolding) and the fast phase gives account of the diffusion
in the folded state. From the fits the following parameters were obtained tfold = 194 ± 33 ns, tunfold =
64 ± 14 ns, tdiff = 6 ± 3 ns. Thus from the FPT data the protein seems to fit with a two state folding
framework, namely there is an overall free energy barrier dividing the unfolded state from the folded.
Taking from granted the two state hypothesis a∆Gfold can be estimated from the usual relation
∆Gfold = kBT ln
kfold
kunfold
∼ −0.7 kcal/mol (3.11)
from which the population of the folded phase can be estimated through the relation
Pfold =
e∆Gfold/kBT
1 + e∆Gfold/kBT
∼ 26% (3.12)
at the temperature of 330 K. The two state hypothesis does not imply that the folding reaction should
proceed along a unique pathway. The existence of an overall free energy folding barrier does not mean
that this barrier is unique. In other words the unfolded state can be structured and each free energy
basin has its own barrier towards the folded state. The rate coming from the FPT analysis, and thus the
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Figure 3.10: 1pgb_AGT: the FPT distributions for folding (black data) and unfolding (red data). As target
state for folding the most populated cluster RMSD[5.0] (see figure 3.6 (A)) was used while
a threshold of 13 Å in the time series of the Cα-RMSD to the X-ray structure was employed
to define an unfolded phase. All the distributions fit very well with a double exponential
function in which the slow phase corresponds to folding (unfolding) and the fast phase
represents a diffusion within the folded state. From the fits it turns out tfold = 194 ± 33 ns,
tunfold = 64± 14 ns, tdiff = 6± 3 ns.
overall free energy barrier, is nothing else than the average folding barrier estimated from the ensemble
of “microstates” that are not folded. Thus a two state reaction for folding does not necessarily mean an
unfolded state structurally homogeneous.
3.4.4 Folding kinetics: pathways hierarchy
The analysis of the probability of all the native substrings shown in figure 3.8 can be realized also in
a kinetic context. Given a reference mesoscopic string representing the folded state all possible folded
substrings are considered. Following the time series of strings is thus possible to estimate the mean
first passage time MFPT that is necessary to the formation of a folded substring. The formalism on how
to calculate a MFPT from a time series can be found in section 2.6.2. Taking the inverse of the MFPTs
of fragment formation a rate is obtained. The maps of probabilities for the native fragments already
suggested that the organization of the configurational space is somehow hierarchical with the top of the
hierarchy corresponding to the full folded string. Investigating the kinetics of fragment formation goes
along the same direction. On the top of figure 3.11 are shown the kinetic maps of fragment formation
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Figure 3.11: On the top the MFPTs of the all possible contiguous folded substrings is shown: an entry in the triangular map
represents the estimated MFPT necessary to form a chain folded fragment having length going from 1 (single
residue) to the full length chain. The length of a substring gives the hierarchy level on the y axes of the maps.
The fragment MFPTs are computed on the whole ensemble of strings along the time series. The maps provide
an overview of the possible folding mechanisms. The kinetic map of the polyTHR_5GS appears homogeneous
suggesting that folding takes place cooperatively. Conversely the map for 1pgb_AGT looks modular with respect
to the elements of secondary structure. This suggests that folding may be non-cooperative: 1st hairpin and helix
plus 2nd hairpin diffuse and collide into each other. From themaps only the hierarchy trees for 1pgb_AGT could be
extrapolated (bottom right in figure). At the lowest hierarchical level R walkers start a random walk, namely that
1-fragments are assembled to gain the next status level of 2-fragments. The algorithmmakes the walkers follow the
maximal rate route, for instance two 1-fragments can assemble into two different 2-fragments, thus the algorithm
picks that which maximizes the 2-fragment formation rate. The procedure is repeated for all the hierarchy levels
until a tree is completed by reaching the full folded string that lies on the top of the tree. The algorithm finds
the maximal rate tree associated to the map. On bottom left an interpretation of the possible folding pathways of
1pgb_AGT.
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corresponding to the polyTHR_5GS (top left in figure) and 1pgb_AGT (top right in figure). The same
reference folded strings of the maps on fragment probabilities were used to construct the kinetic maps.
An entry in a map represents the formation rate of a folded substring. The kinetic map of the poly-
THR_5GS appears homogeneous suggesting that folding takes place cooperatively. On the other hand
the map for 1pgb_AGT has a modular structure with respect the elements of secondary structure: the
formation of the 1st hairpin is independent from the formation of the helix and 2nd hairpin. For both
the proteins the residues involved in turns either trigger folding or play the role of mechanical joints
adjusting the full formed folded state. Only for the kinetic map of the 1pgb_AGT it was possible to
extrapolate a hierarchical tree which shown on the bottom right of figure 3.11. The tree provides indica-
tions on how secondary structure is hierarchical formed. Thus while for the polyTHR_5GS an all-none
folding mechanism seems to prevail, for the 1pgb_AGT secondary structure formation drives the fold-
ing pathways. Possible folding pathways for the latter are schematically depicted in the bottom left of
figure 3.11. The helix H is the first element of secondary structure to be formed, successively the helix
and the 2nd hairpin cooperatively are shaped independently from the formation of the 1st hairpin. The
assembly of 1st hairpin + (helix + 2nd hairpin) is non-cooperative, meaning that they diffuse and collide
to form the full folded state. The structural topology corresponding to the folded state is formed with
the 4-stranded β-sheet with both the N- and C-term internal, however other three structural topologies
lead to the same native secondary structure: a) N-term external and C-term internal, b) N-term internal
and C-term external, c) both N- and C-term external. Since the folded state of 1pgb_AGT posses the cor-
rect topology (that of protein G) and that it is possible to switch from a topology to another by changing
two dihedral states the other three topologies might be assumed either as part of folding pathways or
part of the folded basin. Notably the hierarchical tree suggest that in the former hypothesis together to
the main folding pathway, in which the correct topology is shaped step by step, a parallel pathway of
kind a) is present. The other two pathways b) and c) are not a-priori excluded.
3.4.5 Folding kinetics: Markovian dynamics and causal grouping
To further elucidate the folding mechanisms of the proteins investigated in this chapter, the time series
of SRA[4] mesostates for polyTHR_xGS, and RMSD[5.0] clusters for 1pgb_AGT, were processed to con-
struct a minimal Markov chain. The time series were processes to produce new time series of causal
grouped states. The idea behind the causal grouping have been extensively introduced in section 2.7.3.
Essentially the procedure is able to cure the non-Markovianity of an original time series by reassigning
the states that are badly sampled to statistically meaningful states. An external parameter of the proce-
dure is the total number of causal grouped states that at the end of the procedure one obtains. This num-
ber rc is chosen on the basis of the analysis of the density of states distributions that are estimated from
the original time series (see section 2.4.4 for the technical details). The distributions were computed on
the original time series (data not shown) of SRA[4] mesostates for polyTHR_xGS and RMSD[5.0] clusters
for 1pgb_AGT. The rc number represents the number of mesostates that can be considered statistically
meaningful, all the others are microscopic fluctuations, in particular the causal grouping procedure re-
assigns them to the statistically meaningful ones. Somehow the rc value represents the effective number
of states such that a time series can be reduced to be reproduced by a Markov chain. The rc values, es-
timated from the density of mesostates of the original time series, are ∼310 for polyTHR_2GS, ∼290 for
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Figure 3.12: See caption of figure 3.13.
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Figure 3.13: The networks corresponding to the transition matrices extrapolated from the time series of 200 causal grouped
SRA[4] mesostates for the proteins polyTHR_2GS and polyTHR_5GS (figure 3.12 (A) and (B) respectively) and
RMSD[5.0] mesostates for 1pgb_AGT (current figure). The figures were realized with the program Tulip [Auber,
2003] and the visualization algorithm applied is the so called spring-embedder. The links are colored according to
the values of the transition matrix: darker colors correspond to high transition probabilities while clearer colors to
lower values. Accordingly the color of the nodes resemble the mean value of the in-going and out-going edges.
Node sizes are chosen without a numerical criteria but only to facilitate the graph reading. Cluster of nodes are
grouped together into basins according to their inter-connectivities. To some nodes or basins the corresponding
ensemble of structures are represented with their global populations. The graph of polyTHR_2GS is essentially
divided in two main phases, a helix phase whose weight is ∼ 40 % and a triple-stranded β-sheet phase whose
weight is ∼ 45 % which is the folded state. Curl-like basins are also present in both N- and C-term configuration
whose weight is about 1.5 %, an aspect that is due to the symmetry of the sequence. The graph for polyTHR_5GS
is much more complex due to the proliferation of non-folded β structures that also play the role of kinetic traps.
The helix phase is still present though its population is reduced to about 10 %. The folded basin is large and
populated about 30 %. Many “exotic” β rich basins are present. Finally the graph for 1pgb_AGT depicted in the
current figure is very heterogeneous although the folded basin is clearly detectable. Two unfolded basins, H1and
H2 are well defined and populated and characterized by a long helix packed respectively with a double and triple
stranded β-sheet. Basin percentages indicated on networks are indicative values.
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polyTHR_3GS, ∼210 for polyTHR_4GS, ∼170 for polyTHR_5GS and ∼210 for 1pgb_AGT. The reason
why these numbers decrease for longer chains is that longer chains have a larger configurational space,
thus the amount of statistically meaningful mesostates decrease because of a poorer statistics. A number
of 200 states was used to construct the new causal grouped time series. The transitionmatrices were then
calculated from the new causal grouped time series and used for the evolution of the Markov chains. To
test the Markov hypothesis on the causal grouped time series the non-Markov flux (see section 2.7.1 for
the definitions) was then calculated. The amount of non-Markov flux was found to be below the 1 % for
all the causal grouped time series, which means that the Markov approximation can be safely adopted
with an error below 1 %4. The network visualization of the transition matrix is particularly useful to
investigate the kinetics of a molecule in its configurational space. When associated with a Markovian
dynamics it represents the ensemble of possible mesoscopic pathways that a protein can make. The
word mesoscopic is both referred to the adopted description of the configurational space and to the
time step at which each transition is considered. It is important to distinguish between mesoscopic and
macroscopic time scales. The latter are consequence of the equilibrium behavior of the Markov chain
that is constructed on the transition matrix. In figures 3.12 and 3.13 the networks corresponding to the
transition matrices of polyTHR_2GS, polyTHR_5GS and 1pgb_AGT are shown respectively. The pro-
gram Tulip was used to visualize the networks [Auber, 2003] and the visualization algorithm is the so
called spring-embedder. The links are colored according to the values of the transition matrix: darker
colors correspond to high transition probabilities while clearer colors to lower values. Accordingly the
color of the nodes resemble the mean value of the in-going and out-going edges. Node sizes are chosen
without a numerical criteria but only to facilitate the graph reading. The network of the polyTHR_2GS
(figure 3.12 (A)) appears quite simple. Two competitive tight phases are represented, an unfolded helix
phase and a folded three stranded β-sheet. The population of these two phase are approximatively 40 %
the former and 45 % the latter. As for the GSGS peptide two “side” basins such as the curl-like N-term
and C-term, play the role of kinetic traps. Because of the symmetry in the peptide sequence these two
basins have similar population, about 1.5 %. The network is smooth and all the basins are well grouped
and divided. That means that the real free energy landscape of the molecule is as well as simple and
smooth. The extreme simplicity of the sequence and the amphiphilicity of the THR residues make the
configurational space modeled by turns and secondary structure propensities. In this sense the system
is perfectly two state: the unfolded state is the helix phase which is stabilized mainly by entropy while
the folded state in the β which is stabilized by secondary interactions. Causal grouped mesostates in be-
tween the two phases are paradigmatic of the folding mechanism: helices are broken by both turns and
disrupted by the formation of the β-hairpin contacts. The network corresponding to the polyTHR_5GS
(figure 3.12 (B)) shows a higher complexity. The 6-stranded β-sheet causal grouped mesostate (4 %) is
the center of a wide basin that approximatively weights the 30 %. This basin is the folded basin and it is
stabilized both by the enthalpy (secondary interactions) and entropy (the fluctuations of all the hairpins
composing the 6-strand). The folded basin is surrounded by many other basins. The helical basin is
made by metastable configurations slowly communicating between them (links are colored in yellow,
meaning low values in the transition matrix). To the helical basin contribute many disordered helices
and globally it weights about the 10 %. All the rest of the basins are essentially kinetic traps, mainly
4In average only less than 1% of the double step transition which are predicted from theMarkov approximationwere not directly
observed in the original causal grouped time series.
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Figure 3.14: A uni-dimesional free energy profile for the protein 1pgb_AGT from the causal grouped
mesostates RMSD [5.0]. The reaction coordinate is the calculated equilibrium MFPT from
any mesostate to the folded through the evolution of the Markov chain on the causal
mesostates. They are the values Mj→folded of the extrapolated matrix of the MFPTs. The
values in the y axes are stability ∆G values extrapolated from the main diagonal of the
MFPT matrix. The values are reported for less than an additive constant. Two main minima
separated by a barrier are evident. The main unfolded basin is separated from the folded
though about 1 kcal/mol barrier. A far basin relaxing very slowly to the folded state repre-
sents fibrous states.
fiber-like or compact β rich configurations, which are disfavored by the entropy. All these β config-
urations essentially satisfy all possible configurations that a polypeptide having 5 turns could realize.
Finally the network of 1pgb_AGT (figure 3.13) is also remarkable in its complexity. Causal states
are constructed from the time series of the RMSD[5.0] clusters. The heterogeneity of the mesoscopic
pathways is here also evident. In particular the folded basin is clearly separated from the rest of causal
states. Themain causal folded nodeweights 3.3 %while the folded basin approximativelyweights about
23 %. The latter percentage is a roughly estimated summing up all the weights of the mesostates that
relax to the folded state in less then 10 ns (data not shown). By looking into the structural details of the
folded basin one can see that, while the very bottom of the basin posses the structural topology of protein
G, the basin border have the correct secondary structure but some topological “imperfections”, notably
the 1st hairpin have the N-term in the outer of the 4-stranded β-sheet. The border of the folded basin is
in a fast equilibrium with its bottom. The main basins of the unfolded state are those indicated in figure
with H1 and H2, characterized by a long helix packed with either with 2- or 3-stranded β-sheet. These
basins are stabilized mainly by the conformational entropy and are enthalpy disfavored with respect
the folded basin of about 2 kcal/mol. Other basins play the role of kinetic traps or misfolded states,
full β configurations in which the helix is almost never formed or fiber-like non equilibrium states. The
basin indicated with m3 in figure is an example of state having the correct secondary structure of protein
G but having both the hairpins forming the 4-stranded β-sheet anti-parallel/parallel/anti-parallel (the
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Figure 3.15: The reordered MFPT matrix M∗i→j for the protein 1pgb_AGT based on causal grouped
mesostates from RMSD[5.0]. An entry on the matrix gives the MFPT for the equilibrium
transition i → j. Horizontal bands are equilibrium transitions from all the is to a specific
j. The index (i,j) are ordered from 1 fastest relaxation to the folded state to 200 slowest re-
laxation to the folded state. The folded basin is composed by the dense bands going from 1
to about 50. The fact that the bands are dense means the folded state can be reached from
many gateways in about 150/200 ns, in particular the Markovian MFPTs analysis confirms
that an overall folding free energy barrier separates the unfolded state from folded. Most
kinetically far states are the fiber-like states that are mainly non-equilibrium states (the sys-
tem visits them barely once and never returns there). The proper unfolded state is thus
populated by helices in several combinations (helix bundles, α/β, etc.) rapidly exchanging
between them.
folded configuration is parallel/parallel/parallel). This basin is far from the folded state so that it can
be assumed as an example of misfolded state.
How do the basins interchange between them on equilibrium time scales? In other words, is folding
the result of a multi-basin diffusion in the unfolded state or the folded state is attained directly. The FPT
analysis has shown that an overall free energy barrier separates the unfolded phase from the folded.
Does that mean that the basins in the unfolded state can inter-convert? The evolution of the Markov
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chain constructed on the causal grouped states can answer to these question. In section 2.7.6 it was
shown how to calculate the matrix Mij of all the mean first passage times MFPT from the transition
matrix. An entry in the matrixMij represents the mean time that is necessary to reach the state j starting
from i on an equilibrium time scale. We calculated thematrixMij for theMarkov chain corresponding to
the causal states of the protein 1pgb_AGTwith 200 nodes. As usual the causal state with id 1 correspond
to the folded state (namely the most populated state) therefore the first row of the matrixMi→1 provides
theMFPTs from any starting causal state to the folded state. As it was shown in section 2.7.6 we consider
the MFPT to the folded state as a sort of reaction coordinate. In figure 3.14 we show a uni-dimensional
free energy profile in which the reaction coordinate is the MFPT to the folded state. This coordinate
corresponds to the first row of the matrix M of the MFPTs, namely Mj→1 for all the js. The values in
the y axes of figure 3.14 are ∆G stability values of the causal grouped mesostates, extrapolated from
the main diagonal of the MFPT matrix. The main diagonal of the M matrix gives the mean revisiting
timesMi→i of the mesostates. These times satisfy to the the relationMi→i ∼ t0 e∆Gi/kBT where t0 is a
reconfiguration time scale and ∆Gi is the mean free energy difference between the mesostate i and all
the others. The revisiting times are equilibrium extrapolations thus, they are direct consequence of the
overall stability of the mesostates. Interestingly the about 1 kcal/mol barrier from the main unfolded
state to the folded state is consistent with that found from the FPT calculations.
To investigate the equilibrium connectivity of the causal mesostates through the analysis of the Mij
matrix we reorder its indexes in such away that the low indexes (from 1) are thosemesostates possessing
low MFPT to the folded state while large indexes have larger values of MFPT to the folded state. We
call the reordered matrix M∗ so that the first row satisfies to the inequalities M∗1→1 6 M∗2→1 6 · · · 6
M∗200→1. The matrix is shown in figure 3.15 and its band structure provide useful informations on the
folding mechanisms. First: the folded state is layered from index 1 to about 50 which essentially means
that there are many gateways to access the folded state and that there is an overall folding free energy
barrier separating what is unfolded from what folded is. That confirms what the FPT analysis already
suggested, namely that macroscopically this protein is a two state folder with an exponential folding
time distribution. Thus no matter where the system is unfolded the mean time to fold is always about
200 ns. Second: a highly fluctuating folded basin makes it easily accessible. A useful comparison is
the same MFPT matrix that was obtained for the GSGS peptide. There the folded state is much less
kinetically layered and more stable. Interestingly the unfolded state is helix rich. Many combinations
of helices structures (helix bundles, α/β, etc.) are rapidly exchanging between them, that is the further
band structure of the MFPT matrix that runs from index 100 to 175. These states correspond to the
basins indicated with H1 and H2 in the network of figure 3.13. Likely the presence of a band structure is
a signature that these two basins are part of bigger macro-basin. The slowest states relaxing to the folded
state are those fiber-like which are essentially non equilibrium states, that is the system visits them once
and never returns there. Thus the picture arising from the current analysis is that although the folding
kinetics can macroscopically be regarded as two state, a folded basin whose stability is about a kBT
increases the number of parallel routes towards the folded states. Thus a lack of stability produces more
productive folding pathways but at the same time increases the diffusion among unfolded basins.
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3.5 Conclusions
What can one learn from toy model proteins? The simplified scheme with which the sequences were
constructed has on one hand reduced the intrinsic frustration of the free energy landscape and made
more fluid-like the dynamics in the configurational space. All the barriers are overall reduced in com-
parison to the natural proteins. This has the consequence that first, the local interactions play a leading
role in shaping the configurational space, and second, the folded state posses a higher kinetic accessi-
bility; third, many other basins are accessible too but folding is still under kinetic control. The system
diffuses in a configurational space in which folding appears not under a thermodynamic control, namely
that the folded state can be easily reached but its stability is not granted. Many of the β rich basins that
were observed for the 1pgb_AGT protein might be potentially dangerous states as they could promote
the β-amyloid aggregation. Interestingly, coarse grained simulations of (poly)peptide aggregation indi-
cate that a minor increase (< 1 kcal/mol) in relative stability of a β-aggregation prone state, can result in
a dramatic acceleration of fibril formation rates [Pellarin et al., 2007].
Experimentally, it has been shown in [Ramirez-Alvarado et al., 2000] that by reducing its stability and
under certain experimental conditions, some variants of B1 Ig-binding domain of protein G form fibrils
with high reproducibility. By controlling the stability of the protein, mutations or variation of the exper-
imental conditions, it was possible to modulate the ability of the protein to form fibrils. For all of the
variants, they found that the key requirement for fibril formation was to choose conditions in which the
population of intermediate states present during the unfolding transition was maximized. Notably they
also suggested in [Ramirez-Alvarado and Regan, 2002] that the overall protein stability is the key deter-
minant for amyloid formation and not the specific location of destabilizing mutations. Consequently on
the basis of the results here presented we suggest that the evolution of protein sequences has been di-
rected towards a double purpose: the optimization of protein function (and stability) on one hand and
the elimination of dangerous intermediate states that would compete with the folded state. Reduced
alphabets of amino acids can be suitable to define elementary folds but they do not encode the sufficient
complexity such that these optimization prescriptions could be evolutionary achieved.
The configurational space is modeled mainly only by local interactions, notably interactions that are
responsible of the secondary structure patterns. Moreover in our toy proteins no explicit hydrophobic
core is present so that the attained folds are characterized by high flexibility and lack of specific tertiary
long range contacts resembling a molten globular structure. It is also interesting to notice how in our
simplified proteins the disorder of the residues responsible for making turn or loop, play a double role:
first they facilitate the folding search acting as mechanical joints to allows the native interactions to be
formed and second they work as entropic stabilizers of the folded state. The explored configurational
space appear modeled by all structural patterns that are compatible with the secondary structure that a
polypeptide 56 residue long can assume. To the broad folded basin not only contribute configurations
with the correct folded topology but also states which posses a folded-like secondary structure pattern.
These states fast inter-convert to the topologically correct folded state by paying a small entropic price.
In the main unfolded state several helical states, including helix bundle, share the same macro-basin
(see figure 3.14) which is separated by an overall 1 kcal/mol free energy barrier from the folded state.
This study provide indications that low complexity amino acid alphabets might be already able to
encode complex protein topologies such as α/β proteins. If further confirms will come from the ex-
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perimental side that would lead to the conclusion that high complexity alphabets are the product of an
evolutionary path biased more in favor of protein function than in protein structure. This conclusion
has been also proposed in the context of designed proteins, such as the Top7 α/β that shows a strong
non-cooperative folding [Watters et al., 2007]. Even in the early works of Finkelstein and Pitsin when the
folding patterns were investigated it was suggested that the limited diversity of folding patterns might
be the result of physical limitation rather than an evolutionary divergence or functional convergence of
proteins [Ptitsyn and Finkelstein, 1980, Finkelstein and Ptitsyn, 1987].
Finally, simplified proteins can be a powerful tool to computationally investigate the folding mech-
anisms of small size proteins (60 residues) by means of molecular dynamics simulations. The fact that
spontaneous folding was observed in our simulations is also a remarkable aspect of this study. To our
record there is no similar study that have showed spontaneous folding in silico for an all-atommodel ex-
cept for Go models that are native-centric. The simplifying strategy here employed resulted in a overall
decrease of the energetic frustration of the system which has led to a smoothed free energy landscape.
Consequently the overall folding rate of the system is made accessible for computational investigations.
Although the folding mechanisms of the simplified proteins might not be directly linked to those of
natural proteins, we nevertheless believe that molecular dynamics simulations of reversible folding for
small size proteins can be an interesting tool for testing folding paradigms.
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We have simplified the sequence of a 56-residue α/β fold (the immunoglobulin-
binding domain of protein G) by replacing it with polyalanine, polythreonine, and
diglycine segments at regions of the sequence that in the folded structure are α-
helical, β-strand, and turns, respectively. Remarkably, multiple folding and unfold-
ing events are observed in a 15-µs molecular dynamics simulation at 330 K. The
most stable state (populated at about 20%) of the simplified-sequence variant of
protein G has the same α/β topology as the wild type but shows the characteris-
tics of a molten globule, i.e., loose contacts among side chains and lack of a specific
hydrophobic core. The unfolded state is heterogeneous and includes a variety of
α/β topologies but also fully α-helical and fully β-sheet structures. Transitions
within the denatured state are very fast, and the molten-globule state is reached
in less than 1 µs by a framework mechanism of folding with multiple pathways.
The simulation results suggest that evolution has enriched the primordial, low-
complexity alphabet of amino acids not only for optimizing protein function (i.e.,
for stabilizing a folded state with specific tertiary interactions) but also to prevent
the accumulation of misfolded states rich in β-sheet structures that are prone to
aggregate.
Keywords: Markov approximation, causal grouping, reduced amino acid alphabet, evolution,
folding pathways, molten globule, implicit solvent, molecular dynamics simulations
Author Summary
Ancient proteins consisted of a small subset
of the 20 types of amino acids present in today’s
proteins. We have simplified the sequence of a
modern protein (having an α/β topology) by
employing only three types of residues to make
it similar to a prebiotic protein. Using atomistic
molecular dynamics simulations we have shown
that it folds rapidly and reversibly to the struc-
ture of the modern protein. The simulations
results indicate that the denatured state of the
putatively primordial protein is very heteroge-
neous as it includes a variety of α/β conforma-
tions but also fully α-helical and fully β-sheet
structures. Moreover, its folded state is fluid,
i.e., resembles a molten globule. We conclude
that evolution has enriched a primordial amino
acid alphabet not only to optimize protein func-
∗corresponding author: caflisch@bioc.uzh.ch
tion but also to reduce the presence of misfolded
conformations potentially prone to induce the
formation of non-functional or even pathologi-
cal aggregates.
I. INTRODUCTION
Proteins fold by a complex transition from
a very broad ensemble of unfolded conforma-
tions to the well-defined native state, which is
the functional structure. The complexity origi-
nates from the many degrees of freedom and the
delicate balance of enthalpic and entropic con-
tributions to the free energy from the polypep-
tide chain and solvent molecules (1–3). Thus,
despite folding involves one single polypeptide
(in aqueous solvent) the folding process is de-
scribed more appropriately as a phase transition
rather than a simple chemical reaction (3; 4).
Evolution has selected sequences for specific
biological functions, which, except for the na-
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tively unfolded proteins, require a thermody-
namically stable folded structure (5). Although
folding efficiency is not under direct evolution-
ary pressure, fast folding (i.e., in the microsec-
ond to second time scale) is necessary for many
biological functions that have to be fine-tuned
in time, such as signal transduction and rapid
adaptation to changes in the environment. Con-
cerning a stable functional state, it has been
suggested that a sufficiently high diversity of
interactions is required for folding to a unique
state with an energy much more favorable than
”decoy” structures (6; 7). Diversity of inter-
actions requires an heterogeneous amino acid
alphabet. Theoretical analysis and computer
simulations have suggested that selection of se-
quences that yield a native conformation with
a pronounced energy minimum, i.e., an energy
gap with respect to other structures, solves the
problem of kinetic accessibility of the native
conformation (8). Furthermore, by a compre-
hensive computational analysis of the folding
cooperativity in several widely used lattice mod-
els, it was observed that the model based on a
20-letter alphabet is the most cooperative while
2- and 3-letter models are much less coopera-
tive (9).
On the experimental side, random libraries of
sequences with only three types of amino acids
(leucine, glutamine, and arginine) have been ex-
pressed in E. coli (10–12). By means of circu-
lar dichroism measurements, only 1% of the se-
quences were shown to fold. These results led
the authors to conclude that the key elements
of protein design is the proper placement of hy-
drophobic residues along the polypeptide chain
to ensure the formation of a well packed hy-
drophobic core. In another experimental study
the sequence of the SH3 domain was simpli-
fied by using only five types of amino acids
(glycine, alanine, isoleucine, lysine and gluta-
mate) (13). The study was conducted using
the phage-display technique to select for native
function. Despite the dramatic change in se-
quence, the folding rates of the simplified ver-
sions of the SH3 protein were very close to the
folding rate of the wild type. Moreover, NMR
analysis provided evidence of a well packed core
consistent with the thermodynamic stability of
the folded state.
It is still very far from routine to simu-
late reversible folding of (even small) proteins
by transferable potentials because of the time
scales involved (microseconds to seconds) as
well as the systematic error of the atomistic
model. Here, we attack the complexity of the
folding process by designing and simulating a
putatively primordial protein, a variant of the
immunoglobulin-binding domain of protein G
with a simplified sequence (termed protein ssG
hereafter). The simplified (i.e., low complexity)
sequence of protein ssG consists of only three
types of residues, glycine, alanine and threo-
nine, which are distributed to preserve the sec-
ondary structure propensity of the wild-type se-
quence. The present study was inspired by the
following questions: What is the folding mech-
anism of a protein with simplified sequence?
Is its folded state topologically equivalent to
the one of the wild type and is it uniquely de-
fined? Is its denatured state heterogeneous, i.e.,
does it contain native and/or non-native sec-
ondary structure elements and topologies? Are
there misfolded states that might promote ag-
gregation? The simulation results indicate that
the protein ssG folds rapidly and reversibly to
the native topology of the wild type but has
a fluid-like folded state devoid of specific hy-
drophobic contacts. Furthermore, the strong
propensity for regular secondary structure for-
mation results in a framework model of folding
with parallel pathways. Notably, the heteroge-
neous unfolded state ensemble of protein ssG
includes fully β-sheet traps, which are likely to
be aggregation-prone.
II. METHODS
A. Reduced amino acid alphabet and simplified
sequence of protein G
A necessary condition for protein-like se-
quences, namely sequences resulting in an en-
ergy gap between folded state and ”decoys”, is
that the effective number of amino acid types
meff is larger than the number of conforma-
tions per residue γ (6). Assuming that a sin-
gle residue can be found in three states of sec-
ondary structure, helix, beta and turn/loop, we
hypothesized that the condition meff > γ might
hold for native topologies mainly defined by sec-
ondary contacts, adopting an extremely simpli-
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fied alphabet of solely three amino acids. In
other words, our Ansatz is that it is sufficient
to choose three amino acids specifically prone
to form the aforementioned secondary structure
to reproduce the starting fold. Thus, to enforce
secondary structure propensity and remove frus-
tration the sequence of protein G was simpli-
fied into only alanines, threonines, and glycines
at segments that in the folded structure are α-
helical (residues 23-37), β-strand (residues 1-9,
12-20, 40-47 and 50-56), and turns, respectively.
Threonine was chosen not only because it is a
moderately β-prone residue but also to coun-
terbalance the hydrophobicity of alanine and
glycine. Moreover, threonine is the most abun-
dant residue in the wild-type sequence and it is
present in 24% of β-strand segments. Table I
shows the sequences of wild-type protein G and
the variant protein ssG. The sequence identity
is only 23% and the 13 identical residues are al-
most uniformly distributed along the 56-residue
sequence except for Thr16-Thr17-Thr18 in the
second strand of the N-terminal β-hairpin.
B. Molecular dynamics simulations
All simulations and most of the analysis of
the trajectories were performed with the pro-
gram CHARMM (14); the rest of the analysis
was done with the program WORDOM (15),
which is particularly efficient in handling large
sets of trajectories. Protein ssG was modeled
by explicitly considering all heavy atoms and
the hydrogen atoms bound to nitrogen or oxy-
gen atoms (PARAM19 force field (16) with the
default cutoff of 7.5 A˚ for the nonbonding in-
teractions). A mean field approximation based
on the solvent accessible surface (SAS) was used
to describe the main effects of the aqueous sol-
vent (17). The weakest approximation in SAS is
the neutralization of charged groups but these
groups are not present in the ssG variant of pro-
tein G which has one polyAla and two polyThr-
Gly-Gly-polyThr segments spanning the central
α-helix and terminal β-hairpins, respectively.
In other words, if one neglects the two termini
there are only four different functional groups in
protein ssG: Secondary amide and methylene in
backbone, and methyl and hydroxyl in the side
chains.
Despite the neglect of collisions with water
molecules (frictional effects) in the simulations
with the implicit solvent model, the relative
rates of folding for different secondary structural
elements are comparable with the values ob-
served experimentally; i.e., helices fold in about
1 ns (18), β-hairpins in about 10 ns (18) and
triple-stranded β-sheets in about 100 ns (19),
while the experimental values are ∼0.1 µs, ∼1
µs and ∼10 µs , respectively (20; 21). A 15-µs
molecular dynamics simulation of protein ssG
was performed at 330 K which is a tempera-
ture at which the unfolded and molten-globule
state are significantly populated (see Results).
The temperature was kept constant by means
of the Berendsen thermostat with time constant
of 5 ps. A time step of 2 fs was used and the
coordinates were saved every 20 ps for a total
of 750000 snapshots. The simulation required
about 18 weeks of a 2.8 Ghz Athlon CPU.
C. Coarse-graining of conformational space
A molecular dynamics trajectory is a long se-
ries of microscopic configurations each of which
is visited only once. For this reason the anal-
ysis of the system needs a preliminary coarse-
graining of the trajectory that allows the group-
ing of similar structures. There are several
meaningful approaches that are known to ef-
ficiently achieve coarse-graining. For a sys-
tem like protein ssG, root mean square devi-
ation (RMSD) clustering and secondary struc-
tural symbolization are reasonable choices (22–
25). In this work both approaches were used for
different type of analysis. For the Cα-RMSD
clustering we adopted the quality-threshold al-
gorithm (26) in the version implemented in the
program WORDOM (15). The choice of a clus-
tering cutoff of 5 A˚ was particularly effective
in capturing the salient structural motifs of the
stable states of the ssG protein due to the high
flexibility of the main chain. The number of
clusters with two or more snapshots are 3124
and include 77% of the total sampling while
the remaining 23% are unassigned structures.
Not all the clusters can be considered statis-
tically significant due to the finite size of the
sampling. The statistical significance can be
evaluated from the distribution of cluster sizes,
namely the number of clusters k(n) with nmem-
bers (the cluster size distribution is shown in
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Suppl. Mat. Fig. 1). The profile of this distri-
bution follows a lognormal dependence, whose
mean value gives the order of magnitude of the
cluster sizes cutoff above which the clusters are
statistically significant, which is & 100.
As an alternative to RMSD clustering,
strings of secondary structure can be employed
to “symbolize” the trajectory of the protein ssG.
According to the DSSP (27) code each residue
can have one of eight symbols - (coil), E (ex-
tended strand in a β ladder), S (bend), T (hy-
drogen bonded turn), B (residue in isolated β-
bridge), G (310 helix), H (α helix), I (pi helix).
Hence each protein conformation is identified by
an octal string (string of secondary structure,
SSS[8]). The maximum number of strings for a
polypeptide chain of 56 amino acid is 854 ∼ 1048,
as the N-terminal and C-terminal residues have
no assigned secondary structure.
D. Markov chain approach, causal grouping and
mean first passage times (MFPT)
From the time series of Cα-RMSD clusters a
one-step transition matrix T(τ) of conditional
probabilities can be estimated by using the re-
lation
Tij(τ) = P
eq
ij (τ)/P
eq
i ' nij(τ)/ni (1)
where the indexes i, j are state labels, P eqi =
ni/M is the equilibrium probability of the state
i (ni snapshots over a total number of M) and
P eqij (τ) = nij(τ)/(M − 1) is the probability flux
for the transition i → j at the lag time τ ,
where nij(τ) is the total number of transitions
i → j. All the quantities are estimated within
the lag time τ of 20 ps, which is the saving time
of the trajectories. To test the Markov prop-
erty of the time series at the lag time τ a non-
Markovian flux was estimated by comparing the
one-step transition matrix Tjk(τ) with the two-
step transition matrix Tijk(τ) for the transition
i→ j → k. The two-step transition matrix is
Tijk(τ) = P
eq
ijk(τ)/P
eq
ij ' nijk(τ)/nij(τ) (2)
where P eqijk(τ) and nijk(τ) are respectively the
probability flux and the total number of transi-
tions i→ j → k. The Markov property is valid
if the identity Tijk(τ) = Tjk(τ) is satisfied for
any i. Using the relation (2) and summing up
over all the two-step transitions one obtains the
total non-Markovian flux
F (τ) = 1−
∑
i→j→k
P eqi Tij(τ)Tjk(τ) (3)
The non-Markovian flux is a probability flux
which reflects the overall error made by assum-
ing the Markov approximation on a time series
at a certain lag time τ . The statistical signif-
icance of the clusters plays an important role
if one is interested to describe a time series
adopting a Markov approximation. A proce-
dure based on the reassignment of the clusters
memberships is employed here to achieve the
Markovianity of the time series: the snapshots
of the low-populated clusters are reassigned to
the statistically significant clusters according to
their causal connectivity along the time series.
This is attained by reprocessing the time series
of clusters to obtain a time series of “causally
grouped mesostates”: when a snapshot of an in-
significant cluster (size < cutoff) is encountered,
it is causally reassigned to the next significant
cluster (size ≥ cutoff ). The cutoff is chosen
such that the resulting time series are Marko-
vian, or more precisely, have a non-Markovian
flux less than 1%. For the present simulation
of protein ssG, 200 causally grouped mesostates
resulted from a cluster size cutoff of 250 snap-
shots (see Figure 2 in Suppl. Mat). The simplic-
ity of the procedure is rooted on the hypothe-
sis that the dynamics of the polypeptide takes
place only between stable states where the sys-
tem can partially diffuse loosing memory of pre-
viously explored states. Remarkably, at the lag
time of 20 ps the overall error of the Markov ap-
proximation is less than 1% for the 200 causally
grouped mesostates, while it is 7.5% if one con-
siders for the transition matrix the 3124 clus-
ters with two or more snapshots (see Figure 2 in
Suppl. Mat). The difference justifies the adop-
tion of the causally grouped mesostates for the
Markov approximation. Thus, once a time se-
ries of causally grouped mesostates is provided,
the transition matrix Tij(τ) can be estimated,
where now the indexes i, j run from 1 to 200.
In order to show that the validity of the
Markov approximation at lag time τ = 20 ps
is good enough for longer time scales extrapola-
tions, transition matrices for longer lag times
(from 20 ps to 20 ns) were estimated from
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the causal grouped time series. The relaxation
times corresponding to the eigenvalues show a
robustness in the values of the slower relaxation
times (see Figure 3 in Supp. Mat.) within
these time ranges. Moreover, the distribution
of the first passage times to the folded states
calculated from MD and using the Markov ap-
proximation compare very well in both shape
and time scales, indicating a substantial equiv-
alence in the kinetics of the original and the
modeled processes (see Figure 4 in Supp. Mat.).
Both these two results suggest that the Markov
approximation adopted for the causal grouped
mesostates at 20 ps of lag time is robust enough
to infer the long time kinetics of the folding pro-
cess.
The equilibrium counterpart of the transition
matrix T(τ) is the matrix of mean first passage
times (MFPT) M whose entries Mij give the
mean hitting time for the transitions between
the mesostates i→ j, averaged over all the pos-
sible connecting pathways. By assuming the er-
godicity of the underlying finite Markov chain
the Mij matrix is given by a system of linear
equations such as
Mij = τ +
∑
k 6=j
Tik(τ)Mkj (4)
Mii =
∑
k
Tik(τ)(Mki + τ)
that are exactly solvable when the number of
states is small (28). Assigning the index 1 to
the folded mesostate, then the first column of
the MFPT matrix (Mi1) gives the mean folding
times from individual mesostates to the folded
one. To facilitate the reading of the M matrix,
the indexes were reordered in such a way that
the low numbers (from 1) are the mesostates
with small folding times, while large numbers
(up to 200) have longer folding times. Thus, the
first row of the M matrix satisfies the inequal-
ities M1 1 6 M2 1 6 · · · 6 M200 1. The indexes
of the reordered MFPT matrix are adopted for
the labeling of the mesostates throughout this
work.
E. Static and dynamic correlations of secondary
structure
The time series of SSS[8] allows the adop-
tion of information theory methods to investi-
gate the underlying structural mechanisms of
folding. For each residue a probability pii(s) can
be defined where i is the residue number and
s is one of the eight secondary structure sym-
bols. Similarly, a pairwise probability piij(ss
′) is
defined between two residues i and j, and sec-
ondary structure s and s′. Both probabilities
are estimated from the time series of SSS[8].
A static correlation between pairs of residues
can be evaluated from the ensemble of visited
strings by calculating a pairwise mutual infor-
mation. In information theory the mutual infor-
mation between two random variable measures
their mutual dependence (29). With the prob-
abilities previously defined the mutual informa-
tion between two residues is defined as
Iij =
1
ln 8
∑
ss′
piij(ss
′) ln
piij(ss
′)
pii(s)pij(s′)
(5)
which is a normalized quantity that is zero when
the residues i and j are totally uncorrelated, and
1 when they are totally correlated.
The static mutual information can be gen-
eralized to obtain a correlation function with
the aim to evaluate the dynamics of formation
of secondary structure. We define a time de-
pendent pairwise probability piij(ss
′, t) that two
residues i, j assume secondary structure ss′ at
the time t. A time dependent mutual informa-
tion is defined as
Iij(t) =
1
ln 8
∑
ss′
piij(ss
′, t) ln
piij(ss
′, t)
pii(s)pij(s′)
(6)
from which the pairwise normalized correlation
function between two residues reads
Cij(t) =
Iij(t)− Iij(∞)
Iij(0)− Iij(∞) (7)
where Iij(∞) and Iij(0) are the equilibrium and
the static values of the mutual information, re-
spectively.
III. RESULTS AND DISCUSSION
All analyses are based on a 15-µs molecular
dynamics simulation of protein ssG at 330 K
started from a fully extended conformation with
the backbone dihedral angles equal to 180 de-
grees. First the 750000 snapshots (saved every
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20 ps) were clustered by Cα RMSD. From the re-
sulting 132006 clusters the causal grouping pro-
cedure generated 200 mesostates (see Methods
section). The most populated mesostate con-
tains 3.5% of the snapshots (Table II) and cor-
responds to the native topology of protein G.
A. Fast folding to a molten globule
Multiple folding and unfolding events are
sampled along the 15-µs trajectory as illustrated
by the time series of Cα root mean square devi-
ation (RMSD) from the X-ray structure (PDB
code 1pgb) and the fraction of native contacts
(Figure 1). Note that the term folding is used
here in a relaxed sense to indicate that the
molten-globule state with native topology has
been reached. In fact, in simulation segments
where the conformation has the native topology,
the Cα RMSD oscillates between 2.5 A˚ and 5 A˚
from the X-ray structure, the radius of gyration
varies between 9 A˚ and 11 A˚, and the fraction
of native contacts between 0.6 and 0.9. These
range of values reflect a fluid-like behavior typi-
cal of a molten globule. Such behavior emerges
also from the structural overlap of the confor-
mations in the most populated mesostate (Fig-
ure 2A). More quantitatively, the average value
of the pairwise Cα RMSD within this mesostate
is 3.5 A˚. Interestingly, within the most popu-
lated mesostate the largest structural variabil-
ity is observed at loops L1, L3, and L4 (Fig-
ure 2A), in agreement with the largest devia-
tions between X-ray structure (30) and NMR
conformers (31; 32).
As a basis of comparison, using the same
temperature, three 1-µs simulations of the
wild-type sequence started from extended got
trapped into compact non-native conformations
with a Cα RMSD from the X-ray structure rang-
ing from 7 to 14 A˚. Note also that in control sim-
ulations started from the folded state the wild-
type protein is structurally stable on a 1-µs time
scale.
B. Heterogeneous denatured state
The network representation of the 200 causal
mesostates (nodes) and their transition ma-
trix (links) illustrates the configuration space
of protein ssG (Figure 3). A semiquantitative
description of the free energy basins emerges
from the thickness of the links and size of
the nodes, which reflect the probabilities of
internode transition and node population, re-
spectively. Moreover, the quality-threshold al-
gorithm is used to partition the network into
basins, which are emphasized by different color
in Figure 3. Note that the network of causal
mesostates is more informative than the orig-
inal conformational space network (22), which
depicted only the dynamic connectivity but did
not show quantitative information on kinetics.
The basin of the folded mesostate includes also
other mesostates with the secondary structure
of protein G, and has a population of 21.7%
(red basin in Figure 3). Although its most popu-
lated mesostate has the correct protein G topol-
ogy, it contains other mesostates with one hair-
pin flipped (mesostate 35 in Figure 3). These
mesostates with slightly different topology in-
terconvert very rapidly within the most popu-
lated basin. The mesostates in the folded basin
are stabilized mainly by enthalpy (Table II). In
particular, the most populated mesostate has an
average effective energy 12.4 kcal/mol more fa-
vorable than the effective energy averaged over
the entire trajectory. The most populated basin
is in fast exchange with a basin (of statistical
weight of 6.3%) that contains mesostates having
both hairpins flipped with respect to the native
topology of protein G (mesostate 49 and green
basin in Figure 3).
The unfolded state is heterogeneous and is
made up of mesostates with different relative
amount of α-helical and β-sheet content. The
three-helix bundle mesostates 133 and 147 (gray
in Figure 3) connect two unfolded basins with a
mixture of α-helical and β-sheet content. One of
these two basins has statistical weight of 10.3%
(cyan in Figure 3) and includes conformations
with a three-stranded β-sheet packed against a
long helix (mesostate 164), while the other has a
weight of 13.1% (violet in Figure 3) and includes
mesostates with two long helices and a short β-
hairpin (mesostate 119). Notably, at the border
of the network there are several mesostates with
a very high β-sheet content (e.g., mesostates 66,
91, 198, and 200). They can be considered off-
pathway traps because the main folding tran-
sitions connect the unfolded basins consisting
of conformations with mixed secondary struc-
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ture content to the folded basin (see next sub-
section).
C. Folding mechanisms I
The distribution of the first passage times to
reach the folded mesostate, calculated on the
time series of 200 causally grouped mesostate,
is a single exponential curve with a mean fold-
ing time of 163 ns (see Figure 4 in Suppl. Mat.).
This apparent simplicity is in striking contrast
with the complexity of the transition-matrix
network (Figure 3). As explained in the Meth-
ods section the equilibrium extrapolation of the
Markov chain is the matrix of MFPT values,
which gives the equilibrium transition time be-
tween pairs of states. The graphical rendering
of the MFPT matrix shows in a compact way
the kinetic distance between all pairs of causal
mesostates (Figure 4). The band structure of
the MFPT matrix provides useful informations
on the folding mechanism of the ssG protein.
The horizontal bands are due to the fact that
the MFPT matrix is a directed matrix, so that
the mean time to go from a mesostate i to j
is different than for the inverse transition, be-
cause different are in general the corresponding
pathways. The bands give the overall kinetic ac-
cessibility of individual mesostates. There are
four rather distinct kinetic regions of the con-
formation space. Mesostates 1-60 rapidly ex-
change with the folded mesostate and can be ac-
cessed from all other mesostates within 100-300
ns. Mesostates 61-104 are transient and most
of them separate the folded region from the un-
folded basins. In the region 105-175 are located
most of the unfolded basins (α/β and only α
structures), while the fourth region, mesostates
176-200, includes the kinetic traps with high β-
sheet content.
D. Folding mechanisms II
The secondary structure formation is ana-
lyzed by means of pairwise correlations whose
calculation is based on the mutual information
between pairs of residues (see Methods). Both
static and dynamic correlations are calculated
for all residue pairs. The static correlation is
evaluated by calculating the normalized mutual
information between pairs of residues on the en-
semble of non redundant strings of secondary
structure observed in the simulation of ssG pro-
tein (Figure 5). The modular pattern of the
matrix suggests that the interactions responsi-
ble for the secondary structure formation are
present mainly between the homopolymer seg-
ments of the protein. The highest correlations
is observed for the local secondary structure,
in particular the residues involved in the α-
helix and the two native β-hairpins (correlation
& 20%). Long range correlations define all pos-
sible tertiary topologies corresponding to a four-
stranded β-sheet packed on a helix. These cor-
relations are weaker than the local ones. Their
averaged values are ∼4% for S1S4, ∼ 3% for
both S1S3/S2S4 and ∼ 1% for S2S3. Notice
that the S1S4 correlation corresponds to the β-
strand arrangement as in the correct protein G
topology. The long range correlations S2-H and
H-S3 are weaker than those mentioned above,
and give rise to a long helix involving residues
Thr12-Ala37 or Ala23-Thr47, respectively. Over-
all, the static correlations indicate that there is
a propensity of protein ssG to assume the very
same secondary structure of protein G.
Dynamic correlations provide a mechanistic
view on what are the sequential events taking
place in secondary structure formation. The
correlations are evaluated by calculating the
mutual information between pairs of residues as
a function of time and then averaging within the
defined fragments (see Methods). The times at
which the dynamic correlation reaches a value of
0.5 for the α-helix and the C-terminal β-hairpin
S3S4 are similar (about 5 ns), while those for
the N-terminal β-hairpin S1S2 and the paral-
lel arrangement of S1S4 are about 10 ns and
15 ns, respectively (Figure 6). All other com-
binations of β-strands, which yield non-native
topologies, have slower correlations time, sug-
gesting a sequence of events for folding which
is compatible with a diffusion-collision mecha-
nism (33; 34). According to such mechanism
individual elements of secondary structure (the
α-helix, S1S2, or S3S4) can form independently
from each other. Interactions among segments
that are distant along the sequence, (e.g., native
S1S4, and non-native S1S3 or S2S4) promote
the formation of a complex tertiary structure
by coalescence.
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IV. CONCLUSIONS
To investigate a putatively primordial pro-
tein we have dramatically simplified the se-
quence of protein G using only three types
of residues: Glycine, alanine, and threo-
nine. Molecular dynamics simulations of the
simplified-sequence variant of protein G (termed
ssG) provide strong evidence that a heteropoly-
mer with a limited assortment of monomer
types is able to adopt a complex topology. In
fact, reversible folding to the wild-type native
topology has been achieved in this work by us-
ing a force field-based (i.e., transferable) poten-
tial. On the other hand, using the same force
field and simulation protocol the wild-type se-
quence of protein G does not fold on the same
time scale. [Note that structured peptides (α-
helices and β-sheets) fold to the correct confor-
mation with the very same force field and im-
plicit solvent model as documented in previous
simulation studies (18; 19; 25; 35; 36).]
The Markov-chain analysis of the atomistic
simulations of protein ssG was used to investi-
gate the unfolded state and folding mechanism,
which is not possible by conventional experi-
mental techniques. Three main results emerge
from this analysis. First, rapid folding is ob-
served for a simplified-sequence variant of a pro-
tein with α/β topology. Note that this topol-
ogy is more heterogeneous than the all-β topol-
ogy of wild type and simplified variant of pro-
tein SH3 (13). The MFPT prediction from
Markov approximation also indicates that the
lack of diversity of interactions reduces the frus-
tration of the free-energy landscape so that con-
formations with significantly different content of
secondary structure interconvert very rapidly.
The correlation analysis for secondary struc-
ture formation suggests that the molten-globule
state is reached through multiple pathways (37)
and by a diffusion-collision mechanism (frame-
work) (33; 34) which is due to the strong sec-
ondary structure propensity of the helical seg-
ment and the two β-hairpins. In fact, the ini-
tial folding events are the independent forma-
tion of the local elements of secondary struc-
ture. The assembly of regular elements of sec-
ondary structure takes place by coalescence and
is mainly driven by backbone-backbone hydro-
gen bonding. The reduced side chain hetero-
geneity allows the system to explore a large va-
riety of topologies that are compatible with the
secondary structure of protein G.
Second, reduced alphabets of amino acids
seem to be suitable to define globular folds
with abundant secondary structure elements
but they do not encode for the specificity of
tertiary contacts required for a native, i.e., func-
tional, structure. However, low complexity al-
phabets of amino acids have been shown re-
cently to be suitable for molten globular ac-
tive enzymes (38; 39). Furthermore, simplified
sequences of a three-helix bundle fold (protein
GA88) and an α/β fold (protein GB88, which is
the very same domain of protein G used in our
simulations) with 88% sequence identity were
shown to possess different structure and func-
tion (40). Therefore, the information determin-
ing the fold seems to be ”higly concentrated in
a few amino acids” (40), i.e., only 7 of 56, and
very recent results by the same authors indi-
cate only 3 of 56 (41). Our simulation results,
in particular the variety of topologies observed
for protein ssG (which include the folds of both
protein GA88 and GB88), provide the follow-
ing explanation of the experimental findings: It
is likely that both folds are populated by both
GA88 and GB88, but only one fold, the sta-
tistically predominant one, is observed in the
ensemble experiments. Moreover, the relative
statistical weight can be easily shifted towards
a particular fold by changing only a small subset
of the residues.
Third, despite the reduced diversity in the in-
teractions the denatured state is heterogeneous
as it consists of structures with a secondary
structure content ranging from fully α-helical
to fully β-sheet. The latter are kinetic traps
and might promote aggregation. Interestingly,
Langevin dynamics simulations with a coarse-
grained model of an amphipathic polypeptide
indicate that a minor increase (≤ 1 kcal/mol) in
relative stability of a β-aggregation prone state,
can result in a dramatic acceleration of fibril
formation rates (42; 43). On the experimental
side, protein G (more precisely the same domain
of protein G as in the present study) was shown
to form amyloid fibrils under mild denaturation
conditions (44). Furthermore, several double-
mutants with reduced thermodynamic stabil-
ity were observed to aggregate with high repro-
ducibility in the same study. In other words, by
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controlling the stability of the protein, through
mutations or variation of the experimental con-
ditions, it was possible to modulate the abil-
ity to form fibrils. Notably, the key require-
ment for fibril formation was to choose condi-
tions in which the population of intermediate
states present during the unfolding transition
was maximized. Furthermore, by comparing
mutations at different strands of protein G the
same authors have provided evidence that the
overall stability of protein G is the key determi-
nant for amyloid formation and not the specific
location of destabilizing mutations (45).
On the basis of the experimental data on pro-
tein G amyloid-fibril formation and the present
simulation results, we suggest that the enrich-
ment of a primordial (i.e., reduced) alphabet of
residues has been directed by evolution towards
a double purpose: the optimization of protein
function (which in most cases requires a stable
folded structure) and at the same time the elim-
ination of non-native conformations that are
aggregation-prone by means of frustration and
competing interactions. Dramatically reduced
alphabets of amino acids are suitable to define
elementary folds but they do not encode the
sufficient complexity such that both these opti-
mization prescriptions can be achieved by evo-
lution.
We would like to conclude by quoting from
a paper by F. Crick of exactly 40 years
ago (46) (which we discovered while finaliz-
ing this manuscript): ”It certainly seems un-
likely that all the present amino acids were eas-
ily available at the time the code started. Cer-
tainly tryptophan and methionine look like later
additions. Exactly which amino acids were then
common is not yet clear, though most lists would
include glycine, alanine, serine and aspartic
acid.” Without knowing it, the simplified three-
letter alphabet used in the present simulation
study included two of these four residues and
threonine (which is similar to serine). Further-
more, glycine and alanine were first observed
(together with aspartic acid) in the remarkable
experiment of S. Miller (47) on the amino acid
synthesis under primitive conditions.
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Tables
Sequences:
protein G MTYKLILNGKTLKGETTTEAVDAATAEKVFKQYANDNGVDGEWTYDDATKTFTVTE
protein ssG TTTTTTTTTGGTTTTTTTTTGGAAAAAAAAAAAAAAAGGTTTTTTTTGGTTTTTTT
Secondary structure string:
-EEEEEEEESSEEEEEEEE-SSHHHHHHHHHHHHHHH----EEEEETTT-EEEEE-
TABLE I Sequences of proteins G and ssG. The secondary structure string was determined using the X-
ray structure (30). In the DSSP string the letters E, H, S, T, and ”-”, correspond to extended, α-helical,
bend, hydrogen-bonded turn, and unstructured, respectively (48).
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Pi ∆Gi ∆Ei −T∆Si Mi1 α-helix β-sheet
Ranka [%] [kcal/mol] [kcal/mol] [kcal/mol] [ns] [%] [%]
1 3.5 -1.0 -12.4 11.4 1 25 44
49 2.7 -0.9 -4.8 3.9 11 24 41
127 2.5 -0.8 -2.5 1.7 90 64 4
147 2.1 -0.7 3.0 -3.7 95 57 5
133 1.8 -0.6 3.7 -4.3 92 51 9
128 1.8 -0.6 3.9 -4.5 90 53 8
35 1.6 -0.5 -8.8 8.3 9 26 44
186 1.6 -0.5 0.9 -1.4 101 64 3
183 1.6 -0.5 2.9 -3.4 98 53 10
16 1.6 -0.5 -4.8 4.3 4 29 38
119 1.6 -0.5 -7.9 7.4 87 55 13
182 1.5 -0.5 1.6 -2.1 98 67 3
134 1.4 -0.4 4.3 -4.7 92 52 8
153 1.3 -0.4 -0.2 -0.2 96 63 4
125 1.3 -0.4 1.6 -2.0 89 53 10
164 1.2 -0.3 -6.2 5.9 96 42 29
139 1.1 -0.3 6.6 -6.9 94 38 16
123 1.1 -0.3 1.9 -2.2 89 53 10
24 1.0 -0.2 2.2 -2.4 6 35 27
179 1.0 -0.2 0.5 -0.7 97 43 21
174 1.0 -0.2 6.1 -6.3 97 40 15
171 1.0 -0.2 7.3 -7.5 96 39 19
152 1.0 -0.2 6.7 -6.9 96 43 13
138 1.0 -0.2 6.0 -6.2 94 32 24
105 1.0 -0.2 3.3 -3.5 83 47 14
48 0.9 -0.1 -5.9 5.8 11 22 44
4 0.9 -0.1 -10.4 10.3 2 25 37
200 0.9 -0.2 -1.4 1.2 314 0 74
198 0.9 -0.1 -2.7 2.6 201 2 60
172 0.9 -0.1 7.7 -7.8 97 31 22
132 0.9 -0.1 1.2 -1.3 92 31 31
129 0.9 -0.1 2.0 -2.1 90 46 15
121 0.9 -0.1 0.0 -0.1 88 32 32
116 0.9 -0.1 2.9 -3.0 87 51 9
10 0.9 -0.1 -5.9 5.8 3 28 39
91 0.8 -0.1 4.8 -4.9 73 12 45
87 0.8 -0.0 1.8 -1.8 68 31 30
75 0.8 -0.1 8.4 -8.5 38 34 20
21 0.8 -0.1 1.9 -2.0 5 28 31
184 0.8 -0.0 0.6 -0.6 99 41 23
161 0.8 -0.1 -1.0 0.9 96 27 37
76 0.7 -0.0 4.7 -4.7 43 32 21
47 0.7 0.0 -0.5 0.5 11 25 38
29 0.7 0.0 -0.6 0.6 7 32 28
162 0.7 0.1 -6.5 6.6 96 43 26
151 0.7 0.0 3.7 -3.7 96 39 20
137 0.7 0.0 0.6 -0.6 93 26 34
124 0.7 0.1 -1.6 1.7 89 59 7
118 0.7 0.1 0.4 -0.3 87 47 16
113 0.7 0.0 7.9 -7.9 87 39 13
TABLE II The 50 most populated causally grouped mesostates. aThe rank originates from sorting the
200 mesostates according to the folding timesMi1 calculated by the equilibrium evolutions of the Markov
chain. Structures in mesostates with rank in boldface are shown in Figures 3 and 4. Average effective
energy (sum of force field and SAS solvation energy) relative to the whole simulation ∆Ei = 〈Ei〉− 〈E〉,
where the 〈Ei〉 and 〈E〉 values are calculated over the snapshots in the causally grouped mesostate i and
the whole trajectory, respectively. Note that, in any force field, the absolute value of the effective energy
is arbitrary and only ∆E values relative to a reference state are meaningful. The free energy differences
are calculated by the relation ∆Gi = −kBT
∑
j Pj ln(Pi/Pj). Consequently, the entropy contribution to
the free energy difference −T∆Si is calculated using the relation −T∆Si = ∆Gi −∆Ei.
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Figures
FIG. 1 Rapid and reversible folding of protein ssG. Folding events along the time series are emphasized
by pink vertical stripes. (A) Time series of the Cα RMSD from the X-ray structure (PDB code 1pgb).
The two N-terminal and two C-terminal residues were excluded from the RMSD calculation. (B) Time
series of the fraction of native contacts in the backbone. The native contacts were defined using the
X-ray structure and considering the heavy atoms in the backbone for residues that are ≥ 3 distant along
the sequence. A contact exists when the distance is smaller than 7 A˚, which yields 422 native contacts
in the X-ray structure. (C) Time series of the radius of gyration with the blue line corresponding to the
native radius of gyration of protein G (Rgyr = 10.2 A˚). The mean first passage time to reach the folded
mesostates, calculated on the time series, is 163± 157 ns (see Figure 4 in Suppl. Mat).
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FIG. 2 Comparison of the molten-globule state extracted from the simulations of protein ssG (A) and
the X-ray structure of protein G (B). The N-terminal β-hairpin, central α-helix, and C-terminal β-
hairpin are in green, red, and blue, respectively. The tube-like rendering in (A) was generated using 100
snapshots from the most populated mesostate. Note that the topology of protein ssG is the same as the
one of the wild-type protein but the lack of long side chains and specific contacts in the former results
in a flatter β-sheet and a slightly different orientation of the α-helix with respect to the β-sheet.
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FIG. 3 The network representation of the transition matrix. The tube-like rendering of representative
conformations was generated as in Figure 2A. The nodes are the 200 mesostates determined by causal
grouping while the links are the transition probabilities Tij extracted from the trajectory. The size of
the nodes is proportional to their population, while the size of the links reflects the probability value in
the transition matrix with a lag time of 20 ps. The position of the nodes in the network was determined
by the spring-embedder visualization algorithm of the program Tulip (49), which takes into account the
values of the transition matrix to optimize the node positioning in the plane. The color of the nodes is
assigned according to basin’s membership, which is determined by clustering the transition matrix of the
200 mesostates using the quality-threshold algorithm with a cutoff of Tij > 0.0001. Color assignment
begins from the node that has the largest number of neighbors with link value, i.e., transition probability,
above the cutoff. With this procedure, 52 basins were identified and the most populated includes the
folded mesostate. Of these 52 basins, 28 and 9 consist of only 1 and 2 mesostates, respectively (gray
nodes). Yet, the total weight in 1-mesostate and 2-mesostate basins is only 18% and 9%, respectively.
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FIG. 4 Folding kinetics illustrated by the reordered MFPT matrix Mij of the 200 causally grouped
mesostates. An element of the matrix is the MFPT for the i → j transition at equilibrium. Note that
the matrix is not symmetric because each entry is an MFPT value and not a flux. The latter is the
MFPT value multiplied by the equilibrium probability and would yield a symmetric matrix. Horizontal
rows are equilibrium transitions from all the mesostates i (x axis) to a specific j (y axis). The indices (i,j)
are ordered from 1 (fastest relaxation to the most populated mesostate, which belongs to the molten-
globule state with native topology) to 200 (slowest relaxation). The green-yellow band in the bottom
indicates that the native-like molten-globule state can be reached rapidly from all other mesostates. The
conformations with high β-sheet content are kinetically most distant from the most populated mesostate.
The mesostates with helical bundles and/or mixed α and β content interconvert rapidly.
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FIG. 5 Matrix of the static correlation of secondary structure Iij (Eq. 5). The modular pattern suggests
that the interactions responsible for secondary structure formation are present between the homopolymer
segments of the protein ssG. The cartoons are shown to illustrate the secondary structure elements having
the highest correlations. Abbreviations: H=Ala23-Ala37 for the poly-Ala and S1=Thr1-Thr9, S2=Thr12-
Thr20, S3=Thr40-Thr47, and S4=Thr50-Thr56 for the poly-Thr.
138
How does a simplified-sequence protein fold?
(Submitted manuscript)
19
FIG. 6 Dynamic correlation between secondary structure elements Cij (Eq. 7). Native and non-native
elements of secondary structure are in black and red, respectively. Different time scales for secondary
structure formation suggest a folding mechanism compatible with the framework model. The curve
H represents the autocorrelation within the poly-Ala α-helix, while S1S2 (N-terminal β-hairpin), S3S4
(C-terminal β-hairpin), S1S4 (N/C-terminal two-stranded parallel β-sheet), as well as the non-native
arrangements S1S3, S2S4, and S2S3 reflect the association of poly-Thr β-strands.
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I. CLUSTERING
FIG. 1 Statistical significance of the clusters. The 5A˚ cutoff in Cα-RMSD and the quality-threshold
algorithm used for clustering yielded 23% of unassigned conformers. A total of 3124 clusters were found
with size ≥ 2. The distribution follows a lognormal profile. On the right tail for n & 100 are the
statistically significant clusters.
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II. TESTS OF MARKOVIANITY
FIG. 2 Causal grouping of clusters. The causal grouped procedure, as explained in the main text of this
paper, causally reassigns the conformers of the clusters whose size is less than a cutoff, to the clusters
with size greater than the cutoff. The black curve in figure shows the values of the non-Markov flux
on the new time series obtained with the causal grouping at a certain value of the cutoff. The curve
has a sigmoidal shape with a midpoint corresponding to cluster size ∼ 70 a flux 0.04. For cluster size
≥ 250 (rectangular box) the non-Markov flux is less than 0.01, which means that only about the 1% of
the pathways in the new causal grouped time series are affected by long memory effects. There are 211
mesostates corresponding to a cluster size of 250.
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FIG. 3 Relaxation times of the decaying modes from the 200 causally-grouped mesostates. The slowest
relaxations (i.e., indices 2-30) are robust with respect to changes in the lag time up to 20 ns. Note that
a lag time of 20 ps was used for the Markov state model in the main text. To obtain the relaxation
times from the transition matrices we calculated the reciprocal of the eigenvalues for the rate matrices
K(τ) = 1−T(τ), where 1 is the identity matrix.
FIG. 4 Distribution of first passage time to the folded mesostate extracted directly from the MD tra-
jectory, i.e., from the time series of causally grouped mesostates (black), and calculated by the Markov
state model with a lag time of 20 ps (red). The solid line is a single exponential fit of the MD data.
Note that folding is only slightly faster with the Markov state model than in the MD trajectory.
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The assumption that similar structures have similar folding probabilities spfoldd leads naturally to a
procedure to evaluate pfold for every snapshot saved along an equilibrium folding-unfolding
trajectory of a structured peptide or protein. The procedure utilizes a structurally homogeneous
clustering and does not require any additional simulation. It can be used to detect multiple folding
pathways as shown for a three-stranded antiparallel b-sheet peptide investigated by implicit solvent
molecular dynamics simulations. © 2005 American Institute of Physics. fDOI: 10.1063/1.1893753g
I. INTRODUCTION
The folding probability pfold of a protein conformation
saved along a Monte Carlo or molecular dynamics sMDd
trajectory is the probability to fold before unfolding.
1
It is a
useful measure of kinetic distance from the folded, i.e., func-
tional state, and can be used to validate transition state en-
semble sTSEd structures, which should have pfold<0.5. Such
validation consists of starting a large number of trajectories
from putative TSE structures with varying initial distribution
of velocities and counting the number of those that fold
within a “commitment” time which has to be chosen much
longer than the shortest time scales of conformational fluc-
tuations and much shorter than the average folding time.
2
The concept of pfold calculation originates from a method for
determining transmission coefficients, starting from a known
transition state
3
and the identification of simpler transition
states in protein dynamics se.g., tyrosine ring flipsd.
4
The
approach has been used to identify the otherwise very elusive
folding TSE by atomistic Monte Carlo off-lattice simulations
of small proteins with a Go¯ potential,
2,5
as well as implicit
solvent MD sRefs. 6 and 7d and Monte Carlo
8
simulations
with a physicochemical based potential. The number of trial
simulations needed for the reliable evaluation of pfold makes
the estimation of the folding probability computationally
very expensive. For this reason, here we propose a method to
estimate folding probabilities for all structures visited in an
equilibrium folding-unfolding trajectory without any addi-
tional simulation.
II. METHODS
A. Molecular dynamics simulations
Beta3s is a designed 20-residue sequence whose solution
conformation has been investigated by NMR spectroscopy.
9
The NMR data indicate that beta3s in aqueous solution forms
a monomeric sup to more than 1 mM concentrationd triple-
stranded antiparallel b sheet, in equilibrium with the dena-
tured state.
9
We have previously shown that in implicit
solvent
10
molecular dynamics simulations beta3s folds re-
versibly to the NMR solution conformation, irrespective of
the starting structure.
11
Recently, four molecular dynamics
simulations of beta3s were performed at 330 K for a total
simulation time of 12.6 ms.
12
There are 72 folding events
and 73 unfolding events and the average time required to go
from the denatured state to the folded conformation is 83 ns.
The 12.6 ms of simulation length is about two orders of mag-
nitude longer than the average folding or unfolding time,
which are similar because at 330 K the native and denatured
states are almost equally populated.
12
For the pfold analysis
the first 0.65 ms of each of the four simulations were ne-
glected so that along the 10 ms of simulations there are a
total of 500 000 snapshots because coordinates were saved
every 20 ps.
The simulations were performed with the program
CHARMM.
13
Beta3s was modeled by explicitly considering all
heavy atoms and the hydrogen atoms bound to nitrogen or
oxygen atoms sPARAM19 force field
13
d. A mean field ap-
proximation based on the solvent accessible surface was used
to describe the main effects of the aqueous solvent on the
solute.
10
The two surface-tension-like parameters of the sol-
vation model were optimized without using beta3s. The same
force field and implicit solvent model have been used re-
cently in molecular dynamics simulations of the early steps
of ordered aggregation,
14
and folding of structured
peptides,
10,11
as well as small proteins of about 60 residues.
15
Despite the absence of collisions with water molecules, in
the simulations with implicit solvent the separation of time
scales is comparable with that observed experimentally. He-
lices fold in about 1 ns,
16
b hairpins in about 10 ns,
16
and
triple-stranded b sheets in about 100 ns,
12
while the experi-
mental values are ,0.1 ms,
17
,1 ms,
17
and ,10 ms,
9
re-
spectively.
B. Clusterization
The 500 000 conformations obtained from the simula-
tions of beta3s ssee aboved were clustered by the leader
algorithm.
18
Briefly, the first structure defines the first cluster
and each subsequent structure is compared with the set of
clusters found so far until the first similar structure is found.
If the structural deviation ssee belowd from the first confor-
mation of all of the known clusters exceeds a given thresh-
ad
Author to whom correspondence should be addressed. FAX: 141 44 635
68 62. Electronic mail: caflisch@bioc.unizh.ch
THE JOURNAL OF CHEMICAL PHYSICS 122, 184901 s2005d
0021-9606/2005/122~18!/184901/5/$22.50 © 2005 American Institute of Physics122, 184901-1
145
old, a new cluster is defined. The leader algorithm is very
fast even when analyzing large sets of structures such as in
the present work. The results presented here were obtained
with a structural comparison based on the distance root mean
square sDRMSd deviation considering all distances involving
Ca and/or Cb atoms and a cutoff of 1.2 Å. This yielded
78 183 clusters. The DRMS and root mean square deviation
of atomic coordinates supon optimal superpositiond have
been shown to be highly correlated.
2
The DRMS cutoff of
1.2 Å was chosen on the basis of the distribution of the
pairwise DRMS values in a subsample of the wild-type tra-
jectories. The distribution shows two main peaks that origi-
nate from intracluster and intercluster distances, respectively
sdata not shownd. The cutoff is located at the minimum be-
tween the two peaks. The main findings of this work are
valid also for clusterization based on secondary structure
similarity.
7,19
C. Folding probability
For the computation of pfold a criterion sFd is needed to
determine when the system reaches the folded state. Given a
clusterization of the structures, a natural choice for F is the
visit of the most populated cluster which for structured pep-
tides and proteins is not degenerate sother criteria are also
possible, e.g., fraction of native contacts Q larger than a
given thresholdd. Given F and a commitment time stcommitd,
the folding probability pfoldsid of a MD snapshot i is com-
puted as
1,2
pfoldsid =
n fsid
ntsid
, s1d
where n fsid and ntsid are the number of trials started from
snapshot i which reach within a time tcommit the folded state
and the total number of trials, respectively.
Every simulation started from snapshot i can be consid-
ered as a Bernoulli trial of a random variable u with value 1
sfolding within tcommitd or 0 sno folding within tcommitd. The
variable u has average and variance on the average of the
form
kul = pfold =
1
nt
o
i=1
nt
ui,
s2d
skul
2 =
1
nt
pfolds1 − pfoldd ,
where nt is the total number of trials and the accuracy on the
pfold value increases with nt.
In Fig. 1 the distribution of the first passage time sfptd to
the folded state is shown. The double peak shape of the
distribution provides evidence for the different time scales
between intrabasin and interbasin transitions. A value of 5 ns
is chosen for tcommit because events with smaller time scales
correspond to the diffusion within the native free-energy ba-
sin, while events with larger time scales are transitions from
other basins to the native one, i.e., folding/unfolding
events.
12
III. FOLDING PROBABILITY FROM EQUILIBRIUM
TRAJECTORIES
The basic assumption of the present work is that confor-
mations that are structurally similar have the same kinetic
behavior, hence they have similar values of pfold. Note that
the opposite is not necessarily true as explained in Sec. IV
for the TSE and the denatured state. To exploit this assump-
tion, snapshots saved along a trajectory are grouped in struc-
turally similar clusters.
20
Then the tcommit segment of MD
trajectory following each snapshot is analyzed to check if the
folding condition F is met si.e., the snapshot “folds”d. For
each cluster, the ratio between the snapshots which lead to
folding and the total number of snapshots in the cluster is
defined as the cluster −pfold sP f
C; throughout the text upper-
case P and lowercase p refer to folding probability for clus-
ters and individual snapshots, respectivelyd. This value is an
approximation of the pfold of any single structure in the clus-
ter which is valid if the cluster consists of structurally similar
conformations. In other words, the occurrence of the folding
event for the snapshots of a given cluster can be considered
as a Bernoulli trial of a random variable u. The average of u
and variance on the average for the set of snapshots belong-
ing to a given cluster a can be written as
P f
Cfag = kul =
1
W
o
i=1
W
ui, i[ a ,
s3d
skul
2 =
1
W
P f
Cs1 − P f
Cd ,
where W is the number of snapshots in cluster a. P f
C is the
average folding probability over a set of structurally homo-
geneous conformations. Using the clustering and the folding
criterion F introduced above, values of P f
C for the 78 183
clusters can be computed by Eq. s3d, i.e., the number of
conformations of the cluster that fold within 5 ns divided by
the total number of conformations belonging to the cluster.
In this paper we provide evidence that the basic assump-
tion mentioned above, that is, similar conformations have
similar folding probabilities, holds in the case of beta3s, a
three-stranded antiparallel b-sheet peptide investigated by
MD.
12
Moreover, we show that the computationally expen-
sive
FIG. 1. Probability distribution for the first passage time sfptd to the most
populated cluster sfolded stated of the DRMS 1.2 Å clusterization.
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P ffag =
1
W
o
i=1
W
pfoldsid, i[ a , s4d
which is measured by starting several simulations from each
snapshot i in the cluster a with W snapshots, is well approxi-
mated by P f
C whose evaluation is straightforward.
To test the assumption that similar structures have simi-
lar pfold and to compare the values of P f
C with those obtained
from the standard approach,
1
folding probabilities P f were
computed for the structures of 37 clusters by starting several
5 ns MD runs from each structure and counting those that
fold fEqs. s1d and s4dg. The 37 clusters chosen among the
78 183 include both high- and low-populated clusters with
P f
C values evenly distributed in the range between 0 and 1
ssee Table Id. In the case of large clusters a subset of snap-
shots is considered for the computation of P f. In those cases
W is replaced in Eq. s4d by Wsample,W that is the number of
snapshots involved in the calculation.
The standard deviation of pfold in a cluster is computed
as
spfold
= Îk„pfoldsid − P ffag…2li[a. s5d
In the case of full kinetic inhomogeneity, i.e., random group-
ing of snapshots, the pfold value for all snapshots in a given
cluster will be equal to 0 or 1, indicating the coexistence sin
the same clusterd of structures that either exclusively fold or
unfold. In this case spfold
reflects the Bernoulli distribution.
19
Figure 2sad shows that, even when only nt=10 runs per snap-
shot are used to compute pfold, spfold
values are not compat-
ible with those of a Bernoulli distribution. Moreover the val-
ues of the standard deviation decrease when the number of
trials nt increases, as reported in Fig. 2sbd for two sample
clusters. The asymptotic value of spfold
snt→`d for these two
data sets is of 0.05 and 0.2. This value cannot reach zero
because snapshots in a cluster are similar but not identical.
These results suggest that snapshots inside the same cluster
are kinetically homogeneous and a statistical description of
pfold can be adopted, that is, folding probabilities are com-
puted as cluster averages sinstead of single snapshotsd by
means of P f and P f
C.
We still have to verify that P f
C indeed approximates the
computationally expensive P f. Namely, for the 37 clusters
mentioned above a correlation of 0.89 between P f
C and P f is
found with a slope of 0.86 ssee Fig. 3sad and Table Id, indi-
cating that the procedure is able to estimate folding prob-
abilities for clusters on the folding-transition barrier sP f
,0.5d as well as in the folding sP f,1.0d or unfolding sP f
,0.0d regions. The error bars for P f
C in Fig. 3sad are derived
from the definition of variance given in Eq. s3d. In the same
spirit of Eq. s3d the folding probability P f and its variance
are written as
P f = kul =
1
N
o
i=1
N
ui,
s6d
skul
2 =
1
N
P fs1 − P fd ,
where N=ont is the total number of runs and u is equal to 1
or 0, if the run folded or unfolded, respectively. Note that the
same number of runs nt has been used for every snapshot of
a cluster. The large vertical error bars in Fig. 3sad correspond
to clusters with less than ten snapshots. The largest devia-
tions between P f and P f
C are around the 0.5 region. This is
due to the limited number of crossings of the folding barrier
observed in the MD simulation fFig. 3sbd, around 70 events
of folding
12
g. Improvements in the accuracy for the estima-
tion of P f are achieved as the number of folding events, i.e.,
the simulation time, increases fFigs. 3scd–3sedg.
The two main results of this study, i.e., the kinetic ho-
mogeneity of the clusters and the validity of P f
C as an ap-
TABLE I. DRMS clusters used for the calculation of P f.
Cluster P f
C a P f
b
spfold
c
N
d
W
e
Wsample
f
1 0.00 0.03 0.04 150 144 15
2 0.11 0.05 0.06 150 449 15
3 0.06 0.05 0.07 120 36 12
4 0.08 0.07 0.08 140 555 14
5 0.10 0.08 0.06 100 10 10
6 0.13 0.12 0.18 160 911 16
7 0.25 0.16 0.07 80 4 4
8 0.23 0.20 0.31 150 141 15
9 0.21 0.22 0.15 140 178 14
10 0.12 0.23 0.20 120 48 12
11 0.57 0.25 0.14 140 14 14
12 0.05 0.27 0.19 100 19 10
13 0.23 0.29 0.38 140 391 14
14 0.08 0.30 0.15 120 12 12
15 0.72 0.35 0.23 130 129 13
16 0.19 0.38 0.18 130 26 13
17 0.38 0.44 0.39 160 16 16
18 0.38 0.51 0.28 160 16 16
19 0.65 0.60 0.29 100 20 10
20 0.57 0.61 0.35 70 7 7
21 0.48 0.63 0.32 140 27 14
22 0.74 0.65 0.40 140 539 14
23 0.68 0.66 0.18 140 28 14
24 0.38 0.71 0.24 130 13 13
25 0.50 0.72 0.20 100 2 2
26 0.82 0.76 0.31 170 17 17
27 0.50 0.78 0.14 120 12 12
28 0.78 0.78 0.22 180 18 18
29 0.70 0.79 0.19 130 189 13
30 0.77 0.79 0.17 150 30 15
31 0.85 0.81 0.11 130 13 13
32 0.91 0.83 0.20 140 401 14
33 0.90 0.85 0.27 100 20 10
34 0.85 0.85 0.10 120 48 12
35 0.94 0.88 0.13 170 1990 17
36 0.71 0.94 0.07 70 7 7
37 0.95 0.95 0.06 150 855 15
a
Cluster −pfold fP f
C, Eq. s3dg.
b
Traditional, i. e., computationally expensive P f value fEq. s4dg.
c
Standard deviation of pfold in a cluster fEq. s5dg.
d
Total number of trials used to evaluate P f. For every structure nt=10 trials
were performed sN=nt Wsampled except for clusters 7 and 25 for which 20
and 50 trials were performed, respectively.
e
Number of snapshots in the cluster.
f
Number of snapshots used to evaluate P f. The Wsample subset was obtained
by selecting structures in a cluster every uW /Wsampleu saved conformations.
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proximation of P f, are robust with respect to the choice of
the clusterization. Similar results can be obtained also with
different flavors of conformation space partitioning, as long
as they group together structurally homogeneous conforma-
tions, e.g., clusterization based on root mean square devia-
tion of atomic coordinates sRMSDd or secondary structure
strings.
19
The latter are appropriate for structured peptides
but not for proteins with irregular secondary structure be-
cause of string degeneracy. Note that partitions based on or-
der parameters slike native contactsd are usually unsatisfac-
tory and not robust. This is mainly due to the fact that
clusters defined in this way are characterized by large struc-
tural heterogeneities.
7
IV. ANALYSIS OF TRANSITION STATE ENSEMBLE
The folding probability of structure i is estimated as
pfoldsid=P f
Cfag for i[a. This approximation allows to plot
the pairwise RMSD distribution of beta3s structures with
pfold.0.51 snative stated, 0.49,pfold,0.51 stransition state
ensemble, TSEd, and pfold,0.49 sdenatured stated fFig. 4sadg.
For the native state, the distribution is peaked around low
values of RMSD s,1.5 Åd indicating that structures with
pfold.0.51 are structurally similar and belong to a nonde-
generate state. The statistical weight of this group of struc-
tures is 49.4% and corresponds to the expected statistics for
the native state because the simulations are performed at the
melting temperature. In the case of TSE, the distribution is
broad because of the coexistence of heterogeneous struc-
tures. This scenario is compatible with the presence of mul-
tiple folding pathways. Beta3s folding was already shown to
involve two main average pathways depending on the se-
quence of formation of the two hairpins.
7,11
Here, a naive
approach based on the number of native contacts
11
is used to
structurally characterize the folding barrier. TSE structures
FIG. 2. Standard deviation spfold
=Îkspfoldsid−P ffagd2li[a of the pfold for the 37 DRMS clusters used in the study. sad spfold as a function of P f compared to
a Bernoulli distribution ssolid lined. Ten trials were performed for each snapshot. The largest values for the standard deviation are located around the 0.5 region
and this is probably due to the Bernoulli process su=0,1d used for the calculation of pfold. sbd spfold dependence on the number of trials used to evaluate pfold.
The dashed curves are fits with a sa /Îxd+b function. The horizontal dashed lines are drawn to help identifying in sad the two clusters used in sbd. scd
Dependence of P f on the number of trials nt for the two clusters used in sbd.
FIG. 3. Cluster folding probability P f
C. sad Scatter plot of P f
C vs P f. The DRMS 1.2 Å clusterization and the folding criterion F sreaching the most populated
cluster within tcommit=5 nsd were used. sbd Probability distribution of the pfold value for the 500 000 snapshots saved along the 10 ms MD trajectory. The
folding probability for snapshot i is computed as pfoldsid=P f
Cfag for i[a. sc–ed Scatter plot of P f
C vs P f for 1.0, 5.0, and 10 ms of simulation time, respectively.
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with number of native contacts of the first hairpin greater
than the ones of the second hairpin are called type I confor-
mations fFig. 4sbdg, otherwise they are called type II fFig.
4scdg. In both cases the transition state is characterized by the
presence of one of the two native hairpins formed while the
rest of the peptide is mainly unstructured. These findings are
also in agreement with the complex network analysis of
beta3s reported in Ref. 7. Finally, the denatured state shows
a broad pairwise RMSD distribution around even larger val-
ues of RMSD s,5.5 Åd, indicating the presence of highly
heterogeneous conformations.
V. CONCLUSIONS
Two main results have emerged from the present study.
First, snapshots grouped in structurally homogeneous clus-
ters are characterized by similar values of pfold. This result
justifies the use of a statistical approach for the study of the
kinetic properties of the structures sampled along a simula-
tion. Second, given a set of structurally homogeneous clus-
ters and a folding criterion, it is possible to obtain a first
approximation of the folding probability for every structure
sampled along an equilibrium folding-unfolding simulation.
Thus, the cluster −pfold is a quantitative measure of the ki-
netic distance from the native state and is computationally
very cheap.
21
Furthermore, it can be used to detect multiple
folding pathways. The accuracy in the identification of the
transition state ensemble improves as the number of folding
events observed in the simulation increases. Recently the
cluster pfold approach has been used to identify the transition
state ensemble of a large set of beta3s mutants sfor a total of
0.65 ms of simulation time
22
d, which would have been im-
possible with traditional methods. As a further application,
the cluster −pfold procedure can be used to validate TSE con-
formations obtained by wide-spread Go¯ models.
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The lack of understanding of amyloid fibril formation at the molecular level
is a major obstacle in devising strategies to interfere with the pathologies
linked to peptide or protein aggregation. In particular, little is known on the
role of intermediates and fibril elongation pathways as well as their
dependence on the intrinsic tendency of a polypeptide chain to self-
assembly by β-sheet formation (β-aggregation propensity). Here, coarse-
grained simulations of an amphipathic polypeptide show that a decrease in
the β-aggregation propensity results in a larger heterogeneity of elongation
pathways, despite the essentially identical structure of the final fibril.
Protofibrillar intermediates that are thinner, shorter and less structured than
the final fibril accumulate along some of these pathways. Moreover, the
templated formation of an additional protofilament on the lateral surface of
a protofibril is sometimes observed as a collective transition. Conversely, for
a polypeptide model with a high β-aggregation propensity, elongation
proceeds without protofibrillar intermediates. Therefore, changes in
intrinsic β-aggregation propensity modulate the relative accessibility of
parallel routes of aggregation.
© 2007 Elsevier Ltd. All rights reserved.
Edited by F. E. Cohen
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molecular dynamics simulations; Alzheimer's disease
The link between protein aggregates and prog-
ressive neurodegenerative pathologies, like Al-
zheimer's, Parkinson's, Huntington's and prion
diseases, exists but is not clear.1,2 Despite the
medical relevance of these devastating diseases,
little is known about the aggregation process itself
and, most importantly, how to safely inhibit the
formation of toxic species. Experimental evidence
indicates that early aggregates, e.g. soluble oligo-
mers and protofibrils, have a critical role in promot-
ing pathological effects in amyloid disorders.3,4 As
an example, the E22G mutation of the Alzheimer's
peptide (Aβ) enhances protofibril formation,5 and
plaque formation is more aggressive than for wild-
type Aβ in transgenic mice.6 Also, mutations of
α-synuclein that are related to early-onset forms of
Parkinson's disease can produce protofibrils ef-
ficiently.7 Yet, the molecular details and the mechan-
isms leading to the toxicity of these prefibrillar
aggregates are only partially understood. In fact, the
transient character of oligomeric precursors hinders
the complete understanding of their formation
process and structural details.
The available experimental evidence in vitro
indicates that the kinetics of fibril formation are
complex and can be often separated into a nuclea-
tion (or lag) phase and an elongation phase,8
followed by the equilibrium between isolated poly-
peptides and the fibrils.9 Multistep kinetics with the
presence of intermediates have also been reported.10
Pathways of fibril formation, fibril morphologies
and stability of protofibrillar intermediates are
influenced strongly by experimental conditions
(e.g. protein concentration, pH and ionic strength),11
and elongation rates can depend on the stability of
aggregation prone folding intermediates.12
Theoretical models have been developed to inves-
tigate the amyloid aggregation mechanism13–15 and
predict the rates16 but strong assumptions like the
irreversible association of polypeptide chains onto
the fibril13,16 are not consistent with the interpreta-
tion of experimental results.9,17 Computer simula-
tions using low-resolution models, which employ a
simplified representation of protein geometry and
energetics, have provided insights into the basic
physical principles underlying protein aggregation
in general,18–20 and ordered amyloid aggregation.21–
28 However, they do not explain the wide range of
aggregation processes emerging from a variety of
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biophysical studies.11,29 Atomistic models have shed
some light on oligomeric aggregates and the very
early steps of fibril formation,30–36 but all-atoms
simulations aimed at reproducing the kinetics and
investigating the pathways of fibril formation are
computationally expensive and difficult to analyze.
Earlier, we developed a phenomenological coarse-
grained model of an amphipathic polypeptide and
used it for exploring the kinetics of nucleation and
the rates of and elongation by Langevin dynamics
simulations.37 To allow for efficient sampling, the
conformational landscape of the isolated monomer
was simplified such that only two states are
considered: the amyloid-competent (β) and the
amyloid-protected (π) states (Figure 1). In the β-
state, the parallel orientation of the two intramole-
cular dipoles favors ordered aggregates with inter-
molecular dipolar interactions parallel with the fibril
axis. Conversely, the π-state represents the ensemble
of all polypeptide conformations that are not
compatible with self-assembly into a fibril. At
physiological temperature the isolated monomer
undergoes a reversible isomerization from the π-
state to the β-state. The energy difference between
these two states can be interpreted as the β-
aggregation propensity of a polypeptide sequence.
For instance when dE=Eπ−Eβ=0.0 kcal/mol, the π
and β states are equally populated, whereas for dE=
−1.5 kcal/mol and −2.5 kcal/mol the π-state is about
15 and 100 times more populated than the β state,
respectively. It was found that despite the essentially
identical structure of the final fibril, ordered aggre-
gation of a polypeptide with a stable β-state follows
a pathway devoid of stable intermediates, while on-
pathway micellar oligomers (with hydrophilic sur-
face and hydrophobic interior) were observed dur-
ing the nucleation phase of a polypeptide with a β-
state that is marginally stable. In other words, high
and low β-prone sequences show significantly
different nucleation processes. These two models
are termedβ-stable andβ-unstable, respectively, and
the passage from one regime to the other was
achieved by varying solely the parameter dE.37 The
focus of our previous study was on the nucleation
phase, while the elongation mechanism and path-
way(s) were not investigated. Here, for each of four
Figure 1. Themodel and aggregation pathways. Left: Sticks and beads representations of themonomer in the amyloid-
competent state β and the amyloid-protected state π. The large spheres are hydrophobic (black) and hydrophilic (gray),
while the two dipoles are shown with small red and blue spheres. The β and π states of the monomer are shown on top of
the two correspondingminima of the free energy, plotted as a function of the dihedral angleϕ of the two dipoles. Note that
the population of monomers in the β-state decreases by lowering the free energy of the π-state, as indicated by the green
and black profiles. For each value of the β-aggregation propensity dE (dE=Eπ−Eβ=−1.5, −2.0, −2.25, −2.5 kcal/mol) 100
Langevin dynamics runs with different initial assignments of the velocities were started from 125 monomers uniformly
distributed in a box with random orientations. All simulations were carried out at a temperature of 310 K and a
concentration of 8.5 mM with the same force-field parameters as those used previously.37 Results discussed in this work
refer mainly to the β-stable (dE=−1.5 kcal/mol) and the β-unstable (dE=−2.5 kcal/mol) models. Right: Observed
aggregation pathways for the β-stable and β-unstable models. The elongation pathways of the latter are more
heterogeneous than those of the former.
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polypeptide models (four values of dE that range
from β-stable to β-unstable) 100 Langevin dynamics
runs were performed to explore the elongation
phase; i.e. the pathway(s) leading from the nucleus
to the final fibril.
The present work was motivated by the following
two questions: what is the influence of the intrinsic β-
aggregation propensity on the mechanism of fibril
elongation? and are there multiple pathways and/or
intermediates? From a detailed analysis of the simula-
tions (started from 125 coarse-grained monomers in a
monodisperse state), a rich scenario of alternative path-
ways, some with prefibrillar intermediates, emerges
only for monomers with a low β-aggregation propen-
sity. The simulation results go beyond the fibril forma-
tion mechanisms suggested on the basis of biophysical
measurements, and have strong implications for the
design of inhibitors of amyloid aggregation.
Terminology
A rigorous terminology for the early aggregates
and intermediates of amyloid self-assembly ob-
served in vitro has been recently summarized.38,39
Because the computer simulations allow for the
detailed investigation of individual oligomers as
well as prefibrillar states and the final fibril, it is
useful and straightforward to define the following
nomenclature: a protofilament is a file of monomers
with intermolecular dipolar interactions parallel
with its axis; a protofibril is a transient structure
that consists of two to three protofilaments with
large unstructured regions; and the final fibril is a
fully ordered aggregate of three to four protofila-
ments. In the model used here, the fibril is stabilized
by intermolecular dipolar interactions within each
protofilament and van der Waals interactions
between hydrophobic beads.37
Aggregation state network
An aggregate consists of monomers whose mutual
minimal distances are less than 6 Å, and it is isolated
using a clustering procedure as described.37 Three
progress variables are used to monitor the aggregation
process: the size of the largest aggregate Nla, the
number of monomers in the β-state within the largest
aggregateNla
β, and the number of protofilaments in the
largest aggregate Nla
pf. Note that the range of Nla is
limited by the size of the simulated system (1≤
Nla≤125). The number of protofilaments within a
single aggregate is calculated by counting the files of
monomers in the β-state with intermolecular dipolar
interactions. Let Nf be the number of such files present
into a given aggregate, and ω1, ⋯, ωNf the number of
monomers in each file (with ωiN10 to reduce noise).
The number of protofilaments in aggregate a, Na
pf, is
thus defined as:
Npfa ¼
PNf
i¼1
Ni
 2
PNf
i¼1
N2i
(1)
This definition prevents counting small isolated
files whose formation is a result of thermal fluctua-
tions, enhancing the signal to noise ratio with
respect to Nf. Two limiting cases are useful to
explain this variable. In the case that all files have the
same size (i.e. ω1=…=ωNf), the protofilament
number Na
pf is equal to the number of files Nf. In
the case where a single ωi predominates (ωi≫ωk for
all k different from i) Na
pf tends to 1. The number of
protofilaments in the largest aggregate Nla
pf is thus
the function Na
pf applied to the largest of all
aggregates present in the simulation volume.
Selected time series of Nla, Nla
β and Nla
pf are reported
in Figure 2.
The aggregation state network (Figure 3) is a graph
in which states and direct transitions observed
during the Langevin dynamics simulations are
displayed as nodes and links, respectively.40 Further-
more, the size of each node reflects the statistical
weight of the corresponding state. In this way,
metastable states and their dynamic connectivity
are illustrated without requiring projections onto
arbitrarily chosen reaction coordinates.41 Micellar
oligomers (white nodes, Nla∼20,Nlapf =0), which are
spherical aggregates whose core consists of the
hydrophobic spheres of the monomers (see inset A
of Figure 3),37 and fibrils (red nodes, Nla∼100,
Nla
pf =4) are the most populated states during the
lag phase and the final equilibrium, respectively.
Strikingly, a greater variety of aggregation mechan-
isms emerges for the β-unstable (Figure 3, bottom)
than the β-stable polypeptide model (Figure 3, top).
In particular, the former shows the presence of
intermediates, i.e. protofibrils consisting of only two
(green nodes) or three (blue nodes) protofilaments.
Moreover, the aggregation state network qualita-
tively illustrates that the protofibrils are metastable
and it displays broad transition regions between the
two-protofilament state and the three-protofilament
state, as well as between the latter and the final fibril.
Templated protofilament assembly
Previously, the elongation rate was found to
increase according to the population of the amy-
loid-competent state,37 but the underlying mechan-
ism of elongation was not investigated. Using the
Markov chain formalism (see the Supplementary
Data) it is possible to estimate the rate of association
of a monomer to a fibril followed by the isomeriza-
tion from the amyloid-protected state to the amy-
loid-competent state (kfibril). An alternative process is
the monomer isomerization in the solvent followed
by association (ksolvent). In their analytical model of
fibril elongation, Massi and Straub have illustrated
these two pathways as the route of monomer
association to the fibril followed by isomerization
(deposition and reorganization in Figure 4 of Massi
& Straub14) and the route of direct association (direct
deposition in Figure 5 of Massi & Straub14). The
former pathway corresponds to the dock-lock
mechanism.42–44 Hence, the ratio kfibril/ksolvent mea-
sures the efficiency of the dock-lock mechanism; it is
919Pathways of Amyloid Fibril Formation
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3.6 for the β-unstable model and 6.6 for the β-stable
model. In both cases, the rate of conversion of a
monomer bound to a fibril exceeds that in solution,
suggesting that the elongation is dominated by a
dock-lockmechanism.Nevertheless, thismechanism
does not exclude collective conversions.
Representative time series of the number of
protofilaments Nla
pf are shown by a black curve in
Figure 2 for the β-unstable model. Metastable
intermediates are observed in about half of the
runs (see Supplementary Data). Interestingly, dur-
ing some of the fast transitions from a three-
protofilament aggregate to the final fibril (or
sporadically from two to three-protofilament pro-
tofibrils) the size of the largest aggregate (red line)
does not change significantly, whereas its number
of monomers in the β-state (green line) increases
abruptly, e.g. at about 9 μs and 3 μs in Figure 2(b)
and (c), respectively. The collective conversion of
monomers from the amyloid-protected to the
amyloid-competent state is a consequence of the
templated assembly of the fourth filament on the
metastable protofibril consisting of three protofila-
ments (Figure 3 insets I–V). In other words, a file
of monomers in the amyloid-protected conforma-
tion accumulates, first without forming intermole-
cular dipolar interactions, along the exposed
hydrophobic surface of the three-protofilament
aggregate (blue monomers in inset I). This event
is then followed by a collective transition during
which all monomers in the file convert to the β-
state, which is stabilized by both intermolecular
dipole interactions within the fourth protofilament
and van der Waals interactions with monomers in
the other three protofilaments (insets II–IV). The
templated-assembly mechanism observed in the
simulations is consistent with measurements of
insulin aggregation by atomic force microscopy.45
Moreover, protofibril maturation into fibrils is
irreversible under the conditions used in the
present simulations, i.e. 310 K and 8.5 mM (see
Figure 2). Irreversibility has been suggested on the
basis of the temporal increase in average proto-
fibril size measured by quasi-elastic light-scattering
spectroscopy.46
Analysis of the time series of the β-stable model
does not reveal any event of templated protofila-
ment formation. In fact, fibrils composed of three
protofilaments contain as many monomers in the
β-state as the mature four-protofilament fibril (see
Figure 4(d)); thus, the formation of the fourth
protofilament corresponds to a redistribution of
monomers in the β-state among the protofilaments.
Size and structural characterization of
protofibrils
The size distribution of the two and three-
protofilament aggregates are different and depend
on the β-aggregation propensity of the monomer
(Figure 4). During the elongation phase, intermedi-
ates with two protofilaments are observed mainly
for the β-unstable model (peak at Nla∼70). By
raising the β-aggregation propensity (from dE=
−2.5 kcal/mol to dE=−1.5 kcal/mol) there is a
decrease in the average aggregation size of two-
protofilament aggregates. Protofibrils consisting of
three protofilaments are observed during the elon-
gation phase of all models. Notably, by increasing
the β-aggregation tendency, the number of runs
with on-pathway intermediates decreases monoto-
nically, which reflects the lower heterogeneity of
pathways for the β-stable model.
Figure 2. Protofibrillar intermediates and pathway
heterogeneity. The time-series of three progress variables
are used to monitor the evolution of the largest aggregate
(1a) in the β-unstable simulations: The number of proto-
filaments Nla
pf (black curve with the y-axis description on
the left; note that this quantity is evaluated by equation (1)
and can be non-integer), the size of the largest aggregate
Nla and the number of monomers in β-state Nla
β (red and
green curves, respectively, with the y-axis description on
the right). The three runs shown are representative of (a)
elongation without intermediates, and (b) with two-
filament or (c) three-filament protofibrillar intermediates.
Templated protofilament assembly is observed at about 9
μs in (b) and at about 3 μs in (c), and the snapshots labeled
are shown in Figure 3.
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Figure 3. Aggregation state network. The size of the largest aggregate Nla and its number of protofilaments Nla
pf were
used to cluster all snapshots into states (i.e. nodes of the network). The size and color of the nodes correspond to the
statistical weight and the number of protofilamentsNla
pf, respectively. Links are direct transitions within 0.5 ns (10,000 steps
of 50 fs each) of Langevin dynamics. All the states and the transitions that have been explored by the simulations are
represented in these networks. Note the much higher heterogeneity of protofibrillar intermediates for the β-unstable (dE=
−2.5 kcal/mol, bottom) than the β-stable (dE=−1.5 kcal/mol, top) model. The insets show the structures of the largest
aggregates from the snapshots labeled in Figure 2. In these structures, monomers in the amyloid-competent conformer β
and amyloid-protected conformer π are in red and blue, respectively. Furthermore, hydrophobic spheres are gray and
hydrophilic spheres are not shown for visual clarity.
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For the β-unstable model protofibrils are thinner,
shorter andmore disordered than the final fibril. The
protofibrils and fibrils of this model often present
deposits of monomers in the π-state that are not
involved in intermolecular dipole interactions and
are highly disordered (blue monomers in the insets
of Figure 3). The ratio between the number of
monomers in the β-state and the total number of
monomers Nla
β/Nla is significantly smaller than 1,
even for fibrils consisting of four protofilaments
(Figure 4(c)). The deviation is due mainly to the fibril
ends that are populated by monomers in the π-state
(see Figure 3 inset V). Furthermore, protofibrils with
two or three protofilaments contain less monomers
in the β-state than the four-protofilament fibril of the
same size. Conversely, for the β-stable model the
Nla
β/Nla ratio is always close to 1, and aggregates of
three protofilaments can have more than 100
monomers (Figure 4(d)).
Conclusions
The self-assembly process of an amphipathic
polypeptide has been investigated by multiple
Langevin dynamics simulations using a coarse-
grained model whose simplicity allows for the
sampling of hundreds of fibril formation events.
By varying a single parameter of the model, namely
the relative stability of the amyloid-competent and
amyloid-protected states of the polypeptide (β-
aggregation propensity), interesting insights into
elongation pathways and protofibrillar intermedi-
ates have been obtained. Two main observations
emerge from the simulation results.
First, the roughness of the free-energy surface
governing the aggregation process and the hetero-
geneity of pathways of fibril elongation increase by
reducing the β-aggregation propensity. Hence, a
mutation that decreases the β-aggregation tendency
could result in greater variety of prefibrillar aggre-
gates. Interestingly, these simulation results provide
a possible explanation for the enhanced in vitro
formation of oligomers and protofibrils of the Arctic
mutant (E22G) of the Alzheimer's Aβ peptide,5 and
the A30P mutant of α-synuclein.7 In fact, among the
20 standard amino acids, glycine and proline
residues have the weakest propensity of β-sheet
formation,47 and β-aggregation.48
Second, a mechanism of templated protofilament
assembly is sometimes observed during fibril
growth. Although the elongation is accomplished
mainly by dock-lock monomer addition at the
Figure 4. Size distribution of (a) two-protofilament and (b) three-protofilament protofibrils during fibril growth. The
histograms are built by counting the trajectory frames in which the largest aggregate contains either two or three
protofilaments. The frames are collected only during the elongation phase, i.e. after the nucleation step and before
reaching the final monomer/fibril equilibrium. Average value of the number of monomers in β-state contained into the
largest aggregate, as a function of the size of the largest aggregate for the (c) β-unstable and (d) the β-stable models.
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growing ends, the formation of an ordered proto-
filament can occur at the lateral surface of a
protofibril by collective interconversion of a file of
previously deposited monomers. This mechanism is
particularly frequent for the model with low β-
aggregation propensity,where, due to the frustration
of the conformational landscape, the isomerization
of a single monomer is strongly disfavored.
In conclusion, the simulation results provide
strong evidence of multiple routes of polypeptide
self-assembly. Notably, a reduction of the intrinsic
β-aggregation propensity induces higher pathway
heterogeneity and on-pathway protofibrillar inter-
mediates. Given the experimental evidence of
toxicity of prefibrillar aggregates, one is tempted
to speculate that therapeutic strategies aimed at
reducing fibril-formation propensity (e.g. stabiliza-
tion of the folded state by small molecules) might
paradoxically promote the accumulation of toxic
species.
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1 Kinetics of the dock-lock mechanism
It has been reported that the deposition of monomers onto the fibril follows a dock-
lock mechanism (1, 2), which is termed templated assembly elsewhere (3, 4). Ac-
cording to this mechanism, monomeric peptide diffuses in solution to the fibril end
and then undergoes a conformational reorganization to the locked state.
To evaluate the efficiency of the dock-lock mechanism five states si were defined for
the monomer: the isolated pi-state 1pi, the isolated β-state 1β, the fibrillar pi-state
Fpi, the fibrillar β-state Fβ and a state s0 containing all the remaining aggregates.
These states determine whether a monomer is either isolated or assembled to a fibril,
and if it is in the β or pi-state. The fibril is defined as an aggregate with more than
50 monomers. Here we are interested in the association kinetics of monomers onto
the fibril at the steady-state, where the elongation phase has ended and the mature
fibril is in equilibrium with monomers. Below we evaluate the rates of interconversion
using the Markov chains formalism.
The transitions occurred in the 100 trajectories of models dE = −1.5 and dE = −2.5
kcal/mol have been collected and analyzed, and the transition matrix between the
aforementioned states was constructed. The transition matrix T at the time interval
τ = 0.5 ns is estimated as
T (sj|si; τ) =
P (si ∩ sj; τ)
w(si)
(1)
where P (si ∩ sj; τ) is the probability flow, calculated on the transitions occurred
between the states si and sj within the time τ , and w(si) is the equilibrium prob-
ability of the state si. The equilibrium probabilities are given by w(si) = n(si)/ν
where n(si) is the number of occurrences of si, and ν is the length of the simula-
tion in frames. The probability flow is P (si ∩ sj; τ) = n(si ∩ sj; τ)/(ν − νs) where
n(si ∩ sj; τ) is the number of transitions si → sj and νs the number of independent
simulations. Thus the entries of the 5 × 5 matrix T are conditional probabilities
for a single microscopic transition. Using the Markov chain formalism, the equilib-
rium inter-conversion rates were estimated from the mean first passage time matrix
MFPT. MFPT(si → sj) is the average time, starting at si, needed to reach the
state sj for the first time, and can be derived from the transition matrix T exploit-
ing the ergodicity of the relative Markov chain (5, 6). The procedure is based on
elementary linear algebra and requires to define a fundamental matrix for ergodic
Markov chains, Z:
Z = (I−T + W)−1 (2)
where I is the identity matrix, and the matrix of equilibrium populations W is
2
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Fig. 1. Routes of association. In the “deposition and reorganization”, the isolated monomer
in the pi-state first deposits at the fibril surface, and afterwards converts to the β-state. In
the “direct deposition”, the isolated monomer in the pi-state first converts to the β-state,
and then associate to the fibril.
defined as Wij = w(sj) for each i. The matrix MFPT is eventually given by the
expression
MFPT = τ(I− Z + EZdg)D (3)
D is a diagonal matrix with element 1/w(sj) at the jth diagonal entry, E is a matrix
whose elements are all 1’s, and Zdg contains the diagonal elements of Z. The factor
τ converts the time units from simulation frames to nanoseconds. The inverse of
the MFPT matrix elements gives the macroscopic rate of the transition between a
state si to a state sj:
k(si → sj) =
1
MFPT(si → sj)
(4)
The rate of a two step process is derived as follows:
k(si → sj → sl) =
k(si → sj)k(sj → sl)
k(si → sj) + k(sj → sl)
(5)
As explained in the main text, the two possible routes of association are the “de-
position and reorganization”, which is the dock-lock mechanism, and the “direct
deposition” (see Fig. 1). The former corresponds to the transition 1pi → Fpi → Fβ
3
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and has a rate kfibril, and the latter to 1pi → 1β → Fβ with a rate ksolvent. Using
Eq. 4 and Eq. 5 we obtained for dE = −2.5 kcal/mol: kfibril = 1.2 · 10
−2 ns−1 and
ksolvent = 3.2 · 10
−3 ns−1, while for dE = −1.5 kcal/mol: kfibril = 2.5 · 10
−2 ns−1 and
ksolvent = 3.8 · 10
−3 ns−1.
References
1. Esler, W. P., Stimson, E. R., Jennings, J. M., Vinters, H. V., Ghilardi, J. R.,
Lee, J. P., Mantyh, P. W. & Maggio, J. E. (2000). Alzheimer’s disease amyloid
propagation by a template-dependent dock-lock mechanism. Biochemistry, 39
(21), 6288–6295.
2. Gobbi, M., Colombo, L., Morbin, M., Mazzoleni, G., Accardo, E., Vanoni, M.,
Favero, E. D., Cantu´, L., Kirschner, D. A., Manzoni, C., Beeg, M., Ceci, P., Ubezio,
P., Forloni, G., Tagliavini, F. & Salmona, M. (2006). Gerstmann-Stra¨ussler-
Scheinker disease amyloid protein polymerizes according to the ”dock-and-lock”
model. J Biol Chem, 281 (2), 843–849.
3. Griffith, J. S. (1967). Self-replication and scrapie. Nature, 215 (5105), 1043–
1044.
4. Serio, T. R., Cashikar, A. G., Kowal, A. S., Sawicki, G. J., Moslehi, J. J., Serpell,
L., Arnsdorf, M. F. & Lindquist, S. L. (2000). Nucleated conformational conversion
and the replication of conformational information by a prion determinant. Science,
289 (5483), 1317–1321.
5. Snell, J. (1959). Finite Markov Chains and their Applications. The American
Mathematical Monthly, 66 (2), 99–104.
6. Kemeny, J. & Snell, J. (1976). Finite Markov Chains. Springer.
4
162
Pathways and intermediates of amyloid fibril formation
(Journal of Molecular Biology (2007), 379, 917-924)
2 Kinetic traces of β-unstable and β-stable models
Fig. 2. Twenty-five time series of the 100 runs of the β-unstable model (dE = −2.5
kcal/mol): size of the largest aggregate Nla (red curve), the number of monomers in the
β-state Nβla (green curve) and the number of protofibrils N
pf
la (black curve). For Nla and
N
β
la the y-values have been scaled by a factor 0.1. The x-axis has the units of µs.
Fig. 3. Twenty-five time series of the 100 runs of the β-stable model (dE = −1.5 kcal/mol).
For description of the curves see Fig. 2. Since in the lag phase two fibrils can nucleate within
the simulation box for this model, the number of protofilaments per fibril can temporarily
be larger than 4 when the two fibrils merge together in the elongation phase. This event
is accompanied by an abrupt increase of both Nla and N
β
la.
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7 Conclusions and outlook
The protein folding problem is one of the most intriguing challenges of the modern experimental and
theoretical biophysics. Its solution in globular proteins not only means to uncover the link between the
sequence of amino acids and the three dimensional structure at which proteins exert their function. It
also means to explain what are the hidden mechanisms through which a polypeptide can easily reach
its lowest free energy configuration. The problem is inherently complex due to the large number of
degrees of freedom into play. Since only phenomenological theories exist about complex systems a
crucial aspect of the investigations is that of the “right description”, the right choice of the key variables
which allows the researcher to drow conclusions out of the observations. That is especially true in
computer simulations where the extraction of the relevant information is often arbitrary. Computer
simulations of proteins, and more in general of bio-molecules, have conquered a central role on the
field, very close to that played by the real world experiments. As much as experiments they produce
data, Gbytes of data that need to analyzed, interpreted, assessed [Larson et al., 2002]. In this thesis one of
the topics investigated is that of the description of the configurational space of proteins with the aim to
provide a framework for the analysis of the complex folding dynamics. The estimated thermodynamic
parameters from a simulation strongly depend on the definition of coarse-grained states or mesoscopic
descriptions. We have learned that if a mesocopic description generates a discrete and finite partitioning
of the configurational states, the total entropy of the system is split into an informational term plus a
term representing the internal vibrational modes of the mestostates: S = H + Sb =
∑N
i Pi(Hi + S
b
i )
whereHi = −kB lnPi is the information per mesostate of probability Pi and Sbi =
∫
ρi(Γ) ln ρi(Γ)dΓ the
internal entropy per mesostate with ρi(Γ) the Gibbs distribution within a partition i. If the mesoscopic
description is multidimensional, such as the SRA[4] (strings of rotational angles) the informational part
can be interpreted as configurational entropy. Thus the thermodynamic stability of the states can be
evaluated on two levels, that one proper of the vibrational modes and that one as a consequence of the
partitioning. On the basis of this observation one can evaluate on pure informational basis the “quality”
of a mesoscopic description. The good mesoscopic descriptions are those maximizing the amount of
information extracted from the ensemble of microstates. Since computer simulations are finite in time,
finite size effects affect the estimation of the thermodynamic parameters. Each mesostate is defined by
its observed probability Pi and by its free energy contentGi = Ei−TSbi . We found that the distribution
of the Gi values, in the context of a particular mesoscopic description, is always double peaked, one
corresponding to positive Gi values and the other to negative values (see figure 2.4). The positive peak
is always gaussian and corresponds to ensemble of mesostates with a poor statistics (unstable states) but
large in number while the other narrow peak reflects mesostates that are well sampled (stable states) but
few in number, about the 10 %. The analysis conducted on the GSGS peptide showed that there are only
few few stable configurational mesostates among which the peptide dynamics takes place. This means
that the configurational space of foldable proteins is not only divided in a folded and an unfolded state.
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Within the unfolded state the multiple presence of low free energy states suggests that the search for
the folded state is not just trial and error, but it is rather driven by a limited set of conformers. It has
been argued that the organization of the configurational space of proteins as a direct consequence of the
organization of their free energy landscape [Frauenfelder and Leeson, 1998, Frauenfelder, 2002, Krivov
and Karplus, 2002, Caflisch, 2006] is the product of an evolutionary development. The mesoscopic
description of the configurational space by means of multidimensional strings of symbols is particularly
appropriated for proteins. Proteins are essentially digital objects, the sequence of amino acids direct
translation of the genetic code is a digital object. The information fully transfered from the genetic
code to proteins through translation, is a intriguing example of digital transmission of information. It is
reasonable to think that a similar digital communication channel exists between the sequence of amino
acids and the companion configurational space. In this sense we do believe that a symbolic description
of the configurational space is not only useful but also necessary to fully comprehend the relations
sequence/structure in proteins. Thus if a symbolic approach is employed in the treatment of a physical
system, then combining statistical mechanics and information theory is an opportune step [Crofts, 2007].
The investigation of protein folding kinetics through molecular dynamics simulations introduces the
problem of which reaction coordinate adopting to fully characterize folding. Here we have proposed
a strategy analysis based on Markov chains which is on the line with previous works on the subject
[Swope et al., 2004a, Chodera et al., 2007, Li et al., 2008]. With our method the ensemble of microstates
generated by the molecular dynamics simulations are first discretized in mesostates (either through
clustering or digital symbolization) and redefined in terms of their causality kinetic properties. We in-
troduced a method called causal grouping according to which a minimal Markovian master equation
can built up to fully describe folding kinetics. Causal grouped states are defined through a redistribution
of mesostates that are statistically not meaninful to those statistically stable by using causal dynamical
connectivity. The strategy does not require any assumption on the diffusive properties of the configura-
tional space. This method allows to monitor folding kinetics at mesoscopic level, through the analysis of
the transition matrix, and at equilibrium through the evolution of the Markov process. The analysis at
mesoscopic level consists in the network representation on the transition matrix that in case of a Marko-
vian description represents the ensemble of possible mesoscopic pathways a molecule can cover (see
figure 2.30). The equilibrium level is given by the matrix of the mean first passage times MFPT matrix
between all couples of causal mesostates. The MFPT matrix contains all the equilibrium mean free en-
ergy barriers between all the mesostates into play, in particular it gives insight on the macroscopic mech-
anisms of the folding reaction (see figure 2.32). From the MFPT matrix a one-dimensional free energy
profiles can be as well extracted (see figure 3.14) which provide a quantitative kinetic overview of how
the overall barriers separate unfolded macrostates from folded. The MFPT matrix applied to the GSGS
folding dynamics revealed that, unlike to what one could guess, the dynamics in the unfolded state
is barely diffusive. The basins characterizing the unfolded state do exchange between them on a time
scale greater than the folding time, which means that the folded state represents the “hub” that allows
communication among different basins. In other words when the system stands in an unfolded basin
it prefers to jump into the folded state in one go instead diffusing through other unfolded basins. This
result suggests a pre-organized picture of the unfolded state, made of independent basins that might
represent the gateways to the folding routes. A “star” shaped configurational space with the folded
state occupying the centre place reconciles the experimental findings on folding kinetics, and the results
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from simulations. The unfolded basins organized like in a ring surrounding the folded state, and barely
communicating between them, can give arise to an overall folding free energy barrier which explains a
two state behavior of most foldable proteins. These results also suggest an organization of the configu-
rational space consistent with a hierarchical tree [Rose et al., 2006, Hockenmaier et al., 2007, Ozkan et al.,
2007] in which the local order of the unfolded state define the gateways to productive folding routes.
Themethod of theMarkovian treatment of complex dynamics has been applied also to the description
of the fibril formation pathways in the context of coarse-grained simulations of polypeptide aggregation.
The coarse-grained polypeptides are characterized by a free energy profile having a distinct amyloid-
competent (i.e. beta-prone) state and an amyloid-protected state [Pellarin and Caflisch, 2006, Pellarin
et al., 2007]. A decrease in the β-aggregation propensity resulted in a larger heterogeneity of elonga-
tion pathways, despite the essentially identical structure of the final fibril. Thus according to to these
simulations if the β-aggregation propensity is high the fibrils are formed through a simple deposition
mechanism: the monomers first change state from aggregation-protected to β-prone and later rapidly
polymerize until the mature fibril is formed; conversely if the β-aggregation propensity is low the sys-
tem shows a lag phase during which monomers coordinate themselves into micelles and then, after the
formation of critical nucleus, a proliferation of diverse pathways drive the system to the mature fibril.
Thanks to our method we could quantitatively estimate what are the preferential pathways that leads to
the fiber elongation. The use of a master equation for these systems is highly facilitated by the natural
definition of state in terms of monomers and aggregation numbers. In the future we plan to fully ex-
ploit the potentialities of the master equation to uncover all the dominant pathways in the aggregation
process: from the formation of critical nucleus to the coordination of stable diffusive oligomeric species
and their overall interplay in the aggregation reaction.
The method of theMarkovian description of time series together with the construction of causal states
is quite powerful and in principle can be applied to any kind of time series of a stochastic process. Ap-
pealing applications of this method are the single molecule time series from FRET and ET experiments
[Talaga et al., 2000, Schuler et al., 2002, Lipman et al., 2003, Haran, 2003, Yang et al., 2003, Neuweiler
and Sauer, 2004]. Attempts on this line are carried on by using the computational mechanics framework
[Shalizi and Crutchfield, 2002, Li et al., 2008] although the definition of dynamic state in single molecule
data is not free from ambiguities.
Another important topic investigated in this thesis was the study of simplified protein by means of
molecular dynamics simulations. Simplified protein sequences were constructed by using an amino
acid alphabet of solely three letters. The aim of the study was twofold. First we made the hypothesis
that for certain protein topologies low complexity amino acid alphabets were able to encode, although
in shallow manner, the overall structural properties of the folded states. Implicitly such an hypothesis
implies that the evolutionary pattern that generated the modern protein sequences was driven towards
the specialization of protein functions rather than protein structures. Secondly, if the first hypothesis
is true how can we simplify protein sequences such that their folding mechanisms can be observed in
a molecular dynamics simulation. No matter how accurate can be the modern force fields, nowadays
only short peptides are accessible for all atom folding studies with computer simulations. Even if force
fields are accurate enough to predict a folded state as lowest free energy state the computational time to
prove that might not be possible. Our question was: can we simplify a small size (say about 60 residues)
protein sequence so that the folding rate is increased enough to observe spontaneous folding in silico?
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The amino acids for the simplified alphabet were chosen according to their secondary structure propen-
sities. We construct five proteins of two kind: four full β-sheet proteins of respectively 20, 28, 36, 44
residues and a α/β protein of 56 residues. The α/β protein sequence is a simplified version of the B1
domain of protein G. In equilibrium molecular dynamics simulations we observed reversible folding
for all proteins studied. Most importantly the observed folded states corresponded to those that the se-
quence design was aimed for, notably the folded state of the α/β simplified protein resulted structurally
very close to that of protein G. The folded states of these proteins are liquid like, characterized by a per-
sistent secondary structure, the lack of specific tertiary contacts and hydrophobic core. The hydrophobic
effect is not the main driving force for the folding of these proteins. Folding initiates from the highly
disordered turns which facilitate the coordination of β-hairpins by lowering the entropic barrier for their
formation. The folded states are marginally stable of about 1 kcal/mol but highly accessible from the
kinetic point of view. The configurational space of the α/β protein is characterized by an extraordinary
low dynamic frustration and is populated by a large variety of different configurational states. Notably
the presence of fiber-like states play the role of kinetic traps (see figure 3.13). This fact suggests that the
role of evolution in increasing protein function efficiency included also the duty to select sequences with
a low propensity toward potentially dangerous configurational states. Thus if on one hand simplified
sequence can encode ordered folded structures and generate low frustrated energy landscapes, but on
the other hand they give kinetic access to misfolded states. The application of the causal grouped de-
scription for the investigation of the protein dynamics showed a folding mechanism not very dissimilar
from that observed for the GSGS peptide. Also in this case, for instance the α/β simplified protein, the
folded state plays the role of a central connector between all the free energy basins. In the unfolded
state the basins are independent and connected to the folded state trough a single jump. As experiments
have also demonstrated [Davidson and Sauer, 1994, Davidson et al., 1995, Riddle et al., 1997] simpli-
fied sequence can be a clue to study the folding problem. We believe that low complexity amino acid
alphabets can encode complicated protein topologies when the underling sequence punctuation is fully
understood. Our simulations showed for example the double role played by the residues responsible
for the turns. In the unfolded state they favor the search of secondary contacts by lowering the entropic
barrier while in the folded state they act as entropic stabilizers. Experiments to verify whether our pre-
dictions are correct of the α/β protein are in the course. To overcome possible solubility issues due to
the anphiphilic character of the simplified sequence the insertion of few polar residues (such lysines)
might reduce the severity of problem. A very positive response from these experiments would be the
observation a molten globular state by means for instance of ANS binding experiment. It would be
nice to apply the same simplification scheme to study other proteins such as the fully computationally
designed α/β Top7 protein [Kuhlman et al., 2003], or more in general protein topologies that are mainly
stabilized by secondary contacts.
As a final remark we would like to show the evolution of the literature production along the last
40 years. On the ISI web of science we searched for all the publications having “protein folding” as a
research topic. The result of this search is interesting and is shown in figure 7.1. In figure we plotted the
number of publications issued per year (black curve), the mean number of citations (blue curve) that the
papers issued in a certain year received (and are still receiving), and the number of citations that themost
cited work (red curve) received (and is still receiving). The peaks in the blue and red curve show how
intensively productive was a year, namely how important was the research in that year. A high cited
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Figure 7.1: The scientific production on the “protein folding” topic of the last 40 years. The black curve represents
the total number of published articles per year: after a constant increase from 1973 to the end of the
80s a bursting increase characterize the beginning of the 90s, which is followed by a plateau. The blue
curve is the mean number of citations of the papers published in a certain year which is calculated
from the total number of citations per year divided by the total number of published papers per year.
The red curve gives the number of citations corresponding to the most cited paper per year: peaks
corresponds to outstanding papers that represent a breakthroughs in the field (some representative
citations are included). The blue and red curves in the late tails are clearly affected by an incomplete
statistics. Do the trends suggest an imminent decline of protein folding as an autonomous research
topic or the coming of new breakthroughs?
work represents a breakthrough in the field which generates also a scientific inheritance. High values of
the mean number of citations tells how diffuse is the future importance of the scientific production in a
specific year. The black curve, the total production of papers, after a bursting phase at the end of the 80s
and beginning of the 90s (these were the years of the molten globule discovery, of the energy landscape
perspective and of the studies on in vivo protein folding ) from about the beginning of the new century a
plateau seem to be reached, and from the 2007 data it seems that a decreasing tendency for the first time
has started. What might that mean? In economy we know that when an indicator reach a steady state
it will soon either fall or growing. We strongly hope for the second option, the time for new challenges
and new perspectives in protein folding has arrived. ♣
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3.3 (A) The ensemble representation of the most populated folded mesostates for the poly-
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mainly promoted by the low enthalpy. (B) The normalized Shannon entropy per residue
(also called disorder) from the ensemble of SRA[4] mesostates obtained from the polyTHR
simulations. High disorder peaks correspond to the Gly residues at the turn positions.
Disorder profiles look very similar among the sequences showing a modular pattern. (C)
The total Shannon entropy (black curve) and the mean disorders per residue respectively
as functions of the number of GS turns. The disorder does not depend on the protein size
while the total entropy linearly increases with the number of GS turns, that is the chain size. 93
3.4 Time series Cα-RMSD of the polyTHR_xGS folding simulations at 330 K with respect to
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sitive to the local similarities to the X-ray structure. Interestingly, in the broader phase
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3.6 (A left) The ensemble representation of the most populated and folded cluster of struc-
tures: the mean pairwise Cα-RMSD within the cluster is 3.5 Å (all the Cα considered). (A
right) The Cα-RMSD structural alignment between the folded cluster center (red ribbon)
and the X-ray structure (blue ribbon) of protein G (1pgd pdb code), Cα-RMSD between
the two structures is 2.6 Å where the first and last 2 Cα and the Gly residues were ex-
cluded from the calculation. (B) The Cα-RMSD with respect to the X-ray structure within
the folded cluster of structures as a function of the number of Cα pairs used to compute
the RMSD. Given a number of Cα pairs the structural alignment finds the best overlap
between chain fragments that can also be not contiguous along the sequence. The black
circles are mean Cα-RMSD values with their standard deviations while the red diamonds
are the best Cα-RMSD values for a given number of Cα pairs. From the 50% up to the 85%
of the Cα pairs the corresponded Cα-RMSD steadily turns out lower than 2.6 Å while the
best values are around 1.5 Å. The result provides a quantitative indication of the fluctuat-
ing nature of the folded cluster and yet shows that the folded topology of protein G can
be satisfied in a shallow manner, hairpins for instance can be still formed with a chain
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3.7 Protein 1pgb_AGT: (A) the normalized entropies per residue respectively: for the ensembles of SRA[4] string
of mesostates corresponding to the RMSD[5.0] folded cluster (black curve), for the whole ensemble of strings
(red curve) and for the sub-ensemble of strings such that the corresponding microstates have Cα-RMSD to the
X-ray structure greater than 10 Å (bleu curve). The latter sub-ensemble of strings is clearly referred solely to the
unfolded state of the protein. It is interesting to notice the slightly difference of the entropy profiles between
the red and blue curve. The profile of the folded cluster is very peaked to the loop regions showing their high
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with the helix/turn/loop profile SRA[4] in (B) meaning that the two descriptions are very similar. The peaks of
disorder in (A) are based on the dihedral description, so that they essentially take into account the disorder due
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3.8 On the top the probability of the possible contiguous folded substrings is shown: an entry in the triangular map
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folded string, that is to reduce the bias on the substring probabilities due to the full folded string population. The
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as the existence of patterns in the ensemble of strings. From the maps hierarchy trees can be extrapolated
as previously shown in chapter ??. At the lowest hierarchical level R walkers (corresponding to R residues)
start a random walk, namely that 1-fragments are assembled in a certain way to gain the next status level of 2-
fragments. The algorithmmakes the walkers follow the maximal probability route, for instance two 1-fragments
can assemble to two different 2-fragments, thus the algorithm shall choose that maximizing the 2-fragment
probability. The procedure is repeated for all the hierarchies until a tree is completed by reaching the full folded
string that lies on the top of the tree. The algorithm finds the maximal probability tree associated to the map. . 103
3.9 PolyTHR_xGS: in (A) the folding times are shown as a function of the number of turns of
the β-stranded folded states. These times scale exponentially with the number of turns of
the folded state and give e pre-exponential factor of about 12.8 nswhich can be interpreted
as the diffusion time of an hairpin (see text). In (B) the energy difference of the folded
string (black circles)∆Efold = Efold−E and the configurational entropy loss of the folded
string (empty diamonds) T∆hfold = hfold − h scaling linearly with the number of turns. . 105
3.10 1pgb_AGT: the FPT distributions for folding (black data) and unfolding (red data). As
target state for folding the most populated cluster RMSD[5.0] (see figure ?? (A)) was used
while a threshold of 13 Å in the time series of the Cα-RMSD to the X-ray structure was
employed to define an unfolded phase. All the distributions fit very well with a double
exponential function in which the slow phase corresponds to folding (unfolding) and
the fast phase represents a diffusion within the folded state. From the fits it turns out
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3.11 On the top the MFPTs of the all possible contiguous folded substrings is shown: an entry in the triangular map
represents the estimated MFPT necessary to form a chain folded fragment having length going from 1 (single
residue) to the full length chain. The length of a substring gives the hierarchy level on the y axes of the maps.
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be extrapolated (bottom right in figure). At the lowest hierarchical levelRwalkers start a randomwalk, namely
that 1-fragments are assembled to gain the next status level of 2-fragments. The algorithm makes the walkers
follow the maximal rate route, for instance two 1-fragments can assemble into two different 2-fragments, thus
the algorithm picks that which maximizes the 2-fragment formation rate. The procedure is repeated for all the
hierarchy levels until a tree is completed by reaching the full folded string that lies on the top of the tree. The
algorithm finds the maximal rate tree associated to the map. On bottom left an interpretation of the possible
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3.13 The networks corresponding to the transition matrices extrapolated from the time series of 200 causal grouped
SRA[4] mesostates for the proteins polyTHR_2GS and polyTHR_5GS (figure ?? (A) and (B) respectively) and
RMSD[5.0] mesostates for 1pgb_AGT (current figure). The figures were realized with the program Tulip [Auber,
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to the values of the transition matrix: darker colors correspond to high transition probabilities while clearer col-
ors to lower values. Accordingly the color of the nodes resemble the mean value of the in-going and out-going
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nodes are grouped together into basins according to their inter-connectivities. To some nodes or basins the cor-
responding ensemble of structures are represented with their global populations. The graph of polyTHR_2GS
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configuration whose weight is about 1.5 %, an aspect that is due to the symmetry of the sequence. The graph for
polyTHR_5GS is much more complex due to the proliferation of non-folded β structures that also play the role
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picted in the current figure is very heterogeneous although the folded basin is clearly detectable. Two unfolded
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double and triple stranded β-sheet. Basin percentages indicated on networks are indicative values. . . . . . . 111
3.14 A uni-dimesional free energy profile for the protein 1pgb_AGT from the causal grouped
mesostates RMSD [5.0]. The reaction coordinate is the calculated equilibriumMFPT from
any mesostate to the folded through the evolution of the Markov chain on the causal
mesostates. They are the valuesMj→folded of the extrapolated matrix of the MFPTs. The
values in the y axes are stability ∆G values extrapolated from the main diagonal of the
MFPT matrix. The values are reported for less than an additive constant. Two main
minima separated by a barrier are evident. The main unfolded basin is separated from
the folded though about 1 kcal/mol barrier. A far basin relaxing very slowly to the folded
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3.15 The reordered MFPT matrix M∗i→j for the protein 1pgb_AGT based on causal grouped
mesostates from RMSD[5.0]. An entry on the matrix gives the MFPT for the equilibrium
transition i→ j. Horizontal bands are equilibrium transitions from all the is to a specific j.
The index (i,j) are ordered from 1 fastest relaxation to the folded state to 200 slowest relax-
ation to the folded state. The folded basin is composed by the dense bands going from 1
to about 50. The fact that the bands are dense means the folded state can be reached from
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firms that an overall folding free energy barrier separates the unfolded state from folded.
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exchanging between them. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
List of Figures 195
7.1 The scientific production on the “protein folding” topic of the last 40 years. The black curve repre-
sents the total number of published articles per year: after a constant increase from 1973 to the end
of the 80s a bursting increase characterize the beginning of the 90s, which is followed by a plateau.
The blue curve is the mean number of citations of the papers published in a certain year which is
calculated from the total number of citations per year divided by the total number of published
papers per year. The red curve gives the number of citations corresponding to the most cited pa-
per per year: peaks corresponds to outstanding papers that represent a breakthroughs in the field
(some representative citations are included). The blue and red curves in the late tails are clearly
affected by an incomplete statistics. Do the trends suggest an imminent decline of protein folding
as an autonomous research topic or the coming of new breakthroughs? . . . . . . . . . . . . . . . 167
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are those having the β-sheet formed but the helix either in a coil or β structure: see for
instance cluster 12 and 20. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
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