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Abstract
We show that orthonormal bases of functions with multiscale compact supports can be obtained from a gener-
alization of principal component analysis. These functions, called multiscale principal components (MPCs), are
eigenvectors of the correlation operator expressed in different vector subspaces. MPCs are data-adaptive functions
that minimize their correlation with the reference signal. Using MPCs, we construct orthogonal bases which are
similar to dyadic wavelet bases. We observe that MPCs are natural wavelets, i.e. their average is zero or nearly zero
if the signal has a dominantly low-pass spectrum. We show that MPCs perform well in simple data compression
experiments, in the presence or absence of singularities. We also introduce concentric MPCs, which are orthogonal
basis functions having multiscale concentric supports. Use as kernels in convolution products with a signal, these
functions allow to define a wavelet transform that has a striking capacity to emphasize atypical patterns.
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1. Introduction
Since the introduction of wavelets, we have witnessed a proliferation of different wavelet bases. The
choice of an intrinsically well-adapted wavelet for the analysis of a given class of signals has therefore
become a nontrivial task. Considering the question “Why do wavelets work?,” Sweldens [15] suggests
that it is the correlations that occur naturally in signals that allow a decomposition into blocks, i.e. an
expansion on a wavelet basis. Following along this idea, we show in this paper that the correlation matrix
of a signal can be exploited directly to define data-adaptive wavelets. More precisely, our goal is to
propose a new approach for the construction of data-adaptive orthogonal wavelet bases. Our approach is
a generalization of principal component analysis (PCA).
Most applications of wavelet bases exploit their ability to efficiently approximate particular classes of
functions with few nonzero wavelet coefficients (Mallat [13](b)). These coefficients are scalar products
ψT S of a wavelet ψ with the signal S. It is known that if S is regular and ψ has enough vanishing
moments, then the wavelet coefficients are small at fine scales. Several methods (e.g., Geronimo et al. [7])
have been developed to control the magnitude of wavelet coefficients via vanishing moments. Other
methods include the matching pursuit algorithm (Mallat and Zhang [12]), the spectral approach of Lilly
and Park [11] and wavelet packets (Learned and Willsky [10]). Yiou et al. [16] proposed to construct
data-adaptive wavelets based on principal components (PC). As eigenvectors of the signal correlation
matrix, the resulting wavelets are data-adaptive. These wavelets all have the same support diameter as
the window size, and therefore they do not form a multiscale basis. The window size can be varied and
therefore one gets one orthogonal basis for each window size. In that sense, the transform is redundant.
Redundant transforms are helpful to emphasize key structures in a signal but they are not optimal for data
compression.
The relationship between wavelet transforms and filter banks has also been studied for the design of
wavelet basis functions. Related work on filter banks includes the following contributions: Akkarakaran
and Vaidyanathan [1–4] studied principal component filter banks; Bakshi [5] proposed multiscale PCA,
in which one computes the PCA of the wavelet coefficients at each scale, followed by combining the
results at relevant scales; Coifman and Saito [6] proposed a dictionary of orthogonal bases generated by
a set of locally adapted version of the Karhunen–Loève transform; Kakarala and Ogunbona [9] proposed
a multiresolution form of the singular value decomposition (SVD), which may be viewed as a type of
fast, approximate SVD; Jahromi et al. [8] proposed an optimality theory of optimal filter banks.
The characteristic of our approach is that we perform a direct minimization of the mean-square average
wavelet coefficients E((ψT S)2) for a given reference signal (E(. . .) denotes an expectation value). Such
a minimization (or maximization) is achieved by PCA, but the resulting functions have identical support
sizes (as in Yiou et al. [16]), i.e. they do not form a multiscale basis. In this paper, we generalize PCA to
the construction of orthogonal bases that have multiscale compact supports. This work is an extension of
the preliminary work of Saucier [14].
Our approach creates a direct connection between PCA and wavelet theory. On one hand, PCA is a
classical and powerful method used in signal processing for data compression, statistical analysis and de-
noising. PCA allows to construct an orthogonal basis of functions which is optimal for a given reference
signal. Indeed, expanding the signal on this basis (a Karhunen–Loève expansion) insures the highest pos-
sible convergence rate (in the mean-square sense). These basis functions are designed to correlate best
with the reference signal, while being mutually orthonormal, and consequently they are data-adaptive.
On the other hand, wavelet bases are also used for data compression, noise removal and fast calculations.
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In contrast with PCs, wavelets are localized to varying degrees in time or space. This localization makes
them suitable for localized denoising, and more generally for the analysis of nonstationary signals.
To connect wavelets with principal components, we construct localized functions that minimize (or
maximize) their correlation with the signal of interest, while remaining mutually orthogonal. They have
compact supports with variables diameters. Moreover, the flexibility of our approach allows us to control
the localization of each basis functions, and to construct a large variety of multiscale bases. These func-
tions are truly a multiscale generalization of principal components, and therefore we call them multiscale
principal components (MPCs).
This paper is structured as follows. Section 2 gives a general overview of our approach. Section 3 is
devoted to the construction of the first-order MPC, and allows the reader to review the basics of PCA.
In Section 4, we give a general construction method that allows to build a complete orthogonormal basis
of MPCs. In Section 5, we use this method to construct data-adaptive dyadic orthonormal bases, and
several examples of bases are examined. In Section 6, we compare MPCs, PCs, and Haar wavelets in
simple data compression experiments. Finally, in Section 7, we introduce concentric MPCs, which are
MPCs having concentric supports. We use such bases to define a new kind of wavelet transform, and we
discuss a simple application of this transform to the detection of atypical patterns.
1.1. Notations and terminology
In this paper, we focus on one-dimensional real signals defined at discrete coordinates xi , i =
1,2, . . . ,N . The value of a signal or a function f at x = xi is denoted by f (i). The signal is regarded as a
column vector defined by f = (f (1), f (2), . . . , f (N))T . All vectors are assumed to be N -dimensional,
unless specified otherwise. We use vector and function as synonymous. The diameter of the support of a
function is often called the size or scale of the function.
2. Overview of our approach to the construction of multiscale principal components
Let us consider the construction of a basis of MPCs denoted by φ1,φ2, . . . ,φN . We assume that
the φns are localized functions, i.e. that their support is of the form [n,m], where n and m are finite
integers. The support diameters of the φns are denoted by Nn, n = 1,2, . . . ,N , and are assumed to
satisfy N1 N2  · · ·NN .
We build the φns from small to large scales. In the first step, we build φ1, which is the first-order
MPC. φ1 is localized on its support I1 and is constrained to have unit norm. Under this constraint, it
must minimize E((φT1 F )2). In the second step, we build φ2, which is the second-order MPC. φ2 is
localized on its support I2, has unit norm and must be orthogonal to φ1. Under these two constraints, φ2
must minimize E((φT2 F )2).
More generally, at the kth step, we build φk , which is the MPC of order k. φk is localized on its
support Ik , has unit norm and must be orthogonal to φ1,φ2, . . . , and φk−1. Under all these constraints,
φk must minimize E((φTk F )2). We iterate this process until a complete basis is obtained. The final result
is an orthonormal basis of MPCs for which the energy contained in the small scale coefficients has been
minimized. Consequently, most of the energy is contained in the large scale MPCs.
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3. Construction of the first-order MPC
3.1. The optimization problem
We want to construct a normalized function φ1 that has minimum correlation with a given reference
signal, but which has a compact support I1 = [k1, k1 + N1 − 1] ⊆ [1,N ] of width N1. The reference
signal F = (F (1),F (2), . . . ,F (N))T is assumed to be a stationary random process. We define φ1, the
first-order MPC, to be the solution of the optimization problem{
E((φT1 F )
2) is minimum,
φT1 φ1 = 1. (1)
The first condition of (1) expresses the minimum correlation criterion, whereas second condition of (1)
is a normalization constraint.
F being stationary, the nonzero components of φ1 will be independent of the location of I1 within the
range [1,N ]. For simplicity, we will therefore solve (1) with I1 = [1,N1]. It follows that E((φT1 F )2) can
be simplified according to:
E
((
φT1 F
)2)= E
((
N1∑
i=1
F(i)φ1(i)
)(
N1∑
j=1
F(j)φ1(j)
))
=
N1∑
i=1
N1∑
j=1
C(i, j)φ1(i)φ1(j), (2)
where
C(i, j) ≡ E(F(i)F (j)) (3)
is the correlation matrix of F . We define a vector ϕ1 of dimension N1 that contains the first N1 nonzero
components of φ1, i.e.
ϕ1(n) = φ1(n) ∀n ∈ [1,N1] (4)
and a matrix C1, of dimension N1 × N1, by
C1(n,m) = C(n,m) ∀(n,m) ∈ [1,N1] × [1,N1]. (5)
Using (4) and (5), (2) becomes E((φT1 F )2) = ϕT1 C1ϕ1 and consequently the problem (1) can be written
in the equivalent form{E = ϕT1 C1ϕ1 is minimum,
ϕT1 ϕ1 = 1. (6)
Equation (6) is a well-known constrained optimization problem that is encountered in the derivation of
principal components (except that we minimize instead of maximizing). This problem can be approached
with the Lagrange multipliers method. We form the auxiliary function
U ≡ ϕT1 C1ϕ1 − λ
(
ϕT1 ϕ1 − 1
)
, (7)
where λ is a Lagrange multiplier. Setting ∂U/∂ϕ1(i) = 0 for all i in (7) yields
C1ϕ1 = λϕ1, (8)
which implies that ϕ1 is an eigenvector of C1. Let us denote by un the N1 normalized eigenvectors of C1,
and by λn the corresponding eigenvalues sorted in decreasing order (n = 1,2, . . . ,N1). With ϕ1 = un, the
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function E in (6) takes the form E = uTn C1un = uTn λnun = λn. E is therefore minimum for the eigenvector
that has the smallest eigenvalue, i.e. ϕ1 = uN1 .
At this point, we should stress that the first-order MPC is not really a new concept. Indeed, it is simply
the principal component with minimum eigenvalue for a signal F which is restricted to the interval I1.
3.2. Example
Let us introduce a reference signal that we will use throughout this paper for illustration purposes. We
consider a stationary random signal containing 20,000 points, obtained by smoothing a white noise on
20 points (using a moving average). The white noise has a uniform distribution in [−0.5,0.5]. The first
1000 points of this signal are displayed in Fig. 1. Using N = 128, we estimated the correlation matrix
C(N × N) of this signal with C(i, j) ≡ R(|i − j |), where R(k) is the autocorrelation function of the
signal. R(k) was estimated from the whole signal (which contains M = 20,000 points, M  N ) with
R(k) = 1
M − k
M−k∑
i=1
F(i)F (i + k), k = 0,1,2, . . . ,N, (9)
where F is the signal considered. These estimators are valid for stationary signals.
Let us examine the first-order MPC of this signal. Using N1 = 2,3, . . . ,7, we built a series of first-
order MPCs and displayed them in Fig. 2. We can see that their shape varies abruptly as N1 increases.
MPCs are oscillatory, i.e. they carry high frequency components which contain a small fraction of the
signal energy. This property could make them suitable for denoising applications. Moreover, we observe
that their mean, defined by µ = N−11
∑N1
i=1 ϕ1(i), is almost zero. More precisely, µ is almost exactly
zero (i.e. < 10−16) if N1 is even, and is very small (i.e. < 0.005) if N1 is odd. This is interesting because
wavelets are usually defined to be normalized functions that have zero mean (Mallat [13](a)). In this case,
we observe that MPCs naturally happen to have vanishing mean. This is explained by the fact that our
reference signal, which is averaged on a 20 points window, is relatively smooth locally. In other words,
the reference signal has a dominantly low-pass spectrum. It follows that MPCs must be oscillatory to
minimize the magnitude of their scalar product with the signal. We will see in Section 5.5.1 that small
scale MPCs are not necessarily oscillatory. For instance, if the reference signal is a white noise, then the
mean of the first-order MPC does not vanish (Fig. 8).
Fig. 1. A white noise smoothed on 20 points (moving average).
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Fig. 2. These normalized functions are the first-order MPCs obtained with N1 = 2,3, . . . ,9. They minimize their correlation
with the signal of Fig. 1. Their support size N1 and average is written on top of each plot.
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4. Construction of higher-order MPCs
4.1. The optimization problem
Once the first-order MPC is obtained, the next step is to construct a second one. More generally, we
want to construct the kth MPC when the first k − 1 MPCs are given. Our goal is to obtain a complete
orthonormal basis.
We want φk to be a normalized function that has minimum correlation with F , that has a compact
support Ik = [1,Nk], and that is orthogonal to all the N -dimensional vectors φ1,φ2, . . . ,φk−1. We will
assume that the supports are embedded in each other according to Ik ⊇ Ik−1 ⊇ · · · ⊇ I1, which implies
that N Nk Nk−1  · · ·N1. This optimization problem can be formulated as follows:

E((φTk F )
2) is minimum,
φTk φk = 1,
φTk φi = 0, i = 1,2, . . . , k − 1.
(10)
As in Section 3.1, we define the Nk-dimensional vectors ϕj by
ϕj (n) = φj(n) ∀n ∈ [1,Nk], j = 1,2, . . . , k − 1 (11)
and the matrix Ck of dimension Nk × Nk by
Ck(n,m) = C(n,m) ∀(n,m) ∈ [1,Nk] × [1,Nk]. (12)
The definitions (11) and (12) allow us to reduce the dimension of the problem, which also reduces the
computational burden. Using (11) and (12), we obtain
E
((
φTk F
)2)= ϕTk Ckϕk. (13)
Using (11), (12), and (13), the problem (10) takes the equivalent form

ϕTk Ckϕk is minimum,
ϕTk ϕk = 1,
ϕTk ϕi = 0, i = 1,2, . . . , k − 1.
(14)
The optimization problem (14), which is more complex than the problem (6), can be approached as
follows.
The orthogonality constraint to the vectors ϕ1,ϕ2, . . . ,ϕk−1 defines a vector subspace of dimension
Dk = Nk − (k − 1). Let us denote by {Pi , i = 1,2, . . . ,Dk} an arbitrary orthonormal basis of this sub-
space. Each Pi is orthogonal to all the ϕns, i.e.
PTi ϕn = 0, n = 1,2, . . . , k − 1 (15)
for i = 1,2, . . . ,Dk . We construct the Pis as follows. First, we generate a set of Dk linearly independent
vectors of dimension N by filling their coordinates with pseudorandom numbers in the range [−1,1].
Second, we subtract from each vector all its projections on the ϕns, which leads to a set of linearly inde-
pendent vectors which are orthogonal to all the ϕns. Finally, these vectors are made mutually orthonormal
by using Gram–Schmidt orthogonalization.
In the basis {Pi}, we denote the coordinates of ϕk by yi , i = 1,2, . . . ,Dk , i.e. ϕk =
∑Dk
i=1 yiPi . If
Y ≡ (y1, y2, . . . , yDk )T and if Pi,j denotes the j th component of Pi , then it can be shown that ϕk and Y
are related by
ϕk = PT Y, (16)
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where PT is a matrix formed of the column vectors Pi . Eq. (16) is a classical formula from linear al-
gebra (i.e. transformation of coordinates corresponding to a change of basis). Using (16), (14) takes the
equivalent form{
(PT Y)T CkPT Y is minimum,
(PT Y)T PT Y = 1. (17)
On one hand, (PT Y)T CkPT Y = YT PCkPT Y. On the other hand, (PT Y)T PT Y = YT PPT Y = YT Y. In-
deed, PPT = I because P is unitary, i.e. formed of orthonormal vectors. It follows that (17) reduces to:{
YT (PCkPT )Y is minimum,
YT Y = 1. (18)
The transformation (16) has therefore reduced the optimization problem (14) to the classical principal
components problem (18), which is formally identical to (6). The solution of (18) is straightforward:
Y is the eigenvector of PCkPT having the smallest eigenvalue, and then we use (16) to obtain ϕk . It is
emphasized that PCkPT is the expression of the matrix Ck in the subspace of the vectors orthogonal to
ϕ1,ϕ2, . . . ,ϕk−1. In that sense, MPCs are truly a multiscale generalization of classical principal compo-
nents.
The procedure described above can be used to construct MPCs iteratively. It can be iterated until a
full basis is obtained. In the next example, we will see that data-adaptive wavelets can be constructed by
applying this procedure only once.
4.2. Example: data-adaptive wavelets
A wavelet ψ is usually defined to be a function of unit norm and zero average (Mallat [13](a)). If the
support of ψ is I = [1,N ], then the zero average condition ∑Ni=1 ψ(i) = 0 is equivalent to the orthogo-
nality condition KT ψ = 0, where K is a constant vector defined by K(i) = k ∀i ∈ I , where k = 0 is a
constant. It follows that we can use the method of Section 4 to construct data-adaptive wavelets. More
precisely, we first choose φ1 = K and then solve (14) to find a φ2 that has exactly zero mean and that
minimizes its correlation with the signal (here both φ1 and φ2 have the same support). In the following,
such a function will be called a wavelet MPC.
We built a collection of such wavelet MPCs for the signal of Fig. 1, and displayed them in Fig. 3.
Comparing Figs. 2 and 3, we can see that first-order MPCs and first-order wavelet MPCs are virtually
identical. This is explained by the fact that all the first-order MPC already had a nearly vanishing mean.
5. Dyadic MPCs
5.1. Definition
Dyadic MPCs form a special family of orthogonal functions which can be constructed with the meth-
ods developed in Sections 3 and 4. Their synthesis is based on a self-similar construction process that
works from small to large scales.
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Fig. 3. These normalized functions are wavelet MPCs of order one obtained with N1 = 2,3, . . . ,9 (left to right, top to bottom).
They minimize their correlation with the signal of Fig. 1, and are constrained to have zero mean.
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We consider signals of size N = 2n0−1L0, where n0 > 0 and L0  2 are integers. Dyadic MPCs will
be denoted by ψn,m, where n and m are width and location indices, respectively. The ψn,ms sharing the
same n have identical sizes n, defined by
n =
{
2n−1L0 for n = 1,2, . . . , n0,
N for n0  n nmax.
(19)
L0 and n0 = N are the minimum and maximum function sizes, respectively. If n < n0, then the supports
of ψn,m and ψn,m+1 are adjacent and disjoint, which implies the orthogonality property ψTn,m1ψn,m2 =
δm1,m2 . Moreover, ψn,m is obtained from ψn,1 by a simple translation of the support of ψn,1. It follows
that we need only to define the construction method of ψn,1 for each n. If n n0, then there is a unique
large scale MPC for each n.
The ψn,ms form an orthonormal basis of RN , so that any signal F can be expanded as
F =
nmax∑
n=1
M(n)∑
m=1
(
F T ψn,m
)
ψn,m, (20)
where M(n) is the number of MPCs of size n, given by
M(n) =
{
2n0−n for n = 1,2, . . . , n0,
1 for n0  n nmax.
(21)
The location of the supports of the MPCs is illustrated in Figs. 4 and 5.
5.2. Construction
The first step is to build the MPCs of first generation. They have equal width 1 and adjacent but
disjoint supports. They are denoted by ψ1,k , k = 1,2, . . . ,M(1), and their supports are [(k − 1) 1 +
1, k 1], where 1 k M(1). We build ψ1,1 by solving the optimization problem (1): ψ1,1 is normalized
and minimizes E((F T ψ1,1)2). There is only one normalization constraint to satisfy, hence ψ1,1 is a first-
order MPC. The other first generation MPCs, i.e. ψ1,k for k > 1, are easily obtained by translating the
support of ψ1,1 to the right by kL0 points (Fig. 4).
The second step is to build the MPCs of second generation. They have equal width 2, i.e. are twice
larger, and have adjacent but disjoint supports. They are denoted by ψ2,k , k = 1,2, . . . ,M(2) and their
supports are [(k − 1) 2 + 1, k 2]. It is stressed that each MPC of second generation is embedding a pair
of adjacent first-order MPCs. We start with ψ2,1, that must be normalized and orthogonal to ψ1,1 and
ψ1,2. ψ2,1 is therefore the solution of the optimization problem (10), using φ1 = ψ1,1, φ2 = ψ1,2, and
φ3 = ψ2,1. In the terminology of Section 4, ψ2,1 is therefore an MPC of order 3, but of second generation
(the generation level is determined by the function size, whereas the order is determined by the number
of constraints to be satisfied in the optimization problem). As previously, the other ψ2,ks for k > 1 are
obtained from ψ2,1 by translation (Fig. 4).
This process is iterated in a self-similar way for MPCs of generation 3, 4, etc., until the MPC of gen-
eration n0 and size N is obtained. Once the largest scale N is reached, it is necessary to build additional
large scale MPCs of size N to get a complete basis of functions. Indeed, N basis vectors are needed to
describe N -dimensional signals (see Fig. 5). The additional large scale MPCs are obtained by solving
(10) using all vectors previously constructed as orthogonality constraints. The construction process is
stopped once a total of N orthonormal MPCs is obtained.
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Fig. 4. Construction of a basis of dyadic MPCs with n0 = 3 and L0 = 5. Left to right, top to bottom: ψ1,1, ψ1,2, ψ1,3, ψ1,4,
ψ2,1, ψ2,2, ψ3,1, ψ4,1. We see that equal size MPCs are identical up to a translation. Only two large scale MPCs, i.e. ψ3,1
and ψ4,1, are shown.
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Fig. 5. Construction of a basis of dyadic MPCs in the special case where L0 = 3 and n0 = 3. The signal contains
N = 2n0−1L0 = 12 points. The double arrows represent the supports of the 12 MPCs. The basis is therefore composed of
6 localized MPCs, i.e. of size  < N , and Nr = N − 6 = 6 nonlocalized MPCs (i.e.  = N ). For wavelet MPCs, all vectors are
normalized and orthogonal to the constant vector K , except for the last vector which is equal to K .
5.3. Energy distribution
It will be instructive to examine the distribution of energy among MPCs of different sizes. Using (20),
it can be shown that the total energy of the signal, defined by eT ≡ E(F T F ), takes the form
eT = E
(
nmax∑
n=1
M(n)∑
m=1
(
ψTn,mF
)2)= nmax∑
n=1
M(n)ψTn,1Cψn,1 =
nmax∑
n=1
en, (22)
where en ≡ M(n)ψTn,1Cψn,1 is the average energy contained in the MPCs of size n. The percentage of
energy contained in these MPCs is therefore 100 en/eT . In the following figures representing MPCs, this
percentage will be displayed in tables as complementary information.
5.4. Case L0 = 2: degeneracy of MPC bases
We first built a set of dyadic MPCs with L0 = 2, n0 = 6, and nmax = 7 (Fig. 6), so that N = 2n0−1L0 =
64. The number of MPCs of size  < N is 2 + 22 + · · · + 2n0−1 = 2n0 − 2 = 62, and consequently the
number of MPCs of size N must be N − (2n0 − 2) = 2, which correspond to n = 6 and 7 in Fig. 6.
We observe that these MPCs happen to be the Haar wavelets, except for the single MPC which is
a constant vector (for n = 7). Moreover, we discovered that this result is independent of the reference
signal considered, i.e. of the correlation matrix, as long as the signal is stationary. The case L0 = 2 is
therefore degenerate, i.e. different signals lead to identical MPCs.
The occurrence of the smallest scale Haar wavelet ψ1,1 = (1/
√
2,−1/√2) and the degeneracy of ψ1,1
can be explained by the following explicit calculation. According to Section 3.1, ψ1,1 is an eigenvector
of the correlation matrix
C =
(
E(F(1)2) E(F (1)F (2))
E(F (2)F (1)) E(F (2)2)
)
. (23)
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Fig. 6. Basis of dyadic MPCs with L0 = 2, n0 = 6, and nmax = 7. Top to bottom, left to right: ψj,1, j = 1,2, . . . ,7. The support
size j of each MPC is written on top of each plot. n is the generation order.
If the reference signal is stationary, then E(F(1)2) = E(F(2)2) ≡ a > 0. With the notation b ≡
E(F(1)F (2)), C takes the form
C =
(
a b
b a
)
. (24)
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The eigenvalues λ± of C are λ± = a ± |b|. Since a > 0, the minimum eigenvalue is λ− = a − |b| and
the corresponding eigenvector (x1, x2) satisfies x2 = −(|b|/b)x1. If the signal is positively correlated for
adjacent points, i.e. b = E(F(1)F (2)) > 0, then x2 = −x1 and the normalization constraint x21 + x22 = 1
then leads directly to the two solutions ±(1/√2,−1/√2), which are the Haar wavelets. We may therefore
conclude that the degeneracy at the smallest scales is a direct consequence of the signal stationarity and
of the positive correlation condition E(F(1)F (2)) > 0, which holds for a broad family of signals.
The persistence of the degeneracy for larger scale MPCs is a consequence of their orthogonality
to the smaller scale Haar wavelets. This orthogonality forces all the larger scale wavelets to be Haar
wavelets as well. In the following, we will show that this is true for ψ2,1. Let (1/
√
2,−1/√2,0,0),
(0,0,1/
√
2,−1/√2) and (y1, y2, y3, y4) denote the components of ψ1,1, ψ1,2, and ψ2,1, respectively.
The orthogonality of ψ2,1 to ψ1,1 and ψ1,2 leads to the equations (1/
√
2)y1 − (1/
√
2)y2 = 0 and
(1/
√
2)y3 − (1/
√
2)y4 = 0, which imply that y1 = y2 and y3 = y4. The latter conditions are indeed satis-
fied by a Haar wavelet of size 4. The additional condition y1 = −y3, which is needed to fully define the
Haar wavelet, is again a consequence of the choice of the minimum eigenvalue solution for a stationary
signal such that E(F(1)F (2)) > 0.
On a qualitative level, the occurrence of the degeneracy for L0 = 2 can be partly explained by the
fact that there is little freedom in the optimization problem. Indeed, the vector ψ1,1, which has two
components (x1, x2), must be normalized, i.e. x21 + x22 = 1, which leaves only one variable to adjust in
the optimization. We will say that the number of degrees of freedom Ndf(1) is one. This restricted freedom
persists for MPCs of higher orders. Indeed, consider for instance ψ2,1. It has four components, it must be
orthogonal to two vectors (i.e. ψ1,1 and ψ1,2) and be normalized. It follows that Ndf(2) = 4 − 2 − 1 = 1,
i.e. there is again little room for adjustment in the optimization. More generally, it can be shown that
Ndf(n) = 1 for n 1.
We could have added the zero-mean constraint to obtain wavelet MPCs, as explained in Section 4.2.
With the additional constraint of orthogonality to the constant vector K , the number of degrees of free-
dom becomes zero for all MPCs, i.e. the functions are fully determined by the constraints (within a factor
±1). In this case, the resulting MPCs are again the Haar wavelets.
5.5. Case L0  3: data-adaptive MPC bases
5.5.1. MPC bases
Here we built a set of dyadic MPCs with L0 = 3 and n0 = 6, so that N = 2n0−1L0 = 96. The number
of small scale MPCs (i.e. with  < N ) is 2n0 − 2 = 62, and therefore the number of large scale MPCs
(i.e. with  = N ) is 96 − 62 = 34, which is much larger than for the case L0 = 2. More generally,
if we denote the number of small and large scale MPCs by NSS and NLS, respectively, then NSS =
2n0−1 + 2n0−2 + · · · + 2 = 2n0 − 2. Since N = 2n0−1L0, it follows that NSS/N ≈ 2/L0 for large N . With
L0 = 3, we get NSS/N ≈ 2/3 and NLS/N ≈ 1/3, i.e. 33% of MPCs are large scale MPCs.
We plotted only the first four large scale MPCs in Fig. 7. These MPCs, which are no longer similar
to the Haar wavelets, were found to be sensitive to the reference signal, i.e. they are truly data adaptive,
as intended. To illustrate this data adaptivity, we rebuilt dyadic MPCs with the same parameters but we
used a white noise as the reference signal, instead of a smoothed white noise. The resulting MPCs are
displayed in Fig. 8. We observe that these MPCs are quite different from the MPCs shown in Fig. 7. In
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Fig. 7. Basis of dyadic MPCs with L0 = 3, n0 = 6, and nmax = 96, obtained from a reference signal composed of smoothed
white noise. Top to bottom, left to right: ψn,1, n = 1,2, . . . ,9. The support size n of each MPC is written on top of each plot.
The large scale ψn,1s with n > 9 are not shown. n is the generation order. For large scale MPCs, i.e.  = 96, we maximized the
mean square E((FT ψn,1)2) instead of minimizing it.
particular, the smallest scale MPCs are relatively smooth (i.e. are not oscillatory) and their average is not
zero, which is expected because they must be as orthogonal as possible to white noise.
It is stressed that we modified the construction rule for large scale MPCs. At small scales, we min-
imized E((F T ψn,1)2) as usual. However, at large scale, we maximized the mean square E((F T ψn,1)2)
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Fig. 8. Basis of dyadic MPCs with L0 = 3, n0 = 6, and nmax = 96, obtained from a reference signal composed of pure white
noise. Top to bottom, left to right: ψn,1, n = 1,2, . . . ,9. The support size n of each MPC is written on top of each plot. The
large scale ψn,1s with n > 9 are not shown. n is the generation order. For large scale MPCs, i.e.  = 96, we maximized the
mean square E((FT ψn,1)2) instead of minimizing it.
instead of minimizing it. In this way, we obtain first the large scale components which carry most of
the energy, as one does in a classical PCA. In practice, this is done simply by choosing the maximum
eigenvalue solution of the system (18).
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We also built a set of dyadic MPCs with L0 = 4 and n0 = 6 (Fig. 9). We observe that they differ
significantly from the MPCs with L0 = 3, which indicates that a large variety of adaptive bases can
be obtained with our construction method. Moreover, comparing the energy distribution tables given in
Figs. 7 and 9, we observe that the energy contained in small scale MPCs (n 5) is smaller for L0 = 4
(i.e. 1.6%) than for L0 = 3 (i.e. 2.6%). This is explained by the fact that the number of degrees of freedom
in the optimization problem is larger if L0 increases, and therefore a lower minimum can be reached.
5.5.2. Wavelet-MPC bases
Here we repeated the previous construction with L0 = 3 and n0 = 6, except that we forced all MPCs to
satisfy the zero-mean constraint (Fig. 10), using the method described in Section 4.2. Comparing Figs. 7
and 10, we observe that small scale MPCs are virtually unaffected by the zero-mean constraint because
their mean was already quite small without the constraint. However, we also observe that the large scale
MPCs are significantly affected. Indeed, it can be seen, for instance, that the MPCs of generation n = 6
are completely different. Similar results were obtained for wavelet MPCs using L0  4.
5.6. Energy distribution among MPCs
Comparing the previous examples with L0 = 3 and 4, we can see in the energy distribution tables
displayed in Figs. 7 and 9 that small scale MPCs (i.e.  < N ) carry less than 3% of the total energy. This
is a consequence of the fact that we minimized directly the energy contained in these MPCs. In other
words, MPCs are precisely the functions that contain the least energy for the reference signal of interest.
It follows from this property that MPCs should be appropriate for data compression purposes. Indeed,
small scale wavelet coefficients are minimal (in absolute value) and therefore it should be possible to
neglect many of them without changing the signal significantly.
For a reference signal which is relatively smooth locally, i.e. which has a dominantly low-pass energy
spectrum, small scale MPCs are oscillatory and contain high frequency components of the signal (Fig. 7).
For a reference signal which is oscillatory, like white noise, small scale MPCs are smoother functions
(Fig. 8). These properties suggest that dyadic MPCs could be useful for the filtering of additive white
noise.
6. Comparison of MPCs with PCs and Haar wavelets
6.1. Comparison approach
We have developed MPCs in the spirit of a generalization of classical principal components (i.e.
Karhunen–Loève bases). Consequently, it is natural to compare the behavior of MPCs, PCs and of other
orthogonal wavelet bases in signal processing applications, and more precisely in data compression ex-
periments. In the context of PCs and MPCs, data compression is a natural choice because principal
components are designed to construct approximations of a reference signal with a minimal number of
components. Among orthogonal wavelet bases, we chose the Haar wavelets because of their simplicity
and also because they happen to be obtained from dyadic MPCs in the special case where L0 = 2.
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Fig. 9. MPCs with L0 = 4 and n0 = 6. Top to bottom, left to right: ψn,1, n = 1,2, . . . ,9. The support size n of each MPC is
written on top of each plot. The large scale ψn,1s with n > 9 are not shown. n is the generation order. For large scale MPCs,
i.e.  = 128, we maximized the mean-square E((F T ψn,1)2) instead of minimizing it.
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Fig. 10. Basis of dyadic wavelet MPCs obtained with L0 = 3 and n0 = 6, using the zero-mean constraint. Top to bottom, left to
right: ψj,1, j = 1,2, . . . ,9. Only the first 6 large scale MPCs are shown ( = 96). The last MPC is the constant vector (index
n = 0 in the energy distribution table). For  = 96, we maximized E((F T ψn,1)2) instead of minimizing it.
Classical PCs provide the best possible basis {φn, n = 0,1, . . . ,N} in the framework of a linear
expansion. More precisely, the number of terms k in the expansion
∑k
i=1(φ
T
n S)φn which is needed to
approximate the signal with a given accuracy is minimal on average. We define the accuracy ratio by
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R ≡ 100
∑k
i=1(φ
T
n S)
2∑N
i=1(φ
T
n S)
2
. (25)
In the following, we will compare MPCs , PCs, and Haar wavelets by comparing the minimum number
of terms k in (25) which is needed to achieve an accuracy ratio of at least 99%. Moreover, we will use
nonlinear approximation in the bases considered, i.e. the vectors φn (PC or MPC) will be sorted according
to decreasing values of |φTn S|. This is a common practice for the approximation of a signal or an image
in an orthogonal wavelet basis. For a fixed accuracy ratio, nonlinear approximation always give a better
compression ratio (i.e. a lower value of k) than the linear approximation, for which vector ordering is
predetermined. In the following experiments, all three bases benefit from the nonlinear approximation
strategy.
In the first experiment, we compare the compression rates of the three bases for subsets of the ref-
erence signal itself. More precisely, we compute the compression rates obtained from 500 subsets of
the reference signal, each subset being a 128 points (or 96 points for MPCs) interval selected randomly
within the 20,000 points reference signal. Statistics on the compression rates obtained are then computed.
In the second experiment, we add a localized perturbation (a singularity) to the reference signal
(Fig. 11). Our goal is to examine the behavior of the three bases in the presence of a singularity. In-
deed, the ability of wavelet bases to describe singularities effectively is one of their most interesting
characteristics. We built a singularity by adding to the signal a function that we call a spike, and which is
defined by{
p(k) = A/2, where k ∈ [1,N − 1],
p(k + 1) = −A/2,
p(i) = 0 if i /∈ [k, k + 1],
(26)
where A is the spike amplitude. The spike location k is chosen randomly within the interval selected
(using a uniform probability distribution on this interval), but the amplitude A is kept constant in each
experiment.
In the following, we construct dyadic MPCs with L0 = 3 and N = 96. We obtained the Haar wavelets
by constructing MPCs with L0 = 2 and N = 128. The PCs are simply obtained by computing the nor-
malized eigenvectors of the correlation matrix. Approximations are constructed with a 99% accuracy
ratio.
6.2. Comparison of compression rates for an uncorrupted signal
The compression ratios, given in the form N/k, where N is the window size and k is the median
number of terms needed to reach a 99% accuracy ratio, are the following:{PC: 128/34 = 2.8,
MPC: 96/40 = 2.4,
Haar: 128/64 = 2.0.
(27)
In this case, we do not expect MPCs to give better results than PCs. Indeed, PCs give the best solution
for linear approximations. The results (27) show that PCs keep an advantage over the other two bases
in the nonlinear approximation framework. We see that MPCs perform better than Haar wavelets. This
can be partly explained by the resemblance between PCs and MPCs: 33% of the MPCs are large scale
components (with L0 = 3) which are fairly similar to PCs, and that capture most of the signal’s energy
(about 97.5% in this case).
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Fig. 11. Top left: reference signal. Top right: localized spike. Bottom: signal plus spike. In the numerical experiments, the spike
location is chosen randomly within the window.
6.3. Comparison of compression rates for a signal corrupted by a localized perturbation
We consider here the approximation of the reference signal on which a singularity has been added
(Fig. 11). We considered the same singularity with two different amplitudes: a medium spike with an
amplitude A = 0.3 comparable to the span of the signal over the whole window, and a large spike of
amplitude A = 2.0 (Fig. 12). We use the bases described in Section 6.1 (for PCs and MPCs) to construct
approximations of this signal with a 99% accuracy ratio. The spike location within the interval is again
chosen randomly.
The compression ratios obtained from 500 realizations are the following:
A = 0.3:
{PC: 128/73 = 1.75,
MPC: 96/41 = 2.3,
Haar: 128/63 = 2.0,
A = 2:
{PC: 128/92 = 1.40,
MPC: 96/25 = 3.8,
Haar: 128/30 = 4.3.
(28)
For the experiment with moderate amplitude spikes (i.e. A = 0.3), we see in (28) that MPCs give the best
compression ratio. However, Haar wavelets give the best compression ratio with large amplitude spikes
(i.e. A = 2). In both cases, MPCs perform significantly better than PCs.
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Fig. 12. Left: reference signal plus a spike of moderate amplitude A = 0.3. Right: reference signal plus a spike of large amplitude
A = 2.0. In both cases the reference signal is exactly the same.
6.4. Results interpretation
6.4.1. Why do MPCs perform better than PCs in the presence of a spike?
There are several factors that explain why MPCs perform better than PCs in this case.
PCs are not optimized to represent a signal corrupted by a spike and the support of PCs covers the
whole window [1,96]. It follows that all the components φTn S are affected by the spike, and that none
of the PCs is optimized to represent the corrupted signal. It is therefore natural to expect a significant
performance drop for PC-based approximations.
MPCs are composed of large and small scale vectors that represent 33% and 67% of all MPCs, re-
spectively (with L0 = 3). On one hand, the large scale MPCs are affected by the spike exactly like PCs:
all their components are modified by the spike but none of them are optimal to represent the corrupted
signal. On the other hand, the small scale MPCs are affected quite differently by the spike. First, only
a small fraction of small scale MPCs have a support that has an intersection with the spike. It follows
that the components of most small scale MPCs (i.e. those that do not intersect the spike) are not affected
at all by the spike. Consequently, they give tiny contributions to the total energy, as intended by design.
Second, let us consider the small scale MPCs with supports that do intersect the spike. The components
φTn S of these MPCs will usually be larger (in absolute value) than their typical value for the uncorrupted
signal. Indeed, MPCs are designed to give small values of |φTn S| for an uncorrupted signal, not for the
corrupted signal. It follows that the most significant MPC components are clustered in the cone of in-
fluence of the spike (Fig. 13). Consequently, the nonlinear approximation strategy selects preferentially
these components when constructing the approximation. An important fraction of the spike energy is
therefore captured by a small number of MPC components.
6.4.2. Why do MPCs perform better than Haar wavelets in the presence of a moderate amplitude spike?
If the spike amplitude is not too large, then our results imply that the data adaptivity of MPCs, which
minimizes the MPC coefficients, gives a significant advantage to MPCs. This can be partly explained by
a continuity argument. Indeed, according to Section 6.2, MPCs clearly outperform the Haar basis in the
absence of a singularity. Consequently, it is reasonable to expect MPCs to keep this advantage for small
and moderate amplitude singularities.
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Fig. 13. The signal S = S1 +S2 can be decomposed into its small and large scale components (S1 and S2, respectively). Above
the signal (in a box), the components of MPCs are represented by vertical bars located at the center of the MPC support. Many
of these bars are so small that they are almost invisible. MPCs having different sizes are plotted at different vertical levels, the
widest MPCs being on top and the smallest at the bottom. We see that the large components (i.e. the large vertical bars) are
mostly clustered around the spike location: we say that they are in the cone of influence of the spike. We see also that small
scale components (i.e. S1) allow a fairly accurate reconstruction of the spike.
The Haar wavelets are not data-adaptive and consequently their components are not particularly small
in absolute value, i.e. certainly not as small as the MPC components. For moderate amplitude singulari-
ties, the smaller MPC components achieved by data-adaptivity give a significant advantage to MPCs.
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6.4.3. Why do Haar wavelets perform a little better than MPCs in the presence of a large amplitude
spike?
Almost all Haar wavelets are small scale vectors. Indeed, the Haar basis contains only two large scale
vectors. In contrast, about 33% of dyadic MPCs with L0 = 3 are large scale vectors. It follows that for
the Haar basis the number of wavelet components which are affected by the spike is significantly smaller
than for MPCs. More importantly, a large spike contains most of the signal energy. It follows that the cone
of influence of the spike contains most of the energy, and there is a larger number of small scale wavelets
to capture this energy. To describe a large spike, our results imply that a larger number of small scale
wavelets becomes an advantage for data compression, and the shape of the wavelets plays a secondary
role.
7. A wavelet transform based on concentric MPCs
7.1. Construction of concentric MPCs
In this section, we consider special bases for which all the MPC supports are concentric, i.e. have the
same center point. The resulting bases will be called concentric MPCs. For the signal of Fig. 14, we built
a basis of 31 such MPCs which are all centered on the middle of a 31 points window, and which have
support sizes taking the values 3,5,7,9, . . . ,29,31,31, . . . ,31 (Fig. 14). These MPCs, denoted by φn,
minimize E((φTn F )2) at all scales (i.e. they do not maximize E((φTn F )2) at large scale), and are mutually
orthogonal.
In Fig. 14, we observe that the support size of φns increases with n, as expected. For our reference
signal, small scale φns are oscillatory, whereas high order φns are smooth.
7.2. Application to the detection of atypical patterns
The detection or recognition of a pattern hidden by a background signal is a problem encountered
in various applications. For instance, one may be looking for a structured pattern, e.g., a U-shaped or
S-shaped curve, which occurs intermittently in an otherwise noisy signal. This kind of problem is com-
monly encountered in geophysics when dealing with seismic or magnetotelluric data. In this context,
the patterns that we are looking for have a relatively low frequency of occurrence. We will say that the
pattern is atypical.
Concentric MPCs are designed to be as orthogonal as possible to a given reference signal, on average.
It follows that the scalar product of an MPC with an atypical pattern will usually be much larger (in
absolute value) than the scalar product obtained with a more usual pattern. We will show that this idea
can be exploited, together with concentric MPCs, to detect atypical patterns.
We can use the concentric φns as convolution kernels to define a wavelet transform. More precisely, for
each φn we compute the convolution product F n ≡ φn  F , where F is the reference signal considered.
Stacking the F ns on top of each other, we obtain a matrix that we can visualize via a density plot, which
yields a new kind of wavelet transform.
In Fig. 15 (top), we show a sample of the reference signal on which we added a square pulse, that
plays the role of the atypical pattern to be detected. We convolved the resulting signal with each of
the concentric MPCs (Fig. 15, center) and derived from these convolution products a wavelet transform
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Fig. 14. Left to right, top to bottom: a basis of orthogonal concentric MPCs with support diameters (3,5,7, . . . ,
29,31,31, . . . ,31).
diagram (Fig. 15, bottom). Small and large scales coefficients are at the bottom and top of this diagram,
respectively.
The presence of the square pulse is not visually obvious in the raw signal. Nevertheless, we observe
that the wavelet transform reveals the presence of the square pulse quite clearly. Indeed, a large perturba-
tion is visible in the large scales of the wavelet transform, which reveals clearly the existence of a foreign
pattern. Moreover, the precise location of the square pulse is revealed by a conic pattern that propagates
upscale. Similar structures are visible on both edges. They are caused by the zero-padding that we used
on the signal prior to convolution products. We repeated this experiment with pulses having different
shapes, and we obtained qualitatively similar results.
The capacity of concentric MPCs to reveal atypical patterns is linked to the fact that they minimize the
quantity E((φTn F )2), which implies that they are almost orthogonal to F . Consequently, the convolution
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Fig. 15. Top: raw signal F , square pulse P and noisy signal S = F +P . Center: the first 9 convolution products φn F . Bottom:
wavelet transform obtained from the convolution products. Small and large scales are at the bottom and top, respectively.
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product φn  F gives a small contribution for a pure signal, but gives a larger contribution for atypical
patterns which are likely to have larger components in the directions defined by the φns. The wavelet
transform derived from concentric MPCs should therefore be a sensitive tool for the detection of atypical
patterns. The fact that MPCs form an orthonormal basis also paves the way for the filtering of atypical
patterns.
8. Conclusion
We have shown that orthonormal bases of functions with multiscale compact supports can be obtained
from a generalization of principal component analysis. The resulting functions, called multiscale princi-
pal components, are eigenvectors of the correlation operator expressed in different vector subspaces. In
that sense, MPCs are truly a direct extension of principal components. The main objective of this paper
was to show that such a generalization was indeed possible. The analytical method that we developed to
construct these functions is the main contribution of this paper.
Using MPCs, many different approaches are a priori possible for the construction of orthonormal
bases. As a first example, we showed that we could construct dyadic MPCs, which have a resemblance
with orthogonal wavelet bases. These functions, which minimize their correlation with a reference signal,
are data-adaptive. As a second example, we introduced concentric MPCs, which are orthogonal bases of
data-adaptive functions having multiscale concentric supports. Used as kernels in convolution products
with a signal, these functions can be used to define a new wavelet transform. We showed that this trans-
form has a striking capacity to detect atypical patterns within the reference signal. This transform has
also a potential for the filtering of singularities from a signal.
Using a self-similar construction rule, we showed that dyadic MPCs could be constructed from small
to large scale, using the minimum MPC diameter L0 as a free parameter. If L0 = 2, then MPCs happen
to be the Haar wavelets independently of the reference signal considered. This is a degenerate case for
which MPCs are not data-adaptive. If L0  3, then MPCs are really data-adaptive and their shape depends
on the reference signal considered. In this case, a greater number of large scale MPCs (i.e. vectors having
a support diameter equal to the window size) is needed to get a complete basis. With L0 = 3 for instance,
about 33% of the MPCs are large scale MPCs. This means that dyadic MPCs with L0  3 are a kind of
hydrid between classical principal components and orthogonal wavelet bases.
We compared principal components, dyadic MPCs and Haar wavelets in simple data compression ex-
periments. These experiments revealed some important properties of dyadic MPCs. If we approximate
the reference signal from which the MPCs were constructed, then we found that PCs give the best com-
pression ratio, closely followed by MPCs, whereas Haar wavelets give a significantly lower ratio. In other
words, MPCs give better compression ratios than Haar wavelets in the absence of singularities.
If the reference signal is corrupted by a moderate amplitude singularity, then MPCs perform much
better than PCs and Haar wavelets. In this case, MPCs outperform PCs because many MPC components
are unaffected by the singularity and consequently they remain tiny and negligible. MPCs also outperform
Haar wavelets because their adaptivity gives them a distinct advantage. If the reference signal is corrupted
by a large amplitude singularity, then Haar wavelets give a slightly better compression ratio than MPCs,
and PCs give a much lower ratio. This result can be attributed mainly to the larger number of small
scale functions contained in the Haar basis. This weakness of dyadic MPCs becomes visible only if the
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singularity contains enough energy. Indeed, our experiments show that MPCs outperform Haar wavelets
in the absence of singularities as well as in the presence of singularities of moderate amplitude.
The main goal of this paper was to define and develop a construction method for MPCs. In this context,
the numerical experiments that we presented are not extensive. The comparison of MPCs with other
orthogonal bases such as Coiflets or Daubechies wavelets, using signals that contain a broader variety
of patterns and singularities, is a topic deserving further study. The comparison of MPCs and multiscale
SVD [9] in data compression experiments also needs to be studied.
It may be possible to obtain better compression rates in the presence of large singularities by using a
different construction method for MPCs, that would result in a larger proportion of small scale MPCs in
the basis. Indeed, many construction approaches exist within the MPC framework and we have explored
only the dyadic and concentric construction methods in this paper.
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