Consonant confusion matrices were obtained for four sets of CV and VC nonsense syllables presented both in quiet and in the presence of a masking noise. A sequential method of partitioning transmitted information for confusion matrices was developed and used to test the hypothesis that when the internal redundancy of feature systems is taken into account, certain articulatory and phonological features of consonants consistently account for transmitted information better than other, closely related, features. Results of the analyses indicate that for most confusion matrices several feature systems can be shown to account equally well for transmitted information, and that across syllable sets and listening conditions, there is little consistency in the identification of perceptually important features. The implication of these findings with respect to the existence of natural perceptual features for consonants is discussed.
INTRODUCTION
It is difficult to find a perceptual study of consonants in which the relationships among stimuli are not analyzed in terms of phonological or articulatory features. Although most researchers share the view that feature perception plays a role in the discrimination of speech sounds, the feature analyses which they perform tend to fall into two classes depending on whether it is individual features or feature systems which are to be evaluated.
When data are presented in the form of confusion matrices, feature analysis usually consists of specification of a set of distinctive features and determination of the relative importance of these features in terms of a performance measure such as error rate or percentage of information transmitted. Feature analyses may also be based on triangular error matrices compiled from samedifferent responses to pairs of stimuli. In either case, it is assumed that a high level of performance on a particular feature is indicative of the perceptual relevance of the feature.
As a result of such analyses we know that individual features differ significantly in intelligibility, TM and that the relative importance of features varies as a function of phonetic context4, 5 and conditions of signal distortion. 1 Although pairs of sounds which differ by the same number of features are not always equally discriminable, 6,7 on the average, as the number of feature differences between two sounds increases, discriminability improves. ø-1ø
The second approach to feature analysis is exemplified by studies in which alternative feature systems are compared or in which a method such as multidimensional scaling is used to derive a set of perceptual features empirically. Here, emphasis is placed on the ability of the feature system as a whole to predict 
C. Noise Experiment
Confusion matrices were obtained at six speech-tonoise (S/N) ratios ranging from --10 dB to q-15 dB in equal steps. These levels were based on pilot data indicating that across syllable sets, near chance and near perfect performance would be obtained using this range. At each S/N ratio, data were collected at noise levels of 50, 65, 80, and 95 dB SPL. Variation in absolute noise level was incorporated so that the results from normal listeners could later be compared with masking data obtained at comparable noise levels from hearing-impaired listeners.
Since the output of the Speechmaker was found to be highly stable over time, speech levels were calibrated only twice during the experiment. Partial control over the level of individual syllables was available, and the syllables were matched as nearlv as possible in terms of the peak reading on a VU meter, which typically occurred during the vowel portion of the syllable. The level of the entire system was then defined as the SPL of a 1-kHz tone matched to the average peak VU reading obtained on the recorded syllables. The speech signal was gated by an electronic switch (GS-1287) with a rise time of 1 msec, amplified, attenuated, and fed to a passive four-way splitter.
Four independent noise generators (GS-455C) were used to produce a broad-band white noise masker. The output of each noise source was attenuated and then mixed with the output of one channel of the four-way splitter. The combined signal was attenuated further, if necessary, and delivered to one of four sound-treated booths (IAC 401A). Speech and noise were presented monoaurally to the right ear over a TDH-49 earphone mounted in an MX-41/AR cushion; an identical dummy phone was used for the left ear.
Each booth contained a response console with a 4)< 4 arrav of response buttons, each labeled with a different consonant sound in conventional orthography. To the left of this array, a list of monosyllabic cue words was available for reference throughout the experiment. In addition to the response buttons, there were three coincidence indicators labeled "Warning," "Observe,"
and "Answer."
Sixteen paid volunteer subjects were assigned to four listening groups, one for each syllable set. The listeners, six males and 10 females, ranged in age from 17 to 24 years, and with one exception, had no previous listening experience.
Blocks of trials under a single experimental condition were 96 items long. Within a block each syllable occurred twice, and the order of syllables was completely random.
On each trial there was a 500-msec warning interval and a 511-msec observation interval during which the. syllable was presented against a background of con-tinuous noise. The subject responded by pressing one of the 16 response buttons. The answer interval was terminated when the last of the four listeners responded. A 200-msec feedback interval followed, during which a green light in the upper portion of the correct response button was lit.
The experiment consisted of three replications of the 24 experimental conditions. Within each replication the order of conditions was randomized by selecting a S/N ratio and holding it constant while noise level was varied across four blocks of trials.
On the first day, subjects listened to nine blocks of trials presented without masking noise. On this practice day, modified gain functions were obtained by varying the level of the speech signal from 25 to 110 dB SPL. Daily listening sessions lasted approximately 2« hours, including a 20-min midsession break.
D. Control Experiment
In order to determine the overall intelligibility of the speech materials used here and to obtain control data on consonant confusions without masking noise, a preliminary experiment was conducted in which the effects of signal level on performance were studied. Six subjects, divided into two listening groups, participated. For each syllable set, confusion matrices were obtained from all six subjects at 13 signal levels ranging from 20 to 45 dB SPL in 5-dB steps, and from 55 to 115 dB SPL in 10-dB steps. Two 96-item blocks of trials were presented at each level. The order of conditions was randomized, and the replications and listening sessions were organized as in the masking experiment.
II. RESULTS

A. Intelligibility
Gain functions obtained from the control experiment are plotted in Fig. 1 . After all percent-correct scores had
•oo been converted to arcsins, •'•' analysis of variance revealed the expected main effect due to signal level, and also a 9o significant difference among syllable sets, primarily attributable to the difficulty of the CV-1 set. Three interactions were also significant' syllable set Xvowel; 7o syllable setžlevel; and vowelXlevel. The interactions F• 6o with level simply reflect the fact that differences among vowels and among syllable sets were greater at low • so signal levels where the gain function is steep than at ß 4o moderate and high levels where performance was nearly perfect. The interaction between vowel and syllable set is more interesting than the other two interactions and is plotted in Fig. 2 . In all syllable sets, consonants were better identified when the accompanying vowel was/u/ rather than/t 1/. The effects of the vowel/i/on consonant intelligibility, however, depended on consonant position. In CV syllable sets, consonants followed by/i/ were the most difficult to identify, whereas in the VC syllable sets, consonants preceded by/i/were the most easily identified. Singh and Black 2 also found that consonants followed by/i/were less well discriminated by English-speaking listeners than consonants followed by/o/.
Figure 3 presents the masking functions for the four syllable sets. An analysis of variance of arcsin-transformed scores revealed significant main effects for all four factors:syllable set, S/N, noise level, and vowel. As can be seen in Fig. 3 , the CV-2 syllable set, in which feature differences among the consonants had been maximized, was the most intelligible in noise. Although the CV-1 syllable set had been least intelligible in the control experiment, it was not different from the VC-1 and VC-2 sets in noise. However, since the one subject with previous listening experience was in the CV-1 group, it is likely that his superior performance inflated the mean for that group. Absolute level of the masking noise produced systematic differences in performance, with the two higher noise levels, 80 and 95 dB, producing slightly lower discrimination scores. These differences were most marked at moderate S/N ratios, producing a significant interaction between noise level and S/N. These effects of noise level are similar to those obtalned by other researchers using monosyllablic stimuli. 23.24 Noise level also interacted with vowels, in that there was no difference among vowels at the highest noise level.
Across syllable sets, consonants paired with/a/were most difficult and consonants paired with/u/were least difficult to discriminate. However, the interaction between vowel and syllable set was also significant, and was very similar to the comparable interaction obtained in the control experiment. As can be seen in Fig. 4 , VC syllables containing /i/ were easier than other VC syllables, while CV syllables with/i/were more difficult.
Differences between/a/and/u/were consistent across syllable sets. Additional significant interactions were obtained for vowelX S/N, syllable setX S/N, and vowel X syllable set X S/N. None of these interactions was systematic or readily interpretable, but their significance suggests caution in the interpretation of lower-order effects involving these factors.
B. Perceptual Confusions
Confusion matrices for the four syllable sets are presented in Tables II-V for the masking experiment,  and in Tables VI-IX for the control experiment. Although equal numbers of presentations were programmed for all stimuli, occasional equipment malfunctions caused some trials to be lost. This accounts for the slight inequality of row totals in Tables II-IX. In Table X It should be noted that those features in Table X which are not binary have been interpreted in some studies as ordered categoriesn.
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Ux(Y)= --• p(X,) k Px,(Yi) log•.px,(Y•). (2)
The conditional probabilities, Px•(Yj), sum to 1.00 within each category Xi, and the weights, p(XJ, sum to 1.00 across all categories of X.
It is possible to partial out the effects of two variables In applying these techniques to uncertainty analysis in terms of features, we begin by specifying a set of features, say A, B, and C, which describe a set of stimuli, S, such that U(A,B,C)-U(S). This condition implies only that each stimulus has a unique description in terms of the features. In general, more than three features would be necessary to accomplish this, but in order to simplify the illustration we will use only three. Similarly, we classify a set of response categories, R, in terms of the same features, using a lower case notation to differentiate the response categories from the stimulus categories, i.e., U(R) = U(a,b,c). Given a stimulusresponse confusion matrix, we can compute the contingent uncertainty U(S:R) which is normally desig- In a real feature system, the designations A, B, C, are clearly arbitrary; that is, there are six different ways these labels could be assigned to three features and each would result in a somewhat different set of values for the nine terms in Eq. 5. The object of the sequential information analysis is to sequentially designate features as A, B, C, etc., using a performance criterion. Throughout the analysis relative frequencies are used in place of probabilities; the analysis proceeds in the following steps:
Step 1. Unconditional transmitted information is estimated for each feature in a proposed feature system. Since, as can be seen in Table XI, A. In order to assess performance relative to stimulus uncertainty, we also calculate a set of terms of the form U The analysis is presently programmed for up to 11 iterations, although this maximum is rarely needed due to the high degree of redundancy in the feature systems studied. When the analysis terminates, the transmitted information accounted for by the features is given by the sum of the (direct) partial contingent uncertainties. The off-diagonal terms in Eq. 5, which represent partial cross-contingent uncertainties, and which are not computed in the analysis, make up the remainder. In the analyses which we have thus far performed, these terms appear to be negligible.
It should be pointed out that this form of information analysis is similar in many respects to Klatt's sequential analysis of features using a similarity metric. •'• Klatt pointed out that the redundancy of features should be taken into account and that feature analysis should provide some indication of the completeness of a feature system. He also noted that there should be an algorithm for determining whether even better features than those specified exist. The sequential information analysis described here clearly meets the first two criteria and could, in principle, be modified to search for optimum features also. Table XVI , and is based 0n the data in Table VI Tables II-IX.  Table XVII It is interesting to compare the results at q-15 dB S/N with those from the control experiment in quiet. Data for the latter are based on 13 signal levels ranging from 20 to 115 dB. Despite the fact that overall performance based on observations pooled across all levels is lower, the proportion of transmitted information explained is higher. Since this is true for the remaining syllable sets as well, it suggests that discrimination errors made in quiet are slightly more systematic and slightly better explained in terms of features than errors made in the presence of noise distortion.
An illustration of the Sequential Information Analysis (SINFA) is presented in
SINFA summaries for the VC-1 syllable set are presented in Table XVIII . Although the same consonants are involved in both syllable sets, the pattern of results differs considerably from that in Table XVII From the analyses presented above, it is clear that the particular features which result in high levels of performance vary significantly from one syllable set to another and in some cases vary within syllable sets as a function of listening conditions. It was argued in the Introduction that if natural perceptual features exist, this should not occur, i.e., there should be a consistent tendency for certain features to account for transmitted information better than other, closely related, features. Two factors in the present experiments, however, probably contribute to and exaggerate the observed inconsistencies. The first factor involves the syllables themselves. Since individual syllables were recorded rather than spoken live, the type-token ratio for all syllables was 1.00. Although there were three syllables for each consonant (one for each vowel), it is possible that during the course of the experiment Ss learned to take advantage of the idiosyncrasies of individual syllables in order to improve their performance. The second factor involves syllable set size. In Sec. I-B it was noted that the use of different consonant subsets would permit context effects to emerge in the feature analyses. Although the presence of context effects in itself argues against a strong form of the natural features hypothesis, the use of consonant subsets may have encouraged Ss to adopt specific listening strategies for each syllable set, whereas a full syllable set would produce listening strategies more closely approximating those normally used by listeners to discriminate spee. ch sounds. Table XVII ). Although nasal is not distinctive in the CV-1 set, the fact that it is the best perceived feature in Miller and Nicely's experiment is in agreement with comparable data from our experiment (see Tables XIX  and XX) . Features which are identified as important in both analyses are voice, sibilant, frication, and a nonunique place feature which is identified only in the last iteration. One difference between the two sets of results is that high-anterior is not identified as important for the data of Miller and Nicely. The similarity between the two sets of data suggests, however, that where the composition of two syllable sets is similar, the resulting pattern of confusions will be similar, and that the effects of a high type-token ratio on perceptual confusions are minimal.
In their study of perceptual confusions among intervocalic consonants, Singh and Black •' used callers and listeners from four language groups. They also used both English and non-English phonemes as stimuli. For purposes of comparison, we have selected their data for English callers and listeners, and we have deleted entries for non-English phonemes from their confusion matrix. The resulting confusion matrix is based on data for 21 consonants in combination with two vowels,/i/ and/a/, and most closely resembles our CV-2 syllable set in the present experiment. The third analysis is based on perceptual data taken from Graham and House. 6 These authors obtained same-different judgments from young children for pairs of nonsense syllables, and generated a triangular matrix of error rates for each sound pair. From this matrix we have generated a quasi-confusion matrix by converting entries on the main diagonal to rates of correct response, and by using off-diagonal error rates to estimate frequencies of perceptual confusion.
The SINFA summary for this matrix is presented in the third column of Table XXI. Three features, sibilant, duration, and frication are identified as most important in the first three iterations. Although sibilant and frication have been identified in other analyses, this result is surprising because these three features are very closely related, as can be seen in Table X . Another difference between these results and others is the failure of nasal to be important. In contrast, anterior, which did not appear to be of significance in other analyses, is identified here in the fifth iteration. The rather atypical results for the Graham and House data may be due to the fact that the Ss were children or they may be due to our manipulation of the same-different judgments in producing the quasi-confusion matrix. The second category includes two features which do not appear to be perceptually important. Strident is rarely identified by SINFA in analyses of our data and it is likewise passed over in the analyses presented in Table XXI . Although low is distinctive in only one of the syllable sets studied, CV-2, it was never identified by SINFA. At least for perception of consonants, there is little evidence to support the relevance of strident and low as perceptual features.
All of the remaining features fall into an intermediate category, since they appear to be relevant in some cases and not others. High-anterior, for example, is a strong perceptual feature in our CV-1 syllable set but not elsewhere. Frication is important in the CV-1 syllable set and in the VC-2 syllable set, and in the analyses in Table XXI A consequence of these findings is that for a given confusion matrix, several different feature systems can be used to account for the information transmitted and all will work equally well. Consider the data from Singh and Black in Table XXI. Retaining the features identified in the first six iterations, we find that in the seventh iteration continuant and open are equivalent, and hence a feature system including either one would produce the same result in this iteration. In the eighth iteration duration, strident, sibilant, and place (W) are equivalent and any one of these features would produce the same result in this iteration. There are, therefore, eight different pair combinations of these features which could be substituted in an eight-feature system without altering the SINFA results. We performed an analysis using only the features defined by Singh and Black' voice, nasal, frication, place (SB), duration, and vocalic. Since these features were also identified by SINFA, it is not surprising that this system accounted for 93.8% of the information transmitted. Also, we analyzed the Singh and Black matrix using five features derived from an INDSCAL analysis of perceptual data by Singh, Woods, and Becker, 16 but found that these features accounted for only 77.7% of the information transmitted.
Since it can be shown that several feature systems will account equally well for the transmitted information in a given matrix, and since there is no tendency for particular features or feature systems to do better than others across conditions and syllable sets, the hypothesis that natural perceptual features exist is not supported.
This conclusion is consistent with the fact that multidimensional scaling analyses of perceptual confusions and judgments of similarity also do not converge on a particular set of perceptual features which are independent of context, experimental conditions, and experimental task. Voice, nasal, and possibly round, appear to be the only exceptions to this rule. Thus, although articulatory and phonological features are extremely useful for describing patterns of perceptual data and for indicating which acoustic cues are most important in a given context, the notion that these features represent hypothetical perceptual constructs is open to serious question.
