Let (M, g) be a smooth compact Riemannian manifold of dimension n with smooth boundary ∂M . Suppose that (M, g) admits a scalar-flat conformal metric. We prove that the supremum of the isoperimetric quotient over the scalar-flat conformal class is strictly larger than the best constant of the isoperimetric inequality in the Euclidean space, and consequently is achieved, if either (i) n ≥ 12 and ∂M has a nonumbilic point; or (ii) n ≥ 10, ∂M is umbilic and the Weyl tensor does not vanish at some boundary point.
Introduction
In 1921, Carleman [3] proved that the classical isoperimetric inequality holds for a simply connected domain on a minimal surface, by showing the sharp inequality:
for every holomorphic function f on the unit ball B ⊂ R 2 . Jacobs in [8] extended (1) to general bounded open set Ω ⊂ R 2 with smooth boundary ∂Ω: there exists a positive constant C Ω such that
for every holomorphic function f on Ω. Moreover, when Ω is not simply connected, the best constant C Ω > 1 4π and is achieved. A corollary of (1) is the sharp inequality:
for every harmonic function w on B ⊂ R 2 . Note that for a harmonic function w on B ⊂ R 2 , the Gauss curvature of (B, e w g R 2 ) is identically zero, where g R 2 is the Euclidean metric on R 2 .
In [6] , Hang-Wang-Yan obtained a higher dimensional generalization of the above inequalities on the unit ball B ⊂ R n with n ≥ 3. They proved the following sharp inequality: n−2 (∂B) (4) for every harmonic function v on B with ω n being the volume of B, and classified all the minimizers. For a positive harmonic function v on B, the scalar curvature of (B, v 4 n−2 g R n ) is identically zero, where g R n is the Euclidean metric on R n .
In [7] , Hang-Wang-Yan further studied a generalization of (4) on a smooth compact Riemannian manifold (M, g) of dimension n ≥ 3 with smooth boundary ∂M , by considering the following variational problem on the isoperimetric quotient over the scalar-flat conformal class
where A g := {g ∈ [g] : the scalar curvature Rg = 0}, and [g] is the conformal class of g. It was explained in [7] that the set A g is not empty if and only if the first eigenvalue λ 1 (L g ) of the conformal Laplacian operator L g := −∆ g + n−2 4(n−1) R g with zero Dirichlet boundary condition is positive. Note that the positivity of λ 1 (L g ) does not depend on the choice of the metrics in [g] . Assuming λ 1 (L g ) > 0, they proved in [7] that
and Θ B 1 ,g R n coincides with the best constant of the isoperimetric inequality in the Euclidean space, that is,
They also showed in [7] that Θ M,g is achieved if the strict inequality
holds, and made a conjecture that:
Conjecture 1.1 ( [7] ). Assume n ≥ 3, (M, g) is a smooth compact Riemannian manifold of dimension n with nonempty smooth boundary ∂M , and λ 1 (L g ) > 0. If (M, g) is not conformally diffeomorphic to (B 1 , g R n ), then the strict inequality (7) holds.
In this paper, we prove Theorem 1.2. Let (M, g) be a smooth compact Riemannian manifold of dimension n with nonempty smooth boundary ∂M . Suppose that λ 1 (L g ) > 0. Then the strict inequality (7) holds if one of the following two conditions holds:
(i) n ≥ 12 and ∂M has a nonumbilic point;
(ii) n ≥ 10, ∂M is umbilic and the Weyl tensor W g = 0 at some boundary point.
Therefore, Θ M,g is achieved under one of these two conditions. At the time of writing this paper, we learned from Professor Meijun Zhu that, together with M. Gluck, they [5] recently verified (7) when M = B 1 \ B ε for sufficiently small ε > 0 with the Euclidean metric in all dimensions.
Throughout the paper, we will always assume that λ 1 (L g ) > 0. Denote the Poisson kernel of L g u = 0 with Dirichlet boundary condition by P g . Then P g is positive and satisfies the following conformal transformation law:
where
Making use of the conformal transformation law of the conformal Laplacian:
it was pointed out in [7] that
One sees from the definition that Θ M,g depends only on the conformal class [g]. The results of the above variational problem (5) or (9) in [7] and in this paper show an analogy to the Yamabe problem solved by Yamabe [14] , Trudinger [12] , Aubin [2] and Schoen [11] , as well as to a boundary Yamabe problem (or higher dimensional Riemannian mapping problem) studied by Escobar [4] , Marques [9, 10] , Almaraz [1] , etc. Actually, we have the following interesting triangle diagram:
Poisson extension Trace

Sobolev
The best constant of the Sobolev inequality plays a crucial role in solving the Yamabe problem. So does the best constant of the Sobolev trace inequality in the boundary Yamabe problem. And here, the following sharp integral inequality for the harmonic extension on the Euclidean half space
and its extremal functions (i.e., bubbles), which is equivalent to (4) and was proved in Hang-WangYan [6] , play the same role in studying the variational problem (5). However, in contrast to the other two well studied problems, the variational problem (5) or (9) is of strong nonlocal nature. Moreover, the Euler-Lagrange equation of the functional I[·]:
which is a conformally invariant integral equation, is not the dual of any elliptic PDE. A prescribing function problem on the unit sphere, which is a Nirenberg type problem, has been studied by the second author [13] . A Kazdan-Warner type condition was obtained earlier in [7] .
In our proof of Theorem 1.2, the test function v we use to compute (9) is the cut-off of a rescaled bubble. The difficulty is to calculate the L 2n n−2 norm of its Poisson extension P g v. We calculate it by estimating the error between P g v and the harmonic extension of v on the Euclidean half space. Both of these two extensions are purely nonlocal. An intuitive way of estimating this error is to estimate the difference between the Poisson kernel on M and the one on the Euclidean half space. But we are not able to accomplish it. Alternatively, we estimate the error by expanding it into three terms recursively, each of which satisfies a second order equation. We show that the first term can be calculated explicitly, and will give us a strict inequality under the assumptions of Theorem 1.2. In this step, the explicit integral (28) plays a crucial role. The second term is of the same order as the first term. We are not able to calculate it explicitly, but we show that it is positive. If it could be calculated explicitly, then the dimension assumption in Theorem 1.2 might be reduced; see Remarks 3.4 and 4.2. The third term is of higher order, and thus is negligible. In the low dimensional case for (5), one may use more delicate test functions as in [10] and [1] studying the low dimensional boundary Yamabe problem. The technical difficulty remains the same as the explicit computability of integrals involving convolutions. This paper is organized as follows. In Section 2, we illustrate the idea of our proof. In Section 3 we consider the nonumbilic case, and in Section 4 we study the umbilic case. Acknowledgement: Part of this work was completed while the second named author was visiting the Department of Mathematics at the Hong Kong University of Science and Technology, to which he is grateful for providing the very stimulating research environment and supports. Both authors would like to thank Professor YanYan Li for his interests and constant encouragement.
Idea of the proof
In the following 1 ≤ i, j, k, l, m, p, s ≤ n − 1 and 1 ≤ a, b ≤ n. For any P ∈ ∂M , choose geodesic normal coordinates x ′ = (x 1 , . . . , x n−1 ) on the boundary centered at P . We say that x = (x ′ , x n ) are the Fermi coordinates of the point exp x ′ (x n η(x ′ )) ∈ M , where η(x) denotes the inward unit vector normal to the boundary at x ∈ M and x n ≥ 0 is small. In Fermi coordinates, we have
It was computed by Escobar [4] that
Here, all coefficients are computed at P , h ij denotes the second fundamental form with respect to the inward unit normal, |h| 2 = ij h 2 ij , H denotes the mean curvature, and R ninj , R ikjl denote components of the full Riemannian curvature tensors of M and ∂M , respectively. Similarly, R nn , R kl denote components of Ricci tensors of M and ∂M , respectively.
Since Θ M,g is conformally invariant, we can assume there exist conformal Fermi coordinates, i.e., Fermi coordinates x = (x ′ , x n ) centered at P such that
where N is a positive constant that can be chosen as large as we want, and δ > 0; see Marques [9] . By (12) , as well as (3.22) in [4] , we have
where R is the Scalar curvature. For any φ ∈ C 2 (Q δ ), we have
in the above coordinates. Denote
Let Ω ⊂ Q δ be a smooth domain such that Q δ/2 ⊂ Ω ⊂ Q 3δ/4 and Ω is rotationally symmetric in the x ′ -variables. It follows that u λ ≥ 0 and
where ∂ ′ Ω = ∂Ω ∩ {x n = 0}, ∂ ′′ Ω = ∂Ω ∩ {x n > 0} and the estimate of u on ∂ ′′ Ω can be proved as follows. We know there exists a conformal metric ρ
we have on ∂ ′′ Ω that
where in the second inequality we used Lemma 2.2 in [7] . Define
which is a harmonic function in upper half space. Let
By direct computations, for N > n we have
We are going to show that (17) that is, the leading terms in the expansion of M |u λ | 2n n−2 dvol g are the first three terms on the right hand side of (17). The most important part of the proof will be to show
To verify the above inequality, the next crucial step is to solve the leading terms of W λ , which we will divide it into two cases in the following two sections. The explicit integral (28) plays a crucial role in our calculations.
Nonumbilic boundary case
Suppose the P ∈ ∂M is a nonumbilic point. There exist conformal Fermi coordinates centered at P as in previous section. By (10) , (11) and (14), we have
Denote the solution of the Dirichlet problem
where G(x, y) is the Green's function. We know that G(x, y) = G(y, x) and there exists
λ )). We assume n ≥ 10 in the following because of our assumption on the dimension in our main theorem.
The next three lemmas show that W
λ and W (2) λ are the leading terms in W λ , and the rest error will be a higher order term. 
Proof. For s = 1, 2, 3, 4, it is direct to see that
in Ω.
for some constant C independent of λ. Then we have for all x ∈ Ω |W (1)
Now we estimate |∇ s W
λ (x)|. By standard elliptic estimates, we have that
To obtain the estimate in Q δ/8 , we use a scaling argument. Let x ∈ Q δ/8 be arbitrarily fixed. Let r = |x + λe n |/2, and v(y) = r n−3 W
λ (x + ry). where y ∈ O := {y ∈ B 1 : x + ry ∈ Ω}.
, and
Also, it follows from (21) and (20) that
Case 1: if B 1/8 ⊂ O, then it follows from the interior estimates for the Poisson equations that
it follows from the global estimates up to the boundary for the Poisson equations that
Rescaling to W
λ , we obtain (19).
Lemma 3.2. There exists C > 0 such that for both s = 1, 2, and all x ∈ Ω,
Proof. It follows from Lemma 3.1 that
which implies as before that
The rest of the proof is the same as that of Lemma 3.1.
λ . There exists C > 0 such that for all x ∈ Ω,
Proof. By (15), as well as the definitions of W
(1)
We decompose W
, where
exists, and we have for all
Again, since λ 1 (L g , Ω) > 0, we have by the comparison principle,
Indeed, let ρ be the solution of
Thus, ϕ > 0 in Ω. By sending ε → 0, we obtain (26). The conclusion follows from (25) and (26).
Proof of Theorem 1.2 (i).
As explained in (17), we are going to calculate
It follows from Lemmas 3.1, 3.2 and 3.3 that
where we used Fubini theorem and G(x, y) = G(y, x) in the first two terms of the last equality.
Step 1: We first calculate
Since U λ is radial symmetric in x ′ and so is Ω, G(U n+2 n−2 λ ) depends only on |x ′ | and x n . By the symmetry in x ′ , it follows from (14) that
where Ω λ = {x/λ : x ∈ Ω},
and
We are going to estimate
be the Green's function of the Poisson equation on the upper half space. We have
by observing that
In particular, R n
it follows from the maximum principle that in Ω λ ,
Hence, we have that in Ω λ ,
Consequently, as long as n ≥ 5, there holds
Therefore, we have
n |y + e n | −2n dy,
If n > 4, by changing variables y ′ = (1 + y n )z ′ we have
r n−2 (1 + r 2 ) n dr, and
It follows that
which is positive if n > 12. Therefore,
Step 2: Next we calculate
It follows from (19) that
It follows from (29) that
Hence, using integration by parts,
where we changed variables in the last identity, and the integrals on the boundary ∂Ω coming from the integration by part are absorbed in O(λ n−1 ). We are going to estimate G λ (x n ∂ kl U 1 ). Denote
By the maximum principle for harmonic functions, we have
Therefore,
Now we calculate Φ(x) := G(h ij y i y j y n |y + e n | −2−n )(x). It solves
2 . We look for the unique function Φ in a form of
where i h ii = 0 is used. The operator on the left hand side of (34) can be considered as the Laplacian operator −∆ in R n+4 applying to V which is radial in the first n + 3 coordinates. Therefore,
ThisṼ can be solved using Green's function of −∆ in R n+4 + , and thus,Ṽ > 0 everywhere. Moreover, by the same argument as of (21), we have that
Hence, we have for all r, s ≥ 0,
.
where in the second equality we used
Thus,
for some C(n) > 0.
Step 3: Finally, we estimate
It follows from (21), (23) and (24) that
By the definition of W (1) λ , for n > 5 we have
Therefore, using (32) and (33), we have
for some C(n) > 0, where V is the same one as in (34). Consequently, it follows from (27), (30), (37) and (38) that
for some C(n) > 0 as long as n ≥ 12.
By (16) and (39), we have 
Umbilic boundary case
Suppose ∂M is umbilic. As in the previous section, we assume that there exists a conformal Fermi coordinates x = (x ′ , x n ) centered at some point P ∈ ∂M . Below we collect some facts which were proved by Marques [9] (see also Lemma 2.3 in [1] ). First,
Furthermore, 
R nn,nk = 0,
ijkl with W ijkl being the components of the Weyl tensor W of ∂M at P , and we also used a short notation that (R ninj )
By the Proposition 4.1, and the second Bianchi identity, we have
Then we have in Ω that
where s = 1, 2, 3, 4, and C > 0 depends only on M, g, and n. Moreover, using symmetry,
Here, we used (36) in the third and fourth equalities, and item (7) in Proposition 4.1 in the fourth equality when we calculate A in the above. Let W λ solve (15). As in the previous section, we define
where G(·) is given in (18). By (42), arguing as in the proof of Lemma 3.1, Lemma 3.2 and Lemma 3.3, we have, for n ≥ 9 and s = 1, 2, 3, 4,
We now proceed to show the second part of Theorem 1.2.
Proof of Theorem 1.2 (ii).
As in the previous section, we are going to calculate
Using symmetry, we have
where we have used (29) in the third equality, and
To calculate I 1 − I 6 , we will need the following identities, which can be obtained by integration by parts or change of variables.
By calculations, we have
which is equivalent to the full Weyl tensor
at P as explained in [9] . We have
which is nonnegative if n ≥ 10, and positive if n ≥ 11.
Step 2: Next, we estimate
It follows from (43) and Proposition 4.1 that
Also, using item (2) in Proposition 4.1 and the fact that U λ is radial in x ′ , we have
Hence, using (31), (43), integration by parts and R nn = 0, we have
where the integrals on the boundary ∂Ω coming from the integration by parts are absorbed in O(λ 5 ). Similarly,
where item (2) in Proposition 4.1 is used in the last equality. Therefore,
We are going to estimate G λ (R nknl y 2 n ∂ kl U 1 )(x). Recall the notation that
By the maximum principle for harmonic function, we have
Hence,
Now we calculate Ψ := G(R nknl y k y l y 2 n |y + e n | −2−n ). It solves
where R nn = 0 is used. As before, the operator on the left hand side of (34) can be considered as the Laplacian operator −∆ in R n+4 applying to Λ which is radial in the first n + 3 coordinates. Therefore, forΛ(z) = Λ(|z ′ |, z n+4 ) with z ′ = (z 1 , · · · , z n+3 ), it satisfies − ∆Λ(z) = z 
ThisΛ can be solved using Green's function of −∆ in R n+4 + , and thus,Λ > 0 everywhere. Moreover, by the same argument as of (21), we have that Λ(z) ≤ C|z + e n+4 | 2−n in R Since i R nini = R nn = 0, we have 
Step 3: Finally, we estimate By the definition of W = n 2 (n − 2) 2 λ
for some C(n) > 0, where Λ is the same one as in (49).
It follows that, using (44), (45) Proof of Corollary 1.3. We only need to prove the "only if" part. Since n ≥ 12, it follows from Theorem 1.2 that ∂O is umbilic. Since ∂O is smooth and connected, ∂O has to be a sphere.
