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Einleitung
Die Mathematik der Computer{Tomographie ist in den vergangenen Jahrzehnten Ge-
genstand intensiver Forschungen gewesen. Dabei interessiert man sich f

ur die Rekon-
struktion einer skalaren Gr

oe, wie z.B. der Gewebedichte im menschlichen K

orper,
aus gemessenen Daten. Mittlerweile existieren eziente Algorithmen zur L

osung die-
ses Problems. Es stellt sich die Frage, ob es auch m

oglich ist, Vektorfelder wie z.B.
Geschwindigkeitsfelder von Blut zu rekonstruieren. Schon im Jahre 1977 ver

oentlich-
ten Wells et al. [38] eine Arbeit, in der sie erl

auterten, inwiefern das Messen von
Doppler{Signalen bei der Detektion von b

osartigen Tumoren in der weiblichen Brust
hilfreich sein kann. Sielschott [33] wendet die zweidimensionale Vektor{Tomographie
an, um Geschwindigkeitsfelder von Gasen aus akustischen Messungen zu bestimmen.
1992 erschien die Arbeit von Juhlin [14], in der das Problem der Vektor{Tomographie
mathematisch beschrieben wurde. Er bewies, da unter zus

atzlichen Bedingungen aus
den gemessenen Daten eine vollst

andige Rekonstruktion eines Geschwindigkeitsfeldes
m

oglich ist. Die Angabe eines ezienten Algorithmus blieb er jedoch schuldig.
Die Idee der Vektor{Tomographie ist, mit Hilfe des Doppler{Eektes das Geschwin-
digkeitsfeld f einer sich bewegenden Fl

ussigkeit zu rekonstruieren. Dazu werden Ul-
traschallwellen auf das zu untersuchende Objekt 
 ausgesandt. Durch Messen des
Doppler{Shifts der reektierten Welle ist es mittels einiger Umformungen unter be-
stimmten Annahmen m

oglich, die Geschwindigkeitskomponente parallel zum Teststrahl





!  f(x) d`
zu messen, siehe Sparr et al. [34], Juhlin [14]. Der Mevorgang wird im ersten
Kapitel n

aher beschrieben. Auerdem beschreiben wir eine Megeometrie, indem wir
die Geraden L parametrisieren, und formulieren die Vektor{Tomographie als inver-
ses Problem, und zwar als Integralgleichung erster Art. Die gemessenen Daten werden
als Anwendung einer Integraltransformation, der sogenannten Doppler{Transformation
auf das Feld f erkl

art. Das Kapitel schliet mit der Angabe von wesentlichen Eigen-
schaften dieses Operators. So geben wir den Kern an, zeigen, da er einen nichtabge-





osung schlecht gestellter Probleme sind Regularisierungsverfahren unumg

anglich.
In Kapitel 2 f

uhren wir die Methode der approximativen Inversen ein, die eine gan-
ze Klasse von linearen Regularisierungsverfahren umschliet. Dieses Verfahren wurde
1
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ufen, mit Erfolg eingesetzt. Nach der Denition und der Her-
leitung einiger Eigenschaften besch

aftigen wir uns intensiv mit der Anwendung der






die durch Anwendung von Funktionalen 	
n
auf den kontinuierlichen Operator A ent-
stehen. Dabei unterscheiden wir die beiden F

alle, da die Beobachtungsoperatoren 	
n
Elemente aus dem Bildraum Y von A sind, beziehungsweise aus dem Dualraum Y

1
eines dichten Teilraumes von Y . Der letztere Fall erweist sich als schwieriger zug

ang-
lich, er ist bei praktischen Anwendungen in der Computer{Tomographie jedoch eher
die Regel. Den Ausf

uhrungen dieses Teiles liegt eine gemeinsame Arbeit mit Rieder
[28] zugrunde.
Auch bei der Anwendung der approximativen Inversen auf die Doppler{Transformation,
die Gegenstand des 3. Kapitels ist, tritt dieser zweite Fall ein. Die Beobachtungsope-
ratoren 	
n
sind in diesem Fall n

amlich Punktauswertungen, die nur auf einem dichten
Teilraum von Y stetig sind. Um das Verfahren anzuwenden, m

ussen wir es zun

achst
leicht modizieren, damit auch Vektorfelder, und nicht nur skalare Gr

oen wie im ur-
spr

unglichen Fall, rekonstruiert werden k

onnen. Im Unterschied zum skalaren Fall sind
nun drei Rekonstruktionskerne zu berechnen. Die Berechnung dieser Kerne stellt das
Hauptproblem dar und ist f

ur allgemeine Mollier nicht m

oglich. Sie gelingt uns jedoch,














nehmen. Sind die Rekonstruktionskerne f

ur die kontinuierliche Doppler{Transformation
bekannt, so kann man mit Hilfe der Ergebnisse aus Kapitel 2 die approximative Inver-
se auf die diskrete Doppler{Transformation anwenden. Das Ergebnis ist ein ezientes
Verfahren zur Rekonstruktion des divergenzfreien Anteiles des Geschwindigkeitsfeldes.
Am Ende des Kapitels wird noch gezeigt, wie es m

oglich ist, mit demselben Datensatz
die Rotation des Vektorfeldes zu rekonstruieren, indem man lediglich den Rekonstruk-
tionskern austauscht.
Im 4. Kapitel werden zum einen numerische Ergebnisse pr

asentiert, zum anderen eini-
ge andere Verfahren kurz vorgestellt. Im ersten Teil wenden wir unseren Algorithmus
an, um das Geschwindigkeitsfeld einer Fl

ussigkeit zu rekonstruieren, die in einem um
die x-Achse zentrierten Zylinder iet. Es wird sowohl mit exakten, als auch mit ver-
rauschten Daten gerechnet. Das Verfahren erweist sich dabei nicht nur als sehr ezient,
sondern auch als stabil gegen

uber Datenfehlern. Die Rotation des Feldes wird ebenfalls
rekonstruiert. Auch die Ergebnisse mit gemessenen Daten im zweidimensionalen Fall
sind sehr zufriedenstellend.
Die Anzahl an alternativen Verfahren ist nur gering und zieht fast ausschlielich den




en in [36] angegebene Verfah-
ren beruht auf einer Formel vom Typ gelterte R

uckprojektion, wobei aber auch der
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Normalu des Feldes gemessen werden mu. Das Verfahren l

at sich in dieser Form
nur sehr schwer auf drei Dimensionen verallgemeinern. Mit Hilfe eines Projektions-
satzes f

ur die Doppler{Transformation erhalten Winters, Rouseff [40] ein weiteres





agt die von der Radon{Transformation her bekannten direkten algebraischen
Methoden auf die zweidimensionale Doppler{ Transformation und gibt eine Abtastgeo-
metrie an.Wernsd

orfer [39] schlielich stellt ein iteratives Verfahren (ART) f

ur die
dreidimensionale Vektor{Tomographie auf, das allerdings sehr aufwendig ist und an
Ezienz der approximativen Inversen nicht gleichkommt.
In der vorliegenden Arbeit wird demnach nicht nur die Theorie der approximativen
Inversen vertieft, sondern mit Hilfe dieser auch ein Verfahren zur Rekonstruktion di-
vergenzfreier Vektorfelder hergeleitet. Obwohl es auch noch oene Fragen gibt, die im
letzten Abschnitt dieser Arbeit kurz angesprochen werden, ist das Verfahren in dieser
Form f

ur den dreidimensionalen Fall v

ollig neuartig, und setzt im Bezug auf Geschwin-
digkeit einen neuen Mastab.
An dieser Stelle m






Rekonstruktionen in Abschnitt 4.1.2 zur Verf






ahnen, die an der Messung beteiligt waren. Im einzelnen sind dies M.
Almquist, Th. Jansson, K. Lindstr

om und H.W. Persson vom Department of




en und G. Sparr vom Department
of Mathematics der Universit

at von Lund.
Mein besonderer Dank gilt Herrn Univ.-Prof. Dr. Alfred. K. Louis, der diese Arbeit
stets vorbildlich betreut und mit unerm







ochte ich auch meinen Kollegen, insbesondere Herrn Dr. Rainer Dietz. Das
freundschaftliche Verh

altnis zwischen uns hat sehr zum Gelingen der vorliegenden
Arbeit beigetragen. Weite Teile aus Abschnitt 2.2 sind im Zuge einer gemeinsamen
Ver

oentlichung mit Herrn Univ.-Prof. Dr. Andreas Rieder entstanden, dem ich aus
diesem Grund zu Dank verpichtet bin.












andnis und ihre Geduld.
Saarbr
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achst Meaufbau und Modell der Vektor{Tomographie. 1992 erschi-
en die Arbeit Juhlin [14], in der ein Modell zur Rekonstruktion divergenzfreier Vek-
torfelder hergeleitet wird. Juhlin gibt auch eine M

oglichkeit an, die Rekonstruktion
auszuf

uhren. Das daraus entstehende Verfahren w

are jedoch zu aufwendig, um ernst-
haft in Frage zu kommen. Wir werden es im zweiten Abschnitt dieses Kapitels kurz
beschreiben. Jansson et al. [13] stellen eine Meapparatur vor, die experimentelle
Daten liefert, um zweidimensionale Geschwindigkeitsfelder einer Fl

ussigkeit zu rekon-
struieren. Wir werden im ersten Abschnitt einen Meaufbau f

ur dreidimensionale Vek-
torfelder beschreiben, wobei wir uns vorwiegend auf die Arbeit von Sparr et al. [34]
st

utzen werden. Darauf aufbauend leiten wir im zweiten Abschnitt ein mathematisches
Modell f

ur die Vektor{Tomographie her. Wir denieren die Doppler{Transformation,











1.1 Fourier{Transformation und Sobolevr

aume
Wir wollen kurz auf Denition und Eigenschaften der Fouriertransformation eingehen
und ausgehend davon Sobolevr

aume und deren Tensorprodukte einf

uhren, die wichtige
Hilfsmittel in den nachfolgenden Kapiteln darstellen. Alle Eigenschaften und S

atze
bleiben ohne Beweis, es wird lediglich auf die entsprechende Literatur verwiesen.
4
1.1. FOURIER{TRANSFORMATION UND SOBOLEVR

AUME 5
1.1.1 Die Fourier{Transformation: Denition und elementare
Eigenschaften
Denition 1.1.1 Sei f 2 S(IR
n











die n-dimensionale Fourier-Transformierte von f .
Die Fouriertransformation ist stetig als Abbildung von S(IR
n







) dicht liegt, l





-Norm ist die Fou-










































f(t=a); a 2 IRnf0g ;
den Dilatationsoperator und mit
T
y
f(x) = f(x? y)
den Translationsoperator, so erhalten wir folgende Rechenregeln.




























































6 KAPITEL 1. GRUNDLAGEN DER VEKTOR{TOMOGRAPHIE
1.1.2 Denition von Sobolevr

aumen und Tensorprodukten





uhren. Die verschiedenen Denitionen und Identizierungen sind
den B

uchern von Aubin [3] und Wloka [41] entnommen, auf die auch f

ur eine Ver-
tiefung der Thematik hingewiesen wird.
F






anktes Gebiet und   0 eine reelle
Zahl.







































) heit Sobolev-Raum der Ordnung .

























































ur  2 IN besteht H
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Z = (0; 2)














































Sei M eine C
k;









eine zugeordnete Partition der Eins. Der Sobolev-Raum auf der Mannigfaltig-
keit M der Ordnung  mit   k + , falls k +  2 IN und  < k +  sonst, besteht
aus den Funktionen f : M ! C, f
















































































), dem Sobolev-Raum der Ordnung  auf der
kompakten Mannigfaltigkeit 
3
. Mit Hilfe dieser Bezeichnungen sind wir nun in der









































































































































































































































































) bezeichnet dabei in naheliegender























































































































) isometrisch isomorph zueinander sind. Zum Beweis dieser Aussage so-





ucher von Aubin [3] und Weidmann [37] verwiesen.
1.2 Vektoranalysis
Wir geben kurz die f

ur diese Arbeit wesentlichen Begrie und S

atze aus der Vektor-





uhren wir zwei Bezeichnungen ein, die zur Klassikation von Vektorfeldern dienen.










anktes Gebiet. Wir nennen
das Vektorfeld f
a) divergenzfrei, falls r  f = 0 ist in 
,
b) rotationsfrei, falls r f = 0 ist in 
.
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Das folgende Lemma ist leicht einzusehen und zeigt, da sowohl die Klasse der diver-
genzfreien, wie die der rotationsfreien Vektorfelder recht gro ist.





), p 2 C
2
(
). Dann ist r f divergenzfrei, und rp
rotationsfrei.
Nicht ganz so oensichtlich ist die Tatsache, da sich jedes divergenzfreie, bzw. rotati-
onsfreie Vektorfeld in dieser Form schreiben l

at.












f = r g :









f = rp :
Beweis: Der Beweis des Lemmas kann in Brand [6] nachgelesen werden.
2
Bevor wir den Zerlegungssatz von Helmholtz formulieren, f

uhren wir noch eine Be-
zeichnung ein. Es sei f








































ur n  3 ;
bezeichnen wir die Fundamentall

osung des Laplace-Operators, d.h. es gilt E f = f .
jS
n?1
j bedeutet das Ma der n-dimensionalen Einheitssph







Wir geben den Satz von Helmholtz nur f

ur drei Dimensionen an, wie er auch inChorin,
Marsden [7] zu nden ist. F

ur beliebige Dimensionen n  2 kann der Satz in Sparr,
Strahlen [35] nachgelesen werden. Dort ist auch der Beweis der Gleichungen (1.2) zu
nden.























Hierbei bezeichne n die nach auen gerichtete Normale an @
. Dann kann f eindeutig
in einen divergenzfreien Anteil u
s

















= r a besitzt f

ur ein






). Die Funktionen a und p sind gegeben durch
a = ?E  (r f); p = E  (r  f) : (1.2)
Beweis: Der Beweis des Satzes ist inChorin, Marsden [7] zu nden. F

ur den Beweis
von (1.2) beachte man, da sich der Laplace-Operator darstellen l

at durch
f = r(r  f)?r (r f) :
Folglich ist
f = E f = E 









? E  (r f)

;




Bemerkung: Die Komponenten u
s
und rp der in Theorem 1.2.4 angegebenen Zerle-






















ha;rrpi dx = 0 :
Die n

achste Frage ist, ob ein Vektorfeld eindeutig bestimmt ist, wenn man Rotation





, die im Unendlichen verschwinden, positiv beantwortet hat. Wir geben hier
einen Satz f

ur Vektorfelder auf beschr

ankten Gebieten an.
























) und  2 L
2
(@
). Dann hat das folgende Randwertproblem
r f = u in 
 ;
r  f = p in 
 ;



















gilt. Ansonsten existiert keine L

osung.
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Beweis: Die Beweisf

uhrung folgt der in Juhlin [14], wir wollen sie aber dennoch














r g = u in 
 ; (1.4)
r  g = p in 
 : (1.5)
Indem wir wiederum die Identit

at g = r(rg)?r (rg) ausnutzen, sehen wir,
da
g = E  (rp?r u)
die Gleichungen (1.4) und (1.5) erf







) ist. Die Randbedingung
ist jedoch verletzt. Wir erzwingen diese Randbedingung, indem wir zu g ein Feld h
addieren, das das Randwertproblem
r h = 0 in 
 ;
r  h = 0 in 
 ; (1.6)








 =  ?n g ist. Es bleibt noch das Feld h zu bestimmen. Oensichtlich ist
h = 0 in 





) nach dem Weylschen Lemma. Da r h = 0
in 
 ist, gibt es nach Lemma 1.2.3 eine Funktion  2 C
1
(
) mit h = r. Wenden wir
dies auf das Randwertproblem (1.6) an, so ergibt sich
r  (r) = 0 in 
 ;
















 d = 0 ist, was sich durch einfaches Nachrechnen aus (1.3) ergibt, ist dieses
Neumann Randwertproblem bis auf eine additive Konstante eindeutig l

osbar, und da-
mit h eindeutig bestimmt.
2
Bemerkung: Der Beweis des vorangegangenen Theorems liefert den Ansatz eines Ver-
fahrens, um den divergenzfreien Anteil u
s
eines Vektorfeldes zu bestimmen, wir kom-
men darauf sp

ater kurz zu sprechen.
Wir haben uns bislang stets darauf beschr

ankt, Vektorfelder zu betrachten, die Null-
randbedingungen haben. Bei Vektorfeldern mit beliebigen Randwerten ist die in Theo-
rem 1.2.4 angegebene Zerlegung nicht mehr eindeutig. Vielmehr lassen sich solche Fel-
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schreiben, wobei u
h
ein harmonisches Vektorfeld ist, d.h. es ist divergenz- und rotati-
onsfrei. Osman, Prince [26] untersuchen in ihrer Arbeit diese Situation und geben
auch Inversionsformeln an. Allerdings benutzen sie als Modell den Normalu des Vek-
torfeldes, siehe Str

ahlen [36] und Abschnitt 1.4.2.2. Wir wollen diesem Fall nicht
weiter nachgehen.
1.3 Meaufbau und Modellierung
Die Idee der Vektor{Tomographie ist, mit Hilfe des Doppler-Eektes das Geschwin-
digkeitsfeld einer sich bewegenden Fl

ussigkeit zu rekonstruieren. Nehmen wir dazu an,
unsere zu untersuchende Fl

ussigkeit bewege sich in einem Objekt 





onnen wir Blut im menschlichen K

orper betrachten. Werden
auf das Objekt 
 Ultraschallwellen ausgesandt, so wird ein Teil der Wellen, wenn sie
auf ein Hindernis treen, reektiert, der andere Teil wird transmittiert. Abbildung
1.3.1 zeigt einen Versuchsaufbau f

ur ein zweidimensionales Objekt. Dabei umkreist ei-
ne Ultraschallquelle das Objekt und sendet an endlich vielen Positionen eine gewisse
Anzahl von Signalen entlang von Geraden L aus. In der Abbildung sind 8 Positio-
nen dargestellt. Die Anordnung ist vergleichbar mit der parallelen Geometrie bei der
2D{Computer{Tomographie. Allerdings sind Quelle und Detektor unmittelbar neben-
einander angeordnet, und nicht gegen

uber wie bei der Computer{Tomographie. Der
Detektor mit die reektierten Anteile der Signale. Die Frequenz  der reektierten
Welle unterscheidet sich, verursacht durch den Doppler{Eekt, um den sogenannten
Doppler{Shift gegen

uber der Frequenz 
0
der ausgesandten Welle. Dieser ist positiv,
wenn sich die Fl

ussigkeit auf die Quelle zubewegt, oder negativ, wenn sie sich von der
Quelle wegbewegt. Der Doppler-Shift  berechnet sich dabei folgendermaen, wenn
man relativistische Eekte vernachl

assigt:
 =  ? 
0
=









die Ausgangsfrequenz des Signales, c die Geschwindigkeit der Schallwellen
innerhalb des K

orpers und  die Geschwindigkeit, mit der der Partikel, der den Doppler-
Shift verursacht, sich der Quelle n

ahert, bzw. sich von ihr entfernt. Im Falle des Blutes
sind die Partikel, die den Doppler-Shift verursachen, die roten Blutk

orperchen, da
ihre akustische Impedanz sich von der des Blutplasmas und des umliegenden Gewebes
unterscheidet.









= k  ; (1.7)
wobei k = 2
0
=c eine Konstante ist. Das bedeutet, da der Doppler-Shift ann

ahernd
proportional zur Geschwindigkeit  des Partikels ist.






Abbildung 1.3.1 Meanordnung f














anktes Gebiet. Mit L bezeichnen wir die Gerade,




ausgesandt wird. Im Gegensatz zum skalaren Fall
m

ussen wir im vektorwertigen Fall die Gerade L mit einer Orientierung versehen, die
durch einen Einheitsvektor e
L
, der parallel zu L verl

auft, beschrieben wird. Es sei G
n
die
Menge aller orientierten Geraden im IR
n





reektierte Signal ist wegen des Teilchenusses eine

Uberlagerung aus verschiedenen




















dS(u; L; ) :
Dabei wurde die Gleichung (1.7) verwendet. Das nichtnegative Radon-Ma dS wird
mit Hilfe des Lebesguemaes  charakterisiert durch
dS(u; L; ) = (fx 2 L :   e
L
 u(x) <  + dg) : (1.8)
Wir k

onnen dS interpretieren als die Anzahl der Partikel mit Teilgeschwindigkeit 
entlang L. Der Satz von Radon-Nikodym (siehe z.B. Bauer [5]) besagt, da dS eine





uglich des Lebesguemaes  besitzt, d.h. wir k

onnen
dS(u; L; ) = S
0
(u; L; ) d()


















Denition 1.3.1 Sei T
+
(IR) der Vektorraum der Radon-Mae auf der -Algebra der
Borelmengen von IR, L 2 G
2









(u; L; ) das Geschwindigkeitsspektrum von u entlang L.
Es zeigt sich, da das Geschwindigkeitsspektrum S
0
leicht aus dem reektierten Signal
 zu berechnen ist, indem man auf (1.9) die Fourier{Transformation anwendet.












(u; L; ) :
Die Fourier{Transformation wird hier bez

uglich  vorgenommen.
Beweis: Mit Hilfe der Gleichungen (1.9), (1.1) und Lemma 1.1.2 ist die Behauptung
direkt ersichtlich.
2
Verwendet man die Doppler{Spektral{Transformation von u als Medaten, so sieht
man sich zwei wesentlichen Schwierigkeiten gegen

uber: zum einen handelt es sich bei der
Doppler{Spektral{Transformation um eine nichtlineare Transformation, zum anderen






uglich der vagen Topologie (siehe


















 u(x) d`(x) ; (1.10)
wie aus Gleichung (1.8) hervorgeht. Das erste Integral in Gleichung (1.10) kann man
mit Hilfe des Lemmas 1.3.2 berechnen. Dies f

uhrt uns letztendlich zu folgender
Denition 1.3.3 F

ur jede orientierte Gerade L 2 G
2





) ist die zwei-








 u(x) d`(x) :
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) ein integrierbares Vektor-
feld. Wir betrachten den Schnitt von 







ur a 2 IR, welche wir mit fz = ag abk

urzen wollen. Der Schnitt 
 \ fz = ag ist







onnen. Unsere Meanordnung umkreist das Gebiet 
 \ fz = ag und sendet an





achsten Ebene fz = a
0
g. Nachdem die Ebenen der Form fz = ag alle
durchlaufen sind, wird die Anordnung um 90 Grad gedreht, und die gesamte Prozedur
f

ur die Schnitte 
 \ fx = ag und 
 \ fy = ag wiederholt. Auch hier werden wieder
mit Hilfe von Lemma 1.3.2 jeweils die ersten Momente der Geschwindigkeitsspektren
berechnet. Die so ermittelten Daten sind die dreidimensionale Dopplertransformierte
unseres Feldes u, die wir wie folgt denieren.
Denition 1.3.4 F



























 u(x) dl(x) f

ur alle L 2 G
3









 u(x) dl(x) f

ur alle L 2 G
3









 u(x) dl(x) f

ur alle L 2 G
3
\ fy = ag :
Im Gegensatz zur Denition von Sharafutdinov [32, Abschnitt 2.1], betrachten wir








achsten Abschnitt werden wir die dreidimensionale Doppler{Transformation ge-
eignet parametrisieren. Der






eingehendere Untersuchungen der Doppler{Spektral{Transformation sei auf die Arbei-
ten von Sparr et al. [34, 35] verwiesen.
1.4 Die Mathematik der Vektor{Tomographie
Wir besch

aftigen uns im folgenden mit den mathematischen Eigenschaften der Doppler-
Transformation, sowie mit den M

oglichkeiten, aus der Kenntnis der Dopplertransfor-
mierten eines Vektorfeldes dieses selbst zu rekonstruieren. Hierzu werden wir zun

achst
im Abschnitt 1.4.1 die im vorangegangen Kapitel vorgestellte Doppler{Transformation
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geeignet parametrisieren, um sie als lineare Abbildung zwischen ganz bestimmten Funk-
tionenr

aumen zu beschreiben. Wir weisen die Stetigkeit der Transformation nach, so-
wie einige andere elementare Eigenschaften. Dabei wird die enge Verwandtschaft zur
Radon{Transformation deutlich. Eine Darstellung des adjungierten Operators wird
ebenfalls angegeben. In Abschnitt 1.4.2 wird nachbewiesen, da der Bildraum der
Doppler{Transformation nicht abgeschlossen ist, und da diese einen nichttrivialen
Nullraum besitzt, der durch rotationsfreie Vektorfelder repr

asentiert wird. Abschlie-
end zeigen wir eine Gl

attungseigenschaft, die derjenigen der Radon{Transformation

ahnlich ist.
1.4.1 Parametrisierung und elementare Eigenschaften
Viele Probleme in Physik und Mathematik lassen sich darstellen als Operatorgleichung
erster Art, also in der Form
Af = g (1.11)
Hierbei ist A gew

ohnlich ein stetiger Integral-, oder Dierentialoperator zwischen Ba-
nachr

aumen, der das Problem beschreibt, g sind gegebene Daten, und f ist die gesuchte
L

osung der Gleichung. Ist A ein Operator mit nicht abgeschlossenem Bildbereich, so




uberhaupt existiert, nicht stetig sein. Dies ist zum Bei-
spiel der Fall, wenn A ein kompakter Operator mit nichtdegeneriertem Bildraum ist.
Das Problem ist demnach im Sinne von Hadamard schlecht gestellt. Zur L

osung von
(1.11) wird ein Regularisierungsverfahren n

otig sein, worauf wir in Kapitel 2 eingehen
wollen.
Bei der Vektor{Tomographie ist der Operator A durch die Doppler{Transformation D
gegeben, g sind unsere Medaten, die wir, wie in Abschnitt 1.3 beschrieben, erhalten.
Im vorangegangenen Abschnitt haben wir die Doppler{Transformation D deniert, oh-
ne jedoch irgendwelche R

aume angegeben zu haben, zwischen denen D agiert. Dies ist





ater unser Rekonstruktionsverfahren anzugeben. Dazu parametrisieren wir die
Geraden L 2 G
3
in geeigneter Weise. Vorher m

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Dabei sei j 2 f1; 2; 3g. Dies wird in allen nachfolgenden Denitionen und S

atzen stets
angenommen und der Einfachheit halber nicht mehr explizit angef

uhrt. Mit jeder Ab-
bildung 
j
wird ein Raum X
j
in folgender Weise assoziiert:
X
j





(x) = 0g :
Es ist oensichtlich dimX
j















den in kanonischer Weise gegebenen Isomorphismus. F



































ist. Die Denition 1.3.4 beruhte darauf, da das dreidimensionale Objekt 
 mit Ebenen
der Form fz = ag geschnitten wurde. Die Ebene fz = ag l


















































































































(') = (? sin'; cos')
>
. Die Parametrisierung ist zur Verdeutlichung in Abbil-
dung 1.4.1 f

ur j = 1 dargestellt.
Was noch fehlt, ist die Denition der R

aume, auf denen die Doppler{Transformation
operieren soll. Der Ausgangsraum mu so beschaen sein, da die Existenz des unei-
gentlichen Integrales in der Denition (1.12) gew

ahrleistet ist. Bislang haben wir un-
ser Objekt 
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Es ist nun naheliegend als Denitionsbereich f







































als Denitionsbereich zu nehmen. Dabei ist K
3
1














































quadratintegrierbaren Vektorfelder. Der Abschlu in der De-



























































Abbildung 1.4.1. Parametrisierung von D
1
Denition 1.4.1 Die dreidimensionale Doppler{Transformation D wird als Operator
deniert durch:













(!; s; a) = (D
j
f)(!; s; a) ;
wobei D
j
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Wir sind nun in der Lage, die Vektor{Tomographie als Operatorgleichung erster Art zu
formulieren. Wir suchen zu unseren Medaten g 2 K eine L

osung u 2 H der Gleichung
Du = g : (1.13)
Wie sich im n

achsten Abschnitt herausstellen wird, hat D einen nicht abgeschlossenen
Bildraum. Somit ist unser Problem schlecht gestellt.
Ein weiterer Grund, die R

aume H und K wie vorstehend zu denieren, besteht in der
engen Verechtung der Doppler{Transformation mit der zweidimensionalen Radon{
Transformation. In der Tat haben wir ein zweidimensionales Problem, indem wir unser
Objekt 
 wie beschrieben mit einer Ebene der Form fz = ag schneiden. Da sie f

ur
alle weiteren Betrachtungen von groer Bedeutung ist, geben wir die Denition der
Radon{Transformation an.






















Die Gerade L(!; s) ist parametrisiert durch
L(!; s) = fs! + !
?
:  2 IRg :
Bekanntermaen ist die zweidimensionale Radon{Transformation das mathematische
Modell der 2D{Computer{Tomographie ( siehe z.B. Louis [19], Natterer [25], u.a.),
ihre Eigenschaften wurden daher schon eingehend untersucht ( siehe z.B. Radon [27],
Natterer [25], Louis [19, 18], Helgason [12], u.a.). Einige dieser Eigenschaften
werden im Laufe dieser Arbeit sehr von Bedeutung sein, wir geben sie in Lemma 1.4.3
an.
Lemma 1.4.3 a) Die Radon{Transformation ist ein linearer, injektiver, stetiger und












b) Es sei f 2 S(IR
2









































g(!; hx; !i) d! :
d) F












g)  f = R

(g  Rf) :
Die Faltung auf der rechten Seite wird bez

uglich der Variablen s verstanden.
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Die letzte Darstellung vonD
j
in (1.12) weist groe

Ahnlichkeit mit der Radon{Transfor-
mation auf. Der Unterschied ist jedoch, da der Integrand in D
j
von der Richtung !
abh

angt. Das ist auch einleuchtend, da wir die Geraden im Gegensatz zum skalaren
Fall hier mit einer Orientierung versehen haben. Bei der Computer{Tomographie lie-
fern R

ontgenstrahlen entlang der Geraden L dieselben Daten wie die Strahlen entlang









angigkeit weg und wir erkennen einen wichtigen
Zusammenhang mit der Radon{Transformation.







) \H, dann gilt f



















Beweis: Ein Beweis dieser Behauptung ist z.B. in Juhlin [14], oder Sparr et. al. [34]
zu nden. Hierbei wird stets der Satz von Stokes ausgenutzt. Eine einfachere Variante
verwendet die in Lemma 1.4.3 angegebenen Rechenregeln f

ur die Ableitung der Radon{
Transformierten.

















ur k = 1; 2.


























































































f)(!; s; a) :
2









ist daher gerechtfertigt, indem wir r f auerhalb von K
3
1
durch 0 fortsetzen. Diese
Fortsetzung bezeichnen wir der Einfachheit halber wieder mit r  f . Ein analoges





Das vorangegangene Lemma motiviert die Denition eines neuen Operators d
j
, der in















 [?1; 1]) ;




f(x; a) = ~e
j







ordnet einem schwach dierenzierbaren Vektorfeld f eine Kompo-
nente der Rotation von f zu. Lemma 1.4.4 besagt, da Dierentiation von D
j
nach s




uglich der Variablen x ergibt.
Wir f

uhren einige Formalismen ein, die f














 [?1; 1]; IR
3


















f(x? y; a)g(y; a) dy :
Desweiteren f


































), siehe Weidmann [37]. F




















ist das Tensorprodukt A
B zun



















































































































, da A auf der g
1
-Variable und B auf der g
2
-










) wirken. Oensichtlich ist A
B stetig, wenn
A und B stetig sind. Genauer gilt dann
kA
 Bk = kAkkBk :
Auerdem ist A 
 B kompakt, wenn A und B kompakt sind. Die Kompaktheit von
einem der beiden Operatoren reicht im allgemeinen nicht aus f

ur die Kompaktheit von
A 














([?1; 1]). Es ist dann
R
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ein stetiger Operator mit kR 
 Ik = kRk. Jedoch ist R
 I nicht kompakt.
Mit diesen Bezeichnungen ist es nun ein Leichtes, ein Analogon zur Formel d) aus
Lemma 1.4.3 zu formulieren und damit den folgenden Satz zu beweisen.








































Beweis: Mit Hilfe von Teil d) aus Lemma 1.4.3, Lemma 1.4.4 und partieller Integration
































Man beachte dabei, da D
j
f  0 ist f

ur jsj  1.
2
Bemerkung: Strahlen [36] beweist die Aussage f

ur den zweidimensionalen Fall. Er
gewinnt einen Algorithmus vom Typ der gelterten R

uckprojektion zur Rekonstruk-
tion der Rotation. Mit Hilfe von Satz 1.4.5 ist solch ein Algorithmus leicht auf den
dreidimensionalen Fall zu

ubertragen. Vorausgesetzt, da G in einem gewissen Sinne
die Delta{Distribution approximiert, liefert eine Diskretisierung der Gleichung (1.15)
ein Verfahren f

ur die Rekonstruktion der jeweiligen Komponente d
j
f der Rotation von
f . Die Dierentiation der Daten wird durch partielle Integration auf g verschoben. We-
sentlich schwieriger ist es jedoch, f selbst zu rekonstruieren.
Es werden im folgenden noch einige elementare Eigenschaften der Operatoren D und
D
j
hergeleitet. Im Hinblick auf eine L

osung der Gleichung (1.13) ist es zun

achst einmal
wichtig, die Stetigkeit der Doppler{Transformation nachzuweisen.
Satz 1.4.6 Der Operator D : H ! K, sowie die Operatoren D
j







sind lineare, stetige Abbildungen. F




















Beweis: Die Stetigkeit von D folgt aus der von D
j
. Beim Beweis der Stetigkeit der
Operatoren D
j
gehen wir im wesentlichen wie Natterer [25] beim Beweis der Stetig-
keit der Radon{Transformation vor.
Wir bezeichnen mit f!
?
g := fv 2 IR
2




:= fx 2 IR
3




a; # 2 

2
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ur y 2 f!
?
g mit










































































uglich des Gewichtes w, ver-
sehen mit dem entsprechenden Skalarprodukt. Wir zeigen zun

achst die Stetigkeit von
D
j








). Mit Hilfe der obigen Ungleichung

























































































In Lemma 1.4.4 haben wir festgestellt, da bei der Ableitung der Doppler-Transformati-
on bez



























 I)g : (1.16)















) der zweidimensionale Laplace-Operator.
Beweis: Bei der Bildung des adjungierten Operators d

j




ankter Operator auf H mit Denitionsbereich
D(d
j
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Das Denitionsgebiet von d

j


















ist stetig 8f 2 D(d
j
)g :














achst neue Abbildungen $
j













= 3. Die Abbildungen $
j





 [?1; 1]; IR
2
























hat dann die einfache Darstellung
d
j
































 [?1; 1]) denieren wir eine










 [?1; 1]) durch
g(x; a) =
(
g(x; a) ; (x; a) 2 

2
 [?1; 1] ;






 [?1; 1]) :
Wir berechnen zun





































































































































































































































































Bemerkenswert ist, da die rechte Seite von Gleichung (1.16) nicht mehr von j abh

angt.
Anhand der Berechnung von d

j














Das nachfolgende Lemma fat einige fundamentale Eigenschaften und Rechenregeln
der Doppler{Transformation zusammen, die wir f

ur kommende Rechnungen ben

otigen
werden. Unter anderem werden auch die Adjungierten der Operatoren D
j
angegeben,
die nach Satz 1.4.6 existieren und stetig sind.
Satz 1.4.8 a) F














































































0 ; sonst :
Dabei sind S
1











ur den stetigen Operator D




































; !i; a) h#; !i d! dt :
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) der Raum der bez












































Beweis: Wir rechnen alle Behauptungen nur f

ur j = 1 nach, f

ur j = 2; 3 ergeben sich
die Beweise analog.
zu a): Dies ist eine unmittelbare Folgerung aus Lemma 1.4.4 und der Denition von d
j
(1.14).



































































































































ur x 2 

3













ist. Die Aussage b) ist damit bewiesen.
zu c): Dies folgt unmittelbar aus der Denition von D und D
j
.









zu e): Sei g wie in der Voraussetzung gegeben. Da wir Dierentiation und Integration
in diesem Fall vertauschen d











































x) sin(') cos(') d'
= 0 :
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zu f): Dieser Teil folgt aus Teil d) und der Tatsache, da f

ur ein die Voraussetzung
erf

















; !i; a) h#; !i d! dt
gilt. Wir haben dabei ausgenutzt, da R

die in Lemma 1.4.3 angegebene Darstellung
besitzt.
2
1.4.2 Abbildungs{ und Gl

attungseigenschaften
Wir betrachten einige Eigenschaften der Doppler{Transformation, die f

ur die Anwen-
dungen von groem Interesse sind. Zun

achst zeigen wir, da es sich bei dem Problem
der Vektor{Tomographie um ein schlecht gestelltes Problem handelt. Bei Anwendun-
gen sind demnach Regularisierungsverfahren unumg

anglich. Weiterhin charakterisieren
wir den Nullraum von D, um zu sehen welche Anteile eines Feldes aus der Kenntnis der
Dopplertransformierten rekonstruiert werden k










1.4.2.1 Die Schlechtgestelltheit der Vektor{Tomographie
Wie im letzten Abschnitt angedeutet wollen wir uns mit der Frage besch

aftigen, ob
es sich bei der Vektor{Tomographie um ein schlecht gestelltes Problem handelt. Wir
bezeichnen ein Problem der Form (1.11), wobei f 2 X, g 2 Y , A 2 L(X; Y ) sind, kurz
mit (A;X; Y ). X und Y seien generell Hilbertr

aume. Das folgende Lemma ist leicht zu
beweisen.
Lemma 1.4.9 Ist das Problem (A;X; Y ) schlecht gestellt, so ist auch das duale Pro-
blem (A

; Y;X) schlecht gestellt.
Beweis: Wir nehmen an, (A












































. Die Inverse A
?1
existiert und ist stetig, was im
Widerspruch zur Schlechtgestelltheit von (A;X; Y ) steht.
2
Oensichtlich ist (A;X; Y ) schlecht gestellt, falls der Bildraum R(A) := fy 2 Y j9x 2
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X : Ax = yg von A nicht abgeschlossen ist, da in diesem Falle A
?1
niemals stetig sein
kann. Ziel ist es, zu beweisen, da (D;H;K) schlecht gestellt ist. Mit Hilfe von Lemma
1.4.9 ergibt sich diese Behauptung aus dem folgenden Satz.
Satz 1.4.10 R(D

) ist nicht abgeschlossen in H.
Beweis: Es gen







haben. Nehmen wir n

amlich an, da R(D





































) seien abgeschlossen, und f

uhren diese Aus-
sage zu einem Widerspruch. Wir geben den Beweis nur f

ur j = 1 an, die F

alle j = 2









































ur k = 1; 2. Wir








































































(g)(!; s; a) = g(!; s) :




 [?1; 1])) deniert durch
(Mg)(!('); s) = g(!('); s) cos' :
Es sei g
n















Wir wollen zeigen, da f im Bildraum von R















































































ur x 2 

3




















































Mg = f :
Es ist demnach R(R

M) abgeschlossen. Da R





gelten. Da R injektiv ist, ist R(R






). Der Widerspruch zu (1.17) ist























 [?1; 1]). Mit

















 [?1; 1]). Hieraus folgt

 = 0 und damit  = 0, was den Beweis
des Satzes komplettiert.
2
Korollar 1.4.11 Das Problem (D;H;K) ist schlecht gestellt.
Beweis: Nach Satz 1.4.10 ist der Bildraum R(D

) nicht abgeschlossen, folglich ist
(D

;K;H) schlecht gestellt. Die Behauptung ergibt sich dann aus Lemma 1.4.9.
2
Korollar 1.4.11 besagt, da wir bei der L

osung des Problems (D;H;K) ein Regula-
risierungsverfahren anwenden m





1.4.2.2 Der Nullraum der Doppler{Transformation
Aus praktischer Sicht ist auch die folgende Frage von Bedeutung: K

onnen wir aus der
Dopplertransformierten das gesamte Feld f rekonstruieren? Mathematisch heit das:
Wie sieht der Nullraum der Dopplertransformation aus?
Satz 1.4.12 Bezeichnen wir mit N(D) den Nullraum der Dopplertransformation, so
gilt




); j 2 f1; 2; 3gg :
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2 f1; 2; 3gg, und zeigen zun

achst N  N(D).











































































Zum Beweis von N(D)  N betrachten wir die Zerlegung des Vektorfeldes f 2 H nach
Theorem 1.2.4 in einen rotationsfreien und einen divergenzfreien Anteil. Es ist demnach
f = u
s





f = 0 f










 I haben wir somit
d
j
f = 0 ; f

ur j 2 f1; 2; 3g ;
was gleichbedeutend mit




ist. Es ist aber
r f = r u
s
und folglich r  u
s
= 0 in 

3
. Um die Eindeutigkeit der Zerlegung zu garantieren,
haben wir in Theorem 1.2.4 gefordert, da n  u
s
= 0 auf @

3
ist, wobei n die nach





der divergenzfreie Anteil von f ist, gilt
r  u
s























= 0 als L

osung, was nach Theorem 1.2.5 auch die eindeutige L

osung ist. Daraus









Bemerkung: Der Kern der Dopplertransformation besteht also gerade aus den Fel-
dern, die in H liegen und Gradient einer Funktion sind, die konstant ist auf den drei
30 KAPITEL 1. GRUNDLAGEN DER VEKTOR{TOMOGRAPHIE
Meridianen der dreidimensionalen Einheitssph

are. Insbesondere liegen alle rotations-
freien Vektorfelder mit kompaktem Tr

ager in der Einheitskugel im Nullraum. Unser
Modell eignet sich daher nur zur Rekonstruktion von divergenzfreien Vektorfeldern.
Das ist jedoch keine groe Einschr

ankung, da wir bei unseren Anwendungen stets Ge-
schwindigkeitsfelder von inkompressiblen Fl

ussigkeiten betrachten wollen, f

ur deren
rotationsfreien Anteil sowieso rp = 0 gilt. Ist man dennoch auch an den rotationsfrei-
en Anteilen von Vektorfeldern interessiert, so bieten sich zwei M

oglichkeiten an.
a) Kennt man a priori die Divergenz von f und die Normalkomponente n  f auf dem
Rand des Gebites @
, so erh

alt man den rotationsfreien Anteil des Feldes rp durch
L

osen einer Potentialgleichung mit Neumann - Randbedingungen. Ist n

amlich r f = g












osung dieser Dierentialgleichung ist bis auf eine Konstante eindeutig bestimmt.
Durch

Ubergang zu rp ist der rotationsfreie Anteil eindeutig gegeben. Daraus geht
auch hervor, da im Falle inkompressibler Fl

ussigkeiten (g = 0), wobei keine Fl

ussig-
keit aus dem Objekt austritt ( = 0), dieser Anteil gleich 0 sein mu.
b) Strahlen [36] zeigt, da sich der rotationsfreie Anteil bestimmen l

at, wenn man
auer der Dopplertransformierten auch den Normalu von D
?
f kennt, der durch fol-








f(x)  dx ;
 2 S
2
. Es ist jedoch nicht klar, wie man dieses Ebenenintegral physikalisch bestimmen
kann.
Wir wollen weiterhin nur die Dopplertransformierte von f betrachten, was im Falle
inkompressibler Fl

ussigkeiten, wie oben erw

ahnt, auch ausreicht.
Im zweidimensionalen Fall besteht der Kern der Doppler{Transformation aus allen
Vektorfeldern der Form f = rp, wobei p konstant ist auf S
1
. Der Beweis dieser Tatsache




Wir haben bereits gezeigt, da es sich bei dem Problem (D;H;K) um ein schlecht
gestelltes Problem handelt. Um ein Ma f

ur diese Schlechtgestelltheit zu erhalten, un-
tersuchen wir die Gl

attungseigenschaft von D. Natterer [25] hat bewiesen, da die
Radon{Transformation in einer Sobolev-Norm um den Faktor 1=2 gl

attet und es sich
daher bei der zweidimensionalen Computer{Tomographie um ein m

aig schlecht ge-
stelltes Problem handelt (siehe dazu auch Louis [19]). Ziel dieses Abschnittes ist es,
ein analoges Ergebnis f

ur die Dopplertransformation zu zeigen.
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Wir f

uhren dazu einen Raum ein, der ein dichter Teilraum des Raumes H, des Deni-






























 (?1; 1); IR
3
) unter-











uhren noch eine weitere Bezeichnung ein. Mit a  b zeichnen wir die Tatsache
aus, da es eine von a und b unabh

angige Konstante c > 0 gibt mit a  cb.
Uns stehen somit die mathematischen Hilfsmittel bereit, um eine Stetigkeitsaussage
der Doppler{Transformation in Sobolev-Normen zu beweisen. Wir bemerken zun

achst,
da wir die Operatoren D
j












f(x) dx : (1.18)
Ein wichtiges Hilfsmittel f

ur den Beweis der Stetigkeitsaussage ist das folgende Lemma,
das eine Weiterf

uhrung des Lemmas 3.2 aus Wloka [41] darstellt.
Lemma 1.4.13 Sei M eine kompakte Mannigfaltigkeit im IR
n
.




), dann gilt f

























), dann gilt f

























Das Skalarprodukt f  g ist dabei punktweise zu nehmen, also
(f  g)(!) = f(!)  g(!) :
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Entscheidend hierbei ist die Endlichkeit der Indexmenge J .
Zu 2.): Es gen

ugt, die Behauptung auf dichten Teilmengen zu beweisen. Wir nehmen
















= spanf'x : ' 2 C

(M); x 2 IR
m






Oenbar sind beide Mengen dicht in den Ausgangsr

aumen. Seien also f =

fx und






(M), g 2 H

(M), und x; y 2 IR
m
. Unter Ausnutzung von Teil 1.)






































































































ur   0 ein stetiger Operator zu beweisen.
Zur Denition der auftretenden R

aume sei auf Abschnitt 1.1.2 verwiesen. Den wesent-
lichen Schritt zum Beweis der Stetigkeitsaussage liefert der folgende Satz.
Satz 1.4.14 F





































uhrung von drei Operatoren interpretieren, deren Stetigkeit wir beweisen. Diese
































































g(!; s) = 
j
(!)  g(!; s) :
1) Sei f 2 X
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Damit folgt, da 
j
eine Isometrie und somit stetig ist.


































































)) identizieren. Oensichtlich ist dann R
 I ein ste-
tiger Operator zwischen diesen Tensorprodukten.










)) =: U . Eine auf U





































) auf und denieren m
j
('; s) = 
j





















































































































isometrisch isomorph zu Y












ist, woraus schlielich die Behauptung des Satzes folgt.
2








ist ein stetiger Operator.
Beweis: Dies ist eine unmittelbare Folgerung aus Satz 1.4.14, der besagt, da die
einzelnen Komponenten D
j
























uglich der dritten nicht gl

attet. Das ist auch
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genau das, was man erwarten w








Variablen eine zweidimensionale Radon{Transformation durch, w








Wir betrachten Probleme der Form (A;X; Y ) mit separablen Hilbertr

aumen X und Y
und einem linearen, stetigen Operator A. Ist der Bildbereich von A, R(A), nicht abge-
schlossen, so ist die verallgemeinerte Inverse A
y
nicht stetig. Ein Rauschen in den Daten,
das zum Beispiel durch fehlerbehaftete Messungen entsteht, w










durch stetige Operatoren zu appro-
ximieren, sogenannte Regularisierungsverfahren. Bekannte Regularisierungsverfahren
sind die abgeschnittene Singul

arwertzerlegung, die Tikhonov-Phillips Regularisierung,
oder das Verfahren der konjugierten Gradienten als Beispiel eines nichtlinearen Ver-
fahrens. Wir denieren im ersten Abschnitt die Methode der approximativen Inversen,
siehe Louis [20, 24], Louis, Maass [22], Louis, Sch. [23], die eine ganze Klasse von
Regularisierungsverfahren beinhaltet. In den letzten Jahren wurde die approximative
Inverse erfolgreich eingesetzt in der 2D{Computer{Tomographie, siehe Louis, Sch.
[23], Rieder, Sch. [28], in der 3D{Computer{Tomographie, siehe Dietz [9] und auch
in derUltraschall{Tomographie, siehe Abdullah, Louis [1]. Behandeln wir im ersten
Abschnitt ausschlielich den kontinuierlichen Fall, so wenden wir uns im zweiten Ab-
schnitt dem f

ur praktische Anwendungen wichtigen diskreten Fall zu, d.h. Y = IR
n
bzw. Y = C
n
. Es werden Konvergenzs






ur den Fall, da die Anzahl der Daten n gegen Unendlich strebt. Au-
erdem zeigen wir, wie man f





2.1 Denition und erste Eigenschaften
Der Grundgedanke der approximativen Inversen ist, die L








2 X, i = 1; : : : ; m zu approximieren. Liegen die Elemente e
i
im Bildbereich
des adjungierten Operators von A, also existiert ein 
i






, so hat man
35

























ugung, so kann das letzte Skalarprodukt berechnet werden, da




), bestimmt man 
i


































Denition 2.1.1 Wir bezeichnen die Abbildung S
m
: Y ! C
m









; i = 1; : : : ; m ;
als diskrete approximative Inverse von A. Die Elemente 
i




Bemerkung: 1.) Da die Gleichung (2.1) nicht von g abh

angt, machen sich zum einen
Fehler in den Medaten beim L

osen der Gleichung nicht bemerkbar, zum anderen
k

onnen die Rekonstruktionskerne 
i
schon vor dem Mevorgang bestimmt werden. Es
wird sich sp

ater zeigen, da das Verfahren der approximativen Inversen unter Ausnut-
zung von Invarianzen des Operators A auerdem auch sehr ezient ist, siehe dazu auch
Louis, Sch. [23].




der Gleichung (2.1) als Rekonstruktionskern zugelassen.
Ein Rekonstruktionskern zeichnet sich jedoch gegen

uber allen anderen aus, n

amlich































anktes Gebiet ist. Im Unterschied zum allgemeinen Fall, in
dem X kein Raum von skalaren Funktionen ist, k

onnen wir die approximative Inverse
hier als Abbildung zwischen X und Y denieren, die, wie wir sp

ater sehen werden, die
Inverse von A approximiert.
Wir w














~e(x) dx = 1 (2.2)
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F







(x; y) dx = 1 : (2.3)
Wir nennen eine Funktion e

, die der Gleichung (2.3) gen







































ullt. Demnach approximiert e















































(x; ) : (2.4)
Damit diese Normalgleichung eine L








) ist. Wie erw

ahnt wollen wir f





Form der approximativen Inversen denieren.
Denition 2.1.2 Seien A 2 L(X; Y ), X = L
2
(



















ur alle x 2 
. Wir
nennen die Abbildung S

: Y ! X, die deniert ist durch
S





; x 2 
 ;





osung der Normalgleichung (2.4) gegeben.
Wir wollen zun

achst zeigen, da die Bezeichnung approximative Inverse ihre Berechti-
gung hat.














ur alle x 2 





) und es gilt f







Af(x) = f(x) f.

u.


















? die orthogonale Projektion auf N(A)
?





























































und damit der erste Teil der Behauptung. Die Funktion











ur x =2 
 :



































Im Falle, da der Operator A kompakt ist, kann man den Rekonstruktionskern 









































































































siehe Louis [19, 24]. Die Abbildung S
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Wir wollen nun zeigen, da S

unter gewissen Voraussetzungen als Regularisierungs-
verfahren betrachtet werden kann, wobei  die Rolle des Regularisierungsparameters
zuf

allt. Ist das Problem (A;X; Y ) schlecht gestellt, also R(A) nicht abgeschlossen, so
ist A
y
nicht stetig, siehe z.B. Louis [19]. Man approximiert daher A
y
durch eine Folge
















ur g 2 D(A
y
). Die Abbildungen T






der Regularisierungsparameter. Das folgende Lemma ist in Louis [24] bewiesen.
Lemma 2.1.4 Sind A : L
2
(











ur alle x 2 



























ein regularisierendes Filter. Zur Denition des


































Die zu diesem Mollier geh

orende approximative Inverse S























Beweis: Es bleibt nur zu zeigen, da die bei der Denition von e

auftretende Reihe
konvergiert, und da e





























gilt. Es ist auerdem e
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f

ur jedes x 2 












































gilt. Das ergibt sich aber aus der Bedingung an F

.
Der Rest des Beweises ist in Louis [20] nachzulesen.
2
Bemerkung: Aus der Tatsache, da F






)  c() 

:













at sich als approximative In-






) = 0 f






at sich als approximative Inverse darstellen, falls die Sin-
gul




















. Wir werden im n

achsten Abschnitt sehen, da sich auch das Verfah-





allen ist es nicht n

otig, den Rekonstruktionkern 

(x) in jedem Punkt x
auszurechnen. Vielmehr kann man Invarianzeigenschaften des zugrundeliegenden Ope-
rators A ausnutzen, um den Kern nur noch in einem Punkt zu errechnen.
Lemma 2.1.6 Es seien Operatoren T
x
1
2 L(X) und T
x
2














k  1 f

ur i = 1; 2. Weiter seien P
A













ur einen Mollier ~e






































Normalgleichung (2.4). Oenbar gen



















































































































































































ur fast alle n, denn das w

urde bedeuten, da (2.6) nicht gilt. Die folgende Unglei-
chungskette f















































































































ist, was einen Widerspruch ergibt.
2
Wir wollen uns zum Ende dieses Abschnittes noch mit der Frage befassen, ob es einen
Zusammenhang zwischen den entsprechenden Rekonstruktionskernen gibt, wenn zwei
Operatoren A und B

uber eine stetige, lineare Abbildung U miteinander verkn

upft sind.
In der Tat ist diese Frage, unter bestimmten Voraussetzungen, positiv zu beantworten.
Lemma 2.1.7 Seien Y , Z separable Hilbertr

aume, U 2 L(Y; Z) eine stetige, lineare
Abbildung und B = UA 2 L(L
2
(
); Z). Weiter seien e





















. Es gelten die drei folgenden Aussagen.
a) Ist U



































































42 KAPITEL 2. THEORIE DER APPROXIMATIVEN INVERSEN
Beweis: Wir lassen den Index  der











(x) = UAe(x; ) :
Eine L

osung der Gleichung U

(x) = (x) ist demnach ein Rekonstruktionskern f

ur
B. Daraus ergeben sich die Aussagen a) und b).


















Bemerkung: Es gibt F

alle, in denen die Normalgleichung (2.4) nicht explizit l

osbar ist.
Das vorangegangene Lemma stellt dann ein n

utzliches Werkzeug dar zur Bestimmung
von Rekonstruktionskernen bei Problemen, die stetig voneinander abh

angen, wobei
man von einem Problem schon einen Kern explizit kennt. Sind die Voraussetzungen zu
den Aussagen a) und b) nicht erf

ullt, so bietet Teil c) die M

oglichkeit zumindest noch
eine Approximation an den Rekonstruktionskern zu errechnen. Die Funktion (x) mini-



















 [?1; 1] das mathematische Modell der 2D Computer-Tomographie, siehe Louis
[19], Natterer [25] u.a. Seien  < =2, Z






























) das mathematische Modell des























ur z 2 ZnZ

:
Ist (x) ein zu R geh

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ist, sondern lediglich eine







ucken, siehe Dietz [9].
In der Praxis werden wir die Funktion f nur an endlich vielen Punkten rekonstruieren












ur i = 1; : : : ; m. Durch L

osen der
























; i = 1; : : : ; m :
2.2 Der diskrete Fall
Wir betrachten wieder einen linearen, stetigen Operator A : L
2
(





anktes Gebiet im IR
d
ist und Y ein separabler Hilbertraum. Zus

atzlich sei
A injektiv. Im Falle, da A nicht injektiv ist, schr

anken wir den Operator auf N(A)
?
ein und bezeichnen die Einschr

ankung wieder mit A. Die Elemente aus N(A) tragen zu
den gemessenen Daten g nichts bei.
Bei Anwendungen stehen uns nur endlich viele Daten zur Verf

ugung. Wir denieren







































 Y . Der erste Fall bedeutet, da die diskreten Daten Momente der kon-
tinuierlichen Daten sind. In diesem Fall k

onnen wir unter gewissen Voraussetzungen




atzung der approximativen Inversen in der L
2
-Norm bewei-
sen. Praktische Anwendung ndet diese Situation in der 2D{Computer{Tomographie
nach dem Ansatz von Louis, Sch. [23]. Hier werden die Punktauswertungen der Daten
durch eine Summe von singul

aren Funktionen der Radon{Transformation approximiert.
Dar

uberhinaus zeigen wir noch, wie man das Verfahren von Backus-Gilbert als ap-
proximative Inverse auassen kann.




speziell die Punktauswertung im Auge, die oft nur
auf dichten Teilr










ur  > d=2. Wir folgen in diesem Abschnitt der Arbeit [28] von
Rieder, Sch., die einen Zusammenhang zwischen Rekonstruktionskernen des konti-
nuierlichen und solchen des diskreten Problems herstellt. Wir erhalten Konvergenz der
entsprechenden approximativen Inversen, aber nur noch in einem schwachen Sinne.
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mit Y , das duale Paar h; i
YY

in (2.8) ist dann gerade das


































ur i = 1; : : : ; n.
Sei e








ur x 2 






























Af und der Rekonstruktionskern 
n
















































und das Verhalten f








ahlt werden kann, wir stellen vielmehr zwei Forderungen, die
f

ur unseren Konvergenzbeweis n

otig sind.
Die Folge der 	
n
sei so angeordnet, da es zu jedem n
0







j i = 1; : : : ; n
0
g  f 
n;i
j i = 1; : : : ; ng : (2.9)
Mit der Beziehung (2.9) wird eine bestimmte Struktur in der Anordnung der 	
n
ge-

















soll dicht in L
2
(
) sein. Das schliet unter
anderem aus, da die Folge der 	
n
konstant ist. Das nachfolgende Lemma liefert eine
hinreichende Bedingung daf

ur, da die Bedingung (2.10) erf

ullt ist.
Lemma 2.2.1 Ist die Menge f 
n;i
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Bemerkung: Eine abz

ahlbare dichte Teilmenge in Y existiert stets, da Y als separabel
vorausgesetzt war. Demnach gibt es immer mindestens eine Folge, die den Bedingungen
(2.9) und (2.10) gen

ugt.





























und der Dichtheit der  
n;i
in Y , da Af = 0 ist. Aus der Injektivit

at von A folgt dann
f = 0. Daraus ergibt sich die Behauptung.
2
Zu der Folge 	
n





















































































































. Die Funktion "

n
ist stetig in x, falls e











(x) = 0 ; f

ur alle x 2 
 (2.11)









= 0 ; (2.12)
denn sonst g

abe es eine Teilmenge U  








(x) 6= 0 ; f

ur alle x 2 U
gilt. Dies ist aber ein Widerspruch zu Gleichung (2.11).
Das nachfolgende Lemma charakterisiert die Approximationseigenschaft von f
n;
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bezeichnen, folgt der erste Teil der Behauptung durch Quadrieren und Integration der
obigen Ungleichung.


















spalten. Das Verhalten dieser beiden Terme f





















als Approximation der Delta-Distribution f

ur  & 0 immer steiler wird. Ein
Ausbalancieren beider Fehler ist daher wichtig f

ur eine geschickte Wahl des Parameters
. Die Funktion %






ahrend die Funktion "

n
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Dann gibt es zu jedem beliebigen  > 0 ein 
0





































Beweis: Sei  > 0 beliebig. Nach Lemma 2.2.2 existiert ein 
0
































Ubergang zum Inmum der erste Teil der Behauptung.















Da  > 0 beliebig war, folgt auch der zweite Teil der Behauptung.
2
Den zweiten Teil des obigen Satzes kann man auch anders formulieren.





















Bemerkung: Es sei darauf hingewiesen, da wir keinerlei Glattheitsbedingungen an
die L





























2 (0;1) sein mu.
Zu erw

ahnen ist in diesem Zusammenhang eine Arbeit von Louis, Maa [21], in der
die Autoren einen Algorithmus f

ur das Momentenproblem entwerfen, die sogenannte
s-Methode. Sie beweisen deren Konvergenz f

ur den Fall, da die Menge der Daten n
gegen unendlich strebt. Dabei werden Glattheitsbedingungen sowohl an die L

osung f ,
als auch an die Momente  
i
gestellt.
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Beispiele: Die untersuchte Situation  
n;i
2 Y ndet praktische Anwendung in der 2D{
Computer{Tomographie. Das mathematische Modell ist die Radon{Transformation.












), wobei Z = S
1





wicht. Das Problem der 2D{Computer{Tomographie sieht dann folgendermaen aus:


















, j = 1; : : : ; p, s
l





gegebene Daten. Da R nur um den Faktor 1=2 gl

attet, siehe
Natterer [25], ist R
n



























 1, so da jRf
k
(!; s)j ! 1 gilt f























) = fy 2 C
n


















Im Bezug auf Denitionsbereiche adjungierter Operatoren von unbeschr

ankten Abbil-










) existiert demnach nicht.




osung des Tomographie{Problems geben, auf die sich
die vorangegangenen Ergebnisse anwenden lassen. In beiden F






1.) Ansatz von Louis, Sch. [23]




















) angegeben. Mit Hilfe dieses Systems f






































































Das folgende Lemma zeigt, da R

n;M


































ur M !1 :
2.2. DER DISKRETE FALL 49






are Funktion und M so gro,










































Hieraus folgt die Behauptung.
2
Grob gesagt approximiert  
M
n;jl




) durch eine Summe von
singul

aren Funktionen. Man erh
































suchungen dieses Ansatzes sei auf Louis, Sch. [23] verwiesen.
2.) Ansatz von Natterer [25, Kap. V.5]
Bei der L

osung der Radonschen Integralgleichung mittels direkter algebraischer Me-
thoden behilft sich Natterer durch Einf

uhrung einer Gewichtsfunktion, deren Tr

ager
nicht mehr nur eine Gerade, sondern zum Beispiel ein Streifen ist. Sei
S
jl








j  d=2g ;





1 ; js? s
l














































































und verwende den Kern 
n






Abschlieend wollen wir noch zeigen, wie sich das Verfahren von Backus-Gilbert formal
als approximative Inverse schreiben l

at. 1967 entwickelten Backus und Gilbert [4]
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dieses Verfahren, um ein Momentenproblem in der Geophysik zu l

osen. Wir betrachten






















; i = 1; : : : ; n :
















Die Idee des Verfahrens ist, f

ur jedes x 2 









(y) die Delta-Distribution (jx?yj) approximiert. Um v(x) zu bestimmen,
minimiert man f

















































(y) dy = 1 ; f













minimierenden Vektor von S
x







































(y) dy  f(x)
gilt. Das folgende Lemma zeigt, wie man durch die spezielle Wahl eines Molliers e

als














Lemma 2.2.6 Denieren wir f

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(x; y) dy = 1 ; f

ur alle x 2 
 :
Leider gilt im allgemeinen f






(x; y) dx = f(y) fast

uber-
all, aber dennoch approximiert nach den vorangegangenen Betrachtungen e

(x; y) die
Delta-Distribution (jx?yj). Aus der Darstellung (2.13) von A

n







































Kirsch et al. [15] zeigen unter bestimmten Glattheitsbedingungen an die L

osung f




ur n!1 gegen f .
Bemerkung: Der Unterschied zwischen dem Verfahren von Backus{Gilbert und der
schon erw

ahnten s-Methode von Louis, Maa [21] besteht haupts

achlich in der Art
und Weise wie die Delta-Distribution approximiert wird. Bei der s-Methode geschieht
dies durch Minimierung einer H
s
-Norm mit s < ?d=2.







atze und Untersuchungen in diesem Abschnitt sind einer gemeinsamen Arbeit [28]
von Rieder, Sch. entnommen. Wir wollen hier die f

ur unser Problem wesentlichen
Ergebnisse dieses Papers darstellen.
Wieder sei A : X ! Y ein injektiver, stetiger, linearer Operator zwischen zwei Hilbert-
r

aumen. Weiterhin seien X
1
,! X und Y
1
,! Y dichte Teilr

aume mit stetigen Inklu-





















































ur die Funktionale  
n;i





are in diesem Fall ein Sobolev-Raum von hinreichend groer Ordnung.
Seien weiterhin m Mollier e
i
2 X gegeben. Wir lassen den Regularisierungsparameter
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 der

Ubersicht halber weg, da wir in diesem Abschnitt das Verhalten f

ur  & 0
nicht untersuchen wollen. Ferner schreiben wir lediglich e, falls wir nur einen einzelnen









) = fy 2 C
n





ist stetig in X 8x 2 X
1
g
im allgemeinen ein echter Teilraum von C
n
ist, und schlimmstenfalls nur die 0 enth

alt.





osung einer Normalgleichung der Form (2.1) zu beschreiben,
m

ussen wir zu dem Spezialfall

ubergehen, da
A : X ! Y
1
ein stetiger Operator ist. (Dies w







ur solche Abbildungen sind Integraloperatoren, die hinreichend
gl









































) vorausgesetzt ist. Die diskrete approximative Inverse ist dann























; i = 1; : : : ; m :
Die Radon{Transformation erf

ullt diese Bedingung nicht. Damit die Punktauswertun-
gen 	
n





mit  > 0 sein. Die Radon{Transformation
gl











ankt ist. Ist A : X ! Y
1






Gleichung (2.15) zwar im allgemeinen bekannt, jedoch ist diese Matrix vollbesetzt und
schlecht konditioniert.
Diese Betrachtungen motivieren eine andere Vorgehensweise. Man errechnet einen Re-
konstruktionskern  f

ur das kontinuierliche Problem (A;X; Y ), und wendet auf  den
Operator 	
n
an. Voraussetzung ist nat

urlich, da  2 Y
1
ist. Zum ersten Mal angewen-
det wurde diese Idee von Dietz [9] in der Computer{Tomographie. Verallgemeinert
wurde sie in der Arbeit [28] von Rieder, Sch., worin auch untersucht wird, inwie-
fern 	
n






approximiert. Dabei wurde dargelegt,
wie sich der Fehler in der euklidischen Norm f

ur n ! 1 verh

alt. Wir werden die-
se Konvergenzuntersuchungen angeben. Wie man einen Rekonstruktionskern f

ur das
kontinuierliche Problem zumindest approximativ mit Hilfe der Singul

arwertzerlegung
im Falle kompakter Operatoren errechnet, wird am Ende des Abschnittes 2.2.2.2 noch




Um diese Betrachtungen durchzuf













 Y von Y einf

uhren, die von einem Riesz-System aufgespannt wer-




























































sind nicht mit denjenigen aus dem vorigen Abschnitt zu
verwechseln, die von den  
n;i
aufgespannt wurden.




orende Gram'sche Matrix sei mit G
n
bezeichnet.
























































































kann im Falle, da Y ein Funktionenraum ist, als eine Art Interpo-
lationsoperator betrachtet werden.
Auch dieses Mal stellen wir zwei Forderungen an die Folge der 	
n
. Dies geschieht indi-


















 1 ; f

ur n!1 : (2.17)
Zum anderen sollen die Operatoren 
n
eine Approximationseigenschaft haben, in dem










































































aheres Interesse sei auf Rieder, Sch. [28] verwiesen.
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2.2.2.1 Der Spezialfall e 2 R(A

)
Wir betrachten die schon erw

ahnte Situation, da A : X ! Y
1
stetig ist. Die in diesem













eineindeutigen Beziehung zueinander stehen.





















































































































































, der die Normalgleichung (2.15)
erf









































womit das ganze Lemma bewiesen ist.
2























































ein Vielfaches der Einheitsmatrix ist, und in diesem Falle in der
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Der Beweis ist in Rieder, Sch. [28] nachzulesen. Mit Hilfe weiterer Voraussetzungen
an  oder A
n
kann man sogar noch mehr zeigen.
Korollar 2.2.9 Es gelten die Voraussetzungen von Satz 2.2.8. Weiterhin sei enweder
 2 R(A) oder die A
n






















Beweis: Sei  2 R(A), d.h. es existiert ein z 2 X mit  = Az. Wir erhalten (2.20) aus





















Sind andererseits alle A
n






. In dieser Situation erhalten wir

























Korollar 2.2.9 zeigt, da 	
n
 eine sinnvolle N























































; i = 1; : : : ; m :
Der abschlieende Satz dieses Abschnittes sch










der Maximumnorm ab und bildet die Zusammenfassung der vorangegangenen Unter-
suchungen.






























. Sind die 
i
alle aus R(A) oder die Operatoren
A
n


























































sich im allgemeinen von 
i
n



























































































































Diese impliziert zusammen mit Korollar 2.2.9 die Behauptung des Satzes.
2












) ein guter Ersatz f

















jedoch sehr speziell gew

ahlt. Aufgrund der Approximations-




? Ak ! 0 f









gegen e = A

. Es ist daher gerechtfertigt, den Kern  in Satz 2.2.10 durch einen
Rekonstruktionskern zu A f

ur einen beliebig gew

ahlten Mollier e zu ersetzen. Es kann
f

ur diese Situation eine Konvergenz wie in Satz 2.2.10 gezeigt werden, allerdings in
einer schw

acheren Norm. Wir gehen an dieser Stelle nicht weiter darauf ein, sondern
verweisen diesbez

uglich auf Rieder, Sch. [28].
2.2.2.2 Der allgemeine Fall e 2 X
Wir setzen voraus, da A ein linearer, injektiver Operator ist, der stetig ist, sowohl







Konvergenzaussagen dieses Abschnittes sind nicht so stark wie die des vorhergehen-
den. Daf

ur treen sie auf Operatoren wie die Doppler{ und die Radon{Transformation
zu, und sind daher f

ur Anwendungen der approximativen Inversen in der Vektor{ und
Computer{Tomographie von Bedeutung.
Im allgemeinen gilt e =2 R(A

), was wir im vorangegangenen Abschnitt stets vorausge-
setzt haben. Da A injektiv ist, ist R(A

) dicht in X. Sind e
i
2 X, i = 1; : : : ; mMollier,
so nden wir zu beliebig vorgegebenen Zahlen "
i















; i = 1; : : : ; m : (2.21)











man folgende Vorgehensweise w












, das die Gleichung (2.21) erf









. Im folgenden Satz formulieren wir eine Art schwache






osung. Wir bezeichnen mit E : X ! C
m








; i = 1; : : : ; m :
E ordnet also einem Element f 2 X dessen Momente bez

uglich des Molliers e
i
zu.
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Satz 2.2.11 Es seien e
i





































Beweis: Mit Hilfe der Dreiecksungleichung und der Absch


















































Die Behauptung des Satzes ergibt sich aus der folgenden Ungleichungskette, wobei

























































anktheit (2.17) und die Approximationsei-
genschaft (2.18) ausgenutzt.
2
Es sei darauf hingewiesen, da im Gegensatz zu Satz 2.2.10 die f


























ur beliebige Mollier e
i
.
Abschlieend wollen wir noch angeben, wie man ein 
i





ugt, bei kompakten Operatoren mit Hilfe der Singul

arwertzerlegung ermitteln kann.



















) ist, haben wir durch Gleichung (2.5) einen Rekon-
struktionskern  berechnet. Indem wir die dort angegebene Reihe nach endlich vielen
Schritten abschneiden, erhalten wir f



























Man sieht sofort, da wegen der Dichtheit von R(A




















ur M !1 :
Zu vorgegebenem " > 0 k











ist. Wenn wir Glattheitsbedingungen an e stellen, k

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ur   0. Weiterhin










ur alle k 2 IN
0





































































Mit Hilfe der beiden vorangegangenen Lemmata ist es m

oglich die Konvergenzaussage
aus Satz 2.2.11 zu verst

arken.
Bezeichnung: Es sei a  b genau dann, wenn a  b  a ist.








j k 2 IN
0
g. Weiterhin nehmen wir an, da 
k




ur ein  > 0 gilt, wenn

































ur n!1, dann gilt
f

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Beweis: Der Beweis ist unter Ber

ucksichtigung der Voraussetzungen eine Folgerung















Bemerkung: Der vorangegangene Satz weist auf, da unter ganz bestimmten Voraus-
setzungen sowohl an die Mollier, als auch an den zugrunde liegenden Operator, eine


























ur   1=2. Damit wir die Kon-
vergenz in Satz 2.2.14 haben, mu nach Voraussetzung  > (1 + )=2 + 1=(4)  1=2




) vorausgesetzt werden mu.



















stehen. Dabei wollen wir annehmen, da die St

orung in unserem Observationsoperator
	
n
























sei dabei der gest

orte Observationsoperator. Eine solche St

orung kann unter ande-
rem durch Mefehler entstehen. Wir k


























































ur n!1, und f 2 X
1

































































































































Dabei haben wir wiederum die Absch

atzungen (2.16) und (2.17) ausgenutzt. Den zwei-
ten Summanden behandelt man wie im Beweis zu Satz 2.2.11. Durch

Ubergang zum
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um den Fehler unseres Verfahrens gering zu halten. Zum einen ist dies der Approxima-
tionsfehler max "
i














deniert, ihn beliebig klein machen k














), womit die "
i
verschwinden.








gemeinen mit wachsendem M anw






atzung eine Rolle. Diese Folge h








ur Elemente aus Y
1
, siehe (2.18). Der dritte Fehlerterm ist
schlielich derjenige, der durch den Datenfehler kg

? gk verursacht wird.
Kapitel 3
Die Anwendung der
approximativen Inversen auf die
Doppler{Transformation
Es ist uns im ersten Kapitel gelungen, die Vektortomographie als inverses Problem
(D;H;K) zu beschreiben. Im darauolgenden Kapitel haben wir eine Methode ent-
wickelt, um Probleme von genau dieser Form numerisch zu l

osen. Folglich wollen wir
dieses Verfahren in diesem Kapitel auf die Doppler{Transformation anwenden, und
zwar auf die f

ur praktische Zwecke wichtige diskrete Form. Dabei hat sich folgende
Vorgehensweise als g

unstig erwiesen: Wir berechnen einen Rekonstruktionskern f

ur
die kontinuierliche Doppler{Transformation, und wenden anschlieend die Funktio-
nale, die die diskrete Doppler{Transformation denieren, auf diesen an. Nach der in
Kapitel 2 entwickelten Theorie ist bei diesem Vorgehen die Gl

attungseigenschaft der
Doppler{Transformation (1.19) von Bedeutung. Da bei der Darstellung der Doppler{
Transformation die zweidimensionale Radon{Transformation involviert ist (siehe z.B.
(1.18)), wird in einem ersten Abschnitt ein Rekonstruktionskern f

ur diese Transforma-
tion bestimmt. Anschlieend f






alt mit Hilfe der Betrachtungen aus Kapitel 2, allerdings
wird uns das nur f

ur einen ganz speziellen Mollier gelingen.









(Z) die zweidimensionale Radon{Transformation. In Ka-
pitel 2 wurde aufgezeigt, wie ein Rekonstruktionskern f

ur die Radon{Transformation
mit Hilfe der Singul

arwertzerlegung angegeben werden kann. Die Singul

arwertzerle-





de von Louis [18] bestimmt, und zwar allgemein f

ur den n-dimensionalen Fall. 1995
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verwendeten Louis, Sch. [23] das singul

are System, um einen Kern f

ur die diskrete






achst geben wir die Singul

arwertzerlegung der 2D{Radon{Transformation an. Ein
Beweis ist unter anderem in Louis [19] zu nden.






















































































Da es sich bei der Radon{Transformation um einen injektiven Operator handelt, ben-
den wir uns somit genau in der in Kapitel 2 betrachteten Situation. Zu einem gegebenen






) erhalten wir einen Rekonstruktionskern durch Einset-
zen in Gleichung (2.5). (Der Regularisierungsparameter  wird der

Ubersicht halber



















































Im Falle, da ~e =2 R(R

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folgt. In der Computer{Tomographie ist es zweckm

aig, rotationssymmetrische Molli-
er zu verwenden, also Mollier ~e mit ~e(x) = e(kxk). Die Radontransformierte von ~e
h

angt dann nicht mehr von der Richtung ! ab, und der Rekonstruktionskern 
M
ergibt


































































ur ~e 2 R(R

) gilt dieselbe Darstellung mit M =1.



































































ist in Abbildung 3.1.1. graphisch dargestellt mit M=267, =0.01. Es ist
auch m





orenden Rekonstruktionskern in einer geschlossenen Form
anzugeben, indem man die Inversionsformel f

ur die Radon{Transformation ausnutzt,
siehe Rieder, Sch. [28].
In den vorhergehenden Kapiteln haben wir stets die Radon{Transformation als Ab-












Abbildung ist jedoch keine Singul

arwertzerlegung bekannt. Wir sind aber dennoch in





und Lemma 2.1.7 ausnutzen. Als Bezeichnung f

uhren wir noch den Multiplika-
tionsoperatorM
h
ein, der deniert ist durch
M
h
g(!; s) = h(!; s) g(!; s)
f

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onnen Lemma 2.1.7 mit A =
f
R, B = R und U = | anwenden. Die folgende











































. Mit Lemma 2.1.7 ergibt sich somit die Behauptung.
2
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(Z). Es ist naheliegend, im Falle da
~e =2 R(R










Mit Hilfe des Lemmas 2.1.7 lassen sich Rekonstruktionskerne nden f

ur alle Abbildun-
gen, die stetig mit der zweidimensionalen Radon{Transformation zusammenh

angen,
ein Umstand, den wir im Zusammenhang mit der Doppler{Transformation noch aus-
nutzen werden.
Wie in Kapitel 2 betrachtet, hat man im allgemeinen nicht nur einen Mollier ~e, son-
dern vielmehr f

ur jedes x 2 

2












ur jedes x einen eigenen Kern

M
(x) berechnen. Diese Schwierigkeit kann man jedoch umgehen, indem man sich eine
Translationsinvarianz der Radon{Transformation zunutze macht.









































), g 2 L
2
(Z). Die Dilatation mit dem Faktor 2 wurde vorgenommen,
um zu gew





ur alle x 2 

2













































mit g 2 L
2
(Z). Setzt man e(x; y) = T
x
1
~e(y), so motiviert diese Translationsinvarianz
und Lemma 2.1.6 f














































~e = e(x; ) f

ur M !1 :
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Man ben

otigt lediglich den Kern 
M
, um alle anderen Kerne 
M
(x) zu berechnen. Dies
macht das Verfahren der approximative Inverse sehr ezient. Um dann f

ur prakti-
sche Anwendungen einen Rekonstruktionskern f

ur die diskrete Radon{Transformation
zu erhalten, gehen wir wie in Kapitel 2 erl



















) aus. Nimmt man als Riesz-System
st

uckweise konstante Splines, so bekommt man als Rekonstruktionsalgorithmus gerade
die gelterte R

uckprojektion. Die Details dieses Vorgehens sind in Rieder, Sch. [28]
nachzulesen, an dieser Stelle soll darauf nicht weiter eingegangen werden. Wir wenden
uns nunmehr der Doppler{Transformation zu.




Das in Kapitel 2 abstrakt beschriebene Verfahren wird auf das Problem der Vektor{
Tomographie (D;H;K) angewandt. Wir formulieren dazu die Methode der approxima-
tiven Inversen zun

achst um, so da sie zur Rekonstruktion von Vektorfeldern geeignet
ist. Anschlieend berechnen wir die daf






, wobei uns dies jedoch nur f

ur einen ganz bestimmten Mollier ge-
lingen wird. Um das Verfahren f





ubertragen wir unsere Ergebnisse analog zu Abschnitt 2.2 auf die diskrete Doppler{
Transformation.




achst vor dem Problem, da wir die approximative Inverse bisher stets
f

ur die Rekonstruktion von skalaren Gr

oen formuliert haben, in der Denition von
S

tauchen nur Skalarprodukte auf. Wir formulieren daher eine Variante, die f

ur die
Behandlung von Vektorfeldern geeignet ist, und zwar speziell f

ur unser Problem der
Vektor{Tomographie. Ein erster, naiver Ansatz k

onnte darin bestehen, das Problem














ot dabei jedoch auf die Schwierigkeit, da in der Denition der Operatoren
D
j
nicht nur eine Komponente von f , sondern jeweils 2 Komponenten auftauchen. Die
Doppler{TransformationD l

at sich nicht entkoppeln. Wir w

ahlen daher einen anderen
Ansatz, indem wir die Skalarprodukte aufH und K ersetzen durch zwei Bilinearformen.
Denition 3.2.1 Die beiden Bilinearformen A und B sind gegeben durch
A : HH ! IR
3
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B : K  K ! IR
3
































































) ein Mollier im Sinne



















(x) = A(f ; E

(x)) :
Dabei mu man beachten, da A und B keine Skalarprodukte mehr sind und wir daher
nicht mehr so vorgehen k

onnen wie wir das in Kapitel 2 gemacht haben, da D bez

uglich
der Bilinearformen A und B keinen dualen Operator mehr hat. Wir m

ussen vielmehr
die Methode der approximativen Inversen modizieren, damit sie auf unser Problem
anwendbar ist. Dabei wird sich zeigen, da es von groem Vorteil ist, da der Operator






aufgespalten werden kann. Wir denieren


(x) 2 K f





















Nehmen wir an, Gleichung (3.1) habe eine L

osung, dann verdeutlicht die folgende
Gleichungskette den Sinn dieser Festlegung:
f







































































































































Ubersicht halber wurden die Indizes bei den Skalarprodukten weggelassen.
Im allgemeinen wird jedoch Gleichung (3.1) keine L

osung haben, wir denieren dem-
nach wieder 





































nahe, die approximative Inverse f

ur die Vektor{Tomographie in folgender Weise zu
denieren.
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Denition 3.2.2 Wir bezeichnen die Abbildung S



















osung der Normalgleichung (3.2) f














) darstellt, als approximative Inverse f













(x)) heit Rekonstruktionskern f

ur die Doppler{Transformation.
Die Schwierigkeit besteht darin, eine L

osung der Normalgleichung (3.2) zu nden.
War dies bei der Radon{Transformation mit Hilfe der Singul

arwertzerlegung kein Pro-
blem, so hilft uns dieser Zugang hier nicht, da das singul

are System der Doppler{
Transformation nicht bekannt ist. In Satz 1.4.8 wurde eine Beziehung zwischen Doppler-
Transformation und Radon{Transformation angegeben, die uns aus diesem Dilemma

























Wir nehmen an, da beide Seiten der Normalgleichung (3.2) dierenzierbar bez

uglich
s sind. Die Gl

attungseigenschaften des Operators D
j




































































































































































































































































































Beweis: Unter Beachtung der Injektivit

at von R 









ist, folgt die Behauptung sofort aus Satz 3.2.3.
2














(x). Wir werden sp

ater
Forderungen an den Mollier E
j







uber die Radon{Transformation haben wir gesehen, da
wir Dank der Translationsinvarianzen des Operators R, den Rekonstruktionskern nur
f

ur x = 0 berechnen muten. Diese Invarianzen sind auf die Gleichung (3.5) direkt

ubertragbar.





































































ur f 2 L
2
([?1; 1]).
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Mit diesen Bezeichnungen erhalten wir ein zur Radon{Transformation analoges Resul-
tat.

























































































































































































































eine sinnvolle Festlegung f

ur einen Rekonstruktionskern.
Wir werden also die Gleichung (3.5), die

aquivalent ist zu Gleichung (3.4), nur f

ur
x = 0 l

osen.
3.2.2 Berechnung des Rekonstruktionskernes 
j;M

Wir wollen uns in diesem Abschnitt der L

osung der Gleichung (3.5) zuwenden. Dies
schliet zun

achst ein paar allgemeinere Betrachtungen ein.
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ist im allgemeinen keine Sin-
gul

arwertzerlegung von A 
 I, sondern nur dann, wenn dimX < 1 ist. Ansonsten
besitzen alle Werte 
k
unendliche Vielfachheit. Der Operator A 
 I ist auch nur in
diesem Fall ein kompakter Operator.
Lemma 3.2.7 Ist f 2 R(A








































































































































onnen wir wegen der Dichtheit von R(A









































































































































(IR) ein Mollier ist. Wir sind jetzt in der Lage, eine L

osung der Gleichung
(3.5) anzugeben. Hierzu ben

otigen wir jedoch ein technisches Lemma.
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). Dann gilt f








































































































































































































ullt der Mollier E
j





























































(') = sin(') und r
3









I) ist, undM <1 gem












































andiges Orthonormalsystem von L
2






























































ist. Wir werden den Ausdruck auf der rechten
Seite schrittweise ausrechnen.













































ur j = 3 ergibt sich wegen 
3






































































































































ur j = 3 ist der Sinus durch den Cosinus zu ersetzen.













{ ; k = 1 ;
?{ ; k = ?1 ;
0 ; k 62 f?1; 1g :
Die Summe

uber k in der rechten Seite von Gleichung (3.9) hat demnach nur f

ur
k 2 f?1; 1g von Null verschiedene Eintr





































































































































(!(')) = 2{ sin(') ist. Fassen wir D
j
wie






) auf, so erhalten wir analog































? ; k 2 f?1; 1g





























Bemerkung: Ist M <1, so wird der Abbruchindex M gem




















ur ein   1. Das wiederum
verspricht uns nach den











). In praktischen F

allen wird man die unendliche






Wir setzen allerdings f
























 I) : (3.10)
Es ist dann M =1. Abk

















, die nicht von s abh

angt, so da




(!; s; a) = K
j





































aheres bekannt, es wird uns auch nicht
gelingen, diese f

ur beliebige Mollier E
j

























(') d' = 0 ; f






(') = cos(') und r
3
(') = sin(').















at sich mit Hilfe von





































h#; !(')i d' dt (3.11)















mit # = #( ) 2 S
1



































(!('); a) cos(') d' dt :
Die Funktion Q

(s; ') sei deniert durch
Q










() d dt :






















(s; ') d' = 0 :







(!('); a) cos(') d' = 0
gelten und somit die Behauptung f

ur j = 1; 2.
F

ur j = 3 f

uhrt man die analoge Rechnung mit  =

2
und damit h#; !i = sin(')
durch.
2
Alle weiteren Untersuchungen unternehmen wir f

ur einen ganz speziellen Mollier, der
die Bedingungen (3.10) erf
































































































































































osung der Normalgleichung (3.2) in R(D
j








ur unseren speziellen Mollier n

aher bestimmen.
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Satz 3.2.12 Sei ~e







osung der Normalgleichung (3.2) in R(D
j
























Beweis: 1.) Wir setzen unseren speziellen Mollier in die Normalgleichung (3.2) ein,
und erhalten gem








































































































































(#; a) h#; !i d# : (3.15)
F








































































((0; 2)  (?1; 1)), siehe
Weidmann [37]. Die Funktionen h
j






































































)('; a) da d' :











= 0 : (3.17)
Mit Hilfe der in Satz 1.4.8 angegebenen Darstellung von D

j




























































ur k 6= 1. Anhand der Darstellung (3.13) von K
j

erkennt man, da f







































































ur k 6= 1, und die Gleichheit (3.17) ist bewiesen.



























(#( ); a) (cos ) g
`










































(#( ); a) (sin ) g
`























ucksichtigung von Lemma 3.2.11 gilt f

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und f




























Setzen wir die Berechnungen aus den Teilen 2.) und 3.) in (3.16) ein, so erhalten wir
f














































































































Bemerkung: Der vorangegangene Satz kann nicht ohne weiteres auf beliebige Mollier

ubertragen werden. Der entscheidende Vorteil der Gaussschen Glockenfunktion liegt
darin, da sich die drei Raumvariablen entkoppeln lassen.










































































;  = 1; 2; : : : :
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Beweis: Sei zun
















































































wie angegeben. Der Beweis von (3.18) geht aus dem nachfolgenden Lemma hervor.
Hieraus ergibt sich die Behauptung f

ur j 2 f1; 2g.
F

ur j = 3 f






























(t cos ) d dt :























































































(z) dz du ;
wobei die Substitutionen u = cos und z = tu Anwendung fanden. Indem wir die
























































































































8B(+ 2; 1? )
:
Dabei wurden die Formeln (7.344.2) und (7.346) aus Gradshteyn, Ryzhik [11] be-
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und wegen 1=?(z) = 0 f






 ; falls  = 0 ;
0 ; falls   1 :
Daraus folgt die Behauptung.
2

























Beweis: Das Korollar ist eine unmittelbare Folgerung der Ergebnisse aus Satz 3.2.12
und Lemma 3.2.13.
2
Die Korollare 3.2.10 und 3.2.15 k

onnen wir zusammenfassen zu der folgenden Aussage.
Korollar 3.2.16 F












(!('); s; a) = K
j






















































































;  = 1; 2; : : : :





ur M = 56,  = 0:05 und a = 0 ist in Abbildung 3.2.1
dargestellt. Die Integrale c






kommt die Struktur des Kernes deutlicher zum Vorschein.



















ur  = 0:05,M = 56 und a = 0
Bei praktischen Anwendungen wird man die Reihe in der Darstellung (3.19) nach end-
lich vielen Schritten abbrechen. Hierbei stellt sich die Frage nach einem geeigneten
Abbruchkriterium. Man wird zun





















ahnlich wie wir es bei der Radon{Transformation
getan haben. D
j
ist jedoch nicht injektiv, und E
j






. Es ist daher nicht m






ahlen aus diesem Grund unseren Abbruchindex M > 0 so gro, da zu vorgegebenen
"
j
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erf

ullt ist. Wie im vorhergehenden Abschnitt beschrieben, ist dies auch das Vorgehen
f


















), besitzt die Normalgleichung (3.2) also keine L

osung, so kann



































ist. Es ist jedoch v









Zusammenfassend kann man eine 'Rezeptur' zur Bestimmung von Rekonstruktionsker-
nen f

ur die Vektor{Tomographie wie folgt angeben.
 W

ahle einen Moller E
j

, der die Bedingungen (3.8) und (3.10) erf

ullt.





























uglich s und bestimme den additiven Term so, da 
j



























ur die folgende Anwendung auf die diskrete Doppler{Transformation werden wir aus-
schlielich den Rekonstruktionskern (3.19) verwenden.
3.2.3 Die diskrete Doppler{Transformation
Bei praktischen Anwendungen stehen uns nur endlich viele Daten zur Verf

ugung. Wir
werden daher unseren Operator wie in Abschnitt 2.2.2 beschrieben diskretisieren und
die dort hergeleiteten theoretischen Aspekte auf die Doppler{Transformation anwen-
den. Der

Ubersicht halber lassen wir an manchen Stellen den Regularisierungsparame-
ter  aus, da dieser bei den folgenden Betrachtungen keine Rolle spielt.
Unsere Diskretisierung w

ahlen wir wie folgt: F

ur p,q,r 2 IN seien '

=   h
'
,  =




= l  h
s
, l = ?q; : : : ; q ? 1, h
s
= 1=q und a
k
= k  h
a
,
k = ?r; : : : ; r? 1, h
a
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onnen unser Rekonstruktionsproblem wie folgt formulieren:
Finde f


























fest. Wir denieren V
n
als Tensorprodukt von Spliner




















aume sind, die aus st

uckweise konstanten Splines























































































ur  = 0; : : : ; p? 1, l = ?q; : : : ; q ? 1 und k = ?r; : : : ; r ? 1.






























































achst, da die Aussagen (2.17) und (2.18) gelten.






g,  > 1=2. Dann gelten f







































onnen analog zu Standardabsch

atzungen der Splinetheo-
rie bewiesen werden, es sei zum Beispiel auf Schumaker [30] verwiesen.
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2
Wie bei der Radon{Transformation, k

onnen wir zu dem diskreten Operator D
n;j
keinen
Rekonstruktionskern denieren, da D

n;j
nicht existiert. Vielmehr werden wir wie in Ab-
schnitt 2.2.2.2 vorgehen. Wir w
















































zu unserem Mollier (3.21) nehmen wir analog zu


































































Die Gram'sche Matrix G
n







































































Aufgrund dieser Struktur l




















) darstellt. Hierzu ben

otigen wir jedoch noch einen Hilfssatz.
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Dabei haben wir Lemma 5.3 aus Rieder, Sch. [28] verwendet. Da Funktionen der














































































: H ! H die orthogonale Projektion
auf N(D
j






g. Dann gilt mit den vorangegangenen Bezeichnungen
f















































































































































































































































ist (siehe Beweis zu
















ist der erste Teil der Behauptung bewiesen.
Nach dem Zerlegungssatz von Helmholtz 1.2.4 ist f = f
s

















 > 3=2 und rp = 0 auf @

3
ist. Nach dem Sobolevschen Einbettungssatz ist p
damit stetig und deshalb konstant auf @

3











Damit ist der ganze Satz bewiesen.
2
88 KAPITEL 3. ANWENDUNG AUF DIE DOPPLER{TRANSFORMATION
Bemerkung: Der Satz 3.2.20 best


































k handelt es sich um den unvermeidbaren Anteil am Re-




Wir haben bislang noch nichts dar

uber gesagt, in welcher Gr

oenordnung der Abbruch-










ur j 2 f1; 2; 3g vor. Unser





















ur j 2 f1; 2; 3g ist.





























ur ein  > 0, M = M(h)  h
?2=






























































































siehe Rieder, Sch. [28]. Mit Lemma 2.2.12 (A = R 





























































































































sein, so mu zum einen die Anzahl der Daten





















ist, und zum anderen mu der Abbruchindex M in der Gr

oenordnung








gen von Lemma 3.2.21 erf

ullt.
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3.3 Die Rekonstruktion der Rotation







die Rotation des Vektorfeldes
r f
numerisch berechnen kann, indem man einfach bei der approximativen Inversen S

einen anderen Rekonstruktionskern einsetzt. Das so entstehende Verfahren wird ei-
ne Struktur wie Gleichung (1.15) haben. In etwas anderer Form war dies auch schon
Gegenstand der Arbeit Sch. [31]. Dort wurden die Dopplerdaten jedoch zuerst die-
renziert, was wir vermeiden wollen.












 [?1; 1]) ein Mollier, e












































































































































































































































eine Umstellung der drei Datens

atze,

































 I), so k

























< " : (3.26)
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Bezeichnung: Die Abbildung
~





















sei die approximative Inverse zur Rekonstruktion der Rotation eines Vektorfeldes f .





 I) und e

































































ergibt sich der Beweis analog zu Lemma








sich aus der Dichtheit von R(R














oenbar nicht von j abh

angt, siehe Gleichung (3.25), lassen wir der

Ubersicht
halber den Index weg.


















































ur M = 1 eine L









































 I). Wir betrachten zun

achst R 
















uhen wir Lemma 3.2.7, um
die L

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Dabei sei fz
`
: ` 2 INg ein vollst

































































































(a) ds da 
k0
:



























































Nehmen wir als Bildraum von R 
















multiplizieren, und erhalten in diesem Fall die zu
beweisende Form.





















Aufgrund seiner Glattheit, erf






















































92 KAPITEL 3. ANWENDUNG AUF DIE DOPPLER{TRANSFORMATION











, die wir f





















































zu sehen mit M = 32,  = 0:07
und a = 0.



















; i = 1; : : : ; m ;
vor, und betrachten statt R







wie in Abschnitt 3.2.3 deniert. Als Ersatz f



























der in Lemma 3.3.2 angegebene Rekonstruktionskern ist.
Diese Festlegungen motivieren in Anlehnung an 
n;m






























































































) und deren Riesz-Basis
werden aus dem vorhergehenden Abschnitt











ebenfalls die Darstellung (3.22) besitzt.




in einem schwachen Sinne gegen Momente der Rotation des Vektorfeldes f .
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ur  = 0:07, M = 32 und a = 0
Satz 3.3.3 Es seien f 2 X
3=2+





wie in Lemma 3.3.2, e

ein




















g, E der Momentenoperator (3.23) bez








M = M(h)  h
?2=
. Dann gilt f


































Beweis: r f 2 X
1=2+






























































































































































































































































































































































































































































































Hierbei kam die Darstellung (3.27) des Rekonstruktionskernes und Lemma 2.2.12 zur
Anwendung.
Zum Beweis der Behauptung m


































(?1; 1) ist. Verwenden wir die




















































































Mit Hilfe der Markoffschen Ungleichung f













(t)j ; jsj  1 ;

























gilt. Durch die Interpolationsungleichung f

ur Sobolev-Normen, siehe Lions, Mage-
nes [16], erh

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(?1; 1) liegen, ist der Satz
hiermit vollkommen bewiesen.
2
Bemerkung: Der vorangegangene Satz zeigt, da es m






f zu manipulieren, nur durch Austauschen des Rekonstruktionskernes statt





atze zu anderen Verfahren
In diesem Kapitel werden numerische Ergebnisse pr

asentiert, die die Qualit

at des in den
vorangegangenen Kapiteln hergeleiteten Verfahrens darlegen. Simuliert wird der Flu
einer inkompressiblen Fl

ussigkeit durch einen Zylinder, der um die x-Achse zentriert
ist. Die Daten werden zum einen exakt berechnet, zum anderen wird ein Rauschen
aufaddiert.




atze kurz angesprochen, die vor allem das




en [36], Desbat [8],
Winters, Rouseff [40] ). Aber es soll auch eine Methode, die auf ART (Algebraische





sionale Problem skizziert wurde, kurz besprochen werden.
4.1 Numerische Ergebnisse
Wir wollen den Flu einer inkompressiblen Fl

ussigkeit durch einen Zylinder betrachten,
wobei das Geschwindigkeitsfeld station

ar ist und nur vom Abstand von der Zylinder-
wand abh

angt. Dies ist zwar ein einfaches Beispiel, aber es belegt sowohl die Ezienz
unseres Algorithmus, als auch dessen Approximationsg

ute. Es wird mit exakten und
mit verrauschten Daten gerechnet, wobei jeweils der relative Fehler in der euklidischen
Norm angegeben wird.
In einem weiteren Abschnitt rekonstruieren wir ein zweidimensionales Feld mit von Null
verschiedener Divergenz. Dabei werden experimentell gemessene Daten rekonstruiert.
4.1.1 Dreidimensionaler Flu durch einen Zylinder









Abbildung 4.1.1 Modell f

ur den Flu durch einen auf der x-Achse
zentrierten Zylinder
Durch diesen Zylinder iee eine Fl






















Das Geschwindigkeitsfeld ist station

ar, und der Betrag ku(x)k h

angt nur vom Abstand
eines Partikels von der Zylinderwand ab. Die Fortsetzung durch Null garantiert uns,




ur alle j. u kann als L

osung einer linearisierten
Navier-Stokes-Gleichung in Zylinderkoordinaten angesehen werden, siehe Juhlin





Da die rotationsfreien Anteile im Kern der Doppler{Transformation liegen, ist dieses
Feld gut geeignet, um aus Doppler-Daten rekonstruiert zu werden. Ein weiterer Vorteil
besteht darin, da man leicht die Doppler{Transformierten von u exakt angeben kann.
Eine elementare Rechnung ergibt
D
1

























































beschreiben. Diese erfolgt analog zum Algorithmus der gelterten R

uckprojektion der





















ein Polynom vom Grad 2(bM=2c + 1) ist.
1. Berechne f






















 = ?q; : : : ; q ? 1 :
2a. Berechne f






















































































































; ?N=2  i
j




. Der obige Algorithmus l

at sich bedeutend beschleunigen, wenn zus

atzlich
N = 2r (4.2)
gilt. Um dies zu zeigen, ben

otigen wir noch ein technisches Lemma.
Lemma 4.1.1 Ist h 2 L
2
([?1; 1]) mit h(?1) = h(1) = 0 und t
0





















Beweis: Wir denieren eine Fortsetzung






h(s) : s 2 [?1; 1] ;
0 : s 2 IRn[?1; 1] :





























































































durchaus gerechtfertigt. Verwenden wir diese N






































































































































x) ds d' :
Ist die Bedingung (4.2) erf

ullt und sind die Punkte x
i




























der selben Art und Weise und auch mit demselben Aufwand implementieren, wie die
gelterte R




















eine Potenz von p gewinnen, was das Verfahren f

ur ein


















, da wir u auerhalb von 

3
durch Null fortgesetzt haben. Ansonsten w

are
u =2 H. Die Gr

oen wurden wie folgt gew

ahlt: p = 21, q = 11, r = 4, N = 8,  = 0:05
und M = 56.
Der Grund, warum die Menge der Daten und Rekonstruktionspunkte so klein gew

ahlt




oere Menge an Punkten die Rekonstruktion
nicht mehr gut durch Pfeile visualisieren l

at. In der Abbildung 4.1.3 ist lediglich die










die Menge der Daten, sowie der Rekonstruktionspunkte vergr

oert. Es sind r = 50,
p = 153, q = 25, N = 100. Als Regularisierungsparameter wurde  = 0:0157 gew

ahlt
und der Abschneideindex der Reihe in 
1;M

ist M = 161. Die Rechenzeit f

ur die
Rekonstruktion dieser einen Komponente betr

agt etwa 10 Minuten auf einer Silicon
Graphics O2.








































































) = 0:272 = 27:2% :
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In der Abbildung 4.1.4 ist der Fehler in der Rekonstruktion aus Abbildung 4.1.3 f

ur
x = 0 zu sehen. Auallend ist, da der Hauptanteil des Fehlers in der z-Richtung liegt.
In dieser Richtung wird auch der Datensatz D
1
u abgetastet.
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Weiterhin wollen wir unseren Algorithmus mit gest

orten Daten testen. Wir ersetzen
unseren gegebenen Datenvektor g
n
































































= 0:5. Das ent-
spricht einem Datenfehler von 15:34%, also einem sehr starken Rauschen.











(links) von u mit gest

orten Daten, rechts
eine Zeile der Rekonstruktion (x
2
= 0)
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) = 0:274 = 27:4% ;
ist also nur unwesentlich gr

oer als im ungest

orten Fall. Das ist sehr beachtlich, wenn
man die Gr

oe des Datenfehlers in Betracht zieht. Die Rotation von u ist


















oen N , r, p und q wie in Abbildung 4.1.2 gew

ahlt wurden.
Um eine Fehlerberechnung durchzuf

uhren, haben wir die Datenmenge erh

oht auf r =
50, p = 153, q = 25. Rekonstruiert wurde auf einem Gitter mit N = 100. Der Regula-
risierungsparameter wurde  = 0:0174, der Abschneideindex M = 114 festgelegt. Der
Fehler betr
















































Die Tatsache, da der Fehler bei der Berechnung der Rotation deutlich geringer ist als
bei der Berechnung des Feldes, untermauert die Konvergenzaussage aus Satz 3.2.20.


































Die vorangegangenen Berechnungen sollten zum einen die hohe Ezienz des Verfahrens,
zum anderen die G

ute der Approximation untermauern.
104 KAPITEL 4. NUMERISCHE ERGEBNISSE UND ANDERE VERFAHREN
4.1.2 Rekonstruktion eines 2D{Feldes mit gemessenen Daten
Interessant ist es, den Algorithmus an gemessenen Daten zu testen. Eine Apparatur die
Doppler-Daten eines zweidimensionalen Feldes mit, steht im Department of Electrical
Measurements and Mathematics in Lund/Schweden. Dabei umkreist eine Ultraschall-





uber die Meapparatur ist in Jansson et al. [13] zu nden. Im
Gegensatz zu den bisherigen Betrachtungen ndet hierbei die F

acherstrahlgeometrie
Anwendung. Bei jeder Detektorposition werden die Schallwellen nacheinander in Form
eines F

achers ausgesandt, wie in Abbildung 4.1.7 dargestellt ist.
Betrachtet wird nur der Flu in der xy-Ebene, so da das zweidimensionale Geschwin-
digkeitsfeld die Form






























acherstrahlgeometrie mittels einer Transformation unter Verwendung
von Lemma 2.1.7 zu erhalten. Das mathematische Modell ist durch die 2D{Doppler{











Denition 4.1.2 Es sei ! 2 S
1
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heit zweidimensionale Doppler{Transformation. Die Gerade L(!; s) ist deniert durch







 f bezeichnen wir die zweidimensionale Rotation des Feldes f .
Sie ist gegeben durch
r
2









Man beachte, da im Gegensatz zu dreidimensionalen Feldern die Rotation eines zwei-
dimensionalen Feldes eine skalare Gr

oe ist. Es gilt ein zweidimensionales Analogon zu
Lemma 1.4.4.




























































































bestimmt man wie in Abschnitt 3.2.2, die Herleitung ist
v




































ur die weiteren Betrachtungen sei stets 
 = B
R
(0) die oene Kreisscheibe mit Ra-
dius R um 0. Wie erw

ahnt wollen wir Lemma 2.1.7 anwenden, um das Problem auf







otigen wir die Transformation, die
Daten der F





agt. Sei dazu zun

achst













Mit Hilfe der Abbildung % erkl









 [?R;R]) ! L
2
([0; 2) [?=2; =2])
%g(; ) = g(%(; )) :
Wie man auch in diesem Fall die Skalarprodukte in Gleichung (4.4) in Form der gel-
terten R

uckprojektion schreiben kann, ist in Dietz [9] nachzulesen.
In unserem Datensatz wurden diskrete Winkel 
k
= k  2=p, k = 0; : : : ; p ? 1 und

i
= i  =(2q), i = ?q; : : : ; q gew

ahlt mit p = 45 und q = 22. Der Radius der Abtast-
kurve betr

agt R = 70 mm. In Abbildung 4.1.8 ist sowohl der gesamte Datensatz zu
sehen, als auch eine einzelne Projektion.








) (links) und eine einzelne Projektion
(rechts)
Die Rekonstruktion ist in Abbildung 4.1.9 zu sehen. Bemerkenswert dabei ist, da
der Tr

ager des Geschwindigkeitsfeldes in einem Schlauch in der Mitte enthalten ist,
ohne da wir irgendwelche Vorinformationen in der Rekonstruktion verarbeitet haben.





auch darauf, da das Geschwindigkeitsfeld u eine von Null verschiedene Divergenz hat.
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Abbildung 4.1.9 Rekonstruktion u






Die Rotation des Feldes hat die Form
r
2





onnen wir ebenfalls analog zu Abschnitt 3.3 rekonstruieren. Der entsprechen-
de Rekonstruktionskern ist wiederum gerade das
p
2-fache des Kernes, den wir im
dreidimensionalen Fall errechnet hatten, ausgewertet in a = 0. Die Rekonstruktion ist
in Abbildung 4.1.10 dargestellt, wobei derselbe Datensatz wie bei der Rekonstruktion
von u verwendet wurde.
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                
Abbildung 4.1.10 Rekonstruktion von r
2
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Die Rekonstruktionen zeigen, da auch im Falle gemessener Daten der beschriebene




atze zu anderen Verfahren
Wir stellen einige Verfahrensans

atze vor, die vor allem f

ur die 2D{Vektor{Tomographie
hergeleitet wurden. Diese beruhen entweder auf der Gleichung (1.15), oder auf einem
Analogon zum Projektionssatz der Radon{Transformation (siehe z.B.Natterer [25]).






andige Rekonstruktion durch Messung des Nor-
malusses
Das im folgenden vorgestellte Verfahren zur vollst

andigen Rekonstruktion von zwei-





[36]. Dabei wird die enge Verwandtschaft der 2D{Doppler{Transformation mit der
2D{Radon{Transformation ausgenutzt und in Anlehnung an die gelterte R

uckprojek-
tion in der 2D{Computer{Tomographie ein Algorithmus angegeben.
F


















Denition 4.2.1 Es seien ! 2 S
1










!  f(x) dl(x)
heit Normalu{Transformation.
Wie die 3D{Doppler{Transformation ist auch die 2D{Doppler{Transformation nicht
injektiv. Jedoch ist ein Vektorfeld f eindeutig bestimmt, wenn man sowohl seine Dopp-
lertransformierte, als auch seinen Normalu kennt.
Lemma 4.2.2 Gilt sowohl Df = 0, als auch D
?
f = 0, so ist schon f = 0.
Beweis: Ist Df = 0 und D
?
f = 0, so gilt f

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at von R folgt die Behauptung.
2





f = R(r  f) : (4.5)
Beweis: Die Aussage beweist man mit den Rechenregeln der Radon{Transformation.
2
Mit Hilfe des vorangegangenen Lemmas kann man Gleichungen vom Typ der gelterten
R

uckprojektion angeben, um die Rotation und Divergenz des Feldes f zu berechnen.
Satz 4.2.4 Es sei v










































attete Version von Divergenz und Rotation
des Vektorfeldes f berechnen. Da analoge Formeln auch f

ur die Komponenten des
Feldes f gelten, beweist der nachstehende Satz.
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aus, so gehen die Behauptungen a) und b)

uber in Gleichung d) von Lemma 1.4.3.
2
Bemerkung: Der Satz 4.2.5 zeigt, wie man aus den gegebenen Daten, eine gegl

attete
















ergeben sich dabei jedoch zwei bedeutende Schwierigkeiten. Zum einen wird es Proble-
me messtechnischer Art geben, da die Normalu{Transformation eines Vektorfeldes
eine Integration

uber Hyperebenen ist, im dreidimensionalen Fall also

uber Ebenen.
Es ist unklar, wie man solche Integrale durch Messungen ermitteln will. Im zweidi-
mensionalen Fall ist dies kein Problem f

ur rotationssymmetrische Felder f , denn dann
gilt einfach D
?
f(!('); s) = Df(!(' ? =2); s). Die zweite Schwierigkeit liegt in dem




are. Satz 4.2.5 l

at sich in




oer als 2 sind. Vielmehr folgt
der Beweis des Rekonstruktionssatzes in beliebigen Dimensionen, der in der zitierten
Arbeit steht, demjenigen von Theorem 1.2.5. Aufgrund der dort auftretenden Die-
rentiationen und Volumenintegrale ist der Beweis kaum f

ur ein ezientes Verfahren
geeignet.





ur die 2D{Radon{Transformation ist aus der Computer{Tomogra-
phie bestens bekannt. Er beschreibt die Fourier{Transformierte von Rf bez

uglich der
Variablen s. Es gilt
(Rf)
^




Ein entsprechender Projektionssatz existiert auch f

ur die Doppler{Transformation.
Satz 4.2.6 (Projektionssatz) a) Ist D die 2D{Doppler{Transformation, so gilt
(Df)
^




























Beweis: Teil a): Wegen
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folgt die Behauptung aus Gleichung (4.6). Teil b) ergibt sich aus Teil a).
2
Winters, Rouseff [40] leiten mit Hilfe des Projektionssatzes einen weiteren Algo-
rithmus vom Typ der gelterten R

uckprojektion zur Rekonstruktion der Rotation her.
Indem wir beide Seiten der Gleichung (4.3) Fouriertransformieren und den Projekti-
onssatz der Radon{Transformation ausnutzen, erhalten wir
{  (Df)
^







Schreiben wir die inverse Fourier{Transformation in Polarkoordinaten und verwenden
Gleichung (4.7), so ergibt sich
r
2






















































































ist. Insgesamt haben wir demnach
r
2









kann man auch durch sph

arische Bessel-Funktionen (siehe Abramo-






















arischen Bessel-Funktionen 1. Art von 0-ter bzw. erster Ord-
nung. Dieser Zugang stellt eine Alternative zu Satz 4.2.4 dar.
Eine oene Frage ist, inwiefern,

ahnlich wie bei der Computer{Tomographie, Algo-
rithmen f

ur die Rekonstruktion des Feldes f ausgehend vom Projektionssatz f

ur die
Doppler{Transformation 4.2.6 entwickelt werden k

onnen,.
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4.2.3 Direkte algebraische Methoden
Desbat [8] behandelt das zweidimensionale Vektor{Tomographie{Problem mit alge-
braischen Methoden wie Natterer [25] dies f

ur die Radon{Transformation getan hat,
siehe auch Abschnitt 2.2.1.










= j=p, j = 0; : : : ; p?1
und s
l











, n = p(2q?1),
















nur als Abbildung auf X

mit  > 1=2 eine auf ganz C
n
stetige Adjungierte






















j < 1=qg :
Man erh


























































j < 1=q ;


























uber hinaus gibtDesbat eine Abtastgeometrie f

ur die 2D{Vektor{Tomographie an,








4.2.4 Ein iteratives Verfahren
Wernsd

orfer [39] beschreibt die Anwendung von Algebraischen Rekonstruktions-
techniken (ART) zur Rekonstruktion von 3D{Vektorfeldern.
























)  f(x) d`(x)
4.2. ANS

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f

ur n = 4pqr, j 2 f1; 2; 3g. Die Diskretisierung sei wie in Abschnitt 3.2.3 gegeben.
F

ur das Feld f gelte r  f = 0. Ferner sei  : IN ! IN
3
eine Bijektion, so da es




























= ; ,  6= 
0
:
Wir nehmen an, f sei st

uckweise konstant auf den Quadern S









































schneidet, wobei  das eindi-











































































() = (; l; k) :
Wir wollen diese drei Gleichungen in kompakter Form zu einem Gleichungssystem zu-





















& : f1; : : : ; 3ng ! f1; 2; 3g  f1; : : : ; ng sei ein Isomorphismus, d.h. zu jedem  2






































































































: m = 3 ; j = 3 ;
0 : sonst
mit &() = (j; ), () = (; l; k). Gleichung (4.10) k
























; 1    3n ;





























, und F 2 IR
3N
3
. Die Anwendung von ART auf die
















j 1    3ng  IR
3N
3


























































Hier ist 0 <  < 2 ein Relaxationsparameter. F

ur eingehendere Untersuchungen und
eine Konvergenzanalyse sei auf Natterer [25] verwiesen.
Wernsd

orfer korrigiert in seiner Arbeit jede Iterierte F
k







































minimiert. Dabei ist div

eine Diskretisierung des Divergenz-Operators, w ein Lagran-
ge-Multiplikator. Es wird jeweils

uber die 8 benachbarten Quader von S

summiert.





at. Der entscheidende Nachteil gegen

uber dem Verfahren der
approximativen Inversen ist der Aufwand. Jede Gerade L trit pro Schicht etwa N




) von Null verschiedene Eintr

age.
Nehmen wir an, da q = O(p) und r = O(p) gilt, eine durchaus sinnvolle Annahme,
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uhren, soviel wie f

ur die
gesamte approximative Inverse. Vergleicht man den Aufwand mit der schnellen Versi-
on der approximativen Inversen f

ur Vektorfelder unter denselben Annahmen, so sieht
man, da das Iterationsverfahren f





4.3 Ausblick auf zuk

unftige Untersuchungen
Mit dieser Arbeit ist das Problem der Vektor{Tomographie nat

urlich bei weitem noch
nicht abgeschlossen. Vielmehr ist das hier vorgestellte Verfahren ein erster Schritt.
Probleme, die noch zu untersuchen sind, sind neben anderen die folgenden.
Wie verh

alt sich die Divergenz des rekonstruierten Feldes S

g, wenn die des exakten
Feldes gleich Null war? Eine M

oglichkeit den Fehler zu korrigieren besteht in folgendem
Vorgehen. Es sei f = f
s









Wendet man auf beiden Seiten den Divergenz-Operator an, so erh

alt man
p = r  f
rek
:
Mit Hilfe geeigneter Randbedingungen an p erh

alt man p somit als L

osung einer Po-












are es auch interessant zu untersuchen, wie die Normalkomponente
n  f
rek





Ublicherweise fordert man von Geschwindigkeitsfel-
dern
n  f = 0
auf @
, d.h. es dringt keine Fl

ussigkeit nach auen. Den Fehler in f
rek
kann man so




f , das die Gleichungen
r
~
f = 0 ;
r 
~
f = 0 ;
n 
~




ullt. Mit Lemma 1.2.3 folgt aus der ersten Gleichung
~




 = 0 ;
@
@n
= ?n  f
rek
:
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Die L

osung dieser Laplace-Gleichung ist bis auf eine additive Konstante bestimmt, also













Anwendungen, da entweder das zu untersuchende Objekt, oder die Meanordnung drei
mal gedreht werden m






f auskommt, indem man die Gleichheit
e
2






















 r  f(x; ; z) d
ausnutzt. Jedoch ist die angegebene Formel nicht zur Implementierung geeignet. Es ist
demnach durchaus wichtig, sich geschicktere Megeometrien zu

uberlegen.
Bei unserem hergeleiteten Verfahren verwenden wir zur Rekonstruktion der ersten
Komponente eines Vektorfeldes f
1
lediglich den ersten Datensatz D
1


















, diese werden jedoch zur Berechnung von f
1
nicht genutzt. Die
Frage ist daher, inwiefern sich das Konzept der Approximativen Inversen im Falle der
Vektor{Tomographie erweitern l






f , als auch D
3
f Verwendung nden. Die zus

atzliche Information sollte zu
einer Verringerung des Fehlers bei der Rekonstruktion in Abschnitt 4.1.1 f

uhren.






nur die euklidische, sondern beliebige Riemannsche Metriken zu betrachten. Es ist
klar, da die Geraden, die wir betrachten, nur Ann

aherungen an die Realit

at sind.





Riemannschen Metrik integrieren. Das ist jedoch mit enormen Schwierigkeiten verbun-
den. Zum einen kann man bei der Berechnung der Rekonstruktionskerne nicht mehr
die Singul

arwertzerlegung der Radon{Transformation ausnutzen, da diese nur f

ur die




















die Koezienten des zweifach kontravarianten metrischen Tensors darstellen,
siehe Sharafutdinov [32]. Demzufolge ist die Dierentialgleichung, die zur Korrek-
tur des rekonstruierten Feldes gel

ost werden mu, nicht mehr eine Potentialgleichung,
sondern hat eine wesentlich kompliziertere Form.
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