This chapter presents an overview of several recent developments in vision science, and outlines some of their implications for the management of visual attention in graphic displays.
. However, as "attention" is a term covering a set of processes that are largely independent of each other (Allport, 1993) , it is possible to focus on those processes that pertain to the visual "picture" we experience. This includes not only eye movements, but also other, less visible processes. These processes often align in their operation, allowing "attention" to be treated as a single process. But occasionally the characteristics of individual components become relevant, requiring descriptions that are more specific.
With these caveats in place, the stage is set. Discussion begins with a brief overview of recent findings concerning the role played by attention in visual perception. The subsequent sections outline three general approaches to managing it. The first involves ways to send attention where it is needed when it is needed. The second focuses on techniques for improving the efficiency of attention itself, so that it "locks on" to information with minimal time and effort. The third involves the possibility of offloading of attention to other, nonattentional mechanisms that carry out operations of considerable sophistication, and that may form the basis of new possibilities for human-machine interaction.
VISUAL PERCEPTION
To design displays that effectively manage visual attention, it is important to have some idea of its nature: what it does, what it does not do, and how it is controlled in "normal" viewing.
Four groups of processes are relevant here: (i) those that act prior to attention, providing the "raw materials" on which it operates, (ii) the mechanisms constituting attention itself, (iii) the mechanisms that operate concurrently with-and independently of-attention, and (iv) the processes that co-ordinate these to create the picture we have of our surroundings. These processes are only part of what is involved in visual perception; for further details, see, e.g., Palmer (1999) . For discussion of how perceptual considerations in general can influence the design of graphic displays see, e.g., Few (2004) , MacEachren (1995) , and Ware (2008) .
Early Vision
When discussing how we see, a natural place to begin is with rapid visual processes-those that take place within the first few hundred milliseconds of viewing. These require little attention and are not greatly influenced by observer expectations; they are typically carried out automatically and without conscious awareness. An alternate starting point is the set of processes that act directly on inputs from the eye. These low-level processes are also highly automatic, and are highly parallel, operating concurrently in all parts of the visual field. The set of processes that are both rapid and low-level constitutes what is known as early vision (see, e.g., Marr, 1982; Rensink and Enns, 1998) .
Early vision creates an array of elements upon which all subsequent processing-both attentional and nonattentional-is based. These features include color, motion, contrast, curvature, and orientation in the plane. Importantly, features are not just the basic "building blocks" of visual perception, but are also involved in the control of attention: a unique feature is generally salient, automatically drawing attention to itself, and thus "popping out" to a viewer almost immediately (see, e.g., Treisman, 1988; Wolfe, 2000) . Since these features are largely determined before attention has had a chance to act, this level of processing is sometimes referred to as preattentive vision.
Although most features are simple, the structures they describe can be complex. For example, the length of a partially occluded figure is determined via the extent of the completed figure, and not just the visible parts (Rensink and Enns, 1998) . This indicates a degree of visual intelligence at early levels-relatively sophisticated processing even in the absence of attention.
Indeed, the output of the early visual system may be best characterized in terms of proto-objects (localized precursors of objects) rather than simple measurements (Rensink and Enns, 1998; Rensink, 2000) . Other structures also exist at this level. For example, arrays of items sharing similar features often form groups that extend over large regions of space (see, e.g., Pylyshyn, 2003, ch. 3; Wolfe, 2000) .
Early processes can recover several scene-based properties, such as three-dimensional orientation, direction of lighting, surface convexity/concavity, and shadows. Such estimates are formed on the basis of "quick and dirty" assumptions about the environment that are true most of the time (Rensink and Cavanagh, 2004) , in accord with the proposal that early vision produces a viewer-centred description of the world that is represented in a fragmented fashion (Marr, 1982) .
Visual Attention
A key factor in much of vision (including the conscious picture we experience) is visual attention. Although at the subjective level we generally have no problem understanding what it means, attention has proven surprisingly resistant to an objective formulation. It has sometimes been viewed as a "filter" or "fuel" (see, e.g., Wickens and McCarley, 2008) . But it can also be usefully characterized simply as selective control, carried out in different ways by different processes (Rensink, 2003) . There appear to be several types of visual attention-including eye movements as well as several covert processes-which may or may not be directly related to each other. (For a set of current perspectives, see Itti et al., 2005) . In all cases, these processes appear to be extremely limited in capacity, with only a few items attended at any time, and only a few properties of those items (e.g. Hayhoe et al., 1998) . Some of the more commonlyencountered types are as follows:
Selective integration
One important type of attention is selective integration: the binding of selected parts or properties into a more complex structure. For example, searching for a single L-shaped item among several T-shaped items often takes a while; the distinguishing property-the arrangement of the horizontal and vertical segments-is evidently not salient. It likewise takes time to detect unique combinations of orientation and color, or more generally, combinations of most features.
It has been proposed that the detection of such combinations is via a spotlight of attention that selectively integrates the features at each location into an object file at a rate of about 50 milliseconds per item (Treisman, 1988; Wolfe, 2000) . Thus, if a target element has a salient feature, it will automatically pop out (Section 0.1); otherwise attention must travel around the display on an item-by-item basis until the target is integrated, and seen. Figure 1 . Flicker paradigm. Original image A (harbour with reflection of castle) and modified image A' (harbour with reflection gone) are displayed in the sequence A, A', A, A', … with gray fields between successive images. Observers typically require several seconds to see such a change, even though it is large and easily seen once noticed. Figure 1 shows an example of the flicker paradigm, where an original image A continually alternates with a modified image A', with brief blank fields between successive images. Under these conditions, observers usually have great difficulty noticing changes, even when the changes are large, repeatedly made, and expected by the observer. Indeed, this change blindness can exist for long stretches of time-up to 50 seconds under some conditions (Rensink et al., 1997) .
Selective coherence
Change blindness can be accounted for by the proposal that attention is needed to consciously see change-i.e., it selectively integrates structures across time as well as space (cf.
Section 0.2.1). A change will be difficult to notice if its accompanying motion transients do not draw attention to its location-e.g., if they are swamped by other motion signals in the image.
More generally, change blindness occurs whenever such swamping takes place, such as if the change is made during an eye movement, eyeblink, or occlusion by some other object (Rensink, 2002a ).
The perception of change can be explained by coherence theory (Rensink, 2000) . Prior to attention, proto-objects are continually formed in parallel across the visual field ( Figure 2 ).
Attention selects a few of these for entry into a coherence field, a circuit between the attended items and a single, higher-level nexus; this can be viewed as the holding of information in visual short-term memory. The proto-objects are thus "knit" into a representation with spatio-temporal coherence, corresponding to a single coherent object. Attention is released by breaking this circuit, with the object dissolving back into its constituent proto-objects. There is little aftereffect of having been attended, with no accumulation of items in conscious visual experience (also see Wolfe, 1999 Figure 2 . Coherence theory. Early vision continually creates proto-objects across the visual field. These are volatile, lasting only a short time; if a new item appears at the location of an existing item, its representation simply overwrites the old one. Attention can select a few protoobjects and set up reciprocal connections between them and an attentional nexus, resulting in a coherence field. (The "+"is purely symbolic, simply indicating that some form of pooling is used.) As long as the proto-objects are held in this field, they form a single object with both temporal and spatial coherence (Rensink, 2000) .
In this view, attended items are not entirely independent, but rather are parts of a coordinated complex: information is pooled into a single nexus, perhaps by taking the sum or the maximum of all inputs. It is therefore difficult for the nexus to differentiate between receiving a single change signal or multiple change signals, since the nonlinear nature of the pooling leads to largely to the same result in both cases. Consequently, observers can never distinguish two changes at a time from one, no matter how hard they try (Rensink, 2001 (Rensink, , 2002a .
Selective experience
Recent studies also indicate that attention is needed not just to see change, but even to simply see (i.e, to have a conscious picture of an element). For example, Mack and Rock (1998) asked observers to view an overlapping pair of lines (one horizontal and one vertical), and judge which was longer. After several such trials, a display was presented containing an unexpected test item ( Figure 3 ). Observers often failed to see the test item, even when they looked at it directly. Such inattentional blindness can occur even for objects that are highly visible, such as a person in a gorilla suit walking across a scene (Simons and Chabris, 1999) .
hello world … … Figure 3 . Inattentional blindness. Observers are shown a sequence of images, and asked to determine which line (horizontal or vertical) is longest in each. After several presentations, an image is presented containing an unexpected test stimulus. Observers often do not see this, even when looking directly at it (Mack and Rock, 1998) .
Interestingly, objects that are not consciously seen (and thus, are not attended) can still influence perception. For example, unseen lines surrounding a test item have been found to induce a length illusion in that item (Moore and Egeth, 1997) . This reinforces the findings from early vision, which point towards a form of visual intelligence that involves neither conscious awareness nor attention.
Nonattentional Processing
A common intuition about vision is that it exists entirely to produce a sensory experience of some kind (i.e., a picture) and that attention is the "central gateway" for doing this. However, there is increasing evidence that several kinds of sophisticated processing can be done without attention, and that some of these processes have nothing directly to do with visual experience (see, e.g., Rensink, 2007) . These processes are believed to be based on early vision and operate concurrently with attentional processes, but independently of them.
Statistical summaries
An interesting form of visual intelligence is the ability to rapidly form statistical summaries of sets of briefly-presented items. For example, when observers are briefly presented with a group of disks, they can match the mean size of these to an individual disk as accurately as they can match two individual disks (Ariely, 2001 ). This can be done using exposures of as little as 50 milliseconds (Chong and Treisman, 2003) , indicating that attention is not central to the creation of such summaries. This ability may also extend to other statistical measures, such as range or variance, although this has not yet been confirmed.
Scene gist
Evidence is also accumulating that several aspects of scene composition can be determined rapidly and without attention. One of these is its abstract meaning (or gist)-e.g.,
whether it is a city, kitchen, or farm. Gist can be determined within 150 milliseconds, a time insufficient for attending to more than a few items (Thorpe et al., 1996) . It can be reliably extracted from blurred images, indicating that details are not important. Interestingly, the representation of two different gists can be activated simultaneously (Oliva, 2005) .
It also appears possible to determine several related properties this way. For example, observers can also rapidly determine how open or crowded a scene is (see, e.g., Oliva, 2005) .
All these are likely based on the distribution of early-level features in the image (e.g., line orientations or colors), possibly by relying on rapid statistical summaries. They do not appear to involve coherent object representations.
Scene layout
Another possible nonattentional process is memory for layout-the spatial arrangement of objects in the scene (Hochberg, 1978) . This may also contain a small amount of featural information, such as coarse descriptions of their size, color, and orientation. Some layout information may be extracted within several seconds of viewing-likely via eye movements or attentional shifts-and can be maintained over intervals of several seconds without the need for attention (Tatler, 2002) . Interestingly, memory for repeated layouts can be formed in the absence of awareness that such patterns are being repeated (Chun and Jiang, 1998) .
Visuomotor guidance
It has been proposed (Milner and Goodale, 1995) that vision involves two largely separate systems: a fast, nonattentional on-line stream concerned with the guidance of visuallyguided actions such as reaching and eye movement, and a slower off-line stream concerned with conscious perception and the recognition of objects. Evidence for this two-systems theory is largely based on patients with brain damage: some can see objects but have great difficulty grasping them, while others cannot see objects, but (when asked to) can nevertheless grasp them easily and accurately.
Scene Perception
The discovery that attention is needed for conscious visual experience has several counterintuitive implications. For example, since attention has a limited capacity (e.g., Pylyshyn and Storm, 1988) , only a few objects can be consciously seen at any time. But if this were the case, why do we not notice such limitations? Why do we believe we see all objects and all events, and each of these in great detail?
The answer to these involves a shift in our view of how information is integrated to perceive a scene. Originally, it was believed that such integration involved the creation of a dense, static representation, in accord with our impressions as observers. But more recent work is beginning to view integration in terms of dynamic rather than static processes-in terms of coordination rather than construction (see Ballard et al., 1997; Rensink, 2007) .
Virtual representation
The seeming contradiction between our impression of virtually unlimited perceptual content and the existence of severe attentional limitations can be accounted for by the idea of a virtual representation: instead of forming a coherent, detailed representation of all the objects in our surroundings, the visual system only creates a coherent representation of the items needed for the task at hand (Rensink, 2000) . If attention can be managed such that a coherent representation of an object can be created whenever needed, the scene representation will appear to higher levels as if all objects and events are represented simultaneously. Such a representation would have all the power of a "real" one, while using much less in the way of processing and memory resources.
In this view, the conscious seeing of a display relies on a relatively sparse, dynamic justin-time system that creates coherent representations whenever these are needed. Among other things, this implies that there is little or no general-purpose representation in vision: whatever is used at any moment is coupled to the task at hand, and would likely be suboptimal for other purposes. Different people will literally see a scene in different ways, depending on their individual knowledge and expectations (Rensink, 2007) .
Triadic architecture
The successful use of virtual representation requires that attentional shifts be made to the appropriate items at the appropriate times. How might this be implemented in the human visual system? One possibility is a triadic architecture (Rensink, 2000) , sketched in Figure 4 . As its name implies, this architecture is based on three interacting subsystems:
1. Early visual system. This rapidly creates proto-objects in parallel across the visual field; these are volatile, and must be continually regenerated. This system operates automatically and continually, without the awareness of the viewer.
2. Attentional system. This can form a set of selected proto-objects (no more than 3-4) into a coherent object representation. This is the basis of the conscious perception of change, and possibly, conscious perception in general.
3. Setting system. This provides a coarse description of the scene to help guide attention to appropriate items. It is largely based on properties such as gist and layout, which can be obtained-or at least maintained-without attention. These can invoke knowledge in long-term memory, which in turn constrains expectations as to likely objects, likely actions, etc. Although some information can be accumulated in the setting system, it is used for guidance only, and does not form part of the picture that is experienced.
These largely correspond to the groupings described in previous sections-early vision, visual attention, and nonattentional processing-except that the setting system contains only those nonattentional processes that control attention. (Those that guide visuomotor actions, for example, belong to a separate group.) The connection to long-term knowledge helps inform attentional control, likely by acting through the layout system, and perhaps also by affecting attentional content directly. Most of long-term memory is not in play at any instant, and so is not considered part of here-and-now visual perception.
Gist
Early vision (preattentive) (Long-term knowledge)
Object (attentional)
Layout Setting (nonattentional) Figure 4 . Triadic architecture (Rensink, 2000) . Perception is carried out via three interacting systems. (1) Early-level processes create volatile proto-objects. (2) Visual attention "grabs" selected structures and forms them into an object with both temporal and spatial coherence. (3) Setting information (obtained via nonattentional processes) guides the allocation of visual attention on the basis of long-term knowledge. Control is based on the combination of this with the automatic drawing of attention based on physical properties at early levels.
In this view, then, the perception of a scene (or a display) occurs via the constant allocation of visual attention, which is largely controlled by two mechanisms: (i) bottom-up drawing of attention to salient items on the basis of their low-level physical properties, and (ii) top-down guidance to important items on the basis of high-level knowledge about the objects and the scene. Thus, what is seen reflects a sophisticated balance between the immediate, everchanging information from the world, and the longer-term, more stable knowledge of the viewer.
COERCION
The view of perception emerging from recent work in vision science is based on a just-intime co-ordination of several subsystems, one of which is visual attention (Section 0.4). A critical part of this co-ordination is the effective allocation of attention, so that it arrives at the right place at the right time.
Given that the visual experience of an observer depends on the co-ordination of attention, and given that this co-ordination is strongly affected by what is shown to the eyes, the possibility arises of coercive graphics: displays that coerce 2 attention to make the observer see (or not see) a particular part of a display in a natural way (Rensink, 2002b (Rensink, , 2007 . In essence, the mechanisms that manage attention in everyday seeing are "hijacked" to control the viewing experience of the user. Such coercion has long been used by magicians and filmmakers to achieve a variety of striking effects, most of which are incorporated seamlessly into the experience of the viewer (e.g., Kuhn et al., 2008) . Given machines with "superhuman" control over what is displayed, the potential exists for coercive displays that are even more powerful than these.
In any event, successful coercion could result in an observer always attending to whatever was needed by the task at hand. Apart from a general improvement of performance, such coercion might also be useful for specialized populations. For example, it might assist those users who have difficulty sending their attention to the right item at the right time; among these might be new users of a system, who often do not know what to attend, or when. Another potential application would be soft alerts that would not disturb existing attentional control (Rensink, 2002b (Rensink, , 2007 . Such alerts would be particularly useful for situations where the arrival of a new event does not require immediate attention-e.g., the arrival of email while the operator is monitoring some unrelated task (e.g., McCrickard and Chewar, 2003) .
Several different types of attentional coercion appear to be possible. Each of these involves a different set of mechanisms, and has its own strengths and weaknesses.
Low-level Properties
In everyday seeing, attention is automatically-and usually involuntarily-drawn to particular items or locations based on their physical properties (Section 0.1). Much of this is based on saliency, a quantity that governs the priority of attentional allocation: the higher the saliency, the more likely attention is to be drawn. Such control is thought to be largely independent of the beliefs and goals of the viewer, although some aspects may be affected by the task and instruction set (Egeth and Yantis, 1997; Theeuwes and Godijn, 2002) . Thus, a considerable amount of coercion can be achieved simply by highlighting the target item (or region) to enhance its saliency. At least five possible ways exist of doing this.
Featural cues
Saliency is largely based on differences in the density of features in a region, with large differences creating the highest levels of saliency. Thus, attention can be coerced by the use of featural cues in a display: if a unique feature exists in an area, saliency will be high, and the corresponding item will simply "pop out". Even if its saliency is somewhat lower (e.g., if the difference in features from its surround is not that great), an item will still be attended relatively quickly (Itti, 2005) . Properties that can be used for this include:
Importantly, only simple properties appear to exert such control. For most of these (e.g., brightness, length), the absolute level of the features is important, with high levels more effective than low ones; for others (e.g., orientation), the degree of difference is also a factor ( Figure 5 ).
For details, see, e.g., Ware (2004, ch. 5) , Wickens and McCarley (2008), and Wolfe (2005) . Attention is drawn to the item that is longer than its neighbours; a shorter item among longer ones would not be as salient (see, e.g., Wolfe, 2000) . (b) Unique orientation. Attention is drawn to the item for which orientation is different. While there may be a difference in the categories, the degree of the orientation difference is also important.
It is important to note that saliency is based upon the properties of relatively complex proto-objects, and not simply pixels in the image (Section 0.1). For example, a graphical element with a distinctive size or orientation will not be salient if it is part a proto-object that is itself undistinguished (Figure 6 ). Figure 6 . Proto-object structure (Rensink and Enns, 1998) . (a) A unique simple length pops out if distinct from others in the region. (b) When it is incorporated into a proto-object (here, the completed bar), it becomes unavailable, even though the same pixels are in the image as before. The proto-objects (bars) are not distinct, and so attention is not drawn to them automatically.
Lighting level
Low-level coercion can also be achieved by a literal highlighting of an item in the depicted scene, with a more brightly-lit region drawing attention (Khan et al., 2005; Seif El-Nasr, 2005) . It is likely that the absolute luminance of the region is not important here; rather the key factor may be the perceived level of illumination. Although this has not yet been verified in controlled experiments, it is known that lighting can be rapidly separated from surface brightness at early levels (Section 0.1).
Conversely, it might also be possible to use lighting to divert attention away from a particular region or object via lighting. For example, given that shadows are a natural opposite to highlights, and given that they can also be identified at early levels (Rensink and Cavanagh, 2004) , it might be possible to keep attention away from items or regions perceived as being in the shadows.
Level of detail
Another approach to highlighting involves the level of detail in an item or region. Here, coercion is based on the fact that saliency is high for items with high levels of detail, which contain relatively high spatial frequencies (Itti, 2005) . Attention can therefore be coerced to a given item by using (selective) blurring to remove high-frequency components or features in the rest of the image, which then increases the saliency of the target item without affecting its appearance (Kosara et al., 2002; Su et al., 2005) . Possibly related to this is the finding that viewers prefer items and regions with a greater level of detail, even when the differences in detail are not consciously noticed (Halper et al, 2003 ; see also DeCarlo and Santella, 2002).
Configural focus
Attention can also be drawn to a location via configurations that extend over a region of space ( Figure 7 ). For example, attention is automatically drawn to the intersection point of two or more lines that are sufficiently long (Ward, 1996) ; this does not occur if the lines are short (Wolfe and DiMase, 2003) . Attention is also drawn to the vanishing point of lines in one-point perspective (Ward, 1996) . Both effects may be based on the fact that such a vanishing point corresponds to the viewer's direction of gaze.
Interestingly, the movement of random dots away from a single point-its focus of expansion-over a large area attracts attention; no other motion patterns induce such behaviour (von Mühlenen and Lleras, 2007) . This is likely because the expansion corresponds to the looming of an object travelling directly towards the viewer, which requires immediate response (Figure 7) . Expansion of an item over a small area does not appear to exhibit such an effect (Bartram et al, 2001) , again indicating the importance of extended structure. Attention is automatically drawn to the point from which random dots move, but only if their movement is outward, corresponding to an object travelling towards the viewer. In some ways, this could be considered the dynamic analog to the intersection point.
Such configurations could highlight an item if placed in the background (ideally, at low contrast), with the item being at the "focus". The computation of such structure-both static and dynamic-likely involves processes that act rapidly over large areas (Section 0.3). If so, such highlighting could take place rapidly, and without interfering with other aspects of perception.
Centres of gravity
An item attracts more attention when placed at the centre of a display-or more precisely, when at the centre of gravity of the elements that the display contains (Bang, 2000; Solso, 1994) . Such increased saliency might also exist for centres of gravity of individual objects or groups, given that these appear to be the bases of eye movements and other perceptual measures (Vishwanath and Kowler, 2003) . Consistent with this, when tracking an item, attention appears to be concentrated around its centre of gravity (Alvarez and Scholl, 2005) . Taken together, these results suggest the existence of a general strategy of attentional control based on centres of gravity, possibly applicable to all levels of organization, and carried out via rapid nonattentional processes (Section 0.3).
High-level Interest
A rather different set of techniques for attentional coercion involves the voluntary direction of attention to an item. This is governed by more abstract, higher-level factors such as the viewer's interest in a particular object; these factors are generally contingent, depending on the particular viewer and the particular task carried out. This form of control is slower and more effortful than low-level control, and involves different mechanisms. The exact way these two types of control interact has not yet been established. However, high-level control can override low-level considerations if the interest in a particular item is sufficiently high (see Egeth and Yantis, 1997).
Although "interest" has a reasonably clear subjective meaning (e.g., Rensink et al., 1997) , it is difficult to give it an objective formulation. Some aspects can be captured in terms of features that are unexpected in the context of the given scene (Bruce and Tsotsos, 2006; Elazary and Itti, 2008) . But such a characterization is necessarily incomplete-if nothing else, there is always a possible dependence on the task. More generally, interest must involve a high-level awareness of the situation at hand, and the mechanisms of such awareness are only beginning to be understood (e.g., Endsley, 1995) . In the absence of a firm theoretical framework, it may be best to design displays based on practical considerations obtained from other domains. For example, interest in an item could be created via the techniques of showmanship used by magicians (Kuhn et al., 2008; Sharpe, 1988; Tognazzini, 1993) . The idea of computer interface as theatre (Laurel, 1993) may also be relevant, with interactions viewed as parts of a larger-scale situation which emphasizes some aspects of an interface, and de-emphasizes others.
In any event, designs can be quantifiably tested via techniques such as the flicker paradigm (Section 0.2). For example, given that attention is needed to see a change, objects that are seen to change relatively quickly under these conditions can be interpreted as more quickly attended, and thus, more interesting. Systematic testing might provide an ordering of the items in the display in terms of their interest for a given observer, or a given task. Indeed, such techniques could be used to determine which particular parts or structural levels are most interesting in an image (New et al., 2007; Rensink, 2002b ).
Learned Associations
Another potentially useful set of controls are learned associations. These can be viewed as hybrids of low-and high-level mechanisms: simple words and shapes that control attention quickly and automatically (like low-level control) on the basis of their meaning (like high-level control). Since the formation of these associations depends on learning, there is a possibility (yet untested) that they may not be universally effective. Instead, they may depend on the cultural background-and perhaps even the individual history-of the viewer.
In any event, this kind of control can be quite powerful if used correctly (Kuhn et al., 2008) . Two different types can be distinguished, based on their function:
Attractors
These are shapes or words that draw attention to themselves on the basis of their significance or meaning (i.e, semantics). For example, it is believed that attention is drawn automatically to the eyes of a human face (Block, 2001) . It is also drawn automatically to a person's name, or to any other emotionally-laden word or symbol; the meaning of these can apparently be obtained without attention (Mack and Rock, 1998, ch. 6 ).
Directives
These are shapes or words that automatically send attention to a location other than their own (Rensink, 2002b) . For example, if a viewer attends to an image (or depiction) of a person in a display, their attention will automatically follow that person's gaze. Likewise, an image of a pointing finger will direct a viewer's attention to the item being pointed at (see, e.g., Burton et al., 2009; Kuhn et al., 2008) .
All of these likely reflect learned responses to social cues, which are typically of great importance to humans. However, this kind of direction can also be induced by schematic figures such as arrows, although the effects of these are somewhat weaker (Ristic et al., 2007 ).
Unseen Coercion
A potentially important-although currently speculative-type of control is based on graphical elements that do not enter into the conscious experience of the user, but still keep their coercive power. This type of coercion could form the basis of "magical" displays in which a viewer would be guaranteed to see (or not see) a selected item, while experiencing nothing out of the ordinary (Rensink, 2002b) .
Such coercion could be done-at least in theory-by elements that are unattended. These can remain unseen while still having significant effects on various aspects of perception, including attentional control (e.g., Mack and Rock, 1998) . The feasibility of this approach therefore depends on the extent to which this can be done. One possibility is to present elements so briefly they are not consciously registered (e.g., Marcel, 1983) ; another is to draw attention away by a distractor, with the coercing items appearing in some other location where attention is necessarily absent. Indeed, once the first unseen coercion is accomplished a "coercive cascade" might begin, with each coercive element providing enough attentional diversion to allow the subsequent coercive element to remain unseen.
EFFICIENCY
An important part of the management of attention is to ensure that it gets to the right place at the right time. But it is also important to ensure that minimal effort is expended in doing so, that few errors are made, and that good use is made of attention when it arrives at its destination. In other words, it is important that attentional efficiency be high 3 . Otherwise the user might be needlessly slowed down or fatigued. Indeed, in the extreme case, the user might be asked to do something that visual attention simply cannot carry out.
Given that attention is managed by a variety of systems (Section 0.4), it follows that there exist various ways of improving its efficiency. Three of the more important ones are as follows.
Low Saliency
Ideally, attention should arrive at the desired location as quickly as possible, with minimal expenditure of effort. In normal viewing, it is drawn automatically and involuntarily to locations of high saliency (Sections 0.1, 1.1). But while saliency is often useful in attracting attention to an item or location, it also has a dark side in that salient locations will draw attention regardless of the situation at hand. If the saliency of an irrelevant item is sufficiently high, it will therefore cause distraction, drawing attention away from where it should go, and requiring the viewer to devote time and effort to overcoming these effects.
A useful way of achieving high efficiency of allocation is therefore to keep the saliency of nonessential graphical elements as low as possible. One way of doing this is to require that nonessential elements not vary greatly-or sharply-in the values of the features they use (for a partial list of such features, see Section 1.1). While these features need not be absolutely uniform, unique values and sudden changes should be minimized. In particular, the use of motion in a display should be avoided whenever possible, since it is a particularly effective feature for attracting attention (e.g. Bartram et al, 2001; Ware, 2004, ch. 5) , Because elements that are nonessential in one task may be essential in another, it is important to keep in mind that low saliency could be achieved for different elements at different times. Thus, for example, displays could have the properties of their graphical elements depend on the particular mode of use, with only the essential elements being salient at any instant.
Perceptual Organization
Another way of improving efficiency is via the use of perceptual organization. This can help in several ways, including limiting the number of items that attention can potentially act upon at any time, as well as organizing these into effective units of selection.
Reduced Clutter
The efficiency of attention can be improved simply by reducing clutter: given that attention is moved around on an item-by-item basis (Section 0.2), the fewer the items in a display, the faster and easier its allocation. Clutter has historically been associated with simple image-based properties, being expressed in measures such as the ratio of data to ink (Tufte, 2001, ch. 4-6) . In this view, the main route to reducing clutter is to minimize the number of irrelevant items in the display, and the saliency of the remainder (e.g., St. John et al., 2005; Wickens and McCarley, 2008, pp. 76-77) .
However, recent work in vision science shows that attention acts not on simple image
properties but on more sophisticated early-level structures, such as proto-objects and extended groups (Section 0.1). Perceptual organization carried out at early levels can therefore help reduce clutter further. For example, if the graphical elements in a display are positioned to form early-level groups, the number of effective items-and thus, the amount of clutter-is greatly reduced, even though the amount of "ink" is the same (Figure 8 ) 
Improved Selectivity
In addition to reducing clutter, grouping can also organize data to improve the ease and effectiveness of attentional selection. Early-level groups can be formed on the basis of several considerations, such as texture boundaries, alignment of elements, and element similarity (see, e.g., Wolfe, 2000) . Once created, these become the effective operands of attentional allocation, with easy suppression of items in other groups (see MacEachren, 1995; Ware, 2004, ch. 6 ).
Related to these are surfaces (Nakayama et al., 1995) , two-dimensional "sheets" which facilitate the travel of attention between items (Figure 9 ). Indeed, perceptual organization can go even further, forming layers: overlapping groups or surfaces that remain separate in regards to attentional operations (Mullet and Sano, 1995; Tufte, 1990) . This can be done via transparent surfaces, with the elements of each layer on a separate surface (Mullet and Sano, 1995; Ware, 2004, ch.6) ; elements with common contrast (colour) and scale, for example, can form such layers (Figure 9 ). Because they are overlapping, layers are useful in facilitating the allocation of attention in small-screen displays (Kamba et al., 1996) . They have also been found useful for minimizing interference from reference structures such as grids, labels, and contour lines (Bartram and Stone, 2007) . 
Compatibility with Attentional Mechanisms
Recent research on human vision has found that relatively little of a scene is attended at any moment. Only a few items-and only a few properties of those items-can be attended at a given time (Section 0.2). If attention is to be used efficiently, it is therefore important for display design to be compatible with the attentional mechanisms used. In particular, information should be presented such that the limited capacity of these mechanisms is not strained.
Attentional mechanisms can always extract information whenever the corresponding graphical properties are perceptually distinct. But if efficiency is to be high, the amount of processing must be minimized. If the process of extracting information from a display can avoid the need for several passes at an element, and the need for complex processing to encode the information contained in it, attention can "lock on" to the displayed information with minimal time and effort. This can be achieved-at least in part-via careful restrictions on the design.
Restricted set of values
One way to achieve high efficiency is for the properties of the graphical elements to match the "basic codes" of visual attention, so that distinct properties are represented by distinct mechanisms. This can be achieved by using a restricted set of values, which can-if carefully chosen-eliminate the need for sophisticated processing to make (and encode) any finer-grained distinctions that are unnecessary. Attentional pickup of information can then be as effortless as possible (see, e.g., Few, 2004; Ware, 2004) . Although our understanding of this issue is far from complete, it appears that many of the features that attract attention are also basic encoding units (see Ware, 2008; Wolfe, 2005) . In terms of commonly-used properties, about 4 distinct values (or 2 bits) appear to exist for each spatial dimension (size, orientation, etc), and about 8 basic values (3 bits) for color (see Healey, 1996; Shive and Francis, 2008; Ware, 2004, pp. 182-183; Wolfe, 2005) . These could be used, for example, to represent particular ranges of size or particular categories. Finer-grained distinctions should be avoided, since these would require a greater number of bits, and thus, more complex computations (Figure 10 ).
Restricted positioning
Another important approach to efficiency involves location-in particular, the distance between important graphical elements. If these are too close together (within 0.5E degrees of visual angle, where E is the distance from the centre of viewing), their locations will not correspond to separate position codes. The result is "crowding", where the properties of individual items are no longer easy to access (Intriligator and Cavanagh, 2001; Wolfe, 2005) .
For high efficiency, therefore, adjacent elements must be sufficiently separated. A restricted set of locations would be one way of achieving this.
A second source of restriction stems from the need to minimize change blindness (Section 0.2). Change blindness can be induced by making the change during an eye movement (Grimes, 1996) . Since eye movements make up about 10% of total viewing time on average, any transition will have at least a 10% chance of being missed. One way to lower this probability is by minimizing the need for (or the size of) eye movements-e.g., by restricting the separation of important information sources so that they are always close together.
Restricted number of elements
Another important aspect of compatibility is to ensure that the number of items used at any time does not exceed attentional capacity. Otherwise, a considerable amount of processing may be required to compensate, if it can be compensated at all.
For example, only about 4 moving items can be tracked at the same time (Pylyshyn and Storm, 1988; Pylyshyn, 2003, ch. 5) ; attempting to track more will inevitably result in some being lost. Indeed, for most tasks attentional capacity is about 4 items. The exact value differs for different observers, but is usually around 3-5 items. A limit of 3 is a reasonable restriction for displays intended for most users; if more items need to be attended at any time, performance will tend to deteriorate.
An even more severe restriction applies to information that is conveyed dynamically (e.g., Albrecht-Buehler et al, 2005; Blok, 2006) . Since attended information is pooled in a single nexus (Section 0.2), a user attending to two or more simultaneous changes will not be able to tell how many occurred, or which input was the source of a single change, even if given enough time (Rensink, 2001 (Rensink, , 2002b ). In such a situation, therefore, displays should have only a single information source in operation at any time.
OFFLOADING
Among the more interesting possibilities opened up by new findings on human vision is the offloading of attentional processing onto nonattentional systems. A common intuition about visual perception is that it is "attento-centric"-i.e., that attention is required for all important aspects of its operation. However, it is becoming increasingly apparent that perception is based on several systems, many of which operate concurrently with attention, and even independently of it (Section 0). Some of these have a high degree of visual intelligence, containing processes that-although limited in scope-show considerable sophistication (Sections 0.1, 0.3). Thus, if a display can be appropriately designed, a task traditionally done by "high-level", attentionintensive processes could be offloaded onto faster, less effortful, and perhaps even more capable nonattentional systems, freeing up attention for other things (Card et al., 1999; Rensink, 2002b) .
Because current knowledge of nonattentional perception is still far from complete, the full extent to which offloading can be usefully applied is unclear. However, it appears applicable to least three general kinds of task.
Pattern Detection
Perhaps the best-developed example of offloading is the use of rapid nonattentional processes at early levels to detect patterns that would otherwise require conscious application of attention-i.e., "using vision to think" (Card et al., 1999) . Here, numerical data is represented by simple graphical elements, with the properties of these elements coding the quantities of interest.
Much of the focus of work in information visualization is on finding representations that allow the most suitable nonattentional mechanisms to be brought into play (e.g., Tufte, 2001; Ware, 2004) . Important tasks here include detection of trends and detection of outliers. Both can be facilitated by rapid grouping at early visual levels (Section 0.1): the shape and density of the groups provides a visual representation of trends, while the grouping itself causes non-grouped items (outliers) to become salient, and thus, easily seen. This approach can be extended beyond the analysis of pure numerical quantities. For example, complex multidimensional data tied to particular spatial co-ordinates can be usefully analyzed via carefully-designed maps (e.g., MacEachren, 1995) . And the emerging area of visual analytics is heavily based on the offloading of high-level, attention-demanding analysis processes onto faster, nonattentional visual mechanisms (e.g., Thomas and Cook, 2005) .
Statistical Estimation
One of the more interesting forms of visual intelligence is the ability to rapidly estimate the mean size of a briefly-presented set of items (Section 0.3). The speed of this process (within 50 milliseconds) suggests that it is carried out in the absence of attention. This ability may also extend to other statistical measures-such as range or variance-although this has not yet been confirmed. Properties other than size might be also estimated this way; if so, the set of possible properties would likely include the features at early visual levels (Section 0.1).
Possibly related to this is the finding that viewers can rapidly estimate percentages in large sets of items, based on the preattentive visual features of colour (hue) and orientation . Estimates of absolute numbers can also be done rapidly, with speed depending only on the level of precision required, and not on the number of items in the display (Barth et al., 2003) .
Visuomotor Control
Recent work in vision science suggests that vision involves two largely separate systems: a relatively slow system concerned with the conscious perception of objects, and a faster nonattentional (and nonconscious) system concerned with the on-line control of actions such as reaching, pointing, and eye movements (Milner and Goodale, 1995) . As such, the possibility arises of displays designed expressly for this second system-i.e., displays that could control a visuomotor system without the involvement of visual attention or even conscious experience.
Some support exists for this possibility. Visuomotor actions such as touch selection are faster and more accurate in the lower part of the visual field, where they apparently draw upon specialized representations for action (Po et al., 2004) . And removing visual feedback can help a user to aim a laser pointer at a given location, an effect counterintuitive from the viewpoint of conscious perception (Po et al., 2003 ).
An interesting application of this would be displays that help a user move a mouse to a given location more quickly. In such a situation, there would not be any awareness of control: the user would simply "do the right thing" (Rensink, 2002b ). An even more interesting-although highly speculative-possibility is that displays could be designed to coordinate visuomotor systems (and perhaps other processes) to allow the user to carry out highly sophisticated operations without their being aware of it, much like the "auto-pilot" experience occasionally encountered by drivers, in which conscious control temporarily vanishes (see Norretranders, 1999) . If this kind of control could be achieved, it would be an important step towards the development of systems that enable highly effective interaction between humans and machines, forming a system that in many ways would be a hybrid of the two, capable of drawing on the strengths of each (Clark, 2003; Rensink, 2007) .
CONCLUSIONS
This chapter surveyed some of the recent advances in our understanding of human vision, and discussed their implications for the management of visual attention in graphic displays.
Among these advances is the recognition that attention is not the "central gateway" to visual perception, but is instead just one of several quasi-independent systems, each capable of sophisticated processing even in the absence of attention. It also appears that the experience of seeing is not supported by a dense, static representation that accumulates results in a taskindifferent way, but is instead supported by a dynamic co-ordination of attention that depends on the knowledge of the observer and the particular task being done. Other kinds of processes (such as motor control) are also carried out concurrently with this, even in the absence of conscious awareness.
Such a view has several important implications for the management of visual attention.
To begin, it suggests that the ability to send attention to a particular item or location is not a secondary aspect of perception, but is fundamental to the creation of the picture we experience.
By appropriate coercion of the control mechanisms used in everyday seeing, attention can be managed such that it minimally intrudes upon a viewer's experience. Meanwhile, the existence of nonattentional systems-each with its own form of visual intelligence-provides additional ways of achieving high attentional efficiency, e.g., by creating perceptual structures that help with attentional allocation and engagement. Finally, the possibility also arises of using nonattentional mechanisms to carry out some of the processing that would have been expected of attention.
Thus, the prospects for the effective management of attention extend beyond what would have been imagined had only our casual intuitions of visual perception been used. Among other things, the developments outlined here suggest that-if done effectively-the management of attention can enable humans and machines to seamlessly combine their strengths, resulting in systems with new levels of sophistication.
