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Impact of the timing of a SAR image acquisition on the calibration of a flood inundation model 
Introduction
Hydrodynamic models have become an essential tool for the prediction of inundation events. These mathematical models, hereafter referred to as flood inundation models, traditionally require the channel and floodplain Manning coefficients to be calibrated with in situ measurements (e.g. water height, flow) 5 from gauging stations at the downstream boundary of the model (Bates et al., 1992) . For example, assuming a constant Manning coefficient over the channel and floodplain, one can calibrate both parameters by minimizing e.g. the root mean square error (RMSE) between the time series of the observed and simulated water height (or flow). This approach only evaluates the simulation 10 of bulk flow routing to that specific point, hence the model dynamics in the floodplain is not evaluated . However, the variable of interest for most end-users is the water level at different places in the floodplain, or a product derived from this, e.g. the flood extent (Hunter et al., 2007) . In order to evaluate the inundation predicted by a model, the simulations should 15 be validated with spatially-distributed water level data or flood extent data.
Among alternatives to evaluate the model's performance distributedly, are the use of post-flood field survey data (Aronica et al., 1998; Hunter et al., 2005; Neal et al., 2009) , aerial photos or airborne and spaceborne Synthetic Aperture Radar (SAR) data (Bates and De Roo, 2000; Aronica et al., 2002; Horritt et al., 20 2007; Di Baldassarre et al., 2009a) . Especially, radar, with its day, night and cloud penetrating capacity, is a promising technology for supporting flood inundation modelling (Bates, 2004; Montanari et al., 2009; Schumann et al., 2009b; Tarpanelli et al., 2012) .
Many aspects of calibrating flood inundation models with SAR are described 25 in the scientific literature. One aspect concerns the fact that the parameter space is often restricted to the Manning coefficients as these parameters are considered to be the most important parameters controlling the flow characteristics (Romanowicz et al., 1996) , even though it is recognized that several parameters (related to roughness, channel cross section dimensions, initial con- presented by Aronica et al. (2002) and Hunter et al. (2005) are the measures most commonly used to evaluate flood inundation models with SAR-extracted binary flood maps. Essentially, these measures are based on the confusion ma-35 trix. As a last aspect, it is recognized that the performance of the calibration depends on the accuracy of the extracted flood map. The extraction of a flood from a SAR image typically results from a delineation algorithm, which defines pixels as being flooded based on their backscatter value. Yet, such exercise is prone to uncertainty (Matgen et al., 2011; Schumann et al., 2014; Giustarini 40 et al., 2015) . Some good examples of delineation algorithms can be found in the studies of Horritt (1999) , Mason et al. (2007) , Schumann et al. (2009a) and Giustarini et al. (2013) . Schumann et al. (2014) employed a slightly different approach by avoiding the need for an a priori classification of the SAR image by calibrating the roughness parameters on an ensemble of SAR-extracted binary 45 maps.
In many studies, models were calibrated using spaceborne SAR imagery (e.g. Tarpanelli et al. (2012) ), however, the link between the calibration results and the effect of the timing of the SAR image acquisition with respect to the flood peak has not been explicitly 50 addressed. For instance, García-Pintado et al. (2013) found that simulated ensembles of water height showed the largest deviation during the rising limb of the storm event analysed, leading to an increased performance of the assimilation of SAR-derived water level observations into hydrodynamic models. A second study, presented by Horritt et al. (2007) , indicated that there is a possi-55 ble effect of the timing of the image acquisition on the calibration. Horritt et al. (2007) were unable to properly constrain the optimal values for the LISFLOOD-FP model (Bates and De Roo, 2000) when using SAR images taken near peak flow as calibration data. This problem of being unable to properly constrain the parameter space is closely linked to the equifinality problem, i.e. different 60 parameter sets yield similar model results with respect to the objective function used in the calibration (Beven and Binley, 1992; Aronica et al., 1998 Aronica et al., , 2002 Horritt and Bates, 2002; Pappenberger et al., 2005; Werner et al., 2005) . The parameter sets that lead to the same optimal solution for the calibration problem are often defined as 'behavioural' parameter sets (Beven, 1996) . Very often, 65 a large number of behavioural parameter sets are identified when the floodplain Manning coefficient is included in the calibration process. Aronica et al. (2002) found that the 1D/2D-hybrid model LISFLOOD-FP (Bates and De Roo, 2000) showed a lower sensitivity to the floodplain Manning coefficient than towards the channel Manning coefficient while Horritt and Bates (2002) came to a sim-70 ilar conclusion for the LISFLOOD-FP model, they found a higher sensitivity to floodplain roughness values for the finite element model TELEMAC-2D and the 1D model HEC-RAS.
In this paper, we assess the impact of the timing of a flood observation with respect to the peak flow on the calibration of a flood inundation model.
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We expect that roughness parameters will mainly determine the rate of flooding and receding, and thus having observations before or after the flood peak should allow one to discriminate better between roughness parameters than when an observation is taken near the maximum flood extent. Therefore, we restrict the calibration to only the roughness parameters (e.g. as in Romanowicz et al. Schumann et al. (2014) ). We focus on the River Dee, which has been used several times to test different hypotheses and techniques 4 related to flood inundation modelling (Di Baldassarre et al., 2009a; Stephens et al., 2012; Schumann et al., 2014) . One SAR image of the inundation event
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is available. To assess the impact of the timing of the image acquisition on the calibration, we need multiple and consistent images for experimental control.
Section 2 describes the study site, the model, the calibration method and the synthetic framework. selected area for this case study is located at the confluence of the River Dee and the River Alyn (Figure 1 ), an area with mainly agricultural activity which has shown to be prone to severe floods. The total modelled area is about 40 km 2 and covers an 11-km section of the River Dee, between Farndon and Eaton Hall, and 9 km of the River Alyn. The River Alyn is on average 12 m wide, while the
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River Dee has a mean width of 30 m. The River Dee flows in a northerly direction, with the floodplain only about 150 m in width for the first few kilometers of the study area. After this, the floodplain reaches a width of 2 km, narrowing to 0.5 km for the final 3 km of the study domain. The lower part of the river is subject to tidal effects, which can affect the river levels at Ironbridge, 15 km the stage data at Holt bridge are converted to flows using a flow rating curve assuming mass conservation at the confluence (Stephens et al.,2012) . All data are available at a time step of 15 minutes
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During the flood on December 12, 2006, the satellite sensor ERS-2 (VVpolarisation in a descending track) observed the inundation, with a pixel spacing of 12.5 m, when the flood was receding, at 11:07 am .
For further analysis, pixel spacing was changed to 20 m using a linear interpolation method. The inflow hydrograph for the River Dee (at Holt 130 bridge, Farndon) and the acquisition time of the ERS-2 image are illustrated in Figure 2 . As only one storm event is analysed in this study, the hydrograph is kept at a stable level after recession of the river flow in order to exclude any influences from new upcoming storm events.
Flood inundation modelling
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In this study, the LISFLOOD-FP model is used to simulate the flood dynamics and extent of the December 2006 event. This 1D/2D hybrid model allows for the simulation of a flood event by coupling channel dynamics, defined as a one-dimensional vector, to floodplain dynamics, defined over a raster grid (Bates and De Roo, 2000) . In this paper, we use a specific formulation of the 140 LISFLOOD-FP model developed by Neal et al. (2012) . This two-dimensional floodplain model uses an explicit forward difference scheme to simulate a shallow water wave (without convective acceleration) over the floodplain (Bates et al., 2010 Manning coefficients are regarded as free parameters to be estimated via model calibration (Anderson et al., 1996) . However, the use of numerous Manning coefficients within the model can lead to over-fitting, i.e. the model performs well in calibration as more parameters improve the fit, but miserably fail in predicting other events than the calibration event. Thus, state-of-the-art methods
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for flood inundation modelling (Horritt and Bates, 2001; Pappenberger et al., 2006; Horritt et al., 2007; Di Baldassarre et al., 2009a; Neal et al., 2013) only distinguish between Manning coefficients in the main channel and floodplain and assume they are temporally and spatially constant. In this study, we follow the same assumption and thus only discern between a Manning coefficient for 170 the floodplain (n f p ) and for the channel (n ch ).
The advantage of the model is that it is able to operate with low-and highresolution digital elevation models, and, furthermore, it is straightforward to be validated with spatially-distributed raster data (e.g. SAR data). For the specific mathematical description of the model we refer to Bates et al. (2010) and Neal et al. (2012) .
The area of interest contains three boundary conditions. The downstream boundary is defined at Ironbridge and stage data were implemented as such. The river Alyn, upstream of its confluence with the river Dee, seemed to have little influence on the flooding. Since 180 also flow variation here was minimal, a stable flow level was used.
For the second upstream boundary at Holt bridge, only water level data were available. In order to generate input flow data, mass conservation at the confluence of the river Dee and the river Alyn was performed, using flow measurements from both other gauging sta- work could unintentionally be ignored. This causes flood water to remain in structural depressions for a prolonged time within the study area. Therefore, a small drainage network has been burned onto the DEM. It is important to note that results, especially concerning the recession of the flood, can be affected to some extent, although it is expected that main trends should remain the same.
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Furthermore, the sub-grid channel elements were determined through interpolating and projecting measured channel geometries (provided by the Environment Agency of England and Wales) onto the river network layer. Additionally, the acquired channel geometries were tested and validated using OS Digimap data 
ROC-based calibration
The receiver operating characteristics (ROC) method (Schumann et al., 2014 ) is used to calibrate the channel and floodplain Manning coefficients. The ROC graph is a method to visualize, organize and select classifiers based on their performance (Fawcett, 2006) . The adopted performance index, the area 210 under the ROC curve (AUC), is often employed to evaluate the performance of different classifiers (Bradley, 1997) . The proof-of-concept of this alternative approach to calibrate flood models with spatially-distributed data was presented by Schumann et al. (2014) , who employed the idea that a ROC curve reflects the ability of a classification method to distinguish between two classes (in this binary flood maps as this method does not rely on an a priori classification of the images that is prone to uncertainty (Matgen et al., 2011) .
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The approach of identifying the ROC and its AUC is briefly explained as follows: for one threshold of the SAR backscatter value (expressed in decibel, dB), the delineated observed flood map, i.e. flooded pixels are identified when their backscatter values are lower than the chosen threshold, is used together with the modelled binary flood map to determine the confusion matrix. 
Synthetic framework
To assess the impact of the timing of a SAR image acquisition on the calibration of the model, a time series of SAR images during the flood event is needed. bridge. The framework used to perform the calibration with synthetic observations is illustrated in Figure 3 and is based on an identical twin experiment. In such experiment, for each chosen point in time, the 'true state' of a system is generated by a model (i.e. LISFLOOD-FP), while the simulation of this true state is generated by the same model. In this study, the true state is a binary 280 representation of the flood, which does not represent the real system, but only a hypothetical state in which the system could be (Matgen et al., 2010 ). This true state is then converted into a synthetic SAR observation by a method of choice applying a bootstrap method (Efron, 1979) using the ERS-2 SAR image and a non-flooded reference SAR image that was taken over the same site on is to find N behavioural sets θ opt,i (i ∈ {1, .., N }) that can be compared with the assumed true parameter set θ opt,true , which is used to generate the syn- (1), y j is the j th model output corresponding to parameter set θ j . θ opt,i is the i th behavioural parameter set found through calibration.
The behavioural sets found, are compared with the true set.
our synthetic framework.
Generation of the true state
The goal of this section is to generate the true state for a certain point in 300 time, which is a binary map of the flood, by using a model simulation. In order to take into account errors and uncertainties, we chose to perturb the input of the flood inundation model. The errors in the model structure are not accounted for, because the assumption is made that errors in model state and output are mainly caused by errors in input (Pappenberger et al., 2006; Matgen et al., 305 13 2010; García-Pintado et al., 2013) . The true state of the system is generated by propagating a perturbation of the input flow through the flood inundation model, using an autoregressive model:
where q j (m 3 /s) is the input flow error at point in time j, α (-) the temporal autocorrelation coefficient (Evensen, 2003) and w j (m 3 /s) a white noise term 
where ∆t j (s) is the length of the time interval between points in time j − 1 and j and τ (s) the decorrelation length. The specific point in time j is known, keep the same ranking order as those in the reference image. This approach is similar to Giustarini et al. (2015) and ensures that the resulting synthetic SAR image is similar to the original speckle filtered ERS-2 image.
Assessment of the synthetic observations
The histogram of the backscatter values of a flood SAR image typically has a bimodal shape, with the first peak corresponding to the open water pixels and 365 the second peak corresponding to the non-flooded pixels (Matgen et al., 2011) .
The same should thus be encountered for the synthetic images created in Section 2.4. The histogram of these backscatter values should also follow this typical bimodal distribution. In order to validate the approach used in Section 2.4 (see with the actual ERS-2 SAR image, acquired at the same point in time. As can be seen in the bottom panel of Figure 4 , the empirical probability distribution function (pdf) of the synthetic observation is clearly bimodal. Generally, the synthetic image follows the same type of distribution as the original image, although the valley between both peaks of the latter is less profound pdf 375 of the original image is less pronounced. Two peaks can clearly be distinguished (around -8 and -10 dB) with a minimum in between at -9 dB. Mainly the shape of the pdf in the valley between both peaks should be reproduced well, as this will determine whether both images may discern similarly between flooded and non-flooded pixels. The non-parametric Kolmogorov-Smirnov test states that at 380 the 5% significance level the null hypothesis that both histograms of backscatter values originate from the same distribution, is accepted. Visual inspection of the top panel in Figure 4 shows that the edges between flooded and non-flooded areas are less fuzzy compared to the edges in the original ERS-2 image. This deficiency is probably due to the fact that the bootstrap sample of the flooded 385 pixels, which was digitized from the original SAR image, does not contain sufficient pixels within the transition zone between the flooded and non-flooded area.
Although this is the area where uncertainty mainly appears due to image, and, as will be demonstrated, provides very similar results compared to those obtained from the original SAR image. Therefore, this framework can be used for generating SAR images at other points in time during the flood event. Manning coefficients, which are placed regularly on a grid in the n ch n f p -plane.
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Results and Discussion
Calibration with the ERS-2 SAR image
Results of this calibration are plotted in Figure 5 . Visual inspection indicates a 
Calibration with synthetic images
The results in Section 3.1 clearly indicate a different temporal behaviour in the model predictions for the different behavioural parameter sets. In this sec-460 tion, we test whether this difference in model predictions depends on the timing of the acquisition of the SAR image that is used for calibration. In order to do this, a sequence of consistent SAR images is required. These images are generated by the synthetic framework presented in Section 2.4, using the backscatter data of both the image that was taken 3 days after the peak flow registered The summarized results are shown in Table 1 . The true parameter set θtrue = (0.06, 0.12) is indicated by a black dot. Di,erence in maximum and minimum n ch [-] n ch [-] n ch [-] n ch [-] top, middle and bottom panel of Figure 9 . This figure reveals that, when calibration is performed with an image obtained before peak flow, the uncertainty of modelled extents increases along the receding limb. Similarly, for an image obtained after peak flow, uncertainty is large along the rising limb. This is again caused by the model output experiencing a changing sensitivity from the 575 channel Manning coefficient to the floodplain Manning coefficient. Figure 10 shows the maximum error at point in time t with respect to the flood extent for all three scenarios, calculated as follows:
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with E t,ts (km 2 ) the extent of the true state at point in time t, E t,sim,θopt,i (km 2 ) the extent of simulation for the behavioural parameter set θ opt,i at point in time t and N the total number of behavioural parameter sets. As discussed above, the largest error for scenarios II and III is observed before the peak flow. For the full simulation time, the error reaches a maximum of 1.51 km 2 for scenario I, while for scenario II and scenario III, the maximum value is very similar, Since flood risk management requires an accurate estimate of the flood extent, an accurately calibrated model is useful, and uncertainty of model predictions due to parameter uncertainty is not desirable. To assess this, the uncertainty of the predicted extent due to the equifinality in parameter sets that 625 resulted from the calibration with images of each different acquisition timing was also tested. Therefore, the modelled extents for the behavioural parameter sets determined through calibration with images at 3 different points in time
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(before, during and after peak flow), were compared with each other. These results showed that the maximum error on the simulated extent is consistently
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smaller when an image acquired before the flood peak is used for calibrating the model.
Satellite SAR data have a great potential to support the calibration of flood inundation models. However, it was shown that the time of the acquisition with respect to the flood peak is of paramount importance, since pre-flood peak 635 images allow for a better constraining of the model parameter space, and a reduced model prediction uncertainty than when post-flood peak images are used in the calibration. Unfortunately, it is more difficult to obtain images at the rising limb of the hydrograph as this is typically shorter, but also because some satellites require targeting and this tends to be done once a major flood 640 has happened as the image can then be used for disaster management.
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