Abstract. We consider an optimal control problem where the state equations are a coupled hyperbolic-elliptic system. This system arises in elastodynamics with piezoelectric effects -the elastic stress tensor is a function of elastic displacement and electric potential. The electric flux acts as the control variable and, in addition to the state constraints, the bound constraints on the control are considered. We develop a complete analysis for the state equations and the control problem. The requisite regularity on the control, to show the well-posedness of state equations, is enforced using the cost functional. We rigorously derive the first order necessary and sufficient conditions using adjoint equations and further study their well-posedness. For spatially discrete (time continuous) problem, we show the convergence of our numerical scheme. Three dimensional numerical experiments are provided showing convergence properties of a fully discrete method and the practical applicability of our approach.
1. Introduction. The goal of this paper is the study of an optimal control problem associated to a physical model of transient wave propagation on a piezoelectric material. We will use the normal component of the electric displacement vector on the boundary to control the motion of the entire solid along time. The state equations consist of an elastic wave equation, where the stress depends on the electric field through a three-index tensor, and an electrostatic equilibrium condition for the electric displacement, which depends on the electric field and the elastic strain. Our work includes: the study of the continuous model and of a generic Finite Element semidiscretization in time; the proof of convergence of the semidiscrete solution to the continuous one; the rigorous derivation of the Gâteaux derivative and the continuous and semidiscrete levels, leading to a mesh-independent optimization algorithm; the detailed description of a fully discrete model; and numerical experiments illustrating convergence and showing performance of the method on a three dimensional simulation. While the physical setting of the problem under study has been simplified to make it approachable, we emphasize that the state equations modeling the piezoelectric wave propagation mimic the behavior of realistic materials considerably well and the setting contains enough challenges to make it interesting for theoretical and practical study. This is a first installment of a long breadth project that will expand to more complex optimal control setting in our future contributions.
Let Ω ⊂ R d be a bounded Lipschitz domain with boundary Γ, partitioned into two non-overlapping relatively open sets Γ D and Γ N , and T > 0 is the final time. The purpose of this paper is to consider an optimal control problem for solid materials with piezoelectric effects. The state system is governed by a coupled hyperbolicelliptic system for elastic displacement (u) and electric potential (ψ), respectively. Our goal is to devise a strategy to determine the unknown electric flux (z: control) to be applied to attain certain desired effects by minimizing a cost functional J (u, ψ, z) subject to the state equations fulfilled by (u, ψ) and control constraints z ∈ Z ad with Z ad closed and convex set of admissible controls. The precise definition of the state equations as well as remaining variables and operators will be given in Section 2.
For a given desired elastic displacement u d a typical example of J in control theory is
where α > 0 denotes the cost of the control parameter. Moreover, · ρ and · Γ respectively denote a mass density weighted L 2 norm on the bounded domain Ω and the standard L 2 -norm on its boundary Γ. For this choice of cost functional materials could be designed which need to fit a certain contour at a certain time. Another application, studied in [17] , is the reduction of vibrations in the material.
The study of piezoelectric materials first arose in the late 19th century after the properties were noticed in certain crystal and the full mathematical setting was first formulated by Voigt [20] . We use the standard linearized model (c.f. [8, 5] ), where we have included the grounding condition, Gψ due to the problem dealing only with the electric field ∇ψ both in the interior and on the boundary.
There is a rich amount of existing work on optimal control problems governed by elliptic and parabolic problems, we refer to the monograph [18] and the references therein. On the other hand, the work on control of hyperbolic equations, especially numerical analysis, is scarce. We refer to the monographs [14, 11] for the optimal control of the wave equation. Moreover, we refer to [10] for the convergence of semismooth Newton methods for the scalar wave equations. In the context of electromagnetic waves, recent work can be found in [19, 2, 22] . For completeness, we also refer to [1, 12] where algorithmic approaches to solve parameter identification problems with linear elastic wave equation are considered, see [9] for a more general setting. While others have worked on control problems involving piezoelectric materials, for example [13] , it has been in the context of shape optimization, or placement of piezoelectric actuators as in [21] . To the best of our knowledge ours is the first work that considers the control of transient elastic waves of such a coupled model and provides complete analysis and numerical analysis for the semi-discrete (discrete in space and continuous in time) problem.
The paper is organized as follows: In Section 2 we begin by introducing the relevant notation and function spaces. We also describe the state equation and introduce the notion of weak solutions. This is followed by a description of the control problem. Section 2.3 is devoted to the semidiscrete (continuous in time) control problem. We discuss the well-posedness of the state and adjoint equations in Section 3, their proof is stated in Appendix B contained in the supplementary materials Section 6 to improve the readability of the paper. A rigorous derivation of the first order necessary optimality conditions is given next. This is followed by a well-posedness and necessary optimality system for the semidiscrete problem. In Section 4 we discuss the convergence and error estimates for our numerical scheme. We conclude with several illustrative numerical examples in Section 5 which confirm our theoretical findings and further show the practical relevance of our approach.
2. The control problem and a semidiscretization. We set up our problem in a bounded Lipschitz domain Ω ⊂ R d with boundary Γ with outward pointing normal vector ν. We partition Γ into two non-overlapping relatively open sets Γ D and Γ N with the intention of implementing Dirichlet and Neumann conditions on these parts of the boundary respectively. The material properties of Ω will be described by three tensors: the elastic stress-strain relation, piezoelectric, and permittivity (or dielectric),
with the following properties holding almost everywhere in Ω
Here the colon represents the Frobenius inner product of matrices, c 0 and k 0 are positive constants, and we are using R d×d sym to be the space of symmetric d × d matrices with real components. We will also make use of the transpose of the piezoelectric tensor E , defined by the relation
The density is a strictly positive function ρ ∈ L ∞ (Ω). Using the variables u and ψ to denote the elastic displacement and electric potential respectively in Ω and defining the linear strain (or symmetric gradient) operator by the expression ε(u) := 1 2 (∇u + ∇u ) we are ready to formally define the constitutive relations for the stress and electric displacement as
The state equation. Using the notation H
we introduce the trace operator to the Dirichlet part of the boundary,
This operator can also be thought of as the restriction of the regular trace operator γ :
The normal component of an element in H(div , Ω) will be denoted p · ν [6] , and the notation ·, · Γ will represent the
is the restriction γ N S = Sν| Γ N , where we are using the asterisk to denote the dual space. With the notation ·, · N to represent the H −1/2 (Γ N ) × H 1/2 (Γ N ) duality pairing, we define γ N with the integration by parts (Betti) formula
where ( · , · ) Ω denotes the L 2 -inner product for matrix-valued, vector-valued, or scalarvalued functions where appropriate. The space L 2 o (Γ) := {z ∈ L 2 (Γ) : Γ z = 0} will be used throughout as the space in which our control variable (data for the state equation) takes values. In order to guarantee the uniqueness of the electric potential that solves the state equation (to be defined shortly) we need to introduce the grounding condition operator G : H 1 (Ω) → R such that G is linear, bounded, and G1 = 0. One possibility -the one we use in practice-is Gψ = Ω ψ.
For data z :
o (Γ) and for every t ∈ [0, T ] the state equations are
Although we take homogeneous source and boundary terms (except for z), we are easily able to handle the case with non-homogenous terms. For what follows, we will deal with a slightly weaker concept of solution. To precisely present this idea, we need to introduce the weighted space
(Ω) with its dual and therefore
is a well-defined Gelfand triple. Furthermore we use ·, · ρ to denote the H −1
We include the grounding condition in the space
, and note the Poincaré-type equivalence (note that Gψ is a constant)
Thanks to this equivalence and Korn's second inequality [15, Chapter 10] , the bilinear form
When we refer to a solution of the state equations, we mean a pair of functions
We remark here that we are using
In other words, it does not matter if we test with functions from H 1 G (Ω) or from the entire space H 1 (Ω), and we will use the two interchangeably.
2.2. The control problem. Since we will be using the Neumann boundary condition on the electric displacement as control, we need to define Z := {z ∈
making it a Hilbert space, and the admissible set Z ad := {z ∈ Z : z a ≤ z(t) ≤ z b a.e. ∀t}, where z a ≤ 0 ≤ z b are constants. Note that this sign restriction is needed to ensure that Z ad = ∅. We will use the space U :
,Ω dτ, as the space for our elastic displacement. (Clearly this space is not complete.) We will also make use of the weaker norm
As a general rule, and to help the reader handle different norms, triple bars will always be used for norms affecting the space and time variables, while double bars will be used for norms in the space variables (including dual norms). The solution operator for the state equation (2.1) is S : Z −→ U given by Sz = u, where the pair (u, ψ) satisfies (2.1).
We delay the statement and proof that this operator is well-defined to Section 3 and Appendix B respectively, with the latter located in the supplement Section 6. The desired state for the elastic displacement is a function u d ∈ U such that u d (0) = 0. The initial value for the given desired state is set to zero, matching the one for the state equation. If a desired state were to start from a non-zero value at t = 0, we would make the state equation start with the same one. The functional we wish to minimize is
Here α is a positive constant. We can rewrite the functional in reduced form by eliminating the restriction given by the state equation:
The control problem can now be stated as
Semidiscretization in space.
We now shift our perspective to a version of the control problem which has been discretized in space, while kept continuous in time. The goal of this semidiscretization is to state the problem in such a way that it would be natural to solve the state equation using a Finite Element method. We keep the same geometric setting, but now introduce finite dimensional subspaces
with the additional requirement that W h contain the space of constant functions, i.e., P 0 (Ω) ⊂ W h . We also define the test space W
. Typically we will have a simplicial mesh of Ω, denoted T h , and we will define
where, for positive integer k, P k is the space of polynomials of degree less than or equal to k. We emphasize that we will not need any particular choice of W h and V h for our method to be meaningful, but that we will require some kind of approximation property later on.
With the definition of the space
The semidiscrete reduced functional
We will also need a semidiscrete control variable. To define this properly, we create a partition of Γ, denoted Γ h . We take the semidiscrete control to be in the space Z h := {z ∈ Z : z(t) ∈ P 0 (Γ h ) ∀t}, where P 0 (Γ h ) is the space of piecewise constant functions on Γ h . In the case where Ω is a polyhedral domain and we have used Finite Element spaces on a triangulation of Ω as choices for W h and V h , it is natural (and practical from the point of view of implementation) to set Γ h to be the inherited partition of Γ, although this is not necessary for the theoretical arguments that follow. We note that Z h is a closed subspace of Z. The admissible set for the semidiscrete control problem is Z h ad := Z h ∩ Z ad , so that the control problem is
3. Solvability and optimality conditions. It is the goal of this section to provide more details about the continuous control problem introduced in Section 2. Whenever we use the symbol , we will be hiding constants that are independent of the time variable. Additionally, when we use this symbol in the semidiscrete problem, the constants that we are hiding will be independent of h, that is, independent of the choice of the finite dimensional subspaces. We now state a theorem about the well-posedness of the state equation (2.1), but save a proof for Appendix B found in the supplement Section 6. 
Therefore S : Z → U is bounded.
We now turn our attention to showing that the control problem is uniquely solvable.
Theorem 3.2. For the continuous control problem discussed in Section 2, the following hold:
(a) the operator S is linear and bounded, (b) the admissible set Z ad is closed and convex in Z, hence it is also weakly closed, (c) the functional j : Z → R defined by (2.3) is continuous and (strictly) convex, therefore it is also weakly lower semicontinuous, (d) the functional j : Z → R is coercive. Therefore the control problem (2.4) has a unique weak solution.
Proof. Properties (a)-(d) are straightforward to prove. Unique solvability of the control problem follows from the well-known theory of convex optimization on normed spaces (see [4, Section 7.4 
]).
Remark. Note that existence of optimal control can also be proved for more general functionals of the form
where J 1 : U → [0, ∞) is weakly lower semicontinuous (or, even more generally, if
is weakly lower semicontinuous) and J 2 : Z → R ∪ {∞} is proper convex, lower semicontinuous and admitting a lower bound of the form
where K 1 > 0 and K 2 ∈ R.
Adjoint problem and Gâteaux derivative. For data
We will refer to (3.1) as the adjoint equations. We will also consider the space X :=
and the operator R : U → X given by Rf = γξ, where (p, ξ) solve (3.1).
Theorem 3.3. For f ∈ U, (3.1) is uniquely solvable and we have the bound
Therefore R : U → X is bounded.
Proof. As with Theorem 3.1, the proof of Theorem 3.3 can be found in Appendix B contained in the supplement Section 6.
We note that j : Z → R is a continuous quadratic functional, and therefore it is Fréchet and Gâteaux differentiable. Now we investigate the Gâteaux derivative
Proof. Let (p, ξ) be the solution to the adjoint equation (3.1) with data f :
Let also (w, η) be the solution to (2.1) with data y, so that Sy = w. If we prove that
where we are able to eliminate the terms with two time derivatives by integrating by parts and using (2.1d) and (3.1i). This reconciles the direct expression for the Gâteaux derivative (3.2) with the formula given in the statement of the Proposition. To show (3.3), we begin by using integration by parts to see that for all (v,
Testing with solution (p(t), ξ(t)), we have
Noting that
we see that (3.4) is equivalent to
and this is equivalent to (3.3), which finishes the proof.
Note that, implicitly, we have proved that
Proposition 3.4 implies that the first order optimality conditions for the control problem (2.4)
can be written as the search for (u,
3.2. The semidiscrete model. Similar to the previous section, we here state some properties and theorems related to the semidiscrete control problem introduced in Section 2.3.
Theorem 3.5. If z ∈ Z, then (2.5) has a unique solution that satisfies the bounds
Therefore S h : Z → U is uniformly bounded.
Proof. Everything follows as in the proof to Theorem 3.1 in Appendix B of the supplement Section 6 after defining discrete versions of M Ω , M Γ and the divergence operator. The details are very similar to what can be found in [3] .
Statements (a)-(d) of Theorem 3.2 still hold for S h , Z h ad , and j h , as does the conclusion, so with an appropriate change of notation we have the following. Theorem 3.6. There exists a unique solution to the semidiscrete control problem
ad . Using the same notation as with (2.5), we state the semidiscrete version of the adjoint equation (3.1) as well as give a well-posedness result.
Theorem 3.7. For f ∈ U and every t ∈ [0, T ], the problem
is uniquely solvable and we have the estimate
Therefore, the operator R h : U → X given by R h f = γξ h , where (p h , ξ h ) solve (3.8), is uniformly bounded.
Proof. The proof is similar to the one for Proposition 3.4. The key step is the transposition formula
(compare with (3.5)), which can be proved with the same techniques.
It now follows that the semidiscrete optimality conditions consist of
Here we are using the notation γW G h to be the space {γϕ : ϕ ∈ W G h }.
3.3. Gradient and projection. As part of the needs to apply a projected gradient-type method, we have to introduce the gradient of the functional j h and the projection operator on the admissible set. We will only deal with them at the semidiscrete level, although all arguments below can be reproduced for the continuous problem.
Given z h ∈ Z h ad , we consider g h ∈ Z h to be the only solution of
is the inner product associated to the norm in Z.
We finally introduce the best approximation operator Q : Z h → Z h ad given by the solution of the quadratic problem with linear inequality constraints
4. Convergence and error analysis. Now that the both the continuous and semidiscrete control problems have been stated and their respective properties explored, we can examine the error due to the semidiscretization in space.
Estimates for Galerkin semidiscretization.
We first examine the error in the approximation of the state and adjoint equations. The analysis is rendered easier if we introduce an elliptic projection associated to the bilinear form a. First of all, consider the space
This finite dimensional space is: (a) the space of infinitesimal rigid motions (affine displacement fields with skew-symmetric gradient) if Γ D is trivial; (b) zero, otherwise. We assume M ⊂ V h , which is an actual hypothesis only when Γ D is trivial. We then consider the orthogonal projection P : L 2 (Ω) → M and the operator Π :
The best approximation operator on the product space V h × W G h can be decomposed as a pair of independent operators I h :
for arbitrary u and ψ.
Lemma 4.1. The equations (4.1) are uniquely solvable and, therefore, the projection Π is well defined. Moreover, Π is quasioptimal, i.e.,
Proof. Problem (4.1) is equivalent to
This is a simple consequence of the fact that
and that by hypothesis M × {0} ⊂ V h × W The result is then a straightforward consequence of Céa's lemma.
, due to the fact that ψ(t) can be computed (for every t) from the relation
In particular we have enough smoothness in the space variable after two time derivatives to write ü(t), w ρ = (ρü(t), w) Ω for all t and w. Consider the elliptic projection applied to the continuous solution ( u h (t), ψ h (t)) := Π(u(t), ψ(t)). It is clear that
and therefore Π(u,
The discrete pair (u h , ψ h ) is also in this space, due to the fact that we are working in finite dimension and the norm in the final space is not relevant for smoothness. Consider now the error quantities
and the approximation error ε u (t) :
as follows from the definition of the elliptic projection Π with (4.1). We can then apply Theorem 3.7 with f :=ε u (T − · ) to obtain bounds for (e u (T − ·), e ψ (T − ·)). The rest of the proof follows from a direct application of Lemma 4.1.
At this moment, we start dealing with asymptotic properties. We thus assume that we have collection of subspaces {V h × W G h } directed in a parameter h → 0 and such that (4.4)
where the arrow describes limits as h → 0 in the corresponding spaces Theorem 4.3. Assuming that (4.4) holds, we have S h z → Sz in U for all z ∈ Z. Proof. We need to carefully proceed in a series of steps. If we take (w, ϕ)
, then the hypothesis above and a compactness argument imply that
Consider now the set
and note that if z ∈ Z str , thenz ∈ Z. Let then (v, η) be the solution to the state equations (2.1) when we usez as data. The pair
is then clearly a solution to (2.1) with z as input data. Moreover we haveü = v ∈ C 0 ([0, T ]; H 1
D (Ω)). Using Proposition 4.2, it then follows that
Finally, the result follows from the density of Z str in Z (this can be proved by a standard cut-off and mollification argument), the boundedness of S : Z → U (Theorem 3.1) and the uniform boundedness of S h : Z → U (Theorem 3.5).
Theorem 4.4. Assuming that (4.4) holds, we have R h f → Rf in X for all f ∈ U.
Proof. This proof follows a very similar pattern to the one used in Theorem 4.3. We first need to establish a result like Proposition 4.2 for the difference (p−p h , ξ −ξ h ) corresponding to the solutions of the adjoint problem (3.1) and its Galerkin semidiscretization (3.8) . This is easy, due to the fact that the error equations are the same, with final values at T instead of initial values at 0. To have p ∈ C 2 ([0, T ]; H 1 D (Ω)) as needed for the estimate, it is enough to work with f in the space
which is dense in U. We thus get convergence R h f → Rf in X for f ∈ U str . Finally, we use the boundedness of R : U → X (Theorem 3.3) and uniform boundedness of R h : U → X (Theorem 3.7) to extend the result to arbitrary f ∈ U.
4.2.
Convergence of the semidiscrete control problem. Before we state our results on the semidiscretization error of the functional, we introduce the orthogonal projection Π h : L 2 (Γ) → P 0 (Γ h ). We note that if z ∈ Z ad , then Π h z ∈ Z h ad . Theorem 4.5. If z solves (2.4) and z h solves (3.7), then we can bound the semidiscretization error for the optimal control as
where β = R(Sz − u d ). The hidden constants are independent of h and behave as 1/α as α → 0.
Proof. By the optimality conditions (3.6) and (3.10) we have
since z h ∈ Z ad and Π h z ∈ Z h ad . Adding these together and using Propositions 3.4 and 3.8, we obtain
where β h = R h (S h z h − u d ). Careful manipulation and rearrangement yields the quantity we wish to bound on the left hand side.
We can write this as
and we consider the two terms on the right separately to arrive at a final bound. To simplify some lengthy expressions to come we will use the approximation error
and note thatε z (t) = Π hż (t) −ż(t). We also collect some bounds (Theorems 3.5 and 3.7) in a constant C stb > 0 such that
and consider the constant (4.7b)
for the Poincaré-like inequality bounding the norm of X by the norm of Z. We start by adding and subtracting some terms (recall that β = R(Sz − u d ) and
We now apply the Cauchy-Schwarz inequality several times in the spaces X and Z, boundedness estimates collected in (4.7), and Young's inequality, to estimate
Turning our attention to the second quantity in (4.6), we add and subtract inner products similar to what we have done above to eliminate a non-positive term
By (3.9), we have
Therefore, by Young's inequality and (4.7)
Combining (4.6), (4.8), and (4.9), we have
from where the result follows.
Corollary 4.6. If we assume that (I h w,
, then the semidiscrete control z h converges to the continuous control z in Z and therefore
Proof. Note first that we have Theorems 4.3 and 4.4 guaranteeing that the middle two terms in the right hand side of the inequality of Theorem 4.5 converge to zero. Using a compactness argument, it is simple to show that Π h y(t) → y(t) uniformly in t for every y ∈ C([0, T ]; L 2 (Γ)). Therefore, since Π h : X → X is uniformly bounded, a density arguments shows that Π h β → β in X for every β ∈ X . A similar argument can be shown to prove that Π h z → z in Z for arbitrary z ∈ Z, which finishes the proof.
Numerical experiments.
Here we present some numerical experiments of the types of problems covered by the theory above. We will begin with how we carry out the computations. To verify that the code is computing things properly we show some convergence studies of the discretized state/adjoint solution operator (they are the same modulo data), and the semidiscrete Gâteaux derivative. This is followed by the some examples showing evidence of the convergence of the discretized optimal control. We finish by giving snapshots of a simulation.
5.1.
A fully discrete scheme. For everything that follows, we take Ω to be a polyhedral domain that is partitioned in a conforming tetrahedral mesh T h . The Finite Element space W h is the space of globally continuous functions that are polynomials of degree k on each element, i.e., we define W h exactly as in Section 2.3. Additionally we take V h = W 3 h . Unless otherwise stated, all of the experiments use k ≥ 2, as k = 1 is known to under-perform in elasticity simulations, even for reasonably wellbehaved material properties. For the space discretization of the control we take the space P 0 (Γ), of piecewise constant functions on Γ h , where Γ h is the partition of the boundary inherited from T h . We will also need the subspaces
and
To discretize the time interval [0, T ] we take a partition t 0 = 0 < t 1 < · · · < t N = T with uniform time step δ t := t n − t n−1 = T /N . Given a function space X, we will consider the space of X-valued, continuous, piecewise linear functions
As a fully discrete space for the control variable we take
An element z ∈ Z fd is fully determined by its values
o (Γ) (for n = 1, . . . , N ) and its time derivative is piecewise constanṫ
The forward operator is approximated using the Crank-Nicolson method, thus determining, by an implicit unconditionally stable second order in time method, values (u n , ψ n ) ∈ V h × W h . Note that this method only uses the time values z n = z(t n ) of the discrete control. We approximate the functional j(z) by
. Note that the penalization term in the functional is computed exactly, while for the term associated to the desired state we build a function in P cont 1 (I N ; V h ) using the values u n − u d n , and we then integrate exactly in time. For the adjoint problem, we apply the Crank-Nicolson scheme again (note that this method only uses u n − u d n ), outputting time values (p n , ξ n ) ∈ V h × W h . The only part of the output that is needed is the trace β n := γξ n . A fully discrete gradient is then computed as follows: given z ∈ Z fd ∩ Z ad , we look for g ∈ Z fd such that
The left-hand side of the above equation is the inner product g, y Z . In the righthand side we have built β ∈ P cont 1 (I N ; γW h ) by interpolating the values β n and then we have computed the resulting integral (note that y is piecewise linear in time too), while the integral associated to the penalization term is computed exactly. There is an easy computational trick to calculate g. In a first step, we extend the space Z fd to Z fd := {z ∈ P cont 1 (I N ; P 0 (Γ h )) : z(0) = 0}, i.e., we eliminate the zero average condition in space. Solving for g ∈ Z fd satisfying equations (5.1) for all y ∈ Z fd is equivalent to solving a very sparse well-conditioned (block-tridiagonal with diagonal blocks) system. As a postprocess, we subtract the average on Γ at each time step. This provides the gradient that we wanted to compute.
To minimize the functional, we use a projected BFGS method using code modified from C.T. Kelley [7, Chapter 4] . The projection that we use Q : Z fd → Z fd ∩ Z ad can be computed as follows: given z ∈ Z fd with time values {z n } we minimize the quadratic functional
looking for time values {q n } in P 0 (Γ n ) satisfying the restrictions
i.e., q n ∈ P ad 0 (Γ h ), so that the associated q is an element of Z fd ∩ Z ad . This is a quadratic functional associated to a block-tridiagonal matrix (one block per time step) with diagonal blocks (we are using piecewise constant functions) with linear restrictions.
Code verification.
The next two experiments will serve to show that our code is computing what we expect. For both experiments our domain Ω will be the unit cube (0, 1)
3 and we will use x := (x, y, z) to represent points in the domain. For the Dirichlet part of the boundary Γ D we will take the intersection of the boundary of Ω with the coordinate planes, i.e.,
We use a sequence of meshes on Ω where we divide Ω into M 3 (for M ≥ 1) equal cubes with each cube divided into six tetrahedra. we will take for a mesh parameter h := 1/M . This means that not all of the meshes in our sequence are nested. In time, we fix an initial number of equally spaces timesteps, N 0 , and subsequently for each refinement take M N 0 equal time steps to reach T . For the mass density in the cube, we use ρ(x) = 1 + |x| + |y|.
In the first experiment, we take the dielectric tensor to be a constant matrix We adopt Voigt's notation to replace symmetric indices
which allows use to formally write the piezolectric tensor as a 6 × 3 matrix (even though we write it here transposed for space), where for these experiments we use the constants For the elastic part of the stress, we use the relationship for a non-homogeneous isotropic material
where I is the 3 × 3 identity matrix and the Lamé parameters λ and µ are given by
µ(x) = 3 + cos(xyz).
To test the state equation solver, we approximate the solution to equations defined in Section 2 with non-homogeneous source and boundary data defined so that the exact solution to the system is
where H(t) is the polynomial approximation for the Heaviside function
On the left side of Figure 5 .1, we show the L 2 (Ω) norm and H 1 (Ω) seminorm of the difference between the exact solution and finite element approximation at the final time using polynomial degree k = 2 to show the convergence in space. Since the Finite Element method is of higher order than the Crank-Nicolson rule, we expect to see O(h 2 ) error, however we are refining in both space and time in order to see the expected convergence in space. The difference between a first order approximation of the Gâteaux derivative and the computed gradient for a random direction y ∈ Z fd (right). We note that the accuracy is low because at this point the second derivative of the j fd with respect to τ is O(10 2 ).
To test the computation of the gradient, we take C and ρ as before, but now define Additionally, we define exact solutions where the three components of the elastic displacement and the electric potential are all defined by 1 8 t 2 xyz(3x − 2)(3y − 2)(3z − 2).
The reason for defining the exact solution in this way is so that, in conjunction with the coefficients chosen for E and κ, we are guaranteed the divergence-free condition imposed by Gauss' Law as in the problem model, grounding condition for the electric potential (zero mean) is met, and it meets the requirements on the electric flux. We fix a space-and-time discretization and using the exact solutions described above, project the electric flux into the space Z fd and use this to compute the gradient g. Taking a random element y ∈ Z fd , we compute
The results are shown on the right side of Figure 5 .1. We see that as τ decreases, e(τ ) decreases at order 1 as expected before bouncing back up due to roundoff error.
5.3.
Convergence of the optimal control. Due to the complexity of the state equation, it is difficult to manufacture an exact solution for the optimal control. Nevertheless, we would like to know that the control we compute is convergent, matching the theory we have presented in Section 4.2. To achieve that goal, we present some experiments that show evidence that the computed optimal control is converging.
For what follows, we keep Ω, ρ, λ, µ, C, κ, and E as in the previous section. We now take Γ D to be the faces of the cube that intersect with the planes y = 1 and y = 0. We use an initial of value of zero for z h (in space and time) and define all of the components of the desired state by t 2 y(y − 1)(x + y + z).
Running the projected BFGS optimization routine, we compute the value of the functional (as described above) and the norm of the fully discrete optimal control,
We refine in both space and time (in the same fashion as the previous experiments) up to h = 1/8 and note that the optimization routine converges in the same number of iterations it for each mesh, with the exception of the first mesh which only contains six elements. This is summarized in Figure 5 .2 and provides evidence that the optimization routine is mesh independent. To show convergence, we compute
for h ∈ {1, 1/2, 1/3, 1/4, 1/5, 1/6, 1/7}. The results are shown in on the left side of Figure 5 .3 where we see similar convergence behavior for both the functional and the optimal control. As more evidence of the convergence of the optimal control, for each of the eight meshes, we compute the integral of the control over each face of the unit cube. That is,
where each Γ i represents one of the faces of the cube, and F i = Γ h ∩ Γ i . On the right side of Figure 5 .3, we plot these integrals as functions of time for each of the spacetime refinements over the face of the cube z = 0, and see that the plots approach the same values as h decreases. The integrals over the remaining faces of the cube are presented in Figure A .1 of the supplement Section 6.
Simulation.
In this final section concerning numerical experiments, we describe a simulation in which we show how the optimal control is used to control the deformation of the piezoelectric solid. To accomplish this task, we again use the unit cube as Ω, this time choosing Γ D = Γ∩{z = 0}, and keep all of the material properties as in the previous experiments. We use homogeneous boundary and source data as well as using zero as an initial control. Using the same polynomial approximation for the Heaviside function H as before we define the window functions
With these functions, we define the desired state
which causes the cube to twist 90 degrees while keeping the bottom face fixed, as well as stretch and compress once in the z− direction. For space discretization we partition the unit cube into 64 smaller cubes, and each of those into 6 tetrahedra, while in time we take 401 timesteps equally spaced by timestep δ = 0.0125. We solve the optimal control and then use the optimal control z h as data for the state equation, using P 3 finite elements. In Figure 5 .4 we show a snapshot from the simulation at the timestep 241, showing the computed solution u h on the left and the desired state u d on the right. The color on both figures is the value of the control. More snapshots of the simulation are contained in Figure A. 2 of the supplement Section 6. 6. Supplement. This supplement contains further numerical examples as well proofs for the main theorems of the paper. These materials were omitted to improve the readability of the paper. In this Appendix, we present the detailed proofs of Theorems 3.1 and 3.3. The proofs need some background material that is collected in Section B.3. For an Xvalued function of a real variable, we consider its antiderivative
B.1. The state equation (Theorem 3.1). As a first step, we want to rewrite the state equation in first order form. To deal with the elliptic equation, we define the operators We can thus get rid of the electric field (and of the attached elliptic equation) by writing ψ(t) = M Ω ε(u(t)) + M Γ z(t), at the same time that we introduce two auxiliary unknowns
With these definitions, we are ready to formally write the first order formulation of the state equation:u
Our goal now is to analyze (B.1) and show it is equivalent to (2.1). To this end we define the space
where we are using the compliance tensor The following two facts concern (B.2).
(a) It can be shown that (AU, U ) H = 0 for every U ∈ D(A) and that the operators I ± A : D(A) → H are surjective. We omit the details of these two computations, but note that more information can be found in [3] by disregarding the acoustic fields. By classical theory of C 0 -semigroups of operators, this implies that A is the infinitesimal generator of a C 0 -group of isometries in H. is the solution to (3.1). This can be done quickly by first noticing that the differential equations gathered in (B.2) and the definitions of p and ξ, imply that for all t ∈ [0, T ], p(t) = ρ −1 div (S(T − t) + Er(T − t)) + f (t), S(T − t) = Cε(p(t)), r(T − t) = ∇ξ(t).
These equalities can be used to verify the second order differential equation (3.1c), the Dirichlet condition (3.1e), and the Neumann condition for the elastic stress (3.1f). Moreover, ξ = M Ω ε(p) compiles the elliptic differential equation (3.1d), the grounding condition (3.1g), and the Neumann condition for the electric displacement (3.1h).
With respect to the bounds, we first use Theorem B.1 and (B.5) to obtain estimates whose solution is v =u (here we use thatu(0) = 0 as follows from the hypotheses on f ). Therefore (B.8) holds when f ∈ W. Moreover, the linear map W f −→u(T ) ∈ H, which solves (B.6) and evaluates the derivative of the solution at T , admits the bound u(T ) H ≤ 2|||f ||| T . This map can be extended to any element of the closure of W with respect to the given norm, which includes f ∈ C 1 ([0, T ]; H) with f (0) = 0. (We note that in [16, Chapter 4, Corollary 2.6], local integrability ofḟ is enough to guarantee the existence of solution.) Fig. A.2 . Snapshots from the simulation described in the text with the computed solution u h using the optimal control z h on the left and the desired state u d on the right at timesteps 81, 241, 321, and 401.
