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ABSTRACT
Amethod was recently proposed which allows the conversion of the weak-lensing effects
in the type Ia supernova (SNeIa) Hubble diagram from noise into signal. Such signal
is sensitive to the growth of structure in the universe, and in particular can be used
as a measurement of σ8 independently from more traditional methods such as those
based on the CMB, cosmic shear or cluster abundance. We extend here that analysis
to allow for intrinsic non-Gaussianities in the supernova PDF, and discuss how this
can be best modelled using the Bayes Factor. Although it was shown that a precise
measurement of σ8 requires ∼ 105 SNeIa, current data already allows an important
proof of principle. In particular we make use of the 706 supernovae with z 6 0.9 of the
recent JLA catalog and show that a simple treatment of intrinsic non-Gaussianities
with a couple of nuisance parameters is enough for our method to yield the values
σ8 = 0.84+0.28−0.65 or σ8 < 1.45 at a 2σ confidence level. This result is consistent with
mock simulations and it is also in agreement with independent measurements and
presents the first ever measurement of σ8 using SNeIa magnitudes alone.
1 INTRODUCTION
Type Ia supernovae (SNeIa) are arguably the most impor-
tant and reliable estimators of extragalactic distances. As it
is well know, they provided the first solid evidence of the
present cosmological acceleration (Riess et al. 1998; Perl-
mutter et al. 1999). Since this discovery a large effort has
been devoted to testing and improving the calibration of the
SNeIa and to correcting their light curves in order to under-
stand and control systematics (Kessler et al. 2009; Conley
et al. 2011; Betoule et al. 2013; Scolnic et al. 2013).
As their light comes from high redshifts (up to z ' 2)
gravitational lensing from intervening matter is expected
to play an important role. The correction induced by lens-
ing will in fact become a major source of uncertainty when
richer and deeper SNeIa catalogs are compiled in the next
years. The Large Synoptic Survey Telescope (LSST) project
plans for instance to collect over a million SNeIa in ten
years (Abell et al. 2009), roughly a thousand-fold increase
from number of SNeIa observed so far. A great effort is there-
fore being put forward to better understand this and avoid
biases; see e.g. (Jönsson et al. 2008; Amendola et al. 2010;
Takahashi et al. 2011; Clarkson et al. 2012; Bolejko & Fer-
reira 2012; Ben-Dayan et al. 2013; Zitrin et al. 2013).
Gravitational lensing changes the intrinsic distribution
function of the SNeIa magnitudes, increasing the scatter
and introducing non-Gaussianity. In (Marra et al. 2013),
we have obtained the lensing variance, skewness and kur-
tosis of the SNeIa distribution via sGL, a fast simulation
method developed in (Kainulainen & Marra 2009, 2011a,b).
When confronted to N -body simulations sGL was shown to
be very accurate up to z ' 1.5, with the advantage of re-
sults being given as function of the relevant cosmological
parameters. They also were in very good agreement with
observational data (Jönsson et al. 2010a; Kronborg et al.
2010; Jönsson et al. 2010b) and with other recent indepen-
dent theoretical estimations (Ben-Dayan et al. 2013). These
fits can be employed to take into account the lensing ex-
tra scatter for any value of the cosmological parameters and
also to model the lensing non-Gaussianity. This fact was ex-
plored in (Quartin et al. 2014) where we proposed to use
these accurate determinations of the lensing moments to
measure cosmological parameters, following the ideas first
discussed in (Bernardeau et al. 1997; Hamana & Futamase
2000; Valageas 2000) and later further developed in (Dodel-
son & Vallinotto 2006). We showed that by using not just the
variance of the lensing signal but the third and fourth order
moments as well, a more precise and robust measurement
was possible. In a ΛCDM scenario it was verified that the
most sensitive cosmological parameters to supernova lensing
were Ωm0 and σ8. Now since the former is already tightly
constrained by the measurement of the supernova magni-
tudes themselves (i.e., by the first moment of the distribu-
tion), the most important new information gained was that
pertaining to σ8.
In particular it was shown that σ8 could be measured
by the LSST survey to within 3–7%, a value that is com-
petitive with usual methods based on cosmic shear, cosmic
microwave background (CMB) or cluster abundance, and
completely independent of these. In particular, it does not
rely on measuring galaxy shapes and is thus immune to the
systematics associated to the cross-correlation of intrinsic
galaxy ellipticities. Also, it does not require to extrapolate
the amplitude σ8 from recombination epoch to today, as
with the CMB technique, nor to make assumptions on the
threshold of formation of structures that is needed when
employing galaxy clusters. It also complements the method
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proposed in (Gordon et al. 2007), to wit correlating nearby
supernova magnitudes with their positions to obtain their
peculiar velocity correlations, which is also sensitive to σ8.
Here we extend on previous works on two fronts.
First, we generalize the method to include intrinsic non-
Gaussianities in the SNeIa distributions (that is, excluding
all lensing effects). We do so by employing one nuisance pa-
rameter for each central moment of the distribution. We then
argue that this is the most straightforward extension of the
standard supernova analysis and that a more complicated
parametrization should only be used if data itself demands
it; the Bayes Factor is a nice and simple way to decide which
parametrization to use. Second, we apply the above general-
ized procedure to two real supernova catalogs: the recently
published combined SDSS-II and SNLS 3-year results (Be-
toule et al. 2014), dubbed the Joint Lightcurve Analysis
(JLA) catalog and the older standard SNLS 3-year cata-
log (SNLS3) (Conley et al. 2011). We find that the method
works as is, even though data is usually not treated for sys-
tematics that affect the higher moments. We thus obtain the
first measurement of σ8 from supernova magnitudes alone.
This letter is organized as follows. In Section 2 we sum-
marize our methodology. In Section 3 we show how the
Bayed Factor can be used to best model the SNeIa probabil-
ity distribution function (PDF), and in Section 4 we apply
our method to real data. Finally, we conclude in Section 5.
2 THE METHOD OF THE MOMENTS
Here we summarize the main point of the method-of-the-
moments (MeMo), originally discussed in (Quartin et al.
2014). In a nutshell, the idea is to use the scatter in the Hub-
ble diagram to measure {Ωm0, σ8} by measuring the mean
µ′1 and the first three central moments (which we will col-
lectively refer to simply as µ1−4). The moments of the lens-
ing PDF µ1−4,lens were originally obtained from turboGL
and accurate fitting functions were made available in (Marra
et al. 2013). They are related to the full (observed) central
moments µ1−4 by
µ2 ≡ σ2tot = σ2lens + σ2int , (1)
µ3 = µ3,lens + µ3,int , (2)
µ4 = µ4,lens + 6σ2lens σ2int + 3σ4int + µ4,int , (3)
where {σint, µ3,int, µ4,int} are the “intrinsic” SNeIa disper-
sions, which we define including any experimental contribu-
tions. The number of moments to be used in this analysis
is in principle arbitrary as each new moment adds informa-
tion. However, it was shown in (Quartin et al. 2014) that for
supernovae almost all of the information is already included
using µ1−4 (and a very good fraction of it already in µ1−3).
The MeMo likelihood at each redshift bin is obtained
directly from the first four moments µ1−4:
LMeMo(Ωm0, σ8, {σint,j}) = exp
(
− 12
bins∑
j
χ2j
)
, (4)
χ2j =
(
µ− µdata
)t Σ−1j (µ− µdata) , (5)
µ = {µ′1, µ2, µ3, µ4} , (6)
where the vector µ(zj , σ8,Ωm0, σint) is the theoretical pre-
diction for the moments, and its second-to-fourth compo-
nents are defined in (1)–(3). The mean µ′1 is the theoreti-
cal distance modulus. The quantity µdata(zj) is the vector
of fiducial or measured (sample) moments. In forecasts it is
µ(zj , σ8,Ωm0, σint) evaluated at the fiducial model, while for
real data it is best to use unbiased estimators of the central
moments (sometimes called h-statistics, see (Dwyer 1937)).
For instance for the third moment
µ3,data(zj) =
∑
k
Nj
[
mk,j − µ′1,data(zj)
]3
(Nj − 1)(Nj − 2) , (7)
where mk,j are the SNeIa distance moduli observed in the
redshift bin centered at zj . The covariance matrix Σ is built
using the fiducial (or observed) moments and therefore does
not depend explicitly on cosmology (but it does on z). The
full covariance matrix for µ1−4, which appears in (5), can
be found in (Quartin et al. 2014).
Note that the estimators found in (Quartin et al. 2014)
are in fact biased estimators, which only converge to the un-
biased ones in the limit of large number of data points in
each bin. For forecasts, such as the ones carried out in (Quar-
tin et al. 2014) this is irrelevant, but for real data here em-
ployed we find small but non-negligible corrections due to
the fact that most bins have less than 50 SNeIa. Note that
for such a small number of data points there are also small
corrections to the full covariance matrix, the computation
of which is straightforward using computer algebra software
(we employed the Mathematica package MathStatica)
but the result is too large to present here explicitly.
3 DEALING WITH THE INTRINSIC
SUPERNOVA PDF WITH THE BAYES
FACTOR
When the MeMo was originally proposed in (Quartin et al.
2014) the assumptions made about the intrinsic supernovae
dispersion was at the same time both conservative and ag-
gressive. The SNeIa were allowed to have a dispersion which
in one hand had a different σint(z) in each redshift bin,
but in the other was assumed to be Gaussian in each bin.
Real SNeIa data may nevertheless contain non-Gaussianities
which are not due to lensing, either intrinsic or due to sys-
tematics and/or to the lightcurve fitting procedures.
Here we generalize the method to include non-
Gaussianities in the form of intrinsic third and fourth central
moments. However, if we allowed all three parameters to be
free in every bin we would have no less than 30 nuisance
parameters to marginalize over! Clearly this is too conser-
vative, and instead we can do much better by following the
same prescription used for the standard supernova analy-
sis, which uses only µ′1. In that case, the supernova give
the distance modulus up to a single nuisance parameter M ,
which describes the intrinsic magnitude of the supernovae,
and which is assumed to be constant in z. In fact, a fine
tuned M(z) is able to fit all supernova data without any
need for a cosmological constant or accelerated expansion.
Clearly this is a contrived scenario, and cosmologist find it
best to keepM as a constant parameter and interpret super-
novae data as an indication of cosmic acceleration. The same
approach is probably best also for lensing, and we should
only go beyond constant σint, µ3,int and µ4,int if data de-
mands it. In fact, for both catalogs here employed µ4,int = 0
c© 2014 RAS, MNRAS 000, 1–6
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Figure 1. All 10 independent terms in the MeMo likelihood. The diagonal plots depict the measured central momenta together with the
weak lensing prediction for 2 values of σ8: the CMB fiducial (σ8 = 0.8, dashed orange) and σ8 = 1.6 (dot-dashed blue), which we exclude
at 2.3σ. In the off-diagonal cases data and model intermix, so instead we plot ΣXY : points above (below) zero increase (decrease) the χ2.
Although in some cases the modelling of the intrinsic non-Gaussianities as extra moments constant in z (using 2 nuisance parameters)
looks simplistic, the get χ2/d.o.f. = 1.3. However, the last bin is an outlier, so we remove it and get a very good χ2/d.o.f. = 1.06.
Table 1. Bayesian model comparison between different hypothesis on σint and µ3,int
Hypothesis Probability
Data Model 1 Model 2 lnB12 of best model σ−level
µ1−2 (JLA) const. σint(z) −47 1− 4× 10−21 9.4
µ1−4 (JLA) const. σint(z) & µ3,int(z) 60 1− 9× 10−27 10.7
µ1−4 (JLA) fixed in best fit const. 11 1− 2× 10−5 4.3
µ1−4 (DES) const. σint(z) & µ3,int(z) 190 1− 3× 10−83 19
was either the preferred value or very close to it, so for sim-
plicity henceforth we assume, unless otherwise stated, that
µ4,int = 0. This has only a small effect on the end results.
The best way to decide whether additional nuisance
parameters are necessary is through the Bayes Factor
(B12) (Trotta 2007, 2008; Verdinelli & Wasserman 1995),
which is just a ratio of the so-called “evidences” of two mod-
els. The evidence is just the integral of the posterior over
all data, and is usually neglected in parameter estimations.
It is nevertheless very useful to compare models because it
not only prefers models that fit best the data but has also a
built-in “Occam’s Razor” property. It is usually employed in
conjunction with the Jeffrey’s scale to decide which model
is best. Here we went further and converted probabilities,
given by 1/(1 + exp |B12|), into σ−levels assuming Gaussian
errors (i.e., 0.32 → 1σ, 0.05 → 2σ, 0.003 → 3σ and so
forth). We believe this makes it simpler to interpret the re-
sults. We thus computed B12 for real data in order to decide
which is the best way to parametrize the intrinsic dispersion
of the SNeIa. We conclude that a constant σint and µ3,int is
favored over σint(z) and µ3,int(z). The results are in table 1.
For future data from the Dark Energy Survey (DES), we did
a similar test this time assuming a constant σint and µ3,int
as fiducial. The results clearly show that if that is the case,
data will strongly favor the simpler model. It is possible that
more complex modelling of intrinsic non-Gaussianity will be
needed in the future for very large catalogs such as the one
from LSST (Abell et al. 2009), but this can be tested as
above.
We also tested the MeMo for the Union 2.1 cata-
log (Suzuki et al. 2012). However, we found that for the com-
plete catalog we could not get a good fit (too high χ2/d.o.f.).
This may be due to the fact that it is a compilation of SNeIa
from many different surveys. Although care was taken to
homogenize the catalog (and that a recent blind search for
systematics in (Amendola et al. 2013; Heneka et al. 2014)
found no evidence of any), the focus has always been on µ′1,
whereas here the lensing signal comes from higher moments.
c© 2014 RAS, MNRAS 000, 1–6
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Figure 2. Left: Posteriors on σ8 from JLA and SNLS3 data after marginalizing over all other parameters. We assume that both σint
and µ3,int are constant in redshift and that µ4,int = 0. The solid dark red curve is the posterior using the real JLA data; the green
long-dashed curve is the same for SNLS 3-year data; the orange dotted curves are 5 different forecasts using mock catalogs with the same
number and redshift distribution of SNeIa as the JLA catalog. Right: Same for {σ8,Ωm0} for JLA.
4 MEASURING σ8 WITH JLA AND SNLS3
SUPERNOVA CATALOGS
In this Section we apply the method for data with z 6 1 in
two supernova catalogs: SNLS3 (460 supernovae) and JLA
(732 supernovae). The reason for the cutoff at z = 1 is that
both catalogs have too few supernovae beyond that, making
it pointless and error prone any attempt to compute the
central moments in that range. We employ a simple binning
of the data in 10 redshift bins of 0.1 width. Since the distance
modulus change inside each bin is significant, care must be
taken when computing the central moments. One cannot use
mk,j in (7) directly as the measured distance moduli of each
supernova. Instead,mk,j should be evaluated as the distance
modulus at zj at the bin center plus the deviation ∆mk,j
with relation to the best fit curve mbest(z). In other words:
mk,j ≡ mcatalogk,zk −mbest(zk) +mbest(zj) . (8)
Moreover, since current data does not put tight constraints
in σ8, we extended the numerical simulations in (Marra et al.
2013) for a broader range of values, namely 0 < σ8 < 2.
Figure 1 depicts all 10 central moment terms in the
likelihood, together with the expectation due to lensing as-
suming two different values of σ8.
Figure 2 [left] depicts the marginalized posterior of σ8
for the JLA and SNLS3 data, together with 5 mock catalogs
with the same number and redshift distribution of SNeIa
as the JLA catalog. Figure 2 [right] shows the marginalized
posterior of {σ8,Ωm0} for the JLA catalog. For JLA the
last z bin (with only 26 SNeIa) is an outlier, so we removed
it. We then get σ8 = 0.84+0.28−0.65 or that σ8 < 1.45 at a
2σ confidence level. The overall χ2/d.o.f. is a very good
1.06 (if we kept the last bin, χ2/d.o.f. = 1.3). For the mock
catalogs we use as fiducial values for the moments of the
intrinsic SNeIa PDF the values obtained in the best-fit of
the JLA catalog. It is interesting to note that even for the
older SNLS3 catalog one can gets σ8 = 0.93+0.24−0.72 or that
σ8 < 1.49. This is the first time information on cosmological
perturbations is obtained from SNeIa data alone.
Figure 3 shows the marginalized likelihoods for the in-
Figure 3. Intrinsic moments, in magnitudes, for the JLA (solid
curves) and SNLS3 (dashed) catalogs. For µ3, JLA accepts
µ3,int = 0, while for SNLS µ3,int = (6.1 ± 1.9) × 10−4. Note
that in both catalogs µ4,int = 0 is well inside 1σ.
trinsic moments (our nuisance parameters). In both cat-
alogs µ4,int = 0 is well inside 1σ. For µ3, for JLA one
has µ3,int = (0.8 ± 2.7) × 10−4, while for SNLS3 we find
µ3,int = (6.1± 1.9)× 10−4.
In table 2 we compute the evidence for lensing in JLA,
SNLS3 and future surveys in detecting lensing signal. We
find that JLA can only give a very faint hint at the exis-
tence of lensing (0.9σ), and even that only when using all 4
moments. In fact, using only the variance as usually done in
the literature, this faint hint disappears completely, which is
consistent with the results in (Karpenka et al. 2013). This
is better understood in our forecasts for future DES and
LSST data (using 105 SNeIa) where one can clearly see that
adding the third and fourth moments increases the evidence
for lensing. For these forecasts we assume intrinsic Gaus-
sianity with σint = 0.12 mag as our fiducial model.
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Table 2. Model comparison between supernovae with lensing
(model 1) and without lensing (model 2)
Hypothesis
Data σint µ3,int µ4,int lnB12 σ−lev.
µ1−2 (JLA) σint(z) — — 0.1 0.7
µ1−4 (JLA) const. const. ≡ 0 0.46 0.9
µ1−4 (JLA) σint(z) µ3,int(z) ≡ 0 0.17 0.7
µ1−2 (DES) const. – – 1.4 1.3
µ1−3 (DES) const. const. – 1.8 1.5
µ1−4 (DES) const. const. ≡ 0 2.8 1.9
µ1−4 (DES) σint(z) µ3,int(z) ≡ 0 0.7 1.0
µ1−4 const. const. ≡ 0 21 6.2
(LSST100k)
5 DISCUSSION
In this letter we obtained the first constraints for σ8 from
SNeIa data alone. In other words, without need to cross-
correlate SNeIa with matter distribution data, as done for in-
stance in (Smith et al. 2014). In order to obtain such bounds
we used two nuisance parameters to cope with intrinsic scat-
ter and skewness in the data. In principle one can use also a
third nuisance parameter for the kurtosis, but data showed
no need of it. In fact, for the JLA catalog even µ3,int could
be set to zero, but we chose to leave it and marginalize over
to get more conservative results.
Nevertheless, although the obtained bounds for σ8 are
very broad and systematics may be present, the consistency
of the data with our mocks serves as an important validation
of the method and opens up a new avenue in cosmology. In
the future in order to best use this lensing information it
is important to study whether experimental details or data
reduction methods introduce systematics in the form of non-
Gaussianities. Moreover, here we made use of the inferred
SNeIa distances directly from JLA and SNLS3 catalogs. It
would be interesting to check in detail whether including the
σ8 dependence due to lensing in the lightcurve fitter itself
(i.e., simultaneously with the stretch and color corrections)
significantly affects any of the results.
It is clear that other similar tests can be employed with
our methods. For instance, one can fix completely the cos-
mology at, say, the CMB values and just do a hypothesis test
on the data as a consistency check with lensing predictions.
Other interesting possibilities would be instead to use SNeIa
lensing to test either the power spectrum directly (Ben-
Dayan & Kalaydzhyan 2013) or the halo models (Fedeli &
Moscardini 2013), but both require re-deriving our estimates
for the central moments.
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