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Abstract
The initial-boundary value problem in a bounded domain with moving boundaries and nonhomogeneous
boundary conditions for the Korteweg–de Vries equation is considered. Existence and uniqueness of global
strong solutions are proved as well as the exponential decay of small solutions in asymptotically cylindrical
domains.
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1. Introduction
This work concerns the global existence, uniqueness and asymptotic behavior of strong so-
lutions for the Korteweg–de Vries (KdV) equation posed in a bounded domain with moving
boundaries and nonhomogeneous boundary conditions. Historically, interest in KdV-type equa-
tions dates from the 19th century, when Russel [23], Airy [8], Boussinesq [5] and later Korteweg
and de Vries [17] studied propagation of waves in dispersive media. Mathematical study of
the KdV equation was initiated in 1960s by Gardner et al. [12], Lax [20], Sjöberg [24] and
Temam [25]. Precise well-posedness theory for this equation was developed by Kato [15], Bona
et al. [2], Goldstein [13], Faminskii [9] among others. For more extensive bibliography see [1,21].
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i.e., initial-value problem posed on the entire real line. In the last decades Bona and Winther [4],
Faminskii [9,11], Hammack and Segur [14], Zabusky and Galvin [26] among others, considered
boundary-value problems in semi-infinite domains (so-called quarter-plane problems) which cor-
respond to a natural physical situation when a known wavetrain is generated at one end and
propagates into a quiescent region of the medium of propagation.
However, if one is interested in implementing a numerical scheme to calculate solutions of
the Cauchy or a quarter-plane problem, there arises the issue of cutting off the spatial domain.
Once this is done, some boundary conditions are needed to specify the solution completely. Finite
domains of wave propagation also arise naturally in certain practical situations [3]. Moreover, in
real circumstances, a domain of wave propagation changes in time and mathematical analysis of
such a problem is consequently more than welcome.
Well-posedness of initial-boundary value (IBV) problems for the classical KdV equation
(constant coefficients) in cylindrical domains (i.e., two fixed boundaries) was established by Bub-
nov [7], Khablov [16], Bona et al. [3], Boutet de Monvel and Shepelsky [6], Faminskii [9,10],
Larkin [18,19] among others, in various functional classes and for various types of boundary
conditions.
In [7] the author gives sufficient conditions on the coefficients appearing in rather general
boundary data in order to prove strong/weak solvability and uniqueness for the nonhomoge-
neous dimensionless KdV equation subject to zero initial datum. In [16] the global solvability of
IBV problem for the KdV equation is established using the special basis which allows to prove
the convergence of Galerkin’s approximations to regular solutions. In [3] the authors study the
IBV problem for the KdV equation with a linear travelling term. Applying the methods of gen-
eral abstract semigroup theory, they establish global well-posedness of this problem in Hs with
s  0 under so-called s-compatibility conditions. In [6] the authors analyse an IBV problem for
the mKdV equation (opposite sign of higher derivative) by expressing the solution in terms of
solutions for the corresponding Riemann–Hilbert problem in the complex plane of the spectral
parameter. In [10] the global existence results are established using a linearization of the gener-
alized KdV equation with posterior local and global existence theorems for nonlinear problem.
It should be noted that no one of these papers deals with the asymptotics of solutions as t → ∞.
As concerns the multi-dimensional versions of the KdV-type equations, a mixed problem in a
finite domain for a 2-D analogue of the KdV equation has been studied by Pyatkov [22]. Using
a perturbed equation and uniform a priori estimates, he proves the existence and uniqueness of a
global strong solution also with no aim to analyse its asymptotics.
However, the complete analysis of problems in non-cylindrical domains (moving boundaries),
as well as its asymptotic behaviour are lacking, probably due to a specific technique used which
is not well adapted for differential operators with variable coefficients. Indeed, the most common
way to treat this kind of problems is to transform a domain with moving boundaries into cylindri-
cal one. This leads to differential equations with coefficients and the right-hand side depending
on spatial and time variables which provides technical difficulties while the semigroup theory or
other similar methods are used.
One of the interesting features of the KdV equation is that its solutions may be obtained
as a limit of solutions for the Kuramoto–Sivashinsky (KS) equation. Due to physical reasons,
this passage to the limit first was studied for the initial-value problem [2]. As concerns initial-
boundary value problems, such a technique meets serious difficulties stipulated by the number of
boundary conditions necessary to maintain the well-posedness of a problem: it should be imposed
four boundary conditions for the KS equation and only three conditions for the KdV equation.
G.G. Doronin, N.A. Larkin / J. Math. Anal. Appl. 328 (2007) 503–517 505The question is how and what boundary conditions for the KS equation should be imposed in
order to pass to the limit from the KS to the KdV equation? In the case of cylindrical domains this
problem has been solved in [18] for the homogeneous KdV equation with constant coefficients
and homogeneous boundary conditions.
In this paper we study initial-boundary value problem for the KdV equation in a bounded
domain with moving boundaries and nonhomogeneous boundary conditions. Such a problem
arises naturally in certain circumstances when this equation is used as a model for waves and
numerical scheme is needed, [3]. We show that this problem may be reduced to a boundary-
value problem in a cylindrical domain with a differential operator and right-hand side depending
on spatial and time variables, and that this problem is well-posed for suitable initial and boundary
conditions.
Distinctly from [3,6,7,10,16], our main goal is to show that solutions of a mixed problem
for the KS-type equation approximate solutions of a mixed problem for the KdV equation (that
makes a certain physical sense [2,18]), and that the KdV equation possesses a dissipation mech-
anism which assures the exponential decay of at least small solutions as t → ∞.
The paper has the following structure: in the next section we formulate the problem and main
results of the article. In Sections 3–5 we obtain global solutions for the KdV equation as a sin-
gular limit of solutions to a corresponding mixed problem for the KS-type equation. Uniqueness
of the solution obtained is proved in Section 5.2. Finally, in Section 6, we prove the exponential
decay as t → ∞ for L2-norms of small solutions in domains asymptotically close to cylindrical
ones.
2. Problem and main results
For real τ  0, let Dτ be time-moving interval: Dτ = {ξ ∈ R | α(τ) < ξ < β(τ)} and Qτ de-
note bounded domain with moving boundaries: Qτ = {(ξ, τ ) ∈ R2 | ξ ∈ Dτ , τ ∈ (0, T ), T > 0}.
In Qτ we consider the classical dimensionless KdV equation
vτ + vvξ + vξξξ = 0 (2.1)
subject to initial and boundary conditions:
v(ξ,0) = v0(ξ), ξ ∈ D0, (2.2)
v
(
α(τ), τ
)= ϕ1(τ ), v(β(τ), τ)= ϕ2(τ ), vξ (β(τ), τ)= ψ(τ) (2.3)
with (ϕ1, ϕ2,ψ,α,β)(τ ) ∈ C2([0,∞)) and
0 < α0  β(τ)− α(τ) β0 < ∞
for all τ  0.
To obtain regular solutions, we impose the following compatibility conditions:
ϕ1(0) = v0
(
α(0)
)= v′′0(α(0)), ϕ2(0) = v0(β(0)), ψ(0) = v′0(β(0)). (2.4)
We adopt the usual notation ‖ · ‖(τ ) to denote the norm in L2(Dτ ).
The main results of the paper are the following theorems.
Theorem 1. Let v0 ∈ H 3(D0) and compatibility conditions (2.4) hold. Then for all finite T > 0
there exists a unique strong solution to problem (2.1)–(2.3) such that
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vt ∈ L∞
(
0, T ;L2(Dτ )
)∩L2(0, T ;H 1(Dτ )).
Theorem 2. Suppose
(ϕ1, ϕ2,ψ, α
′, β ′)(τ ) ∈ L1(0,∞)∩L∞(0,∞), (2.5)
and for all τ > 0 and any κ > 0 one can find real numbers γ ∈ (0, κ) and Φ0 > 0 such that
τ∫
0
eκs
[|ϕ1| + |ϕ2| + |ψ | + |α′| + |β ′|](s) ds Φ0eγ τ . (2.6)
Then there exist real numbers δ > 0, ζ > 0 and V0 > 0 such that if(
‖v0‖ +
∞∫
0
[|ϕ1| + |ϕ2| + |ψ | + |α′| + |β ′|]dτ
)
 δ, (2.7)
the following inequality holds:
‖v‖(τ ) V0e−ζ τ . (2.8)
We prove these theorems in the next sections by the following way. First, we reduce problem
(2.1)–(2.3) to the initial-boundary value problem with homogeneous boundary conditions for the
KdV equation with variable coefficients and the right-hand side posed in a cylindrical domain.
Then we regularize this problem by the KS-type equation with suitable boundary conditions and,
using the Faedo–Galerkin method with a special basis, prove the existence of global solutions
for this regularization. Next, we obtain a priory estimates independent of the parameter of regu-
larization which allows to pass to the limit getting the desired solution. In the last two sections
the uniqueness and asymptotic stability (Theorem 2) are proved using the weight estimates.
3. Transformed and regularized problems
First, we change the variables to transform the moving boundary domain Qτ into the cylin-
drical one. Let
x = ξ − α(τ)
β(τ)− α(τ) , t = τ.
Setting v˜(x, t) = v(ξ(x, t), t) and dropping the tilde, Eq. (2.1) becomes
vt +
[(
lnp(t)
)′
x − p(t)α′(t)]vx + p(t)vvx + p3(t)vxxx = 0 (3.1)
with p(t) = (β(t)− α(t))−1 > 0, in the cylindrical domain
Q = {x ∈ (0,1), t ∈ (0, T )}.
Boundary conditions (2.3) become
v(0, t) = ϕ1(t), v(1, t) = ϕ2(t), vx(1, t) = p(t)ψ(t) := Ψ (t), (3.2)
and initial data (2.2) change to
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([
β(0)− α(0)]x + α(0)). (3.3)
Introducing the unknown function
u = v − ϕ1 +
[
2(ϕ1 − ϕ2)+Ψ
]
x + [ϕ2 − ϕ1 −Ψ ]x2,
we rewrite (3.1) as
ut + P(x, t)u+R(x, t)ux + p(t)uux + p3(t)uxxx +H(x, t) = 0. (3.4)
Here we denote
P(x, t) = −2(ϕ1 − ϕ2)(t)−Ψ (t)− 2(ϕ2 − ϕ1 −Ψ )(t) · x,
R(x, t) = (lnp(t))′ · x − p(t)α′(t)+ ϕ1(t)− (2(ϕ1 − ϕ2)+Ψ )(t) · x
− (ϕ2 − ϕ1 −Ψ )(t) · x2,
H(x, t) = P(x, t)ϕ1(t)+ 2R(x, t)ϕ1(t) · x + P 2(x, t) · x + 3P(x, t)R(x, t) · x2
+ 2R2(x, t) · x3.
Finally, dividing (3.4) by p3(t) > 0, we come to the following nonhomogeneous KdV-type equa-
tion with variable coefficients:
a(t)ut +A(x, t)u+B(x, t)ux + b(t)uux + uxxx = f (x, t), (3.5)
where
a(t) = p−3(t) ≡ (β − α)3(t), (3.6)
A(x, t) = P(x, t)/p3 ≡ P(x, t)(β − α)3(t), (3.7)
B(x, t) = R(x, t)/p3(t) ≡ R(x, t)(β − α)3(t), (3.8)
b(t) = (β − α)2(t), (3.9)
f (x, t) = −H(x, t)/p3(t) ≡ −H(x, t)(β − α)3(t), (3.10)
and P , R and H are defined above.
Thus, our aim is to obtain a solution of (3.5) satisfying the initial data
u(x,0) = u0(x) := v0
([
β(0)− α(0)]x + α(0))− ϕ1(0)+ [2(ϕ1 − ϕ2)+Ψ ]t=0x
+ [ϕ2 − ϕ1 −Ψ ]t=0x2 (3.11)
and homogeneous boundary conditions
u(0, t) = u(1, t) = ux(1, t) = 0, t ∈ (0, T ). (3.12)
Let ν > 0. For the unknown function
u˜ = u˜(x, t, ν) (3.13)
we consider in Q = (0,1)× (0, T ) the following regularized problem:
Lu˜ ≡ a(t)u˜t +A(x, t)u˜+B(x, t)u˜x + b(t)u˜u˜x + u˜xxx + νu˜xxxx = f (x, t), (3.14)
u˜(x,0) = u0(x), x ∈ (0,1), (3.15)
u˜(0, t) = νu˜xx(0, t) = u˜(1, t) = u˜x(1, t)+ νu˜xx(1, t) = 0. (3.16)
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Using basis functions wj(x) ∈ H 4(0,1), defined as orthonormal in L2(0,1) solutions of the
eigenvalue problem
νD4wj = λwj , (3.17)
wj(0) = wj(1) = νw′′j (0) = w′j (1)+ νw′′j (1) = 0, j ∈ N, (3.18)
we construct approximations
uN =
N∑
j=1
gNj (t)wj (x), (3.19)
where gNj (t) are solutions for the non-linear system of ordinary differential equations(
LuN,wj
)
(t) ≡ a(t)(uNt ,wj )(t)+ (A(x, t)uN,wj )(t)+ (B(x, t)uNx ,wj )(t)
+ b(t)(uNuNx ,wj )(t)+ (uNxxx,wj )(t)+ ν(uNxxxx,wj )(t)
= (f,wj )(t), j = 1, . . . ,N, (3.20)
subject to initial data
gNj (0) = (u0,wj ).
Here (u, v)(t) is the inner product in L2(0,1). Due to orthonormality of {wj(x)} in L2(0,1),
system (3.20) can be written in the normal form. Hence, its solution exists on some time-interval;
the a priori estimates to be given below show that the interval of existence is in fact entire (0, T ).
4. A priori estimates
First, we are going to obtain a priori estimates for approximations (3.19), depending on T > 0
and ν > 0, to show that uN are globally defined. Passing to the limit as N → ∞, we prove the
global existence of regularized solution (3.13). Next, we will derive estimates for (3.13), which
do not depend on ν, in order to pass to the limit as ν → 0 in (3.14). This permits us to obtain a
desired solution to the transformed problem (3.5), (3.11), (3.12).
Hereafter we omit the index N in calculations.
4.1. First estimate
Setting in (3.20) uN(x, t) in place of wj and integrating by parts, we get
a(t)
2
d
dt
‖u‖2(t)+ ν‖uxx‖2(t)+ 12
(
u2x(0, t)+ u2x(1, t)
)

(
1
2
+ sup
x∈(0,1)
∣∣A(x, t)∣∣+ 1
2
sup
x∈(0,1)
∣∣Bx(x, t)∣∣
)
‖u‖2(t)+ 1
2
‖f ‖2(t).
Integrating this inequality in t ∈ (0, T ) gives
‖u‖2(t)+ ν
t∫
‖uxx‖2(τ ) dτ +
t∫ (
u2x(0, τ )+ u2x(1, τ )
)
dτ0 0
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(
‖u0‖2 +
t∫
0
‖f ‖2(τ ) dτ
)
, (4.1)
where the positive constant C depends on
T > 0, sup
Q¯
∣∣A(x, t)∣∣, sup
Q¯
∣∣Bx(x, t)∣∣, inf
(0,T )
a(t),
and does not depend on ν > 0. Here and later ‖ · ‖ means the norm in L2(0,1).
4.2. Estimates dependent of ν
Substituting wj in (3.20) by uNxxxx , we integrate the result over (0,1), taking into account
(3.18). This gives
a(t)
2
d
dt
‖uxx‖2(t)+ νa(t) d
dt
u2xx(1, t)+
(
A(x, t)u,uxxxx
)+ (B(x, t)ux,uxxxx)
+ b(t)(uux,uxxxx)+ (uxxx, uxxxx)+ ν‖uxxxx‖2(t)
= (f,uxxxx)(t).
Exploiting Ehrling’s and Young’s inequalities with arbitrary εi > 0, we estimate∣∣(Au,uxxxx)∣∣ ε1‖uxxxx‖2 +C(ε1) sup
Q¯
|A|2‖u‖2,
∣∣(Bux,uxxxx)w∣∣ ε2‖uxxxx‖2 +C(ε2) sup
Q¯
|B|2‖uxx‖2,
∣∣b(t)(uux,uxxxx)∣∣ b(t)‖uxxxx‖ sup
x∈(0,1)
|ux |‖u‖ ε3‖uxxxx‖2 +C(ε3)‖u‖2‖uxx‖2,
∣∣(uxxx, uxxxx)∣∣ ε4‖uxxxx‖2 + 14ε4
(
ε5‖uxxxx‖2 +C(ε5)‖u‖2
)
.
Choosing appropriate εi and taking into account (4.1), we conclude, by Gronwall’s lemma, that
‖uxx‖2(t)+ νu2xx(1, t)+ ν
t∫
0
‖uxxxx‖2(τ ) dτ K1
(
‖u0‖2H 2(0,1) +
t∫
0
‖f ‖2(τ ) dτ
)
,
(4.2)
where K1 depends on C from (4.1), and on ν > 0.
Now we differentiate (3.20) with respect to t > 0 and replace wj by uNt (x, t). Resulting
equation is
a(t)
2
d
dt
‖ut‖2 + a′(t)‖ut‖2 + (At , uut )(t)+
(
A,u2t
)
(t)+ (Bt , uxut )(t)+ (But , uxt )(t)
+ b′(t)(uux,ut )(t)+ b(t)
(
u2t , ux
)
(t)+ b(t)(uut , uxt )(t)+ (ut , uxxxt )(t)
+ ν(ut , uxxxxt )(t)
= (ft , ut )(t). (4.3)
Using (3.18), we rewrite (4.3) as
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2
d
dt
‖ut‖2 + ν‖utxx‖2 + 12
(
u2tx(0, t)+ u2tx(1, t)
)
 1
2
(‖ft‖2 + ‖ut‖2)+ (∣∣a′(t)∣∣+ sup
x∈(0,1)
|At | + sup
x∈(0,1)
|A|
)
‖ut‖2
+ 1
2
(
sup
x∈(0,1)
|Bt | + sup
x∈(0,1)
|B|
)
‖ut‖2 + 12 supx∈(0,1) |Bt | · ‖ux‖
2
+ 1
2
∣∣b′(t)∣∣ sup
x∈(0,1)
|u|(‖ux‖2 + ‖ut‖2)+ b(t) sup
x∈(0,1)
|ux | · ‖ut‖2. (4.4)
Replacing wj in (3.20) by uNt and setting t = 0 gives∥∥ut (x,0)∥∥K2(‖u0‖H 4(0,1)∩H 10 (0,1) + ‖f ‖(0)).
Moreover, estimates (4.1) and (4.2) imply uN ∈ L∞(0, T ;H 2(0,1)). Hence, by Gronwall’s
lemma, inequality (4.4) becomes
‖ut‖2(t)+ ν
t∫
0
‖utxx‖2(τ ) dτ +
t∫
0
(
u2tx(0, τ )+ u2tx(1, τ )
)
dτ
K3
(
‖u0‖2H 4(0,1)∩H 10 (0,1) + ‖f ‖
2(0)+
t∫
0
‖ft‖2(τ ) dτ
)
, (4.5)
where K3 depends on T > 0, C from (4.1), ‖u0‖H 4(0,1)∩H 10 (0,1), ‖f ‖, K1, K2 and on ν > 0.
Equations (3.20), after differentiation with respect to t , now yield
uNtt (x, t) ∈ L2
(
0, T ;H−2(0,1))
which together with (4.1), (4.2) and (4.5) ensure that approximations uN(x, t) can be extended to
entire Q = (0,1) × (0, T ) with arbitrary finite T > 0. Moreover, the above estimates guarantee
that uN contains a converging subsequence, and justify the passage to the limit as N → ∞
in (3.20). This proves the existence of a regularized solution (3.13).
4.3. Estimates independent of ν
Our aim now is to obtain uniform in ν > 0 estimates for regularized solutions (3.13). Since
our general purpose is to pass to the limit as ν → 0, it is sufficient to consider ν ∈ (0,1/2). First,
we remind that the constant C of estimate (4.1) does not depend on ν > 0. Hereafter, we drop
the tilde in calculations and use symbols Ci for all constants independent of ν.
Multiplying (3.14) by exu, we get
(
aexu,ut
)
(t)+ (Aex, u2)(t)+ (Bexu,ux)(t)+ (bexu2, ux)(t)+ (exu,uxxx)(t)
+ ν(exu,uxxxx)(t)
= (f ex, u)(t). (4.6)
The Young inequality and integration by parts give
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aexu,ut
)
(t) = a(t)
2
d
dt
(
ex, u2
)
(t),∣∣(Aex, u2)(t)∣∣ sup
x∈(0,1)
|A|(ex, u2)(t),
∣∣(Bexu,ux)(t)∣∣ ε(ex, u2x)(t)+Cε sup
x∈(0,1)
|B|2(ex, u2)(t),
∣∣(bexu2, ux)(t)∣∣=
∣∣∣∣−b(t)3
(
ex, u3
)
(t)
∣∣∣∣ |b(t)|3 maxx∈[0,1]
∣∣u(x, t)∣∣(ex, u2)(t)
 |b(t)|
3
e‖ux‖(t)‖u‖2(t) ε
(
ex, u2x
)
(t)+Cε‖u‖4(t)
 ε
(
ex, u2x
)
(t)+Cε
(‖u0‖4 + ‖f ‖4L2(Q)),
where ε is an arbitrary positive number. Furthermore,(
exu,uxxx
)
(t)+ ν(exu,uxxxx)(t)
=
(
1
2
− ν
)
u2x(0, t)+
e
2
(1 + 2ν)u2x(1, t)+
(
3
2
− 2ν
)(
ex, u2x
)
(t)
+ 1
2
(ν − 1)(ex, u2)(t)+ ν(ex, u2xx)(t).
Therefore, (4.6) yields
a(t)
d
dt
(
ex, u2
)
(t) C1
(
ex, u2
)
(t)+ 2e‖f ‖2(t)+C2
(‖u0‖4 + ‖f ‖4L2(Q)).
Exploiting the Gronwall lemma, we get
‖u‖2(t) (ex, u2)(t) C3(‖u0‖2 + ‖f ‖2L2(Q)) (4.7)
and consequently
t∫
0
ex
(
u2x(0, τ )+ u2x(1, τ )+ ν‖uxx‖2(τ )+ ‖ux‖2(τ )
)
dτ
C4
(‖u0‖2 + ‖f ‖2L2(Q)), for all t ∈ (0, T ), (4.8)
where C4 depends on ‖u0‖ and ‖f ‖L2(Q), but does not depend on ν > 0.
Now we differentiate (3.14) with respect to t , multiply the result by exut and integrate over
(0,1) to obtain(
a(t)exut , utt
)
(t)+ (a′(t)ex, u2t )(t)+ (Atexu,ut)(t)+ (Aex, u2t )(t)+ (Btexux,ut)(t)
+ (Bexut , uxt)(t)+ ((buux)t , exut)(t)+ (exut , uxxxt )(t)+ ν(exut , uxxxxt )(t)
= (ftex, ut)(t). (4.9)
We estimate all the terms of (4.9) by the same way as above except the term ((buux)t , exut )(t)
which becomes((
bu2/2
)
xt
, exut
)
(t) = −((b′u2/2 + buut), (exut + exuxt))(t)
= −(b′u2/2, exut)− (b′u2/2, exuxt)− (buut , exut)
− (buut , exuxt).
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two terms we have
I1 =
∣∣(buut , exut)(t)∣∣ C5‖ux‖(t)(ex, u2t )(t)
 C6
(
1 + ‖ux‖2(t)
)(
ex, u2t
)
(t),
I2 =
∣∣(buut , exuxt)(t)∣∣ ε(ex, u2xt)(t)+Cε(exu2, u2t )(t)
 ε
(
ex, u2xt
)
(t)+Cε‖ux‖2(t)
(
ex, u2t
)
(t).
Setting t = 0 in (3.14) gives
‖ut‖(0) C7
(‖u0‖H 3(0,1)∩H 10 (0,1) + ν‖u0‖H 4(0,1) + ‖f ‖(0)).
Therefore, (4.9) implies
‖ut‖2(t)+
t∫
0
(
u2xt (0, τ )+ u2xt (1, τ )+ ν‖uxxt‖2(τ )+ ‖uxt‖2(τ )
)
dτ
 C8
(‖u0‖2H 3(0,1)∩H 10 (0,1) + ν‖u0‖2H 4(0,1) + ‖ft‖2L2(Q)
)
. (4.10)
5. Existence and uniqueness
5.1. Passage to the limit
Estimates (4.7), (4.8) and (4.10) allow us to pass to the limit in (3.14) as ν → 0 in a weak
sense (see [18]): subsequence uν can be extracted from u˜ = u˜(x, t, ν) such that
uν → u strongly in C(Q) and weakly-star in L∞(0, T ;H 10 (0,1)),
uνt → ut weakly-star in L∞
(
0, T ;L2(0,1)) and
uνt → ut weakly in L2
(
0, T ;H 10 (0,1)
)
,
νuνxx → 0 weakly-star in L∞
(
0, T ;L2(0,1)). (5.1)
Since (4.2) and (4.5), the integral identity(
Luν, v
)
(t) ≡ ([a(t)uνt +A(x, t)uν +B(x, t)uνx + b(t)uνuνx], v)(t)+ (uνx, vxx)(t)
+ ν(uνxx, vxx)(t)
= (f, v)(t)
is valid for every v ∈ L2(0, T ;H 2(0,1)∩H 10 (0,1)) with vx(0, t) = 0. Setting ν → 0 and taking
into account (5.1), we get([
a(t)ut +A(x, t)u+B(x, t)ux + b(t)uux
]
, v
)+ (ux, vxx)(t) = (f, v)(t).
Boundary conditions u(0, t) = u(1, t) = 0 clearly hold, and the boundary condition ux(1, t) = 0
holds in a weak sense. Necessary regularity properties of this weak solution are established by
the usual way [18].
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dition u0 ∈ H 4(0,1). To relax this condition, we observe that (4.7) and (4.8) require only
u0 ∈ L2(0,1). Moreover, passing to the limit in (4.10) as ν → 0, one can get
‖ut‖2(t)+
t∫
0
‖uxt‖2(τ ) dτ  C8
(‖u0‖2H 3(0,1)∩H 10 (0,1) + ‖ft‖2L2(Q)
)
.
Therefore, approximating initial data u0 ∈ H 3(0,1)∩H 10 (0,1) with u′′0(0) = u′0(1) = 0 by func-
tions u0s ∈ H 4(0,1) ∩ H 10 (0,1) with u′′0s(0) = u′0s(1) = 0, we obtain the desired solution for
u0(x) defined by (3.11). This proves the existence part of Theorem 1.
Remark. The condition ϕ1(0) = v′′0 (α(0)), i.e., condition u′′0(0) = 0, seems like technical one.
It appears because we were looking for quite regular solution of the KdV equation approximating
it by solutions of the KS-type equation. However, if one is going to get weaker solutions, the
restriction above can be omitted.
5.2. Uniqueness
Let u¯ and ¯¯u be two solutions of (3.5), (3.11), (3.12) and v(x, t) = u¯(x, t)− ¯¯u(x, t). Then v is
a solution to the following problem:
a(t)vt +A(x, t)v +B(x, t)vx + b(t)(u¯vx + ¯¯uxv)+ vxxx = 0, (5.2)
v(0, t) = v(1, t) = vx(1, t) = 0, (5.3)
v(x,0) = 0. (5.4)
Multiplying (5.2) by exv, we obtain
a(t)
2
d
dt
(
ex, v2
)
(t)+ (Aex, v2)(t)− 1
2
(
(Bx +B)ex, v2
)
(t)+ b(t)((u¯vx + ¯¯uxv)ex, v)(t)
− ((exv + exvx), vxx)(t) = 0. (5.5)
Due to regularity of solutions u¯ and ¯¯u,
sup
Q¯
(∣∣u¯(x, t)∣∣, ∣∣ ¯¯u(x, t)∣∣)U < ∞.
Then (5.5) becomes
a(t)
2
d
dt
(
ex, v2
)
(t)+ 1
2
v2x(0, t)+
3
2
(
ex, v2x
)
(t)
 sup
Q¯
(
1 + |A| + 1
2
(|B| + |Bx |)
)(
ex, v2
)
(t)+ b(t)(3Uex |v|, |vx |)(t)
+ b(t)(Uex, v2)(t).
Taking into account properties of a(t), A(x, t), B(x, t) and b(t), we have
(
ex, v2
)
(t) C
t∫
0
(
ex, v2
)
(τ ) dτ.
By Gronwall’s lemma, (ex, v2)(t) = 0, and consequently, ‖v‖(t) = 0 for all t ∈ (0, T ).
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To prove the exponential decay of L2-norm of solutions, we are going to obtain time-
independent a priori estimate for this norm. Multiplying (3.4) by u, we get
1
2
d
dt
‖u‖2(t)+ 1
2
p3(t)u2x(0, t)+
((
P − 1
2
Rx
)
, u2
)
(t) = −(H,u)(t)
which can be written as
‖u‖(t) d
dt
‖u‖(t)+ 1
2
p3(t)u2x(0, t) sup
x∈(0,1)
∣∣∣∣P − 12Rx
∣∣∣∣(t)‖u‖2(t)+ ‖H‖(t)‖u‖(t).
Hence,
d
dt
‖u‖(t) sup
x∈(0,1)
∣∣∣∣P − 12Rx
∣∣∣∣(t)‖u‖(t)+ ‖H‖(t).
Integration in t > 0 and Gronwall’s inequality imply
‖u‖(t)
(
‖u0‖ +
t∫
0
‖H‖(τ ) dτ
)
exp
{ t∫
0
sup
x∈(0,1)
∣∣∣∣P − 12Rx
∣∣∣∣(τ ) dτ
}
, (6.1)
where the integrals are limited for all t  0 due to (2.7).
Now we multiply (3.4) by F(x)u with F(x) to be chosen later. Resulting equation is
1
2
d
dt
(
F,u2
)
(t)+
((
P − 1
2
Rx
)
F − 1
2
RF ′, u2
)
(t)− 1
3
p(t)
(
F ′, u3
)
(t)
− 1
2
p3(t)
(
F ′′′, u2
)
(t)+ 3
2
p3(t)
(
F ′, u2x
)
(t)+ 1
2
p3(t)F (0)u2x(0, t)
= −(HF,u)(t). (6.2)
Setting F(x) = 1 + 4x − x3 and using (6.1), we estimate
−p(t)
3
(
F ′, u3
)
(t)−p(t)
3
‖ux‖2(t)
(
F ′, |u|)
−p(t)
3
sup
x∈(0,1)
F ′‖u‖(t)(F ′, u2x)(t)
−4
3
p(t)A0
(
‖u0‖ +
t∫
0
‖H‖(τ ) dτ
)(
F ′, u2x
)
,
where
A0 = sup
t>0
exp
{ t∫
0
sup
x∈[0,1]
∣∣∣∣P − 12Rx
∣∣∣∣(τ ) dτ
}
.
Hence, equality (6.2) implies
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2
d
dt
(
F,u2
)
(t)+ 3p3(t)‖u‖2(t)
+ p3(t)
{
3
2
− 4
3
1
p2(t)
A0
(
‖u0‖ +
t∫
0
‖H‖(τ ) dτ
)}(
F ′, u2x
)
(t)

(∣∣∣∣
(
P − 1
2
Rx
)
F − 1
2
RF ′
∣∣∣∣, u2
)
(t)+ ∣∣(HF,u)(t)∣∣. (6.3)
Using (2.7) with δ > 0 sufficiently small, one can get
3
2
− 4
3
1
p2(t)
A0
(
‖u0‖ +
∞∫
0
‖H‖(τ ) dτ
)
 1
2
. (6.4)
Next, we observe that(
F ′, u2x
)
(t) ‖ux‖2  ‖u‖2  14
(
F,u2
)
.
This, together with (6.4), allows us to rewrite (6.3) as follows:
1
2
d
dt
(
F,u2
)
(t)+ p3(t)
(
1
8
+ 3
)(
F,u2
)
(t)
 sup
x∈(0,1)
∣∣∣∣P − 12Rx − RF
′
2F
∣∣∣∣(F,u2)(t)+ ∣∣(H,Fu)(t)∣∣.
Since (F,u2)(t) = ‖F 1/2u‖2(t) and 1 F(x) 4, the last inequality becomes
d
dt
∥∥F 1/2u∥∥(t)+ 25
8
p3(t)
∥∥F 1/2u∥∥(t) B(t)∥∥F 1/2u∥∥(t)+ 2‖H‖(t) (6.5)
with
B(t) = sup
x∈(0,1)
∣∣∣∣P − 12Rx − RF
′
2F
∣∣∣∣.
We denote ‖F 1/2u‖(t) = y(t). Then, due to estimate (6.1), inequality (6.5) reads
d
dt
y(t)+ κy(t)M(t), (6.6)
where
κ = sup
t>0
25
2
p3(t) > 0
and
M(t) = 4B(t)A0
(
‖u0‖ +
∞∫
0
‖H‖(τ ) dτ
)
+ 2‖H‖(t).
Multiplying (6.6) by eκt , we obtain
y(t) e−κt
[
y(0)+
t∫
eκτM(τ) dτ
]
.0
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t∫
0
eκτM(τ) dτ M0eγ t with γ < κ,
where M0 is proportional to Φ0. Hence,
y(t) e−(κ−γ )t
[
y(0)+M0
]
.
Returning to the original variables v(ξ, τ ) completes the proof of Theorem 2.
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