The slate recommendation problem aims to find the "optimal" ordering of a subset of documents to be presented on a surface that we call "slate". The definition of "optimal" changes depending on the underlying applications but a typical goal is to maximize user engagement with the slate. Solving this problem at scale is hard due to the combinatorial explosion of documents to show and their display positions on the slate. In this paper, we introduce Slate Conditional Variational AutoEncoders (Slate-CVAE) to generate optimal slates. To the best of our knowledge, this is the first conditional generative model that provides a unified framework for slate recommendation by direct generation. Slate-CVAE automatically takes into account the format of the slate and any biases that the representation causes, thus truly proposing the optimal slate. Additionally, to deal with large corpora of documents, we present a novel approach that uses pretrained document embeddings combined with a soft-nearest-neighbors layer within our CVAE model. Experiments show that on the simulated and real-world datasets, Slate-CVAE outperforms recommender systems that consists of greedily ranking documents by a significant margin while remaining scalable.
Introduction
Recommender systems modeling is an important machine learning area in the IT industry, powering online advertisement, social networks and content recommendation services (Schafer et al., 2001; Lu et al., 2015) . The results from recommender systems touches almost every Internet user. Typically recommendations are ordered and displayed on a surface or a page. We call these individual recommendations "documents" and their ordered list a "slate" (the same terminology used by (Swaminathan et al., 2017) and (Sunehag et al., 2015) ). A slate may have different formats for presenting documents but we can always fix an ordering of the display positions and view the slate as a sequence of 1 DeepMind, London, United Kingdom. Correspondence to: Ray Jiang <rayjiang@google.com>.
documents. Given a set of documents, the slate recommendation problem aims to find a subset of documents and its ordering such that the resulting slate is "optimal". In this paper, we consider a slate "optimal" when it maximizes user engagement. For example, given a database of song tracks, the optimal slate is an ordered list (in time or space) of k songs such that the user likes every song in that list (in the order they are presented). Another example considers news articles, the optimal slate has k ordered articles such that every article is read by the user.
We formally define the slate recommendation problem as follows. Let D denote a corpus of documents and let k be the slate size. We want to find an optimal slate s = (d 1 , d 2 , . . . , d k ) where d i ∈ D such that s maximizes
where r i ∈ R and r = (r 1 , . . . , r k ) is the engagement response vector from users. In particular, r i is the user response for document d i . For example, if the problem is to maximize the number of clicks on a slate, then every r i ∈ {0, 1} denotes whether the document d i is clicked. Without loss of generality, in the rest of this paper, we consider binary responses (i.e., R = {0, 1}).
For large scale recommender systems, a common scalable approach at inference time is to first select a much smaller subset S ∈ D. This step is called "candidate generation". Then a "ranking model", which is a function approximator such as a Multi-Layer Perception (MLP), is used to predict P(r|d) for each document d ∈ S and generates the slate by sorting the documents from S based on estimated P(r = 1|d) scores (Covington et al., 2016) . This two-step process is widely popular to solve large scale recommender problems due to its scalability and fast inference at service time. The candidate generation step can decrease the number of candidates from millions or billions to hundreds or less, effectively dealing with scalability when faced with a large corpus of documents D. Since |S| is much smaller than |D|, the ranking model can be reasonably complicated without increasing latency.
There are two main problems with this approach. First the candidate generation model and the ranking model are separately trained usually with different labels and are not optimized jointly, which leads to scenarios where the selected candidates in S are not necessarily the highest scoring documents of the ranking model. Second and most imporarXiv:1803.01682v3 [stat.ML] 9 Apr 2018 tantly, the greedy optimal ranking of documents on the slate often does not produce an optimal slate due to numerous biases that come with the visual presentation of the slate. In particular, one important neglected factor is the positional bias, namely the bias caused by users paying more attention to prominent slate positions (Joachims et al., 2005) . Another example is the contextual bias due to interactions between documents presented together in the same slate (Yue et al., 2010) , with possible interactions being content competition and complementarity, relative attractiveness, etc.
In this paper, we apply Conditional Variational AutoEncoders (CVAEs) (Kingma et al., 2014; Kingma and Welling, 2013; to model the distributions of whole slates conditioned on user response. We call our proposed model Slate-CVAE. The key contributions of our work are 1. To the best of our knowledge, this is the first conditional generative model that provides a framework for slate recommendation by direct generation. It does not require a candidate generator at inference time and is flexible enough to work with any visual presentation of the slate as long as the ordering of display positions is fixed throughout training and testing stages.
2. To deal with the problem at scale, we introduce an architecture that uses pretrained document embeddings combined with a soft-nearest-neighbors layer within the CVAE model. This architecture accelerates training and allows to make inference in logarithmic time with respect to the total number of documents in our corpus.
More precisely, the slates s = (d 1 , d 2 , . . . d k ) and the user response vector r are jointly drawn from a distribution P D k ×R k . We use a CVAE to model the joint distribution of all documents in the slate conditioned on the user responses r,
At inference time, the Slate-CVAE model generates the optimal slate based on the ideal user response r .
The structure of this paper is the following. First we introduce related work on VAEs applied to the recommendation problem. Next we introduce our Slate-CVAE modeling approach. The last part of the paper is devoted to experiments on both simulated and the real-world datasets.
Background

Related Work
Traditional matrix factorization techniques have been applied to recommender systems with success in recommender systems competitions such as the Netflix Prize (Koren et al., 2009) . Later research emerged on using autoencoders to improve on the results of matrix factorization (Wu et al., 2016 ; (Abdollahi and Nasraoui, 2016) and variants of VAE models in the Collaborative Filtering (CF) paradigm to model recommender systems (Li and She, 2017; Lee et al., 2017; Liang et al., 2018 ) (Collaborative VAE, JMVAE, CVAE-CF, JVAE-CF). These models have primarily focused on the greedy approach of modeling independently each document or pairs of documents in the slate and applying the greedy ordering at inference time.
Our model is closely related to the Joint Multimodel Variational Auto-Encoder (JMVAE) architecture, Figure 1d as a graphical model. However, this is the first paper that addresses multi-document slates generation using conditional generative models. Instead of single document inputs, we use the concatenated document features, i.e. the whole slate as input. Instead of predicting user responses, our model directly generates the optimal slates. In terms of latent variable graphical model structures, our Slate-CVAE model does not incorporate collaborative filtering ideas but would treat any user information as well as any environmental or meta-session information as part of the conditioning (in the same way as it uses user responses). Thus, we ignore user information for clarity of exposition since this can be easily incorporated into the framework if needed. We list a few related VAE model structures for comparison in Figure 1 . It is not meant to be an exhaustive list since the major difference between our model and this collection of models is that we use the whole slate as input d and do not model the slate distributions from a collaborative filtering viewpoint.
Preliminary
Variational Auto-Encoders (VAEs) are latent-variable models that define a joint density P θ (x, z) between observed variables x and latent variables z parametrized by a vector θ. Training such models requires marginalizing the latent variables in order to maximize the data likelihood P θ (x) = P θ (x, z)dz. Since we cannot solve this marginalization explicitly, we resort to a variational approximation. For this, a variational posterior density Q φ (z|x) parametrized by a vector φ is introduced and we optimize the variational lower-bound on the data log-likelihood (ELBO):
where KL is the KullbackLeibler divergence and where P θ (z) is a prior distribution over latent variables. In a CVAE we extend the distributions P θ (x, z) and Q φ (z|x) to also depend on an external condition c. The corresponding distributions are indicated by P θ (x, z|c) and Q φ (z|x, c). Taking the conditioning c into account, we can write the variational loss to minimize as
Proposed Slate-CVAE Model
In this paper, we propose using a CVAE model conditioned on user responses to directly generate slate recommendations. Recall that D denotes the corpus of documents. Since the number of documents in D can be large, it is useful to transform document features to lower dimensional embeddings that are representative of the similarity between documents. Such embeddings can either be trained using a standard supervised model that predicts user responses from documents in slates or through standard auto-encoder techniques. Ultimately, these embeddings provide a mapping 
is the conditioning where r = (r1, r2, . . . , r k ) is the user responses on the slate s. The concatenation of s and c makes the input vector to the encoder. z ∈ R m is the latent variable with a prior distribution N (0, I) . c is the ideal condition whose concatenation with z is the input to the decoder at inference time.
Ψ : D → R
e between document identifiers and points in R e where e is the number of embedding dimensions. To scale Slate-CVAE, we normalize these embeddings and define two operations: (1) the first operation returns the dot-products between all document embeddings Ψ(d) and a point x ∈ R e , i.e.,
2) the second operation is a nearest neighbor operation that given a point x ∈ R e returns the closest document in the embedding space (using cosine distance), i.e., arg max d∈D x T Ψ(d). Note that the second operation can be performed in logarithmic time using efficient nearest neighbor search.
Consider a latent variable z ∈ R m where m is the dimension of the latent space. Given input slates s = (d 1 , d 2 , . . . , d k ) and their user response vectors r = (r 1 , r 2 , . . . , r k ), let c = Φ(r) be the condition used in training, where Φ is a general transformation function on r. Slate-CVAE learns the distributions Q φ (z|Ψ(d 1 ), . . . , Ψ(d k ), c) and P θ (s|z, c) by training MLPs for both the encoder and the decoder with standard mini-batch optimization. The first layer of the encoder simply transforms each document in the slate into its corresponding embedding, while the final layer of the decoder is a soft-nearest-neighbor layer equivalent to the non-learnable softmax (Operation (1)):
The reconstruction loss is then defined by the cross-entropy
Notice how CVAE loss function consists of two parts, the log-likelihood reconstruction loss and the KL loss in Eq. (3). The reconstruction loss forces the output slates to be close to the input slates s, and the KL loss helps minimize the difference between P θ (z | s, c) (intractable) and Q φ (z | s, c), thus learning the correct encoding of the input and conditioning. In practice, the two parts of the loss are often on different scales and are competing for gradient updates during backpropagation. Therefore we use a weighted KL loss with weight β to adjust its relative magnitude in the total loss function (Higgins et al., 2017) :
where β is a function of the current training step.
During inference, we generate samples from optimal slates by first generating a sample z from the prior P θ (z). For simplicity, we set the prior distribution P θ (z) to the spherical normal distribution centered at the origin of R m , z ∼ N (0, I). Then we concatenate z with the ideal condition c = Φ(r ) where r = (1, 1, . . . , 1). For example, if we want to maximize clicks on the slate, we can use the binary click response vectors c = r = {0, 1} k as conditions during training, and set c = (1, 1, . . . , 1) at inference time which indicates the user clicking on every document. Alternatively, we can also condition on the total number of clicks c = Φ(r) = k i=1 r i during training, and use c = k (the slate size) as the ideal condition to achieve the same effect. Notice that Φ is not restricted to these two examples we gave depending on applications. Finally, the predicted slates are then generated by taking the most likely document for each slate position (as given by the nearest neighbor Operation (2)). This process is shown in Figure 2. 
Experiments
Simulation Data
Setup: Given the number of documents n = |D| and slate size k, the simulator generates a random matrix W ∼ N (µ, σ) k×n×k×n where the entry W i,di,j,dj represents the interaction between document d i at position i and document d j at position j. This formulation is made general enough so as to capture different biases caused by the visual presentation of the documents on the slate (below, we set µ = 1 and σ = 0.5). Each document d i ∈ D is also assigned a randomly generated probability of engagement A i ∼ U(0, 1), which represents its innate attractiveness. Finally user responses are generated by multiplying the innate probabilities of engagement A i by all interaction multipliers W (i, d i , j, d j ) for documents presented before d i on the slate. For simplicity, we assume that the document d i only interacts with those presented before it. Specifically, we have
for i = 1, . . . , k, where B represents the Bernoulli distribution. Hence user responses r ∈ {0, 1} k are binary vectors that represent engagement on documents (e.g., clicks). Our goal is to find the slate that maximizes the user engagement and would corresponds to the ideal condition c = r = (1, 1, . . . , 1) .
During training, all models see uniformly randomly generated slates s ∼ U{1, n} k and their corresponding randomly generated response r. During testing, we ask all models to generate ideal slates s and evaluate the expected number of clicks over the distribution of generated slates and over the distribution of clicks on each document:
In practice, we evaluate this value by averaging over 100,000 sampled slates and their sampled response. Finally, all experiments compare Slate-CVAE with a greedy baseline, named Greedy MLP. Greedy MLP differs from Slate-CVAEin two ways: (i) during training it tries to estimate the click probability of each document individually (i.e., training samples are (d i , r i ) pair), and (ii) during testing it outputs a single greedy slate consisting of its highest scoring document d = arg max d∈D P (r = 1|d) repeated k times (thus mimicking ranking models in the greedy approach). Slate-CVAE generates random slates s = arg max s∈{1,...,n} k P θ (s|z, c ) where the latent input is sampled as z ∼ P θ (z) = N (0, I). The encoder and decoder of Slate-CVAE, as well as Greedy MLP consist of two fully-connected neural network layers.
For our small-scale experiments described below, we also compare with the Greedy Optimal slate (d , . . . , d ) where d = arg max di∈D (A i ), and the Absolute Optimal slate arg max s∈{1,...,n} k E[clicks|s] which we can compute when the number of documents and the slate size are small.
Small-scale experiments:
For our small-scale simulation experiments (i.e., 2 ≤ n ≤ 9 and 1 ≤ k ≤ 4), the input documents are embedded by one-hot vectors. We sweep over different hyperparameters. In particular, the width of each hidden layer ranges between 64 and 256, the number of latent dimensions ranges between 16 and 64, the value of β Slate size
Number of documents = 9 Figure 3 . We compare Slate-CVAE's performance against the Absolute Optimal baseline, the Greedy Optimal baseline and the Greedy MLP single prediction model on one-hot vector embedded document slates. The y-axis is the empirically averaged number of total clicks on the generated slates. In this experiment we fix the document candidates pool and observe the performance of each model against growing slate sizes. The shaded area represent the 95% confidence interval over 10 independent runs. ranges between 0 and 10 and is annealed to 1 in 40,000 steps, and the initial learning rate of Adam ranges between 10
and 10 −2 . Each mini-batch contains 128 independently drawn slates, and each layer uses a Rectified-Linear (ReLu) activation 1 . Figure 3 shows the expected number of clicks from the best performing set of hyperparameters for all models after 40,000 training steps. It shows the average performance (and its 95% confidence interval) when the number of documents n is fixed and the slate size n varies. In all cases, Slate-CVAE outperforms Greedy MLP. We also observe that both methods almost reach their optimal performance (seen as dashed lines of the same color).
Medium-scale experiments:
For this second set of experiments, we distill using cross-entropy loss the simulated environment of Eq. (7) onto a neural network model that officiates as our new simulation environment. This model consists of an embedding layer, which encodes documents into 8-dimensional embeddings. It then concatenates the embeddings of all the documents that form a slate and follows this concatenation with two hidden layers and a final softmax layer that predicts the slate response amongst the 2 k possible responses.
We use the resulting trained embeddings in both the Slate- 1 We also tried tanh and softplus as activation functions, but ReLu produced more consistent results. CVAE and Greedy MLP models. While our small-scale experiments used one-hot encoded document embeddings, this experiment demonstrates how both models perform when documents are embedded in a lower dimensional space. Additionally, since we found little difference between the different hyperparameters, we decided to fix the width of all hidden layers to 128, the learning rate to 10 −3 and the number of latent dimensions to 16. We anneal β from 0 to 1 in 40,000 training steps. Figure 4 shows the average performance obtained by the different models throughout training when setting the number of documents to n = 100 and slate size to k = 10. Figure 5 shows the same experiment performed with 1000 documents. While Slate-CVAE is not quite capable of reaching a perfect performance of 10 clicks (remember that user responses are noisy), it easily outperforms Greedy MLP after only a few training steps.
Personalization:
We add different users to the simulation engine by permutating the innate attractiveness of documents and their interactions matrix W by a user-specific function π u , i.e.
is the response of the user u on the document d i . To personalize the output slates for each user, we first train the user 0 1000 2000 3000 4000 5000
Step 1 Step 3 At test time, c = (r , Ψ(u)) where u are randomly generated test users. We create two simulation environments with 100 users using 100 and 1000 documents respectively. We widen the hidden layers to 512 or 1024 units in the response model, as well as in the Slate-CVAE model and the MLP model (the layer widths of these two models are the same for fair comparisons). The other parameters of the simulation environments and model training remain the same as before. Results are shown in Figure 8 and Figure 9 . The Slate-CVAE performance is superior to the MLP baseline, Step 1 Number of clicks CVAE Greedy MLP Random Figure 7 . We compare Slate-CVAE against Greedy and Random baselines on a semi-synthetic dataset of 10,000 documents embedded in 8 dimensions generated from the data provided by the RecSys 2015 YOOCHOOSE Challenge. The shaded area represent the 95% confidence interval over 30 independent runs. albeit enjoying a smaller margin around 0.5 in total clicks.
Real-world Data
Due to the lack of readily available slate datasets, we use the data provided by the RecSys 2015 YOOCHOOSE Challenge (Ben-Shimon et al., 2015) . This dataset consists of 9.2M user purchase sessions around 53K products. Each user session contains an ordered list of products on which the user clicked, and whether they decided to buy the corresponding item (we treat each product as a document). We form slates of size 5 by taking consecutive clicked products and building the corresponding user response from whether the user bought that item or not. Notice how the concept of "slate" is not restricted to physical surfaces but also ap-0 10000 20000 30000 40000 50000
Step 3 Number of clicks CVAE Greedy MLP Random Figure 9 . We compare Slate-CVAE against Greedy and Random baselines on a synthetic dataset of 100 users embedded in 16 dimensions, using 1000 documents embedded in 8 dimensions.
The shaded area represent the 95% confidenceinterval over 40 independent runs.
plies to sessions where there is interdependence between documents presented in time. In order to focus our results (and avoid dealing with excessive noise), we remove slates for which there are no positive responses such that they account for 50% of the total number of slates. After filtering out products that are rarely bought, we get 375K slates of size 5 and 10,000 documents. Figure 6 shows the response distribution of all resulting slates.
Similarly to the previous section, we train a two-layer response model from this filtered set of slates. This model officiates as a new semi-synthetic simulation environment. We use the same hyperparameters used previously. Figure 7 shows the results. We observe that Slate-CVAE outperforms Greedy MLP after roughly 1,000 training steps, which corresponds to having seen less than 10 −11 % of all possible slates.
To test the generalization power of Slate-CVAE, we run another set of experiments eliminating all slates whose user responses k i=1 r i ≥ T from the training data for different threshold T (Figure 10 ). The Slate-CVAE surpasses the performance of greedy MLP within 2500 steps even after removing all slates with total user responses ≥ 3. Thus demonstrating the generalization power of Slate-CVAE.
Discussion
The Slate-CVAE model provides the first modeling framework that solves slate recommendation problem with direct generation. The framework is flexible enough to incorporate different types of conditional generative models. In this paper we showed its superior performance with conditional VAEs in solving the problem of combinatorial explosion of possible slates. It departs from traditional approaches that focus on ranking the optimal documents to construct the slate, which suffer from the combinatorial explosion problem at scale and the greedy sub-optimal ordering.
In addition, the Slate-CVAE model has good scalability. We designed an architecture that uses pretrained document embeddings combined with a soft-nearest-neighbors layer within the conditional generative model that greatly speeds up the training and scales to tens of thousands of documents in the experiment. Moreover, the nearest-neighbor layer can be implemented in logarithmic complexity at inference time which may enable us to reduce or even eliminate the candidate generation phase. Step 1 . We perform a generality test on Slate-CVAE comparing against Greedy and Random baselines. All training examples with total responses greater than or equal to T are eliminated from the training data. The rest of the experiments setup is the same as in Figure 7 .
