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Abstract
We  offer  methods  to  create  an  accurate  graph  for  comparing  confidence  intervals  for  two  proportions.  The  first
method involves using weighted sum contrasts when fitting logistic regression with a binary explanatory variable. Since it is
complicated to estimate standard errors of the logit function, the second method is thus based on applying a delta method to
the logit function of the proportions to get their individual estimated standard errors and shrink them to get their comparison
standard errors. The two methods give an accurate approximation of confidence intervals for comparing proportions that is
consistent with the p-values near 0.05 provided by logistic regression.
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1. Introduction
When  comparing  population  parameters  based  on
estimates from samples, it is important to have a measure of
the accuracy of the estimate. Graphing confidence intervals
is recommended to present the results. We offer methods to
create comparing confidence intervals for two proportions.
The rationale for these methods is that confidence intervals
for  comparisons  are  often  misinterpreted.  For  example,
suppose  we  wish  to  compare  the  mean  blood  lead  levels
between boys and girls at a school in a village where residents
have been exposed to contamination from previous mining
activity (Geater et al., 2000). Each panel of Figure 1 shows
means and 95% confidence intervals. The confidence inter-
vals  in  the  left  panel  are  individual  confidence  intervals,
meaning that each interval contains the mean of the corres-
ponding population with 95% certainty. For the population
of boys, it is thus 95% probable that the mean is between
16.0 and 19.2 mg/dl, whereas the corresponding range for the
girls is between 12.9 and 16.8 mg/dl.
Now suppose we ask the question “do boys and girls
have different means?” It would appear from the plot in the
left  panel  that  there  is  insufficient  evidence,  because  the
confidence intervals overlap. However, if we use a t-test to
compare the population means, the p-value is 0.03, indicating
(using the conventional rule that a p-value below 0.05 indi-
cates a difference) that the mean for the boys is higher than
that for the girls. This apparent anomaly can lead to a mis-
taken  conclusion.  The  non-agreement  between  individual
confidence  intervals  and  p-values  has  been  raised  and
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Figure 1. Confidence intervals for blood lead levels by gender: (a)
individual (left panel), (b) based on treatment contrasts
(centre panel), (c) based on weighted sum contrasts (right
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discussed in the literature (Schenker and Gentleman, 2001;
Austin and Hux, 2002; Ryan and Leadbetter, 2002; Wolfe and
Hanley, 2002; Payton et al., 2003; Cumming and Finch, 2005;
Wheeler et al., 2006; Cumming et al., 2007; Cumming, 2009;
Knol and Pestman, 2011).
The explanation is that the confidence intervals shown
in the left panel are separate intervals for each sex, whereas
what is needed is a confidence interval for comparing the
means of the two sexes, as shown in middle panel of Figure 1.
This interval, centered at the mean for the girls, gives the
range for the difference between the two population means
(the mean for girls minus the mean for boys), i.e., (–5.3 to
–0.3). Adding the mean for the boys (17.6), this interval is
plotted as (12.3–17.3), and is entirely below the mean for the
boys, so we can conclude that the mean for the girls is lower
than that for the boys, in agreement with the p-value.
The right panel plots comparison confidence intervals.
These use weighted sum contrasts to give confidence inter-
vals for each group that overlap if and only if the p-value
based on the two sample t-test exceeds 0.05 (Tongkumchum
and McNeil, 2009). In this plot, the confidence interval for
each sex compares its mean with the overall mean. We call
these comparison confidence intervals democratic because
they are applied equitably to each group, whereas the interval
for the difference is just one confidence interval measured
from a reference group that is taken to be fixed and thus does
not have a confidence interval. For two groups, the lengths
of the democratic confidence intervals are each shorter than
the  corresponding  individual  confidence  intervals  by  the
“shrinkage”  factors   1 1 r     (for sample 1)  and   2 1 r 
(sample  2),  where  r1 = n1/(n1+n2),  r2 = n2/(n1+n2).  In  this  case
the respective  shrinkage  factors  for  boys  and  girls  are
1 27 (27 19) 0.643     and  1 19 (27 19) 0.766    .
We can compare two proportions using a similar
method. But in this case there is no exact theory, only asymp-
totic theory for large sample sizes. Logistic regression gives
a p-value and a corresponding standard error for the loga-
rithm of the odds ratio that can be modified for comparing
the two proportions. If, for example, we are comparing two
treatments (A and B) for a disease, where 10 of 21 patients
on treatment A improved, compared with only 3 of 19 patients
on treatment B, the p-value is 0.0393. The graph in the left
panel of Figure 2 shows the analogous plot to Figure 1(b),
using treatment contrasts based on logistic regression with
B as a reference group. This interval is entirely above the
success proportion for patients on treatment B, so we can
conclude that the proportion of improvement for patients on
treatment A is higher than that on treatment B. The middle
panel shows that the conclusion is still the same when using
treatment A as a reference group.
The right panel shows the analogous plot to Figure
1(c),  using  the  method  described  in  Tongkumchum  and
McNeil  (2009)  and  Kongchouy  and  Sampantarak  (2010).
The democratic confidence intervals correctly show that the
proportions are evidently different.
This study aims to compare the democratic confidence
intervals using the weighted sum contrasts method with those
using the more exact delta method. The delta method has
already been used to get standard errors for individual pro-
portions (e.g. Oehlert, 1992; Papke and Wooldridge, 2005; Xu
and Long, 2005). The idea is applying a delta method to the
logit transformation function of the proportions to get their
individual  standard  errors  and  then  shrinking  them  to  get
comparison standard errors. The validation of the methods
will be assessed in terms of its agreement with the p-value
given by logistic regression.
2. Method
The method involves the process of estimating stan-
dard errors for comparison of two proportions in a 2 by 2
contingency  table.  The  notations  used  are  described  as
follows. For j = 1 or 2, let pj = sj/nj denotes the proportion of
adverse outcomes and rj = nj/n denotes the proportion of
cases in category j, where the number of successes is sj, the
sample size is nj, 
2
1
j
j
n n

  and the observed overall propor-
tion  
2
1
/ j
j
p s n

 . The logit of a proportion pj takes the form
f(pj) = ln(pj/(1-pj)). This function will transform the data range
from (0, 1) to ( , )   .
2.1 The weighted sum contrasts method
The proportions of adverse outcomes and their cor-
responding  standard  errors  can  be  estimated  by  fitting  a
logistic  regression  model,  and  it  is  appropriate  to  use
weighted sum contrasts to obtain the standard errors under-
lying  for  comparing  two  proportions.  Logistic  regression
provides a straightforward method for estimating a propor-
tion that varies with a determinant of interest (Hosmer and
Lemeshow,  2000;  Kleinbaum  and  Klein,  2002).  The  sum
contrasts  (Venables  and  Rilpey,  2002)  are  available  in
commonly used software packages such as R (R Develop-
ment Core Team, 2009) but the weighted sum contrasts need
a specific contrast matrix (Tongkumchum and McNeil, 2009).
Suppose that x is a binary factor used as an explana-
tory  variable  in  a  logistic  regression  model  being  fitted  to
Figure 2. Confidence  intervals  for  comparing  two  proportions:
(a) B as reference (left panel), (b) A as reference (middle
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two grouped data. The equation expressing one of the two
contrasts in terms of the individual logit of proportions takes
the form * = D1, where  is the column vector containing
the two classes of logit of proportions. Solving these equa-
tions gives  = C1* where C1 is the inverse of the matrix
D1.  We  omit  the  first  column  of  C1  to  obtain  the  desired
contrast matrix C, which is then specified when fitting the
logistic regression model.
Let f(p) denote the logit of overall proportion p. The
equations we use are as follows.
*
1 1 1 2 2 ( ) ( ) ( ) r f p r f p f p     (1)
*
2 2 ( ) ( ) f p f p    (2)
The matrix D1 comprises Equation 1 and 2. The matrix
C then takes the form 
1 2
1
/ r r
 
    
 for group 1 and 
2 1
1
/ r r
 
    
for group 2. The standard errors that result when a logistic
regression model is fitted using C as the contrast matrix are
used to obtain confidence intervals for the logit proportions
used in the contrasts after adjusted for intercept bias. Finally,
we obtain the confidence interval for the omitted group by
repeating the procedure with this group included and another
omitted.
This enables us to construct a graph showing confi-
dence  intervals  for  each  of  the  two  proportions  being
compared, by transforming the confidence intervals for the
logits back to confidence intervals for the proportions, using
the  inverse  of  the  logit  function,  it  follows  that  pj =
1/(1+exp(–f(pj)))  for  group  j.  The  simplest  logistic  model
with the binary factor takes the additive form ln(pj/(1+pj)) =
a+bj, where a and bj are coefficients from the model and the
proportion itself is thus expressed as pj = 1/(1+exp(–a–bj)),
for  j = 1, 2.  The  confidence  intervals  for  comparing
proportions    of    group    j    are    obtained    from
1/(1+exp(–{(a*+bj±1.96 ×SE(bj))})), where a* is f(p) and
SE(bj) is the standard error of bj. The constant a is replaced
by a* to adjusted for bias due to logit of the overall propor-
tion is not the same as the mean of the logit p1 and logit p2.
2.2 The delta method
The  concept  of  the  delta  method  is  that  it  takes  a
function of a random variable for which the variance is not
analytically computable, creates a linear approximation of
that function and then computes the variance of the simpler
linear function that can be used for large sample inference.
To estimate the variance of  ˆ ( ) f   using the delta
method,  let  ˆ    be  a  random  variable  with  mean    and
variance 
2/n, and f  be a smooth function. Then using first-
order Taylor series expansions, we get  ˆ ( ) f   approximately
equal to  ˆ ( ) ( ) ( ) f f        . The mean and variance of  ˆ ( ) f 
are approximately equal to  ( ) f    and 
2 2 ( ) / f n    , respec-
tively. The approximate standard deviation of  ˆ ( ) f   is thus
( ) / f n    .
We now apply the delta method to the logit function
f(pj) = ln(pj/(1-pj)) of a proportion pj in a sample of size nj,
which has mean j  and standard deviation  (1 )/ j j j n    .
Since the derivative of ln(j/(1-j)) with respect to j  is
1/(j/(1-j)) to the first approximation in the Taylor series, the
standard deviation is 1/ (1 ) j j n     . In general the propor-
tion parameter j  can be estimated by the proportion esti-
mator pj. Therefore the estimated standard deviation of f(pj)
is  1/ (1 ) j j j p p n  . In order to get the standard error of the
difference between the logit function f(pj) of the individual
proportion and the logit function f(p) of the average propor-
tion we apply the shrinkage factors  1 j r    as in comparing
the  means  (Tongkumchum  and  McNeil,  2009).  We  hence
obtain  the  standard  error   (1 )/ (1 ) j j j j r p p n     of
f(pj) –f (p).
This enables us to construct a graph showing confi-
dence intervals for each of the two proportions being com-
pared, by transforming the confidence intervals for the logits
back to confidence intervals for the proportions, using the
inverse  of  the  logit  function.  The  confidence  intervals  for
comparing    proportions    are    obtained    from
1/(1+exp(–{f(pj)±1.96 ×SE})), where SE is the standard error
of  f(pj) –f (p).
2.3 The p-value
The most common method for getting p-value for a 2
by 2 table is Pearson’s (1900) chi-squared statistic. However,
it cannot be extended to test an association with more than
one explanatory variable. For such a general situation logistic
regression has been widely used in practice, especially for
health science research. Therefore, we use the p-value from
logistic regression for assessing our confidence intervals.
3. Simple Illustrations
To illustrate the methods, consider data for compar-
ing proportions of improvement of patients using treatments
Figure 3. Comparing  confidence  intervals  using  weighted  sum
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A and B. The left panel of Figure 3 shows results with the
thicker confidence intervals getting from the more exact delta
method and the lighter confidence intervals getting from the
weighted sum contrasts based on logistic regression. The
two methods are consistent with the p-value, showing that
treatment A is adjudged superior to treatment B. The confi-
dence interval for treatment A is entirely above the mean, and
the confidence interval for treatment B is entirely below the
mean. For treatment A (a larger proportion, p1 = 0.476) the
weighted sum contrasts method gives a wider confidence
interval but for treatment B (a smaller proportion p2 = 0.158)
the weighted sum contrasts method gives a shorter confi-
dence interval compared to those from the more exact delta
method. However, the right panel of Figure 3 shows that the
more exact delta method gives larger gaps from the overall
average (dotted line) for both proportions.
Figure 4 compares confidence intervals using the more
exact delta method and those using weighted sum contrasts
for the data from Figure 3 and other five data sets with
increasing sample sizes to check asymptotic results. For
these data sets the logistic models give p-values close to 0.04.
The dotted line represents the mean overall proportion. The
thicker confidence intervals are from the more exact delta
method and the lighter confidence intervals are from weighted
sum contrasts based on logistic regression. Specific values
for the lower and the upper bounds of the confidence inter-
vals are listed in Appendix A1. We can see that both methods
give  consistent  results  with  the  p-values,  showing  that
treatment A is adjudged superior to treatment B. The two
methods give confidence interval for treatment A is entirely
above the mean, and the confidence interval for treatment B
is entirely below the mean.
For situations with p-values greater than 0.05, we
choose cases with p-values close to 0.06. Figure 5 shows such
results. The confidence intervals from the two methods give
consistent results with the p-values, showing that treatment
A and treatment B are not different. The two methods give
the confidence interval for treatment A with one arm is cross-
ing the mean, and the confidence interval for treatment B is
also one arm crossing the mean. Specific values for the lower
and the upper bounds of the confidence intervals are listed
in Appendix A2.
The challenging situation is when p-values are very
close to 0.05. Figure 6 shows such results. The confidence
intervals from the two methods are again consistent with p-
values. Specific values for the lower and the upper bounds
Figure 4.  Examples with p-value less than 0.05.
Figure 5.  Examples with p-value greater than 0.05.
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of the confidence intervals are listed in Appendix A3. In this
case  the  confidence  intervals  from  the  weighted  sum
contrasts method are closer to the p-value than those from
the delta method.
Next we use the two methods for situations when one
group with proportion less than 0.01. Figure 7 shows such
results. Specific values for the lower and the upper bounds of
the confidence intervals are listed in Appendix A4. For these
situations the two methods are consistent with p-values
shown  only  for  the  graphs  on  the  three  left  most  panels.
On the three right most panels, the p-values are greater than
0.05 but the more exact confidence intervals do not overlap.
The method performs better when the p-value is larger with
one  arm  across  the  mean  as  the  right  most  panel  shows.
However, for situations with one group having a small value
proportion  the  p-value  from  logistic  regression  is  also
unstable. The situation with one proportion close to 0 or 1 is
a special case and different methods are needed for analysis
of such data (Irala et al., 1997).
4. Conclusions
In this paper we have clarified the method of weighted
sum contrasts for logistic regression proposed by Tong-
kumchum and McNeil (2009) and applied the more exact delta
method commonly used for individual proportions to estimate
the standard error and thus to construct confidence intervals
for comparing two population proportions in the 22 table.
The two methods can be used to create a graph for
comparing the two confidence intervals of proportions that
agree with the p-value from logistic regression. They give an
accurate graph for comparing confidence intervals consistent
with the p-value.
The difference between the two methods is that for
the larger proportion the weighted sum contrasts method
gives a wider confidence interval but for the smaller propor-
tion the weighted sum contrasts method gives a shorter con-
fidence interval compared to those from the more exact delta
method.
An advantage of the weighted sum contrasts method
is that it can be extended to more general situations and also
can handle covariates using the same procedure. Note that
the standard errors using this weighted sum contrasts method
are shorter than the standard errors of individual by a factor
1 j r  . Further research would usefully focus on situations
when one of the proportions is close to 0 or 1.
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A2.  Lower bound (CILB) and upper bound (CIUB) of confidence intervals from Figure 5.
Delta method Weighted sum contrasts
data set group Overall percentage
CILB CIUB CILB CIUB
1 A 30.643 57.252 30.263 62.417 30.952
B 7.001 31.833 8.412 31.798
2 A 15.178 23.488 15.124 24.799 15.358
B 7.773 15.640 8.272 15.636
3 A 13.981 20.760 13.969 21.164 14.116
B 10.852 14.202 11.082 14.200
4 A 22.148 25.329 22.147 25.368 22.231
B 20.686 22.275 20.720 22.274
5 A 21.856 23.668 21.855 23.681 21.909
B 21.020 21.937 21.032 21.937
6 A 22.221 23.315 22.221 23.319 22.253
B 21.728 22.270 21.732 22.270
A3.  Lower bound (CILB) and upper bound (CIUB) of confidence intervals from Figure 6.
Delta method Weighted sum contrasts
data set group Overall percentage
CILB CIUB CILB CIUB
1 A 32.003 59.604 31.708 64.913 31.707
B 7.062 31.633 8.564 31.707
2 A 15.654 24.274 15.622 25.740 15.625
B 7.794 15.601 8.341 15.628
3 A 14.210 21.110 14.205 21.550 14.200
B 10.860 14.192 11.108 14.198
4 A 22.271 25.469 22.271 25.513 22.273
B 20.687 22.273 20.724 22.273
5 A 21.936 23.756 21.936 23.770 21.936
B 21.021 21.936 21.033 21.936
6 A 22.270 23.366 22.270 23.371 22.270
B 21.728 22.270 21.733 22.270
A4.  Lower bound (CILB) and upper bound (CIUB) of confidence intervals from Figure 7.
Delta method Weighted sum contrasts
data set group Overall percentage
CILB CIUB CILB CIUB
1 A 4.773 30.983 4.541 49.444 4.000
B 1.085 3.518 2.004 3.887
2 A 5.125 24.761 4.916 41.493 4.412
B 0.984 3.871 1.823 4.255
3 A 3.446 21.888 2.991 49.691 2.985
B 0.375 2.589 0.981 2.983
4 A 4.625 11.659 4.271 25.300 4.306
B 0.242 3.957 0.517 4.344
5 A 3.397 15.399 2.957 35.405 3.226
B 0.312 3.099 0.740 3.379
6 A 3.942 10.666 3.556 22.310 3.846
B 0.243 3.945 0.493 4.178