The definition of the intersection number of a map with a closed manifold can be extended to the case of a closed stratified set such that the difference between dimensions of its two biggest strata is greater than 1. The set Σ of matrices of positive corank is an example of such a set. It turns out that the intersection number of a map from an (n − k + 1)-dimensional manifold with boundary into the set of n × k real matrices with Σ coincides with a homotopy invariant associated with a map going to the Stiefel manifold V k (R n ). In a polynomial case, we present an effective method to compute this intersection number. We also show how to use it to count the number mod 2 or the algebraic sum of cross-cap singularities of a map from an m-dimensional manifold with boundary to R 2m−1 .
Introduction
In [8] Hirsch defined the intersection number of a map M → W with a closed n-dimensional submanifold N ⊂ W , where M and W are manifolds, M is compact, dim M = m, dim W = n + m. We extend this definition (see Section 2) to the case where N is a closed stratified subset of W such that the difference between dimensions of the two biggest strata is greater than 1. We denote this intersection number of f : M → W with N by I(f, N) or I 2 (f, N), depending on the orientability of manifolds.
In case of a mapping a from an (n − k + 1)-dimensional compact manifold M with boundary to M k (R n ) (the set of n × k real matrices), the intersection number with the set Σ of matrices of corank 1 is well defined. In Section 3 we present a nice characterization of this intersection number. We show that for a|∂M it coincides with invariants presented in [10] (when M is a closed ball, n−k odd) and in [11] (n−k even), where the authors defined a homotopy invariant Λ associated with a map from an (n − k)-dimensional boundaryless manifold into the Stiefel manifold V k (R n ). When the domain is a sphere, Λ induces an isomorphism between Z 2 or Z (depending on the parity of n − k) and (n − k)-th homotopy group of V k (R n ). In Section 4 we present effective methods to compute the intersection number modulo 2 of a polynomial map a : M → M k (R n ). We express I 2 (a, Σ) in terms of signs of determinants of matrices of some quadratic forms (see Theorem 4.2).
We show some applications of the intersection number in Section 5. In [16, 17] Whitney studied general singularities (cross-caps) of mappings from an m-dimensional manifold to R 2m−1 . When m is odd, he associated a sign with a cross-cap singularity. In [17] , Whitney proved that if M is closed and f has only cross-caps as singularities then the number of cross-caps is even, moreover if m is odd, then the algebraic sum (i.e. the sum of signs) of them equals zero. If M has a boundary then following [17, Theorem 4] , for a homotopy f t : M −→ R 2m−1 regular in some open neighbourhood of ∂M, if the only singular points of f 0 and f 1 are cross-caps then the numbers of cross-caps of f 0 and f 1 are congruent mod 2, and if m is odd, then the algebraic sums of cross-caps of f 0 and f 1 are the same. We present methods of veryfying if f has only cross-caps as singular points, so in the polynomial case using [3, 14] one can compute the number of them. We also express the number of cross-caps modulo 2, and for m odd the algebraic sum of them, in terms of the intersection number presented in this paper. So in the polynomial case, using [11] , and resp. the results presented in Section 4 one can compute them using for example Singular.
Section 6 is devoted to the index I 2 (s) of a section s of a vector bundle. We show that with a map a : M → M k (R n ) one may associate a vector bundle ξ and its section s a such that I 2 (s a ) = I 2 (a, Σ).
In this article we will use some properties of the topological degree deg g (resp. topological degree modulo 2 -deg 2 g) of a map g between two compact manifolds.
Let us recall that if M is an oriented m-manifold, f : M −→ R m , and p ∈ M \ ∂M is isolated in f −1 (0), then there exists a compact m-manifold K ⊂ M \ ∂M with boundary such that f −1 (0) ∩ K = {p} and f −1 (0) ∩ ∂K = ∅. By deg(f, p) we will denote the local topological degree of f at p, i.e. the topological degree of the mapping ∂K ∋ x → f (x)/|f (x)| ∈ S m−1 (for properties of deg(f, p) see for example [13] ).
If g : M −→ R m is close enough to f , then g −1 (0) ∩ ∂K is also empty, and the topological degree of the mapping
If M is not oriented, then the local topological degree modulo 2 -deg 2 (f, p) of f at p is defined similarily using deg 2 f .
If
) we denote the topological degree (resp. the topological degree modulo 2) of the map ∂M ∋ x → f (x)/|f (x)| ∈ S m−1 . In this article manifold means a smooth manifold. By id we mean an identity map, # denotes the number of elements. For the mapping f depending on variables (x, y) ∈ R m × R l we denote by ∂f ∂x the matrix of partial derivatives of f with respect to the variables x.
Intersection number of a map with a closed stratified set
Let W be an (m+n)-dimensional manifold and N = n i=0 N i be a closed stratified subset of W , where N n is an n-dimensional submanifold of W , N n−1 = ∅ and N i is either an i-dimensional submanifold of W or an empty set, for i = 0, . . . , n − 2. In this Section we will define the intersection number of a mapping from an m-dimensional compact manifold to W with the set N, which coincide with the definition from [8, Chapter 5.] in case when N is a submanifold of W .
For any manifold S with or without boundary, and a smooth map f : S −→ W we will say that f is transversal to N (f ⋔ N) if f ⋔ N i for i = 0, . . . n. Let us see that the set {f ∈ C ∞ (S, W ) | f ⋔ N} = {f ⋔ N i }. According to [5, II.4.9, II.4 .12] each set {f ⋔ N i } contains a residual subset, and since the set of smooth maps from S to W is a Baire space, {f ∈ C ∞ (S, W ) | f ⋔ N} is a dense subset of C ∞ (S, W ). Take an m-dimensional compact manifold M without boundary and a smooth map
Let M, W , and N n be oriented. Take a smooth f : M −→ W such that f ⋔ N. Definition 2.1. For x ∈ f −1 (N) we define I(f, N) x as +1 or −1 depending on whether the mapping
There the orientation of T f (x) W/T f (x) N n is the orientation of the normal bundle of N n at f (x) choosen in such a way, that the orientation of the direct sum of the tangent space and the normal bundle of N n at f (x) coincides with the orientation of T f (x) W . Proof. Take H : M × [0, 1] −→ W such that H(·, 0) = f and H(·, 1) = g. We may assume that H is smooth and H ⋔ N. Since N n−1 = ∅, we have H ⋔ N n and
and H| M ×{0} ⋔ N and H| M ×{1} ⋔ N. According to [6, p. 60] we have
Similarly as in [8] , using methods from [8, Lemma 5. 
Since the boundary of a compact 1-dimensional manifold has an even number of points, we get the following. 
Intersection number of a map into
be the space of n × k real matrices. We identify it with R kn writing down elements by columns. By
. Moreover Σ i 's are orientable for n − k even, and non-orientable for n − k odd (see [2] ). Then the stratification Σ = k i=1 Σ i has properties described at the beginning of Section 2, where N nk−(n−k+i)i = Σ i , and other N j = ∅. Let now M be an (n−k +1)-dimensional compact manifold with boundary. Take a smooth mapping a :
. By a i we denote its i-th column, and by a j i (x) -the elements of the matrix a(x) (standing in the j-th row and i-th column). From now on we will assume that
In this case the intersection number I(a, Σ) or I 2 (a, Σ) of the map a is well defined (see Section 2) .
With the mapping a we may associate (as in [10, 11] ) the mapping a :
where β = (β 1 , . . . , β k ) ∈ S k−1 . There S k−1 denotes the (k − 1)-dimensional sphere with radius 1 centered at the origin. Note that a(−β, x) = − a(β, x), and a(x) ∈ Σ if and only if there is β ∈ S k−1 such that a(β, x) = 0. Moreover with each x ∈ a −1 (Σ 1 ) correspond exactly two elements (β, x), (−β, x) ∈ a −1 (0). According to [10, Theorem 2.3] , a ⋔ Σ 1 if and only if 0 is a regular value of the mapping a.
The case n − k even
Let n − k > 0 be an even number and let M be an (n − k + 1)-dimensional oriented compact manifold with boundary. In this case Σ i are orientable (see [2] ).
In [11] the authors defined a homotopy invariant Λ associated with a map from an (n − k)-dimensional boundaryless manifold into the Stiefel manifold V k (R n ). When this manifold is a sphere, Λ induces an isomorphism between Z and (n − k)-th homotopy group of V k (R n ). In our case Λ(a|∂M) is well defined. According to [11, Section 2]
where
There is an orientation of Σ 1 such that for each smooth manifold M ((n − k + 1)-dimensional, oriented, compact, with boundary) and smooth a :
In the case where
Proof. At the beginning of the proof we fix the orientation of Σ 1 . In the second step we prove that for the mapping a transversal to Σ 1 the intersection number of a and the local topological degree of a locally coinside. At the end we have to use a technical lemma saying that each point of the intersection of a with Σ 1 can be transformed to the form to which we can apply the second step of the proof.
One may represent any matrix
.
is locally a complete intersection and coincides with Σ 1 . Then in a neighbourhood of matrices such that det D > 0 the map f gives a natural orientation of Σ 1 in the following way: vectors v n−k+2 , . . . , v nk are well-oriented in the tangent space T S Σ 1 if and only if vectors ∇f 1 (S), . . . , ∇f n−k+1 (S), v n−k+2 , . . . , v nk are well-oriented in R nk (there ∇f i denotes the gradient of i-th coordinate of f ). Note that Σ 1 is connected, and since n − k is even, it is also orientable. Let θ be the orientation of Σ 1 that agrees locally with the orientation defined above. From now on we treat Σ 1 as an oriented manifold (Σ 1 , (−1) k−1 θ). By elementary column and row operations each matrix S ∈ Σ 1 can be transformed to the form (2), where A, B, C are zero matrices, and det D > 0.
It is sufficient to show the conclusion for a ⋔ Σ.
Assume that
Since x is fixed, we may treat a near x as a mapping (R n−k+1 , 0) → M k (R n ), using a local coordinate system.
Let us remind that I(a, Σ) x depends on η :
Since det D > 0, we can reformulate the last term in the following way:
To prove that I(a, Σ) =
) it is sufficient to show, that the composition of elementary column and row operations preserves the equality between deg( a, (β, x)) and I(a, Σ) x for (β, x) ∈ a −1 (0), as is proved in the next Lemma.
Then there exists suchβ that Φ(a)(β, x) = 0, and
Proof. It is obvious that Φ and Φ|Σ 1 : Σ 1 −→ Σ 1 are diffeomorphisms. Note that the following diagram commutes. 
if Φ interchanges two subsequent columns or rows, then
• Φ reverses the orientation on M k (R n ) if and only if n is odd,
• Φ|Σ 1 reverses the orientation on Σ 1 if and only if n is even, and in this case s = −1;
3. if Φ replaces the second column (or row) by the sum of the first and second column (or row), then Φ and Φ|Σ 1 always preserves the orientation, and in this case s = 1.
To verify whether Φ|Σ 1 preserves or reverses the orientation, it is enough to check it at some fixed point of Φ|Σ 1 . Note that there exist two diffeomorphisms Ψ 1 :
and a(β, x) = 0 ⇔ Φ(a)(Ψ 1 (β), x) = 0. Note that if Φ is a column operation, then Ψ 2 = id, and if Φ is a row operation, then
, where t depends on the way Ψ 1 and Ψ 2 acts on S k−1 and R n . One can verify that sgn t and sgn s coincide. Since I(a, Σ) x = deg( a, (β, x)), we have I(Φ(a), Σ) x = deg( Φ(a), (β, x)).
The case n − k odd
Let n − k > 0 be an odd number and let M be an (n − k + 1)-dimensional compact manifold with boundary, not necessarily orientable. In this case Σ i are non-orientable (see [2] ).
Theorem 3.3. Let us assume that
a : M −→ M k (R n ) is such that a(∂M)∩Σ = ∅. The set a −1 (0) is finite if and only if a −1 (Σ) = a −1 (Σ 1 ) and a −1 (Σ 1 ) is finite.
If that is the case, then
where (β, x) ∈ a −1 (0) and we choose only one from each pair (β,
) runs through half of the zeros of a).
Proof. It is sufficient to show the conclusion for a ⋔ Σ. Note that then 0 is a regular value of a (see [10] ). , (β, x) ) mod 2, where (β, x) runs through half of the zeros of a.
n \ {0} and the modulo 2 topological degree of a| S k−1 ×∂M is well defined, but for n − k odd it is always equal to 0, see [11] .
Remark 3.4.
If n−k is even and M is non-orientable, then I 2 (a, Σ) is defined, and Theorem 3.3 still holds true.
In [10] the authors defined a homotopy invariant Λ associated with a map from an (n−k)-dimensional sphere S k−1 into the Stiefel manifold V k (R n ), n−k odd. This Λ induces an isomorphism between (n − k)-th homotopy group of V k (R n ) and Z 2 . Now let us assume that M = B n−k+1 , the (n − k + 1)-dimensional ball. Then a(S n−k ) ∩ Σ = ∅, and Λ(a|S n−k ) is well defined. According to Theorem 3.3 and [10, Section 2.], we get Corollary 3.5.
Λ(a|S n−k ) = I 2 (a, Σ).
Counting the intersection number for polynomial mappings
In this Section we present the method to compute I 2 (a, Σ) in a polynomial case. Since I(a, Σ) = Λ(a|∂M), to compute I(a, Σ) for polynomial mappings one may use [11, Theorem 3.3.].
Take polynomial mappings h = (h 1 , . . . , h l ) : R n−k+1+l −→ R l and g :
where by (h, a) we mean a mapping from S k−1 × R n−k+1+l to R l × R n , and so the same equality holds for modulo 2 local topological degrees.
Let us take an ideal J in R[x] = R[x 1 , . . . , x n−k+1+l ] generated by h 1 , . . . , h l and all k × k minors of matrix a(x), and let the ideal J ′ be generated by h 1 , . . . , h l and all (k − 1)
From now on we will assume that dim R A < ∞,
. From the first assumption we get that the zero set V (J) of J is finite, from the second one -that a −1 (Σ) = a −1 (Σ 1 ), and so a −1 (0) and a −1 (Σ) are finite sets. The last assumption implicates that a(∂M) ∩ Σ = ∅.
Denote by O 
is an isolated zero of (h, F ) with following properties:
Proof. Take p ∈ V (J) and (β, p) ∈ a −1 (0). Analogically as in [11] , one can construct a polynomial mapping
} is an (n − k + 1)-dimensional manifold, and we put Ω(x) = (Ω 1 (x), . . . , Ω n (x)) = F (λ(x), x).
It is easy to see that
From [11, Lemma 3.7] we get that J = h, Ω in O n−k+1+l p , and then
Theorem 4.2. Take polynomial mappings h
. Then for any linear functional ϕ : A −→ R and Φ, Ψ -the bilinear symmetric forms on A given by Φ( Proof. Let V (J) = {p 1 , . . . , p m }. There is an even-dimensional algebra D such that the natural projection
is an isomorphism of R-algebras (see e.g. [15, Section 1.]), and so
By Proposition 4.1 we have an isomorphism
According to [15, Theorem 2.3.] we get
Since by Propositions 3.3, 4.1
, we get the conclusion.
Remark 4.3.
If we take g = 1 then M = h −1 (0) is a manifold without boundary, Φ = Ψ, and we get that I 2 (a, Σ) = dim R A = 0 mod 2.
Remark 4.4.
One can also use Theorem 4.2 as a simple way to compute I(a, Σ) (and so the invariant from [11] ) modulo 2 in the case where n − k is even (because I(a, Σ) mod 2 = I 2 (a, Σ)).
Using Singular ( [4] ) and previous Theorem we present the following examples. Example 4.5. Let M be a half of a 2-dimensional sphere (g(x, y, z) = −z, h(x, y, z) = x 2 + y 2 + z 2 − 1 : Then the dimension of the algebra A equals 48, and I 2 (a, Σ) = 0 mod 2.
Example 4.6. Let M be a half of a 2-dimensional torus (g(x, y, z, w) = z, h(x, y, z, w) Then the dimension of the algebra A equals 184, and I 2 (a, Σ) = 1 mod 2.
Applications. Counting the number of crosscaps modulo 2 and the algebraic sum of them
At the beginning of this section we will present three technical lemmas and then we switch to the applications.
Let us assume that a(x) has the following form: a 1 (x) = (0, . . . , 0) and a i (x) = (0, . . . , 0, a n−k+2 i (x), . . . , a . . , a
Proof. As in the proof of Theorem 3.1 one can show that the tangent space T a(x) Σ 1 is spanned by vectors v i = (0, . . . , 0, . . . , 1, . . . , 0), where 1 stands at (i + n − k + 1)-th place, i = 1, . . . , nk − (n − k + 1).
Let us observe that a ⋔ Σ 1 at x if and only if rank da(x) is maximal (i.e. equals n − k + 1) and T a(x) Σ 1 ∩ da(x)R n−k+1 = {0}. It is equivalent to the condition:
Let us assume that for each x ∈ U we have rank a(x) = rank b(x) a(x) and
Proof. Take x ∈ U such that a(x) ∈ Σ 1 . Note that then also e(x) ∈ Σ 1 . By elementary column and row operations we may transform mappings a and e to such forms, that the first n − k + 1 elements of the first column of both of them coincide, and at the point x matrices a(x) and e(x) have the following forms:
where D and E have maximal rank. From the previous Lemma we obtain the conclusion.
Proof. Take x ∈ U such that a(x) ∈ Σ 1 . Note that then also ab(x) ∈ Σ 1 . By elementary column and row operations we may transform mappings a and ab to such forms, that matrices a(x) and ab(x) have the following forms: 
From Lemma 5.1 we obtain the conclusion. There is r > 0 such thatB(x, r) ⊂ U and a −1 (Σ) ∩B(x, r) = {x}. Since the set of k × k-matrices with positive determinant is path-connected, then there exists a homotopy h :
is a homotopy between a and ab such that ah
. Since I and I 2 are homotopy invariants, we get the conclusion.
Let M be a smooth m-dimensional manifold. According to [5, 16, 17] , a point p ∈ M is a cross-cap of a smooth mapping f : M −→ R 2m−1 , if there is a coordinate system near p, such that in some neighbourhood of p the mapping f has the form Let (M, ∂M) be an m-dimensional smooth compact manifold with boundary, m odd. Take a smooth mapping f : M −→ R 2m−1 and let p ∈ M be a cross-cap of f . According to [17] , there are coordinate systems near p and f (p), such that (4) ∂f ∂x 1 (p) = 0 and vectors For any smooth map g : R n → R s we consider its tangent map dg as a map
is a complete intersection and so a smooth manifold of dimension m.
Proof. Note that if p is a cross-cap of f |h
, and this holds if and only if rank
Let us take a local coordinate system ϕ : 
Let us observe that dh(ϕ(x)) · ∂ϕ ∂y (x) is a square matrix with maximal rank, and
where (x, y) are coordinates in 
Proof. By Proposition 5.4 we get that p is a cross-cap if and only if
, so we get that p is a cross-cap of f |h −1 (0) if and only if p is a regular zero of µ|h −1 (0).
Let us take a smooth map g : 
Proof. In this proof we will use [10, Theorem 1] and Lemma 5.3. We will define some mappings to the space of matrices, and we will present connections between local invariants associated with them. Let us take p ∈ M -a cross-cap of f |M. Take an orientation-preserving diffeomorphism ϕ : 
I(a, Σ) as the index of section of vector bundle
In this Section we will show, that I 2 (a, Σ) can be represented as an intersection number of some section of a vector bundle associated with a. Let B be a smooth compact manifold with boundary, dim B = n. Let ξ = (p, E, B) be an n-dimensional vector bundle. Then E is also a manifold with boundary, and if s : B → E is a section of ξ then the boundary ∂s(B) = s(∂B) = ∂E ∩ s(B).
Let us assume that s : B → E is a continuous section of ξ that has the property
where z : B → E is a zero section of ξ. Then we have
We define the index I 2 (s) of a section s as I 2 (s, z(B)) -the intersection number mod 2 of s and z(B) (see [8, Chapter 5] or Section 2.5). More precisely, if s : B → E is such a section of ξ that is a small smooth perturbation of s which is transversal to z(B), then the index of s is defined as
Since the inverse image of z(B) under s is a 0-dimensional manifold, and B is compact, it is finite.
Remark 6.1. If also the inverse image s −1 (z(B)) is finite, say s −1 (z(B)) = {x 1 , x 2 , . . . , x r }, then one can choose open pairwise disjoint neighbourhoods U i ∋ x i such that there are local trivializations ϕ i : 
Proof. If we choose a section s sufficiently close to s, then the maps F i = π 2 • ϕ i • s| U i and F i are also close enough, and
The origin is a regular value of F i , so
We get (6) and are homotopic by a homotopy that fulfills (6) at every stage, then
Let n − k > 0 be an odd number, and let M be a smooth compact manifold with boundary, possibly non-oriented, dim
, and define a :
We have p(β, x, a(β, x)) = (β, x), so
We define the action of the group
These actions are continuous, free, and we have p(±1·(β, x, v)) = ±1·p(β, x, v). So ξ is a Z 2 -bundle, and S k−1 × M × R n and S k−1 × M are Z 2 -free. We define the corresponding mapping Proof. We have the equality 
commutes. There pr 1 and pr 2 are the natural projection mappings and pr 1 | U i ×R n , pr 2 | U i are diffeomorphisms. We define F i = π 2 • (pr 2 | U i , id) • (pr 1 | U i ×R n ) −1 • s a , so
Then we obtain 
