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Abstract
The spontaneous magnetization is proved to vanish continuously at
the critical temperature for a class of ferromagnetic Ising spin systems
which includes the nearest neighbor ferromagnetic Ising spin model on
Z
d in d = 3 dimensions. The analysis applies also to higher dimensions,
for which the result is already known, and to systems with interactions
of power law decay. The proof employs in an essential way an extension
of Ising model’s random current representation to the model’s infinite
volume limit. Using it, we relate the continuity of the magnetization to
the vanishing of the free boundary condition Gibbs state’s Long Range
Order parameter. For reflection positive models the resulting criterion
for continuity may be established through the infrared bound for all but
the borderline lower dimensional cases. The exclusion applies to the
one dimensional model with 1/r2 interaction for which the spontaneous
magnetization is known to be discontinuous at Tc.
1 Introduction
The Ising model needs no introduction, being perhaps the most studied
example, since its formulation by Lenz [Len20], of a system undergoing a
phase transition. The transition it exhibits was found to be of rather broad
relevance, though of course its features do not exhaust the range of possi-
ble behaviors in statistical mechanics. The model has provided the testing
ground for a large variety of techniques, which partially compensate for the
lack of exactly solvable models above two dimensions.
Our goal here is to present a tool for addressing the question of con-
tinuity of the model’s phase transition. Doing so, we advance the tech-
nique of the model’s random current representation which was developed in
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[Aiz82] starting from the Griffiths-Hurst-Sherman switching lemma (which
was earlier used in [GHS70] for the GHS inequality). In this represen-
tation the onset of the Ising model’s symmetry breaking is presented as
a percolation transition in a system of random currents with constrained
sources. The perspective that this picture offers has already shown itself
to be of value in yielding a range of results for the model’s critical behav-
ior (c.f. [Aiz82, AF86, ABF87, Sak07]). The incremental step taken here is
to consider directly the limiting shift invariant infinite systems of random
currents. This allows to add to the available tools arguments based on the
‘uniqueness of infinite cluster’ principle, which is of relevance to the question
of continuity of the state at the model’s critical temperature.
Among the specific cases for which the results presented here answer a
long open question is the continuity at the critical point of the spontaneous
magnetization of the standard three dimensional Ising model. To highlight
this it may be noted that what is proven here for Ising spin systems is not
valid for the broader class of theQ-state Potts models, with counter-examples
existing for Q > 4 (Ising case corresponding to Q = 2).
1.1 Notation
We focus here on the d-dimensional version of the ferromagnetic Ising model,
on the transitive graph Zd. More generally, the model may be formulated
on a graph, whose vertex set and edge set we denote by G and E ⊂ G2
correspondingly. Associated with the sites are ±1 valued spin variables,
whose configuration is denoted σ = (σx ∶ x ∈ G).
For a general ferromagnetic pair interaction, the system’s Hamiltonian
defined for finite subsets Λ ⊂ G and boundary conditions τ ∈ {−1,0,1}G/Λ is
given by the function
HτΛ(σ) ∶= − ∑
x∈Λ
hσx − ∑
{x,y}⊂Λ∶x≠y
Jx,yσxσy − ∑
x∈Λ∶y∈G/Λ
Jx,yσxτy , (1.1)
for any σ ∈ {−1,1}Λ, where (Jx,y)x,y∈Zd is a family of nonnegative coupling
constants, and h is the magnetic field.
For β ∈ (0,∞), finite volume Gibbs states with boundary conditions τ
are given by probability measures on the spaces of configurations in finite
subsets Λ ⊂ G under which the expected values of functions f ∶ {−1,1}Λ → R
are
⟨f⟩τΛ,β,h = ∑
σ∈{−1,1}Λ
f(σ)
e−βH
τ
Λ
(σ)
Zτ(Λ, β, h)
,
where the sum is normalized by the partition function Zτ(Λ, β, h) so that
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⟨1⟩τΛ,β,h = 1. Of particular interest is the following pair of boundary condi-
tions (b.c.):
• free b.c.: τx = 0 for all x ∈ G/Λ (or alternatively, the last term in (1.1)
is omitted).
• plus b.c.: τx = 1 for all x ∈ G/Λ.
The corresponding measures, or expectation value functionals, are denoted
⟨⋯⟩0Λ,β,h and ⟨⋯⟩+Λ,β,h (with “⋯” a place holder for functions of the spin
configurations).
For each of these two boundary conditions, the finite volume Gibbs states
are known to converge to the corresponding infinite-volume Gibbs measures
(for a discussion of the concept see e.g. [Geo11]). By default the volume
subscript will be omitted when it refers to the full graph, i.e. Λ = G.
For simplicity we focus here on the prototypical example of G = Zd, and
interactions which are:
C1 translation invariant: Jx,y = J0,y−x,
C2 ferromagnetic: Jx,y ≥ 0,
C3 locally finite: ∣J ∣ ∶= ∑x∈Zd J0,x < ∞.
C4 aperiodic: for any x ∈ Zd, there exist 0 = x0, x1, . . . , xm−1, xm = x such
that Jx0,x1Jx1,x2 , . . . , Jxm−1,xm > 0.
The last condition is benign since under C1 the lattice can be divided into
sub-lattices with C4 holding for each sub-lattice, and the arguments pre-
sented below can be adapted to such setup 1.
Of particular interest is the model’s phase transition, which in the (β,h)
plane occurs along the h = 0 line and is reflected in the nonvanishing of the
symmetry breaking order parameter:
m∗(β) ∶= ⟨σ0⟩+β . (1.2)
For temperatures (T ≡ β−1) at which m∗(β) > 0, the mean magnetization at
nonzero magnetic field h changes discontinuously at h = 0. The discontinuity
is symptomatic of the co-existence of two distinct Gibbs equilibrium states :
⟨⋯⟩+β = lim
h↘0
⟨⋯⟩β,h
(1.3)
⟨⋯⟩−β = lim
h↗0
⟨⋯⟩β,h
1Among the essential features of the graphs Zd is their transitivity and sub-exponential
growth. Our arguments can be extended, however not to graphs of positive Cheeger
constant, such as regular trees and more generally nonamenable Cayley graphs. Nor
are the statements proven below valid at such generality (the percolation aspect of this
distinction is discussed in [SNP00] and references therein).
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which carry the residual magnetizations:
⟨σ0⟩
±
β = ±m∗(β) , (1.4)
with m∗(β) customarily referred to as the spontaneous magnetization.
Property C3 guarantees that at small β (in particular, for β < ∣J ∣−1, see
e.g. [Fis67, Dob70, Aiz82]) m∗(β) = 0, and there is no symmetry breaking.
However, in dimensions d > 1 each such model exhibits a phase transition at
some βc ∈ (∣J ∣−1,∞), with m∗(β) > 0 for β > βc [Pei36]. For d = 1 such a
transition occurs if Jx−y ≥ 1/∣x − y∣α with α ∈ (1,2) [Dys69] and also for the
boundary value α = 2 [ACCN88], in which case m∗(β) is discontinuous at
βc [Tho69, ACCN88]).
1.2 The continuity question
The main result presented here addresses the following two related questions
concerning the continuity of the correlation functions at this transition:
Q1: Is m∗(β) continuous at βc, or equivalently is
2:
lim
β↘βc
m∗(β) = 0? (1.5)
Q2: Is the Gibbs state ⟨⋯⟩+β continuous at βc?
By the arguments of [Leb77, Leb72] for ferromagnetic Ising models in
the class discussed here the answers to the two questions is the same. (For
completeness the argument is summarized here in Appendix B.)
As it is often the case, questions which at the level of Statistical Mechan-
ics concern continuity of Gibbs states have Thermodynamic level manifesta-
tion in terms of differentiability properties of the pressure
P (β,h) ∶= lim
L→∞
1
∣ΛL∣
logZτ(ΛL, β, h), (1.6)
where ΛL = [−L,L]d (with −1β P (β,h) also referred to as the free energy). On
general grounds, the limit (1.6) is known to: i) exist, ii) be independent of
the boundary conditions, and iii) yield a jointly convex function of (β,βh).
2Being the limit of a decreasing sequence of (finite volume) continuous functions,m∗(β)
is upper semicontinuous, and hence m∗(β) = limε↘0 m
∗(β + ε) for all β ≥ 0 [LML72].
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For ferromagnetic Ising models it is known that for h ≠ 0 the function
P (β,h) is analytic in β and h [LY52] and thus the continuity questions are
limited to the line h = 0.
J.L. Lebowitz [Leb77] proved that for any β the differentiability of the
free energy with respect to β (in the class of models described above) is
equivalent to the continuity of the expectation values of even spin functions
(i.e. functions which are invariant under global spin flip) averaged over any
of the translation invariant Gibbs states, or also equivalently to the relation
⟨⋯⟩0βc = 12 [⟨⋯⟩+βc + ⟨⋯⟩−βc] , (1.7)
where ⟨⋯⟩−βc is the Gibbs measure with minus b.c., or simply the image of⟨⋯⟩+βc under global spin flip. Furthermore, it was pointed out there that by
convexity the differentiability condition can fail at only a countable set of β.
For finite range models T. Bodineau [Bod06] reduced that to the one point
set consisting of just the critical point βc, and furthermore showed that the
magnetization is also continuous at all β ≠ βc. (Some further related results
are mentioned below.) It is generally expected that for all Ising models of
the kind described above ([C1 - C4]) equation (1.7) is met also at βc.
When condition (1.7) holds that it is not due to most general thermody-
namic reason, as it fails for the ferromagnetic nearest-neighbor Potts models
with Q large enough: Q > 4 in d = 2 dimensions (see [Bax73] for exact re-
sults, and [KS82, LMR86, DCST13, DC13] for partial rigorous results) and
Q > 2 for d ≥ 3 (see [KS82, BCC06] for partial mathematical results in this
direction). The failure of (1.7) implies that (1.5) also fails, i.e m∗(βc) ≠ 0 (as
is explained in Appendix B). However the converse does not seem to be tau-
tologically true, as is indicated3 by the special case of the one-dimensional
model with Jx,y = 1/∣x − y∣2, c.f. [Tho69, ACCN88]).
1.3 Statement of the main results
Relevant to the continuity of the spontaneous magnetization is the Long
Range Order (LRO) parameter which is defined by:
MLRO(β)2 ∶= lim
n→∞
1
∣Λn∣ ∑x∈Λn⟨σ0σx⟩
0
β , (1.8)
3It is expected, but not proven, that in this borderline case (1.7) is satisfied, while
m∗(βc) ≠ 0.
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where Λn = [−n,n]d, for the model on Zd (the limit existing by monotonicity
arguments), or the LRO parameter’s variant
M̃LRO(β)2 ∶= inf
B⊂Zd,∣B∣<∞
1
∣B∣2 ∑x,y∈B⟨σxσy⟩
0
β ≡ inf
B⊂Zd,∣B∣<∞
⟨[ 1∣B∣ ∑x∈B σx]
2⟩
0
β
(1.9)
which satisfies
inf
x∈Zd
⟨σ0σx⟩0β ≤ M̃LRO(β)2 ≤ MLRO(β)2 . (1.10)
It may be noted that whereas m∗(βc) provides direct information about
the states at β > βc, the monotonicity arguments of [Leb77] imply that
MLRO(βc) provides direct information about the states at β < βc and, fur-
thermore, the following relation holds.
Proposition 1.1. For any translation invariant ferromagnetic Ising model
on Zd: at all β ≥ 0
MLRO(β) ≤ m∗(β) (1.11)
with equality holding at values of β at which P (β,0) is continuously differ-
entiable.
Our main general result is:
Theorem 1.2. For any ferromagnetic Ising model on Zd whose coupling
constants (Jx,y)x,y∈Zd satisfy the conditions C1-C4: if
M̃LRO(β) = 0 (1.12)
then also
m∗(βc) = 0 , (1.13)
and the system has only one Gibbs state at βc.
(In which case one may add that the Gibbs states ⟨⋅⟩# are continuous in β
at βc, regardless of the choice of the boundary conditions, see Appendix B.)
Remarks:
i. The reference to M̃LRO(β) in (1.12) instead ofMLRO(β) allows to base
the estimate on the spin-spin correlations along just one of the prin-
cipal axes. Kaufman and Onsager found such simplification helpful in
calculations, by which they showed that M̃LRO(βc) = 0 for the nearest
neighbor Ising model in two dimensions [KO49].
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ii. Theorem 1.2 carries interesting implication also for the case that the
magnetization is discontinuous at βc (as in the above mentioned 1D
model with the borderline 1/r2 interaction). It shows that even in such
case the Ising model does not display coexistence at βc of two distinct
phases: a ‘high temperature phase’ with rapid decay of correlations
and a ‘low temperature phase’ exhibiting spontaneous magnetization,
m∗(βc) > 0. Such phase coexistence would be characteristic of a ‘reg-
ular’ first order phase transitions, as is found in the afore mentioned
Q-state Potts models at Q > 4.
It may be of relevance to note here that it has already been known
that for the Ising model the transition is ‘continuous’ in the sense that
the magnetic susceptibility χ(β) ∶= ∑x⟨σ0σx⟩β, which is finite for all
β < βc ([ABF87]), diverges as β ↗ βc (by the argument of [GJ74]).
That is now strengthened to the observation that m∗(βc) > 0 requires
also limβ↗βcMLRO > 0.
iii. For the specific example of the one-dimensional Ising model with Jx,y =
1/∣x − y∣2 , for which m∗(βc) > 0 ([Tho69, ACCN88]), Theorem 1.2
combined with the monotonicity of the two point function ([Sch77,
MMS77]) implies that for all x ∈ Zd
lim
β↗βc
⟨σ0σx⟩0β > m∗(βc)2 > 0 . (1.14)
Theorem 1.2 is proven here by extending the random current representa-
tion of [Aiz82], which is based on the switching lemma of [GHS70], to infinite
domains and establishing uniqueness of the infinite cluster for the resulting
system of (duplicated) random currents on Zd. This provides a useful tool
for studying the implications of condition (1.12).
1.4 Applications to reflection positive models
Among the few available tools for establishing the validity of (1.12) for non-
solvable models, and the only one which applies in the intermediate but
important dimension d = 3, is the Gaussian domination bound of [FSS76,
FILS78] which applies to reflection positive interactions (see e.g. [Bis09] for
a review on this crucial notion).
For the Ising model on a torus, where due to the period boundary condi-
tion the correlation function FL,β(x, y) = ⟨σxσy⟩TL,β depends only on x − y,
we denote the Fourier transform by
F̂L,β(p) ∶= ∑
x∈TL
eip⋅xFL,β(0, x) (1.15)
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where p ranges over T⋆L = (2πL Z)d ∩ (−π,π]d, and u ⋅ v denotes the scalar
product between u and v.
Proposition 1.3 (Gaussian domination bound [FSS76, FILS78]). If the in-
teraction Jx,y is reflection positive, then or any p ∈ T⋆L ∖ {0}:
F̂L,β(p) ≤ 1
2βE(p) , (1.16)
where
E(p) ∶= ∑
x∈Zd
(1 − eip⋅x)J0,x = 2 ∑
x∈Zd
sin2 (p⋅x
2
)J0,x . (1.17)
Here E(p) is the energy function of modes of momentum p. The bound
(1.16) allows to prove that (1.12) holds for reflection-positive models provided
∫
[−π,π]d
dp
(2π)d
1
E(p) < ∞ . (1.18)
The relation (1.18) is also the condition for transience of the random-walk
associated with the weights (Jx,y)x,y∈Zd , which is the Markov process defined
by the transition probabilities
P(Xn+1 = y∣Xn = x) = Jx,y∑z∈Zd Jx,z for all x, y ∈ Z
d. (1.19)
This yields the following conclusion (derived below in Section 3.3):
Corollary 1.4. If the random-walk associated to (Jx,y)x,y∈Zd is transient and
the model is reflection-positive, then the magnetization of the Ising model is
continuous at βc.
For specific applications, let us quote from [FSS76, FILS78] (c.f. also
[AF86]) that the following Ising models are reflection-positive (with respect
to hyperplanes passing through vertices):
1. (nearest neighbor interactions) Jx,y = δ∥x−y∥1,1 ,
2. (exponential decay) Jx,y = exp(−µ∥x − y∥1) for µ > 0 ,
3. (power-law potentials) Jx,y = ∥x − y∥−α1 for α > d ,
where ∥x∥1 = ∑di=1 ∣xi∣ for x = (x1, . . . , xd). Furthermore, Ising models whose
couplings are linear combinations with positive coefficients of the couplings
mentioned above are also reflection-positive, and in one dimension the exis-
tence of a phase transition requires both ∑n∈N Jn = ∞ and ∑n∈N nJn < ∞,
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which corresponds to α ∈ (1,2] ([Dys69, ACCN88]).
In the above examples E(p) vanishing for p→ 0 at the rates: E(p) ≈ ∣p∣2
in cases (1) and (2), and E(p) ≈ ∣p∣min{2,α−d} in case (3). Thus, verifying the
condition (1.18) we conclude:
Corollary 1.5. The magnetization of the following models is continuous as
a function of β for
• any reflection positive ferromagnetic Ising model in d > 2 dimensions,
• any such one dimensional model whose interaction includes long range
term(s) with 1 < α < 2, and no other powers.
It may be added that while (1.18) is not satisfied in two dimensions,
Theorem 1.2 is of relevance also for this case, since the condition (1.12) can
be established for the nearest neighbor model on the square, hexagonal and
triangular lattices through the Fortuin-Kasteleyn random cluster represen-
tation (see [Gri06] Theorem 6.72).
The planar case shows that transience of the associated random walk
(namely (1.18)) is not necessary for the continuity of m∗(β). On the other
hand, for one-dimensional long range models with Jx,y = 1/∣x− y∣α the crite-
rion provided by (1.18) is sharp, since it holds just up to the value α = 2 at
which the spontaneous magnetization is known to be discontinuous at βc.
1.5 Past results on continuity at βc
The past results on the continuity of the spontaneous magnetization at βc
are naturally split into two distinct classes: i. the special low dimensional
case of d = 2, and ii. high dimensions (as described below). For the standard
nearest neighbor model, the only dimension which has been left out is the
one of seemingly most physical interest: d = 3. Thus, aside from the general
principle, for the nearest-neighbor case the novelty in our results is mainly
limited to that case (plus certain long range models that fall between these
two ranges).
The earliest results have been derived for the nearest neighbor model in
d = 2 dimensions, for which the spontaneous magnetization was computed by
Yang [Yan52], using the methods of [Ons44, Kau49]. Prior to that, Kaufman
and Onsager [KO49] showed that M̃LRO(βc) = 0. More recently, continuity
of m∗(β) at βc was given a short proof in [Wer09] and a proof using dis-
crete holomorphicity and the Russo-Seymour-Welsh theory was exposed in
[DCHN11].
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For high dimensions, the continuity of spontaneous magnetization in the
nearest neighbor model was established in [AF86] for d ≥ 4 (formally d > 31
2
)
through reflection positivity bounds combined with differential inequalities.
The method used there yields also information on the critical exponent δ
with which m∗(β) ≈ ∣βc − β∣1/δ− , and related results for reflection positive
long range interactions due to which the effective dimension (as expressed
through the ‘bubble diagram’) is lowered.
Results which do not require reflection positivity were derived through
the general method of ‘lace expansion’ [Sla06] whose adaptation to Ising
systems’ random currents was accomplished by A. Sakai [Sak07]. The lace
expansion is restricted to models above the upper critical dimension, d > dc,
which in the presence of long range interaction (with α > d) is lowered to
dc = min{4,2(α − d)} [HvdHS08] (see also [CS] for tight estimates on the
two-point function). For optimal dimensional dependence of the results, the
lace expansion requires also a sufficiently spread-out short range interaction
(possibly for only technical reasons). However this method allows to deduce
mean field behavior of m∗(β) in high dimensions for a collection of non-
solvable, and not necessarily reflection positive, models.
2 The Random Current representation and its per-
colation properties
We shall use the following notation when discussing dependent percolation
on the graph Zd.
Notation. For any subset G ⊂ Zd, we let P2(G) = {{x, y} ∶ x, y ∈ G}.
For a configuration of “bond variables” ω ∈ {0,1}P2(Zd), an edge {x, y} for
which ωx,y = 1 is said to be open, and otherwise it is closed. Two vertices
x and y are said to be connected if there exist x = x0, . . . , xm = y such that
ωxi,xi+1 = 1 for every 0 ≤ i <m. The statement that x and y are connected is
denoted by x
ω
←→ y (and when ω is deemed clear from the context, we drop it
from the notation). The sites of Zd are partitioned into maximal connected
components of ω, which are called clusters.
We will often encounter also integer valued bond functions, i.e. elements
ω ∈ {0,1,2, ...}P2 (G) =∶ ΩG. The associated percolation would refer to the
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projection ⋅̂ ∶ ΩG Ð→ {0,1}P2(G) defined by
n̂x,y =
⎧⎪⎪⎨⎪⎪⎩
1 if nx,y > 0,
0 otherwise.
The ‘lattice shifts’, by vectors x ∈ Zd, of configurations ω ∈ {0,1}P2(Zd),
or ω ∈ ΩZd , are the mappings τx defined by τx(ω)a,b = ωa+x,b+x for all a, b ∈ Zd.
The indicator function on a configuration space Ω corresponding to a
condition E will be denoted by 1 [E] ≡ 1 [E] (ω). The argument (ω) will be
omitted when its deemed to be clear within the context.
2.1 The random current representation
Definition 2.1. A current n on G ⊂ Zd (also called a current configuration)
is a function from P2(G) to {0,1,2, ...}. A source of n = (nx,y ∶ {x, y} ∈P2(G)) is a vertex x for which ∑y∈G nx,y is odd. The set of sources of n is
denoted by ∂n, and the collection of current configurations on G is ΩG.
Random current representation for free boundary conditions
The partition function of a finite graph G is:
Z0(G,β) = ∑
σ∈{−1,1}G
∏
{x,y}⊂G
eβJx,yσxσy . (2.1)
Expanding eβJx,yσxσy for each {x, y} into
eβJx,yσxσy =
∞
∑
nx,y=0
(σxσy)nx,y(βJx,y)nx,y
nx,y!
and substituting this relation in (2.1), one gets
Z0(G,β) = ∑
n∈ΩG
wβ(n) ∑
σ∈{−1,1}G
∏
x∈G
σ
∑y∈G nx,y
x ,
where
wβ(n) ∶= ∏
{x,y}⊂G
(βJx,y)nx,y
nx,y!
.
Now,
∑
σ∈{−1,1}G
∏
x∈G
σ
∑y∈G nx,y
x =
⎧⎪⎪⎨⎪⎪⎩
0 if ∑y∈G nx,y is odd for some x ∈ G,
2∣G∣ otherwise.
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Above, ∣G∣ denotes the number of sites of G. Thus, the definition of a
current’s source enables one to write
Z0(G,β) = 2∣G∣ ∑
n∈ΩG∶∂n=∅
wβ(n) . (2.2)
Similar expansions for the correlation functions involve currents with
sources. For instance,
∑
σ∈{−1,1}G
σxσye
−βH0G(σ) = 2∣G∣ ∑
n∈ΩG∶∂n={x,y}
wβ(n),
which gives
⟨σxσy⟩0G,β =
∑
n∈ΩG∶∂n={x,y}
wβ(n)
∑
n∈ΩG∶∂n=∅
wβ(n) . (2.3)
Random current representation for + boundary conditions
For a finite subset G ⊂ Zd, the equilibrium state at + boundary conditions
is obtained by freezing all spins in the complementary set to the value +1.
This may be conveniently represented by adding an additional vertex δ ∉ Zd,
to which we refer as the ghost spin site4, and setting the coupling between
it and sites x ∈ G to Jx,δ = Jx,δ(G) ∶= ∑y∉G Jx,y.
For notational convenience we adapt the convention that the ghost site
is not to be listed in the configurations source set ∂n regardless of the parity
of the flux into δ (which can be determined from the parity of ∣∂n∣).
For + boundary conditions, a development similar to the above yields:
⟨σxσy⟩+G,β =
∑
n∈ΩG∪{δ} ∶∂n={x,y}
wβ(n)
∑
n∈ΩG∪{δ} ∶∂n=∅
wβ(n) . (2.4)
Observe that (2.3) differs from (2.4) in that the summation is over all cur-
rents on G ∪ {δ} instead of G. Also note that Jx,δ depends on G.
4The notion is related to Griffith’s ghost spin, which was added by R.B. Griffiths
[Gri67b] as a tool for the extension of correlation inequalities to states under an external
field.
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Switching lemma
As mentioned in the introduction, the random current perspective on the
Ising model’s phase transition is driven by the observation that the onset of
long range order coincides with a percolation transition in a dual system of
currents. This point of view, as an intuitive guide to diagrammatic bounds
which under certain conditions provide ‘hard information’ on the critical
model’s scaling limits, was developed in [Aiz82] and a number of subsequent
works. Among the first tools which facilitate cancellations in this representa-
tion is the following graph-theoretic switching lemma, which was originally
introduced in [GHS70] and applied there for the Griffiths-Hurst-Sherman
(GHS) inequality
Lemma 2.2 (Switching lemma5). For any nested pair of finite sets G ⊂H,
pair of sites x, y ∈ G and A ⊂H, and a function F ∶ ΩH → R:
∑
n1∈ΩG∶∂n1={x,y}
n2∈ΩH ∶∂n2=A
F (n1 + n2)wβ(n1)wβ(n2)
= ∑
n1∈ΩG∶∂n1=∅
n2∈ΩH ∶∂n2=A∆{x,y}
F (n1 +n2)wβ(n1)wβ(n2)1 [x n̂1+n2←ÐÐ→ y in G] .
with A∆B denoting the symmetric difference (A ∖B) ∪ (B ∖A) between A
and B.
The essential graph-theoretic argument is given in [GHS70], and in the
random current notation which is employed below in [Aiz82]. Since the proof
provides an introduction to the notation let us repeat it here.
Proof. In the argument, a current on the subgraph corresponding to G is also
viewed as a current on H which vanishes on pairs {x, y} not contained in G.
The switching is performed within collections of pairs of currents {n1, n2}
of a specified value for the sum m ∶= n1 + n2. It is therefore convenient to
take as the summation variables the current pairs m and n = n1 ≤m (with
n ≤m defined as the natural partial order relation). One obtains
∑
n1∈ΩG∶∂n1={x,y}
n2∈ΩH ∶∂n2=A
F (n1 + n2)wβ(n1)wβ(n2)
= ∑
m∈ΩH ∶∂m=A∆{x,y}
F (m)wβ(m) ∑
n∈ΩG ∶∂n={x,y}
n≤m
(m
n
),
5In allowing G to be a strict subset of H , Lemma 2.2 forms a minor extension of the
statement found in [GHS70]. An allusion to it, and its other applications, was made in
the explanation of Lemma 6.3 in [AG83], where this extension was applied. The difference
in the proof is rather trivial.
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and
∑
n1∈ΩG∶∂n1=∅
n2∈ΩH ∶∂n2=A∆{x,y}
F (n1 + n2)wβ(n1)wβ(n2)1 [x n̂1+n2←ÐÐ→ y in G]
= ∑
m∈ΩH ∶∂m=A∆{x,y}
F (m)wβ(m)1 [x m̂←→ y in G] ∑
n∈ΩG∶∂n=∅
n≤m
(m
n
),
where (m
n
) = ∏{x,y}⊂G (mx,ynx,y ) and where we used the fact that
wβ(n1)wβ(n2) = ∏
{x,y}⊂G∪{δ}
[(βJx,y)nx,y
nx,y!
] [(βJx,y)mx,y
mx,y!
] = wβ(m)(m
n
).
The claim follows if the relation below is proved for every current m ∈ ΩH :
∑
n∈ΩG∶∂n={x,y}
n≤m
(m
n
) = 1 [x m̂←→ y in G] ∑
n∈ΩG∶∂n=∅
n≤m
(m
n
). (2.5)
First, assume that x and y are not connected in G by m. The right-hand
side is trivially zero. Moreover, there is no current n on G which is smaller
than m and which connects x to y. The left-hand side is thus 0 and (2.5) is
proved in this case.
Let us now assume that x and y are connected in G by m. Associate to
m the graph M with vertex set G, and ma,b edges between a and b. For a
subgraph N ofM, let ∂N be the set of vertices belonging to an odd number
of edges. Since x and y are connected in G by m, there exists a subgraph K
of M with ∂K = {x, y}.
The involution N ↦ N∆K provides a bijection between the set of sub-
graphs of M with ∂N = ∅, and the set of subgraphs of M with ∂N = {x, y}.
Therefore, these two sets have the same cardinality. Since the summations
in
∑
n∈ΩG∶∂n=∅
n≤m
(m
n
) and ∑
n∈ΩG∶∂n={x,y}
n≤m
(m
n
)
are over currents n in G, these sums correspond to the cardinality of the
two sets mentioned above. In particular, they are equal and the statement
follows.
2.2 Infinite-volume random current representation
Next, we formulate the infinite volume limit of the random current repre-
sentation. This allows a more effective use of the asymptotic translation
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invariance, and enables us to deploy the uniqueness of the infinite cluster
argument, which can be established in this context.
Let P0G,β be the law on currents on G defined by
P0G,β[n] ∶= wβ(n) 1 [∂n = ∅]∑
m∈ΩG∶∂m=∅
wβ(m) , ∀n ∈ ΩG . (2.6)
This induces a measure on ΩG ∶= {0,1,2, ...}P2 (G) that we denote by P̂0G,β.
One may also define a law on currents on G ∪ {δ} which induces a measure
on ΩG∪{δ} ∶= {0,1,2, ...}P2 (G∪{δ}) denoted by P̂+G,β.
Let ΛL = [−L,L]d be the box of size L.
Theorem 2.3. Let β > 0. There exist two laws P̂+β and P̂0β on ΩZd such that
R1 (Convergence) For any event A depending on finitely many edges,
lim
L→∞
P̂+ΛL,β[A] = P̂+β[A] and limL→∞ P̂0ΛL,β[A] = P̂0β[A].
R2 (Invariance under translations) P̂+β and P̂
0
β are invariant under the
shifts τx, x ∈ Zd.
R3 (Ergodicity) P̂+β and P̂
0
β are ergodic with respect to the group of shifts(τx)x∈Zd.
Proof. Except for a minor difference in the very last step the proof is identical
for the (+) and the free (f) boundary conditions. Let us therefore use the
symbol # as a marker for either of the two.
Proof of R1 (Convergence)
To prove convergence of the finite volume probability measures, let us first
note that the distribution of the random currents simplifies into a product
measure when conditioned on the parity variables r(ω) = (rx,y)x,y⊂G, with:
rx,y(ω) ∶= (−1)nx,y(ω) . (2.7)
The conditional distribution of n, given r(ω), is simply the product measure
of independent Poisson processes of mean values βJx,y conditioned on the
corresponding parity. Thus, for a proof of convergence it suffices to establish
convergence of the law of the parity variables r(ω).
For a set of bonds (i.e. graph edges) E ⊂ P2(Zd), define the events
CE = { ω ∶ rx,y(ω) = 1 ∀{x, y} ∈ E } , (2.8)
C(0)
E
= { ω ∶ nx,y(ω) = 0 ∀{x, y} ∈ E } .
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Let us prove that for any finite subset E of edges of Zd, P̂#
ΛL,β
[CE] converges
as L tends to infinity.
To facilitate a unified treatment of the two boundary conditions we de-
note
Ω
#
L
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ΩΛL for # = 0 ,
ΩΛL∪{δ} for # = + .
(2.9)
For L large enough (so that ΛL ⊃ E) we have:
P̂
#
ΛL,β
[CE] =
∑
n∈Ω
#
L
∶∂n=∅
wβ(n)1 [CE]
∑
n∈Ω
#
L
∶∂n=∅
wβ(n)
=
∑
n∈Ω
#
L
∶∂n=∅
wβ(n)1 [C(0)E ]
∑
n∈Ω
#
L
∶∂n=∅
wβ(n) ∏x,y∈E cosh(βJx,y)
= Z
#(ΛL ∖E,β)
Z#(ΛL, β) ∏x,y∈E cosh(βJx,y) (2.10)
Above, ΛL ∖ E designates the graph obtained by removing the edges of E
but keeping all the vertices of ΛL. The above ratio can be expressed in terms
of an expectation value of a finite term:
P̂
#
ΛL,β
[CE] = ⟨e−βKE ⟩#ΛL,β ∏
x,y∈E
cosh(βJx,y) (2.11)
with the finite volume collection of energy terms
KE(ω) ∶= ∑
x,y∈E
Jx,yσxσy . (2.12)
The convergence of the above expression follows now directly from the con-
vergence of correlation functions as L tends to infinity.
The events CE with E ranging over finite sets of edges span (by inclusion-
exclusion) the algebra of events expressible in terms of finite collections of
the binary variables of r(ω). This fact, and the above observation that the
probability distribution of the random current n conditioned on r(ω) does
not depend on L, implies the existence of P̂#
β
.
Proof of R2 (Translation invariance)
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Fix x ∈ Zd. The limit of the probability of the event CE, where E is a
finite set of edges, is the same if the sequence (ΛL)L≥0 is replaced by the
sequence (x +ΛL)L≥0. (Simply use (2.11) and the convergence of ⟨⋯⟩#x+ΛL,β
to ⟨⋯⟩#
β
.) This immediately implies that P̂#
β
is invariant under translations.
Proof of R3 (Ergodicity)
Since every translationally invariant event can be approximated by events
depending on a finite number of edges, it is sufficient to prove that for any
events A and B depending on a finite number of edges,
lim
∥x∥1→∞
P̂
#
β
[A ∩ τxB] = P̂#β [A] P̂#β [B]. (2.13)
In view of the conditional independence of n given the parity variables r,
the requirement can be further simplify to the proof that for any two finite
sets E and F of edges,
lim
∥x∥1→∞
P̂
#
β
[CE∪(x+F )] = P̂#β [CE] P̂#β [CF ] . (2.14)
Using the expression (2.11), for x large enough so that E ∩ (x + F ) = ∅:
P̂
#
β
[CE∪(x+F )]
P̂
#
β
[CE] P̂#β [CF ] =
⟨e−βKEe−βKx+F ⟩#
β
⟨e−βKE⟩#
β
⟨e−βKF ⟩#
β
(2.15)
Ergodicity of the random current states can therefore be presented as an
implication of the statement that this ratio tends to 1. This condition holds
as a consequence of the mixing property of the states ⟨⋯⟩#
β
when restricted to
functions which are invariant under global spin flip (i.e. that f(−σ) = f(σ)
for every spin configuration σ). For completeness we enclose the proof of the
statement, which may be part of the folklore among experts, in Appendix
A.
Remark 2.4. The relation of the ergodicity of P̂+β and P̂
0
β to the partial ergod-
icity of ⟨⋯⟩+β or ⟨⋯⟩0β (i.e. ergodicity of only the restriction to the σ algebra
of even event) can be compared to a similar relation in the random-cluster
representation of the Q-state Potts models, with wired and free boundary
conditions (see [Gri06] for more details on these models). The restriction is
needed since in the presence of symmetry breaking (at β > βc) the state ⟨⋯⟩0β
is not even mixing on functions which are odd with respect to the global spin
flip.
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2.3 Percolation properties of the sum of random currents
Define Pβ to be the law of n̂1 +n2, where n1 and n2 are two independent
currents with laws P0β and P
+
β. We also set Eβ for the expectation with
respect to Pβ. Properties R2 and R3 of Theorem 2.3 imply immediately
that Pβ is invariant and ergodic with respect to shifts.
We now prove that there cannot be more than one infinite cluster. This
claim will be crucial in the proof of Theorem 1.2: it will replace the use of the
FKG inequality, which is not available for the random current representation.
Theorem 2.5. For any translation invariant ferromagnetic Ising model on
Z
d satisfying C1 −C4, there exists at most one infinite cluster Pβ-almost
surely (at any β ≥ 0).
The following lemma is an equivalent of the insertion tolerance valid for
many spin models.
Lemma 2.6. Let Φ̂N ∶ {0,1}P2(Zd) Ð→ {0,1}P2(Zd) be the map opening all
edges {x, y} in ΛN with Jx,y > 0. Let N > 0, then there exists c = c(N,J,β) >
0 such that for any event E,
Pβ[Φ̂N(E)] ≥ c Pβ[E].
Proof. It is sufficient to consider events E depending on a finite number of
edges. Let PΛn,β be the law of n̂1 +n2, where n1 and n2 are two independent
currents with respective laws P0Λn,β and P
+
Λn,β
. Property R1 of Theorem 2.3
shows that PΛn,β converges weakly to Pβ. This reduces the proof to showing
the existence of c = c(N,J,β) > 0 on Λn, with a value which does not depend
on n > N .
Consider the transformation ΦN ∶ (ΩΛn)2 Ð→ (ΩΛn)2 defined by
ΦN(n1,n2){x, y} =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(0,2) if (n1{x, y},n2{x, y}) = (0,0),
Jx,y > 0, and x, y ∈ ΛN ,
(n1{x, y},n2{x, y}) otherwise,
where exceptionally m{x, y} denotes m{x,y} for ease of notation. Fix ω ∈{0,1}Λn and let Ω2 = {(n1,n2) ∈ (ΩΛn)2 ∶ n̂1 +n2 = ω}. The set ΦN(Ω2) is
obtained from Ω2 by changing the value of the current n2 on edges {x, y}
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with ω{x,y} = 0 from 0 to 2. Therefore,
PΛn,β[Φ̂N(E)] = ∑
ω′∈Φ̂(E)
PΛn,β[ω′] = ∑
ω∈E
1
Card[Φ̂−1
N
(Φ̂N(ω))]PΛn,β[Φ̂N(ω)]
≥ 2−Card(P2(ΛN )) ∑
ω∈E
PΛn,β[Φ̂N(ω)] = 2−Card(P2(ΛN )) ∑
ω∈E
P0Λn,β⊗P
+
Λn,β
[ΦN(Ω2)]
≥ 2−Card(P2(ΛN )) ∑
ω∈E
( ∏
{x,y}⊂ΛN ∶ωx,y=0
(βJx,y)2
2
)P0Λn,β ⊗P+Λn,β[Ω2]
≥ c ∑
ω∈E
P0Λn,β ⊗P
+
Λn,β
[Ω2] = c PΛn,β[E] , (2.16)
where c = c(N,J,β) > 0 does not depend on n. In the first inequality, we used
the fact that the number of pre-images of each configuration is smaller than
2 to the power the number of pairs of points in ΛN (since one has to decide
whether edges of ΛN were open or closed before the transformation).
Proof of Theorem 3.1. For ℓ ∈ N ∪ {∞}, let Eℓ be the event that there exist
exactly ℓ disjoint infinite clusters. We must prove that Pβ[Eℓ] = 0 for ℓ ≥ 2.
The proof is based on a variation of the Burton-Keane argument [BK89].
Let k > 0 such that for any vertex y satisfying ∥y∥1 = 1, there exist 0 =
x0, . . . , xm = y with Jx0,x1 . . . Jxm−1,xm > 0 and with xi ∈ Λk for every i ≤ m
(the existence of this k is guaranteed by the aperiodicity condition).
Proof of Pβ[Eℓ] = 0 for 2 ≤ ℓ < ∞. Let ℓ ≥ 2. Let Fn be the event
that the ℓ infinite clusters intersect Λn. Fix N > k large enough so that
Pβ[FN ] ≥ 12Pβ[Eℓ]. Lemma 2.6 implies that Pβ[Φ̂2N(FN)] ≥ c2Pβ[Eℓ]. Any
configuration in Φ̂2N(FN) contains exactly one infinite cluster since all the
vertices in ΛN are connected. Therefore,
Pβ[E1] ≥ c2Pβ[Eℓ].
Ergodicity implies that Pβ[Eℓ] and Pβ[E1] are equal to 0 or 1, therefore
Pβ[Eℓ] = 0.
Proof of Pβ[E∞] = 0. Assume that Pβ[E∞] > 0 and consider N > 2k large
enough so that
Pβ[three distinct infinite clusters intersect the box ΛN/2] > 0.
Lemma 2.6 (applied to Φ̂N) implies that Pβ[CT0] > 0, where CT0 is the
following event:
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• all vertices in ΛN/2 are connected to each other in ΛN ,
• If C is the cluster of 0, then C∩(Zd∖ΛN) contains at least three distinct
infinite connected components.
A vertex x ∈ (2N+1)Zd is called a coarse-trifurcation if τxCT0 =∶ CTx occurs.
By invariance under translation, Pβ[CTx] = Pβ[CT0].
Fix n≫ N . The set T of coarse-trifurcations in Λn has a natural structure
of forest F constructed inductively as follows.
Step 1 At time 0, all the vertices in T are unexplored.
Step 2 If there does not exist any unexplored vertex in T left, the algorithm
terminates. Otherwise, pick an unexplored vertex t ∈ T and mark it
explored (by this we mean that it is not considered as an unexplored
vertex anymore). Go to Step 3.
Step 3 Consider the cluster Ct of vertices x ∈ Zd connected to t in Λn. This
cluster decomposes into k ≥ 3 disjoint connected components of Zd ∖
(t +ΛN) denoted C(1)t , . . . ,C(k)t . For i = 1, . . . , k, do the following:
– if there exist two vertices x ∈ C(i)t and y ∉ Λn such that {x, y} is
open, and there exists an open path in Λn going from x to t and
not passing at distance N from a coarse-trifurcation in C(i)t ∩ (T ∖{t}), then add the vertex y to F together with the edge {t, y}.
– if there is no such vertex, then there must be a coarse-trifurcation
s ∈ C(i)t connected by an open path not passing at distance N from
a trifurcation in C(i)t ∩ (T ∖ {t, s}). If s is not already a vertex ofF , add it. Then, add the edge {t, s}.
Step 4 Go to Step 2.
The graph obtained is a forest (due to the structure of coarse-trifurcations).
Each coarse-trifurcation corresponds to a vertex of the forest of degree at
least three. Thus, the number of coarse-trifurcations must be smaller than
the number of leaves. Let N be the number of leaves, we find
Pβ[CT0] (2n + 1)d(2N + 1)d ≤ Eβ[N]. (2.17)
Yet, leaves are vertices outside Λn which are connected by an open edge to
a vertex in Λn, therefore
Eβ[N] ≤ 2d(2n + 1)d−1 n∑
k=0
∑
x∈Zd∶ ∥x∥1≥k
J0,x .
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Since ∣J ∣ <∞, we find that
0 < Pβ[CT0](2N + 1)d ≤
Eβ[N]
(2n + 1)d Ð→ 0 as n→∞.
This contradicts Pβ[CT0] > 0 and therefore Pβ[E∞] must be zero. The claim
follows.
3 Proofs of the main results
3.1 A bound on the percolation probability
Let us start with a crucial relation which justifies the consideration of Pβ.
Theorem 3.1. For β at which M̃LRO(β) = 0, also Pβ [0↔∞] = 0.
Proof. Let L > 0 and let x, y ∈ ΛL. The switching lemma (Lemma 2.2)
implies
P0ΛL,β ⊗P
+
ΛL,β
[x n̂1+n2←ÐÐ→ y in ΛL]
∶=
∑
n1∈ΩΛL ∶∂n1=∅
n2∈ΩΛL∪{δ}
∶∂n2=∅
wβ(n1)wβ(n2)1 [x n̂1+n2←ÐÐ→ y in ΛL]
∑
n1∈ΩΛL ∶∂n1=∅
n2∈ΩΛL∪{δ}
∶∂n2=∅
wβ(n1)wβ(n2)
=
∑
n1∈ΩΛL ∶∂n1={x,y}
n2∈ΩΛL∪{δ}
∶∂n2={x,y}
wβ(n1)wβ(n2)
∑
n1∈ΩΛL ∶∂n1=∅
n2∈ΩΛL∪{δ}
∶∂n2=∅
wβ(n1)wβ(n2) . (3.1)
The representations of spin-spin correlations (2.3) and (2.4) then imply that
P0ΛL,β ⊗P
+
ΛL,β
[x n̂1+n2←ÐÐ→ y in ΛL] = ⟨σxσy⟩0ΛL,β⟨σxσy⟩+ΛL,β ≤ ⟨σxσy⟩0ΛL,β.
(3.2)
The right-hand side converges to ⟨σxσy⟩0β as L tends to infinity. Since the
event on the left-hand side can be expressed in terms of n̂1 and n̂2, the
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convergence of P̂+ΛL,β and P̂
0
ΛL,β
to P̂+β and P̂
0
β provided by Theorem 2.3
implies that the left-hand side converges to Pβ [x↔ y]. (The percolation
event does not depend on finitely many edges, but justifying passing to the
limit is straightforward by first considering the events that 0 is connected to
distance N .) Therefore,
Pβ [x↔ y] ≤ ⟨σxσy⟩0β . (3.3)
Let now B ⊂ Zd be a finite subset. The Cauchy-Schwarz inequality applied
to the random variable X = ∑x∈B 1 [x↔∞] leads to
( ∣B∣Pβ[0↔∞] )2 ∶= Eβ[X]2 ≤ Eβ[X2] =∶ ∑
x,y∈B
Pβ[x, y ↔∞].
The uniqueness of the infinite cluster thus implies
( ∣B∣Pβ[0↔∞] )2 ≤ ∑
x,y∈B
Pβ[x, y↔∞] ≤ ∑
x,y∈B
Pβ[x↔ y]. (3.4)
Combining this relation with (3.3) and optimizing over B we get:
Pβ[0↔∞] 2 ≤ inf
B∈Zd,∣B∣<∞
1
∣B∣2 ∑x,y∈B⟨σxσy⟩
0
β = M̃LRO(β)2 , (3.5)
which proves the claim.
Remark 3.2. In the last step of (3.4) one can see uniqueness of the infi-
nite cluster used as a substitute for the classical percolation argument which
utilizes the FKG inequality, which we do not have for random currents.
3.2 Proof of Theorem 1.2
Fix a pair of vertices x and y. Applying the switching lemma (Lemma 2.2)
again, we find that for L > 0:
⟨σxσy⟩+ΛL,β − ⟨σxσy⟩0ΛL,β =
∑
n2∈ΩΛL∪{δ}
∶∂n2={x,y}
wβ(n2)
∑
n2∈ΩΛL∪{δ}
∶∂n2=∅
wβ(n2) −
∑
n1∈ΩΛL ∶∂n1={x,y}
wβ(n1)
∑
n1∈ΩΛL ∶∂n1=∅
wβ(n1)
=
∑
n1∈ΩΛL ∶∂n1=∅
n2∈ΩΛL∪{δ}
∶∂n2={x,y}
wβ(n1)wβ(n2) − ∑
n1∈ΩΛL ∶∂n1={x,y}
n2∈ΩΛL∪{δ}
∶∂n2=∅
wβ(n1)wβ(n2)
∑
n1∈ΩΛL ∶∂n1=∅
n2∈ΩΛL∪{δ}
∶∂n2=∅
wβ(n1)wβ(n2)
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=∑
n1∈ΩΛL ∶∂n1=∅
n2∈ΩΛL∪{δ}
∶∂n2={x,y}
wβ(n1)wβ(n2)(1 − 1 [x n̂1+n2←ÐÐ→ y in ΛL])
∑
n1∈ΩΛL ∶∂n1=∅
n2∈ΩΛL∪{δ}
∶∂n2=∅
wβ(n1)wβ(n2) . (3.6)
Yet, any configuration n2 with sources at x and y such that x and y are
not connected in ΛL necessarily satisfies that x and y are connected to δ.
Therefore,
⟨σxσy⟩+ΛL,β − ⟨σxσy⟩0ΛL,β ≤
∑
n1∈ΩΛL ∶∂n1=∅
n2∈ΩΛL∪{δ}
∶∂n2={x,y}
wβ(n1)wβ(n2)1 [x n̂1+n2←ÐÐ→ δ]
∑
n1∈ΩΛL ∶∂n1=∅
n2∈ΩΛL∪{δ}
∶∂n2=∅
wβ(n1)wβ(n2) .
(3.7)
We shall now estimate the sum in the numerator by comparing it to the
corresponding sum in which the source condition of (n1,n2) is changed to
∂n1 = ∂n2 = ∅.
Fix a sequence of vertices x = x0, . . . , xm = y with Jxi,xi+1 > 0 for any 0 ≤
i <m. For any L large enough so that xi ∈ ΛL for all i ≤m, consider the one-
to-many mapping which assigns to each ω a modified current configuration
n2 with the change limited to n2 along the set of bonds ej = {xi, xi+1},
j = 0, . . . ,m − 1, at which the parity of all these variables is flipped, and the
value of the new one is at least 1 at each bond. Under this mapping, the
image of each pair (n1,n2) that contributes in the numerator of (3.7) lies in
the set for which the connection event x
n̂1+n2
←ÐÐ→ δ remains satisfied, but the
source set of n2 is reset to ∂n2 = ∅.
Classifying the current pairs according to the values of all the unaf-
fected variables of {(n1,n2)}, and the parity of n2 along the set of bonds
e0, . . . , em−1, it is easy to see that under this one-to-many map the measure
of each set is multiplied by a factor which is larger than or equal to
Γx,y =
m
∏
j=1
min{ sinh(βJej )
cosh(βJej) ,
cosh(βJej ) − 1
sinh(βJej ) } . (3.8)
(i.e. the original measure multiplied by Γx is dominated by the measure of
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the image set.) This allows us to conclude:
∑
n1∈ΩΛL ∶∂n1 = ∅
n2∈ΩΛL∪{δ}
∶∂n2={x,y}
wβ(n1)wβ(n2)1 [x n̂1+n2←ÐÐ→ δ] ≤
≤ Γ−1x,y ∑
n1∈ΩΛL ∶∂n1=∅
n
′
2∈ΩΛL∪{δ}
∶∂n′2=∅
wβ(n1)wβ(n′2)1[x n̂1+n
′
2
←ÐÐ→ δ] . (3.9)
Inserting this in (3.7), we find that
⟨σxσy⟩+ΛL,β − ⟨σxσy⟩0ΛL,β ≤ Γ−1x,y P0ΛL,β ⊗P+ΛL,β[x n̂1+n2←ÐÐ→ δ] . (3.10)
Taking the limit L→∞ (which exists by Theorem 2.3) we obtain
0 ≤ ⟨σxσy⟩+β − ⟨σxσy⟩0β ≤ Γ−1x,y Pβ [x↔∞] . (3.11)
(The percolation event on the right does not depend on finitely many edges,
but justifying passing to the limit is straightforward by first considering the
events that x is connected to distance N .)
We now consider β for which (1.12) holds. Applying Theorem 3.1 we
conclude that Pβ [x↔∞] = 0, and hence for any x, y ∈ Zd: ⟨σxσy⟩+βc =⟨σxσy⟩0βc . Thus, using the FKG inequality [FKG71] and (3.11):
0 ≤ ⟨σ0⟩+βc⟨σx⟩+βc ≤ ⟨σ0σy⟩+βc = ⟨σ0σx⟩0βc (3.12)
for any y ∈ Zd. The assumption that ⟨σ0σx⟩0βc averages to zero over transla-
tions leads to ⟨σ0⟩+βc = 0, i.e. m∗(βc) = 0.
The full statement of continuity of the Gibbs state then follows by the
known general result which is presented as Proposition B.1 in Appendix B,
and the observation that for translation invariant models m∗(βc) = 0 implies
that ⟨σx⟩+βc = 0 for all sites x ∈ Zd.
3.3 Proof of Corollary 1.4
We include the proof of Corollary 1.4 only for completeness, as the argument
is not new.
The Gaussian domination bound (1.16) (also known as the infrared bound)
can be equivalently formulated as the statement that for any function (vx) ∈
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C
TL , the correlation function FL,β(x, y) = ⟨σxσy⟩TL,β satisfies:
∑
x,y∈TL
vxvyFL,β(x, y) ≤ 1
2β
∑
x,y∈TL
vxvyGL(x, y) + 1
Ld
F̂L,β(0)
RRRRRRRRRRR ∑x∈TL vx
RRRRRRRRRRR
2
,
(3.13)
where
GL(x, y) = ∑
p ∈ T⋆
L
∖{0}
1
Ld
ei p⋅(x−y)
E(p) . (3.14)
The sum in (3.14) (with the weights 1
Ld
) forms a Riemann approximation.
Under the assumed Condition (1.18) (L1 integrability of 1/E(p)) standard
approximation arguments allow to conclude the pointwise convergence
lim
L→∞
GL(x, y) = ∫
[−π,π]d
dp
(2π)d
ei p⋅(x−y)
E(p) =∶ G(x, y) , (3.15)
to a function satisfying:
lim
N→∞
1
∣ΛN ∣2 ∑x,y∈ΛN G(x, y) = 0 . (3.16)
Furthermore, for β < βc and any fixed function v of bounded support the
zero momentum term in (3.13) can be omitted since
0 ≤ lim
L→∞
1
Ld
F̂L,β(0) = lim
L→∞
1
∣TL∣ ∑x∈TL⟨σ0σx⟩TL,β
≤ lim
L→∞
1
∣ΛL∣ ∑x∈ΛL⟨σ0σx⟩
+
ΛL,β
= 0 , (3.17)
where use is made of the fact that ∑x∈Zd⟨σ0σx⟩+β < ∞ for any β < βc
([ABF87]).
To apply the above to the free boundary condition correlation function⟨σxσy⟩0ΛL,β let us first note that, by the Griffith inequality [Gri67a], the
latter are monotone increasing functions of β and also monotone increasing
in L. Standard semicontinuity arguments which are applicable under such
monotonicity assumptions allow to conclude that for each x, y ∈ Zd
⟨σxσy⟩0βc = limβ↗βc limL→∞⟨σxσy⟩0ΛL,β (3.18)
Combining (3.18) with (3.13) for the function vx = 1∣Λn∣1[x ∈ Λn], and
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using (3.17), we find that for each fixed n:
1
∣Λn∣2 ∑x,y∈Λn⟨σxσy⟩
0
βc
= lim
β↗βc
lim
L→∞
1
∣Λn∣2 ∑x,y∈Λn⟨σxσy⟩
0
ΛL,β
≤ lim
β↗βc
lim
L→∞
1
∣Λn∣2 ∑x,y∈Λn⟨σxσy⟩TL,β
≤ 1
2βc
1
∣Λn∣2 ∑x,y∈ΛnG(x, y) . (3.19)
where another use is made of the Griffith inequality [Gri67a], by which⟨σxσy⟩0ΛL,β ≤ ⟨σxσy⟩TL,β. Incorporating now (3.16) in (3.19), we see that
if Condition (1.18) holds, then M̂LRO(βc) = 0. Thus, by Theorem 1.2 the
spontaneous magnetization m∗(β) vanishes continuously at βc, as claimed
in Corollary 1.4.
Appendix
A The mixing properties of the two Gibbs states
Proposition A.1. For any translation invariant ferromagnetic Ising model
on Zd satisfying conditions C1 −C4:
1. the state ⟨⋯⟩+
β
is ergodic and mixing, in the sense that for any pair
of local functions F,G ∶ {−1,1}Zd ↦ R the following limit exists and
satisfies:
lim
∥x∥→∞
⟨F ×G ○ τx⟩+β = ⟨F ⟩+β × ⟨G⟩+β . (A.1)
2. The state ⟨⋯⟩0
β
is ergodic and mixing in its restriction to the σ-algebra
of even events, i.e. it satisfies the analog of (A.1) for functions such
that F (−σ) = F (σ) and G(−σ) = G(σ).
The proof is based on the Griffith inequality [Gri67a] which implies the
monotonicity, in the coupling strength, of the expectation values of σA ∶=
∏x∈A σx in ferromagnetic Ising spin systems with Hamiltonians of the form
H(σ) = − ∑
B⊂Ω2
JB σB , (A.2)
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with JB ≥ 0 for all finite subset B of Ω2, and σB ∶= ∏x∈B σx. Note that the
Hamiltonians satisfying C1 −C4 are of this form with JB = 0 for any set of
cardinality different from 2.
Proof. Let F = σA with A finite, and let G = e−H̃ , with H̃ given by a finite
sum of the form H̃ = −∑B⊂Zd J̃BσB . We have
⟨σA e−βH̃○τx⟩#β = ⟨σA ∣e−βH̃○τx⟩#β ×⟨e−βH̃○τx ⟩#β = ⟨σA ∣e−βH̃○τx⟩#β ×⟨e−βH̃ ⟩#β ,
where the first term on the right-hand side can be interpreted as an Ising mea-
sure with coupling constants equal to JB + J̃B−x. Now, the above mentioned
monotonicity, which follows from the Griffith inequality [Gri67a], implies
that
• if J̃B ≥ 0 for any B ⊂ Zd, then
⟨σA⟩+Λ∥x∥1/2,β ≥ ⟨σA ∣e−βH̃○τx⟩
+
β
≥ ⟨σA⟩+β . (A.3)
• if −JB ≤ J̃B ≤ 0 for any finite subset B of Zd, then
⟨σA⟩0Λ∥x∥1/2,β ≤ ⟨σA ∣e−βH̃○τx⟩
0
β
≤ ⟨σA⟩0β . (A.4)
The convergence of ⟨⋯⟩#
Λ∥x∥1/2,β
to ⟨⋯⟩#
β
thus implies that
lim
∥x∥→∞
⟨σA∣e−βH̃○τx⟩#β = ⟨σA⟩#β
and therefore
lim
∥x∥→∞
⟨σA e−βH̃○τx⟩#β = ⟨σA⟩#β ⟨e−H̃⟩#β (A.5)
for J̃B ≥ 0 (∀B ⊂ Zd) in the case of + boundary conditions, and −JB ≤ J̃B ≤ 0
(∀B ⊂ Zd) for free boundary conditions.
By linearity, in equation (A.5) the term σA may be replaced by arbi-
trary polynomials in {σx} and thus, by the Stone-Weierstrass theorem, the
statement extends to all continuous functions F (σ), and through that to all
bounded measurable functions. Similarly, using also the convergence of the
power series expansion, the factor e−βH̃ can be replaced by bounded measur-
able functions which are spanned by the collection of terms which are allowed
in H̃. For + boundary conditions the latter includes σA for all bounded sets,
and thus (A.5) extends to mixing, and hence ergodicity, of the + state. For
the free boundary conditions the restriction in (A.4), which does not allow
J̃B to overturn the ferromagnetic nature of the state, excludes odd functions.
However the argument still allows to conclude the mixing property on the
σ-algebra generated by the collection of random variables {σ{x,y} ∶ Jx,y > 0}.
That is easily seen to consist of the σ-algebra of even events.
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B From the continuity of the magnetization to the
continuity of the Gibbs state(s)
In the last step of the proof of Theorem 1.2 use was made of the following
known property of the Ising model’s Gibbs states [LML72]. It is presented
here for completeness, and in a somewhat streamlined form which experts
would also find familiar.
Proposition B.1. In any ferromagnetic Ising model with pair interactions,
on a graph G with ∑y∈G Jx,y <∞ for all x ∈ G, for h = 0 and any β0 ∈ [0,∞)
the following conditions are equivalent
(a) for all x ∈ G: ⟨σx⟩+β0 = 0,
(b) there is a unique Gibbs state at β0, as well as all β < β0, and the
Gibbs state is continuous in the sense that for any choice of boundary
conditions, which may also vary with β for β > β0:
lim
β→β0
⟨⋯⟩#(β)
β
= ⟨⋯⟩β0 . (B.1)
For clarity: the statement refers to the Gibbs states in the limit in which
the graph has no boundary sites.
Proof. The relations are based on two properties of the systems’ Gibbs state.
First is that at all β the Gibbs states are “bracketed” in the sense of Fortuin-
Kasteleyn-Ginibre [FKG71] between the ± boundary condition states and
the two are equal if and only if condition (a) holds ([LML72]). Thus (a) is
equivalent to the uniqueness of the Gibbs state.
The added statement of the Gibbs state’s continuity is based on semi-
continuity arguments, which imply that for all finite A ⊂ G: :
⟨σA⟩+β = lim
ε↘0
⟨σA⟩+β+ε ,
(B.2)
⟨σA⟩0β = lim
ε↘0
⟨σA⟩0β−ε .
The proof of these relations is based on the Griffith inequalities, by which
the finite volume functions ⟨σA⟩#Λ,β are: i. monotone increasing in β, and
ii. monotone in Λ ⊂ G: increasing for # = 0 and decreasing for # = +. This
makes applicable the general semicontinuity principle that pointwise mono-
tone limits of sequences of continuous functions are upper semicontinuous in
the increasing case, and lower semicontinuous in the decreasing case.
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Thus, under the assumption of the uniqueness of state for β0, which
directly extends to uniqueness for all β ≤ β0, we have:
⟨⋯⟩β0 = lim
ε→0
⟨⋅⟩+β+ε = lim
ε→0
⟨⋅⟩−β+ε (B.3)
which implies the full statement of continuity throughout the FKG bracket-
ing principle.
Remark: Related to the above is the afore mentioned relation of [Leb77]
between the continuity of the states ⟨⋅⟩0β and the differentiability of the free
energy in β (for graphs satisfying the van Hove growth condition). It would
be of interest to see an unconditional derivation of (1.7) which may well be
valid for translation invariant models at all β.
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