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Abstract: We derive in full generality the equations that govern the time dependence of
the energy E of the decay electrons in a muon g−2 experiment. We include both electromag-
netic and gravitational effects and we estimate possible systematics on the measurements
of g − 2 ≡ 2(1 + a), whose experimental uncertainty will soon reach ∆a/a ≈ 10−7. In
addition to the standard modulation of E when the motion is orthogonal to a constant
magnetic field B, with angular frequency ωa = ea|B|/m, we study effects due to: (1) a
non constant muon γ factor, in presence of electric fields E, (2) a correction due to a
component of the muon velocity along B (the “pitch correction”), (3) corrections to the
precession rate due to E fields, (4) non-trivial spacetime metrics. Oscillations along the
radial and vertical directions of the muon lead to oscillations in E with a relative size of
order 10−6, for the BNL g − 2 experiment. We then find a subleading effect in the “pitch”
correction, leading to a frequency shift of ∆ωa/ωa ≈ O(10−9) and subleading effects of
about ∆ωa/ωa ≈ few × O(10−8 − 10−9) due to E fields. Finally we show that GR ef-
fects are dominated by the Coriolis force, due to the Earth rotation with angular frequency
ωT , leading to a correction of about ∆ωa/ωa ≈ ωT /(γωa) ≈ O(10−12). A similar cor-
rection might be more appreciable for future electron g − 2 experiments, being of order
∆ωa/ωa,el ≈ ωT /(ωa,el) ≈ 7 × 10−13, compared to the present experimental uncertainty,
∆ael/ael ≈ 10−10, and forecasted to reach soon ∆ael/ael ≈ 10−11.
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1 Introduction
A spinning particle orbiting in a plane orthogonal to a constant magnetic field experiences a
precession of the spin, relative to its velocity, due to a gyromagnetic factor g ≡ 2(1+a) 6= 2.
The most recent measurements of a for the muon [1] give aEXP = 116592091(63) ·10−11(3),
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and so have a relative precision of about ∆a/a ≈ 5 × 10−7, while ongoing experiments
should improve it by a factor of 3 [2].
The Standard Model prediction aSM has been computed [3–5] with an uncertainty of
about 3 × 10−7. Any discrepancy from the experimental measurement could reveal addi-
tional contributions beyond the Standard Model [6, 7]. Using the hadronic contributions
from [3–5], there is indeed indication of a discrepancy between experiment and the Standard
Model prediction, with a statistical significance around 3.5− 4 standard deviations.
Some authors [8] have claimed non-negligible effects due to general relativity (GR) on
the frequency of the muon spin precession in a magnetic field. This has been questioned
by several other authors [9–13]. In [14] it has been shown that, even if the size of the GR
corrections claimed in [8] were correct, they would imply anyway a negligible effect, of order
∆a/a ≈ 10−10, for the Brookhaven National Laboratory (BNL) E821 experiment [1].
In the present paper we derive a full treatment of the spin precession in GR and we
show what is the correct size of such effects in a realistic muon experiment. In order to do
this, we need to clarify basic issues: what are the observable quantities and in which frame.
What is actually observed in an experiment is the energy E of the decay products (electrons
or positrons) of the muons, as seen in the laboratory frame. This will be shown to be given
by the sum of two terms: one is proportional to the muon gamma factor and the second is
the scalar product of a generalized spin Σ with the observed velocity v. In the particular
case of flat spacetime and of a circular motion of muons of mass m, in a plane orthogonal to
a constant magnetic B field, the latter corresponds to the standard anomalous oscillatory
term, with frequency ωa = ea|B|/m (e.g. see [15]).
It is well known that, even in the flat spacetime case, in a realistic experiment the
muon is not on a perfect circular orbit but performs small radial and vertical oscillations.
This implies: (1) a correction to the precession frequency, usually called “pitch correction”
(e.g. see [16, 17]); (2) corrections, due to electric fields, that are assumed to vanish at a
particular value of the muon gamma factor (the magic momentum); (3) the fact that the
muon gamma factor is not constant due to electric fields, which introduces additional time
dependence of the electron energy E . We will analyze thus such corrections in the case of
the BNL experiment.
Then, we will analyze the extra terms introduced by the presence of a non-trivial
metric, including the particular cases of a rotating metric and of a Schwarzschild metric,
representing respectively Earth’s rotation and gravity.
The paper is organized as follows: in section 2 we introduce the general formalism,
in section 3 we write in full generality the equations of motion for velocity and spin. In
section 4 we define the quantities that are relevant for experiments and study the Minkowski
cases with (i) pure magnetic field, (ii) magnetic plus electric fields. In section 5 we study
then the effects of non-trivial metrics. In section 6 we analyze the impact on a typical
experiment of the various corrections and finally we draw our Conclusions.
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2 General setup
We use the spacetime signature (−,+,+,+) and we will work with a generic metric gµν
(unless specified), so that scalar products between any two 4-vectors, A and B, are given
by A ·B = AµgµνBν . We mostly follow the treatment and notation of [18].
A given frame (F) is defined by the observer 4-velocity u(F). In the rest of this paper
we will use the muon rest frame, (F) = (M), and the laboratory frame, (F) = (L), although
we will drop the L index in the latter case. The energy per unit mass of a particle with
4-velocity U , measured by u(F), is its gamma factor, given by
γ(F) = −(U · u(F)) . (2.1)
Four-velocities are always normalized, U · U = u(F) · u(F) = −1.
The time observed in the frame (F ) is given by
dT (F) = γ(F)dτ , (2.2)
where τ is the proper time of the particle with velocity U .
The observer in a given (F) frame measures a velocity v(F) for the above particle, given
by:
v(F) =
U
γ(F)
− u(F) . (2.3)
By construction v(F) is purely spatial with respect to u(F), i.e. v(F) · u(F) = 0, and |v(F)| =√
v(F) · v(F) is the modulus of the observed velocity. Indeed the following property holds:
γ(F) = 1/
√
1− |v(F)|2 . (2.4)
In general, useful quantities are the projector operators, which define the decomposition
of the local frame of a given observer u into orthogonal subspaces. Precisely we define the
temporal and spatial projector operators in the following way:
T (u) = −u⊗ u and P(u) = I + u⊗ u , (2.5)
or in terms of their components:
T (u)µν = −uµuν and P(u)µν = δµν + uµuν . (2.6)
The spin of a particle is described by a 4-vector S, with the property that it is orthogonal
to its 4-velocity:
S · U = 0 . (2.7)
It is also useful to define the spatially projected spin, Σ(F) = P(u(F))S, on a given
observer. This satisfies then the following equations
S = Σ(F) − (S · u(F))u(F) = Σ(F) + (Σ(F) · v(F))u(F) , (2.8)
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where we have used that
Σ(F) · v(F) = −S · u(F) . (2.9)
Note that indeed Σ(F) is spatially projected with respect to u(F), since Σ(F) · u(F) = 0.
In the particle rest frame (M) the observer velocity is U itself and so we simply have
Σ(M) = S + (S · U)U = S . (2.10)
In this frame we may use, for example, coordinates {xµˆ(M)} defined in the adapted frame
{eµˆ(M)}, where U = e
(M)
0ˆ
, e(M)αˆ ·e(M)βˆ = ηαˆβˆ and e
(M)
0ˆ
·eaˆ(M) = 0, where ηαˆβˆ ≡ diag(−1, 1, 1, 1).
Then we find1
Σµˆ(M) = S
µˆ
((M) = e
µˆ
)M) · S ≡ (0, smˆ) , with |S|2 = S · S = s · s . (2.11)
We use Latin indices, from 1 to 3, and boldface for three-dimensional vectors and we defined
s · s = smˆsnˆηmˆnˆ, where ηmˆnˆ ≡ e(M)mˆ · e(M)nˆ . Greek indices are always from 0 to 4.
3 Equations of motion
Let us now consider a particle (the muon) in an electromagnetic field, described by an
antisymmetric field strength F , and in a generic metric. We need the equation of motion
for the observed velocity and spin.
We first review the definitions of electric and magnetic fields as observed by the labo-
ratory frame, with 4-velocity u(L) ≡ u. In any system of coordinates the fields observed by
u are described by 4-vectors E and B,
Eα = Fαρuρ B
α =
1
2
ηραµνFµνuρ , with η
ραµν ≡ 1√−g 
ραµν , (3.1)
where g = det(gµν) and ραµν is the standard totally antisymmetric Levi-Civita symbol,
0123 = −0123 = 1. Note that both E and B are purely spatial w.r.t. u, that is E · u =
B · u = 0. One can also write the F tensor as:
Fβµ = uβEµ − uµEβ + η(u) σβµ Bσ , (3.2)
where
η(u)αβγ ≡ uδηδαβγ with ηδαβγ =
√−g δαβγ .
Let us check the flat space case, with an observer at rest in Minkowski coordinates:
uµ = (1, 0, 0, 0). In our signature we have uµ = (−1, 0, 0, 0) , and so:
E1 = −F 10 , B1 = 1
2
ρ1µνFµνuρ =
1
2
1mnFmn = F23 ,
E2 = −F 20 , B2 = F31 ,
E3 = −F 30 , B3 = F12 . (3.3)
Using the above definition of the Levi-Civita symbol, here we have used mnp ≡ −0mnp
and mnp ≡ 0mnp.
1Sµˆ is briefly analyzed in curved space in Appendix A.
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3.1 Velocity
We will consider now also the motion of muons as seen by the laboratory frame (L), defined
by a 4-velocity u. A muon with 4-velocity U has therefore in this frame an observed velocity
v ≡ v(L) and a gamma factor γ ≡ γ(L).
The equation of motion for the muon velocity is
DU
Dτ
=
e
m
F ∗ U , (3.4)
where our notation is (F ∗ U)µ ≡ FµνUν in a given coordinate system, e is the electric
charge and m is the muon mass. We will use the covariant derivative of a four-vector A
always along U , defined as
DA
Dτ
=
(
dA
dτ
)α
+ [ΓAU ]α , (3.5)
where we used the shorthand notation [ΓAB]µ = ΓµνρAνBρ, with Γµνρ the Christoffel symbols
in a given coordinate system and A and B any two vectors. We can also decompose the
equation of motion using the observed E and B fields2:
DU
Dτ
= T (u)DU
Dτ
+ P(u)DU
Dτ
,
We have thus
P(u)DU
Dτ
= γfEM , (3.6)
where fEM is just the Lorentz force3:
fEM =
e
m
[E + (v ×u B)] . (3.7)
Here we have introduced the spatial cross product ×u in the following way
[A×u B]α ≡ η(u)αβγAβBγ . (3.8)
So we find (
DU
dτ
)α
=
e
m
γ [Eα + (v ×u B)α]− e
m
uα(u ∗ F ∗ U) , (3.9)
where u ∗ F ∗ U ≡ uµFµνUν .
Now let us write an equation for dv/dT , i.e. the evolution of the observed velocity
w.r.t. the observed time T . Using Eq. (2.3) we have that:
dv
dT
=
1
γ2
dU
dτ
− U
γ2
dγ
dT
− du
dT
. (3.10)
Now we can use the following relation4,
γ˙ ≡ dγ/dT = v · (fEM + fG) = v ·
( e
m
E + fG
)
, (3.11)
where he have defined the gravitational force as [18] :
fαG ≡ −P (u)αβ
(
Du
Dτ
)β
= −
(
Du
Dτ
)α
= −
(
du
dτ
)α
− [ΓuU ]α . (3.12)
2See [18], Eqs. (6.133)-(6.136).
3See Eq. (6.75) of Ref. [18].
4See Eq. (6.81) of Ref. [18].
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3.2 Spin
Let us write now the equation for the spin [19] of a particle with gyromagnetic factor g,
adapted to our signature (−,+,+,+), as:
DS
dτ
=
ge
2m
[F ∗ S − (S ∗ F ∗ U)U ] +
(
DU
dτ
· S
)
U =
=
ge
2m
(F ∗ S)− e
m
a(S ∗ F ∗ U)U , (3.13)
where a ≡ (g2 − 1). One can check that signs are consistent by evaluating the flat space
case with both observer and particle at rest, uµ = Uµ = (1, 0, 0, 0), and with5 S = (0, s).
Let us now work in the most general case and let us write an equation for Σ(L) ≡ Σ.
Eq. (2.8) becomes
S = Σ + (Σ · v)u = Σ− (S · u)u . (3.15)
and inserting this in the l.h.s. of Eq. (3.13) we get6:
DS
dτ
=
DΣ
dτ
+
Du
dτ
(v · Σ) + u D
Dτ
(v · Σ) . (3.16)
Now we can spatially project this w.r.t. u, together with Eq. (3.12), so that7:
P (u)
DΣ
dτ
= fG(v · Σ) + ge
2m
P (u)(F ∗ S)− e
m
aγv(S ∗ F ∗ U) . (3.17)
We may also write it in terms of the observed time T ,
P (u)
(
γ
dΣ
dT
+ [ΓΣU ]
)
= fG(v · Σ) + ge
2m
P (u)(F ∗ S)− e
m
aγv(S ∗ F ∗ U) . (3.18)
We can now use Eq. (3.2) and get:
P (u)(F ∗ S)α = PαβFβµSµ = Pαβ(uβEµ − uµEβ + η σβµ Bσ)(Σ + (v · Σ)u)µ =
= Eα(v · Σ) + Pαβη σβµ BσΣµ ,+Pαβη σβµ Bσuµ(v · Σ) =
= Eα(v · Σ) + (Σ×u B)α , (3.19)
where we used
Eβu
β = 0 , η σβµ BσΣ
µ = (Σ×u B)β , uβη σβµ BσΣµ = 0 and η σβµ Bσuµ = 0 .
Similarly:
(S ∗ F ∗ U) = SβFβµUµ = (Σβ + (v · Σ)uβ)(uβEµ − uµEβ + η σβµ Bσ)γ(uµ + vµ) =
= γ [(Σ · E)− (v · Σ)(E · v)] + γΣ · (v ×u B) . (3.20)
5In such a case we have that
dsa
dτ
=
ge
2m
(s×B)a , (3.14)
where boldface are used for three dimensional vectors in Minkowski, B is the spatial part of B and × is the
standard three-dimensional vector product in flat space. We will also use in the following · for the standard
three-dimensional vector product in flat space.
6See Ref. [18], Eq. (10.8), or Ref. [20].
7This coincides with the first line of Eq. (10.15) by [18], plus an additional term proportional to g.
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4 Experimental setup
In an experimental setup muons are moving on an (almost) circular orbit and the laboratory
is at rest with the earth surface. Muons decay then into a neutrino-antineutrino pair and an
electron (we use the word electron to represent either the positron or electron in the generic
µ→ eνν decay chain) and the observable quantity is the number of electrons whose energy
in the (L) frame is above a given threshold. For simplicity we will look only at electrons
emitted with maximal energy EMax in the (M) frame:
E(M)Max =
m2 +m2e −
(
mν¯e +mνµ
)2
2m
. (4.1)
This happens when a pair of neutrino-antineutrino is emitted in the same direction and the
electron is thus emitted in the opposite direction. In this case the neutrino-antineutrino pair
carries zero angular momentum and so the electrons inherits the same spin of the muons.
In the limit of me → 0 only one helicity can be produced and thus electron emission is zero
(or maximal) if its velocity is aligned (or anti-aligned) with its spin, which is equal to the
muon spin. Therefore the emission of electrons with maximal energy is peaked when the
velocity of the electron is opposite to the muon spin direction.
We can idealize and simplify this situation by assuming that:
• In the muon rest frame (M), where the observer velocity is the muon 4-velocity U , all
electrons are emitted with the same energy E(M) = meγ(M)e . Here γ(M)e and v(M)e are
the electron gamma factor and velocity, as observed by U . Using Eqs. (2.1) and (2.3)
they read:
γ(M)e = −(Ue · U) , (4.2)
v(M)e =
Ue
γ
(M)
e
− U , (4.3)
where Ue is the electron 4-velocity.
• We assume that the electrons in the frame (M) are emitted with velocity v(M)e opposite
to the muon spin direction Σ(M):
vˆ(M)e = −Σˆ(M) , (4.4)
where
vˆ(M)e ≡
v
(M)
e
|v(M)e |
, Σˆ(M) ≡ Σ
(M)
|Σ(M)| =
S
|S| . (4.5)
We will always use a hat for vectors normalized to 1. Now we can express Ue in the two
frames as:
Ue = γ
(L)
e (u+ v
(L)
e ) = γ
(M)
e (U + v
(M)
e ) , where γ
(L)
e = −(Ue · u) . (4.6)
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So let us now compute the experimentally observed quantity, E/me = γ(L)e , using the above
equations and also Eq. (3.15):
γ(L)e = −(Ue · u) = −γ(M)e (U + v(M)e ) · u = = γ(M)e
[
γ − |v
(M)
e |
|S| (Σ · v)
]
. (4.7)
Here all quantities are constant in time, except for γ (the muon gamma factor) and (Σ · v)
(proportional to the alignment between the muon spin and the muon velocity in the (L)
frame). In the following we will write the above equation as
E = E0 + ER , (4.8)
where
E0 ≡ meγ(M)e γ, ER ≡ −E1(Σ · v) = E1(S · u) , E1 ≡ meγ(M)e
|v(M)e |
|S| . (4.9)
We will now write an equation for E˙ in various setups: (i) in Minkowski metric, with the
observer at rest and with a static magnetic field only, (ii) in Minkowski metric, with the
observer at rest and with both electric and magnetic fields, (iii) including a non-trivial
metric and motion of the observer.
4.1 Static magnetic field in flat space
Let us first work in a simplified framework, where we assume:
• B constant in time in the (L) frame;
• No electric fields in the (L) frame (E = 0);
• Minkowski metric and observer at rest uµ = (1, 0, 0, 0).
The γ of the muons is thus constant in this case, from Eq. (3.11) and so E0 and E1 in
Eq. (4.9) are constants. In this simplified framework the time-dependence of the observed
electron energy is only due to ER. As we will see, under the condition v ·B = 0, this turns
out to have a periodic behavior with respect to the observer’s time T , with a frequency ωa,
the anomalous precession frequency. Let us indeed compute time derivatives of the electron
energy as follows:
1
E1
dE
dT
=
dS
dT
· u = dS
γdτ
· u . (4.10)
Now we use Eq. (3.13) and get:
dS
dτ
· u = ge
2m
u · (F ∗ S)− e
m
a(S ∗ F ∗ U)U · u = e
m
aγ(S ∗ F ∗ U) , (4.11)
since the first term vanishes in absence of electric fields. Using Eq. (3.20) and keeping again
only the magnetic part we find:
1
E1
dE
dT
= − e
m
aγB · (v ×u Σ) . (4.12)
– 8 –
From here we immediately see that there is a non-trivial time dependence only if g 6= 2.
Now, the spin S can be written in the rest frame coordinates as in Eq. (2.11), or it can
be written also using the (L) coordinates (e.g. see [21], chapter 11), as:
S =
(
γv · s, s + γ
2
γ + 1
(v · s)v
)
, (4.13)
where v is the spatial part of v in the L coordinates. One can check explicitly that in both
coordinates S · U = 0 and S2 = S · S = s · s.
This implies that the scalar and vector products are equal to
Σ · v = −S · u = γ s · v , (4.14)
Σ×u v = s× v , (4.15)
so that using
E − E0
E1 = −γ s · v , (4.16)
together with Eq. (4.12) we have
d(s · v)
dT
=
e
m
a[B · (v × s)] . (4.17)
where B is the spatial part of B. This coincides with the magnetic term of Eq. (9) by
Bargmann et al. [19] and Eq. (11.171) of [21]. Note, though, that such a form of the
equations mixes quantities in different frames.
It is also customary to define the following quantities:
dvˆ
dT
≡ ωv × vˆ , (4.18)
dsˆ
dT
≡ ωs × sˆ . (4.19)
The first quantity can be found combining Eqs. (3.9), (3.10), and the second combining
Eqs. (3.15)-(3.20) and (4.13), leading to8:
ωv = − e
mγ
B , (4.20)
ωs = − e
mγ
B− e
m
a
[
B− γ
γ + 1
(v ·B)v
]
, (4.21)
in agreement with [21]. The above equations also imply that
d(sˆ · vˆ)
dT
= (ωv − ωs) · (vˆ × sˆ) , (4.22)
8Here we have also used the following identity
A×u [B ×u (C ×u D)] = B[A ·u (C ×u D)]− (A ·u B)(C ×u D) .
We can also find Eqs. (4.20) and (4.21) in [21].
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One can indeed define a quantity
ω˜a ≡ ωv − ωs = e
m
a
[
B− γ
γ + 1
(v ·B)v
]
, (4.23)
where the second term is the so-called “pitch correction”,
ωP ≡ − e
m
a
γ
γ + 1
(v ·B)v . (4.24)
One should be aware, though, that the quantity ω˜a does not have a clean physical interpre-
tation, since it is a difference of two vectors defined in different frames. Indeed we will see
in subsection 4.1.2 that |ω˜a| does not represent the oscillation frequency in a fully correct
way.
Note also that only the component of ω˜a orthogonal to the plane defined by sˆ and vˆ
enter in Eq. 4.22, so that it reduces to
d(sˆ · vˆ)
dT
= ωa · (vˆ × sˆ) , (4.25)
where
ωa ≡ e
m
aB . (4.26)
4.1.1 Solving the equations of motion
If the constant magnetic field is homogenous in space, one can write it as B = (0, 0, B⊥).
The velocity rotates thus only in the x-y plane, so it has the form v = (vx(t), vy(t), vz),
where vz = const, because of Eq. (4.18) and Eq. (4.20) .
Let us study first the case of a particle with an initial velocity orthogonal to the
magnetic field, v · B = 0. In this case vz = 0 at all times and so the spin s also rotates
only in the x-y plane, as s = (sx(t), sy(t), sz), with sz = const., because of Eq. (4.19) and
Eq. (4.21).
From Eq. (4.17) one can show that in this case the angular frequency of oscillation of
vˆ · sˆ is ωa ≡ |ωa|. Indeed one can define the following decomposition:
sˆ = |s|||(cos(ωaT )vˆ + sin(ωaT )nˆ) + szzˆ , (4.27)
where nˆ is a unit vector orthogonal to vˆ lying in the x-y plane and s|| = constant, with
S2 = s2z + s
2
||. As a consequence we will have an oscillatory behavior of sˆ · vˆ and of E(T ):
E(T )
γ|v||S|E1 = sˆ · vˆ = cos(ωaT ) , (4.28)
E˙(T )
γ|v||S|E1 = −ωa sin(ωaT ) . (4.29)
If instead vz = v · B 6= 0 then the evolution of s is more complicated, due to the last
term of Eq. (4.21), the pitch correction, and the motion is not simply harmonic.
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One can also infer the frequency from the following definition:
rvz=0,E=0 ≡
1
E1γ[Bˆ · (Σ×u v)]
dE
dT
=
1
E1γ[Bˆ · (s× v)]
dE
dT
=
e
m
aB⊥ = ωa . (4.30)
Note that Bargmann et al. [19] defined an angle φ as follows:
S/|S| = cos(φ)el + sin(φ)et , (4.31)
et = (0, nˆ) , el = γ(|v|, vˆ) , (4.32)
et · et = 1 , el · el = 1 , el · et = 0 , (4.33)
where L coordinates have been used to define el and et. Using Eqs. (4.13), (4.14) and (4.15)
we have that
|S| sin(φ) = S · et = s · nˆ = [Bˆ · (Σ×u v)]|v| , (4.34)
|S| cos(φ) = S · el = s · vˆ = (Σ · v)|v|γ . (4.35)
They used, then, its time derivative as a definition of the anomalous precession frequency:
φ˙ = − 1
sinφ
d cosφ
dT
= − 1
s · nˆ
d
dT
(s · vˆ) . (4.36)
Note that, crucially the quantity φ˙ coincides with our definition r only when γ is
constant. As we will see in the next subsection φ˙ and r do not coincide in the presence of
electric fields aligned with the velocity since γ˙ = (e/m)v · E.
4.1.2 General treatment
The oscillation frequency ω can be found in a more general way, by computing the second
derivative of E , starting from Eq. (4.12):
−ω2 ≡ 1E
d2E
dT 2
=
e
m(Σ · v)aγB ·
(
dv
dT
×u Σ + v ×u dΣ
dT
)
. (4.37)
Using Eq. (3.9) and Eq. (3.10) we get:
dv
dT
×u Σ = e
mγ
(v ×u B)×u Σ = e
mγ
(B(Σ · v)− v(Σ ·B)) , (4.38)
and using Eq. (3.13), together with Eq. (3.15) and with the property that v ·u = v×uu = 0,
we get:
v ×u dΣ
dT
=
ge
2mγ
v ×u (Σ×u B) = ge
2mγ
[Σ(v ·B)−B(Σ · v)] , (4.39)
arriving thus at:
ω2 =
e2
m2
a2B2
[
1− (Bˆ · Σˆ)(vˆ · Bˆ)
Σˆ · vˆ
]
. (4.40)
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Note that this result has been computed in a completely coordinate-free way.
Now, the above quantity ω is not simply a number, but a function of time T . If B ·v = 0
it reduces to a number, meaning that we have an exact harmonic motion with a constant
frequency, in agreement with Eq. (4.28) and (4.29). In the case B · v 6= 0 we get instead a
correction. Note that this differs from the so-called “pitch correction” of Eq. (4.23). Indeed
using Eq. (4.13) the above equation becomes:
ω2 =
e2
m2
a2B2
{
1−
[
γ
γ + 1
(v · Bˆ)2 + (Bˆ · sˆ)(vˆ · Bˆ)
γ(vˆ · sˆ)
]}
, (4.41)
while from Eq. (4.23) we have that
|ω˜a|2 = ω˜a · ω˜a = e
2
m2
a2B2
[
1− (v · Bˆ)2
]
. (4.42)
At large γ the two expressions are very similar to each other, but we will check in section 6
that Eq. (4.41) better reproduces numerical results.
4.2 Electric and magnetic field in flat space
In this section we still keep Minkowski metric and observer at rest, but we reintroduce the
electric fields. In this case, when taking the derivative of Eq. (4.8), γ is not constant, from
Eq. (3.11), leading to
1
E1
dE
dT
∣∣∣
e.m.
=
e
m
|S|
|v(M)e |
(E · v) + u · dS
γdτ
. (4.43)
Now using Eq. (3.13) we obtain the full electromagnetic contributions:
1
E1
dE
dT
∣∣∣
e.m.
=
e
m
|S|
|v(M)e |
(E · v)− e
mγ
(g
2
u · (F ∗ S) + aγ(S ∗ F ∗ U)
)
=
=
e
m
|S|
|v(M)e |
(E · v) + e
mγ
(g
2
Σ · E − aγ2 [(Σ · E)− (v · Σ)(E · v) + Σ · (v ×u B)]
)
=
=
e
m
[
|S|
|v(M)e |
(E · v)− aγ(v · Σ)(E · v) + aγB · (Σ×u v)− (1− a(γ
2 − 1))
γ
(Σ · E)
]
.
(4.44)
Now, a general definition of the parameter r, which can be used also in this situation, is
the following
r ≡ 1E1γ|v|(S · et)
dE|e.m.
dT
. (4.45)
This leads to
r =
e
m
a
B · (Σ×u v)
|v|(S · et) +
e
mγ
|S|
|v(M)e |
(E · v)
|v|(S · et) −
e
m
a
(v · Σ)(E · v)
|v|(S · et) −
e
mγ2
Σ · E
|v|(S · et) [1− a(γ
2 − 1)] .
(4.46)
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The first term is the one we analyzed in the previous subsection. The last term vanishes at
the so-called magic momentum γ = (1 + a−1)1/2. The second and third terms are the ones
due to γ˙. We will analyze the impact of such terms in experiments in section 6.
Note that if we used instead φ˙, as defined in Eq. (4.36), we would get:
φ˙ =
e
m
a
B · (Σ×u v)
|v|(S · et) +
e
m
(v · Σ)(E · v)
|v|(S · et)
(
a− 1
γ2 − 1
)
− e
mγ2
Σ · E
|v|(S · et) [1− a(γ
2 − 1)] ,
(4.47)
so that also the second and the third term would vanish at the magic momentum. However
the quantity directly observable in an experiment is the period of variation of the energy,
which is set by r, not φ˙. Therefore the choice of the magic momentum does not guarantee
that effects due to electric fields can be completely neglected.
Note also that the first additive term on the l.h.s of Eq. (4.47) can be written in a
different way, i.e., taking into account that
B · (Σ×u v)
|v|(S · et) =
|S| sin(φ)B · (et ×u v)
|v|(S · et) = v · (B× nˆ) ,
where we used that Σ ×u v = S ×u v and S · et = |S| sin(φ). In this case, using the above
relation, Eq. (4.47) exactly coincides with the result obtained in Bargmann et al. [19].
Finally, also in this case, one may compute the second derivative of the energy E ,
leading to a lengthy result:
−ω2 ≡ 1E1
d2E
dT 2
=
e2
m2
{
|S|
|v(M)e |
(
E2 +B · (E × v)− (E · v)2
γ
+ E˙ · v
)
+
+ a2B2(Σ · v)− a2(B · v)(B · Σ)
− (E · v)2(Σ · v)a(1 + a) + a2B · (E × v)(Σ · v)
+ a(1 + a)B · (Σ× v)(E · v) + B · (E × Σ)(−1− 2a+ a
2(γ2 − 1))
γ2
+
E2(Σ · v)(−1− 2a+ a2(γ2 − 1))
γ2
+
(E · Σ)(E · v)(1 + a+ aγ2)
γ2
− aγ(Σ · v)(E˙ · v)− 1− a(γ
2 − 1)
γ
(Σ · E˙) + aγB˙ · (Σ× v)
}
. (4.48)
Here the time derivatives of the E and B field have to be computed along the trajectory as
E˙i = ∂jE
ivj , B˙i = ∂jB
ivj . (4.49)
In the BNL experiment [1] there is an electric field (of quadrupolar form) leading to a non-
trivial to E˙. If the magnetic field can be considered perfectly homogeneous then B˙ = 0.
As we have stressed, not all the terms vanish at the magic momentum. We will comment
on the impact of such terms in section 6.
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5 Effects due to a generic GR metric
The full result for the derivative of the electron energy, in presence of a generic motion of
u in a generic metric is:
1
E1
dE
dT
=
meγ
(M)
e
E1 γ˙ +
(
u · DS
dT
+
Du
dT
· S
)
=
=
|S|
|v(M)e |
( e
m
E + fG
)
· v + u · DS
dT
− 1
γ
(fG · S) = (5.1)
=
1
E1
dE
dT
∣∣∣
e.m.
+
|S|
|v(M)e |
fG · v − 1
γ
(fG · S) . (5.2)
where we used Eq. (3.11) and (3.12). The first term (1/E1)dE/dT |e.m. is exactly as in
Eq. (4.44), where all the scalar products have to be taken with the full metric and all the
vector products as ×u, defined in Eq. (3.8). Then, there are purely gravitational terms:
one arising from γ˙, proportional to fG · v, and a new term proportional to fG · S.
We will study the impact of such terms in two specific cases: a rotating observer and
a Schwarzschild metric.
Before doing that, we will also write separate equations for Σˆ and for vˆ in the following
subsections.
5.1 Equations for Σˆ and vˆ
We are going to write here the time derivative of the electron energy, in presence of a generic
motion of u in a generic metric, in terms of differential equations for Σˆ and vˆ. Here we
define Σˆ and vˆ in the following way:
Σˆ =
Σ
|Σ| and vˆ =
v
|v| , (5.3)
where
|Σ| = [Σ · Σ]1/2 and |v| = [v · v]1/2 . (5.4)
Starting again with the energy of the electron in the laboratory frame
E = meγ(M)e = meγ(M)e
[
γ − |v
(M)
e |
|S| |Σ| |v|
(
Σˆ · vˆ
)]
. (5.5)
Defining the spatial momentum per unit mass of the electron as p ≡ γv , we have that
d|p|
dT
= (fEM + fG) · v = γ d|v|
dT
+ γ˙|v| = γ d|v|
dT
+ v · (fEM + fG) |v| , (5.6)
and so
d|v|
dT
=
(fEM + fG) · vˆ
γ3
. (5.7)
Multiplying Eq. (3.17) by Σˆ and using Eq. (5.3,a), after a little algebra we can also compute
the time derivative of |Σ|,
d|Σ|
dT
= (Σ · v)
[
F · Σˆ + eaγ
m
|v|B ·
(
vˆ ×u Σˆ
)]
, (5.8)
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where the four vector F is defined as
F = (1 + a)e
mγ
E +
1
γ
fG − eaγ
m
[E − (E · v)v] . (5.9)
We can also rewrite Eq. (5.8) in different way. Indeed, taking into account that9
(Σ · v) (F · Σˆ) = |v||Σ|
[(
Σˆ×u F
)
·
(
vˆ ×u Σˆ
)
+ F · vˆ
]
, (5.10)
Eq. (5.8) becomes
d|Σ|
dT
= |v||Σ|
{[(
Σˆ×u F
)
+
eaγ
m
|v|
(
Σˆ · vˆ
)
B
]
·
(
vˆ ×u Σˆ
)
+ F · vˆ
}
. (5.11)
Another important ingredient is
d|vˆ · Σˆ|
dT
= Ωa ·
(
vˆ ×u Σˆ
)
, (5.12)
with Ωa ≡ Ωv − ΩΣ, where Ωv are ΩΣ are respectively the angular velocity of v and Σ,
which will be defined and computed explicitly in the next subsections. Adding all the above
relations we find
dE
dT
= γ(M)e [v · (fEM + fG)]− γ(M)e
|v(M)e |
|S|
{
|v|2|Σ|
(
vˆ · Σˆ
)
(F · vˆ)
+
|Σ|
γ3
[vˆ · (fEM + fG)]
(
vˆ · Σˆ
)
+ |v||Σ|
[
Ωtot ·
(
vˆ ×u Σˆ
)]}
, (5.13)
where
Ωtot ≡ Ωa + ΩE = Ωv − ΩΣ + ΩE , (5.14)
with
ΩE ≡ |v|
(
Σˆ · vˆ
) [(
Σˆ×u F
)
+
eaγ
m
|v|
(
Σˆ · vˆ
)
B
]
. (5.15)
In order to obtain Ωtot, let us note that if we consider a generic four-vector X orthogonal
to u, i.e. X · u = 0, we can write
P (u)
DX
dT
=
D(fw,U,u)X
dT
=
(
D(fw,U,u)X
dT
)µˆ
eµˆ , (5.16)
where, still for X · u = 0, we have defined the “Fermi-Walker total spatial covariant deriva-
tive” in the following way
γ
D(fw,U,u)X
dT
=
D(fw,U,u)X
dτ
≡ P (u)DX
dτ
. (5.17)
9We have used the following identity
(A×u B) (C ×u D) = (A ·u C)(B ·u D)− (A ·u D)(B ·u C) ,
where ·u = P (u).
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Now, we are considering the frame {eµˆ} which is the orthonormal frame adapted to
the observer u, so that X · u = X · e0ˆ = X0ˆ = 0. Applying D(fw,U,u)/dT to {eaˆ}, we have10
[18, 20]
D(fw,U,u)eaˆ
dT
=
[
ζ(fw) + ζ(sc)
]×u eaˆ , (5.18)
where ζ(fw) is the so-called Fermi-Walker angolar velocity vector
ζ aˆ(fw) = −
1
2
η(u)aˆbˆcˆC(fw)bˆcˆ , (5.19)
C(fw)aˆbˆ are termed Fermi-Walker structure functions,
C(fw)bˆaˆ ≡ ebˆ ·
[
P (u)
Deaˆ
dT
]
,
and ζ(sc) is the spatial curvature angular velocity11,
ζ aˆ(sc) ≡ −
1
2
η(u)aˆbˆcˆΓ[cˆ|dˆ|bˆ]v
dˆ . (5.20)
As we will see in the next subsections this adapted frame is useful in order to get
quickly Ωv and ΩΣ, which are measured in the observed frame (see also the discussion in
Refs. [18, 20]).
5.1.1 Analytical expression for Ωv
Applying D(fw,U,u)/dT on p we have
D(fw,U,u)p
dT
= (fEM + fG) =
d|p|
dT
vˆ +
D(fw,U,u)vˆ
dT
|p| , (5.21)
and using
d|p|
dT
= [(fEM + fG) · vˆ] , (5.22)
we get
D(fw,U,u)vˆ
dT
=
(fEM + fG)
|p| −
d ln |p|
dT
vˆ =
(fEM + fG)− [(fEM + fG) · vˆ] vˆ
|p| , (5.23)
10From the definition of {eaˆ}, we immediately note that
D(fw,u)eaˆ
dT
= 0 .
This is the reason why this tetrad frame is also called Fermi-Walker. Here we have defined the Fermi-Walker
derivative D(fw,Z)Y/dτZ on a generic four-vector Y along the time-like vector Z (i.e. Z · Z = −1) in the
following way
D(fw,Z)Y
dτZ
≡ DY
dτZ
+ a(Z)(Z · Y )− Z(a(Z) · Y ) ,
where
a(Z) ≡ DZ
dτZ
.
Obviously, in our case, if Z = {U, u} then τZ = {τ, T} .
11 Here we have defined
Γ[cˆ|dˆ|bˆ] ≡
1
2
(Γcˆdˆbˆ − Γbˆdˆcˆ) .
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or, equivalently, (
dvˆ
dT
)aˆ
= [Ωv ×u vˆ]aˆ , (5.24)
where
Ωv = −(fEM + fG)×u vˆ|p| − (ζ(fw) + ζ(sc)) . (5.25)
Here we have used Eq. (5.18).
5.1.2 Analytical expression for ΩΣ
Let us rewrite Eq. (3.17) as
D(fw,U,u)Σ
dτ
= P (u)
DΣ
dτ
=
(1 + a)e
m
[(v · Σ)E + Σ×u B] + (v · Σ)fG − aγ2(fEM · Σ)v
+
ae
m
γ2(v · Σ)(E · v)v . (5.26)
Now, using the definition of Σˆ, this leads to
D(fw,U,u)Σˆ
dτ
= −d ln |Σ|
dτ
Σˆ +
(1 + a)e
m
[(v · Σ)E + Σ×u B] + (v · Σ)fG − aγ2(fEM · Σ)v
+aγ2(v · Σ)(fEM · v) v . (5.27)
From Eq. (5.11) and taking into account of Eq. (5.18), the above equation can be rewritten
in the following way (
dΣˆ
dT
)aˆ
= [ΩΣ ×u vˆ]aˆ , (5.28)
where
ΩΣ = Σˆ×u
{
(1 + a)e
mγ
[
(v · Σˆ)E +
(
Σˆ×u B
)]
+
1
γ
(v · Σˆ)fG
+γa
[
(fEM · Σˆ)− (v · Σˆ)(fEM · v)
]
v
}
− (ζ(fw) + ζ(sc)) . (5.29)
Then, in order to have a complete analysis of the problem, in appendix A, we will
generalize the three-vector s in a general GR frame.
5.2 Gravitational terms
We study quantitatively here the size of the gravitational terms, focusing on two particular
cases of interest: (i) Minkowski spacetime with a rotating observer, with angular frequency
ωT ; (ii) Schwarzschild metric, with observer at rest at some radial coordinate r. This allows
us to analyze separately the two effects of rotation and gravity of the Earth. Clearly the
leading effects will be order O(ωT ) and of order O(g) respectively, where g ≡ MG/r2 is
the gravitational acceleration felt at a fixed coordinate r, M is the Earth’s mass and G is
Newton’s constant. We will disregard any cross terms between these two effects.
The only ingredients that we need are the metric inside the scalar and vector products
and an expression for fG, which can be readily evaluated using Eq. (3.12), inserting the
Christoffel symbols in a chosen coordinate system.
Finally we will also study, as a simple extension, the case of a gravitational wave metric.
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5.2.1 Rotating metric
In this subsection we neglect Earth’s gravity and consider only effects due to its rotation, at
an angular frequency ωT ' 7×10−5Hz. The dominant effect will be a Coriolis acceleration,
which is of order |ωT × v| ≈ ωT (we work in units c = 1). This has to be compared with
ωa ≡ a · (eB/m) ≈ 106Hz, giving a relative error of order ωT /ωa ≈ 5 × 10−11. This is
about 4 orders of magnitude smaller than the present experimental uncertainty for muon
experiments, but we compute it anyway, since it represents the leading effect due to a
nontrivial metric and it might be important for future experiments. Note also that factors
of γ here have to be computed, as they may change the above rough estimate, given that
γ ≈ 29.3.
It is also clear that the Coriolis acceleration is much larger than the acceleration due
to gravity on the surface of the Earth, since |ωT × v|/g ≈ 2× 103, which is the reason why
Earth’s gravity can be completely neglected.
We start from an inertial reference system, described by coordinates xµI = (t, x
i), whose
metric is simply
ds2 = −dt2 + dxidxi = −dt2 + dr2 + r2dφ2 + dz2,
where we employ also cylindrical coordinates. We consider then a system that rotates at
an angular frequency ωT , i.e., described by ϕ ≡ φ− ωT t = const. The metric can thus be
written as
ds2 = −dt2(1− ω2T r2) + dr2 + r2dϕ2 + 2ωT r2dϕdt+ dz2. (5.30)
We will use from now on such coordinates xµ = (t, r, ϕ, z). An observer O at rest in the
rotating system has a four velocity uµ = (u0, 0, 0, 0), where u0 = (1−ω2T r2)−1/2 in order to
have uµuµ = −1. The observed velocity of a particle is given by v ≡ (v0, vr, vϕ, vz), where
v0 can be found by imposing that v · u = 0.
We will work at linear order in ωT , i.e., considering only Coriolis forces and neglecting
centrifugal terms of O(ω2TR), where R is the Earth radius. The latter are indeed smaller,
at relativistic velocities, by about |ω2TR|/|ωT × v| ≈ 0.5× 10−6.
By computing the Christoffel symbols from the above metric one finds
fG ' ωTγ(0, rvϕ,−vr/r, 0) = −γ(ΩT ×u v) , (5.31)
where ΩT ≡ (0, 0, 0, ωT ). The only non-trivial quantity at linear order in ωT is a Coriolis-
type effect
fG · S ' −γ ΩT · (v ×u Σ) . (5.32)
Using Eq. (5.2) and comparing with Eqs. (4.12), (4.26), we obtain the Coriolis contri-
bution ωCora (at linear order in ωT ) in analogy to the anomalous precession vector ωa:
ωCora ≡ −
ΩT
γ
. (5.33)
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(In the Newtonian limit e.g. see [22].) The same result can be obtained directly using
Eq. (5.13). Indeed, considering Ωtot = Ωv − ΩΣ + ΩE and making explicit Ωv, ΩΣ and ΩE ,
for the case E = B = 0, at linear order in ωT (and thus ignoring terms in γ˙, which are
quadratic in ωT ) we recover the above result.
5.2.2 Equations of motion and numerical solution
We double checked the previous result by solving numerically the exact equations of motion,
adding also the presence of a constant magnetic field. The equations of motion become
Dv
DT
= −v · fG
γ
(u+ v) +
fG
γ
+
e
mγ
(v ×u B) , (5.34)
and
DΣ
DT
= −Σ · fG
γ
u+ (Σ · v)fG
γ
+
ge
2mγ
(Σ×u B)− e
m
avγΣ · (v ×u B) . (5.35)
We then need to evaluate the quantities Σ · v and γ = 1/√1− v2 inside the electron energy
E , given by Eqs. (4.8), (4.9). In the rotating metric we have that:
v2 = (vr)2 +
r2(vϕ)2
1− r2ω2T
+ (vz)2 , Σ · v = vrΣr + r
2vϕΣϕ
1− r2ω2T
+ vzΣz . (5.36)
We only need therefore to solve for the r, ϕ, z components of Eqs. (5.34) and (5.35). One
can work with the above full equations numerically. We have indeed solved them in the
particular case of B = (0, 0, 0, |B|), where B and the Earth rotation are aligned. The results
in Fig. 1 show that the leading effect is captured by the vector ωCora of Eq. (5.33). We infer
thus that, at linear order in ωT , the total precession is given by
ωa → ωa + ωCora '
e
m
aB− ΩT
γ
. (5.37)
This amounts to a relative correction of order ∆ωa/ωa ≈ ωT /(γωa) ≈ 1.7 · 10−12, at the
magic momentum. Note that also γ can be taken to be constant at linear order in ωT .
This behavior can be studied also at linear order in ωT , leading to a more explicit form,
which has also been used as a numerical test, giving the same leading order results. The
first equation becomes
Dvi
DT
=
f iG
γ
+
e
mγ
(v ×B)i . (5.38)
The spin equation becomes instead
DΣi
DT
= (Σ · v)f
i
G
γ
+
ge
2mγ
(Σ×B)i − e
m
aviγΣ · (v ×B) . (5.39)
In both equations all the scalar and vector products do not contain ωT and the linearized
fG is the only term proportional to ωT , given by Eq. (5.31). The covariant derivatives also
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contains terms proportional to ωT , since:
Dvr
DT
=
dvr
dT
− r(vϕ)2 − rvϕωT ,
Dvϕ
DT
=
dvϕ
dT
+
2vrvϕ
r
+ ωT
vr
r
,
Dvz
DT
=
dvz
dT
,
DΣr
DT
=
dΣr
dT
− rvϕΣϕ − rΣϕωT ,
DΣϕ
DT
=
dΣϕ
dT
+
Σϕvr + Σrvϕ
r
+ ωT
Σr
r
,
DΣz
DT
=
dΣz
dT
. (5.40)
As a final comment note that, while the Coriolis effect is very small compared to the
experimental sensitivity for muon g − 2 experiments, it could be slightly more important
for electron g − 2 experiments, which are much more precise. In the electron experiments
velocities are non-relativistic and so the Coriolis frequency vector is just ΩT . This should be
compared with the Larmor frequency of about ωL = 100 GHz, for an electron in a Penning
trap experiment [23, 24], which gives a relative shift ∆ω/ωL ≈ 7× 10−16, to be compared
with the experimental relative error on g, at present of order O(10−13), and forecasted to
reach O(10−14) [25] within one or two years from now. In terms of ael ≡ g/2− 1 the effect
amounts to a relative shift ∆ael/ael ≈ 7 × 10−13, compared to the experimental relative
error ∆ael/ael ≈ O(10−10).
5.2.3 Schwarzschild metric
In this subsection we consider the even more negligible effect of Earth’s gravity. As argued
above by a rough power counting we expect indeed a suppression of about three orders of
magnitude compared to the Coriolis effect.
We consider here a standard Schwarzschild metric, given by
ds2 = −dt2
(
1− 2GM
r
)
+
dr2
1− 2GMr
+ r2dθ2 + r2 sin(θ)dϕ2 . (5.41)
In this case for an observer at fixed coordinates, with u = (u0, 0, 0, 0), we get:
fG =
(
0,−γGM
r2
, 0, 0
)
, (5.42)
leading to
fG · v = γGMv
r
2GMr − r2 , fG · S =
γGMSr
2GMr − r2 , (5.43)
where S = (S0, Sr, Sθ, Sϕ). At leading order in GM/r we get
fG · v = −gTγvr , fG · S = −gTγSr , (5.44)
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Figure 1: We have solved numerically the equations of motion Eqs. (5.34)-(5.35) and then
evaluated Σ · v, from Eq. (5.36), on the solution. We show that the sinusoidal behavior
with frequency ωa − ωT /γ0 has the correct behavior, modulo tiny higher order effects. We
have set realistic values of a and ωT and an initial condition γ(T = 0) ≡ γ0 = 29.3.
Here Ta ≡ 2pi/ωa. Note that also γ is constant at linear order in ωT , and so the only
time-dependent part of E in Eq. (4.8) is due to Σ · v.
where at the Earth’s surface gT ≡ GM/r2. The first effect is simply due to the radial
acceleration of a free falling muon and it is thus suppressed by the smallness of gT and
furthermore by the smallness of the radial velocities, vr  1, in a realistic experiment and
so, comparing Eq. (5.2) with Eq. (4.12), it leads to a relative error ∆ωa/ωa ≈ gT vr/(ωa) ≈
10−15 vr and thus totally negligible. The second effect is less suppressed and comparing
again with Eq. (4.12) one gets ∆ωa/ωa ≈ gT /(γωa) ≈ 8× 10−16, taking into account that,
using Eq. (4.13), one has Sr ≈ sr in a realistic experiment, since vr  1.
One can further check this more explicitly by writing a system of equations in a simple
setup, where the magnetic field is along r, B = (0, Br, 0, 0). In this case the observed
magnitude of the magnetic field is given by
|B| =
√
B ·B = Br/√1− 2Φ , where Φ ≡ gT r . (5.45)
Here we see that if we use the system of coordinates of the observer u, then Br/
√
1− 2Φ =
Brˆ. Moreover in a realistic laboratory setup we can also neglect terms in vr. The explicit
equations of motion Eqs. (5.34) and (5.35) get additional terms only in the two following
equations
dvr
dT
=
dvr
dT
∣∣∣
flatspace
− gT , (5.46)
dΣr
dT
=
dΣr
dT
∣∣∣
flatspace
− 3gT r2(sθvθ + sϕvϕ sin2 θ) , (5.47)
where d/dT |flatspace contain the usual flat space terms, with |B| defined in the above
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Eq. (5.45). The solution may be plugged then into
Σ · v = r2(sθvθ + sϕvϕ sin2 θ) , (5.48)
while terms in γ˙ are neglected. By comparing with Eqs. (5.38) and (5.39) an order of
magnitude estimate of the effects is obtained, for relativistic velocities, simply by replacing
ωT with gT , in agreement with the above ∆ωa/ωa ≈ gT /(γωa) ≈ 8× 10−16.
As a side comment, we note that our formalism might be useful to study the case of a
spinning body close to a system with strong gravity, such as a black hole. From eq. (5.43)
one can see that the effects become very large close to the horizon, when r approaches the
Schwarzschild radius, rs ≡ 2GM .
5.2.4 Gravitational wave
We also discuss here, as a very simple application of our formalism, the case of a gravi-
tational wave (GW) metric. This is negligible for a realistic g − 2 experiment, due to the
smallness of the GW’s amplitude on Earth, but it might have applications in other setups,
such as the case of a spinning body close to a strong source of GW’s, e.g. a black hole or
neutron star binary system. We may consider thus a GW metric, as a perturbation of flat
spacetime in Cartesian coordinates, using Lorenz and Transverse Traceless gauge condi-
tions, which completely fix the coordinates. For instance the metric for a GW propagating
in the zˆ direction with + and × polarizations read
ds2 = −dt2 + dx2(1 + h+(t, z)) + dy2(1 + h+(t, z)) + 2h×dxdy + dz2 . (5.49)
Assuming an observer at rest u = (1, 0, 0, 0), one finds, at linear order in h+ and h×,
fG = −γ
2
(
0, vx
dh+
dt
+ vy
dh×
dt
, vx
dh×
dt
− vy dh+
dt
, 0
)
, (5.50)
leading to
fG · v = γ
(
dh+
dt
(vy)2 − (vx)2
2
− dh×
dt
vxvy
)
,
fG · S = γ
2
(
dh+
dt
(Syvy − Sxvx)− dh×
dt
(Syvx + Sxvy)
)
, (5.51)
where S = (S0, Sx, Sy, Sz) and v = (v0, vx, vy, vz). For a gravitational wave of amplitude
h and angular frequency ωGW, the effects on a relativistic particle are of order fG · v ≈
fG ·S/γ ≈ γhωGW, using also Eq. (4.13). Comparing again Eq. (5.2) with Eq. (4.12), these
represent corrections to the precession frequency of order ∆ωa/ωa ≈ hωGW /ωa. For GW’s
detected on Earth, such as the ones coming from coalescing binaries, with h ∼ 10−21 and
ωGW ∼ 102Hz, this is about 10−25.
6 Impact on Experiments
6.1 Possible systematic effects due to E
From the previous sections we have found that the leading effect of a non-trivial metric, the
Coriolis force, leads to a shift ∆ω/ωa ≈ 10−12, much smaller than the present sensitivity.
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However we show here that effects purely due to electromagnetism have to be taken into
account:
(1) a proper treatment of the “pitch” correction;
(2) a proper treatment of the presence of electric fields;
(2) the fact that the muon γ factor is not constant, also because of electric fields, which
has given rise to the first two terms in Eq. (4.44) that do not vanish at the magic
momentum and might not be small in present experiments.
We estimate carefully such effects here, using a Minkowski metric, and considering a realistic
experimental setup.
The experimentally observable quantity in Eqs. (4.7) and (4.8) is
E = E0 + ER = meγ(M)e γ − E1γ|v||S|(sˆ · vˆ) = meγ(M)e γ − E1|S|
√
γ2 − 1(sˆ · vˆ) . (6.1)
As we will see, in a realistic experiment there are non-trivial effects both in sˆ · vˆ, and
in γ, leading to deviations from the simple sinusoidal time dependence with frequency ωa.
We follow here Ref. [14]. At zero order we consider a perfectly circular motion, with
constant gamma factor, chosen to be equal to the “magic" gamma factor, γ0 = 1/
√
1− v20 =
γM , in a constant magnetic field of magnitude |B|, at the cyclotron frequency
ωc ≡ e
m
|B|
γM
, (6.2)
and at the equilibrium radius
R0 =
m
e
γMv0
|B| . (6.3)
Eq. (6.1) becomes
E = E0 − E1γ0|v0||S| sin(ωaT ) , (6.4)
with constant E0 and where we have used as an initial condition a spin orthogonal to both
B and the velocity.
We evaluate then the size of the corrections relative to the above leading behavior. We
model the electric field from a quadrupole potential in cylindrical coordinates (r, ϕ and z
are respectively the radial, azimutal and vertical coordinate):
V (r, z) = −1
2
κ
(
(r −R0)2 − z2
)
. (6.5)
This leads to the following electric field:
E = −κzzˆ + κ(r −R0)rˆ . (6.6)
A muon can be displaced from the horizontal plane or it can be displaced radially from
the equilibrium orbit, leading respectively to vertical or radial oscillations. We analyze
them separately.
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6.1.1 Vertical oscillations
A muon displaced from the horizontal plane will perform small oscillations due to the
electric field in the zˆ direction (see Appendix III in Ref. [14]),
z(T ) = Az cos(ωzT + ϕ0,z) ,
vz(T ) = −Azωz sin(ωzT + ϕ0,z), (6.7)
where
ωz = ωc
√
n , with n ≡ κR0|v||B| . (6.8)
We have first checked such behavior by numerically solving the differential equations for
velocity and spin using the following values, appropriate for the experiment [1]:
Az = 22.5 mm , (6.9)
κ = 2 · 107 V
m2
, (6.10)
B = 1.5T , (6.11)
a = 0.00116585 , (6.12)
which implies R0 ≈ 7.112 m and ωa = 2pi × 0.23 MHz. We have set also, as an initial
condition, the magic momentum γ0 = γM ≡
√
1+a
a ≈ 29.3 and we have considered an
initial displacement along the zˆ axis equal to Az. The value for Az has been chosen using
half of the radius of the storage volume, rmax = 45mm.
Our numerical results reproduce the above vertical oscillations, except for a small fre-
quency shift ωz → ωz + δωz, where δωz ≈ 2.9072× 10−4ωz.
We study now the impact of such oscillations on Eq. (6.1), namely on the time depen-
dence of the precession, described by sˆ · vˆ, and of the energy γ.
The vertical oscillations are known to modify the precession frequency by the so-called
“pitch correction”. This is usually evaluated by expanding at lowest order Eq. (4.42) and
then taking a time average 〈...〉 of its modulus over the fast vertical oscillations. This would
lead (modulo a phase) to
sˆ · vˆ = sin(ω˜aT ) , with ω˜a ≡ 〈|ω˜a|〉 ≈ ωa −
〈
(v · Bˆ)2
2
〉
= ωa
(
1− (Azωz)
2
4
)
≡ ωa + δωP .
(6.13)
With the above values δωP ≈ −8 · 10−7ωa, which is taken into account by the experimental
collaborations [1, 2]. However we point out that the true frequency should be given instead
by Eqs. (4.40) and (4.41), which depends also on the time evolution of the spin sz(T ).
We have first checked the true value of the “pitch correction” numerically. We find that
δωP gives a reasonably good approximation, but we also find a subleading correction δωSL,
so that the true frequency is
ωT = ω˜a + δωSL , δωSL ≈ 1.75 · 10−3δωP . (6.14)
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Figure 2: We have solved numerically the equations of motion and then evaluated sˆ · vˆ =
(Σ · v)/(γ|v||S|) on the solution. The left plot shows that a better fit is achieved by adding
the subleading correction δωSL of Eq. (6.14) to the traditional “pitch correction”, contained
in ω˜a. Here Ta ≡ 2pi/ωa. The residual is well fit (right plot) by the functional form
 sin(2ωzT ) cos((ω˜a + δωSL)), with  = 2.436× 10−8.
This is shown in Fig. 2.
It turns out that the quantity ω defined in our Eqs. (4.40) and (4.41) capture such
additional terms since we find that 〈ω〉 = ω˜a + δωSL, with very good precision. This can
be checked numerically, evaluating Eqs. (4.40) and (4.41) on the full solutions, as can be
seen in fig. 3. We can also evaluate it analytically, solving the differential equations for Σz.
The full equation is
dΣz
dT
=
e
m
[
1 + a
γ
Ez(Σ · v)− aγvz (B · (Σ× v) + (Σ · E)− (v · Σ)(E · v))
]
, (6.15)
but we have checked numerically that at leading order we may: i) neglect the last two
terms, ii) consider γ = γ0, iii) use the zeroth order solution for Σ · v = γ0v0|S| sin(ωaT ) in
the r.h.s, iv) use Eqs. (4.15) and (4.25) for B · (Σ× v). This leads to a simpler equation
dΣz
dT
= v0|S|
[
ωaγ0v
z cos(ωat) + (1 + a)
e
m
κz(t) sin(ωat)
]
. (6.16)
One can now use now Eqs. (6.7) and integrate in time, finding
Σz(T ) = −Az
ωz sin(Tωa) sin(Tωz)
[
(a+ 1)eκ+ γ0mω
2
a
]
+ ωa cos(Tωa) cos(Tωz)
[
(a+ 1)eκ+ γ0mω
2
z
]
m (ω2a − ω2z)
+Az
ωa
[
(a+ 1)eκ+ γ0mω
2
z
]
m (ω2a − ω2z)
+ Σz0 , (6.17)
where we used the initial condition Σz(t = 0) = Σz0. As a final step we plug this into
– 25 –
��� ��� ��� ��� ��� ���-��× ��-�
-��× ��-�
-��× ��-�
-��× ��-�
�
��× ��-�
�/��
����� ����������� ���� �������� ������������� ω- ω~ �ω�
���������
����������
���������� ��������
Figure 3: We have solved numerically the equations of motion and then evaluated
ω ≡ ωa
[
1− (Bˆ · Σ)(Σˆ · Bˆ))
(Σˆ · v)
]1/2
,
from Eq. (4.40) and |ω˜a| (which contains the traditional “pitch” correction) from Eq. (4.42),
on the solution. We also show the very good agreeement with our analytical result of
Eq. (6.18). Taking a time average over the fast oscillations we get precisely the subleading
correction δωSL of Eq. (6.14), which also coincides with Eq. (6.19) (green line). Here
Ta ≡ 2pi/ωa and we used Σz0 = 0.
Eq. (4.40) and compare with Eq. (4.42), leading, at linear order, to
ω − ω˜a
ωa
=
A2z
γ0ωz
sin(ωzT )
[
e
m
κ(1 + a) + γ0ω
2
z
]
× [ωa cos(ωzT ) cot(ωaT ) + ω˜z sin(ωzT )− ωa csc(ωaT )]− Σz0
Azωz csc(ωat) sin(ωzt)
γ0
,
(6.18)
we have set for simplicity ϕ0,z = 0 and we have also used the approximations ωa  ωz and
v0 ≈ 1. As can be seen from figure 3 this formula reproduces in a very accurate way the
numerical behavior of ω(T ), obtained evaluating Eq. (4.40) on the full numerical solution.
Performing now an average over the fast vertical oscillations only the term quadratic in
sin(ωzT ) survives, leading to:
〈ω〉 − ω˜a
ωa
=
A2z
[
e
mκ(1 + a) + γ0ω
2
z
]
4γ0
. (6.19)
This formula reproduces with excellent approximation the subleading correction δωSL.
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We may then look at the behavior of the γ factor. Using Eq. (3.11) and, for simplicity
ϕ0,z = 0 ,we get
γ˙ =
e
m
Ezvz =
e
2m
κA2zωz sin(2ωzT ) =⇒ γ = γ0 +
e
2m
κA2z sin
2(ωzT ) , (6.20)
where we have used the initial condition γ(T = 0) = γ0.
This leads to the following correction for the E0 term of the electron energy in Eq. (6.1),
∆E0
E0 ≡
γ − γ0
γ0
=
e
2mγ0
κA2z sin
2(ωzT ) ≈ 1.6 · 10−6 sin2(ωzT ) . (6.21)
The ER term is corrected in the following way
∆ER
E1|S|
√
γ20 − 1
=
√
γ2 − 1(sˆ · vˆ)−
√
γ20 − 1(sˆ · vˆ)√
γ20 − 1
≈ eγ0
2m(γ20 − 1)
κA2z sin
2(ωzT ) sin(ωTT )
≈ 1.6 · 10−6 sin2(ωzT ) sin(ωTT ) . (6.22)
The comparison with numerical results is shown in fig. 4.
6.1.2 Radial oscillations
We consider here the radial motion assuming that each muon has an equilibrium radius
R0 + xe, where xe depends on the muon average gamma factor, γ0; note that here in
general γ0 is not equal to γM . If a muon is displaced from this orbit it will perform small
radial oscillations, due to the combined effect of the centrifugal term and the radial electric
field 12:
r(T ) = R0 + xe +Ar cos(ωrT + ϕ0,r), where ωr ≡ ωc
√
1− n , (6.23)
so that:
vr = −ωrAr sin(ωrT + ϕ0,r) , (6.24)
Er = κ[Ar cos(ωrT + ϕ0,r) + xe] . (6.25)
We will use the same numerical values given above in Eq. (6.12), with Ar of the same size
of Az.
The gamma factor is determined by
γ˙ =
e
m
Ervr = − e
2m
κArωr[Ar sin(2ωrT ) + 2xe sin(ωrT )] , (6.26)
where ϕ0,r has been taken equal to zero for simplicity. This implies
γ = γ0 − e
2m
κAr
[
Ar sin
2 (ωrT ) + 4xe sin
2
(
ωrT
2
)]
. (6.27)
This leads to the following corrections:
∆E0
E0 = −
e
2mγ0
κAr
[
Ar sin
2(ωrT ) + 4xe sin
2
(
ωrT
2
)]
≈ −1.6 · 10−6
[
sin2 (ωrT ) +
( xe
5.625mm
)
sin2
(
ωrT
2
)]
, (6.28)
12See Eq. (15) and (16) in Ref. [1].
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Figure 4: We have solved numerically the equations of motion, with a vertical displace-
ment, and then evaluated the energy E on the solution and compared to a simple sinusoidal
behavior E0 + E1 sin((ω˜a + δωSL)T ), where E0 and E1 are constants. The upper left plot
shows the deviation form such a simple behavior and the analytical form of the residual of
Eqs. (6.21,6.22). The upper right plot shows the residual for E0, Eq. (6.28). The bottom
plot shows an analytical fit of the residual, for ER, given by Eq. (6.29), plus higher order
corrections that we have found numerically. Here Ta ≡ 2pi/ωa.
and
∆ER
E1|S|
√
γ20 − 1
=
√
γ2 − 1(sˆ · vˆ)−
√
γ20 − 1(sˆ · vˆ)√
γ20 − 1
≈ − eγ0
2m(γ20 − 1)
κAr
[
Ar sin
2(ωrT ) + 4xe sin
2
(
ωrT
2
)]
sin(ωTT )
≈ −1.6 · 10−6
[
sin2 (ωrT ) +
( xe
5.625mm
)
sin2
(
ωrT
2
)]
sin(ωTT ) .
(6.29)
where xe is typically comparable to the half radius of the storage volume.
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Figure 5: We have solved numerically the equations of motion, with a radial displacement,
and then evaluated sˆ · vˆ = (Σ · v)/(γ|v||S|) and the electron energy E on the solution. We
have used here xe = 0. The upper left plot shows sˆ · vˆ, compared to a simple sinusoidal
behavior: the best fit shows a tiny offset δωM ≈ 10−11ωa. The upper right plot shows the
energy E , compared to a simple sinusoidal behavior E0 +E1 sin(ωaT ), where E0 and E1 are
constants, and its residual. The bottom plots show the residuals, for E0 and ER. A very
small higher order residual is present for ER, which grows in time, signaling a tiny correction
δω to the frequency, since cos((ωa + δω)T ) ≈ cos(ωaT )− Tδω sin(ωat). Here Ta ≡ 2pi/ωa.
Also in this case our numerical results can be seen in fig. 5, for the case xe = 0. We
confirm the existence of such effects, modulo a small frequency shift ωr → ωr + δωr, where
δωr ≈ −8 · 10−5ωr.
Summing all contributions, in the particular case ϕ0,r = ϕ0,z = 0, we get
∆E0
E0 =
eκ
2mγ0
[
A2z sin((ωz + ωr)T ) sin((ωz − ωr)T ) + (A2z −A2r) sin2(ωrT ) +
− 4xeAr sin2
(
ωrT
2
)]
, (6.30)
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and
∆ER
E1|S|
√
γ20 − 1
=
eγ0
2m(1 + γ20)
[
A2z sin((ωz + ωr)T ) sin((ωz − ωr)T ) + (A2z −A2r) sin2(ωrT ) +
− 4xeAr sin2
(
ωrT
2
)]
sin(ωaT ) . (6.31)
Such corrections due to a non-constant γ should be taken into account in a fit and
could significantly affect the χ2 determination. Nonetheless, since they oscillate rapidly,
one expects them not to contaminate much the measurement of a. However one should
also analyze if, in a given the experimental setup, other typical frequencies might play a
role in Eq. (6.1). If they are close to ωa, as in the case of the so-called Coherent Betatron
Oscillations (CBO), one should check if this could introduce possible systematics, which
should be evaluated properly in an experiment. The CBO oscillations are low-frequency
oscillations of the beam, in which the width and centroid of the beam oscillate at frequency
ωCBO ≈ 2pi × 0.476 MHz .
If we assume an amplitude for such oscillations similar to the previous amplitudes Az
or Ar, and a sinusoidal behavior as in the previous case, the oscillations in E , due to γ˙ 6= 0,
might be potentially relevant. Such a detailed analysis goes beyond the scope of the present
paper and we leave this for future study.
Finally, as it is well known, the existence of a radial displacement xe induces also a
radial electric field correction to the precession frequency. This is usually taken into account
by considering ω˜a = ωv − ωs, as in Eq. (4.23), with the addition of electric fields13. This
leads to a term ωEL of the form
ωEL =
e
m
[(
a− 1
γ2 − 1
)
v ×E
]
, (6.32)
which vanishes at the magic momentum γR. In the BNL experiment [1] the distribution of
momenta has a spread around γR: the r.m.s. of the energy distribution is of about 0.15%,
while the maximal possible deviations from the central value is of about 0.5%. This induces
a correction, which is usually estimated, after averaging the radial oscillations over time,
as [1]
〈|ωEL|〉
ωa
≈ −2n(1− n)v20
x2e
R20
. (6.33)
We confirm numerically the existence of such a correction in fig. 6, but we find also a small
subleading correction δωEL,2 between 10−9ωa and few × 10−8ωa, depending on the value
of γ0, taken within 0.15% − 0.5% around the magic momentum. Moreover the subleading
correction turns out to be asymmetric whether γ0 is larger or smaller than the magic
momentum γM . Such a numerical subleading correction should be then averaged over the
13See Eqs. (11.168) and (11.170), in [21]
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Figure 6: We have solved numerically the equations of motion on equilibrium orbits with
γ 6= γM and so with xe 6= 0. We have then evaluated sˆ · vˆ = (Σ · v)/(γ|v||S|) on the
solution and compared with a sinusoidal behavior. The plot shows that a better fit is
achieved by adding the subleading correction δωEL,2 to the radial electric field correction
of Eq. (6.33). The correction turns out to vary with γ0 between 10−9ωa and few × 10−8ωa
and in a non-symmetric way for values of γ0 around the magic momentum γM .
distribution of momenta in a realistic experiment and could lead to a non-trivial overall
correction, presumably leading to a systematic error of at most ∆ω/ωa ≈ 10−8 − 10−9.
The existence of such subleading corrections could be expected, as we have learned
from the case of vertical oscillations that the approach of considering the second derivative
of the energy E and taking a time average better reproduces the behavior of the system. In
presence of electric fields this is given by Eq. (4.48), which could be averaged over time. At
the central radius of the experiment R0 the electric field is vanishing and so all corrections
(except for the “pitch” correction, if there are vertical oscillations) vanish. As soon as the
muons are displaced from R0 there will be several corrections, which, as we have already
noted, do not vanish at γ = γM .
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7 Conclusions
We have derived a full set of equations for the energy E of the decay electrons, in a muon
g−2 experiment. We have considered the equations for velocity and spin of the muon in an
electromagnetic field, in a generic metric and seen by a generic observer. The energy E is
modulated mainly by the scalar product of the observed spin Σ and the observed velocity
v. As it is well known, in a cyclotron in the horizontal plane and in flat spacetime, with
a constant strong magnetic field of amplitude |B| along the vertical axis, we have that E
oscillates in time, at the standard anomalous frequency ωa = ea|B|/m. We have studied
then several corrections to this leading behavior.
First, we have analyzed the frequency shift δωP , due to the so-called “pitch correction”,
that arises when the muon trajectory is not purely orthogonal to the magnetic field. In a
realistic cyclotron, indeed, muons perform small oscillations of amplitude Az and angular
frequency ωz, along the vertical direction of the cyclotron zˆ. The commonly used estimate
of the pitch correction is determined by the time average of the velocity 〈(vz)2〉/2, leading
to δωP /ωa = A2zω2z/4 ≈ 10−6. We find a good numerical agreement with such an estimate,
but we find a subleading correction δωSL/ωa ≈ O(10−9), which might be relevant in future
experiments. We demonstrate the existence of such a subleading correction analytically, by
defining the frequency through the second derivative of the observed energy E and showing
that it depends on the time evolution of the spin Σz. After averaging over time, we find
good agreement between the numerical and analytical results.
Then, we have analyzed another well-known correction due to radial electric fields:
such a correction is also commonly estimated with the term em
[(
a− 1
γ2−1
)
v ×E
]
, which
vanishes at the so-called magic momentum. Also in this case we find numerically subleading
corrections δωSL/ωa ≈ few × 10−8 ∼ 10−9, which should be related to the existence of
many correction terms in the second derivative of E , which do not all vanish at the magic
momentum.
Then we have analyzed rapidly oscillating terms in E , due to the time dependence of
the muon γ factor, in the presence of electric fields. In a cyclotron such corrections arise due
to oscillations of the muons along both the radial and vertical direction and are in principle
non-negligible, being of relative size ∆E/E ≈ 10−6 in a realistic experiment. It remains to
be checked whether such terms, which oscillate at high frequency, might have an impact in
a fit of a realistic experiment. It also remains to extend the analysis including the so-called
lower frequency Coherent Betatron Oscillations, which are potentially more dangerous.
Finally, we have analyzed the extra terms introduced by the presence of a non-trivial
metric, finding that they depend on the gravitational “force” fG. We have considered two
specific cases: a Schwarzschild metric and a rotating metric, representing the Earth’s gravity
and rotation respectively.
For the Schwarzschild case the effects are tiny: the leading term in fG is due to the
effect of the standard surface gravity, gT = 9.8 m/s2, on the spin vector, leading to a relative
correction of order gT /(γωa) ≈ 8 · 10−16, at the so-called magic momentum.
The leading effects due to a non-trivial metric are instead due to rotation. We worked
at linear order in the angular frequency ωT , finding that fG contains a Coriolis force, which
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amounts to an additional frequency vector ΩT /γ, with |ΩT | = ωT , aligned with the Earth’s
rotation. This corresponds to an angular frequency of ∆ω ≈ 2pi × 4 × 10−7 Hz, which
represents a relative correction of about ∆ω/ωa ≈ 1.2 × 10−12. This is very small for
muon g− 2 experiments, but it could be more important for electron g− 2 experiments. In
the latter case the Coriolis frequency vector is just ΩT , to be compared with the Larmor
frequency of about ωL = 100 GHz, for an electron in a Penning trap experiment [23, 24].
This gives a relative effect ∆ω/ωL ≈ 7 × 10−16 to be compared with the experimental
relative error on g, at present of order O(10−13) and forecasted to reach O(10−14) [25]
within one or two years.
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A Appendix A
In this Appendix we want to examine the precession rate of the spin S w.r.t. the adapted
frame {eaˆ(M)} orthogonal to U = e
(M)
0ˆ
. Following [18] (see also [20]), this is equivalent to
the orientation w.r.t the observer u, described with the adapted frame {eµˆ}, of a boosted
spin vector S, which is obtained with the following relation
S = Σ− γ
1 + γ
(v · Σ)v . (A.1)
We note immediately that Eq. (A.1) is a generalisation (in GR) of the inverse function of
Eq. (4.13), e.g. see [21]. The boosted spin vector S has the following properties
u · S = 0 , P (u)S = S , v · Σ = γ(v · S) . (A.2)
Using
Σ = S − (v · Σ)u = S − γ(v · S)u , (A.3)
and Eq. (A.1), we can write the map between S and S, i.e.
S = S + γ
1 + γ
(v · S)(U + u) . (A.4)
Differentiating both sides of the above relation along U and taking into account Eq. (3.13)
we are able to write the the following equation
DS
dτ
=
e(1 + a)
m
F ∗ [S + CS(U + u)]− aγ [(fEM · S)− CS(v · fEM)]U − (U + u)dCS
dτ
+
(
DU
dτ
− fG
)
CS , (A.5)
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where we have defined
CS ≡ γ
1 + γ
(v · S) ,
and used the following relations
u · DU
dτ
= −γ(v · fEM) and P (u)DU
dτ
= γfEM .
Now, projecting Eq. (A.5) with P (u), we have
P (u)
DS
dτ
=
D(fw,U,u)S
dτ
=
e(1 + a)
m
[P (u)F ∗ S] + e(1 + a)
m
CS [P (u)F ∗ (U + u)]
−aγ2 [(fEM · S)− CS(v · fEM)] v − γ dCS
dτ
v + CS(−γfEM + fG) ; (A.6)
instead, projecting Eq. (A.5) along u, we find
u · DS
dτ
= −Du
dτ
· S = fG · S = e(1 + a)
m
[u ∗ F ∗ S] + e(1 + a)
m
CS (u ∗ F ∗ U)
+aγ2 [(fEM · S)− CS(v · fEM)] + (1 + γ)dCS
dτ
+ γCS(v · fEM) . (A.7)
In this way, using Eq. (A.7) we can remove dCS/dτ within (A.6) and we obtain the final
result
D(fw,U,u)S
dτ
=
e(1 + a)
m
[P (u)F ∗ S] + e(1 + a)
m
CS [P (u)F ∗ (U + u)]
−aγ2 [(fEM · S)− CS(v · fEM)] v + CS(−γfEM + fG)
− γ
γ + 1
{
− e(1 + a)
m
[u ∗ F ∗ S]− e(1 + a)
m
CS (u ∗ F ∗ U)
+
[−aγ2fEM + fG] · S − γCS(v · fEM) [−aγ + 1]} , (A.8)
or, equivalently, (
dS
dT
)aˆ
= [ΩS ×u S]aˆ , (A.9)
where
ΩS =
1
γ + 1
v ×u (fG − γfEM) + e(1 + a)
m
{
v ×u
[
E +
1
γ + 1
(v ×u B)
]
− B
γ
}
−(ζ(fw) + ζ(sc)) . (A.10)
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