In this study, a 3D numerical model was used to predict nonlinear wave forces on a cylindrical pile installed in a shallow water region. The model was based on solving the viscous and incompressible Navier-Stokes equations for a two-phase flow (water and air) model and the volume of fluid method for treating the free surface of water. A new application was developed based on the cut-cell method to allow easy installation of complicated obstacles (e.g., bottom geometry and cylindrical pile) in a computational domain. Free-surface elevation, water particle velocities, and inline wave forces were calculated, and the results show good agreement with experimental data obtained by the Danish Hydraulic Institute. The simulation results revealed that the proposed model can, without the use of empirical formulas (i.e., Morison equation) and additional wave analysis models, reliably predict nonlinear wave forces on an offshore wind turbine foundation installed in a shallow water region.
Introduction
Over the past few years, a large number of offshore wind turbines, which are mainly supported by typical mono-piles, gravity foundations, tripod structures, or jacket structures, have been developed or planned in order to harness abundant wind power. Most of these offshore wind turbines are likely to be installed in relatively shallow water regions because the cost of building and maintaining them and transmitting the power back to land increases with the distance from the shore. When an offshore wind turbine is installed in a shallow water region, the waves propagating toward the structure may experience severely nonlinear wave deformations, generating nonlinear waves that give rise to serious concerns about the foundation. Therefore, in designing offshore wind turbines installed in shallow water regions, it is of great importance to accurately estimate the external wave force acting on them.
Until now, conventional methods such as combining a wave analysis model with a structural analysis model have mainly been used for estimating nonlinear wave forces acting on offshore structures installed in a shallow water region [7] [8] [19] . However, such methods appear to have problems with respect to accurate estimation of the nonlinear wave forces. First, most of the wave analysis models are based on shallow water equations-the simplest form of the equation of motion-derived from depth-integrating the Navier-Stokes equations. Although the wave models that use shallow water equations can simulate undisturbed wave kinematics occurring in the vicinity of the structural position to a reasonable degree, they are unlikely to be sufficient for simulating strongly nonlinear interactions between waves and the structure in a shallow water region. Second, most of the structural analysis models use the Morison equation. However, in the Morison equation, the inertia and drag coefficients required to compute wave force seem to involve considerable uncertainties in their applications because they have been estimated from different experimental studies and field investigations. Furthermore, the estimated coefficients showed remarkable differences depending on the wave theories used in the experiments. With this in mind, the shore protection manual points out that, for force calculations, it is important to use a wave theory that is equivalent to the wave theory used to obtain the inertia and drag coefficients [5] . In addition to this constraint, the hydrodynamic coefficients depend greatly on the shape of the structure. For instance, if the shape of each member of the offshore wind turbine foundation is unique, the inertia and drag coefficients have to be estimated for each member on the basis of additional experimental approaches instead of using general values presented in methods such as API RP 2A-WSD [3], ISO 19902 [14] , and DnV-RP-C205 [9] .
The use of a computational fluid dynamics (CFD) computer model is an alternative method for overcoming such problems. In particular, numerical models that are based on the Navier-Stokes solver capable of solving nonlinear wave-structure interactions with high resolution are rapidly increasing with the expansion of computer resources [13] [21]. Because the Navier-Stokes solver not only can specifically simulate strongly nonlinear characteristics of the waves occurring in the vicinity of the complex structure but also can calculate the wave forces by directly integrating the pressures along the structure surface, there is no need to use an empirical formula such as the Morison equation or additional wave analysis models.
The main objective of this study was to propose a 3D numerical model based on a numerical wave tank concept, which is a powerful tool that can efficiently and economically simulate flow fields under the same conditions as those in hydraulic experiments or field tests. Therefore, the developed numerical model can predict the nonlinear wave forces on an offshore wind turbine foundation installed in a shallow water region without the use of an empirical formula and additional wave analysis models. In order to meet the goals of the present study, a 3D Navier-Stokes solver was used that was based on viscous and incompressible momentum equations for a two-phase flow (water and air) model and the volume of fluid (VOF) method. In particular, the complicated obstacles (e.g., the bottom geometry and the cylindrical pile) in the computational domain were embodied by the cut-cell method. The nonlinear wave forces on the cylindrical pile were calculated by using the proposed numerical model, and the calculated results were compared with experimental data obtained by the Danish Hydraulic Institute (DHI). Furthermore, the applicability of the developed numerical model for predicting the nonlinear wave forces is discussed.
Numerical Methodology

Governing equations
To investigate interactions between a cylindrical structure and waves, we adopted the numerical wave tank (NWT) method developed by Lee et al [17] , which comprises an internal wave source for generating waves, an artificial damping zone (sponge layer) to prevent wave reflection at the lateral boundary, and a surface-tracking function for treating the evolution of the free surface of the water.
Assuming that the two fluids are viscous, incompressible, and immiscible, the fluid flow is governed by the continuity and the modified Navier-Stokes equations. 
is the strain rate tensor; ij  is the turbulent stress based on the Smagorinsky SGS model [20] ;
is the dissipation factor matrix, in which  is the dissipation factor that equals 0 except in the added dissipation zone;
* is the wave generation source;  and ~ are the density and kinematic viscosity averaged over the computational grid, respectively, which is determined as a linear sum of the local mass, using the volume-of-fluid (VOF) function of water, C .
where the subscriptions indicate each fluid phase. The value of the VOF function ranges between zero and unity, where unity occurs if the cell is completely filled with water, zero occurs if the cell is completely filled with air or an obstacle, and 1 0   C generates if the cell is filled partly with water and air. The wave source vector i Q is formulated as follows:
where * q is gradually increased for the initial three wave periods using an exponential function [4].
Free-surface elevation
In order to track the interface between twophase flows, we used the original VOF method developed by Hirt and Nichols [11] . Although this method uses the simplified line interface calculation in interface reconstruction, its applicability has been demonstrated by many researchers [6] [15] [16] . In the VOF method, the interface between the water and the air phase is modeled according to the VOF function, i.e., the VOF method evolves the volume of water in each cell over time instead of directly tracking the free surface itself. The advection of the VOF function is obtained by solving the conservation of fluid mass in each cell as follows:
A new application based on the cut-cell method
To numerically solve the governing equations above, finite difference approximations were used in the fixed rectangular grid system. However, because the finite difference method depends on the grid quality in handling the obstruction installed in the calculation zone, its application will be restricted to simple geometry and the discontinuity of the obstacle surface by the rectangular cells can be generated in the vicinity of the obstacle. In order to overcome the drawback of using regular grid systems in incorporating complicated obstacles, a new application was developed based on the cut-cell method, which is essentially similar to the fraction area/volume obstacle representation (FAVOR) method, developed by Hirt and Sicilian [12] , as shown in Figs ; the area of the wetted surface of the structure; and the unit normal vectors to the obstacle surfaces. The governing equations are formulated in terms of the computed four parameters to block portions of each cell containing the obstacle. Moreover, the calculated area of the wetted surface of the structure and the unit normal vectors were used to obtain the wave forces on the structure. 
Boundary conditions
To treat the boundary of the calculation area, appropriate boundary conditions were adopted on the solid boundary and the lateral boundaries. There was no need to apply the free-surface boundary condition because the water and the air phase were modeled as a fluid in the two-phase flow model. For this reason, the dynamic boundary condition is automatically satisfied, whereas the kinematic boundary condition is satisfied by tracking the VOF function. As for the open boundary conditions, fictitious dissipation zones were added at both ends of the computational domain to control the reflected waves. To obtain an artificial damping effect, grids in the added fictitious dissipation zones were gradually coarsened toward the outmost open boundaries. Moreover, a non-gradient boundary condition was employed at the outer edges of the added fictitious dissipation zones. The pressure-constant condition was applied to the top boundary condition. An impermeable condition (for normal velocities) and a slip condition (for tangential velocities) were imposed to treat the bottom boundary condition and the obstacle boundary condition, respectively.
Solution method
Finite difference approximations were used to calculate the governing equations and the VOF advection equation. A staggered mesh was used for the computational discretization to avoid the chessboard type solutions that can easily occur in the periodic pressure or velocity fields such as wave motion. For the staggered mesh pressure, the wave source function and the VOF function were computed at the cell center, whereas the velocity components were computed at the center of the cell face. The continuity equation was discretized by using the central difference method. 
(d) WG4
For the discretization of the Navier-Stokes equations, the forward difference method for time derivative terms, constrained interpolation profile (CIP) method for the advection terms, the central difference method for the non-advection terms were employed. The velocity components and the pressure at the new time step can be estimated using the discretized momentum equations and suitable boundary conditions. However, the new time velocity components, which are estimated using the discretized momentum equations, do not generally satisfy the continuity equation in a controlled volume. Therefore, the simplified maker and cell (SMAC) method [2] was incorporated in order to iteratively adjust the velocities and the pressure in each cell until the continuity equation was reasonably satisfied. By using the SMAC method, the pressure correction can be obtained by solving a Poisson Pressure Equation (PPE). Then, the correct velocities at the new time step can be updated using the pressure correction computed by the PPE. In the present study, the PPE was solved by using the algebraic multi-grid (AP-AMG) solver, which was developed by Iwamura [1] . After the correct veloci- 
Fig. 7. Comparison of the time variations for inline wave forces
ty components and pressure were determined, the new free-surface configuration was tracked by solving the advection equation for the VOF function using the updated velocity components.
Application of Numerical Analysis
Numerical Wave Tank Set-Up
An NWT similar to an experimental configuration was developed. Figure 3 shows . The slope of the bottom was considered to be 1/25. Added fictitious dissipation zones were located to the left and right sides of the computational domain with a thickness of 2L, with L being the wave length, in order to absorb the wave energy. The internal wave generator (which can generate a regular wave train using a Stokes first order wave theory) was located in front of the added fictitious dissipation zone that was located at the left part of the computational domain. An incident wave condition (wave height H i = 0.138 m and wave period T= 1.565 s) was considered in the numerical analysis among a total of 29 experimental conditions (regular wave conditions). A cylindrical pile with a diameter of 0.075 m was located 7.75 m from the internal wave generator. Three numerical wave gauges were used to measure the water surface elevations at the starting point of the sloping bottom (at WG 1) and near the cylindrical pile (at WG 2, WG 3, and WG 4). Moreover, the water particle velocities in the vicinity of the cylindrical pile (in the x-, y-, and z-directions) were measured using a numerical velocity meter (VG1). The correct locations of the velocity meter and the wave gauges (shown in Figure 4 ) are listed in Table 1 .
Computational Results and Discussion
Fig . 5 shows the comparisons of the calculated and the measured free-surface elevations at WG 1, WG 2, WG 3, and WG 4. Four wave gauges are located at the starting point of the sloping bottom (at WG 1), in front of the pile (at WG 2), at the left side of the pile (WG 3), and at the rear of the pile (WG 4) as already shown in Fig. 4 . The free-surface displacements, which were measured in an experiment carried out at DHI (and computed) at all gauges, were normalized by the incident wave height. The red open circles represent the measured free-surface elevations and the black lines indicate the computed free-surface elevations. As the waves move over the sloping bottom, the wave profiles are transformed into typical shallow water waves (nonlinear effects becoming stronger) such that the wave crests are steeper and narrower with increased wave heights and the wave troughs are longer and flatter. These characteristics are evident in Figs 5(b)-(d) . Overall, a reasonable agreement between the measured and the calculated free-surface elevations was observed. However, in point WG 4, the calculated results at both the wave crest and trough are slightly underestimated compared with the measured results. Meanwhile, it should be noted that, in WG 2, the slight ripples in the wave trough are reproduced relatively well in the numerical results, although a slight phase discrepancy is observed. Fig. 6 represents the comparisons of the calculated water particle velocities (VG1 in the x-, y-, and zdirections) with the water particle velocities measured by using a Vectrino (Acoustic Doppler Velocity meter). . In these figures, the black lines indicate the results found by the NavierStokes solver and the red open circles indicate the results measured by DHI. As waves move toward the cylindrical pile over the sloping bottom, the time variation of the water particle velocities becomes complex. Even so, several characteristic ripples were estimated fairly well in the time variation of the computed velocities. For the horizontal water particle velocity, the computations and measurements were in reasonable agreement, although there was a small gap between the calculated and the measured results at the velocity troughs. However, for the vertical water particle velocities, the calculated results at both the velocity crest and the trough were slightly overestimated compared with the experimental data. This slight discrepancy can be explained by the relatively coarse setup of the grid spacing, and it is thought that this discrepancy can be improved by using finer grids.
The measured inline wave forces and the inline wave forces calculated by the Navier-Stokes solver are compared in Fig. 7 The discrepancy is explained as follows. First, there was a discrepancy in how the total wave forces on the cylindrical pile were measured for experiments compared with the numerical analysis. In the experiments, the wave forces were measured by using a 3D forces gauge, which is located underneath the cylindrical pile; however, in the numerical analysis, the wave forces were obtained by integrating the pressure distribution over the wetted surface of the pile. Such a discrepancy would have had a slight effect on estimating the respective (measured and calculated) total wave forces. Second, this difference arose in terms of how the shape of the cylindrical pile was depicted in the wave tanks. The cylindrical pile that was used in the experiments was a true circle, but the cylindrical pile that was employed in the computational domain was a polygon that was split in an arbitrary manner. Although the new application was based on the cutcell method in order to correctly approximate the structure in the computational domain, the slight difference between experimental and numerical analyses would yield the slightly underestimated wave forces around the trough in the numerical simulation. The discrepancy could be improved by using finer grids, but this would lead to a long simulation. Finally, the computed dynamic pressures in the vicinity of still water levels (SWLs) would be slightly underpredicted compared with the measured results. However, comparisons between computed and measured pressures were not made in the present paper because the dynamic pressures near the SWLs were not measured in the experiments previously undertaken by DHI. Therefore, additional investigations are required to examine this. Despite these discrepancies, the overall results show a reasonable agreement with the experimental data, as shown in Fig. 7 . Fig. 8 shows snapshots of the spatiotemporal variations for instantaneous water levels (time =12.15 s, 12.35 s, 12.55 s, and 12.75 s), where the cylindrical pile and the sloping bottom are embodied by the new application. The nonlinear wave-structure interaction occurring in the vicinity of the cylindrical pile is simulated relatively well by the numerical model.
Conclusions
A 3D numerical model was proposed in the present study in order to estimate the free-surface elevation, water particle velocities, and nonlinear wave forces acting on a cylindrical pile installed on a sloping bottom. In addition to the 3D numerical model, the new application, which is based on the cut-cell method, has been used to easily install complicated obstacles in the computational domain. By comparing our experimental data with that obtained by DHI, the major conclusions can be summarized as follows: 1) The numerical model performed very well for estimating the free-surface elevation and water particle velocities (in the x-, y-, and z-directions) in the vicinity of the cylindrical pile on a sloping bottom, even for relatively steep wave conditions. 2) The computed inline wave forces agree reasonably well with the measured results, although the inline forces around the troughs are somewhat underpredicted compared with the measured values. It would be necessary to further investigate this discrepancy by using the pressure and velocity fields that are measured in the vicinity of the SWLs.
3) The applicability of the new application based on the cut-cell method is ideal. The nonlinear interaction between waves and structures is simulated relatively well in the vicinity of a cylindrical pile. 4) The proposed 3D numerical model is a useful tool that can predict the nonlinear wave forces on offshore wind turbine foundations without the use of an empirical formula (i.e., Morison equation) or additional wave analysis models.
