Abstract-We learn motion models for cyclist path prediction on real-world tracks obtained from a moving vehicle, and propose to exploit the local road topology to obtain better predictive distributions. The tracks are extracted from the Tsinghua-Daimler Cyclist Benchmark for cyclist detection, and corrected for vehicle egomotion. Tracks are then spatially aligned to local curves and crossings in the road. We study a standard approach for path prediction in the literature based on Kalman Filters, as well as a mixture of specialized filters related to specific road orientations at junctions. Our experiments demonstrate an improved prediction accuracy (up to 20% on sharp turns) of mixing specialized motion models for canonical directions, and prior knowledge on the road topology. The new track data complements the existing video, disparity and annotation data of the original benchmark, and will be made publicly available.
I. INTRODUCTION
In recent years, Advanced Driver Assistance Systems (ADAS) have shown robust performance to detect and track traffic participants using a variety of on-board sensors, leading to active safety systems that can warn or intervene if a collision is imminent. This is especially important in the urban environment with many Vulnerable Road Users (VRUs). For automated driving however, the system should not only detect VRUs, but also predict their trajectories to anticipate and avoid potentially dangerous situations [1] , [2] . Most literature on VRU path prediction focuses on pedestrians (e.g. [3] , [4] , [5] , [6] ), where various cues have been proposed to improve trajectory prediction, such as pedestrian attention, spatial layout, etc. Predicting cyclist tracks from a moving vehicle is also challenging, as cyclists move fast, and can be observed for long durations where high-level behavior results in distinct paths, e.g. 'take turn left' versus 'go straight'. Failure to detect the subtle onset of change in a cyclist's dynamics can therefore lead to large prediction errors, even at short time horizons (e.g. ∼ 1 sec.).
While research on pedestrian path prediction yielded various publications and datasets, relatively few work currently focuses on cyclist [7] , [8] . However, recently a large benchmark dataset on cyclist detection from a moving vehicle was made publicly available [9] . In this paper, we augment this dataset by extracting cyclist tracks that we compensate for vehicle egomotion, and use these tracks to learn viewpoint invariant cyclist dynamics in real-world settings. We define a coordinate system related to road topology to spatially align cyclists in the vicinity of curves and crossings where important changes in dynamics can occur. With these tracks, which are made publicly available, we evaluate standard motion models for path prediction, and propose an extension to leverage prior knowledge on the road topology to improve its predictions. Though not the focus of this paper, we note that good motion models can also benefit other tasks, such as data-association [10] and anomalous track detection [11] , [12] .
II. RELATED WORK
Detection and tracking of VRUs has made great progress in recent years. [1] indicates that pedestrian tracking is becoming increasingly robust, and research is shifting to highlevel tasks of predicting future traffic situations to inform automated decision making in ADAS. Besides pedestrians, a review of severe and fatal car-cyclist accidents showed that cyclists at crossings are another important safety case [2] .
For pedestrians, various approaches focus first on classifying current traffic behavior [2] , [4] , [13] , which can inform future behavioral events [6] . But predictive models of a pedestrian's path must represent spatial uncertainty too. A common approach leverages the motion models which are already an integral part of the tracker's filter [3] . More informed predictions are obtained by conditioning dynamics on additional cues, such as intent and awareness of the pedestrian [14] , [15] or driver [16] . Others use the dynamics of the appearance (e.g. optical flow) to predict behavior [4] .
The surroundings of a pedestrian provide another interesting cue for future behavior. Social factors, such as proximity to other VRUs, can be an informative factor [17] , [18] , [19] . Others condition the dynamics on the environment, e.g. on the spatial location within the scene [5] , [12] , or on the pedestrian's destination and semantic regions [19] , [20] , [21] , [22] . For road users, the topological and geometric layout of crossings can be a powerful cue for future behavior, especially for crossings [11] , [13] , [23] .
Cyclists at crossings are an especially important safety case for moving vehicles [2] , which means it is important to study the problem from a vehicle's point of view. There has been work on how cyclist motion evolves at a crossing [7] , [8] , but this was from static viewpoints outside of the vehicle. Furthermore, [19] proposed a novel datasets for learning social dynamics in crowded scenes, which in addition to 11216 pedestrians includes 6364 cyclist tracks [19] . Tracks were collected using a drone at 6 locations with a fixed topdown viewpoint, so unfortunately no road-level images are available, and the variety in traffic environments is limited.
The KITTI dataset offers benchmarks for a wide variety of vision tasks in the intelligent vehicle domain [10] , but the raw data only contains 43 labeled cyclist trajectories. The publicly available real-world Tsinghua-Daimler Cyclist (TDC) benchmark [9] offers color and disparity video from a moving vehicle and object bounding boxes. It contains many annotated cyclist tracks, however it currently lacks egomotion estimation and road-layout annotations.
Instead of creating yet another dataset, we extend the existing TDC benchmark. This results in real-world cyclist tracks for which annotated video and disparity data is available to support future research on various behavioral cues, similar to the pedestrian case. Unlike [19] , these tracks are obtained from a moving vehicle in on-road traffic and at various crossings, making it directly relevant for path prediction in the intelligent vehicle domain. Our work therefore offers the following contributions: 1) We study cyclist path predictions using probabilistic filters, and extend it to a mixture model. We show that this approach can exploit prior information on the topological road layout. 2) We provide and describe ego-motion compensated cyclist tracks, extracted from the public TDC benchmark [9] , and make it available for the community 1 .
III. CYCLIST TRACK DATASET
The publicly available real-world TDC benchmark [9] is recorded with a stereo-camera setup in a moving vehicle in the Tsinghua city area. It contains annotated bounding boxes for cyclists, together with dense disparity maps of each frame, and camera parameters. Since our objective is to study predictive motion models instead of object detection, we extract ground truth track data from the bounding boxes. Furthermore, all tracks are spatially aligned based on the road topology to ensure that all tracks have a more similar initial state, which could aid in path prediction.
A. Extracting tracks from TDC benchmark
By taking the median disparity in each bounding box, we can obtain 2D ground plane positions (lateral, longitudinal) relative to the egovehicle. Since the annotated bounding boxes also contain track ids, cyclist tracks can be extracted as sequences of 2D positions.
We combine tracks from both the training and test set of the detection benchmark (our experiments will instead use Leave-One-Out cross-validation to separate training and test tracks). In the test set bounding boxes were provided at 5 fps, but in the training set at 2.5 fps. The training tracks are therefore interpolated to 5 fps to ensure constant time intervals for all tracks. All occluded bounding boxes, bounding boxes smaller than 30 × 30 pixels, or with a distance greater than 60 meters from the egovehicle, are removed.
To learn cyclist motion models, their position and velocities should be expressed in a ground plane coordinate system independent of vehicle egomotion. Unfortunately, the TDC benchmark does not provide egomotion information. We therefore estimate the vehicle egomotion once in an offline process by applying the Iterative Closest Point (ICP) algorithm (using the Point Cloud Library [24] ) on the disparity maps of each pair of subsequent frames, and accumulating the resulting 3D transformations. For reference, in recording "2014-11-20 074640" the vehicle starts and finishes at the same spot (i.e. 'loop closure') after driving 1.55 km. The traveled distance found by ICP was 1.55 km, with a deviation of only 12.8 m between start and end point.
B. Aligning tracks with road topology
We have also manually annotated the road layout and intersection topology of the driven routes. This was done by marking points in the video along the centerline of the driven road throughout the sequences, as well as any side-or crossroads that a cyclists' path followed. For each crossing on a cyclists' path, we also label which directions are available and which direction the cyclist actually takes, as five canonical direction classes: a 90 • left and right bend, a 45 • left and right bend, and straight. We also label which main and sideroad segments each track follows, hence it is known where each track passes a crossing. An example of the annotated scene is shown in fig. 2 .
In practice, ADAS could access such information about road layout and intersections from map data. In section IV we shall propose a method to exploit this topological prior knowledge for path prediction. We locate all locations where a track follows a bend in the road, either by taking a turn at an intersection, or by following a curved road. If a cyclist track had more than one turn in it, the tracks are cut into two segments, one for each turn. If a cyclist travels straight longer than 10 seconds (50 frames), it is cut into smaller segments, and track segments shorter than 1 second are discarded. For the remainder of this paper, the term 'tracks' shall now refer to the processed track segments. All tracks are then categorized by the direction that they take on their respective crossings. The total track count per class label is given in table I. There are many more straight than bended tracks, therefore we extract bended tracks from the full TDC benchmark, but straight tracks only from the TDC test set.
Tracks are then aligned with respect to their local road topology through translation and rotation. For all curved tracks, the translation is done based on the intersection point of the center lanes of the incoming and outgoing roads. This point is selected to be the origin point for the curved track. For straight tracks, the origin is the point at the center lane that is closest to the average of the track's start and end position. After the translation, the tracks are rotated such that the direction from the incoming road towards the intersection point is pointed directly upward, when viewed in a 2D xy graph. The process is illustrated in fig. 3 . The resulting spatially aligned real-world tracks are shown in fig. 1 .
For temporal alignment, we follow existing literature [3] , Fig. 3 : Three tracks, before (left) and after (right) they have been transformed to the general coordinate system. The general coordinate system ensures a much more similar initial state between all tracks. The frame where a track is closest to the thin dotted line is where the Time To Event (TTE) of that track is defined to be 0.
[14] and express frames in 'time to event' (TTE), where the frame with TTE = 0 is the when the track crosses the line of equal lateral and longitudinal distance to the origin (see dotted lines in fig. 3 (right) ). Earlier frames have negative TTE (e.g.. cyclist approaching intersection), later frames a positive TTE (e.g. cyclist leaving intersection).
IV. METHODOLOGY
This paper will compare three probabilistic motion models based on linear dynamics for path predictions. As in [3] , [14] , observations are filtered online using a recursive Bayesian filter with the selected motion model. At any frame, a predictive distribution for future positions is obtained by executing a filter's 'predict' step several times without any 'update'.
Below, section IV-A will first introduce the considered motion models and explain how to exploit road topology. Then section IV-B will explain how model parameters are estimated from the track data, section IV-C will detail online path prediction. Finally section IV-D defines the metrics on which the learned models are evaluated.
A. Motion models for path prediction
The following probabilistic motion models are considered: a) Linear Dynamical System (LDS): Previous research on pedestrian path prediction found no significant benefit of higher-order or constant turn motion models over a constant velocity model with white noise acceleration [3] . Hence we pick the constant velocity LDS as our baseline. The used recursive Bayesian filter is therefore a common Kalman filter. The predictive distribution is Gaussian.
b) Uninformed MoLDS (U-MoLDS):
Next we consider that the cyclist has a latent intent to move into one of the five canonical directions that could occur in the road topology (see section III-B) Given this intent, more specific dynamics might be applied. The baseline model is extended to a Mixture of 5 LDSs (MoLDS), one for each of the five canonical directions.
Since the cyclist's intent is unobserved, it must be estimated online. We place a uniform prior distribution over the intent, and call this model uninformed with respect to the latent intent. During online inference, both a distribution on the continuous state and the latent intent is inferred from the past observations.
c) Informed MoLDS (I-MoLDS):
The third model is similar to the U-MoLDS, but includes prior information on which canonical directions are present in a track's local road topology (e.g. obtained from map data). Namely, the intent prior is set to zero for road directions that are not in track's local topological layout, the other directions have equal prior probability.
More formally, at every time step t, the model is defined by two variables: the state x t ∈ R m and the observation y t ∈ R n . Their relations are defined by linear dynamics and Gaussian noise, namely
Here the vector η t ∈ R m is an unknown noise signal affecting the system, and matrices A ∈ R m×m and B ∈ R m×m define the linear state transition. The measurements y ∈ R n are related to the state through matrix C ∈ R n×m . The variables η and ε are Gaussian noise, and assumed to be dependent on the
show that the process mean and covariance of the noise is dependent on z. In the remainder of this paper, the LDS baseline is considered a special case with only one possible intent, i.e. Z = 1, while Z = 5 for the U-MoLDS and I-MoLDS.
The observations are positions in 2D, and the model is a constant velocity model. The noise that acts on the system is modeled as an acceleration as given in eq. (3):
Here, ΔT is the time difference between consecutive frames.
B. Offline parameter learning
For each motion model, its parameters consist of the initial state distribution (μ z
, and observation noise Σ z ε for each intent z. During training, the model parameters must be determined from the training data, but each track's intent z is set to its class label (i.e. the canonical direction the cyclist actually takes).
Due to the difficulty of obtaining large amounts of track data, rare motion patterns could only have a few examples, and maximum likelihood parameter estimation could overfit the more complex models with more parameters. Therefore, we follow the approach in [5] and use fully Bayesian approximate inference to integrate out the model parameters in our experiments. More precisely, conjugate priors distributions are placed on the parameters for regularization, namely Normal-Inverse-Wishart (NIW) distributions on (μ z Given the training data, Gibbs sampling is used to sample several probable parameter combinations from their joint posterior. The sampling procedure is explained in Appendix A The same priors will be used for all motion models.
C. Online path prediction
For a given set of sampled model parameters, online path prediction can proceed by running 'predict' steps, as outlined in the start of this section. Conditioned on the intent, all models reduce to a Kalman filter for which prediction is straightforward. However, since a track's intent is unknown during test time, we must consider the posterior distribution on z given all past observations. At every time step t, the posterior state distribution p (x t |y 1:t , z) is computed separately for each LDS z, using Z separate Kalman filters. The posterior on z can be computed from the past observations and the prior distribution p (z),
Recall that the U-MoLDS assumes a uniform prior p (z) over all 5 intents, and I-MoLDS over only the possible intents. The LDS has only one intent, which always has probability 1.
The posterior state distribution for time t is a mixture of Z Gaussians, p (x t |y 1:t ) = ∑ Z z=1 p (x t |y 1:t , z) p (z|y 1:t ). To get a prediction δ time steps in the future at time t, the Kalman prediction step is applied δ times to all Z filters, each resulting in a predictive distribution p (x t+δ |y 1:t , z). The complete predictive distribution for future time step t + δ is thus again a mixture of Z Gaussians with weights p (z|y 1:t ):
By applying the observation model once more to each filter, we can also obtain the predictive distribution p (y t+δ |y 1:t ) for the future observation y t+δ .
D. Evaluation
To evaluate results on this dataset, we apply two metrics. For both metrics, the prediction δ is set to five time steps into the future, which equals one second. The first metric is the Mean Error (ME) between the expected future observations E y i t+δ |y i 1:t and the actual observations. For a track i of length T , let y i t+δ be the true future observations, δ time steps ahead of the current time t. For a particular model, a track's ME at a certain time step is then ME t (i) = |y 
For this measure, a lower score indicates a better performance. When the ME of entire tracks is given, it shows the average ME of every time step.
The second evaluation metric is the Log-Likelihood (LL) of the predictions, which is a unitless measure, but is indicative of both accuracy and certainty. The LL considers the probability of the actual observation at time step t + δ . For each track i, the LL is defined as LL t (i) = log p (y t+δ |y 1:t ) .
For this measure, a higher score indicates a better performance. When the LL of entire tracks is given, it shows the summed LL of every time step. The two measures are also shown how they evolve over time, based on their TTE which was explained in section III-B.
To better assess how our model improves path prediction, we also test the underlying assumption that cyclist dynamics are distinct for different intents. The U-MoLDS and I-MoLDS have a separate intent for the five given directions because we expect that these five directions have distinct dynamics. This assumption will be tested as a classification problem: We evaluate how likely each track's observations for each of the Z = 5 intents, and comparing the most likely intent to the track's class label. If the assumption of linear dynamics is reasonable, and the dynamics are distinct, then we expect good classification results.
V. EXPERIMENTS
The models explained in section IV-B are trained and evaluated using Leave-One-Out cross-validation with the measures from section IV-D. For each model, and each leaveone-out iteration, the Gibbs sampler was run for 300 iterations, and every tenth parameters sample of the last 100 was selected. We always predict 1 second in the future, δ = 5, and performance measures are computed for all sampled parameters. We then average the performance results of the sampled parameters at each time step.
The same priors are used for all models. The hyperparameters of these prior distributions (see appendix) are shown in eq. (8) .
Here 'diag' is a shorthand for a diagonal matrix with the given entries on the diagonal. The parameter Ψ (·) for both the IW and NIW are given as a matrix, m, multiplied by ν (·) . Interpret these priors as if v samples are a-priori known, and their expected covariance is m. The values for ν in eq. (8) mean that there is weak prior on initial state distribution ξ z,x 1 and the system noise ξ z,η , while there is a strong prior for the observation noise ξ z,ε . This encodes our belief that different models should have similar observation noise, though their dynamics may be distinct.
A. Model evaluation
We first assess the assumption that the dynamics of each intent are distinct by evaluating the classification performance given all observations. The U-MoLDS, which does not take the road topology into account, classifies 82% of all tracks correctly. To compare this with the I-MoLDS, one should consider that a part of the tracks in the available dataset have only one destination in their road topology, and as such the I-MoLDS cannot fail on these tracks. To make a fair comparison between the classification of the I-MoLDS and U-MoLDS, only the tracks with multiple destinations are considered in table II. On these tracks, the U-MoLDS classifies 76% correctly which shows that it is reasonable to assume the dynamics are distinctive for their respective intent. However, the I-MoLDS classifies 90% correctly, which means the model can still benefit from additional prior knowledge.
B. Path Prediction
Path prediction is evaluated on the two metrics explained in section IV-D, with the results shown in tables III and IV. The I-MoLDS has the lowest ME for all intents except straight. This is most evident for the 90 degree angles, where the average error decreases by 24 cm (14%) and 48 cm (20%) for left and right, respectively. On straight tracks, the LDS outperforms the I-MoLDS, although only minimally (1%).
On the LL, the I-MoLDS performs best on all directions, except for 45 degree turns to the left. Here, the U-MoLDS performs best. Furthermore, when the I-MoLDS performs best, it outperforms the LDS by a large margin, whereas the difference in performance is not so large for the 45 degree turn to the left. A closer inspection of the likelihoods also shows that where the LL for 90 degrees left and right are roughly the same, there is a large discrepancy between the LL of 45 degrees left and right.
A more complete picture is painted by plotting the error over time. Figure 4a shows the error over time for tracks bending at a 90 degree angle to the left. At T T E = −1 s, where the models are predicting the state for T T E = 0 s, the performance diverges. This shows that the I-MoLDS can predict the change in dynamics that is related to the 90 degree turns. Consequently, the I-MoLDS improves at a time where it matters the most. The same result was seen for the 90 degree turns to the right. The results for all classes can be found in the appendix.
The same cannot be said for the 45 degree left turn, however, as is shown in fig. 4b . For this angle, the LDS and U-MoLDS show more accurate predictions. A large spike in the standard deviation can also be seen around this time, indicating that the large error is not present for all tracks. Together, this indicates that there are tracks present in the 45 degrees left class whose dynamics are not represented by the others in their group during training. This is further illustrated by the anomaly seen in the LL in table IV, where, even though the I-MoLDS did not perform well on the 45 degree left turn, neither did the others. This suggests that more data is needed for this class.
VI. CONCLUSIONS
This paper presented a complementary dataset to the Tsinghua-Daimler Cyclist Benchmark. On this dataset, we trained a Mixture of Linear Dynamical Systems that can take the road topology into account. The prediction of the cyclist position one second into the future is shown to be comparable to a Linear Dynamical System on straight tracks, or improve 20% on average on sharp turns to the right. Because this dataset adds to an existing dataset, future research can consider incorporating the visual features from the video frames to further improve prediction.
The intuitive explanation of the parameters is that Ψ (·) is the sampled scatter matrix, taken from ν (·) samples. Similarly, μ (·) is the sampled mean, taken from κ (·) samples. For the IW distribution, the same equations apply but it could be said that the prior taken samples κ (·) of the mean μ (·) , is infinite, thereby ensuring that additional measurements will not change the mean μ (·) . In this paper, an IW or NIW distribution that is updated with additional measurements will be written as a function of both its initial parameters ξ (·) and the measurements ε (·) , e.g. W −1 (ξ z,ε 0 , ε t ) is the prior IW distribution of the observation noise covariance matrix Σ z ε that is parametrized by ξ z,ε 0 , updated with an additional sample of the observation noise, ε t .
To reiterate, samples from the observation noise ε, the system noise η, and initial state distribution x 1 can be used to improve the distribution over their covariance and, for the system noise and initial state, their mean. However, it is not possible to sample from these directly because the true state is not known. Here we use Gibbs sampling to generate the posterior distributions, as is also done in [5] . An overview is given in algorithm 1, which is applied for each type of dynamics z, with its own example tracks. 
Resample the covariances and means
Initially, there is some prior knowledge over the IW and NIW distributions, given by ξ 
However, as stated, at each time t only the distribution of the state is known, and not the actual state. To circumvent this, Gibbs sampling is used again: sample a random potential state sequence from each track. The sampled state sequence uniquely defines a sampled system noise sequence and an observation noise sequence, which is used to update the distribution of the system noise and observation noise, respectively. Similarly, the initial sample of each sequence is used to update the distribution of the initial state.
A new sample is taken from each distribution to select a system, observation and initial state covariance and system and initial state mean, and the algorithm is repeated.
The algorithm is expected to create a random sample of the distribution of the unknown means and covariances, after the algorithm has gone through a certain "burn-in" period. After the burn-in period, a more robust set of means and covariances can be retrieved by averaging the results of multiple iterations. 
