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Abstract 
This study examines the association between urban form and walking for transport in 
Brisbane, Australia based on both panel and cross-sectional data. Cross-sectional data are 
used to determine whether urban form was associated with walking for transport in 2011. 
Panel data are used to evaluate whether changes in the built environment altered walking 
behaviour between 2009 and 2011. Results from the cross-sectional data suggest that 
individuals are significantly more likely to be walkers if they live in an area with a well-
connected street network and an accessible train station. The longitudinal analysis confirms 
these relationships; there also was however, a significant impact of travel attitudes and 
perceptions on walking behaviour. The findings suggest that the built environment continues 
to be an important factor to encourage walking; however, interventions are also required to 
change social norms in order to increase the receptiveness for and participation in walking. 
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1. Introduction  
There is now a well-established link between urban form (residential density, land use 
diversity, street connectivity, access to public transport) and walking for transport (Frank et 
al. 2005; Saelens et al. 2003; Van Cauwenberg et al. 2011); and the adoption of policies to 
encourage these urban form characteristics has been recommended as a means to enhance 
walking (Guo and Chen 2007). Most research to date is, however, based on cross-sectional 
evidence, and the potential for spurious relationship remains an issue.  Hence, causal links 
between land use policy and active travel cannot be inferred (Mokhtarian and Cao 2008). As 
a result, Krizek et al. (2009) caution not to overestimate the benefits of changes to urban 
form to increase active travel. 
 
Four criteria are used to establish causal inferences: a) associations – a statistically 
significant relationship between the cause and effect; b) non-spuriousness – a relationship 
that cannot be attributed to another variable i.e. no third factor creates an accidental 
relationship between the variables; c) time precedence/order – the cause precedes the 
effect; and d) causal mechanisms – a plausible explanation for why the alleged cause should 
produce the observed effect (Singleton and Straits 1999). Much of the prior research 
examining associations between urban form and active transport has satisfied only the first 
and fourth criteria using non-experimental cross sectional research designs. Recently, 
several studies have tested this link by focusing on the non-spuriousness criterion by 
controlling for residential self-selection effects (see, Guo 2009; Mokhtarian and Cao 2008 for 
a review). However, most of these studies have not taken into account the ‘time precedence’ 
criterion, due to the cross-sectional nature of the data.  
 
Although travel behaviour data both before and after interventions (‘treatments’) are 
necessary to truly understand the impact of environmental interventions on travel behaviour, 
such datasets are rarely available in transport research (Handy et al. 2005). As a surrogate 
measure, researchers sometime use travel behaviour data of individuals who have changed 
residential locations. Residential relocation acts as an intervention in these studies, whereby 
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pre- and post-move travel behaviour and urban form data are compared to assess causality. 
A cautious argument put forward in these studies is that the self-selection effects are 
controlled because data are collected from the same person over two different time periods, 
and thus any behavioural changes are due to changes in urban form. However, a problem 
with this longitudinal approach is that “the relocating households are themselves a self-
selected group” (Bhat and Guo 2007, p.511), and evidence shows that households might 
move due to dissonance in the pre-move neighbourhood (Kamruzzaman et al. 2013b). In 
addition, research aimed at validating the causality between urban form and travel behaviour 
originates largely from the USA; with a few examples from Europe (e.g. Aditjandra et al. 
2012) and Australia (e.g. Giles-Corti et al. 2013). This lack of geographical diversity, 
therefore, limits the external validity and generalisation of the results. Finally, the results 
reported across different studies are inconclusive and sometimes conflicting (see, Bagley 
and Mokhtarian 2002; Lee et al. 2009). 
 
The objective of this research is twofold: first, we examine the relationship between urban 
form and time spent (minutes) walking for transport in Brisbane, Australia, using both cross-
sectional and longitudinal research design frameworks. Second, we investigate whether the 
results from cross-sectional data are similar to those from longitudinal data, to inform the 
question of whether the former can effectively be used in the absence of rarely available 
longitudinal data in transport research. A further contribution of this research is the utilisation 
of a new dataset, with potential to examine the effects of changes in the environment as 
‘natural interventions,’ an approach which offers an opportunity to rigorously examine the 
hypothesised relationships. The literature on the links between urban form and travel 
behaviour is reviewed in Section 2. Data and methods used to examine the research aims 
are discussed in Section 3, the results of the analyses are presented in Section 4, and the 
conclusions are provided in Section 5. 
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2. Literature review 
2.1 Urban form and walking for transport: causal mechanism   
Different characteristics of the built environment have been tested, and despite operational 
differences, the factors that are consistently identified as having a positive association with 
walking for transport include higher residential density, diverse land uses, well connected 
street networks, and accessible public transport (PT) (Frank et al. 2005). A mix of different 
land uses (residential, commercial, recreational, and institutional) facilitates participation in 
local activities, and therefore, reduces the need for motorised travel to participate in distant 
activities (Kamruzzaman et al. 2014). An area where diverse land uses exist typically offers 
more non-residential destinations (including public transport) for walking journeys, and thus 
may facilitate more transport-related walking (Duncan et al. 2010). Higher residential 
densities are more likely to support the presence of shops and services; thus the density of 
an area is also indirectly related to walking (Transportation Research Board 2005). Density 
is also thought to be important because higher densities tend to create a critical mass of 
people – more people to walk, to see others walking, and to feel safer. Traffic congestion 
also increases with population and employment density so that at a certain threshold it is 
more convenient to walk (Oakes et al. 2007). Street pattern or connectivity affects the 
directness of travel and proximity of destinations, making travel more efficient, and the 
number of alternative routes with implications for interest and safety (Oakes et al. 2007). 
Walking for transport is encouraged when the street network is more connected, obstacles 
are kept to a minimum, and no need to cross major roads (Saelens et al. 2003). 
 
2.2 Urban form and walking for transport: a spurious relationship? 
Despite consistent cross sectional evidence of associations between the above 
environmental factors and travel behaviour, the causality of these factors is as yet not clear 
(Mokhtarian and Cao 2008). Handy and Clifton (2001) highlighted that the relationship 
between urban form and travel behaviour could be capturing residential self-selection effects 
i.e., an individual’s inclination to choose a particular neighbourhood according to their current 
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travel abilities, needs, and preferences rather than neighbourhood factors changing 
behaviour (Guo and Chen 2007; Pinjari et al. 2007). Two sources of residential self-selection 
are socio-demographics (e.g. car ownership), and travel attitudes and perceptions 
(Mokhtarian and Cao 2008). Commonly identified attitudinal and/or perceptual factors 
included environmental concerns, car affection, perception of crash risk, ecological norm 
(e.g. obligation), beliefs about a mode’s ability of meeting one’s needs, and habits (Cools et 
al. 2009; Elias and Shiftan 2012; Manaugh and El-Geneidy 2013; Matthies et al. 2002; 
Thøgersen 2006). Few studies have collected residential preference data directly from study 
participants to control for residential self-selection effect (Giles-Corti et al. 2013; Handy et al. 
2006; Manaugh and El-Geneidy 2013). Generally, researchers used two broad approaches 
differentiated by analyses of cross-sectional and longitudinal data to assess causality of the 
built environment in changing travel behaviour.  
2.3 Cross-sectional studies 
Researchers have approached the problem of establishing causality with only cross-
sectional data using matched attitudes, instrumental variables model (IVM), joint-choice 
model, structural equation modelling (SEM), and path choice modelling (Mokhtarian and Cao 
2008). Schwanen and Mokhtarian (2005a, b) applied a matched attitudes method and found 
that the built environment had a strong influence on commuting mode choice and travel 
distances in the San Francisco Bay Area. Similarly, Guo (2009) has shown that the quality of 
the pedestrian environment determines commuters’ (who arguably shared matched 
attitudes) egress path choice from subway station in downtown Boston. However, matched 
attitudes studies in other contexts (Belgium, Australia) found that mode choice was primarily 
determined by attitudes, and to a limited degree by the built environment (De Vos et al. 
2012; Kamruzzaman et al. 2013a). These findings are similar to Bagley and Mokhtarian 
(2002) by estimating a SEM and found that attitudinal and lifestyle variables had the greatest 
impact on behaviour, whereas the built environment had little impact in San Francisco. The 
evidence of causality is not conclusive in studies that used IVM, in some cases it is verified 
(Khattak and Rodriguez 2005; Vance and Hedel 2007), and others causality has been 
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questioned (Boarnet and Sarmiento 1998). Causality has also been reported to be scale 
dependent (exists at the neighbourhood level but not at the zip code level) in a case of 
walking trips in Portland (Greenwald and Boarnet 2001). 
 
Similar to causality, the impacts of self-selection on travel behaviour also vary between 
studies. For example, using a joint-choice model of residential location and rail commuting, 
Cervero and Duncan (2008) found that residential self-selection explained a higher (40%) 
level of rail commute decision. On the other hand, using the same data set, Bhat and Guo 
(2007) did not find an association between self-selection of neighbourhoods and the level of 
car-ownership in the San Francisco Bay Area. Again, using the same datasets, Pinjari et al. 
(2007) jointly examined residential location choice and commuter mode choice behaviour - 
and reported that both built environmental attributes and residential self-selection have 
significant impacts on commute mode choice. A similar finding was reported in a joint-choice 
analysis of residential location and car ownership in New York (Salon 2009). 
 
In summary, the effects of both urban form and residential self-selection vary depending on 
the type of indicator used to analyse travel behaviour. In some cases, the effects of urban 
form are greater than residential self-selection effects, whereas other studies have found the 
opposite. Only a few studies have not found any significant impact of these variables - 
suggesting the importance of including both types of variables in assessing causality. 
2.2 Longitudinal studies 
Cross-sectional data are sufficient for establishing evidence for association and non-
spuriousness, but inadequate for establishing a time precedence necessary to argue for a 
causal relationship (Handy et al. 2005). A stronger test of a causal relationship is achieved 
through an examination of the association between a change in the built environment and a 
change in travel behaviour. If a change in the built environment precedes the change in 
travel behaviour, then a causal relationship is more likely (Handy et al. 2005; Leslie et al. 
2005; Singleton and Straits 1999). 
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Handy et al. (2005) and (2006) used quasi-longitudinal data and measured changes in travel 
behaviour, built environment, and car-ownership levels of individuals living in San Francisco. 
Using an ordered probit model, the researchers concluded that there was a causal link 
between the built environment and driving behaviour, and between the built environment and 
walking behaviour respectively, by controlling for socio-demographic changes and post-
move travel attitudes. One limitation of quasi-longitudinal studies includes recall bias 
(Mokhtarian and Cao 2008). Also, travel attitudes were considered to be constant across 
observed time period in the above studies. To overcome this limitation, Handy et al. (2005) 
highlighted the need for a panel survey data approach that includes both attitudinal as well 
as more precise measures of behavioural change. In addition, Handy et al. (2005, 2006) 
examined causal links in a unidirectional way ‘from the built environment to travel behaviour’. 
Cao et al. (2007) and Aditjandra et al. (2012) applied SEM to examine whether multiple 
causal relationships exist and concluded that neighbourhood characteristics influence travel 
behaviour after controlling for self-selection. 
 
Several studies have used longitudinal data and investigated travel behaviour changes 
before and after residential relocation. Krizek (2003) measured changes in the built 
environment and found that individuals relocating to areas with higher neighbourhood 
accessibility decreased VMT; the study did not find a causal relationship between changes in 
built environment and walking behaviour. The weakness of this study was a failure to 
account for non-movers as a control group. In contrast, Meurs and Haaijer (2001) analysed 
travel behaviour of movers and non-movers in the Netherlands and found evidence of 
causality between the characteristics of built environment and number of car trips. Both 
studies assumed that travel attitudes remained constant over time, given that data were 
collected from the same person across both time periods. However, this was found not to be 
true in a recent study conducted by Giles-Corti et al (2013) in Perth.  
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3. Data and methods 
3.1 Study area 
This research was conducted in Brisbane, Queensland, Australia where a comprehensive 
approach has been taken to facilitate the use of active transport at all levels of planning 
including the state, regional and local levels (Brisbane City Council 2008; Queensland 
Government 2008, 2009b). Under this broader policy guidance, specific active transport 
plans have been formulated and directed at different spatial scales, for example, the regional 
‘Action Plan for Walking 2008-2010’ (Queensland Government 2009a) and the local 
‘Brisbane Active Transport Strategy: Walking and Cycling Plan 2005-2010’ (Brisbane City 
Council 2005). Various strategies are being implemented at all levels in order to achieve a 
12% walking mode share (Brisbane City Council 2005). Given the policy attention walking 
has received in Brisbane and elsewhere (USA), this research is timely and relevant. 
 
3.2 Data 
Data were collected in three phases (2007, 2009, and 2011) from 11036, 7867, and 6901 
adults respectively (aged between 40 and 70 years) living in 200 census collection districts 
(CCDs) in Brisbane as a part of the larger HABITAT (How Areas in Brisbane Influence 
HealTh and AcTivity) study. A multi-stage probability sampling design was used: first, the 
200 CCDs were randomly selected (Figure 1); and second, from within each CCD, a simple 
random sample was drawn (Turrell et al. 2010). This research analysed data collected from 
the 2009 and 2011 surveys. The 2007 survey data were excluded from this analysis 
because questions related to travel attitudes and preferences were introduced first in the 
2009 survey. Only common participants in both periods and who remained at their current 
address throughout the surveys were retained in the analysis. The responses in both periods 
were checked for consistency and completeness; and cases with missing data in any 
periods were excluded from further analysis in order maintain longitudinal consistency. This 
culling resulted in a sample size of 3708 individuals. 
8 
 
 
Figure 1: Sampled CCDs are distributed across Brisbane Local Government Area 
3.2.1 Dependent variables  
Neighbourhood walking has typically been classified into one of three groups including 
walking for exercise, walking for pleasure, and walking for transport (walking to fulfil a travel 
purpose such as work, shopping, etc.) (Humpel et al. 2004). This paper used data on time 
spent walking for transport as the dependent variable. Respondents were asked to answer 
the following question: “what do you estimate was the total time that you spent walking for 
transport in the last week?” in both periods. They were also asked not to consider walking for 
exercise or recreation in answering this question. This request helped to eliminate any 
misunderstanding that otherwise might have existed in reporting walking for transport data. 
The questions were adapted from the International Physical Activity Questionnaire (IPAQ) 
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and their reliability and validity has been tested elsewhere (Craig et al. 2003) and in this 
study. The research used the 2011 walking time data for cross-sectional analysis whereas 
changes in walking time between 2009 and 2011 were used to assess relationships 
longitudinally. Changes were derived by subtracting the 2009 levels from the 2011 levels—
yielding positive differences for increased walking over time. The data were examined for 
outlier and leverage and these were removed from further analysis using Cook’s distance 
criteria (UCLA: Academic Technology Services 2012). This removal of outliers resulted in an 
analytical sample of data from 3612 individuals available for analysis. Although the reduction 
in sample size is at risk of biasing the sample, a comparative assessment of the sample 
characteristics in these periods with the complete baseline survey data showed that the 
samples are in general agreement. 
 
3.2.2 Socio-demographic characteristics  
Based on findings reported in previous studies, eight socio-demographic variables were 
selected for analyses: gender, age, availability of car, employment status, household size, 
health status, education, and country of birth (see, Cerin et al. 2009). Although respondents’ 
income was considered for inclusion, an initial check showed that many of the respondents 
were reluctant to report their income levels. To test the impact of income, models were 
estimated using a subset with complete income data and compared to models without 
income and the results had no income effect — and as such an analysis without income is 
warranted, with the aim to exploit a relatively larger sample size. Note also that prior studies 
in this context found no income effect on walking behaviour (Leslie et al. 2007b), perhaps 
due to strong collinearity between car-ownership and income in Australian cities. Table 1 
shows descriptive statistics for the socio-demographics of respondents. As suggested in the 
literature (Meurs and Haaijer 2001), changes in socio-demographic status of the 
respondents were considered for longitudinal analysis (Table 1). Gender, educational 
qualifications, and country of birth data were collected only once and are assumed to be 
static. Since all individuals experienced identical changes in age it was not considered. 
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Health status of individuals was collected on a 5-point Likert scale from excellent (1) to poor 
(5), which was subsequently inverted to indicate that a higher score represents better health. 
Table 1: Socio-economic characteristics of the respondents in 2009 and 2011 and their changes 
Socio-demographics 2009 2011 Changes between 2009 and 2011 
 Frequency % Frequency %  Frequency %
Gender   
Male 1560 43.2 1560 43.2  
Female 2052 56.8 2052 56.8  
Car Availability   
Yes, always 3283 90.9 3274 90.6 Unchanged 3353 92.8
Yes, sometimes 199 5.5 177 4.9 Availability increased 119 3.3
No 57 1.6 75 2.1 Availability decreased 140 3.9
Do not drive 73 2.0 86 2.4  
Level of education   
Up to year 12 1307 36.2 1307 36.2  
Diploma/certificates 1055 29.2 1055 29.2  
Graduate and above 1250 34.6 1250 34.6  
Employment status   
Not working 900 24.9 1045 28.9 Unchanged 2990 82.8
Working part time 853 23.6 840 23.3 Work time increased 226 6.3
Working full time 1859 51.5 1727 47.8 Work time decreased 396 11.0
Country of birth   
Australia 2793 77.3 2793 77.3  
Other 819 22.7 819 22.7  
Household size  Avg. 2.78 SD. 1.35 Avg. 2.69 SD. 1.30 Average change -0.09 SD 0.71
Average health status Avg. 3.35 SD. 0.90 Avg. 3.36 SD. 0.90 Average change 0.01 SD 0.72
Average age Avg. 54.36 SD. 7.06 Avg. 56.36 SD. 7.05  
N   3612
 
3.2.3 Derivation of urban form variables 
Four urban form variables (residential density, street connectivity, land use diversity, and 
access to PT) were derived for each individual separately for 2009 and 2011 based on a 
1km circular buffer from their home (Frank et al. 2005; Lee and Moudon 2006). A 1km buffer 
has also been used to define a neighbourhood in Brisbane (Kamruzzaman et al. 2013b). 
Residential density was measured using the number of dwelling units located within a unit 
area of residential zoned land of the buffer (dwellings/hectare) (Frank et al. 2005). The 2006 
and 2011 census data were used to count the number of dwellings in 2009 and 2011 
respectively. All spatial data used in respective years were collected from Brisbane City 
Council as a part of the HABITAT study. Land use diversity was derived by quantifying the 
proportion of land area within the buffer that was zoned residential, commercial, industrial, 
recreational, and other. Using an entropy equation described by Leslie et al (2007a) the five 
types of land use were combined to form a measure that ranged from 0 to 1, with 0 
representing complete homogeneity of land use within the buffer, and 1 representing an 
even distribution of the five types of land use. Street connectivity was measured using the 
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intersection density indicator based on the number of three or more way intersections 
located within the buffer (Stangl and Guinn 2011). Public transport accessibility was 
measured using perceived walking times to bus stops and train stations. Respondents were 
asked to indicate the time taken to reach the nearest bus stop and train station from their 
home on a 5-point scale (1-5, 6-10, 11-20, 21-30, and more than 30 minutes). These 
responses were recoded into binary form, indicating whether PT is accessible or not. If a bus 
or train service was located within a 10 minute walk of a respondent’s home, then these 
were considered accessible. Using a ten minute walking distance has been reported as a 
walkable distance in Queensland and elsewhere (Ramon 2010; Smith and Taylor 1994). 
Table 2: Urban form variables and their changes between 2009 and 2011 
Urban form variables Average scores Test results Changes (2009-2011)
 2009 2011 t Related-samples McNemar 
change test statistics
Frequency %
Residential density (dwellings/hectare) 10.45 13.93 59.44a   
Residential density unchanged  5 0.1
Residential density increased  3211 88.9
Residential density decreased  396 11.0
Land use diversity 0.60 0.58 14.18a   
Land use diversity unchanged  923 25.6
Land use diversity increased  970 26.9
Land use diversity decreased  1719 47.5
Number of 3-way intersections 116.05 120.52 61.37a   
Intersection unchanged  471 13.1
Intersection increased  3131 86.7
Intersection decreased  10 0.2
%  having access to buses 90.8 91.0 0.18
Access to buses improved 137 3.8
Access to buses worsened 129 3.6
%  having access to trains 16.4 16.7 0.25
Access to trains improved 103 2.9
Access to trains worsened 95 2.6
N  3612
a Coefficients are significant at the 0.05 level 
A paired sample t test was conducted using the scores associated with the three continuous 
urban form variables (density, diversity, and connectivity), and showed a significant 
difference for all three variables between the time periods for the overall sample (Table 2). 
These differences, therefore, provide a preliminary indication that the samples were 
subjected to environmental interventions between the periods. Figure 2 shows indicative 
changes in these built environment indicators within a neighbourhood between 2009 and 
2011 (prepared using satellite images from NearMap). Regarding the perceived access time 
to PT services, the McNemar chi-square test shows non-significant differences between the 
time periods for the aggregated sample. However, more detailed analysis shows that the 
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perceived access to bus and train improved for 3.8% and 2.9% of individuals respectively, 
and worsened for 3.6% and 2.6% individuals respectively; thus small numbers of 
respondents experienced changes in perceived access to PT services between time periods. 
Figure 2a: Indicative infill development in Wynnum, Brisbane between 2009 and 2011 
 
Figure 2b: Indicative new subdivision of residential zoned lands in Carseldine, Brisbane between 2009 and 2011 
 
Figure 2c: Indicative new commercial development and connected road networks in Cannon Hills between 2009 and 2011
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3.2.4 Derivation of travel attitudes and perceptions 
Data related to travel attitudes and perceptions were collected by asking respondents to 
indicate whether they agreed or disagreed on 16 items on a 5-point Likert scale (1 – strongly 
disagree to 5 – strongly agree). Based on the scores of their responses, factor analysis was 
conducted in order to extract the fundamental dimensions spanned by these 16 items using 
the principle axis factoring with oblique rotation method (Cao et al. 2007; Handy et al. 2005, 
2006). Initial results from both periods showed that four statements had very low 
communalities and complex structure in the extracted factors (traffic congestion is a problem 
in Brisbane, car is safer than riding a bike, a car is expensive, and public transport is 
expensive). These statements were excluded and the factor analysis was re-run, resulting in 
none of the remaining statements with low communality or complex structures. The factor 
analysis generated four factor solutions in both time periods (Table 3) which explained about 
52% of the variance in the data – a level considered to be defensible in the literature 
(Kamruzzaman and Hine 2011). 
 
The four factors are interpreted to capture respondents’ perceptions about PT, sensitivity to 
environmental externalities, car dependency, and safety of car travel. Similar factors have 
been identified in prior research (De Vos et al. 2012; Handy et al. 2005). Table 3 indicates 
that the overall patterns of travel attitudes and perceptions remain unchanged between the 
periods for the aggregate sample. However, travel pattern changes may emerge at the 
individual level – so attitudinal changes were measured at the individual level between time 
periods. The generated scores associated with each factor were subsequently used to 
classify each individual as shown in Table 4. Using this reclassification system for each 
factor, changes were measured between the periods in a qualitative scale and Table 5 
shows that a significant change in attitudes occurred, and around 25% of respondents 
developed a changed perception, which justifies the consideration of the dynamic nature of 
travel perceptions, unlike the static nature in previous studies. 
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Table 3: Pattern matrices generated from the factor analyses using the statements on travel attitudes and perceptions 
Statements/items 2009 2011
 Perception 
about PT 
Sensitivity to 
environmental 
externalities
Car 
dependency
Safety of 
car
Perception 
about PT 
Sensitivity to 
environmental 
externalities
Car 
dependency
Safety of 
car
Public transport is inconvenient and unreliable .809 .034 -.002 -.075 .803 .032 .003 -.073
Travelling by public transport is not very pleasant .614 .032 .107 -.035 .631 -.017 -.075 .146
Using public transport takes too much time .685 -.017 -.062 .161 .699 .035 .100 -.037
Public transport can sometimes be difficult than driving .444 -.121 .016 .075 .440 -.116 .031 .074
People need to walk and cycle more to improve the environment .045 .927 -.027 .041 .048 .926 -.021 .041
People need to walk and cycle more to reduce global warming .027 .785 -.047 .038 .031 .789 -.047 .037
People need to walk and cycle more to reduce traffic congestion .028 .755 -.011 -.007 .025 .754 -.011 -.006
People need to use public transport more often to reduce traffic congestion -.107 .514 .059 -.060 -.111 .510 .058 -.062
I need a car to do many of the things that I do .018 .043 .810 .012 .013 .045 .806 .014
I could not manage pretty well without a car .011 -.053 .640 .023 .017 -.053 .634 .022
Travelling by car is safer overall than taking public transport .156 .020 .028 .694 .147 .021 .022 .704
Travelling by car is safer overall than walking -.064 -.009 .022 .665 -.064 -.008 .024 .658
% of variance explained 26.89 14.15 7.10 4.41 26.13 14.70 7.06 4.17
Total variance explained (%) 52.55 52.07
Kaiser-Meyer-Olkin Measure of Sampling Adequacy.  0.79 0.79
Extraction Method Principal Axis Factoring
Rotation Method Oblimin with Kaiser Normalization
N 3612
 
Table 4: Labelling respondents according to their travel attitudes and perceptions 
Factor Classification of factor score Labelled as 
Perception about PT Positive score Negative perception of PT 
Negative score Positive perception of PT 
Sensitivity to environmental externalities Positive score Sensitive to environmental externalities 
Negative score Insensitive to environmental externalities 
Car dependency Positive score Car dependent 
Negative score Alternative mode seeker 
Safety of car travel Positive score Car safer 
 Negative score Car unsafe 
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Table 5: Distribution of travel perceptions and their changes between 2009 and 2011 
Factor classification 2009 2011 Related-samples McNemar 
change test statistics 
Changes between 
2009 and 2011
 Frequency % Frequency %  Frequency %
Perception about PT   
Positive perception of PT 1911 52.9 1866 51.7 2.163  
Negative perception of PT 1701 47.1 1746 48.3   
 Changes in perception about PT   
Unchanged  2717 75.2
From negative to positive 
perception of PT 
 425 11.8
From positive to negative 
perception of PT 
 470 13.0
Sensitivity to environmental externalities   
Sensitive to environmental ext. 2421 67.0 2333 64.6 9.253a  
Insensitive to environmental ext. 1191 33.0 1279 35.4   
   Changes in attitude towards the env. ext.   
Unchanged  2794 77.4
     From insensitive to sensitive to env. ext.  365 10.1
     From sensitive to insensitive to env. ext.  453 12.5
Car dependency   
Car dependent 1971 54.6 1819 50.4 22.939a  
Alternative mode seeker 1641 45.4 1793 49.6   
 Changes in attitude to car 
dependency  
  
Unchanged  2618 72.5
From alternative mode to car 
dependent 
 421 11.7
From car dependent to 
alternative seeker 
 573 15.9
Car Safety    
Car safer 1696 47.0 1732 48.0 1.235  
Car unsafe 1916 53.0 1880 52.0   
 Changes in perception about car 
safety  
  
Unchanged  2620 72.5
 From car unsafe to car safer  514 14.2
 From car safer to car unsafe  478 13.2
N   3612
a Coefficients are significant at the 0.05 level 
3.2.5 Derivation of living preferences to control for residential self-selection effect 
In the HABITAT survey, participants were requested to specify the importance of 10 factors 
(statements) that influenced their decision to move into the current address. This was 
measured using a 5-point Likert scale (1 – not at all important to 5 – very important). A factor 
analysis was conducted using the scores associated with the 10 statements. Like the travel 
attitudes and preferences, this analysis was also conducted based on the principal axis 
factoring with oblique rotation method. A similar method has been used in the literature in 
order to take into account the self-selection effects (Kamruzzaman et al. 2014). Table 6 
shows that the factor analysis generated a 4 factor solution: the strength of the statements 
associated with each of the factors suggests that the choice of a particular neighbourhood is 
due to its: a) accessibility and mobility options; b) natural environment; c) child centric 
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facilities; and d) ease of access to work and city. The scores of the four factors were entered 
into the models in order to control for self-selection effects. 
Table 6: Pattern matrix showing main reasons for choosing the current address as a place to livea 
Items Accessibility and 
mobility of places
Natural 
environment
Child centric 
facilities
Conducive to travel
time saving
Closeness to public transport 0.734 -0.022 0.074 0.029
Wanted to live close to shops 0.708 -0.100 0.030 0.220
Ease of walking to places 0.690 0.220 -0.014 -0.051
Closeness to open space (e.g. parks) 0.128 0.865 0.081 -0.125
Near to green-space or bushland -0.060 0.695 0.002 0.188
Closeness to schools 0.111 0.023 0.783 -0.128
Closeness to childcare -0.062 0.027 0.583 0.137
Closeness to the city 0.063 0.092 -0.064 0.596
Closeness to work 0.001 0.016 0.128 0.521
Access to freeways or main roads 0.262 -0.018 0.030 0.432
% of variance explained 32.783 9.416 6.639 4.962
Total variance explained (%) 53.800
Kaiser-Meyer-Olkin Measure of Sampling Adequacy.  0.778
Extraction Method Principal Axis Factoring
Rotation Method Oblimin with Kaiser Normalization
N 3612
a The data were taken from the 2007 HABITAT survey. 
 
3.3. Data analysis 
Two regression models were estimated to examine the relationship between urban form and 
walking duration: a) a zero inflated negative binomial regression model of time spent walking 
for transport in 2011 as the dependent variable--a cross-sectional analysis; and b) a multiple 
linear regression model incorporating changes in walking duration as the dependent 
variable—a longitudinal analysis. Both models were estimated in Stata. To account for the 
clustering effect of the sampling strategy adopted in this study, the vce (cluster clustvar) 
option was used to obtain a robust variance estimate that adjusted for the within-CCD cluster 
correlation (Greenwald 2006). The CCD code was used as the clustering variable in the 
model. Only statistically significant effects were retained in the final models. 
 
3.3.1 Zero-inflated negative binomial regression model for cross-sectional analysis 
Figure 3a outlines the distribution of reported 2011 walking time data are strongly skewed to 
the right and better approximated by a Poisson or negative binomial. In addition, the data 
contain a preponderance of zeroes, whereby 2295 individuals out of 3612 reported zero 
minutes of walking for transport. Although previous studies have applied  multiple linear  
regression with a log transformation in this situation (Cao et al. 2007), such a transformation 
produces a bimodal distribution due to the large number of zeros. Given that the count of 
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minutes walking is approximately Poisson distributed and the preponderance of zeroes in 
the data, a dual-state process requiring a zero-inflated model is appropriate (Washington et 
al. 2010). A dual state process arises when zeroes occur as a result of two separate but 
unobserved underlying causes—reported zeroes from individuals that essentially never 
engage in walking, and reported zeroes that arise from walkers that happened to not walk in 
the previous seven days (i.e. the reference period for the walking for transport question). To 
test for equivalence of mean and variance in the walking data, both zero inflated Poisson 
(ZIP) and zero inflated negative binomial regression models (ZINB) are appropriate 
candidates. 
a.              b. 
 
Figure 3: Distribution of continuous outcome variables 
 
Washington et al. (2010) suggest that the best model should be chosen based on goodness-
of-fit statistics amongst competing models along with plausibility and agreement with 
expectations. As a result, the ‘countfit’ command was run in Stata using all the explanatory 
variables included in order to compare the model residuals between negative binomial 
regression model (NBRM), ZINB, and ZIP regression. In addition, to test the appropriateness 
of fitting a zero-inflated model rather than a traditional model, the Vuong test was also 
conducted. The results showed that ZINB was preferred over both ZIP and NBRM. The ZINB 
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regression simultaneously estimates two separate statistical models to distinguish between 
walkers and non-walkers (true zeroes); a logit model is estimated as a function of covariates 
that predict which walking state someone is likely to belong (walker or non-walker). For 
walkers, a negative binomial regression model is estimated to predict walking duration 
(which could also be a zero). The ZINB model parameters are converted to incident rate 
ratios (IRRs) (walking minutes/week) to ease interpretation. In the logit model, for example, a 
beta coefficient of 0.5 associated with land use diversity factor for an individual indicates that 
the odds that an individual would be in the true zero group increases by a factor of exp(0.5) 
= 1.65, or the IRR is 1.65. 
 
3.3.2 Linear multiple regression for longitudinal analysis 
Figure 3b shows that the changes in walking time data are approximately normally 
distributed. As a result, a linear multiple regression analysis was conducted using the 
changes in walking level between 2009 and 2011 as the dependent variable. The 
explanatory variables entered in this model include changes in: socio-demographic status, 
travel attitudes and perceptions, and urban form variables. In addition, research has shown 
that individuals’ changed behaviour is a function of not only changed circumstances but also 
related to their ‘base’ values including walking duration in the base year (Krizek 2003). As a 
result, base values associated with socio-demographics, travel attitudes and perceptions, 
and urban form variables in 2009 were also included in the model, in addition to time spent 
walking for transport in 2009. Moreover, respondents’ living preference variables were also 
included in the model to control for self-selection effects. 
 
4. Results 
Analysis showed that individuals walked an average of 32 minutes per week in 2009 (n = 
3612), which decreased by 6 minutes to an average of 26 minutes in 2011 (n = 3612) – a 
decline of 18% over two years (about 9% in a year). However, the average is much higher 
when non-walkers are excluded from analysis – 80 and 72 min/week in 2009 and 2011 
respectively. A lower level of walking may also be attributed to the relatively older age cohort 
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in this sample and the consideration of only walking for transport, leaving the other two forms 
of walking (walking for recreation, and walking for exercise). However, the above trends are 
consistent with findings reported for samples with similar age cohort in other Australian 
cities. For example, Giles-Corti et al. (2013) found that respondents walked on average 26 
minutes in a week for transport-related purposes in Perth which was reduced by 8.5 
min/week after one year. Similarly, Shimura et al. (2012) have also reported a decline in 
walking for transport by 4.1 min/day in Adelaide over a four year period. Analysis also 
showed that walking levels decreased for almost all groups, except for those whose car 
availability declined between 2009 and 2011, and those who became more sensitive to self-
reported environmental externalities, although the increase was very small. 
 
4.1 Findings from cross-sectional analysis 
Several factors were significantly associated with walking state and duration, as shown in 
Table 7. The top panel of Table 7 identifies variables that influenced walking duration, while 
the bottom identifies variables that influenced the probability of being a non-walker. The 
negative coefficients in the bottom half of the table indicate that some factors reduce the 
likelihood of being a non-walker whereas positive coefficients indicate increased likelihood of 
being a non-walker. In the upper half of the table, incident rate ratios (IRR) are reported for 
walking duration. 
 
Individuals who resided in neighbourhoods with well-connected street networks were less 
likely to be a non-walker in 2011, after controlling for the effects of travel attitudes and 
perceptions, neighbourhood preferences, and socio-demographics (Table 7). Similarly, 
individuals with accessible train stations were less likely to be non-walkers. Table 7 also 
shows that their level of walking was significantly higher than those who lived in areas with a 
poorer access to train stations (NBRM model). 
 
In addition to significant influences of the built environment, travel attitudes and perceptions 
also had important influences on walking behaviour. All perceptual and attitudinal factors 
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significantly affected the likelihood of being a non-walker. Table 7 shows that individuals 
having a positive perception of PT or sensitivity to environmental issues were less likely to 
be a non-walker, whereas individuals who were dependent on the car and perceived the car 
as a safer mode of transport were more likely to be a non-walker. Car dependent individuals 
and individuals who perceived the car as safe mode for travel spent significantly less time 
walking for transport in 2011 (NBRM model). 
 
Table 7: Cross sectional association between built environment and walking for transport (Std. Err. adjusted for 200 clusters in 
CCD) 
Time spent walking for transport in a week in 2011 IRR z P>z
Negative Binomial Regression Model (NBRM)  
Perceived access to train station within 10 minutes: yes (ref: no) 1.095 1.86 0.064
Travel attitudes and perceptions: car dependent (ref: alternative mode seeker) 0.882 -2.89 0.004
Travel attitudes and perceptions: car unsafe (ref: car-safer) 0.884 -2.88 0.004
Age 0.987 -3.79 0.000
Car availability: yes, sometime (ref: yes, always) 1.146 2.08 0.038
Car availability: no (ref: yes, always) 1.204 2.05 0.041
Car availability: do not drive (ref: yes, always) 1.297 2.31 0.021
Employment: full time (ref: non-working) 1.279 6.51 0.000
Household size 0.943 -3.08 0.002
  
Inflate (logit) model: propensity to be non-walker Coef.  
Network connectivity -0.003 -3.65 0.000
Perceived access to train station within 10 minutes: yes (ref: no) -0.286 -2.81 0.005
Travel attitudes and perceptions: positive perception of PT (ref: negative perception) -0.427 -4.72 0.000
Travel attitudes and perceptions: sensitive to env. ext. (ref: insensitive) -0.237 -2.87 0.004
Travel attitudes and perceptions: car dependent (ref: alternative mode seeker) 0.450 5.83 0.000
Travel attitudes and perceptions: car unsafe (ref: car-safer) 0.310 3.70 0.000
Self-selection: accessibility and mobility of places -0.229 -4.86 0.000
Self-selection: child-centric facilities 0.139 2.64 0.008
Female (ref: male) 0.255 3.57 0.000
Age 0.029 5.79 0.000
Education: diploma/certificates (ref: up to year 12) -0.193 -2.36 0.019
Education: graduates (ref: up to year 12) -0.723 -8.48 0.000
Car availability: yes, sometime (ref: yes, always) -1.080 -6.13 0.000
Car availability: no (ref: yes, always) -1.148 -4.69 0.000
Car availability: do not drive (ref: yes, always) -0.848 -4.30 0.000
Constant -0.351 -1.05 0.292
Log pseudolikelihood  -8941.738
Wald chi2  113.61
Number of observation  3612
Nonzero observation  1317
 
Like the attitudinal factors, Table 7 shows that residential self-selection significantly affects 
walking behaviour. Individuals who chose a neighbourhood for accessibility and mobility 
options are less likely to be a non-walker. These are the places perceived to have more 
destinations (shops), good access to transport, and walking friendly environment (Table 6). 
Individuals who consciously chose a child centric neighbourhood were more likely to be a 
non-walker. Table 7 also shows that females and older aged persons are more likely to be 
non-walkers; higher educated and low car ownership people are less likely to be non-
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walkers. People with lower car availability and full time working status walked significantly 
more than their counterparts. Larger sized household walked significantly less. 
 
4.2 Findings from the longitudinal assessment of walking for transport behaviour 
The results of the longitudinal analysis are presented in Table 8. The longitudinal model 
explained about 56% of the total variance in the changes in duration of walking for transport. 
Considering the research findings reported elsewhere, the explanatory power in this model is 
quite favourable but not uncommon (Nkurunziza et al. 2012). Krizek (2003, p.272) stated 
that “R-squared values in most studies rarely exceed 0.30, suggesting that there remains a 
considerable amount we do not know about predicting travel behaviour using cross-sectional 
data, much less predicting changes in travel from one year to the next”. 
Table 8: Results from the linear regression model (longitudinal analysis) (Std. Err. adjusted for 200 clusters in CCD) 
Explanatory factors Coef. t P>t
Urban form: change variables (09-11)   
Changes in net residential density  0.393 2.26 0.025
Urban form: Base variables (09)   
Perceived access to train station within 10 minutes: yes (ref: no)  8.232 4.27 0.000
Network connectivity (number of 3-way intersections) 0.027 1.70 0.091
Travel attitudes and perceptions: change variables (09-11)   
Developed a negative perception of PT -7.511 -3.39 0.001
Became insensitive to environmental externalities -5.675 -2.58 0.011
Became car dependent -9.453 -3.43 0.001
From car unsafe to car safer -4.515 -2.06 0.041
Travel attitudes and perceptions: base variables (09)   
Positive perception of PT (ref: negative perception) 4.660 2.83 0.005
Sensitive to environmental externalities (ref: insensitive) 4.063 2.67 0.008
Car dependent (ref: alternative mode seeker) -9.878 -5.49 0.000
Car safer (ref: car unsafe) -4.829 -2.84 0.005
Socio-demographics: change variables (09-11)   
Car availability: decreased (ref: unchanged) 16.246 4.05 0.000
Working hour: decreased (ref: unchanged) -7.682 -3.54 0.001
Changes in household sizes -3.096 -2.70 0.008
Socio-demographics: base variables (09)   
Age -0.623 -5.25 0.000
Female (ref: male) -3.390 -2.15 0.033
Part time working (ref: non-working 3.679 1.96 0.051
Full time working (ref: non-working) 6.340 3.53 0.001
Household size -2.204 -2.94 0.004
Graduate (ref: up to year 12) 7.152 4.39 0.000
Walking for transport in 2009 -0.721 -34.41 0.000
Constant 52.798 6.12 0.000
F (21, 199)   62.48
R-squared   0.561
N   3612
 
The data presented in Table 8 provide additional evidence of a relationship between walking 
for transport and the built environment, based on the time-order criterion of causality. Table 
8 shows that increasing density in a neighbourhood increased the level of walking between 
2009 and 2011. Street connectivity was identified as having a significant association within 
the cross-sectional model (Table 7), and the longitudinal model confirms that walking levels 
22 
 
increased between 2009 and 2011 for those individuals who lived in a neighbourhood with 
highly connected street networks. Table 8 also suggests that good access to trains in 2009 
had a significant impact on changes in walking for transport between 2009 and 2011, 
consistent with the cross-sectional model. 
 
The importance of travel attitudes and perceptions to changes in walking duration is shown 
in Table 8. Based on the time-order criterion, the data show that a change in perception and 
attitude significantly influences changes in walking levels. This is particularly true for those 
individuals who: a) developed negative perceptions about PT, b) became insensitive to 
environmental externalities, c) became car dependent, and d) developed stronger feelings 
that the car is a safer mode of transport. However, improved perceptions in these factors 
were not associated with changes in walking duration. 
 
5. Discussion and conclusions 
The global resurgence of and interest in compact urban development and healthy cities 
planning has increased the need to understand the relationships between urban design and 
active transport (OECD 2012). Most major cities in North America and Europe have 
embraced some aspect of this concept by implementing planning policies and development 
strategies with the intent of encouraging active transport. Important questions have been 
raised in the literature about the role of travel attitudes and perceptions in terms of 
residential self-selection effects, the adequacy of study designs, and omitted variable bias in 
identifying ‘spurious’ rather than causal linkages between the built environment and walking 
duration. The purpose of this study was to address many of the study design shortcomings 
identified in a rich literature on this topic, and to examine self-selection in the Australian 
context. The Brisbane-based HABITAT data set is a unique source of data with potential to 
be used in a ‘natural’ intervention study for rigorous examination (both cross-sectional and 
longitudinal) of relationships between the built environment, perceptual and attitudinal, and 
socio-demographic factors, with walking duration. In this research, both cross-sectional and 
panel assessment methods confirmed that the built environment influences walking 
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participation, but that consideration of perceptual and attitudinal factors is also important for 
understanding these relationships. With the intent to test the relationship both spatially 
(cross sectional) and temporally (panel), common findings emerged, painting a consistent 
picture of the positive effects of the built environment on walking duration. A dual-state 
model was proposed to explain and understand differences between regular walkers and 
non-walkers, and revealed that built environment factors help to predict the likelihood of 
someone being a non-walker. 
 
The research set out to assess the notion of causality of the built environment in influencing 
walking behaviour. The cross-sectional analysis confirmed the association of key 
environmental factors adjusting for travel attitudes and perceptions, residential self-selection, 
and socio-demographics (Table 9). Testing for the temporal nature of the relationships, the 
prospective model showed that significant changes in built environmental factors such as 
residential density have the potential to change walking behaviour. 
Table 9: Summary of findings 
Neighbourhood with Cross-sectional findings Longitudinal findings 
Well-connected street networks Individuals less likely to be non-walker Individuals’ level of walking increases over time 
Increasing residential density  Individuals’ level of walking increases over time 
Accessible (perceived) train station Individuals less likely to be non-walker  
 Individuals walk significantly more Individuals’ level of walking increases over time 
 
We conclude that changes to the built environment influence walking. Creating 
neighbourhoods with increased connectivity, increased density and easy access to PT is 
likely to increase transport walking. However, the importance of travel attitudes and 
perceptions needs to be understood and integrated. Findings of this research show that a 
positive perceptual and attitudinal change was not associated with increased walking for 
transport; however, a shift towards a less favourable attitude to walking was associated with 
a reduced propensity to walk. Therefore, consistent with the notion that both ‘people’ and 
‘places’ are important (Ewing and Cervero 2010; Giles-Corti 2006), there is also a need to 
promote active travel. New opportunities for walking for transport, e.g., new destinations, 
new walking infrastructure, or more convenient access to transport, are likely to attract and 
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entice walking, especially if their introduction is accompanied by awareness raising and 
attitudinal change strategies. This should be part of any built environment policy 
consideration.  
 
Both cross-sectional and longitudinal analyses have consistently concluded that built 
environment factors influence walking for transport, but also highlight the role and 
importance of attitudes and perceptions in active transport decision making. Similar to 
Mokhtarian and Cao (2008), we argue against a “one or the other” explanation of walking 
duration, and instead suggest that attitude and built environment are inter-connected. This 
synergy should form the focus of future studies as well as planning policy interventions. In 
this study perceived changes in access to PT were not found to have a significant effect on 
walking for transport. Further research should include objective measures of access to PT 
and further investigate the results presented in this research. In addition, research should 
take into account longer-term effects that would better capture the built environment 
changes. A major challenge for research of this type is to better understand the causal 
mechanisms through which the built environment influences individual and community 
attitudes and social norms. This is a limitation of the current analyses and should be 
addressed in future studies.  
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