In the era of Big Data, a great attention deserves the visualization of large data sets. Among the main phases of the data management's life cycle, i.e., storage, analytics and visualization, the last one is the most strategic since it is close to the human perspective. The huge mine of data becomes a gold mine only if tricky and wise analytics algorithms are executed over the data deluge and, at the same time, the analytic process results are visualized in an effective, efficient and why not impressive way. Not surprisingly, a plethora of tools and techniques have emerged in the last years for Big Data visualization, both as part of Data Management Systems or as software or plugins specifically devoted to the data visualization. Starting from these considerations, this paper provides a survey of the most used and spread visualization tools and techniques for large data sets, eventually presenting a synoptic of the main functional and non-functional characteristics of the surveyed tools.
INTRODUCTION
The rate of data growth over years is amazing: according to ScienceDaily, a full 90% of all the data in the world has been generated over the last two years (Dragland, 2013) . All of this represents a real tsunami and requires a paradigmatic shift respect to the past as for theories, technologies or approaches in data management and more attention to survive it (Caldarola et al., 2014) . In order to effectively spot, at the same time, this explosion of data and the spreading innovative technological solutions able to cope with this huge volume of data, a new term has been coined, i.e., Big Data, which is receiving a lot of buzz in the recent years (Franks, 2012) . In fact, a look at Google Trends shows that, starting from 2011 until today, the term Big Data has been increasingly growing in popularity over time (Weinberg et al., 2013) . Depending on the different perspectives from which the problem of managing large data sets is seen, we can define Big Data in several ways. From a technological perspective, Big Data represents "data sets whose size is beyond the ability of typical database software tools to capture, store, manage and analyse" (Manyika et al., 2011) . It may also refers to "data which exceeds the reach of commonly used hardware environments and software tools to capture, manage, and process it within a tolerable elapsed time for its user" (Merv, 2011) . ¿From a marketers point of view, Big Data is an organizational and decision problem rather than a technology problem (Weinberg et al., 2013) . Finally, from a user point of view, Big Data can be understood as new exciting, advanced software tools which replace the existing ones. Perspectives aside, the authors define Big Data as a new time-variant paradigm in data management whose raison d'être comes from the enormous availability of data in every human activity that needs to be acknowledged according to different points of view: technological, economical, scientific and so on. With the advent of the Big Data paradigm, data scientists do not need to construct a complex model nor to describe all its rules through complex logic-based languages, but, they only need to properly tune statistical analysis or machine learning techniques over large corpus of data in order to get more insights from them, and very quickly. Recently, this new approach in taming the giant wave of available data is tempting several organizations and individuals due to its real effectiveness in knowledge discovery. By knowing people's prefer-ences and opinions, for example, modern enterprises may gain a competitive advantage over competitors, while analysing sensor data from the workshop may helps manufacturers to improve their processes and their performances thus reducing costs and increasing revenue. A study by the Economic Times suggests that large organizations using Big Data analytics outperform competitors, who do not utilize this (Bhanu, 2013) . The enthusiasm for the Big Data technologies and the interest of entrepreneurs or researches for such solutions has concerned the complete paramount of tools and frameworks used in the different phases of data life cycle: from the storage to their analysis, cleaning or integration and, of course, their visualization. About this latter, in particular, Data and Information Visualization is becoming strategic for the exploration and explanation of large data sets due to the great impact that data have from a human perspective. In fact, the visualization is the closer phase to the users within the data life cycle's phases, thus, an effective, efficient and impressive representation of the analyzed data may result as important as the analytic process itself. Not by chance, many visualization tools available in the literature, are actually analytics tools whose visualization component become increasingly important. The challenges that the Big Data imperative (Caldarola et al., 2015a) imposes to data management severely impact on data visualization. The "bigness" of large data sets and their complexity in term of heterogeneity contribute to complicate the representation of data Caldarola et al., 2015b) , making the drawing algorithms quite complex: just to make an example, let us consider the popular social network Facebook, in which the nodes represent people and the links represent interpersonal connections; we note that nodes may be accompanied by information such as age, gender, and identity, and links may also have different types, such as colleague relationships, classmate relationships, and family relationships. The effective representation of all the information at the same time is really challenging. The availability of large data coming from human activities, exploration and experiments, together with the investigations of new and efficiently ways of visualizing them, open new perspectives from which to view the world we live in and to make business. The Infographics become Infonomic, a composite term between the term Information and Economics that wield information as a real asset, a real opportunity to make business and to discover the world .
Taking into account the live interest for Big Data analytics and visualization tools from entrepreneurs and researches, this work goes in the direction of helping the latter in finding the right tool to use for visualizing large data sets, by characterizing at a general level the Big Data problem and its technological challenges and, then, by surveying the most popular and spread Big Data visualization and visual analytics solutions existing in the literature. This work originates from a similar work by the authors (Caldarola and Rinaldi, 2015) , in which a framework from the qualitative analysis of Big Data solutions was proposed. In that case, software solutions to store Big Data were surveyed, while here a similar approach is used for data and information visualization tools.
The remainder of this paper is structured as follows. The second section presents the typical model characterizing the dimensions of Big Data and the technological solution with a focus on the visualization issue. The third section introduces the evaluation framework adopted for the comparison of the Big Data visualization solutions, whereas the fourth section illustrates the results of the comparison carried out on the most widespread existing tools, based on the predefined criteria. Finally, the last section draws the conclusions, summarizing the major findings, and opens new directions for further researches in future works.
BIG DATA DIMENSIONS AND THE DATA VISUALIZATION
The concept of Big Data has different dimensions since the term Big does not refer only to the quantity of data but also to the heterogeneity of data sources and to the velocity in analyzing data. A widely spread model to characterize Big Data is that of the 3Vs (Mohanty et al., 2013; Jagadish et al., 2014) , depicted in Figure 1 , which shows the three fundamental dimensions of Big Data: Volume, Velocity and Variety. (Munzner, 2008) , it is possible to distinguish Information Visualization (InfoVis), when the spatial representation is chosen, from Scientific Visualization (SciVis) when the spatial representation is given due to the intrinsic spatial layout of data (e.g., a flow simulation in 3D space, the navigation tools provided by the Sloan Digital Sky Surveys project described later (Eisenstein et al., 2011) ). Coming back to the Figure 2 , it is possible to distinguish two areas corresponding to the semi-planes of analytics tools and that of visualization tools. Each semi-plane is divided into two regions in turn according to the emphasis given to the dimension of volume or variety of data, this way having four regions corresponding respectively to big data tools for the analysis of large data set, the business intelligent tools for data mining of heterogeneous data, data visualization tools used for visualization exploration and, finally, information visualization tools used for the interactive visual exploration of data. Undoubtedly, all the regions have overlapping zones, particularly the analytics and visualization areas along both the volume and the variety axes. This is not surprisingly, due to the widespread tools that combine the analytics functionalities with visualization capabilities. In this regard, along the volume dimension it is possible to cite, on the one hand software environments for numerical and statistical computing and graphics (e.g., Matlab, R, etc.), mostly devoted to analysis and data processing tasks, and, on the other hand, data visualization tools equipped with connectors to mainstream computing environments (e.g., RNeo4J, Statnet, etc.). With respect to the variety axis, to the overlapping zone depicted in figure 2 belong all such Business Intelligent tools, which aim at adopting sophisticated pictorial solutions in order to reinforce the human cognition and make analytics via graphical widgets (Visual analytics). With the depicted schema in mind, in the following section technical and non technical criteria used for comparing the surveyed tools, one in its own category, have been individuated and further discussed.
THE SURVEY OF THE ANALYSED SOLUTIONS
Having described the main categories characterizing the existing tools for large data visualization, this section reports a survey of the most spread solutions with a description of the evaluation criteria listed as follow, each of them trying to answer to a specific question:
1. Scope. It informs about the usage or the scope of the tool, in other words it tries to answer the following question: Is the tool for presentation or developer (or both) . Among the surveyed solutions we distinguish two main categories, i.e., presentation tools, mostly used for presentation purpose through desktop (stand-alone) or web-based application, and development tools, mostly software libraries (APIs) or programming language modules (e.g., Python or Java module), mostly used for extending an application by using methods and routines provided ad hoc by the library;
2. Software Category. It represents the typology of the analysed solution. It distinguishes between desktop application (stand-alone app without any mechanism for extending it), Web-based application or services, software library (e.g., Javascript library for the web), software framework (i.e., a complex software application with a plugin or add-ons based mechanism to extend it in order to connect the framework to existing solution for data storage or analytics); 6. Scalability. This criterion is about the mechanisms for horizontally scaling the tools in order to support very large data set. Some of the solutions concern, for example, the possibility to connect the software to an Hadoop instance running over a large dataset or using the cloud according to the pay-as-you formula;
7. Extendibility. This criterion is about the mechanisms for extending the tool throughout add-ons or plugins mechanism, and also the possibility to connect it to existing storage solution. For example, Plottly can be connected to Matlab, R, by means of specific client connectors, while by using the Javascript APIs, it can be programmatically extended in different ways;
8. Latest Release version and Date. It tries to figure out if the solution is up to dated or not. If the latest release date is not recent, the product may no longer be supported.
All the information above have been extracted from the official websites of each solution surveyed, if immediately available from the website sections, otherwise they are omitted. Table 1 reports the evaluation criteria for 36 software tools for data visualization, each of them has been briefly described in the next sub section.
The Surveyed Tools
The software tools collected in this survey have been grouped into four subsections according to the schema depicted in figure 2 and described as follows.
Information Visualization Tools
To the South East region of figure 2 belong interactive visualization tools and dashboards together with charts-oriented libraries or APIs, categorized as Information Visualization tools or modules. In the following paragraphs the surveyed tools belonging to this category are briefly outlined.
Tableau 1 is the big data visualization tool for corporate, which allows to create charts, graphs, maps and many other graphics. It is cut off for charts and is based on a desktop application available for visual analytics. Along with the Desktop edition, a server solution lets the user to visualize reports online and on mobile app. In this case a cloud hosted service is also an option, which allows the customer to install the solution on premises.
Infogram 2 offers several interactive charts and numerous maps to help user in visualizing data in a pleasant way. The tools is cut off for charts objects including column, bar, pie, or word cloud. It belongs to Infographic software category since the user can even add a map to her infographic creating impressive report. Infogram supports team accounts for media publishers and for journalists, branded designs for companies and classroom accounts for educational projects.
ChartBlocks 3 ChartBlocks is an online tool that requires no coding, and builds visualizations from spreadsheets, databases and live feeds. Chart are created under the hood in HTML5 by using the JavaScript library D3.js. Being web-based this tools creates charts and widgets compatible with any screen size and device. It is also possible to embed charts in any web page and share it on Twitter and Facebook.
To this category also belong libraries or modules for creating chart or graphical widgets mostly inside web applications using Javascript objects and functions such as:
Plottly 4 , which is a tool for creating sharp and slick chart starting from a simple spreadsheet. Various important comapanies use Plottly, for example, Google and also the U.S. Air Force, Goji and The New York University. Plottly is mainly a web tool but offers an API for different languages that include JavaScript and Python.
D3.js 5 is a JavaScript library for manipulating documents based on data. D3 helps users to encapsulate data in HTML, SVG, and CSS files. D3s emphasis on web standards gives the user the full capabilities of modern browsers without using a proprietary framework, combining powerful visualization components and a data-driven approach to DOM manipu-lation.
Ember Charts 6 is based on the Ember.js framework and uses D3.js under the hood. Ember Charts features time series, bar, pie and scatter charts. It can be easily extended, provides best practices and interactivity and is robust when fed bad data.
Google charts 7 Google Charts is a Java library running on HTML5 and SVG and aims at Android, iOS and total cross-browser compatibility, including older Internet Explorer versions supported via VML. All the charts created are interactive and some are even zoomable. Google Charts is very user friendly and their site features a really nice and comprehensive gallery where users can see the kind of visualizations and interactions they need. Processing.js 15 , is a JavaScript library that sits on top of the Processing visual programming language. As every JavaSript library is, Processing.js is web oriented and lets the user bring the Processing power to her web pages. It requires an HTML5-compatible browser.
dygraphs 16 is a fast, flexible open source JavaScript charting library. It allows users to explore and interpret dense data sets. All the charts are interactive: it can be used mouse over to highlight individual values, or click and drag to zoom. It is possible to change the number and hit enter to adjust the averaging period. Dygraphs handles huge data sets: plots millions of points without getting bogged down.
Data Visualization Tools
Within the North East region of figure 2, have been collected charts-oriented web tools or desktop applications together with platforms for visualizing large networks or graphs and data visualization tools equipped with connectors for interfacing them to the mainstream computing environments such as Matlab or R. To this category also belong Plottly already described and the following surveyed tools:
Timeline 17 , is an open-source tool that enables anyone to build visually rich, interactive timelines. It is possible to create a timeline using nothing more than a Google spreadsheet. Experts can use their JSON skills to create custom installations, while keeping TimelineJS's core functionality.
Canvas 18 , is a Javascript charting library with a simple API design and comes with a bunch of themes. It is a lot faster than the conventional SVG or Flash charts. It also comes with a responsive design so that it can run on various devices like Android, iPhone, Tablets, Windows, Mac etc. The chart gallery consists of 24 different types of charts. Canvas can render 100000 data points in just 100 milliseconds. Therefore, it represents a high-performance javascript chart, between the other libraries existing in the literature. This tool is free for non-commercial usage.
Commetrix 19 , is a Software Framework for Dynamic Network Visualization and Analysis that supports Community Moderators, Members, and Network Researchers. Commetrix is an exploratory analysis tool for dynamic network data. Its connectors can conveniently read all sources of accessible network data, like co-authorship or business process networks. Still, the focus is on analyzing evolving patterns of electronic communication, including e-mail, discussions, voice over IP, and instant messaging.
Specifically concerning the graphs or networks representation the list of surveyed tools is the following:
Cuttlefish 20 , is a network workbench application that visualizes the networks with some of the best known layout algorithms. It allows detailed visualizations of the network data, interactive manipulation of the layout, graph edition and process visualization as well as different input methods and outputs in TeX using Tikz and PSTricks. It can be downloaded as jar archive and can used with Gephi too.
Cytoscape 21 (Shannon et al., 2003) , is an open source software platform for visualizing molecular interaction networks and biological pathways and integrating these networks with annotations, gene expression profiles and other state data. Although Cytoscape was originally designed for biological research, now it is a general platform for complex network analysis and visualization. Its core distribution provides a basic set of features for data integration, analysis, and visualization. Additional features are available as Apps (formerly called Plugins) making Cytoscape easily extendible. Apps are available for network and molecular profiling analyses, new layouts, additional file format support, scripting, and connection with databases. Most of the Apps are freely available from Cytoscape App Store.
Gephi 22 (Bastian et al., 2009 ) is an interactive vi-sualization and exploration platform for all kinds of networks and complex systems, dynamic and hierarchical graphs. Runs on Windows, Linux and Mac OS X and is open-source and free. Gephi is a tool for people that have to explore and understand graphs. Like Photoshop but for data, the user interacts with the representation, manipulate the structures, shapes and colors to reveal hidden properties. Graph-tool 23 (Peixoto, 2014) , is an efficient Python module for manipulation and statistical analysis of graphs (a.k.a. networks). Contrary to most other python modules with similar functionality, the core data structures and algorithms are implemented in C++, making extensive use of template metaprogramming, based heavily on the Boost Graph Library. Graph-tool has its own layout algorithms and versatile, interactive drawing routines based on cairo and GTK+, but it can also work as a very comfortable interface to the excellent graphviz package.
Graphviz 24 (Gansner and North, 2000) , is an open source graph visualization software used for representing structural information as diagrams of abstract graphs and networks. The Graphviz layout programs take descriptions of graphs in a simple text language, and make diagrams in useful formats, such as images and SVG for web pages, PDF or Postscript for inclusion in other documents; or display in an interactive graph browser. Graphviz has many useful features for concrete diagrams, such as options for colors, fonts, tabular node layouts, line styles, hyperlinks, and custom shapes.
JUNG 25 (Java Universal Network/Graph Framework) (O'Madadhain et al., 2005 ) is a software library that provides a common and extensible language for the modelling, analysis, and visualization of data that can be represented as a graph or network. The JUNG architecture is designed to support a variety of representations of entities and their relations, such as directed and undirected graphs, multi-modal graphs, graphs with parallel edges, and hypergraphs. It provides a mechanism for annotating graphs, entities, and relations with metadata.
Keynetiq 26 , is a platform for Organizational Network Analysis. It is cut off to design maps, visualize and analyze networks of people and relations between them, revealing how organizations really operate in day-to-day business. It provide a complete range of services ranging from the analysis of your objectives and the design of an ONA study, implementation of the Keynetiq tool, coordination of data gathering and administration of the platform, right up to a full analysis of your organizational network and a detailed report complete with an action plan.
Netlytic 27 , is a cloud-based text and social networks analyzer that can automatically summarize large volumes of text and discover social networks from online conversations on social media sites such as Twitter, Youtube, blogs, online forums and chats. Multi-tier subscription including free version.
NetMiner 28 (Ghim et al., 2014) is an application software for exploratory analysis and visualization of large network data based on SNA. It has embed internal Python-based script engine which equipped with the automatic Script Generator. NetMiner 4 license for coursework is provided to students and teachers.
Network Workbench 29 , is a Large-Scale Network Analysis, Modeling and Visualization Toolkit for Biomedical, Social Science and Physics Research. This project will design, evaluate, and operate a distributed, shared resources environment for large-scale network analysis, modeling, and visualization, named Network Workbench (NWB).
NodeXL 30 (Smith et al., 2009) , is a free, opensource template for Microsoft Excel that makes it easy to explore network graphs. With NodeXL, users can enter a network edge list in a worksheet, click a button and see a graph, all in the environment of the Excel window. It provides flexible import and export graphs in GraphML, Pajek, UCINet, and matrix formats. Furthermore, it allows direct connections to Social Networks such as Twitter, YouTube, Flickr,etc., and, by using one of several available plug-ins, it is able to import networks from Facebook, Exchange, Wikis and WWW hyperlinks.
Pajek 31 (Smith et al., 2009 ) is a software, for Windows, based on the motivation that there exist several sources of large networks that are already in machine-readable form. Pajek provides tools for analysis and visualization of such networks: collaboration networks, organic molecule in chemistry, protein receptor interaction networks, genealogies, Internet networks, citation networks, diffusion (AIDS, news, innovations) networks, data-mining (2-mode networks), etc. It is extensively used in academic research.
Statnet 32 (Handcock et al., 2008 ) is a suite of software packages in R for network analysis of the statistical modeling of networks. The analytic framework is based on Exponential family Random Graph Mod-els (ergm). It provides a comprehensive framework for ergm-based network modelling, including tools for model estimation, model evaluation, model-based network simulation, and network visualization. This broad functionality is powered by a central Markov chain Monte Carlo (MCMC) algorithm.
Tulip 33 (Auber, 2004 ) is an information visualisation framework dedicated to the analysis and visualisation of relational data. It aims to provide the developer with a complete library, supporting the design of interactive information visualisation. Written in C++ the framework enables the development of algorithms, visual encodings, interaction techniques, data models, and domain-specific visualisations. One of the goal of Tulip is to facilitate the reuse of components and allows the developers to focus on programming their application. This development pipeline makes the framework efficient for research prototyping as well as the development of end-user applications.
Visone 34 (Baur et al., 2001 ) is a software for the visual creation, transformation, exploration, analysis, and representation of network data, jointly developed at the University of Konstanz and the Karlsruhe Institute of Technology The main purpose of the Visone software is to empower researchers in the social sciences to analyze and visualize network data in an integrated fashion. Potential applications range from sociometry to bibliometrics and web analysis.
Scientific Visualization Tools
Within the North West region of figure 2, have been collected the tools for Scientific Visualization such as processing system for high scalability with distributed systems (e.g., Giraph) and other specific scientific tools like the SDSS Navigation map from the SDSS project. This category has been added in this work for the sake of completeness but it is beyond the scope of this survey, because Scientific Visualization tools (like SDSS Navigation map) are created ad hoc within scientific research projects to address specific needs inside the researchers community, while the focus of this survey is on the general purpose tools landscape. For this reason, this section does not provide any tools other than the already mentioned ones.
Business Intelligent and Visualization Tools
Within the South West area of figure 2, have been collected the tools for business Intelligent and visualiza- 
CONCLUSIONS
This work has provided a first evaluation of the most spread solutions existing in the Big Data visualization landscape. As shown in the previous sections, a great number of solutions are open-source projects demonstrating the great interest that the community of developers has in such topics. At the same time, the work has highlighted the flexibility of the most part of tools that are generally multi-platform or programming language agnostic as they are provided with HTTP Restfull APIs which allow clients to easily access them. In other cases, the great availability of APIs written in the most popular programming languages (in most cases developed by third parties as depending or separate projects) contribute yet to ease the interoperability between the client tools and the back-end store database or mainstream analytics and computing tools. Future works can be directed to different objectives. On the one hand, it can be improved the evaluation framework by adding other criteria not yet considered in this work, like the security and trustiness of data, and a quantitative analysis over the scalability performances. These criteria will be useful to choose one solution over another. On the other hand, new but complementary study can be approached by surveying the technological solutions existing to deal with other challenges of Big Data, such as: analytics, heterogeneity, timeliness, integration and transfer. Feb, 2017) 
