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We study a nonequilibrium dynamics of a one-dimensional spin-imbalanced Fermi-Hubbard model
following a quantum quench of on-site interaction, realizable, for example, in Feshbach-resonant
atomic Fermi gases. We focus on the post-quench evolution starting from the initial BCS and Fulde-
Ferrell-Larkin-Ovchinnikov (FFLO) ground states and analyze the corresponding spin-singlet, spin-
triplet, density-density, and magnetization-magnetization correlation functions. We find that beyond
a light-cone crossover time, rich post-quench dynamics leads to thermalized and pre-thermalized
stationary states that display strong dependence on the initial ground state. For initially gapped
BCS state, the long-time stationary state resembles thermalization with the effective temperature
set by the initial value of the Hubbard interaction. In contrast, while the initial gapless FFLO state
reaches a stationary pre-thermalized form, it remains far from equilibrium. We suggest that such
post-quench dynamics can be used as a fingerprint for identification and study of the FFLO phase.
PACS numbers: 67.85.De, 67.85.Lm
I. INTRODUCTION
A. Background and motivation
Progress in trapping and cooling of Feshbach-resonant
(FR) atomic gases has enabled extensive studies of
strongly interacting quantum matter in a broad range
of previously unexplored regimes [1–6]. A large variety
of realized states includes s-wave paired fermionic super-
fluids (SF) [7–11] and the associated Bardeen-Cooper-
Schrieffer (BCS) to Bose-Einstein condensation (BEC)
crossover [3, 12–22].
Atomic species number imbalance m = n↑ − n↓ (cor-
responding to magnetization, m, conjugate to a Zeeman
field, h (a pseudo-spin chemical-potential difference) in a
solid-state context) [23–26] frustrates Feshbach-resonant
BCS pairing of a two-component (↑, ↓) Fermi gas, driv-
ing quantum phase transitions from a fully paired su-
perfluid to a variety of other possible ground states [27–
40]. In addition to ubiquitous phase separation [4, 31],
a weakly-imbalanced attractive Fermi gas is predicted to
exhibit the enigmatic Fulde-Ferrell-Larkin-Ovchinnikov
state (FFLO) [4], first proposed in the context of solid-
state superconductors over 45 years ago [41, 42] and
studied extensively [43] in problems ranging from heavy-
fermion superconductors [44, 45] to dense nuclear matter
[46, 47]. Fundamentally, the FFLO state is a Cooper-pair
density wave (PDW) [4, 48], characterized by a finite
center-of-mass momentum Q = kF↑ − kF↓, set by im-
posed species imbalance (pseudo-magnetization). Akin
to a paired supersolid [49–51], the state spontaneously
“breaks” gauge and translational symmetry, i.e., it is a
periodically paired gapless superfluid (superconductor),
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characterized by a spatially periodic Ginzburg-Landau
order parameter, coupled to gapless quasi-particles.
In three dimensions the simplest form of this state is
quite fragile, predicted to occupy only a narrow sliver
of the interaction-versus-imbalance BCS-BEC phase di-
agram [4] and consistent with early imbalanced trapped
Fermi gas experiments [23, 24]. In contrast FFLO ground
state is significantly more stable in lattice systems [52, 53]
and in quasi-one-dimension [54, 55], and in fact in one
dimension is generic at any nonzero imbalance [56–60].
Though so far it has eluded a definitive observation,
some promising solid-state [44, 45, 61] and quasi-one-
dimensional atomic [62] candidate systems have recently
been realized.
Distinguished by their coherence and tunability
Feshbach-resonant gases [1, 3, 8, 63] also enabled ex-
perimental studies of highly nonequilibrium many-body
states, with a particular focus on the dynamics follow-
ing a quantum Hamiltonian quench Hˆi → Hˆf [64–71].
These have raised numerous fundamental questions on
thermalization under unitary time evolution |ψˆ(t)〉 =
e−iHf t|ψˆi(0)〉 of a closed quantum system vis-a´-vis eigen-
state thermalization hypothesis [72, 73], role of conser-
vation laws and obstruction to full equilibration of in-
tegrable models argued to instead be characterized by
a generalized Gibbs ensemble (GGE), and emergence
of statistical mechanics description of stationary states
[74, 75]. These questions of post-quench dynamics have
been extensively explored theoretically in a large number
of systems [19, 68, 69, 76–93].
Motivated by these studies and by the experimental
progress toward a realization of the 1D FFLO state in
a Feshbach-resonant atomic Fermi gas (showing indi-
rect experimental evidence through species-resolved den-
sity profiles) [62], here we study the interaction-quench
dynamics of a 1D (pseudo-) spin-imbalanced attractive
Fermi-Hubbard model [94]. We utilize the power of
bosonization and re-fermionization available in one di-
ar
X
iv
:1
61
0.
00
67
0v
2 
 [c
on
d-
ma
t.q
ua
nt-
ga
s] 
 25
 Ja
n 2
01
7
2mension to treat the low-energy dynamics. We study a
variety of space-time correlation functions following the
interaction quench from the fully-gapped BCS and from
the gapless FFLO states to the noninteracting state. We
predict stationary pre-thermalized states emerging be-
yond a crossover time set by the light-cone dynamics [64],
that in the case of the initial BCS state can be associ-
ated with an effective thermalization at temperature set
by the interaction energy of the initial state. In contrast,
the FFLO state never thermalizes, as expected [81] due
to its gapless nature. We suggest that such post-quench
dynamics can be used as a finger-print for identification
and study of the FFLO phase.
B. Outline
The rest of the paper is organized as follows. We con-
clude the Introduction with a summary of our key re-
sults. In Sec. II, starting with a generic one-dimensional
spin-imbalanced attractive Hubbard model, we recall the
basics of bosonization and re-express the Hubbard model
and various correlation functions in the bosonization lan-
guage. In Sec. III and IV we briefly review the equi-
librium properties of the charge and spin sectors of the
model, with the former described by the gapless Lut-
tinger model and the latter characterized by the sine-
Gordon model, that (for the Luttinger spin parameter
Kσ = 1/2) can be treated exactly via the Luther-Emery
(LE) approach [56]. The latter also provides a clear
physical picture for the formation of the spin-gap as well
as the commensurate-incommensurate (CI) phase transi-
tion [95] between the BCS (spin-gapped) and the FFLO
(spin-gapless) phase driven by a Zeeman field [56–59].
In Sec. V, we study the spin sector correlators for the
generic case away from the LE point by adding quan-
tum fluctuations around the semiclassical soliton lattice
solution. In Sec. VI, we summarize the equilibrium
properties of the 1D Hubbard model, by combining the
charge and spin sector correlations to compute the spin-
singlet, spin-triplet, density-density, and magnetization-
magnetization correlation functions in coordinate- and
momentum spaces for the BCS state and FFLO state,
respectively. Our key new results for the quench dynam-
ics begin with Secs. VII and VIII, where we compute
post-quench dynamics for the charge and spin sectors
for the initial BCS and FFLO states. In Sec. IX we
combine these results to predict the post-quench dynam-
ics of the 1D spin-imbalanced attractive Fermi-Hubbard
model. We conclude in Sec. X with the discussion of
these results and relegate the details of the calculations
to appendixes.
C. Summary of results
Before turning to the derivation and analysis, we
briefly summarize the key results of our work, here and
throughout the paper utilizing units such that ~ = 1 and
kB = 1. Using bosonization, we have calculated an ar-
ray of correlation functions of the 1D spin-imbalanced
attractive Fermi-Hubbard model in equilibrium and for
the interaction-quench dynamics.
We recall that the system in question is well known [59,
60, 96] to exhibit two qualitatively distinct phases, the
fully gapped BCS (“Commensurate,” C) and the spin-
gapless FFLO (“Incommensurate,” I) states, for pseudo-
Zeeman field (flavor chemical potential difference) h < hc
and h > hc, respectively. These balanced and imbalanced
phases are separated by a CI (Pokrovsky-Talapov) [95]
phase transition at hc, set by the attractive interaction
strength U .
Our key new results are the post-quench dynamical
correlation functions, that qualitatively depend on the
phase of the initial state. For interaction quench from
the BCS spin gapped to the noninteracting Fermi gas,
we find the spin-singlet pairing correlation function at
time t after the quench (illustrated as an intensity space-
time plot in Fig. 1 and as a fixed time cuts in Fig. 2) to
be given by
SBCSss (x, t) ∼
{(
a
x
)ηx ( a
2vF t
)ηt
e−
vF t
ξ , x 2vF t,(
a
x
)ηx+ηt
e−
x
2ξ , x 2vF t,
(1.1)
where ξ and vF are the correlation length and Fermi ve-
locity respectively. Here a is the UV cutoff set by the lat-
tice spacing. The space- and time- power-law exponents,
ηx,t satisfy 1/2 < ηx < 1 and 0 < ηt < 3/4. The crossover
from correlations in the initial state takes place at the
light-cone crossover time t∗(x) ≡ x/(2vF ), such that at
longer times, t t∗(x), a stationary state emerges, char-
acterized by exponentially short-ranged spatial correla-
tions. These are to be distinguished from the power-law
1/x2 T = 0 post-quench correlations of a noninteracting
Fermi gas.
However, the exponentially short-ranged spin part in-
deed resembles the equilibrium free Fermi gas correla-
tions at a finite temperature T ∼ U [see Eq. (10.1)], indi-
cating thermalization for a quench from the spin-gapped
BCS state.
On the other hand, following the quench from an ini-
tial FFLO spin-gapless state to a noninteracting Fermi
gas, we find that the dynamical spin-singlet pairing cor-
relation function has the following asymptotics
SFFLOss (x, t) ∼ cos(kFFLOx)

(
a
x
)η′x ( a
2vF t
)η′t
, x 2vF t,(
a
x
)η′x+η′t , x 2vF t,
(1.2)
with the full expression given in Sec. IX B, the intensity
space-time profile illustrated in Fig. 3, and fixed time cuts
plotted in Fig. 4. We observe that spatial oscillations at
k = kFFLO, characteristic of the FFLO initial state per-
sist for all times, though at the light-cone time, t∗(x) the
spatial power-law amplitude of the initial state crosses
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FIG. 1: Space-time intensity plot of spin-singlet correlation
function SBCSss (x, t) following a U → 0 quench at t = 0 from
the BCS state. For short times below the light-cone bound-
ary (x = 2vF t, appearing as a line of nodes feature), the cor-
relation SBCSss (x, t) approaches the initial state one and thus
varies similarly with x for different t. For long times above
the boundary, the time-dependence drops out and the system
develops into thermalized stationary state, with correlations
in agreement with the one of the post-quench free-fermion
state at a finite temperature T fixed by energy conservation.
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FIG. 2: Spin-singlet pairing correlation function SBCSss (x, t) fol-
lowing a U → 0 quench at t = 0 from the BCS state for a series
of times. The light-cone crossover, x∗(t) = 2vF t separates ex-
ponential correlations e−x/(2ξ) at short scales, x < x∗(t) from
the power-law correlations x−ηx at long scales, x > x∗(t).
The latter power-law spatial correlations decay exponentially
in time, as indicated by a vertical arrow on the right.
over to a shorter-range power-law correlations. Despite
that for longer times t > t∗(x) the dephasing leads to a
development of a stationary state, integrability together
with the state’s gapless nature forbids full thermalization
to exponential correlations of a free Fermi gas.
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FIG. 3: Space-time intensity plot of spin-singlet pairing corre-
lation function SFFLOss (x, t) following a U → 0 quench at t = 0
from the FFLO state. In contrast to the BCS initial state,
the correlations display spatial oscillations at the character-
istic wavevector kFFLO. A light-cone boundary x = 2vF t
distinguishing short- and long- time dynamics is visible.
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FIG. 4: Spin-singlet pairing correlation function SFFLOss (x, t)
following a U → 0 quench at t = 0 from the FFLO state for
a series of times. A nonzero momentum spatial oscillations
at k = kFFLO persist as the signature of the FFLO state,
contrasting with Fig. 2 for the BCS state. The light-cone
boundary, x∗(t) = 2vF t separates a spatial power-law enve-
lope x−(η
′
x+η
′
t) at short scales, x < x∗(t) from a shorter-range
power-law x−η
′
x at long scales, x > x∗(t). In the latter regime
the overall amplitude decays as a power-law with time, indi-
cated by a vertical arrow on the right.
We also computed the post-quench evolution of the
density-density correlation function for quench from both
spin-gapped BCS state and spin-gapless FFLO states.
For the spin-gapped BCS state case, the density-density
4correlation is given by
SBCSnn (x, t) ∼
−γx a2x2 +
(
a
x
)γx ( 2vF t
a
)γt
e−
vF t
ξ cos(2kFx), x 2vF t,
−γt2 a
2
(x−2vF t)2 , x ≈ 2vF t,
−(γx − γt)a2x2 +
(
a
x
)γx−γt
e−
x
2ξ cos(2kFx), x 2vσt,
(1.3)
and illustrated in Fig. 5. Here the space- and time-
power-law exponents, γx,t satisfy 0 < γt < 1 < γx < 2.
A striking feature of SBCSnn (x, t) is the divergent peak asso-
ciated with the light-cone boundary x = 2vF t. It delin-
eates the short-time (t < t∗(x)) correlation of the initial
state (that decay in time) and the long time (t > t∗(x))
regime where the stationary state emerges. In contrast
to long-time pairing correlations, here the exponentially
suppressed spin-gapped correlations are dominated by
the gapless charge 1/x2 correlations. Similar results
for the quench from the FFLO state are presented in
Sec. IX B.
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FIG. 5: Density-density correlation function SBCSnn (x, t) follow-
ing a U → 0 quench at t = 0 from the BCS state for a series of
times. The dominant features is the moving power-law peak
−1/(x− 2vF t)2 at the light-cone boundary.
Another interesting quantity is the magnetization and
its correlations. In contrast to the mean-field oscilla-
tory magnetization profile (qualitatively valid in higher
dimensions), enhanced quantum fluctuations of the 1D
geometry completely wash out this feature. However,
they are manifested in the magnetization-magnetization
correlation function which we illustrate in Sec. IX.
We next turn to the analysis of the 1D spin-imbalanced
attractive Fermi-Hubbard model that leads to the above
and a number of other results.
II. MODEL AND ITS BOSONIZATION
One-dimensional spin-imbalanced Fermi gas can be
well-described by the Fermi-Hubbard model
Hˆ = −t
∑
〈ij〉,σ
cˆ†i,σ cˆj,σ − U
∑
j
nˆj↑nˆj↓ + h
∑
j
(nˆj↑ − nˆj↓),
(2.1)
where t is the nearest-neighbor hopping matrix element,
U the on-site attractive interaction and h = (µ↓ −
µ↑)/2 the pseudo-Zeeman field. Throughout the pa-
per, we work in the theoretically more convenient grand-
canonical ensemble with the pseudospin- (species) im-
balance m = nj↑ − nj↓ tuned by h. For experiments
conducted with fixed spin-imbalance, our theory can be
easily applied by mapping h to m through the m(h) rela-
tion that we derived in Sec. V. Despite the accessibility
of numerical approaches such as DMRG and exact diag-
onalization, in one dimension we can utilize the powerful
analytical machinery of bosonization [59, 60, 97] to obtain
asymptotically exact behavior and to gain more physical
insight.
Bosonization allows a representation of fermionic oper-
ators in terms of chiral bosonic phase fields, the phonon
φˆ and superfluid phase θˆ,
ψˆσ(xj) =
1√
2pia
cˆj,σ = ψˆRσ(xj) + ψˆLσ(xj), (2.2)
where xj = aj and
ψˆr,σ(x) = Uˆr,σ lim
a→0
1√
2pia
× eirkF xe− i√2 [rφˆρ(x)−θˆρ(x)+σ(rφˆσ(x)−θˆσ(x))],
(2.3)
with r = ±1 for right (R) and left (L) movers, and
σ = ±1 for spin-up and spin-down, respectively. Here
a is an ultra-violet (UV) cutoff set by the lattice con-
stant and Ur,σ the standard Klein factor that ensures
anti-commutation of fermionic operators. The bosonic
phases satisfy the following commutation relations
[φˆρ(x), ∂x′ θˆρ(x
′)] = ipiδ(x− x′),
[θˆρ(x), ∂x′ φˆρ(x
′)] = ipiδ(x− x′),
[φˆσ(x), ∂x′ θˆσ(x
′)] = ipiδ(x− x′),
[θˆσ(x), ∂x′ φˆσ(x
′)] = ipiδ(x− x′).
(2.4)
The charge (ρ) and spin (σ) phase fields are given by
φˆρ =
φˆ↑ + φˆ↓√
2
, θˆρ =
θˆ↑ + θˆ↓√
2
,
φˆσ =
φˆ↑ − φˆ↓√
2
, θˆσ =
θˆ↑ − θˆ↓√
2
,
(2.5)
5respectively. Using above relations and taking the contin-
uum limit, the Hubbard Hamiltonian can be re-expressed
in terms of the bosonic fields,
Hˆ = Hˆρ + Hˆσ, (2.6)
to lowest order separating into the charge sector,
Hˆρ =
vρ
2pi
∫
dx
[
1
Kρ
(∂xφˆρ)
2 +Kρ(∂xθˆρ)
2
]
, (2.7)
and the spin sector,
Hˆσ =
vσ
2pi
∫
dx
[
1
Kσ
(∂xφˆσ)
2 +Kσ(∂xθˆσ)
2
]
− U
2pi2a
∫
dx cos(
√
8φˆσ)−
√
2h
pi
∫
dx∂xφˆσ.
(2.8)
Above we have neglected the spin-imbalance-induced
spin-charge coupling that is weak for m/kF ∼ (kF↑ −
kF↓)/kF  1 [98, 100]. The parameters Kρ,σ and vρ,σ
are, respectively, the Luttinger parameters and the ve-
locities for the charge and spin part, respectively, and
are perturbatively [in Ua/(pivF )] related to the original
Hubbard model parameters through
vF = 2ta sin(kFa),
vρ = vF
√
1− Ua
pivF
,
vσ = vF
√
1 +
Ua
pivF
),
1
Kρ
=
√
1− Ua
pivF
,
1
Kσ
=
√
1 +
Ua
pivF
.
(2.9)
For the strong interaction above relations break down,
but are well known to satisfy Kρ → 2 and Kσ → 1/2 in
the U →∞ limit [59].
To probe the system, we focus on a variety of cor-
relation functions of the spin-singlet and triplet pairing
operators:
Oˆss(x) = ψˆ
†
R↑ψˆ
†
L↓ + ψˆ
†
L↑ψˆ
†
R↓ =
1
pia
e−i
√
2θˆρ cos(
√
2φˆσ),
(2.10a)
Oˆst(x) = ψˆ
†
R↑ψˆ
†
L↑ + ψˆ
†
L↓ψˆ
†
R↓ =
1
pia
e−i
√
2θˆρ cos(
√
2θˆσ),
(2.10b)
as well as of the number and magnetization density op-
erators,
nˆ(x) = ψˆ†↑ψˆ↑ + ψˆ
†
↓ψˆ↓ = −
√
2
pi
∂xφˆρ(x) + OˆCDW + h.c.,
(2.11a)
mˆ(x) = ψˆ†↑ψˆ↑ − ψˆ†↓ψˆ↓ = −
√
2
pi
∂xφˆσ(x) + Oˆ
z
SDW + h.c.,
(2.11b)
where, respectively, the charge- and spin-density wave
operators,
OˆCDW (x) = ψˆ
†
R↑ψˆL↑ + ψˆ
†
R↓ψˆL↓ =
e−2ikF x
pia
ei
√
2φˆρ cos(
√
2φˆσ),
(2.12a)
OˆzSDW (x) = ψˆ
†
R↑ψˆL↑ − ψˆ†R↓ψˆL↓ =
e−2ikF x
pia
ei
√
2φˆρi sin(
√
2φˆσ).
(2.12b)
are defined as the oscillatory part of the density compo-
nent.
Thus in the bosonized form, the spin-singlet pairing
correlation is given by
Sss(x) ≡ (pia)2〈Oˆss(x)Oˆ†ss(0)〉,
= 〈e−i
√
2[θˆρ(x)−θˆρ(0)]〉〈cos(
√
2φˆσ(x)) cos(
√
2φˆσ(0))〉,
(2.13)
and its triplet counterpart is given by
Sst(x) ≡ (pia)2〈Oˆts(x)Oˆ†ts(x)〉,
= 〈e−i
√
2[θˆρ(x)−θˆρ(0)]〉〈cos(
√
2θˆσ(x)) cos(
√
2θˆσ(0))〉.
(2.14)
Similarly, the density-density and magnetization-
magnetization correlation functions are given by
Snn(x) ≡ (pia)2〈nˆ(x)nˆ(0)〉
= 2a2〈∂xφˆρ(x)∂x′ φˆρ(0)〉+ 2 cos(2kFx)〈ei
√
2[φˆρ(x)−φˆρ(0)〉
× 〈cos(
√
2(φˆσ(x)) cos(
√
2φˆσ(0))〉, (2.15a)
Smm(x) ≡ (pia)2〈mˆ(x)mˆ(0)〉
= 2a2〈∂xφˆσ(x)∂x′ φˆσ(0)〉 − 2 cos(2kFx)〈ei
√
2[φˆρ(x)−φˆρ(0)〉
× 〈sin(
√
2φˆσ(x)) sin(
√
2φˆσ(0))〉. (2.15b)
Having recalled the basic formalism, in the next
few sections we will utilize it to compute the ground-
state properties of the spin-imbalanced attractive Fermi-
Hubbard model, and will then utilize these to calculate
the post-quench dynamics of the corresponding correla-
tors.
III. CHARGE SECTOR
As mentioned in last section, one prominent feature of
1D system is the spin-charge separation. Utilizing this
property, we briefly review the equilibrium charge sector
results in this section to further define our notations and
set stage for dynamical analysis of future sections.
The charge sector is described by the quadratic Hamil-
tonian (2.7) that can therefore be easily diagonalized.
Expressing φˆρ and θˆρ in terms of bosonic creation and
6annihilation operators bˆ†p and bˆp
φˆ(x) = − ipi
L
∑
p 6=0
(
L|p|
2pi
)1/2
1
p
e−a|p|/2−ipx(bˆ†p + bˆ−p),
(3.1a)
θˆ(x) =
ipi
L
∑
p 6=0
(
L|p|
2pi
)1/2
1
|p|e
−a|p|/2−ipx(bˆ†p − bˆ−p),
(3.1b)
the resulting Hamiltonian
Hˆρ =
1
4
∑
p6=0
vρ|p|
[
(1/Kρ +Kρ)(bˆ
†
pbˆp + bˆ
†
−pbˆ−p)
+ (1/Kρ −Kρ)(bˆ†pbˆ†−p + bˆpbˆ−p)
] (3.2)
is straightforwardly diagonalized by a bosonic Bogoli-
ubov transformation(
bˆp
bˆ†−p
)
=
(
coshβ − sinhβ
− sinhβ coshβ
)(
χˆp
χˆ†−p
)
, (3.3)
giving
Hˆ0 =
∑
p 6=0
vρ|p|χˆ†pχˆp (3.4)
with e−2β = Kρ.
Using the zero-temperature ground-state distribution
〈χˆpχˆ†p′〉 = δp,p′ , one then obtains
〈e
√
2i(φˆρ(x)−φˆρ(0))〉 = e−〈[φˆρ(x)−φˆρ(0)]2〉, (3.5a)
∼ eKρ
∫∞
0
dp/pe−ap[1−cos(px)],
∼
(a
x
)Kρ
, (3.5b)
and
〈e
√
2i(θˆρ(x)−θˆρ(0))〉 = e−〈[θˆρ(x)−θˆρ(0)]2〉, (3.6a)
∼ e1/Kρ
∫∞
0
dp/pe−ap[1−cos(px)],
∼
(a
x
)1/Kρ
, (3.6b)
where in Eqs. (3.5a) and (3.6a), we have used Wick’s
theorem,
〈eiAˆ〉 = e− 12 〈Aˆ2〉, (3.7)
valid for any free (i.e., Guassian) field operator Aˆ.
The other component that enters the density-density
correlation function can now also be straightforwardly
calculated to be
∂x∂x′〈φˆρ(x)φˆρ(x′)〉 = −1
2
∂x∂x′〈(φˆρ(x)− φˆρ(x′))2〉,
∼ − Kρ
2(x− x′)2 .
(3.8)
We next turn to the analysis of the spin sector of the
model.
IV. SPIN SECTOR: LUTHER-EMERY EXACT
ANALYSIS
The analysis of the spin sector Hamiltonian (2.8) is a
bit more challenging due to the cosine nonlinearity (as-
sociated with the attractive pairing interaction), the so-
called sine-Gordon model. While in principle the model
is integrable, its correlation functions are still difficult to
compute and generically approximate methods (pertur-
bation theory, semiclassics, and renormalization group)
need to be employed. However, for a spin Luttinger pa-
rameter Kσ = 1/2 (the LE point) the model is exactly
solvable through a mapping (re-fermionization) onto free
spinless fermions (the solitons), with the cosine nonlin-
earity reducing to a mass that backscatters between the
left and right movers [56, 57, 80]. The commensurate-
incommensurate (PT) BCS-FFLO transition [95], driven
by the Zeeman field h then maps onto a simple conduc-
tion band filling with chemical potential h and gap set
by the Hubbard U (see Fig. 6). The LE approach thus
provides a clear physical picture of the spin-gapped BCS
and gapless FFLO paired states and serves as a bench-
mark for other approximate solutions needed away from
the Kσ = 1/2 point.
The essential component of LE is that the nonlinearity
cos(2
√
2φˆσ) in the spin sector, Eq. (2.8) (generated from
the interaction of the original fermions) for Kσ = 1/2
can be “re-fermionized” into a quadratic backscattering
mass term,
cˆ†R(x)cˆL(x) =
1
2pia
ei2φˆ(x), (4.1)
between new left and right moving, spinless Dirac
fermions (r = R,L),
cˆr(x) = Ur lim
a→0
1√
2pia
e−i(rφˆ(x)−θˆ(x)). (4.2)
This can be seen by rescaling
√
2φˆσ ≡ φˆ and θˆσ/
√
2 ≡ θˆ
(to retain the canonical commutation relation) into new
bosonic fields, controlled by an effective Luttinger pa-
rameter K ≡ 2Kσ.
For K = 1 (Kσ = 1/2), the bosonic Hamiltonian can
be re-fermionized into a noninteracting massive Thirring
model [97],
Hˆ =
∑
p
(vσp+ h)cˆ
†
RpcˆRp + (−vσp+ h)cˆ†LpcˆLp
− U
pi
∑
p
cˆ†RpcˆLp + h.c., (4.3a)
≡
∑
p
ψˆ†(p)H(p)ˆˆψ(p), (4.3b)
where
ψˆ(p) =
[
cˆR(p)
cˆL(p)
]
, H(p) =
[
vσp+ h −U/pi
−U/pi −vσp+ h
]
, (4.4)
7The latter is diagonalized by a Bogoliubov transforma-
tion
ψˆ(p) =
[
cˆu(p)
cˆl(p)
]
=
[
cosβp sinβp
− sinβp cosβp
] [
cˆR(p)
cˆL(p)
]
, (4.5)
where tan 2βp = −U/(pivσp) and lower-index u, l denotes
the upper and lower bands, respectively. This gives
Hˆ =
∑
p
ω(p)[cˆ†u(p)cˆu(p)− cˆ†l (p)cˆl(p)], (4.6)
with a spin-gapped excitation spectrum
ω(p) = ±
√
v2σp
2 + U2/pi2, ∆ ≡ U/pi. (4.7)
Δ
Upper
Lower
h
k˜F
k
ω(k)
FIG. 6: Band structure for spinless fermions for a spin gap
∆ with the chemical potential h. For h > hc = ∆, the lower-
band is completely filled, and the upper band is partially filled
upto the Fermi momentum k˜F (h) (determined by the effective
chemical potential h), that gives the magnetization (species
imbalance) density.
This band structure is illustrated in Fig. 6.
A. BCS state
Thus, as illustrated in Fig. 6, for the effective chemical
potential h less than the critical spin-gap value hc = ∆,
i.e., for h < ∆ ≡ U/pi, only the lower band is filled,
〈cˆ†l (p)cˆl(p)〉 = 1, (4.8a)
〈cˆ†u(p)cˆu(p)〉 = 0, (4.8b)
the system is fully gapped and this ground state cor-
responds to the spin-gapped BCS (soliton vacuum)
phase, with a vanishing magnetization (number density
of fermions in the upper band). The corresponding occu-
pation of the spinless fermions cˆR,L is then given by the
Bogoliubov transformation Eq. (4.5)
〈cˆ†R(p)cˆR(p)〉 = sin2 βp, (4.9a)
〈cˆ†L(p)cˆL(p)〉 = cos2 βp, (4.9b)
〈cˆ†R(p)cˆL(p)〉 = −
1
2
sin 2βp. (4.9c)
Thus, the correlators of the nontrivial bosonic sine-
Gordon theory, that can be simply expressed in terms of
these noninteracting fermions, can be straightforwardly
calculated. For example (leaving details to Appendix A)
[56, 57]
〈ei
√
2[θˆσ(x)−θˆσ(0)]〉 ∼ a
2
x2
e−2x/ξ, (4.10)
where
ξ = pivσ/U (4.11)
is the correlation length. Also, the long-wavelength part
of the magnetization correlator is given by
〈∂xφˆσ(x)∂x′ φˆσ(0)〉 ∼ − 1
2piξx
e−2x/ξ. (4.12)
B. FFLO state
On the other hand, for the chemical potential h larger
than the spin gap ∆, the upper band fills partially up to
a Fermi momentum, k˜F =
√
h2 − U2/pi2/vσ ∼
√
h− hc,
〈cˆ†l (p)cˆl(p)〉 = 1,
〈cˆ†u(p)cˆu(p)〉 = Θ(k˜F − |k|),
(4.13)
corresponding to a proliferation of solitons into the spin-
gapless FFLO ground state, characterized by a nonzero
magnetization,
m¯ =
√
2
pi
k˜F =
√
2
pivσ
√
h2 − U2/pi2 ∼
√
h− hc. (4.14)
The θˆσ correlation functions are then given by
〈ei
√
2[θˆσ(x)−θˆσ(0)]〉 ∼ (k˜F ξ)2 a
2
x2
, (4.15)
and
〈∂xφˆσ(x)∂x′ φˆσ(0)〉 ∼ − sin
2(k˜Fx)
pi2x2
, (4.16)
which, as expected resembles the density-density correla-
tor of free spinless fermions, but differs drastically from
the exponentially decaying spin-gapped BCS result.
8V. SPIN SECTOR: SEMICLASSICAL
APPROACH
Away from the Luther-Emery point, the interaction
between LE fermions precludes an exact solution for ar-
bitrary Kσ 6= 1/2, but the structure of the phase diagram
and nature of the phases are expected to remain quali-
tatively the same. We instead proceed with a semiclas-
sical approach by studying quantum fluctuations about
the classical (time-independent) saddle-point solution φ0σ
for the model (2.8), satisfying the sine-Gordon equation,
with an intrinsic length scale λ =
√
piavσ
8KσU
.
A. BCS state
For h < hc, the stable state is a soliton vacuum (spin-
gapped BCS) ground state, characterized by φ0σ = 0
in the bulk. With free boundary conditions in a finite
length L system, for a finite h, the tilt (magnetization)
∂xφ
0
σ(±L/2) =
√
2Kσh/vσ “penetrates” into the sam-
ple within an h-dependent length λ(h) (a fraction of a
soliton), as schematically illustrated in Fig. 7. At the
classical level (ignoring quantum fluctuations) h
(cl)
c is de-
termined by the condition that the tilt at the boundary
is 1/λ, i.e., h
(cl)
c ∼ vσ/λ ∼
√
U , a point beyond which a
soliton of width λ can enter the bulk.
L 2-L 2
λ(h)
λ(h) 0
x
ϕ0(x)
FIG. 7: Schematic illustration of the classical spin-gapped
solution φ0σ(x) for a finite system of size L, (nearly) vanishing
in the bulk, but with a finite tilt (magnetization) penetrating
a length λ(h) < λ at the edges.
We observe that the critical field h
(cl)
c and charac-
teristic length λ differ qualitatively from their LE (ex-
act) counterparts of hc = U/pi and correlation length
ξ = vσ/hc, (4.11). This is a consequence of quantum
fluctuations.
Within the spin-gapped BCS state φˆσ is localized in a
minimum of the cosine potential (at its classical solution
φ0σ = 0), and can be safely expanded in small quadratic
fluctuations governed by [80]
δHˆσ =
vσ
2pi
∫
dx[
1
Kσ
(∂xφˆσ)
2 +Kσ(∂xθˆσ)
2]
+
2U
pi2a
∫
dx(φˆσ)
2 −
√
2h
pi
∫
dx∂xφˆσ.
(5.1)
The corresponding Hamiltonian in terms of bosonic op-
erators bˆp, bˆ
†
p can be straightforwardly diagonalized via[
bˆp
bˆ†−p
]
=
[
up −vp
−vp up
] [
αˆp
αˆ†−p
]
, (5.2)
with δHˆσ =
∑
p ω(p)αˆ
†
pαˆp, where
u2p =
1
2
(
|p|+ 1/(2λ2p)√
p2 + 1/λ2
+ 1
)
,
v2p =
1
2
(
|p|+ 1/(2λ2p)√
p2 + 1/λ2
− 1
)
,
(5.3)
and the spectrum is given by
ωp = ±vσ
√
p2 + 1/λ2, (5.4)
with the gap ∆0 = vσ/λ.
At T = 0, in the ground state,
〈bˆ†pbˆp〉 = 〈bˆ†−pbˆ−p〉 = v2p, (5.5a)
〈bˆ†pbˆ†−p〉 = 〈bˆpbˆ−p〉 = −upvp, (5.5b)
which (relegating the details to Appendix B) gives
〈ei
√
2[φˆσ(x)−φˆσ(0)]〉 ∼ const, (5.6a)
〈ei
√
2[θˆσ(x)−θˆσ(0)]〉 ∼ e−x/ξ0 , (5.6b)
with ξ0 = 2λKσ/pi, and demonstrating the stability of
the spin-gapped state to quantum fluctuations.
The leading exponential decay in the correlator in (5.6)
agrees qualitatively with one predicted by the exact LE
analysis (4.10) Kσ = 1/2, though at this level of calcula-
tion misses the subdominant power-law prefactor.
However, one obvious discrepancy is that the semiclas-
sically computed correlation length ξ0 =
√
avσK/2piU ∼√
1/U in Eq. (5.6) differs from ξ = pivσ/U ∼ 1/U in
Eq. (4.10), obtained using the exact LE approach. This
can be understood by noting that for small U (such that
ξ0  a), for high momentum modes ξ20k2 > (ka)2Kσ
the cosine pinning potential is weaker than the elastic
(density interaction) energy and thus contribute diver-
gently and nonperturbatively to renormalize the correla-
tion length. Indeed a standard RG analysis gives ξ0 →
a(ξ0/a)
2/(2−2Kσ) ∼ 1/U1/(2−2Kσ), which for Kσ = 1/2
scales as 1/U , reassuringly consistent with LE.
9B. FFLO state
For h > hc, the spin-gapped ground state φ
0
σ = 0 is un-
stable to soliton proliferation in the bulk, leading to the
FFLO. At the semiclassical level this takes place when
the h-imposed tilt at the boundary reaches 1/λ, allowing
solitons to penetrate into the bulk; more generally the
transition is associated with the soliton (LE fermions in
the upper band) gap closing.
The corresponding semiclassical solution to the sine-
Gordon equation is a soliton lattice, extensively studied
in the literature [101], is illustrated in Fig. 9 with spacing
d = m¯−1 and width λ,
φ0σ(x) =
1√
2
am(x/(
√
2λk), k). (5.7)
Above am(x, k) is the Jacobi amplitude function, param-
eterized by the h-dependent parameter k (ranging from
0 to 1, not to be confused with the momentum k) that
controls the soliton density. Minimizing the energy over
k gives the equation that determines k (see also Fig. 8):
E(k)
k
=
h
hc
, (5.8)
where hc = 2vσ/(piλKσ) and E(k) the Jacobi elliptic
function (not to be confused with the spectrum E). At
(0.9, 1.3))
0.2 0.4 0.6 0.8 1.0 k
5
10
15
20
E(k)/k
FIG. 8: Plot of E(k)/k [Eq. (5.8)] as a function of the index
k, with the soliton solution characterized by 0 < k < 1 stable
for h > hc. For h/hc = 1.3, indicated by the red dashed line,
the corresponding index is k = 0.9.
large h  hc the solution quickly approaches a sloped
straight line, corresponding to a dense soliton lattice,
with m¯ ∼ h/(hcλ) deep in the incommensurate phase
with φ0σ(x) = m¯x.
The magnetization in the FFLO state is set by the
soliton density, which is illustrated in Fig. 10, and given
2 π
m-1
4λ
x
ϕσ
0 (x)
FIG. 9: Schematic plot of the soliton lattice solution φ0σ for
(5.7) as a function of x. m¯−1 and λ are two length scales that
characterize the average soliton lattice, the soliton spacing
(density m¯) and width, respectively. The straight line is a
guide to an eye.
by
m¯cl =
1
2
√
2λkK(k)
∼ 1
2
√
2λ
{
− hhc 1/ ln( hhc − 1), for h/hc → 1,
4
pi2
h
hc
, for h/hc →∞,
(5.9)
with k(h) tuned by the Zeeman field h through Eq. (5.8).
This fast logarithmic growth is associated with (in the
absence of fluctuations) the exponential weakness of soli-
ton interactions near hc where solitons are dilute. Be-
cause of this, the soliton density rises to nearly densely
packed value of order 1/λ, at which point m¯(h) is a linear
function of h. Quantum (and thermal) fluctuations qual-
itatively modify these predictions as is clear from the
exact LE analysis, m¯ ∼ √h2 − h2c , and more generally
from an array of fluctuating soliton world lines [95].
-x ln-1 x -1
4
π2
x
1.2 1.4 1.6 1.8 2.0 h/hc
0.3
0.4
0.5
0.6
0.7
0.8
8 λm(h)
FIG. 10: Plot of magnetization m¯cl (within a classical ap-
proximation) as a function h/hc [see Eq. (5.9)]. Within the
critical region, m¯ ∝ −x ln−1(x − 1) and away from critical
region it is well approximated by a linear function.
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To include quantum fluctuations about this classical
description of the FFLO state is quite nontrivial. To sim-
plify the analysis, we limit our study outside of the criti-
cal region at hc. As illustrated in Fig. 11, in this regime,
even for a fairly modest h/hc = 1.3 solitons strongly
overlap and the classical solution is given by
5 10 15 20 x/λ
2
4
6
8
ϕσ
0 (x)
FIG. 11: Classical soliton lattice solution φ0σ (5.7) as a func-
tion of x/λ for h/hc = 1.3, as compared with the approximate
dashed straight line solution (5.10).
φ0σ(x) ≈
1√
2
am(2K(k)m¯x) ≈ h
pihc
x
λ
≈ pim¯√
2
x. (5.10)
Quantum fluctuations are naturally included through
the phonons φ˜(x) of the soliton lattice, which can thereby
be related to the original bosonic fields,
φˆσ =
1√
2
(pim¯x+ φ˜(x)), (5.11)
and correspondingly for the conjugate phase,
θˆσ =
√
2θ˜(x), (5.12)
crucial for computation of physical observables. This is
consistent with the LE construction, where at finite h
hc the upper band spinless fermions around ±k˜F can be
re-bosonized (see Fig. 12), with the Hamiltonian [105],
H˜FFLO =
v˜
2pi
∫
dx
[
1
κ
(∂xφ˜)
2 + κ(∂xθ˜)
2
]
, (5.13)
where v˜ and κ are the new set of Luttinger parameters.
At the LE Kσ = 1/2 point the fermions are noninter-
acting and so κ = 1. Perturbative analysis around the
LE point gives [102]
κ = 1 +
vσm¯pia
U
(
2Kσ − 1
2Kσ
)
, (5.14)
Furthermore, near the transition at hc the LE fermion
(soliton) density m¯ vanishes and we expect κ to also ap-
proach 1.
0
Upper
Lower
k˜F
k˜F- k
ω(k)
FIG. 12: Re-bosonization near the new Fermi points ±k˜F ,
determined by spin-imbalance h for the upper-band spinless
fermions.
Utilizing the relation (5.11,5.12), standard analysis of
the original bosonic fields then gives φˆσ and θˆσ correlators
〈ei
√
2(φˆσ(x)−φˆσ(0))〉 ∼ eipim¯x
∣∣∣a
x
∣∣∣κ/2 , (5.15a)
〈ei
√
2(θˆσ(x)−θˆσ(0))〉 ∼
∣∣∣a
x
∣∣∣2/κ, (5.15b)
2
pi2
〈∂xφˆσ(x)∂x′ φˆσ(0)〉 ∼ − κ
2pi2x2
. (5.15c)
Comparing these with the non-interacting fermion corre-
lators also allows us to infer that κ→ 2, as U → 0.
VI. 1D SPIN-IMBALANCED FERMI-HUBBARD
MODEL: EQUILIBRIUM
We can now combine the above results for charge and
spin sectors to obtain the ground-state correlators for
the 1D spin-imbalanced attractive Fermi-Hubbard model
(2.1).
A. Spin-gapped (commensurate) state: s-wave
singlet BCS
For weak Zeeman field h < hc = ∆ = U/pi, the spin
sector is fully gapped. The spin-singlet pairing correlator
(defined in Sec. II) is thus given by
SBCSss (x) ∼
(a
x
)1/Kρ
, (6.1)
with 1 < Kρ < 2 for the Hubbard model. The pair-
ing correlations are longer range and thus (as expected
for attractive interactions) are enhanced in the spin-
gapped phase relative to the noninteracting fermions
with S freess (x) ∼
(
a
x
)2
.
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The associated Fourier transform is the Cooper-pair
momentum distribution function
npairq ∼
1
|q|1−η , (6.2)
plotted in the inset of Fig. 15, with η ≡ 1/Kρ.
The spin-triplet correlator involves spin correlations
and thus exponentially decays in the spin-gapped BCS
state
SBCSst (x) ∼
(a
x
)η
e−x/ξ. (6.3)
The density-density correlator
SBCSnn (x) ∼ −Kρ
(a
x
)2
+ cos(2kFx)
(a
x
)Kρ
, (6.4)
encodes a combination of long-scale power-law charge
correlations and short scale Friedel oscillations. The lat-
ter are pronounced in the structure function
SBCSnn (q) ∼ Kρ
√
pi
2
|q|+
√
2
pi
Γ(1−Kρ) sin(piKρ/2)
× (|q − 2kF |Kρ−1 + |q + 2kF |Kρ−1) (6.5)
plotted in Fig. 13. The linear behavior at small q and
a cusp at 2kF momentum is in nice agreement with the
Monte Carlo result in [103]
Kρ=1.1
Kρ=1.3
Kρ=1.6
0.5 1.0 1.5 2.0 2.5 q
0.2
0.4
0.6
0.8
1.0
Snn
BCS(q)
2kF
FIG. 13: The density structure function SBCSnn (q) for the BCS
state for different interactions: Kρ = 1.1 (dotted blue), Kρ =
1.3 (dashed red) and Kρ = 1.6 (solid black). A pronounced
cusp appears at q = 2kF .
For BCS state, the average magnetization is zero, but
the magnetization-magnetization correlation does exhibit
characteristic signatures,
SBCSmm(x) ∼ − cos(2kFx)
(a
x
)Kρ
, (6.6)
with the corresponding magnetization structure function
SBCSmm(q) ∼ −
√
2
pi
Γ(1−Kρ) sin(piKρ/2)
× (|q − 2kF |Kρ−1 + |q + 2kF |Kρ−1) , (6.7)
illustrated in Fig. 14.
Kρ=1.1
Kρ=1.3
Kρ=1.6
0.5 1.0 1.5 2.0 2.5 q
-0.5
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FIG. 14: The magnetic structure function SBCSmm(q) for the
BCS state for different interactions: Kρ = 1.1 (dotted blue),
Kρ = 1.3 (dashed red), and Kρ = 1.6 (solid black). An
inverted characteristic cusp appears at q = 2kF .
B. Spin-incommensurate state: FFLO
For h > hc = ∆ = U/pi, the strong Zeeman field ex-
ceeds spin-gap and the ground state becomes unstable to
soliton proliferation in the bulk, leading to the FFLO.
The spin-singlet pairing correlator is thus given by
SFFLOss (x) ∼
(a
x
)1/Kρ+κ/2
cos(kFFLOx), (6.8)
with kFFLO = pim¯ = kF↑ − kF↓. While correlations
still decay as a power-law, they also exhibit an oscilla-
tory nonzero-momentum signature of the FFLO state.
The associated exponent falls into a range 1 < η′ ≡
K−1ρ + κ/2 < 2 with the upper bound and lower bounds
reached for U → 0 and U → ∞, respectively. The pair-
ing correlations are thus in a range intermediate between
fully paired BCS and unpaired fermions. This is consis-
tent with the idea that FFLO is an intermediate “mixed”
Zeeman-field ground state (given that FFLO is a compro-
mise between the BCS and the unpaired state), analogous
to the Abrikosov lattice of type-II superconductors.
The corresponding pair-momentum distribution func-
tion is then given by
npairq ∼
Γ(1− η′) sin(piη′/2)√
2pi
×
(
|q − kFFLO|η′−1 + |q + kFFLO|η′−1
) (6.9)
is plotted in Fig. 15. In contrast with the spin-gapped
BCS state, in the FFLO state the momentum distribu-
tion exhibits a peak at finite momentum q = kFFLO =
kF↑ − kF↓, that sharpens as the interaction increases.
This is also consistent with the numerical result reported
in [104]
The triplet-pairing correlator in the FFLO state is
given by
SFFLOst (x) ∼
(a
x
)1/Kρ+2/κ
, (6.10)
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FIG. 15: The Cooper-pair momentum distribution function in
the FFLO ground state for Kρ = 1.1 (dotted blue), Kρ = 1.3
(dashed red), and Kρ = 1.6 (solid black) displaying a nonzero
momentum q = kFFLO peak, narrowing with increasing in-
teraction. Inset: The Cooper-pair momentum distribution for
the BCS state, with a peak at zero-momentum.
also decaying as a power-law. This is in sharp contrast
with the BCS case where triplet pairing is exponentially
suppressed. Since 1 < κ < 2 (based on our discussion in
Sec. V), 2/κ > κ/2, indicating that in the FFLO ground
state, triplet correlations are subdominant to the singlet
ones (see Eq. (6.8) and Eq. (6.10)).
The density-density correlator in the FFLO state is
given by
SFFLOnn (x) ∼ −Kρ
(a
x
)2
+
1
2
[cos(2kF↑x) + cos(2kF↓x)]
(a
x
)Kρ+κ/2
,
(6.11)
with a two-component Friedel oscillations reflecting two
fermionic populations, 2kF↑,↓.
The corresponding structure factor,
SFFLOnn (q) ∼ Kρ
√
pi
2
|q|+ Γ(1− γ) sin(piγ/2)
2
√
2pi
(|q − 2kF↑|γ−1
+ |q + 2kF↑|γ−1 + |q + 2kF↓|γ−1 + |q − 2kF↓|γ−1)
(6.12)
where γ ≡ Kρ + κ/2 > 1, is plotted in Fig. 16 for
small magnetization m¯ = pi/10, with κ ∼ 1 according to
Eq. (5.14). It displays cusps at 2kF↑ and 2kF↓, reflecting
the contribution from pseudo-spin-up and pseudo-spin-
down fermions, respectively and in a qualitative agree-
ment with the DMRG results [98].
In the FFLO state the average magnetization density
is uniform 〈mˆ(x)〉 = m¯, as the structure is washed out
by strong quantum fluctuations in one dimension, that
precludes spontaneous translational symmetry breaking.
The characteristic short-scale correlations are captured
2kF2kF
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FIG. 16: The density structure function SFFLOnn (q) for the
FFLO state for different interactions: Kρ = 1.1 (dotted blue),
Kρ = 1.3 (dashed red) and Kρ = 1.6 (solid black), displaying
cusps at 2kF↑ and 2kF↓, that reflect pseudo-spin-imbalance.
by the magnetization-magnetization correlator
SFFLOmm (x) ∼ −
κ
2
(a
x
)2
− 1
2
[cos(2kF↑x) + cos(2kF↓x)]
(a
x
)Kρ+κ/2
,
(6.13)
that distinguishes FFLO from the BCS state. The cor-
responding magnetic structure function is then given by
SFFLOmm (q) ∼
κ
2
√
pi
2
|q| − Γ(1− γ) sin(piγ/2)
2
√
2pi
(
|q − 2kF↑|γ−1
+ |q + 2kF↑|γ−1 + |q + 2kF↓|γ−1 + |q − 2kF↓|γ−1
)
(6.14)
and is illustrated in Fig. 17.
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FIG. 17: The magnetic structure function SFFLOmm (q) for the
FFLO state for different interactions: Kρ = 1.1 (dotted blue),
Kρ = 1.3 (dashed red) and Kρ = 1.6 (solid black).
The above analysis thus demonstrates that there are
clear qualitative features that distinguish the BCS and
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the FFLO ground states, even in the presence of strong
quantum fluctuations.
VII. QUENCH DYNAMICS: CHARGE SECTOR
We now turn to the nonequilibrium dynamics following
a quantum quench for the 1D Hubbard model. We first
study the quench dynamics of the charge sector (2.7).
Here we consider a generic quench protocol of a sudden
shift of the Luttinger parameter Kρ from Kρ0 to Kρ1,
induced by the corresponding quench of the interaction
U possible in Feshbach resonant systems. The quadratic
form of the charge sector Hamiltonian lends itself to an
exact analysis, as has been done in a variety of systems
[68, 79, 81, 82, 86, 87].
A. Normal modes approach
As discussed in Sec. III, the pre-quench and post-
quench Hamiltonians can be diagonalized by the follow-
ing Bogoliubov transformations,(
bˆp
bˆ†−p
)
=
(
coshβ0 − sinhβ0
− sinhβ0 coshβ0
)(
χˆp
χˆ†−p
)
≡ U(0−)
(
χˆp
χˆ†−p
)
,
(7.1)
and(
bˆp
bˆ†−p
)
=
(
coshβ1 − sinhβ1
− sinhβ1 coshβ1
)(
γˆp
γˆ†−p
)
≡ U(0+)
(
γˆp
γˆ†−p
)
,
(7.2)
where (χˆ†p, χˆp) and (γˆ
†
p, γˆp) are the two sets of Bogoli-
ubov quasiparticles, carrying momentum p. The param-
eters β0 and β1 are implicitly given by e
−2β0 = Kρ0 and
e−2β1 = Kρ1.
The charge sector dynamics after the quench (t > 0)
is thus given by(
γˆp(t)
γˆ†−p(t)
)
=
(
eivρ1|p|t 0
0 e−ivρ1|p|t
)(
γˆp
γˆ†−p
)
≡ UT (t)
(
γˆp
γˆ†−p
)
,
(7.3)
where vρ1 is the charge velocity for the post-quench
Hamiltonian and γˆp ≡ γˆp(t = 0) and γˆ†p ≡ γˆ†p(t = 0).
Combining Eqs. (7.1), (7.2), and (7.3) relates
(bˆ†p(t), bˆ−p(t)) to the initial pre-quench set of quasi-
particles (χˆp, χˆ
†
−p) via[
bˆp(t)
bˆ†−p(t)
]
= U(0+)UT (t)U
−1(0+)U(0−)
[
χˆp
χˆ†−p
]
, (7.4)
where the zero-temperature initial ground-state distribu-
tion of (χˆ†p, χˆp) is given by 〈χˆpχˆ†p′〉 = δp,p′ .
The post-quench correlators of φˆρ(t) and θˆρ(t) can now
be readily computed. Combining Eqs. (3.1) and (7.4),
and relegating the details to Appendix C, we find
〈ei
√
2[φˆρ(x,t)−φˆρ(0,t)〉
∼
(a
x
) 1
2 (
K2ρ1
Kρ0
+Kρ0)
∣∣∣∣x2 − (2vρ1t)2(2vρ1t)2 + a2
∣∣∣∣ 14 (
K2ρ1
Kρ0
−Kρ0)
,
∼

(
a
x
)Kρ0 ( 1
(2vρ1t/a)2+1
) 1
4 (
K2ρ1
Kρ0
−Kρ0)
, x 2vρ1t,(
a
x
) 1
2 (Kρ0+
K2ρ1
Kρ0
)
, x 2vρ1t,
(7.5)
〈ei
√
2[θˆρ(x,t)−θˆρ(0,t)〉
∼
(a
x
) 1
2 (
Kρ0
K2ρ1
+ 1Kρ0
)
∣∣∣∣x2 − (2vρ1t)2(2vρ1t)2 + a2
∣∣∣∣ 14 (
Kρ0
K2ρ1
− 1Kρ0 )
,
∼

(
a
x
)K−1ρ0 ( 1
(2vρ1t/a)2+1
) 1
4 (
Kρ0
K2ρ1
− 1Kρ0 )
, x 2vρ1t,(
a
x
) 12 (Kρ0K2ρ1 + 1Kρ0 ) , x 2vρ1t,
(7.6)
and
2a2〈∂xφˆρ(x, t)∂x′ φˆρ(0, t)〉
= −
(Kρ0 +
K2ρ1
Kρ0
)a2
2x2
−
(Kρ0 − K
2
ρ1
Kρ0
)a2
4(x+ 2vρ1t)2
−
(Kρ0 − K
2
ρ1
Kρ0
)a2
4(x− 2vρ1t)2 .
(7.7)
We will combine these dynamical charge sector corre-
lators with the spin sector ones to calculate observables
for the Hubbard model, as we have done earlier for the
equilibrium case. However, before moving on we will
reproduce above charge correlators using a simpler ap-
proach, that will be essential for the spin sector analysis,
where the nonlinearity precludes a direct diagonalization
utilized above.
B. Heisenberg equations of motion approach
A complementary approach to the above momentum
eigenmodes Hamiltonian diagonalization is to directly
solve the Heisenberg equation of motion for the field op-
erators φˆρ(x, t) and θˆρ(x, t) in terms of the correspond-
ing pre-quench operators, φˆρ(x, t = 0) and θˆρ(x, t = 0),
whose correlators we have already computed in Sec. III.
Using the charge sector Hamiltonian (2.7) and the
commutation relations,
[φˆρ(x), ∂x′ θˆρ(x
′)] = ipiδ(x− x′),
[θˆρ(x), ∂x′ φˆρ(x
′)] = ipiδ(x− x′),
(7.8)
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the coupled Heisenberg equations of motion for φˆρ and
θˆρ are readily obtained:
˙ˆ
φρ(x, t) = Kρ1vρ1∂xθˆρ(x, t),
˙ˆ
θρ(x, t) =
vρ1
Kρ1
∂xφˆρ(x, t).
(7.9)
As usual, they can be decoupled into wave equations:
¨ˆ
φρ(x, t) = v
2
ρ1∂
2
xφˆρ(x, t),
¨ˆ
θρ(x, t) = v
2
ρ1∂
2
xθˆρ(x, t),
(7.10)
with the initial conditions
φˆρ(x, 0) ≡ φˆρ(x),
θˆρ(x, 0) ≡ θˆρ(x),
˙ˆ
φρ(x, 0) = Kρ1vρ1∂xθˆρ,
˙ˆ
θρ(x, 0) =
vρ1
Kρ1
∂xφˆρ.
(7.11)
The dynamics is now straightforwardly obtained as a
linear combination of the left and right traveling solutions
satisfying the above initial conditions,
φˆρ(x, t) =
1
2
[φˆρ(x+ vρ1t) + φˆρ(x− vρ1t)]
+
Kρ1
2
[θˆρ(x+ vρ1t)− θˆρ(x− vρ1t)], (7.12a)
θˆρ(x, t) =
1
2
[θˆρ(x+ vρ1t) + θˆρ(x− vρ1t)]
+
1
2Kρ1
[φˆρ(x+ vρ1t)− φˆρ(x− vρ1t)],
(7.12b)
with operators at t = 0 appearing on the right-hand
side. These thus allow us to connect the post-quench
dynamical correlators (with all averages taken in the pre-
quenched initial ground state) to their initial t = 0− pre-
quench counterparts,
〈ei
√
2[φˆρ(x,t)−φˆρ(0,t)]〉
= 〈ei
√
2
2 [φˆρ(x+vρ1t)+φˆρ(x−vρ1t)−φˆρ(vρ1t)−φˆρ(−vρ1t)]〉
× 〈ei
√
2Kρ1
2 [θˆρ(x+vρ1t)−θˆρ(x−vρ1t)−θˆρ(vρ1t)+θˆρ(−vρ1t)]〉,
= e1/4[2Fφˆ(2vρ1t)−2Fφˆ(x)−Fφˆ(x+2vρ1t)−Fφˆ(|x−2vρ1t|)]
× e−K2ρ1/4[2Fθˆ(2vρ1t)+2Fθˆ(x)−Fθˆ(x+2vρ1t)−Fθˆ(|x−2vρ1t|)],
(7.13)
and
〈ei
√
2[θˆρ(x,t)−θˆρ(0,t)〉
= 〈ei
√
2
2 [θˆρ(x+vρ1t)+θˆρ(x−vρ1t)−θˆρ(vρ1t)−θˆρ(−vρ1t)]〉
× 〈ei
√
2
2Kρ1
[φˆρ(x+vρ1t)−φˆρ(x−vρ1t)−φˆρ(vρ1t)+φˆρ(−vρ1t)]〉,
= e1/4[2Fθˆ(2vρ1t)−2Fθˆ(x)−Fθˆ(x+2vρ1t)−Fθˆ(|x−2vρ1t|)]
× e−1/(4K2ρ1)[2Fφˆ(2vρ1t)+2Fφˆ(x)−Fφˆ(x+2vρ1t)−Fφˆ(|x−2vρ1t|)],
(7.14)
with the details evaluated in Appendix E. Using the ini-
tial pre-quench correlators of φˆρ(x) and θˆρ(x), studied in
Sec. III,
Fφˆ(x) ≡ 〈(φˆρ(x)− φˆρ(0))2〉 ∼ Kρ0 ln
x
a
,
Fθˆ(x) ≡ 〈(θˆρ(x)− θˆρ(0))2〉 ∼
1
Kρ0
ln
x
a
.
(7.15)
inside Eqs. (7.13) and (7.14), we much more simply repro-
duce the results (7.5) and (7.6) obtained with the Hamil-
tonian diagonalization approach.
VIII. QUENCH DYNAMICS OF SPIN SECTOR
We now study the dynamics of the spin sector Hamil-
tonian (2.8) following a U → 0 quench to noninteracting
fermions at t = 0. This quench protocol is simple enough
to be conveniently implemented in experiments, yet still
contains the essential elements of the nonequilibrium dy-
namics. It also has the appeal that the post-quench evo-
lution is exactly solvable, reducing all the difficulties to
the analysis of correlations in the initial interacting state.
Thus for the U → 0 quench protocol, the Heisenberg
equations of motion satisfied by φˆσ(x, t) and θˆσ(x, t) is
still a linear wave equation (7.10) with initial conditions
φˆσ(x, 0) ≡ φˆσ(x),
θˆσ(x, 0) ≡ θˆσ(x),
˙ˆ
φσ(x, 0) = vF∂xθˆσ,
˙ˆ
θσ(x, 0) = vF∂xφˆσ +
√
2h
pi
.
(8.1)
and the post-quench Luttinger parameters Kσ = 1 and
vσ = vF for free fermions.
The solution thus is straightforwardly obtained and is
quite similar to the charge sector,
φˆσ(x, t) =
1
2
[φˆσ(x+ vF t) + φˆσ(x− vF t)]
+
1
2
[θˆσ(x+ vF t)− θˆσ(x− vF t)], (8.2a)
θˆσ(x, t) =
1
2
[θˆσ(x+ vF t) + θˆσ(x− vF t)]
+
1
2
[φˆσ(x+ vF t)− φˆσ(x− vF t)] +
√
2h
pi
t.
(8.2b)
The dynamical correlators at time t can then again be
expressed in terms of the pre-quench ones at the initial
time,
〈ei
√
2[φˆσ(x,t)−φˆσ(0,t)〉
= e1/4[2Dφˆ(2vF t)−2Dφˆ(x)−Dφˆ(x+2vF t)−Dφˆ(|x−2vF t|)]
× e−1/4[2Dθˆ(2vF t)+2Dθˆ(x)−Dθˆ(x+2vF t)−Dθˆ(|x−2vF t|)],
(8.3)
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and
〈ei
√
2[θˆσ(x,t)−θˆσ(0,t)〉
= e1/4[2Dθˆ(2vF t)−2Dθˆ(x)−Dθˆ(x+2vF t)−Dθˆ(|x−2vF t|)]
× e−1/4[2Dφˆ(2vF t)+2Dφˆ(x)−Dφˆ(x+2vF t)−Dφˆ(|x−2vF t|)],
(8.4)
where
Dφˆ(x) ≡ 〈(φˆσ(x)− φˆσ(0))2〉,
Dθˆ(x) ≡ 〈(θˆσ(x)− θˆσ(0))2〉
(8.5)
are the correlators for φˆσ(x) and θˆσ(x) prior to the
quench. These depend qualitatively on the initial state,
as we now discuss for quenches from the BCS and the
FFLO ground states.
A. Quench U → 0 from BCS state
Following the quench from the BCS state to the non-
interacting Fermi gas, the classical field part 〈φˆσ(x, t)〉
evolves according to Eq. (8.2), given approximately by
〈φˆσ(x, t)〉 = 1
2
[〈φˆσ(x+ vF t)〉+ 〈φˆσ(x− vF t)〉]
∼
{
0, |x| < L/2− ξ′ − vF t,
h
√
2Kσ
4pi (x− L/2 + ξ′ + vF t) , |x| > L/2− ξ′ − vF t.
(8.6)
This describes the penetration of magnetization into the
bulk via a ballistic motion of a fraction of a soliton from
the edge into the bulk, and as expected eventually leads
to a constant magnetization (species imbalance) of the
noninteracting Fermi gas in the presence of a finite Zee-
man field (chemical potential imbalance) h. However,
this takes a macroscopically long time tL ≈ L/vF to
travel through the system. From here on, we will focus
on the thermodynamic limit (L→∞ but t finite), in the
bulk of the sample and thus neglect these “edge” effects.
We will thus take 〈φˆσ(x, t)〉 = 0 in the spin-gapped BCS
ground state.
Using the BCS ground-state correlators from Sec. V,
DBCS
φˆ
(x) ∼ const .,
DBCS
θˆ
(x) ∼ x/ξ + const . (8.7)
inside post-quench ones at time t, Eq. (8.3),(8.4), we ob-
tain
〈ei
√
2[φˆσ(x,t)−φˆσ(0,t)〉 ∼ e−(x+2vF t−|x−2vF t|)/(4ξ)
∼
{
e−
2vF t
2ξ , x 2vF t,
e−
x
2ξ , x 2vF t,
(8.8)
and
〈ei
√
2[θˆσ(x,t)−θˆσ(0,t)〉 ∼ e−(3x+|x−2vF t|−2vF t)/(4ξ0)
∼
{
e−
x−vF t
ξ , x 2vF t,
e−
x
2ξ , x 2vF t,
(8.9)
These exhibit exponential behavior in time and space and
at long time reach a stationary form. As we will see these
differ qualitatively from a quench from the FFLO state
to which we turn next.
B. Quench U → 0 from FFLO state
The nonzero magnetization in the FFLO state is car-
ried by a soliton lattice. Thus, following a quench we ex-
pect nontrivial dynamics associated with soliton lattice
oscillations and breathing, described by the solution of
the sine-Gordon equation. However, strong 1D quantum
fluctuations wash out this classical dynamics, that will,
however, appear in higher dimensions. Furthermore, as
we have seen in Sec. V, outside of a narrow range above
hc solitons strongly overlap, leading to a vanishing peri-
odic (in space) component of the density. The magneti-
zation can therefore be well approximated by a constant,
corresponding to
〈φˆσ(x, t)〉 ∼ pim¯√
2
x. (8.10)
Recalling from Sec. V, the FFLO ground state pre-
quench correlations are given by
DFFLO
φˆ
(x) = 1/2〈(φ˜σ(x)− φ˜σ(0))2〉 ∼ κ
2
ln
x
a
,
DFFLO
θˆ
(x) = 2〈(θ˜σ(x)− θ˜σ(0))2〉 ∼ 2
κ
ln
x
a
.
(8.11)
Using them inside post-quench correlators in Eqs. (8.3)
and (8.4), we find
〈ei
√
2[φˆρ(x,t)−φˆρ(0,t)〉 ∼ eipim¯x
(a
x
) 1
2 (
2
κ+
κ
2 )
×
∣∣∣∣x2 − (2vF t)2(2vF t)2 + a2
∣∣∣∣ 14 ( 2κ−κ2 ) , (8.12)
〈ei
√
2[θˆρ(x,t)−θˆρ(0,t)〉 ∼
(a
x
) 1
2 (
2
κ+
κ
2 )
∣∣∣∣ (2vF t)2 + a2x2 − (2vF t)2
∣∣∣∣ 14 ( 2κ−κ2 ) ,
(8.13)
and
2a2〈∂xφˆσ(x)∂x′ φˆσ(0)〉
∼ − (κ/2 + 2/κ)a
2
2x2
− (κ/2− 2/κ)a
2
4(x+ 2vF t)2
− (κ/2− 2/κ)a
2
4(x− 2vF t)2 .
(8.14)
These power-law dynamic correlations contrast strongly
with those for the quench from the BCS state and exhibit
a long-time stationary pre-thermalized state.
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IX. 1D SPIN-IMBALANCED FERMI-HUBBARD
MODEL: QUENCH DYNAMICS
We now are in the position to assemble the results from
earlier sections to predict the quench dynamics of the
1D spin-imbalanced Fermi gas, described by the Fermi-
Hubbard model. As discussed in Sec. VIII, in this paper
we limit our study to a quench protocol to a vanishing on-
site interaction, i.e., a quench U → 0. Such quench is not
only simpler to analyze, but also more straightforwardly
implementable in a Feshbach resonant gas by tuning to
a point of a vanishing scattering length and by shutting
off the trap.
A. U → 0 from BCS state
Combining Eqs. (7.6) and (8.8), we obtain the spin-
singlet pairing correlator [defined via Eqs. (2.10a) and
(2.13)] at time t, following a U → 0 quench from an
initial BCS ground state,
SBCSss (x, t)
= 〈ei
√
2[θˆρ(x,t)−θˆρ(0,t)]〉〈cos(
√
2φˆσ(x, t)) cos(
√
2φˆσ(0, t))〉,
∼
(a
x
)(Kρ0+K−1ρ0 )/2 ∣∣∣∣x2 − (2vF t)2(2vF t)2 + a2
∣∣∣∣(Kρ0−K
−1
ρ0 )/4
× e−(x+2vF t−|x−2vF t|)/(4ξ),
∼

(
a
x
)K−1ρ0 ( a
2vF t
)(Kρ0−K−1ρ0 )/2
e−
vF t
ξ , x 2vF t,(
a
x
)(Kρ0+K−1ρ0 )/2 e− x2ξ , x 2vF t,
(9.1)
illustrated in Fig. 1 and Fig. 2. We observe that despite
the initial power-law correlations in the BCS ground state
(set by gapless charge fluctuations), at the light-cone
time t∗(x) = x/(2vF ) [64], these correlations crossover to
short-ranged stationary ones set by the correlation length
ξ.
Above dynamics is also reflected in momentum space.
We illustrate in Fig. 18 the spatial Fourier transform
of SBCSss (x, t), namely the Cooper-pair momentum distri-
bution npairq (t). We observe that the strength of zero-
momentum peak decays in time, indicating the collapse
of the BCS pairing following the quench to the nonin-
teracting state. This is consistent with the exponentially
decaying BCS pairing order shown in Eq. (9.1).
Combining Eqs. (7.6) and (8.9), we obtain the post-
quench dynamical spin-triplet correlator (defined via
t=0.0
t=0.3
t=0.8
t=1.0
t=2.0
t=5.0
BCS
0 1 2 3 4 q0.0
0.1
0.2
0.3
0.4
nq
pair
FIG. 18: Cooper-pair momentum distribution npairq (t) for a
series of time following the quantum quench U → 0 at t =
0 from the BCS ground state for Kρ = 1.6 at t = 0
−. It
illustrates a decay of the zero-momentum peak following the
quench.
-2.0
-1.5
-1.0
-0.5
0
FIG. 19: Space-time intensity plot of density-density correla-
tion function SBCSnn (q, t) following a U → 0 quench at t = 0
from the BCS state for Kρ = 1.6 at t = 0
−. The light-cone
boundary (x = 2vF t, the dotted line is a guide to an eye) is a
crossover between the early-time ground-state correlation to
those in the asymptotic long time stationary state.
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FIG. 20: Structure function SBCSnn (q, t) for a series of time
following the quantum quench U → 0 at t = 0 from the
BCS spin-singlet ground state for Kρ = 1.6 at t = 0
−, with
approximate analytical form given by Eq. (9.4).
Eq. (2.10b)(2.14))
SBCSst (x, t)
= 〈ei
√
2[θˆρ(x,t)−θˆρ(0,t)]〉〈cos(
√
2θˆσ(x, t)) cos(
√
2θˆσ(0, t))〉
∼
(a
x
)(Kρ0+K−1ρ0 )/2 ∣∣∣∣x2 − (2vF t)2(2vF t)2 + a2
∣∣∣∣(Kρ0−K
−1
ρ0 )/4
× e−(3x+|x−2vF t|−2vF t)/(4ξ),
∼
e−
x−vF t
ξ
(
a
x
)K−1ρ0 ( a
2vF t
)(Kρ0−K−1ρ0 )/2
, x 2vF t,
e−
x
2ξ
(
a
x
)(Kρ0+K−1ρ0 )/2 , x 2vF t.
(9.2)
We observe that it also displays a light-cone crossover
from a spatial exponential decay in the singlet BCS
ground state at short times to a stationary exponen-
tial decay with a doubled correlation length at long time
t > t∗(x). The doubled correlation length seems to in-
dicate that, compared to the initial singlet BCS ground
state, the triplet-pairing is enhanced as the former is ex-
ponentially suppressed.
Combining Eqs. (7.5), (7.7), and (8.8) we obtain the
post-quench density-density correlation function,
SBCSnn (x, t) = 2a
2〈∂xφˆρ(x, t)∂x′ φˆρ(0, t)〉+ e−2ikF x〈ei
√
2[φˆρ(x,t)−φˆρ(0,t)〉〈cos(
√
2φˆσ(x, t)) cos(
√
2φˆσ(0, t))〉+ h.c.,
∼ −1
2
(
(Kρ0 +K
−1
ρ0 )
∣∣∣a
x
∣∣∣2 + Kρ0 −K−1ρ0
2
[
a2
(x+ 2vF t)2
+
a2
(x− 2vF t)2
])
+ cos(2kFx)
(a
x
)(Kρ0+K−1ρ0 )/2 ∣∣∣∣ (2vF t)2 + a2x2 − (2vF t)2
∣∣∣∣(Kρ0−K
−1
ρ0 )/4
e−(x+2vF t−|x−2vF t|)/(4ξ)
∼

−Kρ0
∣∣a
x
∣∣2 + (ax)Kρ0 ( 2vF ta )(Kρ0−K−1ρ0 )/2 e− vF tξ cos(2kFx), x 2vF t,
− 14 (Kρ0 −K−1ρ0 ) a
2
(x−2vF t)2 , x ≈ 2vσt,
− 12 (Kρ0 +K−1ρ0 )
∣∣a
x
∣∣2 + (ax)(Kρ0+K−1ρ0 )/2 e− x2ξ cos(2kFx), x 2vσt.
(9.3)
illustrated in Figs. 5 and 19. It displays a divergent
power-law peak at the light-cone boundary x = 2vF t,
instead of a moving light-cone node for the spin-singlet
(9.1) and triplet (9.2) correlators. In the bulk, for early
time (t < t∗(x)) the correlator displays spatial correla-
tions of the initial ground state, with a time-dependent
decaying pre-factor. In the long time limit (t > t∗(x)) it
crosses over to a time-independent stationary form, ex-
pected for a pre-thermalized state.
The corresponding structure function SBCSnn (q) is illus-
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trated in Fig. 20. It displays a buildup of oscillations
as time evolves. Noting from Eq. (9.3) that the charge
sector contribution dominates over the spin sector, the
structure function can be well approximated by
SBCSnn (q) ∼
√
pi
2
|q| [(Kρ0 +K−1ρ0 ) + (Kρ0 −K−1ρ0 ) cos(2qvF t)]
(9.4)
qualitatively consistent with the behavior of the full ex-
pression illustrated Fig. 20.
The dynamical magnetization-magnetization correla-
tor is given by
SBCSmm(x) = − cos(2kFx)
(a
x
)(Kρ0+K−1ρ0 )/2
×
∣∣∣∣ (2vF t)2 + a2x2 − (2vF t)2
∣∣∣∣(Kρ0−K
−1
ρ0 )/4
e−(x+2vF t−|x−2vF t|)/(4ξ)
∼
−
(
a
x
)Kρ0 ( 2vF t
a
)(Kρ0−K−1ρ0 )/2 e− vF tξ cos(2kFx), x 2vF t,
− (ax)(Kρ0+K−1ρ0 )/2 e− x2ξ cos(2kFx), x 2vσt.
(9.5)
It is illustrated in Figs. 21 and 22 and also shows light-
cone dynamics and thermalization. The evolution is more
evidently demonstrated in momentum space (see Fig.
23), where following the quench the 2kF quasi-Bragg
peak of the BCS ground state is suppressed and rounded
into a Lorentzian following the quench.
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FIG. 21: Space-time intensity plot of the magnetization-
magnetization correlation function SBCSmm(x, t) following a U →
0 quench at t = 0 from the BCS state for Kρ = 1.6 at t = 0
−.
At the light-cone time t∗(x) = x/(2vF ), the correlation shows
a crossover from the spatial dependence of the initial ground
state to the one of the thermalized stationary state.
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FIG. 22: Magnetization-magnetization correlation function
SBCSmm(x, t) following a U → 0 quench at t = 0 from the BCS
state for a series of times. The peak moves as a light-cone
wave-front, x = 2vF t.
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FIG. 23: Magnetization structure function SBCSmm(q, t) for a
series of times following a U → 0 quench at t = 0 from the
BCS state for Kρ = 1.6 at t = 0
−. With time, the 2kF peak
evolves from the quasi-Bragg peak of the ground-state to a
Lorentzian at long times.
B. U → 0 from FFLO state
Using results of previous sections, Eqs. (7.6) and (8.8)
inside (2.13), we obtain the spin-singlet pairing correlator
following a U → 0 quench from an initial FFLO ground
state,
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SFFLOss (x, t) ∼ cos(kFFLOx)
(a
x
)(κ2+ 2κ+Kρ0+K−1ρ0 )/2 ∣∣∣∣x2 − (2vF t)2(2vF t)2 + a2
∣∣∣∣ 14 (Kρ0−K
−1
ρ0 +
2
κ−κ2 )
,
∼ cos(kFFLOx)

(
a
x
)K−1ρ0 +κ2 ( a
2vF t
) 1
2 (Kρ0−K−1ρ0 + 2κ−κ2 )
, x 2vF t,(
a
x
) 1
2 (
κ
2+
2
κ+Kρ0+K
−1
ρ0 ) , x 2vF t.
(9.6)
illustrated in Fig. 3 and 4. It displays a light-cone
crossover from the early time (t < t∗(x)) spatial power-
law correlations of the FFLO ground state to a long-time
stationary shorter-range power-law correlations.
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FIG. 24: Cooper-pair momentum distribution npairq (t) for a
series of time following the quantum quench U → 0 at t = 0
from the FFLO ground state for Kρ = 1.6 at t = 0
−. The
FFLO peak shrinks with increasing time following the quench.
We compute the associated Cooper-pair momentum
distribution npairq (t), and illustrate it in Fig. 24. Fol-
lowing the quench, the finite momentum peak at kFFLO
gradually diminishes, indicating the weakening of the
FFLO pairing correlations. We note this is also in qual-
itative agreement with the DMRG result of quenching
U → −U for small U [94], as for repulsive U the cosine
nonlinearity becomes irrelevant away from commensurate
fillings and the quench is expected to share similar fea-
tures with the U → 0 result illustrated above.
Similarly, evaluating the spin-triplet correlator we find,
SFFLOst (x, t)
∼
(a
x
) 1
2 (
2
κ+
κ
2+Kρ+K
−1
ρ )
∣∣∣∣ (2vF t)2 + a2x2 − (2vF t)2
∣∣∣∣ 14 ( 2κ−Kρ+K
−1
ρ −κ2 )
,
∼
{(
a
x
)( 2κ+K−1ρ ) ( 2vF t
a
) 1
2 (
2
κ−Kρ+K−1ρ −κ2 ) , x 2vF t,(
a
x
) 1
2 (
2
κ+
κ
2+Kρ+K
−1
ρ ) , x 2vF t.
(9.7)
which crosses-over from an initial spatial power-law de-
cay of the FFLO ground state to an asymptotic station-
ary power-law decay with a distinct power-law exponent.
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FIG. 25: Space-time intensity plot of density-density correla-
tion function SFFLOnn (x, t) following a U → 0 quench at t = 0
from the FFLO state for Kρ = 1.6 at t = 0
−. The light-cone
boundary (x = 2vF t, the dotted line is a guidance to the eye)
separates early-time ground-state correlation from those in
the asymptotic large time stationary state.
The latter can be shown to be smaller than the exponent
of the FFLO initial state, indicating triplet pairing is ef-
fectively enhanced in the long-time stationary state, in
agreement with quench from the BCS state.
Combining components found in the previous sections
we also computed the density-density correlation func-
tion after a quench from the FFLO state, illustrated in
Figs. 25 and 26. Because of the identical gapless behav-
ior of the charge sector, we find that the correlator shares
some features with the quench from the BCS state. How-
ever, the 2kF (and harmonic) Friedel oscillations of the
BCS state, for the FFLO quench are replaced by 2kF↑
and 2kF↓ counterparts, corresponding to the imbalanced
densities of the two fermionic species. Also, for the FFLO
quench power-law space-time correlations replace the ex-
ponential ones. The asymptotic long-time limit of the
structure function SFFLOnn (q, t → ∞), is also illustrated in
Fig. 27, clearly differing from the free-fermion result.
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FIG. 26: Density-density correlation function SFFLOnn (x, t) fol-
lowing a U → 0 quench at t = 0 from the FFLO state for a
series of times. The dominant features is the moving power-
law peak −1/(x− 2vF t)2 at the light-cone boundary, similar
to the BCS quench.
SFFLOnn (x, t) = 2a
2〈∂xφˆρ(x, t)∂x′ φˆρ(0, t)〉+ e−2ikF x〈ei
√
2[φˆρ(x,t)−φˆρ(0,t)〉〈cos(
√
2(φˆσ(x, t)− φˆσ(0, t))〉+ h.c.,
∼ −1
2
(
(Kρ0 +K
−1
ρ0 )
(a
x
)2
+
Kρ0 −K−1ρ0
2
[
a2
(x+ 2vF t)2
+
a2
(x− 2vF t)2
])
+ cos(kFFLOx) cos(2kFx)
(a
x
)(Kρ0+K−1ρ0 +κ2+ 2κ )/2 ∣∣∣∣x2 − (2vF t)2(2vF t)2 + a2
∣∣∣∣( 2κ−Kρ0+K
−1
ρ0 −κ2 )/4
,
∼

−Kρ0
(
a
x
)2
+
(
a
x
)Kρ0+κ/2 ( a
2vF t
)( 2κ−Kρ0+K−1ρ0 −κ2 )/2 cos(2kF↑x)+cos(2kF↓x)
2 , x 2vF t,
− 14 (Kρ0 −K−1ρ0 ) a
2
(x−2vF t)2 , x ≈ 2vσt,
− 12 (Kρ0 +K−1ρ0 )
(
a
x
)2
+
(
a
x
)(Kρ0+K−1ρ0 +κ2+ 2κ )/2 cos(2kF↑x)+cos(2kF↓x)
2 , x 2vF t,
(9.8)
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FIG. 27: Asymptotic long-time limit of the number density
structure function SFFLOnn (q, t → ∞) following the quantum
quench U → 0 at t = 0 from the FFLO ground state for
Kρ = 1.6 at t = 0
−, as compared to the free fermion result.
The magnetization-magnetization correlation function
is another important observable for identification of the
FFLO ground state. Following a quench, it is given by
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FIG. 28: Space-time intensity plot of magnetization-
magnetization correlation function SFFLOmm (x, t) following a
U → 0 quench at t = 0 from the FFLO state for Kρ = 1.6
at t = 0−. The light-cone boundary (x = 2vF t, the dotted
line is a guide to the eye) separates early-time ground-state
correlation from those in the asymptotic large time stationary
state.
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FIG. 29: Magnetization-magnetization correlation function
SFFLOmm (x, t) following a U → 0 quench at t = 0 from the FFLO
state for a series of times. The divergence peak moves as a
wave-front at the light-cone x∗(t) = 2vF t.
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FIG. 30: Asymptotic long-time limit of the magnetization
structure function SFFLOmm (q, t → ∞) following the quantum
quench U → 0 at t = 0 from the FFLO ground state for
Kρ = 1.6 at t = 0
−, as compared to the free fermion result.
SFFLOmm (x) ∼ −
1
4
[
2(κ/2 + 2/κ)a2
x2
+
(κ/2− 2/κ)a2
(x+ 2vF t)2
+
(κ/2− 2/κ)a2
(x− 2vF t)2
]
− cos(2kF↑x) + cos(2kF↓x)
2
(a
x
)(Kρ0+K−1ρ0 +κ2+ 2κ )/2 ∣∣∣∣x2 − (2vF t)2(2vF t)2 + a2
∣∣∣∣( 2κ−Kρ0+K
−1
ρ0 −κ2 )/4
,
∼

−κ2
(
a
x
)2 − (ax)Kρ0+κ/2 ( a2vF t)( 2κ−Kρ0+K−1ρ0 −κ2 )/2 12 [cos(2kF↑x) + cos(2kF↓x)] , x 2vF t,
1
4 (
2
κ − κ2 ) a
2
(x−2vF t)2 , x ≈ 2vσt,
− 12 (κ2 + 2κ )
(
a
x
)2 − (ax)(Kρ0+K−1ρ0 +κ2+ 2κ )/2 12 [cos(2kF↑x) + cos(2kF↓x)] , x 2vF t,
(9.9)
and is illustrated in Figs. 28 and 29. It displays a form
quite similar to the density-density correlator SFFLOnn (x, t).
Its long time limit in momentum space, SFFLOmm (q, t →
∞), is also illustrated in Fig. 30, showing that the kF↑,↓
peaks are smoothed over in the long time limit.
X. SUMMARY AND CONCLUSION
We used bosonization and the exact Luther-Emery
mapping methods to study the dynamics of the 1D spin-
imbalanced attractive Fermi-Hubbard model following a
quench of its on-site interaction, U → 0, particularly fo-
cusing on the long-time asymptotic behavior. We char-
acterized the dynamics by evaluating a number of phys-
ically accessible post-quench correlation functions, such
as the spin-singlet and triplet as well as the number and
magnetization density correlators. On the scale of light-
cone time x/(2vF ), these show a dephasing-driven evolu-
tion to a stationary state that exhibits strong qualitative
dependence on the state of the initial pre-quench ground
state.
The quench from the spin-gapped BCS ground state
leads to a stationary state with a short-range correlated
spin component (see Sec. IX A), characterized by a cor-
relation length 2ξ = 2pivσ/U for x < x∗(t) = 2vF t
and stationary power-law correlated charge component.
The spin component matches the exponentially decaying
spatial correlations of a noninteracting Fermi gas at fi-
nite temperature with correlation length ξT = vF /(2piT ).
This suggests that for quenches from the BCS state the
spin-component thermalizes to the effective temperature,
Teff = vF /(4piξ) ∼ U, (10.1)
while the gapless charge sector within the harmonic Lut-
tinger liquid analysis remains pre-thermalized [68, 69],
i.e., does not thermalize. Thus we note that the extent
to which the system appears to thermalize can depend on
the measured observable, the level to which the gapped
and gapless contributions contribute to its long-time be-
havior. For example, since the number density-density
correlator [Eq. (9.3)] is dominated by the gapless charge
sector, it shows no sign of thermalization (asymptotes
to a power-law correlated pre-thermalized form) for a
quench from the BCS ground state. On the other hand,
the magnetization-magnetization correlator (9.5) is dom-
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inated by the gapped spin sector and appears to thermal-
ize.
Furthermore, a quench from a ground state in the spin-
(and charge-) gapless FFLO phase leads to a power-law
stationary state for both spin and charge, thus neither
thermalizes.
The thermalization and lack of it for the quench from
gapped and gapless states, respectively, are consistent
with the arguments in Refs. [64, 81, 99], that a “deep”
quench (defined by large ratio of initial to final gap,
∆0/∆1  1), e.g., a gapped to gapless Hamiltonian is
necessary for thermalization, a conclusion based on re-
sults obtained using the generic method of slab construc-
tion, conformal field theory, and physical arguments. As
emphasized by Cardy et al. [81], strictly speaking the
state itself is neither stationary nor thermal. It is the
local observables, expressible in terms of two-point cor-
relation functions that thermalize in the thermodynamic
limit by dephasing of an infinite number of momentum
modes. For a local observable the relevant system is ef-
fectively open with the modes outside of the local region
set by x∗(t) acting like an effective bath.
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Appendix A: Green’s functions for Luther-Emery approach
In this section, we fill the technical gap leading to the θˆσ correlation for Luther-Emery approach. Using Eq. (4.2)
and Wick’s theorem, we obtain
〈ei
√
2[θˆσ(x)−θˆσ(0)]〉 = 〈ei2[θˆ(x)−θˆ(0)]〉,
= (2pia)2〈cˆ†R(x)cˆ†L(x)cˆL(0)cˆR(0)〉,
∼ (2pia)2[−G12(x)G21(x) +G11(x)G22(x)].
(A1)
Here the minus sign comes from the fermionic anti-commutation relation and the Green’s functions of (cˆR, cˆL) are
G11(x) =
∑
p
eipx
L
〈cˆ†R(p)cˆR(p)〉, (A2a)
G22(x) =
∑
p
eipx
L
〈cˆ†L(p)cˆL(p)〉, (A2b)
G12(x) =
∑
p
eipx
L
〈cˆ†R(p)cˆL(p)〉, (A2c)
G21(x) =
∑
p
eipx
L
〈cˆ†L(p)cˆR(p)〉, (A2d)
which we will examine shortly how they behave asymptotically for the BCS state and the FFLO state, respectively.
But before that, we notice the following to be true:
〈ei
√
2[θˆσ(x)+θˆσ(0)]〉 = (2pia)2〈cˆ†R(x)cˆ†L(x)cˆ†L(0)cˆ†R(0)〉 = 0, (A3)
and therefore
〈cos(
√
2(φˆσ(x)) cos(
√
2φˆσ(0))〉 = 1
2
<
[
〈ei
√
2[θˆσ(x)−θˆσ(0)]〉+ 〈ei
√
2[θˆσ(x)+θˆσ(0)]〉
]
,
=
1
2
<〈ei
√
2[θˆσ(x)+θˆσ(0)]〉.
(A4)
Here < standards for the real-part.
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The φˆσ correlation turns out to be out of the reach of the LE approach. Unlike θˆσ, the φˆσ correlation
〈ei
√
2[φˆσ(x)−φˆσ(0)]〉 = 〈ei[φˆ(x)−φˆ(0)]〉 can not be related to the correlation of the spinless fermions (cˆR, cˆL) in a sim-
ple way. Especially, we have
〈cˆ†R(x)cˆL(x)cˆ†L(0)cˆR(0)〉 = (2pia)2〈ei2[φˆ(x)−φˆ(0)]〉, (A5)
and is not connected to 〈ei[φˆ(x)−φˆ(0)]〉 since relation (3.7) no longer applies for the non-quadratic Hamiltonian (2.8).
1. Equilibrium BCS state
For the BCS state, the distribution of (cˆR, cˆL) obeys Eq. (4.9), by using which we easily obtain
G12(x) = −
∫ ∞
−∞
dp
2pi
1
2
sin 2βp =
1
ξ
∫ ∞
0
dp
2pi
cos(px/ξ)√
1 + p2
=
K0(|xξ |)
2piξ
, (A6a)
G11(x) =
∫ ∞
−∞
dp
2pi
1− cos 2βp
2
eipx = − i
ξ
∫ ∞
0
dp
2pi
p sin(px/ξ)√
1 + p2
= i
∂xK0(x/ξ)
2piξ
=
−iK1(|xξ |)
2piξ
, (A6b)
G22(x) =
∫ ∞
−∞
dp
2pi
1 + cos 2βp
2
eipx = −G11(x) = i
K1(|xξ |)
2piξ
, (A6c)
with tan 2βp = −U/(pivσp). Here ξ = pivσ/U is the correlation length and K0,1 are the modified Bessel functions
satisfying
Kz(x)→
√
pi
2x
e−x(1 +
4z2 − 1
8x
+O(
1
x2
)), x > 1. (A7)
Plugging Eq. (A6) inside (A1), we then find for the gapped BCS state,
〈ei
√
2[θˆσ(x)−θˆσ(0)]〉 ∼ a
2
x2
e−2x/ξ, (A8)
which is Eq. (4.10) in the main text.
The corresponding average magnetization and the long-wavelength part of the magnetization-magnetization corre-
lation function can also be evaluated as
m¯ ≡ − 1
L
∫
dx
√
2
pi
〈∂xφˆσ(x)〉 =
√
2
L
∫
dx〈cˆ†RcˆR + cˆ†LcˆL〉 =
√
2
2pi
∫ ∞
−∞
dp〈cˆ†u(p)cu(p)〉 ∼ 0, (A9)
and
〈∂xφˆσ(x)∂x′ φˆσ(0)〉 =
∑
n,n′=R,L
〈cˆ†n(x)cˆn(x)cˆ†n′(0)cˆn′(0)〉 ∼
∑
n,n′=1,2
Gnn′(x)Gnn′(−x),
∼ − 1
2piξx
e−2x/ξ.
(A10)
2. Equilibrium FFLO state
For the FFLO state, the distribution of (cˆR, cˆL) instead obeys Eq. (4.13) and the Green’s function G11(x) now
becomes
G11(x) =
∫ k˜F
−k˜F
dp
2pi
eipx +
∫ ∞
k˜F
dp
2pi
1− cos 2βp
2
eipx +
∫ −k˜F
−∞
dp
2pi
1− cos 2βp
2
eipx,
=
1
2
∫ k˜F
−k˜F
dp
2pi
eipx − i
ξ
∫ ∞
k˜F ξ
dp
2pi
p sin(px/ξ)√
1 + p2
,
= −K1(x/ξ)
2piξ
+
i
ξ
∫ k˜F ξ
0
dp
2pi
p sin(px/ξ)√
1 + p2
+
sin(k˜Fx)
2pix
.
(A11)
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Focusing on long-distance asymptotic behavior, we can throw away the K1(x) part that decays exponentially. We
can further simplify the second term in the above equation by noticing k˜F ξ < 1 generically true for small spin
imbalance (which is the case we consider throughout the paper), and thereby obtain
G11(x) ∼ i
ξ
∫ k˜F ξ
0
dp
2pi
p sin(px/ξ) +
sin(k˜Fx)
2pix
,
∼ sin(k˜Fx)− ik˜F ξ cos(k˜Fx)
2pix
+
iξ sin(k˜Fx)
2pix2
.
(A12)
The other Green’s functions can be obtained in a similar way as
G22(x) ∼ sin(k˜Fx) + ik˜F ξ cos(k˜Fx)
2pix
− iξ sin(k˜Fx)
2pix2
, (A13)
and
G12(x) = G21(x) ∼ − sin(k˜Fx)(1− (k˜F ξ)
2/2)
2pix
+
cos(k˜Fx)k˜F ξ
2
0
2pix2
. (A14)
Plugging them back into Eq. (A1), we then obtain the θˆσ correlation for the spin-gapless FFLO state to lowest
order as
〈ei
√
2[θˆσ(x)−θˆσ(0)]〉 ∼ a
2
x2
[− sin2(k˜Fx)(1− (k˜F ξ)2/2)2 + sin2(k˜Fx) + (k˜F ξ)2 cos2(k˜Fx)],
∼ (k˜F ξ)2 a
2
x2
,
(A15)
which is Eq. (4.15) in the main text.
Similarly, the average magnetization and its correlation function’s long-wavelength part are evaluated as
m¯ =
√
2
2pi
∫ ∞
−∞
dp〈cˆ†u(p)cu(p)〉 =
√
2k˜F
pi
∼
√
2
√
h2 − U2/(pia)2
pivσ
, (A16)
and
〈∂xφˆσ(x)∂x′ φˆσ(0)〉 ∼
∑
n,n′=1,2
Gnn′(x)Gnn′(−x) ∼ − sin
2(k˜Fx)
pi2x2
. (A17)
Appendix B: Semi-classical approach for equilibrium BCS state
In this section, we derive the φˆσ correlation [Eq. (5.6)] for equilibrium BCS state within the semiclassical approach
in details. Using relation,
φˆσ(x) = −
√
Kσ
ipi
L
∑
p 6=0
(
L|p|
2pi
)1/2
1
p
e−a|p|/2−ipx(bˆ†p + bˆ−p), (B1a)
θˆσ(x) =
1√
Kσ
ipi
L
∑
p 6=0
(
L|p|
2pi
)1/2
1
|p|e
−a|p|/2−ipx(bˆ†p − bˆ−p), (B1b)
and the statistics of (bˆp, bˆ
†
p) Eq. (5.5), we have
〈(φˆσ(x)− φˆσ(0))2〉 = Kσ
∫ ∞
0
dp
p
e−ap[1− cos(px)]
[
〈bˆ†pbˆ†−p〉+ 〈bˆ†pbˆp〉+ 〈bˆ−pbˆ†−p〉+ 〈bˆpbˆ−p〉
]
,
= Kσ
∫ ∞
0
dp√
p2 + 1/λ2
e−ap[1− cos(px)],
= Kσ[ArcSinh(λ/a)−K0(x/λ)],
∼ const,
(B2)
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where const = Kσ ArcSinh(λ/a) ∼ O(1) and for long distance behavior we have ignored K0(x) that decays exponen-
tially.
The θˆσ correlation can be evaluated in a similar way. We have
〈(θˆσ(x)− θˆσ(0))2〉 = 1
Kσ
∫ ∞
0
dp
p
e−ap[1− cos(px)]
[
〈bˆ−pbˆ†−p〉+ 〈bˆ†pbˆp〉 − 〈bˆ†pbˆ†−p〉 − 〈bˆpbˆ−p〉
]
,
=
1
Kσ
∫ ∞
0
dp
√
p2 + 1/λ2
p2
e−ap[1− cos(px)],
=
1
Kσ
∫ ∞
0
dp
[
1√
p2 + 1/λ2
+
1
λ2p2
√
p2 + 1/λ2
]
e−ap[1− cos(px)],
=
1
Kσ
[
ArcSinh(λ/a)−K0(x/λ)− 1− 1
2
G2113
(
x2
4λ2
∣∣∣∣ 3/20 1 1/2
)]
,
∼ −x/ξ0 + const,
(B3)
with ξ0 = 2λKσ/pi and const = [ArcSinh(λ/a)− 1]/Kσ ∼ O(1). Here we have used the property of MeijerG function
G2113
1
2λ2
∫ ∞
0
dp
1
p2
√
p2 + 1/λ2
e−ap[1− cos(px)] = −1
2
− 1
4
G2113
(
x2
4λ2
∣∣∣∣ 3/20 1 1/2
)
,
∼ pi
4
x
λ
− 1
2
, x > 1.
(B4)
Appendix C: Normal modes approach for charge sector dynamics
In this section, we fill in some technical details leading to the charge sector quench dynamics results [Eq. (7.5) and
(7.6)], obtained with the normal mode approach in the main text. Using Eq. (7.4), we have
〈b†p(t)bp(t)〉 = 〈b†−p(t)b−p(t)〉,
= cosh2 β1 sinh
2(β1 − β0) + sinh2 β1 cosh2(β1 − β0)− 1
2
sinh 2β1 sinh 2(β1 − β0) cos(2vρ1pt), (C1a)
〈b†p(t)b†−p(t)〉 = 〈bp(t)b−p(t)〉,
=
cosh2 β1
2
sinh 2(β1 − β0)e2ivρ1|p|t + sinh
2 β1
2
sinh 2(β1 − β0)e−2ivρ1|p|t − 1
2
sinh(2β1) cosh 2(β1 − β0),
(C1b)
〈b†p(t)b†p(t)〉 = 〈b−p(t)b−p(t)〉 = 〈b†p(t)b−p(t)〉 = 0. (C1c)
Summing them up, we obtain
〈bˆ†pbˆ†−p〉+ 〈bˆ†pbˆp〉+ 〈bˆ−pbˆ†−p〉+ 〈bpbˆ−p〉 = A1 +A2 cos(2vρ1pt), (C2a)
〈b−pb†−p〉+ 〈b†pbp〉 − 〈b†pb†−p〉 − 〈bpb−p〉 = B1 +B2 cos(2vρ1pt), (C2b)
where
A1 =
1
2
[(coshβ0 − sinhβ0)2 + (cosh(2β1 − β0)− sinh(2β1 − β0))2] = 1
2
(Kρ0 +
K2ρ1
Kρ0
), (C3a)
A2 =
1
2
[(coshβ0 − sinhβ0)2 − (cosh(2β1 − β0)− sinh(2β1 − β0))2] = 1
2
(Kρ0 −
K2ρ1
Kρ0
), (C3b)
B1 =
1
2
[(coshβ0 − sinhβ0)2 + (cosh(2β1 − β0)− sinh(2β1 − β0))2] = 1
2
(
1
Kρ0
+
Kρ0
K2ρ1
), (C3c)
B2 =
1
2
[(coshβ0 − sinhβ0)2 − (cosh(2β1 − β0)− sinh(2β1 − β0))2] = 1
2
(
1
Kρ0
− Kρ0
K2ρ1
). (C3d)
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Thus the θˆρ and φˆρ correlations become
〈[φˆρ(x, t)− φˆρ(0, t)]2〉 =
∫ ∞
0
dp
p
e−ap[1− cos(px)]〈(bˆ†p(t) + bˆ−p(t))(bˆ†−p(t) + bˆp(t))〉,
=
∫ ∞
0
dp
p
e−ap[1− cos(px)](A1 +A2 cos(2vF pt)),
= A1 ln
[x
a
]
+
1
2
A2 ln
∣∣∣∣x2 − (2vF t)2a2 + (2vF t)2
∣∣∣∣ ,
(C4)
and
〈[θˆρ(x, t)− θˆρ(0, t)]2〉 =
∫ ∞
0
dp
p
e−ap[1− cos(px)]〈(bˆ†p(t)− bˆ−p(t))(bˆ†−p(t)− bˆp(t))〉,
=
∫ ∞
0
dp
p
e−ap[1− cos(px)](B1 +B2 cos(2vF pt)),
= B1 ln
[x
a
]
+
1
2
B2 ln
∣∣∣∣x2 − (2vF t)2a2 + (2vF t)2
∣∣∣∣ ,
(C5)
At t = 0, above equations reduce to
〈[φˆ(x, t)− φˆ(0, t)]2〉 = Kρ0 ln
[x
a
]
, (C6a)
〈[θˆ(x, t)− θˆ(0, t)]2〉 = 1
Kρ0
ln
[x
a
]
, (C6b)
consistent with the initial pre-quench results Eqs. (3.6b) and (3.5b), as expected. Using relation (3.7), we are easy to
see they reproduce the results Eqs. (7.5) and (7.6) in the main text.
Appendix D: Normal modes approach for spin sector BCS quench dynamics
In the main text, we use the Heinsenberg equations of motion approach to study the quench dynamics for the spin
sector. In this appendix, we list the normal modes approach for the spin sector dynamics, for completeness purpose
as well as possible generalization to other quench protocols.
Substituting φˆσ(x), θˆσ(x) using relation (B1) into the post-quench Hamiltonian, we obtain the post-quench Hamil-
tonian in terms of bosonic creation and annihilation operator as
Hˆσ =
1
4
∑
p 6=0
vF |p|
[
(1/Kσ +Kσ)(bˆ
†
pbˆp + bˆ
†
−pbˆ−p) + (Kσ − 1/Kσ)(bˆ†pbˆ†−p + bˆpbˆ−p)
]
, (D1)
which is not diagonal since the Luttinger parameter is also quenched as Kσ → 1 following the interaction quench
U → 0. It can be diagonalized by the following Bogoliubov transformation:(
bˆp
bˆ†−p
)
=
(
coshβ sinhβ
sinhβ coshβ
)(
χˆp
χˆ†−p
)
≡ Uσ(0+)
(
χˆp
χˆ†−p
)
(D2)
with e−2β = Kσ.
Prior to the quench, we know from Eq. (5.2) that the initial Hamiltonian is diagonalized by[
bˆp
bˆ†−p
]
=
[
up −vp
−vp up
] [
αˆp
αˆ†−p
]
≡ Uσ(0−)
[
αˆp
αˆ†−p
]
. (D3)
The dynamics is easily encoded in the form of (χˆp(t), χˆ
†
p(t)), which satisfies(
χˆp(t)
χˆ†−p(t)
)
=
(
eivF |p|t 0
0 e−ivF |p|t
)(
χˆp
χˆ†−p
)
≡ UσT (t)
(
χˆp
χˆ†−p
)
. (D4)
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Thus following what is done in the charge sector dynamics section, we obtain similarly[
bˆp(t)
bˆ†−p(t)
]
= Uσ(0
+)UσT (t)Uσ(0
+)Uσ(0
−)
[
αˆp
αˆ†−p
]
. (D5)
Combining it with Eqs. (B1) and (5.3), we then find
〈(φˆσ(x, t)− φˆσ(0, t))2〉
= Kσ
∫ ∞
0
dp
p
e−ap[1− cos(px)]
[
〈bˆ†p(t)bˆ†−p(t)〉+ 〈bˆ†p(t)bˆp(t)〉+ 〈bˆ−p(t)bˆ†−p(t)〉+ 〈bp(t)bˆ−p(t)〉
]
,
= Kσ
∫ ∞
0
dp
p
e−ap[1− cos(px)] [(1 + 2v2p − 2upvp)[1 + (K−2σ − 1)(1− cos(2vF pt))/2] + 2K−2σ upvp[1− cos(2vF pt)]] ,
= Kσ
∫ ∞
0
dp√
p2 + 1/λ2
e−ap[1− cos(px)][1 + (K−2σ − 1)(1− cos(2vF pt))/2],
+
1
2Kσλ2
∫ ∞
0
dp
p2
√
p2 + 1/λ2
e−ap[1− cos(px)][1− cos(2vF pt)],
∼ K
−1
σ +Kσ
2
ArcSinh(λ/a) + Z(x, t),
(D6)
where
Z(x, t) ≡ 1
2Kσλ2
∫ ∞
0
dp
p2
√
p2 + 1/λ2
e−ap[1− cos(px)][1− cos(2pvF t)],
=
1
2Kσλ2
∫ ∞
0
dp
p2
√
p2 + 1/λ2
e−ap
(
1− cos(px) + 1− cos(2pvF t)− 1− cos(p(x− 2vF t))
2
− 1− cos(p(x+ 2vF t))
2
)
,
∼ pi
8Kσλ
(x+ 2vF t− |x− 2vF t|)− 1
2Kσ
,
∼
{
2vF t
2ξ − 12Kσ , x 2vF t,
x
2ξ − 12Kσ , x 2vF t,
(D7)
and we have used the Meijer G function property (B4) once again. The φˆσ correlation can then be evaluated as
〈ei
√
2[φˆσ(x,t)−φˆσ(0,t)]〉 ∼ e−Z(x,t) ∼
{
e−
2vF t
2ξ , x 2vF t,
e−
x
2ξ , x 2vF t,
(D8)
which is Eq. (8.8) in the main text.
Similarly, for the θˆσ − θˆσ correlation we have
〈(θˆσ(x, t)− θˆσ(0, t))2〉
=
1
Kσ
∫ ∞
0
dp
p
e−ap[1− cos(px)]
[
〈bˆ†p(t)bˆp(t)〉+ 〈bˆ−p(t)bˆ†−p(t)〉 − 〈bˆ†p(t)bˆ†−p(t)〉 − 〈bp(t)bˆ−p(t)〉
]
,
=
1
Kσ
∫ ∞
0
dp
p
e−ap[1− cos(px)] [(1 + 2v2p − 2upvp)[1 + (K2σ − 1)(1− cos(2vF pt))/2] + 2upvp[1 + cos(2vF pt)]] ,
=
1
Kσ
∫ ∞
0
dp
√
p2 + 1/λ2
p2
e−ap[1− cos(px)][1 + (K2σ − 1)(1− cos(2vF pt))/2],
+
1
2Kσλ2
∫ ∞
0
dp
p2
√
p2 + 1/λ2
e−ap[1− cos(px)][1 + cos(2vF pt)],
∼ K
−1
σ +Kσ
2
ArcSinh(λ/a) + Z ′(x, t),
(D9)
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where
Z ′(x, t) ≡ 1
2Kσλ2
∫ ∞
0
dp
p2
√
p2 + 1/λ2
e−ap[1− cos(px)][1 + cos(2pvF t)],
=
1
2Kσλ2
∫ ∞
0
dp
p2
√
p2 + 1/λ2
e−ap
(
1− cos(px)− (1− cos(2pvF t)) + (1− cos(p(x− 2vF t))
2
+
(1− cos(p(x+ 2vF t))
2
)
,
∼ pi
8Kσλ
(3x− 2vF t+ |x− 2vF t|)− 1
2Kσ
,
∼
{
x−vF t
ξ0
− 12Kσ , x 2vF t,
x
2ξ0
− 12Kσ , x 2vF t.
(D10)
The θˆσ correlation thereby is
〈ei
√
2[θˆσ(x)−θˆσ(0)]〉 ∝ e−Z′(x,t) ∼
{
e−
x−2vF t
ξ0 , x 2vF t,
e−
x
2ξ0 , x 2vF t.
(D11)
which we recognize as Eq. (8.9) in the main text. It is also worth noting that the following correlations
〈ei
√
2[φˆσ(x,t)+φˆσ(0,t)]〉 = 0, (D12a)
〈ei
√
2[θˆσ(x,t)+θˆσ(0,t)]〉 = 0, (D12b)
are both zero.
Generalizing the above apporoach to other quench protocols such as U → U ′ 6= 0 should also be straightforward.
In that case, the Hamiltonian (D1) will contain extra terms from the finite nonlinearity U ′ cos φˆσ term, which can
be again expressed in terms of quadratic operators of (bˆp, bˆ
†
p) by expanding the cosine potential around its minimum.
The post-quench dynamics will be governed by a matrix similar to Eq. (D4), but with vF being replaced with the
post-quench spin velocity vσ1. Other than that, the calculation procedure follows exactly the same as the one discussed
above. We leave this generalization to future work.
Appendix E: Wick’s theorem for Multiple fields
For Gaussian field φ˜(x), the relation (3.7) can be generalized to the multiple fields case as
〈ei
∑
j nj φˆ(xj)〉 = e− 12 〈(
∑
i niφˆ(xi))
2〉
= e−
1
2
∑
i n
2
i 〈φˆ2(0)〉−
∑
i>j ninj〈φˆ(xi)φˆ(xj)〉
= e−
1
2 (
∑
i ni)
2〈φˆ2(0)〉+ 12
∑
i>j ninj〈(φˆ(xi)−φˆ(xj))2〉
= e−
1
2 (
∑
i ni)
2
ln(L/a)+ 12
∑
i>j ninj〈(φˆ(xi)−φˆ(xj))2〉
= δ
(∑
i
ni
)
e
1
2
∑
i>j ninj〈(φˆ(xi)−φˆ(xj))2〉],
(E1)
where δ is the Kronicker delta function.
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