We present an interprocedural generalization of the well-known (intraprocedural) Coincidence Theorem of Kam and Ullman, which provides a su cient condition for the equivalence of the meet over all paths (MOP ) solution and the maximal xed point (MFP ) solution to a data ow analysis problem. This generalization covers arbitrary imperative programs with recursive procedures, global and local variables, and formal value parameters. In the absence of procedures, it reduces to the classical intraprocedural version. In particular, our stack-based approach generalizes the coincidence theorems of Barth and Sharir/Pnueli for the same setup, which do not properly deal with local variables of recursive procedures.
Motivation
Data ow analysis is a classical method for the static analysis of programs that supports the generation of e cient object code by \optimizing" compilers (cf. He, MJ] ). For imperative languages, it provides information about the program states that may occur at some given program points during execution.
Theoretically well-founded are data ow analyses that are based on abstract interpretation (cf. CC1]). The point of this approach is to replace the \full" semantics by a simpler more abstract version, which is tailored to deal with a speci c problem. Usually, the abstract semantics is speci ed by a local semantic functional, which gives abstract meaning to every program statement in terms of a transformation function from a lattice C into itself. The elements of C express the data ow information of interest. The (global) abstract semantics then results from one of the following two globalization strategies; the \operational" meet over all paths (MOP ) strategy, and the \denotational" maximal xed point (MFP ) strategy 1 in the sense of Kam and Ullman KU] . 2 The MOP-strategy directly mimics possible program executions: it \meets" (intersects) all information corresponding to program paths reaching the program point under consideration. This speci es the optimal result of a globalization but is in general not e ective.
The MFP -strategy iteratively approximates the greatest solution of a system of equations that express consistency between pre-conditions and post-conditions that are given in terms of data ow information: the pre-condition of a statement must be implied by each of the post-conditions of the predecessors, and the post-condition must be implied by the result of transforming the pre-condition according to the (abstract) meaning of the statement. In general, this leads to a suboptimal but algorithmic description.
The Intraprocedural Setting
In this section we summarize the intraprocedural setting for data ow analysis, which is characterized by a separate and independent investigation of the procedures of a program. Here it is common to represent procedures as directed ow graphs G = (N; E; s; e) with node set N and edge set E. 3 Nodes n 2 N represent the statements and edges (n; m) 2 E the nondeterministic branching structure of the corresponding procedure. pred G (n)= df f m j (m; n) 2 E g and succ G (n)= df f m j (n; m) 2 E g denote the set of all immediate predecessors and successors of 3 The construction of ow graphs is described in All]. a node n, respectively. s and e denote the unique start node and end node of G, which are assumed to possess no predecessors and successors, respectively. A nite path in G is a sequence (n 1 ; : : : ; n q ) of nodes such that (n j ; n j+1 ) 2 E for j 2 f1; : : : ; q ?1g. P m; n] denotes the set of all nite paths from m to n, and P m; n) the set of all nite paths from m to a predecessor of n. Moreover, lgth(p) denotes the number of node occurrences in p, and " the unique path of length 0. Finally, we assume that every node n 2 N lies on a path from s to e.
Given a complete semi-lattice (C; u; v; ?; >), whose elements are intended to express the relevant data ow information, the local abstract semantics of a ow graph G is given by a semantic functional ] ] : N ! (C ! C) which gives meaning to every node n 2 N in terms of a transformation on C. For simplicity, it is assumed that s and e are associated with the identity on C. The MOP-Solution: 8 n 2 N 8 c 0 2 C:
This directly re ects our desires but is in general not e ective.
The MFP -strategy iteratively approximates the greatest solution of a system of equations which speci es the consistency between pre-conditions and post-conditions that are expressed in terms of C: Equation System 2.1
Denoting the greatest solution of Equation System 2.1 with respect to the start information c 0 2 C by pre c 0 and post c 0 , the solution of the MFP -strategy is de ned by:
The MFP-Solution: 8 n 2 N 8 c 0 2 C: MFP c 0 (n) = pre c 0 (n)
In general, this leads to a suboptimal but algorithmic description.
Thus we have two global notions of semantics here, an operational one, which precisely mimics our intention, and a denotational one, which has an algorithmic character. In fact, we consider the MOP -strategy as a mean for the direct speci cation of data ow analysis problems, and the MFP-strategy as an algorithmic realization of such problems.
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This view rises the question of correctness (safety) or even completeness (optimality) of such algorithms. For the elegant answer to these questions we need two further notions: given a complete semi-lattice (C; u; v; ?; >), a function f : C ! C is called Thus, the variables of the main program are global variables of the procedures, and can be accessed by them.
The denotational (IMFP ) approach and the operational (IMOP ) approach require di erent representations of programs : ow graph systems and interprocedural ow graphs.
Flow Graph Systems
The denotational approach works on systems S = (G 0 ; G 1 ; : : : ; G k ) of ow graphs with disjoint sets of nodes N i and edges E i , in which every procedure of (including the main program 0 ) is represented as a directed ow graph G = (N; E; s; e) in the sense of Section 2. N S = df S fN i j i 2 f0; : : : ; kgg denotes the set of all nodes of S, E S = df S fE i j i 2 f0; : : : ; kgg the set of all edges of S, and N S C N S the set of all nodes representing procedure calls. Finally, we need the following functions, where P denotes the power set operator: fg : N S ! S with fg(n)= df G i i n 2 N i ,
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Explicit algorithms are presented in Appendix A.
5
Integrating static procedure nesting is straightforward.
callee : N S C ! S with callee(n)= df G i i n repesents a procedure call of G i , caller : S ! P(N S C ) with caller(G i )= df fn j callee(n) = G i g, start : S ! fs 0 ; : : : ; s k g with start(G i )= df s i for all i 2 f0; : : : ; kg and end : S ! fe 0 ; : : : ; e k g with end(G i )= df e i for all i 2 f0; : : : ; kg.
Intuitively, fg maps every node of a ow graph system to its corresponding ow graph, callee every call node to the called procedure, caller every procedure to its set of call nodes, and start and end every procedure to its start node and its end node, respectively. An illustrative ow graph system is given in Figure 1 . Interprocedural Flow Graphs
The operational approach requires an explicit representation of the interprocedural control ow caused by procedure calls. This is achieved by combining the ow graphs of S to an interprocedural ow graph G = (N ; E ; s ; e ), where s is given by s 0 and e by e 0 (cf. My, SP] ).
In detail, G results from S by applying the following two step procedure to every node n of N S C : Algorithm 3.1 Let S be a ow graph system, and n 2 N S C . Then 1. Replace n by two new nodes, the call node n C and the return node n R such that n C has the same set of predecessors as n but no successors and n R has the same set of successors as n but no predecessors. 2. Draw an edge from n C to start(callee(n)) and from end(callee(n)) to n R .
N C and N R denote the set of all call nodes and return nodes in N , respectively, and pred (n)= df f m j (m; n) 2 E g the set of all immediate interprocedural predecessors of n.
In the following, we will identify the set N S of nodes of S with the set N n N R of nodes of G to get an interpretation independent notion of program point. 
Interprocedural Paths
The notion of nite path as introduced in Section 2 naturally applies to interprocedural ow graphs as well. However, due to the special nature of procedure calls not every nite path 
Complete Interprocedural Paths
In order to determine the semantics of procedure calls, we need to deal with complete interprocedural paths p from start(fg(n)) to n, which are characterized by the fact that all procedure calls in p have been completed by a subsequent return. This guarantees that the occurrences of start(fg(n)) and n belong to the same procedure incarnation.
De nition 3.3 (Complete Interprocedural Path)
1. An interprocedural path p = (n 1 ; : : : ; n k ) 2 IP start(fg(n)); n] is called complete if it possesses equally many occurrences of procedure call and return nodes: j fi j n i 2 N C g j = j fi j n i 2 N R g j 2. CIP start(fg(n)); n] and CIP start(fg(n)); n) denote the set of all complete interprocedural paths from start(fg(n)) to n, and from start(fg(n)) to a predecessor of n, respectively.
That this actually realizes our intention is a consequence of the following property of interprocedural paths:
Lemma 3.4 Let p = (n 1 ; : : : ; n k ) 2 IP m; n] be an interprocedural path and (n i ; n j ) and (n i 0 ; n j 0 ) two of its pairs of corresponding call and return nodes. Then the integer intervals i : j] and i 0 : j 0 ] are either disjoint or one is included in the other.
This pattern is illustrated in Figure 3 , where f (n C i ; n R i ) j i 2 f1; : : : ; 4g g are assumed to be pairs of corresponding call and return nodes of p. p = (m; :::; n C 1 ; :::; n C 2 ; :::; n R 2 ; :::; n C 3 ; :::; n C 4 ; :::; n R 4 ; :::; n R 3 ; :::; n R 1 ; :::; n) 2 IP m; n] The following lemma, which can easily be proved, will be important:
Lemma 3.5 Let s 2 fs 0 ; : : : ; s k g, p = (n 1 ; : : : ; n k ) 2 IP s; n] and (n i ; n j ) a pair of corresponding call and return nodes. Then we have:
(n i+1 ; : : : ; n j?1 ) 2 CIP start(callee(n i )); end(callee(n i ))] Remark 3.6 If the underlying program has no procedures, the ow graph system S and the interprocedural ow graph G collapse to the ow graph G 0 of 0 . In this special case our framework coincides with the standard intraprocedural framework.
Conventions: Throughout the rest of this paper we assume an arbitrary but xed program = ( 0 ; 1 ; : : : ; k ) with ow graph system S = (G 0 ; G 1 ; : : : ; G k ) and interprocedural ow graph G = (N ; E ; s ; e ), where every node n of G is assumed to lie on an interprocedural path from s to e . Moreover, m and n, possibly indexed, are nodes of S or G , and for every node n 2 N S C , n C and n R denote its corresponding call node and return node in N , respectively.
Abstract Semantics
In this section we present new interprocedural versions of the meet over all paths strategy and the maximal xed point strategy. They de ne the (global) semantics for interprocedural ow graphs and ow graph systems, respectively. The point of this presentation is the extension of the data ow information in a way that mimics run-time stacks as used in run-time systems.
The Local Semantic Functional
As its intraprocedural counterpart, the interprocedural meet over all paths (IMOP ) solution directly records all possible program executions that lead to a particular program point. However, in the presence of recursive procedures it is necessary to work on stacks of lattice elements instead of the lattice itself, in order to record the part of the history which will become relevant after returning from (nested) Thus only the top components of the stacks can be a ected by these operations.
STACK is an abstract version of the run-time stacks used by run-time systems for maintaining the activation records of di erent procedure incarnations. Intuitively, the top component of a stack contains the data ow information corresponding to the currently valid activation record, 8 while the data ow informations of the remaining stack components correspond to activation records of preceding but not yet nished procedure calls. However, in contrast to a concrete run-time stack, where variables that are global for the currently activated procedure are accessed by means of static and dynamic link chains, the components of a data ow analysis stack are assumed to contain all information related with the current procedure incarnation, i.e. also the information related to global variables.
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Thus the data ow analysis stacks directly re ect the nesting of procedure incarnations according to the current call sequence. Formally, the local semantic functional ] ] for this setting is de ned by We consider the operation newstack instead of the usual emptystack : ! STACK here, in order to exclude empty stacks, which are irrelevant in our framework.
8 Therefore, we are never dealing with empty stacks.
Static and dynamic link chains are just a technical mean for getting e cient implementations of run-time systems. In our abstract framework, however, this aspect can be neglected without any harm (cf. Remark 4.7). Moreover, it allows us to work with local semantic functionals that a ect only the top components of data ow analysis stacks.
where ] ] 0 : N ! (C ! C) denotes the straightforward extension of the semantic functional of Section 2 to interprocedural ow graphs, 10 and R n : C C ! C is a function as described below.
The intuition behind this de nition is as follows:
The execution of an ordinary statement (i.e. n 2 N n( N C N R )) only a ects the currently valid activation record. Thus it can be modelled by simply modifying the top component of the stack representing the current data ow information.
A procedure call (i.e. n 2 N C ) requires the generation of a new activation record. This is re ected by pushing a new element on the top of the stack, which results from modifying the top component of the stack according to the parameter transfer.
The treatment of return statements (i.e. n 2 N R ) demonstrates the necessity of introducing stacks into the framework. Returning from a procedure call (i.e. n 2 N R ) essentially requires removal of the activation record belonging to the called procedure and reactivation of its predecessor. However, one observation is important here. The e ect of a (directly) recursive procedure to a global variable needs to be maintained, whereas the local variables must be reset to their values at call time. Thus we need to consider the data ow information valid immediately before entering the procedure ( available in top(pop(stk)) ), as well as the information valid after executing its body ( available in n ] ] 0 (top(stk)) ), in order to compute the data ow information f 2 F O F C : here f s : C ! C is de ned by: f s (c)= df top(f(newstack(c))) f 2 F R : here f s : C C ! C is de ned by: 11 f s (c 1 ; c 2 )= df top(f (push(newstack(c 1 ); c 2 ) ))
The following lemma shows that the e ort for checking the preconditions of the Interprocedural Safety Theorem 5.2 and the Interprocedural Coincidence Theorem 5.3 is comparable to the e ort necessary for their intraprocedural counterparts (cf. Section 2 and 5). Note that C C is a lattice, whenever C is.
The Interprocedural Maximal Fixed Point Solution
In addition to the equational characterization of the intraprocedural case (Equation System 2.1), ow graph systems need a preprocess, which determines the meaning of call nodes in terms of the meaning of the called procedures. This requires the introduction of an auxiliary semantic functional ] ] ], which gives meaning to whole ow graphs. Essentially, n ] ] ] transforms data ow information that is assumed to be valid at the entry of the procedure that contains n into the corresponding data ow information being valid before an execution of n. The e ect of a procedure call n 2 N S C is determined in three steps re ecting the three phases of its execution:
Entering the called procedure: After xing the meaning of call nodes, ] ] plays essentially the same role as the local (abstract) semantic functional of Section 2. Formally, the interprocedural maximal xed point strategy is characterized by Equation System 4.8. As its intraprocedural counterpart, this strategy labels every node n of N S with a pre-information pre c 0 (n) and a post-information post c 0 (n), whose top components are the greatest solution of this equation system with respect to c 0 2 C. Note that Lemma 4.4 allows to check the s-monotonicity or s-distributivity of the semantic functions n ] ] simply by checking these properties for the semantic functions n ] ] 0 and the reduction functions R n . Thus the only additional e ort in comparison to the intraprocedural case arises from checking the reduction functions.
Applications
In this section we sketch two applications of the Interprocedural Coincidence Theorem 5.3. We omit details here, since both examples require their own setup.
In SK2] we propose an algorithm for interprocedural constant propagation and constant folding, which generalizes and improves all previous techniques for interprocedural constant propagation (cf. CC2, CCKT, JM] ). This algorithm determines all nite interprocedural constants, which are the interprocedural analogue to the set of nite constants introduced in SK1]. As in the intraprocedural case, nite interprocedural constants have a purely operational characterization in the sense of the IMOP -strategy, and a purely denotational characterization in the sense of the IMFP -strategy. The Interprocedural Coincidence Theorem 5.3 yields the equivalence of these characterizations.
The second example concerns the interprocedural versions of the classical bit-vector data ow analyses, e.g. determining available expressions, reaching de nitions, live variables, very busy (anticipatable) expressions (cf. He]), 16 and, more sophisticatedly, the optimal elimination of interprocedural partial redundancies.
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In all these cases, the Interprocedural Coincidence Theorem 5.3 allows us to prove the optimality of our algorithms for programs with recursive procedures, global and local variables, and formal value parameters KS2].
7 Conclusions
We have presented an interprocedural generalization of the well-known intraprocedural Coincidence Theorem of Kam and Ullman KU] , which covers arbitrary programs with recursive procedures, global and local variables, and formal value parameters. Our theorem, which reduces to the classical intraprocedural version in the absence of procedures, delivers a su cient condition for the coincidence of the interprocedural meet over all paths strategy and the interprocedural maximal xed point strategy, and it generalizes previous results (cf. Ba1, Ba2, SP]), which do not deal properly with local variables of recursive procedures. Our results are formulated within the framework of abstract interpretation, thus covering a wide range of data ow analyses. Remark: newstack(>) denotes the \universal" data ow information, which is assumed to \contain" every data ow information. The variable workset controls the iterative process. Its elements are tuples whose rst components are nodes m 2 N S of the ow graph system S and whose second components are elements of STACK specifying a new approximation for the pre-information of the node of the rst component. Theorem A.4 8 n 2 N S : IMFP c 0 (n) = ufpre k n] j k 0g
In particular, we have 8 n 2 N S : IMFP c 0 (n) = pre n] after termination of Algorithm A.3.
