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D license.1. Introduction
Since Lotka [1] and Volterra [2] introduced the ﬁrst predator–
prey model, numerous complicated but realistic predator–prey
models have been formulated by ecologists and mathemati-
cians. In 1992, Berryman [3] argued that the dynamic relation-
ship between predators and their preys has been one dominant
theme in both ecology and mathematical ecology due to its
universal existence and importance. Dynamics of predator–
prey models has been discussed by a lot of papers. It is well
known that in many applications, the nature of permanence
and global asymptotic stability of predator–prey models is of
great interest. Recently, Samanta [4] investigated the perma-
nence and global asymptotic stability of a delay predator–prey
model with disease in the prey. Fan and Li [5] gave a theoret-icense.
380 C. Xu, Q. Zhangical study on permanence of a delayed ratio-dependent preda-
tor–prey model with Holling type functional response. Chen
[6] focused on the permanence and global attractivity of
Lotka–Volterra competition system with feedback control.
Wang and Zhu [7] analyzed the permanence and global asymp-
totic stability for a delayed predator–prey system with Hassell–
Varley type functional response. Teng et al. [8] addressed the
permanence criteria for a delayed discrete nonautonomous-
species Kolmogorov systems. For more research on the this
topic of predator–prey models, one can see [9–17].
In 2008, Liu [18] investigated the permanence and almost
periodic solution to the following delayed predator–prey sys-
tem with diffusion and type III functional response
dx1ðtÞ
dt
¼ x1½a10ðtÞa11ðtÞx1 a1ðtÞx
2
1
x3
1þb1ðtÞx21
 a2ðtÞx21x4
1þb2ðtÞx21
þD1ðtÞðx2x1Þ;
dx2ðtÞ
dt
¼ x2½a20ðtÞa21ðtÞx2þD2ðtÞðx1x2Þ;
dx3ðtÞ
dt
¼ x3 a30ðtÞþa31ðtÞ a1ðtÞx
2
1
ðts1Þ
1þb1ðtÞx21ðts1Þ
a32ðtÞx3a34ðtÞx4
h i
;
dx4ðtÞ
dt
¼ x4 a40ðtÞþa41ðtÞ a2ðtÞx
2
1
ðts2Þ
1þb2ðtÞx21ðts2Þ
a42ðtÞx4a43ðtÞx3
h i
:
8>>>><>>>>:
ð1:1Þ
with the initial condition
x1ðsÞ ¼ /1ðsÞ 2 Cð½s; 0;RþÞ; s 2 Cð½s; 0; /1ð0Þ
P 0; x1ð0Þ ¼ /i P 0ðconstantsÞ; i ¼ 1; 2; 3; 4; ð1:2Þ
where xiðtÞ ði ¼ 1; 2Þ describe the densities of the prey popula-
tion in Patch 1 and Patch 2, respectively, xj ðj ¼ 3; 4Þ describe
the densities of the predator population in Patch 1 with com-
petition, a10ðtÞ and ai1ðtÞ ði ¼ 1; 2Þ represent the intrinsic
growth rate and the intra-speciﬁc interference coefﬁcient of
the prey population xi ði ¼ 1; 2Þ, respectively. We then assume
that the death rate of the predator population xi ði ¼ 3; 4Þ in
Patch 1 is proportional to both the existing predator popula-
tion with the proportional functions a30ðtÞt and, respectively,
a40ðtÞ and to its square with the proportional functions a32ðtÞ
and, respectively, a42ðtÞ. The predator consumes the prey
according to Holling type III functional response [19,20], that
is,
a1ðtÞx21x3
1þb1ðtÞx21
and
a2ðtÞx21x4
1þb2ðtÞx21
. si ði ¼ 1; 2Þ is the time to digest food in
the predator organism. Applying inequality theory and Liapu-
nov–Razumikhin technique, Liu [18] obtained some sufﬁcient
conditions which guarantee the uniform permanence and the
existence and uniqueness of the positive almost periodic solu-
tion which is globally asymptotically stable of system (1.1).
In this paper, we will focus on the permanence and global
asymptotic stability of model (1.1). It shall be pointed that
although Liu [18] had investigated the permanence of model,
the sufﬁcient conditions they obtained are different from the
ones in this paper. Moreover, the global asymptotic stability
of model (1.1) has not still been studied in Liu [18].
Let fðtÞ be a bounded continuous functions on interval
½0;þ1Þ, we deﬁne
fl ¼ inf
t2R
fðtÞ; fu ¼ sup
t2R
fðtÞ:
In the following discussion, we always assume that system (1.1)
satisﬁes the following assumptions:(H1) ai0ðtÞ; ai1ðtÞ ði ¼ 1; 2; 3; 4Þ; aj; bj;Djðj ¼ 1; 2Þ; an1ðtÞ;
an2ðtÞðn ¼ 3; 4Þ; a34ðtÞ; a43ðtÞ are all bounded continuous func-
tions on the interval ½0;þ1Þ and strictly for periodic functions
and satisfy:
(1) min ali0; a
l
i1; a
l
j; b
l
j; a
l
n1; a
l
n2; a
l
34; a
l
43
n o
> 0;
(2) max ali0; a
l
i1; a
l
j; b
l
j; a
l
n1; a
l
n2; a
l
34; a
l
43
n o
< þ1; i ¼ 1; 2; 3;
4; j ¼ 1; 2; n ¼ 3; 4.
ðH2Þau31au1 > al30bl1; au41au2 > al40bl2.
We denote X ¼ ðx1; x2; x3; x4Þ 2 R4þ ¼ fðx1; x2; x3; x4Þjxi P
0; i ¼ 1; 2; 3; 4g. For the point of view of biology, system (1.1)
is discussed in R4þ.
The organization of this paper is as follows. In the next
Section 2, Basic deﬁnitions and Lemmas are given, some sufﬁ-
cient conditions for the permanence of the delayed diffusive
predator–prey model with competition and type III functional
response in consideration are established. A series of sufﬁcient
conditions which guarantee the existence and global stability
of positive periodic solution of the delayed diffusive preda-
tor–prey model with competition and type III functional
response are included in Section 3. In Section 4, we give an
example which shows the feasibility of the main results. Con-
clusions are presented in Section 5.
2. Permanence
In order to obtain the main result of this paper, we shall ﬁrst
state the deﬁnition of permanence and several lemmas which
will be useful in the proving the main result.
Deﬁnition 2.1 [21]. We say that system (1.1) is permanence if
there are positive constants M and m such that for each
positive solution ðx1ðtÞ; x2ðtÞ; x3ðtÞ; x4ðtÞÞ of system (1.1)
satisﬁes
m 6 lim
t!þ1
inf xiðtÞ 6 lim
t!þ1
sup xiðtÞ 6M ði ¼ 1; 2; 3; 4Þ:
Lemma 2.1 [22]. If a > 0; b > 0 and _xP xðb axÞ, when
tP 0 and xð0Þ > 0, we have
lim
t!þ1
inf xðtÞP b
a
:
If a > 0; b > 0 and _x 6 xðb axÞ, when tP 0 and xð0Þ > 0,
we have
lim
t!þ1
sup xðtÞ 6 b
a
:
Lemma 2.2. Let XðtÞ ¼ ðx1ðtÞ; x2ðtÞ; x3ðtÞ; x4ðtÞÞ denote any
solution of system (1.1) with initial conditions (1.2). If the condi-
tion (H1) and (H2) hold, then there exists a positive constant T
such that
xiðtÞ 6M ði ¼ 1; 2; 3; 4Þ; for tP T;
where
M > M;M ¼ max a
u
10
al11
;
au20
al21
;
al30 þ
au
31
au
1
bl1
al32
;
al40 þ a
u
41
au
2
bl2
al42
8<:
9=;:
Proof. It follows from system (1.1) with initial conditions (1.2)
that
dx1ðtÞ
dt




x1¼0
¼ D1ðtÞx2 > 0;
dx2ðtÞ
dt




x2¼0
¼ D2ðtÞx1 > 0;
x3ðtÞ ¼ x3ð0Þ
R t
0
a30ðsÞ þ a31ðsÞ a1ðsÞx
2
1
ðss1Þ
1þb1ðsÞx21ðss1Þ
 a32ðsÞx3  a34ðsÞx4
h i
ds > 0;
x4ðtÞ ¼ x4ð0Þ
R t
0
a40ðsÞ þ a41ðsÞ a2ðsÞx
2
1
ðss2Þ
1þb2ðsÞx21ðss2Þ
 a42ðsÞx4  a43ðsÞx3
h i
ds > 0:
8>>>>><>>>>>:
ð2:1Þ
Behavior of a delayed diffusive predator–prey model 381Thus X ¼ ðx1; x2; x3; x4Þ 2 R4þ ¼ fðx1; x2; x3; x4Þjxi P 0;
i ¼ 1; 2; 3; 4g is a positively invariant set of system (1.1). We
deﬁne
VðtÞ ¼ maxfx1ðtÞ; x2ðtÞ; x3ðtÞ; x4ðtÞg: ð2:2Þ(1) If V ðtÞ ¼ x1ðtÞ, thenDþVðtÞ ¼ dx1ðtÞ
dt
6 x1½a10ðtÞ  a11ðtÞx1
6 VðtÞ au10  al11VðtÞ
 
: ð2:3Þ
(2) If V ðtÞ ¼ x2ðtÞ, then
DþVðtÞ ¼ dx2ðtÞ
dt
6 x2½a20ðtÞ  a21ðtÞx2
6 VðtÞ au20  al21VðtÞ
 
: ð2:4Þ
(3) If V ðtÞ ¼ x3ðtÞ, then
DþVðtÞ ¼ dx3ðtÞ
dt
6 x3 a30ðtÞ þ a31ðtÞa1ðtÞb1ðtÞ
 a32ðtÞx3
 
6 VðtÞ al30 þ
au31a
u
1
bl1
 al32VðtÞ
" #
: ð2:5Þ
(4) If V ðtÞ ¼ x4ðtÞ, then
DþVðtÞ ¼ dx4ðtÞ
dt
6 x4 a40ðtÞ þ a41ðtÞa2ðtÞb2ðtÞ
 a42ðtÞx4
 
6 VðtÞ al40 þ
au41a
u
2
bl2
 al42VðtÞ
" #
: ð2:6Þ
Let
hu1 ¼ au10; hu2 ¼ au20; hu3 ¼ al30 þ
au
31
au
1
bl
1
;
hu4 ¼ al40 þ a
u
41
au
2
bl2
; dl1 ¼ al11; dl2 ¼ al21; dl3 ¼ al32; dl4 ¼ al42:
8<:
ð2:7Þ
It follows from (2.2)–(2.7) that
DþVðtÞ 6 VðtÞ hui  dliVðtÞ
 
; i ¼ 1; 2; 3; 4: ð2:8Þ
Applying the comparison theorem we derive from the above
inequality that:
(1) If maxfx1ð0Þ; x2ð0Þ; x3ð0Þ; x4ð0Þg 6M, then max
fx1ðtÞ; x2ðtÞ; x3ðtÞ; x4ðtÞg 6M; tP 0.
(2) If maxfx1ð0Þ; x2ð0Þ; x3ð0Þ; x4ð0Þg > M, let c ¼ max
M hui  dliM
  	 ði ¼ 1; 2; 3; 4Þ; c > 0. When DþVðtÞ 6 VðtÞ
hui  dliVðtÞ
 
< c < 0; i ¼ 1; 2; 3; 4, by continuous depen-
dence of the initial value there exists a positive constant e
such that VðtÞ > M for t 2 ½0; eÞ, thenDþVðtÞ 6 VðtÞ hui  dliVðtÞ
 
< c < 0; i ¼ 1; 2; 3; 4:
In view of Lemma 2.1, there exists a constant T > 0 such that
maxfx1ðtÞ; x2ðtÞ; x3ðtÞ; x4ðtÞg 6M for tP T. The proof of
Lemma 2.2 is complete. h
In order to facilitate the calculation, we deﬁne
m ¼ minfq1; q2; q3; q4g; ð2:9Þ
where
q1 ¼
al10 Du1  au1 þ au2
 
M2

au11
; q2 ¼
al20
au21 þDu2
;
q3 ¼
al
31
al
1
m2
1
1þb1ðtÞM2  a
u
30 þ au34M
 
au32
; q4 ¼
al
41
al
2
m2
1
1þb2ðtÞM2  a
u
40 þ au43M
 
au42
:
We assume that
ðH3Þm > 0:Theorem 2.1. Suppose that the conditions (H2)–(H3) hold
true, then system (1.1) is permanent.
Proof. It is easy to see that system (1.1) with the initial value
condition ðx1ð0Þ; x2ð0Þ; x3ð0Þ;X4ð0ÞÞ has positive solution
ðx1ðtÞ; x2ðtÞ; x3ðtÞ; x4ðtÞÞ passing through ðx1ð0Þ; x2ð0Þ;
x3ð0Þ; x4ð0ÞÞ. Let ðx1ðtÞ; x2ðtÞ, x3ðtÞ; x4ðtÞÞ be any positive solu-
tion of system (1.1) with the initial condition ðx1ð0Þ; x2ð0Þ;
x3ð0Þ; x4ð0ÞÞ. It follows from the ﬁrst equation of system
(1.1) that
dx1ðtÞ
dt
P x1 a10ðtÞD1ðtÞa11ðtÞx1 a1ðtÞx1x3
1þb1ðtÞx21
 a2ðtÞx1x4
1þb2ðtÞx21
 
P x1 a10ðtÞD1ðtÞa11ðtÞx1a1ðtÞx1x3a2ðtÞx1x4½ 
P x1 ½a10ðtÞD1ðtÞða1ðtÞþa2ðtÞÞM2a11ðtÞx1
 	
P x1 al10Du1 au1þau2
 
M2
 au11x1 	:
ð2:10Þ
It follows from Lemma 2.1 that
lim
t!þ1
inf x1ðtÞP
al10 Du1  au1 þ au2
 
M2
au11
:¼ m1: ð2:11Þ
From the second equation of system (1.1) that
dx2ðtÞ
dt
P x2½a20ðtÞ  ða21ðtÞ þD2ðtÞÞx2
P x2½al20  au21 þDu2
 
x2 ð2:12Þ
382 C. Xu, Q. ZhangIt follows from Lemma 2.1 that
lim
t!þ1
inf x2ðtÞP a
l
20
au21 þDu2
:¼ m2: ð2:13Þ
From the third equation of system (1.1) that
dx3ðtÞ
dt
P x3 a30ðtÞ þ a31ðtÞa1ðtÞm
2
1
1þ b1ðtÞM2
 a32ðtÞx3  a34ðtÞM
 
P x3
al31a
l
1m
2
1
1þ b1ðtÞM2
 ðau30 þ au34MÞ  au32x3
 
ð2:14Þ
From the third equation of system (1.1) that
dx4ðtÞ
dt
P x4 a40ðtÞ þ a41ðtÞa2ðtÞm
2
1
1þ b2ðtÞM2
 a42ðtÞx4  a43ðtÞM
 
P x4
al41a
l
2m
2
1
1þ b2ðtÞM2
 au40 þ au43M
  au42x4 :
ð2:15Þ
Under the condition (H3), we get
al10 Du1  au1 þ au2
 
M2 > 0

;
al31a
l
1m
2
1
1þ b1ðtÞM2
 au30 þ au34M > 0

;
al41a
l
2m
2
1
1þ b2ðtÞM2
 au40 þ au43M
 
> 0:
Choose m satisfying 0 < m < m and close enough to m.
DeﬁneeVðtÞ ¼ minfx1ðtÞ; x2ðtÞ; x3ðtÞ; x4ðtÞg: ð2:16Þ
Calculating the right derivative Dþ eVðtÞ of eVðtÞ along the solu-
tion of system (1.1), we obtain
Dþ eVðtÞP eVðtÞ al10 Du1  au1 þ au2 M2  au11 eVðtÞn o; ð2:17Þ
Dþ eVðtÞP eVðtÞ al20  ðau21 þDu2Þ eVðtÞh i; ð2:18Þ
Dþ eVðtÞP eVðtÞ al31al1m21
1þ b1ðtÞM2
 au30 þ au34M
  au32 eVðtÞ ;
ð2:19Þ
Dþ eVðtÞP eVðtÞ al41al2m21
1þ b2ðtÞM2
 au40 þ au43M
  au42 eVðtÞ :
ð2:20Þ
(1) If eV ð0Þ ¼ minfx1ð0Þ; x2ð0Þ; x3ð0Þ; x4ð0ÞgP m, theneV ðtÞ ¼ minfx1ðtÞ; x2ðtÞ; x3ðtÞ; x4ðtÞgP m.
(2) If eV ð0Þ ¼ minfx1ð0Þ; x2ð0Þ; x3ð0Þ; x4ð0Þg < m, then letl ¼ min qð0Þ1 ; qð0Þ2 ; qð0Þ3 ; qð0Þ4
n o
;
where
qð0Þ1 ¼ x1ð0Þ al10 Du1  au1 þ au2
 
M2
  au11m 	;
qð0Þ2 ¼ x2ð0Þ al20  au21 þDu2
 
m
 
;
qð0Þ3 ¼ x3ð0Þ
al31a
l
1m
2
1
1þ b1ðtÞM2
 au30 þ au34M
  au32x3ð0Þ ;
qð0Þ4 ¼ x4ð0Þ
al41a
l
2m
2
1
1þ b2ðtÞM2
 au40 þ au43M
  au42m :If eVð0Þ < m holds, by dependence of initial value then there
exists e > 0 such that if t 2 ½0; eÞ, then eVðtÞ < m and we get
Dþ eVðtÞ > l > 0. Thus there exists T > T > 0 such that
minfx1ðtÞ; x2ðtÞ; x3ðtÞ; x4ðtÞgP m for t > T. Let
K ¼ fðx1ðtÞ; x2ðtÞ; x3ðtÞ; x4ðtÞÞjm 6 xiðtÞ 6Mði ¼ 1; 2; 3; 4Þg;
then K is a bounded compact region in R4þ which has a positive
distance from coordinate planes. According to the analysis
above, we obtain that there exists a constant T > 0, if t > T,
then every positive solution of system (1.1) eventually enters
and remains in the region K. The proof of Theorem 2.1 is com-
plete. h3. The existence and global asymptotic stability of positive
periodic solution
In this section, we will derive sufﬁcient conditions for the exis-
tence of periodic solution of system (1.1). Firstly, we use the
ﬁxed point theorem of Brouwer.
Lemma 3.1 [Brouwer]. Suppose that the continuous operator P
maps closed bounded convex set Q 2 Rn onto itself, then the
operator P has at least one ﬁxed point in set Q.
Theorem 3.1. Suppose that the conditions(H1)–(H3) hold, then
there is at least one positive periodic solution of system (1.1).
Proof. Let the unique of periodic system (1.1) for initial value
X0 ¼ ðx01; x02; x03; x04Þ be denoted as
Xðt;X0Þ ¼ ðx1ðt;X0Þ; x2ðt;X0Þ; x3ðt;X0Þ; x4ðt;X0ÞÞ:
In the sequel, we deﬁne the Poincare map P : R4þ ! R4þ is
Pðx0Þ ¼ Pðx;X0Þ, where x is the period of periodic system
(1.1). If (H1)-(H2) are fulﬁlled, then from Theorem 2.1 we
know that there exists m > 0 such that
xiðtÞP m ði ¼ 1; 2; 3; 4Þ:
Then the compact region K 2 R4þ is a positive invariant set of
system (1.1), and K is also a closed bounded convex set. There-
fore we have Xðt;X0Þ 2 K when X0 2 K, also Xðx;X0Þ  K.
Thus PK  K. The operator P is continuous because the solu-
tion is continuous with respect to the initial value. Applying
the ﬁxed point theorem of Brouwer, we obtain that P has at
least one positive x-periodic solution of system (1.1). This
completes the proof of Theorem 3.1. h
Deﬁnition 3.1. A bounded positive solution ðu1ðtÞ; u2ðtÞ;
u3ðtÞ; u4ðtÞÞT of system (1.1) is said to be globally asymptoti-
cally stable, if for any other positive bounded solution
ðx1ðtÞ; x2ðtÞ; x3ðtÞ; x4ðtÞÞT of system (1.1), the following equal-
ity holds,
lim
t!þ1
X4
i¼1
jxiðtÞ  uiðtÞj
" #
¼ 0:
Deﬁnition 3.2 [23]. Let h be a real number and f be a non-neg-
ative function deﬁned on ½h;þ1Þ such that f is integrable on
½h;þ1Þ and is uniformly continuous on ½h;þ1Þ, then
limt!þ1 fðtÞ ¼ 0.
Behavior of a delayed diffusive predator–prey model 383Theorem 3.2. In addition to ðH1Þ-ðH3Þ , assume further that
ðH4ÞKi > 0;
where Ki ði ¼ 1; 2; 3; 4Þ are deﬁned by (3.20)–(3.22) and (3.23)
respectively. Then system (1.1) has a unique positive solution
ðx1ðtÞ; x2ðtÞ; x3ðtÞ; x4ðtÞÞT which is global attractivity.
Proof. According to Theorem 3.1 we have obtained that if
(H1)–(H3) hold true, then system (1.1) has at least one strictly
positive x-periodic solution XðtÞ ¼ ðx1ðtÞ; x2ðtÞ; x3ðtÞ; x4ðtÞÞ.
Let UðtÞ ¼ ðu1ðtÞ; u2ðtÞ; u3ðtÞ; u4ðtÞÞ be any positive solution
of system (1.1). From Theorem 3.1, there exist positive con-
stants m;M such that
m 6 xi 6M; m 6 ui 6M; i ¼ 1; 2; 3; 4; for t > T:
Let
xiðtÞ ¼ ln xiðtÞ; uiðtÞ ¼ ln uiðtÞ; i ¼ 1; 2; 3; 4:
Deﬁne
ViðtÞ ¼ j ln xiðtÞ  ln uiðtÞj; i ¼ 1; 2; 3; 4: ð3:1Þ
Then the upper-right derivative of ViðtÞ along the solution of
(1.1) are given below:
DþV1ðtÞ ¼ x1
0ðtÞ
x1ðtÞ 
u1
0ðtÞ
u1ðtÞ
 
sgnðx1ðtÞ  u1ðtÞÞ ¼ sgnðx1ðtÞ
 u1ðtÞÞ

a11ðtÞðx1ðtÞ  u1ðtÞÞ
a1ðtÞ x
2
1ðtÞx3ðtÞ
1þ b1ðtÞx21ðtÞ
 u
2
1ðtÞu3ðtÞ
1þ b1ðtÞu21ðtÞ
 
a2ðtÞ x
2
1ðtÞx4ðtÞ
1þ b2ðtÞx21ðtÞ
 u
2
1ðtÞu4ðtÞ
1þ b2ðtÞu21ðtÞ
 
þD1ðtÞ x2ðtÞ
x1ðtÞ 
u2ðtÞ
u1ðtÞ
 
; ð3:2Þ
DþV2ðtÞ ¼ x2
0ðtÞ
x2ðtÞ 
u2
0ðtÞ
u2ðtÞ
 
sgnðx1ðtÞ  u1ðtÞÞ
¼ sgnðx2ðtÞ  u21ðtÞÞ a21ðtÞðx2ðtÞ  u2ðtÞÞ½
þD2ðtÞ x1ðtÞ
x2ðtÞ 
u1ðtÞ
u2ðtÞ
 
; ð3:3Þ
DþV3ðtÞ ¼ x3
0ðtÞ
x3ðtÞ 
u3
0ðtÞ
u3ðtÞ
 
sgnðx3ðtÞ  u3ðtÞÞ
¼ sgnðx3ðtÞ  u3ðtÞÞ a31ðtÞa1ðtÞ x
2
1ðt s1Þ
1þ b1ðtÞx21ðt s1Þ

 x
2
1ðt s1Þ
1þ b1ðtÞx21ðt s1Þ

 a32ðtÞðx3ðtÞ  u3ðtÞÞ
a34ðtÞðx4ðtÞ  u4ðtÞÞ

ð3:4Þ
DþV4ðtÞ ¼ x4
0ðtÞ
x4ðtÞ 
u4
0ðtÞ
u4ðtÞ
 
sgnðx4ðtÞ  u4ðtÞÞ
¼ sgnðx4ðtÞ  u4ðtÞÞ a41ðtÞa2ðtÞ x
2
1ðt s2Þ
1þ b2ðtÞx21ðt s2Þ

 x
2
1ðt s1Þ
1þ b2ðtÞx21ðt s1Þ

 a42ðtÞðx4ðtÞ  u4ðtÞÞ
a43ðtÞðx3ðtÞ  u3ðtÞÞ

: ð3:5ÞLet
D1ðtÞ ¼ D1ðtÞsgnðx1ðtÞ  u1ðtÞÞ x2ðtÞ
x1ðtÞ 
u2ðtÞ
u1ðtÞ
 
;
D2ðtÞ ¼ D2ðtÞsgnðx2ðtÞ  u2ðtÞÞ x1ðtÞ
x2ðtÞ 
u1ðtÞ
u2ðtÞ
 
:
If x1ðtÞ > u1ðtÞ, then
D1ðtÞ ¼ D1ðtÞ x2ðtÞ
x1ðtÞ 
u2ðtÞ
u1ðtÞ
 
6 D1ðtÞ
u1ðtÞ ðx2ðtÞ  u2ðtÞÞ
6 D
u
1
m
jx2ðtÞ  u2ðtÞj: ð3:6Þ
If x1ðtÞ < u1ðtÞ, then
D1ðtÞ ¼ D1ðtÞ u2ðtÞ
u1ðtÞ 
x2ðtÞ
x1ðtÞ
 
6 D1ðtÞ
x1ðtÞ ðu2ðtÞ  x2ðtÞÞ
6 D
u
1
m
jx2ðtÞ  u2ðtÞj: ð3:7Þ
It follows from (3.6) and (3.7) that
D1ðtÞ 6 D
u
1
m
jx2ðtÞ  u2ðtÞj: ð3:8Þ
Similarly we have
D2ðtÞ 6 D
u
2
m
jx1ðtÞ  u1ðtÞj: ð3:9Þ
Then we have
DþV1ðtÞ 6 al11jx1ðtÞ  u1ðtÞj þ
au1ð1þ bu1M3
1þ bl1m2
jx3ðtÞ  u3ðtÞj
þ a
u
2 1þ bu1M3

1þ bl1m2
jx1ðtÞ  u1ðtÞj þD
u
1
m
jx2ðtÞ  u2ðtÞj;
¼ al11 þ
au2 1þ bu1M3

1þ bl1m2
 !
jx1ðtÞ  u1ðtÞj
þD
u
1
m
jx2ðtÞ  u2ðtÞj þ
au1 1þ bu1M3

1þ bl1m2
jx3ðtÞ  u3ðtÞj;
ð3:10Þ
DþV2ðtÞ 6 al21jðx2ðtÞ  u2ðtÞj þ
Du2
m
jx1ðtÞ  u1ðtÞj; ð3:11Þ
DþV3ðtÞ 6 2a
u
31a
u
1M
1þ bl1m
 2 jx1ðt s1Þ  u1ðt s1Þj
 al32jx3  u3ðtÞj þ au34jx4  u4ðtÞj; ð3:12Þ
DþV4ðtÞ 6 2a
u
41a
u
2M
1þ bl2m
 2 jx1ðt s2Þ  u1ðt s2Þj
 al42jx4  u4ðtÞj þ au43jx3  u3ðtÞj: ð3:13Þ
Deﬁne
V5ðtÞ ¼ 2a
u
31a
u
1M
1þ bl1m
 2 Z t
ts1
jx1ðsÞ  u1ðsÞjds ð3:14Þ
and
V6ðtÞ ¼ 2a
u
41a
u
2M
1þ bl2m
 2 Z t
ts2
jx1ðsÞ  u1ðsÞjds ð3:15Þ
384 C. Xu, Q. ZhangCalculating the right-upper derivative of V5ðtÞ and V6ðtÞ along
the solution of system (1.1), we derive
DþV5ðtÞ ¼ 2a
u
31a
u
1M
1þ bl1m
 2 jx1ðsÞ  u1ðsÞj
 2a
u
31a
u
1M
1þ bl1m
 2 jx1ðt s1Þ  u1ðt s1Þj; ð3:16Þ
DþV6ðtÞ ¼ 2a
u
41a
u
2M
1þ bl2m
 2 jx1ðsÞ  u1ðsÞj
 2a
u
41a
u
2M
1þ bl2m
 2 jx1ðt s2Þ  u1ðt s2Þj: ð3:17Þ
Let
VðtÞ ¼ r1V1ðtÞ þ r2V2ðtÞ þ r3ðV3ðtÞ þ V5ðtÞÞ
þ r4ðV4ðtÞ þ V6ðtÞÞ: ð3:18Þ
It follows (3.10)–(3.17) that
DþVðtÞ 6 
X4
i¼1
KijxiðtÞ  uiðtÞj; tP T; ð3:19Þ
where T is deﬁned in Theorem 2.1 and Ki ði ¼ 1; 2; 3; 4Þ are
deﬁned in (3.20)–(3.22) and (3.23), respectively.
K1¼ r1
au2 1þbu1M3
 
1þbl1m2
al11
" #
r2D
u
2
m
2r3a
u
31a
u
1M
1þbl1m2
2r4a
u
41a
u
2M
1þbl2m2
;
ð3:20Þ
K2 ¼ r2al21 
r1D
u
1
m
; ð3:21Þ
K3 ¼ r3al32  r4au43 
r1au1 1þ bu1M3

1þ bl1m2
; ð3:22Þ
K4 ¼ r4al42  r3au34: ð3:23Þ
Integrating both sides of (3.19) on interval ½T; t yields
VðtÞ þ
X4
i¼1
Z t
T
KiðtÞjxiðtÞ  uiðtÞjds 6 VðTÞ: ð3:24Þ
It follows from (3.24) that0 50 100 150 200 250 300
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Fig. 1 The dynamical behavior of the solutioX4
i¼1
Z t
T
KijxiðtÞ  uiðtÞjds 6 VðTÞ < 1; for tP T: ð3:25Þ
Since xiðtÞ ði ¼ 1; 2; 3; 4Þ are bounded for tP T, so jxiðtÞ
uiðtÞj ði ¼ 1; 2; 3; 4Þ are uniformly continuous on ½T;1Þ. By
Barbalat’s Lemma [23], we have
lim
t!1
jxiðtÞ  uiðtÞj ¼ 0; ði ¼ 1; 2; 3; 4Þ: ð3:26Þ
By Theorems 7.4 and 8.2 in [24], we know that the positive solu-
tion ðx1ðtÞ; x2ðtÞ; x3ðtÞ; x4ðtÞÞT of Eq. (1.1) is uniformly asymp-
totically stable. The proof of Theorem 3.2 is complete. h4. Numerical example
To illustrate the theoretical results, we present some numerical
simulations. Let us consider the following discrete system:
dx1ðtÞ
dt
¼x1½0:5þ0:2sin tð2þ sin tÞðtÞx1 ð2þcostÞx
2
1
x3
1þð2þsin tÞx2
1
 ð7sin tÞx21x4
1þð2sin tÞx2
1
þð0:9þ0:4costÞðx2x1Þ;
dx2ðtÞ
dt
¼x2½0:4þ0:2costð7 sin tÞx2þð0:8þ0:2sin tÞðx1x2Þ;
dx3ðtÞ
dt
¼x3 ð0:8þ0:4sin tÞþð1þ costÞ ð2þcostÞx
2
1
ðts1Þ
1þð2þsin tÞx2
1
ðts1Þ
h
ð8þ0:4cos tÞx3ð0:70:5sin tÞx4;
dx4ðtÞ
dt
¼x4 ð0:6þ0:3costÞþð2þ sin tÞ ð7sin tÞx
2
1
ðts2Þ
1þð2sin tÞx2
1
ðts2Þ
h
ð8þ0:5sin tÞx4ð0:9þ0:2sin tÞx3:
8>>>>>>>><>>>>>>>>:
ð4:1Þ
Corresponding to system (4.1), we have
a10ðtÞ ¼ 0:5þ 0:2 sin t; a20ðtÞ ¼ 0:4þ 0:2 cos t; a30ðtÞ
¼ 0:8þ 0:4 sin t;
a40ðtÞ ¼ 0:6þ 0:3 cos t; a11ðtÞ ¼ 2þ sin t; a21ðtÞ
¼ 7 sin t; a31ðtÞ ¼ 1þ cos t;
a41ðtÞ ¼ 2þ sin t; a1ðtÞ ¼ 2þ cos t; a2ðtÞ
¼ 7 sin t; b1ðtÞ ¼ 2þ sin t;
b2ðtÞ ¼ 2 sin t; a32ðtÞ ¼ 8þ 0:4 cos t; a34ðtÞ
¼ 0:7 0:5 sin t; a42ðtÞ ¼ 8þ 0:5 sin t;
a43ðtÞ ¼ 0:9þ 0:2 sin t;D1ðtÞ ¼ 0:9þ 0:4 cos t;D2ðtÞ
¼ 0:8þ 0:2 sin t:0 50 100 150 200 250 300
0
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0.1
0.15
0.2
0.25
0.3
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0.4
0.45
t
x 4
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n ðx1ðtÞ;x2ðtÞ;x3ðtÞ; x4ðtÞÞ of system (4.1).
al30 ¼ 0:4; au40 ¼ 0:9;
; al31 ¼ 0; au41 ¼ 3;
l
1 ¼ 1; bu2 ¼ 3;
2 ¼ 8:5; al42 ¼ 7:5;
l
2 ¼ 0:6:
Behavior of a delayed diffusive predator–prey model 385It is easy to see that
au10 ¼ 0:7; al10 ¼ 0:3; au20 ¼ 0:6; al20 ¼ 0:2; au30 ¼ 1:2;
al40 ¼ 0:3; au11 ¼ 3; al11 ¼ 1; au21 ¼ 8; al21 ¼ 6; au31 ¼ 2
al41 ¼ 1; au1 ¼ 3; al1 ¼ 1; au2 ¼ 8; al2 ¼ 6; bu1 ¼ 3; b
bl2 ¼ 1; au32 ¼ 8:4; al32 ¼ 7:6; au34 ¼ 1:2; al34 ¼ 0:2; au4
au43 ¼ 1:1; al43 ¼ 0:7; Du1 ¼ 1:3; Dl1 ¼ 0:5; Du2 ¼ 1; D
8>>><>>>:
Let r1 ¼ 0:2; r2 ¼ 0:3; r3 ¼ 0:8 and r4 ¼ 0:75. Then the coef-
ﬁcients of system (4.1) satisfy the conditions in Theorem 3.2.
The phase diagram of system (4.1) is illustrated in Fig. 1.
Numerical simulations show that system (4.1) has a unique po-
sitive periodic solution which is globally asymptotically stable.
5. Conclusions
In this paper, we have investigated the dynamical behavior of a
delayed diffusive predator–prey model with competition and
type III functional response. By using inequality analytical tech-
nique, sufﬁcient conditions which ensure the permanence of the
system are obtained. Moreover, we also analyze the positive
periodic solution by mean of ﬁxed point theorem of Brouwer.
By Lyapunov functional method, we has also obtained some
sufﬁcient conditions for the global stability of positive periodic
solution of the system. From the conditions (H1)–(H3) in The-
orems 2.1 and 3.2., we can conclude that delay has no inﬂuence
on the permanence and the global stability of the system.
Numerical simulations show the feasibility of our main results.Acknowledgments
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