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Abstract. Denote by ∆ the Laplacian and by ∆∞ the ∞-Laplacian. A fundamental
inequality is proved for the algebraic structure of ∆v∆∞v: for every v ∈ C∞,∣∣∣∣|D2vDv|2 −∆v∆∞v − 12[|D2v|2 − (∆v)2]|Dv|2
∣∣∣∣ ≤ n− 22 [|D2v|2|Dv|2 − |D2vDv|2].
Based on this, we prove the following results:
(i) For any p-harmonic functions u, p ∈ (1, 2) ∪ (2,∞), we have
|Du| p−γ2 Du ∈ W 1,2
loc
with γ < min{p+ n−1
n
, 3 + p−1
n−1
}.
As a by-product, when p ∈ (1, 2) ∪ (2, 3 + 2
n−2
), we reprove the known W 2,q
loc
-
regularity of p-harmonic functions for some q > 2.
(ii) When n ≥ 2 and p ∈ (1, 2) ∪ (2, 3 + 2
n−2
), the viscosity solutions to parabolic
normalized p-Laplace equation have the W 2,q
loc
-regularity in the spatial variable
and the W 1,q
loc
-regularity in the time variable for some q > 2. Especially, when
n = 2 an open question in [17] is completely answered.
(iii) When n ≥ 1 and p ∈ (1, 2) ∪ (2, 3), the weak/viscosity solutions to parabolic
p-Laplace equation have the W 2,2
loc
-regularity in the spatial variable and the W 1,2
loc
-
regularity in the time variable. The range of p (including p = 2 from the classical
result) here is sharp for the W 2,2
loc
-regularity.
1 Introduction
Denote by ∆ and ∆∞ the Laplacian and ∞-Laplacian, respectively, in Rn with n ≥ 2, i.e.
∆v = div(Dv) and ∆∞v = D
2vDv ·Dv ∀v ∈ C∞.
Recall that, the following identity in the plane
|D2vDv|2 −∆v∆∞v = 1
2
[|D2v|2 − (∆v)2]|Dv|2 (1.1)
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is the key to the higher order Sobolev regularity of infinity harmonic functions in the plane
established in [24]. In this paper, we generalize (1.1) to the higher dimension: For every v ∈ C∞
∣∣∣∣|D2vDv|2 −∆v∆∞v − 12[|D2v|2 − (∆v)2]|Dv|2
∣∣∣∣ ≤ n− 22 [|D2v|2|Dv|2 − |D2vDv|2]; (1.2)
see Lemma 2.1.
It turns out that (1.2) is a basic tool to study the second order Sobolev regularity of equations
involving p-Laplacian or its normalization. Here, for 1 < p < ∞, the p-Laplacian ∆p and its
normalization ∆Np are defined as
∆pv := div(|Dv|p−2Dv) and ∆Np v := |Dv|2−p∆pv,
respectively. Throughout the whole paper, Ω is always a domain of Rn and T is a positive real
number.
Theorem 1.1. Let n ≥ 2, p ∈ (1, 2)∪ (2,∞) and γ < γn,p, where γn,p := min{p+ nn−1 , 3+ p−1n−1}.
For any weak/viscosity solution u to
∆pu = 0 in Ω, (1.3)
we have |Du| p−γ2 Du ∈W 1,2loc (Ω) and∫
B
|D[|Du| p−γ2 Du]|2 dx ≤ C(n, p, γ) 1
r2
∫
2B
|Du|p−γ+2 dx ∀B = B(z, r) ⋐ 2B ⋐ Ω.
Theorem 1.1 improves the earlier result by Bojarski and Iwaniec [4], where the convexity and
the monotonicity of the p-Laplacian were heavily used in their proof. See Section 1.1 for more
explanations. As a byproduct, we reprove the following higher integrability of D2u, which was
shown earlier by using the Cordes condition (see [2, 29, 27]).
Corollary 1.2. Let n ≥ 2 and p ∈ (1, 2) ∪ (2, 3 + 2n−2). There exists δn,p ∈ (0, 1) such that for
any weak/viscosity solution u to (1.3), we have D2u ∈ Lqloc (Ω) for any q < 2 + δn,p and
(
–
∫
B
|D2u|q dx
)1/q
≤ C(n, p, q)1
r
(
–
∫
2B
|Du|2 dx
)1/2
∀B = B(z, r) ⋐ 2B ⋐ Ω. (1.4)
Moreover,
div(D2uDu−∆uDu) = |D2u|2 − (∆u)2 ≥ (p− 1)[n − (n− 2)(p − 2)]
(p − 1)2 + n− 1 |D
2u|2 a.e. in Ω.
(1.5)
Similar results also hold in the parabolic case; some of them were completely open problems.
Write Qr(z, s) := (s − r2, s)×B(z, r).
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Theorem 1.3. Let n ≥ 2 and p ∈ (1, 2) ∪ (2, 3 + 2n−2). There exists δn,p ∈ (0, 1) such that for
any viscosity solution u = u(x, t) to
ut −∆Np u = 0 in ΩT := Ω× (0, T ), (1.6)
we have ut,D
2u ∈ Lqloc (Ω) for any q < 2 + δn,p, and(
–
∫
Qr
[|ut|q + |D2u|q] dx
)1/q
≤ C(n, p, q)1
r
(
–
∫
Q2r
|Du|2 dx
)1/2
∀Qr = Qr(z, s)⊂ Q2r ⋐ ΩT .
(1.7)
Remark 1.4. When n = 1, any solution to (1.3) must be linear and any solution to (1.6) must
satisfies the heat equation. Therefore, Theorem 1.1, Corollary 1.2, and Theorem 1.3 still hold
in the 1D case.
Theorem 1.5. Let n ≥ 1. For any weak/viscosity solution u = u(x, t) to
ut −∆pu = 0 in ΩT , (1.8)
the following results hold.
(i) For p ∈ (1, 2) ∪ (2,∞), we have ut ∈ L2loc (ΩT ) and, for any Qr = Qr(z, s)⊂ Q2r ⋐ ΩT ,∫
Qr
(ut)
2 dx dt ≤ C
r2
∫
Q2r
|Du|p dx dt+ C
r2
∫
Q2r
|Du|2p−2 dx dt.
(ii) For p ∈ (1, 2) ∪ (2, 3), we have D2u ∈ L2loc (ΩT ) and, for any Qr = Qr(z, s)⊂ Q2r ⋐ ΩT ,∫
Qr
|D2u|2 dx dt ≤ C(n, p) 1
r2
∫
Q2r
|Du|2 dx dt+C(n, p) 1
r2
∫
Q2r
|Du|4−p dx dt.
The range of p (including p = 2 from the classical result) here is sharp for the W 2,2loc -
regularity.
Remark 1.6. By keeping track of the constants, it is clear that the implicit constants C in the
all above results do not blow up as p→ 2.
In the following subsections, we introduce the background and related results for all types of
the equations considered above in details, and give more remarks on our results.
1.1 p-Laplace equation and its normalization
To start with, we consider the p-Laplace equation (1.3). A function u : Ω → R is p-harmonic
provided that u ∈W 1,p(Ω) is a weak solution to (1.3), that is,∫
Ω
|Du|p−2Du ·Dφdx = 0 ∀φ ∈ C∞c (Ω).
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Recall that p-harmonic functions are identified with viscosity solutions to (1.3) by Juuntinen-
Lindqvist-Manfredi [20] (see also Julin-Juuntinen [21]), and also identified with viscosity solu-
tions to ∆Np u = 0 in Ω by Peres-Sheffield [31].
Formally, we have
∆Np v = ∆v + (p− 2)
∆∞v
|Dv|2 and ∆pv = |Dv|
p−2[∆v + (p − 2) ∆∞v|Dv|2 ].
Therefore, the normalized p-Laplace operator can be regarded as an “interpolation” between
Laplacian and (normalized)∞-Laplacian. This was, indeed, rigorously interpreted by the theory
of stochastic tug-of-war games; see [31] and also [32].
It was well-known that any p-harmonic function belongs to C1,α for some α ∈ (0, 1) depending
on n and p, but not necessarily C1,1 when p > 2; see Uraltseva [33], Lewis [26], Dibenedetto
[10], Evans [13] and also Uhlenbeck [35].
Regarding Theorem 1.1, let us recall that Bojarski-Iwaniec [4] proved that |Du| p−22 Du ∈W 1,2loc
for all p-harmonic functions u; see also Uraltseva [33] when p ∈ (2,∞). In their proof, certain
convexity and the monotonicity of the p-Laplace operator is heavily utilized. Hence, by |Du| ∈
L∞loc , |Du|
p−γ
2 Du ∈ W 1,2loc for all γ ≤ 2. In this paper, however, without using any convexity or
the monotonicity of the p-Laplace operator but only with (1.2), we improve the range γ ≤ 2 to
γ < γn,p in Theorem 1.1. In particular, the range is improved to γ < p + 2 when n = 2, which
we conjecture to be optimal. Note that when n = 2,
γn,p = p+ 2 = p+
n
n− 1 = 3 +
p− 1
n− 1 ,
and when n ≥ 3,
γn,p = 3 +
p− 1
n− 1 < p+
n
n− 1 if p > 2, and γn,p = p+
n
n− 1 < 3 +
p− 1
n− 1 if p < 2.
The W 2,qloc -regularity in Corollary 1.2 was known via the so-called Cordes condition. The
Cordes condition was introduced to study the summability of the second derivative for second
order linear operators in non-divergence form with measurable coefficients; see Cordes [9], Talenti
[34], Campanato [8] and also Maugeri-Palagachev-Softova [29]. We also refer the reader to
Bers-Nirenberg [3], Caffarelli-Cabre´ [7] and Lin [23] for general study. Manfredi-Weitzman [27]
used the Cordes condition to study p-harmonic functions so to get the W 2,2loc -regularity when
1 < p < 3 + 2n−2 , and then one can get the W
2,q
loc -regularity for some q > 2 via the argument
therein and [29, Theorem 1.2.1&1.2.3]. For a brief explanation of the application of the Cordes
condition, see Remark 3.4 (i) (see also [2, Theorem 4.1]). We also note that it is not enough to
get Theorem 1.1 and also (1.5) in Corollary 1.2 via the Cordes condition; see Remark 3.4 (ii).
We remark that when n = 2 and p ∈ (1, 2)∪ (2,∞), for any p-harmonic function u in Ω, (1.5)
gives
|D2u|2 ≤ −(p− 1)
2 + 1
p− 1 detD
2u a.e. in Ω.
This implies that the map x→ Du(x) is quasi-regular, which was originally obtained by Bojarski-
Iwaniec [4]. When n ≥ 3 and p ∈ (1, 2)∪ (2, 3+ 2n−2), the nonnegativity of |D2u|2− (∆u)2 given
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in (1.5) is new. When n ≥ 3 and p ∈ (3 + 2n−2 ,∞), we conjecture that |D2u|2 − (∆u)2 changes
sign for some p-harmonic function u ∈W 2,2loc . For more discussions see Remark 3.5.
Finally, we remark that, when n = 2 and p ∈ (1,∞), via hodograph method Iwaniec-Manfredi
[19] showed the Ck,α(Ω) ∩W k,qloc -regularity of p-harmonic functions, where ranges of k, α and q
are sharp. But when n ≥ 3 and p ∈ [3 + 2n−2 ,∞), it remains open to get u ∈W 2,2loc (Ω), in other
words, to improve the range γ ∈ (−∞, γn,p) in Theorem 1.1 to γ ∈ (−∞, p].
1.2 Parabolic normalized p-Laplace equation
The parabolic normalized p-Laplace equation (1.6) is closely related to the theory of stochastic
tug-of-war games, and has certain applications in economics and image process, see e.g. Manfredi-
Parviainen-Rossi[28], Does [12], Nystro¨m-Parviainen [30], and Elmoataz-Toutain-Tenbrinck [14].
For any viscosity solution to (1.6), Does [12] and Banerjee-Garofalo [5, 6] established their
interior Lipschitz regularity in the spatial variables. However, the interior Lipschitz regularity
in the time variable is open unless certain assumptions are added on the behavior at the lateral
boundary. Jin and Silvestre [22] proved the C1,α-regularity in the spatial variables and the
C0,(1+α)/2-regularity in the time variable for some α ∈ (0, 1). We also refer the reader to [18, 1]
for analogue results for general parabolic equations involving ∆Np .
Høeg and Lindqvist [17] established the W 2,2loc -regularity in the spatial variables for viscosity
solutions to (1.8) when 65 < p <
14
5 and theW
1,2
loc -regularity in the time variable when 1 < p <
14
5 .
The limits 65 and
14
5 are evidently an artifact of their method, and their method is not capable
to reach all p ∈ (1,∞). They also explained that, through the Cordes condition (see e.g. [29,
(1.106)] for parabolic version), it is possible to get analogue results for p in some restricted range
but not all p ∈ (1,∞), mainly since the absence of zero (lateral) boundary values produces many
undesired terms which are hard to estimates. Indeed, by the parabolic version of the Cordes
condition, the only possible range to get the W 2,2loc -regularity is p ∈ (1, 3 + 2n−1); see Remark 4.2
for details.
Additionally, the following question was raised by Høeg and Lindqvist [17]:
For all p ∈ (1,∞), whether viscosity solutions to (1.6) enjoy the W 2,2loc -regularity in the spatial
variables and the W 1,2loc -regularity in the time variable?
The higher integrability of second order derivative was also completely open. Theorem 1.3
not only completely answers this questions when n = 2, but also improves the result by Høeg
and Lindqvist [17] when n ≥ 3 by getting better range of p with higher order integrability.
1.3 Parabolic p-Laplace equation
Finally, we focus on the parabolic p-Laplace equation (1.8). For the equivalence of the weak and
viscosity solutions to (1.8) we refer to [20, 21]. Recall that the C1,α-regularity for weak/viscosity
solutions to (1.8) was established by DiBenedetto-Friedman [11] (see also Wiegner [36]). The
L2loc -integrality of ut is easy to get from the divergence structure of the equation (1.8). However,
to the best of our knowledge, so far no second order regularity in the spatial variables has been
known in general. We note that the approach via the parabolic version of the Cordes condition
does not work here; see Remark 5.3.
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The range p ∈ (1, 3) in Theorem 1.5 is optimal to get theW 2,2loc -regularity. Indeed, the function
w(x1, x2) =
pp−1
(p− 1)p−1 t+ |x1|
1+ 1
p−1
is a viscosity solution to (1.8) in R2 × (0,∞), but a direct calculation shows that
|D2w| = C|x1|
2−p
p−1 ∈ L2loc (R2 × (0,∞)) if and only if p < 3.
1.4 Ideas of the proofs
The proofs of Theorem 1.1 and Corollary 1.2 are given in Sections 3. Let u be a p-harmonic
function in Ω. For any smooth domain U ⋐ Ω, we consider the smooth approximation function
uǫ with ǫ ∈ (0, 1], which is the solution to
div
(
[|Duǫ|2 + ǫ] p−22 Duǫ
)
= 0 in U ; uǫ = u on ∂U. (1.9)
Applying (1.2) to uǫ, in Section 3, via a direction calculation one has
n
2
|D|Duǫ||2 + 1
p− 2
(∆uǫ)2
|Duǫ|2 [|Du
ǫ|2 + ǫ] ≤ 1
2
[|D2uǫ|2 − (∆uǫ)2] + n− 2
2
|D2uǫ|2 a.e. in U
(1.10)
and
[
n
2(p − 2)2 +
1
p− 2 −
n− 2
2
]|D2uǫ|2 ≤ [ n
2(p − 2)2 +
1
p− 2 +
1
2
][|D2uǫ|2 − (∆uǫ)2] in U .
(1.11)
Since 1 < p < 3 + 2n−2 implies
n
2(p − 2)2 +
1
p− 2 −
n− 2
2
> 0,
from (1.11) and the divergence structure of |D2uǫ|2 − (∆uǫ)2 (see Lemma 2.3) we deduce
–
∫
B
|D2uǫ|2 dx ≤ C(n, p) 1
r2
inf
~c∈Rn
–
∫
2B
|Duǫ − ~c|2 dx ∀B ⊂ 2B ⋐ U.
Sending ǫ→ 0 and using the Sobolev-Poincare´ inequality, by Gehring’s lemma we obtain (1.4).
As a by-product, one gets (1.5).
To get Theorem 1.1, multiplying both sides of (1.10) by [|Duǫ|2+ ǫ] p−γ2 φ2 for any φ ∈ C∞(Ω)
and integrating, if γ < γn,p, after some calculation we obtain
|D2uǫDuǫ|2
|Duǫ|2 + ǫ [|Du
ǫ|2 + ǫ] p−γ2 ∈ L1loc (U) and (∆uǫ)2[|Duǫ|2 + ǫ]
p−γ
2 ∈ L1loc (U)
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uniformly in ǫ > 0. Further calculation yields that
|D[|Duǫ|2 + ǫ] p−γ4 Duǫ|2 ∈ L1loc (U) uniformly in ǫ > 0.
Sending ǫ→ 0 one concludes |D[|Du| p−γ2 Du]| ∈ L2loc as desired.
Theorem 1.3 is proved in Section 4. Let u = u(x, t) be a viscosity solution to (1.6). Given
any smooth domain U ⋐ Ω, for ǫ ∈ (0, 1] we let uǫ ∈ C∞(U) ∩ C0(U) be a viscosity solution to
the regularized equation
uǫt −∆uǫ − (p− 2)
∆∞u
ǫ
|Duǫ|2 + ǫ = 0 in U ; u
ǫ = u on ∂pUT . (1.12)
Applying (1.2) to uǫ, one gets
n
2
|D2uǫDuǫ|2
|Duǫ|2 + ǫ + [
1
p− 2 −
n− 2
2
](∆uǫ)2
≤ n− 1
2
[|D2uǫ|2 − (∆uǫ)2]− ǫ
2
|D2uǫ|2 − (∆uǫ)2
|Duǫ|2 + ǫ +
∆uǫuǫt
p− 2 in UT .
Compared to (1.10) or (1.11) for approximation functions to p-harmonic functions, here we have
the additional term
∆uǫuǫt
p− 2
from the parabolic structure, and also an annoying term
− ǫ
2
|D2uǫ|2 − (∆uǫ)2
|Duǫ|2 + ǫ
from the approximation procedure, either of which cannot be removed. With additional ideas
and careful/tedious calculations to bound such two terms (see Section 4.1 and Section 4.2 by
considering two cases via different methods), we are able to prove in Lemma 4.1 that, if p ∈
(1, 2) ∪ (2, 3 + 2n−2), then∫
Qr
[|D2uǫ|2 + |uǫt |2] dx dt ≤ C(n, p)
1
r2
inf
~c∈Rn
∫
Q2r
|Duǫ − ~c|2 dx dt+ o(1) ∀Qr ⊂ Q2r ⋐ UT .
From this, the parabolic Sobolev-Poincare´ inequality and Gehring’s Lemma, we conclude (1.7).
Finally, we prove Theorem 1.5 in Section 5. Let u = u(x, t) be a viscosity solution to (1.8).
Given any smooth domain U ⋐ Ω, for ǫ ∈ (0, 1] we let uǫ ∈ C∞(U) ∩ C0(U ) be a weak solution
to the regularized equation
uǫt − div
(
[|Duǫ|2 + ǫ] p−22 Duǫ
)
= 0 in U ; uǫ = u on ∂pUT . (1.13)
To obtain Theorem 1.5, it suffices to show that D2uǫ, uǫt ∈ L2loc (UT ) uniformly in ǫ > 0. Note
that, from the divergence structure of (1.13), one easily gets uǫt ∈ L2loc (UT ) uniformly in ǫ > 0.
To see D2uǫ ∈ L2loc (UT ) uniformly in ǫ > 0, we apply (1.2) to uǫ so to get
[
n
2(p − 2)2 −
n
2
]|D2uǫ|2
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≤ [ n
2(p − 2)2 −
1
2
][|D2uǫ|2 − (∆uǫ)2]
− n− 2p+ 4
(p− 2)2 [
1
2
(uǫt)
2(|Duǫ|2 + ǫ)2−p −∆uǫuǫt(|Duǫ|2 + ǫ)
2−p
2 ]
+ {−(∆uǫ)2 − (p− 2) (∆∞u
ǫ)2
[|Duǫ|2 + ǫ]2 +
∆uǫuǫt
p− 2 [|Du
ǫ|2 + ǫ] 2−p2 + ǫ
2
(∆uǫ)2
|Duǫ|2 + ǫ}.
Observe that p ∈ (1, 2) ∪ (2, 3) implies
n
2(p − 2)2 −
n
2
> 0.
By bounding the integration of the last two terms (see Lemmas 5.5 and 5.4), we conclude
uǫ ∈W 2,2loc (UT ) uniformly in ǫ > 0.
2 Structures for ∆v∆∞v and |D2v|2 − (∆v)2
The following algebraic structural inequality for ∆v∆∞v plays a central role in this paper.
Lemma 2.1. Let n ≥ 2 and U be a domain of Rn. For any v ∈ C∞(U), we have∣∣∣∣|D2vDv|2 −∆v∆∞v − 12[|D2v|2 − (∆v)2]|Dv|2
∣∣∣∣
≤ n− 2
2
[|D2v|2|Dv|2 − |D2vDv|2] in U. (2.1)
To prove this we need the following result.
Lemma 2.2. For any vector ~λ = (λ1, . . . , λn) and ~a = (a1, . . . , an) ∈ Rn with |~a| = 1, we have∣∣∣∣∣∣
n∑
i=1
(λi)
2(ai)
2 − (
n∑
i=1
λi)[
n∑
j=1
λj(aj)
2]− 1
2
[
n∑
i=1
(λi)
2 − (
n∑
i=1
λi)
2]
∣∣∣∣∣∣
≤ n− 2
2
[
n∑
i=1
(λi)
2 −
n∑
i=1
(λi)
2(ai)
2].
Proof. Write
n∑
i=1
(λi)
2(ai)
2 − (
n∑
i=1
λi)[
n∑
j=1
λj(aj)
2] = −
n∑
i=1
∑
j 6=i
λiλj(aj)
2 = −
n∑
j=1
(aj)
2
∑
i 6=j
λiλj
Given any j = 1, . . . , n, write
∑
i 6=j
λiλj =
∑
1≤i<j
λiλj +
∑
j<k≤n
λjλk =
n−1∑
i=1
∑
i<k≤n
λiλk −
j−1∑
i=1
∑
i<k 6=j
λiλk −
n−1∑
i=j+1
∑
i<k≤n
λiλk.
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Since
n−1∑
i=1
∑
i<k≤n
λiλk =
1
2
[
n∑
i=1
(λi)
2 − (
n∑
i=1
λi)
2],
by using
∑n
j=1(aj)
2 = 1, we have
−
n∑
j=1
(aj)
2
∑
i 6=j
λiλj =
1
2
[
n∑
i=1
(λi)
2 − (
n∑
i=1
λi)
2]−
n∑
j=1
(aj)
2(
j−1∑
i=1
∑
i<k 6=j
+
n−1∑
i=j+1
∑
i<k≤n
)λiλk.
By the Cauchy-Schwarz inequality,∣∣∣∣∣∣(
j−1∑
i=1
∑
i<k 6=j
+
n−1∑
i=j+1
∑
i<k≤n
)λiλk
∣∣∣∣∣∣ ≤
1
2
(
j−1∑
i=1
∑
i<k 6=j
+
n−1∑
i=j+1
∑
i<k≤n
)[(λi)
2 + (λk)
2]
=
n− 2
2
∑
i 6=j
(λi)
2
=
n− 2
2
n∑
i=1
(λi)
2 − n− 2
2
(λj)
2.
Using
∑n
j=1(aj)
2 = 1 again, we conclude∣∣∣∣∣∣−
n∑
j=1
(aj)
2(
j−1∑
i=1
∑
i<k 6=j
+
n−1∑
i=j+1
∑
i<k≤n
)λiλk
∣∣∣∣∣∣ ≤
n− 2
2
[
n∑
i=1
(λi)
2 −
n∑
j=1
(λj)
2(aj)
2].
Combining the inequalities above, we get (2.1) as desired.
We are ready to prove Lemma 2.1.
Proof of Lemma 2.1. Let x¯ ∈ U . If Dv(x¯) = 0, then obviously (2.1) holds. We assume that
Dv(x¯) 6= 0 below. By dividing both sides by |Dv|2, we further assume that |Dv(x¯)| = 1.
At x¯, D2v is a symmetric matrix and hence its eigenvalues are given by {λi}ni=1 ⊂ R. One
may find an orthogonal matrix O ∈ O(n) so that
OTD2vO = diag{λ1, λ2, . . . , λn}.
Note that O−1 = OT . At x¯, it follows that
|D2v|2 = |OTD2vO|2 =
n∑
i=1
(λi)
2, ∆v =
n∑
i=1
λi.
Writing OTDv =
∑
i=1 aiei =: a, we have
∆∞v = (Dv)
TD2vDv = (OTDv)T (OTD2vO)(OTDv) =
n∑
i=1
λi(ai)
2
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and
|D2vDv|2 = |(OTD2vO)(OTDv)|2 =
n∑
i=1
(λi)
2(ai)
2.
Applying Lemma 2.2 to ~λ and ~a, we obtain∣∣∣∣|D2vDv|2 −∆v∆∞v − 12[|D2v|2 − (∆v)2]|Dv|2
∣∣∣∣
=
∣∣∣∣∣∣
n∑
i=1
(λi)
2(ai)
2 − (
n∑
i=1
λi)[
n∑
j=1
λj(aj)
2]− 1
2
[
n∑
i=1
(λi)
2 − (
n∑
i=1
λi)
2]
∣∣∣∣∣∣
≤ n− 2
2
[
n∑
i=1
(λi)
2 −
n∑
i=1
(λi)
2(ai)
2]
=
n− 2
2
[|D2v|2|Dv|2 − |D2vDv|2]
as desired.
We also need the following divergence structure of |D2v|2 − (∆v)2. Below we use Einstein’s
summation convention, that is, aibi =
∑n
i=1 aibi.
Lemma 2.3. For any v ∈ C∞(U), φ ∈ C∞c (U) and vector ~c ∈ Rn, we have∣∣∣∣
∫
U
[|D2v|2 − (∆v)2]φ2 dx
∣∣∣∣ ≤ C
∫
U
|Dv − ~c|2[|φ||D2φ|+ |Dφ|2] dx. (2.2)
Proof. First, we note that
|D2v|2 − (∆v)2 = div(D2vDv −∆vDv) in U . (2.3)
Via integration by parts, a direct calculation leads to∫
U
[|D2v|2 − (∆v)2]φ2 dx = −2
∫
U
(vxixjvxi − vxixivxj )φxjφdx.
For any vector ~c = (c1, c2, ..., cn) ∈ Rn, since
−2
∫
U
(vxixjci − vxixicj)φxjφdx = 2
∫
U
(vxjci − vxicj)(φxjφ)xi dx = 0,
one has ∫
U
[|D2v|2 − (∆v)2]φ2 dx
= −2
∫
U
[vxixj(vxi − ci)− vxixi(vxj − cj)]φxjφdx
= −2
∫
U
(vxi − ci)xj(vxi − ci)φxjφdx+ 2
∫
U
(vxi − ci)xi(vxj − cj)φxjφdx.
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Using integration by parts,
−2
∫
U
(vxi − ci)xj(vxi − ci)φxjφdx = −
∫
U
(|Du− c|2)xjφxjφdx =
∫
U
|Du− c|2(φxjφ)xj dx
and
2
∫
U
(vxi − ci)xi(vxj − cj)φxjφdx
= −2
∫
U
(vxi − ci)(vxj − cj)xiφxjφdx− 2
∫
U
(vxi − ci)(vxj − cj)(φxjφ)xi dx
= −2
∫
U
(vxi − ci)(vxi − ci)xjφxjφdx− 2
∫
U
(vxi − ci)(vxj − cj)(φxjφ)xi dx.
Combining these and using the Cauchy-Schwarz inequality, we conclude (2.2).
3 Proofs of Theorem 1.1 and Corollary 1.2
Let u be a p-harmonic function in Ω. Given any smooth domain U ⋐ Ω, for ǫ ∈ (0, 1] we let
uǫ ∈ W 1,p(U) ∩ C0(U) be a weak solution to the regularized equation (1.9). By the elliptic
theory, we know that uǫ ∈ C∞(U) ∩ C0(U ), Duǫ ∈ L∞(U) uniformly in ǫ > 0 and uǫ → u in
C0(U) as ǫ→ 0; see [33, 26, 10].
Applying (2.1) to uǫ, we claim the following two inequalities:
[
n
2(p − 2)2 +
1
p− 2 −
n− 2
2
]|D2uǫ|2 ≤ [ n
2(p − 2)2 +
1
p− 2 +
1
2
][|D2uǫ|2 − (∆uǫ)2] in U (3.1)
and
n
2
|D|Duǫ||2 + 1
p− 2
(∆uǫ)2
|Duǫ|2 [|Du
ǫ|2 + ǫ] ≤ 1
2
[|D2uǫ|2 − (∆uǫ)2] + n− 2
2
|D2uǫ|2 (3.2)
whenever |Duǫ| is differentiable and hence almost everywhere in U . Note that here, uǫ ∈ C∞(U)
implies |Duǫ| is locally Lipschitz in U , and hence, by Rademacher’s theorem, D|Duǫ| exists
almost everywhere in U . Moreover, at a point x¯ ∈ U , if Duǫ(x¯) = 0, then we may always set
(∆uǫ)2
|Duǫ|α = 0 for any 0 ≤ α < 4. (3.3)
Indeed,
(∆uǫ)2 =
(p− 2)2(∆∞uǫ)2
[|Duǫ|2 + ǫ]2 ≤ (p− 2)
2 |D2uǫ|2|Duǫ|4
[|Duǫ|2 + ǫ]2 = O(|Du
ǫ|4) whenever x→ x¯.
Proofs of (3.1) and (3.2). Given any point x¯ ∈ U , if Duǫ(x¯) = 0, then by (3.3), one has (3.1).
If Duǫ(x¯) = 0 and also |Duǫ| is also differentiable at x¯, then D|Duǫ|(x¯) = 0. By (3.3) again,
(3.2) holds at x¯.
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Below we assume Duǫ(x¯) 6= 0. Observe that |Duǫ| is differentiable at x¯ and
|D|Duǫ|(x¯)| = |D
2uǫ(x¯)Duǫ(x¯)|
|Duǫ|(x¯) . (3.4)
On the other hand, applying (2.1) to uǫ and employing the non-divergence form of (1.9), at x¯
one gets
|D2uǫDuǫ|2 + (∆u
ǫ)2
p− 2 [|Du
ǫ|2 + ǫ]− 1
2
[|D2uǫ|2 − (∆uǫ)2]|Duǫ|2
≤ n− 2
2
[|D2uǫ|2|Duǫ|2 − |D2uǫDuǫ|2].
Dividing both sides by |Duǫ(x¯)|2, at x¯ we get
n
2
|D2uǫDuǫ|2
|Duǫ|2 +
1
p− 2
(∆uǫ)2
|Duǫ|2 [|Du
ǫ|2 + ǫ] ≤ 1
2
[|D2uǫ|2 − (∆uǫ)2] + n− 2
2
|D2uǫ|. (3.5)
From this and (3.4), one concludes (3.2) at x¯ as desired.
Moreover, at x¯, employing the non-divergence form of (1.9) and Ho¨lder’s inequality, one has
|D2uǫDuǫ|2
|Duǫ|2 ≥
|∆∞uǫ|2
|Duǫ|4 ≥
1
(p − 2)2
(∆uǫ)2
|Duǫ|2 [|Du
ǫ|2 + ǫ].
From this and (3.5), it follows that
[
n
2(p − 2)2 +
1
p− 2]
(
∆uǫ
|Duǫ|
)2
[|Duǫ|2 + ǫ] ≤ 1
2
[|D2uǫ|2 − (∆uǫ)2] + n− 2
2
|D2uǫ|2. (3.6)
Since
n
2(p − 2)2 +
1
p− 2 > 0,
(3.6) gives
[
n
2(p − 2)2 +
1
p− 2](∆u
ǫ)2 ≤ 1
2
[|D2uǫ|2 − (∆uǫ)2] + n− 2
2
|D2uǫ|2.
Adding both sides by
[
n
2(p − 2)2 +
1
p− 2][|D
2uǫ|2 − (∆uǫ)2],
we obtain (3.1).
By using (3.2) and Lemma 2.3, we prove Corollary 1.2 as follows.
Proof of Corollary 1.2. Since 1 < p < 3 + 2n−2 , we have
0 <
n
2(p− 2)2 +
1
p− 2 −
n− 2
2
<
n
2(p − 2)2 +
1
p− 2 +
1
2
. (3.7)
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From this, (3.1) and Lemma 2.3 we conclude that for any φ ∈ C∞c (U),∫
U
|D2uǫ|2φ2 dx ≤ C(n, p) inf
~c∈Rn
∫
U
|Duǫ − ~c|2[|Dφ|2 + |φ||D2φ|] dx.
By choosing suitable test function φ, we obtain
–
∫
B
|D2uǫ|2 dx ≤ C(n, p) inf
~c∈Rn
1
r2
–
∫
2B
|Duǫ − ~c|2 dx ∀B = B(z, r) ⋐ 2B ⋐ U.
This together with Duǫ ∈ L∞(U) uniformly in ǫ > 0, implies that uǫ ∈ W 2,2loc (U) uniformly in
ǫ > 0. By the compact embedding theorem, uǫ → u in W 1,qloc (U) for 1 < q < 2n/(n − 2) and
weakly in W 2,2loc (U) as ǫ→ 0. Letting ǫ→ 0, we conclude
–
∫
B
|D2u|2 dx ≤ C(n, p) inf
~c∈Rn
1
r2
–
∫
2B
|Du− ~c|2 dx ∀B = B(z, r) ⋐ 2B ⋐ U.
Applying the Sobolev-Poincare´ inequality, one has(
–
∫
B
|D2u|2 dx
)1/2
≤ C(n, p)
(
–
∫
2B
|D2u| 2nn+2 dx
)n+2
2n
∀B ⋐ 2B ⋐ U.
Via Gehring’s lemma (see for example [15, 16]), we therefore conclude that there exists a δn,p > 0
such that D2u ∈ Lqloc (Ω) for any q < 2 + δn,p and(
–
∫
B
|D2u|q dx
)1/q
≤ C(n, p, q)
(
–
∫
B
|D2u|2 dx
)1/2
∀B ⋐ 2B ⋐ U.
This gives (1.4).
To see (1.5), let
Kn,p :=
n
2(p−2)2
+ 1p−2 +
1
2
n
2(p−2)2 +
1
p−2 − n−22
=
(p− 1)2 + n− 1
(p − 1)[n− (n − 2)(p − 2)] .
From (3.1), (3.7), Duǫ → Du in L2loc (U) and weakly in W 1,2loc (U) and (2.3), one deduces that
1
Kn,p
∫
U
|D2u|2φ2 dx ≤ 1
Kn,p
lim
ǫ→0
∫
U
|D2uǫ|2φ2 dx
≤ lim
ǫ→0
∫
U
[|D2uǫ|2 − (∆uǫ)2]φ2 dx
= lim
ǫ→0
∫
U
(D2uǫDuǫ −∆uǫDuǫ)D(φ2) dx
=
∫
U
(D2uDu−∆uDu)D(φ2) dx ∀φ ∈ C∞c (U),
that is,
1
Kn,p
|D2u|2 ≤ div(D2uDu−∆uDu). (3.8)
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On the other hand, since u ∈ W 2,qloc , letting {ψδ}δ>0 be the standard smooth mollifier, one
has∫
U
(D2uDu−∆uDu) ·Dφdx = lim
δ→0
∫
U
[D2(u ∗ ψδ)D(u ∗ ψδ)−∆(u ∗ ψδ)D(u ∗ ψδ)] ·Dφdx
= lim
δ→0
∫
U
[|D2(u ∗ ψδ)|2 − |∆(u ∗ ψδ)|2]φdx
=
∫
U
[|D2u|2 − |∆u|2]φdx ∀φ ∈ C∞c (U),
which implies that the distributional divergence
div(D2uDu−∆uDu) = |D2u|2 − (∆u)2. (3.9)
Obviously, (1.5) follows from (3.8) and (3.9).
To prove Theorem 1.1, we use (1.11) and also, instead of Lemma 2.3, the following result.
Lemma 3.1. For any γ ∈ R, η > 0 and φ ∈ C∞c (U), we have∫
U
[|D2uǫ|2 − (∆uǫ)2][|Duǫ|2 + ǫ] p−γ2 φ2 dx ≤ −(p− γ − η)
∫
U
|D2uǫDuǫ|2
|Duǫ|2 + ǫ [|Du
ǫ|2 + ǫ] p−γ2 φ2 dx
− [p− γ
p − 2 − η]
∫
U
(∆uǫ)2[|Duǫ|2 + ǫ] p−γ2 φ2 dx
+ C(n, η)
∫
U
[|Duǫ|2 + ǫ] p−γ+22 |Dφ|2 dx. (3.10)
Proof. Via integration by parts, a direct calculation leads to∫
U
[|D2uǫ|2 − (∆uǫ)2][|Duǫ|2 + ǫ] p−γ2 φ2 dx
= −
∫
U
(uǫxixju
ǫ
xi −∆uǫuǫxj )[|Duǫ|2 + ǫ]
p−γ
2 φ2]xj dx
= −(p− γ)
∫
U
|D2uǫDuǫ|2
|Duǫ|2 + ǫ [|Du
ǫ|2 + ǫ] p−γ2 φ2 dx
+ (p− γ)
∫
U
∆uǫ
∆∞u
ǫ
|Duǫ|2 + ǫ [|Du
ǫ|2 + ǫ] p−γ2 φ2 dx
− 2
∫
U
(uǫxixju
ǫ
xi −∆uǫuǫxj)φxjφ[|Duǫ|2 + ǫ]
p−γ
2 dx.
By Young’s inequality, for any η > 0,∫
U
(uǫxixju
ǫ
xi −∆uǫuǫxj)φxjφ[|Duǫ|2 + ǫ]
p−γ
2 dx
≤ η
∫
U
|D2uǫDuǫ|2
|Duǫ|2 + ǫ [|Du
ǫ|2 + ǫ] p−γ2 φ2 dx+ η
∫
U
(∆uǫ)2[|Duǫ|2 + ǫ] p−γ2 φ2 dx
+ C(n)
1
η
∫
U
[|Duǫ|2 + ǫ] p−γ+22 |Dφ|2 dx.
Since ∆∞u
ǫ
|Duǫ|2+ǫ
= ∆u
ǫ
p−2 , we get (3.10) as desired.
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From (3.2) and Lemma 3.1 one deduces the following.
Lemma 3.2. If p ∈ (1, 2) ∪ (2,∞) and γ < γn,p, then∫
U
|D2uǫDuǫ|2
|Duǫ|2 + ǫ [|Du
ǫ|2 + ǫ] p−γ2 φ2 dx+
∫
U
(∆uǫ)2[|Duǫ|2 + ǫ] p−γ2 φ2 dx
≤ C(n, p, γ)
∫
U
[|Duǫ|2 + ǫ] p−γ+22 |Dφ|2 dx ∀φ ∈ C∞c (U). (3.11)
Proof. From (3.2) and (3.10), one has
L := [
n
2
+
(n− 1)(p − γ)
2
− η]
∫
U
|D2uǫDuǫ|2
|Duǫ|2 + ǫ [|Du
ǫ|2 + ǫ] p−γ2 φ2 dx
+ [
1
p − 2 −
n− 2
2
+
(n− 1)(p − γ)
2(p− 2) − η]
∫
U
(∆uǫ)2[|Duǫ|2 + ǫ] p−γ2 φ2 dx
≤ C(n)1
η
∫
U
[|Duǫ|2 + ǫ] p−γ+22 |Dφ|2 dx.
By the non-divergence form of (1.9),
(∆uǫ)2
(p− 2)2 =
|∆∞uǫ|2
[|Duǫ|2 + ǫ]2 ≤
|D2uǫDuǫ|2|Duǫ|2
[|Duǫ|2 + ǫ]2 ≤
|D2uǫDuǫ|2
|Duǫ|2 + ǫ .
Since γ < p+ nn−1 implies
n
2
+
(n− 1)(p − γ)
2
> 0,
for 0 < η < 14 [
n
2 +
(n−1)(p−γ)
2 ] we have
L ≥ η
∫
U
|D2uǫDuǫ|2
|Duǫ|2 + ǫ [|Du
ǫ|2 + ǫ] p−γ2 φ2 dx
+ [c(n, p, γ) − 2
(p − 2)2 η − η]
∫
U
(∆uǫ)2[|Duǫ|2 + ǫ] p−γ2 φ2 dx,
where
c(n, p, γ) :=
1
(p− 2)2 [
n
2
+
(n− 1)(p − γ)
2
] +
1
p− 2 −
n− 2
2
+
(n − 1)(p − γ)
2(p − 2)
=
p− 1
2(p− 2)2 [(n− 1)(p − γ)− (n − 2)(p − 2) + n].
Since γ < 3 + p−1n−1 implies
(n− 1)(p − γ) > (p − 3)(n − 1)− (p − 1) = (n− 2)(p − 2)− n,
we have c(n, p, γ) > 0.
Choosing η > 0 so that
c(n, p, γ) − 2
(p− 2)2 η − η > η,
we get the desired (3.11).
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As a consequence of Lemma 3.1 and Lemma 3.2 we obtain
Corollary 3.3. If p ∈ (1, 2) ∪ (2,∞) and γ < γn,p, then∫
U
|D([|Duǫ|2 + ǫ] p−γ4 Duǫ)|2φ2 dx ≤ C(n, p, γ)
∫
U
[|Duǫ|2 + ǫ] p−γ+22 |Dφ|2 dx ∀φ ∈ C∞c (U).
(3.12)
Proof. Note that
|D([|Duǫ|2 + ǫ] p−γ4 Duǫ)|2
= [|Duǫ|2 + ǫ] p−γ2
∣∣∣∣D2uǫ + p− γ2 Du
ǫ ⊗D2uǫDuǫ
|Duǫ|2 + ǫ
∣∣∣∣
2
= [|Duǫ|2 + ǫ] p−γ2 [|D2uǫ|2 + (p− γ) |D
2uǫDuǫ|2
|Duǫ|2 + ǫ +
(p− γ)2
4
|Duǫ|2|D2uǫDuǫ|2
[|Duǫ|2 + ǫ]2 ]
≤ C(n, p, γ)[|Duǫ|2 + ǫ] p−γ2 |D2uǫ|2.
By Lemma 3.1, for any η > 0,
∫
U
|D2uǫ|2[|Duǫ|2 + ǫ] p−γ2 φ2 dx ≤ [−(p− γ) + η]
∫
U
|D2uǫDuǫ|2
|Duǫ|2 + ǫ [|Du
ǫ|2 + ǫ] p−γ2 φ2 dx
+ [1− p− γ
p − 2 + η]
∫
U
(∆uǫ)2[|Duǫ|2 + ǫ] p−γ2 φ2 dx
+C(n, p, η)
∫
U
[|Duǫ|2 + ǫ] p−γ+22 |Dφ|2 dx
≤ C(n, p, γ)
∫
U
[|Duǫ|2 + ǫ] p−γ+22 |Dφ|2 dx,
where in the last inequality we took η = 1 and used Lemma 3.2. Combining the above two
inequalities, we get (3.12) as desired.
Now we are able to prove Theorem 1.1.
Proof of Theorem 1.1. Since |Duǫ| ∈ L∞loc (U), by Corollary 3.3 we have [|Duǫ|2 + ǫ]
p−γ
4 Duǫ ∈
W 1,2loc (U) uniformly in ǫ > 0. By the weakly compactness of W
1,2
loc (U), as ǫ→ 0 (up to some sub-
sequence), [|Duǫ|2+ ǫ] p−γ4 Duǫ converges to some function ~v in L2loc (U) and weakly in W 1,2loc (U).
Since Duǫ → Du in C0,α(U) for some α > 0, we get ~v = |Du| p−γ2 Du and hence∫
B
|D[|Du| p−γ2 Du]|2 dx ≤ C(n, p) 1
r2
∫
2B
|Du|p−γ+2 dx ∀B = B(z, r) ⋐ 2B ⋐ U
as desired.
Below, we give some remarks about the Cordes condition.
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Remark 3.4. (i) The W 2,qloc -regularity in Corollary 1.2 was proved via the Cordes condition
previously. Precisely, rewrite the equation (1.9) as∑
1≤i,j≤n
aǫiju
ǫ
xixj = 0 in U ; u
ǫ = u on ∂U,
where the coefficients
aǫij = δij + (p− 2)
uǫxiu
ǫ
xj
|Duǫ|2 + ǫ .
If 1 < p < 3 + 2n−2 , then {aǫij}1≤i,j≤n satisfies the Cordes condition uniformly in ǫ ∈ (0, 1], that
is, there exists an δ > 0 such that
n∑
i,j=1
(aǫij)
2 ≤ 1
n− 1 + δ
(
n∑
i=1
aǫii
)2
in U for all ǫ ∈ (0, 1].
Applying [29, Theorem 1.2.1], Manfredi-Weitzman [27] showed that uǫ ∈ W 2,2loc (U) uniformly
in ǫ > 0. Indeed, following [29, Theorem 1.2.3] and the arguments in [27] (see also [2]), one
could get the uǫ ∈ W 2,q-regularity uniformly in ǫ > 0 for some q > 2. Letting ǫ → 0, one has
u ∈W 2,qloc (Ω).
(ii) The Coders condition is not valid for (1.5) in Corollary 1.2, and also Theorem 1.1 in
general.
We end this section by the following remark for (1.5) in Corollary 1.2.
Remark 3.5. (i) Let n = 2. Note that for v ∈W 2,2loc , one has
|D2v|2 − (∆v)2 = −2 detD2v a.e.
For 1 < p <∞, by (1.5), and also by the property of harmonic functions when p = 2, one has
|D2u|2 ≤ −(p− 1)
2 + 1
p− 1 detD
2u a.e. (3.13)
whenever u is a planar p-harmonic function. This implies that the map x → Du(x) is quasi-
regular, which was originally proved by [4]. The constant in (3.13) is sharp. In fact, consider
the boundary value problem ∆pu = 0 in B1 ⊂ R2 with a boundary condition u = ϕ on ∂B1
which is even with respect to x2. Then by the uniqueness of solutions, we know that u is even
in x2, and thus D2u = D12u = 0 on x2 = 0. Now by using the equation, it is easily seen that
D22u = (1 − p)D11u on x2 = 0, so that the equality in (3.13) holds. Moreover, in the limiting
case p =∞, it was shown in [24] that
− detD2u is a nonnegative Radon measure and |D|Du||2 ≤ − detD2u
whenever u is a planar ∞-harmonic function.
(ii) Let n ≥ 3. For p ∈ (1, 3 + 2n−2), by (1.5) and theory of harmonic functions, we see that
|D2u|2 − (∆u)2 is nonnegative. Observe that
∆(|Du|2)− (uxiuxj )xixj = div(D2uDu−∆uDu) = |D2u|2 − (∆u)2
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in the sense of distributions. When p = 3+ 2n−2 , we expect that the distributional second order
derivative ∆(|Du|2) − (uxiuxj)xixj is a nonnegative Radon measure. On the other hand, when
p =∞, for the smooth ∞-harmonic function
w(x) = 2
1
3x
4
3
1 − x
4
3
2 − x
4
3
3 in the domain (0,∞)3,
a direct calculation gives
|D2w|2 − (∆w)2 = 32
81
2
2
3x
− 2
3
1 [x
− 2
3
2 + x
− 2
3
3 ]−
32
81
x
− 2
3
2 x
− 2
3
3 ,
which changes sign when x1 goes from 0 to∞. Considering this, we conjecture that for some/all
p ∈ (3+ 2n−2 ,∞), there exists a p-harmonic function u ∈W 2,2loc such that |D2u|2− (∆u)2 changes
sign.
4 Proof of Theorem 1.3
To prove Theorem 1.3, it suffices to show that for any viscosity solution u = u(x, t) to (1.6), we
have
–
∫
Qr
[|D2u|+ |ut|]2 dx dt ≤ C(n, p) inf
~c∈Rn
1
r2
–
∫
Q2r
|Du− ~c|2 dx dt ∀Qr ⊂ Q2r ⋐ ΩT . (4.1)
Indeed, let v(x) = u(x)− c0 − cixi where
c0 = –
∫
Q2r
u dx dt and ~c = (c1, . . . , cn) = –
∫
Q2r
Dudxdt.
We have Dv = Du− ~c, D2v = D2u and vt = ut. By the parabolic Sobolev-Poincare´ inequality,
‖Du− ~c‖L2(Q2r) = ‖Dv‖L2(Q2r)
≤ C 1
r
‖u− c0 − cixi‖
L
2(n+2)
n+4 (Q2r)
+ C‖Du− ~c‖
L
2(n+2)
n+4 (Q2r)
+ Cr‖ut‖
L
2(n+2)
n+4 (Q2r)
+ Cr‖D2u‖
L
2(n+2)
n+4 (Q2r)
≤ Cr‖ut‖
L
2(n+2)
n+4 (Q2r)
+ Cr‖D2u‖
L
2(n+2)
n+4 (Q2r)
,
where in the last inequality we used [25, Lemma 5.4]. This gives
(
–
∫
Qr
[|D2u|+ |ut|]2 dx dt
)1/2
≤ C(n, p)
(
–
∫
Q2r
[|D2u|+ |ut|]
2(n+2)
n+4 dx dt
) n+4
2(n+2)
∀Qr ⊂ Q2r ⋐ ΩT .
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Since 2(n+2)n+4 < 2, by Gehring’s lemma, there exists a δn,p > 0 such that |D2u|+ |ut| ∈ Lqloc (ΩT )
for any q < 2 + δn,p, and moreover, we have
(
–
∫
Qr
[|D2u|+ |ut|]q dx dt
)1/q
≤ C(n, p, q)
(
–
∫
Q2r
[|D2u|+ |ut|]2 dx dt
) 1
2
∀Qr ⊂ Q2r ⋐ ΩT ,
which gives (1.7) as desired.
To prove (4.1), given any fixed smooth domain U ⋐ Ω, and for ǫ ∈ (0, 1], let uǫ ∈ C0(UT ) be
a viscosity solution to the regularized equation (1.12). By the parabolic theory, we know that
uǫ ∈ C∞(UT )∩C0(UT ), Duǫ ∈ L∞(UT ) uniformly in ǫ > 0 and uǫ → u in C0(UT ) as ǫ→ 0; see
[22].
In the sequel, without loss of generality, we assume that Qr = Q(0, r) ⊂ Q2r ⋐ UT . Take a
smooth function φ ∈ C∞c (B2r × (−4r2, 4r2)) such that
φ ≡ 1 in Qr, |φ| ≤ 1, |Dφ| ≤ C
r
, |D2φ|+ |φt| ≤ C
r2
.
Applying Lemma 2.1, we prove the following. The proof is postponed to the end of this section
due to a technical reason.
Lemma 4.1. If n ≥ 2 and 1 < p < 3 + 2n−2 , then we have∫
Q2r
|D2uǫ|2φ2 dx dt+
∫
Q2r
(uǫt)
2φ2 dx dt
≤ C(n, p) inf
~c∈Rn
∫
Q2r
|Duǫ − ~c|2[|Dφ|2 + |φ||D2φ|+ |φ||φt|] dx dt
+ C(n, p)ǫ
∫
Q2r
[1 + | ln[|Duǫ|2 + ǫ]|][|Dφ|2 + |φ||φt|] dx dt
+ C(n, p)ǫ
∫
B2r
| ln[|Duǫ(x, 0)|2 + ǫ]|φ2(x, 0) dx. (4.2)
Given Lemma 4.1, we prove Theorem 1.3 as below.
Proof of Theorem 1.3. Lemma 4.1, together with Duǫ ∈ L∞(UT ) uniformly in ǫ > 0, implies
that D2uǫ, uǫt ∈ L2loc (UT ) uniformly in ǫ > 0. By the compact parabolic embedding theorem,
Duǫ → Du in L2loc (UT ), and D2uǫ → D2u and uǫt → ut weakly in L2loc (UT ) as ǫ → 0. Letting
ǫ → 0, we conclude (4.1) from Lemma 4.1 and arbitrariness of UT . So we finish the proof of
Theorem 1.3.
Before we prove Lemma 4.1, we give a remark for parabolic Coders condition.
Remark 4.2. Rewrite the equation (1.12) as
uǫt −
∑
1≤i,j≤n
aǫiju
ǫ
xixj = 0 in UT ; u
ǫ = u on ∂pUT ,
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where the principle coefficients
aǫij = δij + (p− 2)
uǫxiu
ǫ
xj
|Duǫ|2 + ǫ .
If 1 < p < 3 + 2n−1 , then {aǫij}1≤i,j≤n satisfies the parabolic Cordes condition (see e.g. [29,
(1.106)]) uniformly in ǫ ∈ (0, 1], that is, there exists δ > 0 such that
n∑
i,j=1
(aǫij)
2 + 1 ≤ 1
n+ δ
(
n∑
i=1
aǫii + 1
)2
in UT . (4.3)
But, if p ≥ 3 + 2n−1 , (4.3) does not necessarily holds. Thus, only when 1 < p < 3 + 2n−1 , one
may get theW 2,2loc -regularity in the spatial variables and theW
1,2
loc -regularity in the time variable
through the parabolic Cordes condition. However, even in this case a rigorous argument cannot
be found in the literature.
Finally, we prove Lemma 4.1. First, applying Lemma 2.1 to uǫ, we have
n
2
|D2uǫDuǫ|2 −∆uǫ∆∞uǫ − n− 2
2
(∆uǫ)2|Duǫ|2 ≤ n− 1
2
[|D2uǫ|2 − (∆uǫ)2]|Duǫ|2.
Dividing both sides by |Duǫ|2 + ǫ and using (1.12) we obtain
n
2
|D2uǫDuǫ|2
|Duǫ|2 + ǫ + [
1
p− 2 −
n− 2
2
](∆uǫ)2
≤ n− 1
2
[|D2uǫ|2 − (∆uǫ)2] + ǫ
2
(∆uǫ)2 − |D2uǫ|2
|Duǫ|2 + ǫ +
∆uǫuǫt
p− 2 . (4.4)
Moreover, since
|D2uǫDuǫ|2
|Duǫ|2 + ǫ ≥ [
∆∞u
ǫ
|Duǫ|2 + ǫ ]
2 = [− ∆u
ǫ
p− 2 +
uǫt
p− 2]
2 =
(∆uǫ)2
(p− 2)2 +
(uǫt)
2
(p − 2)2 −
2∆uǫuǫt
(p− 2)2 ,
(4.4) leads to
[
n
2
1
(p − 2)2 +
1
p− 2 −
n− 2
2
](∆uǫ)2 +
n
2
1
(p− 2)2 (u
ǫ
t)
2
≤ n− 1
2
[|D2uǫ|2 − (∆uǫ)2] + ǫ
2
(∆uǫ)2 − |D2uǫ|2
|Duǫ|2 + ǫ + [
1
p− 2 +
n
(p− 2)2 ]∆u
ǫuǫt.
Adding both sides by
[
n
2
1
(p − 2)2 +
1
p− 2 −
n− 2
2
][|D2uǫ|2 − (∆uǫ)2]
we conclude that
[
n
2
1
(p− 2)2 +
1
p− 2 −
n− 2
2
]|D2uǫ|2 + n
2
1
(p− 2)2 (u
ǫ
t)
2
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≤ [n
2
1
(p− 2)2 +
1
p− 2 +
1
2
][|D2uǫ|2 − (∆uǫ)2]
+
ǫ
2
(∆uǫ)2 − |D2uǫ|2
|Duǫ|2 + ǫ + [
1
p− 2 +
n
(p− 2)2 ]∆u
ǫuǫt . (4.5)
By a parabolic version of Lemma 2.3, the integration of the first term on the right-hand sides
of (4.4) and (4.5) with a test function can be handled as before. But additional efforts are
needed to treat the integration of the second and third terms on the right-hand sides in (4.4)
and (4.5) with a test function. Unlike (3.1) and (3.2), since we cannot divide by |Duǫ|2 here due
to its possible vanishing, the additional second term on the right-hand sides in (4.4) and (4.5)
always appear.
Below we consider 2 cases:
• Case 1 < p < min{6, 3 + 2n−2}. In this case we use (4.5) to prove (4.2). Note that when
n ≥ 3, we always have 3 + 2n−2 < 6.
• Case n = 2 and p ≥ 6. In this case we use (4.4) to prove (4.2).
4.1 Case 1 < p < min{6, 3 + 2
n−2
}.
Via a direct calculation we have the following.
Lemma 4.3. Let p ∈ (1, 2) ∪ (2,∞). For any ~c ∈ Rn, we have∫
Q2r
∆uǫuǫtφ
2 dx dt ≤ η
∫
Q2r
|D2uǫ|2φ2 dx dt+ C
η
∫
Q2r
|Duǫ − ~c|2[|Dφ|2 + |φφt|] dx dt. (4.6)
Proof. By integration by parts we have∫
Q2r
∆uǫuǫtφ
2 dx dt =
∫
Q2r
(uǫxi − ci)xiuǫtφ2 dx dt
= −
∫
Q2r
(uǫxi − ci)uǫxitφ2 dx dt− 2
∫
Q2r
(uǫxi − ci)uǫtφxiφdx dt.
Further integration by parts gives
−
∫
Q2r
(uǫxi − ci)uǫxitφ2 dx dt = −
1
2
∫
Q2r
(|Duǫ − ~c|2)tφ2 dx dt≤
∫
Q2r
|Duǫ − ~c|2|φ||φt| dx dt
and
−2
∫
Q2r
(uǫxi − ci)uǫtφxiφdx dt ≤ 2
∫
Q2r
|Duǫ − ~c||uǫt ||Dφ||φ| dx dt
≤ 1
η
∫
Q2r
|Duǫ − ~c|2|Dφ|2 dx dt+ η
∫
Q2r
|uǫt |2φ2 dx dt.
By the equation (1.12), we have
|uǫt | ≤ |∆uǫ|+ |p− 2||D2uǫ| ≤ (p+ n)|D2uǫ|. (4.7)
Combining all the estimations, we have (4.6) as desired.
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Using this and the divergence structure of [|D2uǫ|2 − (∆uǫ)2], we further have the following.
Lemma 4.4. Let p ∈ (1, 2) ∪ (2,∞). For any η ∈ (0, 1), we have
ǫ
2
∫
Q2r
(∆uǫ)2 − |D2uǫ|2
|Duǫ|2 + ǫ φ
2 dx dt
≤ 1
4(p− 1)
∫
Q2r
(uǫt)
2φ2 dx dt+ η
∫
Q2r
|D2uǫ|2φ2 dx dt+ C(η)ǫ
∫
Q2r
|Dφ|2 dx dt. (4.8)
Proof of Lemma 4.4. By integration by parts, we obtain
ǫ
2
∫
Q2r
(∆uǫ)2 − |D2uǫ|2
|Duǫ|2 + ǫ φ
2 dx dt
= − ǫ
2
∫
Q2r
[∆uǫuǫxi − uǫxixjuǫxj ]
(
φ2
|Duǫ|2 + ǫ
)
xi
dx dt
= ǫ
∫
Q2r
(
∆uǫ
∆∞u
ǫ
[|Duǫ|2 + ǫ]2 −
|D2uǫDuǫ|2
[|Duǫ|2 + ǫ]2
)
φ2 dx dt
− ǫ
∫
Q2r
[∆uǫuǫxi − uǫxixjuǫxj ]φxiφ
1
|Duǫ|2 + ǫ dx dt.
By Young’s inequality we obtain
ǫ
∫
Q2r
[∆uǫuǫxi − uǫxixjuǫxj ]φxiφ
1
|Duǫ|2 + ǫ dx dt
≤ Cǫ1/2
∫
Q2r
|D2uǫ||φDφ| dx dt
≤ η
∫
Q2r
|D2uǫ|2φ2 dx dt+ C(η)ǫ
∫
Q2r
|Dφ|2 dx dt.
By Ho¨lder’s inequality, (1.12), and Young’s inequality one has
ǫ
(
∆uǫ
∆∞u
ǫ
[|Duǫ|2 + ǫ]2 −
|D2uǫDuǫ|2
[|Duǫ|2 + ǫ]2
)
≤ ǫ
(
∆uǫ
∆∞u
ǫ
[|Duǫ|2 + ǫ]2 −
(∆∞u
ǫ)2
[|Duǫ|2 + ǫ]3
)
=
ǫ
(p− 2)2
1
|Duǫ|2 + ǫ
[
(p − 2)(∆uǫut − (∆uǫ)2)− (uǫt −∆uǫ)2
]
=
ǫ
(p− 2)2
1
|Duǫ|2 + ǫ
[
p∆uǫut − (p − 1)(∆uǫ)2 − (uǫt)2
]
≤ 1
4(p− 1)(u
ǫ
t)
2.
Combining all estimates together, we get (4.8).
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Proof of Lemma 4.1. [ Case 1 < p < min{6, 3 + 2n−2}.]
By Lemma 2.3, for any ~c ∈ Rn one gets∣∣∣∣
∫
Q2r
[|D2uǫ|2 − (∆uǫ)2]φ2 dx dt
∣∣∣∣ ≤ C(n)
∫
Q2r
|Duǫ − ~c|[|Dφ|2 + |D2φ||Dφ|] dx dt. (4.9)
Multiplying both sides of (4.5) by φ2 and integrating, by (4.9), Lemma 4.4 and Lemma 4.3,
for any ~c ∈ Rn and η ∈ (0, 1) we obtain
[
n
2
1
(p− 2)2 +
1
p− 2 −
n− 2
2
− η]
∫
Q2r
|D2uǫ|2φ2 dx dt
+ [
n
2
1
(p− 2)2 −
1
4(p − 1) ]
∫
Q2r
(uǫt)
2φ2 dx dt
≤ C(n, p, η)
∫
Q2r
|Duǫ − ~c|2[|φt||φ|+ |Dφ|2] dx dt+ C(η)ǫ
∫
Q2r
|Dφ|2 dx dt.
Note that p ∈ (1, 3 + 2n−2) implies that
n
2
1
(p − 2)2 +
1
p− 2 −
n− 2
2
> 0.
Moreover, when p ∈ (1 + 1/(n + 1 +
√
n(n+ 2)), n + 2 +
√
n(n+ 2)), we have
n
2
1
(p − 2)2 −
1
4(p − 1) > 0.
Taking η > 0 sufficiently small, and noting n + 2 +
√
n(n+ 2) ≥ 6, one has (4.2) under the
condition that p ∈ (1 + 1/(n + 1 +
√
n(n+ 2)),min{3 + 2n−2 , 6}). Finally, it remains to notice
by adding dummy variables u also satisfies the equation in Rm for any m ≥ n. Therefore, (4.2)
holds for any p in
⋃
m≥n
(1 + 1/(m+ 1 +
√
m(m+ 2)),min{3 + 2
m− 2 , 6}) = (1,min{3 +
2
n− 2 , 6}).
The lemma is proved in this case.
4.2 Case n = 2 and 6 ≤ p <∞.
We note that the proofs in this subsection works for any p > 2. Instead of Lemma 4.4 we have
the following.
Lemma 4.5. Let n = 2 and 6 ≤ p <∞, and let φ ∈ C∞c (UT ). For any η ∈ (0, 1) we have
ǫ
2
∫
Q2r
(∆uǫ)2 − |D2uǫ|2
|Duǫ|2 + ǫ φ
2 dx dt
≤ ǫ
p− 2
∫
Q2r
uǫt∆u
ǫ
|Duǫ|2 + ǫφ
2 dx dt+ η
∫
Q2r
|D2uǫ|2φ2 dx dt+ C
η
ǫ
∫
Q2r
|Dφ|2 dx dt.
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Proof. The proof follows from that of Lemma 4.4 once we observe that
ǫ
∫
Q2r
∆uǫ
∆∞u
ǫ
[|Duǫ|2 + ǫ]2φ
2 dx dt ≤ ǫ
p− 2
∫
Q2r
uǫt∆u
ǫ
|Duǫ|2 + ǫφ
2 dx dt.
Moreover, instead of Lemma 4.3, we have the following, whose proof is postponed to the end
of this subsection.
Lemma 4.6. Let n = 2 and 6 ≤ p <∞. For any ~c ∈ Rn and η ∈ (0, 1) we have
1
p− 2
∫
Q2r
∆uǫuǫtφ
2 dx dt
≤ − ǫ
p− 2
∫
Q2r
uǫt∆u
ǫ
|Duǫ|2 + ǫφ
2 dx dt+
∫
Q2r
|D2uǫDuǫ|2
|Duǫ|2 + ǫ φ
2 dx dt
+ η
∫
Q2r
|D2uǫ|2φ2 dx dt+ C(p, η)
∫
Q2r
|Duǫ − ~c|2[|φ||D2φ|+ |Dφ|2 + |φ||φt|] dx dt
+
C
η
ǫ
∫
Q2r
|Dφ|2 dx dt+Cǫ
∫
Q2r
| ln[|Duǫ|2 + ǫ]||φ||φt| dx dt
+Cǫ
∫
B2r
| ln[|Duǫ(x, 0)|2 + ǫ]|φ2(x, 0) dx.
Proof of Lemma 4.1. [Case n = 2 and 6 ≤ p <∞.]
Multiplying both sides of (4.4) with n = 2 by φ2 and integrating in Q2r, by (4.9), Lemma
4.5 and Lemma 4.6, for any ~c ∈ Rn and η ∈ (0, 1) we obtain
1
p− 2
∫
Q2r
(∆uǫ)2φ2 dx dt− η
∫
Q2r
|D2uǫ|2φ2 dx dt
≤ C(p, η)
∫
Q2r
|Duǫ − ~c|2[|Dφ|2 + |φ||D2φ|+ |φ||φt|] dx dt+ C
η
ǫ
∫
Q2r
|Dφ|2 dx dt
+Cǫ
∫
Q2r
| ln[|Duǫ|2 + ǫ]||φ||φt| dx dt+Cǫ
∫
B2r
| ln[|Duǫ(x, 0)|2 + ǫ]|φ2(x, 0) dx.
Choosing 0 < η < 12(p−2) be sufficiently small, adding both sides by
1
p− 2
∫
Q2r
[D2uǫ|2 − (∆uǫ)2]φ2 dx dt,
and applying (4.9) and Lemma 2.3, we get∫
Q2r
|D2uǫ|2φ2 dx dt ≤ C(p)
∫
Q2r
|Duǫ − ~c|2[|Dφ|2 + |φ||D2φ|] dx dt
+ C(p)ǫ
∫
Q2r
[|Dφ|2 + | ln[|Duǫ|2 + ǫ]||φ||φt|] dx dt+C(p)ǫ
∫
B2r
| ln[|Duǫ(x, 0)|2 + ǫ]|φ2 dx
as desired.
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Finally, we note that Lemma 4.6 follows from Lemmas 4.7 and 4.8 below.
Lemma 4.7. Let n = 2 and 6 ≤ p <∞. For any η > 0, we have
2ǫ
p− 2
∫
Q2r
uǫt∆u
ǫ
|Duǫ|2 + ǫφ
2 dx dt
≤ 1
(p− 2)2
∫
Q2r
(uǫt)
2φ2 dx dt+ ǫ
∫
Q2r
|D2uǫDuǫ|2
[|Duǫ|2 + ǫ]2φ
2 dx dt+ η
∫
Q2r
|D2uǫ|2φ2 dx dt
+
C
η
ǫ
∫
Q2r
|Dφ|2 dx dt+ 2ǫ
p− 2
∫
Q2r
| ln[|Duǫ|2 + ǫ]||φ||φt| dx dt
− ǫ
p− 2
∫
B2r
ln[|Duǫ(x, 0)|2 + ǫ]φ2(x, 0) dx. (4.10)
Lemma 4.8. Let n = 2 and 6 ≤ p <∞. For any η > 0, we have
1
p− 2
∫
Q2r
∆uǫuǫtφ
2 |Duǫ|2
|Duǫ|2 + ǫ dx dt
≤ − 1
(p− 2)2
∫
Q2r
(uǫt)
2φ2 dx dt− ǫ
∫
Q2r
|D2uǫDuǫ|2
[|Duǫ|2 + ǫ]2φ
2 dx dt+
∫
Q2r
|D2uǫDuǫ|2
|Duǫ|2 + ǫ φ
2 dx dt
+ η
∫
Q2r
|D2uǫ|2φ2 dx dt+ C(p, η)
∫
Q2r
|Duǫ − ~c|2[|φ||φt|+ |φ||D2φ|+ |Dφ|2] dx dt
+
C
η
ǫ
∫
Q2r
|Dφ|2 dx dt+ ǫ
p− 2
∫
Q2r
| ln[|Duǫ|2 + ǫ]||φ||φt| dx dt
+
ǫ
2(p− 2)
∫
B2r
ln[|Duǫ(x, 0)|2 + ǫ]φ2(x, 0) dx. (4.11)
Proof of Lemma 4.7. By integration by parts we have
2ǫ
p− 2
∫
Q2r
uǫt∆u
ǫ
|Duǫ|2 + ǫφ
2 dx dt
= − 2ǫ
p− 2
∫
Q2r
uǫxi
(
uǫt
|Duǫ|2 + ǫφ
2
)
xi
dx dt
= − 2ǫ
p− 2
∫
Q2r
uǫxiu
ǫ
xit
|Duǫ|2 + ǫφ
2 dx dt− 4ǫ
p− 2
∫
Q2r
uǫxiu
ǫ
tφxi
|Duǫ|2 + ǫφ dx dt
+
4ǫ
p− 2
∫
Q2r
∆∞u
ǫuǫt
[|Duǫ|2 + ǫ]2φ
2 dx dt.
We estimate the three terms on the right-hand side in order. First, from
uǫxitu
ǫ
xi
|Duǫ|2 + ǫ =
1
2
(|Duǫ|2)t
|Duǫ|2 + ǫ =
1
2
[ln[|Duǫ|2 + ǫ]]t
and integration by parts it follows that
− 2ǫ
p− 2
∫
Q2r
uǫxiu
ǫ
xit
|Duǫ|2 + ǫφ
2 dx dt = − ǫ
p− 2
∫
Q2r
[ln[|Duǫ|2 + ǫ]]tφ2 dx dt
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=
2ǫ
p− 2
∫
Q2r
ln[|Duǫ|2 + ǫ]φφt dx dt− ǫ
p − 2
∫
B2r
ln[|Duǫ(x, 0)|2 + ǫ]φ2(x, 0) dx. (4.12)
Next, by Young’s inequality and (4.7), one has∣∣∣∣ 4ǫp− 2
∫
Q2r
uǫxiu
ǫ
tφxi
|Duǫ|2 + ǫφ dx dt
∣∣∣∣ ≤ C√ǫ
∫
t
|D2uǫ||φDφ| dx dt
≤ η
∫
Q2r
|D2uǫ|2φ2 dx dt+ C
η
ǫ
∫
Q2r
|Dφ|2 dx dt. (4.13)
Finally, by Young’s inequality and noting
4ǫ|Duǫ|2 = (2ǫ1/2|Duǫ|)2 ≤ [|Duǫ|2 + ǫ]2,
we have
4ǫ
p− 2
∫
Q2r
∆∞u
ǫuǫt
[|Duǫ|2 + ǫ]2φ
2 dx dt
≤ 4ǫ2
∫
Q2r
|D2uǫDuǫ|2|Duǫ|2
[|Duǫ|2 + ǫ]4 φ
2 dx dt+
1
(p− 2)2
∫
Q2r
(uǫt)
2φ2 dx dt
≤ ǫ
∫
Q2r
|D2uǫDuǫ|2
[|Duǫ|2 + ǫ]2φ
2 dx dt+
1
(p− 2)2
∫
Q2r
(uǫt)
2φ2 dx dt.
Combining these estimates, we get (4.10).
Proof of Lemma 4.8. By integration by parts, one gets
1
p− 2
∫
Q2r
∆uǫuǫtφ
2 |Duǫ|2
|Duǫ|2 + ǫ dx dt
= − 1
p− 2
∫
Q2r
uǫxi
(
uǫtφ
2|Duǫ|2
|Duǫ|2 + ǫ
)
xi
dx dt
= − 2
p− 2
∫
Q2r
∆∞u
ǫuǫtφ
2
|Duǫ|2 + ǫ dx dt−
1
p− 2
∫
Q2r
uǫxiu
ǫ
xitφ
2|Duǫ|2
|Duǫ|2 + ǫ dx dt
− 2
p− 2
∫
Q2r
uǫxiφxiu
ǫ
tφ|Duǫ|2
|Duǫ|2 + ǫ dx dt+
2
p− 2
∫
Q2r
∆∞u
ǫuǫtφ
2|Duǫ|2
[|Duǫ|2 + ǫ]2 dx dt.
Below, we bound the four terms on the right-hand side in order. First, from Lemma 4.3 it
follows that
− 2
p− 2
∫
Q2r
∆∞u
ǫuǫtφ
2
|Duǫ|2 + ǫ dx dt = −
2
(p− 2)2
∫
Q2r
(uǫt)
2φ2 dx dt+
2
(p− 2)2
∫
Q2r
∆uǫuǫtφ
2 dx dt
≤ − 2
(p− 2)2
∫
Q2r
(uǫt)
2φ2 dx dt+ η
∫
Q2r
|D2uǫ|2φ2 dx dt
+
C
(p− 2)2
∫
Q2r
|Duǫ − ~c|2[|φ||φt|+ |Dφ|2] dx dt.
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Next, by (4.12)
− 1
p− 2
∫
Q2r
uǫxiu
ǫ
xitφ
2|Duǫ|2
|Duǫ|2 + ǫ dx dt
= − 1
p− 2
∫
Q2r
uǫxiu
ǫ
xitφ
2 dx dt+
ǫ
p− 2
∫
Q2r
φ2uǫxiu
ǫ
xit
|Duǫ|2 + ǫ dx dt
≤ − 1
p− 2
∫
Q2r
uǫxiu
ǫ
xitφ
2 dx dt+
ǫ
p− 2
∫
Q2r
| ln[|Duǫ|2 + ǫ]||φ||φt| dx dt
+
ǫ
2(p− 2)
∫
B2r
ln[|Duǫ(x, 0)|2 + ǫ]φ2(x, 0) dx.
Moreover, by integration by parts,
− 2
p− 2
∫
Q2r
uǫxiφxiu
ǫ
tφ|Duǫ|2
|Duǫ|2 + ǫ dx dt
= − 1
p− 2
∫
Q2r
uǫxi [φ
2]xiu
ǫ
t dx dt+
2ǫ
p− 2
∫
Q2r
uǫxiφxiu
ǫ
t
|Duǫ|2 + ǫφ dx dt
=
1
p− 2
∫
Q2r
uǫxiu
ǫ
xitφ
2 dx dt+
1
p− 2
∫
Q2r
(∆uǫ)uǫtφ
2 dx dt+
2ǫ
p− 2
∫
Q2r
uǫxiφxiu
ǫ
t
|Duǫ|2 + ǫφ dx dt.
Applying Lemma 2.3 and (4.13), we get
− 2
p− 2
∫
Q2r
uǫxiφxiu
ǫ
tφ|Duǫ|2
|Duǫ|2 + ǫ dx dt
≤ 1
p− 2
∫
Q2r
uǫxiφ
2uǫxit dx dt+ C
∫
Q2r
|Duǫ − ~c|2[|Dφ|2 + |φ||D2φ|+ |φ||φt|] dx dt
+ η
∫
Q2r
|D2uǫ|2φ2 dx dt+ C
η
ǫ
∫
Q2r
|Dφ|2 dx dt.
Finally, by Ho¨lder’s inequality and Young’s inequality we obtain
2
p− 2
∫
Q2r
∆∞u
ǫuǫtφ
2|Duǫ|2
[|Duǫ|2 + ǫ]2 dx dt
≤ 2
p− 2
∫
Q2r
|D2uǫDuǫ||Duǫ||uǫt |φ2
|Duǫ|2 + ǫ dx dt
≤ 1
(p− 2)2
∫
Q2r
(uǫt)
2φ2 dx dt+
∫
Q2r
|D2uǫDuǫ|2|Duǫ|2
[|Duǫ|2 + ǫ]2 φ
2 dx dt
=
1
(p− 2)2
∫
Q2r
(uǫt)
2φ2 dx dt+
∫
Q2r
|D2uǫDuǫ|2
|Duǫ|2 + ǫ φ
2 dx dt− ǫ
∫
Q2r
|D2uǫDuǫ|2
[|Duǫ|2 + ǫ]2φ
2 dx dt.
Combining above, we conclude (4.11).
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5 Proof of Theorem 1.5
Let u = u(x, t) be a viscosity solution to (1.8). Given any smooth domain U ⋐ Ω, and for any
ǫ ∈ (0, 1], let uǫ ∈W 1,p(U) ∩ C0(U) be a weak solution to (1.13). By the parabolic theory, it is
known that uǫ ∈ C∞(UT ) and uǫ → u in C0(UT ) as ǫ→ 0; see [11, 36] for example.
Using the divergence structure of (1.13), one easily gets the following.
Lemma 5.1. Let p ∈ (1, 2) ∪ (2,∞). Then we have∫
Q2r
(uǫt)
2φ2 dx dt ≤ C
∫
Q2r
[|Duǫ|2 + ǫ] p2 |φ||φt| dx dt + C
∫
Q2r
[|Duǫ|2 + ǫ]p−1|Dφ|2 dx dt. (5.1)
Proof. By integration by parts we obtain∫
Q2r
(uǫt)
2φ2 dx dt =
∫
Q2r
uǫtdiv([|Duǫ|2 + ǫ]
p−2
2 Du)φ2 dx dt
= −
∫
Q2r
uǫxitu
ǫ
xi [|Duǫ|2 + ǫ]
p−2
2 φ2 dx dt− 2
∫
Q2r
uǫtu
ǫ
xiφxiφ[|Duǫ|2 + ǫ]
p−2
2 dx dt
and
−
∫
Q2r
uǫxitu
ǫ
xi [|Duǫ|2 + ǫ]
p−2
2 φ2 dx dt = −1
p
∫
Q2r
([|Duǫ|2 + ǫ] p2 )tφ2 dx dt
≤2
p
∫
Q2r
[|Duǫ|2 + ǫ] p2φφt dx dt.
By Young’s inequality, we have
− 2
∫
Q2r
uǫtu
ǫ
xiφxiφ[|Duǫ|2 + ǫ]
p−2
2 dx dt ≤ 1
2
∫
Q2r
(uǫt)
2φ2 dx dt+C
∫
Q2r
|Dφ|2[|Duǫ|2 + ǫ]p−1 dx dt.
Combining the above estimates, we obtain (5.1).
Next, we have the following, whose proof is postponed to the end of this section.
Lemma 5.2. For any p ∈ (1, 2) ∪ (2, 3), we have∫
Q2r
|D2uǫ|2φ2 dx dt ≤ C(n, p)
∫
Q2r
|Duǫ|2[|Dφ|2 + |φ||D2φ|] dx dt
+ C(n, p)
∫
Q2r
[|Duǫ|2 + ǫ] 4−p2 |φ||φt| dx dt. (5.2)
Theorem 1.5 then follows from Lemmas 5.1 and 5.2 as follows.
Proof of Theorem 1.5. From Lemmas 5.1, 5.2, and Duǫ ∈ L∞(UT ) uniformly in ǫ > 0, we
conclude that D2uǫ, uǫt ∈ L2loc (UT ) uniformly in ǫ > 0. By the parabolic compact embedding
theorem, Duǫ → Du in L2loc (UT ), and D2uǫ → D2u and uǫt → ut weakly in L2loc (UT ) as ǫ→ 0.
Letting ǫ→ 0, we conclude the proof of Theorem 1.5.
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Remark 5.3. Due to the possible degeneracy of Duǫ when p 6= 2, one cannot expect the
parabolic Coders condition (4.3) holds for the principle coefficients of the equation (1.13) uni-
formly in ǫ > 0.
Finally, we prove Lemma 5.2. Firstly we derive the following inequality from (2.1):
[
n
2(p − 2)2 −
n
2
]|D2uǫ|2
≤ [ n
2(p − 2)2 −
1
2
][|D2uǫ|2 − (∆uǫ)2]
− n− 2p + 4
(p − 2)2 [
1
2
(uǫt)
2(|Duǫ|2 + ǫ)2−p −∆uǫuǫt(|Duǫ|2 + ǫ)
2−p
2 ]
+ {−(∆uǫ)2 − (p− 2) (∆∞u
ǫ)2
[|Duǫ|2 + ǫ]2 +
∆uǫuǫt
p− 2 [|Du
ǫ|2 + ǫ] 2−p2 + ǫ
2
(∆uǫ)2
|Duǫ|2 + ǫ}. (5.3)
Indeed, applying (2.1) to uǫ and using (1.13), similarly to (4.4) we have
n
2
|D2uǫDuǫ|2
|Duǫ|2 + ǫ + [
1
p − 2 −
n− 2
2
](∆uǫ)2
≤ n− 1
2
[|D2uǫ|2 − (∆uǫ)2] + ∆u
ǫuǫt
p− 2 [|Du
ǫ|2 + ǫ] 2−p2 + ǫ
2
(∆uǫ)2
|Duǫ|2 + ǫ.
Thus, by using Ho¨lder’s inequality and rearranging terms,
[
n
2
− (p− 2)] (∆∞u
ǫ)2
[|Duǫ|2 + ǫ]2 + [
1
p− 2 −
n
2
](∆uǫ)2
≤ n− 1
2
[|D2uǫ|2 − (∆uǫ)2]
− (∆uǫ)2 − (p− 2) (∆∞u
ǫ)2
[|Duǫ|2 + ǫ]2 +
∆uǫuǫt
p− 2 [|Du
ǫ|2 + ǫ] 2−p2 + ǫ
2
(∆uǫ)2
|Duǫ|2 + ǫ .
Using (1.13) again, we have
[
n
2
− (p − 2)] (∆∞u
ǫ)2
[|Duǫ|2 + ǫ]2 + [
1
p− 2 −
n
2
](∆uǫ)2
= [
n
2(p − 2)2 −
n
2
](∆uǫ)2 +
n− 2p+ 4
(p− 2)2 [
1
2
(uǫt)
2(|Duǫ|2 + ǫ)2−p −∆uǫuǫt(|Duǫ|2 + ǫ)
2−p
2 ].
Write
[
n
2(p − 2)2 −
n
2
](∆uǫ)2 = [
n
2(p − 2)2 −
n
2
]|D2uǫ|2 − [ n
2(p − 2)2 −
n
2
][|D2uǫ|2 − (∆uǫ)2].
We therefore obtain (5.3).
Next, we have the following estimate for the second term on the right-hand side of (5.3).
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Lemma 5.4. Let p ∈ (1, 2) ∪ (2, 4). For any η > 0, we have∣∣∣∣
∫
Q2r
uǫt∆u
ǫ[|Duǫ|2 + ǫ] 2−p2 φ2 dx dt− 1
2
∫
Q2r
(uǫt)
2[|Duǫ|2 + ǫ]2−pφ2 dx dt
∣∣∣∣
≤ η
∫
Q2r
|D2uǫ|2φ2 dx dt+C(η)
∫
Q2r
|Duǫ|2|Dφ|2 dx dt
+
1
4− p
∫
Q2r
[|Duǫ|2 + ǫ] 4−p2 |φ||φt| dx dt. (5.4)
Proof. By integration by parts, one has∫
Q2r
uǫt∆u
ǫ[|Duǫ|2 + ǫ] 2−p2 φ2 dx dt
= −
∫
Q2r
uǫtxiu
ǫ
xi [|Duǫ|2 + ǫ]
2−p
2 φ2 dx dt+ (p− 2)
∫
Q2r
uǫt
∆∞u
ǫ
|Duǫ|2 + ǫ [|Du
ǫ|2 + ǫ] 2−p2 φ2 dx dt
− 2
∫
Q2r
uǫtφφxiu
ǫ
xi [|Duǫ|2 + ǫ]
2−p
2 dx dt.
By (1.13) we have
(p − 2)
∫
Q2r
uǫt
∆∞u
ǫ
|Duǫ|2 + ǫ [|Du
ǫ|2 + ǫ] 2−p2 φ2 dx dt
=
∫
Q2r
(uǫt)
2[|Duǫ|2 + ǫ]2−pφ2 dx dt−
∫
Q2r
uǫt∆u
ǫ[|Duǫ|2 + ǫ] 2−p2 φ2 dx dt.
Adding the above two equalities gives∫
Q2r
uǫt∆u
ǫ[|Duǫ|2 + ǫ] 2−p2 φ2 dx dt− 1
2
∫
Q2r
(uǫt)
2[|Duǫ|2 + ǫ]2−pφ2 dx dt
= −1
2
∫
Q2r
uǫtxiu
ǫ
xi [|Duǫ|2 + ǫ]
2−p
2 φ2 dx dt−
∫
Q2r
uǫtφφxiu
ǫ
xi [|Duǫ|2 + ǫ]
2−p
2 dx dt.
Noting that by (1.13),
|uǫt |[|Duǫ|2 + ǫ]
2−p
2 ≤ (p+ n)|D2uǫ|. (5.5)
By Young’s inequality and (5.5), one has∣∣∣∣
∫
Q2r
uǫtφφxiu
ǫ
xi [|Duǫ|2 + ǫ]
2−p
2 dx dt
∣∣∣∣
≤ η
∫
Q2r
(uǫt)
2[|Duǫ|2 + ǫ]2−pφ2 dx dt+C(η)
∫
Q2r
|Duǫ|2|Dφ|2 dx dt
≤ (p+ n)η
∫
Q2r
|D2uǫ|2φ2 dx dt+ C(η)
∫
Q2r
|Duǫ|2|Dφ|2 dx dt
and, by integration by parts,
−1
2
∫
Q2r
uǫtxiu
ǫ
xi [|Duǫ|2 + ǫ]
2−p
2 φ2 dx dt = − 1
2(4− p)
∫
Q2r
([|Duǫ|2 + ǫ] 4−p2 )tφ2 dx dt
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≤ 1
4− p
∫
Q2r
[|Duǫ|2 + ǫ] 4−p2 |φ||φt| dx dt.
Combining all estimates above, we obtain (5.4).
Moreover, the last term on the right-hand of (5.3) will be estimated as follows.
Lemma 5.5. Let p ∈ (1, 2) ∪ (2,∞). For any η > 0, we have
−
∫
Q2r
(∆uǫ)2φ2 dx dt− (p− 2)
∫
Q2r
(∆∞u
ǫ)2
[|Duǫ|2 + ǫ]2φ
2 dx dt
+
1
p− 2
∫
Q2r
ut∆u
ǫ[|Duǫ|2 + ǫ] 2−p2 φ2 dx dt+ ǫ
2
∫
Q2r
(∆uǫ)2
|Duǫ|2 + ǫφ
2 dx dt
≤ η
∫
Q2r
|D2uǫ|2φ2 dx dt+ C(n, p, η)
∫
Q2r
|Duǫ|2[|D2φ|+ |Dφ|2] dx dt
+ C(n, p)
∫
Q2r
[|Duǫ|2 + ǫ] 4−p2 |φ||φt| dx dt. (5.6)
Proof. First, by using integration by parts and Young’s inequality,
1
p− 2
∫
Q2r
uǫt∆u
ǫ[|Duǫ|2 + ǫ] 2−p2 φ2 dx dt
≤
∫
Q2r
uǫt
∆∞u
ǫ
|Duǫ|2 + ǫ [|Du
ǫ|2 + ǫ] 2−p2 φ2 dx dt
+ η
∫
Q2r
(uǫt)
2[|Duǫ|2 + ǫ]2−pφ2 dx dt+ C(η)
∫
Q2r
|Duǫ|2|Dφ|2 dx dt
+ C
∫
Q2r
[|Duǫ|2 + ǫ] 4−p2 |φ||φt| dx dt.
By (1.13), we write
uǫt
∆∞u
ǫ
|Duǫ|2 + ǫ [|Du
ǫ|2 + ǫ] 2−p2 = (p− 2) (∆∞u
ǫ)2
[|Duǫ|2 + ǫ]2 +
∆∞u
ǫ∆uǫ
|Duǫ|2 + ǫ .
By Ho¨lder inequality and Young’s inequality,
∆∞u
ǫ∆uǫ
|Duǫ|2 + ǫ ≤
|D2uǫ||Duǫ|2|∆uǫ|
|Duǫ|2 + ǫ ≤
1
2
(∆uǫ)2|Duǫ|2
|Duǫ|2 + ǫ +
1
2
|D2uǫ|2
= (∆uǫ)2 +
1
2
[|D2uǫ|2 − (∆uǫ)2]− 1
2
ǫ
(∆uǫ)2
|Duǫ|2 + ǫ .
Noting by (5.5),
|uǫt |[|Duǫ|2 + ǫ]
2−p
2 ≤ (p+ n)|D2uǫ|,
and using Lemma 2.3, we conclude (5.6).
Using Lemma 2.3, Lemmas 5.5 and 5.4, we prove Lemma 5.2 as follows.
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Proof of Lemma 5.2. Note that p ∈ (1, 2) ∪ (2, 3) implies
n
2(p − 2)2 −
n
2
> 0.
Choose η(n, p) = 14 [
n
2(p−2)2
− n2 ]. Multiplying both sides of (5.3) by φ2, by Lemmas 5.5 and 5.4
with η = η(n, p) and by Lemma 2.3, we have (5.2) as desired.
References
[1] A. Attouchi and M. Parviainen, Ho¨lder regularity for the gradient of the inhomogeneous
parabolic normalized p-Laplacian. Commun. Contemp. Math. 20 (2018), 1750035.
[2] A. Attouchi and E. Ruosteenoja, Remarks on regularity for p-laplacian type equations in
non-divergence form. J. Diff. Equ. 265 (2018), 1922-1961.
[3] L. Bers and L. Nirenberg, On linear and non-linear elliptic boundary value problems in the
plane. Convegno Internazionale sulle Equazioni Lineari alle Derivate Parziali, Trieste, 1954,
pp. 141-167, Edizioni Cremonese, Roma, 1955.
[4] B. Bojarski and T. Iwaniec, p-harmonic equation and quasiregular mappings. Partial differ-
ential equations (Warsaw, 1984), Banach Center Publ, 19, PWN, Warsaw (1987) 25-38.
[5] A. Banerjee and N. Garofalo, Gradient bounds and monotonicity of the energy for some
nonlinear singular diffusion equations. Indiana Univ. Math. J. 62 (2013), 699-736.
[6] A. Banerjee and N. Garofalo, On the Dirichlet boundary value problem for the normalized
p-Laplacian evolution. Commun. Pure Appl. Anal., 14 (2015), 1-21.
[7] L. A. Caffarelli and X. Cabre´, Fully nonlinear elliptic equations. volume 43 of American
Mathematical Society Colloquium Publications. American Mathematical Society, Provi-
dence, RI, 1995.
[8] S. Campanato, Un risultato relativo ad equazioni ellittiche del secondo ordine di tipo non
variazionale. (Italian) Ann. Scuola Norm. Sup. Pisa (3) 21 (1967), 701-707.
[9] H. O. Cordes, Zero order a priori estimates for solutions of elliptic differential equations.
Proc. Sympos. Pure Math. 4 (1961), 157-166.
[10] E. DiBenedetto, C1+α local regularity of weak solutions of degenerate elliptic equations.
Nonlinear Anal. 7 (1983), 827-850.
[11] E. DiBenedetto and A. Friedman, Ho¨lder estimates for nonlinear degenerate parabolic sys-
tems. J. Reine Angew. Math., 357 (1985), 1-22.
[12] K. Does, An evolution equation involving the normalized p-Laplacian. Commun. Pure Appl.
Anal., 10 (2011), 361-396.
[13] L. Evans, A new proof of local C1,α-regularity for solutions of certain degenerated elliptic
P.D.E. J. Differential Equations 45 (1982), 356-373.
[14] A. Elmoataz, M. Toutain, and D. Tenbrinck. On the p-Laplacian and∞-Laplacian on graphs
with applications in image and data processing. SIAM J. Imaging Sci., 8 (2015), 2412-2451.
[15] F. W. Gehring,The Lp-integrability of partial derivatives of a quasiconformal mapping. Acta
Math. 130 (1973), 265-277.
[16] M. Giaquinta, Multiple integrals in the calculus of variations and nonlinear elliptic systems,
Princeton University Press, Princeton, New Jersey 1983.
32
[17] F. A. Høeg and P. Lindqvist, Regularity of solutions of the parabolic normalized p-Laplace
equation. Adv. Nonlinear Anal. 9 (2020), 7-15.
[18] C. Imbert, T. Jin and L. Silvestre, Ho¨lder gradient estimates for a class of singular or
degenerate parabolic equations. Adv. Nonlinear Anal., 8 (2019), 845-867.
[19] T. Iwaniec and J. J. Manfredi, Regularity of p-harmonic functions on the plane. Rev. Mat.
Ibero. 5(1989),1-19.
[20] P. Juutinen, P. Lindqvist and J. J. Manfredi, On the equivalence of viscosity solutions and
weak solutions for a quasi-linear equation. SIAM J. Math. Anal. 33(3):699-717, 2001
[21] V. Julin and P. Juutinen, A new proof for the equivalence of weak and viscosity solutions
for the p-Laplace equation. Comm. Part. Diff. Equ. 37 (2012), 934-946.
[22] T. Jin and L. Silvestre, Ho¨lder gradient estimates for parabolic homogeneous p-Laplacian
equations. J. Math. Pures Appl. 108 (2017), 63-87.
[23] F. H. Lin, Second derivative Lp-estimates for elliptic equations of nondivergent type. Proc.
Amer. Math. Soc. 96 (1986), 447-451.
[24] H. Koch, Y. Zhang and Y. Zhou, An asymptotic sharp Sobolev regularity for planar infinity
harmonic functions. J. Math. Pures Appl. 2019, pp. 25 (to appear).
[25] N. V. Krylov, Parabolic equations with VMO coefficients in Sobolev spaces with mixed
norms. J. Funct. Anal. 250 (2007), 521-558.
[26] J. Lewis, Regularity of the derivatives of solutions to certain elliptic equations. Indiana
Univ. Math. J. 32 (1983), 849-858.
[27] J. J. Manfredi and A. Weitsman, On the Fatou theorem for p-harmonic functions, Commun.
Part. Diff. Equ. 13 (1988), 651-668.
[28] J. J. Manfredi, M. Parviainen and J. Rossi, An asymptotic mean value characterization for
a class of nonlinear parabolic equations related to tug-of-war games. SIAM J. Math. Anal.
42 (2010), 2058-2081.
[29] A. Maugeri, D. K. Palagachev and L. G. Softova, Elliptic and Parabolic Equations with Dis-
continuous Coefficients. Mathematical Research vol. 109,Wiley-VCH Verlag Berlin GmbH,
Berlin (Federal Republic of Germany), 2000.
[30] K. Nystro¨m and M. Parviainen, Tug-of-war, market manipulation and option pricing. J.
Math. Finan. 0 (2014), 1-34.
[31] Y. Peres and S. Sheffield, Tug-of-war with noise: a game-theoretic view of the p-Laplacian,
Duke Math. J. 145 (2008), 91-120.
[32] Y. Peres, O. Schramm, S. Sheffield and D. B. Wilson, Tug-of-war and the infinity Laplacian.
J. Amer. Math. Soc. 22 (2009), 167-210.
[33] Ura’tselva, Degenerate quasilinear elliptic systems, Zap. Nauch. Sem. Otdel 7 (1968), 184-
222, Mat. Inst., Steklov, Leningrad. (In Russian.)
[34] G. Talenti, Sopra una classe di equazioni ellittiche a coefficienti misurabili. Ann. Mat. Pura
Appl. (4) 69 (1965) 285-304.
[35] K. Uhlenbeck, Regularity for a class of non-linear elliptic systems. Acta Math. 138 (1977),
219–240.
[36] M. Wiegner, On Cα-regularity of the gradient of solutions of degenerate parabolic systems.
Ann. Mat. Pura Appl. (4), 145 (1986), 385–405.
33
Hongjie Dong
Division of Applied Mathematics, Brown University, 182 George Street, Providence, RI 02912,
USA
E-mail : hongjie dong@brown.edu
Peng Fa
Department of Mathematics, Beihang University, Haidian District Xueyuan Road No.37, Beijing
100191, P. R. China
E-mail : pengfa@buaa.edu.cn
Yi Zhang
ETH Zurich, Department of Mathematics, Ramistrasse 101, 8092 Zurich, Switzerland
E-mail: yizhang3@ethz.ch
Yuan Zhou
Department of Mathematics, Beihang University, Haidian District Xueyuan Road No.37, Beijing
100191, P. R. China
E-mail : yuanzhou@buaa.edu.cn
34
