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Abstract
We describe a simple and fast algorithm for identifying friends-of-friends features and prove its correctness. The algorithm
avoids unnecessary expensive neighbor queries, uses minimal memory overhead, and rejects slowdown in high over-density
regions. We define our algorithm formally based on pair enumeration, a problem that has been heavily studied in fast 2-
point correlation codes and our reference implementation employs a dual KD-tree correlation function code. We construct
features in a hierarchical tree structure, and use a splay operation to reduce the average cost of identifying the root of a
feature from O[logL] to O[1] (L is the size of a feature) without additional memory costs. This reduces the overall time
complexity of merging trees from O[L logL] to O[L], reducing the number of operations per splay by orders of magnitude.
We next introduce a pruning operation that skips merge operations between two fully self-connected KD-tree nodes.
This improves the robustness of the algorithm, reducing the number of merge operations in high density peaks from
O[δ2] to O[δ]. We show that for cosmological data set the algorithm eliminates more than half of merge operations for
typically used linking lengths b ∼ 0.2 (relative to mean separation). Furthermore, our algorithm is extremely simple and
easy to implement on top of an existing pair enumeration code, reusing the optimization effort that has been invested
in fast correlation function codes.
Keywords: cosmology, halo, simulation, algorithm, feature identification
1. Introduction
Friends-of-Friends clustering (FOF) is a common prob-
lem in cosmology for identifying features (clusters, usu-
ally called halos or groups) in density fields. Three com-
mon uses are 1) to find halos from N-body computer sim-
ulations in the 3-dimensional configuration space (Davis
et al., 1985); 2) to find sub structures inside halos from
N-body computer simulations in the 6-dimensional phase
space (White et al., 2010; Behroozi et al., 2013); 3) and
galaxy clusters from observational catalogs (Murphy et al.,
2012) in the red-shifted configuration space. To assemble a
physical catalog based on the feature catalog from the FOF
algorithm, it is typical to prune the features (with some
dynamical infall model), and to compute and associate
additional physical attributes (e.g. spherical over-density
parameters).
FOF algorithms identify features (or clusters) of points
that are (spatially) separated by a distance that is less than
a threshold (linking length b, typically given in units of
mean separation between points) and assigns them a com-
mon label. A typical algorithm that solves this involves
a breadth-first-search (henceforth BFS). During each visit
of BFS, a neighbor query returns all of the particles within
the linking length of a given particle. The feature label of
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these neighbors are examined and updated, and the neigh-
bors whose labels are modified are appended to the search
queue for a revisit. The first description of the friends-of-
friends algorithm with breadth-first-search in the context
of astrophysics following this paradigm is by (Geller and
Huchra, 1983). A popular implementation is by Nbody-
Shop (b), and more recently by Koda et al. (2016). A
naive BFS algorithm queries perform neighbor queries on
a point for multiple times, which is an target for optimiza-
tion. For example, Kwon et al. (2010) reduce the number
of queries by skipping visited branches of the tree.
Another widely used algorithm creates the friends-of-
friends features by hierarchical merging (e.g. Springel, 2005).
This was originally used for parallelization on large dis-
tributed computer architectures, as it allows a very large
concurrency with a simple decomposition of the problem
onto spatially disjoint domains. The algorithm is imple-
mented in the popular simulation software GADGET1, but
probably existed long before. It has been adopted in many
codes, including a publicly available version in the AMR
code ENZO (Bryan et al., 2014). To improve upon spa-
tial queries, GADGET incrementally increase the linking
length with multiple iterations. During each iteration, the
algorithm performs a neighbor query on a selected set of
points, and merges the proto-features(proto-clusters) host-
ing these points by updating the labels of all constituent
1though not available in the public version
Preprint submitted to Astronomy and Computing June 2, 2017
ar
X
iv
:1
60
7.
03
22
4v
2 
 [a
str
o-
ph
.IM
]  
31
 M
ay
 20
17
points of these two proto-features. The iterations are re-
peated till no additional merging is possible, and as a re-
sult, multiple neighbor queries on a data point are per-
formed.
In the GADGET implementation, the proto-features
are maintained as a forest of threaded trees, where the
leaves (points) of any tree are connected by a linked list
(hence the name threaded). During a merge operation,
two link lists are joined, by traversing to the tail of the
shorter linked list and connecting it to the head of the
longer linked list. Two additional storage spaces of O[N ]
are required to keep track of the size of proto-features and
the threading linked list. The traverse increases the cost
to merge a feature of length L to O[L logL], which can be
a factor of a few more than optimal in terms of wall clock
time. This short-coming of a linked list representation is
discussed in detail in Section 21 of Cormen et al. (2009).
Due to these multiple iterations of the data, each mak-
ing many expensive spatial queries (that slows down sig-
nificantly as over-density grows) required in the existing
algorithms, FOF has been generally considered a slow al-
gorithm. As a result, algorithms that leads to an exact
solution are rarely discussed in any detail in the literature
of cosmology and astrophysics, while numerous approxi-
mated FOFs have been proposed as better alternatives to
trade the speed with accuracy, some with more desirable
physical characters (e.g. avoid bridging – counting nearby
halos as one). The general idea of these approximated
methods is that accurately tracking the outskirts of halos
(features) is not important as it is already dominated by
shot-noise in the numerical scheme of solvers. A few exam-
ples are improving the speed by using density information
(Eisenstein and Hut, 1998), stochastic sub-sampling (Liu
et al., 2008), and a relaxed linking length (Nbody-Shop,
a).
Conceptually the FOF problem of cosmology is the
same as a well known problem of computer science – that
of identifying the maximum connected components (MCC)
from a graph, where the graph is induced from the data
set with an adjacent matrix
A(i, j) =
{
0, Dist(i, j) > b
1, Dist(i, j) ≤ b,
where b is the linking length. Put differently, if there is
a path between two points, then they belong to the same
feature, which is represented by a disjoint set. This prob-
lem is well studied and has a wide range of applications
beyond the field of astrophysics. Numerous example im-
plementations are freely available and integrated into ma-
chine learning packages. (e.g. Shun and Blelloch, 2013)
In this paper we apply well known data structures and
algorithms from computer science to derive a fast exact
friends-of-friends algorithm that avoids expensive neighbor
queries, uses minimal memory overhead, and rejects over-
density slow down.
Our main inspiration is from the dual-tree algorithm
introduced by Moore et al. (2001). The dual-tree algo-
rithm efficiently calculates correlation functions by walk-
ing two spatial index trees simultaneously and avoids ex-
pensive and unnecessary neighbor queries. We use KD-
Tree in the example implementation, though this can be
replaced with a ball-tree for higher dimensional data and
a chaining mesh for low dimensional data to achieve bet-
ter performance (for the latter, see Sinha, 2016). Most
importantly, the dual-tree algorithm calculates the corre-
lation function with a single pass, enumerating each pair of
neighboring points exactly once. Rewriting the FOF algo-
rithm with pair enumeration avoids the repeated neighbor
queries in breadth-first-search (BFS) algorithms and the
GADGET hierarchical algorithm.
The main issue in the hierarchical merging algorithm,
as pointed above, is the costly hierarchical merging of
proto-features. We address this by representing the proto-
features with a tree/forest data structure, and apply a
splay operation in the merge procedure, which moves re-
cently accessed nodes closer to the root, accelerating root
finding operations in the average case (Cormen et al., 2009,
Section 21). The splay operation was original introduced
by Sleator and Tarjan (1985) to balance binary tree struc-
tures. In our case, splay reduces the average case com-
plexity to construct a final features of length L to O[L] (as
compared to O[L logL] with a linked list, as implemented
in GADGET). It also eliminates the need to use additional
O[N ] storage space for threading and balancing, resulting
an extremely simple implementation. For completeness,
we give an intuitive proof of finding correct solution with
a single pass of pair enumeration with the splay tree data
structure.
To further speed up our algorithm, especially in case
of heavily over dense region where spatial queries become
increasingly expensive (scaling as O[((1 + δ)b3)2] where b
is the linking length and δ is the over density), we im-
plement another important optimization. We show that if
two KD-Tree nodes (proto-features) are known to be fully-
connected, the nodes need not be further opened and their
respective hosting proto-features can be directly merged.
This optimization eliminates most of merge operations in
dense region and is particularly relevant in high resolution
simulations that resolves Kpc scale structures and over-
density peaks of δ  103 (if we push high resolution simu-
lations such as Hopkins et al., 2014, to a cosmological vol-
ume), though even for current generation of simulations it
already reduces the number of merge operations by 20%
to 50%.
The algorithm can be directly applied as the local sec-
tion of a parallel friend of friend halo finding routine. Our
implementation of the algorithm is available at https://
github.com/rainwoodman/kdcount/blob/master/kdcount/
kd_fof.c. We note that our reference dual tree pair enu-
meration code is not particularly optimized for perfor-
mance, and hence we rather focus on the theoretical as-
pects of the algorithm and optimizations in this work.
One can easily re-implement our algorithms with existing
2
highly optimized fast correlation function codes to further
improve the performance of FOF halo identification on ac-
tually problems.
The paper is organized as the following: in Section 2,
we define the plain dual-tree friends-for-friends algorithm
and prove its correctness; in Section 3, we will discuss
the optimization; in Section 4, we perform scaling tests
of the algorithm on two realistic cosmological simulation
data sets.
2. Dual tree Friends-of-Friends algorithm
In this section, we describe our main algorithm, which
is based on walking simultaneously two KD-trees that spa-
tially indexes the data set being analyzed.
Definition 1. We define a KD-Tree with M nodes as a
tuple of (L[0 : M ], R[0 : M ], P [0 : M ]), where L[m] is the
left child of m, R[m] is the right child of m, and P [m] is
the list of points contained by m. We follow the convention
that 0-th node is the root node. Several operations are also
defined:
• Dist(i, j) ≡ distance between i-th and j-th point in
the dataset. Every time a pair of points are enumer-
ated a Dist(i, j) operation is performed.
• MinDist(m,n)/MaxDist(m,n), the minimal / max-
imal distance of pairs between m-th and n-th node;
• MinDistB(m,n)/MaxDistB(m,n), the bounds of
minimal / maximal distance between m-th and n-th
node.
The bounds are quickly computed from the bounding
geometry of the KDTree nodes, as in a pair counting algo-
rithm. We use the bound properties
MinDistB(m,n) < MinDist(m,n)
and
MaxDistB(m,n) > MaxDist(m,n)
to avoid computing the expensive exact minimal / maxi-
mal distances. This process is commonly known as prun-
ing.
2.1. Pair enumeration with KD-Tree
The FOF algorithm is based on pair enumeration and
therefore we first briefly review the relevant pieces of the
pair enumeration algorithm for clarity and completeness.
We follow the auto-correlation scenario described in
Moore et al. (2001) and set both starting location to the
root node of the KD-Tree. Here, we simply give an out-
line of the algorithm and refer the readers to the original
reference (Moore et al., 2001) for proofs and detailed dis-
cussions.
The pseudo code in Algorithm 1 describes the opera-
tion enum(m,n, b) that returns a list of all pairs of data
points that are maximally separated by distance b and
contained in m-th and n-th nodes.
Algorithm 1 enum: enumerate the edges that connect a
pair of particles with distance less than b with the dual
tree method on tree (L,R, P ). We have written it as a
generative function that yields the pairs to emphasize that
the full list does not need to be saved in memory.
procedure enum(L, R, P , m, n, b)
if m is a leaf then
Swap m and n
end if
if MaxDistB(m,n) < b or m is a leaf then
for all i ∈ P [m], j ∈ P [n] do
if Dist(i, j) < b then
yield i, j
end if
end for
else
if MinDistB(m,n) < b then . enumerate
nodes only if they are sufficiently nearby
yield all enum(L,R, P, L[m], n, b)
yield all enum(L,R, P,R[m], n, b)
else
end if
end if
end procedure
2.2. Friends-of-friends with pair enumeration
Next we describe the dual tree friends-of-friends algo-
rithm. In addition to the data structures spatially index-
ing the data points, this algorithm requires us to maintain
(both as an output and as a scratch space) an associated
array storing the the (proto-)feature labels of the points.
Definition 2. We define an array H[0 : N ] to represent
friends-of-friends features, where N is the number of points
in the data set. If p is the parent of i, we set H[i] = p.
The root of a (proto-)features satisfies H[r] = r and thus
acts as the label of the (proto-)features.
H defines a forest, from which we can find the root
ri = root(i) of the proto-feature hosting i by back-tracing
in H. The root acts as the label of the proto-features:
merging two proto-features with root ri, rj is done by set-
ting H[ri]⇐ rj .
Given the definition of H and the pair enumeration
algorithm, we are ready to describe our friends-of-friends
algorithm. The algorithm consists of three steps:
1. At the beginning of the algorithm, we initializeH[i] =
i, such that each point forms a proto-feature of size
1 containing the point itself.
2. We then visit (and merge the proto-features) each
pair (i, j) yielded by the pair enumeration algorithm
(and hence is closer than the linking length b ⇒ be-
long to the same proto-feature), we find the roots for
i and j, ri and rj by backtracking in H and merge
the two proto-features.
3. At the end of the algorithm, set H[i] = ri.
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Figure 1: Merging two proto-features with the naive method described in Section 2.2. The left panel shows the two proto-features to be
merged. The pair of points being visited are marked with double circles. The right panel shows the result after the merge. The depth of the
result increases, increasing the cost of finding the root.
The step is illustrated with an example in Figure 1. We
see that this naive way of merging proto-features leads to
very deep sub-trees with increasingly expensive root-query
by back-tracing in H. For instance, to merge a proto-
feature of length l, the root-query takes O(l) time and
thus doing this for all the L particles to generate a length
L feature can take upto O(L2) time if the hierarchical tree
structure is very unbalanced.
Linked list implementation of FOF algorithms (as done
in GADGET) overcomes the depth problem by keeping
track of size of proto-feature and during merge operation,
it traverses the shorter tree and merges all its leaves di-
rectly to the root of longer tree (H[k] ⇐ rj such that
root(k) = root(i)). This makes the root-query of O(1).
However, since the shorter array needs to be traversed to
update labels, the overall time complexity to merge a size
L tree reduces only to O(L logL). This can be seen by
considering that at every stage, the size of the shorter tree
(whose labels H[i] are changed) is at least doubled. Thus,
for any point i in the feature of size L, the maximum num-
ber of times its labels change is logL and thus for all L
points, time taken is O(L logL). (Also discussed in Cor-
men et al., 2009, Section 21, Data structures for disjoint
sets)
2.3. Optimization with splay
We augment the merge procedure of root(i) with a
splay operation that reattaches i itself as a direct child
of the root ri by setting H[i] = ri. We illustrate the splay
operation in Figure 2 and 3 on the same example used in
previous section.
This decreases the depth of i, while maintaining root(i)
invariant. After a splay, complexity of sequential queries
to root(i) is reduced to O[1]. Put in simpler terms, we do
not ensure that every leaf of the smaller proto-feature be-
comes a direct leaf of the root of the bigger feature (as the
GADGET linked list implementation), but we maintain
that the last accessed point becomes a direct leaf of the
root. What we are exploiting here is that pair enumeration
yields the same point many times, and hence this reduc-
tion implies that the average depth of the hierarchical tree
structure is O[1].
However, for a malicious (specially constructed) data
set, this optimization can instead lead to significantly worse
wall clock times. The hierarchical merging tree H is unbal-
anced, and can reduce to a linked list. As an illustration,
consider the final step where we need to update H[i] to
root(i) for all points in the data set. If the tree is reduced
to a linked list, and the iteration starts from the deepest
point, the complexity becomes O[N2].
To enhance the robustness of the algorithm, we intro-
duce a safe guard operation 2 during splay, by reattaching
every parent accessed while back-tracing H[i] as an imme-
diate child of the root. This does not change the scaling
of the root tracing and splay operation, but improves the
reduction in the depth of the hierarchical tree structure.
The complexity of previous malicious example drops from
O[N2] to O[N ]. In fact, it can be shown that the aver-
age time complexity to form a feature of length L in any
data set for this algorithm is O[Lα(L)] where α is a slowly
2commonly known as path suppression
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Figure 2: Splay operation. The left panel shows the two proto-features to be merged. The right panel shows the result after splay is applied
to the data point being visited. Splay flattens the branch being visited on the second tree (root 11), reducing the depth of the tree.
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Figure 3: Merging the splayed proto-features. Continuing from Fig-
ure 2. The result merged hierarchical tree structure is shallower due
to the splay operation.
increasing function, with a value of 4 for L = 22
265536
.
(Cormen et al., 2009) The splay operation thus achieves
O[L] complexity without adding additional book-keeping
cost in space and time. We find that for cosmological data
set, enabling the guard indeed bounds the average depth
of the tree closer to O[1].
The pseudo-code for our FOF algorithm along with the
splay optimization is listed in Algorithm 2. For complete-
ness, we include a proof in the appendix that the pair
enumeration algorithm indeed gives the correct solution.
3. Optimization for self-connected KD-tree nodes
The pair enumeration algorithm produces a large num-
ber of pairs in highly over-dense regions such as the cores
of halos. We can write down the total number of pairs in a
cell of size b(linking length) per side with an over-density
of δ,
Nop = [b
3(1 + δ)]2. (1)
Nop can be huge. For example, a typical halo profile pre-
dicts an over-density of δ ∼ 106 at 1 Kpc (e.g. Martizzi
et al., 2012). In a high resolution simulation that resolves
sub Kpc structures, a typical length of b = 0.2 leads to
Nop ∼ 1012 operations inside the density peak. We will
show an optimization that significantly reduces the num-
ber of merge operations in very dense regions. For this, we
begin with the definition of self-connectedness of nodes.
Definition 3. A KD-Tree node is self-connected when
the node m is smaller than the linking length b, MaxDist(m,m) <
b. A sufficient condition is the maximum distance bound
is smaller than the linking length MaxDistB(m,m) < b.
If a node m is self-connected, then any pair of points
(i, j) ∈ P [m] is separated by at most the linking length b.
The set of points in P [m], or alternatively node m, forms
a proto-feature. This proto-feature can be quickly created
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Algorithm 2 Dual tree Friends-of-Friends with splay.
Ensure: H[i] = H[j] iif i and j belongs to the same FOF
halo.
procedure splay(H, i) .
find the subtree root r of a particle i, and reattach the
particle as an immediate leaf of the root.
r ⇐ i
while H[r] 6= r do
r ⇐ H[r]
end while . Optionally: add safe-guard by setting
H[i] = r along the full path.
return H[i]⇐ r
end procedure
procedure merge(H, i, j) . merge the two subtrees
containing i and j respectively
r ⇐ splay(H, i)
s⇐ splay(H, j)
H[r]⇐ s
end procedure
procedure fof(H, L, R, P , b)
H[0 : N ]⇐ 0 . . . N − 1
for all i, j ∈ enum(L,R, P, 0, 0, b) do
merge(H, i, j)
end for
for i ∈ 0 . . . N − 1 do
splay(H, i)
end for
end procedure
before the dual tree algorithm by enumerating the points
within self-connected nodes, at a cost of O[b3(1 + δ)].
During the dual tree algorithm, we only need to visit
and merge a single pair between any two self-connected
nodes, due to Theorem 1. This optimization eliminates all
but one merge operation of neighboring pairs between any
two neighboring self-connected nodes.
We can also reduce the number of distance computa-
tions between two fully connected nodes. We apply a sim-
ple heuristic to speed up the naive algorithm. We start the
enumeration with an approximated closest pair of points,
each of which is closest to the center of the other node.
Determining the pair only needs O(N) distance computa-
tions. We find the heuristics and can quickly terminate the
pair enumeration in dense regions, where self-connected
nodes tend to be merged. There is a fast algorithm that
can determine the exact closest pair between two nodes in
O(N logN) complexity. (Shamos and Hoey, 1975) How-
ever, the constant time factor is large, making it inefficient
for small self-connected nodes. We leave it as future work
to incorporate the exact closest pair algorithm on pairs of
larger self-connected nodes.
Theorem 1. Merging a single neighboring pair from two
self-connected nodes is equivalent to visiting and merging
all pairs.
Proof. By definition, in fully connected nodes m and n,
there is a, b, such that the roots ru = ra for any u ∈
P [m], and rv = rb for any v ∈ P [n]. Therefore, regardless
the neighboring pair (u, v) being visited, the only proto-
features that are merged are ra and rb.
We describe the optimized algorithm in Algorithm 3
and 4. The additional array F [m] is non-zero if and only if
m-th node is self-connected. We use a pre-orderly traversal
to mark self-connected nodes. During the traversal, we
avoid the formation of proto-feature on the children of a
self-connect node with variable f .
4. Benchmarks
In this section we show the performance of our algo-
rithm on two cosmological simulation data sets, each with
a total of 16 million points.
Low A FastPM Simulation in a box of 100 Mpc/h per
side with 2563 particles. FastPM is a Particle Mesh
cosmological simulation code. (Feng et al., 2016)
High An NyX Simulation in a box of 10 Mpc/h per side
with 2563 particles. NyX is an AMR cosmological
simulation code. (Almgren et al., 2013)
The tests are performed with a single computing core
on a computing node of the Cray XC-30 super-computer
Edison at National Energy Research Scientific Computing
Center, with a single core on a 2.5 G Ivy-Bridge processor.
For each simulation, we perform two sets of runs: one
6
Algorithm 3 Pair enumeration aware of self-connected
nodes.
procedure connect(H, P , F , m, b, f)
if f == 0 then
if MaxDistB(m) < b then
for all i ∈ P [m] do
H[i]⇐ P [m][0]
end for
F [m]⇐ 1
end if
else . m must be self-connected because the parent
is.
F [m]⇐ 1
end if
connect(H, P, F, m=L[m], b, f=F[m])
connect(H, P, F, m=R[m], b, f=F[m])
end procedure
procedure enum2(H, L, R, P , F , m, n, b)
if F [m] = 1 and F [n] = 1 then . connected nodes,
terminate after the first neighbour pair
yield one enum(L,R, P,m, n, b)
end if
yield all enum(L,R, P,m, n, b)
end procedure
Algorithm 4 Friends-of-friends algorithm avoiding self-
connected nodes.
Ensure: H[i] = H[j] iif i and j belongs to the same FOF
halo.
procedure fof2(H, F , T , b)
H[0 : N ]⇐ 0 . . . N − 1
F [0 : len(T )]⇐ 0
connect(H,P, F,m = 0, b, f = 0)
for all i, j ∈ enum2(H,L,R, P, F,m = 0, n = 0, b)
do
merge(H, i, j)
end for
for i ∈ 0 . . . N − 1 do
splay(H, i)
end for
end procedure
with and one without the safe-guard operation. We use 10
different linking lengths, spanning from 0.01 to 1.0 in units
of the mean particle separation. We define the number of
book-keeping operations per visit as the total number of
operations manipulating the hierarchy or linked list per
visit of pairs.
In Figure 4, we investigate the performance due to the
choice of representation of the proto-feature data struc-
ture. We compare our algorithm with a splay tree against
the linked list data structure (which is used in GADGET).
For short linking length b < 0.1 where most resulted fea-
tures are small, the algorithms showed little difference,
since the time spent in maintaining the hierarchy is negli-
gible. However, as the size of the features increase with b,
the number of book-keeping operations per visit increases
rapidly to the order of hundreds, while the number of
book-keeping operations due to the splay tree remains al-
most a constant up to a few (also seen in the right panel of
Figure 5). As a result, the linked list representation per-
forms considerably worse than the splay tree as the size
of features grow. For the low resolution test data set we
used, when b > 0.4, the size of the largest halo increases
to more than 5 million points, and the computation of the
linked list code could not finish in 20 minutes; while the
splay tree representation finished in less than 50 seconds.
The linked list algorithm performs much worse on the high
resolution data set, being two orders of magnitude slower
than the splay algorithm at b = 0.2. We expect the dif-
ference to be more drastic in data sets with even larger
halos.
Our algorithm shows robust performance: when the
resolution (inverse of mean particle separation) increases
by a factor of 10, the wall clock time increases only by a
factor of 30 percent. In Figure 5, we empirically confirm
that the safe guard operation bounds the number of book
of the hierarchical tree structure per visit. The safe guard
operation limits the the average number of book-keeping
operations is bound to slightly more than 3. The unsafe
operation increases this number of more than 10. The safe
guard operation does not affect the wall clock time for the
typical data set we tested.
In Figure 6, we show that as the linking length in-
creases, the self-connected optimization reduces the num-
ber of pair enumerations and merge operations by a large
fraction, comparing to a without the optimization. At
linking length of 0.2, the reduction rate is a factor of ∼ 0.5
for the high resolution data set and about 20% for the low
resolution data set. For extremely large linking length, the
reduction rate approaches 1, which could be the reason for
the flat wall clock time at very large linking length.
For linking length of 0.2, the algorithm takes less than
20 seconds to process 16 million points (2563) for both high
and low resolution simulations. These numbers are com-
parable to the amount of time spent in reading in the data
and preparing the initial KD-Tree (6 seconds). Still, there
is a huge space for fine tuning, as our KD-Tree implemen-
tation is slightly slower than cKDTree in scipy, compara-
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ble to halotools (Hearin et al., 2016), twice slower than
TreeCorr (Jarvis et al., 2004) and 20 times slower than
CorrFunc. (Sinha, 2016, an amazingly fast chaining-mesh
code). We expect a large margin of improvement in speed
by adapting a fine-tuned implementation for the base pair
enumeration code.
5. Conclusion
We describe a fast algorithm for identifying friends-
of-friends halos in cosmological data sets. The algorithm
is defined on pair enumeration which visits all edges of
the connected graph induced by the linking length and is
constructed on a dual KD-tree correlation function code.
We present two optimizations that significantly improves
the speed and robustness of the FOF algorithm - use of a
splay tree and pruning the enumeration of self-connected
KD-tree nodes - both of which can be very easily ported
to any of the existing pair-enumeration codes. After these
two optimizations we find that our algorithm reduces the
number of operations for constructing friends of friends
halos by almost two orders of magnitude comparing to a
naive implementation with linked list for generally used
linking lengths of b = 0.2.
We began by pointing out that although the friends-
and-friends problem is identical to the maximum connected
component problem in graph theory, with spatial data such
as a cosmological simulation, the elements of adjacent ma-
trix are implied via expensive neighbor queries. Therefore,
the dual-tree pair enumeration algorithm that we use is
advantageous because it systematically eliminates expen-
sive neighbor queries by tracking two tree nodes simulta-
neously.
We implement two important optimizations to improve
the scaling and robustness of the algorithm for merging
proto-features against input data. The first optimization
is to append a splay operation to the root query in the hier-
archical tree structure of proto-features. The splay opera-
tion significantly reduces the average number of traverses,
making root-query a O[1] process, without requiring sig-
nificant additional storage space. The second optimization
is to skip merge operations while visiting pairs in two self-
connected KD-Tree nodes. Reducing the number of merge
operations and pair enumerations significantly speeds up
the algorithm in high over-density regions and with large
linking lengths. We also proved the correctness of this
optimization.
We note that in our application, the time spent in lo-
cal friends-of-friends finding becomes sub-dominant com-
paring to the time in global merging of the catalog. We
plan to investigate an optimal distributed algorithm by
combining our algorithm with the fast distributed mem-
ory parallel algorithm by (e.g. Fu et al., 2010).
Finally, as an advantage due to insisting on construct-
ing the algorithm with an abstract hierarchical pair enu-
meration operation, we expect further improvement of speed
from our naive implementation by porting the algorithm
to a highly optimized correlation function code beyond
KD-Tree (e.g. Sinha, 2016).
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Appendix A. Proof of the algorithm
Theorem 2 guarantees the algorithm finds a solution to
the maximum connected component problem.
Theorem 2. The features in H after the algorithm are
fully connected and maximum: H[i] = H[j] if and only if
i, j is connected by a path ( belongs to the same feature)
Proof. We first prove that if root(i) = root(j), then i and
j are connected. We can show this by induction. At the
beginning of the algorithm, this is clearly true, since there
is no i 6= j such that root(i) = root(j). Without losing
10
generality we consider the case where a visit to i, j sets
H[rj ] = ri, and the claim is true before the visit. De-
note the points in the two old subtrees A(ri) and A(rj),
then by the assumption, A(ri) is connected and A(rj) is
connected. Because i ∈ A(ri), j ∈ A(rj) and i, j are con-
nected, A(ri)∪A(rj) is also connected. Since A(rj) are the
only points that has changed root, the algorithm maintains
the invariant at each iteration. Note that the last step of
the algorithm ensures H[i] = root(i).
Next we prove that if i and j are connected, then
H[i] = H[j]. We show this by contradiction. Assume there
exists point i and k, where H[k] 6= H[i], and Dist(i, k) < b.
Because any (i, j) such that Dist(i, j) < b has been visited,
the pair i, k must have been visited during the pair enumer-
ation. A merge operation ensures j = root(k) = root(i).
Any later merge operations will only change the root of
j. Thus root(k) = root(j) from this point on till the end
of enumeration, resulting H[k] = H[i]. The contradiction
shows that there is no such pair i, k. Therefore every fea-
ture we have identified is maximized.
Because every feature is fully connected and maximized,
the algorithm has identified all friends-of-friends features
from the data set.
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