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We give a number of equivalent definitions of hypercom-
plex varieties and construct a twistor space for a hyper-
complex variety. We prove that our definition of a hy-
percomplex variety (used, e. g., in alg-geom 9612013) is
equivalent to a definition proposed by Deligne and Simp-
son, who used twistor spaces. This gives a way to define
hypercomplex spaces (to allow nilpotents in the structure
sheaf). We give a self-contained proof of desingularization
theorem for hypercomplex varieties: a normalization of a
hypercomplex variety is smooth and hypercomplex.
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1 Introduction
Hypercomplex varieties are a very natural class of objects. This notion
allows one to speak uniformly of a number of disparate examples coming
from hyperka¨hler geometry and the theory of moduli spaces (Remark 4.4,
Subsection 10.2).
A main property of hypercomplex varieties is that they can be desin-
gularized in a functorial way, and this desingularization is a hypercomplex
manifold. Moreover, this desingularization is achieved by taking normaliza-
tion. This is a very useful result – see [A], [V4] for some of its uses.
This is why it is important to dwell on the definition of hypercomplex
varieties. We give a number of equivalent definitions, in order to produce
conditions which are easy to check in every situation.
It is now possible to prove that something is not hypercomplex. In
Proposition 10.3, we show that for a hypercomplex variety M , and a fi-
nite group G acting on M by automorphisms, the quotient M/G is not
hypercomplex, unless G acts on M freely. More precisely, we show that,
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for M0 ⊂ M the part of M where G acts freely, the natural hypercomplex
structure on M0/G cannot be extended to M/G.
1.1 An overview
The definitions of a hypercomplex variety, given in [V-d] and [V-d2], on one
hand, and in [V3], [V1] on the other hand, are not identical. We show that
these two definitions are in fact equivalent.
We give the weakest form of the definition of hypercomplex varieties
(one used in [V3], [V1]), and give the proof of the desingularization theorem
under these assumptions. This proof is essentially identical to the proof used
in [V-d] and [V-d2], though our assumptions are weaker, and the arguments
are more rigorous. Then we obtain the stronger version of the definition
(used in [V-d] and [V-d2]) from the desingularization and a recent result of
Kaledin [K].
An almost hypercomplex variety (Definition 4.1) is a real analytic variety
M with a quaternionic action on its sheaf of real analytic differentials. For
each L ∈ H, L2 = −1, L gives an almost complex structure on M . This
almost complex structure is called induced by the quaternionic action.
We say thatM is hypercomplex (Definition 4.2) if there are induced almost
complex structures I, J ∈ H, such that I 6= ±J , and I, J are integrable
(Definition 2.11). We show that then all induced complex structures are
integrable. This was a definition of the hypercomplex variety which we used
in [V-d] and [V-d2].
For almost hypercomplex manifolds (i. e., smooth almost hypercomplex
varieties), D. Kaledin [K] proved that integrability of two I, J ∈ H, I 6=
±J implies integrability of all induced complex structures. We prove the
desingularization theorem (Theorem 6.2) for hypercomplex varieties, and
then apply Kaledin’s result to obtain integrability of all induced complex
structures (Theorem 6.3).
The last part of this paper deals with several other versions of the defi-
nition of hypercomplex variety, which are, as we show, equivalent.
We define the twistor space of a hypercomplex variety (Definition
7.2), constructed as an almost complex variety. Using Kaledin’s theorem
and desingularization, we prove that the almost complex structure on the
twistors is integrable, i. e., the twistor space is a complex variety. We give
a description of the hypercomplex structure in terms of the twistor space,
following [HKLR], [S] and [De].
The twistor space Tw is a complex variety equipped with a holomorphic
map π : Tw −→ CP 1 and an anticomplex involution ι : Tw −→ Tw. The
3
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original hypercomplex variety is identified with a fiber π−1(I), I ∈ CP 1,
and the data (Tw, π, ι) are essentially sufficient to recover the hypercomplex
structure on M = π−1(I) (see (7.1) for details and a precise statement).
It is possible to define a hypercomplex variety in terms of (Tw, π, ι).
This definition was proposed by Deligne and Simpson ([De], [S]). We show
that their definition is equivalent to ours. Their definition has the significant
advantage that it does not assume that M is reduced, and indeed might be
used to define hypercomplex spaces, i. e., to allow nilpotents in the structure
sheaf.
1.2 Twistor spaces: an introduction
The twistor space of a hypercomplex variety is the following object.
LetM be a hypercomplex variety. Then the quaternion algebra H acts in
Ω1M in such a way that for all L ∈ H, L2 = −1, the corresponding operator
is an almost complex structure. Identifying the set {L ∈ H | L2 = −1}
with CP 1, we obtain an almost complex structure I on CP 1 ×M acting
on TL,mCP
1 ×M = TLCP 1 ⊕ TmM as ICP 1 ⊕ L, where L ∈ CP 1 acts on
TmM as the corresponding quaternion, and ICP 1 is the complex structure
operator on CP 1. This almost complex structure is integrable (Claim 7.1;
essentially, this is proven by D. Kaledin [K]). The corresponding variety is
called the twistor space of M , denoted by Tw (Definition 7.2).
Consider the holomorphic projection map π : Tw −→ CP 1. Let ι0 :
CP 1 −→ CP 1 be the anticomplex involution with no fixed points given by
the central symmetry of S2 ⊂ R3, and ι : Tw −→ Tw map (s,m) to
(ι0(s),m). Clearly, ι is also an anticomplex involution.
The set of sections of the projection π is called the space of twistor
lines, denoted by Sec. This space is equipped with complex structure, by
Douady ([Do]).
Consider a twistor line I
sm−→ (I×m) ∈ CP 1×M = Tw, where m ∈M .
Then sm is called a horisontal twistor line. The variety of horisontal
twistor lines is denoted by Hor. Clearly, the line im(sm) ⊂ Tw is fixed
by the involution ι. One can show that a space of horisontal twistor lines
is a connected component of the space Secι of all twistor lines fixed by ι.
Clearly, the real analytic variety Hor is identified with M , and the induced
complex structures on M come from the natural isomorphisms between Hor
and fibers of π. This shows how to recover the hypercomplex variety M
from Tw, ι and π.
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According to Deligne and Simpson ([De], [S]), singular hyperka¨hler vari-
eties should be defined in terms of the following data (see (7.1) for details).
(i) Tw, π, ι
(ii) a component Hor of the variety of ι-invariant holomorphic sections of
π.
satisfying the following conditions (see (7.2) for details).
(a) Through every point x ∈ Tw passes a unique line s ∈ Hor
(b) Let s ∈ Hor. Consider the points x, y situated in a small neighbour-
hood U of im s ⊂ Tw, π(x) 6= π(y). Assume that x and y belong to the
same irreducible component of U . Then there exist a unique twistor
line sxy ∈ Sec passing through x, y.
The advantage of the definition of Deligne–Simpson (see Definition 7.6) is
that it is easy to adopt for the scheme situation: one may allow nilpotents in
structure sheaf. For the definition of a hypercomplex space, see Definition
10.1.
We show that Deligne–Simpson’s definition of a hypercomplex variety
is equivalent to ours (Theorem 9.1). The condition (b) in the above listing
is very difficult to check. We replace it by an equivalent condition, which
should be thought of as its linearization (see Definition 7.5 for details).
(b′) For each s ∈ Hor, the conormal sheaf
ker
(
Ω1(Tw)
∣∣∣
im s
−→ Ω1(im s)
)
is isomorphic to ⊕(O(−1)).
Theorem 8.1 shows that the above conditions (b) and (b′) are equivalent.
The condition (b′) is very easy to check, and hence is extremely useful.
In Subsection 10.2, we use the condition (b) to give a new proof that a
deformation space of a stable holomorphic bundle B over a hyperka¨hler
manifold is a hyperka¨hler variety, provided that the Chern classes of B are
SU(2)-invariant.
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1.3 Desingularization of hypercomplex varieties
Let M be a hypercomplex variety (Definition 4.2), I an integrable induced
complex structure. Consider the complex variety (M, I), which is M with
the complex structure defined by I. The Desingularization Theorem (The-
orem 6.2) says that the normalization (˜M, I) of (M, I) is smooth and hy-
percomplex. This desingularization is canonical and functorial: the hyper-
complex manifold (˜M, I) is independent from the choice of induced complex
structure I.
The proof of the Desingularization Theorem goes along the following
lines. We define spaces with locally homogeneous singularities (Definition
5.2). A space with locally homogeneous singularities (SLHS) is an analytic
space X such that for all x ∈ X, the x-completion of a local ring OxX is
isomorphic to an x-completion of the associated graded ring (OxX)gr. We
show that hypercomplex varieties are always SLHS (Theorem 5.14). This is
proven using an elementary argument from commutative algebra.
We work with a complete local Noetherian ring A over C, with a residual
field C. By definition, an automorphism e : A−→A is called homogeniz-
ing (Definition 5.5) if its differential acts as a dilatation on the Zariski
tangent space of A, with dilatation coefficient |λ| < 1. As usual, by the
Zariski tangent space we understand the space (mA/m
2
A)
∗, where mA is a
maximal ideal of A. For a ring A equipped with a homogenizing automor-
phism e : A−→A, we show that A has locally homogeneous singularities.
We complete the proof that all hypercomplex varieties are SLHS by con-
structing an explicit homogenizing automorphism in a local ring of germs of
holomorphic functions on a complex variety underlying a given hypercom-
plex variety (Proposition 5.10).
The proof of Desingularization Theorem proceeds then with a study of
a tangent cone of a hypercomplex variety. For every point of a hypercom-
plex variety, the corresponding Zariski tangent space TxM is equipped with
a quaternionic action. This makes TzM into a hyperka¨hler manifold, with
appropriately chosen metric. We show that the tangent cone ZxM of M ,
considered as a subvariety of TxM , is trianalytic, i. e. analytic with re-
spect to all induced complex structures (Proposition 4.6). It was proven
in [V3] (see also Proposition 3.10), that trianalytic subvarieties are totally
geodesic, i. e. all geodesics in such a subvariety remain geodesics in the
ambient manifold. Since TxM is flat, its totally geodesic subvariety ZxM
is a union of planes. Now from the local homogeneity of singularities of M
it follows that M looks locally as its tangent cone, i. e. as a union of non-
singular hypercomplex varieties. This finishes the proof of Desingularization
6
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Theorem.
1.4 Contents
The paper is organized as follows.
• The Introduction is independent from the rest of this paper.
• In Section 2, we recall some standard definitions and results from the
theory of real analytic spaces. We define an almost complex real ana-
lytic space and show that the complex structure on a complex variety
can be recovered from the corresponding almost complex structure on
the underlying real analytic variety.
• Section 3 contains some well-known results and definitions from the hy-
perka¨hler geometry. We define trianalytic subvarieties of hyperka¨hler
manifolds and show that trianalytic subvarieties naturally apppear in
the complex geometry of hyperka¨hler manifolds.
• In Section 4, we define a hypercomplex variety. Examples of hypercom-
plex varieties include trianalytic subvarieties of hyperka¨hler manifolds
(Definition 3.4) and moduli spaces of certain kinds of stable bundles
over hyperka¨hler manifolds (Subsection 10.2). We study the tangent
cone ZxM ⊂ TxM of a hypercomplex variety, and show that it is a
union of linear subspaces of the Zariski tanhgent space TxM .
• Section 5 deals with spaces having locally homogeneous singularities
(SLHS). Roughly speaking, these are analytic spaces M for which ev-
ery point x ∈ M has a system of coordinates z1, ..., zn such that the
corresponding epimorphism of formal completions
C[[z1, ..., zn]]−→ OˆxM
has a homogeneous kernel (Definition 5.2, Claim 5.3).
We show that a space has LHS if it is endowed with a system of in-
finitesimal automorphisms acting as dilatation on the tangent spaces
(Proposition 5.6). We show that every hypercomplex variety is nat-
urally equipped with such a system of automorphisms, thus proving
that it is SLHS (Theorem 5.14).
• In Section 6, we prove the desingularization theorem for hypercomplex
varieties: a normalization of a hypercomplex variety is smooth and
7
Misha Verbitsky Hypercomplex varieties final version, February 17, 1997
hypercomplex (Theorem 6.2). This result is used to show that all
induced complex structures on a hypercomplex variety are integrable
(Theorem 6.3).
• In Section 7, we define a twistor space of a hypercomplex variety.
We show how to reconstruct a hypercomplex variety from its twistor
space. We axiomatize this situation, giving two sets of conditions
which are satisfied for twistor spaces of hypercomplex varieties: we
define twistor spaces of hypercomplex type (Definition 7.5) and
twistor spaces of Deligne-Simpson type (Definition 7.6).
• In Section 8, we prove that these sets of conditions are equivalent: a
variety is a twistor space of hypercomplex type if and only if it is a
twistor space of Deligne–Simpson type.
• In Section 9, we show how to construct a hypercomplex variety start-
ing from an arbitrary twistor space of hypercomplex (or, equivalently,
Deligne-Simpson) type. This proves that a functor associating to each
hypercomplex variety a twistor space of hypercomplex type is an equiv-
alence of categories.
• In Section 10, we give some applications of the equivalence of cate-
gories constructed in Section 9. We define hypercomplex spaces (Defi-
nition 10.1), thus generalizing the definition of hypercomplex varieties
to spaces with nilpotents. We show that a quotient of a hypercom-
plex variety by an action of a finite group G cannot be hypercomplex,
unless G acts freely. Finally, we give another proof that the space of
stable bundles over a compact hyperka¨hler manifold is hypercomplex,
assuming its Chern classes are “suitable” (for the precise definition of
suitability and the full statement, see Subsection 10.2; see also [V1]).
2 Real analytic varieties and spaces
In this section, we follow [GMT].
2.1 Real analytic varieties and spaces: reduction, differen-
tials
Let I be an ideal sheaf in the ring of real analytic functions in an open ball
B in Rn. The set of common zeroes of I is equipped with a structure of
8
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ringed space, with O(B)/I as the structure sheaf. We denote this ringed
space by Spec(O(B)/I).
Definition 2.1: By a weak real analytic space we understand a
ringed space which is locally isomorphic to Spec(O(B)/I), for some ideal
I ⊂ O(B). A real analytic space is a weak real analytic space for which the
structure sheaf is coherent (i. e., locally finitely generated and presentable).
For every real analytic variety X, there is a natural sheaf morphism
of evaluation, O(X) ev−→ C(X), where C(X) is the sheaf of real analytic
functions on X.
Definition 2.2: A real analytic variety is a weak real analytic space
for which the natural sheaf morphism O(X)−→ C(X) is injective.
Let (X,O(X)) be a real analytic space and N(X) ⊂ O(X) be the kernel
of the natural sheaf morphism O(X)−→ C(X). Clearly, the ringed space
(X,O(X)/N(X)) is a real analytic variety. This variety is called a re-
duction of X, denoted Xr. The structure sheaf of Xr is not necessarily
coherent, for examples see [GMT], III.2.15.
For an ideal I ⊂ O(B) we define the module of real analytic differentials
on O(B)/I by
Ω1(O(B)/I) = Ω1(O(B))
/(
I · Ω1(O(B)) + dI
)
,
where B is an open ball in Rn, and Ω1(O(B)) ∼= Rn ⊗O(B) is the module
of real analytic differentials on B. Patching this construction, we define the
sheaf of real analytic differentials on any real analytic space. Likewise, one
defines sheaves of analytic differentials for complex varieties and in other
similar situations.
2.2 Real analytic spaces underlying complex analytic vari-
eties
Let X be a complex analytic variety. The real analytic space underlying
X (denoted by XR) is the following object. By definition, XR is a ringed
space with the same topology as X, but with a different structure sheaf,
denoted by OXR . Let i : U →֒ Bn be a closed complex analytic embedding
9
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of an open subset U ⊂ X to an open ball Bn ⊂ Cn, and I be an ideal
defining i(U). Then
OXR
∣∣∣
U
:= OBn
R
/Re(I)
is a quotient sheaf of the sheaf of real analytic functions on Bn by the ideal
Re(I) generated by the real parts of the functions f ∈ I.
Note that the real analytic space underlying X needs not be reduced,
though it has no nilpotents in the structure sheaf.
Consider the sheaf OX of holomorphic functions on X as a subsheaf
of the sheaf C(X,C) of continuous C-valued functions on X. The sheaf
C(X,C) has a natural automorphism f −→ f , where f is complex conjuga-
tion. By definition, the section f of C(X,C) is called antiholomorphic if
f is holomorphic. Let OX be the sheaf of holomorphic functions, and OX be
the sheaf of antiholomorphic functions on X. Let OX ⊗COX i−→ OXR ⊗C
be the natural multiplication map.
Claim 2.3: Let X be a complex variety, XR the underlying real analytic
space. Then the natural sheaf homomorphism i : OX⊗COX −→OXR⊗C is
injective. For each point x ∈ X, i induces an isomorphism on x-completions
of OX ⊗C OX and OXR ⊗ C.
Proof: Clear from the definition.
In the assumptions of Claim 2.3, let
Ω1(OXR), Ω1(OX ⊗C OX), Ω1(OXR ⊗ C)
be the sheaves of real analytic differentials associated with the corresponding
sheaves of rings. There is a natural sheaf map
Ω1(OXR)⊗ C = Ω1(OXR ⊗ C)−→ Ω1(OX ⊗C OX), (2.1)
correspoding to the monomorphism
OX ⊗C OX →֒ OXR ⊗ C.
Claim 2.4: Tensoring both sides of (2.1) by OXR ⊗ C produces an iso-
morphism
Ω1(OX ⊗C OX)
⊗
OX⊗COX
(
OXR ⊗ C
)
= Ω1(OXR ⊗ C).
10
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Proof: Clear.
According to the general results about differentials (see, for example,
[H], Chapter II, Ex. 8.3), the sheaf Ω1(OX ⊗C OX) admits a canonical
decomposition:
Ω1(OX ⊗C OX) = Ω1(OX)⊗C OX ⊕OX ⊗C Ω1(OX).
Let I˜ be an endomorphism of Ω1(OX ⊗COX) which acts as a multiplication
by
√−1 on
Ω1(OX)⊗C OX ⊂ Ω1(OX ⊗C OX)
and as a multiplication by −√−1 on
OX ⊗C Ω1(OX) ⊂ Ω1(OX ⊗C OX).
Let I be the corresponding OXR ⊗ C-linear endomorphism of
Ω1(OXR)⊗ C = Ω1(OX ⊗C OX)⊗OX⊗COX
(
OXR ⊗ C
)
.
A quick check shows that I is real, that is, comes from the OXR-linear
endomorphism of Ω1(OXR). Denote this OXR-linear endomorphism by
I : Ω1(OXR)−→ Ω1(OXR),
I2 = −1. The endomorphism I is called the complex structure operator
on the underlying real analytic space. In the case when X is smooth, I
coinsides with the usual complex structure operator on the cotangent bundle.
Definition 2.5: Let M be a weak real analytic space, and
I : Ω1(OM )−→ Ω1(OM )
be an endomorphism satisfying I2 = −1. Then I is called an almost
complex structure on M .
2.3 Real analytic varieties and almost complex structures
Let B be an open ball in Cn, andX ⊂ B a closed complex subvariety defined
by an ideal I ⊂ OB . Let XR ⊂ BR be the underlying real analytic space,
11
Misha Verbitsky Hypercomplex varieties final version, February 17, 1997
and Xr
R
⊂ BR the underlying real analytic variety, with the respective ideal
sheaves denoted by IR, I
r
R
. Consider the ideal Ir
R
⊗ C ⊂ OBR ⊗C.
Lemma 2.6: In the above assumptions, the ideal Ir
R
⊗C is generated by
elements f · g, where f, g ∈ OB are holomorphic functions on B satisfying
fg ∈ I
Proof: Clear.
Let F be a finite generated sheaf over a real analytic variety Z. For all
z ∈ Z, let mz ⊂ OZ be the ideal of all functions vanishing in z. The vector
space ·F/mz ·F is called the fiber of F in z, denoted by F
∣∣∣
z
. Likewise we
define the fiber f
∣∣∣
z
∈ F
∣∣∣
z
for a section f of F .
Lemma 2.7: Let F be a finite generated OZ -sheaf over a real analytic
variety Z, and f its section. Assume that f
∣∣∣
z
= 0 for all z ∈ Z. Then f = 0.
Proof: Going to a closed subvariety if necessary, we may assume that
Sup(f) = Z. Let Z0 ⊂ Z be an open subset such that F
∣∣∣
Z0
is free. Clearly,
it suffices to show that when f
∣∣∣
Z0
is zero. Since F
∣∣∣
Z0
is free, f
∣∣∣
Z0
is an
n-tuple of functions (f1, ...fn), and f
∣∣∣
z
= 0 if and only if all fi take value 0
at z. Applying the definition of real analytic variety, we obtain f = 0.
Proposition 2.8: Let XR be a real analytic space underlying a com-
plex variety X, Xr
R
be its reduction, and Ω1(X), Ω1(Xr
R
) the corresponding
sheaves of real analytic differentials. Consider the natural map
Ω1(XR)⊗OX OXrR
ϕr−→ Ω1(XrR). (2.2)
Then ϕr is an isomorphism.
Proof: We work in notation introduced earlier in this section. Consider
the closed embedding Xr
R
→֒ XR. Let N ⊂ OXR be the ideal defining XrR,
N = ker
(
OXR ev−→ C(X)
)
.
Clearly from the definitions,
Ω1(XrR) = Ω
1(XR)⊗OXr
R
/
dN ⊗OXr
R
.
12
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To show that (2.2) is an isomorphism, it suffices to prove that the subsheaf
dN ⊂ Ω1(XR), tensored by OXr
R
, gives zero. By Lemma 2.7, it suffices to
show that every section of
dN ⊗OXr
R
⊂ Ω1(XR)⊗OXr
R
,
has zero fibers in x, for all points x ∈ X.
The fiber of Ω1XR in x ∈ X is mx/m2x, where mx ⊂ OXR is the ideal
generated by all functions vanishing in x. For all f ∈ OXR such that f(x) =
0, the fiber df
∣∣∣
x
of df ∈ Ω1XR in x coinsides with the class of f in mx/m2x.
By Lemma 2.6, N ⊗ C is generated by fg, f, g ∈ OB , fg ∈ I. There-
fore, N ⊂ m2x ⊗ C and by the above, the fiber dN
∣∣∣
x
iz zero. This proves
Proposition 2.8.
From Proposition 2.8, it follows that a a real analytic variety underlying
a given complex variety is equipped with a natural almost complex structure.
The corresponding operator is called the complex structure operator in
the underlying real analytic variety.
2.4 Integrability of almost complex structures
Definition 2.9: Let X, Y be complex analytic varieties, and
f : XR −→ YR
be a morphism of underlying real analytic varieties. Let f∗Ω1YR
P−→ Ω1XR
be the natural map of sheaves of differentials associated with f . Let
IX : Ω
1
XR
−→ Ω1XR , IY : Ω1YR −→ Ω1YR
be the complex structure operators, and
f∗IY : f
∗Ω1YR −→ f∗Ω1YR
be OXR-linear automorphism of f∗Ω1YR defined as a pullback of IY . We say
that f commutes with the complex structure if
P ◦ f∗IY = IX ◦ P. (2.3)
13
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Theorem 2.10: Let X, Y be complex analytic varieties, and
fR : XR −→ YR
be a morphism of underlying real analytic varieties which commutes with the
complex structure. Then there exist a morphism f : X −→ Y of complex
analytic varieties, such that fR is its underlying morphism.
Proof: By Corollary 9.4, [V3], the map f , defined on the sets of points
of X and Y , is meromorphic; to prove Theorem 2.10, we need to show it is
holomorphic. Let Γ ⊂ X × Y be the graph of f . Since f is meromorphic,
Γ is a complex subvariety of X × Y . It will suffice to show that the natural
projections π1 : Γ−→X, π2 : Γ−→ Y are isomorphisms. By [V3], Lemma
9.12, the morphisms πi are flat. Since fR induces isomorphism of Zariski
tangent spaces, same is true of πi. Thus, πi are unramified. Therefore, the
maps πi are etale. Since they are one-to-one on points, πi etale implies πi
is an isomorphism.
Definition 2.11: Let M be a real analytic variety, and
I : Ω1(OM )−→ Ω1(OM )
be an endomorphism satisfying I2 = −1. Then I is called an almost
complex structure on M . If there exist a structure C of complex variety
onM such that I appears as the complex structure operator associated with
C, we say that I is integrable. Theorem 2.10 implies that this complex
structure is unique if it exists.
3 Hyperka¨hler manifolds
3.1 Definitions
This subsection contains a compression of the basic definitions from hy-
perka¨hler geometry, found, for instance, in [Bes] or in [Bea].
Definition 3.1: ([Bes]) A hyperka¨hler manifold is a Riemannian
manifold M endowed with three complex structures I, J and K, such that
the following holds.
(i) the metric on M is Ka¨hler with respect to these complex structures and
14
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(ii) I, J and K, considered as endomorphisms of a real tangent bundle,
satisfy the relation I ◦ J = −J ◦ I = K.
The notion of a hyperka¨hler manifold was introduced by E. Calabi ([C]).
Clearly, a hyperka¨hler manifold has the natural action of the quaternion
algebra H on its real tangent bundle TM . Therefore its complex dimension
is even. For each quaternion L ∈ H, L2 = −1, the corresponding automor-
phism of TM is an almost complex structure. It is easy to check that this
almost complex structure is integrable ([Bes]).
Definition 3.2: Let M be a hyperka¨hler manifold, L a quaternion sat-
isfying L2 = −1. The corresponding complex structure on M is called an
induced complex structure. The M considered as a complex manifold
is denoted by (M,L).
Let M be a hyperka¨hler manifold. We identify the group SU(2) with
the group of unitary quaternions. This gives a canonical action of SU(2)
on the tangent bundle, and all its tensor powers. In particular, we obtain a
natural action of SU(2) on the bundle of differential forms.
Lemma 3.3: The action of SU(2) on differential forms commutes with
the Laplacian.
Proof: This is Proposition 1.1 of [V1].
Thus, for compact M , we may speak of the natural action of SU(2) in
cohomology.
3.2 Trianalytic subvarieties in compact hyperka¨hler mani-
folds.
In this subsection, we give a definition and a few basic properties of triana-
lytic subvarieties of hyperka¨hler manifolds. We follow [V2].
Let M be a compact hyperka¨hler manifold, dimRM = 2m.
Definition 3.4: Let N ⊂M be a closed subset of M . Then N is called
trianalytic if N is a complex analytic subset of (M,L) for any induced
complex structure L.
15
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Let I be an induced complex structure on M , and N ⊂ (M, I) be a
closed analytic subvariety of (M, I), dimCN = n. Denote by [N ] ∈ H2n(M)
the homology class represented by N . Let 〈N〉 ∈ H2m−2n(M) denote the
Poincare dual cohomology class. Recall that the hyperka¨hler structure in-
duces the action of the group SU(2) on the space H2m−2n(M).
Theorem 3.5: Assume that 〈N〉 ∈ H2m−2n(M) is invariant with respect
to the action of SU(2) on H2m−2n(M). Then N is trianalytic.
Proof: This is Theorem 4.1 of [V2].
Remark 3.6: Trianalytic subvarieties have an action of quaternion al-
gebra in the tangent bundle. In particular, the real dimension of such sub-
varieties is divisible by 4.
Let M be a hyperka¨hler manifold, R the set of induced complex struc-
tures. The following result implies that for generic I ∈ R, all complex
subvarieties of (M, I) are trianalytic in M .
Definition 3.7: Let M be a compact hyperka¨hler manifold, R the set
of induced complex structures. The complex structure I ⊂ R is called of
general type with respect to the hyperka¨hler structure if all rational
(p, p)-classes
ω ∈
⊕
p
Hp,p(M) ∩H2p(M,Z) ⊂ H∗(M)
are SU(2)-invariant.
Proposition 3.8: Let M be a compact hyperka¨hler manifold, R the
set of induced complex structures. Then for all I ∈ R except a countable
subset, I is of general type.
Proof: This is Proposition 2.2 from [V2].
3.3 Totally geodesic submanifolds.
Proposition 3.9: Let X
ϕ→֒M be an embedding of Riemannian man-
ifolds (not necessarily compact) compatible with the Riemannian structure.
Then the following conditions are equivalent.
(i) Every geodesic line in X is geodesic in M .
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(ii) Consider the Levi-Civita connection ∇ on TM , and restriction of ∇ to
TM
∣∣∣
X
. Consider the orthogonal decomposition
TM
∣∣∣
X
= TX ⊕ TX⊥. (3.1)
Then, this decomposition is preserved by the connection ∇.
Proof: Well known; see, for instance, [Bes].
Proposition 3.10: Let X ⊂ M be a trianalytic submanifold of a hy-
perka¨hler manifold M , where M is not necessarily compact. Then X is
totally geodesic.
Proof: This is [V3], Corollary 5.4.
4 Hypercomplex varieties
4.1 Definition and examples
Definition 4.1: Let M be a real analytic variety equipped with almost
complex structures I, J and K, such that I ◦ J = −J ◦ I = K. Then M is
called an almost hypercomplex variety.
An almost hypercomplex variety is equipped with an action of quaternion
algebra in its differential sheaf. Each quaternion L ∈ H, L2 = −1 defines an
almost complex structure on M . Such an almost complex structure is called
induced by the hypercomplex structure.
Definition 4.2: LetM be an almost hypercomplex variety. We say that
M is hypercomplex if there exist a pair of induced complex structures
I1, I2 ∈ H, I1 6= ±I2, such that I1 and I2 are integrable.
Caution: Not everything which looks hypercomplex satisfies the condi-
tions of Definition 4.2. Take a quotientM/G of a hypercomplex manifold by
an action of a finite group G, acting compatible with the hyperka¨hler struc-
ture. Then M/G is not hypercomplex, unless G acts freely (Proposition
10.3).
Claim 4.3: Let M be a hyperka¨hler manifold. Then M is hypercomplex.
Proof: Let I, J be induced complex structures. We need to identify (M, I)R
and (M,J)R in a natural way. These varieties are canonically identified as
17
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C∞-manifolds; we need only to show that this identification is real analytic.
This is [V3], Proposition 6.5.
Remark 4.4: Trianalytic subvarieties of hyperka¨hler manifolds are ob-
viously hypercomplex. Define trianalytic subvarieties of hypercomplex vari-
eties as subvarieties which are complex analytic with respect to all integrable
induced complex structures. Clearly, trianalytic subvarieties of hypercom-
plex varieties are equipped with a natural hypercomplex structure. Another
example of a hypercomplex variety is given in Subsection 10.2. For addi-
tional examples, see [V3].
4.2 Tangent cone of a hypercomplex variety.
Let M be a hypercomplex variety, I an integrable induced complex struc-
ture, Z˜x(M, I) be the Zariski tangent cone to (M, I) in x ∈M and Zx(M, I)
its reduction. Consider Zx(M, I) as a closed subvariety in the Zariski tan-
gent space TxM . The space TxM has a natural quaternionic structure and
admits a compatible metric. This makes TxM into a hyperka¨hler manifold,
isomorphic to Hn.
Theorem 4.5: Under these assumptions, the following assertions hold:
(i) The subvariety Zx(M, I) ⊂ TxM is independent from the choice of inte-
grable induced complex structure I.
(ii) Moreover, Zx(M, I) is a trianalytic subvariety of TxM .
Proof: Clearly, Theorem 4.5 (ii) follows from Theorem 4.5 (i). Theorem
4.5 (i) is directly implied by the following general result.
Proposition 4.6: Let M be a complex variety, x ∈ X a point, and
ZxM ⊂ TxM be the reduction of the Zariski tangent cone to M in x,
considered as a closed subvariety of the Zariski tangent space TxM . Let
ZxMR ⊂ TxMR be the Zariski tangent cone for the underlying real analytic
space MR. Then (ZxM)R ⊂ (TxM)R = TxMR coinsides with ZxMR.
Proof: For each v ∈ TxM , the point v belongs to ZxM if and only if
there exist a real analytic path γ : [0, 1] −→M , γ(0) = x satisfying dγ
dt
= v.
The same holds true for ZxMR. Thus, v ∈ ZxM if and only if v ∈ ZxMR.
The following theorem shows that the Zariski tangent cone ZxM ⊂ TxM
is a union of planes Li ⊂ TxM .
18
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Theorem 4.7: LetM be a hypercomplex variety, I an induced complex
structure and x ∈M a point. Consider the reduction of the Zariski tangent
cone (denoted by ZxM) as a subvariety of the quaternionic space TxM . Let
Zx(M, I) = ∪Li be the irreducible decomposition of the complex variety
Zx(M, I). Then
(i) The decomposition Zx(M, I) = ∪Li is independent from the choice of
induced complex structure I.
(ii) For every i, the variety Li is a linear subspace of TxM , invariant under
quaternion action.
Proof: Let Li be an irreducible component of Zx(M, I), Z
ns
x (M, I) be
the non-singular part of Zx(M, I), and L
ns
i := Z
ns
x (M, I) ∩Li. Then Li is a
closure of Lnsi in TxM . Clearly from Theorem 4.5, L
ns
i (M) is a hyperka¨hler
submanifold in TxM . By Proposition 3.10, L
ns
i is totally geodesic. A totally
geodesic submanifold of a flat manifold is again flat. Therefore, Lnsi is an
open subset of a linear subspace L˜i ⊂ TxM . Since Lnsi is a hyperka¨hler
submanifold, L˜i is invariant with respect to quaternions. The closure Li
of Lnsi is a complex analytic subvariety of Tx(M, I). Therefore, L˜i = Li.
This proves Theorem 4.7 (ii). From the above argument, it is clear that
Znsx (M, I) =
∐
Lnsi (disconnected sum). Taking connected components of
Znsx M for each induced complex structure, we obtain the same decomposi-
tion Zx(M, I) = ∪Li, with Li being closured of connected components. This
proves Theorem 4.7 (ii).
5 Hypercomplex varieties
have locally homogeneous singularities
This section follows [V-d2].
5.1 Spaces with locally homogeneous singularities.
Definition 5.1: (local rings with LHS) Let A be a local ring. Denote by
m its maximal ideal. Let Agr be the corresponding associated graded ring
for the m-adic filtration. Let Aˆ, Âgr be the m-adic completion of A, Agr. Let
(Aˆ)gr, (Âgr)gr be the associated graded rings, which are naturally isomorphic
to Agr. We say that A has locally homogeneous singularities (LHS)
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if there exists an isomorphism ρ : Aˆ−→ Âgr which induces the standard
isomorphism i : (Aˆ)gr −→ (Âgr)gr on associated graded rings.
Definition 5.2: (SLHS) LetX be a complex or real analytic space. Then
X is called a space with locally homogeneous singularities (SLHS) if
for each x ∈ X, the local ring OxX has locally homogeneous singularities.
The following claim might shed a light on the origin of the term “locally
homogeneous singularities”.
Claim 5.3: Let A be a complete local Noetherian ring over C, with a
residual field C. Then the following statements are equivalent
(i) A has locally homogeneous singularities
(ii) There exist a surjective ring homomorphism ρ : C[[x1, ..., xn]]−→A,
where C[[x1, ..., xn]] is the ring of power series, and the ideal ker ρ is
homogeneous in C[[x1, ..., xn]].
Proof: Clear.
Definition 5.4: Let M be a hypercomplex variety. Then M is called
a space with locally homogeneous singularities (SLHS) if for all integrable
induced complex structures I the (M, I) is SLHS.
5.2 Complete rings with automorphisms
Definition 5.5: Let A be a local Noetherian ring over C, with a residual
field C, equipped with an automorphism e : A−→A. Let m be a maximal
ideal of A. Assume that e acts on m/m2 as a multiplication by λ ∈ C,
|λ| < 1. Then e is called a homogenizing automorphism of A.
The aim of the present subsection is to prove the following statement.
Proposition 5.6: Let A be a complete Noetherian ring over C, with a
residual field C, equipped with a homogenizing authomorphism e : A−→A.
Then there exist a surjective ring homomorphism ρ : C[[x1, ..., xn]]−→A,
such that the ideal ker ρ is homogeneous in C[[x1, ..., xn]]. In particular, A
has locally homogeneous singularities.1
1See Claim 5.3 for LHS property in terms of coordinate systems.
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This statement is well known. A reader who knows its proof should skip
the rest of this section.
Proposition 5.7: Let A be a complete Noetherian ring over C, with a
residual field C, equipped with a homogenizing authomorphism e : A−→A.
Then there exist a system of ring elements
f1, ..., fm ∈ m, m = dimC m/m2,
which generate m/m2, and such that e(fi) = λfi.
Proof: Let a ∈ m/m2. Let a ∈ m be a representative of a in m. To
prove Proposition 5.7 it suffices to find c ∈ m2, such that e(a− c) = λa−λc.
Thus, we need to solve an equation
λc− e(c) = e(a)− λ(a). (5.1)
Let r := e(a) − λa. Clearly, r ∈ m2. A solution of (5.1) is provided by the
following lemma.
Lemma 5.8: In assumptions of Proposition 5.7, let r ∈ m2. Then, the
equation
e(c) − λc = r (5.2)
has a unique solution c ∈ m2.
Proof: We need to show that the operator P := (e−λ)
∣∣∣
m
2
is invertible.
Consider the m-adic filtration m2 ⊃ m3 ⊃ ... on m2. Clearly, P preserves this
filtration. Since m2 is complete with respect to the adic filtration, it suffices
to show that P is invertible on the successive quotients. The quotient m2/mi
is finite-dimensional, so to show that P is invertible it suffices to calculate
the eigenvalues. Since e is an automorphism, restriction of e to mi/mi−1 is
a multiplication by λi. Thus, the eigenvalues of e on m2/mi range from λ2
to λi−1. Since |λ| > |λ|2, all eigenvalues of P
∣∣∣
m
2/mi
are non-zero and the
restriction of P to m2/mi is invertible. This proves Lemma 5.8.
The proof of Proposition 5.6. Consider the map
ρ : C[[x1, ...xm]]−→A, ρ(xi) = fi,
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where f1, ..., fm is the system of functions constructed in Proposition 5.7.
By Nakayama’s lemma, ρ is surjective.
Let eλ : C[[x1, ...xm]]−→ C[[x1, ...xm]] be the automorphism mapping
xi to λxi. Then, the diagram
C[[x1, ...xm]]
ρ−−−→ A
eλ
y ye
C[[x1, ...xm]]
ρ−−−→ A
is by construction commutative. Therefore, the ideal I = ker ρ is preserved
by eλ. Clearly, every eλ-preserved ideal I ⊂ C[[x1, ...xm]] is homogeneous.
Proposition 5.6 is proven.
5.3 Automorphisms of local rings of hypercomplex varieties
Let M be a hypercomplex variety, x ∈ M a point, I an integrable induced
complex structure. Let AI := Oˆx(M, I) be the adic completion of the local
ring Ox(M, I) of x-germs of holomorphic functions on the complex variety
(M, I). Clearly, the sheaf ring of the antiholomorphic functions on (M, I)
coinsides with Ox(M,−I). Thus, the corresponding completion ring is A−I .
The isomorphism of Claim 2.3 produces a natural epimorphism
̂AI ⊗C A−I −→ AR, (5.3)
where
AR := ̂Ox(MR)⊗R C
is the x-completion of the ring of germs of real analytic complex-valued
functions on M . Consider the natural quotient map
p : A−I −→ C.
Consider the natural epimorphism of complete rings
̂AI ⊗C A−I −→AI , a⊗ b 7→ a⊗ p(b), (5.4)
where a ∈ AI , b ∈ A−I , and
a⊗ b ∈ AI ⊗C A−I .
Lemma 5.9: The kernel of (5.4) contains the kernel of (5.3).
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Proof: Consider an epimorphism ϕ : Bx −→AI where
Bx = C[[z1, ..., zn]].
Let I ⊂ Bx be the kernel of ϕ. By Lemma 2.6, the ring AR is naturally
isomorphic to
(Bx)R = C[[z1, ..., zn, z1, ...zn]]/IR,
where IR is an ideal generated by all the products
f(z1, ...zn) · g(zz, ...zn),
such that fg ∈ I. Likewise, ̂AI ⊗C A−I is a quotient of
(Bx)R = C[[z1, ..., zn, z1, ...zn]]
by the ideal
I · C[[z1, ...zn]] + C[[z1, ..., zn] · I.
Slightly abusing the notation, we denote the corresponding quotient map by
ϕ : C[[z1, ..., zn, z1, ...zn]]−→ ̂AI ⊗C A−I .
Let a ∈ ̂AI ⊗C A−I be an element which is mapped to zero by the map
(5.3). Then a is a linear combination of ϕ(figi), for fi, gi ∈ C[[z1, ..., zn]],
fg ∈ I. Therefore, it suffices to show that a lies in the kernel of (5.4) for
a = ϕ(fg). Either g is invertible and f ∈ I, or g(0, ...0) = 0. In the first
case, fg ∈ I ⊗ C[[z1, ...zn]], so ϕ(fg) = 0. In the second case, p(g) = 0, so
1 ⊗ p(a) = 0 and a lies in the kernel of the map (5.4). This proves Lemma
5.9.
Consider the diagram
̂AI ⊗C A−I −−−→ AI
ց
AR
formed from the arrows of (5.4) and (5.3). By Lemma 5.9, there exists
an epimorphism eI : AR −→ AI , making this diagram commutative. Let
iI : AI →֒ AR be the natural embedding
a 7→ a⊗ 1 ∈ ̂AI ⊗C A−I .
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For an integrable induced complex structure J , we define AJ , A−J , iJ , eJ
likewise.
Let ΨI,J : AI −→AI be the composition
AI
iI−→ AR eJ−→ AJ iJ−→ AR eI−→ AI .
Clearly, for I = J , the ring morphism ΨI,J is identity, and for I = −J , ΨI,J
is an augmentation map.
Proposition 5.10: Let M be a hypercomplex variety, x ∈ M a point,
and I, J induced complex structures, such that I 6= J and I 6= −J . Consider
the map ΨI,J : AI −→AI defined as above. Then ΨI,J is a homogenizing
automorphism of AI .
2
Proof: Let dΨ be the differential of ΨI,J , that is, the restriction of
ΨI,J to ∗m/m2)∗, where m is the maximal ideal of AI . By Nakayama’s
lemma, to prove that ΨI,J is an automorphism it suffices to show that dΨ is
invertible. To prove that ΨI,J is homogenizing, we have to show that dΨ is
a multiplication by a complex number λ, |λ| < 1. As usually, we denote the
real analytic variety underlying M by MR. Let TI , TJ , TR be the Zariski
tangent spaces to (M, I), (M,J) and MR, respectively, in x ∈M . Consider
the complexification TR := TR ⊗ C, which is a Zariski tangent space to
the local ring AR. To compute dΨ : TI −→ TI , we need to compute the
differentials of eI , eJ , iI , iJ , i. e., the restrictions of the homomorphisms eI ,
eJ , iI , iJ to the Zariski tangent spaces TI , TJ , TR. Denote these differentials
by deI , deJ , diI , diJ .
Lemma 5.11: Let M be a hypercomplex variety, MR the associated
real analytic variety, x ∈ M a point. Consider the space TR := Tx(MR) ⊗
C. For an induced complex structure I, consider the Hodge decomposition
TR = T
1,0
I ⊕ T 0,1I . In our previous notation, T 1,0I is TI . Then, diI is the
natural embedding of TI = T
1,0
I to TR, and deI is the natural projection of
TR = T
1,0
I ⊕ T 0,1I to T 1,0I = TI .
Proof: Clear.
We are able now to describe the map dΨ : TI −→ TI in terms of the
quaternion action. Recall that the space TI is equipped with a natural R-
linear quaternionic action. For each quaternionic linear space V and each
2For the definition of a homogenizing automorphism, see Definition 5.5.
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quaternion I, I2 = −1, I defines a complex structure in V . Such a complex
structure is called induced by the quaternionic structure.
Lemma 5.12: Let V be a space with quaternion action, and V := V ⊗C
its complexification. For each induced complex structure I ∈ H, consider
the Hodge decomposition V := V 1,0I ⊕V 0,1I . For induced complex structures
I, J ∈ H, let ΦI,J(V ) be the composition of the natural embeddings and
projections
V 1,0I −→ V −→ V 1,0J −→ V −→ V 1,0I .
Using the natural identification V ∼= V 1,0I , we consider ΦI,J(V ) as an R-
linear automorphism of the space V . Then, applying the operator ΦI,J(V )
to the quaternionic space TI , we obtain the operator dΨ defined above.
Proof: Follows from Lemma 5.11
As we have seen, to prove Proposition 5.10 it suffices to show that dΨ is
a multiplication by a non-zero complex number λ, |λ| < 1. Thus, the proof
of Proposition 5.10 is finished with the following lemma.
Lemma 5.13: In assumptions of Lemma 5.12, consider the map
ΦI,J(V ) : V
1,0
I −→ V 1,0I .
Then ΦI,J(V ) is a multiplication by a complex number λ. Moreover, λ is a
non-zero number unless I = −J , and |λ| < 1 unless I = J .
Proof: Let V = ⊕V i be a decomposition of V into a direct sum
of H-linear spaces. Then, the operator ΦI,J(V ) can also be decomposed:
ΦI,J(V ) = ⊕ΦI,J(Vi). Thus, to prove Lemma 5.13 it suffices to assume that
dimH V = 1. Therefore, we may identify V with the space H, equipped with
the right action of quaternion algebra on itself.
Consider the left action of H on V = H. This action commutes with the
right action of H on V . Consider the corresponding action
ρ : SU(2)−→ End(V )
of the group of unitary quaternions Hun = SU(2) ⊂ H on V . Since ρ com-
mutes with the quaternion action, ρ preserves V 1,0I ⊂ V , for every induced
complex structure I. In the same way, for each g ∈ SU(2), the endomor-
phism ρ(g) ∈ End(V 1,0I ) commutes with ΦI,J(V ).
Consider the 2-dimensional C-vector space V 1,0I as a representation of
SU(2). Clearly, V 1,0I is an irreducible representation. Thus, by Schur’s
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lemma, the automorphism ΦI,J(V ) ∈ End(V 1,0I )) is a multiplication by a
complex constant λ. The bounds 0 < |λ| < 1 are implied by the following
elementary argument. The composition iI ◦eJ applied to a vector v ∈ V 1,0I is
a projection of v to V 1,0J along V
0,1
J . Consider the natural Euclidean metric
on V = H. Clearly, the decomposition V = V 1,0J ⊕V 0,1J is orthogonal. Thus,
the composition iI ◦ eJ is an orthogonal projection of v ∈ V 1,0I to V 1,0J .
Similarly, the composition iJ ◦ eI is an orthogonal projection of v ∈ V 1,0J
to V 1,0I . Thus, the map ΦI,J(V ) is an orthogonal projection from V
1,0
I to
V 1,0J and back to V
1,0
I . Such a composition always decreases a length of
vectors, unless V 1,0I coincides with V
1,0
J , in which case I = J . Also, unless
V 1,0I = V
0,1
J , ΦI,J(V ) is non-zero; in the later case, I = −J . Proposition
5.10 is proven.
From Proposition 5.10 and Proposition 5.6, we obtain the following the-
orem.
Theorem 5.14: (the main result of this section) Let M be a hyper-
complex variety. Then M is a space with locally homogeneous singularities
(SLHS).
6 Desingularization of hypercomplex varieties
6.1 The proof of desingularization theorem
Proposition 6.1: Let M be a hypercomplex variety, and I an integrable
induced complex structure. Then the normalization of (M, I) is smooth.
Proof: The normalization of ZxM is smooth by Theorem 4.7. The nor-
malization is compatible with the adic completions ([M], Chapter 9, Propo-
sition 24.E). Therefore, the integral closure of the completion of OZxM is
a regular ring. From Theorem 5.14 it follows that the integral closure of
OˆxM is also a regular ring, where OˆxM is an adic completion of the local
ring of holomorphic functions on (M, I) in a neighbourhood of x. Applying
[M], Chapter 9, Proposition 24.E again, we obtain that the integral closure
of OxM is regular. This proves Proposition 6.1
Theorem 6.2: (Desingularization theorem) Let M be a hypercomplex
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variety I an integrable induced complex structure. Let
(˜M, I)
n−→ (M, I)
be the normalization of (M, I). Then (˜M, I) is smooth and has a natural hy-
percomplex structureH, such that the associated map n : (˜M, I)−→ (M, I)
agrees with H. Moreover, the hypercomplex manifold M˜ := (˜M, I) is inde-
pendent from the choice of induced complex structure I.
Proof: The variety (˜M, I) is smooth by Proposition 6.1. Let x ∈ M ,
and U ⊂ M be a neighbourhood of x. Let Rx(U) be the set of irre-
ducible components of U which contain x. There is a natural map τ :
Rx(U)−→ Irr(SpecOˆxM), where Irr(SpecOˆxM) is a set of irreducible com-
ponents of SpecOˆxM , where OˆxM is a completion of OxM in x. Since
OxM is Henselian ([R], VII.4), there exist a neighbourhood U of x such
that τ : Rx(U)−→ Irr(SpecOˆxM) is a bijection. Fix such an U . Since M
is a space with locally homogeneous singularities, the irreducible decompo-
sition of U coinsides with the irreducible decomposition of the tangent cone
ZxM .
Let
∐
Ui
u−→ U be the morphismmapping a disjoint union of irreducible
components of U to U . By Theorem 4.7, the x-completion of OUi is regular.
Shrinking Ui if necessary, we may assume that Ui is smooth. Then, the
morphism u coinsides with the normalization of U .
For each variety X, we denote by Xns ⊂ X the set of non-singular points
ofX. Clearly, u(Ui)∩Uns is a connected component of Uns. Therefore, u(Ui)
is trianalytic in U . By Remark 4.4, Ui has a natural hypercomplex structure,
which agrees with the map u. This gives a hypercomplex structure on the
normalization U˜ :=
∐
Ui. Gluing these hypercomplex structures, we obtain
a hypercomplex structure H on the smooth manifold(˜M, I). Consider the
normalization map n : (˜M, I) −→M , and let M˜n := n−1(Mns). Then,
n
∣∣∣
M˜n
M˜n −→Mns is an etale finite covering which is compatible with the
hypercomplex structure. Thus, H
∣∣∣
M˜n
can be obtained as a pullback from
M . Clearly, a hypercomplex structure on a manifold is uniquely defined by
its restriction to an open dense subset. We obtain that H is independent
from the choice of I.
6.2 Integrability of induced complex structures
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Theorem 6.3: Let M be a hypercomplex variety, I an induced complex
structure. Then I is integrable.
Proof: Kaledin has proven Theorem 6.3 for smooth M ([K]). Let M˜
be a desingularization of M , which is hypercomplex. Then I induces an
integrable almost complex structure on M˜ . From the local structure of the
singularities of M , is is clear that M is obtained from M˜ by gluing pair-
wise certain trianalytic subvarieties Xi ⊂ M˜ . Since I induces an integrable
complex structure on M˜ , the Xi are complex subvarieties of (M˜ , I), and the
identification procedures are complex analytic with respect to I. Perform-
ing these identification morphisms on (M˜, I), we obtain a complex variety
M ′ such that (M, I) is the underlying almost complex variety. This proves
Theorem 6.3.
7 Twistor spaces of hypercomplex varieties
Let M be a hypercomplex variety, MR the underlying real analytic variety.
Consider the variety TwR :=MR×S2, where S2 is the 2-dimensional sphere
identified with the real variety underlying CP 1. We endow TwR with an
almost complex structure as follows. We have a decomposition
Ω1 TwR = π
∗Ω1S2 ⊕ σ∗Ω1MR,
where π : TwR −→ S2, σ : TwR −→M are the natural projection maps.
Let C be the natural map Ω1MR ⊗ H C−→ Ω1MR arising from the quater-
nionic structure. We identify the points of S2 with induced complex struc-
tures on M , as usually, which are quaternions L ∈ H, L2 = −1. This gives a
natural real analytic map i : S2 −→H. A composition of C and i gives an
endomorphism I0 : σ∗Ω1MR −→ σ∗Ω1MR. In terms of the fibers, the endo-
morphism I0 can be described as follows. For (s,m) ∈ S2 ×MR = TwR, I0
acts on σ∗Ω1MR
∣∣∣
(s,m)
= Ω1MR
∣∣∣
m
by Is, where Is = i(s) ∈ H is the induced
complex structure corresponding to s ∈ S2. Since S2 is identified with CP 1,
this space has a natural complex structure ICP 1 : Ω
1S2 −→ Ω1S2. Let I be
an almost complex structure I : Ω1TwR −→ Ω1TwR acting as π∗ICP 1 on
π∗Ω1S2 and as I0 on σ∗Ω1MR.
Claim 7.1: The constructed above almost complex structure on TwR is
integrable.
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Proof: For M non-singular, this is proven by D. Kaledin [K]. For M
singular, the proof essentially repeats the proof of Theorem 6.3: we apply
the desingularization theorem (Theorem 6.2), and then Kaledin’s result.
Definition 7.2: Let M be a hypercomplex variety. Consider the com-
plex variety (Tw,I) obtained in Claim 7.1. Then Tw is called a twistor
space of M .
It is possible to characterize the hypercomplex varieties in terms of the
twistor spaces. This characterization is the main purpose of the present
paper.
Consider the unique anticomplex involution ι0 : CP
1 −→ CP 1 with no
fixed points. This involution is obtained by central symmetry with center
in 0 if we identify CP 1 with a unit sphere in R3. Let ι : Tw −→ Tw be an
involution of the twistor space mapping (s,m) ∈ S2×M = Tw to (ι0(s),m).
Clearly, ι is anticomplex.
Definition 7.3: Let s : CP 1 −→ Tw be a section of the natural holo-
morphic projection π : Tw −→ CP 1, s ◦ π = Id
∣∣∣
CP1
. Then s is called
the twistor line. The space Sec of twistor lines is finite-dimensional and
equipped with a natural complex structure, as follows from deformation
theory ([Do]).
Let Secι be the space of all lines s ∈ Sec which are fixed by ι. The space
Secι is equipped with a structure of a real analytic space. We have a natural
map τ : MR −→ Secι associating to m ∈ M the line s : CP 1 −→ Tw,
s(x) = (x,m) ∈ S2 ×M = Tw. Such twistor lines are called horizontal
twistor lines. Denote the set of horizontal twistor lines by Hor ⊂ Sec.
Lemma 7.4: Let M be a hypercomplex variety, Tw its twistor space
and τ : MR −→ Secι the real analytic map constructed above. Then τ is a
closed embedding identifying M with one of connected components of Secι.
Proof: By the Desingularization Theorem (Theorem 6.2), we may as-
sume that M is smooth. For smooth M , Lemma 7.4 is a well-known state-
ment which can be easily deduced from the deformation theory. For details,
the reader is referred to [HKLR].
The following data suffice to recover the hypercomplex variety M :
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• A complex analytic variety Tw, equipped with a mor-
phism π : Tw −→ CP 1.
• An anticomplex involution ι : Tw −→ Tw such that
ι ◦ π = π ◦ ι0
• A choice of connected component Hor of Secι ⊂ Sec.
(7.1)
The hypercomplex variety M is reconstructed as follows. The real an-
alytic structure on M = Hor comes from Secι. For I ∈ CP 1, consider the
map pI : Hor −→ π−1(I) ⊂ Tw, s ∈ Hor −→ s(I) ∈ Tw. This identifies
Hor with π−1(I) ⊂ Tw. We obtained a complex structure I on M , for each
I ∈ CP 1. Identifying CP 1 with a subset of quaternions, we recover the
original quaternion action on Ω1M . The data (7.1) satisfies the following
properties (condition (ii) is implicit in the quaternionic action).
(i) For each point x ∈ Tw, there is a unique line s ∈ Hor ⊂
Secι, passing through x.
For every s ∈ Sec, we identify the image of
s, im s ⊂ Tw, with CP 1.
(ii) For every line s ∈ Hor ⊂ Secι, the conormal sheaf
N∗s = ker
(
Ω1Tw
∣∣∣
im s
s∗−→ Ω1(im s)
)
of im s is isomorphic to O(−1)⊕O(−1)⊕ ...⊕O(−1).
(7.2)
Definition 7.5: The data (7.1) satisfying the conditions (i), (ii) of (7.2)
are called a twistor space of hypercomplex type. We have shown how
to associate a twistor space of hypercomplex type to every hypercomplex
variety.
Denote the corresponding functor by F .
Condition (ii) of (7.2) can be replaced by the following condition.
(ii′) For every line s ∈ Hor ⊂ Secι, there exists an open
neighbourhood U ⊂ Tw of im s, such that for every
x, y ∈ U , π(x) 6= π(y), there exists a unique twistor
line sx,y passing through x and y, provided that x and
y belong to the same irreducible component of U .
(7.2)
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Condition (ii) of (7.2) should be thought of as a linearization of (7.2) (ii′).
In the subsequent section, we shall see that these conditions are equivalent.
Definition 7.6: The data (7.1) satisfying the conditions (i), (ii′) of (7.2)
are called a twistor space of Deligne-Simpson type. These conditions
were proposed by Deligne and Simpson ([S], [De]) in order to define singular
hyperka¨hler manifolds.
8 Twistor spaces of Deligne-Simpson type
The main result of this section is the following theorem.
Theorem 8.1: Let (Tw, π, ι,Hor) be the data of (7.1) satisfying condi-
tion (i) of (7.2). Then the conditions (ii) and (ii′) are equivalent. In other
words, (Tw, π, ι,Hor) is a twistor space of hypercomplex type if and only if
(Tw, π, ι,Hor) is a twistor space of Deligne–Simpson type.
The proof of Theorem 8.1 takes the rest of this section.
Under assumptions of (7.1), (7.2) (i) consider the map σ : Tw −→ Hor
associating to a point x ∈ Tw the unique horisontal line passing through
this point. This map is continuous, and induces a homeomorphism σ × π :
Tw −→ Hor×CP 1.
Lemma 8.2: Let (Tw, π, ι,Hor) be the data of (7.1) satisfying condition
(i) of (7.2), and U ⊂ Hor an arbitrary open subset. Then σ−1(U) is preserved
by ι.
Proof: Let s ∈ U ⊂ Hor. Then ι preserves a line im s ⊂ Tw, and thus,
ι(im s) ⊂ σ−1(s) ⊂ σ−1(U). This proves Lemma 8.2.
We prove the implication “(Tw, π, ι,Hor) of hypercomplex type” ⇒
“(Tw, π, ι,Hor) of Deligne–Simpson type”. The statement of Theorem 8.1
is local in Hor, as follows from Lemma 8.2. Consider the evaluation maps
pI : Hor −→ π−1(I), s−→ s(I), defined for all I ∈ CP 1. The map σ
gives a homeomorphism π−1(I)
σ−→ Hor. A homeomorphism preserves
the dimension of the variety. Thus, for a smooth point x ∈ Tw, the
point σ(x) ∈ Hor is equidimensional 1 in Hor. Using the homeomorphism
1Equidimensional point of X is a point where all irreducible components of X have the
same dimension.
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σ × π : Tw −→ Hor×CP 1, we find that for a smooth point x ∈ Tw and
y ∈ Tw satisfying σ(y) = σ(x), the point y is equidimensional in Tw.
The real dimensions of the varieties Hor and π−1(I) are equal. On
the other hand, for every m ∈ Hor, the dimension of the tangent space
TpI(m)π
−1(I) is equal to the dimension of N∗m
∣∣∣
pI (m)
. Since N∗m
∣∣∣
pI (m)
is a
bundle, the dimension of TpI(m)π
−1(I) is the same for all I ∈ CP 1. The
local ring is regular if and only if the dimension of its tangent space is
equal to the dimension of the ring. Dimensions of the varieties π−1(J) and
π−1(I), and the dimensions of the corresponding tangent spaces are equal.
Thus, for a smooth point m ∈ π−1(I), and every J ∈ CP 1, the points
pJ(σ(m)) ∈ π−1(J) are smooth in π−1(J).
We obtained the following result.
Claim 8.3: Let (Tw, π, ι,Hor) be a twistor space of hypercomplex type,
and m ∈ Tw a smooth point. Let σ denote the natural continuous map
σ : Tw −→ Hor. Then, for every point m′ ∈ Tw such that σ(m) = σ(m′),
m′ is smooth.
Lemma 8.4: Let (Tw, π, ι,Hor) be a twistor space of hypercomplex
type, and m ∈ Tw a smooth point. Then
(i) σ(m) is a smooth point of Hor.
(ii) Moreover, for a smooth neighbourhood U of m ∈ Tw, (σ−1(σ(U)) ⊂
Tw, π, ι, σ(U)) is a twistor space of Deligne-Simpson type.
Proof: Let s = imm ⊂ Tw be the horisontal twistor line corresponding
to m. From the deformation theory we know that the deformations of a
smooth curve s are classified by the sections of the normal bundle Γ(Ns),
with obstructions corresponding toH1(Ns). The cohomology spaceH1(Ns)
vanishes, because Ns =
⊕O(1) is ample. Thus, Γ(Ns) has a dimension
2(dimTw−1). For a small deformations s′ of s, Γ(Ns′) = ⊕O(1), since⊕O(1) is semistable. Thus, Ts′ Sec is constant in a neighbourhood of s,
where Sec is the space of sections of π : Tw −→ CP 1. This implies that s
is a smooth point of Sec, and hence, s is a smooth point of Hor. Lemma 8.4
(i) is proven.
To prove (ii), let I, J be distinct points in CP 1 and consider the map pIJ :
Sec −→ π−1(I)×π−1(J), γ −→ (γ(I), γ(J)). We have to prove that pIJ has
invertible differential in s. The tangent space Ts Sec is, as we have seen,
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Γ(Ns). The differential of the map pI : Sec −→ π−1(I), γ −→ γ(I) coinsides
with the restriction map rI : Γ(Ns)−→Ns
∣∣∣
I
. Since Ns is
⊕O(1), the
differential dpIJ = rI×rJ is an isomorphism (a section of
⊕O(1) is uniquely
determined by its value in two distinct points). This proves Lemma 8.4 (ii).
We return to the proof of an implication “(Tw, π, ι,Hor) of hypercomplex
type” ⇒ “(Tw, π, ι,Hor) of Deligne–Simpson type”. Let Twns be the set of
non-singular points of Tw, I, J be two distinct points of CP 1. Let W ⊂ Sec
be an open neighbourhood of a horisontal line s ∈ Sec, such that its closure
W is compact and V IJ the set of all triples (x, y, sxy) ∈ π−1(I)×π−1(J)×Sec
such that sxy ∈ W , and sxy is a twistor line passing through x and y.
Let VIJ ⊂ V IJ be the set of the triples (x, y, sxy) ∈ V IJ , for which the
corresponding twistor line sxy belongs to the non-singular part of Tw.
Lemma 8.5: In the above assumptions, consider the forgetful map p :
V IJ −→ π−1(I)× π−1(J). Then p
(
V IJ
)
is a closure of p (VIJ).
Proof: The space V IJ is compact, and hence its image is compact and
thus closed. It remains to show that VIJ is dense in V IJ . By Claim 8.3, for
each smooth point m ∈ Tw, a neighbourhoor of σ(m) ∈ Sec belings to VIJ .
Since the set of smooth points of Tw is dense in Tw, for V IJ sufficiently
small, VIJ is dense in V IJ .
Let U be an open subset of Tw, and XU ⊂ π−1(I)×π−1(J) be the set of
all (x, y) ∈ π−1(I)×π−1(J) belonging to the same irreducible component of
U ⊂ Tw. Consider the forgetful map p : V IJ −→ π−1(I)×π−1(J). Clearly,
the image of p intersected with U ×U lies in XU , so we may assume that p
maps V IJ to XU . Computing the differential of p as in the proof of Lemma
8.4, we find that dp is locally injective for sxy in a neighbourhood of Hor.
To prove the condition of Deligne and Simpson, it remains to show that p
is locally a surjection onto XU , for sufficiently small U . By Lemma 8.4, the
image of p
∣∣∣
VIJ
is dense in XU ∩ Twns×Twns, for U sufficiently small. On
the other hand, the closure of im p
∣∣∣
VIJ
is im p
∣∣∣
V IJ
by Lemma 8.5, so p is
locally a surjection. We proved that the Deligne-Simpson condition holds
for all twistor spaces of hypercomplex type.
Assume now that (Tw, π, ι,Hor) is a twistor space of Deligne–Simpson
type. Let s ∈ Hor. Consider the evaluation map pIJ : Sec −→ π−1(I) ×
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π−1(J), I 6= J ∈ CP 1. By Deligne-Simpson’s condition, pIJ induces an
isomorphism
dpIJ : Ts Sec −→ Ts(I)π−1(I)× Ts(I)π−1(I) (8.1)
of the tangent spaces. Thus, dimension of Ts(I)π
−1(I) is independent from
the choice of I. We obtain that the conormal sheaf N∗s is a bundle, and it
makes sense to speak of the normal bundle Ns.
Through each point in a neighbourhood of s passes a deformation of s.
Thus, Ts Sec = Γ(Ns); there is no first order obstructions to the deforma-
tion. Since Ts Sec = Ns, the map (8.1) can be interpreted as
dpIJ : Γ(Ns)−→Ns
∣∣∣
I
×Ns
∣∣∣
J
Since (8.1) is an isomorphism, Ns is a bundle which is isomorphic to
⊕O(1).
Theorem 8.1 is proven.
9 Hypercomplex varieties and twistor spaces of
hypercomplex type.
The main result of this paper is the following theorem.
Theorem 9.1: Consider the functor F of Definition 7.5, associating to
a hypercomplex variety the corresponding twistor space of hypercomplex
type. Then F is equivalence of categories.
Proof: We have shown how to recover the hypercomplex structure from
the twistor space. This proves that F is full and faithful. It remains to show
that each twistor space of hypercomplex type is obtained from a hypercom-
plex variety. Thus, Theorem 9.1 is implied by the following statement.
Theorem 9.1′ Let
(Tw, π, ι,Hor)
be a twistor space of hypercomplex type. Then Hor admits a hypercomplex
structure H, such that (Tw, π, ι,Hor) is a twistor space of (Hor,H).
The rest of this section is taken by the proof of Theorem 9.1′.
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Lemma 9.2: Let Hor =
⋃
Hi be an irreducible decomposition of the
variety Hor. Let Twi := σ
−1(Hi), where σ : Tw −→ Hor is the standard
continuous map. Then Twi is preserved by ι, and(
Twi, π
∣∣∣
Twi
, ι
∣∣∣
Twi
,Hi
)
is a twistor space of hypercomplex type.
Proof: It is clear from the definition that Twi is preserved by ι and that
for every m ∈ Twi there is a unique horisontal line s ∈ Hi passing through
m. It remains to prove the condition (ii) of (7.2), or, equivalently, condition
(ii)′ of (7.2). But, since Tw satisfies the condition (ii)′ of (7.2), Twi satisfies
this condition automatically.
Claim 9.3: Let f : X −→ Y be a homeomorphism of complex ana-
lytic varieties. Then f maps irreducible components of X to irreducible
components of Y .
Proof: Clear.
Lemma 9.4: Let (Tw, π, ι,Hor) be a twistor space of hypercomplex
type, and I ∈ CP 1. Consider the map pI : Hor −→ π−1(I), s−→ s(I). Let
p : Hor×CP 1 −→ Tw map (s, I) to s(I). Then p and pI induce isomor-
phisms of corresponding real analytic varieties.
Proof: Using Claim 9.3, Lemma 9.2 and Lemma 8.2, we may assume
that the fiber π−1(I) is locally irreducible and thus, equidimensional. The
real dimensions of the varieties Hor, π−1(I) are clearly equal. Thus, to
show that p, pI induce isomorphisms, it suffices to show that corresponging
maps of local rings are surjective. By Nakayama, for this we need to show
that p, pI induce surjection on the Zariski tangent spaces. The differential
of the evaluation map evI : Sec −→ π−1(I), s−→ s(I) is the standard
restriction map rI : γ −→ γ
∣∣∣
I
, where γ ∈ Ts Sec = Γ(Ns), and γ
∣∣∣
I
∈
Ns
∣∣∣
I
= Ts(I)π
−1(I). Thus, dpI is a composition of rI and the embedding
TsHor →֒ Ts Sec. The image of TsHor →֒ Ts Sec coinsides with the set
of fixed points of the involution dι : Ts Sec −→ Ts Sec. Thus, dpI is an
isomorphism by the following trivial result of linear algebra.
Lemma 9.5: Let V be a vector space of complex dimension 2n, W a
vector space of complex dimension n, and ϕ : V −→W an epimorphism.
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Let V ′ ⊂ V be a totally real subspace of real dimension 2n. Then ϕ
∣∣∣
V ′
:
V ′ −→W is an isomorphism.
A similar argument proves that p is also an isomorphism. Lemma 9.4 is
proven.
We obtained that the real analytic variety Hor is isomorphic to one
underlying π−1(I), for all I ∈ CP 1. This gives a set of integrable almost
complex structures on Hor, parametrized by CP 1. The following linear
algebraic argument shows that these complex structures satisfy quaternionic
relations. This finishes the proof of Theorem 9.1.
Let F be an n-dimensional holomorphic vector bundle on CP 1, F ∼=
⊕O(1). Consider the restriction maps rI : Γ(F )−→ F
∣∣∣
I
, defined for each
I ∈ CP 1. Let W ⊂ Γ(F ) be a totally real subspace of real dimension 2n.
By Lemma 9.5, rI induces an isomorphism between F
∣∣∣
I
and W . This gives
a set of complex structures on W , parametrized by CP 1.
Claim 9.6: These complex structures satisfy quaternionic relations.
Proof: Clear.
10 Some applications
10.1 Hypercomplex spaces
Using Theorem 9.1, it is possible to generalize the definition of hypercomplex
varieties, allowing nilpotents, in such a way that a reduction of a hypercom-
plex space is a hypercomplex variety.
Consider the anticomplex involution ι0 : CP
1 −→ CP 1 defined in 7.
Definition 10.1: (Hypercomplex spaces) Let Tw be a complex analytic
space, π : Tw −→ CP 1 a holomorphic map, and ι : Tw −→ Tw an anti-
complex automorphism, such that ι ◦ π = π ◦ ι0. Let Sec be the space of
sections of π equipped with a structure of a complex analytic space, and
Secι be the real analytic space of sections s of π satisfying s ◦ ι0 = ι ◦ s.
Let Hor be a connected component of Secι. Then (Tw, π, ι,Hor) is called a
hypercomplex space if
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(i) For each point x ∈ Twr, there exist a unique line s ∈ Horr passing
through x, where Twr, Horr is a reduction of Tw, Hor.
(ii) Let s ∈ Hor, and U ⊂ Tw be a neighbourhood of s such that an
irreducible decomposition of U coinsides with the irreducible decom-
position of Tw in a neighbourhood of s ⊂ Twr. Let
X := π−1(I)× π−1(J) ∩ U × U,
where I, J distinct points of CP 1. Let pIJ : U −→X ⊂ π−1(I) ×
π−1(J) be the evaluation map, s−→ (s(I), s(J)). Then there exist a
closed subspace X ⊂ X , obtained as a union of some of irreductible
components of X, and an open neighbourhood V ⊂ Sec of s ∈ Sec,
such that pIJ is an open embedding of V to X.
10.2 Stable bundles over hyperka¨hler manifolds
Let M be a compact hyperka¨hler manifold, I an induced complex structure
and B a stable holomorphic bundle over (M, I), such that the first two Chern
classes c1(B), c2(B) are SU(2)-invariant, with respect to the natural action
of the group SU(2) on the cohomology of M (Lemma 3.3).
Recall that SU(2) acts on the space of differential forms on M . This
allows us to speak of SU(2)-invariant differential forms, for instance of con-
nections with SU(2)-invariant curvature. In [V1], the following theorem was
proven.
Theorem 10.2: There exist a unique Hermitian connection ∇ on B
such that its curvature Θ is SU(2)-invariant. Conversely, if such connection
exitst on a holomorphic bundle B over (M, I), then B is a direct sum of
stable bundles with SU(2)-invariant Chern classes.
We show that the moduli space Def(B) of deformations of B is hyper-
complex. Consider the twistor space Tw of M , and a standard real analytic
map σ : Tw −→M . Let σ∗B be the pullback of B equipped with the con-
nection which is trivial along the fibers of σ. From twistor transform ([KV],
Section 5) is clear that σ∗B is holomorphic. Restricting σ∗B to the fibers of
π : Tw −→ CP 1, we obtain holomorphic bundles BJ on π−1(J) = (M,J).
By Theorem 10.2, BJ is stable. Let Tˆw be the moduli space of sheaves of
type iJ∗F , where i
J : (M,J) = π−1(J) →֒ Tw is the natural embedding, and
F a stable holomorphic bundle which is a deformation of BJ (i. e. belongs
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in the same deformation class). Then Tˆw is equipped with a holomorphic
fibration πˆ : Tˆw −→ CP 1, iJ∗F −→ J . Mapping F to ι∗F , we obtain an
anticomplex involution ιˆ of Tˆw. The operation (B, J)−→ BJ gives an ιˆ-
invariant section of πˆ, parametrized by Def(B). To show that thus obtained
quadruple (Tˆw, πˆ, ιˆ,Def(B)) is hypercomplex, it suffices to prove the condi-
tion (ii) of (7.2). Equivalently, we may prove (ii′) of Definition 7.6. On the
other hand, Proposition 2.19 of [KV] implies (ii′). This gives another proof
that the space of stable deformations of B is hypercomplex, in addition to
that given in [V1].
10.3 Quotients of hypercomplex varieties by an action of a
finite group
Let M be a hypercomplex variety and G a finite group acting on M , gener-
ically free. Assume that G preserves the hypercomplex structure, and acts
freely outside of nonempty finite set of fixed points, denoted by Γ. Clearly,(
M\{Γ}
)
/G has a natural structure of a hypercomplex variety.
Proposition 10.3: The hypercomplex structure on
(
M\{Γ}
)
/G ⊂
M/G cannot be extended to M/G.
Proof: Consider the space Tw /G fibered over CP 1, with corresponding
action of ι. Then Hor /G gives an open subset in the space of ι-invariant
sections of π : Tw /G−→ CP 1. Let p : M −→M/G, p : Tw −→ Tw /G be
the natural quotient maps. If the hypercomplex structure on M\{Γ}/G ⊂
M/G were extended to M/G, the space of horisontal sections would have
been p(Hor). Applying Theorem 9.1, we obtain the following assertion.
Claim 10.4: The hypercomplex structure on M\{Γ} is extended to
M/G if an only if for all s : CP 1 −→ Tw /G, s ∈ p(Hor), the conormal
sheaf of im s in Tw /G is ⊕O(−1).
Let s ∈ Hor be a horisontal twistor line in Tw which passes through fixed
point of G-action. Consider its formal neighbourhood in Tw. Let O(s) be
the corresponding complete ring over CP 1 and O(s)gr be the associated
graded ring. Then the ring O(s)gr is isomorphic to ⊕S∗(O(−1))/D, where
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D is a graded ideal lying in
∞⊕
k=2
Sk(O(−1))
Let O(sˆ)gr ⊂ O(s)gr be the sheaf of G-invariant sections of ⊕S∗(O(−1))/D.
Clearly, O(sˆ)gr is the graded ring of the formal neighbourhood of sˆ ⊂ Tw /G.
Since x is an isolated fixed point of G action, the group acts on the Zariski
tangent space TxM without invariants. Therefore, O(sˆ)gr lies in
∞⊕
k=2
Sk(O(−1))/D ⊂ ⊕S∗(O(−1))/D = O(s)gr.
Thus, the conormal sheaf of O(sˆ)gr is isomorphic to O(i1)⊕O(i2)⊕..., where
i1, ..., ik < −2. Therefore, M/G cannot be hypercomplex. Proposition 10.3
is proven.
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