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Abstract
Fundamental mechanisms that enhance the performance of thermoelectric
(TE) materials, for example, charged grain boundaries in nano-structured n-type
Bi2Te2.7Se0.3 and strong anharmonic phonon scattering effects in single crystalline
SnSe, were investigated via micro-Raman spectroscopy. In n-type Bi2Te2.7Se0.3, I ob-
served the presence of a forbidden IR-active mode in the Raman spectra of chemically
and mechanically exfoliated (C/ME) n-type Bi2Te2.7Se0.3 flakes, due to the creation
of sub-quintuples and consequent lowering of crystal symmetry. Furthermore, a pre-
vious study hypothesized that charged grain boundaries are formed upon restacking
and densifying the C/ME processed flakes via spark-plasma-sintering, and I directly
observed this by Kelvin Probe Force Microscopy as discussed in chapter 4.
A record high TE performance was reported in single crystalline SnSe which
is primarily attributed to its low thermal conductivity, originating from strong an-
harmonicity. I undertook a temperature dependent Raman study of fully dense SnSe,
which revealed a relatively higher softening of the phonon modes in the b-c plane
(by a factor of six) compared to the phonon mode softening along the a axis, as well
as ultrashort phonon lifetimes (∼0.1 ps). Analysis of the Raman peak frequencies
and linewidths showed phonon decay to be dominated by a three-phonon scattering
process. The anharmonic coefficients αR and αC calculated from the Raman and heat
capacity measurements, respectively, are in excellent agreement with each other as
ii
discussed in chapter 5. This study provides a deeper understanding of phonon-phonon
interaction and anharmonicity in SnSe leading to outstanding thermal transport prop-
erties.
In addition to using Raman spectroscopy to study thermoelectric materials, I
also used in situ micro-Raman spectroscopy to elucidate the charge/discharge mecha-
nism in sulfurized polyacrylonitrile (SPAN) based cathodes for lithium sulfur batteries
(LSBs). From the irreversible Raman intensity of the 475 cm−1 peak which I observed
during the first discharge cycle, it can be inferred that the S-S bond linkages cleaved,
resulting in the formation of radicals in SPAN with negative S sites. The reversible
Raman peak intensities of the electrolyte in LSBs allowed me to monitor Li+ ion con-
centration and diffusion in the diffusion layer near the surface of SPAN-graphene foam
(GF) cathode. Unlike cathodes containing elemental sulfur, the radicals in SPAN react
reversibly with Li+ ions instead of forming polysulfide intermediates and Li2S/Li2S2
discharge products. Owing to the lightweight and porous structure of 3-dimensional
GF, the LSBs with SPAN-GF cathodes exhibited a rate capacity of 900-1000 mAh/g
at 0.1C over a large range of sulfur loadings (1.1-10.6 mg cm−2). An areal capacity
of 17.1 mAh cm−2 was achieved with a sulfur loading of 19.7 mg cm−2. The LSBs
prepared in this study delivered simultaneously a gravimetric energy density of ∼366
Wh Kg−1 and a power density of ∼580 W Kg−1 at the electrode level as discussed in
chapter 6.
iii
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Chapter 1
Raman Spectroscopy
1.1 Introduction
Raman spectroscopy is based on the principle of inelastic scattering of monochro-
matic light. When monochromatic light (e.g., a laser beam) strikes on a sample, pho-
tons of the laser light are absorbed by the sample and then remitted. The scattered
light whose frequency is same as that of the incident light is called the Raleigh scat-
tered light, and the scattered light whose frequency is shifted either up or down in
comparison with original monochromatic frequency is called the Raman scattered
light (Figure 1.1). This shift provides information about the phonons present in the
sample [1].
Referring to Figure 1.2, the electrons absorbing the incident photons are ex-
cited from the ground state E0 to a short-lived non-eigen state (a virtual state which
can be represented by a combination of other eigenstates), and most of these elec-
trons relax back to the ground state and emit photons which have the same energy
as the incident light. This absorption-emission process is elastic, and is called Raleigh
scattering. A small number of the electrons relax back to either an upper or lower
1
Figure 1.1: Schematic of scattered light off a sample excited with the incident
monochromatic light.
vibrational state and emit photons which have different energy compared to the inci-
dent light. This inelastic process is called Raman scattering. When the electron relaxes
back to an upper electronic state, a photon with energy lower than the incident light
is emitted and this is referred to as Stokes scattering. On the other hand, when an
electron relaxes back to a lower electronic state, a photon with energy higher than
the incident light is emitted, and this is referred to as anti-Stokes scattering (Figure
1.2).
1.2 Classical Mechanics View of Raman Spectroscopy
To gain insight into what information Raman spectroscopy can provide about
the sample, I recall the equations that describe the Raman effect by considering two
masses connected by a spring (Figure 1.3) where m represents the atomic mass, x
represents the displacement, and K represents the bond strength.
The displacement of the molecule can be expressed by Hooke’s law as,
m1m2
m1 +m2
(
d2x1
dt2
+
d2x2
dt2
)
= −K(x1 + x2). (1.1)
2
Figure 1.2: Energy diagram comparing Rayleigh, Stokes and anti-Stokes Raman scat-
tering light.
Figure 1.3: A diatomic molecule consisting of two masses connected by a spring.
By replacing the reduced mass m1m2/(m1 + m2) with µ and the total displacement
(x1 + x2) with q, the equation can be simplified to,
µ
d2q
dt2
= −Kq. (1.2)
Considering the ith molecule in the sample and solving this equation for qi, we get
the solution:
qi = q0 cos(ωit+ δi) (1.3)
where ωi=
√
K
µ
is the molecular vibration frequency. It is worth noting that each
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molecule has its own unique vibrational signature which is determined by both the
atoms present in the molecule and the bond strength. When laser light strikes on the
sample, the incident photon reshapes the electron cloud around the ith molecule to
produce a dipole. The dipole moment, P , is equal to the product of the polarizability
of the ith molecule, ai, and the electric field of the incident light source. This can be
expressed as,
P = αiE0 cos(ω0t) (1.4)
where E0 is the intensity and ω0 is the frequency of the electric field of the incident
laser. Applying the small amplitude approximation, we can expand the polarizability
as a function of the total interatomic displacement (Taylor expansion)
αi = α0 + qi
(
∂αi
∂t
)
qi=0
+ .... (1.5)
From Equations 1.3 to 1.5, we get
P = α0E0 cos(ω0t) + q0 cos(ωit+ δi)E0 cos(ω0t)
(
∂αi
∂t
)
qi=0
(1.6)
Using the trigonometric identity
cos(ωit+ δi) cos(ω0t) =
1
2
cos[(ω0 − ωi)t− δi] + 1
2
cos[(ω0 + ωi)t+ δi] (1.7)
We can simplify the dipole moment equation to
P = α0E0 cos(ω0t) +
1
2
q0E0
(
∂αi
∂t
)
qi=0
[cos[(ω0 − ωi)t− δi] + cos[(ω0 + ωi)t+ δi]]
(1.8)
We see three resultant effects due to the interaction of the molecule with the incident
4
light. In the first term, there is no change in the frequency of the incident light,
which is called Rayleigh scattered light. As mentioned above, this is the dominant
effect. The second (third) term shows a frequency shift of the incident photon by
minus (plus) the frequency of the molecular vibration, called Stokes (anti-Stokes)
scattering (Figure 1.2). Typically, the Stokes scattering is measured by a Raman
measurement. The intensity of the anti-Stokes scattered light is much lower because
the probability of an electron being in an excited state before the excitation process
is relatively low. Now by measuring the change in frequency of the incident light,
one can then determine the vibrational frequency of a molecular bond. Note that
a molecular vibration is characterized not by its absolute wavenumber, ωi, but by
the magnitude of its wavenumber shift from the incident wavenumber, ω0 − ωi, this
wavenumber shift is referred to as a Raman shift for the vibrational mode (ωi), and
is typically measured in wavenumbers. It should be noted that if a molecule has a net
dipole moment, it is IR-active which is not discussed here.
1.3 Quantum Mechanics View of Raman Spectroscopy
In the quantum mechanical treatment, Raman scattering can be expressed via
perturbation theory [2]. For the unperturbed system in the state i, the time-dependent
wavefunction Ψ
(0)
i is given by
Ψ
(0)
i = Ψi exp(−iωit), (1.9)
where Ψi is the corresponding time-independent wavefunction and ~ωi is the energy of
the state i. When the emission or absorption of radiation occurs, the molecules within
a sample exhibit a downward or upward transition between two discrete energy levels,
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and the system is perturbed. Now the time-dependent perturbed wavefunction Ψ′i can
be expressed as a series expansion as :
Ψ′i = Ψ
(0)
i + Ψ
(1)
i + Ψ
(2)
i + · · ·+ Ψ(n)i (1.10)
where Ψ
(1)
i is the first-order modification to Ψ
(0)
i which is due to the perturbing electric
field E, Ψ
(2)
i is the second-order modification to Ψ
(0)
i , and so on. The induced electric
dipole in the classical model is replaced by the transition electric dipole, which is
associated with a transition by the molecule from an initial state, i, to a final state,
f , expressed using Dirac notation as
[P ]fi = 〈Ψ′f |pˆ|Ψ′i〉, (1.11)
where Ψ′f is the corresponding time-dependent perturbed wave function of the final
state of the molecule which can be represented by the series expansions
Ψ′f = Ψ
(0)
f + Ψ
(1)
f + Ψ
(2)
f + · · ·+ Ψ(n)f , (1.12)
and pˆ is the electric dipole moment operator. Here I assume that the electric field
of the incoming radiation does not vary across the surface of the molecules, and the
perturbation Hamiltonian H ′ is considered to contain only an electric dipole term. A
more complex perturbation also needs to consider the magnetic dipole and electric
quadrupole terms etc.
H ′ = −PE (1.13)
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where
E = E˜0 exp(−iω0t). (1.14)
The transition electric dipole equation can also be written in the following way
as the analogue of the classical case :
[P ]fi = [P
(0)]fi + [P
(1)]fi + [P
(2)]fi + . . . (1.15)
By introducing the series expansions for Ψ′i (Equation 1.10) and Ψ
′
f (Equation
1.12) into Equation 1.11, we find the first two terms in Equation 1.15
[P (0)]fi = 〈Ψ(0)f |pˆ|Ψ(0)i 〉 (1.16)
[P (1)]fi = 〈Ψ(0)f |pˆ|Ψ(1)i 〉+ 〈Ψ(1)f |pˆ|Ψ(0)i 〉 (1.17)
[P (0)]fi involves only unperturbed wave functions, hence it is independent of the
perturbing electric filed E. [P (1)]fi includes terms that are related to Rayleigh and
Raman scattering.
In time-dependent perturbation theory, the perturbed wave functions can be
expressed as linear combinations of the unperturbed wave functions,
Ψ
(n)
i = Σra
(n)
ir Ψ
(0)
r . (1.18)
Similarly, for the final state, we have
Ψ
(n)
f = Σra
(n)
fr Ψ
(0)
r (1.19)
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where air and afr are coefficients. The summations run over all states of the system.
If the system is initially in the state Ψ
(0)
i , then the coefficients air are obtained by
integrating
d
dt
air = − i~〈Ψ
(0)
r |H ′|Ψ(0)i 〉, (1.20)
and
air =
1
~
[P ]ri
[
E˜0 exp(i(ωri − ω0)t)
ωri − ω0
]
, (1.21)
where ωri = ωr − ωi and [P ]ri = 〈Ψr|P |Ψi〉. Similarly, I obtained an expression for
afr. Now [P
(1)]fi (Equation 1.17) can be evaluated by introducing Equations 1.18,
1.19 and 1.21,
[P (1)]fi =
1
~
Σr
[
([P ]fr · E˜0)[P ]ri
ωrf + ω0
+
[P ]fr([P ]ri · E˜0)
ωrf − ω0
]
exp (−i(ω0 − ωfi)t) . (1.22)
A real transition moment requires
ω0 − ωfi > 0. (1.23)
There are three different situations satisfying this condition: i) when ωfi is zero (the
initial and final states have the same energy), the transition corresponds to Rayleigh
scattering; ii) when ωfi is negative, (the final state has a lower energy than the initial
state), the transition is called Stokes scattering; iii) when ωfi is positive (the final
state is higher in energy than the initial state), then it is necessary for the energy
of the incident light to be enough so that it reaches the final state and this case
corresponds to anti-Stokes scattering.
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1.4 Polarized Raman Spectroscopy
When dealing with anisotropic materials or single crystals, polarized Raman
spectroscopy is desired as it probes information about molecular orientation and sym-
metry of the bond vibrations, in addition to the general chemical identification which
‘normal’ Raman provides. Porto notation was developed as means for recording the
orientation of a sample with respect to incident light as shown in Figure 1.4. In abc
Cartesian coordinates, Porto notation a(bc)a¯ represents that i) the polarized incident
laser light propagates along the a-axis toward the sample; ii) the excitation laser light
is polarized along the b-axis as it propagates toward the sample; iii) the back-scattered
light that is polarized along the c-axis is being measured; iv) and the back-scattered
light propagates along negative a-axis and is recorded by the detector. Note that the
collected laser light is perpendicularly polarized with respect to the incident polar-
ization, and this is also referred to as cross-polarized or HV configuration. Similarly,
a Porto notation a(bb)a¯ is referred to as parallel-polarized or HH configuration.
Figure 1.4: Porto notation used in polarized Raman spectroscopy.
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Chapter 2
Thermoelectric Materials and
Lithium Sulfur Batteries
The extensive use of fossil fuels (coal, natural gas, and petroleum) has adversely
impacted human health and the environment, including air and water pollution, envi-
ronmental degradation, and global warming, etc. Therefore, the development of green
energy harvesting technologies has drawn much attention in the past three decades
and has led to the development of thermoelectric materials which harvest energy from
waste heat.
2.1 Thermoelectric Effects and Materials
A statistical survey shows that about 70% of energy is lost during usage world-
wide, mostly in the form of waste heat [3]. Therefore, thermoelectrics materials are
attractive and can serve as a highly-reliable and environmental-friendly solution for
direct heat-to-electricity conversion through the utilization of the temperature gra-
dient generated by waste heat. When a material is heated at one end, the atoms at
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the ‘hot’ end gain more kinetic energy than the atoms at the ‘cold’ end. For an n-
type (p-type) material, free electrons (holes) diffuse from the hot side to the cold side,
thereby generating a potential difference (or voltage) across the material which is pro-
portional to the temperature difference across the material. The Seebeck coefficient
or thermopower α is written as:
α = −∆V
∆T
, (2.1)
where ∆V is the potential difference and ∆T is the temperature gradient. Typically,
the sign of the Seebeck coefficient depends on the type of dominant carriers. Electrons
(e−) are the dominant charge carriers in n-type TE material which gives a negative
Seebeck coefficient; whereas holes (h+) are the dominant charge carriers in p-type TE
material which gives a positive Seebeck coefficient.
The Peltier effect is the reverse phenomenon of the Seebeck effect. An electrical
current that flows through a junction connecting two materials will emit or absorb
heat per unit time at the junction to balance the difference in the chemical potential
of the two materials. This change in temperature at the junction is called the Peltier
effect, with applications in cooling or heating industrial systems, integrated circuits,
detectors, etc.
A simplest thermoelectric generator (TEG) consists of both n-type and p-type
TE materials that are connected electrically in series but thermally in parallel (Figure
2.1a). In a typical power generation application, the TEG system consists of several
n-type and p-type TE pairs connected electrically in serials to maximize the output
voltage (Figure 2.1b). Primarily, researchers use the dimensionless figure of merit,
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Figure 2.1: (a) A thermoelectric couple [4]; (b) A typical TEG consisting of several
couples.
ZT, to characterize of the efficiency of a TE material,
ZT =
α2σ
κ
T, (2.2)
where α is Seebeck coefficient, σ is electrical conductivity, T is the absolute tem-
perature and κ (=κE + κL) is the total thermal conductivity, which is comprised
of electronic and lattice contributions, respectively. The term α2σT represents the
electrical power output, and is thus referred to as the Power factor. To obtain a
high ZT, one desires to maximize α and σ as well as minimize κ. Unfortunately,
simultaneous optimization of these transport properties is very challenging as they
are inter-coupled with each other (Figure 2.2). Firstly, α typically decreases as the
charge carrier concentration (n) increases in degenerate semiconductor, according to
the Pisarenko relation [5]. Moreover, σ can be defined in terms of n and electron
mobility (µ) as
σ = neµ, (2.3)
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Figure 2.2: Schematic relation between thermopower (α), electrical conductivity (σ),
and thermoelectric power factor (α2σ) and the concentration n of charge carriers
(electrons or holes) [5].
where e is the electronic charge. As such it is not possible to simultaneously
enhance both α and σ. Secondly, the Wiedemann-Franz law states that κE is propor-
tional to σ,
κE = L0σT, (2.4)
where L0 is the Lorentz number. The TE efficiency [6] is a function of ZT and the
Carnot efficiency (TH−TC
TH
) as given by
ε =
TH − TC
TH
·
√
1 + ZT − 1√
1 + ZT + TC/TH
(2.5)
where TH and TC are the hot end and cold end temperatures of the TE material,
respectively. For example, Se doped Bi2Te3 is a one of the most commercially available
TE materials with a ZT of ∼1 at ∼300 K, which leads to a low energy conversion
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efficient (∼4%) [4]. Various techniques improving the TE properties of Bi2Te3 as well
as extending the working temperature have been developed, such as tailoring the
crystal structure, doping, lowing the dimensionality, etc. In chapter 4, I will discuss
how Raman spectroscopy was used to confirm crystal symmetry breaking as the
fundamental mechanism for the charged grain boundaries and energy filtering in our
Se doped Bi2Te3 study.
2.2 Anharmonicity in Thermoelectric Materials
To obtain high ZT, one effective way is to suppress lattice thermal conductivity
through tuning the anharmonic vibrations in the crystal. Indeed, anharmonicity is
present in many TE materials, in particularly the IV-VI compounds such as SnSe [7],
PbSe [8], PbTe [9] etc.; and the rocksalt I-V-VI2 semiconductors (where I stands for
an alkali or a noble metal atom, V for a pnictogen like Bi, Sb or As, and VI for a
chalcogen like Te, Se or S) such as AgSbTe2.
Atoms are not ‘locked’ in solids, instead they vibrate in lattice sites. For a
single atom vibrating in 1 dimension, the potential energy for small vibrations about
equilibrium can be expanded as a Taylor series:
U(x) = U(x0) +
x− x0
1!
U ′(x0) +
(x− x0)2
2!
U ′′(x0)+
(x− x0)3
3!
U ′′′(x0) +
(x− x0)4
4!
U ′′′′(x0) + . . .
(2.6)
where x0 is the equilibrium position and x is the vibration displacement at any time.
The first term is a constant and affects only the scaling. The second term is zero at
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equilibrium. The potential energy now can be written as:
U(x) =
(x− x0)2
2!
U ′′(x0) +
(x− x0)3
3!
U ′′′(x0) +
(x− x0)4
4!
U ′′′′(x0) + . . . (2.7)
In harmonic approximation, the potential energy can be estimated as:
U(x) ≈ (x− x0)
2
2!
U ′′(x0) =
1
2
K(x− x0)2 (2.8)
where K is the spring constant. The approximated potential energy is a parabolic
potential well (Figure 2.3 red curve).
In quantum harmonic oscillator, the energy eigenstates can be obtained from
time-independent Schro¨dinger equation:
H|Ψn〉 = En|Ψn〉 (2.9)
and
H = − 1
2m
d2
dx2
+
1
2
mω20(x− x0)2 (2.10)
where H is the Hamiltonian of the system, |Ψn〉 is the nth eigen-state of the harmonic
oscillator, m is the mass of the system, ω0 =
√
K
m
is the vibrational frequency. The
corresponding energy levels are
En = (n+
1
2
)~ω0. (2.11)
As we can see that the energy levels of the quantum harmonic oscillator are discrete. In
crystals, phonons are quantized lattice vibration and one phonon has an energy equal
to ~ω. However, the harmonic approximation is incomplete as it can not explain i)
the thermal expansion; ii) the interaction between two phonons; iii) the temperature-
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Figure 2.3: Potential energy verses position diagram for a harmonic oscillator and an
anharmonic oscillator.
dependent nature of the phonon frequency and so on.
Figure 2.4: A schematic 1D ball-and-spring model for a transverse acoustic phonon
showing phonon–phonon interactions [10].
Above features can be explained in part by considering quasi-harmonic volume
expansion and anharmonic phonon-phonon interaction process which contribute to
the higher order terms in Equation 2.7. A deviated potential energy is thus obtained
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by considering the cubic and quartic terms (Figure 2.3 blue curve).
To better understand how the anharmonic phonon-phonon interaction affects
the thermal transport properties of TE materials, we can consider a simple 1D ball-
and-spring model [10](Figure 2.4). In the harmonic picture (left panel of Figure 2.4),
the phonon-phonon interaction is a linear superposition of the atomic displacement
δ that does not affect spring constant K binding the two atoms. The two phonons
propagate in the original direction with velocities v after interaction.
In the right panel, the displaced atom now sees a different elastic environment
which leads to a change in spring constant from K to K ′. The second incoming phonon
experiences this changed spring constant as a different medium. Hence, the phonon-
phonon interaction is not a simple superposition and the two phonons bounces back
to opposite directions. The thermal conductivity is decreased as phonons are heat
carriers.
Moreover, the anharmonic phonon-phonon interaction can be illustrated as the
3-phonon (cubic term in Equation 2.7) and 4-phonon (quartic term in Equation 2.7)
interactions. The left panel in Figure 2.5 illustrates the 3-phonon process wherein one
phonon decays into two phonons when excited by a photon. The two resulting phonons
can have the same energy as long as they conserve the laws of moment/energy. On
the other hand, two phonons can merge together to produce one phonon. The right
panel show the 4-phonon process where one phonon can decay into 3 phonons. Or two
phonons can interact with each other, exchange moment and energy, and generate two
different phonons. In general, anharmonic effects in a crystal become more pronounced
with increasing crystal temperature.
In 2015, Delaire’s group reported significant anharmonicity in SnSe from their
inelastic neutron scattering measurements. Since then, the impact of anharmonicity
on the low-thermal conductivity of SnSe as well as heat capacity has attracted much
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Figure 2.5: Schematic of a (left panel) 3-phonon interaction process and a (right panel)
4-phonon interaction process.
attention. However, Raman spectroscopic evidence for anharmonicity in SnSe has not
been investigated until now. In chapter 5, I describe how I used Raman spectroscopy
to probe anharmonicity in fully dense SnSe.
2.3 Lithium Sulfur Batteries
Since Sony launched its first commercial lithium ion batteries (LIBs) in 1991,
researchers have invested much effort to improve the performance of LIBs [11–15]. As
the practical gravimetric energy density (< 250 Wh kg−1) of the state-of-the-art LIBs
based on intercalation-type cathodes (such as LFP [16], NCA [17], NMC [18] etc.)
and graphite anode reaches its ceiling value, alternative mechanisms for electrochem-
ical energy storage have attracted great attention in order to meet our ever-growing
demand. Among all the existing prototypes, lithium sulfur battery (LSB, a conversion-
type battery) is one of the most promising candidates for next generation portable
electronic devices owing to its high practical gravimetric energy density of ∼400-600
Wh kg−1 at the cell level as well as the low cost and abundance of sulfur [19]. How-
18
ever, the practical application of LSBs still faces several challenges: 1) the insulating
nature of sulfur (S8) and its discharge product (Li2S); 2) the polysulfide intermedi-
ates causing loss of active material; 3) the dendrite formation and the unstable solid
electrolyte interface leading to the consumption of the electrolyte and lithium; and
4) the low areal capacity of the LSBs due to low sulfur-loadings. Briefly, I will cover
the current status of each issue mentioned above.
A conventional LSB cell consists of a lithium metal anode, an organic liquid
electrolyte, and a sulfur cathode (Figure 2.6). Cyclo-octasulfur allotrope, S8 ring, is
the most common crystalline sulfur because it is the most stable form. Commercially
available carbon black [20, 21] is usually used as sulfur-host material with the help
of polymer binders due to the insulating nature of sulfur (electric conductivity ∼
5×10−30 S cm−1 at 25°C). Recently, various carbon materials have been developed to
increase the electrical conductivity of the sulfur cathodes, such as carbon fibers [22,23],
carbon nanotubes [24, 25], graphene sheets [26], etc. These carbon additives in a
cathode do not participate in electrochemical reaction but solely support the transport
of electrons through the active materials.
Figure 2.6: Illustration of the charge (red) discharge (black) processes involved in
a rechargeable Li2S cell consisting of lithium metal anode, organic electrolyte, and
sulfur composite cathode [27].
19
During the LSB discharge operation, S8 rings from the cathode dissolve into
the organic electrolyte and form long chain S8
−2. The liquid Li2S8 is then reduced
to other polysulfide intermediates (Li2Sx, 4≤X<8) as they diffuse to the anode side.
Meanwhile the lithium metal oxidizes to Li+ ions at the anode. At the end of discharge,
S8 is fully reduced to insoluble Li2S/Li2S2 and the anode is fully stripped of Li metal.
During the charge operation, the reverse reactions occur, with Li+ ions depositing
at the anode as Li metal and low-order polysulfides oxidizing from Li2S/Li2S2 up to
S8
−2 and eventually S8 solid. This reversible redox reaction and the structure of all
types of polysulfides are illustrated in Figure 2.7.
Figure 2.7: (a) Charge/discharge process involving the formation of soluble lithium
polysulfides (Li2S8, Li2S6, Li2S4, and Li2S3) and insoluble Li2S2/Li2S [27]. (b)
Simplified lithium sulfide models at various lithiation stages [28]. Yellow: sulfur,
purple : lithium.
These highly soluble polysulfide intermediates (Li2Sx, 4≤X≤8) generated dur-
ing the reversible redox reaction between sulfur and its discharge product Li2S/Li2S2
(the shuttle effect) lead to the continuous loss of the cathode active materials and
degradation of the Li metal anode, which is the main trigger for the poor cycling
stability and low Coulombic efficiency of LSBs. Hollow porous carbon materials are
attractive as the sulfur-host with the possibility of suppressing diffusion of polysulfide
intermediates, which include permeable hollow porous carbon spheres [29–32], single
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or multi-walled nanotubes [33–36] and two-dimensional carbon nanosheets [37,38]. Al-
though physically confining sulfur could effectively reduce the outward diffusion of the
polysulfides, the weak interaction between the nonpolar carbon and polar polysulfides
is not enough to completely immobilize polysulfides. Recently, Ahn’s group reported
that the polysulfide intermediates could be eliminated by using sulfurized polyacry-
lonitrile (SPAN) as the cathode material [39]. SPAN is a conductive sulfur-containing
compound in which S atoms are bond to the carbon matrix during synthesis by py-
rolysizing a mixture of sulfur and polyacrylonitrile (PAN). The use of SPAN as the
LSB cathode material was first reported by Wang et al. [40, 41], and Li2S/Li2S2 are
the discharge products. However, a recent study [42] using SPAN cathodes revealed a
different energy storage mechanism in which a conjugative structure was formed after
the first discharge cycle and Li+ ions react with negative sites around S and N atoms
in the conjugative structure through a lithium coupled electron transfer process in-
stead of forming the typical discharge product Li2S/Li2S2. The SPAN structure and
reaction mechanism are discussed in details in chapter 6.
Another challenge in LSBs is the uncontrollable growth of Li dendrites during
the Li plating/strapping process on the anode. In addition, the organic electrolyte
decomposes at the anode to form a solid electrolyte interface (SEI). The Li dendrite
growth and an unstable SEI increase the consumption of the electrolyte and lithium
resulting in low Coulombic efficiency and poor cycling stability [43]. Some effective
approaches have been developed such as: i) using an electrolyte additive (HNO3 [44,
45], P2S5 [46] and fluoroethylene carbonate [47] etc.) to react with lithium polysulfides
to form a stable SEI film with Li2SxOy and LixNOy species; ii) using an surface coating
as an artificial SEI layer (Al2O3 [48, 49], carbon [50], polymer [51, 52] etc.) on the Li
anode to suppress Li dendrites without impacting the Li-ion diffusion; iii) regulating
lithium deposition behavior through carbon nanomaterials to make the deposition a
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selective process [53].
Lu’s group [54] reported a carbonate-ether mixed electrolyte for SPAN based
LSBs without using any electrolyte additives or extra surface coatings. By evaluating
the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular
orbital (LUMO) energy levels of the organic electrolyte with respect to the Fermi
energy levels of the electrodes through DFT calculations, the authors found that
the carbonate-based solvents (EC, DMC, EMC, PC) were needed for the nucleophilic
(easy to accept electrons) reactions, and the ether-based solvents (DOL) were required
in the electrophilic (easy to donate electrons) reactions. Therefore, the carbonate-
ether mixed electrolyte reported by Lu’s group promotes the simultaneous formation
of bilateral SEI layers on both the SPAN cathode and lithium anode.
Figure 2.8: Statistical analysis of (a) areal sulfur loading and (b) areal capacity dis-
tribution from 2009 to 2016.
Returning to the fourth challenge, areal sulfur loading has not received enough
attention despite its importance in achieving high areal capacity. For the state-of-the-
art LIBs, an areal capacity of ∼4 mAh cm−2 is required for use in electric vehicles and
other portable devices. With a low average voltage (2.2 V) in LSBs, an areal capacity
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of ∼6 mAh cm−2 is needed to compete with the current LIBs. However, according
to a statistical analysis reported in 2017 [55], most of the research work focused on
much lower sulfur loadings than what is required. In 205 papers (published in the year
of 2009-2016) that were examined in this study, only 155 publications listed sulfur
loading information with a total of 213 sulfur loading and areal capacity data. The
statistical analysis is shown in Figure 2.8. Note that 58.8% of the examined data shows
an areal capacities less than 2 mAh cm−2 mostly due to a low areal sulfur loading (less
than 2 mg cm−2). Such electrodes are reasonable to use in reaction mechanism studies
but unsuitable for practical application because they deliver much lower gravimetric
energy densities than commercial LIBs. For high areal capacities above 6 mAh cm−2,
the number of reported values is only ∼12%. Currently, commercially available Al foil
is the widely used current collector owing to its low cost, roll-to-roll processability even
though it suffers severe electrochemical corrosion during cycling [56]. Thus, simply
increasing sulfur loadings will result in thicker active material coating on Al foil,
and long electron/ion diffusion pathways leading to low capacity and poor cycling
stability. The conductivity and internal porosity of the current collector its as well
as electrochemical stability are the essential characteristics for an alternative current
collector.
In this regard, three-dimensional (3D) current collectors are potentially advan-
tageous since they not only offer inner conductive skeletons but also provide sufficient
space to accommodate active material with high sulfur loadings. Different porous
metal foams, such as Ni [57, 58], Al [59, 60] have been investigated in the past few
years. Indeed, active material with sulfur loading as high as 17.7 mg cm−2 was success-
fully coated on Al foam [60]. However, the high density of metal foams is a concern
as it lowers the gravimetric energy density of LSBs at the cell level. Light weight
3D graphene foam serves as an ideal current collector which compensates the heavy
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weight and low surface area of metal foams. More details will be discussed in chapter
6.
Taken all the challenges summarized above, I report a self-supporting graphene
foam current collector based binder free SPAN cathode in chapter 6. An areal capacity
as high as 17.1 mAhcm−2 was achieved with a sulfur loading of 19.7 mg cm−2 at a
current density of 3 mA cm−2. I employed in situ Raman spectroscopy to exam the
sufur speciation during redox electrochemical reaction. No soluble polysulfides were
detected even after more than 50 charge/discharge cycles.
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Chapter 3
Characterization and Instruments
3.1 Atomic Force Microscopy
An atomic force microscope (AFM) system consists of a cantilever-tip as-
sembly, a monitoring system (laser and position sensitive detectors) and a feedback
system. The cantilever is typically made of silicon or silicon nitride with a tip radius
curvature less than 10nm. When the tip is brought close to a sample surface, interac-
tion forces between the tip and the sample lead to a deflection of the cantilever which
can be monitored using an optical detection system. According to the nature of the
tip motion, AFM operates in contact, tapping, or non-contact modes.
Contact mode AFM is usually used when the overall force is repulsive. As
the AFM tip is brought close to the sample surface, the tip-sample repulsive force
deflects the cantilever. The monitored deflection is used as a feedback signal to keep
the cantilever at a constant position relative to the sample surface.
In both tapping and non-contact mode AFM, the cantilever is driven by an
external oscillating force to vibrate at, or close to, its resonance frequency. When the
tip-sample interaction is disturbed as the tip-sample distance changes, the amplitude
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or frequency change of the cantilever oscillation is monitored and regulated by a feed-
back system. The tapping mode and non-contact mode are referred to as amplitude
modulation (AM) and frequency modulation (FM) operations, respectively. In AM
mode (Figure 3.1a), when the tip-sample distance increases, the tip-sample interac-
tion will decrease resulting to a larger oscillation amplitude. This amplitude change
is monitored and regulated by a feedback system to keep the tip-sample distance
constant to obtain the topography of the sample surface. In FM mode (Figure 3.1b),
the oscillation frequency changes is monitored and regulated by a similar feedback
system.
Figure 3.1: Schematic depiction of AFM operation modes: (a) Amplitude modulation
mode and (b) Frequency modulation mode. Both modes maintain constant tip–sample
separation. AM mode uses oscillation amplitude changes as a feedback signal while
FM mode uses frequency changes as feedback signal [61].
FM mode AFM (Model: AIST-NT Smart SPM, Micromasch cantilevers HQ:
NSC14/Al BS-50) is used in this work. The AIST-NT image analysis and processing
software (Version 3.2.14) was used for AFM topographic analysis.
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3.2 Kelvin Probe Force Microscopy
Kelvin Probe Force Microscopy (KPFM, Micromasch conductive AFM probes
HQ:NSC14/Cr-Au, scan rate: 1.0 Hz) was used for imaging and measuring the con-
tact potential difference between the AFM tip and the sample at the charged grain
boundaries.
KPFM is based on an AFM system and measures the contact potential differ-
ence VCPD between a conducting AFM tip and a conducting sample. The conducting
tip and the sample are characterized by their different work functions, φt and φs,
respectively, which represent the difference between the vacuum level and the Fermi
level for each material (Figure 3.1a). Here the vacuum level (EVAC) is the energy level
at which the electrons can be considered as dissociated (or free) with respect to the
solid and obeys the laws of particle mechanics. In other words, the work function
refers to the energy needed to pull an electron out from the Fermi level and free it
from the solid. The work function difference (∆Φ=φt − φs) between the conducting
tip and the sample leads to a potential difference when they are electrically connected
together (Figure 3.1b). As a result, a net electric current will flow between them until
the Fermi levels are lined-up and an electric force is generated because of the electric
field between them (Figure 3.1c). The contact potential difference can be expressed
as :
VCPD =
φt − φs
−e . (3.1)
To measure the VCPD, a counter bias VDC is applied to bring the Fermi level of
the sample up in a manner that it minimizes the electric force. When the applied
external bias VDC has the same magnitude as the VCPD with opposite direction, the
electric force is nullified. This bias VDC is a measure of the contact potential difference
between tip and sample.
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Figure 3.2: Electronic energy levels of the sample and AFM tip. (a) tip and sample
are separated by distance d with no electrical contact; (b) tip and sample are in
electrical contact; (c) tip-sample electric force is generated; (d) external bias (VDC)
is applied to nullify the VCPD and, therefore, the tip-sample electrical force. EVAC is
the vacuum energy level. EF
t and EF
s are Fermi energy levels of the tip and sample,
respectively [62].
In real applications, KPFM can operate in either a single or two-pass setup.
In the single-pass setup, the tip passes over the sample at a constant height. A sinu-
soidal voltage VAC is applied to the cantilever during this pass, creating a mechanical
oscillation of the cantilever, which is measured by a lock-in amplifier. The external
bias VDC is then applied to null this cantilever oscillation. In the two-pass setup, the
cantilever passes twice over each line in the image. During the first pass, the tip is
in contact with the sample as it maps out the topography. The tip is then lifted over
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the sample for the second pass typically by a few or tens of nanometers. The follow-
ing operation is similar to the single pass setup described above. This optimization
enables the best spatial resolution and avoids the tip being too close as to crash into
the sample.
A two-pass KPFM (Micromasch conductive AFM probes HQ:NSC14/Cr-Au,
scan rate: 1.0 Hz) was used in this work for imaging and measuring the contact poten-
tial difference between the AFM tip and the sample at the charged grain boundaries.
For each scan line, the height profile was recorded as AFM topographic image and
followed by lifting the probe by 30 nm above the surface to measure the potential off-
set. The AIST-NT image analysis and processing software (Version 3.2.14) was used
for KPFM image analysis.
3.3 Raman Spectroscopy
Regular Raman and temperature-dependent polarized Raman measurements
were carried out using a 633 nm excitation in a Renishaw Raman microscope equipped
with a 100x objective lens (600 nm spot size) for Bi2Te2.7Se0.3 and SnSe samples,
respectively. Edge filters blocked out Rayleigh scattered light below a shift of 50
cm−1. In situ Raman measurements were carried out using a 532 nm Crystalaser
diode laser with a 20x objective lens for the LSB cells and liquid electrolyte.
3.3.1 Linkam stage
Temperature-dependent Raman spectra were collected in the temperature
range between 77 K and 870 K with the help of Linkam heating and cooling stages.
Linkam THMS600 was used for the low temperature measurements under a nitrogen
ambient. A picture of THMS600 is shown in Figure 3.3 with detail descriptions ex-
29
plained. Linkam THS1500 was used for the high-temperature measurements under an
argon ambient.
Figure 3.3: Stage Assembly. 1. Lemo connector for stage lead. 2. Heating element
carrier assembly. 3. Stage body. 4. Stage body water connector. 5. Gas purge valve.
6. Y-Sample manipulator. 7. Stage door. 8. Door locking thumbscrew. 9. X-Sample
manipulator. 10. Liquid nitrogen cooling connector. 11. Bypass stage body water
cooling connector. 12. Sample chamber. 13. Earth safety contact for lid. 14. The
stage lid which is not shown in this figure. 15. Heating element wire. 16. Stainless steel
cooling tube. 17. 22mm diameter pure silver heating block. 18. Platinum temperature
sensor. 19. Sample holder ramp. 20. Aperture hole.
3.3.2 In situ Raman spectroscopy
To monitor the sulfur speciation during real time charge/discharge process,
I conducted in situ Raman spectroscopy on the SPAN cathode in a LSB coin cell.
The in-situ Raman coin cell design (Figure 3.4) is slightly different compared to the
normal LSB cell assembly. A 1/8 inch hole was pre-drilled on the coin cell’s top case
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to allow the Raman laser go through. A piece of cover glass was glued on the 1/8 hole
inch to seal the organic electrolyte and lithium anode from air oxidation. The coin
cell was taken out the glove box after the glue was completely dried.
Figure 3.4: Modified coin cell design for in-situ Raman spectroscopy.
3.4 Electrochemical Characterization
Electrochemical measurements were carried out in part with a Gamry Refer-
ence 3000 potentiostat/galvanostat. The electrochemical techniques used in this study
include cyclic voltammetry (CV), electrochemical impedance spectroscopy (EIS), and
galvanostatic charge/discharge cycling. The Gamry Framework software was used for
controlling the instrument.
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3.4.1 Cyclic voltammetry
CV is a basic electrochemical technique that provides information on both
thermodynamics and kinetics based on the Nernst equation [63, 64]. For any electro-
chemical reduction reaction of the form:
O + ne
 R (3.2)
O is the oxidized species, n is the number of electrons involved in the reaction and
R is the reduced species. The actual free energy change ∆G is given by:
∆G = ∆G0 +RT lnQ (3.3)
where ∆G0 represents the Gibbs free energy change for unmixed reactants and prod-
ucts at standard conditions (i.e. 298K, 100kPa, 1M of each reactant and product), R
is gas constant, T is absolute temperature and Q is the reaction quotient. The change
in Gibbs free energy for an electrochemical cell can be related to the cell potential :
∆G = −nFE (3.4)
where F = 9.65×104 C mol−1 is the Faraday constant, n is the number of moles of
electrons. Now inserting this back to Equation 3.3 leads to the Nernst equation:
E = E0 − RT
nF
lnQ (3.5)
where E0 is the standard potential. Another form of Nernst equation is more com-
monly used considering the reaction temperature at 25 °C and plugging in the value
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of the gas constant and Faraday constant :
E = E0 − 0.0592
n
log10Q. (3.6)
Figure 3.5: A schematic CV curve for a simple reversible reaction, with the inset
showing the voltage change during the CV scan [63].
As the concentration of O and R change, the reaction quotient Q will change.
Thus the instantaneous cell potential can be calculated using the Nernst equation.
Alternatively, during the CV measurement, a linearly swept potential at a scan rate of
ν is applied to the electrode. The concentration of O and R will change correspond-
ingly near the electrode/electrolyte interface, resulting in a concentration gradient
between the electrode surface and bulk solution, giving rise to the current flow. A
representative CV curve for a simple reversible process is shown in Figure 3.5.
33
As the potential is scanned from high to low (discharge), the surface concen-
tration of O decreases as it is reduced to R and the diffusion flux of O increases. The
current reaches a peak when the diffusion flux is maximum. This peak corresponds to
the cathodic peak current, ip,c, and cathodic peak potential, Ep,c. Then the current
begins to decrease due to the depletion of O from the diffusion layer. At time λ, the
set potential Eλ is reached (Figure 3.5 inset). The applied potential starts to sweep
in the opposite direction and a similar feature appears as shown in Figure 3.5. The
scan rate ν controls how fast the applied potential is scanned. Faster scan rates lead
to a decrease in the size of the diffusion layer leading to higher currents.
For a reversible electron transfer process involving freely diffusing redox species,
the peak current ip increases linearly with the square root of the scan rate ν (Randles-
Sevcik equation) :
ip = 0.4463nFAC
(
nFνD
RT
)1/2
(3.7)
where A is the electrode surface area, C is the bulk concentration of the oxidized
species, D is the diffusion coefficient of the oxidized species. This Randles-Sevcik
equation can be used to calculate the diffusion coefficient.
The CV curve of a typical LSB using cyclo-S8 as the cathode material has two
cathodic peaks (Figure 3.6a). The first cathodic peak at 2.4–2.2 V corresponds to
the reduction of solid S8 to soluble Li2Sx (3 ≤x≤ 8, solid to liquid), and the second
peak at 2.1–1.9 V is related to the reduction of Li2Sx to Li2S2/Li2S (liquid to solid);
whereas, a LSB with SPAN cathode exhibits different cathodic peaks as shown in
Figure 3.6b. More information on the CV of SPAN based cathode can be found in
chapter 6.
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Figure 3.6: (a) CV curves of a typical LSB at a scanning rate of 0.1 mV/s [65]; (b)
CV curves of SPAN cathode [66].
3.4.2 Electrochemical impedance spectroscopy
Electrochemical impedance spectroscopy (EIS) can be used to evaluate the
electrolyte solution resistance, the charge transfer resistance and the interface impedance
in batteries. It is usually measured by adding a sinusoidal perturbating potential E
(∼ 10mV) on top of the DC voltage applied to an electrochemical cell, which is given
by
E = E0 exp iωt, (3.8)
where ω is the frequency. The response to this small sinusoidal excitation is a sinu-
soidal current I at the same frequency but shifted in phase, which can be written as
I = I0 exp (iωt+ φ). (3.9)
An expression analogous to Ohm’s Law allows us to calculate the impedance of the
system as
Z =
E
I
Z0(cosφ+ i sinφ). (3.10)
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To determine the phase factor φ, one can plot the response current versus the driving
potential (known as the Lissajous figure, Figure 3.7a).
Figure 3.7: (a) Lissajous figure; (b) Nyquist plot with one semi-circle and Warburg
element; (c) Nyquist plot with two semi-circles (Warburg element is not shown here).
Note that the expression for Z consists of a real and an imaginary component.
The measured impedance is typically plotted as the imaginary, Im(Z), versus real
component Re(Z) of the impedance (called Nyquist plot). Using the Gamry Echem
Analyst software, the plot can be fitted to a circuit model with some assumptions
about the underling mechanisms to yield useful quantitative information. In a typical
Nyquist plot of batteries (Figure 3.7b), RS is the solution resistance. The following
semi-circle is due to charge transfer and the ∼45° sloped section at low frequency is
indicative of the Warburg impedance caused by ion mass transfer. For LSB, or any
cell wherein a solid-electrolyte interphase (SEI) is formed, it is generally accepted
that the high frequency semi-circle is due to ion diffusion through this SEI layer and
the middle-high frequency semi-circle is due to charge transfer of electrons to the ions
or molecules at the anode/cathode surface. The larger the diameter of the semicircle,
the higher the resistance.
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3.4.3 Charge/discharge cycling
Cyclic charge-discharge is the standard technique used to test the performance
and cycle-life of batteries. Most often, charge and discharge are conducted under a
constant current. This current is usually expressed as C-rate in order to normal-
ize against battery capacity. For LSBs, 1C = 1675mAh/g (per gram of sulfur). The
charge/discharge profile is plotted as voltage vs. specific capacity. The specific ca-
pacity can be normalized by either the mass of the active material or the mass of
the entire electrode. The areal capacity calculations were normalized by the two-
dimensional area of the cathode electrode. Gravimetric energy density in units of Wh
kg−1 can be calculated from the areal capacity, the average voltage of LSBs and the
mass of the electrode. Dividing the energy density by the time necessary to discharge
the cell to an arbitrary voltage yields the power density in units of W kg−1.
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Chapter 4
A Micro-Raman Study of
Exfoliated Few-layered n-type
Bi2Te2.7Se0.3
4.1 Introduction
Bulk pristine (undoped) and doped Bi2Te3 are some of the most efficient room
temperature thermoelectric (TE) materials for sustainable power generation and re-
frigeration applications [67–69]. In addition, Bi2Te3 is also of tremendous interest as
a topological insulator (TI) [70–72]. In contrast to ordinary materials, backscattering
of electrons due to collisions with impurities and defects in the crystal lattice is com-
pletely suppressed on the surfaces of TIs, giving rise to improved charge transfer and
mobility, and thus enhanced σ. The existence of surface states in TIs arise from the
intrinsic spin-orbit coupling that is enhanced with increasing atomic masses, which
can also increase the mass fluctuation scattering effect to reduce κL. It is thus ob-
served that most TIs such as Bi2Te3, Bi2Se3, are exhibit excellent TE properties. The
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main challenge for improving the figure of merit, ZT =α
2σ
κ
T , of any TE material is
the inherent coupling between α, σ, and κ as mentioned in chapter 2.
In the 1990s, Hicks and Dresselhaus predicted that an increase in the density
of states could lead to enhanced σ [73]. In addition to improving electronic trans-
port in low dimensional materials, nanostructuring via ball-milling and melt-spinning
have been effective in reducing κL through increased phonon scattering effects, re-
sulting in an enhanced ZT in TE nanomaterials [74, 75]. In recent years, chemi-
cal/mechanical exfoliation (C/ME) of layered materials has enabled the fabrication
of two-dimensional (2D) nanosheets that exhibit superior TE properties compared to
their bulk counterparts [76–79].
Bulk Bi2Te3 exhibits a layered crystal structure and its conventional unit cell
is comprised of three quintuples. Each quintuple contains five atomic layers with a
sequence of Te1-Bi-Te2-Bi-Te1 called quintuple layers (QL), and the weak van der
Waals bond between Te1-Te1 couples the quintuples together [80]. Therefore during
the C/ME process, the Te1-Te1 bond between the QLs can be broken, giving rise
to unique optical and electronic transport, compared to the corresponding properties
exhibited by the bulk [81,82]. Indeed, Puneet et al. [83] significantly improved the TE
compatibility factor and stabilized the ZT peak at higher temperatures (350-500 K)
in n-type Bi2Te2.7Se0.3 by employing the C/ME followed by spark-plasma-sintering
(SPS).
To understand the structural changes in the Bi2Te2.7Se0.3 brought about by
the C/ME process, I performed a detailed micro-Raman study of C/ME n-type
Bi2Te2.7Se0.3 with varying layer thicknesses down to ∼2 nm (∼2 quintuples). I found
Raman evidence for flakes with: (i) integer number of quintuples which exhibited a
strong electron-phonon coupling, and (ii) non-integer number of quintuples, or sub-
quintuples which exhibited the forbidden IR active mode due to symmetry lowering.
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Detailed atomic force microscopy was used to confirm the number of quintuples in all
flakes examined in this study. Moreover, the Kelvin Probe Force Microscopy results
directly revealed the existence of charged grain boundaries after restacking and den-
sification of these flakes by SPS. The combined techniques of C/ME and SPS led to
the enhanced TE properties via the energy filtering process through the formation of
the charged grain boundaries as proposed in Puneet’s study.
Figure 4.1: Conventional hexagonal unit cell structure of pristine Bi2Te3.
40
4.2 Crystal Structure of Bi2Te2.7Se0.3
Bulk Bi2Te3 exhibits a trigonal crystal structure belonging to the space group
R3¯m [84], but is more commonly represented by a hexagonal crystal structure (see
Figure 4.1). The highly anisotropic hexagonal unit cell consists of three quintuples
each consisting of five atoms, stacked in the order Te1-Bi-Te2-Bi-Te1 along the c-axis,
with lattice constants a = 4.38 A˚ and c = 30.36 A˚ [67]. Each quintuple measures
approximately 1 nm across the five atoms. The quintuples are held together by weak
van der Waals forces (Te1-Te1 bond) corresponding to the largest spacing d ∼0.37
nm [81] that make them easily cleavable. In general, for Bi2Te3−xSex the Se atoms
preferentially replace Te at Te2 sites first and then randomly replace Te at the Te1 sites
[79,85]. With Se-doping at the Te2 sites, a breakdown of the Bi2Te2.7Se0.3 quintuples
into bi-layer or tri-layer sub-quintuples (e.g., Bi-Te1, Te1-Bi-Te2, Te1-Bi-Se2) during
the C/ME process is feasible because the Bi-Te1 bond strength is the strongest bond
in the quintuple [86]. In addition, the Te2 atom is known to lie at the inversion center
of the D53d symmetry [87], and hence the Se doping can change the crystalline structure
as well as the lattice dynamics in a unique manner.
4.3 Sample Preparation and Characterization
Sample preparation. Pieces of n-type Bi2Te2.7Se0.3 ingot (Marlow Indus-
tries, USA) were dispersed in N-methyl-2-pyrrolidinone (NMP) with a ratio of 10g/L
and sonicated using 1/8-inch tip sonicator (Branson 250) at 20 W for 0, 3, 5 and
8 hrs to obtain Bi2Te2.7Se0.3 flakes (referred as exfnh flakes, where nh refers to the
sonication time). Subsequently, the supernatant solution was centrifuged at 4000 rpm
for 2 hrs and the resulting powder was washed several times using deionized water to
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remove residual NMP and then oven dried at ∼100 oC.
Characterization. The thicknesses of the exfnh flakes were measured using
non-contact mode atomic force microscopy (AFM, Model: AIST-NT Smart SPM, Mi-
cromasch cantilevers HQ: NSC14/Al BS-50). The average thickness was statistically
calculated from the AFM height measurements conducted on 200-400 flakes for each
exfnh (n=0, 3, 5, 8) sample. In addition, two-pass Kelvin Probe Force Microscopy
(KPFM, Micromasch conductive AFM probes HQ:NSC14/Cr-Au, scan rate: 1.0 Hz)
was used for imaging and measuring the contact potential difference between the AFM
tip and the sample at the grain boundaries. For each scan line, during the two-pass
KPFM measurement, the height profile was recorded as AFM topographic image and
followed by lifting the probe by 30 nm above the surface to measure the potential off-
set. The AIST-NT image analysis and processing software (Version 3.2.14) was used
for AFM topographic and KPFM image analysis. The microstructural and chemi-
cal analyses were performed using the conventional transmission electron microscopy
(TEM, Hitachi H7500) and high resolution X-ray diffraction (HR-XRD, RIGAKU Ul-
tima IV diffractometer, Cu Kα radiation, λ = 1.5406 A˚). Micro-Raman spectroscopy
of exfnh samples was performed using a 633 nm excitation in a Renishaw Raman
microscope equipped with a 100x objective lens (600 nm spot size). A reduced laser
power (∼100 µW) was used to prevent the inadvertent overheating of the exfnh flakes
during the collection of their Raman spectra.
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4.4 Results and Discussion
4.4.1 Thickness of the exfoliated n-type Bi2Te2.7Se0.3 flakes
The representative TEM and AFM images (Figure 4.2a and 4.2b) of the exf8h
samples show lateral sizes ranging from ∼0.3 µm to 0.8 µm and a height of ∼2 nm
(Figure 4.2d). The roughness (Rq) [88] of this representative AFM image is about
0.1 nm. The average thickness of the n-type Bi2Te2.7Se0.3 layers as a function of the
exfoliation time is shown in Figure 4.2c. With an increase in the exfoliation time, the
layer thickness t of the Bi2Te2.7Se0.3 decreased significantly between the exfoliation
times of 0 to 3 hr, down to ∼1.6 nm after 8 hr exfoliation. Further exfoliation time
did not significantly reduce the thickness of the flakes. The presence of sub-quintuples
was evidenced from the non-integer values of t from AFM linescans of the flakes, since
∼1 nm corresponds to one quintuple as discussed above.
To gain more understanding into the structural properties underpinning the
unique TE performance of the exfoliated samples, we used micro-Raman spectroscopy,
which is an ideal technique for studying the changes in the vibrational (and hence
TE) properties caused by the C/ME process in n-type Bi2Te2.7Se0.3. Micro-Raman
spectra were collected from several different spots on the bulk, exf3h, exf5h and exf8h
Bi2Te2.7Se0.3 samples. Significant structural changes in the exfoliated layers due to
the C/ME process were evident in our micro-Raman spectra, as discussed below.
4.4.2 Raman spectroscopy of the exfoliated n-type Bi2Te2.7Se0.3
Bulk n-type Bi2Te2.7Se0.3 is known to exhibit four signature Raman-active
optical phonons as shown in Figure 4.3. Of these four modes, the lowest frequency
E 1g mode was difficult to resolve owing to the increasing spectral background below
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Figure 4.2: Representative TEM (a) and AFM (b) images of the exf8h sample. (c)
The average thickness of the exfoliated n-type Bi2Te2.7Se0.3 flakes as a function of
exfoliation times (0h, 3h, 5h, and 8h). The full width of half maximum thickness
(Gaussian distribution) was used as the error bar. t tends to be infinite at 0h and the
dash line is a guide to the eye. (d)The lateral size and height of a representative flake
shown in (b).
40 cm−1. The other three modes [87] are centered at around 62.4 cm−1 (A11g), 102.6
cm−1 (E 2g) and 136.5 cm
−1 (A21g) as represented by the red vertical bars in the spectra
in Figure 4.3b and 4.3c.
Two types of Raman spectra were observed at various spots from all samples
irrespective of the exfoliation time: those that exhibited the three modes mentioned
above (Figure 4.3b), and those that exhibited an additional peak at ∼122 cm−1 (Fig-
ure 4.3c). The additional peak is an IR-active mode (A21u) that has been reported
previously [81, 89–92] in nanoscale pristine Bi2Te3 (mode at around 116 cm
−1 indi-
cated by the green vertical bar in Figure 4.3c). We attribute the presence of the A21u
mode to symmetry breaking, possibly arising from the disorder induced by exfoliation
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Figure 4.3: Vibration modes and Raman measurement.(a) Schematic diagram of the
four Raman-active modes and two IR-active modes of the Bi2Te3 quintuple. The
purple, blue and green colors represent the Bi, Te2 and Te1 atoms respectively. The
vertical arrows represent out of plane vibration. The horizontal arrows represent in
plane vibration that is parallel to the page. The -, + signs represent in plane vibrations
that are perpendicular to the page. (b,c) Micro-Raman spectra of n-type Bi2Te2.7Se0.3
without and with the presence of the A21u mode as function of different exfoliation
times compared to the bulk sample. The open symbols represent the raw data and the
solid lines through the raw data are the fits. The individual Lorentzian fits are shown
below each spectrum. The red bars indicate the position of the optical phonon peaks
of bulk n-type Bi2Te2.7Se0.3. The gray (green) bar in (c) indicate the peak position of
the IR-active A11u (A
2
1u) mode in bulk Bi2Te3.
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and/or Se-dopant at the Te sites (Te1 and Te2), where Te2 is the inversion center of
the crystal symmetry (see Figure 4.1) [93]. As Se is lighter than Te, A21u mode was
found blueshifted to ∼122 cm−1 compared to the corresponding peak frequency in
bulk Bi2Te3 (Figure 4.3c), confirming the presence of Se. Several dozen spots were
scanned, and A21u mode was observed in the Raman spectra at roughly half of these
spots, as can be seen in the 2D Raman intensity maps in Figure 4.4. The random oc-
currence of the A21u mode suggests variations in the structure of the exfoliated sheets,
possibly from cleaving of the layers into sub-quintuples, as discussed further below.
The other low wave number IR-active mode (A11u) at ∼94 cm−1 [94] (mode indicated
by the gray vertical bar in Figure 4.3c) in Bi2Te3 could not be discerned as this peak’s
frequency is close to that of the E 2g mode. Moreover, the A
1
1u mode frequency may
have blueshifted and as a result could be masked by the E 2g mode.
Figure 4.4: (a) and (b) 2D Raman intensity maps collected from the square regions
outlined in the optical microscope images. The maps were collected from aggregates
of the 3 hr exfoliated Bi2Te2.7Se0.3 flakes, deposited on to a glass slide. The E
2
g peak
is observed everywhere as evident from the red color intensity maps, while the A21u
peak is observed at random locations (cyan map).
The frequency and linewidth dependence of the modes are shown in Figure 4.5
as a function of inverse thickness of the samples. Figures 4.5a and 4.5c (Figures 4.5b
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and 4.5d) show the mode frequency and linewidth dependences, respectively, in the
absence (presence) of the A21u mode in the Raman spectra. In Figure 4.5a and Figure
4.5b, the A11g stretching mode frequency exhibited the least dependence on 1/t while
the E 2g pinch mode frequency increased slightly with increasing 1/t. Their linewidth
dependences were relatively weaker than that exhibited by A21g and A
1
1u modes. A
2
1g
mode is most sensitive to 1/t : its frequency blueshifted by ∼3 cm−1 in Figure 4.5a
while it redshifted in Figure 4.5b and exhibited a significant sharpening from ∼21
to 7 cm−1 with increasing 1/t (decreasing thickness). A blueshift of the A21g peak
frequency with decreasing layer thickness was also reported by Zhao et al. [95] for
CVD-grown pristine Bi2Te3 (inset in Figure 4.5a) although it was accompanied by a
broadening of the peak.
The discrepancy between our results and those from Zhao et al. can be ex-
plained by considering the effect of Se. The A21g phonon mode in Bi2Te3 exhibits strong
electron phonon coupling (EPC), which becomes stronger with doping [96]. The strong
EPC is also responsible for the formation of a Kohn anomaly at the Brillouin zone
center and the observation of Dirac fermions in the topological surface states [97]. For
a phonon with strong EPC, the anharmonic contribution to phonon decay is dwarfed
by decay into electron hole pairs. However, in doped systems where the Fermi level
is greater than the phonon energy, Pauli blocking reduces the number of electron
states for the phonon to decay into, resulting in a longer phonon lifetime. This is
manifested as a sharpening of the Raman peak. In addition, doping-induced change
in the Fermi surface moves the Kohn anomaly away from the center of the Brillouin
zone, where Raman active phonons are probed, and consequently causes a stiffening
of the phonon mode. Indeed such observations have been made in doped graphene
and metallic carbon nanotubes [98–100], where the E 2g mode (G peak) blueshifts and
sharpens upon both hole and electron doping. While the observations of strong EPC
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Figure 4.5: Frequency and FWHM dependence of 1/t. (a) Dependence of the A11g,
E 2g, A
2
1g mode frequencies as a function of 1/t when the Au mode is absent. Inset
compares the A21g mode frequency (+) from Zhao et al. [95] with current work. (b)
Dependence of the A11g, E
2
g, A
2
1g and A
2
1u mode frequencies as a function of 1/t. The
dashed horizontal lines in (a) and (b) represent the peak frequencies of Raman modes
in bulk n-type Bi2Te2.7Se0.3. Change in linewidths (FWHM) of the A
1
1g, E
2
g, A
2
1g
modes as a function of 1/t (c) when the A21u mode is absent, (d) when the A
2
1u mode
is present.
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and Kohn anomaly in n-type Bi2Te3 have been made only at low temperatures (<20
K), it is possible that the C/ME process breaks apart the Bi2Te2.7Se0.3 layers into
Se-doped quintuples where Se is substituted at the Te2 sites in the Bi2Te3 quintuple,
maintaining the crystal symmetry. In that case one could expect an increase in surface
states especially with decreasing layer thickness, consistent with our observation of
blueshifted peak frequencies (Figure 4.5a) and decreasing linewidths of the A21g mode
(Figure 4.5c) with its strong EPC.
Figure 4.6: Schematic depiction of sub-quintuples formed as a result of the C/ME
process.
Conversely, in the spectra where the A21u mode was observed (Figure 4.3c), the
A21g peak exhibited a redshift (by ∼4 cm−1) and broadening (by ∼5 cm−1), opposite
to the trends seen in the spectra in which the A21u mode was absent. As mentioned
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above, the appearance of the A21u mode is attributed to breaking of crystal symmetry
from the C/ME process. In this case it is possible that the C/ME process caused
individual quintuples to fragment into sub-quintuples and the appearance of the A21u
mode is induced by the disorder caused by this fragmentation. Due to spot-to-spot
variations we did not observe any dependence of the A21u mode intensity on 1/t. The
Raman modes did exhibit broadening (by ∼2-4 cm−1) with increasing 1/t in the
spectra when the A21u mode was present in the spectra (Figure 4.5d). A decrease in
the sample thickness typically leads to broadening of peaks, and such a broadening
was indeed observed in the A1g peaks with decreasing Bi2Te3 layer thickness by Zhao
et al. [95].
Based on the Raman measurements, a picture of the structural changes that
occur in the C/ME processed Bi2Te2.7Se0.3 crystal emerges: i) Se dopants preferably
substitute for Te2 sites followed by Te1 sites, ii) during the chemical exfoliation pro-
cess, the bond cleavages at various locations as depicted schematically in Figure 4.6
(viz., Bi-Se or Bi-Te1 bond) to form different sub-quintuples such as Te1-Bi-Se2, Te1-
Bi-Te2, Bi-Te1 and Bi-Se1, and iii) the co-existence of quintuples and sub-quintuples in
the exfoliated samples (as evidence directly by AFM and indirectly by micro-Raman
studies described in Figure 4.2 and Figure 4.3), promotes the formation of charged
grain boundaries during SPS treatment as discussed below.
4.4.3 Evidence of charged grain boundaries
KPFM has been widely used for measuring the contact potential difference(
VCPD =
ϕtip−ϕsample
−e
)
between its conductive AFM tip and the sample surface at the
nanoscale level [61, 101–103], where ϕtip and ϕsample are the work functions of the
AFM tip and the sample respectively, and e is the electronic charge. The AFM phase
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image of a fractured exf8h-SPS sample surface (5µm × 5µm) is shown in Figure 4.7a,
where the different orientations of the grains give rise to grain boundaries (GBs).
The corresponding VCPD image of the same surface is shown in Figure 4.7b, where
the brighter contrast along the grain boundaries represents higher VCPD values [103].
Representative height and VCPD line profiles are shown in Figures 4.7c-e and Figures
4.7f-h, respectively. It is well known that in KPFM an abrupt change in height can
also lead to a change in the measured VCPD, as observed in Figures 4.7c and 4.7f for
the purple line profile. Similar changes in VCPD are observed in Figure 4.7g (Figure
4.7h) due to changes in height, as indicated by the blue (orange) line profile in Figure
4.7d (4.7e). However, an increase in VCPD ∼30 mV across points 5 and 6 (10 and
11) which corresponds to the brightest section in the VCPD image (Figure 4.7b) is
indicative of the presence of a charged GB [103].
4.5 Conclusion
In this study systematic AFM and micro-Raman studies of C/ME processed
samples provided evidence for the co-existence of quintuples and sub-quintuples,
which upon SPS process promote the formation of charged grain boundaries. Specif-
ically, micro-Raman analysis revealed two types of spectra, which exhibited different
frequency and linewidth trends as a function of layer thickness. The first set of spec-
tra provided evidence for scattering from Se-doped quintuples, where the increased
EPC leads to stiffening and sharpening of the A21g phonon. In the second set of spec-
tra the disorder-induced IR-active mode A21u was evident, which we attribute to the
formation of sub-quintuples caused by the C/ME process.
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Figure 4.7: KPFM of n-type exf8h-SPS Bi2Te2.7Se0.3 fracture surface. (a) Phase image;
(b) VCPD image; (c-e) are the height changes along the purple, blue and orange line
profiles in (a) and (f-h) are the corresponding VCPD.
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Chapter 5
Phonon Anharmonicity in Single
Crystalline SnSe
5.1 Introduction
Anharmonic lattice dynamics is an effective way to suppress lattice thermal
conductivity, and realize a high figure of merit, or ZT. Thus understanding how tem-
perature dependent behavior of phonons influence the thermal transport properties
is crucial for developing efficient thermoelectric materials. Single crystalline SnSe has
attracted considerable interest in recent years due to its record-high thermoelectric
performance (ZT ∼2.6 at 923K; Figure 5.1) [104–106]. Notwithstanding the fact the
high ZT in SnSe was debated in subsequent reports, there is a growing consensus that
anharmonicity is one of the contributing factors which yields ultralow thermal con-
ductivity in SnSe. Recent experimental and theoretical studies [7,107,108] concluded
that the poor heat transport originates from the strong anharmonicity associated
with an unstable electronic structure and the condensation of a low energy optical
phonon mode at the zone center. Since phonons are the dominant heat carriers in
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Figure 5.1: ZT values along different axial directions [104].
semiconductors and are sensitive to chemical bonding, it is therefore crucial to ob-
tain a detailed understanding of their temperature-dependent behavior in order to
correlate anharmonic bonding to the thermal transport properties of SnSe and ther-
moelectric materials.
This study report for the first time a comprehensive study of the effect of
anharmonicity on the phonon modes of SnSe single crystals. I investigated the tem-
perature dependent (up to 800K) anharmonic decay of optical phonons using Raman
spectroscopy and correlated these results to temperature-dependent heat capacity
data. Raman spectroscopy revealed a relatively higher softening of the phonon modes
in the b-c plane (by a factor of six) compared to the phonon mode softening along the
a axis, as well as ultrashort phonon lifetimes (∼0.1 ps). Analysis of both the Raman
spectra and heat capacity data revealed that phonon scattering is dominated by a
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Figure 5.2: Crystal structure of SnSe before and after the phase transition tempera-
ture.
three-phonon decay process. We also calculated the anharmonic coefficients αR and
αC from the Raman and heat capacity data, respectively, and found them to be in
excellent agreement with each other.
5.2 The Crystal Structure and Phase Transition of
SnSe
Bulk SnSe exhibits a simple orthorhombic crystal structure with space group
Pnma (#62) below the critical temperature Tc ∼800 K when it undergoes a displacive
phase transition transforming into a base centered orthorhombic structure of space
group Cmcm (#63) as illustrated in Figure 5.2.
During the phase transition, the two shorter lattice parameters (along b and
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Figure 5.3: Lattice parameters plotted as a function of temperature along a, b and c
directions [109].
c directions) in the Pnma phase approach each other and become nearly equal in
the Cmcm phase with increasing temperature, whereas the lattice parameter along
the a direction increases monotonically (Figure 5.3). It is noteworthy that the lat-
tice parameter along the c direction decreases with increasing temperature up to Tc,
which is indicative of a negative thermal expansion due to a strong coupling to the
anharmonic phonon modes.
5.3 Materials and Methods
High-quality SnSe single crystals (packing density > 99% of the theoretical
density) were prepared by the Bridgman method as described elsewhere. Temperature-
dependent polarized Raman spectra along different crystallographic directions were
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collected with a Renishaw Raman microscope (100x objective lens, 600 nm spot size,
633 nm excitation laser) in the temperature range between 77 K and 870 K using
Linkam heating and cooling stages (THMS600, under a nitrogen ambient for the low
temperature measurements; THS1500, under an argon ambient for the high temper-
ature measurements). The notation used for the polarized Raman spectra presented
in this study is as follows: a(bc)a¯ here a and a¯ denote the directions of the incident
and scattered radiation, respectively, while b and c indicate the direction of the elec-
tric polarization vectors of the incident and scattered photons. Here a, b and c are
the primary crystallographic directions of SnSe in the Pnma phase (see Figure 5.4a
discussed later in this chapter).
The temperature-dependent bulk modulus of SnSe was measured using reso-
nant ultrasound spectroscopy (RUS) [111], where a polished rectangular parallelepiped
shaped crystal was placed in between two acoustic transducers. The sample surface
showed a maximum displacement when the drive frequency matched the natural vi-
bration frequency of the sample, which can be determined by fitting the displacement
data to a Lorentzian function to extract the center frequency and quality factor of
each peak. Next, an iterative procedure that entails the crystal geometry and den-
sity was used to match the experimental frequencies with the calculated spectrum,
which then allowed determination of all elastic constants of the crystal from a single
frequency scan. The temperature dependent bulk moduli were calculated using the
Voight-Ruess Hill approximation [112].
5.4 Anharmonic Contribution to Raman Shift
Bulk SnSe has a simple orthorhombic structure in the Pnma phase (below the
phase transition temperature Tc ∼ 800 K). With 8 atoms per unit cell, SnSe exhibits
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Figure 5.4: (a) Atomic displacements for the Raman modes [110] in orthorhombic
SnSe below Tc. Temperature-dependent polarized Raman spectra (b) B3g mode under
a(bc)a¯ (cross) polarizing configuration, and (c) A1g (70 cm
−1), A2g (130 cm
−1) and A3g
(150 cm−1) modes under a(bc)a¯ (parallel) polarizing configuration.
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21 vibrational modes (The 3 rotational modes can be expressed as a combination of
other vibrational modes.) can be represented as Γ = 4Ag + 2B1g + 4B2g + 2B3g
+ 2Au + 3B1u + B2u + 3B3u. Specifically, they are 12 Raman-active, 7 IR-active
and 2 inactive modes. Among the 12 Raman-active modes, 4 B2g modes are difficult
to detect due to their weak Raman intensity. Furthermore, 2 B1g modes (∼ 57 cm-1
and ∼ 133 cm-1) are only observable under the c(ab)c¯ polarization configuration.
Accordingly, in this study we focused on the four Raman-active phonons [110, 113]
between 70-150 cm-1 (Figure 5.4a). The 2 lowest frequency phonons (A0g ∼ 33 cm-1
and B3g ∼ 37 cm-1) are difficult to resolve owing to the increasing spectral background
below 40 cm-1 at high temperatures.
A freshly cleaved surface (parallel to the a plane) was used for the Raman mea-
surement and polarized Raman spectra were collected with the incident light along a
direction (perpendicular to the cleavage plane) and polarized along the b or c direc-
tions. The temperature-dependent Raman spectra under cross (a(bc)a¯) and parallel
(a(bb)a¯) polarization configurations are shown in Figures 5.4b and 5.4c, respectively.
Under the a(bc)a¯ polarization configuration (Figure 5.4b), the B3g ( 108 cm
-1) mode
is observed at 77K. A clear redshift and broadening of the B3g mode, along with a
decrease in its intensity is evident with increasing temperature. Note that a weak A1g
mode (which is not expected for a(bc)a¯ polarization configuration) can also be seen
in Figure 5.4b, and its presence is attributed to temperature-induced shifts of the
excitation laser spot and minor imperfections in the cleavage plane of the sample.
Under the a(bb)a¯ polarization configuration, the three Ag modes centered around 70
cm-1 (A1g), and 130 cm
-1 (A2g) and 150 cm
-1 (A3g) are observed. Among these modes,
the A2g mode at 130 cm
-1 exhibited the most pronounced broadening and redshift
with increasing temperature, while the A1g and A
3
g modes did not exhibit a strong
temperature-dependent frequency shift. As was the case with the A1g mode in Fig-
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ure 5.4a at low temperature, a weak signature of the B3g peak is present in Figure
5.4b. The peak frequencies were extracted by fitting the B3g, A
1
g, A
2
g, and A
3
g modes
with single Lorentzian functions and their dependences on temperature are plotted
in Figure 5.5.
Figure 5.5: (a) Temperature dependence of the A1g (70 cm
−1), B3g (108 cm−1), A2g
(130 cm−1) and A3g (150 cm
−1) modes. (b-e) Magnified views of the peak frequencies
near the phase transition temperature.
Owing to bond anharmonicity, all peaks redshift with increasing temperature,
but the trends in the B3g and A
2
g are clearly more pronounced than the other two
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modes. The temperature-dependent shift in frequency of both the B3g and A
2
g modes
(∼ 35 cm-1), which correspond to lattice vibrations in the b-c plane (Figure 5.4a), is
six times that of the A1g mode softening along the a axis (∼ 6 cm-1). Not surprisingly,
a clear discontinuity in peak frequencies can be observed around the phase transition
temperature Tc ∼ 800 K, where the frequency abruptly decreases and then increases
again beyond Tc (Figures 5.5b-d). Such a discontinuity is typical for soft phonons,
whose frequencies theoretically go to zero, i.e., the phonon condenses across a phase
boundary. In the case of SnSe this effect is very pronounced for the B3g and A
2
g
Raman modes, implying that the phonons in the b-c plane of SnSe are involved
in the phase transition from the Pnma to the Cmcm phase. This finding is also
in agreement with the previous observation of soft mode behavior of the A0g phonon
(which also corresponds to lattice vibrations in the b-c plane) from neutron scattering
experiments [7]. Interestingly, the lattice parameter along the c-direction decreases
with increasing temperature, indicative of negative thermal expansion [114], resulting
in strong anharmonicity in SnSe [107]. To investigate the contributions arising from
the quasiharmonic volume expansion and anharmonic phonon-phonon interaction,
I modeled the temperature dependence of the Raman frequency ωj(T) at a given
temperature T as following: [115,116]
ωj(T ) = ωoj + ∆ωj(T )V + ∆ωj(T )anh (5.1)
where ωoj is the temperature independent harmonic frequency of the j
th mode, and
∆ωj(T )V and ∆ωj(T )anh are the frequency shifts corresponding to quasiharmonic
volume expansion and anharmonic phonon-phonon coupling. The contribution due to
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quasiharmonic volume expansion to the frequency shift is given by [117]
∆ωj(T )V = ωoj
[
exp
(
−γjT
∫ T
0
βT (T
′)dT ′
)
− 1
]
(5.2)
where the dimensionless γ = - dlnω
dlnV
is the Gru¨neisen parameter that describes the
effect of changing the volume of a crystal lattice on its vibrational frequency and
βT = (1/V )dV/dT is the volume expansion coefficient. For single crystalline SnSe,
we took γ = 2.5 from Ref. [118]. The experimentally determined volume data as
a function of temperature is borrowed from figure 5.3 [109] and is fitted using the
following equation: [117,118]
V (T ) = V (0) + 9aR
∫ T
0
dT ′
(
T ′
θD
)3 ∫ θD
T ′
0
exx4
(ex − 1)2dx (5.3)
where θD= 204 K is the Debye temperature [109, 119, 120], which yields βT with a
= 0.00035 A˚
3
/J per unit cell, and V(0)= 212 A˚
3
as fitting parameters (Figure 5.6).
The shift in the phonon frequency due to anharmonic phonon-phonon interaction is
given by equation 5.4, wherein a phonon with frequency ω decays into two (ωm, m
= 1, 2) and three (ωn, n = 1, 2, 3) phonons in the so-called three- and four-phonon
processes, respectively: [119]
∆ωj(T )anh = A
[
1 +
2∑
m=1
1
e~ωm/kBT − 1
]
+
B
[
1 +
3∑
n=1
(
1
e~ωn/kBT − 1 +
1
(e~ωn/kBT − 1)2
)] (5.4)
In equation 5.4, the coefficients A and B are proportional to the strength of the
three- and four-phonon decay processes, respectively. The term 1
e~ωm/kBT−1 denotes
the Bose-Einstein phonon population factor since phonons are bosons and follow the
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Figure 5.6: The dotted trace is the XRD-derived volume of SnSe unit cell as a function
of temperature [109], and the blue trace is a fit according to Equation 5.3. The inset
figure is the computed volume expansion coefficient βT = (1/V )dV/dT .
Bose-Einstein statistics.
There are many possible combinations of the identified cubic and quartic decay
channels according to the phonon dispersion of SnSe [121] (Figure 5.7). Although the
Raman-active modes studied in this work are phonon modes at Brillouin zone center
(Γ point), there could be other phonons in the Brillouin zone involved in the phonon-
phonon interactions. The weight factor of the different combinations depends on the
phonon density of state (phonon-DOS) (Figure 5.8). In this study, I chose one of the
possible decay channel combinations for both B3g and A
2
g modes for Raman analysis.
Figures 5.9a and 5.9c show the fits to the temperature-dependent B3g and A
2
g
peak frequencies. The contributions from thermal expansion (equation 5.2), three-
phonon (cubic) and four-phonon (quartic) decays (equation 5.4) are plotted along
with the composite fit (equation 5.1). Owing to the discontinuity in peak frequencies
around Tc, we only fitted the frequencies and linewidths below 800 K. It is well known
that an optical phonon can decay into two or more optical or acoustic phonons. The
simplest mechanism for such decay was first proposed by Klemens [122], wherein the
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Figure 5.7: Phonon dispersion curve of SnSe as calculated from first principle density
function theory (DFT) with local density approximation (LDA) exchange correlation
potential [121].
Figure 5.8: Density of states of SnSe calculated using Phonon Analysis in Real Space
(PARS) package at 300K [121].
optical phonon decays into either two or three acoustic phonons with equal energies.
However, in general the phonon decay can take place by down-conversion or up-
conversion into a number of frequency combinations, depending on the phonon density
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Figure 5.9: Anharmonic contribution to the Raman peak frequency and linewidth of
the (a, b) B3g and (c, d) A
2
g modes below phase transition temperature. The three-
phonon, four-phonon and thermal expansion contributions are shown as blue, green
and magenta traces, respectively.
of states. In the case of SnSe, the phonon-DOS [121] of the Pnma phase at room
temperature, and around Tc exhibits a maximum ∼ 60 cm-1, which is close to half the
energy of both the B3g and A
2
g phonons. We therefore considered the Klemens decay
model for the data plotted in Figures 5.9a and 5.9c. The composite fit shows excellent
agreement with the experimental data across the entire measured temperature range.
Importantly, the contribution from the cubic decay process (blue dashed line) is closer
to the experimental data, suggesting that it is the dominant mechanism compared to
volume expansion (pink dashed line) and quartic decay (green dashed line). Down-
conversion of both B3g and A
2
g phonons into other phonon combinations are also
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possible and are summarized in Tables 5.1 and 5.2 at the end of the chapter. Since
both the three-phonon and four-phonon processes contributed to the B3g (and A
2
g)
phonon softening as temperature increases, coefficients A and B in Tables 5.1 and 5.2
are negative. In addition, I performed similar analyses for the A1g and A
3
g modes, and
as an example, show the anharmonic and volume expansion contributions to A1g in
Figure 5.10.
Figure 5.10: Anharmonic contribution to (a) the Raman peak frequency and (b)
linewidth of the A1g mode below phase transition temperature. The three-phonon, four-
phonon and thermal expansion contributions are shown as blue, green and magenta
traces, respectively.
Unlike the case of the B3g and A
2
g peaks, the volume expansion term dominates
the frequency shift of the A1g peak, which is not surprising as the atomic displacements
for the latter are not in the b-c plane. Interestingly, the Debye temperature can also be
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extracted from the temperature-dependent Raman frequency plots-the temperature
at which the slope of the plot becomes non-linear is θD/3. From Figures 5.9a and 5.9c,
this temperature is 60 ± 10K, which implies that the Debye temperature measured
from the Raman experiments matches very well to the value estimated from the heat
capacity measurements [119].
I performed similar analysis for the linewidth (full width at half maximum
intensity, FWHM) of the B3g and A
2
g modes according to the following equation
[116,119,122] :
Γ(T ) = Γ(0) + C
[
1 +
2∑
m=1
1
e~ωm/kBT − 1
]
+
D
[
1 +
3∑
n=1
(
1
e~ωn/kBT1
+
1
(e~ωn/kBT − 1)2
)] (5.5)
In equation 5.5, C and D correspond to the strength of the three- and four-
phonon decay processes. Note there is no volume contribution term in linewidth equa-
tion since volume change can only effect the phonon frequency but can not give rise to
phonon-phonon interaction within quasi-harmonic approximation. The temperature-
dependent linewidths and corresponding fits according to equation 5.5 are shown in
Figure 5.9b and 5.9d. Both B3g and A
2
g modes exhibit considerable broadening (>
50 cm-1) with increasing temperature, implying short phonon lifetimes and positive
values of C and D. The Raman peak linewidths are inversely proportional to phonon
lifetimes, which were calculated from the experimentally measured linewidths ac-
cording to the energy-time uncertainty relation τ = ~/Γ, where the lifetime τ is in
picoseconds, ~ is the modified Planck constant (5.3 cm−1·s) and Γ (cm-1) is the ex-
perimentally measured peak linewidth [123]. At Tc, τ ∼ 0.1 ps for both modes, which
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Figure 5.11: Phonon lifetimes of optical Raman modes for p-type Bi2Te3 ingot [24],
PbTe [25] and single crystalline SnSe measured at peak ZT temperatures.
is among the lowest measured lifetime at temperatures corresponding to the high-
est ZT in other thermoelectric materials such as p-type nanostructured Bi2Te3 (at
300 K) [124], and PbTe (at 600 K) [125]. A comparison of phonon lifetimes between
SnSe and other thermoelectric materials is shown in Figure 5.11. The low phonon
lifetimes imply high scattering rates (1/τ ∼ 10 ps-1 at 790K and ∼ 2.5 ps-1 at 300K),
which are higher than previous calculations (∼ 0.23 ps-1 at 300K) for single crystalline
SnSe [126]. Taken together, the high phonon scattering rates and peak in the phonon-
DOS around 60 cm-1 highlight the uniqueness of the phonon band structure in SnSe
wherein the ultralow thermal conductivity is a result of rapid decay of phonons by a
cubic decay process.
As an independent verification of the above Raman analysis, we estimated the
phonon anharmonicity contribution to heat capacity in terms of the “anharmonic
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coefficient” α deduced independently from two different approaches, i) shifts in the
Raman peak frequencies, (αR) and ii) heat capacity (αC). Notably, we found them to
be in excellent agreement with each other as discussed in our published work [127].
5.5 Conclusion
Raman spectra of fully dense single crystalline SnSe were measured from 77-
870 K and the anharmonic behaviors of B3g, A
2
g and A
3
g optical phonon modes were
studied. The Raman spectra revealed a much stronger softening of the phonon modes
in the b-c plane, by a factor of six compared to the phonon mode softening along
the a axis. The temperature dependencies of the frequencies and linewidths of these
three modes were analyzed within the framework of an extended Klemens model
considering quasiharmonic (volume expansion contribution), three-phonon and four-
phonon decay processes. For phonon modes corresponding to lattice vibrations in
the b-c plane (B3g and A
2
g modes), the three-phonon process was found to be the
dominant decay process. We also calculated the anharmonic coefficients αR and αC
from the Raman study and heat capacity measurements, respectively. Notably, we
found them to be in excellent agreement with each other.
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Table 5.1: Fitting parameters for the temperature-dependent Raman frequency shift
and FWHM of the B3g (108 cm
−1) mode of SnSe single crystal.
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Table 5.2: Fitting parameters for the temperature-dependent Raman frequency shift
and FWHM of the A2g (130 cm
−1) mode of SnSe single crystal.
Note: Here the negative sign before phonon frequency in Tables 5.1 and 5.2 is
just for the energy conservation. For example, -78 cm−1 on the first row of Table 5.1
means B3g phonon interacts with 78 cm
−1 phonon and decays into 33 and 153 cm−1
phonons.
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Chapter 6
A Binder Free Self-supporting
Graphene Foam Cathode for High
Areal Capacity Lithium Sulfur
Batteries
6.1 Introduction
Sulfurized polyacrylonitrile (SPAN) was synthesized to replace elemental sulfur
as a cathode material of LSBs in 2002 [40,41] because of its excellent performance. In
early studies relating to the incorporation of sulfur, Wang and the co-workers proposed
that polyacrylonitrile (PAN) was dehydrogenated by sulfur to form a thermally sta-
ble heterocyclic compound in which sulfur was intercalated as an element. Moreover,
the authors believed that the special structure of sulfur embedded in the conductive
polymer matrix could hinder the sulfur and polysulfides from dissolving into the elec-
trolyte. However, subsequent study showed that sulfur can be covalently bonded to
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polymeric backbone in SPAN once the synthesis temperate rises above 300°C [128].
Note that the covalent S content decreases with increasing synthesis temperature until
the degradation temperature of SPAN [129]. Unlike other carbon/sulfur composites,
this covalently bonded sulfur compound exhibits high Coulombic efficiency and excel-
lent cycling stability. Thus, SPAN has attracted much attention as a cathode material
for LSBs [39, 130,131]. Recently, Wang et al. [42] employed multiple techniques such
as cyclic voltammentry, ex situ nuclear magnetic resonance (NMR), ex situ electron
paramagnetic resonance (EPR) and ex situ XPS to exam the sulfur speciation. The
authors concluded that the lithium polysulfides formation was mitigated.
In situ Raman spectroscopy has been widely used to gain a detailed description
of the formation of the intermediate species in sulfur host cathodes at various charge
and discharge states during cycling. Indeed, it was previously used to investigate
the mechanism of sulfur reduction in lithium batteries. Gewirth’s group reported an
in situ Raman study of LSBs with elemental sulfur as cathode and 1 M lithium
bis(trifluoromethane sulfonyl)imide (LiTFSI) in a 1:1 (v/v) solution of tetraethylene
glycol dimethyl ether (TEGDME) and 1,3-dioxolane (DIOX) as the electrolyte [132].
As seen in Figure 6.1, the in situ Raman modes of polysulfides are associated with S-
S bending and stretching vibrations and are potential dependent. Several new peaks
located at 217, 234, 518, 534, and 1066 cm−1 appear with discharge below 2.4 V.
Upon recharging the cell, the above short-chain polysulfides are oxidized between
2.4 to 2.6 V. It is known that the vibrational frequency of different polysulfides is
solvent dependent. Although SPAN has been widely used in LSBs, in situ studies to
understand sulfur speciation in SPAN have not yet been performed to the best of my
knowledge. Accordingly, to elucidate the charge/discharge mechanism of SPAN based
LSBs, I used in situ Raman spectroscopy in this work. The electrochemical properties
of the prepared LSB coin cells were studied in detail as well.
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Figure 6.1: In situ Raman spectra of the sulfur-carbon cathode during discharge from
2.4 V to 1.8 V in the range (A) 180-250 cm−1, (B) 500-600 cm−1, (C) 1000-1100 cm−1;
and during charge from 1.9 V to 3.2 V in the range (A) 180-250 cm−1, (B) 500-600
cm−1, and (C) 1000-1100 cm−1 [132]. Note that there is no change in the Raman
spectra when discharged from 3.2 V to 2.4 V.
6.2 Sample Preparation and Characterization
Chemicals. The lithium bis (trifluoromethane) sulfonamide (LiTFSI), ethy-
lene carbonate (EC), 1,2-dimethoxyethane (DME), 1,3-dioxolane (DOL), and poly-
acrylonitrile (PAN) were purchased from Sigma-Aldrich. The sulfur powder (325
mesh) was purchased from Alfa Aesar.
Preparation of electrolyte. 1 M LiTFSI in EC0.5DME0.25DOL0.25 electrolyte
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was employed in this study since our previous studies show that it is the optimized
electrolyte for SPAN cathode and promotes the simultaneous formation of bilateral
SEI layers on both the SPAN (sulfur-host) cathode and the lithium anode [54].
Synthesis of graphene foam (GF) current collector. Few-layer graphene
was grown on nickel foams using a traditional 1 inch tube furnace by chemical vapor
deposition (CVD). Before the growth of graphene, the nickel foam was annealed at
900 °C under flowing Ar and H2 atmosphere for an hour to remove any surface oxides
present in the nickel foam. Next, the furnace was cooled to 850 °C with a cooling rate
of 10 °C/min. Subsequently, the few-layer graphene was grown under gas flow rate
of 230 sccm Ar, 120 sccm H2 and 100 sccm CH4 for an hour. The flow of methane
was halted, and the furnace was cooled and held at 400 °C for two hours. Finally the
furnace was cooled to room temperature under Ar flow.
Preparation of cathode electrode. The initial mass ratio of elemental sul-
fur and polyacrylonitrile (PAN, Mw=150,000) is 3:1. Sulfurized polyacrylonitrile (SPAN)
was synthesized in N2 atmosphere at 450 °C. The temperature of the furnace was
slowly raised at 5 °C/min and kept at 450 °C for six hours. The cathode electrode
was prepared by vacuum filtrating a slurry of SPAN, carboxymethyl cellulose (CMC
as the surfactant), and carbon black (mass ratio of 70: 15: 15) onto the GF current
collector. The as prepared cathode electrode was air dried overnight and then dried
in an oven ∼130 °C for twelve hours. Next, 5 wt.% PMMA thin layer was coated on
the cathode before it was submerged in a 6M HCl solution for 6 hours at 70 °C to
completely remove the nickel foam. The resulting cathode electrode was cleaned in
KOH solution and washed in DI H2O and dried. For comparison, the SPAN slurry
was coated on Al/C foils using the traditional doctor blade technique.
Material Characterization. Thermogravimetric analysis (TGA) was per-
formed in N2 from room temperature to 800 °C with a heating rate of 20 °C/min
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using a STA 449 Jupiter (NETZSCH) thermogravimetric setup. Sulfur content in
SPAN was measured using an elemental analyzer (CHNS-O Element Analyzer, At-
lantic Microlab Inc. Norcross, GA). The X-ray photoelectron spectroscopy (XPS)
analysis was performed with Kratos Axis Supra XPS (X-ray source: monochromated
Al Kα, multichannel plate and delay line detector with a take-off angle of 90°). The
analyzer was operated in fixed analyser transmission (FAT) mode with survey scans
taken with a pass energy of 160 eV and high-resolution scans taken with a pass en-
ergy of 20 eV. SPAN spectra were recorded under charge neutralization conditions
using a low energy electron gun within the field of the magnetic lens. The result-
ing spectra were processed using CasaXPS software. Quantachrome Autosorb iQ was
used to measure the surface area of the graphene foam and the cathode electrode.
Scanning electron microscopy (Hitachi SEM-4800) was employed to characterize the
microstructure of SPAN and as-coated GFs. Energy Dispersive X-ray Spectroscopy
(EDS) was used to obtain the sulfur distribution in SPAN powder. A Renishaw inVia
Raman microscope system was used for characterizing SPAN and collecting in situ
Raman data of the cathode during charge/discharge cycles. To decipher real-time
electrochemical environment and bonding information during charge/discharge cy-
cles, the acquisition time was set to 10s per spectrum with 2 accumulations for each
spectrum.
Electrochemical Characterization. The LiS half cells were assembled in a
glove box (below 5 ppm water vapor/oxygen) using solid Li chips as the anode (Figure
6.2). For comparison, traditional Al foil current collector were also used in this study.
The galvanostatic charge/discharge was measured using a voltage range of 1.0-3.0
V vs Li/Li+ and all gravimetric capacities were normalized by the mass of sulfur
and also by the mass of the cathode (which consists of SPAN, CMC binder, carbon
black, and the current collector). The areal capacity calculations were normalized by
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Figure 6.2: Structure diagrams of a LSB coin cell.
the two-dimensional area of the cathode (0.71256 cm−2). Electrochemical testing was
carried out using a Gamry 3000 potentiostat. Cyclic voltammetry (CV) measurements
were performed at various scan rates (0.1, 0.2, 0.5, 0.8, 1 mV/s) with a voltage range
of 1.0-3.0 V. The room temperature electrochemical impedance spectra (EIS) were
collected in the frequency range of 100 kHz∼0.01 Hz. To ensure equal conditions, cells
with GF and Al foil electrodes were measured in the discharged state after the 5th
cycle at 1.3C.
6.3 Results and Discussion
6.3.1 SPAN characterization
To affirm the absence of elemental sulfur in SPAN, we performed thermogravi-
metric analysis (TGA) of the as-synthesized SPAN in N2 atmosphere and compared it
to that of the elemental sulfur and PAN (Figure 6.3). Elemental sulfur started to melt
at ∼160 °C and completely evaporated at ∼320 °C. PAN underwent a first stage de-
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composition at ∼300 °C and a second stage decomposition at ∼400 °C. However, the
decomposition temperature of SPAN was observed at ∼500 °C. Hence, we concluded
that there was no elemental sulfur in the as-synthesized SPAN powder. Elemental
analysis (Table 6.1) revealed that the as-prepared SPAN contains ∼35 wt.% of sulfur.
The C/H atomic ratio increased from 1: 1 in PAN to 3.9 : 1 in SPAN, implying that
most H atoms escaped during the reaction with S to form H2S. Energy dispersive
x-ray spectroscopy showed that a uniform distribution of sulfur, carbon and nitrogen
was present in SPAN (Figure 6.4).
Figure 6.3: Thermogravimetric analysis of elemental sulfur, PAN and SPAN.
Table 6.1: Elemental analysis of PAN and SPAN.
To investigate the bonding structure of SPAN, micro-Raman spectroscopy
(Figure 6.5a) and x-ray photoelectron spectroscopy (Figures 6.5b-d) were performed.
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Figure 6.4: Energy-dispersive x-ray spectroscopy data of the as-synthesized SPAN.
Figure 6.5: (a) Micro-Raman spectra of SPAN and sulfur powders; (b-d) XPS data
of as-synthesis SPAN powder.
The characteristic Raman peaks ∼153.5, 218.8 and 473 cm−1 of elemental S8 were
absent in the Raman spectrum of the as-synthesized SPAN. The new Raman peaks
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at 312 and 384 cm−1 correspond to the C-S in plane bending and deformation bonds,
respectively [133]. While the Raman peaks located at 475 and 940 cm−1 correspond to
S-S stretching bonds and ring stretch containing S-S bonds, respectively [133]. The D
band at 1313 cm−1 is due to the structural defects and disorders present in the carbon
matrix, and the G band at approximately 1560 cm−1 represents the graphitic nature
(with a broad Gaussian band at ∼1497 cm−1 because of the amorphous graphitic
phase [134]) of the carbon matrix. The above Raman characterization clearly indicates
the incorporation of sulfur into SPAN through the formation of C-S or S-S covalent
bonds. The C1s XPS spectrum (Figure 6.5b) exhibits three peaks located at 285,
285.8 and 286.9 eV corresponding to the sp2 type C-C, C-S and sp2 type C=N bonds,
respectively [133]. The N1s XPS spectrum (Figure 6.5c) exhibits two typical peaks
located at 398.5 eV and 400.4 eV, corresponding to the pyridinic N and pyrrolic
N, respectively. As for the S2p XPS spectrum (Figure 6.5d), the S2p3/2 and S2p1/2
double peaks were observed in SPAN. The main peak with 163.9 eV binding energy
represents the presence of S-S bonds or S attached to C, and the other peak at 162
eV accounts for C-S-H or S2− bonds. The data in Figure 6.5 collectively suggests that
SPAN is composed of a structure containing C-S and S-S bonds within a graphitic
carbon matrix.
6.3.2 Morphology of the cathode
CVD grown few-layer graphene foams (GFs) show an open 3D porous structure
(Figure 6.6a-b, surface area = 50 m2/g) that is ideally suited for serving as a current
collector in batteries. As stated above, SPAN slurry (SPAN: CMC: carbon black =
70: 15 : 15 in DI H2O) was deposited on GFs through vacuum filtration. By adjusting
the slurry viscosity and by stacking multiple GFs together, a sulfur loading of 1.1 mg
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Figure 6.6: Scanning electron microscopy images showing freestanding GF cathodes.
(a-b) pristine GF; (c-d) GF1 cathode with 1.1 mg cm−2 sulfur loading; (e-f) GF2
cathode with 2.1 mg cm−2 sulfur loading. The arrows in (c) and (e) show cracks in
SPAN filled into pores of GF. Although cracks are present in SPAN, the 3D structure
of GF facilitates good electrical contact.
cm−2 to 19.7 mg cm−2 was achieved. GF1 and GF2 cathodes (Figure 6.6c-f) with a
sulfur loading of 1.1 and 2.1 mg cm−2 were obtained without any stacking (i.e., by
vacuum filtering SPAN slurry on a single GF). To demonstrate the advantage of GF
current collectors, the same SPAN slurry was also coated on a conventional carbon
coated Al current collector using the traditional doctor blade technique (labeled as
Al-1 and Al-2 with a net sulfur loading of 0.1 and 0.3 mg cm−2, respectively). Given
that the slurry in this work is binder-free, Al current collector was only able to
support a maximum loading up to 0.3 mg cm−2 without visible cracks (see Figure
6.7). Notwithstanding the cracks present in the SPAN that filled into the pores of
GFs (see arrows in Figures 6.6c and 6.6e), the 3D structure of GFs facilitates good
electrical contact in SPAN, unlike Al current collectors. Table B.1 lists all samples
with different sulfur loadings used in this study.
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Figure 6.7: The SEM images of SPAN coated on aluminum foil electrodes. (a-b) with
0.1 mg cm−2 sulfur loading; (c-d) with 0.3 mg cm−2 sulfur loading.
6.3.3 In situ Raman spectroscopy
First, to understand the irreversible capacity loss observed in the first cycle
of all SPAN cathodes [41, 47, 135] (also discussed later in Figure 6.15 ), I collected
in situ Raman spectra for sample GF2 (Figure 6.8) during its first discharge cycle
from 3.0 to 1.0 V and during its following charge cycle to 3.0 V. The intensity of
peaks corresponding to C-S (312 and 384 cm−1) and S-S (475 and 940 cm−1) bonds
decreased while discharging the battery with minimum intensity observed at 1.0 V.
This indicates that the C-S and S-S bonds could be broken during the first discharge
cycle and form C-S-S-Li and C-S-Li through Li+ ions transfer. Notably, upon recharg-
ing to 3.0 V, the intensity of the peaks corresponding to C-S and S-S bonds did not
restore to their initial intensities, particularly, the intensity of the 475 cm−1 peak (see
Figure 6.8a) indicating that the S-S bond cleavage is irrevocable. This results in the
irreversible capacity loss observed in the first cycle (cf. Figures 6.15c and 6.15d). The
Li+ ions left behind in the cathode after the first charge are most likely to form the
SEI layer [54].
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Figure 6.8: (a and b) In situ Raman spectra of GF2 during its first discharge/charge
cycle. Note that the doublet centered at ∼900 cm−1 does not correspond to SPAN,
and is discussed later in Figure 6.10.
This agrees well with the SPAN reaction mechanism proposed by Wang et al.
in 2018 [42]. Through ex situ EPR and theoretical simulations, the authors concluded
that a continuous S-S bond cleavage occurs in SPAN (Figure 6.9), and radicals are
generated during the reaction between Li+ ions and pristine SPAN in the first cycle.
Additionally, the authors proposed that these radicals reversibly react with Li+ ions
at the negative sites present around S and N atoms forming an ionic SPAN (Figure
6.9).
Indeed, after 50 charge/discharge cycles, the intensity of C-S (312, 384 cm−1)
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Figure 6.9: Proposed structural evolution from pristine SPAN to the intermediates of
radical and ionic SPAN in the reactions, where the deeper red color represents the
higher active sites [42]. Black ball: carbon atom, blue ball: N atom, yellow ball: S
atom.
and S-S (475, 940 cm−1) bonds remained almost constant (Figure 6.10a). Moreover,
new and reversible Raman peaks located at 717, 740, 892, and 902 cm−1 which do
not arise from SPAN (Figures 6.10b and 6.10c) were observed. As shown in Figure
6.11, these four Raman peaks originate from the electrolyte, viz., 1M LiTFSI in
EC0.5DME0.25DOL0.25. More specifically, the peaks at 717 and 894 cm
−1 arise from
the breathing mode of EC [136]. The Raman peak located at 740 cm−1 is due to the
C-N-C bending vibration as Li+ ions are considered fully solvated (1M LiTFSI) and
TFSI− exists as free anions [136,137]. The peak at 904 cm−1 is associated to Li+-EC
interaction [136].
To gain further insight into the reaction mechanism, the intensities of these
reversible Raman peaks (52nd cycle) are plotted as a function of charge/discharge
potential together with cyclic voltammetry (GF2 with a scan rate of 0.1mV/s) as
shown in Figure 6.12. As the potential scans from 3.0 V to 1.0 V (Figure 6.12a),
Li+ ions diffuse to the SPAN cathode to react with the negative S and N sites. Thus
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Figure 6.10: In situ Raman spectra of the 52nd discharge/charge cycle of sample GF2.
the local concentration of Li+ ions decreases in the diffusion layer near the surface
of the SPAN-GF2 cathode, and the intensity of the electrolyte-related Raman peaks
decrease correspondingly. Consequently, the flux of Li+ ions from the bulk electrolyte
into the diffusion layer increases, and the current reaches a peak when the diffusion
flux is maximum. A schematic of the reaction mechanism is shown in Figure 6.13.
Similar changes in Raman peaks intensities are observed when the potential
scans from 1.0 V to 3.0 V (Figure 6.12b). Note that there is a time lag between
cathodic (anodic) peak current and the minimum (maximum) Raman peak intensity
during discharging (charging). A detailed discussion of cyclic voltammetry is presented
in the next section as I mainly focus on in situ Raman analysis here. It’s noteworthy
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Figure 6.11: Raman spectra of 1M LiTFSI in EC0.5DME0.25DOL0.25, fully charged
SPAN-GF2 cathode, the as-synthesized SPAN powder and elemental sulfur.
Figure 6.12: Current vs. voltage plot of SPAN-GF2 cathode at a scan rate of 0.1 mV/s.
Superimposed are the normalized Raman peak intensities (relative to the maximum
intensity for each mode) of the four peaks shown in the legend. Panels a and b
respectively correspond to the discharge and charge cycles.
that no lithium polysulfide Raman peaks were observed in this study even after 50
cycles (see Figure 6.14), contrary to another in situ Raman study of an elemental
sulfur containing cathode [132]. This conclusion was based on two criteria : i) no
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Figure 6.13: A schematic of the reaction mechanism in LSBs with SPAN as cathode
material.
Raman peaks were observed in this study in the neighborhood of polysulfide peak
frequencies reported in [132], and ii) though polysulfides Raman peaks are solvent
dependent [138], and the solvent used in this study is different from that used in [132],
we expect the polysulfide peaks to be present in the same neighborhood as reported
in [132]. The latter criterion will be confirmed through molecular dynamic simulations
which are being conducted by our USC collaborator Dr. Ming Hu.
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Figure 6.14: In situ Raman spectra of no lithium polysulfides observed on (a) 1st cycle
and (b) the 52nd cycle.
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6.3.4 Electrochemical performance
To evaluate the electrochemical performance, cyclic voltammetry (CV) was
performed on GF1 and GF2 at a scan rate of 0.1 mV/s (Figure 6.15; CV at other
scan rates are presented in Figure A.1). Sample Al-1 was also tested under the iden-
tical conditions for comparison. Figures 6.15a shows CV normalized by the weight
of active material (i.e., per gram of sulfur). As mentioned earlier in section 3.4, el-
emental sulfur exhibits two representative reduction peaks at ∼2.3 V and ∼2.0 V
corresponding to the reduction of sulfur (S8) to soluble lithium polysulfides (Li2Sx,
3≤x≤8) and the subsequent formation of insoluble Li2S2/Li2S, respectively [65]. In-
terestingly, SPAN on GF exhibited two cathodic peaks at ∼2.0 V and ∼1.7 V which
are lower than the above noted reduction peaks. In light of Raman evidence for the
absence of polysulfides peaks (Figure 6.14), we presume that SPAN does not lead to
the formation of polysulfides. Further investigation is needed to identify the nature
of the species that give rise to 2.0 and 1.7 V cathodic peaks.
Relative to the GFs, Al-1 exhibited cathodic peaks slightly shifted to a lower
potential, which is attributed to slower reaction on Al current collectors. As clearly
seen in electrochemical impedance spectroscopy (EIS) for GF2 and Al-1 (Figure 6.16),
the resistance of charge transfer (middle-high frequency semi-circles) at the SPAN-
GF cathode in GF2 is much smaller than that of Al-1. Based on the CV profiles in
Figure 6.15a, we calculated the net charge from the enclosed area and obtained net
charge per sulfur present in the electrode, which then allowed us to infer that ∼2
Li+ ions were involved in the redox reaction per sulfur atom. This inference is in
good agreement with previously reported density functional theory simulations [42].
However, it should be stated that the DFT simulations also included the possibility
of Li+ interaction with the pyridinic N, which is not included in our analysis. Figure
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6.15b shows CV profiles normalized by the weight of the electrode (i.e., per gram of
entire electrode mass including the current collector and other inactive materials). At
the electrode level, GF1 and GF2 outperformed Al-1 resulting in a significantly higher
specific capacity as shown in Figures 6.15c and 6.15d. As expected, the initial capacity
(black trace) of GF1 cathode is much larger compared to the capacity in subsequent
cycles [139,140]. Furthermore, GF1 cathode showed excellent cycle stability up to 150
cycles with no further loss in capacity at 0.1 C.
Figure 6.15: Cyclic voltammograms for GF1, GF2, and Al-1 normalized by the weight
of sulfur (a) and the weight of the electrode (b). Charge/discharge curves for GF1
normalized by the weight of sulfur (c) and the weight of the cathode (d).
In addition to GF1 and GF2, the rate capacity of three other GFs (GF3,
GF4 and GF5) with sulfur loading of 4.9 mg cm−2, 8.0 mg cm−2, 10.6 mg cm−2,
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Figure 6.16: EIS for Al-1 and GF2 (inset). The high frequency semi-circle is due to
ion diffusion through the SEI layer and the middle-high frequency semi-circle is due
to charge transfer of electrons to the ions or molecules at the SPAN cathode surface.
receptively, were investigated at current rates of 0.1C, 0.65C, and 1.3C (1C=1675
mA/g sulfur). Due to the limitation of our battery testing station (maximum current
handling capacity of 10 mA), only GFs with sulfur loadings up to 10.6 mg cm−2 could
be investigated at high C-rate (up to 1.3C). However, at a current density of 3 mA
cm−2, the areal capacity of all GFs used in this study could be investigated and is
discussed later. Although rate capacity at the active material level (i.e., per gram of
sulfur) is conventionally reported in publications, the rate capacity at the electrode
level is important for practical applications. Figures 6.17a and 6.17b show the rate
capacity at the active material and electrode level, respectively. Al-1 and Al-2 with
much lower sulfur loadings were also tested at same current rates for comparison. At
0.1C, the discharge capacity of GF1-GF5 cathodes is within 900-1000 mAh g−1 despite
a wide range of sulfur loadings from 1.1 mg cm−2 to 10.6 mg cm−2. As the current
increases to 0.65C and 1.3C, GF cathodes are still able to deliver a rate capacity of
more than 700 mAh g−1 (except GF4 and GF5 with sulfur loadings of 8 and 10.6 mg
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cm−2). Notably, a stable discharge capacity of 900-1000 mAh g−1 was recovered when
the C-rate was restored to 0.1C for all five GF cathodes demonstrating its excellent
stability. At the active material level, Al-1 and Al-2 exhibit higher rate capacities
compared with the GF electrodes. However, at the electrode level, rate capacity of
GF cathodes is ∼200 mAh/g electrode at 0.1C which is 3-7 times higher than that
of Al-1 and Al-2 (Figure 6.17b). At 0.65C, the electrode level rate capacity of all GF
cathodes is at least 2-3 times higher than that of Al-1 and Al-2. Even at 1.3C, GF1,
GF2 and GF3 cathodes exhibited 2-4 times higher rate capacity.
Figure 6.17: Specific capacity normalized by the weight of (a) sulfur only and (b)
the electrode at 0.1C, 0.65C and 1.3C for cathodes with various sulfur loadings. (c)
Cycling stability of Al-1, GF1-GF5 at 0.1C.
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Figure 6.18: (a) Charge/discharge profiles for all GFs and Al-1 cathodes after 50
cycles at an areal current density of 3 mA cm−2. (b) Areal capacities for all GF-
SPAN cathodes at different sulfur loadings. The plot also compares GFs cathodes
with other published works focusing on porous current collectors. • GF cathode in
this study; ◦ 3.0 mA cm−2 [141]; ◦ 3.3 mA cm−2 [142]; ◦ 3.3 and 2.9 mA cm−2 [143];
◦ 3.8 mA cm−2 [144]; ◦ 3.6 mA cm−2 [145]; ◦ 3.6, 2.8, 3.6 mA cm−2 [146]. The sulfur
content at the electrode level of each study is shown in the figure.
Cycling performance of GF1-GF5 at 0.1C is shown in Figure 6.17c. GF1, GF2,
and GF3 cathodes exhibited reversible capacity of 940, 980, 1030 mAh g−1 even after
150 cycles with no capacity loss. On the other hand, GF4 and GF5 cathodes delivered
a reversible capacity of 970 and 890 mAh g−1 with a Coulombic efficiency more than
98% after 50 cycles.
Figure 6.18a illustrates the areal capacity of all GFs and Al-1 cathodes after 50
cycles at a current density of 3 mA cm−2. Al-1 and GF1-GF5 deliver areal capacities
of 0.13, 0.8, 1.9, 4.3, 6.7 and 9.3 mAh cm−2, respectively. An areal capacity of ∼4
mAh cm−2 is required for LIBs for application in electric vehicles and other portable
devices. Typically, the working voltage window of LIBs is 1.5 V-4.5 V with an average
voltage of 3.5 V. Considering a lower average voltage of LSBs (1.9 V), an areal capacity
of 6 mAh cm−2 is necessary for LSBs to compete with the commercial LIBs. While I
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was able to achieve > 6 mAh cm−2 capacity with GF4 and GF5 electrodes, I prepared
GF6 and GF7 cathodes (see Table B.1) with sulfur loadings of 13.1 mg cm−2 and 19.7
mg cm−2, which exhibited high areal capacities ∼10.6 mAh cm−2 and 17.1 mAh cm−2,
respectively. As shown in Figure 6.18b, the areal capacity of GF cathodes increases
almost linearly with sulfur loading suggesting that the 3D porous structure of GFs
facilitates better charge transport even at high sulfur loadings. The cathode materials
studied in most of the published works contain ∼70% sulfur (at the electrode level).
However, the areal capacity is primarily dependent on the sulfur loading regardless
of the sulfur content in the electrode.
Figure 6.19: The Ragone plot of LSBs prepared in this study.
The gravimetric energy density of the LSB coin cells at the electrode level is
calculated using areal capacity
Eg =
V C
m
, (6.1)
where V is the average voltage of LSB (assumed 1.9 V here), C is the areal capacity
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at a current density of 3 mA cm−2, m is the mass loading on the electrode level which
includes SPAN, CMC, carbon black and current collector. All GFs deliver an energy
density of ∼360 Wh Kg−1 except GF1 whereas Al-1 only delivers an energy density
of ∼50 Wh Kg−1. The power density of the LSBs decreases as mass loading increases
as shown in the Regone plot (Figure 6.19). Overall, GF2 and GF3 show a balanced
energy density and power density of ∼366 Wh Kg−1 and ∼580 W Kg−1, respectively.
6.4 Conclusion
In summary, I have demonstrated a facile and robust SPAN-GF cathode for
LSBs which simultaneously achieves high energy density (∼366 Wh Kg−1) and power
density (∼580 W Kg−1) at the electrode level. The LSBs delivered rate capacities
of 9000-1000 mAh/g over a large range of sulfur loadings (1.1 mg cm−2-10.6 mg
cm−2) owing to the 3D porous structure and excellent electronic conductivity of GFs.
An areal capacity of 17.1 mAh cm−2 was acheived with a sulfur loading of 19.7 mg
cm−2. The reaction mechanism of SPAN-GF based LSBs was investigated through a
thorough in situ Raman study. I confirmed that there is a cleavage of the S-S bond
linkages to form radicals in SPAN during the first discharge process. the radicals in
SPAN react reversibly with Li+ ions instead of forming polysulfide intermediates and
Li2S/Li2S2 discharge products.
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Chapter 7
Conclusion and Future Work
7.1 Conclusion
The work described in this dissertation focused on the fundamental mecha-
nisms to improve the thermoelectric performance of n-type Bi2Te2.7Se0.3 as well as
single crystalline SnSe (energy generation materials) and the reaction mechanism
during charge/discharge process in lithium sulfur batteries (energy storage material)
through Raman scattering measurements.
The n-type Bi2Te2.7Se0.3 work was motivated by a thermoelectric study re-
ported by Puneet et al. [83] in which the authors significantly improved the TE
compatibility factor and stabilized its ZT at higher temperatures (300-500 K) by em-
ploying the chemical and mechanical exfoliation (C/ME) process followed by spark-
plasma-sintering (SPS). According to their study, positively charged grain bound-
aries were introduced by the C/ME-SPS process resulting in selective scattering of
holes over electrons. Such a preferential scattering mechanism is responsible for the
observed temperature upshift in the bipolar contribution to transport properties of
the exfoliated n-type Bi2Te2.7Se0.3. I investigated the Raman signature of the C/ME
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processed n-type Bi2Te2.7Se0.3 flakes and observed two types of spectra, which ex-
hibited different frequency and linewidth trends as a function of layer thickness. The
first set of spectra provided evidence for scattering from Se-doped quintuples, where
the increased electron-phonon-coupling leads to stiffening and sharpening of the A21g
phonon. In the second set of spectra, the disorder-induced IR-active mode A21u was
evident, which we attribute to the formation of sub-quintuples caused by the C/ME
process and consequent symmetry lowering of the crystal. Moreover, in this study the
charged grain boundaries were directly observed by Kelvin Probe Force Microscopy.
Recent experimental and theoretical studies concluded that the poor heat
transport of SnSe originates from the strong anharmonicity associated with an unsta-
ble electronic structure and the condensation of a low energy optical phonon mode at
the zone center. In the second study, I conducted a temperature dependent (77-870
K) polarized Raman spectroscopic investigation on fully dense single crystalline SnSe.
The results revealed that the anharmonicity is driven by soft optical modes in the
b-c plane. The temperature dependencies of the frequencies and linewidths of these
modes were analyzed within the framework of an extended Klemens model consid-
ering quasiharmonic volume expansion contribution, three-phonon and four-phonon
decay processes. For phonon modes corresponding to lattice vibrations in the b-c plane
(B3g and A
2
g modes), the three phonon process was found to be the dominant decay
process. These modes exhibited strong broadening in the high-temperature region,
indicating ultrashort phonon lifetimes and high scattering rates. We also calculated
the anharmonic coefficients αR and αC from the Raman study and heat capacity data,
respectively. Notably we found them to be in excellent agreement with each other.
In situ Raman spectroscopy was used to investigate charge/discharge mecha-
nism and sulfur speciation in SPAN, which had not yet been performed on lithium
sulfur batteries (LSBs) to the best of my knowledge. From the irreversible Raman in-
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tensities of the S-S and C-S peaks observed during the first discharge cycle, I inferred
cleavages of the S-S and C-S bonds, resulting in the formation of radicals in SPAN
with negative S sites and forming C-S-S-Li and C-S-Li through Li+ ions transfer.
Upon recharging to 3.0 V, the intensities of the peaks corresponding to S-S and C-S
bonds did not restore to their initial intensities indicating that part of the cleavages
are irrevocable. This results in the irreversible capacity loss observed in the first cy-
cle, and the Li+ ions left behind in the cathode after the first charge are most likely
to form the SEI layer. Unlike cathodes containing elemental sulfur reported in the
literature, the radicals in SPAN react reversibly with Li+ ions instead of forming poly-
sulfide intermediates and Li2S/Li2S2 discharge products. The reversible Raman peak
intensities of the electrolyte in LSBs allowed me to monitor Li+ ion concentration
and diffusion in the diffusion layer near the surface of SPAN-graphene foam cathode.
The electrochemical properties of the prepared LSB coin cells were studied in detail
as well. Owing to the lightweight and porous 3D structure of graphene foam, the
SPAN-GF based LSBs exhibited rate capacities of 900-1000 mAh/g at 0.1C over a
large range of sulfur loadings (1.1 mg cm−2-10.6 mg cm−2). An areal capacity of 17.1
mAh cm−2 was achieved with a sulfur loading of 19.7 mg cm−2. The LSBs prepared
in this study delivered simultaneously a gravimetric energy density of ∼366 Wh Kg−1
and a power density of ∼580 W Kg−1 at the electrode level.
7.2 Recommendations for Further Research
Gewirth’s group reported an in situ Raman study of LSBs with cathode con-
taining elemental sulfur and 1 M lithium bis(trifluoromethane sulfonyl)imide (LiTFSI)
in a 1:1 (v/v) solution of tetraethylene glycol dimethyl ether (TEGDME) and 1,3-
dioxolane (DIOX) as the electrolyte [132]. New peaks located at 217, 234, 518, 534,
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and 1066 cm−1 appeared during charge/discharge, which were assigned to polysulfides
associated with S-S bending and stretching vibrations. It is known that the vibrational
frequencies of different polysulfides are solvent dependent [138]. Thus our conclusion,
that no lithium polysulfide Raman peaks were observed in this study even after 50
cycles, is based on two criteria: i) no Raman peaks were observed in this study in the
neighborhood of polysulfide peak frequencies reported in [132], and ii) though poly-
sulfides Raman peaks are solvent dependent and the solvent used in this study (1 M
LiTFSI in EC0.5DME0.25DOL0.25) is different from that used in [132], we expect the
polysulfide peaks to be present in the same neighborhood as reported in Ref. [132].
The latter criterion will be confirmed through molecular dynamic simulations which
are being conducted by our USC collaborator Dr. Ming Hu.
The LSBs in this study delivered a gravimetric energy density of ∼400 Wh
Kg−1 (Equation 6.1) at the electrode level. As shown in Figure 6.18b, the areal capac-
ities are primarily dependent on the sulfur loadings regardless of the sulfur content
in the LSBs. In the published works cited in Figure 6.18b, the sulfur content (elec-
trode level) is in the range of ∼50-70%, whereas the SPAN-GF cathodes in this study
contain only 22% sulfur. Hence the gravimetric energy density of the LSBs can be
further improved by decreasing the electrode weight while keeping the sulfur loadings
per unit area constant, i.e. by reducing the inactive material content of the electrode.
This can be realized by increasing sulfur content in SPAN through i) increasing the
initial mass ratio of elemental sulfur and PAN (>3:1) or ii) decreasing the synthe-
sis temperature (<450 °C). Another way to reduce the inactive material content of
the electrode is to increase the ratio of SPAN:CMC:carbon black (>70:15:15) in the
slurry.
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Appendix A Cyclic Voltammetry for GF1, GF2
and Al-1 at Different Scan Rate
Figure A.1: Cyclic voltammograms for GF1, GF2, and Al-1 normalized by the weight
of sulfur (a-c) and the weight of the electrode (d-f)
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Appendix B Sulfur Loadings of the LSBs Prepared
in This Work
Table B.1: Sulfur loadings of the LSBs prepared in this work.
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