Abstract. We give explicit descriptions of all path connected components and isolated points of both spaces of composition operators and nonzero weighted composition operators acting from a Fock space F p (C n ) to another one F q (C n ).
Introduction
Composition operators C ϕ and weighted composition operators W ψ,ϕ have been intensively investigated on various Banach spaces of holomorphic functions on the unit disc or the unit ball during the past several decades in different directions. One of the recent main problems in the study of such operators is to characterize the (path) connected components and isolated points of the space of these operators endowed with the operator norm topology. There is a huge literature in this topic: [1, 3, 7, 14, 15] on Hardy spaces, [11] on Dirichlet spaces, [8, 12, 13, 19] on the space H ∞ of all bounded holomorphic functions, [2] on weighted Banach spaces with sup-norm, etc. On many spaces, this question is difficult and not yet solved completely.
Recently, much progress was made in the study of (weighted) composition operators on Fock spaces (see, for instance, [4, 5, 10, 16, 20] ). One of the main differences between operators C ϕ and W ψ,ϕ on Fock spaces and those on the above-mentioned spaces of holomorphic functions on the unit disc or the unit ball is the lack of bounded holomorphic functions in the Fock space setting. In fact, entire functions ϕ that induce bounded operators C ϕ and W ψ,ϕ are quite restrictive, in details, they are only affine functions. Thanks to this, some difficult problems were completely solved on Fock spaces. In particular, concerning the topological structure, the path connected components and isolated points of the space of composition operators on the Hilbert Fock space in several variables were characterized in [6] . Later, in [17] the authors obtained complete descriptions of the path connected components and isolated points of not only the space of composition operators but also the space of nonzero weighted composition operators between different general Fock spaces in one variable.
The aim of this paper is to develop the study related to the topological structure in [17] for the case of several variables. Roughly speaking, our main result is to give complete answers to all important questions of the topological structure problem for both spaces of composition operators and nonzero weighted composition operators in the Fock space context. It should be noted that the techniques used in [6] for Hilbert Fock spaces cannot be applied to this paper for general ones. Also the techniques in several variables are much more complicated than in one variable.
The paper is organized as follows. In Section 2 we recall some preliminaries results on general Fock spaces F p (C n ) and (weighted) composition operators between different Fock spaces. Section 3 is devoted to the space C(F p (C n ), F q (C n )) of composition operators acting from a Fock space F p (C n ) to another one F q (C n ). We prove that if 0 < q < p < ∞ then the space C(F p (C n ), F q (C n )) is path connected (Theorem 3.2). In the case 0 < p ≤ q < ∞, we completely determine the (path) connected components and isolated points in C(F p (C n ), F q (C n )) (Theorem 3.9). The study of the space C w (F p (C n ), F q (C n )) of nonzero weighted composition operators acting from a Fock space F p (C n ) to another one F q (C n ) is more complicated and carried out in Section 4. In Theorem 4.3, we show that the space C w (F p (C n ), F q (C n )) is also path connected when 0 < q < p < ∞, while all (path) connected components of C w (F p (C n ), F q (C n )) when 0 < p ≤ q < ∞ are characterized in Theorem 4.6.
It should be noted that the key technique in this paper is to study composition operators C ϕ and weighted composition operators W ψ,ϕ via the operators C ϕ and W ψ, ϕ which are induced by the so-called normalizations ϕ of ϕ and ( ψ, ϕ) of (ψ, ϕ), respectively.
Preliminaries
Recall that for a number p ∈ (0, ∞), the Fock space F p (C n ) consists of all entire functions f on C n for which
2 dA(z)
where dA is the Lebesgue measure on C n . It is well known that F p (C n ) with 1 ≤ p < ∞ is a Banach space, while for 0 < p < 1, F p (C n ) is a complete metric space with the distance d(f, g) = f − g p n,p . For each w ∈ C n , we define the functions where z, w = z 1 w 1 + · · · + z n w n and |w| 2 = w, w . Then k w n,p = 1 for all w ∈ C n and 0 < p < ∞, and k w converges to 0 in the space O(C n ) as |w| → ∞, where O(C n ) is the space of all entire functions on C n with the usual compact open topology. We give some notations and auxiliary results which will be used throughout the paper.
For each point z = (z 1 , ..., z n ) ∈ C n and 0 ≤ s ≤ n, we define
by convention that |z [0] | = 0 and |z
and, briefly, write z = (z i , z ′ i ). For an n × n diagonal matrix A and 0 < s < n, we denote by A [s] the principal submatrix of A with diagonal entries a ii , i = 1, ..., s, and by A ′ [s] the principal submatrix of A with diagonal entries a ii , i = s + 1, ..., n.
The following lemmas can be found in [18, Section 2] .
. For each 0 < s < n the following statements are true:
Lemma 2.2. Let p ∈ (0, ∞) and 1 ≤ i ≤ n be given. Then for each function f ∈ F p (C n ) and z ∈ C n , the following inequalities hold:
f n,p . (ii) For every point z
This and Lemma 2.1 imply the desired inequality.
and the inclusion is continuous. Moreover,
Let ψ : C n → C be a nonzero entire function and ϕ : C n → C n a holomorphic mapping. The weighted composition operator W ψ,ϕ induced by ψ and ϕ is defined as follows
When the function ψ is identically 1, the operator W ψ,ϕ reduces to the composition operator C ϕ . As in [10, 17] , we define the following quantities
, z ∈ C n , and m(ψ, ϕ) = sup
In [18, Section 3] it was shown that bounded weighted composition operators from a Fock space F p (C n ) to another one F q (C n ) can be induced only by nonzero entire functions ψ ∈ F q (C n ) and such mappings ϕ(z) = Az +b with some n×n matrix A, A ≤ 1 and n×1 vector b. In particular, the boundedness and compactness of composition operators
were characterized in terms of the matrix A. These characterizations will be used in the sequel and for the reader's convenience we state them in the following theorems. The proofs can be founded in [18, Corollaries 3.11 and 3.14].
Theorem 2.4. Let 0 < p ≤ q < ∞ and ϕ : C n → C n a holomorphic mapping. The following statements are true.
(a) The operator C ϕ :
is bounded if and only if ϕ(z) = Az + b, where A is an n × n matrix and b is an n × 1 vector such that A ≤ 1 and Aζ, b = 0 for every ζ in C n with |Aζ| = |ζ|.
is compact if and only if ϕ(z) = Az + b, where A is an n × n matrix and b is an n × 1 vector such that A < 1.
Theorem 2.5. Let 0 < q < p < ∞ and ϕ : C n → C n a holomorphic mapping. The following conditions are equivalent:
where A is an n × n matrix with A < 1 and b is an n × 1 vector.
The criteria for the boundedness and compactness of weighted composition operators W ψ,ϕ :
were obtained in terms of the so-called normalization ( ψ, ϕ) of (ψ, ϕ) (see [18, Theorems 3.8, 3.9 and 3.12] ). The normalization ( ψ, ϕ) also plays an important role in the current paper. We recall this notation based on the following singular value decomposition of the matrix A (see also [9 Let W q be the set of all pairs (ψ, ϕ) consisting of a nonzero entire function ψ in F q (C n ) and a mapping ϕ(z) = Az + b with an n × n matrix A satisfying A ≤ 1 and an n × 1 vector b.
We denote by V q,s the subset of W q consisting of all pairs (ψ, ϕ) in W q with ϕ(z) = Az+b, where A is a diagonal matrix (a ij ) of rankA = s > 0 and 1 ≥ a 11 ≥ a 22 ≥ ... ≥ a ss ≥ a s+1,s+1 = ... = a nn = 0.
Note that for each (ψ, ϕ) in V q,s and f ∈ O(C n ), we have
In view of this, the boundedness and compactness of weighted composition operators W ψ,ϕ induced by a pair (ψ, ϕ) in V q,s , are characterized by the following quantities:
Thus, for each z
is bounded on C j , and hence,
n . From this the conclusions follow.
Next, for simplicity, if ϕ(z) ≡ b, then we write C b instead of C ϕ ; and in the case ϕ(z) = Az with an n × n matrix A, we denote the composition operator C ϕ by C A . Obviously, if U is a unitary matrix, then C U is invertible on every Fock space
. From this and the definition of ( ψ, ϕ) and [18, Proposition 3.4] it follows that
The space of composition operators
In this section we study path connected components in the space
under the operator norm topology. For two operators C ϕ and
if C ϕ and C φ belong to the same path connected component of the space
). Firstly we investigate the set of all compact composition operators from
. By Theorems 2.4 and 2.5, we get
Proof. We divide the proof into three steps.
Step 1. We show that if the operator C ϕ :
where A is an n × n matrix with A < 1 and b is an n × 1 vector. If A = 0, then the assertion is trivial. Suppose that 0 < A < 1 and rankA = s. For each t ∈ [0, 1], put ϕ t (z) = ϕ(tz) = tAz+b, z ∈ C n . By Theorems 2.4 and 2.5, all operators C ϕt with t ∈ [0, 1] are compact from
We now prove that the map
Let ϕ(z) = Az + b be the normalization of ϕ, where the singular value decomposition of A is V AU and
with f n,p ≤ 1, using (2.1) and Lemma 2.2(ii), for some number τ in between t 0 and t and some constant C > 0 satisfying
we have
This implies that lim
Step 2. We prove that for every α, β ∈ C n , the operators
and f ∈ F p (C n ) with f n,p ≤ 1, using Lemma 2.2(ii), for some number τ in between t 0 and t, we have
.
From this it follows that
Therefore, lim
Step 3. Let C ϕ and C φ be two compact composition operators from
. From this the assertion follows.
From Theorem 2.5 and Proposition 3.1 we immediately get the following result.
Now we study the case when 0 < p ≤ q < ∞. Let denote by E n the set of all n × n matrices whose norm is not greater than 1. We say that two matrices A and D in E n are equivalent and, briefly, write A ∼ D if Aξ = Dξ for all ξ ∈ C n with |Aξ| = |ξ| or |Dξ| = |ξ|. Obviously, the relation A ∼ D is an equivalence relation on E n . Let [E n ] be the set of all equivalence classes induced by this relation A ∼ D.
We can verify that [0] = {A ∈ E n : A < 1}. Indeed, if A < 1, then |Aξ| < |ξ| for all nonzero vectors ξ ∈ C n , hence A is equivalent to the zero matrix. Otherwise, if A = 1, then there is a nonzero vector ξ ∈ C n such that |Aξ| = |ξ|, but obviously, Aξ = 0ξ, i.e., A ∼ 0. From this and Theorem 2.5 and Proposition 3.1, it follows that C(n, p, q,
In view of this, we will show that this statement is also true for all sets C(n, p, q, 
where I j is the j × j unit matrix and G is an (n − j) × (n − j) matrix with G < 1.
Proof. Fix an arbitrary matrix A 0 ∈ [A] and suppose that the singular 
for every ξ ∈ C n satisfying |Aξ| = |ξ| or |A 0 ξ| = |ξ|. 
where G is some (n − j) × (n − j) matrix and G < 1. Let G = V 1 GU 1 be the singular value decomposition of G and put
We have
From this it follows that G = G 0 , which means that ( V V 0 , U 0 U ) is the other pair of unitary factors of the singular value decomposition
2 )U where, for each 1 ≤ i ≤ d, n i is the multiplicity of the distinct positive singular value σ i of A 0 and σ 1 > σ 2 > ... > σ d and rankA 0 = s. In this case σ 1 = 1 and n 1 = j.
Proof. Since A ∼ D, there exists a point ξ ∈ C n such that Aξ = Dξ and |Aξ| = |ξ| or |Dξ| = |ξ|. Without loss of generality, assume that |Aξ| = |ξ|.
For all z, w ∈ C n , by Lemma 2.2(i) and k w n,p = 1, we have
or, respectively,
, for all z ∈ C n . Thus
, ∀z ∈ C n .
On the other hand, since |Aξ| = |ξ|, by Theorem 2.4(a), Aξ, b = 0. Hence, for all λ ∈ C,
since Aξ = Dξ. Consequently, with z = λξ, λ ∈ C, we have
as |λ| → +∞.
From this the desired inequality follows.
Then the operators C ϕ and C A belong to the same path connected component of C(
Proof. For each t ∈ [0, 1], put ϕ t (z) = Az + tb, z ∈ C n . Then, by Theorem 2.4, all operators C ϕt , t ∈ [0, 1], are bounded from F p (C n ) to F q (C n ) and C ϕ 1 = C ϕ and C ϕ 0 = C A . Thus, we need to show that the map
Put rankA = s and j = max{i : a ii = 1}. Then, by Lemma 2.7,
for some numbers C > 0 and τ in between t 0 and t. For every i = j + 1, ..., n and z of z i in F p (C), and hence, in F q (C), we have
for all z i ∈ C. Hence, by Lemmas 2.1 and 2.3, for every i = j + 1, ..., n,
From this it follows that for every f ∈ F p (C n ) with f n,p ≤ 1 we get
, which completes the proof. 
Proof. Put ϕ t (z) = (1 − t)Az + tDz for each t ∈ [0, 1]. Then C ϕ 0 = C A and C ϕ 1 = C D , and by Theorem 2.4, the operators C ϕt are bounded from
We show that the map
is continuous. Let G = V 1 GU 1 be the singular value decomposition of G and put
Then V and U are n × n unitary matrices and put
Then for each t ∈ [0, 1], ϕ t (z) = (1 − t) Az + t Dz and by (2.3),
with f n,p ≤ 1, we get that for some C > 0 and τ in between t 0 and t,
Similarly to the proof of Proposition 3.6, for every i = j + 1, ..., n, we have
, for all z ∈ C n , and hence, by Lemmas 2.1 and 2.3,
From this it follows that for every f ∈ F p (C n ) with f n,p ≤ 1, we get
, which completes the proof.
From these auxiliary results we can get necessary and sufficient conditions under which two composition operators belong to the same path connected component in the space
Theorem 3.8. Let 0 < p ≤ q < ∞ be given. Suppose that C ϕ and C φ are two composition operators in C(F p (C n ), F q (C n )) induced by ϕ(z) = Az + b and φ(z) = Dz + e. Then C ϕ and C φ are in the same path connected component of C(
). This means that there is a continuous path in C(F p (C n ), F q (C n )) connecting C ϕ and C φ . Then we can find a finite sequence of composition operators (
for all i = 1, 2, ..., m − 1. From this and Proposition 3.5, it follows that
If one of two matrices A and D has norm less than 1, then so does the other. Hence, C ϕ and C φ are compact. From this and Proposition 3.1 the assertion follows. Now consider the case A = D = 1. Then, by Lemma 3.3, there exist n × n unitary matrices U and V such that
where G and G 1 are (n − j) × (n − j) matrices with G < 1 and
Moreover, by Proposition 3.6, we get that
. Following these statements we can complete the proof.
Finally, we get the following complete description of (path) connected components in the space C(
) has the following (path) connected components:
In particular, if A is a unitary matrix, then C A is an isolated point of
Proof. Obviously, all sets C(n, p, q,
Moreover, by Proposition 3.5, these sets C(n, p, q,
. On the other hand, by Theorem 3.8, two arbitrary composition operators in C(n, p, q, [A]) belong to the same path connected component of C(
is a path connected component and, simultaneously, a connected component of the space
A is a unitary matrix in M n , then [A] = {A}, and hence, the set C(n, p, q, [A]) contains only the operator C A . That is,
Remark 3.10. In the case p = q = 2, our Theorem 3.9 clarifies the corresponding main results in [6] and gives an explicit description of all path connected components and isolated points in the space
The space of nonzero weighted composition operators
In this section we explicitly describe path connected components of the space C w (F p (C n ), F q (C n )) of all nonzero weighted composition operators acting from F p (C n ) to F q (C n ) under the operator norm topology. For two operators W ψ,ϕ and
. For p, q ∈ (0, ∞) and ϕ(z) = Az + b with A ∈ E n we denote by F (n, p, q, ϕ) the set of all nonzero functions ψ ∈ F q (C n ) such that the operator W ψ,ϕ :
Similarly to [17, Lemma 4.8] , we have the following lemma.
Lemma 4.1. Let p, q ∈ (0, ∞), ϕ(z) = Az + b with A ≤ 1 and ψ, χ ∈ F (n, p, q, ϕ). Then W ψ,ϕ and W χ,ϕ belong to the same path connected component of
Proof. We can easily show that there exists a complex valued continuous function α(t) on [0, 1] such that α(0) = 0, α(1) = 1 and u t = (1 − α(t))ψ 1 + α(t)ψ 2 are all nonzero functions in F (n, p, q, ϕ).
Then, the operators W ψ,ϕ and W χ,ϕ are in the same path connected component of C w (F p (C n ), F q (C n )) via the continuous path W ut,ϕ .
As in Section 3, we firstly study the following subset
Proof. Let W ψ,ϕ and W χ,φ be two weighted composition operators in
. Then, by Theorems 2.4 and 2.5, W 1,ϕ = C ϕ and
. On the other hand, by Lemma 4.1, we can see that W ψ,ϕ ∼ C ϕ and
) via the paths of such type W ut,ϕ , and respectively,
. From these the desired assertion follows. Now for the case 0 < q < p < ∞, from Proposition 4.2 we get the following result.
Proof. In view of Proposition 4.2, it is enough to prove that
. Now suppose that rankA = s > 0. It suffices to show that A < 1. By contradiction assume that A = 1. Then by Lemma 2.7, for the normalization ( ψ, ϕ) of (ψ, ϕ), we have
where j = max{i : a ii = 1} and ψ * is a nonzero entire function of z
This shows that ℓ z [s] ( ψ, ϕ) does not depend on z [j] , and hence, it cannot belong to L pq p−q (C s , dA). On the other hand, by [18, Theorem 3.12] 
. This contradiction completes the proof.
Next we focus on the case when 0 < p ≤ q < ∞ which is more complicated. We have the following result for the set
Proof. Take an arbitrary sequence of weighted composition operators (
It is enough to prove that A < 1. By contradiction assume that A = 1.
Let ( ψ, ϕ) be the normalization of (ψ, ϕ) with respect to the singular value decomposition A = V AU. Then by (2.3),
We also put
Then, for each i ∈ N, similarly to (2.3) we have
From this, all operators
On the other hand, since A = 1, by Lemma 2.7,
), where j = max{i : a ii = 1} and ψ * is a nonzero entire function of z
We divide into two cases of ψ * . Case 1. Suppose that ψ * (0
′
[j] ) = 0. Then, for each i ∈ N and z ∈ C n , by Lemma 2.2(i), we have
In particular, for z = λξ with ξ = (1 [j] , 0
) and λ ∈ C, the last inequality means that
On the other hand, it is easy to see that | Aξ| = |ξ| and |V
for all i ∈ N. This means that the sequence W ψ i ,ϕ i cannot converge to W ψ,ϕ in the space
, and
where
Then, all operators W ψ i,1,0 ,ϕ i,1,0 , i ∈ N, and W ψ 0 , ϕ 0 belong to the space
. Indeed, we give the proof for W ψ 0 , ϕ 0 (similarly for W ψ i,1,0 ,ϕ i,1,0 ). For each f ∈ F p (C n ) we have
W ψ, ϕ f n,q for every f ∈ F p (C n ). Repeating this argument for W ψ 0 , ϕ 0 − W ψ i,1,0 ,ϕ i,1,0 , we can get
Moreover, applying Case 1 to the norm
, which is a contradiction.
Now we fix a nonzero equivalence class [A]
∈ [E n ]. Let j ∈ N and a pair of n × n unitary matrices (V, U) be defined as in Lemma 3.3. We say that two vectors b 1 and b 2 in C n are equivalent by the class [A], briefly, write
. Note that this is an equivalence relation on C n and its definition does not depend on the choice of the pair of unitary matrics (V, U) in Lemma 3.3. Indeed, suppose that ( V , U ) is another pair of unitary matrices in Lemma 3.3. Then, (V, U) and ( V , U) are related by (3.3) in Remark 3.4.
From this, it is easy to see that for every vector
where, recall that (V 0 , U 0 ) are defined in (3.2) and for each 1 ≤ i ≤ d, H i is an n i ×n i unitary matrix, and W 1 , W 2 are (n−s)×(n−s) unitary matrices in (3.3) with n 1 = j. Hence, by (3.3),
This relation and the unitary property of H 1 imply that
We denote by [ 
Then, by Propositions 4.2 and 4.4, the set
is path connected and closed in C w (F p (C n ), F q (C n )). In view of this, we will prove that this statement is also valid for all sets W([A], [b]). Then we can get a complete description of all (path) connected components of the space 
where G is an (n − j) × (n − j) matrix and G < 1. We put
Similarly to (2.2) and (2.3), we have m(ψ 1 , ϕ 1 ) = m(ψ, ϕ) < ∞ and
Then applying the argument of Lemma 2.7 to the pair (ψ 1 , ϕ 1 ), we get ψ 1 (z) = e
) with some nonzero entire function ψ 1, * of z
Then, for each f ∈ F p (C n ) and z ∈ C n , we have
We can check that
is, in fact, an invertible bounded weighted composition operator on each space F p (C n ) with Step 2. We show that the set W( matrix with G i < 1. Consider the sequence (W ψ i,1, * ,ϕ i,1, * ) i . For every i ∈ N, obviously, W ψ i,1, * ,ϕ i,1, * ∈ C w (F p (C n ), F q (C n )), and we have
W ψ i ,ϕ i − W χ,φ → 0, as i → ∞.
hence W ψ i,1, * ,ϕ i,2, * f n−j,q = W ψ i,1, * ,ϕ i,1, * f n−j,q = W ψ i,1, * ,ϕ i,1, * f n,q . Then, W ψ i,1, * ,ϕ i,2, * = sup{ W ψ i,1, * ,ϕ i,2, * f n−j,q : f ∈ F p (C n−j ), f n−j,p ≤ 1} = sup{ W ψ i,1, * ,ϕ i,1, * f n,q : f ∈ F p (C n−j ), f n,p ≤ 1} ≤ sup{ W ψ i,1, * ,ϕ i,1, * f n,q : f ∈ F p (C n ), f n,p ≤ 1} = W ψ i,1, * ,ϕ i,1, * .
Repeating this argument for W ψ i,1, * ,ϕ i,2, * − W χ 1, * ,φ 2, * , we get that W ψ i,1, * ,ϕ i,2, * − W χ 1, * ,φ 2, * ≤ W ψ i,1, * ,ϕ i,1, * − W χ 1, * ,φ 1, * for all i ∈ N. It implies that the sequence (W ψ i,1, * ,ϕ i,2, * ) i converges to W χ 1, * ,φ 2, * in C w (F p (C n−j ), F q (C n−j )). On the other hand, since G i < 1, all operators W ψ i,1, * ,ϕ i,2, * belong to the set C w,0 (F p (C n−j ), F q (C n−j )), which, by Proposition 4.4, is closed in C w (F p (C n−j ), F q (C n−j )). Therefore, W χ 1, * ,φ 2, * also belongs to the set C w,0 (F p (C n−j ), F q (C n−j )), and hence, D 22 < 1. Thus, we have Step 3. We prove that the set W( with e 1 = V * e and D 1 = I j 0 0 H , where H is an (n − j) × (n − j) matrix with H < 1. From this and Theorem 2.4, the operators C ϕ 1, * and C φ 1, * are bounded from F p (C n ) to F q (C n ). Then, by Lemma 4.1, W ψ 1, * ,ϕ 1, * ∼ C ϕ 1, * and W χ 1, * ,φ 1, * ∼ C φ 1, * in C w (F p (C n ), F q (C n )).
