In this paper, we present a review of methods for design under uncertainty. Specifically, we examine Reliability-Based Design, Robust Design, and Risk-Informed 
INTRODUCTION
An often voiced criticism of utility theory is that the processes of eliciting and applying a designer's preferences are too arduous to be practical for real engineering scenarios [1] . As a result, designers may instead utilize a different method for design under uncertainty such as Reliability Based Design (RBD), Robust Design (RD), or Risk-Informed Design (RID). Other methods include those related to Risk-Based Design (see [2] for a review) and selection methods (see [3] for a review), among others. These design methods can reduce the effort required to elicit the designer's true preference by imposing certain preference models.
These preference models, like all models, are abstractions of reality that introduce approximations resulting in error. Accordingly, they only produce meaningful results if that error is sufficiently small. As such, the value of the design method in a particular design scenario is determined by the degree of error between the true preferences and the preferences expressed in the model, as well as the designer's willingness to accept this error.
In this paper, we investigate the value of such design methods by examining the preference models from the common perspective of utility theory. Specifically, the preference models of the methods of RBD, RD, and RID are examined in this work. Also, we investigate the circumstances in which the limitations imposed by the preference models may be valuable.
BACKGROUND
Design decisions are often made under significant uncertainty, especially early in the design process. This uncertainty can come from various sources: how a product will sell in the marketplace, the cost of manufacturing, performance levels of the product in different scenarios, or many others. A result of the uncertainty is that several different outcomes for any given decision may be possible, which gives rise to risk in the design process. Risk is a concept that reflects the possible variation in a measure of effectiveness due to uncertainty, and is defined as the product of the probability of occurrence and consequences of the outcomes. 1 An axiomatic foundation for making design decisions under uncertainty is provided by utility theory, which states that the Decision Maker (DM) should select the alternative with the largest expected utility [4] . The axiomatic foundation of utility theory was first developed by von Neumann and Morgenstern [6] (vN-M), others have developed slightly differing sets of axioms that lead to similar conclusions [7] [8] [9] [10] . In Figure 1 , we review the original axioms as set out by vN-M. NOTE: ሺ‫,ݑ‬ ‫,ݒ‬ ‫ݓ‬ሻ are outcomes. ሺߙ, ߚሻ are probabilities. ‫ݑ‬ ≻ ‫ݒ‬ indicates that outcome ‫ݑ‬ is preferred over outcome ‫.ݒ‬ ‫ݒ~ݑ‬ indicates that outcome ‫ݑ‬ and ‫ݒ‬ are equally preferred.
The first axiom states that the DM has preferences over all possible outcomes, and that the DM is capable of expressing these preferences. The second axiom states that preferences should be consistent and transitive. The remaining axioms concern the consideration of vN-M lotteries (see Figure 2) . In a vN-M lottery, the DM has the option to enter into a lottery (or lotteries) with uncertain outcomes A ଵ , … , A ୬ , each with a corresponding probability of occurrence p ଵ , … , p ୬ . The third axiom states that preferences should be continuous over a 1 It is important to note that two conflicting definitions of risk exist within the design community. In the classical definition, both negative and positive effects of variability are considered [4] , whereas the second definition only considers the negative effects of variability [5] with the positive effects being credited as a separate windfall. In this paper, we use the second risk definition, as it is the one more commonly used in practice.
region: any lottery with two outcomes as possibilities can be reduced to an equivalent certain outcome. The fourth axiom states that preferences should be convex: if something is preferable, then a larger chance of receiving it should always be preferred to a smaller chance. The fifth axiom states that compound lotteries, or lotteries with a lottery as an outcome, can be reduced to a single lottery.
The axioms impose simple limitations on the definition of utilities and establish the rationality of the DM, protecting him or her from a sure loss. However, the axioms do not impose any preference models on the DM. Rather, it is recognized that decision making is a subjective process and the axioms allows for any set of preferences to be modeled so long as they are rational; i.e. they cannot account for a DM changing his or her mind on a whim. In the remainder of this section, we introduce two common formulations of utility functions that DM's may employ to express their preferences.
Single-Attribute Utility Functions
The simplest formulation for a utility function is the singleattribute case. As shown in Eqns. (1) (2) , utility is modeled in two steps. First, all important parameters are combined into an all-encompassing attribute, and then utility is defined over that attribute. In Eqns. (1) (2) , X is the attribute over which preference is elicited and ܺ are the various parameters which define X through the transformation f. For example, if a new engine was being designed, ܺ could be the projected profitability of an engine with horsepower=ܺ ଵ , weight=ܺ ଶ , cost=ܺ ଷ , etc.
Hazelrigg [4] advocated that designers should adopt an enterprise context, and use the single-attribute formulation with profit being the only direct contribution to utility. He argued that "the goal of design is to make money, and more is better". At large, this formulation appears to provide a meaningful
Complete Ordering
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Multiple Attribute Utility Functions
In contrast to the single-attribute formulation, MultiAttribute Utility Theory (MAUT) as developed by Keeney and Raiffa [11] encourages DMs to elicit preferences over several independent attributes (Eqn. 3),. Then, these individual utilities can be combined into a net utility through the use of a multiattribute utility function, g (Eqn. 4).
There are some requirements which must be met for the MAUT formulation to be used. The attributes should be preferentially independent of each other, meaning that preferences over one attribute do not depend on the value of other attributes. For further discussion about how to determine preferential independence see [12] . Based on the nature of the attributes under consideration, the transformation combining the attributes may take on many different forms: Multiplicative, Multi-linear, Additive, or others. As an example of a scenario where multiple attributes are important, consider the design of the living quarters for a manned base station for Mars: X ଵ could be the volume of the living space, with X ଶ = cost, X ଷ = service life, etc.
With the framework of utility now laid out, in the following sections we will show how the preference models of RBD, RD, and RID can be formulated from the perspective of utility theory.
RELIABILITY-BASED DESIGN
Reliability-Based Design is a method that was developed to help designers manage the risk associated with the possibility of product failure. In RBD, considerations of an alternative's reliability are included as a direct measure of the alternative's effectiveness.
Rao defines reliability as 'the probability of a device performing its function over a specified period of time and under specified operating conditions' [13] . This definition is also consistent with the expectations of consumers, as they expect any product they purchase to perform its function without failure. Mathematically, the reliability of an alternative X can be defined using Eqn. (5) , where g(X) is the limit-state function that is negative when failure occurs.
ܴ݈݁ሺܺሻ = ‫ܾݎ‬ሺ݃ሺܺሻ > 0ሻ
(5)
RBD can be divided into two different formulations: Reliability-Constrained Optimization (RCO) and CostConstrained Optimization (CCO) [13] . The formulations are similar in that design variables can be manipulated to have an impact on overall reliability, as well as on cost or other attributes of importance. The key difference between the two is the manner in which they address reliability. RCO treats reliability as a goal while maximizing or minimizing some secondary objective. CCO treats reliability as the secondary objective, and instead constrains the cost of the alternative. This distinction is important for the next sections where we restructure the preferences from the perspective of utility theory.
Examining RCO from the Perspective of Utility
We will first address the preference structure of RCO, for which the problem statement is shown in Table 1 . In RCO, some objective, f, is maximized subject to the constraint that reliability should greater than some minimum acceptable value, ܴ݈݁ ௧ . The use of various objectives have been demonstrated in the literature. For example, Chandu constrained reliability while minimizing the weight of structural supports [14] , and Enevoldsen used RCO to minimize total lifetime cost under reliability constraints [15] . Methods have been proposed to reduce the computational cost of solving reliability constrained problems, but this is beyond the scope of this paper. The interested reader is referred to [16] [17] .
As illustrated in Figure 3 , the activeness of the reliability constraint depends on the location of the optimum of the objective function. For an objective function ݂2ሺܺሻ with an optimum meeting the constraint, the constraint is inactive and the optimum is maintained. Objective functions such as this are trivial to solve, and therefore we will not address them further in this work. However, for another objective function ݂1ሺܺሻ with an optimum not meeting the constraint, the constraint will be active and the optimum as prescribed by RCO will shift to the constraint.
Preference models defined using Utility Theory are onedimensional, and therefore are not suited to handle the lexicographic nature constraints.
In order to support a constraint like that found in RCO, the objective function must be constructed such that the optimal set of parameters automatically results in a system that satisfies the constraint. In order to further investigate the manner in which RCO (as well as CCO) can be structured within the context of utility, we introduce an objective function in terms of the net profit resulting from a particular design alternative X. In Eqn. (6), ݂ሺܺሻ is a deterministic function defining the gross profit of producing and selling a product that does not fail, ‫ܥ‬ is the cost of failure, and sgnሺ•ሻ is the signum function. Recall from Eqn. (5) that ݃ሺܺሻ is the limit-state function that declares if the product fails. The expected utility of the net profit is calculated by Eqn. (7), which is noted to be a function of the reliability.
Using the single-attribute utility function, the optimal design alternative is that which maximizes the expected utility of the net profit. The designer is free to define the utility function over net profit as described previously, but for simplicity, here we utilize the constant risk aversion utility function as defined by Eqn. (8), where ‫ݒ‬ is the value of the objective, ܴ is a positive risk aversion parameter, and ܷ is the utility.
We concede that such a utility function will not exactly characterize the utility of profit for the entire design space. However, we argue that for a deterministic objective function, the utility function and RCO will have identical characterizations of the location of the optimum for certain parameters. We argue that the value of the methods arises from their ability to predict the location of the true optimum. Therefore, we argue that the inability to characterize areas of the design space that do not contain optima is immaterial for deterministic functions.
However, if the objective functions are not deterministic, the model would need to be accurate in the design space near the optimum as well. As the model's prediction of utility near the optimum becomes less accurate, it may begin to make incorrect predictions about the location optimum.
In the remainder of this section we introduce a case study to describe how RCO (as well as the other design methods) can be configured to predict the optima as defined by the utility of profit.
Case Study-RCO
A designer is sizing a hydraulic cylinder for use in industrial construction equipment. The designer is trying to determine what thickness X (in meters) that the cylinder casing should be to withstand the pressures generated by the system. From previous experience, he knows that the reliability of the system is directly related to X via the function ܴ݈݁ሺܺሻ. He also knows that when failure occurs, his company is liable for ‫ܥ‬ = $3,000, the amount of external damage likely done. He wants to maximize the company's profits ݂ሺܺሻ (in thousands), which are diminished by manufacturing costs as thickness increases. These relationships are shown in Figure 4 .
The designer elicits his risk aversion 2 , and finds it to be accurately modeled with a constant risk aversion coefficient of R=0.75. Based on this information, he optimizes Eq. (7) to determine that the optimal thickness is 2.64 cm as shown in Figure 5 . Alternatively, the designer could have estimated the required reliability constraint for RCO; for a constraint of 99.56% reliability, he would have arrived at the same thickness, as shown in Figure 5 .
Considering Eqns. (7-8), a designer should be able to identify the optimal design alternative so long as he has identified ܴ݈݁ሺܺሻ, ݂ሺܺሻ, ‫ܥ‬ , and his risk aversion coefficient R. Likewise, it should be clear that the designer should be able to identify the optimal design alternative if instead he is able to identify a proper reliability constraint. However, it may be difficult to meaningfully identify the constraint on reliability. The merits of RCO relative to utility and other methods are further examined in the discussion.
Examining CCO from the Perspective of Utility
CCO also contains a constraint, but this formulation instead constrains cost (or some other secondary objective) while maximizing system reliability. Therefore, the objective function requirement is altered slightly, as shown in Table 2 , so that cost is the important requirement on the objective function, instead of reliability. 2 The process of risk aversion elicitation is beyond the scope of this paper.
The interested reader is referred to [11] . Because of the way it is formulated, CCO tends to be better suited for situations in which designers with a fixed budget need to decide which risk mitigating activities would be the most prudent to perform. Mehr and Tumer introduced the RUBIC tool which allocates resources based on these principles [5] . Qiu et al. introduced a similar R-DRAM tool that allocates resources in a collaborative and distributed environment [18] .
Case Study-CCO
If the designer in the previous case study decides to take a CCO perspective, then the designer needs to define the function C(X) (in thousands) relating cost to the choice of design alternative. The reliability function and cost of failure remain the same, and the designer's beliefs are shown graphically in Figure 6 .
Given that the designer prefers to minimize costs in the design of the hydraulic cylinder, we redefine the function ݂ሺܺሻ from Eqn. (7) using Eqn. (9) .
Then, given the designer's previously elicited risk aversion of 0.75, he could optimize Eqn. (7) to find the optimal thickness to be 2.59 cm as shown in Figure 7 . Or, the designer could use the cost constrained formulation and set the arbitrary cost constraint of $684 for which he would have reached the same decision about thickness, as shown in Figure 7 .
Identically to the RCO case study, the designer was able to identify the optimal alternative given only his beliefs about the reliability, cost, failure cost, and risk aversion. Likewise, it should be clear that the designer should be also able to identify the optimal decision alternative if he is able to instead identify a proper cost constraint. Once again however, it is difficult to define this constraint because no clear way is provided to meaningfully identify what the upper bound on cost should be. The merits of CCO relative to utility and other methods are further examined in the discussion. 
ROBUST DESIGN
Robust Design is a method for improving the quality of products and processes by reducing their sensitivity to variations [19] [20] . RD is thus a means for reducing risk by reducing the effects of variability without removing the sources of variability. RD is founded on the philosophy of a Japanese industrial consultant, Genichi Taguchi, who proposed that it is more effective to realize robust, high-quality products through product design than through tight controls on manufacturing processes.
Taguchi's method is based on the Quality Loss Function, which represents Taguchi's philosophy of striving to deliver ontarget products and processes rather than those that barely satisfy a corporate limit or tolerance level. The quality loss, L, is proportional by a loss coefficient, k, to the square of the deviation of performance, y, from a target value, T.
Any deviation from target performance results in a quality loss. This was a departure from common industrial practice in which quality was measured via tolerance ranges. Taguchi's RD approach for parameter design employs designed experiments to evaluate the effect of control factors on nominal response values and sensitivity of responses to variations in uncontrollable noise factors. Product or process designs are selected to maximize the signal to noise ratio, which combines measures of the mean response and the standard deviation. The intent is to minimize performance deviations from target values while simultaneously bringing mean performance on target.
Due to the intellectual and practical appeal of Taguchi's RD philosophy, researchers and practitioners have been actively establishing and improving the methods and techniques needed to implement RD in engineering applications. Many suggestions refer to improvements on statistical and modeling techniques. This area of work falls outside the scope of this paper; see [21] for an overview. Other researchers have concentrated on the formulation of the objective function in RD. Chen et al. and Bras and Mistree formulate a RD problem as a multi-objective decision using the compromise Decision Support Problem [22] [23] . Separate goals of bringing the mean on target and minimizing variation (for each design objective) are included in a goal programming formulation of the objective function. Chen et al. have extended the approach to include alternative formulations of the objective function, such as compromise programming [24] and physical programming [25] .
Examining RD from the Perspective of Utility
Approaches for RD have in common a general form of the objective function as a weighted sum of mean and variance. This general form is shown in Table 3 , where ߤ is the mean of the objective, ߪ ଶ is the variance of the objective, and ߙ is a positive constant; both the mean and variance depend on the vector ܺ. This formulation reflects a preference for lower variance, which is a form of risk aversion. From a utility perspective, it can be shown that this general RD formulation is equivalent to the maximization of expected utility assuming constant absolute risk aversion (See Eqn. 8) and that the objective, ‫ݒ‬ is normally distributed. The closed form expression for the expected utility including these assumptions is given in Eqn. 
The transformation 1 − ݁ ିሺ௫ሻ is a monotonically increasing function and preserves the maximum of h(x) as a result. Therefore, the two objective functions are equivalent for the purpose of finding the maximum. Comparing Eqn. (11) to the general RD optimization formulation as described in Table  3 , the coefficient α can be characterized by the equation,
Because RD formulations are equivalent to assuming constant absolute risk aversion, designers should only use RD formulations when this assumption is appropriate. The assumption of constant absolute risk aversion alone, however, significantly reduces the effort required to elicit a utility function. Three points are needed to fit an exponential utility function, but if the best and worst outcomes are arbitrarily assigned utilities of 1 and 0, respectively, the consideration of a single vN-M lottery is sufficient to characterize R.
When multiple objectives are present, the preference model is necessarily more complicated. Many RD researchers [21] [22] [23] [24] [25] have included tradeoffs between means and variances of multiple objectives in RD formulations using weighted sums. In these cases there is little justification for the weights that are used on each factor. Since we have demonstrated that the assumption of constant absolute risk aversion significantly reduces the effort required to elicit conditional utility functions, it seems reasonable to suggest that the more rigorous method of It is important to note that the expectation of the exponential utility function that is equivalent to the general RD formulation assumes a normally distributed objective. This limiting assumption is tied to the use of mean and variance as statistics in robust design formulations. The assumption of constant absolute risk aversion under a utility-based framework does not have this limitation, as the expectation of exponential utility can be computed using sampling procedures for nonnormally distributed objectives. This can be shown through the consideration of the following case study.
Case Study-RD
We revisit the case study of the design of a hydraulic cylinder, with the change that the designer instead decides to make the decision about case thickness using RD principles. Thus, the net profit function fሺXሻ and the reliability function RelሺXሻ (See Figure 4) remain the same as in the RCO case study.
In order to utilize the General Robust Design Optimization formulation from Table 3 , the designer approximates the mean using Eqn. (13) and the variance of the utility of the net profit using Eqn. (14) . The mean and variance of the utility of the net profit are plotted in Figure 8 .
The net profit function ݂ሺܺሻ is identical to the form used for the RCO case study, so the same optimal thickness of 2.64 cm arises for the designer's risk aversion of 0.75. It is also shown that the RD formulation would predict the optimum thickness as 2.64 cm if the coefficient ߙ was set to 0.88 (See Figure 9) . Note that a different optima of 2.55 cm is found if Eqn. (12) is used to define ߙ = R 2 ⁄ = 0.375. This is because the assumption of a normally distributed objective is not valid. Rather, a discrete distribution of two outcomes (Failure or No Failure) is approximated as a normal distribution using Eqns. (13) (14) . This case study has therefore shown that if the underlying assumptions are not reasonable approximations of reality, the use of RD may result in inaccurate predictions of the location of the optimum. As such, it is strongly recommended that RD be reserved for scenarios where the assumption of a normally distributed objective is reasonable.
RISK-INFORMED DESIGN
In this section, we address another method for design under uncertainty that many have termed Risk-Based Design [5, 26] . Here, we adopt the terminology of Risk-Informed Design, recognizing that the risk of a design should not be used as the only basis of a decision [2] . Rather, the risk of an alternative is compared to other objectives in a multi-attribute decision problem to determine the optimal set of parameters. Tradeoffs between risk and other attributes such as cost and technical performance are intuitive for users, making the method quite simple to learn and apply. As such, RID is a prominent method for risk management for NASA projects, according to [2] .
Examining RD from the Perspective of Utility
A simple formulation for RID is shown in Table 4 where X are the system parameters for a particular alternative, and ݂ሺܺሻ is the attribute of concern under risk: cost, performance, environmental impact, etc. RID is built upon the on the idea that the DM is willing to make tradeoffs between the expected value and risk of a design alternative. To that end, RID utilizes the structure of a multi-attribute decision problem. The designer illustrates his or her attitude towards risk by directly describing how important it is relative to the attribute. If α = 1 the designer is risk neutral, for α > 1 the designer shows risk aversion, and 0 < ߙ < 1 indicates that the designer is risk seeking. 
Case Study-RID
We again revisit the case study of the design of a hydraulic cylinder. If the designer instead decides to make the decision about case thickness using RID, he would define the risk as the probability of failure multiplied by the consequences of failure, as shown in Figure 10 .
The gross profit function ݂ሺܺሻ is identical to the form used for the RCO case study, so the same optimal thickness of 2.64 cm arises for the designer's risk aversion of 0.75. It is shown that the RID formulation would also predict the optimum thickness as 2.64 cm if the coefficient α was set to 3.62 (See Figure 11) .
Again, the designer would be able to identify the optimal thickness according to his preferences using either method. However, we assert that the RID method may be difficult to utilize meaningfully in practice due to the lack of a guideline for determining the value for the coefficient α. In the next section, we will further investigate the methods presented thus far.
DISCUSSION
The methods for design under uncertainty examined in this work all include underlying preference models of some sort. In the previous sections, we have identified these preference models mathematically, and shown that these preference models can be replicated in from the perspective of utility theory. In this section, we further compare and contrast the methods based on their costs and merit.
Due to the generic nature of these methods, it is improper to make specific statements about the qualities of any particular method. As such, we will attempt to focus on general qualities of the methods. We concede that the generalizations we describe may not be applicable in all cases. To that end, we strongly advocate that designers carefully consider their particular problem before using any design method.
Preference Expressibility & Suitability
Because utility functions are defined directly from the DM's preferences, he or she can make evaluations using a meaningful basis. On the other hand, each of the methods discussed in this work rely on some arbitrarily chosen coefficient or constraint at some level.
In some instances, these constraints or coefficients can be defined heuristically. For example, a designer with a strict budget may find the process of defining a utility function to be unnecessary if she knows that she will need to use all of the available funds. In such an instance, defining the budget as the cost constraint in CCO may be appropriate. Or, in another instance, building codes may require that a structure have a minimum reliability. In that case, it is expected that RCO would result in a reasonable design. If a quick evaluation of alternatives is required, RID may be appropriate. However, it may not be appropriate to use of RID for detailed design evaluations, as there is not a meaningful way to determine the coefficient ߙ. We have shown that RD can be exactly replicated as constant risk aversion with normally distributed uncertainty. As such, RD is suitable for scenarios where such assumptions are close to reality. This is not likely to be the case if there are discontinuities in the objective function, such as those that would arise from failure.
As discussed above, comparisons between the methods based on the ability to express preference are too situationspecific to be generalized. However, it has been shown in this paper that utility theory is capable of expressing any preference model. Therefore, if expressibility of preference is of primary concern, utility theory may be the most suitable method.
Cost
The amount of resources a method requires will vary significantly based on the particular design scenario. Still, it is likely that utility theory would require the greatest amount of effort; the careful elicitation of preference is a tedious process that requires a solid understanding of the underlying mathematics.
The other methods are likely to have costs that are roughly similar to each other, as they rely on similar inputs from the designer. For example, an essential task for many of the methods is the determination of product reliability. The calculation of reliability can be quite time-intensive, or may require expert knowledge. However, this cost is common between the methods, as each method requires knowledge about the possibility of failure. As such, the cost of computing reliability should not differentiate the methods.
One differentiating aspect is that RBD involves constrained optimization, which can be more complex to solve than unconstrained optimization. In general, this may make RBD more computationally expensive to utilize than the other methods.
Ease of Use
A final attribute of importance in the comparison of these methods is ease with which a designer can elicit his or her preference. It is therefore desirable that the method provide a clear process detailing how to define the coefficients or constraints according to the designer's preferences. If the process of eliciting preference is cumbersome, it is possible that the value of the coefficient or constraint he or she elicits could differ from the value that best reflects his or her true preference. In these cases, or if the process of elicitation is unclear, then it is desirable that the methods be robust against small variations in the values of the coefficients or constraints.
As stated previously, there is no process describing how to elicit a proper value for the coefficient, α, of Robust Design. However, because RD is well-suited only for cases in which a well-behaved objective function exists, it is not expected that small changes in α would result in large changes in the location of the predicted optimum.
Similarly, only vague heuristics exist to aid designers in determining a proper value for the coefficient, α, of RiskInformed Design. However, the relationship between risk and the objective function is linear in nature, therefore it is not expected that small variations in α would result in large shifts in the predicted location of the optimum for RID either.
Reliability-Based Design, on the other hand, uses constraints on either reliability or cost to define that which is acceptable. The constraint on reliability in RCO can be quite difficult to define, as we argue that designers should have preferences over consequences, and not their probability of occurrence. As such, the reliability constraint tends to be set to some arbitrarily declared value rather than on preponderance of a particular design problem. Additionally, reliability tends to be constrained to relatively high levels (ie. >99%). At such levels, the cost required to achieve an additional unit of reliability can be quite large. As a result, even a small change in the value of the required minimum reliability is likely to have a drastic impact on the specification of the predicted optimum design. The same is not necessarily true for CCO, as small changes in the cost constraint tend to result in only small changes to reliability.
CONCLUSIONS
The process of eliciting one's preferences under uncertainty in a consistent, rational manner is difficult. As such, various methods for design under uncertainty have been proposed to simplify this process. In this paper, we have identified the preference structuring of three of these methods. By formulating each method's preference model from the common perspective of utility theory, we have identified the limitations implicitly imposed by each.
We argue that the preferences models are not likely to be exact matches of a designer's true preferences, but that this is acceptable so long as the error between the two is sufficiently small. Only the DM can decide whether or not this is the case, and as such, we strongly advise designers to critically evaluate any such method by examining its value and cost before employing it. To that end, we have conducted a generalized comparison of the methods based on the attributes of expressibility, cost, and ease of use. A more detailed comparison of the methods based on specific design scenarios is needed to make more substantial statements regarding the superiority of any particular method, and this is left for future work.
