Abstract. We show that, for any of the equations indicated in the title, every solution locally holomorphic in x and t admits global meromorphic continuation in x for each t with trivial monodromy at each pole. By way of application, we describe all possible envelops of meromorphy of local holomorphic solutions of the Boussinesq equation. § 1. Introduction and statement of results
§ 1. Introduction and statement of results
Let O(x 0 , t 0 ) be the set of all holomorphic function germs at a point (x 0 , t 0 ) ∈ C 2 . Let us fix some integers n, r ≥ 2. Following the fundamental papers [1] and [2] , we use the term equations of Korteweg-de Vries type to denote evolution equations of the form for n = 3 and r = 2, the same condition is equivalent to the equation w 0 = 2 3 u 1 + γ 0 (t) with an arbitrary germ γ 0 ∈ O(t 0 ), and then the evolution problem (1.1) is reduced (for an arbitrary choice of γ 0 (t)) to the Boussinesq system ( In the general case, all operators of the form P = ∂ , although most of the results remain true for any γ k (t). We follow this tradition as well; i.e., we assume that γ k (t) ≡ γ k = const in (1.4) . In this case, the evolution problem (1.1) is a system of n − 1 partial differential equations of the form (1.5) ∂u j ∂t = F j (u 0 , u 1 , . . . , u n−2 ), j = 0, 1, . . . , n − 2,
where F 0 , F 1 , . . . , F n−2 are some polynomials of the functions u 0 , u 1 , . . . , u n−2 and their x-derivatives. Note that formula (1.4) for P will be used in our paper only once (in the proof of Lemma 3), while the explicit form of system (1.5) equivalent to Eq. (1.1) is not needed altogether except for the special cases (1.2) and (1.3) written out above. Our aim is to study the analytic continuation of locally defined holomorphic solutions of Eq. (1.1), or, equivalently, of system (1.5). Here a solution is understood as the tuple u 0 (x, t), u 1 (x, t), . . . , u n−2 (x, t) of all coefficients of L. The main result is as follows.
Theorem. Let n, r ≥ 2 be integers such that r is not divisible by n. Let u 0 , u 1 , . . . , u n−2 ∈ O(x 0 , t 0 ) be a tuple of germs that, in a neighborhood of a given point (x 0 , t 0 ) ∈ C 2 , satisfies system (1.5) equivalent to Eq. (1.1) for some operator P of the form (1.4) with constant coefficients γ k (t) ≡ γ k = const, k = 0, 1, . . . , r − 2. Then the following claims hold.
(
x has the following trivial monodromy property at all poles of its coefficients: for each λ ∈ C, the ordinary differential equation Lϕ = λϕ has a fundamental solution system meromorphic on the entire plane C 
Thus, the envelope of meromorphy of a local holomorphic solution of the Boussinesq equation always fills the entire plane C 1 in the x-direction and can be completely arbitrary in the t-direction. Similar assertions hold for all germs u 0 , u 1 , . . . , u n−2 in the assumptions of the theorem, but we do not prove this in the present paper. All claims of the corollary are also true for the Korteweg-de Vries equation (1.2) with γ 1 (t) ≡ γ 1 = const and for many other soliton equations. (See Remark 6 at the end of the paper.) However, this result was essentially obtained by a different method in [4] (although it was not stated there explicitly).
The proof of the theorem is given in Section 3 (following some preliminary work in Section 2), and the Corollary is proved in Section 4. Let us close the introduction with some remarks concerning terminology, literature, and known results. Remark 1. Equations of the form (1.1) for general n and r apparently occurred for the first time in Krichever's paper [5] and Gelfand-Dikii's paper [6] [7] , where further bibliographical references can be found). The term scalar Lax equations is used as well. (See Section 2 in [1] or Section 2.1 of the survey [8] .) Of the immense literature related in some or other way to equations of the form (1.1), we only mention the monographs [7] and [9] and the survey papers [10] and [11] , almost completely dedicated to the subject. To the best of the author's knowledge, the problem on analytic continuation of arbitrary holomorphic solutions of equations of Korteweg-de Vries type has not been considered in the literature. Existing results for narrower classes of holomorphic solutions are discussed in the next remark. It is well known (see the original paper [12] or the survey [8] ) that in this case all germs q j and p k extend to be meromorphic functions on C 1 x and that the Cauchy problem for any equation of the form (1.1) satisfying the assumptions of the theorem with the initial condition L = L 0 for t = t 0 has a unique solution L in a neighborhood of the point (x 0 , t 0 ) ∈ C 2 ; moreover, this solution is meromorphic on the entire C 2 , and the identity
Such solutions are also said to be finitegap (or algebraic-geometric). They form one of the best-studied classes of solutions for equations of Korteweg-de Vries type, and there is an immense literature dealing with these solutions, starting from Novikov's paper [13] . The properties mentioned in claims (A), (C), and (E) of our theorem were rigorously proved by Segal (This class, denoted by C (n) in [2] , was further studied in [14] and [15] .) Weikard [16] was apparently the first to state the trivial monodromy property (B) explicitly for finite-gap solutions of general equations of Korteweg-de Vries type; he also established that this property is equivalent to the finite gap property for operators with rational coefficients holomorphic at infinity or with globally meromorphic periodic coefficients that have finite limits as x → ∞ at both ends of the period strip. In this connection, note that the class of local holomorphic solutions dealt with in our theorem is by far not exhausted by finitegap solutions and even by solutions with converging Baker-Akhiezer function. This is already seen from claim (D) of the theorem. Moreover, one can modify an example in [4, Section 9(D)] to show that although the class of generic holomorphic solutions in claim (E) of the theorem contains the above-mentioned special solution classes, it is not exhausted by them as well. § 2. Preparation for the proof of the Theorem All claims of the theorem will be proved by applying the results in [4] to soliton equations of parabolic type obtained from (1.1) by the Drinfel'd-Sokolov reduction [1] . This reduction, which is based on the replacement of an nth-order linear differential equation by a system of n first-order linear equations, was used in [1] to construct and study analogs of equations of Korteweg-de Vries type for arbitrary simple Lie algebras. This section presents some details of the reduction process, which are partly absent in [1] and the other papers cited above. For example, the statement of the following lemma, which represents Eq. (1.1) as a consistency condition for the auxiliary linear system (2.1), is essentially contained in [11, Theorem 5.7] , but the proof given there is not suitable for our aims. Note also that the condition that r is not divisible by n in our theorem is not used in Section 2; its role will be revealed in Section 3(A) (see Remark 4).
Lemma 1. Let n, r ≥ 2, and let operators
Proof. Let germs e 1 , . . . , e n ∈ O(x 0 , t 0 ) form a fundamental solution system of the ordinary differential equation Lψ = λψ for each t close to t 0 . Then the general solution ψ ∈ O(x 0 , t 0 ) of this equation has the form ψ(x, t) = n j=1 c j (t)e j (x, t) with arbitrary germs c j ∈ O(t 0 ). By substituting this expression into the equation ψ t = P ψ, we obtain the condition 
where
T is the column of unknown coefficients and D(t) is a given n × n matrix with entries
3) has a unique solution C(t) with C(t 0 ) = C 0 holomorphic in a neighborhood of t 0 , which is equivalent to the desired assertion.
One can derive the following linear system for the matrix Ψ(
from the auxiliary linear system (2.1):
where all entries of the n × n matrices Λ(λ) and U (x, t) are zero except for
The degrees of these polynomials do not exceed A + 1, and the coefficient of λ A+1 in R(x, t, λ) is the matrix Λ (1) B , where the integers A ≥ 0 and B ∈ {0, 1, . . . , n − 1} are uniquely determined by the equation r = An + B. (Here we have taken into account the fact that Λ(λ) n = λI is a scalar multiple of the n × n identity matrix.) Indeed, the equation Lψ = λψ for the function ψ ∈ O(x 0 , t 0 ) is equivalent to the equation 
and the equation χ t = R(x, t, λ)χ can be obtained in this notation from the relation (χ
for the Korteweg-de Vries equation (1.2) and the form
for the Boussinesq system (1.3). According to Ince [17, Section 5.21] , the following classical statement concerning the decomposition of an nth-order differential operator into a product of n first-order operators is due to Frobenius and Floquet. There often arise various versions of this statement in modern papers on the theory of integrable systems (e.g., see the bibliographical references after formulas (5.55)-(5.58) in [11] or the lemma in the proof of Theorem 5 in [18] ). The proof given below is a modification of the solution of Problem 62 in Part VII of Pólya-Szegö's book [19] . From now on, W (h 1 , . . . , h j ) stands for the Wronskian of  functions h 1 , . . . , h j ; i.e., W (h 1 , . . . , h j 
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Proof. Note that for any germs y 1 , . . . , y j ∈ O(x 0 ) such that W (y 1 , . . . , y j )(x 0 ) = 0 there exists a unique operator of the form
, satisfying the condition Ky 1 = · · · = Ky j = 0. Namely, this operator is given by the formula Ky = W (y 1 , . . . , y j , y)/W (y 1 , . . . , y j ) . (Indeed, the existence follows from this formula, and the uniqueness follows from the fact that the difference of two such operators has order ≤ j−1 and vanishes on j linearly independent functions.) Set 
. . , h n , together with the uniqueness proved above, shows that L n = L.
In the notation of Lemma 1, choose a matrix Ψ 0 (0) = Ψ(x 0 , t 0 , 0) such that all of its principal minors be nonzero. Then for each t close to t 0 we can apply Lemma 2 with T given by the formulas (2.6) 
We obtain a lower triangular invertible n × n matrix M (x, t) (with units on the diagonal) whose all entries are polynomials in the germs v 1 , . . . , v n and their x-derivatives such that the n × n matrix Y (x, t, λ) :
By differentiating formula Y = M Ψ with respect to t and by using the second equation in system (2.4), we conclude that
is a polynomial in λ of the same degree as R(x, t, λ).
At the final stage of the reduction process, we proceed to a basis in which the matrix Λ(λ) is diagonal. To this end, it is convenient to introduce a new spectral parameter z ∈ C \ {0} by the formula λ = z n . The eigenvalues of the matrix Λ(z n ) have the form 
, where Δ(z) := diag (1, z, . . . , z n−1 ) is a diagonal matrix. Hence the matrix q(x, t) :
is independent of z. Since the sum α
n is equal to n for l = 0 and is zero for all other l in the interval −n < l < n, we can readily find the matrix entries (K(1)
In particular, the property v 1 + · · · + v n ≡ 0 implies that q ii (x, t) ≡ 0, i = 1, . . . , n; i.e., the matrix q(x, t) proves to be offdiagonal. System (2.7) can be rewritten in terms of the new unknown n × n matrix E(x, t, z) :
where so far we can only say that the n × n matrix V (x, t, z) :
as a function of z has the form r+n k=−n p k (x, t)z k with some matrices p k (x, t). (For example, negative powers of z could in principle occur in this expression owing to the fact that
. . , n.)
The following crucial lemma due to Drinfel'd and Sokolov says that V (x, t, z) is actually a polynomial of degree r in z with leading coefficient a r and that the other coefficients of this polynomial can be expressed in a canonical way indicated in the lemma via the diagonal matrix a, the offdiagonal germ q ∈ O(x 0 , t 0 ), and the coefficients γ k (t) ≡ γ k ∈ C in the representation (1.4) of the operator P . To state the lemma, let R(x 0 ) be the set of germs of all holomorphic gl(n, C)-valued mappings at an arbitrary point x 0 ∈ C, and let R od (x 0 ) be the subset of all offdiagonal germs κ ∈ R(x 0 ) (i.e., κ ii (x) ≡ 0, i = 1, . . . , n). Recall that a mapping F : R(x 0 ) → R(x 0 ) is called a differential polynomial if for each germ κ ∈ R(x 0 ) every matrix entry of the germ F (κ) is a usual polynomial (the same for all κ) of the matrix entries of κ and their x-derivatives. Next, it is convenient to extend the definition of the sequence γ 0 , γ 1 , . . . , γ r−2 of coefficients in (1.4) by setting γ r−1 := 0 and γ j := 0 for all integer j < 0.
Lemma 3. One has p k (x, t) ≡ 0 for all integer k < 0 and k > r and p
k (x, t) = F r−k (q)(x, t) for k = 0, 1, . . . , r, where F 0 , F 1 , F 2 , .
. . is the unique sequence of differential polynomials with the following properties:
F 0 (κ) ≡ a r , F m (0) ≡ γ r−m a r−m , m = 1, 2, .
. ., and the formal power series
Proof. Note that the existence and uniqueness of a sequence of differential polynomials with these properties are proved in [20 
in this case, where the expressions A, B,and C are independent of λ and can be expressed by the formulas
Part of claim of Lemma 3 (namely, the equations p −2 (x, t) ≡ 0 and p −1 (x, t) ≡ 0) is that in this case A = B = C = 0 for all functions of the form
where ψ 1 (x, t) and ψ 2 (x, t) are any solutions of the system ψ + u 1 ψ + u 0 ψ = 0, ψ t = ψ + w 0 ψ under the condition that the denominators of both fractions occurring in the formulas for v 1 and v 2 are nonzero at the point (x 0 , t 0 ). The reader will possibly agree that a straightforward verification of these identities would be at least cumbersome. § 3. Proof of the Theorem (A) By Lemma 3, the auxiliary linear system (2.8) has the form
where U = az+q and V = r k=0 F r−k (q)z k are polynomials in z with matrix-valued coefficients depending on x and t. If this system has a holomorphic solution E : Ω → GL(n, C) in some domain Ω ⊂ C 2 x,t at least for one z ∈ C, then the offdiagonal matrix function q : Ω → gl(n, C) determining the coefficients of the system satisfies the consistency condition U t − V x + [U, V ] = 0 (obtained by matching the second derivatives E xt = (UE) t and E tx = (V E) x and by cancelling out the invertible matrix E), which, as is well known (e.g., see [20, §",2] ), is independent of z and can be represented in the form
Equations of the form (3.2) are called soliton equations of parabolic type in [21] . (1.4) , we construct (see Section 2) a diagonal matrix D(x, t) with entries in O(x 0 , t 0 ) and a solution E : Ω → GL(n, C) of system (3.1) (for the offdiagonal matrix q(
xt of the point (x 0 , t 0 ) for an arbitrary fixed value z = z 0 ∈ C\{0}. For this construction, by Lemmas 1 and 2, it suffices (in an arbitrary way) to choose a matrix Ψ 0 (0) ∈ GL(n, C) whose all principal minors are nonzero and a matrix Ψ 0 (λ 0 ) ∈ GL(n, C), where λ 0 := z n 0 . Theorem 2(B) in [4] states that the resulting holomorphic offdiagonal solution q : Ω → gl(n, C) of Eq. (3.2) can be analytically continued to a globally meromorphic function x for each t close to t 0 (in particular, for t = t 0 ). Then the same analytic continuation is possible for all entries v 1 (x, t) 
and hence (owing to the expressions for u 0 , . . . , u n−2 in the form of polynomials of v 1 , . . . , v n and their derivatives, obtained by multiplying out in (2.5)) for the coefficients u 0 (x, t), . . . , u n−2 (x, t) of the operator L.
Remark 4. For Theorem 2(B) in [4] to apply, in it required (as is mentioned in [4] in the first sentence of the paragraph containing Eq. (6)) that the spectrum of the matrix b = a r (which is the leading coefficient of the polynomial V (x, t, z) in system (3.1)) be simple, i.e., that its eigenvalues be distinct. Our matrix a = diag(α 1 , . . . , α n ) satisfies this condition if and only if r is not divisible by n. Note that the theorem obviously fails for r divisible by n. (For P one can take an appropriate power of L.) Note also that the key point where the simplicity of the spectrum is used in the papers [4] and [20] is an application (e.g., to Eq. (5.3) in [20] ) of the Sibuya theorem claiming that the formal solutions of singularly perturbed equations belong to certain Gevrey classes.
(B) As was noted in [4, Section 9(B)], in the situation considered the first equation E x = (az + q(x, t))E in system (3.1) has a fundamental solution system globally meromorphic in x for each t close to t 0 (including t = t 0 ) and for each z ∈ C. Since the explanations given there are way too short, it is expedient to describe the proof of this assertion in more detail.
Clearly, it suffices to prove it for t = t 0 . We assume that Eq. (3.2) has a holomorphic offdiagonal solution q : Ω → gl(n, C) in some neighborhood Ω ⊂ C 2 of the point (x 0 , t 0 ). By Theorem 2(A) in [4] , it follows that the germ q 0 (x) := q(x, t 0 ) satisfies the condition Lq 0 ∈ Gev 1/r . Since we always assume that r ≥ 2, so much the more we have Lq 0 ∈ Gev 1−0 . Then the formal power series f (z) := I + Lq 0 (z) and the Riemann problem
satisfy the assumptions of Theorem 3(B) in [4] for m = 1. This theorem in particular says that the invertible matrix function γ + (x, z) (which is easily seen to have the same determinant as e a(x−x 0 )z ) is defined for all x ∈ C except for the zero set of some entire function τ f (x) ≡ 0 and is a globally meromorphic function with denominator τ f (x). However, the first equation in (18) and for all x in a neighborhood of x 0 the ordinary differential equation Lϕ = λϕ has the fundamental solution system Ψ(x, t 0 , λ) = M (x, t 0 ) −1 K(z)E(x, t 0 , z) (see the definition of E(x, t, z) before formula (2.8)), which, by the preceding (and also owing to the fact, mentioned before formula (2.7), that the n × n matrix M (x, t 0 ) is lower-triangular with units on the diagonal and that all of its entries are polynomials of the functions v 1 (x, t 0 ), . . . , v n (x, t 0 ) and their x-derivatives), can be extended to a globally meromorphic invertible matrix function of x. Thus, we have proved the trivial monodromy property of the operator L for all λ ∈ C \ {0}.
The preceding argument fails for λ = 0 (for example, the matrix K(z) becomes noninvertible), but the trivial monodromy property itself remains valid, because it can be obtained from the case already considered by passing to the limit as λ → 0. Indeed, let B be the set of all poles of the coefficients of L. It is discrete and at most countable. If ϕ ∈ O(x 0 ) is any solution of the equation Lϕ = 0 in a neighborhood of a point x 0 ∈ C\B and ϕ(x, λ), 0 < |λ| < 1, is the solution of the equation Lϕ = λϕ with the same initial data at x 0 , then the functions ϕ(x, λ) are globally meromorphic (this has already been proved), uniformly bounded on compact subsets of C \ B (by the Gronwall inequality), and converge to ϕ(x) uniformly in a neighborhood of x 0 as λ → 0 (by the theorem on the continuous dependence of solutions on a parameter). It follows by the compactness principle that the functions converge uniformly on compact subsets of C \ B and hence define an analytic continuation of the germ ϕ(x) to a holomorphic function on C \ B. Since all singular points x s ∈ B of the ordinary differential equation Lϕ = 0 are regular (which can be proved by applying the Fuchs regularity criterion, mentioned at the beginning of the proof of claim (C), to the equation Lϕ = λϕ twice, in one direction for any λ = 0 and in the opposite direction for λ = 0), it follows that the possible singularities of ϕ(x) at the points of B can only be poles. Consequently, ϕ(x) is meromorphic on C, as desired.
(C) This property of poles of the coefficients of the operator L readily follows from the trivial monodromy property (B) (or even from the following weaker property: there exists a λ ∈ C for which all singular points of the equation Lϕ = λϕ are regular) by the classical Fuchs theorem. (See Section 15.3 of Ince's book [17] or the excellent modern exposition in [22, Theorem 4.2] .)
However, one can also derive this property (and obtain some additional information in special cases; e.g., see Remark 6 below) directly (i.e., without explicitly using the Fuchs theorem) from formula (2.5) and the following lemma. Proof. We know from claim (B) that all entries of the matrix Ψ(x, t 0 , 0) extend to be globally meromorphic functions of x. Consequently, the same is true for the Wronskians W j (x), 1 ≤ j ≤ n, defined in the statement of Lemma 2 and hence for the functions . . , u n−2 ∈ O(x 0 ), the construction in Section 2 assigns a holomorphic offdiagonal gl(n, C)-valued function germ q 0 (x) at x 0 . In this construction, we can take an arbitrary matrix A ∈ GL(n, C) whose all principal minors are nonzero for the initial condition in Lemma 1 and an arbitrary ordering of the roots of unity in the matrix a = diag(α 1 , . . . , α n ). We denote the result produced by this construction by q ∈ Gev 1/r holds for some (and hence for any) choice of the parameters A and a. In this condition, the letter L stands for the formal Laplace transform defined in [4] rather than for a solution of Eq. (1.1) .
On the basis of this criterion, we say that an initial condition L 0 is a generic operator if there exist parameters A and a such that Lq A,a 0 ∈ Gev α for some α < 1/r. In this case, Theorem 2(C) in [4] guarantees that all coefficients u 0 , u 1 , . . . , u n−2 ∈ O(x 0 , t 0 ) of the solution L of the above-mentioned Cauchy problem admit analytic continuation to and identically zero functions for the other ϕ k (t). By applying the Cauchy-Kovalevskaya theorem to all points of the disk {(x 0 , t) ∈ C 2 : |t − t 0 | < δ 2 }, by the already proved part of the corollary we obtain a meromorphic solution u(x, t) of Eq. (1.6) in the strip S. Should this solution admit a meromorphic continuation into a neighborhood of some boundary point (x 1 , t 1 ) of the domain S, |t 1 − t 0 | = δ 2 , it would follow from the already proved part of the corollary that this solution admits a meromorphic continuation into a neighborhood of the point (x 0 , t 1 ), and hence the function ϕ 0 (t) = u(x 0 , t) would admit a meromorphic continuation into a neighborhood of t 1 , which contradicts the choice of ϕ 0 .
A completely similar combination of the already proved part of the corollary with the Cauchy-Kovalevskaya theorem shows that the envelope of meromorphy of an arbitrary germ u ∈ O(x 0 , t 0 ) satisfying Eq. (1.6) has the form C The claim in the corollary on the meromorphic continuation of an arbitrary solution from a bidisk into a strip can be obtained for equations (A), (B), and (D) by a straightforward application of Theorem 2(B) in [4] . (The representation of these equations with appropriate a, b, and c in the form (3.2) is well known and can be found, e.g., in (D) and (E) at the end of Section 2 in [20] .) Equation (C) cannot be represented in the form (3.2), but the derivative v := u x of its arbitrary solution u(x, t) holomorphic in the bidisk D satisfies the equation v t = av xxx + 2bvv x of the form (A) and admits meromorphic continuation into the strip S by what was already proved. Furthermore, we readily find from Lemma 4 and formula (2.5) in the present paper that every solution of the Korteweg-de Vries equation (A) (which can always be reduced by scaling along the xand t-axes to the form (1.2) with γ 1 (t) ≡ 0) has only poles of second order with zero residue with respect to x. Thus, the antiderivative of this solution with respect to x is globally meromorphic for each t as well, and hence the original solution of equation (C) is meromorphic in S. Now the second part (the last two paragraphs) of the proof of the corollary can be carried out without any modifications for all equations in question except for (D), where a slight generalization of the Cauchy-Kovalevskaya theorem (still covered by the standard proof using the majorant method) is needed.
