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ABSTRACT
Language instruction and speech therapy are challenging endeavors. The different
challenges that are associated with such endeavors have been exacerbated by the impact of
coronavirus disease 2019 (COVID-19), where, for example, language instruction and
speech therapy are increasingly taking place through teleconferences. To address the types
of challenges that were described above, techniques are presented herein that encompass
the combination of a phonetic understanding of a speaker's utterance (as understood by, for
example, a speech transcription engine coupled with knowledge of a speaker's native
language) with a sentiment analysis of a native and/or non-native speaker (obtained by, for
example, performing facial recognition) to identify when a sound production problem is
material. Such sentiment analysis can provide for the automated delivery of real-time
feedback to language learners and speech therapy patients to help them effectively target
the sounds that they are trying to produce. Aspects of the presented techniques may include
displaying notifications (e.g., textual hints, pictures, video clips, etc.) to session
participants to provide real-time feedback within collaboration systems.
DETAILED DESCRIPTION
There are many challenges involving language instruction and speech therapy,
which have been especially exacerbated in post-COVID instructional settings.

For

example, learning how to produce sounds is an extremely common task for which second
language learners seek advice. Language learners benefit from concrete feedback around
their sound production. For example, they need to know when a phoneme that they are
producing resembles their first language more than their target language.
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People with speech production problems in their primary language may need to
know when a sound that they are producing is resulting in their listeners failing to
comprehend their meaning. Children in certain languages with a complicated phonology
master their languages more slowly than children in other languages, and even adults can
struggle to master their native language's phonology.
Interrupting speakers can impair the flow of a conversation, but a system that can
analyze repeated errors may unobtrusively provide real-time correction. Additionally,
capturing historical trends by a speaker in a group setting can allow a learner to
meaningfully practice between sessions.
Upon further analysis, such challenges can be decomposed into two sup-parts – (1)
detecting confusion and (2) detecting a root cause of the confusion.
Regarding confusion detection, sentiment analysis is a very active area of research.
Detecting confusion and frustration is a key sentiment analysis function that may be of
particular benefit to educators and thus there will likely be ongoing improvements in the
state of the art in these regards, even if the current engines do not always succeed at a high
rate. An open question concerns whether advances over the course of the next, for example,
20 years will make these engines more reliable.
Regarding root cause detection, consider that in formal language learning
environments there are often activities that are specifically oriented around speech
production. For example, a teacher may speak and one (or more) people may repeat, there
may be guided reading practices, and there may even be free conversation. Second
language learners often struggle with phonemes that do not exist in their native language
(or which are used in different contexts). For example, Spanish words do not start with the
consonant cluster /st/, leading native Spanish speakers to prepend with an /e/ when saying
English words that begin with that cluster.
By embedding knowledge of the native languages of learners relative to native
speakers and teachers, a system can know which phonemes may be problematic. For
example, some speech training systems employ such a factor in their fluency analysis tests.
However, if a non-native speaker is reading an article or speaking on a topic, they are likely
to repeat the same word multiple times. Additionally, second language learners will often
consistently make the same mistakes. Such mistakes are informally called "fossilized

2
https://www.tdcommons.org/dpubs_series/4663

6677
3

Pearce et al.: SPEECH AND SENTIMENT ANALYSIS TO PROVIDE SPOKEN LANGUAGE FEEDBACK

errors." For a mispronounced word with phonemes that, based on phonemic analysis, are
notoriously tricky for a second language speaker, a training system can have a fairly high
confidence that any detected confusion around the word in question may be related to the
troublesome phoneme. This may occur more frequently with words that are minimal pairs.
For instance, an Italian speaker might struggle with "bit" versus "beat," where the vowel
quality differs. Thus, while determining the source of confusion at the initial utterance
may not be reliable, tracking trends within a conversation can potentially provide an engine
with higher confidence that a sound production error is meaningfully affecting
comprehensibility.
Aspects of the techniques presented herein, which will be described and illustrated
in the narrative below, are desirable within the medical-adjacent, language learning space
and applications within such a vertical space will likely gain traction over time given the
rise of remote learning.
The world's languages all utilize unique sets of phonemes for the production of
speech within a language. Primary language learners may struggle to properly articulate
the sounds of their native language. Secondary language learners may struggle to learn to
produce words using the phonetic palette of their target language. Additionally, secondary
language learners may struggle to minimize their native accent.
Linguists have devised various systems, including the International Phonetic
Alphabet (IPA), as a way of categorizing and transcribing all of the human producible
sounds that comprise the world's languages. Learners will often struggle to produce
phonemes that are not contained in their native languages.
In the age of COVID-19, language instruction and speech therapy are increasingly
taking place through online collaborative environments. Without a physical presence, a
teacher may have issues seeing how a given student is producing sounds and may struggle
to provide corrections. Furthermore, the teacher themself may struggle to know when their
stream of speech is confusing a large number of meeting participants.
Existing conferencing technology supports the use of the transcription of speech to
text, which can often be overlaid as part of the meeting history. Speech recognition
involves the machine processing of sound energy, mapping that to phonemes, and then
attempting to convert strings of phonemes into valid sentences of a known language. Such
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an activity involves more than just phonetic analysis. For example, it can involve mapping
a string of phonemes to a target language lexicon and grammar. However, an important
point to note is that the same technology can be used to map the sounds to an IPA
representation of the speech.
In the end, though, an automated system has only a probabilistic understanding as
to whether it has properly transcribed a given utterance. What really matters is whether
the speaker's listeners easily understood the utterance. Furthermore, in the context of
formal speech training, the target language and its phonemes are well understood and the
native language of participants, along with the phoneme palette of their native language,
can be understood.
To address the types of challenges that were described above, techniques are
presented herein that enhance the language learning process through the identification of
participant confusion and the delivery of automated real-time feedback to language learners.
Aspects of the techniques presented herein leverage a knowledge of a speaker's
native language to support an analysis of the phonetic landscape of the target language and
the identification of occurrences where listeners (e.g., native or non-native) have struggled
to understand a speaker. Such identification may be accomplished by performing facial
recognition on all of the participants and looking for signs that an utterance has puzzled
the participants or that the participants have struggled to understand what the speaker is
saying. Figure 1, below, depicts elements of such an approach.
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Figure 1: Illustrative Example of Detecting Participant Confusion
By noting when participant confusion occurs and mapping such occurrences to the
stream of speech to which the participants are listening, a system according to aspects of
the techniques presented herein may collect data over time indicating which phonemes are
causing problems for a particular student. In response to this, the system may display
notifications to that student and, following a call, generate reports for each student and/or
the teacher that highlight frequent errors.
The displayed notifications that were noted above (examples of which are presented
in Figures 2 and 3, below) may consist of, for example, text hints, pictures of mouth
articulation for particular phonemes (e.g., "shape your mouth like this when using a long
/i/"), or even short video clips.
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Figure 2: Exemplary Notification

Figure 3: Exemplary Notification
The displayed notifications that are presented in Figures 2 and 3, above, depict
examples of artifacts (e.g., pictures, video clips, etc.) that are commonly used to help
learners learn how to physically produce sounds.
In addition to aiding students, displayed notifications (as described and illustrated
above) can also benefit a teacher as a reminder to, for example, better articulate or slow
down their speech in a current or subsequent training session.
Under aspects of the techniques presented herein, unlike in a pure automatic speech
recognition (ASR) environment, the focus is not strictly on generating a 100% perfect
native language transcription of a spoken utterance. In fact, what is more interesting,
according to aspects of the presented techniques, are any errors. As a result, such an
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approach operates better if the engine is strongly concentrating on the phonetics of the
utterance more than on the written mapping. While a transcription engine could employ
more advanced approaches for final transcription fidelity, a solution that also runs an
engine that is focused on the phonetics will be better for identifying the problem utterances.
In fact, there are cases where a speech-to-text (STT) engine performed a back-correction
based on a subsequent sentence construction thus raising a possible indicator that an
incorrect phoneme was employed.
However, if running two engines is problematic it is a relatively straightforward
operation, according to aspects of the techniques presented herein, to map a written word
to its standard representation in IPA in the target language. From there, it is possible to
potentially determine when a given IPA sequence represents an incorrect choice among
minimal pairs. Since the raw information is lost, though, it is better, according to aspects
of the techniques presented herein, to work off the engine’s ability to map utterances to
strings of phonemes.
As described and illustrated above, a key aspect of the techniques presented herein
encompasses the combination of a phonetic understanding of a speaker's utterance, as
understood by a speech transcription engine, with a sentiment analysis of a native and/or
non-native speaker to identify when a sound production problem is material.
Aspects of the techniques presented herein may be employed in different ways. For
example, in an environment where listeners do not have cameras it may be reasonable to
leverage insights from a transcription engine itself. In cases where the transcription engine
encounters an incorrect phoneme that sentence context later disambiguates, if the
transcription engine notices systemic errors with a given phoneme it may trigger the system
to display appropriate tips.
Figure 4, below, combines elements of the different activities and steps that were
described and illustrated in the above narrative and presents an illustrative process flow
that is possible according to aspects of the techniques presented herein.
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Figure 4: Illustrative Process Overview
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In summary, techniques herein encompass the combination of a phonetic
understanding of a speaker's utterance with a sentiment analysis of a native and/or nonnative speaker in order to identify when a sound production problem is material.
Notifications, such as textual hints, pictures, video clips, etc. can be provided to help
participants effectively target the sounds that they are trying to produce.
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