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Abstract
The double Laplace transform of the distribution function of the integral of the positive part of the
Brownian bridge was determined by M. Perman and J.A. Wellner, as well as the moments of this
distribution. The purpose of the present paper is to determine the asymptotics of this distribution for
large values of the argument, and the corresponding asymptotics of the moments.
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1. Introduction
Let B(s), 0 s  t , denote the standard Brownian motion, let B˜(s), 0 s  t , be the
corresponding Brownian bridge, and B˜+(s) denote its positive part:
B˜+(s) = B˜(s) ∨ 0. (1)
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1∫
0
B˜+(s) ds. (2)
This functional represents a certain Brownian area. It was considered, alongside some
other Brownian areas, by Perman and Wellner [5]; in particular, they determined the double
Laplace transform of the distribution function of a related functional, see Section 2. As
indicated in their paper, functional (2) is of interest for order statistics.
There is little known about the distribution function F(λ) of this functional.
In the present paper we determine the asymptotics of this distribution for large values
of the argument. We do this by applying to (2) the method used in [9,12] which is based
on the saddle point method for integrals.
The results are given in Theorems 7 and 8. The proposed method readily leads to as-
ymptotic expansions of any order.
Notation and conventions. Ai(z), Bi(z) are the first and the second Airy functions,
respectively; H(1)ν (z) and H(2)ν (z) are the Hankel functions; Kν(z) are Macdonald’s func-
tions. (For Macdonald’s functions and their relationship to the modified Bessel functions
see [4, Chapter 7].)
Fractional powers of complex numbers are taken as their principal values. f (x) f¯ (p)
means that the right side is the Laplace transform of the left side.
In sectors of the form | arg z| π − δ the following asymptotic relationships hold (see,
for example, [4, Chapter 11]):
Ai(z) = −1
2
π−1/2z−1/4e−ζ
[
1 + O(1/ζ )], (3)
Ai′(z) = −1
2
π−1/2z1/4e−ζ
[
1 + O(1/ζ )], (4)
Bi(z) = π−1/2z−1/4eζ [1 + O(1/ζ )], (5)
Bi′(z) = π−1/2z1/4eζ [1 + O(1/ζ )], (6)
where ζ = 23z3/2.
2. The double Laplace transform
The double Laplace transform related to (2) was determined in the cited paper of Perman
and Wellner. For convenience of the reader we outline here a straightforward derivation in
a form which is suitable for the present exposition.
Let
σ(λ, t, x) = Prob
{ t∫
B+(s) ds < λ
∣∣∣∣ B(t) = x
}
, (7)0
∣
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σ1(λ, t, x)
def= 1/√2πt e−x2/2t σ (λ, t, x)
with respect to λ, t correspondingly; the factor 1/
√
2πt e−x2/2t has appeared due to con-
ditioning of B(t) at x. A direct application of the classical result of Kac [3], see also
Rosenblatt [6], yields
F(p,q, x) =
+∞∫
0
+∞∫
0
e−pλ−qt dλσ1(λ, t, x) dt =
{
c1u1(x), if x < 0,
c2u2(x), if x  0,
(8)
where
u1(x) = e
√
2qx, (9)
u2(x) = −(2p)−1/3 Ai(2
1/3p−2/3(q + px))
Ai′(21/3p−2/3q)
, (10)
and c1, c2 are to be determined from the continuity conditions at x = 0 on F , which is a
solution of a second-order linear differential equation as a function of x:
c1u1(0) = c2u2(0), (11)
c1u
′
1(0) = c2u′2(0). (12)
An elementary computation shows that
c1 = (2 − c2)/
√
2q, (13)
where
c2 = 2A
′i(21/3p−2/3q)
Ai′(21/3p−2/3q) − √2q(2p)−1/3Ai(21/3p−2/3q) . (14)
This implies that for x  0,
F(p,q, x) = 2(2p)
−1/3Ai(21/3p−2/3(q + px))√
2q(2p)−1/3Ai(21/3p−2/3q) − Ai′(21/3p−2/3q) . (15)
In (15) p and q are taken in the right half-plane.
In the following we will consider analytical continuations of (8) into the left p-half-
plane with a cut along a certain ray.
We denote
σ˜ (λ, t) = Prob
{ t∫
0
B˜+(s) ds < λ
}
. (16)
Proposition 2.1. The Laplace–Stieltjes transform F˜ of σ1(λ, t,0) is given by
F˜ (p, q) = 2(2p)
−1/3Ai(21/3p−2/3q)√ . (17)2q(2p)−1/3Ai(21/3p−2/3q) − Ai′(21/3p−2/3q)
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Proposition 2.2. The distribution function σ˜ (λ, t) = σ(λ, t,0) and its density function
f˜ (λ, t) are given by the following double Laplace inversions:
σ˜ (λ, t) =
√
2πt
(2πi)2
a+i∞∫
a−i∞
dqeqt
b+i∞∫
b−i∞
1
p
F˜ (p, q)epλ dp, (18)
f˜ (λ, t) =
√
2πt
(2πi)2
a+i∞∫
a−i∞
dqeqt
b+i∞∫
b−i∞
F˜ (p, q)epλ dp (19)
with any a > 0, b > 0.
Proof. The proof follows by standard manipulations with Laplace’s integrals. The factor
1/p in (18) stems from a well-known property of the Laplace transform: if f (x) f¯ (p),
then
∫ x
0 f (t) dt 
1
p
f¯ (p). 
Notice that F˜ (p, q) is in fact the Laplace transform of f˜ (λ, t)/
√
2πt .
Observe that the denominator in (17) can be written in the form
g(z) = √zAi(z) − Ai′(z), (20)
where z = 21/3p−2/3q .
3. A “no zeros” theorem for g(z)
In this section we prove that g(z) has no zeros in the complex z-plane with the cut along
the real negative semi-axis.
We shall need the following well-known identities (see [1, Chapter 10]):
Ai(z) = 1
π
(
z
3
)1/2
K1/3(ζ ), (21)
where ζ = 2/3z3/2,
Kν(z) = 12πie
νπi/2H(1)ν
(
zeπi/2
)
, (22)
and
d
dz
(
zνKν(z)
)= −zνKν−1(z). (23)
Proposition 3.1. The function g(z) admits the following representations:
g(z) = z
π
√
3
[
K1/3(ζ ) + K−2/3(ζ )
]
, (24)
g(z) = z√ [eπi/6H(1)1/3(ζeπi/2)+ e−πi/3H(1)−2/3(ζeπi/2)]. (25)
π 3
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K ′ν(z) = −zνKν−1(z) − νzν−1Kν−1(z); (26)
in particular,
K ′1/3(z) = −z1/3K−2/3(z) − 1/3z−1K−2/3(z). (27)
A straightforward computation shows that
Ai′(z) = − z
π
√
3
K−2/3(ζ ). (28)
The substitution in (20) of (21) and (28) yields (24).
By substituting (22) with ν = 1/3,−2/3 in (24), we obtain (25). 
The next theorem is a particular case of results available in [4, 13.1].
Theorem 1. In the sector 0  arg z  32π the following asymptotic approximations take
place:
H(1)ν (z) =
(
2
πz
)1/2
eiζ
{(
4ν2 − 12)+ ην(z)}, (29)
where∣∣ην(z)∣∣ π2|z| . (30)
Corollary 1. In the sector 0  arg z  32π the following asymptotic approximations take
place:
H
(1)
1/3(z) =
(
2
πz
)1/2
eiζ
{−5/9 + ε1(z)}, (31)
H
(1)
−2/3(z) =
(
2
πz
)1/2
eiζ
{
7/9 + ε2(z)
}
, (32)
where for i = 1,2 the estimates hold:∣∣εi(z)∣∣ π2|z| . (33)
Theorem 2. In the sector −π  arg z  π of the complex z-plane with the cut along the
real negative semi-axis the following asymptotic formula holds:
g(z) = π−3/2
(
2z
3
)1/2
eiζ
{
a0 + ε(z)
}
, (34)
where a0 = − 59eπi/6 + 79e−πi/3, |ε(z)| π/|z|, and ζ = 2/3z3/2.
Proof. By substituting (31) and (32) in (25), we obtain (34) with a0 as indicated and
ε(z) = eπi/6ε1(z) + e−πi/3ε2(z). 
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√
74/9 = 0.95582 . . . .
We notice that since Ai(z) is an entire function, g(z) is uniquely defined by continuity
on both (the upper and the lower) edges of the cut along the negative semi-axis.
Lemma 3.2. The function g(z) has no zeros on both edges of the cut along the negative
semi-axis, that is
g
(
re±πi
)= ±iAi(−r) − Ai′(−r) = 0 (35)
for r > 0.
Proof. We observe that Ai(x) has no multiple zeros since it is a nontrivial solution of a
second-order linear differential equation with analytic coefficients. This fact implies that
Ai(x) and Ai′(x), which are both real on the real axis, have no common zeros there, and
the statement of the lemma follows. 
Notice also that g(0) = −Ai′(0) = 0.
Theorem 3. The function g(z) has no zeros in the complex z-plane with the cut along the
negative semi-axis (that is in C\R−).
Proof. According to (34) and Lemma 3.2, a complex number z cannot be a zero of g(·)
unless∣∣a0 + ε(z)∣∣= 0. (36)
For z’s such that |a0| > π/|z| we can write∣∣a0 + ε(z)∣∣> ∣∣|a0| − ∣∣ε(z)∣∣∣∣> |a0| − π|z| > 0, (37)
which implies that g(·) has no zeros in the outside of the circle |z| = π/|a0|, where
π/|a0| = 3.2868 . . . .
We shall complete the proof by verifying that g(·) has no zeros inside the circle |z| = 4
in C\R−; this domain we shall denote by D. (Notice that 4 > π/|a0|). To that end we
consider the integral
I = (2πi)−1
∫
∂D
g′(z)
g(z)
dz, (38)
where ∂D denotes the border of D; notice that ∂D is a union of the arc {z = 4 exp iϕ |
|ϕ| < π} and of the upper and lower edges of the cut along [−4,0].
Since Ai(z) and Ai′(z) are entire functions, g′(z)/g(z) cannot have singularities in D
other than poles.
By virtue of Lemma 3.2, the integrand in (38) is continuous on the border ∂D and its
vicinity, hence the integral I is well-defined. According to a well-known theorem from
complex analysis, the integral I counts zeros of g(z) in D, that is it can possibly take only
a certain nonnegative integer value I = 0,1,2, . . . which indicates the number of zeros.
A numerical computation of I which was carried out with a sufficient accuracy (which
in this case must be only as good as 1/2 − ε) has shown that I = 0. 
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ror includes the approximation error and the roundoff error, and these should be estimated.
These matters have been taken care of, however we do not discuss here these technicalities.
Theorem 3 is used in the proof of Theorem 4.
4. Transformation of the contours
The main results of this section are Theorems 4 and 5.
Lemma 4.1. Let ξ be a complex number with argument in (−π/2,π/2). Then the following
identity holds:
eπi/3Ai(e2πi/3ξ)
ξ1/2eπi/3Ai(e2πi/3ξ) − Ai′(e2πi/3ξ) −
e−πi/3Ai(e−2πi/3ξ)
ξ1/2e−πi/3Ai(e−2πi/3ξ) − Ai′(e−2πi/3ξ)
= 2i/π
(ξ1/2Ai(ξ) + Ai′(ξ))2 + (ξ1/2Bi(ξ) + Bi′(ξ))2 . (39)
Proof. The proof follows by a direct computation, making use of the following identities,
see [4, Chapter 11]:
Ai
(
ze±2πi/3
)= 1
2
e±πi/3
[
Ai(z) ∓ iBi(z)],
differentiation of which yields
Ai′
(
ze±2πi/3
)= 1
2
e∓πi/3
[
Ai′(z) ∓ iBi′(z)],
and also using the expression for the Wronskian of the Airy’s equation:
W
{
Ai(z),Bi(z)
}= 1/π. 
Remark. It is worthwhile to compare Eq. (39) with the corresponding result in [9, Eq. (7)],
where the right-hand side has the form
−2i/π
Ai
′2(ξ) + Bi ′2(ξ) . (40)
Both expressions look similar, but the first one is more complicated. Nevertheless, the
further procedure is similar in both cases. One can expect that such a situation is typical
for a considerable class of related Wiener functionals, see [12]. The following exposition
is based on the method we already applied in [9,12].
Lemma 4.2. Let Req > 0. Then
lim
→0+ F˜ (i, q) = 1/
√
2q. (41)
′Proof. We apply the asymptotics (3) and (4) for Ai(z) and Ai (z). 
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1
2πi
b+i∞∫
b−i∞
1
p
F˜ (p, q)epλ dp
= 1√
2q
− 2
2/3
π2
+∞∫
0
ρ−4/3e−iθ/3e−ρeiθ λ dρ
(ξ1/2Ai(ξ) + Ai′(ξ))2 + (ξ1/2Bi(ξ) + Bi′(ξ))2 . (42)
Proof. One can see that for any b > 0,
b+i∞∫
b−i∞
1
p
F˜ (p, q)epλ dp = lim
→0
b+i∞∫
b−i∞
1
p − i F˜ (p, q)e
pλ dp. (43)
For any fixed θ ∈ (−π2 , π2 ), and δ  0, 0 < r <  < b < R, we define a closed contour
Cδ in the complex p-plane as follows:
Cδ = Cb ∪ CδR ∪ C+δ ∪ Cδr ∪ C−δ , (44)
where
Cb =
{
p | Rep = b and |p|R}, (45)
CδR =
{
p | Rep  b, |p| = R, and | argp − θ | < π − δ}, (46)
Cδr =
{
p | Rep  b, |p| = r, and | argp − θ | < π − δ}, (47)
C±δ =
{
p | argp = θ ± π ∓ δ and r  |p|R}. (48)
Let Dδ denote the domain bounded by Cδ , and by D¯δ its closure. By referring to Theo-
rem 3, we can show that the integrand at the right of (43) is analytic in Dδ and continuous
in D¯δ , except for pole at p = i.
By the residue theorem,∫
Cδ
1
p − i F˜ (p, q)e
pλ dp = 2πieiλF˜ (i, q). (49)
For the contour integral in (49) we have∫
Cδ
=
∫
Cb
+
∫
CδR
+
∫
Cδr
+
∫
C+δ
+
∫
C−δ
. (50)
By letting δ → 0 in (49) and (50), we get∫
Cb
+
∫
C0R
+
∫
C0r
+
∫
C+0
+
∫
C−0
= 2πiF˜ (i, q)eiλ. (51)By (39) with ξ(ρ, θ) = 21/3ρ−2/3e−2iθ/3q and an obvious reparametrization,
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C+0
+
∫
C−0
= −
R∫
r
e−iθ/3(2ρ)−1/3
ρeiθ + i
· 4i/πe
−ρeiθ λ
(ξ1/2Ai(ξ) + Ai′(ξ))2 + (ξ1/2Bi(ξ) + Bi′(ξ))2 e
iθ dρ. (52)
By using the asymptotic estimate (3) for Ai(z), we can show that∫
C0R
→ 0 when R → ∞ and
∫
C0r
→ 0 when r → 0 and
∫
Cb
→
b+i∞∫
b−i∞
when R → ∞,
that is
b+i∞∫
b−i∞
= −
+∞∫
0
e−iθ/3eiθ
ρeiθ + i
(2ρ)−1/34i/πe−ρeiθ λ
(ξ1/2Ai(ξ) + Ai′(ξ))2 + (ξ1/2Bi(ξ) + Bi′(ξ))2 dρ
+ 2πiF˜ (i, q)eiλ. (53)
Letting here  → 0 completes the proof. 
Theorem 5. For any a > 0, let z(ρ, θ) = 21/3aρ−2/3e−2iθ/3(1 + i tan θ), where ρ > 0.
Then
σ˜ (λ, t) = 1 − 2
1/6a
√
t
π5/2
π/2∫
−π/2
dθeat (1+i tan θ)sec2θ
·
+∞∫
0
ρ−4/3e−iθ/3e−ρeiθ λdρ
(
√
z(ρ,θ)Ai(z(ρ,θ))+Ai′(z(ρ,θ)))2+(√z(ρ,θ)Bi(z(ρ,θ))+Bi′(z(ρ,θ)))2 .
(54)
Proof. Apply to (42) the inverse Laplace transform with respect to q with the reparame-
trization q = asecθeiθ = a(1 + i tan θ) and refer to (18). 
5. Asymptotic expansions
In this section we apply the saddle point method, see [2].
Lemma 5.1. The double integral, which corresponds to the repeated integral in Theorem 5,
converges absolutely. Therefore
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1/6a
√
t
π5/2
+π/2∫
−π/2
+∞∫
0
eat (1+i tan θ)sec2θ
· ρ−4/3e−iθ/3e−ρe
iθ λ dρ dθ
(
√
z(ρ,θ)Ai(z(ρ,θ))+Ai′(z(ρ,θ)))2+(√z(ρ,θ)Bi(z(ρ,θ))+Bi′(z(ρ,θ)))2 .
(55)
Proof. Proof follows from straightforward estimates for the integrand, see [4, Chapter 11]
and Fubini’s theorem. 
The representation (55) holds for any a > 0. We will show that the choice
a = 18λ2/t4 (56)
provides a suitable saddle point at
(ρ, θ) = (12λ/t3,0), (57)
and thus Laplace’s method for integrals is applicable.
Notation. For an independent variable z, ζ = 23z3/2; if z is a function of ρ and θ , then
ζ(ρ, θ) = 23z3/2(ρ, θ), where z(ρ, θ) = 21/3aρ−2/3e−2iθ/3(1 + i tan θ) as defined in The-
orem 5.
Lemma 5.2. For | arg z| π/3 − δ it holds that((
z1/2Ai(z) + Ai′(z))2 + ((z1/2Bi(z) + Bi′(z))2)−1
= 1
4
πz−1/2e−2ζ
[
1 + O(1/ζ )]. (58)
Proof. The proof follows from the asymptotics (3)–(6). 
We observe that the asymptotics (58) differs from the corresponding result given in
[9, Lemma 3.2] only by the factor 1/4; due to this fact the remaining part of the present
section follows almost verbatim the text after Lemma 3.2 in the cited paper, namely, up to
the extra factor 2 · 1/4 = 1/2 at the leading terms in all the asymptotic expressions. For
convenience of the reader we give here a complete exposition.
Theorem 6. For a fixed t > 0 and λ → +∞ we have
σ˜ (λ, t) = 1 − 3
√
2
4
λ
(πt)3/2
+π/2∫
−π/2
+∞∫
0
[
1 + ρe
−iθ/2 cos3/2 θ
λ2
· O(1)
]
ρ−1sec2θ
· (1 + i tan θ)−1/2e−Φ(ρ,θ)λ2/t3 dρ dθ, (59)
where Φ(ρ, θ) = −18(1 + i tan θ) + 12ρeiθ + 12/ρe−iθ (1 + i tan θ)3/2.
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σ˜ (λ, t) = 1 − a
√
t
211/6π5/2
+π/2∫
−π/2
+∞∫
0
{
1 + O[1/ζ(ρ, θ)]}eat (1+i tan θ)sec2θe−iθ/3
· ρ−4/3e−ρeiθ λπz−1/2(ρ, θ)e−2ζ(ρ,θ) dρ dθ. (60)
Apply in this integral the change of the variable ρ = 12λ/t3ρ′ and the substitution
a = 18λ2/t4, and return to the original variable ρ. 
The following elementary lemma we give without proof.
Lemma 5.3. The function ReΦ(ρ, θ) attains its absolute minimum Φmin = 6 at (ρ, θ) =
(1,0).
Lemma 5.3 sets the stage for a routine application of Laplace’s method for integrals,
see, for example, [2].
The following elementary inequality will be used in the next theorem:
ρ cos θ + 1
ρ
cos(θ/2)
cos3/2 θ
>
1
2
(
ρ cos θ + 1
ρ
√
2/2
cos3/2 θ
)
+
√
2/2
cos1/2 θ
, (61)
where ρ > 0 and −π/2 < θ < π/2.
Theorem 7. For any fixed t > 0 and λ → +∞,
σ˜ (λ, t) = 1 − t
√
t
2
√
6πλ
e−6λ2/t3
[
1 + o(1)]. (62)
Proof. Let  > 0, S = (1 − ,1 + ) × (−, ), and D = (0,+∞) × (−π/2,π/2).
We consider the double integral in (59) in the form of the sum∫
D
=
∫
S
+
∫
D\S
. (63)
From this, by substituting the Taylor expansion of Φ at the saddle point
Φ(ρ, θ) = 6 + 12(ρ − 1)2 + 6iθ(ρ − 1) + 3
2
θ2 + [(ρ − 1)2 + θ2]3/2 · O(1), (64)
and other obvious Taylor expansions in the integrand, we obtain∫
S
=
∫
S
[
1 + ρe
−iθ/2 cos3/2 θ
λ2
O(1)
][
1 + (ρ − 1)O(1)][1 + θO(1)]
· e−{6+12(ρ−1)2+6iθ(ρ−1)+(3/2)θ2+O(1)[(ρ−1)2+θ2]3/2}λ2/t3 dρ dθ. (65)
Let Sλ = (−λ/t3/2, λ/t3/2) × (−λ/t3/2, λ/t3/2).√ √
The change of variables r = λ2/t3(ρ − 1), s = λ2/t3θ and standard estimates yield
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S
= t
3
λ2
e−6λ2/t3
[
1 + o(1)] ∫
Sλ
e−12r2−6isr−(3/2)s2 dr ds
= t
3
λ2
e−6λ2/t3
[
1 + o(1)] π
3
√
3
. (66)
It remains to estimate the integral
∫
D\S .
Routine estimates with
ReΦ(ρ, θ) = −18 + 12ρ cos θ + 12
ρ
cos(θ/2)
cos3/2 θ
show ∣∣∣∣
∫
D\S
∣∣∣∣< e−(6+δ)λ2/t3 · O(1), (67)
with some δ > 0.
To obtain the term O(1) in the last formula, we used (61).
The substitution of (66) and (67) in (63) and (59) yields (62). 
Theorem 8. For any fixed t > 0 and λ → +∞,
f˜ (λ, t) =
√
6√
πt3/2
e−6λ2/t3
[
1 + o(1)]. (68)
Proof. By the differentiation of (55) on λ, we get
f˜ (λ, t) = a
√
t
211/6π5/2
+π/2∫
−π/2
+∞∫
0
ρeat(1+i tan θ)sec2θ
· ρ
−1/3e2iθ/3e−ρeiθ λ dρ dθ
(z1/2Ai(z) + Ai′(z))2 + (z1/2Bi(z) + Bi′(z))2 (69)
and proceed similarly to the proof of (62). 
Remark. The leading term of the asymptotics we have computed is a Gaussian function,
and this fact has resulted from computations. It would be interesting to know whether it
could be anticipated from some qualitative considerations.
Corollary 2. The logarithmic asymptotics of f˜ (λ, t), as λ → ∞, is as follows:
− ln f˜ (λ, t) ∼ 6λ2/t3. (70)
In particular, for t = 1,
2− ln f˜ (λ,1) ∼ 6λ . (71)
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Perman and Wellner [5] determined the moments µ+n of the distribution F˜ via formu-
las (72)–(74) below (the actual formulas in the cited paper were given for the distribution
function normalized by 1/
√
π ; here we have rewritten their formulas in the usual normal-
ization):
√
πL+n = µ+n Γ
(
3n + 1
2
)
(
√
2)n
n! , (72)
where
L+n = γn +
n∑
k=1
L+n−k
1
6k − 1γk, (73)
where
γn = Γ (3n + 1/2)
Γ (n + 1/2)
1
(36)nn! , (74)
and n = 0,1,2, . . . .
Theorem 9. For the moments µ+n the following asymptotic formula holds:
µ+n = 1/2π−1/26−n/2Γ
(
n + 1
2
)(
1 + o(1)) as n → ∞. (75)
Proof. By a readily justifiable substitution from (68), we obtain
µ+n =
√
6/
√
π
+∞∫
0
λne−6λ2
(
1 + o(1))dx
= 1/2π−1/26−n/2Γ
(
n + 1
2
)(
1 + o(1)). 
By Stirling’s formula,
Γ
(
n + 1
2
)
∼ √2πe−(n+1)/2
(
n + 1
2
)n/2
,
so we obtain
µ+n ∼ 2−n−1/23−n/2e−(n+1)/2(n + 1)n/2, (76)
or equivalently
µ+n ∼ m+n ≡ 2−n−1/23−n/2e−n/2nn/2. (77)
Remark. Making use of the asymptotic series for f (λ) which is readily available by the de-
+scribed method would generate the corresponding asymptotic series for the moments µn .
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These remarks refer to results on the moments µn of the distribution of the Brownian
bridge on [0,1] in the L1 and L2 norms.
Shepp [7] determined the moments µn in the form
µn = en√π(36
√
2 )−n/Γ
(
3n + 1
2
)
, (78)
where e0 = 1, gk = Γ (3k + 1/2)/Γ (k + 1/2) and for n 1,
en = gn +
n∑
k=1
en−k
(
n
k
)
6k + 1
6k − 1gk;
Takács [8] determined the asymptotics of µn; another derivation is given below.
The asymptotics of the corresponding distribution function σ˜ (λ) and its density f˜ (λ)
were determined in Tolmatz [9]:
f˜ (λ) = 2
√
6
π
e−6λ2
(
1 + o(1)), as λ → ∞. (79)
Theorem 10. For the moments µn the following asymptotic formula holds:
µn = π−1/26−n/2Γ
(
n + 1
2
)(
1 + o(1)) as n → ∞.
Proof. Proof is similar to that of Theorem 9. 
By Stirling’s formula,
Γ
(
n + 1
2
)
∼ √2πe−(n+1)/2
(
n + 1
2
)n/2
,
so we obtain
µn ∼ mm ≡ 2−n+1/23−n/2e−(n+1)/2(n + 1)n/2, (80)
or equivalently
µn ∼ mn ≡ 2−n+1/23−n/2e−n/2nn/2. (81)
Corollary 3.
µ+n
µn
→ 1
2
as n → +∞. (82)
Table 1 shows the ratios µ+n /µn, µ+n /m+n , and µn/mn for n’s which are multiples of
10 up to n = 200. We can see that the first ratio of these approaches its limiting value
monotonically from below, while the other two ratios are doing so from above.
A remark similar to that in the end of the previous section holds also regarding the
moments µn.For moments of the Brownian bridge in the L2 norm, see Tolmatz [10,11].
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Ratios of moments and their leading asymptotic terms
n µ+n /µn µ+n /m+n µn/mn
0 1.00000 2.33164 1.16582
10 0.47813 1.05081 1.09888
20 0.49070 1.02514 1.04457
30 0.49405 1.01672 1.02898
40 0.49562 1.01253 1.02149
50 0.49653 1.01002 1.01708
60 0.49713 1.00835 1.01417
70 0.49755 1.00715 1.01211
80 0.49786 1.00626 1.01057
90 0.49811 1.00556 1.00938
100 0.49830 1.00500 1.00843
110 0.49846 1.00455 1.00766
120 0.49859 1.00417 1.00701
130 0.49870 1.00385 1.00647
140 0.49879 1.00357 1.00600
150 0.49887 1.00334 1.00560
160 0.49895 1.00313 1.00525
170 0.49901 1.00294 1.00494
180 0.49906 1.00278 1.00466
190 0.49911 1.00263 1.00441
200 0.49916 1.00250 1.00419
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