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a b s t r a c t
Numerical data structures for positive dimensional solution sets of polynomial systems
are sets of generic points cut out by random planes of complementary dimension. We
may represent the linear spaces defined by those planes either by explicit linear equations
or in parametric form. These descriptions are respectively called extrinsic and intrinsic
representations. While intrinsic representations lower the cost of the linear algebra
operations, we observe worse condition numbers. In this paper we describe the local
adaptation of intrinsic coordinates to improve the numerical conditioning of sampling
algebraic sets. Local intrinsic coordinates also lead to a better step size control.We illustrate
our results with Maple experiments and computations with PHCpack on some benchmark
polynomial systems.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
By f (x) = 0 we denote a system of polynomials f in the variables x = (x1, x2, . . . , xn). Of interest is the solution set
f −1(0) as a subset of Cn. Classical is the notion of a generic point of an algebraic set: any polynomial vanishing at a generic
point also vanishes on any other point of the algebraic set [1, Definition 1.3].
Using continuation [2–4], the numerical treatment of positive dimensional algebraic sets was first proposed in [5] and
elaborated in a series of papers by the authors of [6] and the second author; see also [7] for another introduction. In [8], an
(n − k)-dimensional algebraic set S of degree d is represented by a witness set which consists of d generic points of S, in
the intersection of S and a general k-dimensional linear subspace of Cn. The algorithms in numerical algebraic geometry
are implemented in PHCpack [9,10] (see also [11]) and can be executed via MATLAB (or Octave) [12], Maple [13], and
Macaulay 2 [14,15]. Bertini [16,17] is another program for numerical algebraic geometry.
If we consider the construction of a witness set for a hypersurface, given by one polynomial f in n variables x, then we
generate a system L(x) = 0 of n − 1 linear equations with random coefficients. The equations L are not homogeneous, i.e.,
they appear with a (random) nonzero constant coefficient. Instead of solving f (x) = 0, augmented with L(x) = 0, we can
save many operations by substituting a parametric representation x = b+ vξ for the affine space defined by L(x) = 0 into
f , hereby reducing the construction of a witness set for a hypersurface to solving a polynomial in one variable ξ . The variable
ξ is an example of intrinsic coordinates, introduced in [18].
Our first goal in this paper is to show (in Section 3) that a substitution of x = b + vξ into a polynomial leads to an ill-
conditioned problem, for evaluation and consequently also for root finding. In the next section we introduce local intrinsic
coordinates and as our second contribution, comparing condition numbers we demonstrate that local intrinsic coordinates
restore the numerical conditioning to the state of the original extrinsic coordinates, as explained in Section 4. Thirdly, we
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present in Section 5 an algorithm for tracking a solution path using local intrinsic coordinates, along with an a priori step
size control evaluation strategy for sampling a component; see [6, pages 272–273] for application to the membership test.
Computational examples are discussed in Section 6.
Using multiprecision arithmetic during path tracking (see e.g. [19] or [20]) may avoid these numerical instabilities,
better step size control strategies [21] will be effective for our problems, and also the methods of [22,23] for sampling
around singular points may apply. But as in dealing with the high powers of the continuation parameter of polyhedral
homotopies [24], our approach in this paper is specific to the type of homotopy. Moreover, as we show in this paper,
the relative condition numbers of solutions in local intrinsic coordinates may grow exponentially in the degrees of the
polynomials. This exponential growth of conditioning will slow down multiprecision path trackers enormously.
While the focus of this paper is not on the computation of awitness set, but rather on a different numerical representation
with an improved conditioning, the use of local intrinsic coordinates improves the implementation of intrinsic diagonal
homotopies [18]. Diagonal homotopies are used to intersect algebraic sets and constitute a critical component in an
equation-by-equation solver [25], implemented in parallel in [26].
Last, and certainly not least, wewant to emphasize that our notion of numerical conditioning is algebraic, as the problems
with global intrinsic coordinates stem from a bad scaling and are not caused by the proximity of a singularity, which can
as readily be understood purely geometrically. Even as the substitution is not performed in an explicit symbolic manner
leading to a fully expanded polynomial, the evaluation in badly scaled coordinates leads to a loss of accuracy in the numerical
representation of the roots. Assuming the coefficient of f (x) = 0 to be well scaled and f −1(0) reduced, by definition of their
generality, generic points are well-conditioned points on an algebraic set. With local intrinsic coordinates we allow only
small increments of the variables and using generic points as offset points we naturally stay close to the well-conditioned
locus.
2. Local intrinsic coordinates
A polynomial system f (x) = 0, x = (x1, x2, . . . , xn), defines an algebraic set f −1(0) ⊂ Cn. The polynomials of f belong
to C[x]. We assume (for simplicity of exposition throughout the paper):
1. f −1(0) is pure dimensional, k is its codimension, so dim(f −1(0)) = n− k;
2. f (x) = 0 is a complete intersection, and in particular f = (f1, f2, . . . , fk);
3. f −1(0) is reduced, i.e., of multiplicity 1.
To remove the third assumption, a deflation operator [27] (see also [28]) as proposed in [6, Section 13.3.2] should be applied.
The first two assumptions are made for notational convenience. To deal with intersections that are not complete, we refer
the reader to [29] for embeddings with slack variables, or [6, Section 13.5] for randomization techniques.
One important assumption on f is that its coefficients should be well scaled, i.e., they do not take extreme values. Scaling
methods are explained in [4, Chapter 5]. Related to scaling are the magnitudes of the points of f −1(0). Therefore, in addition
we assume that f −1(0) lives in a convenient range of the floating-point numbers, eventually after an appropriate projective
transformation (also addressed in [4]). So we assume that affine values for the components of x stay in the vicinity1 of the
complex unit circle.
Example 2.1. One of our benchmark examples is a family of systems, defined by all adjacent minors of a general 2-by-3
matrix [30,31]:[
x11 x12 x13
x21 x22 x23
]
f (x) =

x11x22 − x21x12 = 0
x12x23 − x22x13 = 0. (1)
For this example, we have n = 6, k = 2, and we have a complete intersection: dim(f −1(0)) = n − k = 4. To compute
deg(f −1(0)), we add n− k general linear equations L(x) = 0 to f (x) = 0 and we solve {f (x) = 0, L(x) = 0}. Generic points
on the solution set defined by the system for all adjacent minors of a general 2-by-3 matrix satisfy (for random coefficients
cij ∈ C)
x11x22 − x21x12 = 0
x12x23 − x22x13 = 0
c10 + c11x11 + c12x12 + c13x13 + c14x21 + c15x22 + c16x23 = 0
c20 + c21x11 + c22x12 + c23x13 + c24x21 + c25x22 + c26x23 = 0
c30 + c31x11 + c32x12 + c33x13 + c34x21 + c35x22 + c36x23 = 0
c40 + c41x11 + c42x12 + c43x13 + c44x21 + c45x22 + c46x23 = 0.
(2)
Except for an algebraic set in the coefficient space cij for L, the system above has four solutions; we have four generic points
for all adjacent minors of a general 2-by-3 matrix, corresponding to the degree deg(f −1(0)) = 4.
1 Stating that x should not be close to infinity does not make sense as every point is at the same distance from infinity, although intuitively it sounds
equivalent.
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Fig. 1. A commutative diagram for extrinsic x and intrinsic ξ coordinates of generic points. The vertical arrows require linear algebra while polynomial
system solving is done horizontally.
To save work, reducing the number of variables from 6 to 2, we choose a different representation for the linear space
defined by the equations L(x) = 0, representing the 2-plane L−1(0) in C6 as
x11
x12
x13
x21
x22
x23
 =

b1
b2
b3
b4
b5
b6
+ ξ1

v11
v12
v13
v14
v15
v16
+ ξ2

v21
v22
v23
v24
v25
v26
 (3)
spanned by an offset point b ∈ C6 and an orthonormal basis {v1, v2}. The tuple (ξ1, ξ2) defines intrinsic coordinates for
the generic points, introduced in [18] to speed up the algorithms of [32]. We point out that intrinsic coordinates are basis
dependent.
The reduction from six to two variables reduces the cost of solving linear systems by a factor of 27. This reduction
improves the efficiency of Newton’s method when computing sample points on the algebraic set, one of the basic
operations in numerical algebraic geometry [6]—in particular to connect points on the same irreducible component via
monodromy [33].
Definition 2.2. For any f −1(0) ∈ Cn with dim(f −1(0)) = n− k, let L be a k-plane given as
1. L(x) = 0: a system of n− k general linear equations in x; or
2. (b ∈ Cn, V ∈ Cn×k):b is an offset point and V = [v1 v2 · · · vk] ∈ Cn×k, VHV = Ik is an orthonormal2 basis of vectors.
Solving {f (x) = 0, L(x) = 0} gives generic points in extrinsic coordinates. Using (b, V ) for L gives intrinsic coordinates
ξ = (ξ1, ξ2, . . . , ξk) for generic points x:
x = b+ ξ1v1 + ξ2v2 + · · · + ξkvk = b+ Vξ. (4)
With intrinsic coordinates for generic points, the original variables x become place holders when solving f (x = b+ Vξ)
= 0. In Fig. 1, we outline the two ways to compute generic points.
We next define local intrinsic coordinate representations of generic points using the extrinsic coordinates of the generic
point as the offset point for a k-plane. In the next two sections we will show that in some bad cases, the condition numbers
of local intrinsic coordinates may significantly improve the intrinsic coordinate representation.
Definition 2.3. For any f −1(0) ∈ Cn, dim(f −1(0)) = n − k and d = deg(f −1(0)) and V ∈ Cn−k, VHV = Ik defined by a
general k-plane L, consider d generic points {z1, z2, . . . , zd} = f −1(0) ∩ L. Because all zℓ belong to the same witness set,
L(zℓ) = 0 and
x = zℓ + Vξ, ℓ = 1, 2, . . . , d (5)
are intrinsic coordinates with generic offset points. The local intrinsic coordinates for representing f −1(0) are defined by the
tuple ({z1, z2, . . . , zd}, V ).
Note that in cases where f (x) = 0 is not pure dimensional, the set {z1, z2, . . . , zd} does not coincide with the solution
set of f (x) = 0 = L(x). For example, consider in 3-space the case of a curve and a surface. To represent the curve we use
one general plane L to find the generic points on the curve, but of course the plane L also has a nonempty intersection with
the surface.
Obviously, the transition from global intrinsic coordinates x = b + Vξ to local intrinsic coordinates is performed by a
mere evaluation of b+Vξ. While the diagram in Fig. 1 commutes for exact operations, using floating-point arithmetic forces
us to take into account condition numbers for the horizontal arrows of Fig. 1.
2 Although it suffices to require that the columns of the matrix V are linearly independent, the orthonormality condition VHV = Ik (using complex
conjugated inner products and where Ik is the k-by-k identity matrix) is beneficial.
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Table 1
Estimates for the inverse condition numbers of the zeros of f (b + vξ) = 0 and f (vξ) = 0. For degrees d = 10, 20, 30, and 40, we list the largest and
smallest inverse condition numbers.
Degrees of f f (b+ vξ) = 0 f (vξ) = 0 Ratios of largest to smallest
Largest Smallest Largest Smallest
10 5.91e−01 9.02e−02 8.81e−01 4.01e−01 6.55e+00 2.20e+00
20 2.77e−01 1.76e−03 8.91e−01 3.31e−01 1.57e+02 2.70e+00
30 2.75e−01 6.16e−05 9.49e−01 7.25e−02 4.47e+03 1.31e+01
40 4.53e−01 7.14e−06 9.69e−01 1.87e−01 6.34e+04 5.17e+00
3. Evaluation and root finding
The focus in this section is on one polynomial in one variable, the case of sampling witness sets of hypersurfaces and
rational normal curves. We first experimentally illustrate how large condition numbers arise from particular choices of
offset points, using the computer algebra system Maple so the experiments with the condition numbers can be replicated
directly. Then we show that global intrinsic coordinates may lead to badly scaled companion matrices and therefore large
condition numbers of the roots.
3.1. Condition number estimates
To estimate the condition numbers we use LinearAlgebra[EigenConditionNumbers] of Maple 12, with default
settings of the balance parameter, and UseHardwareFloats set to true; see [34, Chapter 4]. The documentation of
Maple 12 points one to [35]; see [36, Section 4.3] for the theory. Definition 3.8 defines the condition number of an eigenvalue
applied to the root finding problem.
We consider one sparse polynomial f in n = 10 variables, of increasing degrees d, starting with t terms. In addition, we
add all the linear terms cixi, i = 1, 2, . . . , n, to avoid ending up with the origin as a multiple root. The coefficients are taken
on the complex unit circle, via the formula er
√−1, with r ∈ [0, 2π ]. The particular Maple commands used to generate an f
are
[> n := 10: d := 10: t := 5:
[> c := () -> exp(I*stats[random,uniform[0,2*Pi]](1)):
[> X := [seq(x[i],i=1..n)]:
[> f := X[1]^d+randpoly(X,coeffs=c,degree=d-1,terms=5)+sum(c()*x[i],i=1..n);
The first termof f ensures thatwe have amonic polynomial after substitution f (vξ), for v1 = 1. That f ismonic is convenient
for the connection with the companion matrix when we look at the condition numbers of the corresponding eigenvalue
problem.
To investigate the influence of the offset point on the condition number, we consider intrinsic coordinates once with and
once without an offset point, using
x = b+ vξ and x = vξ, b, v ∈ Cn, (6)
where all coefficients in the vectors are also taken on the complex unit circle. With f (vξ) = 0 we obtain still a sparse
polynomial with all coefficients on the complex unit circle, which is not the case with f (b + vξ) = 0. The offset vector of
b+vξ is responsible for the variation in the coefficients and the fluctuation of the condition numbers (see Definition 3.8) that
we observe in our numerical experiments, summarized in Table 1. Aswe see from Table 1, the conditioning for f (b+vξ) = 0
steadily worsens, whereas for f (vξ) = 0, the range between smallest and largest does not widen much, implying that all
roots of f (vξ) = 0 are well conditioned.
In global intrinsic coordinates, the offset vectorb is generated beforewe solve f (b+vξ) = 0. To compare the conditioning
of global intrinsic with local intrinsic coordinates, we first solve f (b + vξ) = 0 and take one root, say ξ = z. Then let
bz = b + vz so f (bz + vξ) = 0 has one solution ξ = 0 corresponding to z. For increasing degrees of f , the results of
our numerical experiments are summarized in Table 2. As we see in Table 2, for increasing degrees, the condition number
corresponding to z of f (bz+vξ) = 0 (for which the corresponding ξ = 0) is always reported as 1.00e+00, ormore precisely
as 0.9999999. . . which rounds to 1 within the working precision. For ξ = 0, we are at a root of the original f whose roots
are all well conditioned. Condition numbers for other roots of f (bz + vξ) worsen. So the good conditioning is maintained
by taking the offset point bzi based on each root zi and considering f (bzi + vξ) = 0 locally.
This experiment illustrates that, although sampling a hypersurface is reduced to solving univariate polynomial equations,
for hypersurfaces defined by polynomials of high degrees we cannot use the same representation of a general line to
define generic points. If we adapt the offset point and switch to local intrinsic coordinates, then the generic points are
well conditioned.
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Table 2
Estimates for the inverse condition numbers of the roots of f (b+ vξ) and f (bz + vξ). In the right part of the table we have 1.00 as the condition number
for ξ = 0, corresponding to the root in local intrinsic coordinates.
Degrees of f f (b+ vξ) = 0 f (bz + vξ) = 0
Largest 2nd largest Smallest Largest 2nd largest Smallest
10 5.93e−01 4.71e−01 6.18e−02 1.00e+00 2.78e−03 1.99e−06
20 4.02e−01 3.30e−01 6.72e−03 1.00e+00 9.88e−06 6.94e−11
30 2.46e−01 1.08e−01 8.10e−04 1.00e+00 4.04e−08 3.44e−11
40 5.63e−01 2.36e−01 1.40e−04 1.00e+00 1.52e−08 3.90e−11
Table 3
Estimates for the inverse condition numbers of the roots of f (b+ vξ) and f (bz + vξ).
Degrees of f f (b+ vξ) = 0 f (bz + vξ) = 0
Largest 2nd largest Smallest Largest 2nd largest Smallest
10 3.97e−01 3.55e−01 1.04e−02 1.00e+00 4.38e−03 5.71e−07
20 2.13e−01 2.11e−01 1.16e−05 1.00e+00 3.51e−03 9.19e−14
30 1.60e−02 1.47e−02 2.82e−08 1.00e+00 5.89e−06 9.50e−15
40 3.25e−02 1.26e−02 1.04e−10 1.00e+00 1.91e−06 2.36e−15
The next experiment that reduces to finding the roots of a polynomial in one variable is based on a rational normal curve.
We consider a class of rational normal curves defined by a polynomial system
x2 − x2d1 = 0, x3 − x3d1 = 0, x4 − x4d1 = 0, x5 − x5d1 = 0
c0 + c1x1 + c2x2 + c3x3 + c4x4 + c5x5 = 0. (7)
After substitution, the computation of witness points amounts to solving a polynomial in one variable x1. The Maple
commands used to generate the rational normal curves of degree 10 are
[> n := 5: d:= 2: c := () -> exp(I*stats[random,uniform[0,2*Pi]](1)):
[> X := seq(x[i],i=1..n):
[> f := c() + sum(c()*x[i],i=1..n):
[> SX := seq(x[i]=x[1]^(i*d),i=2..n): f := subs(SX,f);
To compare the conditioning of global intrinsic with local intrinsic coordinates, we take one root z of f (b + vξ) = 0. We
localize b to bz taking b1 = z and all other bi plugging b1 into the equations of (7) so bz is a point on the curve and on the
plane. The results are in Table 3. Comparing to the hypersurface example, we see the condition numbers increase faster with
increasing degree and the same conclusions hold.
3.2. The numerical conditioning of polynomial evaluation
Thenumerical conditioning for the polynomial evaluationproblemdiscussed in [36] leads to the formula (8) encapsulated
in the following definition.
Definition 3.1. The relative condition number for evaluating a polynomial p of degree d in one variable x with complex
coefficients is
cond(p, x) =
d∑
i=0
|cixi|
|p(x)| for p(x) =
d−
i=0
cixi with ci ∈ C. (8)
Observe that the condition number worsens as x approaches a root of p, as we consider the conditioning relative to the
value of p at x. Following [36, Definition 1.1], evaluating p at a root is an ill-posed problem because the condition number is
infinite. Obviously the condition number also grows as x increases. Therefore we will assume that we evaluate at numbers
on or close to the complex unit circle.
In this section we compare the numerical condition for evaluating a polynomial p:
1. at x = b+ vξ , with b, v ∈ C chosen at random so |b| = 1 and |v| = 1; and
2. at x = z + vh, with the same v ∈ C as above and a small nonzero h: 0 < |h| ≪ 1.
The magnitude of h is such that we can neglect terms of order O(h2). The equation b + vξ = z + vh defines the relation
between ξ and z.
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Starting at the simple case for p equal to onemonomial xd of positive degree, we formulate a technical lemma, comparing
the relative condition numbers. The lemma gives an upper bound gauging how much worse the global intrinsic coordinate
representation can be compared to working with local intrinsic coordinates.
Lemma 3.2. For d > 1, |b| = 1, |v| = 1, |z| = 1, and 0 < |h| ≪ 1, the ratio
cond(xd, x = b+ vξ)
cond(xd, x = z + vh) ≤
3d
1− O(h) (9)
compares the condition of evaluating xd as a polynomial in ξ to xd as a polynomial in h.
Proof. Applying (8) with x = b+ vξ = z + vh cancels the common denominator |xd|.
Evaluating the numerator of (8) with binomial expansion,
(b+ vξ)d =
d−
i=0

d
i

bi(vξ)d−i (10)
≤
d−
i=0

d
i

|bi(vξ)d−i| (11)
=
d−
i=0

d
i

|ξ |d−i, as |b| = 1, |v| = 1 (12)
= (1+ |ξ |)d. (13)
Because |h| ≪ 1, we ignore O(hi) for i > 1, and as |v| = 1, (z + vh)d ≈ zd + O(h).
To derive the upper bound of (9), the assumptions |b| = |v| = |z| = 1 imply 0 ≤ |ξ | ≤ 2+ |h|, so for the numerator of
the bound in (9) we have (1+ |ξ |)d ≤ 3d, as we can work with the |h| of the 2+ |h| upper bound for ξ in the denominator.
A lower bound on zd + O(h) is derived via the reverse triangle inequality: |zd − (−O(h))| ≥ | |zd| − | − O(h)| | = 1− O(h),
since 0 < |h| ≪ 1. 
Note that the factor 3d in the upper bound of (9) is sharp; for example, plugging z = 1, b = −1, v = 1, h = ϵ into
b+ vξ = z + vh leads to ξ = 2+ ϵ and then the numerator of the formula (8) evaluates to 3d as ϵ goes to zero.
Even for the case of one monomial, the condition number in the worst case is amplified by a huge factor. For example,
317 = 1.3× 108: with standard double precision we may lose half of the significant digits.
In a first generalization of Lemma 3.2, we consider twomonomials. In contrast to the case p = xd, the number z could be
a root of p, even for |z| = 1. Therefore, we assume |p(z)| ≫ |h|.
Lemma 3.3. Let p = ckxk + cℓxℓ. For |b| = 1, |v| = 1, |z| = 1, |p(z)| ≫ |h|, and 0 < |h| ≪ 1,
cond(p, x = b+ vξ)
cond(p, x = z + vh) ≤
|ck|3k + |cℓ|3ℓ
|p(z)| − O(h) . (14)
Proof. Applying the binomial expansion to the two terms in p, using |b| = 1 and |v| = 1,
|ck(b+ vξ)k| + |cℓ(b+ vξ)ℓ| ≤ |ck|(1+ |ξ |)k + |cℓ|(1+ |ξ |)ℓ. (15)
By |b| = |v| = |z| = 1 we have 0 ≤ |ξ | ≤ 2+ |h| and thus the numerator of the upper bound of (14), as we also here take
the |h| of the 2+ |h| into account when we consider the denominator. For the denominator, we compute
ck(z + vh)k + cℓ(z + vh)ℓ ≈ (ckzk + O(h))+ (cℓzℓ + O(h)) = p(z)+ O(h), (16)
ignoring higher order terms because |h| ≪ 1. Application of the reverse triangle inequality assuming |p(z)| ≫ |h| leads to
|p(z)| − O(h) as the lower bound for the denominator of (14). 
Proposition 3.4. Let p =∑di=0 cixi. For |b| = 1, |v| = 1, |z| = 1, |p(z)| ≫ |h|, and 0 < |h| ≪ 1,
cond(p, x = b+ vξ)
cond(p, x = z + vh) ≤
d∑
i=0
|ci|3i
|p(z)| − O(h) . (17)
Proof. Like in Lemma 3.3, we apply triangle inequalities. 
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Corollary 3.5. In addition to all assumptions of Proposition 3.4, let |ci| = 1; for i = 0, 1, . . . , d, the ratio
cond(p, x = b+ vξ)
cond(p, x = z + vh) ≤
1
2
3d+1 − 1
|p(z)| − O(h) (18)
compares the condition of evaluating p as a polynomial in ξ to that of evaluating p as a polynomial in h.
Proof.
∑d
i=0 3i = 12 (3d+1 − 1). 
The generalization of formula (8) to polynomials in several variables is immediate.
Definition 3.6. The relative condition number for evaluating a sparse polynomial f in n variables, with support set A ∈
Nn,#A <∞, is
cond(f , x) =
∑
a∈A
|caxa|
|f (x)| , for f (x) =
−
a∈A
caxa, ca ∈ C \ {0}, xa = xa11 xa22 · · · xann . (19)
Observe that only nonzero coefficients are stored, because unlike the case for polynomials in one variable, the number of
monomials that may occur grows exponentially in the degree and the number of variables. With the notation of (19), the
degree of f is computed as
deg(f ) := max
a∈A (
a1 + a2 + · · · + an) . (20)
We are interested in the evaluations of f resulting from intersecting f with a general line. In particular, we compare the
numerical conditioning of evaluating f
1. at x = b+ vξ , with b, v ∈ Cn chosen at random so |bi| = 1 and |vi| = 1, i = 1, 2, . . . , n; and
2. at x = z+ vh, with the same v ∈ Cn, and a small nonzero h: 0 < |h| ≪ 1.
Eliminating x from x = b+ vξ and x = z+ vh defines the relation between ξ and z. For fixed b, v, and z, given ξ (or h) we
solve for h (or respectively ξ ) in the least squares sense.
Theorem 3.7. Let f =∑a∈A caxa. For |bi| = 1, |vi| = 1, |zi| = 1, i = 1, 2, . . . , n, |f (z)| ≫ |h|, and 0 < |h| ≪ 1,
cond(f , x = b+ vξ)
cond(f , x = z+ vh) ≤
∑
a∈A
|ca|3a1+a2+···+an
|f (z)| − O(h) . (21)
Proof. The denominator of (21) is obtained via binomial expansion: f (x = z + vh) = f (z) + O(h), ignoring higher
order terms as |h| ≪ 1. The reverse triangle inequality and the assumption |f (z)| ≫ |h| lead to the lower bound
|f (z+ vh)| ≥ |f (z)| − O(h), for the denominator of (21).
The expression of the numerator is derived via application of Lemma 3.3. In particular, because all components of the
tuples of variables have the same magnitude, estimating the magnitude of caxa is the same as estimating the value of
caxa1+a2+···+an . 
Summarizing Theorem 3.7: the relative condition number of evaluating a degree d polynomial at x = b + vξ is in bad
cases approximately 3d times larger than the relative condition number of evaluating at x = z + vh, for 0 < |h| ≪ 1. The
assumption that |f (z)| ≫ |h|means that |h| is dominated by |f (z)|.
3.3. The numerical condition of polynomial roots
In this sectionwe demonstrate that the shift x = b+vξ may lead to a significant deterioration of the condition number of
the roots of a polynomial equation. Following [37], we define the condition number of roots of a polynomial in one variable
via the condition numbers of the eigenvalues of the companion matrix.
Definition 3.8. Let Cp be the companion matrix of a polynomial p in one variable x and with complex coefficients. Solutions
to p(x) = 0 are eigenvalues denoted by z with corresponding right eigenvectors r ∈ Cn : Cpr = zr and left eigenvectors
q ∈ Cn : qHCp = qHz. The condition number κ(p, z) of a zero z of p with corresponding left and right eigenvectors qz and
rz is
κ(p, z) = ‖qz‖2‖rz‖2|qHz rz |
. (22)
Y. Guan, J. Verschelde / Computers and Mathematics with Applications 62 (2011) 3706–3721 3713
We start by considering polynomials with perfectly conditioned roots.
Lemma 3.9. Consider p = xd − 1. For all z, p(z) = 0 such that κ(p, z) = 1.
Proof. The right eigenvectors rz of the companion matrix of xd − 1 for any zero z are defined by
0 1 0 · · · 0 0
0 0 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 0
0 0 0 · · · 0 1
1 0 0 · · · 0 0


1
z
z2
...
zd−2
zd−1
 = z

1
z
z2
...
zd−2
zd−1
 . (23)
For the left eigenvectors qz we consider the right eigenvectors of CHp with eigenvalue z, as (q
HCp)H = (qHz)H is equivalent
to CHp q = zq:
0 0 · · · 0 0 1
1 0 · · · 0 0 0
0 1 · · · 0 0 0
...
...
. . .
...
...
...
0 0 · · · 1 0 0
0 0 · · · 0 1 0


1
z
z2
...
zd−2
zd−1
 = z

1
z
z2
...
zd−2
zd−1
 , z = z
d−1. (24)
So corresponding to z, we have as left eigenvector qH = [1 z z2 · · · zd−2 zd−1].
Because zk = exp(ikθ), zk = exp(−ikθ) and zz = 1, we compute
‖rz‖22 = rHz rz = 1+ zz + z2z2 + · · · + zd−2zd−2 + zd−1zd−1 = d. (25)
Similarly, ‖qz‖22 = d and we have ‖qz‖2‖rz‖2 = d. Then qHz rz = 1 + zz + z2z2 + · · · + zd−2zd−2 + zd−1zd−1 = d. Thus,
κ(p, z) = 1. 
Our approach to numerical conditioning is algebraic as we study how sensitive the roots are to changes in the coefficients.
Geometrically, we relate the numerical condition to the inverse of the distance between the roots. For xd − 1 = 0, the roots
get closer to each other asymptotically as d grows to infinity. In contrast, the algebraic condition number remains invariant.
In [38, page 19], the roots of xd − 1 are deemed extremely well conditioned as a perturbation of ϵ on any coefficient gives
a perturbation of ϵ/d in all the roots. Derived formally in [39], roots of xd − 1 have condition number 1/d, improving with
increasing degree. Note that formula (22) is unaware of the sparse structure of the polynomial.
The following lemma considers the conditioning of the roots if we shift the coefficients of the polynomial just a little bit.
Because we start from a perfectly conditioned problem, the condition numbers remain very good.
Lemma 3.10. Let v ∈ C, |v| = 1, and h, 0 < |h| ≪ 1; consider p = (x + vh)d − 1. For all z, p(z) = 0, we have
κ(p, z) = 1+ O(h).
Proof. We express the companion matrix of p as
Cp(h) = Cp + C1h+ O(h2), (26)
where Cp is the companion matrix of xd− 1. We could redo all calculations in the proof of Lemma 3.9, ignoring higher order
terms of h, as |h| ≪ 1 or simply apply [37, Corollary 4.3.1]: z(h) = z + O(h) for all eigenvalues z(h) of Cp(h) corresponding
to the eigenvalues z of Cp. Ignoring higher order terms of hwhen evaluating (22) leads to κ(p, z) = 1+ O(h), for any zero z
of p. 
Next we turn our attention to p(x) = (b + vx)d − 1 = 0 for constants b and v on the complex unit circle. Again we
emphasize that our notion of numerical conditioning is algebraic, not geometric. In the geometric point of view, the roots
of p compared to those of xd − 1 are merely translated. As this translation preserves the distance between the roots, one
would geometrically not expect a worsening of the condition number. We could confirm this algebraically by plugging in
the shifted roots into formula (22). However, even for |b| = 1 and |v| = 1 the companion matrix of p undergoes a drastic
perturbation from the companion matrix of xd − 1.
Lemma 3.11. Let b, v ∈ C, |b| = 1, |v| = 1, and consider p = (b + xv)d − 1. For all z, p(z) = 0, we have κ(p, z) ≤
d

4dΓ (d+1/2)√
πΓ (d+1) .
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Proof. We apply the theorem of Bauer-Fike [36, Theorem 4.5]. Let Cp be the companion matrix of p, denote by Cd the
companion matrix of xd− 1, and consider E = Cp− Cd. By the Bauer-Fike Theorem all eigenvalues of Cp lie in disks centered
at the eigenvalues λ of Cd and with radius d‖E‖2κ(xd − 1, λ).
By Lemma 3.9, κ(xd − 1, λ) = 1 for all λd − 1 = 0. So we only need to find a bound for ‖E‖2. Because Cd and Cp are
companion matrices, the only nonzero elements of E are in its last row. Computing ‖E‖2 via the spectral radius of EHE leads
to the observation that B := EHE is a zero matrix, except for one element in row d and column d. The square root of that one
nonzero element Bd,d is the spectral radius of B (as all other eigenvalues of B are zero) and thus equals ‖E‖2.
In bounding Bd,d, we look at the coefficient vector c of p:
p(x) =
d−
i=0
cixi =
d−
i=0

d
i

bd−ivixi. (27)
In taking the difference Cp − Cd, 1 was subtracted from the constant term of p, but this is only a minor subtraction and we
compute cHc to get an upper bound of Bd,d. As |b| = 1 and |v| = 1 we focus on the binomial coefficients in c and find
(with the help of Maple 12)
cHc =
d−
i=0

d
i
2
bd−ibd−ivivi =
d−
i=0

d
i
2
= 4
dΓ (d+ 1/2)√
πΓ (d+ 1) . (28)
So

4dΓ (d+1/2)√
πΓ (d+1) bounds the spectral radius of B.
We still have to justify why we may use the number d

4dΓ (d+1/2)√
πΓ (d+1) as a bound on κ(p, z), because the number bounds
the radii of the disks centered around the original roots of xd − 1 and not around the roots of p. To that end we apply
[36, Theorem 4.7] (proven in [40]) to the eigenvalue problem defined by Cp. Adjusting the notation of [36, Theorem 4.7],
we have that κ(p, z) ≤ cond(S), where S is the matrix which contains in its columns the eigenvectors of Cp. Note that the
eigenvectors of Cp are powers of the eigenvalues. To derive a bound on cond(S), we use the 2-norm in the formula for the
condition number, cond(S) = ‖S‖2 ·‖S−1‖2, because thenwe can use the bound thatwe derived on the spectral radius. In the
worst case, one eigenvalue of Cp may lie on the boundary of the disk centered at a root of unity,while another eigenvalue of Cp
remains on the unit circle, thus skewing the size of the coefficients in thematrix S: in one column entries grow exponentially,
while in another column the entries stay on the unit circle. In that case ‖Cp‖2 attains the number d

4dΓ (d+1/2)√
πΓ (d+1) and the bound
on κ(p, z) follows. 
Before the lemmawe cautioned against the geometric interpretation of the condition numbers of the roots of the polynomial
in intrinsic coordinates. At the end of the proof above we see that the companion matrix is very close to a singular matrix
B for which we obtained an explicit bound on the spectral radius. So the companion matrix of the polynomial in intrinsic
coordinates is possibly near a singular matrix.
We summarize the results of the lemmas in the following theorem.
Theorem 3.12. Let b, v ∈ C, |b| = 1, |v| = 1, and h be such that 0 < |h| ≪ 1. Then, the ratio
κ

(b+ vx)d − 1, z
κ

(x+ vh)d − 1, z ≤ 2d−1 − O(h) (29)
compares the conditioning of the solutions of (b+ vx)d − 1 = 0 with the solutions of (x+ vh)d − 1 = 0.
Proof. This follows from Lemmas 3.10 and 3.11. Because log2

4dΓ (d+1/2)√
πΓ (d+1)

increases fairly linearly and is bounded by
d−1, we replace

4dΓ (d+1/2)√
πΓ (d+1) by 2
d−1 as amore convenient upper bound.We use 1/(1−x) = 1+x+O(x2)with x = −O(h)
to obtain−O(h) in the upper bound. 
We end by pointing out that the upper bound of the theorem is attained for the case of (−1 + x)d − 1 = 0 where 2 is
a solution and powers of 2 appear in the companion matrix. Although xd − 1 = 0 is a very special polynomial, note that
random polynomials are known to have their zeros close to the complex unit circle [41].
4. Improved numerical conditioning
The previous section dealt with the special cases of sampling a hypersurface or rational normal curve. In this section we
address the general case. Borrowing again from numerical linear algebra we first define the condition number of an isolated
solution of a polynomial system. For embedding and randomization methods to represent generic points on components
that do not occur as complete intersections we refer the reader to respectively [29] and [6, Section 13.5].
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Definition 4.1. Let f (x) = 0 be a polynomial system of n equations in n unknowns. Denote the Jacobian matrix of f by Jf
and let z ∈ Cn be an isolated solution of f (x) = 0. Then, the relative condition number of the zero z as a solution of f (x) = 0 is
κ(f , z) = ‖Jf (z)‖2‖J−1f (z)‖2, (30)
i.e., κ(f , z) is the condition number of the Jacobian matrix of the polynomials in the system evaluated at z.
The justification for this definition comes from [42, Theorem 3.2], showing that asymptotically near a zero, the numerical
conditioning of the nonlinear system is the same as its derivative. Recall that the linear system Jf (x)1x = −f (x) determines
the update 1x in Newton’s method. Although condition numbers for linear system solving are often defined for other
norms [43,44], we have ‖C‖2 =

ρ(CHC)where ρ(·) returns the spectral radius of a matrix.
We encountered eigenvalues earlier in Definition 3.8 for polynomials in one variable. We remark that the condition
number of the companion matrix for a polynomial in one variable reflects much better our numerical problems caused by
the offset vector in global intrinsic coordinates than the derivative does. Therefore, Definition 4.1 should be applied only for
proper systems, i.e., only for n > 1.
The notion of κ(f , z) is local: for one solution z – although other solutions near to zwill increase κ(f , z) – and in particular,
for the given values of the coefficients of f . Different coordinate systems will give different values for κ(f , z). The local and
particular properties of κ(f , z) explain why κ gives a relative condition number.
Definition 4.2. Let z ∈ Cn be a generic point on an (n− k)-dimensional component of f −1(0), satisfying k linear equations
L(z) = 0. Then, the relative extrinsic condition number of z, as a generic point on f −1(0) ∩ L, is
κE (f , L, z) = κ(f = (f , L), z). (31)
Writing the solutions to the linear equations L(x) = 0 as x = b + Vξ, for some offset point b and orthonormal matrix
V ∈ Cn×k, we have z = b + Vξz , where ξz are the intrinsic coordinates of z. Then, the relative intrinsic condition number of
z, as a generic point of f −1(0), is
κI(f , b, V , z) = κ(f = f (b+ Vξz), ξz). (32)
Finally, the relative local intrinsic condition number of z as a generic point on f −1(0) is
κL(f , V , z) = κ(f = f (z+ Vξ), ξ = 0). (33)
Like in Definition 4.1, we emphasize the relative aspect of our condition numbers as local and particular for the given
values of coefficients. By ‘‘given’’, we refer to the coefficients of the polynomials in f and not the coefficients of L, b and V
because for L, b, and V we generate well-conditioned representations.
We start, in analogy to Lemma3.9, by considering generic pointswith optimal numerical condition numbers and consider
as test equation xa − 1 = 0. Similar to the univariate xd − 1, this test equation corresponds to the best conditioned case.
Intersecting the solution set of xa − 1 = 0 with a random line is equivalent to considering a polynomial in one variable, for
which the roots are expected to be close to the complex unit circle.
Lemma 4.3. Let f = xa − 1 = 0, xa = xa11 xa22 · · · xann , denote d = a1 + a2 + · · · + an. One can find a generic point z and
coefficients for hyperplanes L such that f (z) = 0, L(z) = 0, and κE (f , L, z) ≤ √nd2.
Proof. We consider the system
F(x) =

f (x) = 0
L(x) = 0 (34)
and its Jacobian matrix
JF (x) =

a1x
a1−1
1 x
a2
2 · · · xann a2xa11 xa2−12 · · · xann · · · anxa11 xa22 · · · xan−1n
c1,1 c1,2 · · · c1,n
...
...
. . .
...
cn−1,1 cn−1,2 · · · cn−1,n
 (35)
at the zero z. The symbols ci,j are coefficients of L.
Let us consider first the case where f = xd1 − 1 = 0. Let D be the n-by-n identity matrix with its element D1,1 in the first
row and first column equal to d. Then we write JF (z) = DC . The first row of the matrix C consists of zd−11 , followed by zeros.
The other rows of the matrix C contain the coefficients of the linear equations of L. Because z1 satisfies xd1−1 = 0, zd−11 also
lies on the complex unit circle and thus we may assume that C is chosen as an orthonormal matrix, with ‖C‖2‖C−1‖2 = 1.
The property ‖DC‖2 ≤ ‖D‖2‖C‖2 combined with ‖D‖2 = d yields ‖JF (z)‖2 ≤ d. For ‖J−1F (z)‖2 we use J−1F = C−1D−1 and
‖C−1D−1‖2 ≤ ‖C−1‖2‖D−1‖2 = 1, as the largest eigenvalue of D−1 is still 1. So we find κE (f , L, z) = ‖JF (z)‖2‖J−1F (z)‖2 ≤ d.
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For the general case, note that we may assume that all ai ≠ 0; otherwise, for ai = 0 we discard the corresponding
variable xi. While in (35), we may choose the coefficients ci,j of the linear equations so that the last n− 1 rows are mutually
orthogonal to each other, the growth of the numbers in the first row of JF (x) could stem from large values of ai. Therefore
we rewrite JF (x) as a product of three matrices:
JF (x) = ABC, (36)
with
A =

1 0 · · · 0
0 1/(a1
√
n) · · · 0
...
...
. . .
...
0 0 · · · 1/(an−1
√
n)
 , C =

a1
√
n 0 · · · 0
0 a2
√
n · · · 0
...
...
. . .
...
0 0 · · · an
√
n
 , (37)
and
B =

xa1−11 x
a2
2 · · · xann /
√
n xa11 x
a2−1
2 · · · xann /
√
n · · · xa11 xa22 · · · xan−1n /
√
n
c1,1 c1,2a1/a2 · · · c1,na1/an
...
...
. . .
...
cn−1,1an−1/a1 cn−1,2an−1/a2 · · · cn−1,nan−1/an
 . (38)
We have ‖JF (x)‖2 ≤ ‖A‖2‖B‖2‖C‖2, where ‖A‖2 = 1 (because ai ≥ 1) and ‖C‖2 = maxni=1 ai
√
n ≤ d√n. For J−1F =
C−1B−1A−1, we have likewise ‖J−1F (x)‖2 ≤ ‖C−1‖2‖B−1‖2‖A−1‖2 where ‖C−1‖2 ≤ 1/
√
n and ‖A−1‖2 = maxn−1i=1 ai
√
n ≤
d
√
n. So the bound follows if we can choose the coefficients of B so that ‖B‖2 = 1 and ‖B−1‖2 = 1.
While in the special case of one variable, the upper bound on the condition number for JF was d, in general it could happen
that a1 dominates all other degrees and we end up with a21 which is larger than d, but still bounded by d
2.
The rewriting of JF has freed the first row of B from the degrees. We can simplify the first row: x
a1
1 · · · xakk · · · xann = 1
implies xa11 · · · xak−1k · · · xann = 1/xk, for k = 1, 2, . . . , n. So the matrix B becomes
B =

x−11 /
√
n x−12 /
√
n · · · x−1n /
√
n
c1,1 c1,2a1/a2 · · · c1,na1/an
...
...
. . .
...
cn−1,1an−1/a1 cn−1,2an−1/a2 · · · cn−1,nan−1/an
 . (39)
The solution that we take satisfies xa − 1 = 0. Because we take derivatives to form the Jacobian matrix of F(x) = 0, the
constant coefficients ci,0 of the linear equations in L(x) = 0 do not show up in the Jacobian matrix. Wemay thus choose the
coefficients ci,0 so that the solutions that we take from xa − 1 = 0 have their coordinates all on the complex unit circle. As
the 2-norm of any n-vector with all its coordinates on the complex unit circle equals
√
n, we have that the 2-norm of the
first row of B equals 1. The other rows of B depend then on the other coefficients ci,j and there is enough freedom to ensure
that B is an orthogonal matrix. The bound then follows because B is orthogonal. 
In the statement of Lemma 4.3 we do not consider z as given (and thus fixed), because even as z has to satisfy xa− 1 = 0,
it is possible to choose extremal values for the components of z which would then lead to a badly scaled Jacobian matrix
with relatively high condition number. Lemma 3.11 is extended to address the condition of intrinsic coordinates of our test
equation.
Lemma 4.4. Let z ∈ Cn be a generic point of f (x) = xa− 1 = 0, xa = xa11 xa22 · · · xann , d = a1+ a2+· · ·+ an, with z = b+ vξz
for some offset point b and a vector v. Then κI(f , b, v, ξz) ≤ 2d−1.
Proof. Note that if a1 = d and all other ai = 0, i = 2, . . . , n, Lemma 3.11 applies immediately. Repeated substitution of zk
by bk+ vξz leads to a case where Lemma 3.11 applies. Without loss of generality we may assume that all bk are equal to the
same b and all vk equal to the same v. Then the equation xa − 1 turns into (b+ vξ)d − 1, the equation of Lemma 3.11. As in
the proof of Theorem 3.12, we use the more convenient 2d−1 for the expression

4dΓ (d+1/2)√
πΓ (d+1) . 
As we remarked after Lemma 3.11, we have cases where the bound 2d−1 is attained, but otherwise, this bound may be
too pessimistic as the substitution of bk + vkξ into xa − 1 in general leads to a polynomial in ξ with coefficients of modest
size.
Lemma 4.5. Consider x = z + vξ for some vector v, ‖v‖2 = 1, and z ∈ Cn a generic point for f (x) = xa − 1. Then,
κL(f , v, z) = 1.
Proof. Follows from Lemma 3.10. 
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Fig. 2. Two planes A and B in 3-space in general position meet in a common line with direction v. The directions of A are spanned by v andw0 , while B has
in its basis the directions v andw1 . Moving A to B is done by (1− t)w0 + tw1 , for t going from 0 to 1.
Theorem 4.6. For a generic point z for the equation f (x) = xa − 1 = 0, with d = deg(f ), we have
κL(f , v, z) ≤ κE (f , L, z) ≤ κI(f , b, v, z) ≤ 2d−1, (40)
where z lies on some generic line with offset b, direction v, and linear equations L(x) = 0.
Proof. The statement of the theorem is the summary of Lemmas 4.3–4.5. 
5. A recentering algorithm
In this section we consider the sampling of algebraic sets using local intrinsic coordinates. We define a recentering
algorithm and address its numerical stability. In addition, using local intrinsic coordinates leads to a better step size control.
The essence of the recentering algorithm is that it keeps the intrinsic coordinates small during path following, so the
coordinates of the generic points stay local. In the previous section we demonstrated the improved numerical conditioning
of local intrinsic coordinates, so if we can keep the coordinates local we avoid the accumulation of rounding errors and
obtain a numerically stable algorithm.
When sampling points, the moving of L from (b, V ) to (c,W ) is done via the obvious homotopy:
f

x = (1− t)b+ tc + ((1− t)V + tW ) ξ
moving offset point moving basis vectors

= 0. (41)
As t moves from 0 to 1, the solution paths ξ(t) are tracked with predictor–corrector methods and give new generic points
on f −1(0). For introductions to path following and continuation methods we refer the reader to [2,4]; see also [3].
Similar to ourmaking the assumption thatwe started at a linear space L that gavewell-conditioned solutions to represent
generic points, we assume that the new linear space that we are moving to will give well-conditioned solutions. This means
in particular that the homotopy (41) does not end in a singular point of f −1(0). Regarding the choice of W , we choose an
orthonormal basis. Given that (41) moves to well-conditioned solutions, picking a bad choice forW has probability 0.
We illustrate in Fig. 2 an improvement to the obvious homotopy (41). For sampling a space curve in 3-space we consider
two planes. Any two planes in relative general position with respect to each other intersect in a line. If the direction of the
line of intersection is one of the two directions of the basis for representing both planes, then there is only one basis vector
that moves during the sampling of the space curve.
Sampling a space curve in extrinsic coordinates in Cn happens by moving one hyperplane, from LA(x) = 0 to LB(x) = 0
typically via a homotopy (1− t)LA(x)+ tLB(x) = 0 where the parameter t changes the plane A (defined by LA(x) = 0) into
the plane B (defined by LB(x) = 0). As dim(A ∩ B) = n − 2, there are n − 2 vectors v1, v2, . . . , vn−2 common to A and B
when we consider the parametric representations of the hyperplanes A and B. Forw0 ∈ A \ (A∩ B) andw1 ∈ B \ (A∩ B), the
homotopy in intrinsic coordinates is then defined as (1 − t)w0 + tw1, for t going from 0 to 1. Note that, as we work with
orthogonal bases of directions, for any t , the vector (1 − t)w0 + tw1 is perpendicular to all vi, for i = 1, 2, . . . , n − 2. The
main point is that just like in extrinsic coordinates, sampling a space curve is governed by the movement of one parameter
t . The sampling of a space curve in extrinsic coordinates changes the n+1 coefficients of one linear equation and in intrinsic
coordinates one direction vector of length n changes.
Given a witness set for a space curve and a target hyperplane for the new samples to belong to, computing a
representation of the basis vectors such that they share all except one direction vector with the start hyperplane may be
called a reorientation of the linear slicing plane. Sampling any algebraic set of any dimension happens by tracing a space
curve on that algebraic set. If we have some choice in the next k-plane that we are moving to, then it is beneficial to choose
the target k-plane to have k− 1 directions in common with the start k-plane so that only one direction vector moves.
Now we consider the stage when we have fixed one instance (b,W ) of a moving k-plane. In local intrinsic coordinates
when generic points {z1, z2, . . . , zd} are offset points, we could consider moving from (zℓ,W ) to (b,W ) via a deformation
defined by
f (x = (1− t)zℓ + sb+Wξ) = 0, for s from 0 to 1. (42)
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Fig. 3. Schematic of one predictor–corrector step of the new sampling algorithm, moving from the point z to the point where Lmeets f −1(0). The line L is
defined by b+ ξw. Using step size h, the prediction h(c− z) added to z occurs in a direction orthogonal to Lwhile the correction1ξw is parallel to L.
We see that, in contrast to the obvious homotopy in (41), only the offset point moves. Instead of using (42) andmoving to b,
we point out that any point in the k-plane L can serve as an offset point. Therefore, we should choose the best offset point,
i.e., the point closest to the current generic point. To compute the closest point, let c be the orthogonal projection of zℓ onto
the k-plane L. For some step size h, we then consider
f (x = zℓ + h(c− zℓ)+Wξ) = 0 (43)
and apply Newton’s method to find the correction1ξ, as illustrated in Fig. 3.
After each step,we add the correction termW1ξ to the offset point, recentering the intrinsic coordinates to local intrinsic
coordinates at the end of the correction stage. Pseudocode for one predictor–corrector step is given in Algorithm 5.1, going
from one generic point z ∈ f −1(0) ∩ K , where K is the current k-plane, towards L, the target k-plane.
Algorithm 5.1 (One Predictor–Corrector Step in Local Intrinsic Coordinates).
Input: f = (f1, f2, . . . , fk), fi(x) ∈ C[x], i = 1, 2, . . . , k; dim(f −1(0)) = n− k
b ∈ Cn; offset point of k-plane L
W = [w1 w2 · · · wk] ∈ Cn×k,W ∗W = Ik; orthonormal basis for L
z ∈ Cn: f (z) = 0, K(z) = 0; generic point on k-plane K
h > 0; step size
ϵ > 0. accuracy requirement
Output:z, f (z) = 0, L(z) = 0: ‖z− b‖ < ‖z− b‖. generic point closer to L
1. v := z− b; go towards offset point
2. v := v−∑ki=1(wiHv)wi; move perpendicular toL
3. v := v‖v‖ ; normalize so‖v‖ = 1
4. z := z+ hv; prediction for new generic point
5. z :=z; ξ := 0; initialize for Newton corrector
6. while ‖f (z+Wξ)‖ > ϵ do as long as not accurate enough
6.1 1ξ := f (z+Wξ)/f ′(z+Wξ); solve a linear system for1ξ
6.2 ξ := ξ +1ξ; update correction
7. z :=z+Wξ. recenter to local coordinates
The orthonormality condition WHW = Ik is important for instruction 2 in Algorithm 5.1 because we can compute the
projection just via inner products. The number of arithmetical operations needed to carry out instruction 2 in Algorithm 5.1
is O(kn). Without the conditionWHW = Ik, this cost (e.g. via Gram–Schmidt orthogonalization) would be at least O(kn2).
For the numerical stability of Algorithm 5.1, we first discuss the relationship between the step size h and the accuracy
requirement ϵ. If on the one hand h is too small, then the condition ‖f (z + Wξ)‖ > ϵ in the while–do instruction 6 of
Algorithm 5.1 is directly satisfied. If on the other hand h is too large, satisfying the accuracy requirement of instruction 6
may require too many iterations, or Newton’s method may not converge at all. We point out that the cost of instruction
6.1 is O(k3) and if f is sufficiently sparse (if evaluation and differentiation go fast), then the cost of execution of Newton’s
method dominates the cost of Algorithm 5.1.
In general path tracking algorithms, the step size h is determined via a feedback mechanism. If Newton’s method does
not converge fast enough, then the step size is reduced. If Newton’s method needs only two steps or less, then the step size
might be enlarged. See [21] for step size control strategies. The problemwith this feedbackmechanism is that it comes at the
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great expense of the most costly portion of the predictor–corrector method, i.e., each reduction of h comes at the expense
of a failed and thus wasted Newton step. With local intrinsic coordinates, we can predict the fitness of the step size with a
simple evaluation. For some step size h and direction v, we evaluate and estimate the residual as
‖f (x = zℓ + hv)‖ is ‖f (zℓ)+ O(h)‖ is O(h). (44)
For example, if h = 10−2 and we see that the residual is O(10−2), then it is fair to expect that after one iteration of Newton’s
method, the residual becomes O(10−4), and then O(10−8) after the second iteration.
In Algorithm 5.2 we define how to cut back on the step size just by evaluation, before the start of the Newton correction.
Algorithm 5.2 (A Priori Step Size Control by Evaluation).
Input: f = (f1, f2, . . . , fk), fi(x) ∈ C[x] i = 1, 2, . . . , k; dim(f −1(0)) = n− k
z ∈ Cn: f (z) = 0, K(z) = 0; generic point on k-plane K
v ∈ Cn, ‖v‖ = 1; direction vector
h > 0; current step size
δ > 0. threshold to reduce h
1 > ρ > 0. reduction factor for h
Output: h > 0. updated step size
1. y := ‖f (z+ hv)‖; evaluate the predicted point
2. if y/h > δ then h := ρh. reduce the step size
The reduction of the step size in instruction 2 of Algorithm5.2 could be followed by another evaluation of f to seewhether
y is reduced sufficiently or has even become too small.
Algorithm 5.2 is called after instruction 3 of Algorithm 5.1.
By application of Algorithm 5.2, occurrences of a diverging Newton’s method can be greatly reduced because the size of
the residual ‖f (x = z+Wξ)‖ is O(h). Another indicator for success or failure of the corrector is the distance of the current
solution from the new position of the slicing plane.
We conclude with a quick cost estimate for the total number of Newton steps along one path. In sampling for generic
points, we typically choose the new random coefficients for the k-plane as complex numbers on the unit circle, so the
distance between two k-planes (and in particular their offset points) is O(1). For h, 0 < h < 1, we can see that the total
number of Newton iterations along a solution path is proportional to 1/h. For example if h = 0.01 and we need about two
or three Newton iterations per step, then the total number of Newton iterations along a solution path will vary between 200
and 300.
The homotopy continuation methods of this paper are different from the so-called linear homotopies for which an
experimental study intended to certify path tracking recently appeared in [45]. A potential future research direction could
be to expand the quick cost estimate of the previous paragraph into a formal complexity study, along the lines of [46,47].
6. Computational results
Local intrinsic coordinates have been available since version 2.3.53 of PHCpack [9,10]. In version 2.3.66, sampling was
made more explicitly available via a new option phc -y. The option -y of phc takes as input a witness set and returns a
new witness set.
We first describe numerical experiments done with Maple to compare condition numbers of generic points on a
hypersurface of polynomials of increasing degrees. Then we report preliminary results on small benchmark problems with
the sampling routines in PHCpack. All computations were done on one core of a Mac OS X 3.2 GHz Intel Xeon.
The polynomial systems that we selected occur in the literature. We briefly summarize the main characteristics of these
systems:
1. All adjacent minors of a general 2-by-n matrix, n = 3, 4, . . . . This is a family of nice quadratic equations arising in
algebraic statistics [30].
2. The cyclicn-root systems arewell knownacademic benchmarks. Ifnhas a quadratic divisor, then the systemhas apositive
dimensional solution set [48]. In our experimentsweuse the cyclic 8-roots system, which has a one-dimensional solution
set of degree 144.
3. Griffis–Duffy platforms [49] are architecturally singular mechanisms [50]; their motion corresponds to curves of degree
40 in 8-space [51].
For the purposes of this paper, the computation of the first set of generic points is considered as given, typically in extrinsic
coordinate representation.
Except for the adjacent minors, the systems are not complete intersections. For m > k, to make an m-by-k system f
square, we generate a random k-by-mmatrix C and work with C × f .
To test the improvement from using local intrinsic coordinates, we sample new generic points from the solution sets.
Our computational experimental setup consists of three stages:
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Table 4
Preliminary experiments on three systems. For each system we list the ambient dimension n, the dimension n− k of the solution set, and the degree d of
the set. We list the average number of Newton iterations along a path for intrinsic and local intrinsic coordinates, as well as user cpu timings.
Polynomial system n n− k d #iterations Timings
Griffis–Duffy platform 8 1 40 207/164 550/535µs
Cyclic eight-root system 8 1 144 319/174 5.3/3.2 s
All adjacent minors of 2-by-11 matrix 22 12 1024 285/219 44.6/40.3 s
(1) Given one set of generic points, we generate another random k-plane L.
(2) We then move the given set of generic points to lie on L.
(3) At the end we check results for accuracy, count #predictor–corrector steps, and record elapsed cpu times.
Note that the recorded cpu times are only meant to give an indication of the relative practical difficulties of these
problems. More relevant are the number of iterations performed by Newton’s method along the paths.
In Table 4 we summarize the results. Even though the systems we selected as benchmark examples are not challenging,
we observe a clear benefit of using local intrinsic coordinates, even for the systems defined by quadratic equations. The
benefit is perhaps most significant for the cyclic eight-root problem where the degree of the ith polynomial equals i.
Themodest size of the benchmark systems (and of the improvements in the timings) are for purposes of comparisonwith
the original global intrinsic coordinates. On larger systemswithmanymore solution paths, the numerical conditioning with
global intrinsic coordinates becomes so bad that the tracker in global intrinsic coordinates fails. Because of the unpredictable
rate at which such failures occur, a systematic comparison between global and local intrinsic coordinates requires a much
larger benchmark collection which is not within the scope of the current paper.
7. Conclusions
We list at least three advantages of using local intrinsic coordinates for sampling: (1) only the offset point moves;
(2) the sparse structure of the polynomials is kept; and (3) we can control the step size by evaluation. Applications to
numerical algebraic geometry include: (1) implicitization via interpolation; (2) themonodromy breakup algorithm [33]; and
(3) diagonal homotopies [18]. In particular, local intrinsic coordinates will add to the robustness of our parallel subsystem-
by-subsystem solver [26].
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