In this paper, we propose a backward stochastic differential equation simulationbased estimator of the conditional expectation operator, and we prove that the approximated solution converges to the exact solution under non-Lipschitz condition.
Introduction
There are a lot of mathematicians presented studying about the class of backward stochastic differential equations (shortly-BSDEs) that has the following
where {W (t), 0 t 1} is a Brownian motion defined on the probability space (Ω, F, P ) with the natural filtration {F t , 0 t 1} and ξ is a given F 1 -measurable random variable such that E|ξ| 2 < ∞. Clearly, a pair of stochastic processes {Y (t), Z(t), 0 t 1} with values in R × R which is F t -adapted and satisfies the equation (1) . Such pair is called an adapted solution of the equation. Existence and uniqueness of the adapted solution were proved by Pardoux and Peng [1] under the condition that f (t, y) is uniformly Lipschitz continuous in y. It known that we can get an analytic solution for a few classes of backward stochastic differential equations. Therefore, a real problem is to find a numerical solution for the theory of BSDE's. In some restrictive cases a numerical methods for approximating solution of BSDE's have already been developed (see [11, 9, 1, 3, 5, 7, 12] ). The convergence result only needs regularity assumptions. Therefore, more methods require the Lipschitz property for the coefficient functions. Ma and Protter [7] presented a good numerical method which do not that discretized filtrations converge to the original Brownian filtration in order to guarantee the convergence of the solution as well as such relaxation reduces the complexity in constructing the approximating solution. Different numerical solutions of backward stochastic differential equations related researches search in different numerical convergence methods.
Hyndman and Ngou [4] proposed a new method for the numerical solution of backward stochastic differential equations which finds its roots in Fourier analysis. They presented the convolution method for the numerical solutions of the backward stochastic differential equations, for implementing the convolution method they proposed the discretization of intermediate quadratures and their association to the discrete Fourier transform which can be efficiently calculated using the fast Fourier transform. Also, they use a fixed equidistant space grid, thus allowing an exact simulation of the Wiener process at time nodes. The contraction of the space grid implying to the approximation of the Wiener process by means of scaled random walks. Omid and Kamyad [10] introduced a new numerical approach to solve non-Linear backward stochastic differential equations. Therefore, they can approximate the non-linear term of the backward stochastic differential equation and they obtain a continuous piecewise linear backward stochastic differential equation correspond with the main backward stochastic differential equation. In order to solve the approximated backward stochastic differential equation they used the relationship between backward stochastic differential equations and stochastic controls by interpreting backward stochastic differential equations as some stochastic optimal control problems. Finally, they proved the approximated solution converges to the exact solution of the main non-linear backward stochastic differential equation in two different cases. Chassagneux and Richou [2] studied the qualitative behaviour of a class of numerical methods for backward stochastic differential equations by introducing a new notion of numerical stability. Mao and Lukasz [8] interested in the strong convergence and almost sure stability of Euler-Maruyama type approximations to the solutions stochastic differential equations with non-linear and non-Lipschitzian coefficients.
In this paper we propose some general assumptions on the numerical approximations of backward stochastic differential equations, and prove the discrete version of the backward stochastic differential equation is numerical convergence under non-Lipschitz conditions for the coefficient functions.
Preliminaries
Firstly, we present some assumption are available for backward stochastic differential equations. Let (Ω, F, P ) is a complete probability space with the natural filtration {F t , 0 t 1} and {B t } 0 t 1 denote a d-dimensional Brownion motion defined on this probability space, P denotes the σ-algebra of F t -progressively measurable subsets of Ω × [0, 1]. We consider the following backward stochastic differential equation
where 0 < t < 1, ξ is a given F 1 -measurable random variable such that
, we can define the norm
, when the norm is define as
Hyndman and Ngou [4] proposed the following non-Lipschitz assumption
where c > 0 and ρ(t, u) is continuous in both t and u, and it is a concave and nondecreasing function for fixed t, such that ∀t ∈ [0, T ] then ρ(t, 0) = 0. The ordinary differential equation u / = −ρ(t, u), u(T ) = 0 has a unique solution u(t) = 0 for all t ∈ [0, 1]. There exists a(t) 0 and b(t) 0, such that (H3) ρ(t, u) a(t) + b(t)u, and 
ii) assumed that there exists a positive constant k > 0 such that
for all x,x ∈ R n , z,ź ∈ R n×m and t ∈ [0, T ]. Also, they introduced the following conditions
where k is a positive constant and K is a concave increasing function from
Under above conditions, they proved the approximated solution converges to the exact solution of the original non-linear backward stochastic differential equations. Compared with their work, we introduce a new scheme of the discrete version of backward stochastic differential equation and prove it is numerical convergence under (H1), (H2) and (H3) conditions.
A numerical Scheme for BSDEs
In the beginning of our work is to propose a numerical scheme is some similar with that given in [7] and is based upon a discretization of the given equation and replacing W by a simple random walk. Subsequently, we take a time discretization t (n) i = i n , i = 0, ..., n, and let M (n) denote the approximating binomial random walk, whose increments are
and − 1 √ n with probability 1 2 and assume that the sequence {M (n) } is i.i.d. Further, {F (n) } denote the natural filtration of M (n) . Ma et al. [7] show that, if F is a functional defined on Ω, then by a slight abuse of notation we shall identify F(M (n) 0 , ..., M (n) 1 ) and F(M (n) ) as the same. Now, we can consider the discrete version of the BSDE as follows
but from conditional expectations we can get a workable backward induction scheme as followsỸ
from simple multiplication with W t i , we can obtain by taking the conditional expectationZ (n)
Moreover, from equations (5) and (6) by a fixed point technique then
and
Therefore, we can present the following explicitly scheme for numerical solving of the BSDE (2).Ŷ
Let us now analyze the error between the approximative solution and the exact solution. Clearly, the error produced by this method is bounded by
Lemma 3.1. Suppose thatỸ (n) be the solution of equation (4). Then the jumps ofỸ (n) converge uniformly to zero. Moreover,
Mao [6] saw that under hypotheses (H1) and (H2), f (.,
, and then he proved there exists a unique solution (Y (·), Z(·)) to equation (2) 
Now, from [7] we can deduce the following
For large n (2L n works) one obtains that
Therefore, we get that
Mao [6] obtained the corresponding bound forŹ (n) −Ẑ (n) . Finally, one obtains
The main result of this paper is the following theorem. Using elementary inequality |a + b| 2 2(|a| 2 + |b| 2 ), we have that
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