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Notations
We shall employ the following notations. We will let| · |p , || · ||s denote the norms
in Lp(R2), and the classical Sobolev spaces Hs(R2) respectively, where
||f ||2s =
∫
R2
(1 + k2 + l2)s|fˆ(k, l)|2dkdl
andˆconnotes Fourier transformation. Thus, the norm in L2(R2) will simply be de-
noted by || · ||L2(R2). By H∞ we denote
⋂
s≥0H
s. The elements of H∞ are infinitely
differentiable functions, all of whose derivatives lie in L2. If X is an arbitrary Ba-
nach space and T > 0, the space C(0, T,X) is the collection of continuous functions
u : [0, T ]→ X. This collection is a Banach space with the norm sup0≤t≤T ||u(t)||X ,
where || · ||X denotes the norm in X.
Define the space Hs−1(R2) =
{
η ∈ S ′(R2) : ||η||Hs−1(R2) <∞
}
equipped with the
norm
||η||Hs−1(R2) =
(∫
R2(1 + |k|−1)2(1 + k2 + l2)s|ηˆ(k, l)|2dkdl
)1/2
.
Also Xs(R2) will denote the set of all f ∈ Hs(R2) such that
(∂−1x f)
ˆ(ξ, η) =
fˆ(ξ, η)
iξ
∈ Hs(R2),
endowed with the norm
|f |2s = ||f ||2s + ||∂−1x f ||2s.
iv
Abstract
In this dissertation we show that the solutions of the pure initial-value problem for
the KP and regularize KP equations are the same, to within the order of accuracy
attributable to either, on the time scale 0 ≤ t ≤ −3/2, during which nonlinear and
dispersive effects may accumulate to make an order-one relative difference to the
wave profiles.
v
Chapter 1
Introduction
The main result in this dissertation is the comparison of two model equations, the
Kadomtsev-Petviashvili (KP) equations and the other is the regularized version,
the Benjamin-Bona-Mahony (BBM-KP) equations.The Kadomtsev-Petviashvili
equations 
ηt + ηx +
3
2
ηηx +
1
6
ηxxx +
1
2
wy = 0
wx − ηy = 0
(1.1)
were first put forward as a model to describe wave propagation on the surface of
water of constant depth h, say. Here x and y are longitudinal and lateral coordi-
nates in the horizontal plane and these variables, the wave height η, the transverse
velocity w and time t have been rendered non dimensional with respect to h and
the gravitational acceleration g. The underlying assumptions leading to (1.1) are
that the motion is that of an ideal fluid, so viscosity is ignored, that the flow is
irrotational, the wave amplitude small, the wavelength in the x-direction large,
and the variations in the y-direction even more gradual. Moreover, it is assumed
that the waves move primarily in the direction of increasing values of x. If the
non dimensional variables in (1.1) are all of order one, equation (1.1) takes the
revealing form 
ηt + ηx + δηηx + δηxxx + δwy = 0
wx − ηy = 0
(1.2)
where δ represents the order of the ratio of wave amplitude a to the undisturbed
height h. The parameter δ is assumed also to be the order of h2/λ2x, where λx is a
1
typical wavelength in the x-direction, and is also assumed to be of order of h/λy,
where λy is a typical wavelength in the y-direction. (The constants
3
2
, 1
6
, and 1
2
naturally appearing in the original nondimensionalization have been scaled out in
(1.2). In fact, the zeros on the the right-hand side of (1.2) appear from ignoring
higher-order terms, and a more complete accounting would reveal terms of formal
order δ2 on the right-hand side of the first equation, and of order δ on the right-
hand side of the second equation. At the lowest order, ηt + ηx = O(δ) as δ → 0, a
reflection of the essential unidirectionality of the the wave motion. If this relation
is differentiated twice with respect to x, it appears formally ηxxx = −ηxxt + O(δ),
as δ → 0. If this latter relation is used in the first equation in (1.2), there obtains
the system 
ηt + ηx + δηηx − δηxxt + δwy = 0
wx − ηy = 0
(1.3)
which is formally equivalent to (1.2) in that the difference between the two equa-
tions lies at order δ2, and such terms have all been systematically ignored.
Another way to draw the same conclusion is to consider the linearized KP-
equation 
ut + ux +
1
6
uxxx +
1
2
wy = 0
wx − uy = 0
(1.4)
which can be written as the single equation
(ut + ux +
1
6
uxxx)x +
1
2
uyy = 0 (1.5)
by cross-differentiation. If we search for a simple-wave solution of the form
ei(kx+ly−ωt), then the dispersion relation
ω = ω(k, l) =
k2 + 1
2
l2 − 1
6
k4
k
(1.6)
2
is determined.
Indeed, (1.6) results from truncating the linearized dispersion relation
ω2(k, l) = κ tanh(κ), (1.7)
where κ2 = k2 + l2, for the full Euler equations under the scaling assumptions in
force here (that k2 = O(δ) and l = O(δ) as δ → 0). Since κ is small, we may write
ω2(k, l) = k2 − 1
3
k4 + higher-order terms
= k2 + l2 − 1
3
(k4 + 2k2l2 + ...) + higher-order terms
= k2(1 +
l2
k2
− 1
3
k2) + higher-order terms,
where the higher-order terms are all O(δ5/2), and so formally negligible compared
to k4 and l2, both of which have order δ2. Taking the positive square root of ω
corresponding to waves moving to the right, there appears
ω(k, l) = k(1 +
1
2
l2
k2
− 1
6
k2) + higher-order terms
=
k2 + 1
2
l2 − 1
6
k4
k
+ higher-order terms, (1.8)
just as in (1.6). With the same scaling assumptions, (1.7) may be approximated
to the same order in δ by
ω˜(k, l) =
k2 + 1
2
l2
k(1 + 1
6
k2)
(1.9)
(since k2l2 is of higher order), and this is precisely the linearized dispersion relation
for the regularized version
(ηt + ηx +
3
2
ηηx − 1
6
ηxxt)x +
1
2
ηyy = 0 (1.10)
of (1.1)
Note that in case the wave motion does not vary at all with y, (1.1) and (1.10)
reduce to the Korteweg-de Vries equation
ηt + ηx +
3
2
ηηx +
1
6
ηxxx = 0 (1.11)
3
and the regularized long-wave equation or BBM-equation
ηt + ηx +
3
2
ηηx − 1
6
ηxxt = 0, (1.12)
respectively, which govern to a good approximation the unidirectional propagation
of small-amplitude long water waves in a channel where variation across the channel
can be safely ignored (see [7, 12, 13, 25]).
There are many other physical systems besides the surface of water under gravity
that features waves where a balance is struck between nonlinearity and dispersion.
Sometimes, the lowest level description of such systems is (1.11) and (1.12), but
not always. Nonlinearity occasionally enters at other than quadratic order while
the linearized dispersion relation need not be a quadratic polynomial. This has led
to a study of the nonlinear dispersive equations
ut + ux + u
pux − Lux = 0 (1.13)
and their regularized counterparts
ut + ux + u
pux + Lut = 0, (1.14)
(cf. [1, 2, 3, 16, 23, 24]), where p ≥ 1 is an integer and L is defined as
L̂f(k, l) = m(k)fˆ(k, l). (1.15)
Here a circumflex over a function denotes the functions Fourier transform and the
symbolm of L will be assumed homogeneous. Note also that the Fourier transforms
are taken with respect to the single spatial variable x. The linearized dispersion
relations corresponding to (1.13) and (1.14) are
ω(k) = k(1−m(k))
4
and
ω(k) =
k
1 +m(k)
,
respectively. These are typically close to one another for long waves (small values
of k) for symbols m that arise in practice (see [7]).
If weaker, but not vanishingly small variations along wave crests are contem-
plated, it is natural to start with a quadratic dependence on wavenumber in the
y-direction, and this leads immediately to the augmented relations
ω(k, l) = k(1−m(k) + l
2
k2
) (1.16)
or its regularized version
ω(k, l) =
k2 + l2
k(1 +m(k))
, (1.17)
analogous to (1.8) and (1.9), respectively. At this level of modeling, (1.13) and
(1.14) become
(ut + ux + u
pux − Lux)x + αuyy = 0 (1.18)
and
(ut + ux + u
pux + Lut)x + αuyy = 0, (1.19)
where the sign depends on the particular system being modeled, and α = ±1.
If L = −∂2x, then (1.18) are known as the Kadomtsev-Petviashvili equations, and
(1.19) are their regularized versions, known as the BBM-KP equations. If L = −∂2x
and α = +1 (which corresponds to when surface tension is weak compared to
gravitational forces), then (1.18) is known as the KP II equation, where as if
L = −∂2x, and α = −1 (which corresponds to when surface tension is strong), then
(1.18) is known as the KP I equation.
5
The Cauchy problem for the KP I and KP II equations and their regularized
counterparts have been studied by a number of authors. Bourgain in [11] using
Picard iteration has proved that the pure initial-value problem for the KP II is
locally well-posed and hence in light of the conservation laws for the equation, glob-
ally well-posed for data in L2(R). The same method has been used to extend local
well-posedness to some Sobolev spaces of negative indices. A compactness method
that uses only the divergence form of the nonlinearity and the skew-adjointness of
the linear dispersion operator was employed by Iorio and Nunes in [14] to establish
local well-posedness for data in Hs(R2) for s > 2, for the KP I equation. The
Iorio-Nunes approach applies equally well to KP II-type equation. Molinet, Saut,
and Tzvetkov in [19] using the local well-posedness of Iorio and Nunes obtained a
version of the classical energy method and coupled with some of the known con-
served quantities and delicate estimates of Strichartz type for the KP I to show
global well-posedness for KP I in the space
Z = {ϕ ∈ L2(R2) : ||ϕ||L2 + ||ϕxxx||L2 + ||ϕy||L2+
||ϕxy||L2 + ||∂−1x ϕy||L2 + ||∂−2x ϕyy||L2 <∞}
(1.20)
Kenig in [17] improved on this local well-posedness result given by the classical
energy estimate by showing local well-posedness in the space
Ys =
{
ϕ ∈ L2(R2) : ||ϕ||L2 + ||Jsϕ||L2 + ||∂−1x ϕy||L2 <∞
}
(1.21)
for s > 3/2 where Ĵsf(k, l) = (1 + k2)s/2fˆ(k, l).
Molinet in [19], established global well-posedness in the space
Z0 =
{
ϕ ∈ L2(R2) : ||ϕ||L2 + ||∂−1x ϕy||L2 + ||ϕxx||L2 + ||∂−2x ϕyy||L2 <∞
}
(1.22)
for the KP I equation. Bona, Liu and Tom in [6] have shown that (1.4) can be
solved by Picards’ iteration yielding to local and global well-posedness results for
6
the associated Cauchy problem. In particular, it is shown that the pure initial value
problem for equation (1.4) regardless of the sign of α, is globally well-posed in
W1 =
{
ϕ ∈ L2(R2) : ||ϕ||L2 + ||ϕx||L2 + ||ϕxx||L2 + ||∂−1x ϕy||L2 + ||ϕy||L2 <∞
}
(1.23)
Saut and Tzvetkov in [21] improved this global well-posedness to the space
Y =
{
ϕ ∈ L2(R2) : ϕx ∈ L2(R2)
}
. (1.24)
7
Chapter 2
Solitary Waves Solutions
2.1 Introduction
In this chapter, we discuss the existence and nonexistence of solitary waves for the
KP equations. Most of the results in this chapter is from the work of Anne De
Bouard and Jean-Claud Saut in a paper published 1997 which can be found in
[10]. Recall the Kadomtsev-Petviashvili equations which may be written as
ut + uux + uxxx + vy = 0,
vx = uy
(2.1)
where u = u(x, y, t), (x, y) ∈ R2, t ≥ 0. Equations (2.1) is classically called the
KPI ( = −1) or KPII ( = +1). In order to give a precise definition, we introduce
the following spaces.
Let X be the closure of ∂x(C
∞
0 (R2)) for the norm
||∂xψ||X = (||∇ψ||2L2(R2) + ||∂2xψ||2L2(R2),
where ∂x(C
∞
0 (R2)) denotes the space of functions of the form ∂xψ with ψ ∈ C∞0 (R2)
(i.e., the space of functions ψ in C∞0 (R2) such that
∫∞
−∞ ψ(x, y)dx = 0, for every
y ∈ R).
Definition 2.1. A solitary wave of (2.1) is a solution of the type u(x−ct, y) where
u ∈ X and c > 0.
Remark 2.2. Note that if u ∈ X, then u = ∂xψ where ψ ∈ Lqloc(R2),
∀q, 2 ≤ q < +∞. The choice of ψ ∈ Lqloc(R2) such that u = ∂xψ is not unique,
but two such ψ will differ by a function ψ(y) independent of x. Hence, only one
8
of them (up to a constant) satisfies v = ∂yψ ∈ L2(R2). We assume in all what
follows that when u ∈ X and when we take ψ ∈ Lqloc with ∂xψ = u, we also have
v = ∂yψ ∈ L2. We then denote v = ∂yψ by D−1x uy.
We are thus looking for “localized” solutions to the system

−cux + uux + uxxx + vy = 0,
vx = uy
(2.2)
Remark 2.3. Note that we may assume from now on that c = 1, since the scale
change u˜(x, y) = c−1u( x
c1/2
, y
c
), transforms the system (2.2) in u, into the same in
u˜, but with c = 1.
2.2 Nonexistence of Solitary Waves for KP II
Equation
In this section, we show that the KP II equation does not possess any solitary wave
solition.
Theorem 2.4. The equation(2.2) does not admit any nontrivial solitary wave
satisfying u = ∂xψ ∈ X, u ∈ H1(R2) ∩ L∞loc(R2), ∂2xu and ∂2yψ ∈ L2loc(R2), if
 = +1.
Proof. We use the Pohojaev type identities to prove the nonexistence of solitary
waves for KP II equations. The regularity assumptions of Theorem (2.4) are needed
to justify them by the following standard truncation argument. Let χ0 ∈ C∞0 (R),
0 ≤ χ0 ≤ 1, χ0(t) = 1 if 0 ≤ |t| ≤ 1, χ0(t) = 0, |t| ≥ 2. We set χj = χ0( |·|j2 ),
j = 1, 2, · · · .
9
We multiply (2.2) by xχju and integrate over R2 to get (note that the third
integral has to be interpreted as a H1 −H−1 duality)
−
∫
R2
χj∂x(
u2
2
)dxdy +
1
3
∫
R2
xχj∂x(u
3)dxdy (2.3)
+
∫
R2
xχjuuxxxdxdy + 
∫
R2
xχjvyudxdy = 0,
and after several integrations by parts we obtain
1
2
∫
R2
χju
2dxdy − 1
3
∫
R2
χju
3dxdy +
3
2
∫
R2
χju
2
xdxdy
+

2
∫
R2
χjv
2dxdy +
1
j2
∫
R2
xχ
′
0(
r2
j2
)u2dxdy
− 2
3j
∫
R2
x2χ
′
0(
r2
j2
)u2dxdy − 3
j2
∫
R2
χ
′
0(
r2
j2
)u2dxdy (2.4)
− 6
j4
∫
R2
χ
′′
0(
r2
j2
)u2dxdy − 6
j4
∫
R2
xχ
′′
0(
r2
j2
)u2dxdy
− 4
j6
∫
R2
x3χ
′′′
0 (
r2
j2
)u2dxdy +
3
j2
∫
R2
xχ
′
0(
r2
j2
)u2xdxdy
−2
j2
∫
R2
xyχ
′
0(
r2
j2
)uvdxdy +
1
j2
∫
R2
xχ
′
0(
r2
j2
)v2dxdy = 0
where r2 = x2 + y2. By Lebesgue dominated convergence theorem, we infer from
(2.4) that ∫
R2
[
−1
2
u2 +
1
3
u3 − 3
2
u2x −

2
v2
]
dxdy = 0. (2.5)
From now on, we will proceed formally, the rigorous proofs follow the same trun-
cation argument as above. We multiply (2.2) by yv and integrate over R2. After
several integration by parts we obtain∫
R2
[
1
2
u2 − 1
6
u3 +
1
2
u2x +

2
v2
]
dxdy = 0. (2.6)
To prove the next identity, we first remark that if u ∈ X ∩ L4 satisfies (2.2) in
D
′
(R2), and if X ′ is the dual space of X, then u satisfies
−u+ uxx + 1
2
u3 + D−1x vy = 0 in X
′
10
where v = D−1x uy ∈ L2(R2) and D−1x vy ∈ X ′ is defined by
〈D−1x vy, ψ〉X,X′ = (v,D−1x ψy) for any ψ ∈ X. Taking then the X − X
′
duality
product of this equation with u ∈ X, we obtain∫
R2
[
−u2 + 1
2
u3 − u2x + v2
]
dxdy = 0. (2.7)
By subtracting (2.5) from (2.6) we get∫
R2
[
u2 − 1
2
u3 + 2u2x + v
2
]
dxdy = 0. (2.8)
Adding (2.7) and (2.8) yields∫
R2
[
u2x + 2v
2
]
dxdy = 0, (2.9)
if  = +1, then ∫
R2
u2xdxdy = −2
∫
R2
v2dxdy,
which is not possible. This rules out the fact that the KP II equation will have any
solitary wave solution.
2.3 Existence of Solitary Waves for KP I
We next prove the existence of solitary waves solutions of equation (2.2) by using
the minimization problem defined as follows
Iλ = inf
{
||u||2X , u ∈ X,with
∫
R2
u3dxdy = λ
}
, (2.10)
where λ > 0. We shall use the concentration-compactness principle of P. L. Lions
[18]. We here by state the existence result.
Theorem 2.5. Let  = −1. Then equation (2.2) possesses a solution (u, v) with
u ∈ X, u 6= 0.
11
Remark 2.6. The uniqueness of solitary waves to (2.2) (when they exist) is an open
problem.
By considering the minimization problem (2.10), we will show that under the
conditions of Theorem (2.5), Iλ has a nontrivial solution u ∈ X. This will be done
by using the concentration-compactness principle (see [10]). If v = D−1x uy, there is
a Lagrange multiplier θ such that
−uxx + u+D−1x vy =
θ
2
u2 in X
′
(R2) (2.11)
where D−1x vy is the element of X
′
(the dual space of X in the L2-duality) such
that for any ψ ∈ X, 〈
D−1x vy, ψ
〉
X′ ,X = (v,D
−1
x ψy).
Proof. (of Theorem 2.5) The proof is adapted from [10]. First, observe that Iλ > 0
for any λ > 0: This follows from the embedding theorem for anisotropic Sobolev
spaces (see [5] p. 323) which gives
||u||Lq(R2) ≤ C||u||X for any u ∈ X and 2 ≤ q ≤ 6.
Hence | ∫R2 u3dxdy| ≤ C||u||3X for any u ∈ X and Iλ ∈ ( λC )2/3 > 0 for any positive
λ.
Now, let λ > 0 and let un be a minimizing sequence for (2.10). Then there is
a sequence of functions ψn which belongs to L
q
loc(R2) for any positive and finite
q, satisfying un = ∂xψn. Let vn = ∂yψn = D
−1
x uny ; we apply the concentration-
compactness lemma of [18] to ρn = |un|2 + |vn|2 + |∂xun|2 (note that∫
R2 ρndxdy = ||un||2X → Iλ > 0).
(i) Assume first that “vanishing” occurs, i.e., that for any R > 0,
lim
n→+∞
sup
(x,y)∈R2
∫
(x,y)+BR
(|un|2 + |vn|2 + |∂xun|2) = 0, (2.12)
12
where BR is the ball of radius R centered at 0. Let q be such that 2 < q < 6;
then from the Sobolev inequalities in anisotropic Sobolev spaces (see [5]), there is
a positive constant C independent of (x, y) ∈ R2 such that if ψx ∈ X,∫
(x,y)+B1
|ψx|q ≤ C
(∫
(x,y)+B1
(|ψx|2 + |ψy|2 + |ψxx|2)
)q/2
≤ C
(
sup
(x,y)∈R2
∫
(x,y)+B1
(|ψx|2 + |ψy|2 + |ψxx|2)
)
×
∫
(x,y)+B1
(|ψx|2 + |ψy|2 + |ψxx|2).
Now, covering R2 by balls of radius 1, in such a way that each point of R2 is
contained in at most 3 balls, we have∫
R2
|ψx|q ≤ 3C
(
sup
(x,y)∈R2
∫
(x,y)+B1
(|ψx|2 + |ψy|2 + |ψxx|2)
) q−2
2
||ψx||2x
for any ψ such that ψx ∈ X. From this we conclude that under assumption (2.12),
un → 0 in Lq for any q such that 2 < q < 6, which contradicts the constraint in
Iλ.
(ii) Assume now that “dichotomy” occurs, i.e. that
limt→+∞Q(t) = α ∈ (0, Iλ), where for t ≥ 0,
Q(t) = limn→+∞ sup(x0,y0)∈R2
∫
(x0,y0)+Bt
ρndxdy.
(2.13)
Note that the sub additivity condition of of [18] holds here, since we have for λ > 0:
Iλ = λ
2/3I1. Assumption (2.13) will then give a contradiction provided that it leads
to the splitting of un into two sequences U
1
n and u
2
n with disjoint supports. In order
to get u1n and u
2
n in X, we have to localize ψn instead of un; but since ψn is not in
L2(R2), the splitting property of un is not a direct consequence of [18]. To prove
this splitting property, we first need to prove the following lemma
Lemma 2.7. Let q be such that 2 ≤ q < +∞; then there exists a positive constant
C such that for all f ∈ L1loc(R2) with ∇f ∈ L2loc(R2), for all R > 0 and for all
13
x0 ∈ R2(∫
R≤|x−x0|≤2R
|f(x)−mR(f)|qdx
)1/q
≤ CR2/q
(∫
R≤|x−x0|≤2R
|∇f |2dx
)1/2
where
mR(f) =
1
vol(Ωx0,R)
∫
R≤|x−x0|≤2R
f(x)dx, x = (x, y) ∈ R2
and
Ωx0,R =
{
x ∈ R2, R < |x− x0| < 2R
}
Proof. (of lemma 2.7) The lemma is proved by applying Poincare´ inequality for
zero mean-value H1 functions on the bounded open set Ωx0,R. Then, using Sobolev
embedding theorem, we obtain the existence of a positive constant C(x0, R) such
that(∫
R≤|x−x0|≤2R
|f(x)−mR(f)|qdx
)1/q
≤ C(x0, R)
(∫
R≤|x−x0|≤2R
|∇f |2dx
)1/2
.
Then the translation invariance of Lebesque’s measure, and the scale change
f 7→ f( ·
R
) show that C(x0, R) = CR
2/q where C is independent of x0 and R.
We now use Lemma (2.7) to prove Lemma (2.8).
Lemma 2.8. Assume that (2.13) holds. Then for all  > 0, there is a δ() (with
δ()→ 0 as → 0), such that we can find u1n and u2n in X satisfying for n ≥ n0:
||u1n + u2n − un||X ≤ δ()
|||u1n||X − α| ≤ δ()
|||u2n||X − (Iλ − α)| ≤ δ()∣∣∣∣∫
R2
[(u1n)
3 + (u2n)
3 − u3n]
∣∣∣∣ ≤ δ()
and
dist(supp u1n, supp u
2
n)→ +∞ as n→ +∞.
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Proof. (of Lemma 2.8) The proof is adapted from [18] by using Lemma (2.7).
Assume that (2.13) holds, and fix  > 0. Then we can find R0 > 0, Rn > 0 with
Rn ↗ +∞ and xn ∈ R2 such that
α ≥
∫
xn+BR0
(|un|2 + |vn|2 + |∂xun|2) ≥ α−  and Qn(2Rn) ≤ α+ 
for n ≥ n0, where
Qn(t) = sup
(x0,y0)∈R2
∫
(x0,y0)+Bt
(|un|2 + |vn|2 + |∂xun|2).
It follows that ∫
R0≤|x−x0|≤2R0
(|un|2 + |vn|2 + |∂xun|2) ≤ 2.
Let ξ and η ∈ C∞0 (R2) be such that 0 ≤ ξ ≤ 1, 0 ≤ η ≤ 1, ξ ≡ 1 on B1,
supp ξ ⊂ B2, η ≡ 1 on R2\B2, supp η ⊂ R2\B1. We set ξn = ξ( ·−xnR1 ), ηn = η( ·−xnRn ),
and we consider
u1n = ∂x(ξn(ψn − an)), u2n = ∂x(ηn(ψn − bn))
where (an) and (bn) are sequences which will be chosen later. Lastly, we set
v1n = D
−1
x (u
1
n)y = ∂y(ξn(ψn − an))
and
v2n = D
−1
x (u
2
n)y = ∂y(ηn(ψn − bn)).
Then we have for example
||u1n + u2n − un||L2(R2) ≤ ||(∂xξn)(ψn − an)||L2(R2) + ||(∂xηn)(ψn − bn)||L2(R2) +
√
2
and
||(∂xξn)(ψn − an)||L2(R2) =
(∫
R1≤|x−x0|≤2R1
|∂xξn|2|ψn − an|2
)
≤ ||∂xξn||Lp(R2)
(∫
R1≤|x−x0|≤2R1
|ψn − an|q
)1/q
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where 1
p
+ 1
q
= 1
2
. Now choosing
an =
1
vol(Ωxn,R1)
∫
R1≤|x−x0|≤2R1
ψn(x)dx = mR1(ψn)
and apply Lemma 2.7, we get
||(∂xξn)(ψn − an)||L2(R2) ≤ CR
2
p
+ 2
q
−1
1
(∫
R1≤|x−x0|≤2R1
|un|2 + |vn|2
)1/2
≤ C ′√.
In the same way, choosing bn = mRn(ψn) leads to the bound
||(∂xηn)(ψn − bn)||L2(R2) ≤ C
(∫
R1≤|x−x0|≤2R1
|un|2 + |vn|2
)1/2
≤ C√.
This implies the desired estimate ||u1n + u2n − un||L2(R2); the bound on
||v1n + v2n − vn||L2(R2) is obtained in the same way. Now, consider
||∂xu1n + ∂xu2n − ∂un||L2(R2) = ||∂2x(ξn(ψn − an)) + ∂2x(ηn(ψn − bn))− ∂2xψn||L2(R2)
≤ ||(∂2xξn)(ψn − an)||L2(R2) + ||(∂2xηn)(ψn − bn)||L2(R2) + ||(1− ξn − ηn)∂xun||L2(R2)
+2||(∂xξn)un||L2(R2) + 2||(∂xηn)un||L2(R2).
The three terms in the right hand side of the above inequality are bounded as the
preceding ones. For the last two terms, one may use for example
||(∂xξn)un||L2(R2) ≤ ||∂xξn||L∞(R2)
(∫
R1≤|x−xn|≤2R1
|un|2
)1/2
≤ C√.
All the other terms of Lemma 2.8 are bounded in a similar way; the last bound
follows from the first one, the fact that supp u1n∩ supp u2n = ∅ and the injection of
X into L3(R2).
We now continue the proof of Theorem (2.5). Taking subsequences if necessary,
we may assume that ∫
R2
(u1n)
3 −→ λ1(), as n→∞∫
R2
(u2n)
3 −→ λ2(), as n→∞
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with |λ1() + λ2()− λ| ≤ δ().
• Assume first that lim→0 λ1() = 0; then choosing  sufficiently small, we have
for n large enough
∫
R2(u
2
n)
3dxdy > 0. Hence by considering(
λ2()∫
R2(u
2
n)
3
)1/3
u2n,
we get
Iλ2() ≤ lim
n→+∞
inf ||u2n||X ≤ Iλ − α+ δ()
but this is a contradiction since lim→0 λ2() = λ.
• Thus, we may assume that lim→0 |λ1()| > 0 and lim→0 |λ2()| > 0. In the
same way as before, we then obtain
I|λ1| + I|λ2| ≤ lim
n→+∞
inf ||u1n||X + lim
n→+∞
inf ||u2n||X ≤ Iλ + δ().
We reach a contradiction by letting  tend to zero, and by using the fact that
Iµ = µ
2/3I1 for any positive µ. This ends to rule out the ‘dichotomy’ case.
(iii) The only remaining possibility is the following: there is a sequence (xn) with
xn ∈ R2 such that for all  > 0, there exists a finite R > 0, and n0 > 0, with∫
xn+BR
(|un|2 + |vn|2 + |∂xun|2)dxdy ≥ Iλ −  for n ≥ n0.
Note that this implies, for n large enough,∫
xn+BR
|un|2 ≥
∫
R2
|un|2 − 2.
Since un is bounded in X, we may assume that un(· − xn) converges weakly in X
to some u ∈ X. We then have∫
R2
|u|2dxdy ≤ lim
n→+∞
inf
∫
R2
|un|2dxdy ≤ lim
n→+∞
inf
∫
xn+BR
|un|2dxdy + 2.
The next Lemma shows that the injection X ⊂ L2loc(R2) is compact.
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Lemma 2.9. Let un be a bounded sequence in X, and let R > 0. Then there is a
subsequence unk which converges strongly to u in L
2(BR).
We first end the proof of Theorem (2.5), and then we prove Lemma (2.9). By
Lemma (2.9), we may assume that un(· − xn) converges to u strongly in L2loc(R2).
But then, the inequality preceding Lemma (2.9) shows that in fact un(· − xn)
converges to u strongly in L2(R2), and by interpolation, using the embedding
X ∩ L6(R2), un(· − xn) also converges to u strongly in L3(R2) so that
∫
R2 u
3 = λ.
Since ||u||X ≤ lim inf ||un||X = Iλ, this shows that u is a solution of Iλ.
Proof. (of Lemma 2.9) Let un be a bounded sequence in X, with un = ∂xψn, ψn ∈
L2loc(R2), and let vn = ∂yψn ∈ L2(R2). Multiplying ψn by a function ϕ ∈ C∞0 (R2)
with 0 ≤ ϕ ≤ 1, ϕ ≡ 1 on BR and supp ϕ ⊂ B2R, we may assume that supp
ψn ⊂ B2R. Now since un is bounded in X, we may assume that un ⇀ u = ∂xψ
weakly in X, and replacing if necessary ψn by ψn − ψ, we may also assume that
ψ = 0. Then we have∫
B2R
|un|2 =
∫
R2
|uˆn|2 =
∫
{|ξ1|≤R1,|ξ2|≤R21}
|uˆn|2
+
∫
{|ξ1|≥R1}
|uˆn|2 +
∫
{|ξ1|≤R1,|ξ2|≥R21}
|uˆn|2
where fˆ(ξ1, ξ2) is the Fourier transform of f(x, y). The third satisfies∫
{|ξ1|≤R1,|ξ2|≥R21}
|uˆn|2 =
∫
{|ξ1|≤R1,|ξ2|≥R21}
|ξ1|2
|ξ2|2 |vˆn|
2 ≤ 1
R21
||vn||2L2(R2).
The second term is bounded in the following way∫
{|ξ1|≥R1}
|uˆn|2 ≤ 1
R21
||∂xun||2L2(R2).
Fix  > 0; then choosing R1 sufficiently large leads to∫
{|ξ1|≥R1}
|uˆn|2 +
∫
{|ξ1|≤R1,|ξ2|≥R21}
|uˆn|2 ≤ 
2
.
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We then use Lebesgue’s dominated convergence theorem for the first term, having
noted that since un tends to 0 weakly in L
2(R2),
uˆn(ξ1, ξ2) =
∫
B2R
e−ixξ1−iyξ2un(, y)dxdy
tends to zero as as n→ +∞, for a.e. (ξ1, ξ2) ∈ R2, and that |uˆn(ξ)| ≤ |un|L1(B2R).
2.4 Existence of Solitary Waves for BBM-KP I
To show that the BBM-KP I equation has solitary waves solutions, is the same as
showing that the BBM-KP I can written in the form of (2.2) after some rescaling.
To this end, consider the BBM-KP I equation
ηt + ηx + ηηx − ηxxt − ∂−1x ηyy = 0. (2.14)
Let
η(x, y, t) = ψ(x− ct, y),
then ψ satisfies the equation
−(c− 1)ψx + ψψx + cψxxx − ∂−1x ψyy = 0. (2.15)
It is now easy exercise to verify that if we define
ψ =
1
(c− 1)w
(√
c− 1
c
x,
(c− 1)√
c
y
)
where c > 1,
then w will satisfy
−wx + wwx + wxxx − ∂−1x wyy = 0, (2.16)
which is the same as equation (2.2) with c = 1.
From this we conclude that the existence of solitary waves result just proved for
the KP I equation also holds for the BBM-KP I equation.
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Chapter 3
Local Existence and Uniqueness of
Solutions for the Cauchy Problems
The pure initial-value problems for these model evolution equations have been
studied. For our analysis we will use the result in [15] for the Cauchy problem
for KP I, and the result for the well-posedness of BBM-KP I can be found in [5].
In this chapter, we prove the existence and uniqueness result for KP-I and the
BBM-KP I equations.
3.1 Existence and Uniqueness Theorem for the
KP I Equation
Consider the initial-value problem for the KP I equation
(∂tu+ u∂xu− i∂3xu)x − ∂2yu = 0,
u(x, y, 0) = g(x, y),
(3.1)
We state here the existence and uniqueness result for the KP I equation.
Theorem 3.1. Let s ≥ 2. Then for any g ∈ Hs−1(R2) there exist a positive
T = T (|5g|L∞), (limρ→0 T (ρ) =∞) and a unique η of the integrated KP 1 equation
(3.1) with initial data g on the time interval [0,T] satisfying u ∈ C([0, T ];Hs−1(R2)),
ut ∈ C([0, T ];Hs−3(R2)). further more, the Map g 7−→ u is continuous from
Hs−1(R2) to C([0, T ];Hs−1(R2)) .
Proof. The proof is adapted from [14].
The Linear Equation: We first consider the Cauchy problem
(∂tu− i∂3xu)x − ∂2yu = 0
u(x, y, 0) = g(x, y)
(3.2)
20
Integrate the first equation in (3.2) from −∞ to x to obtain
∂tu− i∂3xu− ∂2yF (x, y, t) = g(y, t),
F (x, y, t) =
∫ x
−∞ u(x
′
, y, t)dx
′
,
(3.3)
where g(y, t) denotes a constant of integration (with respect to x). Taking the
Fourier transform of the first part of (3.3), we get
uˆt + iξ
3uˆ+ η2Fˆ (ξ, η, t) = gˆ(ξ, η, t). (3.4)
Using the fact that the Dirac δ function can be written as
δ(ξ) =
1
2pi
∫
R
e−iξxdx, (3.5)
it follows that
gˆ(ξ, η, t) =
√
2pi(F2g)(η, t)δ(ξ), (3.6)
where F2g denotes the Fourier transform with respect to the y variable. Next,
interchanging the order of integration, we obtain
Fˆ (ξ, η, t) =
1
2pi
∫
R2
e−i(ξx+ηy)dxdy
(∫ x
−∞
u(x
′
, y, t)dx
′
)
=
1
2pi
∫
R2
e−iηyu(x
′
, y, t)dx
′
dy
∫ ∞
x′
e−iξxdx. (3.7)
But ∫ ∞
x′
e−iξxdx =
∫
R
H(x− x′)e−iξxdx = p.v.
(
e−iξx
iξ
)
+ piδ(ξ), (3.8)
where p.v. denotes the principal value distribution associated to the function
(e−iξx
′
/iξ) and H(x) is the usual Heaviside function. It follows that
Fˆ (ξ, η, t) =
uˆ(ξ, η, t)
iξ
+
[
1
2
∫
R2
e−iηyu(x
′
, y, t)dx
′
dy
]
δ(ξ). (3.9)
Since in the nonlinear case we will be dealing with the solutions in Hs(R2) with
s > 2, we must get rid of the δ functions. Thus, if we choose
√
2pi(F2g)(η, t) = −η21
2
∫
R2
e−iηyu(x
′
, y, t)dx
′
dy, (3.10)
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we obtain after taking the inverse Fourier transform that
g(x, y, t) = −1
2
∂2y
∫
R
u(x
′
, y, t)dx
′
. (3.11)
With this choice, u(x, y, t) satisfies
uˆt + iξ
3uˆ+ i
η2
ξ
uˆ = 0, ξ 6= 0. (3.12)
Taking the inverse Fourier transform,
ut − i∂3xu− ∂2y
∫ x
−∞
u(x
′
, y, t)dx
′
= −1
2
∂2y
∫
R
u(x
′
, y, t)dx
′
. (3.13)
But
−
∫ x
−∞
u(x
′
, y, t)dx
′
+
1
2
∫ ∞
−∞
u(x
′
, y, t)dx
′
= −1
2
(∫ x
−∞
u(x
′
, y, t)dx
′ −
∫ ∞
x
u(x
′
, y, t)dx
′
)
,
so that, with the choice
−∂−1x f =
1
2
(∫ x
−∞
u(x
′
, y, t)dx
′ −
∫ ∞
x
u(x
′
, y, t)dx
′
)
(3.14)
(3.12) becomes
ut − i∂3xu− ∂2y∂−1x u = 0, (3.15)
where (̂∂−1x f)(ξ, η) =
1
iξ
fˆ(ξ, η), endowed with the norm
|f |2s = ||f ||2s + ||∂−1x f ||2s.
Now let
A0f = −i∂3xf − ∂2y∂−1x f,
=
(
i
(
ξ3 +
η2
ξ
)
fˆ(ξ, η)
)∨
. (3.16)
Lemma 3.2. If φ ∈ Xs, then A0φ ∈ Hs−3.
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Proof. Indeed,
∫
R2
(1 + ξ2 + η2)s−3
∣∣∣∣ξ3 + η2ξ
∣∣∣∣2 |φˆ(ξ, η)|2dξdη
≤ C
∫
R2
(1 + ξ2 + η2)s−3
(
|ξ3φˆ(ξ, η)|2 +
∣∣∣∣η2ξ φˆ(ξ, η)
∣∣∣∣2
)
dξdη
≤ C||φ||2s + C
∫
R2
(1 + ξ2 + η2)s−3
∣∣∣∣∣ φˆ(ξ, η)ξ
∣∣∣∣∣
2
dξdη
≤ C(||φ||2s + ||∂−1x φ||2s) = |φ|2s.
Lemma 3.3. E0(t) = e
−tA0 (defined in the obvious way using the Fourier trans-
form) is a unitary group both in Hs(R2) and Xs(R2). Moreover,
∂tu = lim
h→0
u(t+ h)− u(t)
h
= −A0u(t), (3.17)
in the topology of Hs(R2) with φ ∈ D(A0), where
D(A0) =
{
f ∈ Hs(R2) :
∣∣∣∣ξ3 + η2ξ
∣∣∣∣ |fˆ(ξ, η) ∈ L2s(R2)} ,
and in the topology of Hs−3(R2) in case φ ∈ Xs(R2).
Proof. The statements about Hs are an easy consequence of the definition given
above. It is also easy to verify that E0(t) defines a unitary group in Xs.
Now, if φ ∈ Xs,∥∥∥∥u(t+ h)− u(t)h − (−A0(t))
∥∥∥∥2
s−3
=
∥∥∥∥E0(h)− 1h + A0φ
∥∥∥∥2
s−3
=
∫
R2
∣∣∣∣∣e−ih(ξ
3+(η2/ξ)) − 1
h
− i
(
ξ3 +
η2
ξ
)∣∣∣∣∣
2
|φˆ(ξ, η)|2
 dξdη,
and the result follows from the Dominated Convergence Theorem.
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Finally, we consider the regularised equation, namely
∂tu+ Aµu = 0,
u(0) = φ ∈ Xs,
(3.18)
where
Aµ = −µ∆+ A0, µ = 0.
Let
Eµ(t) = e
tAµ .
Since φ ∈ Xs if and only if φ ∈ Hs and ∂−1x φ ∈ Hs, it is easy to show that Eµ(t),
µ > 0, is infinitely smooth in Xs. Indeed, we have:
Proposition 3.4. Let φ ∈ Xs. Then
|Eµ(t)φ|s+λ 5 Kλ
(
1 +
(
1
2µt
)λ) 12
|φ|s, (3.19)
for all λ = 0, µ > 0, t > 0, where Kλ is a constant that depends only on λ.
Proof. We have
|Eµ(t)φ|2s+λ =
∫
R
(
1 + ξ2
)s+λ ∣∣∣e−µtξ2φ(ξ)∣∣∣2 dξ
≤
[
sup
ξ
(
1 + ξ2
)λ
e−2µtξ
2
]
|φ|2s
≤
[
Kλ
(
1 + sup(ξ2λe−2µtξ
2
)
)]
|φ|2s
≤ Kλ
(
1 + λλe−λ(2µt)−λ
) |φ|2s, ξ ∈ R
≤ Kλ
(
1 +
(
1
2µt
)λ)
|φ|2s
Taking the positive square root of the last expression, we obtain the result.
The nonlinear case
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We now discuss the nonlinear problem (3.1). We will employ the parabolic regu-
larisation method. For this we state some lemmas that will be useful for the proof
of theorem (3.1). Consider
∂tu+ Aµu+ a(u)∂xu = 0,
u(x, y, 0) = φ(x, y),
(3.20)
where φ(x, y) ∈ R2, s > 2, and a(u) is a real-valued function. For µ > 0, (3.20) is
equivalent to the integral equation
u(t) = Eµ(t)φ−
∫ t
0
Eµ(t− τ)(∂xA(u))(τ)dτ, (3.21)
where A(ν) =
∫ ν
0
a(r)dr.
Lemma 3.5. Let
Hs(T ) = {f ∈ C([0, T ];Xs) : |Eµ(t)− φ|s 5M, ∀t ∈ [0, T ]} ,
where M,T > 0 are fixed. Then ∃T > 0 sufficiently small such that the map
(Af)(t) = Eµ(t)−
∫ t
0
Eµ(t− τ)(∂xA(f))(τ)dτ,
is a contraction in Hs(T ).
Thus (3.21) has a unique solution in Hs(T ) and therefore (3.20) also has this
property. Standard arguments in [15] show that this is the unique solution in
C([0, T ];Xs). Here T = T (s, |φ|s, µ).
Lemma 3.6. u ∈ C([0, T ];X∞), where X∞ = ∩sXs provided with the natural
Frechet topology.
Lemma 3.7. The existence time can be chosen independent of µ.
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Proof. Due to lemma (3.6) we have (u := uµ, µ > 0):
∂t||uµ(t)||2s = 2(u|∂tu)s = 2(u| − Aµu)s − 2(u|a(u)ux)s
= 2(u|µ∆u)s − 2(u|A0u)s − 2(u|a(u)ux)s
≤ −2
∫
R2
uˆ(ξ, η, t)i
(
ξ3 +
η2
ξ
)
uˆ(ξ, η, t)dξdη
− 2(u|a(u)ux)s. (3.22)
Since uˆ(ξ,−η, t) = uˆ(−ξ,−η, t) because u is real-valued, it follows that for each
fixed (η, t) almost everywhere the integrand is odd in ξ so the integral is zero.
Therefore
∂t||u(t)||2s ≤ −2(u|a(u)ux)s ≤ 2|(u|a(u)ux)s|
≤ a˜(||u(t)||s)||u(t)||2s ≤ a˜(|u(t)|s)|u(t)|2s, (3.23)
in view of [ 16, Lemma A.5] and a˜ is a positive monotone increasing function
depending only on a and s (see [14, Lemma A.3]).
Next, we look at the behavior of ||∂−1x u||2s. Proceeding as before, we obtain
∂t||∂−1x u(t)||2s ≤ −2(∂−1x u|∂−1x (a(u)ux))s = −2(∂−1x u|∂−1x ∂x(A(u)))s
≤ 2|(∂−1x u|A(u))s| ≤ ||∂−1x u||s||A(u)||s ≤ Csa˜(||u||s)||u||s|u|s
≤ a˜(|u(t)|s)|u(t)|2s.
Therefore
∂t|u(t)|2s 5 a˜(|u(t)|s)|u(t)|2s, (3.24)
so that |u(t)|2s ≤ ρ(t) whenever both sides are defined, where ρ(t) is the solution of
∂tρ = a˜(ρ
1
2 )ρ,
ρ(0) = |φ|2s.
(3.25)
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Lemma 3.8. Let ψ ∈ C∞0 (Rm), 0 5 ψ 5 1, such that supp ψ ∈ B1(0). If
η(x) = 1− ϕ(x), then ∂kxjη(0) = 0, for all j = 1, · · · ,m and k ∈ N. For  > 0 and
φ ∈ Hs(Rm), s > 0, define φ(x) = (ψ(ξ)φˆ)∨, x ∈ Rm. Then, φ ∈ H∞(Rm) and
for 0 <  5 1, r = 0 there exists C = C(s, r, ψ) > 0 such that
||φ||s+r 5 C−r||φ||s,
||φ − φ||s−r 5 Cr||φ||s,
φ → 0 in Hs(Rm) as  ↓ 0.
Moreover, if φn → φ in Hs(Rm) as n→∞, then
||φn − φn||s → 0 as  ↓ 0, uniformly with respect to n.
Proof. The proof is adapted from [9]. The proof is an easy calculation in Fourier
transform variables.
r||φ||2s+r = r
∫
R
[1 + ξ2 + · · ·+ ξ2(s+r)]|φˆ(ξ)|2dξ
=
∫
R
[
r
1 + · · ·+ ξ2(s+r)
1 + · · ·+ ξ2s ϕ
2(
1
2 ξ)
]
[1 + · · ·+ ξ2s]|φˆ(ξ)|2dξ
≤ sup
ξ∈R
[
r
1 + · · ·+ ξ2(s+r)
1 + · · ·+ ξ2s ϕ
2(
1
2 ξ)
]
||φ||2s.
Letting K = 
1
2 ξ and γ = , the last inequality can be continued more transpar-
ently. Since 0 <  ≤ 1, so 0 < γ ≤ 1. Hence
r||φ||2s+r ≤ ||φ||2s sup
K∈R
γr
[
r
1 + · · ·+ (K2/γ)s+r
1 + · · ·+ (K2/γ)s ϕ
2(K)
]
≤ ||φ||2s sup
K∈R
[
γs+r + · · ·+K2(s+r)
γs + · · ·+K2s
]
ϕ2(K).
Estimating separately the ranges |K| < 1 and |K| ≥ 1 leads to the bound
r||φ||2s+r ≤ ||φ||2s(s+ r) sup
K∈R
{
1 +K2rϕ2(K)
}
.
That is,
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r||φ||s+r ≤ C||φ||s,
where C is independent of φ and . This establishes that the first bound in Lemma
(3.8) holds uniformly for bounded subsets of Hs. First note that if φ ∈ H2, then
||φ− φ||2s =
∫
R
ψ2(
1
2 ξ)[1 + · · ·+ ξ2s]|φˆ(ξ)|2dξ. (3.26)
As  ↓ 0, the integrand tends point wise to zero almost everywhere. Further, the
integrand is bounded above by the integrable function
(1 + ξ2 + · · ·+ ξ2s)|φˆ(ξ)|2.
Hence Lebesgue’s dominated convergence theorem applies and we may conclude
||φ− φ||s → 0 as  ↓ 0.
Second, note that to demonstrate the uniformity on compact subsets, it is enough
to show that
φn → φ in Hs ⇒ ||φn − φn||s → 0 as  ↓ 0 uniformly for n = 1, 2, · · · , (3.27)
since sequential compactness is equivalent to compactness in a metric space.
To prove this, let γ > 0 be given. It is required to find an 0 > 0 so that if
0 <  ≤ 0, then ||φn − φ|| < γ for all n = 1, 2, · · · . Notice that for all n,
||φn − φ||2s = ||(φn − φ)||2s
=
∫
R
ψ2(
1
2 ξ)(1 + · · ·+ ξ2s)|φˆn(ξ)− φˆ(ξ)|2dξ
≤
∫
R
(1 + · · ·+ ξ2s)|φˆn(ξ)− φˆ(ξ)|2dξ = ||φn − φ||2s. (3.28)
Hence to verify (3.27), choose N so large that if n ≥ N , then ||φn − φ||s < 13γ.
Then choose 0 so that ||φk − φk|| < 13γ for 1 ≤ k ≤ N and ||φ − φ||s < 13γ, for
 ∈ (0, 0]. Then certainly
||φn − φn||s < γ, (3.29)
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for 1 ≤ n ≤ N . If n ≥ N , then using (3.28),
||φn − φn||s ≤ ||φn − φ||s + ||φ − φ||s + ||φ− φn||s
≤ ||φn − φ||s + ||φ − φ||s + ||φ− φn||s
≤ 1
3
γ +
1
3
γ +
1
3
γ = γ.
Hence (3.29) holds for all n.
For the second inequality in Lemma (3.8) a similar argument applies,
||φ− φ||2s−r =
∫
R
≤
[
1 + · · ·+ ξ2(s−r)
1 + · · ·+ ξ2s ψ
2(
1
2 ξ)
]
[1 + · · ·+ ξ2s]|φˆ(ξ)|2dξ
≤ sup
ξ∈R
[
1 + · · ·+ ξ2(s−r)
1 + · · ·+ ξ2s ψ
2(
1
2 ξ)
] ∫
R
ψ2(
1
2 ξ)[1 + · · ·+ ξ2s]|φˆ(ξ)|2dξ
≤ Cr
∫
R
ψ2(
1
2 ξ)[1 + · · ·+ ξ2s]|φˆ(ξ)|2dξ,
where again C denotes a constant which does not depend on φ or on  ≤ 1. As
in the proof just given above that ||φ − φ||s = 0(1), the integral on the right
side of the last display is 0(1) as  ↓ 0, uniformly on compact subsets of Hs. The
integral is also bounded above by ||φ||2s so that ||φ− φ||s−r 5 Cer||φ||s uniformly
on bounded subsets of Hs as well. Thus all the parts of Lemma (3.8) are verified
and the Lemma is established.
Let 0 < δ 5  5 0 < 1, and let u and uδ be the unique solutions of (3.20)
corresponding to the initial data ψ and ψδ. Computing ∂t||u(t) − uδ(t)||s, using
the differential equation and Gronwall’s inequality combined with a long series of
estimates (see [9]) it can be shown that
sup
[0,T ]
||u(t)− uδ(t)||s 5 C(s, T ′ , ||ψ||s)
{
γ(s) + ||ψ − ψδ||s
}
, (3.30)
where
γ(s) =
µs
µ+ 1
0 5 µ < s− 3
2
,
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and T
′
is a common existence time for the two solutions.
Let φn, φ ∈ Hs(R2) be as in Theorem (3.1). Denote their approximations by
φn,, φ and let un, u, un,, u be the corresponding solutions. As in the proof of
existence and uniqueness, we can show that
||un(t)||2s 5 ρn(t),
whenever both sides make sense, where ρn is the solution of the Cauchy problem
∂tρn = a˜(ρ
1
2
n )ρn(t),
ρn(0) = ||φn||2s.
(3.31)
It follows at once that all the un’s can be defined, for all n sufficiently large, in a
common interval [0, T ], where T is any positive number smaller than the blowup
time of the function ρ(t) defined in (3.25). Next,
||un(t)− u(t)||s 5 ||un(t)− un,(t)||s + ||un,(t)− u(t)||s + ||u(t)− u(t)||s.
Since all solutions are defined in a common interval, we can use (3.30) (with ψ = φ
and letting δ ↓ 0) to conclude that
sup
[0,T ]
||un(t)− un,(t)||s 5 C(s, T, ||φ||s)
{
γ(s) + ||φ − φ||s
}
,
sup
[0,T ]
||u(t)− u(t)||s 5 C(s, T, ||φ||s)
{
γ(s) + ||φ − φ||s
}
. (3.32)
Arguments similar those employed in the proof of (3.30) lead to
||un,(t)− u(t)||s 5 C(s, T, ||φ||s)
{
γ(s) + ||φn, − φn||s
}→ 0, (3.33)
as n → ∞. This completes the proof of the continuous dependence of Theorem
(3.1).
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Our next task is to show that the existence time T may be assumed to be
independent of s. We have established already the local well-posedness for
∂tu− i∂3xu+ a(u)∂xu− ∂−1x ∂2yu = 0,
u(x, y, 0) = φ(x, y),
(3.34)
in C([0, Ts];Xs) ∩ C1([0, T ];Hs−3). Now, for s′ = s > 2 and φ ∈ Xs′ it is easy to
see that
Ts′ 5 Ts. (3.35)
We will prove that Ts = T , for all s > 2. In view of (3.35), it is sufficient to show
that Ts = Ts0 for some s0 > 2.
Note that u = u(t) is a solution of (3.34) if and only if v(t) = P (−t)u(t) is a
solution of 
∂tv +A(v, t)v = 0,
v(x, y, 0) = φ(x, y),
(3.36)
where P (t) = e−t(−i∂
3
x−∂−1x ∂2x) and A(y, t) = P (−t)(a(P (t)y)∂xP (t)).
We shall prove that the existence time for (3.36) can be chosen independently
of s (which is equivalent to showing Ts = Ts0 for some s0 > 4) and so the same
holds for (3.34).
Let s0 > 4, φ ∈ Xs, s = s0. Applying the operator ∂2x to the first equation in
(3.36) yields the following linear evolution equation for w(t) = ∂2xv(t):
∂tw + A(t)w = 0,
w(0) = ∂2xφ ∈ Xs−2,
(3.37)
where A(t) = ∂xP (−t)(∂xa(u(t)))P (t)∂−1x + ∂xP (−t)a(u(t))P (t) =: A1(t) + A2(t)
and u ∈ C([0, Ts0 ];Xs0) is given. We know that w ∈ C([0, T ];Xs0−2) since v ∈
C([0, Ts0 ];Xs0). Moreover, w(0) = ∂
2
xφ ∈ Xs−2. It is our purpose to prove that
31
w ∈ C([0, Ts0 ];Xs−2) which will imply v ∈ C([0, Ts0 ];Xs) so that the same holds for
u = u(t). To this end, we have to study the linear evolution equation (3.37), i.e. the
evolution operator {U(t, τ)}05τ5t5Ts0 associated with the family {A(t)}05τ5t5Ts0 .
Lemma 3.9. The family {A(t)}05τ5t5Ts0 has a unique evolution operator
{U(t, τ)}05τ5t5Ts0 associated with the spaces X = Xh and Y = Xk in the usual
sense, where
4− s0 5 h 5 s0 − 3, 3− s0 5 k 5 s0 − 2, , k = h+ 1. (3.38)
In particular, U(t, τ) : Xr → Xr for 4− s0 5 r 5 s0 − 3.
Proof. (i) A(t) is an infinitesimal generator of a strongly continuous semi group in
Xh and for z ∈ Xh we have
(A1(t)z|z)Xh = (Λh∂xP (−t)(∂xa(u))∂−1x P (t)z|Λhz)0
+ (∂−1x Λ
h∂xP (−t)(∂xa(u))∂−1x P (t)z|∂−1x Λhz)0
= (Λh∂x((∂xa(u))∂
−1
x q)|Λhq)0 + (Λh(∂xa(u))∂−1x q|∂−1x Λhq)0
= (Λh(∂2xa(u))∂xq|Λhq)0 + (Λh(∂xa(u))q|Λhq)0
+ (Λh(∂xa(u))∂
−1
x q|Λh∂−1x )0
= (∂2xa(u)Λ
h∂−1x q|Λhq)0 + ([Λh, ∂2xa(u)]∂−1x q|Λhq)0
+ (∂xa(u)Λ
hq|Λh∂−1x q)0 + ([Λh, ∂xa(u)]q|Λh∂−1x q)0
+ (∂xa(u)Λ
h∂−1x q|Λh∂−1x q)0 + ([Λh, ∂xa(u)]∂−1x q|Λh∂−1x q)0
= − sup
05t5Ts0
||a(u(t))||2s0 ||q||2Xh = −β1||z||2Xh , (3.39)
where qP (t)z, P (t) is unitary in Xh, commutes with ∂x, ∂
−1
x and Λ = (1−∆)
1
2 . We
estimate the first, the third and the fifth terms as usual, while in order to control
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the other three, we employ [15, Lemma 2.6]:
(A2(t)z|z)Xh = (Λh∂xP (−t)a(u)P (t)z|Λhz)0
+ (∂−1x Λ
h∂xP (−t)a(u)P (t)z|∂−1x Λhz)0
= (Λh(∂xa(u))q|Λhq)0 + (Λha(u)∂xq|Λhq)0 + (Λha(u)q|∂−1x Λhq)0
= (∂xa(u)Λ
hq|Λhq)0([Λh, ∂xa(u)]q|Λhq)0
+ (a(u)∂xΛ
hq|Λhq)0 + ([Λh, a(u)]∂xq|Λhq)0
+ (a(u)Λhq|∂−1x Λhq)0 + ([Λh, a(u)]q|∂−1x Λhq)0
= − sup
05t5Ts0
||a(u(t))||2s0||q||2Xh = −β2||z||2Xh , (3.40)
where we used the same ideas as above. Then, by (3.39) and (3.40), we obtain
(A(t)z|z)Xh = −β||z||2Xh , β = β1 + β2. (3.41)
(ii) Let S = Λk−h : Y → X be an isomorphism from Y = Xk onto X = Xh.
We have to prove that the operator B(t) := [S,A(t)]S−1 is uniformly bounded in
X = Xh for t ∈ [0, Ts0 ]. Observe that P (t) is unitary in Xh, commutes with ∂x,
∂−1x and Λ = (1−∆)
1
2 and so it suffice to show that
Λh∂x[Λ
k−h, ∂xa(u(t))]Λ−k∂−1x + Λ
h∂x[Λ
k−h, a(u(t))]Λ−k =: B1(t) +B2(t), (3.42)
is uniformly bounded in X0. For q ∈ X0, we have
||B1(t)q||2X0 = ||Λh∂x[Λk−h, ∂xa(u)]Λ−k∂−1x q||2X0
= ||Λh∂x[Λk−h, ∂xa(u)]Λ−k∂−1x q||20
+ ||∂−1x Λh∂x[Λk−h, ∂xa(u)]Λ−k∂−1x q||20
= ||Λh∂x[Λk−h, ∂xa(u)]Λ−k∂−1x q||20 + ||Λh[Λk−h, ∂xa(u)]Λ−k∂−1x q||20
5 c sup
05t5Ts0
||a(u(t))||2s0||q||2X0 , 0 5 t 5 Ts0 , (3.43)
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where we apply [15, Lemma 2.6]. In the same way,
||B2(t)||2X0 = ||Λh∂x[Λk−h, a(u)]Λ−kq||2X0
= ||Λh∂x[Λk−h, a(u)]Λ−kq||20 + ||∂−1x Λh∂x[Λk−h, a(u)]Λ−kq||20
= ||Λh∂x[Λk−h, ∂xa(u)]Λ−k∂−1x q||20 + ||Λh[Λk−h, ∂xa(u)]Λ−kq||20
5 sup
05t5Ts0
||a(u(t))||2s0||q||2X0 , 0 5 t 5 Ts0 , (3.44)
so (3.43) and (3.44) imply that B = B(t) is uniformly bounded inXh for t ∈ [0, Ts0 ].
(iii) It is not difficult to show that
(a) Y = Xk ⊆ D(A(t)),∀t ∈ [0, Ts0 ];
(b) A(t) ∈ B(Y ;X),∀t ∈ [0, Ts0 ];
(c) A(·) : [0, Ts0 ]→ B(Y ;X) is strongly continuous.
By Kato’s linear theory (see [16]), we obtain a unique evolution operator
{U(t, τ)}05t5Ts0 associated with {A(t)}05t5Ts0 .
Lemma 3.10. We have
w(t) = U(t, 0)w(0) (3.45)
Using this Lemma, we obtain:
Lemma 3.11. w ∈ C([0, Ts0 ];Xs−2), s = s0.
Proof. We observe that w(0) = ∂2xφ ∈ Xs−2 ↪→ Xs0−2. If s0 5 s 5 s0 + 1 then
{U(t, τ)}05t5Ts0 is strongly continuous in Xs−2. Lemma 3.10 the implies the desired
result.
Finally
w ∈ C([0, Ts0 ];Xs−2)⇒ v ∈ C([0, Ts0 ];Xs)⇒ u ∈ C([0, Ts0 ];Xs), (3.46)
if s0 5 s 5 s0+1. If s > s0+1, we will apply the above argument successfully.
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3.2 Some Properties of the BBM-KP Equations
In this section we discuss some properties of the BBM-KP equations. We do this
by way of some formal calculations wherein it is assumed that the wave profile
u(x, y, t) decays to 0 suitably rapidly as x → ±∞, and that u is appropriately
bounded in the y-variable. Integrating the evolution equation
ut + ux + uux − uxxt + ∂−1x uyy = 0
u(x, y, 0) = φ(x, y),
(3.47)
with respect to x and applying zero boundary conditions at x = ±∞ in line with
our decay assumption, it is determined that∫ ∞
−∞
uyy(x, y, t)dx = 0,
and thus that ∫ ∞
−∞
u(x, y, t)dx == c1(t) + c2(t)y, (3.48)
where c1 and c2 are independent of y. The boundedness condition in the y-variable
forces c2(t) ≡ 0.
If the initial data φ has the property that φy = ψx for some L
2(R2)-function ψ,
then the initial-value problem (3.2) may be written as an equivalent system
ut + ux + uux − uxxt + vy = 0
vx = uy,
(3.49)
with u(x, y, 0) = φ(x, y) and v(x, y, t) = ψ(x, y). In the original application to
water waves, if  = +1, v represents the horizontal velocity along the crest, so in
the y-direction. Integrating the first equation in (3.3) with respect to x, it transpires
that
∂t
∫ ∞
−∞
u(x, y, t)dx = −
∫ ∞
−∞
vy(x, y, t)dx = −∂y
∫ ∞
−∞
v(x, y, t)dx. (3.50)
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The left-hand side of (3.5) is c
′
1(t), which is independent of y. Averaging (3.5) over
the interval y : −k ≤ y ≤ k, where k > 0, leads to
c
′
1(t) =

2k
{∫ ∞
−∞
v(x, k, t)dx−
∫ ∞
−∞
v(x,−k, t)dx
}
. (3.51)
Imposing boundedness of the integrated transverse velocity,∫ ∞
−∞
v(x, y, t)dx,
as a function of y and taking the limit as k → +∞ in (3.6) gives c′1(t) ≡ 0, whence
c1(t) ≡ c1(0) = c1, say. Note that this conclusion was drawn without asking that
the solution u tend to 0 as y → ±∞. If this latter condition is imposed then it
follows formally that c1 = 0, or that u satisfies the compatibility condition∫ ∞
−∞
u(x, y, t)dx, (3.52)
for all y ∈ R and t for which the solution exists.
Now if (3.61) holds, let w = ut. Then w formally satisfies the equation
wt + wx + (uw)x − wxxt + ∂−1x wyy = 0.
Integrating the above equation for w with respect to x over R, it is adduced that
d
dt
∫
R
wdx+ 
∫
R
∂−1x wyy = 0.
Because c
′
1(t) ≡ 0, as determined above, it follows that
d
dt
∫
R
u(x, y, t)dx =
∫
R
wdx = 0,
whence, ∫
R
∂−1x wyydx = 0,
and thus ∫
R
∂−1x wyydx =
∫
R
∂−1x uyytdx = 0.
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It is thereby inferred that
∫
R
∂−1x uyy(x, y, t)dx =
∫
R
∂−1x φyy(x, y)dx
and, in particular, if ∫
R
∫ x
−∞
φyy(x1, y)dx1dx = 0, (3.53)
then ∫
R
∫ x
−∞
uyy(x1, y, t)dx1dx = 0,
for all t > 0.
If the initial data φ is such that φy = ψx for some ψ ∈ L2(R2), then it seems
likely because of (3.61) that ∂−1x uy ∈ L2(R2) for all t ≥ 0. If the equation in
(3.2) is multiplied by u and the result integrated over R2, then after appropriate
integrations by parts, it is found that
1
2
d
dt
∫
R2
[u2 + u2x]dxdy = −
∫
R2
uuxdxdy −
∫
R2
u2uxdxdy
−
∫
R2
u∂−1x uyydxdy = 0,
since
∫
R2
u∂−1x uyydxdy = −
∫
R2
uy∂
−1
x uydxdy = −
1
2
∫
R2
(∂−1x uy)
2
xdxdy = 0.
Hence, the functional V defined by
V (u) =
1
2
∫
R2
[u2 + u2x]dxdy (3.54)
is independent of t, being therefore determined by its value on the initial data φ.
Similarly, consider the KP I equation
ut + ux + uux + uxxx − ∂−1x uyy = 0,
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which we rewrite as
ut + ux +
(
u2
2
+ uxx − ∂−2x uyy
)
x
= 0,
then multiplying (3.2) by
u2
2
+ uxx − ∂−2x uyy,
and after some integration by parts, we obtain the functional
E(u) = −
∫
R2
[

2
(∂−1x uy)
2 +
u2
2
+
u3
6
]
dxdy. (3.55)
To see this, assume that the initial data φ is such that φyy = hxx for some
h ∈ L2(R2). Because of (3.8), we expect that ∂−2x uyy will lie in L2(R2) for t > 0.
Introduce the functional
w = −(1− ∂2x)−1
[
∂−2x uyy + u+
u3
3
]
.
A simple calculation reveals that
wx = −(1− ∂2x)−1[∂−1x uyy + ux + u2ux] = ut,
and hence
d
dt
∫
R2
[

2
(∂−1x uy)
2 +
u2
2
+
u3
6
]
dxdt
= 
∫
R2

∫
R2
∂−1x uy∂
−1
x uytdxdy +
∫
R2
uutdxdy +
1
2
∫
R2
u2utdxdy
=
∫
R2
[
∂−2x uyy + u+
u2
2
]
utdxdy
= −
∫
R2
(1 + ∂2x)wwxdxdy = 0.
In the last step, use has been made of the fact that the operator (1 + ∂2x)∂x is
skew-symmetric. Because
d
dt
V (u) = 0,
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we have
d
dt
∫
R2
u2dxdy = − d
dt
∫
R2
u∂2xudxdy,
and hence the functional E(u) can also be written as
E(u) = −
∫
R2
[

2
(∂−1x uy)
2 − 1
2
u∂2x +
u3
6
]
dxdy.
3.3 Existence and Uniqueness Theorem for the
BBM-KP I Equation
The following embedding result will be helpful in the proof of the local well-
posedness of the initial-value problem for the BBM-KP I equation.
Lemma 3.12. The space Hs−1(R2) is continuously embedded in Cb(R2), the bounded
continuous functions defined on R2.
Proof. The norm of a function f in Hs−1(R2) is equivalent to
(∫
R2
[
1 + |ξ|4 + η
2
ξ2
(1 + |ξ|2)
]
|fˆ(ξ, η)|2dξdη
)1/2
.
Note that if g ∈ L2(R2;w(x)dx) where w > 0 and 1/w ∈ L1(R2), then g ∈ L1(R2).
Thus if f ∈ Hs−1(R2) and
1
1 + |ξ|4 + η2
ξ2
(1 + |ξ|2) lies in L
1(R2),
then fˆ ∈ L1(R2) so ∈ Cb(R2) and f → 0 at ∞ by the Riemann-Lebesgue Lemma.
To prove the lemma at hand, it therefore suffices to show that
1
1 + |ξ|4 + η2|ξ|2 (1 + |ξ|2)
∈ L1(R2).
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Let z = (1+|ξ|
2)1/2
|ξ| η. The following calculation is decisive in proving the above claim:∫
R2
dξdη
1 + |ξ|4 + η2|ξ2|(1+|ξ|2)
=
∫
R2
|ξ|dξdz
(1 + |ξ|2)1/2(1 + |ξ|4 + z2)
=
∫
R
|ξ|
(1 + |η|2)1/2
(∫
R
dz
1 + |ξ|4 + z2
)
dξ
=
∫
R
|ξ|
(1 + |ξ|2)1/2(1 + |ξ|4)1/2 tan
−1
(
z
(1 + |ξ|4)1/2
)
|∞−∞dξ
= pi
∫
R
|ξ|
[(1 + |ξ|2)(1 + |ξ|4)]1/2dξ ≤ cpi
∫
R
|ξ|dξ
1 + |ξ|3 < +∞
and hence the weight w is in L1. This proves the result as indicated above.
Consider similarly the initial-value problem for the BBM-KP I equation
(ξt + ξx + ξξx − ξxxt)x − ξyy = 0
ξ(x, y, 0) = g(x, y)
(3.56)
Theorem 3.13. Let g ∈ Hs−1 with s > 3/2. Then there exist T > 0 such that the
BBM-KP 1 equation (3.2) has a unique solution
ξ ∈ C([0, T ];Hs−1(R2)), ∂−1x ξy ∈ C([0, T ];Hs−1−1 (R2)), with ξt ∈ C([0, T ];Hs−2(R2)).
Moreover, the map g 7−→ ξ is continuous from Hs−1(R2) to C([0, T ] : Hs−1(R2)).
Proof. Existence of Solution
Taking the Fourier transform of equation (3.56) in the x-variable, we get the
following equation 
ξˆt + ikξˆ + k
2ξˆt − il2k ξˆ = − i2kξˆ2
ξˆ(k, l, 0) = gˆ(k, l)
(3.57)
The first line of equation (3.57) is an ordinary differential equation in the t-variable,
which we re-write as
ξˆt +
i(k2 − l2)
k(1 + k2)
ξˆ = −1
2
ik
(1 + k2)
ξˆ2 (3.58)
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We solve for ξˆ in equation (3.58) using the method of integrating factor. The
integrating factor in this case is
e
i(k2−l2)
k(1+k2)
t
.
We multiply equation (3.58) by the integrating factor and solve the resulting equa-
tion for ξˆ to obtain
ξˆ = e
− i(k2−l2)
k(1+k2)
t
gˆ(k, l)− e−
i(k2−l2)
k(1+k2)
t
∫ t
0
e
i(k2−l2)
k(1+k2)
τ ik
(1 + k2)
ξˆ2dτ. (3.59)
Definition 3.14. Define
̂Ktf(k, l) = e
− i(k2−l2)
k(1+k2)
t
fˆ(k, l),
and
Q̂f(k, l)
ik
1 + k2
fˆ(k, l).
We then re-write equation (3.59) as
ξˆ(k, l, t) = K̂tg(k, l) +
∫ t
0
Kˆt−τ Qˆ(
1
2
)dτ. (3.60)
Taking the inverse Fourier transform of (3.60), we have the desired solution we are
looking for in ξ as follows;
ξ(x, y, t) = Ktg(x, y) +
∫ t
0
Kt−τQ(
1
2
ξ2)dτ for (x, y, t) ∈ R2 × [0, T ] (3.61)
Definition 3.15. Define
ξ(x, y, t) = Aξ(x, y, t) = Ktg(x, y) +
∫ t
0
Kt−τQ(
1
2
ξ2)dτ.
The aim is to show that the operator A is a contraction of the closed ball BR(0)
of radius R about the zero function in C(0, T ;Hs−1(R2)) provided R and T are well
chosen.
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Definition 3.16. Let η, ξ ∈ C(0, T ;Hs−1(R2)) be given and consider the difference
Aη − Aξ. The norm of this difference in Hs−1(R2) is bounded thus: For fixed
t ∈ [0, T ],
∥∥∥∥∫ t
0
Kt−τQ(1/2η2)dτ −
∫ t
0
Kt−τQ(1/2ξ2)dτ
∥∥∥∥
Hs−1(R2)
≤ T sup
0≤t≤T
∥∥Kt−τQ (1/2(η2 − ξ2))∥∥Hs−1(R2) , (3.62)
≤ CT sup
0≤t≤T
‖(η − ξ)(η + ξ)‖H1(R2) ,
where C is a constant coming from the fact thatKtQmapsH
1(R2) intoHs−1(R2).
Though H1(R2) is not an algebra, but we made use of the fact that Hs−1(R2) is
continuously embedded in Cb(R2), the bounded continuous functions defined on
R2, and hence η and ξ are bounded in terms of their Hs−1(R2) - norms. Leibniz’s
rule comes handy in the following calculations:
‖(η − ξ)(η + ξ)‖H1(R2)
≤ ‖(η − ξ)(η + ξ)‖L2(R2) + ‖{(η − ξ)(η + ξ)}x‖L2(R2) +
∥∥∥{(η − ξ)(η + ξ)}y∥∥∥
L2(R2)
,
= ‖(η − ξ)(η + ξ)‖L2(R2) + ‖(η − ξ)x(η + ξ) + (η − ξ)(η + ξ)x‖L2(R2)
+ ‖(η − ξ)y(η + ξ) + (η − ξ)(η + ξ)y‖L2(R2),
≤ ‖η − ξ‖L2(R2) |η + ξ|∞ + ‖(η − ξ)x‖L2(R2) |η + ξ|∞ + ‖(η − ξ)y‖L2(R2) |η + ξ|∞
+ ‖(η − ξ)(η − ξ)x‖L2(R2) + ‖(η − ξ)(η − ξ)y‖L2(R2),
≤ ‖η − ξ‖H1(R2) |η + ξ|∞ + |η − ξ|∞
[
‖(η + ξ)x‖L2(R2) + ‖(η + ξ)y‖L2(R2)
]
,
≤ ‖η − ξ‖Hs−1(R2)
(
||η||Hs−1(R2) + ||ξ||Hs−1(R2)
)
+ ‖η − ξ‖Hs−1(R2)
(
2||η||Hs−1(R2) + 2||ξ||Hs−1(R2)
)
,
≤ C ‖η − ξ‖Hs−1(R2)
(
||η||Hs−1(R2) + ||ξ||Hs−1(R2)
)
.
Hence, if η and ξ are both in BR(0), then
||Aη − Aξ||C(0,T ;Hs−1(R2)) ≤ CTR||η − ξ||Hs−1(R2) (3.63)
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If we define R = 2||g||Hs−1(R2) and if T is fixed so that CTR = 1/2, then A is a
contractive map of BR(0) in C(0, T ;H
s
−1(R2)) into itself. That is, if η is the zero
function, then
||Aξ||C(0,T ;Hs−1(R2)) ≤ CTR||ξ||Hs−1(R2) = 1/2||ξ||Hs−1(R2) ≤ ||g||Hs−1(R2) ≤ R.
It follows from the contraction-mapping principle that with these choices of R and
T , the mapping A has a unique fixed point ξ in BR(0). That is, there exists a
unique ξ ∈ BR(0) such that
ξ(x, y, t) = Aξ = Ktg −
∫ t
0
Kt−τQ(1/2ξ2)dτ (3.64)
Differentiating the above relation with respect to t, we get
ξ
′
t = K
′
tg −Q(1/2ξ2)−
∫ t
0
K
′
t−τQ(1/2ξ
2)dτ,
where
K̂
′
tf(k, l) = −
i(k2 + l2)
k(1 + k2)
e
− i(k2+l2)
k(1+k2)
t
fˆ(k, l)
. This implies that
K
′
t = −(∂x + ∂−1x ∂2y)(1 + ∂2x)Kt,
and since Q = (1 + ∂2x)
−1∂x, (3.56) becomes
(1 + ∂2x)ξt = −ξξx − (∂x + ∂−1x ∂2y)
[
Ktg −
∫ t
0
Kt−τQ(1/2ξ2)dτ
]
,
= −ξξx − ξx − ∂−1x ξyy. (3.65)
At least as an equation relating distributions in Hs−1(R2). Furthermore, it is clear
that
lim
t7→0
ξ(., ., t) = g,
in Hs−1(R2), since
K̂tg(k, l) = e
i(xk+yl).e
− i(k2+l2)
k(1+k2)
gˆ(k,l)
.
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Uniqueness of Solution
Because the solution ξ above was obtained by use of the contraction-mapping
principle, there is automatically implied uniqueness of the solution, at least within
the ball BR(0). It is worth note that uniqueness can be established in the large,
and not just on [0, T ] and in the ball BR(0). Thus one may assert that for any value
of T , there is at most one solution in C([0, T ];Hs−1(R2)) of the integral equation
(3.61), and so there is at most one solution of the initial-value problem (3.56)
corresponding to g. To see this, note that for small values of t, ξ is unique by
virtue of the contraction-mapping theorem. Let ξ1 and ξ2 be two solutions and
suppose they are equal for 0 ≤ t ≤ t0, but on no interval [0, t0 + ] where  > 0 is
sufficiently small do they agree identically. Rewrite equation (3.61) as
ξ(x, y, t) = Ktg(x, y)−
∫ t0
0
Kt−τQ(1/2ξ2)dτ −
∫ t
t0
Kt−τQ(1/2ξ2)dτ,
= KtG(x, y)−
∫ t
0
Kt−τQ(1/2ξ2)dτ,
= A˜(ξ),
say. Our assumption implies that the integral equation ξ = A˜(ξ) has two distinct
solutions on any time interval [t0, t0 + ] for small enough . However, by choosing
R large enough and  small enough, we can assure that the mapping ξ 7→ A˜(ξ)
maps the ball BR(0) of radius R centered about the zero function in C([t0, t0 +
];Hs−1(R2)) into itself and is contractive there. The argument is the same as above.
However, by choosing R yet larger, both ξ1 and ξ2 restricted to the time interval
[t0, t0 + ] will lie in BR(0), and thus contraction is reached.
Extending the Interval of Existence
Having established that the initial-value problem (3.56) possesses a solution
corresponding to any g ∈ Hs−1(R2), at least for some time interval [0, T1], say, we
now turn our attention to extending the interval of existence. The contraction-
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mapping argument may be used in starting with ξ(., ., T1) as initial data. This will
yield a solution of (3.56) on the time interval [0, T2], where T2 > T1. Continuing
this line of argument inductively leads to an increasing sequence {Tk}∞k=1 such
that a solution of (3.56) exists on the time interval [0, Tk], k = 1, 2, · · · . By its
construction, the solution ξ on each interval [Tk, Tk+1], k = 1, 2, · · · is given as
the fixed point of an integral equation. Two possibilities can occur here, either
limk 7→∞ Tk = T∞ or the sequence {Tk}∞k=1 is unbounded.
If T∞ = +∞, then the solution of (3.56) is global, while if T∞ < +∞, then it
must be the case that
lim
t7→T∞
sup ||ξ(., ., t)||Hs−1(R2) = +∞.
Otherwise, if M is an upper bound for ||ξ(., ., t)||Hs−1(R2) for t ∈ [0, T∞) , then the
local existence obtained via the contraction-mapping principle can be applied with
initial data ξ(., ., t0), where t0 ∈ [0, T∞) is close to T∞, to extend the solution by
at least 0 =
1
2
(1 + (2m))−1C−1, where C is the constant appearing on the right
hand side of (3.9). As a consequence of this lower bound, the solution is certainly
extended to the temporal interval [0, T∞ + 1/20], say. This would contradict the
definition of T∞. It follows from these arguments that
T∞ = sup
{
T : ∃ a solution ξ ∈ C([0, T ];Hs−1(R2)) of (3.56) with ξ(., ., 0) = g
}
Moreover, the solution ξ can be extended over any time interval [0, T ] for which
one has an a priori estimate on the norm of ξ in Hs−1(R2).
Continuous Dependence of Solution on Initial Data
For continuous dependence, let ξ be a solution obtained at least locally in time
by iterating the operator A on any function in BR(0). More precisely, let R > 0
be given and let T1 be determined by the relation CT1(1 + R) = 1/2. Let g1 and
g2 be in H
s
−1(R2) and suppose ||g||Hs−1(R2), ||g2||Hs−1(R2) ≤ 1/2R.
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Definition 3.17. Define A1 and A2 to be the operators given by the right - hand
side of (3.61) with g replaced by g1 and g2, respectively. Then if we view g1 and g2
as elements of C([0, T1] : H
s
−1(R2)) which are constant in times, the contraction-
mapping principle assumes that as n tends to infinity, Ani gi converges in C([0, T1] :
Hs−1(R2)) to the solutions ξi of (3.56) with g replaced by gi, i = 1, 2, where Ani is
the nth iterate of Ai.
With CT1(1 +R) = 1/2, and the triangle inequality we get the estimate
||An1g1 − An2g2||C([0,T1]:Hs−1(R2)) ≤ (1 +
1
2
+ · · ·+ 1
2n
)||g1 − g2||Hs−1(R2),
which holds for all n. Thus if ξ1 and ξ2 are the two solutions of (3.56) corresponding
to the initial data g1 and g2, respectively, then
||ξ1 − ξ2||C([0,T ];Hs−1(R2)) ≤ 2||g1 − g2||Hs−1(R2).
Thus the solution depends continuously on the data at least on [0, T1]. In particular,
||ξ1(., ., T1)− ξ2(., ., T2)||Hs−1(R2) ≤ 2||g1 − g2||Hs−1(R2).
Making the same argument starting with data ξ1(., ., T1) and ξ2(., ., T2) rather than
g1 and g2 leads to the conclusion that the solution depends continuously on the
data on the time interval [0, T2]. Continuing in this manner leads to the desired
conclusion about continuous dependence.
Maximal Interval of Existence
The statement concerning the maximal interval of existence approaching +∞ in
case g approaches zero in Hs−1(R2) is proved as follows: To this end, consider the
equation from (3.65)
(1 + ∂2x)ξt = −ξξt − ξx − ∂−1x ξyy,
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we rewrite it in the form
ξt = −(1 + ∂2x)−1
[
ξξx + ξx + ∂
−1
x ξyy
]
,
which can be further written in the form
ξt = −(1 + ∂2x)−1∂x
[
ξ +
1
2
ξ2
]
− (1 + ∂2x)−1∂−1x ξyy.
For sufficiently smooth solutions, simple calculations gives the following:
1/2 d
dt
∫
R2
[
ξ2 + ξ2x + ξ
2
xx + (∂
−1
x ξyy)
2 + ξ2y
]
dxdy
= − ∫R2 ξ(1 + ∂2x)−1∂x(12ξ2)dxdy − ∫R2 ξx(1 + ∂2x)−1∂x(ξξx)dxdy
− ∫R2 ξxx(1 + ∂2x)−1∂x(ξξx)xdxdy − ∫R2(∂−1x ξy)(1 + ∂2x)−1(ξξy)dxdy
− ∫R2 ξy(1 + ∂2x)−1∂x(ξξy)dxdy,
≤ C||ξ||L2(R2)||ξ2||L2(R2) + C||ξxx||L2(R2)||ξ2||L2(R2) + C||ξxxx||L2(R2)||ξξx||L2(R2)
+C||∂−1x ξy||L2(R2)||ξξy||L2(R2) + C||ξy||L2(R2)||ξξy||L2(R2), (3.66)
where we have used the fact that (1 + ∂2x)
−1, (1 + ∂2x)
−1∂x and (1 + ∂2x)
−1∂2x are all
bounded linear operators on L2(R2). From above, we have that
d
dt
||ξ(., ., t)||2Hs−1(R2) ≤ C||ξ(., ., t)||
3
Hs−1(R2)
Integrating the differential equation obtained by demanding equality in the last
inequality leads to the upper bound
||ξ(., ., t)||2Hs−1(R2) ≤
||g||2Hs−1(R2)[
1− Ct||g||Hs−1(R2)
]2
This inequality is obtained by assuming that smoothness data leads to smooth
solutions, and the time interval of existence depends only on Hs−1(R2)-norm of the
initial data. Hence the continuous dependence result just established allows one to
infer that inequalities (3.12) continues to hold for Hs−1(R2)-solutions. On the other
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hand, the upper bound implies that
T∞ ≥ 1
C||g||Hs−1(R2)
.
By combining this result with the result on the continuous dependence of solution
on initial data, the stated conclusion on the maximal time of existence is obtained.
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Chapter 4
A Comparison of Solutions of The KdV
and The BBM Equations
In this chapter, we give a detail description of the result that gave us the motivation
for our work. The motivation for our main result came from the work of Bona,
Pritchard and Scott which can be found in [6].
4.1 Introduction
Their work was concerned with mathematical models representing the unidirec-
tional propagation of weakly nonlinear dispersive long waves. Their interest was
directed toward two particular models that were originally studied in the context
of surface-wave phenomena in open-channel flows.
In attempting to describe open-channel flows the underlying principle in the
derivation of these model equations is that their solutions should approximate so-
lutions of the two-dimensional Euler equations, posed with appropriate boundary
conditions at the bed of the channel and at the free surface. Within the context of
procedures for generating such models it is possible that several different equations
may emerge. The choice of which approximation to use will depend on the prop-
erties of one model vis − a` − vis those of another. For long waves on the surface
of water, two models have received particular attention. One is the equation of
Korteweg and de Vries [1895] popularly called the KdV equation. and the other
is an equation first studied theoretically by Benjamin, Bona and Mahony [1972]
referred to as theBBM equation. The qualitative mathematical properties of these
two models have been studied in detail. This theory is rich and interesting, but
appears to offer no definitive reason for preferring one or the other of these models
as regards the sort of task for which they were originally derived.
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The purpose of their work was to make a quantitative comparison between the
solutions to the initial-value problem for each of these models. The basic conclusion
of their study was that, on a long time scale T naturally related to the underlying
physical situation, the equations predict the same outcome to within their implied
order of accuracy. In this situation the choice of one of these models over the other
to describe a physical problem is apparently immaterial, with factors of incidental
convenience probably providing the main criteria in a given situation.
The question of the relationship between the two model equations has been
studied in general terms by Benjamin et al.[1972], Kruskal [1975] and Whitham
[1974]. Showalter [1977], working carefully through the standard formal scalings
and expansions leading to models such as those considered here, derived some al-
ternative systems and conjectured explicitly that the KdV and the BBM equations
will give similar answers on a time scale much smaller than the time scale [0, T ].
Bona and Smith [1975], in their paper on the initial-value problem for the KdV
equation, deal with exactly that issue considered herein, but give no attention to
the time scales over which their results are valid. For practical purposes, these time
scales are crucially important.
4.2 The Model Equations and Preliminary
Results
For a detailed description on the formulation of these model equations, please refer
to the first chapter of this dissertation. They used the model equations in the tidy
forms below for their analysis
ηt + ηx + ηηx + ηxxx = 0, (4.1)
and
ξt + ξx + ξξx − ξxxt = 0. (4.2)
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Where η and ξ are functions of two variables x and t. Equation (4.1) is the KdV
equation, while (4.2) is the BBM equation. Results pertaining to the initial-value
problems for both equations will be needed. We commence with the results for the
KdV equation.
Theorem 4.1. Let g ∈ Hm where m ≥ 2. Then there exists a unique function u in
C(0,∞;Hm) which is a solution of (4.1) in R×R+ such that η(., 0) = g. Further-
more, ∂kt η ∈ C(0,∞;Hm−3k) for k such that m − 3k ≥ −1. The correspondence
g 7→ ∂kt u is, for each T > 0, a continuous mapping of Hm into C(0, T ;Hm−3k) for
all k ≥ 0 such that m− 3k ≥ −1.
Remark 4.2. By ‘solution’ we mean a solution η of the differential equation in
the sense of distributions for which the initial condition is satisfied. Of course if
m > 3 in the above theorem, the solution will in fact be classical. That is, all the
derivatives appearing in the equation exist classically and are continuous, and the
equation is verified point wise by η everywhere in the relevant domain.
The next result pertains to the BBM equation.
Theorem 4.3. Let g ∈ Hm where m ≥ 1. Then there exists a unique function ξ
in C(0,∞;H1) which is a solution of (4.2) in R × R+ such that ξ(., t) = g. For
each T > 0, ξ ∈ C(0, T ;Hm), and for each k > 0, ∂kt ξ ∈ C(0, T ;Hm+1). For each
T > 0, the correspondence g 7→ ξ is a continuous mapping of Hm to C(0, T ;Hm)
while, if k > 0, the correspondence g 7→ ∂kt ξ is a continuous mapping of Hm into
C(0, T ;Hm+1).
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4.3 Analytic Comparison of the Two Model
Equations
Attention is now focused on the initial-value problems for the model equations
(4.1) and (4.2). Let g0 be a given, physically appropriate, initial wave profile. In
the scales implied in both (4.1) and (4.2), g0 must therefore be of small amplitude
and large wave length, and these must be appropriately related as explained in the
introductory chapter. These assumptions on g0 may be made precise by introducing
the positive parameter , which is taken as a measure of the small amplitude of
the wave profile, and assuming that g0 may be represented in the form
g0(x) = g(
1/2x). (4.3)
Here g is viewed as fixed and interest lies in the regime  1. Thus consideration
is given to the initial-value problems
ηt + η

x + η
ηx + η

xxx = 0, for (x, t) ∈ R× R+,
η(x, 0) = g(1/2x), for x ∈ R,
(4.4)
and 
ξt + ξ

x + ξ
ξx − ξxxt = 0, for (x, t) ∈ R× R+,
ξ(x, 0) = g(1/2x), for x ∈ R.
(4.5)
We now state their main result.
Theorem 4.4. Let g ∈ Hk+5 where k ≥ 0. Let  > 0 and let η and ξ be the unique
solutions, guaranteed by Theorems (4.1) and (4.2), of the initial-value problems
(4.4) and (4.5). Then there is an 0 > 0 and order-one constants Mj such that if
0 <  ≤ 0, then
||η(j)(., t)− ξ(j)(., t)||L2(R) ≤Mjj/2+7/4(3/2t) (4.6)
at least for 0 ≤ t ≤ −3/2, where 0 ≤ j ≤ k.
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Proof. Suppose that g ∈ H∞, that is, g is a C∞ function all of whose derivatives
lie in L2, define 
u(x, t) = −1η(−1/2x, −3/2t),
v(x, t) = −1ξ(−1/2x, −3/2t)
(4.7)
A short calculation shows that u and v satisfy the initial-value problems
ut + uux + uxxx = 0,
vt + vvx + vxxx − vxxt = 0,
u(x, 0) = v(x, 0) = g(x).
(4.8)
Let w = v − u, so that v = w + u. Then w is seen to satisfy
wt + wwx + wxxx − wxxt = uxxt − (uw)x,
w(x, 0) ≡ 0.
(4.9)
The task to be accomplished now is the estimation of ||w(j)||, for j = 0, 1, 2, · · · .
Because g ∈ H∞, both η and ξ, and hence u and v, are C∞ functions of x and
t all of whose derivatives are in L2 with respect to the spatial variable. This fact
justifies the following computations.
Multiply (4.9) by w(2j) and integrate the result over R and over [0, t]. After a
few integrations by parts, and taking account of the fact that w(x, 0) ≡ 0, the
following identity is seen to hold∫ ∞
−∞
{
w2(j)(x, t) + w
2
(j+1)(x, t)
}
dx
= 2
∫ t
0
∫ ∞
−∞
w(j)
{
uτ,(j+2) − (uw + 1
2
w2)(j+1)
}
dxdτ, (4.10)
for j = 0, 1, 2, · · · . This relation will be used repeatedly.
First, for j = 0, there appears, after two more integrations by parts,∫ ∞
−∞
(w2 + w2x)dx = 2
∫ t
0
∫ ∞
−∞
(wuxxτ )dxdτ −
∫ t
0
∫ ∞
−∞
(uxw
2)dxdτ. (4.11)
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From this the following inequality is derived:
||w||2L2(R) ≤
∫ t
0
(2||w||L2(R)||uxxτ ||L2(R) + ||ux||∞||w||2L2(R))dτ,
where, || || denotes the norm in L2, and || ||∞ denotes the norm in L∞. By a variant
of Gronwall’s lemma it follows that
||w||L2(R) ≤ (C2/C1)(eC1t − 1) ≤ tC2eC1 =M0t, (4.12)
where C1 and C2 are bounds for
1
2
||ux||∞ and ||uxxt||L2(R) respectively, and t is
restricted to the range [0, 1]. Using the results of Theorems (4.1) and (4.3), and
using the differential equation, the following estimates can be made:
sup
t≥0
||uxxt||L2(R) = sup
t≥0
||∂2x(−uxxx − uux)||L2(R)
≤ sup
t≥0
{||u(5)||L2(R) + ||u||∞||u(3)||L2(R) + 3||ux||∞||uxx||L2(R)} .
Note that ||f ||2∞ ≤ ||f ||L2(R)||fx||L2(R). Hence, if we define qi = g, C2 may be defined
by
sup
t≥0
||uxxt||L2(R) ≤ q5 + (q0q1)1/2q3 + 3(q1q2)1/2q2 = C2. (4.13)
It is even easier to estimate a value for C1;
sup
t≥0
||ux||∞ ≤ supt≥0(||ux||L2(R)||uxx||L2(R))1/2 ≤ (q1q2)1/2 = C1. (4.14)
Since both C1 and C2 are order one quantities, so too is M0. Further bounds lead
to a better overall picture, and to L∞ estimates.
Integrating (4.10) by parts, in the case j = 1, the following relation is derived.∫ ∞
−∞
(w2x + w
2
xx)dx = 2
∫ t
0
∫ ∞
−∞
(wxuxxxτ )dxdτ
−
∫ t
0
∫ ∞
−∞
(w3x + 3uxw
2
x + 2uxxwwx)dxdτ. (4.15)
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The integrand on the right-hand side of (4.15) may be bounded above by
2||uxxxτ ||L2(R)||wx||L2(R) + ||wx + 3ux||∞||wx||2L2(R) +
2||uxx||∞||w||L2(R)||wx||L2(R) ≤ (4||ux||∞ + ||vx||∞)||wx||2L2(R) +
(2||uxxxτ ||L2(R) + 2(||uxx||L2(R)||uxxx||L2(R))1/2M0τ)||wx||L2(R).
Now using the equation satisfied by u and the results of Theorem 4.3, we may
derive the following estimate, valid for 0 ≤ τ ≤ 1.
sup{0≤τ≤1}
{
2||uxxxτ ||L2(R) + 2(||uxx||L2(R)||uxxx||L2(R))1/2M0τ
}
≤ sup{0≤τ≤1}
{
2||∂3x(−uux − uxxx)||L2(R) + 2(q2q3)1/2
}
≤ 2q6 + 2(q0q1)1/2q4 + 8(q1q2)1/2q3 + 6(q2q3)1/2q2 + 2(q2q3)1/2M0 = C4.
SinceM0 is an order-one quantity, C4 is an order-one quantity. Also, using Theorem
(4.3) as before, and taking note that ||vx||∞, is similarly bounded as ||ux||∞, there
appears
sup{0≤τ≤1} {4||ux||∞ + ||ux||∞} ≤ 4(q1q2)1/2 + sup{0≤τ≤1}(||vx||L2(R)||vxx||L2(R))1/2
≤ 4(q1q2)1/2 + (qa0(||g||H3))1/2 = C3.
This latter quantity is order-one also. Thus at least over the time interval 0 ≤ t ≤ 1,
the inequality
||wx||2L2(R) ≤
∫ t
0
(C3||wx||2L2(R) + C4||wx||L2(R))dτ
is implied. It follows immediately that
||wx||L2(R) ≤ (C4/C3)(eC3t − 1) ≤ tC4eC3 = tM1, (4.16)
for 0 ≤ t ≤ 1. Since C3 and C4 are order-one quantities, M1 is also an order-one
quantity.
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For the case of a general j, the procedure for obtaining a bound on ||w(j)||L2(R)
is similar to that followed above in the cases j = 0 and j = 1. Suppose inductively
that for j < k, where k > 1, there have been established bounds of the form,
||w(j)||L2(R) ≤ (C2j/C2j−1)(eC2j−1t − 1) ≤ tC2jeC2j−1 = tMj (4.17)
for t ∈ [0, 1], where C2j−1 and C2j are both order-one quantities. The goal now is
to establish the same type of bound for j = k. To this end, consider the equation
(4.10) in the case j = k. Using Leibnitz’ rule, (4.10) may be written as∫∞
−∞(w
2
(k) + w
2
(k+1))dx = 2
∫ t
0
∫∞
−∞ w(k)uτ,(k+2)dxdτ
−2 ∫ 2
0
∫∞
−∞
∑k+1
j=0 αj
{
1
2
w(k+1−j)w(j) + w(k+1−j)u(j)
}
w(k)dxdτ.
Here the αj are constants that appear in Leibnitz’ rule. Separating the top-order
derivatives and estimating the rest directly, we have∫ ∞
−∞
(w2(k) + w
2
(k+1))dx ≤ 2
∫ t
0
||w(k)||L2(R)||uτ,(k+2)||L2(R)dτ
− 2
∫ t
0
∫ ∞
−∞
(ww(k)w(k+1) + uw(k)w(k+1))dxdτ
+
∫ t
0
∫ ∞
−∞
k∑
j=1
αj|w(k)w(k+1−j)w(j)|dxdτ (4.18)
+ 2
∫ t
0
∫ ∞
−∞
k+1∑
j=1
αj|w(k)u(j)w(k+1−j)|dxdτ
The induction hypothesis (4.17) assures us that on the time interval [0, 1],
||w(j)||L2(R) and ||w(j)||L∞ are bounded by order-one constants if 0 ≤ j ≤ k− 1 and
0 ≤ i ≤ k− 2. By Theorem (4.3), ||u(j)||L2(R), ||u(j)||L∞ and , using the differential
equation, ||uτ,(k+2)||L2(R) are all bounded by order-one constants, for 0 ≤ j ≤ k+1,
independently of τ ≥ 0. Also, for τ ∈ [0, 1], ||w||L2(R), ||wx||L2(R) and ||wxx||L2(R)
are bounded by order-one quantities. Similarly, ||wx||L∞ and ||w||L∞ are similarly
bounded as noted previously. The second integral on the right-hand side of (4.18)
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is equal to
1
2
∫ t
0
∫ ∞
−∞
(wx + ux)w
2
(k)dxdτ ≤
1
2
C
∫ t
0
||w(k)||2L2(R)dτ,
where, provided 0 ≤ t ≤ 1, C may be inferred to be an order-one quantity. The
third and fourth integrals on the right side of (4.18) are both estimated similarly:
∫ t
0
∫∞
−∞
∑k
j=1 αj|w(k)w(k+1−j)w(j)|dxdτ
≤ C ∫ t
0
||wx||L∞||w(k)||2L2(R) + C
∫ t
0
[
||w(k)||L2(R)
∑k−1
j=2 MjMk+1−jτ
2
]
dτ
≤ C ∫ t
0
||w(k)||2L2(R)dτ + C
∫ t
0
||w(k)||L2(R)dτ ,
valid for 0 ≤ t ≤ 1 at least. the constants appearing in this inequality are order-
one. The same estimate holds for the fourth term on the right side of (4.18). Hence
in sum, for 0 ≤ t ≤ 1,
∫ ∞
−∞
(w2(k) + w
2
(k+1))dx ≤ C2k−1
∫ t
0
||w(k)||2L2(R)dτ + C2k
∫ t
0
||w(k)||L2(R)dτ,
where C2k−1 and C2k are order-one quantities. The result (4.17) for j = k now
follows and the inductive step is completed.
Because of continuous-dependence results and the existence and uniqueness The-
orems, we may weaken our initial assumption that g ∈ H∞. By approximating
g ∈ Hk+5 by a sequence {gn}∞n=1 ⊂ H∞, we may conclude that
||w(j)||L2(R) ≤ tMj, (4.19)
for 0 ≤ t ≤ 1 and 0 ≤ j ≤ k, where w = u − v and u and v are as in (4.8) with
initial data g.
Now it is only necessary to translate the result (4.19), a relation concerning u and
v, into a result relating η and ξ. This simply involves inverting the transformation
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in (4.9). It appears immediately that,
η(x, t) = u(1/2(x− t), 3/2t),
ξ(x, t) = v(1/2(x− t), 3/2t).
(4.20)
Thus, supposing now that g ∈ Hk+5 and that j ≤ k, we deduce that
||η(j)(., t)− ξ(j)(., t)||2L2(R)
=
∫∞
−∞
{
j/1+1[u(j)(
1/2(x− t), 3/2t)− v(j)(1/2(x− t), 3/2t)]
}2
dx
= j+2
∫∞
−∞
{
u(j)(z, 
3/2t)− v(j)(z, 3/2t)
}2
−1/2dz
= j+3/2||w(j)(., 3/2)||2L2(R) ≤ j+7/2M2j (3/2)2,
and this is valid as long as 0 ≤ 3/2 ≤ 1. Hence if 0 ≤ t ≤ −3/2, then
||η(j)(., t)− ξ(j)(., t)||L2(R) ≤ j/2+7/4Mj(3/2t), (4.21)
where Mj is an order-one quantity. This finishes the proof of the theorem.
Corollary 4.5. Assume The hypothesis and notation of Theorem (4.4). Then there
is an 0 > 0 and order-one constants Nj such that for 0 <  ≤ 0 and for
0 ≤ t ≤ −3/2,
|η(j)(x, t)− ξ(j)(x, t)|L∞(R) ≤ Nj2+j/2(3/2t), (4.22)
for 0 ≤ j ≤ k − 1. In particular, if j = 0 and t = t1 = −3/2, then
|η(x, t)− ξ(x, t)|L∞(R) ≤ N02, (4.23)
showing explicitly that the two solutions are the same to the formal order of accu-
racy 2 achieved by either model.
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Chapter 5
Comparison of Our Models
In this chapter, we state and prove our main result.
5.1 Comparison of The Linear Versions
To illustrate the kind of results we have in mind, we briefly outline below what
Saut and Tzvetkov generally discussed concerning the relationship between the two
models in [12]. Since both KP and BBM-KP equations models weakly nonlinear
dispersive long waves which are valid to order 2, they can be considered as order
 perturbations of the linear transport equation, and hence can be written as
ηt + ηx + (ηηx + ηxxx ± ∂−1x ηyy) = 0, (5.1)
ξt + ξx + (ξξx − ξxxt ± ∂−1x ξyy) = 0, (5.2)
with initial data η0, ξ0, respectively, which are of order one. The neglected terms
in the right-hand side of (5.1) and (5.2) are of order 2. After performing the change
of variables
M = η, N = ξ, x1 = 
−1/2x, y1 = −1y, τ = −1/2t
one can rewrite (5.1) and (5.1)as
Mτ +Mx1 +MMx1 +Mx1x1x1 ± ∂−1x1 My1y1 = 0, (5.3)
Nτ +Nx1 +NNx1 −Nx1x1τ ± ∂−1x1 Ny1y1 = 0 (5.4)
with initial data, respectively,
M(x1, y1, 0) = η0(
1/2x1, y1)
N(x1, y1, 0) = ξ0(
1/2x1, y1)
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The dispersive and nonlinear terms in (5.1), and (5.2) may have a significant in-
fluence on the structure of the waves on the time scale t1 = 
−1
(corresponding to τ1 = 
−3/2), while the neglected order 2 terms might affect the
solution at order one on time scale t2 = 
−2 (τ2 = −5/2). It is therefore of interest
to compare the solutions of (5.1), and (5.2) on time scales between t1, and t2. Such
an analysis was performed for the KDV and BBM models in [2].
To give an idea of the results one can expect, we consider the Cauchy problem
for the linear versions of (5.1), and (5.2):
ηt + ηx + (+ηxxx ± ∂−1x ηyy) = 0, (5.5)
ξt + ξx + (−ξxxt ± ∂−1x ξyy) = 0 (5.6)
together with initial conditions
η(x, y, 0) = ξ(x, y, 0) = f(x, y), (5.7)
where f is of order one. Taking the Fourier transforms in both x and y variables
we have
ηˆt + ikηˆ + [(ik)
3ηˆ ± −l
2
ik
ηˆ] = 0
ξˆt + ikξˆ + [k
2ξˆt ±
il2
k
ξˆ] = 0 (5.8)
with ηˆ(k, l, 0) = ξˆ(k, l, 0) = fˆ(k, l). Solving for η, and ξ there obtains
ηˆ = e
−it[k−k3± l2
k
]fˆ(k, l, t),
ξˆ = e
−it
1+k2
(k± l2
k
)
fˆ(k, l, t), (5.9)
it is readily inferred that provided k5fˆ(k, l), l2kfˆ(k, l) ∈ L1(R2), then
|η(., ., t)− ξ(., ., t)|∞ ≤ |ηˆ(k, l, t)− ξˆ(k, l, t)|L1(R2) ≤ 2tCf ≤ C (5.10)
since η and ξ are of order one, the estimate (5.10) proves that up to time scale
t1 = 
−(1+δ), 0 < δ < 1, η and ξ are 1−δ close to each other.
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5.2 Some Inequalities
In this section, we state and prove some inequalities that will be useful in the proof
of our main result.
Gronwall’s inequality (integral form)
Let ξ(t) be a nonnegative, summable function on [0, T] which satisfies for a.e. t
the integral inequality
ξ(t) ≤ C1
∫ t
0
ξ(s)ds+ C2
for constants C1, C2 ≥ 0. Then
ξ(t) ≤ C2(1 + C1teC1t)
for a.e. 0 ≤ t ≤ T . In particular, if
ξ(t) ≤ C1
∫ t
0
ξ(s)ds
for a.e. 0 ≤ t ≤ T , then
ξ(t) = 0 a.e.
Some Anisotropic Sobolev Inequalities
Corollary 5.1. |u|L∞(R2) ≤ 2||u||1/4L2(R2)||uy||1/2L2(R2)||uxx||1/4L2(R2).
Proof.
|u|L∞(R2) = sup
y∈R
sup
x∈R
|u| ≤ sup
y∈R
||u||1/2L2(R2)||ux||1/2L2(R2),
≤ sup
y
(∫ ∞
−∞
u2dx
)1/4(∫ ∞
−∞
u2x
)1/4
,
this implies that
|u|4L∞(R2) ≤ sup
y
(∫ ∞
−∞
u2dx
)
sup
y
(∫ ∞
−∞
u2xdx
)
.
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For each y ∈ R,∫ ∞
−∞
u2(x, y)dx = 2
∫ y
−∞
∫ ∞
−∞
u(x, y1)uy1(x, y1)dxdy1,
≤
∫ ∞
−∞
∫ ∞
−∞
u(x, y)uy(x, y)dxdy,
≤ 2||u||L2(R2)||uy||L2(R2),
therefore,
sup
y
(∫ ∞
−∞
u2(x, y)dx
)
≤ 2||u||L2(R2)||uy||L2(R2).
And for each y ∈ R,∫ ∞
−∞
u2x(x, y)dx = 2
∫ y
−∞
∫ ∞
−∞
ux(x, y1)uxy1(x, y1)dxdy1,
= −2
∫ y
−∞
∫ ∞
−∞
uxx(x, y1)uy1(x, y1)dxdy1,
≤ −2
∫ ∞
−∞
∫ ∞
−∞
uxx(x, y)uy(x, y)dxdy,
≤ 2||uxx||L2(R2)||uy||L2(R2),
therefore,
sup
y
(∫ ∞
−∞
u2x(x, y)dx
)
≤ 2||uxx||L2(R2)||uy||L2(R2).
Therefore,
|u|L∞(R2) = sup
y∈R
sup
x∈R
|u|,
≤ 4||u||L2(R2)||uy||L2(R2)||uxx||L2(R2)||uy||L2(R2),
= 4||u||L2(R2)||uxx||L2(R2)||uy||2L2(R2).
Hence,
|u|L∞(R2) ≤
√
2||u||1/4L2(R2)||uy||1/2L2(R2)||uxx||1/4L2(R2).
Therefore,
|u|L∞(R2) ≤ 2||u||1/4L2(R2)||uy||1/2L2(R2)||uxx||1/4L2(R2).
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Corollary 5.2. |∂jxu|L∞(R2) ≤ 2||∂jxu||1/4L2(R2)||∂jxuy||1/2L2(R2)||∂j+2x u||1/4L2(R2).
Proof.
|∂jxu|L∞(R2) = sup
y∈R
sup
x∈R
|∂jxu|
≤ sup
y
||∂jxu||1/2L2(R2)||∂j+1x u||1/2L2(R2)
≤ sup
y
(∫ ∞
−∞
(∂jxu)
2dx
)1/4(∫ ∞
−∞
(∂j+1x u)
2dx
)1/4
,
therefore
|∂jxu|L∞(R2) ≤ sup
y
(∫ ∞
−∞
(∂jxu)
2dx
)(∫ ∞
−∞
(∂j+1x u)
2dx
)
.
For each y ∈ R,∫ ∞
−∞
(∂jxu)
2dx = 2
∫ y
−∞
∫ ∞
−∞
∂jxu(x, y1)∂
j
xuy1(x, y1)dxdy1
≤ 2
∫ ∞
−∞
∫ ∞
−∞
∂jxu(x, y)∂
j
xuy(x, y)dxdy
≤ ||∂jxu||L2(R2)||∂jxuy||L2(R2),
and hence,
sup
y
(∫ ∞
−∞
(∂jxu)
2dx
)
≤ ||∂jxu||L2(R2)||∂jxuy||L2(R2).
And for each y ∈ R,∫ ∞
−∞
(∂jxu)
2dx = 2
∫ y
−∞
∫ ∞
−∞
∂j+1x u(x, y1)∂
j+1
x uy1(x, y1)dxdy1
= −2
∫ y
−∞
∫ ∞
−∞
∂j+2x u(x, y1)∂
j
xuy1(x, y1)dxdy1
≤ −2
∫ ∞
−∞
∫ ∞
−∞
∂j+2x u(x, y)∂
j
xuy(x, y)dxdy
≤ 2||∂j+2x u||L2(R2)||∂jxuy||L2(R2),
this implies that
sup
y
(∫ ∞
−∞
(∂j+1x u)
2dx
)
≤ 2||∂j+2x u||L2(R2)||∂jxuy||L2(R2).
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We therefore conclude that
|∂jxu|L∞(R2) ≤ 2||∂jxu||1/4L2(R2)||∂jxuy||1/2L2(R2)||∂j+2x u||1/4L2(R2).
5.3 Main Result
In this section, we compare the solutions of the initial-value problems
ηt + ηx + ηηx + ηxxx − ∂−1x ηyy = 0 (5.11)
ξt + ξx + ξξx − ξxxt − ∂−1x ξyy = 0 (5.12)
both with initial conditions
η(x, y, 0) = ξ(x, y, 0) = g(1/2x, y) (5.13)
By virtue of Theorems 3.1 and 3.3 the existence and uniqueness of u and v is
assured.
Our main result in this dissertation is the following:
Theorem 5.3. Let g ∈ Hk+5−1 (R2) where k ≥ 0 and let η and ξ be the unique
solutions guaranteed by theorem for the initial-value problems (5.11) and (5.12).
Then there exist positive constants C and j which depend only on k and g such
that the solutions η and ξ of the initial-value problems
ηt + ηx + ηηx + ηxxx − ∂−1x ηyy = 0,
ξt + ξx + ξξx − ξxxt − ∂−1x ξyy = 0,
η(x, y, 0) = ξ(x, y, 0) = g(1/2x, y),
satisfy the inequality
||∂jxη(., ., t)− ∂jxξ(., ., t)||L2(R2) ≤ Cj/2+5/4,
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||∂jyη(., ., t)− ∂jyξ(., ., t)||L2(R2) ≤ Cj+5/4,
for 0 <  ≤ 1, and 0 ≤ t ≤ −3/2min {T, T0}where 0 ≤ j ≤ k.
Before we prove Theorem 5.3, we introduce the new dependent variables
u(x, y, t) = −1η(−1/2x+ −3/2t, −1y, −3/2t) (5.14)
v(x, y, t) = −1ξ(−1/2x+ −3/2t, −1y, −3/2t)
A brief calculation shows that u and v satisfy respectively, the initial-value prob-
lems 
ut + uux + uxxx − ∂−1x uyy = 0
vt + vvx + vxxx − vxxt − ∂−1x vyy = 0
u(x, y, 0) = v(x, y, 0) = g(x, y)
(5.15)
Theorem 5.4. Let g ∈ Hs−1(R2) where s ≥ 2 then the initial-value problem for both
equations (4.5) have solutions in C([0, T0];H
s
−1(R2)) for some T0 > 0. Moreover,
if g ∈ Hk+5−1 (R2), then there exist positive constants C and T depending only on k
and g such that the difference u− v satisfies
||∂jxu− ∂jxv||L2(R2) ≤ Ct (5.16)
||∂jyu− ∂jyv||L2(R2) ≤ Ct (5.17)
for all  and t for which 0 ≤  ≤ t and 0 ≤ t ≤ min[T ;T0] where 0 ≤ j ≤ k
Proof. (of Theorem 5.4): Let w = u− v. Then w is seen to satisfy
wt + wwx + wxxx − wxxt − ∂−1x wyy = −uxxt − (wu)x,
w(x, y, 0) = 0. (5.18)
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We now venture into the task of estimating ||∂jxw||L2(R2) + ||∂jyw||L2(R2), for
j = 0, 1, 2, 3, 4, .... In light of Theorem 3.1, we note that
||u||Lk(R2) ≤ c||g||Hk−1(R2) = Ak
This fact justifies the following computations:
We first estimate ||∂jxw||L2(R2). Apply the operator ∂jx to both sides of the differen-
tial equation (5.18), multiply the result by ∂jxw, and integrate the result over R2
and over [0,t]. After a few integration by parts, and taking into account of the fact
that w(x, y, 0) ≡ 0, it follows that ∫
R2
{
(∂jxw)
2 + (∂j+1x w)
2
}
dxdy (5.19)
= 2
∫ t
0
∫
R2
∂jxw
{
∂(j+2)x uτ − ∂(j+1)x (wu+
1
2
w2)
}
dxdydτ,
which holds for j = 0, 1, 2, .... Similarly, apply the operator ∂jy on (5.18), multiply
the result by ∂jyw, integrate the result over R2 and over [0,t]. After a few integration
by parts, and taking into account of the fact that w(x, y, 0) ≡ 0, it follows also
that ∫
R2
{
(∂jyw)
2 + (∂jywx)
2
}
dxdy (5.20)
= 2
∫ t
0
∫
R2
∂jyw
{
∂jyuxxτ − ∂jy(wu+
1
2
w2)x
}
dxdydτ
for j = 0, 1, 2, 3, 4, .... The relations (5.19) and (5.20) will be used repeatedly.
First, for j = 0, equation (5.19) or (5.20) may be used, since they will both give
the same estimate. Making use of (5.19) there appears, after two integrations by
parts ∫
R2
(w2 + w2x)dxdy =
∫ t
0
∫
R2
{
2(wuxxτ )− (uxw2)
}
dxdydτ, (5.21)
from this the following inequality is derived
||w||2L2(R2) ≤
∫ t
0
(2||w||L2(R2) ||uxxτ ||L2(R2) + |ux|∞||w||2L2(R2))dτ
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By a variant of Gronwall’s lemma it follows that
||w||L2(R2) ≤ (C2/C1)(eC1t − 1) ≤ tC2eC1 =M0t (5.22)
where C1 and C2 are bounds for
1
2
||ux||∞ and ||uxxt||L2(R2) respectively and t is
restricted to the range [0,1].
Using the equation satisfied by u the following estimates can be derived:
sup
t≥0
||uxxt||L2(R2) = sup
t≥0
||uxyy − 3uxuxx − uuxxx − uxxxxx||L2(R2)
≤ sup
t≥0
[||uxyy||L2(R2) + 2||u||1/4L2(R2)||uy||1/2L2(R2)||uxx||1/4L2(R2)||uxxx||L2(R2)
+6||uxx||5/4L2(R2)||uy||1/2L2(R2)||uxxxx||1/4L2(R2) + ||uxxxxx||L2(R2)].
Hence C2 may be defined by supt≥0 ||uxxt||L2(R2) ≤ C2. For C1 we estimate it from
the anisotropic Sobolev inequality
|ux|∞ ≤ 2||uxx||1/4L2(R2)||uy||1/2L2(R2)||uxxxx||1/4L2(R2) ≤ C1.
We therefore infer by an application of Gronwall’s Lemma that
||w||L2(R2) ≤ (C2/C1)(eC1t − 1) ≤ tC2eC1 =M0t ≤ B, (5.23)
for 0 ≤ t ≤ 1.
For j = 1, integrate (5.19) by parts to get the following relation∫
R2
[w2x + w
2
xx]dxdy =
∫ t
0
∫
R2
(2wxuxxxτ (5.24)
−w3x − 3w2xux − wwxuxx)dxdydτ.
Similarly, for j = 1, integrate (5.20) by parts to get∫
R2
[w2y + w
2
xy]dxdy =
∫ t
0
∫
R2
(2wyuxxyτ (5.25)
−2wxwyuy + w2yux + wywuxy − w2ywx)dxdydτ.
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Adding these two equations above we obtain
∫
R2
[w2x + w
2
y + w
2
xx + w
2
xy]dxdy =
∫ t
0
∫
R2
[2wxuxxxτ − w3x − 3w2xux
−wxwuxx + 2wyuxxyτ − 2wxwyuy (5.26)
+w2yux + wywuxy − w2ywx]dxdydτ.
The integrand on the right hand side of (5.26) may be bounded above by
2||wx||L2(R2)||uxxxτ ||L2(R2) + 2||wy||L2(R2)||uxxyτ ||L2(R2) + [4|ux|∞ + |vx|∞]||wx||2L2(R2)
+[2|ux|∞ + |vx|∞]||wy||2L2(R2) + ||wx||L2(R2)||w||L2(R2)|uxx|∞
+||wy||L2(R2)||w||L2(R2)|uxy|∞ + 2||wx||0||wy||L2(R2)|uy|∞.
Also from the anisotropic Sobolev inequalities, we infer that
|uy|∞ ≤ 2||uy||1/4L2(R2)||uyy||1/2L2(R2)||uxxy||1/4L2(R2) ≤ C,
|ux|∞ ≤ 2||uxx||1/4L2(R2)||uy||1/2L2(R2)||uxxx||1/4L2(R2) ≤ C,
|uxx|∞ ≤ 2||uxxx||1/4L2(R2)||uxy||1/2L2(R2)||uxxxx||1/4L2(R2) ≤ C,
|uxy|∞ ≤ 2||uxxy||1/4L2(R2)||uyy||1/2L2(R2)||uxxxy||1/4L2(R2) ≤ C.
Now using the equation satisfied by u, we may derive the following estimates, valid
for 0 ≤ τ ≤ 1
sup
t≥0
||uxxxτ ||L2(R2) ≤ sup
t≥0
[||uxxyy||L2(R2) +
2||u||1/4L2(R2)||uy||1/2L2(R2)||uxx||1/4L2(R2)||uxxxx||L2(R2)
+8||uxx||1/4L2(R2)||uy||1/2L2(R2)||uxxxx||1/4L2(R2)||uxxx||L2(R2)
+3||uxx||2L2(R2) + ||uxxxxxx||L2(R2)] ≤ C,
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and
sup
t≥0
||uxxyτ ||L2(R2) ≤ sup
t≥0
[||uxxxy||L2(R2)
+4||uxy||3/2L2(R2)||uxxx||1/4L2(R2)||uxxxx||1/4L2(R2)
+6||uxx||1/4L2(R2)||uy||1/2L2(R2)||uxxx||1/4L2(R2)||uxxy||L2(R2)
+2||uy||1/4L2(R2)||uyy||1/2L2(R2)||uyxx||1/4L2(R2)||uxxx||L2(R2)
+2||ux||1/4L2(R2)||uy||1/2L2(R2)||uxx||1/4L2(R2)||uxxxy||L2(R2)
+||uxxxxxy||L2(R2) + ||uyyy||L2(R2)] ≤ C.
Putting all these estimates together, the right hand side of (5.24) may be bounded
above by
2C4(||wx||L2(R2) + ||wy||L2(R2)) + C3(||wx||2L2(R2) + ||wy||2L2(R2)).
Where C3 and C4 are order one quantities. The following is then seen to hold from
(5.26)
||wx||2L2(R2) + ||wy||2L2(R2) ≤
∫ t
0
[2C4(||wx||L2(R2) + ||wy||L2(R2))
+C3(||wx||2L2(R2) + ||wy||2L2(R2))]dτ.
Let A1(t) =
[
||wx||2L2(R2) + ||wy||2L2(R2)
]1/2
. Observe that
(||wx||L2(R2) + ||wy||L2(R2))2 = ||wx||2L2(R2) + ||wy||2L2(R2) + 2||wx||L2(R2)||wy||L2(R2)
≤ 2
(
||wx||2L2(R2) + ||wy||2L2(R2)
)
so that
||wx||L2(R2) + ||wy||L2(R2) ≤
√
2A1(t). (5.27)
Therefore
d
dt
[
||wx||2L2(R2) + ||wy||2L2(R2)
]
≤ 2C4
(||wx||L2(R2) + ||wy||L2(R2))
+C3
(
||wx||2L2(R2) + ||wy||2L2(R2)
)
, (5.28)
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which is equivalent to
d
dt
A21(t) ≤ 2C4
√
2A1(t) + C3A
2
1(t),
or
d
dt
A1(t) ≤ C4
√
2 +
1
2
C3A1(t),
and hence by a variant of Gronwall’s inequality, we obtain
A1(t) ≤ 2
√
2(C4/C3)(e
1
2
C3t − 1) ≤ 2
√
2tC4e
1
2
C3 = tM1. (5.29)
We thus infer that 
||wx||L2(R2) ≤ tM1,
||wy||L2(R2) ≤ tM1,
(5.30)
for 0 ≤ t ≤ 1. Since C3 and C4 are order-one quantities, M1 is also an order-
one quantity. For j = 2, integrate (5.19) and (5.20) by parts, combine the two
operations to get the following∫
R2
[w2xx + w
2
xxx + w
2
yy + w
2
xyy]dxdy =
∫ t
0
∫
R2
[2wxxuxxxxτ
+2wyyuyyxxτ + 6wxwxxuxx − 4wywyyuxy + 2wwxxuxxx − wwyyuxyy
−4wxw2xx − 2w2yyux]dxdydτ. (5.31)
The right side of (5.31) may be bounded above by
2{||wxx||L2(R2)||uxxxxτ ||L2(R2) + ||wyy||L2(R2)||uxxyyτ ||L2(R2)}
+6||wx||L2(R2)||wxx||L2(R2)|uxx|∞ + 4||wy||L2(R2)||wyy||L2(R2)|uxy|∞
+2||w||L2(R2)||wxx||L2(R2)|uxxx|∞ + ||w||L2(R2)||wyy||L2(R2)|uxyy|∞
+4||wxx||2L2(R2)||wx||∞ + 2||wyy||2L2(R2)|ux|∞.
From the anisotropic Sobolev inequalities, we get the following estimates
|uxyy|∞ ≤ 2||uxxyy||1/4L2(R2)||uyyy||1/2L2(R2)||uxxxyy||1/4L2(R2) ≤ C,
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|uxxx|∞ ≤ 2||uxxxx||1/4L2(R2)||uxxy||1/2L2(R2)||uxxxxx||1/4L2(R2) ≤ C.
Using the differential equation satisfied by u, we also obtain the following estimates
valid for 0 ≤ τ ≤ 1;
sup
τ≥0
||uxxxxτ ||L2(R2) ≤ sup
τ≥0
{||uxxxxx||L2(R2) + ||uxxx||5/4L2(R2) ||uxy||1/2L2(R2)||uxxxx||1/4L2(R2) +
4||uxx||1/4L2(R2)||uy||1/2L2(R2)||uxxx||1/4L2(R2) ||uxxxx||L2(R2)
+2||ux||1/4L2(R2)||uy||1/2L2(R2)||uxx||1/4L2(R2) ||uxxxxx||L2(R2) +
||uxxxxxxx||L2(R2) + ||uxxyy||L2(R2) ≤ C}.
Similarly
sup
τ≥0
||uxxyyτ ||L2(R2) ≤ sup
τ≥0
{||uxxxyy||L2(R2)
+8||uxyy||L2(R2)||uxxx||1/4L2(R2)||uxy||1/2L2(R2)||uxxxx||1/4L2(R2)
+14||uxxy||5/4L2(R2)||uyy||1/2L2(R2)||uxxxy||1/4L2(R2)
+6||uxx||1/4L2(R2)||uy||1/2L2(R2)||uxxx||1/4L2(R2)||uxxyy||L2(R2)
+2||uyy||1/4L2(R2)||uyyy||1/2L2(R2)||uxxyy||1/4L2(R2)||uxxx||L2(R2)
+4||uy||1/4L2(R2)||uyy||1/2L2(R2)||uxxy||1/4L2(R2)||uxxxy||L2(R2)
+2||u||1/4L2(R2)||uy||1/2L2(R2)||uxx||1/4L2(R2)||uxxxyy||L2(R2)
+||uxxxxxyy||L2(R2) + ||uyyyy||L2(R2) ≤ C}.
Putting all these estimates together the right of (5.31) is bounded by
2C6(||wxx||L2(R2) + ||wyy||L2(R2)) + C5(||wxx||2L2(R2) + ||wyy||2L2(R2))
where from previous estimates we already obtained ||w||L2(R2) ≤ tM0 ≤ C0,
||wx||L2(R2) ≤ tM˜1 ≤ C1, ||wy||L2(R2) ≤ tM1 ≤ C1, for 0 ≤ t ≤ 1. Consequently,
we have that
||wxx||2L2(R2) + ||wyy||2L2(R2) ≤
∫ t
0
[2C6(||wxx||L2(R2) + ||wyy||L2(R2))
+C5(||wxx||2L2(R2) + ||wyy||2L2(R2))]dτ,
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where C5, and C6 are order-one constants. Let
A2(t) =
[
||wxx||2L2(R2) + ||wyy||2L2(R2)
]1/2
.
Note that
(||wxx||L2(R2) + ||wyy||L2(R2))2 = ||wxx||2L2(R2)
+ ||wyy||2L2(R2) + 2||wxx||L2(R2)||wyy||L2(R2)
≤ 2
(
||wxx||2L2(R2) + ||wyy||2L2(R2)
)
.
so that
||wxx||L2(R2) + ||wyy||L2(R2) ≤
√
2A2(t), (5.32)
and (5.33) is equivalent to
d
dt
[
||wxx||2L2(R2) + ||wyy||2L2(R2)
]
≤ 2C6
(||wxx||L2(R2) + ||wyy||L2(R2))
+C5
(
||wxx||2L2(R2) + ||wyy||2L2(R2)
)
. (5.33)
from which, we have
d
dt
A22(t) ≤ C6
√
2A2(t) + C5A
2
2(t)
or
d
dt
A2(t) ≤ 2C6
√
2 +
1
2
C5A2(t).
Apply Gronwall’s inequality to obtain
A2(t) ≤ 2
√
2(C6/C5)(e
1
2
C5t − 1) ≤ 2
√
2tC6e
1
2
C5 = tM2. (5.34)
From (5.33), we infer that
||wxx||L2(R2) ≤ tM2,
||wyy||L2(R2) ≤ tM2.
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For the general case j, the procedure for obtaining a bound on ||∂jxw||L2(R2) +
||∂jyw||L2(R2) is similar to that followed above in the cases j = 0, j = 1, and j = 2.
Suppose inductively that for j < k, where k > 1, there have been established
bounds of the form,
||∂jxw||L2(R2) + ||∂jyw||L2(R2) ≤ (C2j/C2j−1)(eC2j−1t − 1) ≤ tC2jeC2j−1 = tMj,
(5.35)
for t ∈ [0, 1], where C2j−1 and C2j are both order-one quantities. The goal now is
to establish the proof for j = k. Before we proceed with the proof, we add (5.19)
and (5.20) together to get the relation below
∫
R2
[(∂kxw)
2 + (∂(k+1)x w)
2 + (∂kyw)
2 + (∂kywx)
2]dxdy
=
∫ t
0
∫
R2
{∂kxw[2∂(k+2)x uτ} − 2∂(k+1)x (wu+
1
2
w2)] (5.36)
+
∫ t
0
∫
R2
∂kyw[2∂
k
yuxxτ − 2∂ky (wu+
1
2
w2)x]dxdydτ.
Using Leibniz’ rule, (5.36) may be written as
∫
R2
[(∂kxw)
2 + (∂(k+1)x w)
2 + (∂kyw)
2 + (∂kywx)
2]dxdy
= 2
∫ t
0
∫
R2
∂kxw∂
(k+2)
x uτdxdydτ (5.37)
−2
∫ t
0
∫
R2
k+1∑
j=0
αj{1
2
∂(k+1−j)x w∂
j
xw + ∂
(k+1−j)
x w∂
j
xu}(∂kxw)dxdydτ
+2
∫ t
0
∫
R2
∂kyw∂
k
yuxxτdxdydτ − 2
∫ t
0
∫
R2
k∑
j=0
βj{∂(k−j)y w∂jywx
+∂(k−j)y wx∂
j
yu+ ∂
(k−j)
y w∂
j
yux}(∂kyw)dxdydτ.
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Here the αj and βj are the constants that appear in Leibniz’ rule. Separating the
top-order derivatives and estimating the rest directly, we have that
∫
R2
[(∂kxw)
2 + (∂(k+1)x w)
2 + (∂kyw)
2 + (∂kywx)
2]dxdy
≤ 2
∫ t
0
||∂kxw||L2(R2) ||∂(k+2)x uτ ||L2(R2)dτ
−2
∫ t
0
∫
R2
(
w∂kxw∂
(k+1)
x w + u∂
k
xw∂
(k+1)
x w
)
dxdydτ
+
∫ t
0
∫
R2
k+1∑
j=1
αj|∂kxw∂(k+1−j)x w∂jxw|dxdydτ
+2
∫ t
0
∫
R2
k+1∑
j=1
αj|∂kxw∂jxu∂(k+1−j)x w|dxdydτ
+2
∫ t
0
||∂kyw||L2(R2) ||∂kyuxxτ ||L2(R2)dxdydτ
−2
∫ t
0
∫
R2
(
u∂kyw∂
k
ywx + ux∂
k
yw∂
k
yw + wx∂
k
yw∂
k
yw
)
dxdydτ
+2
∫ t
0
∫
R2
k∑
j=1
βj|∂kyw∂(k−j)y wx∂jyu|dxdydτ
+2
∫ t
0
∫
R2
k∑
j=1
βj|∂kyw∂jyux∂(k−j)y w|dxdydτ
+2
∫ t
0
∫
R2
k∑
j=1
βj|∂kyw∂k−jy w∂jywx|dxdydτ.
(5.38)
The induction hypothesis (5.35) assures us that on the time interval [0,t],
||∂jxw||L2(R2), |∂ixw|∞, ||∂jyw||L2(R2), ||∂jywx||L2(R2), ||∂jywx||∞, and |∂iyw|∞ are
bounded by order-one constants if 0 ≤ j ≤ k − 1, and 0 ≤ i ≤ k − 2. Using the
elementary inequalities, the following estimates may be obtained
|∂jxu|∞ ≤ 2||∂jxu||1/4L2(R2)||∂jxuy||1/2L2(R2)||∂j+2x u||1/4L2(R2) ≤ C,
|∂jyu|∞ ≤ 2||∂jyu||1/4L2(R2)||∂j+1y u||1/2L2(R2)||∂jyuxx||1/4L2(R2) ≤ C,
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and from the differential equation satisfied by u, we get the following estimates
sup
τ≥0
||∂k+2x uτ ||L2(R2) ≤ sup
τ≥0
{||∂k+3x u||L2(R2) + 3
k∑
j=0
αj||∂k+1−jx u||L2(R2)||∂j+2x u||L2(R2)
+
k∑
j=0
βj||∂k−jx u||L2(R2)||∂j+3x u||L2(R2) + ||∂k+5x u||L2(R2) + ||∂k+1x uyy||L2(R2)} ≤ C.
Similarly,
sup
τ≥0
||∂kyuxxτ ||L2(R2) ≤ sup
τ≥0
{||∂kyuxxx||L2(R2) + 3
k∑
j=0
γj||∂k−jy ux||L2(R2)||∂jyuxx||L2(R2)
+
k∑
j=0
δj||∂k−jy u||L2(R2)||∂jyuxxx||L2(R2) + ||∂kyuxxxxx||L2(R2) + ||∂k+2y ux||L2(R2)} ≤ C,
for 0 ≤ j ≤ k+1, independent of τ ≥ 0, and the αj, βj, γj, and δj are the constants
that appear in Leibniz’ rule. Because of Theorems 3.1 and 3.3, |wx|∞, |wy|∞, and
|w|∞ are similarly bounded. The second and the sixth integral on the right-hand
side of (5.38) are bounded respectively as follows
−
∫ t
0
∫
R2
(wx + ux)(∂
k
xw)
2dxdydτ ≤ C
∫ t
0
||∂kxw||2L2(R2)dτ,
and
−2
∫ t
0
∫
R2
[(
1
2
ux + wx)(∂
k
yw)
2]dxdydτ ≤ C
∫ t
0
||∂kyw||2L2(R2)dτ,
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where, provided 0 ≤ t ≤ 1, C may be inferred to be an order-one quantity. The
other integrals on the right side of (5.38) may be estimated as follows∫ t
0
∫
R2
k+1∑
j=1
αj
(|∂kxw∂(k+1−j)x w∂jxw|+ 2|∂kxw∂jxu∂(k+1−j)x w|) dxdydτ
+2
∫ t
0
∫
R2
k∑
j=1
βj
(|∂kyw∂(k−j)y wx∂jyu|+ |∂kyw∂jyux∂(k−j)y w|) dxdydτ
+2
∫ t
0
∫
R2
k∑
j=1
βj|∂kyw∂k−jy w∂jywx|dxdydτ
≤ C
∫ t
0
|wx|∞||∂kxw||2L2(R2)dτ + C
∫ t
0
[||∂kxw||L2(R2)
k+1∑
j=2
Mk+1−jMjτ 2]dτ
+C
∫ t
0
|ux|∞||∂kxw||2L2(R2)dτ + C
∫ t
0
[||∂kxw||L2(R2)
k+1∑
j=2
Nk+1−jNjτ 2]dτ
+C
∫ t
0
||∂kyw||L2(R2)[|ux|∞||∂k−1y w||L2(R2)dτ +
k∑
j=2
Pk−jPjτ 2]dτ
+C
∫ t
0
||∂kyw||L2(R2)[||∂k−1y w||L2(R2)|uxy|∞ +
k∑
j=2
Qk−jQjτ 2]dτ
+C
∫ t
0
||∂kyw||L2(R2)[||∂k−1y w||L2(R2)|wxy|∞ +
k∑
j=2
Rk−jRjτ 2]dτ,
valid at least for 0 ≤ t ≤ 1. The constants appearing in these inequalities are
order-one. Hence, for 0 ≤ t ≤ 1,
||∂kxw||2L2(R2) + ||∂kyw||2L2(R2) ≤
∫ t
0
{
C2k[||∂kxw||L2(R2) + ||∂kyw||L2(R2)]
}
dτ
+C2k−1
{
[||∂kxw||2L2(R2) + ||∂kyw||2L2(R2)]
}
dτ,
where C2k−1 and C2k are order-one quantities. As previously seen, if
Ak(t) =
[
||∂kxw||2L2(R2) + ||∂kyw||2L2(R2)
]1/2
, (5.39)
then an application of Gronwall’s inequality will lead to
Ak(t) ≤
√
2(C2k/C2k−1)(eC2k−1t − 1) ≤
√
2tC2ke
C2k−1 = tMk. (5.40)
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We therefore infer that 
||∂kxw||L2(R2) ≤ tMk,
||∂kyw||L2(R2) ≤ tMk.
The result (5.35) for j = k now follows and the inductive step is completed. It
is worth noting that the constants C2k−1 and C2k depend only on ||g(j)||L2(R2) for
0 ≤ j ≤ k + 5. This concludes the proof of Theorem 5.4.
Proof. (of Theorem 5.3): From (5.14) we have

u(x, y, t) = −1η(−1/2x+ −3/2t, −1y, −3/2t),
v(x, y, t) = −1ξ(−1/2x+ −3/2t, −1y, −3/2t).
Inverting the above relations, we get

η(x, y, t) = u(1/2x− 3/2t, y, 3/2t),
ξ(x, y, t) = v(1/2x− 3/2t, y, 3/2t).
It follows that
∂jxη(x, y, t) = 
j
2
+1∂jxu(
1/2x− 3/2t, y, 3/2t),
∂jxξ(x, y, t) = 
j
2
+1∂jxv(
1/2x− 3/2t, y, 3/2t).
(5.41)
Thus
||∂jx(η(., ., t)− ξ(., ., t))||20 = j+2
∫
R2
[∂jxu(
1/2x− 3/2t, y, 3/2t)
−∂jxv(1/2x− 3/2t, y, 3/2t)]2dxdy.
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Now change variables by letting z1 = 
2x− 3/2t, z2 = y, and
dxdy = |J |dz1dz2 = −3/2dz1dz2. The relation above then becomes
||∂jx(η(., ., t)− ξ(., ., t))||2L2(R2) = j+
1
2
∫
R2
[∂jxu(
1/2x− 3/2t, y, 3/2t)
− ∂jxv(1/2x− 3/2t, y, 3/2t)]2dz1dz2
= j+
1
2 ||∂jxw(., ., 3/2t)||20
≤ j+ 12 (.Mj(3/2t))2
= j+
5
2Mj(
3/2t)2
for 0 ≤ 3/2t ≤ 1. Hence if 0 ≤ t ≤ −3/2, then
||∂jxη(., ., t)− ∂jxξ(., ., t)||L2(R2) ≤ 
j
2
+ 5
4Mj(
3/2t).
Similarly 
∂jyη(x, y, t) = 
j+1∂jyu(
1/2x− 3/2t, y, 3/2t),
∂jyξ(x, y, t) = 
j+1∂jyv(
1/2x− 3/2t, y, 3/2t),
so that
||∂jyη(., ., t)− ∂jyξ(., ., t)||2L2(R2) = 2j+2
∫
R2
[∂jyu(
1/2x− 3/2t, y, 3/2t)
− ∂jyv(1/2x− 3/2t, y, 3/2t)]2dxdy
= 2j+
1
2
∫
R2
[∂jyu(z1, z2, 
3/2t)
− ∂jyv(z1, z2, 3/2t)]2dz1dz2
= 2j+
1
2 ||∂jyw(., ., 3/2t)||2L2(R2)
≤ 2j+ 12 (.Mj(3/2t))2
= 2j+
5
2Mj(
3/2t)2,
for 0 ≤ 3/2t ≤ 1. Hence if 0 ≤ t ≤ −3/2, then
||∂jyη(., ., t)− ∂jyξ(., ., t)||L2(R2) ≤ j+
5
4Mj(
3/2t),
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where Mj is of order-one.
Corollary 5.5. Assume the hypothesis in the previous theorem. Then there are
constants Kj such that
|∂jxη(x, y, t)− ∂jxξ(x, y, t)|∞ ≤ 2+
j
2Kj(
3/2t), (5.42)
for 0 ≤ j ≤ k − 2 and 0 ≤ t−3/2min {T, T0}, and j ≤ k2 .
Proof : Note that
|∂jxη(x, y, t)−∂jx(x, y, t)|∞ ≤ 2||∂jx(η−ξ)||1/4L2(R2)||∂jx(ηy−ξy)||1/2L2(R2)||∂j+2x (η−ξ)||1/4L2(R2).
Now observe that
||∂jx∂y(η − ξ)||L2(R2) ≤ ||∂2jx (η − ξ)||1/2L2(R2)||∂2y(η − ξ)||1/2L2(R2)
so that
|∂jx(η − ξ)|∞ ≤ 2||∂jx(η − ξ)||1/4L2(R2)||∂2jx (η − ξ)||1/4L2(R2)
×||∂2y(η − ξ)||1/4L2(R2)||∂j+2x (η − ξ)||1/4L2(R2)
≤
[

j
2
+ 5
4mj
]1/4 [

2j
2
+ 5
4m2j
]1/4 [

13
4 m1
]1/4 [

j+2
2
+ 5
4mj
]1/4
= 
j
8
+ 5
16
+ 2j
8
+ 5
16
+ 13
16
+ j+2
8
+ 5
16 m˜
= 
j
8
+ 5
16
+ 2j
8
+ 5
16
+ 13
16
+ j+2
8
+ 5
16 m˜
≤ 2+ j2 m˜(3/2t).
From which with j = 0 we get the following interesting case
|η(x, y, t)− ξ(x, y, t)|∞ ≤ K07/2t, (5.43)
holding for 0 ≤ t ≤ −3/2. Inequality (5.43) is exactly what was obtained when
comparing solutions of the two linearized model evolution equations. Note in par-
ticular that at t = t1 = 
−3/2
|η(x, y, t1)− ξ(x, y, t1)|∞ ≤ K02,
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showing explicitly that the two solutions are the same in the formal order of accu-
racy 2 achieved by either model. Similarly, we state without proof the following
corollary.
Corollary 5.6. Assume the hypothesis in the previous theorem. Then there are
constants Kj such that
|∂jyη(x, y, t)− ∂jyξ(x, y, t)|∞ ≤ 2+jKj(3/2t), (5.44)
for 0 ≤ j ≤ k − 2 and 0 ≤ t−3/2min {T, T0}, and j ≤ k2 − 2.
5.4 Remarks
We remark that the same analysis can be done using the KP 11 equation and the
BBM−KP 11 equation and still obtain the same result. Thus we may restate our
main theorem in terms of the KP and the BBM −KP equation and obtain the
same result. That is ;
Theorem 5.7. Let g ∈ Hk+5−1 (R2) where k ≥ 0. Let  > 0 and η and ξ be the unique
solutions of the initial value problems for the KP and the BBM-KP equations. Then
there is an 0 > 0 and order − one constants Mj such that if 0 <  ≤ 0, then
||∂jxη(., ., t)− ∂jxξ(., ., t)||L2(R2) ≤Mjj/2+5/4(3/2t),
and
||∂jyη(., ., t)− ∂jyξ(., ., t)||L2(R2) ≤Mjj+5/4(3/2t),
at least for 0 ≤ t ≤ −3/2, where 0 ≤ j ≤ k.
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