In this paper, we present a neural network approach for solving nonlinear complementarity problems. The neural network model is derived from an unconstrained minimization reformulation of the complementarity problem. The existence and the convergence of the trajectory of the neural network are addressed in detail. In addition, we also explore the stability properties, such as the stability in the sense of Lyapunov, the asymptotic stability and the exponential stability, for the neural network model. The theory developed here is also valid for neural network models derived from a number of reformulation methods for nonlinear complementarity problems. Simulation results are also reported.
Introduction
We are interested in ÿnding a solution of the nonlinear complementarity problem (NCP(F)) F i (x)¿0; x i ¿0 and x i F i (x) = 0 ∀i = 1; : : : ; n;
where F : R n → R n is assumed to be continuously di erentiable. When F(x) = Mx + q for some M ∈ R n×n and q ∈ R n , NCP(F) is reduced to the linear complementarity problem (LCP(M; q)). There are rich sources for complementarity problems, see the book [9] and a recent review paper [14] .
In the past decade, there have been growing interests in solving NCP(F) via various unconstrained minimization methods, among which are so called reformulation methods see [17] . In this paper, we will pay a particular attention to a reformulation approach based on the Fischer-Burmeister NCP function.
The introduction of neural networks (or artiÿcial neural networks) in optimization started in 1980s (see [5, 19] ). Since then, signiÿcant research results have been achieved for various optimization problems, such as linear programming [35] , quadratic programming [1] , linear complementarity problems [23] , and nonlinear programming [30] . The essence of neural network approach for optimization is to establish an energy function (nonnegative) and a dynamic system which is a representation of an (artiÿcial) neural network. The dynamic system is normally in the form of ÿrst-order ordinary differential equations. It is expected that for an initial state, the dynamic system will approach its static state (or equilibrium point) which corresponds the solution of the underlying optimization problem. An important requirement is that the energy function decreases monotonically as the dynamic system approaches an equilibrium point.
In this paper, following a reformulation of NCP(F), an unconstrained optimization problem is formulated. As a result, we are able to establish an energy function and a neural network. However, the function deÿning the dynamic system is continuous only, not necessarily di erentiable. Hence classical results of stabilities on di erentiable case are not applicable to our dynamic system. Despite of these di culties, we could establish the existence, the convergence of the trajectory, as well as some stability results such as the stability in the sense of Lyapunov and the asymptotic stability. Especially, we establish the relationship between the exponential stability and the regularity condition of NCP(F). In the previous study [23] on LCP(M; q), we restrict M to be both P 0 matrix and R 0 matrix so that the trajectory is guaranteed to be convergent to a static state. We do not extend this result to its nonlinear correspondence here because the argument is similar to the linear case [23] . The rest of the paper is organized as follows. In Section 2, some preliminary results are provided. Section 3 is devoted to the neural network architecture and implementation of our new method. Convergence and stability results are discussed in Section 4. Simulation results of the new method are reported in Section 5. Finally, some concluding remarks are drawn in Section 6.
Preliminaries
In this section, we recall some basic classes of functions and matrices, the properties of some special NCP functions, as well as some stability concepts in di erential equations. We also present some related results which will be used later. Some of these results are only discovered recently.
Functions and matrices
Throughout the paper, we assume that F : R n → R n is a continuously di erentiable function. Let M be a matrix in R n×n .
Deÿnition 2.1.
A matrix M ∈ R n×n is said to be • a P 0 matrix if all of its principal minors are nonnegative; • a P matrix if all of its principal minors are positive;
• positive semideÿnite if x; Mx ¿0 for all x ∈ R n , and positive deÿnite if x; Mx ¿ 0 for all
Obviously, a positive-deÿnite matrix is a P matrix, and a positive-semideÿnite matrix is a P 0 matrix. Let N = {1; : : : ; n}. Deÿnition 2.2. The function F : R n → R n is said to be a • P 0 -function if for all x; y ∈ R n with x = y max i∈N xi =yi
• P-function if for all x; y ∈ R n with x = y max i∈N
• uniform P-function if there exists a constant ¿ 0 such that for all x; y ∈ R n max i∈N
• monotone function if for all x; y ∈ R
It is known that F is a P 0 function if and only if the Jacobian matrix F (x) is a P 0 matrix for all x ∈ R n , and if F (x) is a P matrix for all x ∈ R n then F must be a P function.
The Fischer-Burmeister NCP function
The Fischer-Burmeister function :
The function was ÿrst used by Fischer [15] to construct a Newton-type method for constrained optimization problem, and later was extensively used to solve the nonlinear complementarity problem, see [10, 12, 13, 16, 20, 28, 33] . Here are some properties of this function. These results can be found in the papers just mentioned. For the deÿnition of semismoothness and strong semismoothness, one can refer to the paper [29] by Qi and Sun. (ii) The square of (a; b) is continuously di erentiable.
(iii) is twice continuously di erentiable everywhere except at the origin; but it is strongly semismooth at the origin. 
. . .
We note that is locally Lipschitz continuous everywhere, so that Clarke's [8] generalized Jacobian @ (x) is well deÿned at any point. To ease our later presentation, we deÿne
We note that E(x)¿0 for all x ∈ R n and x solves NCP(F) if and only if E(x) = 0. Hence solving NCP(F) is equivalent to ÿnding the global minimizer of the following unconstrained minimization problem
The ÿrst result in the next proposition follows directly from the semismoothness of , see [26, 29, 25] ; and the proofs of the last two can be found in [10] .
Proposition 2.4. (i)
For any x ∈ R n ; we have
(ii) The function E is continuously di erentiable with E(x) = V T (x) for an arbitrary element V ∈ @ (x).
(iii) If F is a P 0 function; then any stationary point x of optimization problem (2); i.e.; E(x)=0; is a solution to NCP(F).
In the statement of Proposition 2.4, we make use of the Landau symbol o(·): If { k } and {ÿ k } are two sequences of positive numbers, then k = o(ÿ k ) if lim k→∞ k =ÿ k = 0 for ÿ k → 0. It is well known that linear programming and convex quadratic programming problems can be equivalently reformulated as monotone linear complementarity problems, and the general convex programming can be reformulated as a monotone nonlinear complementarity problem. Hence the class of P 0 NCP (where the function F is a P 0 function) covers a large range of problems, as well as of the problems arising from economy and engineering [14, 25] .
Stability in di erential equations
Now we recall some stability results from [34] on the following di erential equation:
The following classical results on the existence and uniqueness of the solution to (3) hold.
Theorem 2.5. Assume that f is a continuous mapping from R n to R n . Then for arbitrary t 0 ¿0 and x 0 ∈ R n there exists a local solution x(t); t ∈ [t 0 ; ) to (3) for some ¿ t 0 . If furthermore f is locally Lipschitzian continuous at x 0 then the solution is unique; and if f is Lipschitzian continuous in R n then can be extended to +∞.
If a local solution deÿned on [t 0 ; ) cannot be extended to a local solution on a larger interval [t 0 ; 1 ), 1 ¿ , then it is called a maximal solution, and the interval [t 0 ; ) is the maximal interval of existence. An arbitrary local solution has an extension to a maximal one. The maximal interval of existence associated with x 0 is often denoted by [t 0 ; (x 0 )). Theorem 2.6. Assume that f is a continuous mapping from R n to R n . If x(t); t ∈ [t 0 ; (x 0 )); is a maximal solution and
The results stated in Theorems 2.5 and 2.6 can be found in [34, p. 74, Theorems 1:1 and 1:2]. A point x * ∈ R n is called an equilibrium point of (3) if f(x * ) = 0. The following are some common deÿnitions on stability.
Deÿnition 2.7 (Stability in the sense of Lyapunov). Let x(t) be a solution of (3). An isolated equilibrium point x
* is Lyapunov stable if for any x 0 = x(t 0 ) and any scalar ¿ 0 there exists a ¿ 0 so that if
Deÿnition 2.8 (Asymptotic stability
). An isolated equilibrium point x * is said to be asymptotic stable if in addition to being a Lyapunov stable it has the property that x(t) → x * as t → +∞, if
Deÿnition 2.9 (Lyapunov function). Let ⊆ R n be an open neighborhood of x. A continuously di erentiable function E : R n → R is said to be a Lyapunov function at the state x (over the set ) for Eq. (3) if
A Lyapunov function is often called an energy function for (3). The next result addresses the relationship between stabilities and a Lyapunov function, see [34, 24, 4] . 
A strong notion than the Lyapunov stability is the so called exponential stability. Deÿnition 2.11. An isolated equilibrium point x * is exponentially stable for (3) if there exist ! ¡ 0; Ä ¿ 0; ¿ 0 such that arbitrary solution x(t) of (3), with the initial condition x(t 0 ) = x 0 , x(t 0 ) − x * ¡ , is deÿned on [0; ∞) and satisÿes
It is clear that exponentially stable equilibria are asymptotic stable. In the next section we will propose a dynamic system for NCP(F) and study its stabilities.
Neural network model
As we discussed in Section 2, NCP(F) can be reformulated as an unconstrained minimization problem (2) . The objective function E is continuously di erentiable for all x ∈ R n . Hence it is natural to use the steepest descent-based neural network model for problem (2) d
where is a scaling factor. ¿ 1 indicates that a longer step could be taken. For simplicity of our analysis, we let = 1. From Proposition 2.4(ii), E(x) can be easily obtained. Since we are considering the general NCP(F), the computation of E(x(t)) will determine how the neural network (5) can be implemented on hardware. The discussion in [6] , especially Appendix B in [6] , indicates that for certain very nonlinear problems, computer assisted neural network implementation of (5) might be necessary. Fig. 1 provides an indication of how neural network (5) would be implemented on hardware.
A procedure to evaluate an element V ∈ @ (x) is provided in the following, for a proof see [10] .
Algorithm 3.1 (Procedure to evaluate an element V ∈ @ (x)).
(S:0) Let x ∈ R n be given; and let V i denote the ith row of a matrix V ∈ R n×n .
(S:4) For i ∈ S 1 ; set
There are other ways to evaluate elements in @ (x), for example see [28] . We stress that any element in @ (x) enjoys the following structure:
where D a (x) and D b (x) are diagonal matrices, which can be calculated explicitly, see [10] for details.
Stability analysis
In this section, we address the stability issues on the neural network (5) in two aspects. First we investigate the general behavior of the solution trajectory of (5). This study includes the uniqueness, the convergence, and other various properties of the trajectory. Then we focus on a particular case where the equilibrium point is isolated.
Existence of the trajectory
Let S denote the solution set of NCP(F) and let x ∈ S. Then it is easy to see (x) = 0, consequently E(x) = 0 (Proposition 2.4(ii)). Hence we have Proposition 4.1. Every solution to NCP(F) is an equilibrium point of the neural network (5). Conversely; if x ∈ R n is an equilibrium of (5) and F(x) is a P 0 function; then x ∈ S.
Proof. We only need to address the second part of the proposition. In optimization, an equilibrium point x is called a stationary point of (2). It is well known [10] that F(x) being a P 0 function is a su cient condition for a stationary point to be a solution to NCP(F).
Let L(x 0 ) denote the level set associated with the initial state x 0 and be given by
The next result addresses the existence of the solution trajectory of (5). x(t) = +∞:
is closed due to the continuity of E(x) and bounded by the assumption, we have x( 0 ) ∈ L(x 0 ) and 0 ¡ (x 0 ). Hence for some s ∈ ( 0 ; (x 0 )),
However, it follows from (2) and (5) that
i.e., E(x(·)) is nonincreasing on [t 0 ; (x 0 )), a contradiction to (6) . This completes (ii).
Although Theorem 4.2 states the existence of the solution trajectory of (5), it does not state its convergence. The following corollary provides such a result. (ii) If F(x) is a uniform P function; then L(x 0 ) is bounded and every accumulation point of the trajectory x(t) is a solution to NCP(F).
Proof. (i) It is proved in (7) that E(x(t))
is a monotonically decreasing function in t. We also note that E(x(t)) is a nonnegative function over R n , i.e., E(x(t)) is bounded from below. The dynamic system (5) corresponds the steepest descent dynamic model for the unconstrained minimization problem (2) . Hence the analysis carried on this model in [21] implies that the trajectory of (5) would reach a steady state. (ii) It is known that if F is a uniform P function in R n , then the level set L(x 0 ) is bounded [10, 13] . It follows from Theorem 4.2 that (x 0 ) = +∞ and the trajectory {x(t)} ⊆ L(x 0 ) by the proof of Theorem 4.2(ii). Let x * be any accumulation point of the trajectory, we have from (i) of this theorem,
i.e., x * is an equilibrium point of (5). Since F is a P function, it is also a P 0 function, Proposition 4.1 implies that x * is a solution of NCP(F).
As an example shown in [24] , the conclusion in Corollary 4.3(i) may not hold if {x(t)} is unbounded. The boundedness of the level set L(x 0 ) guarantees the boundedness of {x(t)}. The class of uniform P functions are su cient for these boundedness. There are modiÿcations of the Fischer-Burmeister function aiming at guaranteeing the boundedness of corresponding level sets for general class of functions. For example, a penalized Fischer-Burmeister NCP function is introduced in [2] , which is deÿned by
where ∈ (0; 1) is an arbitrary but ÿxed parameter, a + = max{a; 0} and b + = max{b; 0}. Correspondingly, we can deÿne (x), the objective function E (x), and the level set L (x 0 ). It is known that if F is monotone and there is a strictly feasible point, i.e., 
Stability of an isolated equilibrium
In this subsection, we will discuss various stabilities introduced for di erential equations in Section 2 to our di erential equation (5) . Now let x * be a solution to NCP(F). Obviously x * is an equilibrium point of (5) by Proposition 4.1. To discuss the stability at x * we assume that x * is an isolated equilibrium point of (5), that is there is a neighborhood * ⊆ R n of x * such that E(x * ) = 0; E(x) = 0 ∀x ∈ * and x = x * :
Now we state our ÿrst result in this subsection.
Theorem 4.4. If x
* is an isolated equilibrium point of (5); x * is asymptotically stable for (5).
Proof. First we show that E(x) is a Lyapunov function over the set * for equation (5) . We note that E(x) is nonnegative function over R n . Since x * is a solution to NCP(F), obviously E(x * ) = 0. For any x ∈ * \{x * }, we claim that E(x) ¿ 0. Otherwise if there is an x ∈ * \{x * } satisfying E(x) = 0 (this implies (x) = 0), then for any V ∈ @ (x), we have from Proposition 2.4
Hence x is an equilibrium point of (5), contradicting with the isolatedness of x * in * . Now we check the second condition in (4) .
Hence the function E(x) is a Lyapunov function for (5) over the set * . Because the isolatedness of x * , we have from (8) that dE(x(t)) dt ¡ 0; ∀x(t) ∈ * and x(t) = x * :
It follows from Theorem 2.10(ii) that x * is asymptotically stable for (5).
We recall that x * is said to be a regular solution to NCP(F) if every element V ∈ @ (x * ) is nonsingular. It is also well known that the mapping of the generalized Jacobian (·) is upper semicontinuous [8] . Let B(x * ; ) denote a ball centered at x * with radius , i.e., Proof. It is known that if x * is a regular solution, then it is an isolated solution for the equation (x) = 0 [29, 26] . From Proposition 2.4(ii), x * is an isolated equilibrium of (5) . Hence x * is asymptotically stable by Theorem 4.4. Let ¿ 0 be su ciently small such that for any x(t 0 ) ∈ B(x * ; ); x(t) → x * as t → +∞, and the results in Proposition 4.5 hold. Hence there exists Ä 1 ¿ 0 and Ä 2 ¿ 0 such that
B(x
Since the function (x) is semismooth, we have from Proposition 2.4 that
Reducing if necessary, we assume that the last term in (10) satisÿes
for some 0 ¡ ¡ Ä 1 and ∀x ∈ B(x * ; ). Now let
for all V ∈ @ (x(t)). Let
be the ÿrst exit time of the solution from the ball B(x * ; ); (inf ∅ = +∞). Substituting (10) into (12) , and noticing (9) , and (x * ) = 0, we have for all t ∈ I = [t 0 ; )
By [34, p. 95, Corollary 2:1]
or equivalently
where
a contradiction. Thus = +∞ and relation (13) completes the proof by noticing the deÿnition of exponential stability.
To better understand the importance of Theorem 4.6, we recall the di erential equation (3). We have the classical result [34, p. 101, Theorem 2:3].
Theorem 4.7.
Assume that a continuous function f is di erentiable at an equilibrium point x. Then x is exponentially stable for (3) if and only if the Jacobi matrix f ( x) is stable.
A matrix A ∈ R n×n is stable if and only if
where (A) is the set of all eigenvalues of A, and Re is the real part of ∈ (A). This result cannot be directly used for our problem (5) because the gradient mapping of E(x) may not be di erentiable at a solution. Hence Theorem 4.6 can be viewed as an extension of Theorem 4.7 from the di erentiable case to a semismooth case. Such extension deserves a further study to see if the semismoothness requirement is essential. There are various conditions guaranteeing the regularity at a solution x * . We do not intend to review these conditions here. Interested readers may refer to [10, 11, 28, 13, 33] . But we do want to point out that the regularity often leads to the superlinear convergence of some optimization methods. Here we relate the regularity to the exponential stability, which we believe is quite interesting.
Numerical examples
In this section, the following four nonlinear complementarity problems were tested on neural network (5).
Example 5.1. This is the fourth example of Watson [32] deÿned by
F(x) is monotone on the positive orthant but not P 0 on R n . The solution for this problem is (0; 0; 1; 2; 3). F(x) = 2x 1 + 4x 2 2x 2 + 4x 1 :
It is easy to see that x * = (0; 0) is the only solution of this problem. However it is not a regular solution since @ (x * ) contains the zero matrix.
Our simulation is conducted on Matlab version 5.2. The ordinary di erential equation solver engaged is ode23. The initial state used in all implementations is x 0 = (0; : : : ; 0) T for Examples 5:1-5:3, and x 0 = (1; 1) T for Example 5.4. The scaling factor in our tests is chosen at 10 3 and Table 1 Simulation results for Examples 5.1-5.4
Example t f (seconds) Table 1 , we can make the following observations: (i) All trajectories converge to their corresponding static states, respectively. This convergence is faster when a larger scaling factor is applied. (ii) The trajectories of some variables may go outside of the feasible region, i.e., {x | x¿0}. For example, the trajectory of x 1 in Example 5.1 goes down as low as −0:74, while the trajectories of x 3 in Examples 5.2-5.3 stay negative in most of the times. So it is important for our neural network (5) that the function F is deÿned everywhere. However, in some real-life applications, the function F is often deÿned in a speciÿed region, not in the whole space. We leave the research along this direction to a possible future study. (iii) Although Example 5.3 is degenerate while Example 5.2 is not, the convergence rate for both problems are almost the same. This observation raises the following question: Does the degeneracy slow down the convergence of 
Conclusion remarks
In this paper, we have studied a neural network approach for solving nonlinear complementarity problems. The neural network is obtained from a well-known unconstrained minimization reformulation of the complementarity problem via the Fischer-Burmeister NCP function. Besides the study on the existence and the convergence of the trajectory of the neural network, we pay much attention to the study of the stability aspects, among which are the stability in the sense of Lyapunov, the asymptotic stability as well as the exponential stability. Especially, it is shown that the regularity condition, which often implies the superlinear convergence of the optimization methods, implies the exponential stability of the neural network. Numerical experiments are provided to demonstrate the e ciency of our neural network model. We should point out that most of the results developed here are also valid for neural networks derived from a number of NCP functions except the result on exponential stability. This is because that for di erent NCP functions, we need di erent regularity conditions to guarantee the nonsingularity of the generalized Jacobian, see [31] . Now we discuss some directions for future research. In some real applications, the function F is only deÿned on some speciÿed region (feasible region), and is undeÿned outside. However, our neural network (5) is proposed on the whole space R n . So it is ideal to modify the neural network to cover such class of problems. In other words, the modiÿed neural network should keep the trajectory within the speciÿed region so that the function F is well-deÿned during the implementation. Another possible research is to extend the neural network (5) for NCP(F) to a more general case, the box constrained variational inequality problem. This could be studied by using some kind of BVIP functions from [27] . It should be pointed out that the box constraints can be fulÿlled by employing limiting integrators with nonlinear (hardware) limiters at their output [7] . In such an approach, all box constraints are "hard", i.e., the constraints must not be violated either at the ÿnal solution or during the optimization process. Unlike the above considerations, Chen and Fang [4] transform the box constrained region into an unbounded region by some nonlinear transformations. All these progresses of treating the box constraints should be taken into account while proposing neural networks for the box constrained variational inequality problem. Finally, we like to point out that there are ways such as the smoothing [3] to be used to reduce the computation complexity of the element in (x). This would result in a class of smoothing neural networks, which would have a di erent structure from the one proposed in this paper.
