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a b s t r a c t
We present an explicit formula for the surface area of the (n, k)-star graph, i.e., the number
of nodes at a certain distance from the identity node in the graph, by identifying the unique
cycle structures associated with the nodes in the graph, deriving a distance expression in
terms of such structures between the identity node of the graph and any other node, and
enumerating those cycle structures satisfying the distance restriction.
The above surface area derivation process can also be applied to some of the other
node symmetric interconnection structures defined on the symmetric group, when the
aforementioned distance expression is available.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Given a graph G(V , E) and a node v ∈ V , a question one may ask is how many nodes are at distance d from v in G for
d ∈ [1,D(G)],where D(G) is the diameter of G. This quantity is known in the literature as the surface area of G with radius d
[14]; or theWhitney numbers of the second kind of the poset associated with G [16].
One immediate application of a solution to the above problem is in computing various bounds for the problem of
k-neighborhood broadcasting [13]. Such a solution can also be used to derive the transmission of a (node symmetric) graph, a
notion recently suggested in [20] to achieve the generalized Moore bound, an important concept in extremal graph theory.
As a result, this surface area problem has been studied for a variety of graphs including the star graph [16,17,14,21,22,5],
the mesh structure [2], the k-ary n-cube [3], the rotator graph [11], the WK-recursive and swapped network [15]; and, very
recently, for the arrangement graph, the alternating group graph, and the split-star graph [6–8]. It is clear that this problem
has posed a challenge to both the applied and theoretical communities.
The surface area of any node u in a graph Gwith radius d is clearly equal to |{v|dG(u, v) = d}|,where dG(u, v) stands for
the distance between u and v in G. Since, for any nodes u, v in a node symmetric graph G, dG(u, v) = dG(u1, φ(v)), where
u1 is a node in such a graph G, and φ is an automorphism that maps u to u1, the surface area for any node in such a graph
G equals that for any other node in G. Hence, this quantity is especially well defined for the node symmetric graphs, which
constitute the majority of the interconnection networks with mesh being one of the exceptions.
Let 〈n〉 denote {1, 2, . . . , n}, n ≥ 2, and let Γn be the symmetric group defined on 〈n〉, a star graph with n dimensions,
Sn, is defined as a structure with its vertex set being Γn, and (u, v) is an edge in Sn iff for some j ∈ [2, n], v can be obtained
from u by applying a transposition (1, j).
The star graph was proposed as an attractive alternative to the hypercube topology as an interconnection network, since
it compares favorably with the latter structure in several aspects [1]. However, the requirement that the number of nodes
in an n-star be n! results in a large size gap between the n-star and the (n + 1)-star, which makes it impractical to use.
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Fig. 1. A (4, 2)-star S4,2 .
To address this scalability issue, the (n, k)-star graph was put forward in [10], which does awaywith the above requirement
on its size, while preserving many attractive properties of the star graph, including node symmetry [10, Theorem 3].
More specifically, in an (n, k)-star graph, Sn,k(V , E), k ∈ [1, n), Sn,k for short,V = {u1 · · · uk|∀i ∈ [1, k], ui ∈ 〈n〉, and ui 6=
uj if i 6= j}; and, for any u, v ∈ V , (u, v) ∈ E iff v can be obtained from u by either (1) applying a transposition (1, i) to u,
i ∈ [2, k] (i-edge); or (2) for some x ∈ 〈n〉 − {ui|i ∈ [1, k]}, replacing u1 with x in u (1-edge).
For example, in a (4, 2)-star graph as shown in Fig. 1, (12, 21) is a 2-edge, while both (12, 32) and (12, 42) are 1-edges.
Since Sn,k is node symmetric, its surface area equals that of e(= 12 · · · k), the identity node of Sn,k,which will be referred
to as the surface area of Sn,k in the rest of this paper. Hence, for n ≥ 2, k ∈ [1, n), and d ∈ [1,D(Sn,k)], let B(n, k; d) stand for
the surface area of Sn,k with radius d, we have
B(n, k; d) = |{v|v ∈ Sn,k and dSn,k(e, v) = d}|.
In this paper we will present an explicit formula (a sum of standard and basic operations, including factorials) for
B(n, k; d), the surface area of the (n, k)-star graph. To the best of our knowledge, this is among the first results of this
nature reported in the literature.1 As a crucial step of deriving such a formula, we will prove a distance formula for any two
nodes in the (n, k)-star graphs via a minimum routing algorithm. As aforementioned, Chiang et al. was the first to study
these graphs [10], where, among other things, they presented a routing algorithm, but did not prove its optimality. In this
paper, we further expand their ideas to construct such an algorithm for the general case, and rigorously prove its optimality,
using a result of Denes [12], a fundamental one in group theory.
The rest of this paper proceeds as follows:Wecharacterize theunique cycle structureof anynode in Sn,k in Section2; derive
a distance expression between v, actually, the cycle structure of v, and e, via a minimum routing algorithm in Section 3;
and finally come up with an explicit formula for the surface area of an (n, k)-star graph in Section 4. We conclude this paper
with a discussion on the generality of our approach in Section 5.
2. The cycle structure of a node in the (n, k)-star graph
Let v = v1v2 · · · vk be a node of Sn,k. For all i ∈ [1, k], we refer to vi as a symbol occurring in v, and i its position in v.
Moreover, following the terms adopted in [10], we refer to vi as an internal symbol, if vi ∈ [1, k]; and as an external symbol if
vi ∈ (k, n]. Similarly, we refer to a position i as an internal (external) position, respectively, depending on whether i ∈ [1, k],
or i ∈ (k, n].
We start with the following definition, which specifies the relationship between an external symbol and its related
internal symbols.
Definition 2.1. Let em be an external symbol occurring in an internal position of v ∈ Sn,k, m ≥ 1, Eem , the external cycle
associated with em in v, is the following cycle:
Eem = (em; e0, . . . , em−1),
where (1) for all j ∈ [0,m− 1], ej ∈ [1, k]; (2) for j ∈ [1,m], the position of ej in v is ej−1; (3) the position of e0 in v is em.
For example, in v = 2968134 ∈ S9,7, 8 is an external symbol, v4 = 8, v7 = 4, and 7 does not occur in v. Although 8 is also
an external position, thus undefined in S9,7, if we define v8 = 7, as we did in the above definition, we have E8 = (8; 7, 4),
where ‘;’ indicates an external position.2 Similarly, E9 = (9; 5, 1, 2).
1 After we originally reported this result in [23], we have also derived an alternative but equivalent expression of the surface area of the (n, k)-star graph
by following a generating function approach [6].
2 This form of external cycles will be made use of in the later enumeration of such cycles.
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We note that, in an external cycle Eem , the position of e0 is defined to be em, an external position, i.e., e0 6∈ v. Thus, the
transposition (1, em), em ∈ (k, n], corresponds to a 1-edge: switching v1 with e0. On the other hand, for j ∈ [0,m − 1], if
ej 6= 1, then, (1, ej) corresponds to an i-edge, i ∈ [2, k]: switching v1 with vej , since ej is an internal position.
We call an external cycle Eem(= (em; e0, . . . , em−1)) a primary external cycle, if, for some j ∈ [0,m − 1], ej = 1; and
express such a cycle in the following equivalent canonical form3: (1, ej+1, . . . , em; e0, . . . , ej−1.) For example, the canonical
form of the above E9 is (1, 2, 9; 5).
The definition of an internal cycle for v ∈ Sn,k is given as usual [18, Section 4.1]:
C = (d1, . . . , dl),
such that (1) for all j ∈ [1, l], dj ∈ [1, k]; (2) for j ∈ [1, l − 1], the position of dj+1 in v is dj; and (3) the position of d1 in v
is dl.
An internal cycle contains at least two positions; and, if for some j ∈ [1, l], dj = 1,we call C a primary internal cycle; and
express C in its canonical form: (1, dj+1, . . . , dl, d1, . . . , dj−1). For example, in v = 2968134, there is exactly one internal
cycle (3, 6),which is not primary.
Since, for all j, dj is an internal position, the transposition (1, dj), dj ∈ [2, k], is also permitted in Sn,k, a dj-edge to be
exact.
Therefore, for all the positions occurring in either an internal or an external cycle, the two kinds of transpositions as
presented in the definition of Sn,k are unified in the form of (1, j), j ∈ [2, n], all permitted in Sn,k. This fact is crucial for the
later discussion of a (minimum) routing algorithm for Sn,k.
We now present an explicit process of representing any node v(= v1v2 · · · vk) ∈ Sn,k, v 6= e, in terms of a collection of
(internal/external) cycles by extending it first to a permutation v′ = v′1v′2 · · · v′n, in Γn as follows:
1. For j ∈ [1, k],we set v′j to vj.
2. For j ∈ (k, n], noticing that the k-permutation v(= v1v2 · · · vk) ∈ Sn,k is a function v from {1, 2, . . . , k} into {1, 2, . . . , n}
with v(i) = vi, i ∈ {1, 2, . . . , k},we consider two cases:
• If j 6∈ {v1, v2, . . . , vk}, set v′j = j.
• Otherwise, j = vi for some i ∈ [1, k]. Letting r = j, repeatedly set r to v−1(r) until r 6∈ {v1, v2, . . . , vk}, and set v′j to
this last value of r.We note that all these symbols r, except the last one, occurs in an internal position in v.
3. We then represent v′ in the traditional cyclic form, and put any primary cycle, in its canonical form, as the very first cycle.
For example, taking v = 2968134 ∈ S9,7, we extend it to a permutation in Γ9 as follows: besides the first 7 symbols
as shown in v, for the external symbol 8, as it occurs in position 4, which occurs in position 7, but 7 does not occur in
v, we set v′8 = 7. Similarly, we set v′9 = 5 to get v′ = 296813475. It is immediate that its equivalent cyclic form is
(1, 2, 9; 5)(4, 8; 7)(3, 6),where the first two cycles are external and the last one is internal.
We summarize the above discussion into the following observation, which is similar to the factorization result for any
permutation in Γn [19, Theorem 3.3].
Proposition 2.1. Every node v ∈ Sn,k, v 6= e, can be factorized into the following product of disjoint cycles, each containing at
least two symbols:
v = Eem1 · · · Eemp C1 · · · Cr , p+ r > 0,
where Eemi , i ∈ [1, p], are the external cycles and Cj, j ∈ [1, r], the internal ones. This factorization is unique, except for the order
in which the cycles are written.
Proof. When v 6= e, at least one transposition has to be applied to change v to e, thus there is at least one cycle containing
at least two symbols in its equivalent cyclic form.
We now show that for an external symbol, its associated cycle in the extended permutation coincides with the external
cycle as defined in Definition 2.1. Let em be an external symbol occurring in v,
• If em does not occur in v, the extension process will set v′(em) = em, i.e., a fixed point, thus not included in the
factorization. On the other hand, no external cycle is defined for such an external symbol in Definition 2.1, since it does
not occur in an internal position.
• Otherwise, the extension process generates a sequence of positions, r1, r2, . . . , rk, such that vr1 = em, vr2 = r1, . . . , vrk =
rk−1, but rk does not occur in v,when the process sets vem = rk. Thus, for all j ∈ [1, k−1], rj+1, the position of rj is internal.
Moreover, r1, the position of em, is also internal. It is thus clear that the resultant cycle coincides with the external cycle
associated with em, as defined in Definition 2.1, i.e., (em; rk, . . . , r1).
The internal cycles in such a factorization are constructed as usual. The uniqueness now follows from the fact that all such
cycles are disjoint since v is a function from [1, k] into [1, n]. 
3 This canonical form of external cycles, as well as a forthcoming one for the internal cycles, will bemade use of in the discussion of theminimum routing
algorithm for the (n, k)-star graph.
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As a direct consequence of the above result, we can now identify any node v of a given (n, k)-star graph with its unique
cyclic factorization, which we will refer to as its cycle structure, denoted as C(v), in the rest of this paper.
It is clear that a cycle, C = (c1, c2, . . . , cq), q ≥ 2, can be factorized into a product of q − 1 transpositions:
(c1, c2) ◦ (c1, c3) ◦ · · · ◦ (c1, cq), which puts every symbol occurring in C to its original position in e. For example, for
v′ = 296813475, one of its cycles is (1, 2, 9, 5) = (1, 2)(1, 9)(1, 5), and
296813475
(1,2)→ 926813475 (1,9)→ 526813479 (1,5)→ 126853479.
The following result [12, Lemma 1] shows that the above product is a shortest one of this nature.
Lemma 2.1. A cycle of degree k, k ≥ 2, cannot be represented by the product of less than k− 1 transpositions.
We note that, when a cycle is primary, without loss of generality, c1 = 1, any transposition in the above shortest product
is in the form of (1, j).When a cycle is not primary, such a shortest product where all the transpositions are in the specified
(1, j) form is not readily available. Nevertheless, we have the following result [22, Lemma 3.1].
Lemma 2.2. A minimal product of transpositions, all in the form of (1, j), for a cycle C = (c1, c2, . . . , cq), q ≥ 2, such that 1
does not occur in C, is: (1, c1) ◦ (1, c2) ◦ · · · ◦ (1, cq) ◦ (1, c1), with its length being q+ 1.
For example, for the cycle (3, 6), a shortest product of transpositions, all containing a 1, is (1, 3)(1, 6)(1, 3). Thus,
126853479
(1,3)→ 621853479 (1,6)→ 321856479 (1,3)→ 123856479.
3. A minimum routing algorithm
We now discuss a minimum routing algorithm that changes any node v(6= e) ∈ Sn,k to e, based on its cycle structure, in
terms of a sequence of transpositions in the form (1, j), j ∈ [2, n]. It is clear that such a routing algorithm has to change all
the internal symbols occurring in both internal and external positions in v to their respective ones in e.
3.1. The exact bound of a minimum routing algorithm for the internal symbols
Let v be a node of Sn,k, gI(v) (gE(v)) be the number of internal (external) cycles included in C(v), bI(v) (bE(v)) be the
number of symbols as contained in the respective gI (gE) cycles, and let b(v) be bI(v)+ bE(v), the total number of symbols
thatC(v) contains. When the context is clear, wewill use an abbreviated version of these notations, e.g., gI , instead of gI(v).
We first consider an internal cycle C = (d1, d2, . . . , dl), dj ∈ [1, k], as contained in C(v). If C is primary, without loss of
generality, d1 = 1, then by Lemma 2.1, a minimum routing algorithm, also referred to as a transition sequence henceforth,
for C consists of the following sequence of l− 1 Sn,k permitted transpositions:
(1, d2) ◦ (1, d3) ◦ · · · ◦ (1, dl).
If C is not primary, by Lemma 2.2, a minimum routing algorithm for C consists of the following l + 1 Sn,k permitted
transpositions:
(1, d1) ◦ (1, d2) ◦ (1, d3) ◦ · · · ◦ (1, dl) ◦ (1, d1).
Since all the internal cycles are disjoint, we have the following result.
Lemma 3.1. Let tI(v, S(n,k)) be a shortest transition sequence, permitted in Sn,k, that changes the positions of all the (internal)
symbols as contained in the internal cycles of C(v) to those in e, then
|tI(v, Sn,k)| =
{
bI + gI − 2, if one of the internal cycles is primary
bI + gI , otherwise.
Wenote that the above distance formula is the same as suggested for the star graph [1], where all the symbols are trivially
internal.
3.2. A lower bound for the external symbol routing algorithm
We start by establishing a lower bound for any routing algorithm for Sn,k that changes the positions of all the internal
symbols included in all the external cycles as contained in C(v) to their respective ones in e.
Lemma 3.2. Let v ∈ Sn,k, such thatC(v) contains at least one external cycle, and let tE(v, Sn,k) be a shortest transition sequence,
permitted in Sn,k, that changes the positions of all the internal symbols as contained in the external cycles in C(v) to those in e,
then
|tE(v, Sn,k)| ≥
{
bE − 1, if one of the external cycles is primary
bE + 1, otherwise.
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Proof. Let Eem(= (em; e0, . . . , em−1)) be an external cycle in C(v), and let τ be a minimum product of transpositions that
places all the internal symbols, e0, . . . , em−1, to their respective positions in e, but |τ | < |Eem | − 1.
• if τ places em in position e0, then τ is a product of transpositions that expresses the cycle Eem . By Lemma 2.1, |τ | ≥|Eem | − 1, contradicting the above assumption;• otherwise, because a product of one or more transpositions is a surjective function, there exists a sequence of k, 1 ≤
k ≤ n − m + 1, positions f1, f2, . . . , fk, such that τ(f1) = em, τ (f2) = f1, . . . , τ (fk) = fk−1, τ (e0) = fk. In other
words, τ is a product of transpositions corresponding to a cycle (e0, . . . , em, f1, . . . , fk) ∈ Γn. Again, by Lemma 2.1,
|τ | ≥ |Eem | + k− 1 ≥ |Eem |, also contradicting the above assumption.
Hence, the length of any product of transpositions that puts all the internal symbols of Eem in their respective positions in e
is at least |Eem | − 1.
Let Eem be a primary cycle, then, for some j ∈ [0,m − 1], ej = 1. One of the minimum products of Sn,k permitted
transpositions corresponding to Eem is τ1 = (1, ej+1) ◦ · · · ◦ (1, em−1) ◦ (1, em) ◦ (1, e0) ◦ · · · (1, ej−1), which puts all the
symbols occurring in Eem , including all the internal ones, into their respective positions in e. Clearly, |τ1| = m = |Eem | − 1.
If Eem is not primary, an argument similar to that used to prove Lemma 2.2 shows that the length of a minimum product
of Sn,k permitted transpositions that puts all the internal symbols to their respective positions in e is |Eem | + 1.
Hence, if C(v) contains a primary external cycle, Eem1 , then
|tE(v, Sn,k)| ≥ (|Eem1 | − 1)+ (|Eem2 | + 1)+ · · · + (|Eemp | + 1) = bE + p− 2 ≥ bE − 1,
since by the assumption of this result, p ≥ 1.
Similarly, when none of the external cycles in C(v) is primary,
|tE(v, Sn,k)| = bE + p ≥ bE + 1.
This concludes the proof of this result. 
3.3. A minimum routing algorithm for the external symbols
We now construct a routing algorithm for Sn,k that realizes the above lower bound as established in Section 3.2. Such a
routing algorithm is sketched in [10], which is essentially to consider all the external cycles as a whole. We now fill in the
details for such a strategy, discuss its correctness and demonstrate its minimality.
Let Ee1m = (e1m; e10, e11, . . . , e1m−1) and Ee2r = (e2r ; e20, e21, . . . , e2r−1) be two external cycles.
• If one of them is primary, without loss of generality, assume that Ee1m is primary, namely, for some j ∈ [0,m− 1], e1j = 1.
We then express Ee1m in its canonical form: Ee1m = (1, e1j+1, . . . , e1m−1, e1m; e10, . . . , e1j−1). Then the routing algorithm will
be the following:
Ee1mEe2r = (1, e1j+1) ◦ (1, e1j+2) ◦ · · · ◦ (1, e1m−1) ◦ (1, e2r ) ◦ (1, e20)
◦ · · · ◦ (1, e2r−1) ◦ (1, e1m) ◦ (1, e10) ◦ · · · ◦ (1, e1j−1)
= (1, e1j+1, . . . , e1m−1, e2r ; e20, e21, . . . , e2r−1, e1m; e10, . . . , e1j−1).
Aswe observed earlier in constructing the cycle structures for nodes in Sn,k, for all z1 ∈ [0,m−1]−{j}, z2 ∈ [0, r−1],
e1z1 , e
2
z2 ∈ [2, k]; and e1m, e2r ∈ (k, n].Hence, all the steps (1, e1z1) and (1, e2z2 ) are the i-edges, i ∈ [2, k]; andboth (1, e1m) and
(1, e2r ) are 1-edges. In other words, all these transpositional steps are permitted in Sn,k, and so is this routing algorithm.
Moreover, since the position of e1j+1 is 1, v1 = e1j+1, thus, e1j+1 ends up at its right position e1j+1 after the first
transposition (1, e1j+1) is applied; while e
1
j+2, the original value in position e
1
j+1, is now in position 1, which will then
be moved to its correct position e1j+2 with the next transposition. This process continues until the transposition (1, e
1
m−1)
is applied, which puts e1m−1 in position e
1
m−1, while moving e1m, the original value in position e
1
m−1, into position 1. This
segment puts e1j+1, e
1
j+2, . . . , e
1
m−1 into their respective correct positions.
Now, instead of moving e1m, an external symbol, into its correct position e
1
m, which is not defined in Sn,k, we move it
to e2r , the position of another external symbol, andmove e
2
0, the original value of position e
2
r , into 1, which will be moved
into position e20 with the next transposition, i.e., (1, e
2
0). This process continues until the transposition (1, e
2
r−1), which
puts value e2r−1 into its correct position e
2
r−1,while moving the external symbol e2r , the original symbol in position e
2
r−1,
into position 1. This segment of transpositions thus puts e20, e
2
1, . . . , e
2
r−1 into their respective correct positions.
We finally move this external symbol e2r to position e
1
m, while e
1
0, the original value in position e
1
m, is moved to 1,
and will be put into its correct position e10 by the next transposition. Again, this process will be repeated until the last
transposition (1, e1j−1), which puts e
1
j−1 into position e
1
j−1, while putting the original symbol of e
1
j−1, i.e., e
1
j (= 1), into
position 1. This segment again puts rest of the internal symbols in Em, i.e., e10, . . . , e
1
j−1, e
1
j (= 1) into their respective
desired positions in e.
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Hence, all the internal symbols in E1em and E
2
er are placed into their correct positions by the above routing mechanism,
while the two external symbols, e1m and e
2
r , switched their positions.
The above strategy can be directly generalized to the case when the cycle structure contains more than two external
cycles, by breaking the primary external cycle into two pieces, then concatenating all the external cycles into one cycle,
with the two parts of the broken primary external cycle serving as the prefix and the suffix of this combined cycle,
respectively.
As we observed, at the end of the associated routing process, all the internal symbols are in their respective positions
in e,while the external ones will be cyclically shifted to the right. Further analysis shows that, for this general case, when
for each external cycle Eemi containingmi+1 external symbols, one being primary, it takesmi transpositions, with a total
of bE − gE transpositions; and for each external cycle other than the primary one, it takes an additional transposition,
gE − 1 in total.
Hence, the total number of transpositions needed for this case is bE − 1, realizing the lower bound as proved in
Lemma 3.2. We can thus conclude that the above general routing algorithm is minimum for this case.
• For the other case, when none of the external cycles is primary, we have to somehow convert the involved cycles into
a sequence of transpositions permitted in Sn,k. Let E1em = (e1m; e10, e11, . . . , e1m−1) and E2eq = (e2q; e20, e21, . . . , e2q−1) be two
external cycles, and none of them is primary. By Lemma 2.2, it turns out that the following slightly patched routing
algorithm is minimum for this case withm+ q+ 3 transposition steps:
E1emE
2
eq = (1, e1m) ◦ (1, e10) ◦ (1, e11) ◦ · · · ◦ (1, e1m−1) ◦ (1, e2q)
◦(1, e20) ◦ (1, e21) ◦ · · · ◦ (1, e2q−1) ◦ (1, e1m).
It can also be directly generalized, and it is clear that this strategy takes two extra steps as compared with the previous
one, a total of bE + 1 routing steps, again realizing the lower bound as established in Lemma 3.2, thus minimal.
We summarize the above discussion into the following result:
Corollary 3.1. Let tE(v, Sn,k) be a shortest transition sequence, permitted in Sn,k, that changes the positions of all the internal
symbols as contained in the external cycles in C(v) to those in e, then
|tE(v, Sn,k)| =
{
bE − 1, if one of the external cycles is primary
bE + 1, otherwise.
3.4. A distance expression for the (n, k)-star graph
Since all the cycles as contained in C(v) are disjoint, and a minimum Sn,k permitted routing algorithm that changes the
positions of all the internal symbols as contained in C(v) to those in e corresponds to a shortest path between v and e in
Sn,k, based on Lemma 3.1 and Corollary 3.1, we have derived the following result.
Theorem 3.1. The distance between e and v in Sn,k can be expressed as follows:
1. If v does not contain any external cycle, then
dSn,k(e, v) =
{
(a) bI + gI , if none of the internal cycles is primary,
(b) bI + gI − 2. otherwise. (1)
2. Otherwise,
dSn,k(e, v) =
{
(a) b+ gI + 1 if none of the cycles is primary,
(b) b+ gI − 1, otherwise. (2)
To summarize all the notions and results that we have discussed so far, Table 1 lists, for the graph S4,2 as shown in Fig. 1,
all the nodes, their extensions in Γ4, their cycle structures, as well as their respective distances from e.
4. An explicit formula for the surface area of Sn,k
Let B1(n, k; d) refer to the number of nodeswhose cycle structure contains no external cycles (Case 1 of Theorem3.1), and
B2(n, k; d) refer to that for those nodes whose cycle structure contains at least one external cycle (Case 2 of Theorem 3.1),
we have
B(n, k; d) = B1(n, k; d)+ B2(n, k; d).
Furthermore, let
B2(n, k; d) = B21(n, k; d)+ B22(n, k; d),
where B21(n, k; d) is the number of nodeswhose cycle structure contains at least one external cycle and zero ormore internal
cycles, but none of them is primary; and B22(n, k; d) is the number of nodes whose cycle structure contains at least one
external cycle and zero or more internal cycles with one of them being primary.
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Table 1
An example for the distance formula.
v v′ C(v) bI bE b gI gE dSn,k (e, v) Justification
21 2134 (1, 2) 2 0 2 1 0 1 Eq. (1)(b)
32 3214 (1, 3;) 0 2 2 0 1 1 Eq. (2)(b)
42 4231 (1, 4;) 0 2 2 0 1 1 Eq. (2)(b)
31 3124 (1, 3; 2) 0 3 3 0 1 2 Eq. (2)(b)
41 4132 (1, 4; 2) 0 3 3 0 1 2 Eq. (2)(b)
23 2314 (1, 2, 3;) 0 3 3 0 1 2 Eq. (2)(b)
24 2431 (1, 2, 4;) 0 3 3 0 1 2 Eq. (2)(b)
13 1324 (3; 2) 0 2 2 0 1 3 Eq. (2)(a)
14 1432 (4; 2) 0 2 2 0 1 3 Eq. (2)(a)
43 4321 (1, 4;) (3; 2) 0 4 4 0 2 3 Eq. (2)(b)
34 3412 (1, 3;) (4; 2) 0 4 4 0 2 3 Eq. (2)(b)
When a cycle structure C(v) contains no external cycles, all the symbols occurring in v are taken from [1, k]. The only
kind of transposition in a shortest transition sequence that changes v to e is in the form of (1, j), j ∈ [2, k], i.e., the only
transposition allowed in Sk, a star graph of dimension k. Therefore, these nodes v ∈ Sn,k, where dSn,k(e, v) = d, are exactly
those nodes v in Sk such that dSn,k(e, v) = d. In other words,
B1(n, k; d) = BS(k; d),
where BS(k; d) refers to the surface area of the star graph Sk with radius d.
We have derived and then proved in [22] the correctness of the following result: for all k ≥ 2, d ∈ [1,D(Sk)], where
D(Sk) equals
⌊
3(k−1)
2
⌋
as given in [1],
BS(k; d) =
⌊
d
3
⌋∑
gI=max{1,d−k+1}
(
k− 1
d− gI
)
d(d− gI , gI)+
⌊
d+2
3
⌋∑
gI=max{1,d−k+2}
(
k− 1
d− gI + 1
)
d(d− gI + 2, gI). (3)
In the above, d(m, l), the number of ways of factorizing m symbols into l cycles, l ≥ 2, is discussed in [18, Section 4.4]. Based
on Eqs. 4.18 and 4.19 [18]: form ≥ 2l ≥ 1,
d(m, l) =
m∑
j=0
(−1)j
(
m
j
)
s(m− j, l− j), (4)
where s(_, _) stands for the signless Stirling numbers of the first kind, and can be further represented as an explicit formula
[14, Eqs. (5) and (6)].
We now come to themore interesting casewhen the cycle structure of a node, v ∈ Sn,k, does contain at least one external
cycle:
C(v) = (e1m1; e10, . . . , e1m1−1), . . . , (epmp; ep0, . . . , epmp−1), (d11, . . . , d1l1), . . . , (dr1, . . . , drlr ),
such that p ≥ 1, r ≥ 0, and for all i ∈ [1, p],mi ≥ 1, and for all i ∈ [1, r], li ≥ 2.
We first construct and enumerate, in the following steps, those cycle structures for v, dSn,k(e, v) = d, that contain b
symbols with gE(≥ 1) external cycles, gI(≥ 0) internal cycles, and one of those cycles is primary, when, by Case (b) of Eq. (2),
d = b+ gI − 1.
1. Select gE external symbols out of a total of n − k such symbols in
(n−k
gE
)
ways. To ensure that this binomial coefficient is
not equal to 0, we require n− k ≥ gE, i.e.,
1 ≤ gE ≤ n− k. (5)
Since the order of the external cycles is of no significance, let those gE external symbols be put down in an arbitrary but
fixed manner.
2. Since one of the cycles is primary, 1 has to be chosen as one of the internal symbols, when selecting b − gE internal
symbols out of a total of k such symbols. Hence, we choose b− gE − 1 symbols out of [2, k] in
( k−1
b−gE−1
)
ways.
Similar to the previous step, we require k− 1 ≥ b− gE − 1, i.e., gE ≥ b− k. Since b = d− gI + 1,
gE ≥ d− k+ 1− gI . (6)
Since every internal cycle contains at least two symbols, bI ≥ 2gI; and, since there is at least one external cycle, each of
which contains at least two symbols, bE ≥ 2. Hence, 2gI ≤ bI = b− bE ≤ b− 2 = d− gI − 1. In other words,
gI ≤ d− 13 . (7)
5488 Z. Shen et al. / Theoretical Computer Science 410 (2009) 5481–5490
Combining Eqs. (6) and (7), we have that gE ≥ d − k + 1 − gI ≥ d − k + 1 − d−13 = 2d−3k+43 , i.e., gE ≥
⌈ 2d−3k+4
3
⌉
.
Combining this last lower bound for gE with Eq. (5), we have the following bounds of gE for this case:
max
{
1,
⌈
2d− 3k+ 4
3
⌉}
≤ gE ≤ n− k. (8)
We can similarly derive the following bounds for gI for this case:
max{0, d− n+ 1} ≤ gI ≤
⌊
d− 1
3
⌋
. (9)
3. Once those b−gE internal symbols are chosen, we have to select bE−gE out of them,with orwithout 1, in
( b−gE
bE−gE
)
ways, to
add them into gE external cycles, each containing one external symbol, arranged in an arbitrary but fixed order as chosen
in Step 1.
We denote the number of partitioning those bE − gE symbols into gE cycles, such that both the order of these cycles and
that of the symbols inside each and every block matter, as p(bE − gE, gE).
In general, to insert m(≥ 1) symbols into b ∈ [1,m] blocks, each containing at least one symbol, and both the order of these
blocks and those symbols within these blocks are important,we first order thosem symbols inm!ways, then, for each such
permutation, insert b− 1 ‘‘slashes’’ to separate them while making sure that no two slashes are adjacent to each other.
Hence,
p(1, 1) = 1,
∀m ≥ 1, b ∈ [1,m], p(m, b) = m!
(
m− 1
b− 1
)
. (10)
We can also get the bounds for bE, the number of symbols as contained in the gE external cycles, as follows:
2gE ≤ bE ≤ d− 3gI + 1, (11)
4. We finally use the remaining b − bE internal symbols, with or without 1, to construct gI(≥ 0) internal cycles in
d(b− bE, gI)(= d(d− gI − bE + 1, gI))ways.
Therefore, we have achieved the following expression for the number of nodes whose cycle structure contains at least
one external cycle(s) and 0 or more internal cycles with one of those cycles being primary.
B22(n, k; d) =
∑
gE ,gI ,bE
(
n− k
gE
)(
k− 1
d− gI − gE
)(
d− gI − gE + 1
bE − gE
)
p(bE − gE, gE)d(d− bE − gI + 1, gI), (12)
where the bounds of gE, gI and bE are given in Eqs. (8), (9) and (11), respectively; and d(m, l) and p(m, n) as defined in
Eqs. (4) and (10), respectively.
An explicit formula for the other case can be derived similarly, as follows:
B21(n, k; d) =
∑
gE ,gI ,bE
(
n− k
gE
)(
k− 1
d− gI − gE − 1
)(
d− gI − gE − 1
bE − gE
)
p(bE − gE, gE)d(d− bE − gI − 1, gI). (13)
The bounds of gE, gI and bE for B21(n, k; d) are given as follows:
max
{
1,
⌈
2d− 3k+ 3
3
⌉}
≤ gE ≤ n− k, max{0, d− n} ≤ gI ≤
⌊
d− 3
3
⌋
,
and, 2gE ≤ bE ≤ d− 3gI − 1;
We thus have the following main result of this paper, where BS(k; d), B21(n, k; d) and B22(n, k; d) are given in Eqs. (3),
(13), (12), respectively; and the following expression for D(Sn,k) is derived in [10] (Incidentally, this diameter result can also
be established by using Theorem 3.1.):
D(Sn,k) =
{
2k− 1, if 1 ≤ k ≤ ⌊ n2⌋ ,
k+ ⌊ n−12 ⌋ if ⌊ n2⌋+ 1 ≤ k < n.
Theorem 4.1. The surface area of the (n, k)-star graph, n ≥ 2, k ∈ [1, n), is the following: for all d ∈ [1,D(Sn,k)],
B(n, k; d) = BS(k; d)+ B21(n, k; d)+ B22(n, k; d). (14)
For example, B(4, 2; 1) = 3, B(4, 2; 2) = 4, and B(4, 2; 3) = 4, consistent with the results as shown in Table 1.
Z. Shen et al. / Theoretical Computer Science 410 (2009) 5481–5490 5489
Table 2
Sample data for B(8, k; d).
k d
1 2 3 4 5 6 7 8 9 10
1 7 0 0 0 0 0 0 0 0 0
2 7 12 36 0 0 0 0 0 0 0
3 7 22 81 145 80 0 0 0 0 0
4 7 30 129 377 644 444 48 0 0 0
5 7 36 174 638 1634 2517 1,545 168 0 0
6 7 40 210 870 2710 5849 7,233 2,960 280 0
7 7 42 231 1015 3430 8379 13,083 10,408 3409 315
It is straightforward to come up with a computer program to calculate the surface area of Sn,k based on Eq. (14). The
data so obtained agree with what we found through a breadth-first search. Some sample data for B(8, k; d), k ∈ [1, 7], d ∈
[1,D(8, k)], are collected in Table 2.
We note that none of these sequences is included in the On-line Encyclopedia of Integer Sequences [24], except the row
corresponding to B(8, 7; d), d ∈ [1, 10]. The latter sequence coincides with the surface area for S8, since in general Sn,n−1 is
isomorphic to Sn [10, Lemma 4].
5. Conclusion
We characterized the cycle structures of nodes in (n, k)-star graphs and used this structure to obtain an explicit formula
to compute the surface area centered at the identity node in the graph for any radius. Such a formulawill help in establishing
various bounds in data communication on those structures, and the techniques developed in deriving such formulas should
be found useful elsewhere in studying similar problems.
In general, a cycle structure of any node v ∈ Γn corresponds to a shortest transition sequence that places all the symbols
that are not fixed in v to their respective positions in the identity node e ∈ Γn; while the structural specificity of a node
symmetric graph G, defined on Γn, often places certain restriction on the nature of the transpositions permitted in G,which
might lead to dG(C(v), e), a G dependent distance formula in terms of the cycle structure of v. The (n, k)-star graph that we
have studied in this paper provides an example in this regard.
We hope that this paper has made it clear that, if we can somehow derive such a distance expression for such a graph G,
we can readily follow the approach that we discussed in this paper to derive an explicit formula for the surface area of G.
Indeed, by following this approach, we have derived explicit formulas for the respective surface area of the star graph [22],
arrangement graph [7], alternating group graph [8], split-star graph [8] and alternating group network [9].
On the other hand, since no such distance expression for either the bubblesort graph or the pancake graph is known, this
aforementioned approach cannot be readily used to derive their respective surface area, although it is clear that the surface
area for a bubblesort graph defined on Γn with radius d is I(n, d), i.e., the number of permutations on 〈n〉with d inversions.
An ‘‘explicit formula’’ for I(n, d) is given in [4, Eq. 2.5], involving the pentagonal numbers.
Another matter of interest is that, once such a distance expression is found, besides following the direct counting
approach, as discussed in this paper, to derive explicit formulas for the surface area of such a structure, we can also apply a
generating function based approach to derive an alternative but equivalent result [5,6].
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