The paper proposes a technology for a global extremum search, which makes it possible to estimate the probability of finding a solution in the optimal control problems. The idea of multistart based on proposed technique enables to create the computing technology which is not strongly depend on problem dimension and oriented to finding additional information about investigated object. The paper presents solutions of two nonconvex optimal control problems for power systems.
Introduction
All algorithms that form the basis of familiar software for optimal control problems (OCP) are of a local nature; they are designed to search only the local extrema. This property for solving applied problems is inconvenient: there is never any certainty that there are no other solutions in the problem than the one already found. The problem of a global extremum search in OCP refers to another difficulty level of extreme problems; and at present, according to the authors, it is far from being resolved.
In the opinion of the authors, the hierarchy of nonlocal extremum problems, according to increasing complexity, is the following: P1 -search for several local extrema; P2 -search for all local and global extrema; P3 -finding a global extremum and proving that a global extremum is found.
We hold that, at present, there is no necessary theoretical basis for solving the problems P2 and P3 in OCP. For the problem P1, in contrast, there are several ideas proposed both in the theory of optimal control (for example, [1] , [2] ) and in the theory of finitedimensional optimization, based on the one that can try to build globalizing technologies for dynamic problems. The algorithm for solving the task P1 for OCP will be called globalizing algorithm.
Of all the approaches to the globalization of extremum search, the most simple and popular one is the idea of a multistart [3] , [4] . A multistart is usually understood as the sequential or parallel multiple search for local minima from various initial approximations (for example, with a uniform or random grid). Usually, the following assumptions are made about the problem being solved: the finiteness of the number of local extrema, the remoteness of local extrema from each other, and the smoothness of the problem for the convenience of using local methods.
The multistart method provides numerous implementation options: a) the local extremum surroundings by the neighborhood -the achievement of these neighborhoods is considered as achieving the extremum (local extremum coverings); b) dynamic association of close-search trajectories (for example, cluster methods, nearest neighbor method); and other such methods. Some methods from the multistart family are considered among the most effective ones for finitedimensional global optimization problems.
Among the other approaches, it is necessary to mention the methods of random search (RS): Monte Carlo method, uniform RS, uneven RS with a priori distribution, the method of stochastic coverage, annealing simulation methods), enumeration method of local extrema (for instance, heavy ball method, Branin's method), methods of integral representations (Chichinadze's method), and evolutionary algorithms ( [5] [6] [7] [8] ).
Among the approaches developed in the optimal control theory, the methods of solving Bellman equation (Krotov-Bellman, Hamilton-Jacobi-Bellman methods) take a special place [9] , [10] . They are, in particular, characteristics method and semidiscretization method.
An approach based on approximations of the reachable set of a controllable system [11] is also interesting.
The analysis of all the above approaches allows us to formulate the following conclusions:  These approaches are applicable only to problems of optimal control of small dimensions.  In all constructively realized cases, one can rely only on the achievement of a global extremum with unit probability.  The least dependent on the dimension of the problem and practically the only tool for constructing globalizing algorithms for a wide class of problems continues to be multistart.
Optimal control problem statement
We consider optimal control problem with free right end ) , ,
(1) This problem is to find of control satisfying parallelepiped constraints U t u  ) ( and allows to achieve the minimum value of the terminal functional min )) (
(2) To solve problem (1)-(2), it is necessary to develop algorithms for searching several local extrema in OCP, which allow using existing software for local auxiliary problems and estimating the probability of finding a global minimum.
Idea of computing technology
To solve this problem, we developed a technology based on the multistart ideology. Multiple searches for local extremes are performed from various stochastic controls. Four algorithms are realized for generating pseudo-random start points (controls) based on various hypotheses about the class of admissible controls:  table function,  relay function,  spline function,  piecewise linear function. Proposed technology include the criterion of convergence in the form of a modified statistical estimate of the probability of the existence of unidentified local extrema;
Start points generating algorithms
The algorithms for generating start points for the multistart scheme must meet the following criteria:  the generated control must be pseudo-random,  the generated controls must be lie within the parallelepiped constraints,  the generated controls must be (in the limit) a dense set,  the generated controls must belong to the class of piecewise continuous functions. The segment of the independent variable (time) change is divided into 1  nu parts ( nu -the number of sampling points), i.e. a uniform grid
is introduced, where h is the sampling step. As a generator of quasi-random functions, the URAND algorithm (Universal RANDom number generator, [12] ) is used, giving a uniformly distributed pseudo-random number from the interval [0,1], which will be denoted below R .
Algorithms SPLINE and SEVAL [12] are used to construct cubic spline functions.
Algorithm for constructing random table functions
Step 0. Set the algorithmic parameter 0 U K -"growth rate in step".
Step 1. It is calculated ) (
Step 2. In each grid node U T it is calculated ) (
Step 3. The obtained values are projected onto an admissible parallelepiped: if
The algorithm is complete.
Algorithm for constructing random relay functions
Step 0. The algorithmic parameter TP N is set -the number of nodes of the "relay" grid.
Step 1. A random grid
nodes is generated, such that
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Step 2. 
The criterion of convergence is an estimate of the probability of finding a global extremum
A statistical estimate of the existence probability of unidentified local extrema [4] is based on the probabilistic approach to the theoretical investigation of the random multistart-type algorithms. Modified for convenience of calculations, the formulas look as follows: )) / exp( ( log 10 Such a criterion of convergence cannot be held as fully adequate (its informativity depends strongly on the number of extrema in the problem; the sequence  is nonmonotonic on iterations), but other, more adequate criteria are yet to be developed.
The effect of algorithmic parameters on the computational properties of the proposed technique
Using the algorithms proposed in 3.1, the start controls are repeatedly generated, after which the extremum is searched using the original combination of reduced and conjugate gradients. The method stops depending on the value of the criterion given in paragraph 3. . However, the accuracy of such an approach cannot be overestimated: the informativeness of the technique used depends significantly on the dimension of the problem and the number of local extremums [4] , and the practice of applying the algorithm is still not large enough. It is more correct to consider  as an indirect characteristic of the quality of the multistart algorithm, the real value of which can be revealed by deep testing and long-term operation of the algorithm.
The optimal control problem for power system
Proposed in this paper computing technologies we used for solving nonconvex optimal control problem for power system [13] , [14] in following statement 
. The results of computational experiments for the first problem are presented in Fig. 1 -2 .
The minimum value of the objective functional is 30012
. This result was obtained by 9 sec of processor time (for a personal computer with characteristics: processor Intel Core i5-2500K and 16 Gb of RAM).
Optimization of the modes of the power grid with direct current elements
When solving control problems for the development and functioning of electric power systems, special attention is paid to regime reliability and stability in emergency situations caused by sudden equipment failures, staff errors, etc. The scientists of Melentiev Energy Systems Institute SB RAS were formulated the optimal control problem of the loading of DC-DC converters for the aggregated dynamic model of the Unified EPS of the USSR, represented by a two-node scheme^ Under normal operating conditions, the system is in equilibrium while 5 ) ( ) (
The imbalance is formed during a disturbance, which is expressed in a change of the coefficients 1 b , 2 b . Phase variables are satisfy the following constraints Fig. 1 . Optimal trajectories in the control problem for power system. 
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The problem is to transfer the system into normal mode after disturbance, i.e. search for controls that deliver a minimum of 
Conclusions
The main problem of searching global extremum in OCP is the problem of guarantees achievement. The paper proposes a technology for a global extremum search, which makes it possible to estimate the probability of finding a solution in the problems of the class under consideration. The idea of multistart based on proposed technique enables to create the computing technology which is not strongly depend on problem dimension and oriented to finding additional information about investigated object. The paper presents solutions to two optimal control problems for power systems. The computational experiments carried out made it possible to demonstrate the effectiveness of the proposed computing technique.
