The efficiency of a feedback mechanism depends on the precision of the measurement outcomes obtained from the controlled system. Accordingly, measurement errors affect the entropy production in the system. We explore this issue in the context of active feedback cooling by modeling a typical cold damping setup as a harmonic oscillator in contact with a heat reservoir and submitted to a velocity-dependent feedback force that reduces the random motion. We consider two models that distinguish whether the sensor continuously measures the position of the resonator or directly its velocity (in practice, an electric current). Adopting the standpoint of the controlled system, we identify the 'entropy pumping' contribution that describes the entropy reduction due to the feedback control and that modifies the second law of thermodynamics. We also assign a relaxation dynamics to the feedback mechanism and compare the apparent entropy production in the system and the heat bath (under the influence of the controller) to the total entropy production in the super-system that includes the controller. In this context, entropy pumping reflects the existence of hidden degrees of freedom and the apparent entropy production satisfies fluctuation theorems associated to an effective Langevin dynamics.
I. INTRODUCTION
Active feedback cooling is a well-established technique which is used to reduce the effective noise temperature of mechanical oscillators well below their operating temperature. It is now used in a wide variety of nano-electromechanical systems, and is a key ingredient for measuring force and mass with very high sensitivity, for limiting thermal noise in gravitational waves detectors, and for reaching the quantum regime of mechanical motion [1] . A commonly used procedure named cold damping consists in measuring the resonator displacement in real time and then applying through a feedback loop a velocity-proportional external force that increases the damping rate. As a result, the Brownian motion of the resonator (for instance, the mirror of an interferometric detector [2] or the cantilever of an AFM [3] ) is reduced. Ultimately, the feedback cooling efficiency (that is the minimum achievable temperature) is bounded by the noise of the detector, that is by the errors in the measurements.
Such a feedback loop thus plays the role of an external agent that detects the microscopic state of the system and then acts to modify its dynamical evolution. It is therefore natural to wonder how the information acquired through the measurement modifies the thermodynamics of the system, in particular the entropy balance equation and the second law. This issue, which is at the crossroad of information theory and nonequilibrium statistical mechanics, has attracted much attention recently [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] , in relation with significant advances in single-molecule manipulations and new fundamental developments in the stochastic thermodynamics of small systems [16] [17] [18] . Within this framework, nonequilibrium relations such as Jarzynski equality [19] and fluctuation theorems (FT) [20] have been generalized to systems under discrete feedback control by taking into account the mutual information between the state of the system and the measurement outcome. Mutual information quantifies the entropy reduction due to the interaction with the external agent (hereafter also called the controller) and provides a lower bound to the entropy production (EP) in the system. Measurement errors decrease mutual information, and thus limit the entropy reduction and the efficiency of the feedback control.
These results, however, are not directly applicable to cold damping. First, measurements and actuation are performed continuously in this process, i.e., repeated with a period shorter than the characteristic time scales of the system dynamics. In practice, the motion of the feedback-cooled resonator in the vicinity of a resonant frequency is faithfully described by an underdamped Langevin dynamics. Second, the feedback controller is not a genuine and conclude in section 5. Some additional (but important) calculations are detailed in three Appendices.
II. MODELS AND EQUATIONS OF MOTION
The physical systems studied in this paper are described by the underdamped one-dimensional Langevin equation mẍ + γẋ + kx = F th (t) + F fb (t)
where x(t) denotes the position of the resonator as a function of time, m is an effective mass, k is a spring constant, and γ is a linear damping. As usual, the resonator dynamics can be also described in terms of the angular resonance frequency ω 0 = k/m and the intrinsic quality factor Q 0 = ω 0 τ 0 = √ mk/γ, where τ 0 = m/γ is the viscous relaxation time. Eq. (1) correctly describes the small displacements of nanomechanical systems around the resonance frequency of a normal mode [1] . Alternatively, it may also describe a RLC electrical circuit: x(t) then represents the charge of the capacitor whereas the velocity v(t) ≡ẋ(t) is the current through the inductor (with the resistor R, inductor L, and capacitor C such that γ = R/L, ω 2 0 = 1/LC and m = L). One may also simply regard Eq. (1) as modeling the dynamics of a Brownian particle confined by a harmonic potential.
F th (t) = √ 2γT ξ(t) represents the thermal random force generated by the surrounding medium at temperature T , and ξ(t) is a Gaussian white noise with zero mean and correlation < ξ(t)ξ(t ) >= δ(t − t ) (for notational simplicity, Boltzmann's constant is adsorbed in the temperature throughout this paper). F fb (t) is the velocity-proportional control force which is applied to the resonator via the feedback loop. We consider the following two models: (i) model V, in which the velocity v(t) is continuously measured and the output signal of the detector is v (t) = v(t) + v n (t), where v n (t) is the measurement noise. The feedback force is then given by
where γ = gγ (g is the variable gain of the feedback loop), and y(t) obeys the differential equatioṅ
where τ is the relaxation time of the feedback circuit.
(ii) model P, in which the displacement x(t) is the observable and the output signal of the detector is x (t) = x(t) + x n (t), where x n (t) is the measurement noise. In this case
Since it is generally observed that the power spectral density of the measurement noise is flat in the frequency band of interest, we assume that v n (t) and x n (t) are delta-correlated in time:
v n (t) = S vn η(t)
x n (t) = S xn η(t) (6) where η(t) is a Gaussian white noise with zero mean and correlation < η(t)η(t ) >= δ(t − t ). We moreover assume that the two noises η(t) and ξ(t) are uncorrelated and that the spectral densities S vn and S xn do not depend on the gain g, which is a reasonable approximation 6 . Model V is thus defined by the two coupled linear Langevin equations mẍ + γẋ + kx + γ y = 2γT ξ(t) (7a)
whereas model P is defined by
or better
which is the form under which the model can be numerically studied. It is worth noting that the physical processes described by the above equations are Markovian if both x(t) and y(t) are observed, whereas the effective dynamics of x(t) obtained by solving Eqs. (7b) or (9b) for y(t) and inserting the result into (7a) or (9a) is non-Markovian 7 . This transformation is discussed in detail in [47, 48] and more recently in [35] for a system of coupled linear Langevin equations quite similar to Eqs. (7) . These equations were originally regarded as modeling the irreversible dynamics of a massive tracer in a granular fluid [49] , which is a quite different physical situation from the one considered here. However, the discussion in [35] about the influence of cross-correlations among different degrees of freedom on the entropy production is relevant to the present work.
A Markovian description is of course recovered in the limit τ → 0 as y(t) → v (t) and y(t) → x (t) in model V and P, respectively (note that the measurement itself is always Markovian since the measurement outcomes v and x do not depend on the state of the system at previous times). The motion of the resonator is then simply described by
in model V, and by
in model P. Eq. (10) with k = 0 is the equation studied in [11, 24] . It also corresponds to a simplified version of the model considered in [45] that describes the feedback cooling of a macroscopic electromechanical oscillator. On the other hand, Eq. (11) is typically used to describe the feedback cooling of a cantilever [3] . It is clear, however, that this equation is ill-defined mathematically if x n (t) is a white noise. Therefore, as we already pointed out, the introduction of a finite relaxation time τ may also be regarded as a way to circumvent this problem without having to describe the frequency dependence of the measurement noise, which is generally unknown. In practice, for the cooling to be efficient, τ must be much smaller than m/(γ + γ ), the effective viscous relaxation time of the feedback-controlled oscillator, so that y(t) (in model V) andẏ(t) (in model P) follow v(t) fast enough. In other words, the dynamics of the controller must be much faster than the dynamics of the system, otherwise the information about the instantaneous velocity is lost.
III. ENTROPY PRODUCTION WITH ERROR-FREE MEASUREMENTS: A REMINDER
The entropy production in a cold damping setup in the absence of measurement errors was first investigated in [21, 22] and revisited by us in a previous work [23] . The feedback force is given by
and the system is thus described by the Langevin equation
which is also obtained from Eqs. (10) and (11) for v n (t) = x n (t) = 0. Accordingly, the probability distribution function p t (x, v) at the ensemble level satisfies the Fokker-Planck (FP) equation
which is conveniently rewritten as
where
is a probability current (in what follows, time is often put as an index for better readability). Although one can directly derive the entropy balance equation at the ensemble level [21] , it is helpful to consider the various thermodynamic quantities at the level of an individual stochastic trajectory, as done in [22, 23] , in order to better understand the origin of entropy pumping. The ensemble average is then taken in a second stage. Let {x s } s∈[0,t] denote a trajectory generated by Eq. (13) during the time interval 0 ≤ s ≤ t with an initial state drawn from some probability distribution p 0 (x, v). Within the framework of stochastic energetics [16] , the energy balance equation (or first law) is obtained by multiplying Eq. (13) byẋ t and integrating over the time interval [0, t]. This yields
is the change in the internal energy of the (Brownian) system,
is the work done by the feedback force on the system, and
is the heat dissipated into the thermal environment 9 which can also be identified with an entropy increase in the medium ∆s m [{x s }] ≡ q[{x s }]/T . The crucial point is that this quantity can also be written in the form [23] 
8 Throughout this paper, products of stochastic variables and stochastic integrals are defined within the Stratonovich interpretation and denoted by •. 9 By convention, we assign a positive sign to q[{xs}] if the energy is dissipated into the bath.
is the conditional weight of the path {x s } s∈ [0,t] given the initial point (x 0 , v 0 ) and P − [{x s }|x 0 ,v 0 ] is the conditional weight of the time-reversed path {x s } s∈[0,t] (defined byx s ≡ x t−s ,ẋ s ≡ −ẋ t−s ) generated by the "conjugate" Langevin equation in which γ is replaced by −γ . The additional term
is interpreted as an "entropy pumping" arising from the contraction of momentum phase space due to the feedback force 10 . This is a unique feature of a velocity-dependent feedback control [21, 22] . As stressed in [23] , the fact that γ must be treated as an odd variable under time reversal in order to relate ∆s m [{x s }] to the microscopic irreversibility of trajectories is not harmless: it implies that there is no steady state with the conjugate dynamics when γ > γ, which is the common situation encountered in cold damping setups.
Introducing the stochastic entropy of the Brownian system [50] [51] [52] ,
where p t (x t , v t ) is the solution of the Fokker-Planck equation evaluated along the trajectory, the entropy production for each realization of the stochastic process in the time interval [0, t] is then defined as
As a direct consequence of Eqs. (21) and (26) 
In other words, the total variation of entropy in the system plus the bath may be negative on average (which may look as a violation of the second law of thermodynamics if the role of the external agent is ignored) but this quantity is always bounded from below by −(γ/m)t. In this sense, −∆s pu plays a role similar to mutual information in the generalization of the second law to systems under feedback control [14] .
> become the non-equilibrium thermodynamic quantities defined at the ensemble level, and the corresponding averaged rates are given by [21] 
The entropy balance equation (or generalized second law) then takes the forṁ
This equation can also be derived directly by taking the time derivative of the system Gibbs-Shannon entropy
and inserting the Fokker-Planck equation (15) . Note that J t (x, v), as defined by Eq. (16), is actually the irreversible component of the total probability current [56] since γ is odd under time reversal. Therefore, Eqs. (29) and (30a) are in agreement with the general definitions of the non-negative irreversible entropy production and of the heat flow in a stochastic system with odd and even variables (see e.g. [55] ).
The ratesΣ andṠ m have simple expressions in the NESS where the solution of the FP equation has the form of an equilibrium Gibbs distribution
with an effective temperature lower than T
ThenΣ
Hence, heat flows from the reservoir to the system on average, and Eq.(36a) merely describes the entropy flux between two objects at temperature T and T eff .
IV. ENTROPY PRODUCTION AND ENTROPY PUMPING WITH MEASUREMENT ERRORS
We now build on the analysis of the preceding section to study the EP in models V and P described by Eqs. (7) and (9), respectively. Thanks to the linearity of the Langevin equations, the probability distributions and the power spectral densities can be explicitly calculated in the NESS and their expressions are given in Appendix A.
A. Model V in the limit of a Markovian feedback We first study model V in the limit τ = 0, that is when the feedback force is directly proportional to the output signal of the detector
and the Langevin equation reads
The first question that arises is whether the previous analysis at the level of an individual stochastic trajectory {x s } s∈[0,t] can be generalized. The key feature is that the probability of the trajectory only contains the total noise acting on the system. Indeed, since the sum of two independent Gaussian noises is also a Gaussian noise, the trajectories generated by Eq. (39) are also generated by the Langevin equation
where T = γ S vn /2 has the dimension of temperature and ρ(t) is a zero-mean, delta-correlated noise < ρ(t)ρ(t ) >= δ(t − t ). As a result, the conditional path probability P + [{x s }|x 0 , v 0 ] is given by Eq. (22) with T replaced by (γT + γ T )/γ. It follows that
(noting that the product γ T = γ 2 S vn /2 is no affected by the change γ to −γ ). The problem is that this logratio cannot be considered as a sensible definition of the entropy production σ[{x s }] along the trajectory. In the first place, the second term in the right-hand side does not identify with ∆s m [{X s }] ≡ q[{X s }]/T , the entropy change in the medium, where the exchanged heat is defined in the usual way as
where y s =ẋ s + S vn η s . As indicated, q and ∆s m are now functionals of
(or functionals of the two noises {ξ s } and {η s }). In the second place, the average of Eq. (41) in the NESS does not depend on the measurement noise. Indeed, since the stationary probability distribution is again given by Eq. (34) with an effective temperature
Eq. (41) yields
which is the same as Eq. (36b) for an error-free measurement 12 . Therefore, defining the entropy production from the microscopic irreversibility of the trajectories {x s } s∈[0,t] is not pertinent in the present context (alternatively, one could consider the probability of {X} s∈[0,t] , but this amounts to changing the level of description of the system since y s is no more a "hidden" variable, as will be discussed below and in more detail in the next section).
To bypass this difficulty and still define the EP and the entropy pumping for T > 0, there is no other choice than to work at the ensemble level from the outset as was done originally in [21] . To this end, the different terms in the Fokker-Planck equation must be rearranged appropriately. From Eq. (40), this equation reads
plays the role of an effective (or apparent) feedback force. In this form, the FP equation is quite similar to Eq. (15) for T = 0, that is for an error-free measurement. In particular, the probability current J t (x, v) keeps the same definition, which is justified by the fact that Eq. (30a) still gives the correct result for the average heat
where the average is taken over all possible realizations {ξ s } and {η s } of the noises in the time interval [0, t] 13 . Accordingly, the entropy balance equation obtained by taking the time derivative of the Gibbs-Shannon entropy is formally the same as for
whereΣ(t), the non-negative apparent entropy production rate 14 , is given by Eq. (29),Ṡ m (t) is given by Eq. (30), andṠ
Eq. (49) generalizes the entropy pumping in presence of measurement errors and is the main result of this section (as it must be, the results of [21] recalled in section 3 are recovered for T = 0, withΣ →Σ). In general, the entropy pumping is time-dependent and the physical meaning of the second term in the right-hand side of Eq. (49) is not transparent. Things become more intelligible in the NESS as the probability distribution p st (x, v) has again the form of a Gibbs-Boltzmann distribution with T eff given by (43) . The apparent feedback force (47) is then proportional to the instantaneous velocityF
with an apparent damping coefficientγ
Eqs. (29), (30a), and (49) then yieldΣ
Hence, the picture of heat exchange between two objects at temperature T and T eff is still pertinent in the NESS, with the measurement noise only increasing the value of T eff and thus reducing the efficiency of the cooling[1]. Eq. (51a) shows that this can also be interpreted as a weakening of the apparent feedback force, which in turn decreases the average heat flow coming from the reservoir and the apparent EP. We also remark that −Ṡ pu decreases as T increases 15 . SinceṠ m −Ṡ pu ≥ 0 from Eq. (48) (asṠ sys = 0 in the NESS by definition), the standard formulation of the second law is less and less "violated" as the measurement error increases, which again shows that entropy pumping plays a role similar to mutual information in the generalization of the second law (39) is viewed as describing a Brownian particle coupled to two heat reservoirs.
As shown in Fig. 1 , the apparent EP rateΣ has an interesting behavior as a function of the feedback gain g = γ /γ, in relation with the behavior of the resonator temperature T eff . As is well known in the theory of feedback cooling [1, 3] and is indeed observed experimentally (see for instance [45] for a setup related to model V), the temperature T eff reaches a minimum at a certain value g min of the gain for a given signal-to-noise ratio (SNR) 17 . Above g min , too much T . 16 Note that Eqs. (52)- (54) are not specific to a harmonic model and are more universally valid (e.g., if one adds an additional quartic term in the potential) as long as the feedback force is proportional to the output signal of the detector, as given by Eq. (38) . The stationary probability distribution is then still a Gibbs-Boltzmann distribution and the effective temperature is defined by Eq. (43) . In particular, the apparent feedback force keeps the suggestive form of Eq. (50). 17 Eq. (43) yields g min = √ 1 + SN R − 1 and thus T eff,min = 2T ( √ 1 + SN R − 1), where SNR≡ S g=0 vv (ω 0 )/Sv n is the ratio of the original detector noise is fed back to the resonator and T eff starts to increase. In particular, T eff = T for g = 2T /(γS vn ) =SNR (which corresponds to T = T ): the resonator is then at equilibrium with its environment, as if there were no feedback. For even larger values of g, the resonator is heated. Interestingly, Eqs. (52) tell us that the apparent EP rate is maximal when T eff is minimal and, as can be seen in Fig. 1 , the essential contribution to the EP around g min comes from entropy pumping (|Ṡ pu /Ṡ m /| g=gmin ≈ √ SN R/2). Loosely speaking, one may say that the optimal cooling is achieved when the controller extracts the maximal information about the state of the system via the measurement. This can also be put in relation with the behavior of the spectral density S v v (ω) of the output signal v = v + v n , as noticed in [45] . Finally, we stress that the entropy pumping vanishes for T = T like the heat flow from the reservoir, so that there is no EP on average, as the heating due to the detector noise exactly compensates the cooling due to the extra friction.
At this stage, it is interesting to compare the above results to those obtained when Eq. (39) is regarded as a Langevin equation describing a Brownian particle coupled to two thermal environments at temperatures T and T . This is a model (with or without the harmonic trap) which is often discussed in the literature [32, [59] [60] [61] [62] [63] [64] (see also [16] and the recent experimental work described in [65] ) as it is probably the simplest example of heat conduction. In this interpretation, the heat flowing from each thermostat to the particle drives the system out of equilibrium, and to correctly distinguish the two heat flows the Fokker-Planck equation (45) is written as
This leads to the entropy balance equation (see e.g. [32] )
whereṠ m (t), the entropy flow to the second reservoir, is defined likeṠ m (t) (with T and J t (x, v) replaced by T and
In the steady state, this yieldsΣ
Eq. (59b) is the usual thermodynamic expression for the average EP rate associated with a steady heat flux between two reservoirs mediated by a device with thermal conductivity γγ /[m(γ + γ )] (see e.g [32, 59, 60] ). This expression is quite different from the average apparent EP rate given Eq. (52b) (whereasQ does not change). Indeed, Eq. (52a) has not the same physical content as Eq. (59a) since only the two temperatures T and T eff come into play in the former case and T is only introduced for convenience (changing T changes the value of T eff ). In other words, at the level of description corresponding to Eq. (52), the entropy exchange with the external agent is not associated with another heat flow but only manifests itself in the form of entropy pumping. This makes a big difference since thermal noise peak (i.e., without feedback) to the detector noise floor. From Eq. (A11a) with τ = 0, SNR= 2T /(γSv n ). Hence
the average EP rate given by Eq. (52b) remains finite when the measurement becomes error-free (T → 0) whereaṡ S m =Q/T and thusΣ given by Eq. (59b) diverge 18 (see [28] for a closely related discussion in the case of a true Maxwell demon). Moreover, as a function of g,Σ does not display any extremum at g = g min , which shows that this quantity does not reflect the interesting physics of the problem. More fundamentally, there is no rationale for considering T as the genuine temperature of another reservoir in the context of cold damping. It it worth noting, however, that Eq. (59b) is also the expression of the average EP resulting from the analysis performed in [24] , as can be readily checked. In this work, the Langevin Eq. (39) (with k = 0) is obtained by taking a suitable continuous-time limit of a discrete series of independent measurements of the velocity (as originally considered in [11] ) 19 . A quantity that identifies with ∆S m (the change in entropy of the second "heat" reservoir) is then interpreted as the "entropy production due to the measurement process" and contributes to the total EP. In the light of the above discussion, it is clear that this corresponds to another level of description of the system. We shall come back to this issue in the next section and in Appendix C. Now that we have defined the average (apparent) EP rate associated with the Fokker-Planck equation (46), let us again consider individual trajectories and see whether we can define a corresponding (apparent) EP functional. The main problem is to relate the entropy pumping to a momentum phase space contraction like in the case T = 0. To simplify the discussion, and also because this is the normal regime of a cold damping setup, we only consider stationary trajectories. Then, Eq. (50) immediately suggests to replace the original Langevin equation (39) by the effective equation
which can be rewritten, using Eq. (51a), as
By construction, this equation leads to a NESS with the same probability distribution p st (x, v) as Eq. (39 
is the probability of a path {x s } s∈[0,t] generated by Eq. (62) in the NESS (resp. by the conjugate equation withγ replaced by −γ ), satisfies the IFT < e −σ[{xs}] > ef f,st = 1. A proper detailed fluctuation theorem can be also obtained following [23] . By construction, (1/t) <σ[{x s }] > ef f,st and (1/t) <q[{x s }] > ef f,st identify with the average apparent EP rate and the average heat flowQ given by Eqs. (52b) and (53b), respectively.
Let us finally remark that the effective Langevin equation can also be derived from the original Langevin equation (39) by replacing the measurement noise η(t) by its projection onto the space spanned by the stochastic variables x and v, which is defined asη
Since < η • x >= 0 and < η • v >= − √ 2γ T /(2m), one hasη st = √ 2γ T /(2T eff ) v and Eq. (62) is recovered by inserting this result into Eq. (39) . This procedure will be useful to derive similar effective Langevin equations in what follows.
We now generalize the above analysis to the case τ > 0. Whereas Eqs. (7) describe the coupled dynamics of the two processes x(t) and y(t), we are interested in the apparent entropy production associated with x(t) only. Like in the overdamped case considered in [35] , the coupling makes the effective dynamics of x(t) no longer Markovian, as we have already noticed. However, since the Langevin equations are linear, the path probability P + [{x s }] is Gaussian in the NESS, and the ratio P + [{x s }]/P − [{x s }] can be easily computed by going to Fourier space, as shown in Appendix B. It turns out that the average of this quantity is independent on the measurement error, like for τ = 0. Therefore, again, we cannot define an apparent EP functional from the microscopic irreversibility of the trajectories {x s } and we need to first derive the entropy balance equation at the ensemble level.
We thus consider the time evolution of the Shannon entropy S sys (t) = − dxdv p t (x, v) ln p t (x, v) where p t (x, v) is the marginal of the joint distribution p t (X) ≡ p t (x, v, y) which obeys FP equation (A2). Specifically, for model V,
and T = γ S vn /2 like before. Integrating over y yields the FP equation for p t (x, v),
where the current
has the same definition as before, and the apparent feedback force is now defined as
whereỹ
Therefore, the only difference with the preceding calculations for τ = 0 lies in the definition ofF fb (x, v, t). By taking the time derivative of S sys (t), we thus again obtain Eq. (48) withΣ(t) andṠ m (t) given by Eqs. (29) and (30), respectively, whereas the entropy pumping is now given bẏ
The physical meaning of this contribution is again more transparent in the NESS where p st (X) is given by the Gaussian distribution (A3) and the effective (kinetic) temperature is
with γ eff defined by Eq. (A6). A straightforward calculation then yields
where the elements of the covariance matrix σ are given by Eqs. (A5). The apparent feedback force defined by Eq. (70) thus includes an additional contribution proportional to the instantaneous position of the resonator. However, from Eq. (72), only the viscous part ofF fb,st (x, v) contributes to the entropy pumping and the rate can be again expressed asṠ pu = −γ /m with an apparent friction coefficient
where Eq. (A7a) has been used to go from Eq. (75a) to (75b) (note thatγ = γ (T
eff , in contrast with Eq. (51a)). Specifically, we obtainΣ
which generalize Eqs. (52), (53), and (54), respectively. Since γ eff → γ + γ when τ → 0, these equations are recovered in this limit, as it must be. Furthermore, the apparent EP still reaches a maximum as a function of the gain g = γ /γ when T 
which can be rewritten, using Eqs. (A7), as
is another effective temperature characterizing the motion of the Brownian entity
20
(see below section 4C). By construction, this equation leads to the same marginal distribution p st (x, v) as Eqs. (7). The apparent heat dissipated in the environment is then given bỹ
and the corresponding apparent EP functionalσ[{x s }] ≡ ∆s sys + ∆s m [{x s }] + (γ /m)t gives back Eq. (76) upon averaging. The reason for using the term "apparent" like in [38] should now be clear. Apart from the presence of the entropy pumping contribution, which is specific to the present problem, the definition of the path-dependent apparent EP is the same as the one introduced in [38] for an overdamped dynamics 21 : the total force acting on the observed particle, which depends on the "hidden" degrees of freedom (here, y), is replaced by its conditional expectation, that is by its projection on the subspace spanned by the accessible degrees of freedom (here, x and v) 22 [0,t] in the "super-system". As already stressed, this is not the viewpoint adopted in this work, in contrast with [24] . Moreover, this EP is rather artificial in the present context since Eqs. (7) do not describe the actual physical processes inside the controller. On the other hand, the comparison with the apparent EP defined above may be interesting from the perspective of the influence of coarse graining on entropy production, in particular in the light of the analysis carried out in [35] . Indeed, if one forgets the harmonic potential kx 2 /2, model V is identical to the two-temperatures underdamped model considered in [35] (Appendix B) that describes the irreversible dynamics of a massive tracer in a granular fluid [47] [48] [49] . For completeness, and also because this sheds some light on the analysis of [24] , the calculation of the EP in the super-system (the "total" EP) is detailed in Appendix C. Note in particular Eq. (C15) which states that the average total EP rate is always larger than the average apparent EP rate. This is consistent with the general expectation that an incomplete description of a system results in an underestimation of the actual dissipation. However, in the present case, sinceσ[{x s }] = ln P + [{x s }]/P − [{x s }], this inequality does not follow from the general argument that a Kullback-Leibler divergence (or relative entropy) always decreases upon coarse graining [66] (see also [31] ).
C. Model P
Since it would be tedious to repeat everything for model P, we only point out the main differences with model V and give the main results. We first recall that the model described by Eqs. (9) is ill-defined for τ = 0 because the measurement noise on the resonator position x n (t) = S xn η(t) is approximated by a Gaussian white noise. This implies that some quantities diverge in the limit τ → 0 (see Eqs. (A8)), in particular the effective kinetic temperature T (v) eff in the NESS which is given by
where T ≡ γ S xn /(2τ 2 ) has the dimension of a temperature (the important new feature is that T diverges for τ → 0, in contrast with the corresponding quantity in model V). On the other hand, the other effective temperature T
eff , which is the one usually considered in experiments [3] , remains finite in this limit 24 , 21 The present system, however, is quite different from the one studied in [38] which involves two interacting Brownian particles and two NESSs that can be controlled independently. Here, there is only one Brownian entity and a single steady state. 22ỹ (x, v, t), as defined by Eq. (71), is in fact the minimum mean-squared error (MMSE) estimator of y for given x and v, that is the Bayes estimator that minimizes the mean-squared error < (ỹ − y) 2 >, where the expectation is taken over x, v and y. Since all variables are jointly Gaussian in the NESS, this estimator is a linear function of x and v, as shown by Eq. (74). 23 This is also true for the apparent EP defined in [36] . This trajectory-dependent functional does not obey a FT if the dynamics is described by the original Langevin equation (only FT-like symmetries may be preserved, depending on the experimental parameters).
On the other hand, if one defines an effective dynamics (which generates different stochastic trajectories) by replacing the actual force acting on the observed particle by its conditional expectation computed with the full stationary probability distribution, the apparent EP then obeys a FT with this effective dynamics. 24 Here, to facilitate the comparison with experiments, we use the parameters τ 0 = m/γ, ω 0 = k/m and Q 0 = √ mk/γ to describe the resonator instead of k, m, and γ. The temperature T
eff is denoted T mode in [3] .
which is Eq. (5) in [3] (with k B = 1 and the two-sided convention for the spectral densities, see footnote [29] in Appendix A). As pointed out in Appendix A (see Eqs. (A13)), this can be traced back to the behavior of S xx (ω), the power spectral density (PSD) of x, at large frequencies: in the limit τ → 0, the integral of S xx (ω) over ω is finite whereas the integral of S vv (ω) = ω 2 S xx (ω) diverges, which is also the case for the integral of S x x (ω), the PSD of the measured displacement x = x + x n (i.e. the PSD of the detector output) 25 . Another significant difference with model V is the fact that there is no positive value of the feedback gain g = γ /γ for which the resonator is at equilibrium with the environment. This can be readily seen from the above equations which show that T eff cannot be simultaneously equal to the heat bath temperature T . In other words, the detailed balance condition is never satisfied and there is always dissipation in the system 26 . Using the same method as previously, we first define the apparent EP at the ensemble level. The Fokker-Planck is somewhat more complicated than in model V and reads
the cross derivatives arising from the fact that the noises in the r.h.s of Eqs. (9a) and (9b) are correlated. However, these terms to do contribute after integrating over y, and the FP equation for the marginal probability distribution p t (x, v) = dy p t (x, v, y) can be written as
where the current J t (x, v) has the same expression as in model V (see Eq. (69)), and the apparent feedback force is now defined asF
withỹ(x, v, t) given by Eq. (71). This is the main difference with model V, andΣ(t) andṠ m (t) are again given by Eqs. (29) and (30) in the entropy balance equation (48) , whereas the entropy pumping iṡ
Eq. (87b) is in general different from Eq. (72b), but the entropy pumping rate in the NESS, after using Eq. (74) and Eq. (A9b), can be again expressed asṠ pu = −γ /m with an apparent friction coefficientγ given by Eq. (75b).
Similarly,Σ andṠ m are given by Eq. (36a) and Eq. (37a), respectively. Hence, all the terms in the entropy balance equation are formally the same as in model V and only the value of the effective kinetic temperature changes. Explicitly, we obtainΣ
with γ eff given by Eq. (A6). As it must be, the results of [21] recalled in section 3 are recovered by setting T = 0 (i.e. S xn = 0) and τ = 0. On the other hand, if S xn = 0, bothΣ andṠ m diverge like 1/τ as τ → 0 (whereas the entropy pumping rate stays finite), as a consequence of the divergence of the noise temperature T .
To derive an effective Langevin equation in the NESS, we cannot simply replaceẏ byẏ st (x,ẋ) in Eq. (8a) as this would introduce an effective mass in the problem. What must be done is to project both y and the noise η on the subspace spanned by the variables x and v. We thus definẽ
where we have used < η • x >= 0 and < η • v >= −1/(2m) √ 2γ T to derive the second equality. Then, replacing y byỹ st (x,ẋ) and η byη st (x,ẋ) into Eq. (9a) yields the effective Langevin equation
which can be exactly rewritten, using Eqs. (74), (A9b), and (A9c), as Eq. (80) in model V 27 . The apparent heat dissipated in the environment is defined as Finally, we can again compare the apparent EP to the (total) EP in the super-system that contains the full statistical information on the degrees of freedom x and y. The calculation is more complicated that the one performed in Appendix C for model V because the noises coming into play in Eqs. (9) are correlated. Here, for brevity, we only give the expression of the entropy balance equation in the NESS,
where Eqs. (A9) are used to obtain the last expression. This quantity does not vanish for T = T and it can be easily checked that it is always larger thanΣ. We also notice that TṠ m + T Ṡ m = (γ /m)T . Therefore, if one associates T Ṡ m to the heat flowQ from a second reservoir at temperature T , one hasQ +Q = 0. Accordingly, Σ =Q(1/T − 1/T ), in contrast with model V. To illustrate the above equations, let us consider the feedback cooling of the fundamental mechanical mode of a cantilever. As an example, we take the ultrasoft silicon cantilever studied in [3] , with intrinsic quality factor Q 0 = 44200, resonant frequency ω 0 = 3.9KHz, and spring constant k = 86µN/m. This cantilever is cooled from a base temperature of 4.2 K, and the spectral density of the measurement noise is S xn ≈ 10 −2Å / √ Hz, as estimated from 3600 3800 4000 4200
Frequency (Khz) fits of the measured spectra. Specifically, we take S xn = 4.10 −4Å2 /Hz, which from Eq. (83) yields T
eff (g = 544) = 8.3 mK for τ = 0 in agreement with the value indicated in Fig. 3 of [3] . Finally, we choose the value τ = 0.1ms for the relaxation time of the feedback mechanism. This choice is rather arbitrary and is mainly done to illustrate the model behavior (the actual relaxation time in the experiment described in [3] is certainly much smaller: see the discussion at the end of the section). Note that this value is much smaller than the effective momentum relaxation time τ 0 /(1 + g), even for the largest value of g considered in the experiments (and moreover 2π/τ ω 0 ). This guarantees that the resonator is still efficiently cooled in the vicinity of its resonant frequency.
As shown in Fig. 2 , this small but finite value of τ slightly modifies the measured spectral density S x x (ω) of the cantilever computed from Eq. (A13b). In particular, the resonant frequency is now dependent on the feedback gain 28 . Note that the peak in S x x (ω) changes into a dip in the high gain regime as the detector noise sent back to the Brownian system dominates and acts to heat the mechanical device, an effect known as "noise squashing" [2, 3, 45] . Accordingly, integrating the observed spectrum S x x (ω) over ω leads to an underestimation of the actual resonator temperature. The true resonator motion S xx (ω) can be recovered by using the theoretical expression, Eq. (A13a), or can be directly measured by adding a second transducer outside the feedback loop [68, 69] .
As could be expected, in presence of a finite relaxation time, the feedback cooling becomes less effective, and the minimal achievable temperature T (x) eff increases, as shown in Fig. 3 (a) , albeit very slightly (from 4.3 mK for τ = 0 to 4.6 mK for τ = 0.1ms). On the other hand, for this value of τ , the two temperatures T (x) eff and T (v) eff are very close one to each other around the minimum. Accordingly, the apparent EP rateΣ displayed in Fig. 3(b) is maximal when
eff is close to its minimum. We also notice that the essential contribution toΣ comes from the entropy pumping sinceṠ m is very small in the whole range of g that is experimentally explored. This was also observed in model V for τ = 0 (see Fig. 1 ). This picture changes for much larger values of the gain (typically g > 10 6 ) as the resonator is heated instead of cooled. The main contribution toΣ then comes from the heat dissipated into the environment and entropy pumping is negligible.Σ thus reaches a minimum for some large value of g (beyond the scale of Fig. 3 (b) and unrelated to the minimum observed for the total EP rateΣ), but in contrast with model V, this minimum is positive since there is always dissipation in the system, as we already stressed. Finally, let us again emphasize that the feedback relaxation time τ is expected to play a role only for resonance frequencies in the MHz range onwards. In this respect, the value τ = 0.1 ms chosen here for illustrative purposes only is certainly too large. Taking a much smaller value would drastically change the qualitative picture in Fig. 3 sincė Σ andṠ m both diverge as τ → 0 (whereasṠ pu is finite), as already noticed. This spurious behavior of the model comes from the (commonly made) assumption that the measurement noise is white. Introducing some cutoff at large frequencies would suppress these divergences and allow us to take a more realistic value of τ . This, however, would add another (rather arbitrary) parameter in the model and somewhat complicate the description.
V. CONCLUSION
In this paper, we have generalized the results of [21] [22] [23] to take into account the effect of measurement errors (or detector noise) on the entropy production (EP) in a cold damping process. This has led us to consider two models (called P and V) that distinguish whether the position of the resonator or its velocity (in practice an electric current) is the observable, as the two situations actually occur in experimental setups. We also have assigned a finite relaxation time to the feedback mechanism, which may play a role at high frequencies, but is also required to regularize model P when the detector noise is white. This makes the feedback control non-Markovian.
To define the EP, we have adopted the viewpoint of the controlled system, as in [21] [22] [23] and in most recent studies of the thermodynamic behavior of feedback-controlled systems. In this framework, we have defined and computed in the nonequilibrium steady state the entropy pumping that describes the entropy reduction in the system due to its interaction with the external agent which manipulates the feedback control (and which in this case is not a genuine Maxwell's demon). For error-free measurements, the entropy pumping can be ascribed to the momentum phase space contraction induced by the additional damping force. The situation is more complicated in the presence of noise as one cannot any more relate the heat dissipated along a stochastic trajectory of the system to time irreversibility (more precisely, this identification would lead to an unphysical result, independent of the measurement noise). A proper relationship only exists if one considers the super-system that also includes the external agent, as done in [24] . Accordingly, in the presence of measurement errors, the entropy pumping cannot be simply associated to a contraction of momentum phase space. This has led us to define the entropy pumping rate and the non-negative EP rate at the ensemble level by using the (coarse-grained) Fokker-Planck equation to derive the average entropy balance equation (i.e., the generalized second law). This is the proper generalization of the results of [21] . In particular, the EP rate (called the apparent EP rate as in [38] ) in the nonequilibrium steady state remains finite in the limit of error-free measurements whereas the total EP rate in the super-system diverges. Moreover, we have shown that the behavior of the apparent EP as a function of the feedback gain is consistent with the expected behavior of the dissipation in a cold damping setup: it is maximal when the feedback cooling is the most efficient. In the cooling regime, it is found that the main contribution to the EP comes from the entropy pumping whereas the average heat flow coming from the bath plays a negligible role. Measurement errors decreases the entropy pumping (in absolute value), and the dissipation is in turn reduced. It would be interesting to generalize these observations to transient regimes, for instance when the cooling is abruptly switched on or off, as considered in [2] .
Finally, we have shown that trajectory-dependent functionals can be defined in the nonequilibrium steady state by replacing the original Langevin dynamics by an effective dynamics. The so-defined apparent EP functional then obeys fluctuations theorems with the new trajectories generated by this effective dynamics.
and the stationary solution is given by the Gaussian distribution [56, 70] 
where the covariance matrix σ is solution of the algebraic matrix equation
In model V, the 3 × 3 damping matrix Γ and the covariance matrix D are
where T ≡ γ S vn /2. By solving Eq. (A4) we then obtain the following expressions for the elements of the covariance matrix σ:
is an effective friction coefficient (recall that τ 0 = m/γ and Q 0 = √ mk/γ = ω 0 τ 0 ). Note the useful relations
Similarly in model P,
where T ≡ (γ /τ 2 )S xn /2. This yields
Note again the useful relations
The power spectral densities of v (resp. x), the actual velocity (resp. displacement) of the resonator, and v = v + v n (resp. x = x + x n ), the observed velocity (resp. displacement) are obtained by using the expression for the spectrum matrix of a multivariate Ornstein-Uhlenbeck process in the stationary state [70] ,
For model V, this yields
and S F th ≡ 2γT is the white spectral density of the thermal noise force 30 . Similarly, for model P:
The only difference with the PSDs of model V is the absence of the factor ω 2 in the terms proportional to S F th . Eqs.
(A13) reduce to Eqs. (3) and (4) of [3] for τ = 0. One can also check that T
S vv (ω)dω, which shows that the divergence of the kinetic temperature as τ → 0 is related to the behavior of S vv (ω) = ω 2 S xx (ω) at high frequencies. . (7a) . This is the procedure used in [35] for a very 30 In this work we use the two-sided convention for a spectral density, i.e. S α,β (ω) ≡ +∞ −∞ e iωt φ α,β (t)dt where φ α,β (t) is a timetranslational invariant correlation function in the stationary state. Hence, S F th = 2γT for the PSD of the Langevin thermal force. On the other hand, the one-sided convention is often used in experimental papers, for instance in [3] (accordingly, Sx n , the spectral density of the measurement noise in [3] is two times larger than our Sx n ). similar (but overdamped) model 31 . In the NESS, however, one can simply use the fact that P + [{x s }] is Gaussian and given in the Fourier (frequency) domain by
where S xx (ω) = S vv (ω)/ω 2 is the power spectrum distribution of the position x (the normalization factor does not play any role in what follows). We stress that the influence of the initial conditions is neglected when going to the frequency domain, which is correct as long as one only considers expectation values 32 . Using the expression of S vv (ω) given by Eq. (A11a) and replacing S vn by 2T /γ , we obtain after some simple manipulations
where D(ω) is given by Eq. (A12). The probability P − [{x s }] for the time-reversed trajectory is then obtained by replacing x(ω) by x(−ω) and changing γ to −γ . This readily yields
This logratio depends on the measurement noise via the presence of T in the denominator. However, this dependence disappears when performing the average. Indeed, since S xx (ω) ≡< x(ω)x(−ω) > st by definition, we obtain
This integral can be computed analytically and after some tedious but elementary algebra we obtain the very simple result
with γ eff given by Eq. (A6). This result generalizes Eq. (44) for τ > 0 but cannot be taken as a pertinent definition of the EP rate since it is independent of the measurement noise.
Appendix C: Entropy production in the super-system (model V)
In this Appendix, we compute the entropy production in model V when the full statistical information on the microscopic degrees of freedom is available, that is when the two trajectories {x s } s∈[0,t] and {y s } s∈[0,t] can be observed. The EP along the trajectory {X s } s∈[0,t] can then be defined in the standard way from the logratio of the probabilities of the forward and reverse paths. Since the two noises ξ(t) and η(t) are independent and Gaussian distributed, the probability of the path {X s }, conditioned on the initial state X 0 = (x 0 , v 0 , y 0 ), is given by (C1) 31 As explained in [35] , this route is only valid if the initial condition y 0 is chosen from a specific random distribution. Hence, this route is useful in the asymptotic long-time limit only. 32 Indeed, we have shown in [23] that the so-called 'boundary' terms may have a dramatic effect on large fluctuations, a problem that occurs when the position and velocity of the particle are unbounded; this issue was already pointed out in [71] . To obtain the correct expression of the boundary terms, there is no other choice than performing the functional integration of P[{Xs}], which is a workable but tedious calculation.
The backward path {X s } s∈[0,t] is then defined by the time-reversal operationx s ≡ x t−s ,ẋ s ≡ −ẋ t−s ,ŷ s ≡ y t−s ,ŷ s ≡ −ẏ t−s , which yields 
where ∆s sys = ln p 0 (X 0 )/p t (X t ). By construction, σ[{X s }] satisfies the standard fluctuation theorems [18] . Note that y has been treated as an even variable under time reversal in order to derive Eq. (C3) (despite the fact that it has the dimension of a velocity). This is 
where T = γ S vn /2 (this corresponds to Eq. (B7) in [35] ). At this stage, the quantity ∆s m [{X s }] has no definite physical meaning. However, if T is the actual temperature of a second heat bath coupled to the Brownian particle, and Eq. (7b) is rewritten as (γ τ )ẏ + γ (y −ẋ) = 2γ T η(t) , 
is the heat exchanged with this second reservoir. Interestingly, Eq. (C6) is also the result obtained in [24] for the EP associated to Eq. (39) when the contribution of the feedback controller is included (indeed, note that the above equations have a well-defined limit for τ = 0). In this case, as noted in section 4A, ∆s m [{X s }] corresponds to the time-continuous limit 18 of the quantity ∆s p which is interpreted in [24] as the entropy production due to the measurement process. From the expression of ∆s p (see Eq. (7) in [24] ), one can easily see that the definition of the (discrete) reverse process proposed in [24] amounts to treating y as an even variable under time reversal in the continuous-time limit. In this respect, it is not surprising that the EP of the full system computed in [24] obeys the detailed FT.
Upon averaging, one recovers from Eq. (C5) the balance equation obtained from the time derivative of the Shannon entropy. The Fokker-Planck equation (66) is then written as
where J t (X) and J t (X) are the irreversible components of the probability currents defined as
J t (X) = −γ [y + T γ τ ∂ y ln p t (X)]p t (X) .
(Note that J t (X) is indeed the time-antisymmetric component of J 
andΣ
This latter expression is in agreement with the general expression of the EP rate in the full phase space when even and odd variables are present [55] . Furthermore, using the inequality
one finds thatΣ
whereΣ(t) = 1/(γT ) dxdvJ t (x, v)] 2 /p t (x, v) is the apparent EP rate considered in section 4.B. Finally, in the steady state, one obtainsΣ [1] For a recent review, see M. Poot and H. S. J. van der Zant, Phys. Rep. 511, 273 (2012) and references therein.
