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Abstract. Embedded real-time programs rely on external interrupts to respond to events in their physical
environment in a timely fashion. Formal program verification theories, such as the refinement calculus, are
intended for development of sequential, block-structured code and do not allow for asynchronous control
constructs such as interrupt service routines. In this article we extend the refinement calculus to support
formal development of interrupt-dependent programs. To do this we: use a ‘timed’ semantics, to support
reasoning about the occurrence of interrupts within bounded time intervals; introduce a restricted form of
concurrency, to model composition of interrupt service routines with the main program they may preempt;
introduce a semantics for shared variables, to model contention for variables accessed by both interrupt service
routines and the main program; and use real-time scheduling theory to discharge timing requirements on
interruptible program code.
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1. Introduction
Interrupt service routines are a fundamental programming construct for embedded software. They provide an
essential link between execution of a computer program and the events occurring in its physical environment.
Interrupts may be time-triggered, e.g., as produced by a hardware clock, or event-driven, e.g., as signalled
by input/output devices. In either case, the occurrence of an interrupt, and the need to service it within a
particular deadline, are not necessarily synchronised with the progress of the main program.
The refinement calculus is a well-established formalism for deriving verifiably-correct program code from a
requirements specification [Mor94, BvW98]. It provides algebraic laws for relating formal specifications with
executable program commands that implement the specified behaviour. The refinement calculus supports
traditional structured-programming commands such as assignments, sequential composition, conditional and
iterative statements, variable declaration blocks, and conventional subroutines [CSW99]. However, there is
currently no support in the refinement calculus for asynchronous control constructs such as interrupt service
routines. This is a significant shortcoming since safety-critical embedded programs often rely on interrupts
for their timing behaviour.
In this article we show how interrupt service routines can be incorporated into the refinement calculus,
in order to make program refinement a useful tool for development and analysis of embedded code. However,
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as we shall see, this seemingly simple goal proves to be surprisingly difficult, because modelling interrupts
requires us to add a form of interleaved concurrency into the formalism. To achieve it, we are forced to rely
on several fundamental extensions to the refinement calculus:
• It is essential to know how many interrupts may occur during the execution of a particular fragment of
main program code, so we use a ‘timed’ refinement calculus semantics that allows the execution time of
program statements and the frequency of interrupt occurrences to be specified precisely.
• Interrupts occur asynchronously, in the program’s physical environment, which means that program
control may be transferred from the main program to an interrupt service routine at any time. To model
this particular form of concurrency, we introduce a distinguished variable to help identify which command
is currently executing.
• Interrupt service routines and the main program communicate via shared variables. We therefore in-
troduce a new semantic model for shared variables to represent the behaviour of variables accessed by
both.
• Since the timing properties of the final program are ultimately defined by its run-time computing envi-
ronment, we need to appeal to real-time scheduling theory to confirm that the complete program will
meet all of its critical deadlines.
The paper is organised as follows. Section 2 briefly reviews previous and related work; Section 3 presents
the timed refinement calculus, with some extensions to support our model of interrupt handling; Sections 4
and 5 present our new definitions and laws for program refinements that rely interrupt service routines; and
Section 6 presents a detailed example of a timed refinement and timing analysis of the final program.
2. Previous and Related Work
Given the central importance of interrupts in driving embedded programs, there have been a number of
attempts to formally model and analyse interrupt mechanisms. However, this has proven awkward for most
finite-state formalisms because it is difficult to represent ‘continuous’ asynchronous events in a computational
model which treats computations as a sequence of ‘discrete’ steps [PMS94]. A common solution has been to
introduce special timestamp variables into the formalism which record when interrupts will occur, and to then
partition ‘atomic’ actions at those points at which an interrupt may occur [CEP00, FC05]. Unfortunately,
this laborious approach greatly complicates the formal model.
There has also been previous research into rigorous development of interrupt-driven hardware-software
architectures [CdF+06], but this was not done at the level of program code.
At the other extreme, the problem of modelling interrupts has been addressed from the hardware level by
precisely describing the state of the Interrupt Mask Register, Program Counter and subroutine stack for a
particular processor [BDP01]. Although this approach provides an accurate model of the system’s behaviour,
such low-level models are not a suitable starting point for a specification-to-code refinement formalism.
More relevant to our work are various attempts to extend the refinement calculus beyond simple im-
perative programming statements. An interrupt service routine can be considered as a type of subroutine
which is ‘called’ implicitly by the program’s environment, and which returns to the main program upon
completion. Thus research into modelling conventional subroutines and parameter passing in the refinement
calculus is relevant [CSW99, LF06], although it lacks the asynchronous nature of interrupts. Another related
area of refinement calculus research is modelling of exception handlers [KM95, Wat02]. Again, however, this
prior research differs from ours because it considers synchronous exceptions only—modelled as alternative
program outcomes—and thus does not address the issue of asynchronous control flow.
As we shall see, we base our approach on a ‘timed’ version of the refinement calculus [Hay03], which
allows us to model continuous time. A similar specification and reasoning formalism is the Duration Calcu-
lus [HZ97]. Much work has been done on modelling ‘hybrid’ continuous/discrete behaviours in the Duration
Calculus [ZRH93], and these models have some relevance to our work because interrupts can be viewed as
‘continuous’ events that interact with (usually) ‘discrete’ periodic behaviours. Nevertheless, we have used
the timed refinement calculus as our starting point here because its laws for transforming specifications to
code closely mirror those of the traditional refinement calculus [Mor94].
Finally, although it has been noted elsewhere that modelling concurrency in the refinement calculus in
a completely general way is difficult [Smi01], we have the advantage in our application of requiring only an
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asymmetric model of concurrency in which interrupt service routines can preempt execution of the main
program but not vice versa. To assist in this process, we borrow the concept of ‘read frames’, which has been
found helpful in other refinement contexts [Bic02]. Unlike previous uses of read frames, however, our frames
are used to introduce semantic constraints on variables, rather than to restrict the ability to reference them.
3. Timed Refinement Calculus
As the basis of our formalism we use the ‘timed’ refinement calculus [HU01], an extended version of the
traditional refinement calculus [Mor94], that treats variables as ‘histories’ and allows reference to their value
at any particular moment in time. Most of the definitions in this section are based on those in previous
publications [HU01, Hay02b, Hay02a], especially the relational semantics for the timed calculus [Hay03],
which is itself inspired by earlier predicative program semantics [HH98, Heh93]. However, we introduce
Definitions 6 and 7 to allow easy expression of assumed properties of variables shared by the main program
and an interrupt service routine. Also our version of specification commands, in Definition 8, is modified to
support read frames, again to help describe the behaviour of shared variables, and a number of consequent
small changes are necessary, especially in Laws 2 and 4, and Definitions 12 to 14. A final small difference
with the usual timed calculus is that we do not use ‘auxiliary’ timed variables [Hay03] herein and instead
use a simpler definition of scoped constants, introduced in Definition 11 and Law 8.
3.1. Timed Variables and Expressions
The timed refinement calculus models (continuous, absolute) time by type Time, representing the non-
negative real numbers. For reasoning about nonterminating programs type Time∞ extends type Time with
the special value infinity, denoted ∞, which is larger than all other values [Hay02b]. The value of any state
variable v at some time t in type Time is denoted v(t). (Semantically, a state variable v of type T can be
considered to be a total function of type Time → T [HU01].)
Specification and programming language commands are modelled using assumption/effect pairs as in the
standard refinement calculus [Mor94]. In assumption predicates a distinguished variable τ , of type Time,
is used to denote the moment in time when the command begins [HU01]. In effect relations the decorated
variable τ0, of type Time∞, denotes the starting time of the statement and τ , of type Time∞, denotes its
finishing time (if any).
In an effect expression we can thus refer to the initial and final values of some variable v as v(τ0) and
v(τ), respectively. However, the following definition allows these values to be referenced in a less intrusive
way [HU01]. It also lifts the notion of time indexing from variables to whole expressions via the @ operator.
Let E [i\F ] denote expression E with all free occurrences of identifier i replaced by term F , and similarly
for lists of identifiers and terms [Mor94].
Definition 1 (at times). Let R be a predicate or expression. Let R′ be R with all unindexed variables of
the form v0 replaced by v(τ0), and all unindexed variables of the form v replaced by v(τ). Then, R@(t1, t2)
is defined to be R′ [τ0, τ\t1, t2]. Furthermore, we define R@t to be R@(t , t).
The @ operator introduced above is convenient for referring to the value of an expression at two particular
moments in time. In addition, we often want to refer to the truth of a predicate at all times in a given interval.
This is done with the over operator [Hay03].
Definition 2 (over). Let P be a predicate and I be a time interval. Then P over I is an abbreviation for
predicate ∀ t : I • P@t .
When reasoning about program refinements we need to be clear about which variables are visible at any
point in the program. In the timed refinement calculus the ‘environment’ ρ of a program fragment is the set
of all variables currently in scope [Hay02b]. A distinguished subset ρˆ contains only ‘program variables’ that
are explicitly declared within the program code as local or output variables [HU01], i.e., it includes only those
variables under the program’s control, and thus excludes program inputs and ‘abstract’ specification-level
variables.
When expressing properties of variables over time in the timed refinement calculus, it is often necessary
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to explicitly state that they are unchanged. The following abbreviation says that the value of an expression E
is the same for all times in a set TS [HU01].
Definition 3 (stable). Let E be an expression and TS be a set of times. Then,
stable(E ,TS ) =̂ ∀ t1, t2 : TS • E@t1 = E@t2 .
3.2. Timed Refinement
Imperative program refinement is founded upon a ‘wide-spectrum’ language which allows abstract require-
ments and executable program commands to coexist [Mor94, BvW98]. The semantics of any command in
the language, in the context of a specific environment, is defined by a ‘meaning’ function Mρ. Given a
command C in an environment ρ, its behaviour is defined by predicate Mρ(C ) [Hay03].
A valid program refinement step, C1 vρ C2, that replaces some abstract command C1 with a concrete
implementation C2, in a particular environment ρ, is then defined as one in which the meaning of C2 is
consistent with that of C1 [Hay03]. For any two predicates P and Q , let entailment P V Q mean that
implication P ⇒ Q holds for all variable values [Mor94].
Definition 4 (refinement). Let C1,C2 be commands, and ρ be an environment. Then,
C1 vρ C2 =̂Mρ(C2)VMρ(C1) .
We usually omit the ‘ρ’ subscripts, except for operations that explicitly change the environment.
Two commands are considered semantically equal if they have the same meaning [Hay03]. For any two
predicates P and Q , let equivalence P ≡ Q mean that equality P ⇔ Q holds for all variable values [Mor94].
Definition 5 (equality of commands). Let C1,C2 be commands, and ρ be an environment. Then,
C1 =ρ C2 =̂Mρ(C1) ≡Mρ(C2) .
3.3. A Concurrency Model for Interrupts
To a certain extent the notion of concurrency is modelled implicitly in the timed refinement calculus by the
ability to simultaneously describe the complete history of two or more variables. In fact, one of the challenges
when interpreting the formalism as representing concurrent behaviours [Smi01] is to limit its expressive power
to describe implementable behaviours only. Fortunately, when modelling interrupt handling, we need only
model a relatively simple asymmetric form of concurrency in which a ‘main program’ can be temporarily
preempted by an interrupt service routine.
In particular, we need to consider that certain variables may be shared by both the main program and
an interrupt service routine and define the behaviour appropriately. Our solution is to assume that a special
‘priority’ variable, λ, is used in the semantics to explicitly indicate which command is currently executing.
Each command is associated with a constant Λ which represents its (static) nesting level and uniquely iden-
tifies it (just as preemptive multi-tasking systems can use unique task priorities as task identifiers to control
access to shared variables [ABR+93]). Higher values of Λ mean that the command is more deeply nested
and denote lower priority. (Using higher numbers to denote lower priorities is awkward but is unavoidable
unless we know a priori how many nesting levels there will be.)
The following abbreviation is then useful in the specification of a command with priority Λ to promise
that a vector ~u of variables that it shares with commands of lower-priority (i.e., those that are more deeply
nested) will remain unchanged at any times TS when the current command or a lower-priority command
is executing. In other words, the current command promises to ‘maintain’ the values of these variables
unchanged, and expects lower-priority commands to do the same.
Definition 6 (maintained). Let ~u be a vector variables and TS be a set of times. Then,
maintained(~u,TS ) =̂
∀ t2 : TS • t2 > 0 ∧ λ(t2) ≥ Λ⇒
(∃ t1 : Time • t1 < t2 ∧ stable(~u, [-t1...t2-])) .
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Conversely, the following abbreviation is used to express the requirement that variables ~u shared by the
current command and higher-priority (less deeply nested) commands will remain unchanged at any times TS
when a higher-priority command is executing. In other words, the current command expects variables ~u to
remain ‘inert’ unless the command itself updates them.
Definition 7 (inert). Let ~u be a vector variables and TS be a set of times. Then,
inert(~u,TS ) =̂
∀ t2 : TS • t2 > 0 ∧ λ(t2) < Λ⇒
(∃ t1 : Time • t1 < t2 ∧ stable(~u, [-t1...t2-])) .
These two abbreviations, which allow us to express properties of variables shared by concurrent com-
mands, are obviously closely related to the timed refinement calculus’ stable abbreviation [HU01], shown in
Definition 3 above. Indeed, the relationship between the predicates is a straightforward one, as follows.
Lemma 1. Let ~u be a vector variables and TS be a set of times. Then,
inert(~u,TS ) ∧maintained(~u,TS )V stable(~u,TS ) .
3.4. Timed Specification Commands with Read Frames
The basis of any refinement formalism is a notation for expressing computational requirements and the
various laws that allow such ‘specification commands’ to be refined until they resemble program code. In the
timed refinement calculus a specification command normally consists of three parts: a ‘frame’ which lists the
variables the command may update; an assumption predicate, which may refer to the command’s starting
time as τ ; and an effect relation which may refer to the command’s starting time as τ0 and finishing time
as τ [Hay03].
For our purposes, however, we need to know not only which variables the command may write to, but also
which variables it may read from. Borrowing the concept of ‘read frames’ [Bic02] allows us to reason about
interference for access to variables that are shared by the main program and an interrupt service routine. We
therefore express specification commands in the form ∞~w/~r : [P , Q ]. The ‘∞’ decoration reminds us that
the command may not terminate, in which case the finishing time τ equals ∞ [Hay03]. Write frame ~w is a
list of variables that this command may update. Read frame ~r is a list of variables that this command may
read from. Predicate P is the assumption, and relation Q is the desired effect.
As shown in Definition 8 below, a specification command says that its finishing time τ , which is denoted
by ∞ for non-terminating commands, may not precede its starting time τ0. It will achieve effect Q , and
promises to leave all of the variables ρˆ under its control, other than those listed in the write frame ~w ,
unchanged while it is executing. However, it will only guarantee this effect if it is started before time ∞,
all the variables ~r in its read frame are not changed by higher-priority commands while this command is
executing, and its assumption P holds at the command’s starting time τ0.
Definition 8 (real-time specification command). Let ρ be an environment, ~w , ~r be vectors of variables
contained in ρˆ, P be a single-state predicate, and Q be a relation, then the meaning of a possibly non-
terminating real-time specification command is given by:
Mρ (∞~w/~r : [P , Q ]) =̂
τ0 ≤ τ ∧
(τ0 <∞∧ inert(~r , [-τ0...τ -]) ∧ P@τ0 ⇒
Q@(τ0, τ) ∧maintained(ρˆ \ ~w , [-τ0...τ -])) .
As usual, we define some fundamental refinement laws that mirror those in the standard refinement
calculus [Mor94, BvW98]. We can always weaken the assumption predicate because this means that the
‘concrete’ command on the right will work in at least as many situations as the ‘abstract’ command on the
left:
Law 1 (weaken assumption). If P1 V P2, then
∞~w/~r : [P1, Q ] v ∞~w/~r : [P2, Q ] .
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The complementary refinement step of strengthening the effect, which may make the command’s be-
haviour more deterministic, can be performed provided that the new effect Q2 does the same job as the old
one Q1, when: the command’s finishing time τ is not earlier than its starting time τ0; the command starts
before time∞ [Hay03]; assumption P holds when the command starts; the variables ~r in the command’s read
frame are not changed by higher-priority commands while this command is executing; and this command
does not change any of its variables ρˆ outside of its write frame ~w .
Law 2 (strengthen effect). If
τ0 ≤ τ ∧ τ0 <∞∧ P@τ0 ∧ inert(~r , [-τ0...τ -]) ∧
maintained(ρˆ \ ~w , [-τ0...τ -]) ∧Q2@(τ0, τ)
V Q1@(τ0, τ)
then
∞~w/~r : [P , Q1] v ∞~w/~r : [P , Q2] .
The standard refinement calculus allows variables to be removed from the (write) frame of a specification
command at any time, which effectively requires the removed variables to remain unchanged [Mor94]. In our
case variables can be removed from both the write and read frames. With respect to Definition 8, we can see
that removing variables ~x from a command’s write frame obliges that command to ‘maintain’ the stability
of these variables.
Law 3 (contract write frame).
∞~w , ~x/~r : [P , Q ] v ∞~w/~r : [P , Q ]
Similarly, Definition 8 tells us that removing variables ~x from a command’s read frame means that the
command no longer relies on these variables remaining ‘inert’ when higher-priority commands execute.
Law 4 (contract read frame).
∞~w/~r , ~x : [P , Q ] v ∞~w/~r : [P , Q ]
3.5. Some Simple Commands
Having defined a semantics for specification commands, a wide variety of useful special cases can then be
defined as abbreviations, but we need only a few below. These are: a terminating command ~w/~r : [P , Q ]
which always guarantees that its finishing time τ is less than ∞ [Hay02b]; the extreme specification skip
which updates no variables and takes no time [Hay03]; the delaying command idle which does not update
any variables but may consume time [Hay03]; and the deadline specification which requires the program to
reach the point in the program code where it appears at or before the given time T [Hay03].
Definition 9 (simple commands). Let ~w ,~r be vectors of program variables; P be a single-state predicate;
Q be a relation; and T be a time-valued expression. The following identities hold.
~w/~r : [P , Q ] =̂∞~w/~r : [P , Q ∧ τ <∞]
skip =̂ [τ = τ0]
idle =̂ [true]
deadline T =̂ [τ0 = τ ≤ T@τ ]
Importantly, the deadline command can be used to place timing constraints on sequentially preceding
commands. A deadline command is not directly implementable, but is instead discharged by proving timing
properties of the executable program code [FHW99], as we illustrate in Section 6.2.
3.6. Compound Commands
More complex forms of timed command take advantage of the interpretation of meaning function Mρ as a
relation. For instance, sequential composition in the timed refinement calculus is defined using the following
relational composition of two timed commands which meet at some intermediate time τ ′ [Hay03].
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Definition 10 (relational composition). Let R1,R2 be relations over the alphabet defined by the envi-
ronment ρ. The relational composition of R1 and R2 is defined as:
R1 o9 R2 =̂ ∃ τ ′ : Time • R1@(τ0, τ ′) ∧ R2@(τ ′, τ) .
This means that references to finishing time τ in relation R1 and starting time τ0 in relation R2 actually
denote the same time.
Commonly-used compound commands then include: nondeterministic choice C1 u C2 between two com-
mands, which is interpreted as the disjunction of their respective meanings [Hay03]; a generalised choice
‘uD | P • E ’ between several commands E in the context of some declarations D for which a predi-
cate P holds [Hay02b]; the ‘meet’ C1 unionsq C2 of two commands, which is interpreted as the conjunction of
their respective meanings; a generalised meet ‘
⊔
D | P • E ’ of several commands E in the context of some
declarations D for which a predicate P holds; the sequential composition ‘C1; C2’ of two commands [Hay03];
declaration of a new variable w of type T for use in command C [Hay03]; and an initialised constant block
|[ const k := E • C ]| which allows ‘k ’ to be used in place of the (initial) value of expression E in com-
mand C . We express closed (i.e., inclusive) continuous intervals as [-a...z -], open (i.e., exclusive) intervals as
(-a...z -), and similarly for other combinations of closed and open endpoints [HU01].
Definition 11 (compound commands). Let C ,C1,C2 be commands, D be a declaration, P be a predi-
cate, E be a command-valued expression, ρ be an environment, w be a fresh variable not in ρ, and T be a
non-empty type. The following identities hold.
Mρ(C1 u C2) =̂Mρ(C1) ∨Mρ(C2)
Mρ (uD | P • E ) =̂ ∃D • P ∧Mρ(E )
Mρ(C1 unionsq C2) =̂Mρ(C1) ∧Mρ(C2)
Mρ (
⊔
D | P • E ) =̂ ∀D • P ⇒Mρ(E )
Mρ(C1; C2) =̂Mρ(C1) o9Mρ(C2)
Mρ(|[ var w : T • C ]|) =̂ ∃w : Time → T •
Mρ∪{w}(idle; C ; idle) ∧
inert(w , [-τ0...τ -])
Mρ(|[ const k := E • C ]|) =̂Mρ(C ) [k\E@τ0]
In the semantics of variable blocks, an existentially quantified function w is introduced to model the
behaviour of the new variable over time. The idle commands before and after command C model the time
required to allocate and deallocate memory space for variable w [Hay03]. For our purposes we assume that
variable w ‘belongs’ to command C and thus expect it to remain ‘inert’ except when command C is executing.
(For simplicity, the definition above also assumes that the variable’s name is fresh—appropriate renaming is
necessary otherwise [Hay03].)
As defined above, the constant block is not normally part of the timed refinement calculus. We introduce
it here because we do not use the full complexity of ‘auxiliary’ (i.e., logical) variables [Hay03] in our version
of the calculus. In the constant block’s semantics, expression E is evaluated outside the scope of the block,
so identifier k can appear free in expression E .
Based on Definition 10, which tells us how ‘timed’ relations may be composed, the following refinement
law allows a specification command to be refined to two sequentially-composed commands [Hay03]. The
original command’s assumption is defined by predicate P . Its effect is different depending on whether or not
it terminates, so there are two alternative outcomes in the effect predicate, for finishing times equal to or
strictly less than infinity, respectively. Also, non-termination of the two sequentially-composed commands
may be due to either non-termination of the first or the second command, so there are two alternative
outcomes when τ equals infinity.
Law 5 (sequential composition). Let P , I ,S be single-state predicates, and R1, R2, Q1, Q2 be relations.
Then,
∞~w/~r : [P , (τ <∞∧ S ∧ (R1 o9 R2)) ∨ (τ =∞∧ (Q1 ∨ (R1 o9 Q2)))]
v ∞~w/~r : [P , (τ <∞∧ I ∧ R1) ∨ (τ =∞∧Q1)] ;
∞~w/~r : [I , (τ <∞∧ S ∧ R2) ∨ (τ =∞∧Q2)] .
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If the finishing time τ is less than ∞ the command’s effect is assumed to consist of a predicate S describing
its final state and a sequentially-composed relation ‘R1 o9 R2’ which relates its initial and final states. This
relation is split between the two sequentially-composed commmands on the right-hand side. Otherwise, if
the command never terminates, i.e., its finishing time τ is ∞, then its effect when partitioned into two sub-
commands is either described by a relation Q1, which describes the effect when the first subcommand fails
to terminate, or a partitionable relation ‘R1 o9 Q2’ whose first part R1 describes the effect of the first (termi-
nating) subcommand and second part Q2 describes the effect of the second (non-terminating) subcommand.
Predicate I is introduced to describe the intermediate state between the two subcommands.
Another frequently-used refinement step is to separate out a requirement that a command terminates no
later than some time T as an explicit deadline command [HU01].
Law 6 (separate deadline). Let T be a time-valued expression which does not refer to initial variables.
Then,
~w/~r : [P , Q ∧ τ ≤ T ] v ~w/~r : [P , Q ] ; deadline T .
In precisely specifying real-time behaviours it is often important to know whether or not the value of
expressions may change while a command is executing. A number of convenient abbreviations are thus
defined for use in specification commands [Hay03]. Usually, their purpose is to ensure that an expression is
not dependent on the absolute time at which it is evaluated. For instance, a predicate P is said to be ‘idle
invariant’ if its value remains unchanged between two given times τ0 and τ , inclusive, provided that the
current command ‘maintains’ the values of all variables ρˆ in its scope [Hay03]. However, since we allow the
possibility that variables are shared by the current command and a higher-priority interrupt service routine,
we additionally require that all variables ~r in its read frame are not changed by higher-priority commands
during this interval, i.e., they remain ‘inert’.
Definition 12 (idle-invariant). Let P be a single-state predicate and ~r be a vector of program variables.
Then P is idle-invariant wrt. read frame ~r iff.
τ0 ≤ τ <∞∧ inert(~r , [-τ0...τ -]) ∧maintained(ρˆ, [-τ0...τ -]) ∧ P@τ0
V P@τ .
Similarly, a relation R that refers to the values of timed variables between two times τ ′ and τ is said to be
‘pre-idle-invariant’ if its truth is unaffected by preceding it with an idle delay, from an earlier time τ0 [Hay03].
This is so if the relation holds between τ0 and τ when the variables ρˆ in scope are ‘maintained’ in the idle
interval from τ0 to τ
′ [Hay03]. We also introduce the additional requirement that all variables ~r in the
command’s read frame remain ‘inert’ in the preceding idle period.
Definition 13 (pre-idle-invariant). Let R be a relation and ~r be a vector of program variables. Then R
is pre-idle-invariant wrt. read frame ~r iff.
τ0 <∞∧ inert(~r , [-τ0...τ ′-]) ∧
(∃ τ ′ : Time • τ0 ≤ τ ′ ≤ τ ∧maintained(ρˆ, [-τ0...τ ′-]) ∧ R@(τ ′, τ))
V R@(τ0, τ) .
The complementary property is that a relation R that holds between times τ0 to τ
′ is ‘post-idle-invariant’
if it remains true when a succeeding idle delay from time τ ′ to τ is added, during which all variables in scope
are maintained [Hay03], and read-frame variables shared with higher-priority commands remain inert.
Definition 14 (post-idle-invariant). Let R be a relation and ~r be a vector of program variables. Then
R is post-idle-invariant wrt. read frame ~r iff.
τ0 <∞∧ inert(~r , [-τ ′...τ -]) ∧
(∃ τ ′ : Time • τ0 ≤ τ ′ ≤ τ ∧ R@(τ0, τ ′) ∧maintained(ρˆ, [-τ ′...τ -]))
V R@(τ0, τ) .
The refinement law that allows a specification command ∞~w/~r : [P , Q ] to be placed within the scope
of a fresh variable x of type T is straightforward, except that the specification’s assumption P must be
idle-invariant, to allow for any delay needed to allocate memory space for x , and the specification’s effect Q
must similarly be invariant with respect to delays required to allocate and deallocate memory [Hay03].
Law 7 (introduce local variable). Let P be a single-state predicate which is idle-invariant wrt. ~r , Q be
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a relation which is pre- and post-idle-invariant wrt. ~r , x be a variable which does not occur free in ~w ,~r ,P ,Q ,
and T be a type. Then,
∞~w/~r : [P , Q ] v |[ var x : T • ∞~w , x/~r , x : [P , Q ] ]| .
When declaring a constant k , initialised with the value of expression E , it is assumed that no execution
time is consumed. (Specification constants are treated as ‘compile-time’ constants.) In the assumption P we
simply assume that expression E replaces free occurrences of constant k . In the effect Q it is the initial value
of the expression, E@τ0, that is used in place of k . Care is taken in the proviso to account for the possibility
that constant k is used in defining the current command’s priority Λ.
Law 8 (define constant). Let ρ be an environment, P be a single-state predicate, Q be a relation, and k
be a variable which does not occur free in ρˆ, such that Λ ≤ Λ [k\E@τ0]. Then,
∞~w/~r : [P [k\E ], Q [k\E@τ0]] vρ |[ const k := E • ∞~w/~r : [P , Q ] ]| .
Refinement laws for other language constructs, extended to allow for our shared-variable semantics, are
introduced in Section 5 below.
4. Semantics and Laws for Interrupts
In Section 3 we introduced a modified version of the timed refinement calculus, suitable as a basis for our
model of interrupt handling. In particular, we introduced a simple concurrency model via a distinguished
variable λ which can be used to tell which command is nominally executing, assuming that all commands
reside within the scope of a unique constant Λ that identifies them. In this section we use this extended
formalism to define a semantics for interrupt service routines and a refinement law for introducing them
during program development.
Our aim is to extend the refinement calculus’ wide-spectrum programming language with a new construct,
|[ interrupt C1 when G → C2 ]| ,
which says that command C1, representing the ‘main program’, will be interrupted by command C2, rep-
resenting the interrupt service routine, whenever some condition G is true. The entire interrupt block may
itself serve as the main program for another interrupt handler, e.g.,
|[ interrupt |[ interrupt C1 when G1 → C2 ]|when G2 → C3 ]| .
In this situation we assume that the outermost interrupt service routine C3 has highest priority.
The boolean condition G defines when an interrupt occurs. It is not necessarily considered to be ‘evalu-
ated’ in the same way as guards on conditional or iterative statements. Often it will denote some condition
in the program’s physical environment or the computer’s hardware. Thus ‘evaluating’ this condition does
not consume any program execution time. However, the semantics below allows an idle delay between the
time condition G becomes true and the interrupt service routine C2 begins execution. This delay can be
used to account for the time required to recognise interrupts, if necessary.
Similarly, while the ‘interruptible’ main program may or may not terminate, we assume that the model
of the interrupt service routine never does. Again this is because interrupts are assumed to be generated by
the program’s environment, and are outside the program’s control, so we can never know for certain that no
more interrupts will be generated. Consequently, the interrupt block itself never terminates.
Figure 1 illustrates the way the interrupt block works. Here we assume the program is of the form
‘C0; |[ interrupt C1whenG → C2 ]|’, where C0 is a command preceding the interrupt block, C1 is the main
program within the interrupt block, G is the condition defining when interrupts occur, and C2 is the interrupt
service routine. The figure shows significant events during instantiation of the interrupt block and the
occurrence of a single interrupt. The vertical axis is the command identifier λ which indicates which command
is currently executing. (Keep in mind that higher values of λ denote deeper nesting of commands and lower
priority.) In particular, note that we need to make provision for implementation overheads associated with:
entering the scope of the interrupt block; recognising that an interrupt has occurred and switching control
to the interrupt service routine; and switching control back to the main program when an invocation of the
interrupt service routine completes execution.
A formal definition of the interrupt block is shown below. Let unguarded recursion µX • C ; X
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6.  Interrupt service
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5.  Interrupt service routine C2
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Fig. 1. Timeline showing the behaviour of the interrupt block
represent an unbounded number of sequentially-composed copies of command C . Let subset ρ.in be those
input variables in the program’s environment ρ that are under external control [Hay03].
Definition 15 (interrupt block). Let C1,C2 be commands and G be a predicate over τ, ρ.in. Then,
|[ interrupt C1 when G → C2 ]| =̂
idle;
(|[ const Λ := Λ + 1 • C1; ∞ [true] ]| unionsquMinDelay ,MaxDelay : Time | 0 < MinDelay ≤ MaxDelay •
µX • ∞ρˆ: [(λ 6= Λ) over [-τ0...τ -)] ;
|[ const TI := τ •
ρˆ: [G@τ0 ∧ (λ 6= Λ) over [-τ0...τ -)] ;
((idle; C2; [τ0 + MinDelay ≤ τ ≤ τ0 + MaxDelay ])
unionsq∞ρˆ: [(λ ≤ Λ) over [-τ0...τ -]]) ]|;
X ) .
The idle delay at the beginning of the interrupt block’s semantics represents the time required to enter
the block and set up the interrupt service routine C2, i.e., the gap between points 2 and 3 in Figure 1. (As
always in the timed calculus, although the duration of this idle command is unbounded in isolation, it can
be limited by a subsequent constraint on τ or a deadline command.) The overall behaviour of the block is
then described by the conjunction of two commands, one containing the main program C1 and the other the
interrupt service routine C2.
In the main program, constant Λ is introduced to act as both the priority of this command and a unique
identifier. More deeply nested commands get higher values of Λ and hence lower priority. (Definition 15
assumes that constant ‘Λ’, of type natural number, has already been declared in the surrounding scope.)
Termination of the main program C1 is followed by an unbounded idle delay, as per our assumption that
the whole interrupt block never terminates.
The second part of the definition models the interrrupt service routine, which executes command C2
whenever (instantaneous) condition G holds. It is represented as an infinite sequence of commands. Two
constants, MinDelay and MaxDelay are introduced to model the smallest and largest possible separation
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between the end of the current invocation of the interrupt service routine and the time when control returns
to the main program, i.e., between points 6 and 7 on the timeline in Figure 1. Both of these constants are
chosen nondeterministically in Definition 15, since their actual values depend on the final program code’s
run-time environment.
The model of the interrupt service routine’s behaviour begins with an idle delay, during which the
currently-executing command, identified by λ, is not equal to the interrupt service routine’s identifier Λ.
This denotes the period where the interrupt service routine is waiting for a serviceable interrupt to occur,
e.g., between points 3 and 4 in Figure 1. This delay may be infinite because it is possible that no more
interrupts ever occur.
Immediately following this, condition G must be true as per command ρˆ: [G@τ0 ∧ (λ 6= Λ) over [-τ0...τ -)].
(The read frame of this command is empty, and its write frame comprises all variables in scope ρˆ, although
shared variables are still subject to inert and maintained constraints from other ‘concurrent’ commands.)
Constant TI serves to capture the time at which G was seen to be true. Although G is asserted to be true at
the start of the command, it still allows other commands to execute from time τ0, inclusive, to τ , exclusive.
This interval models the time required to recognise the interrupt and for the operating system to perform
a context switch from the interrupted code to the interrupt service routine, i.e., between points 4 and 5 in
Figure 1. (It is possible that other interrupt service routines execute in this period.)
The subsequent behaviour of the interrupt service routine then comprises the conjunction of two require-
ments. The second of these, ∞ρˆ: [(λ ≤ Λ) over [-τ0...τ -]], simply says that while the interrupt service routine
is executing, or is itself preempted by a higher-priority command, then the identity λ of the currently-
executing command is less than or equal to this command’s identity Λ. Again this requirement is expressed
by a potentially ‘infinite’ specification because it is possible that the interrupt service routine itself fails to
terminate, or that higher-priority commands preempt it forever.
Finally, the interrupt service routine itself, C2, is preceded by an idle delay representing the time required
to start executing this code block, e.g., to create a new run-time stack frame and swap values to and from
registers. Again this occurs between points 4 and 5 in Figure 1. The interrupt service routine C2 itself is
succeeded by a delay of duration between MinDelay and MaxDelay , after which control must be returned to
the main program (or some other interrupt service routine). This models the implementation-specific delay
between points 6 and 7 in Figure 1.
Given this definition, the following refinement law allows us to replace a (non-terminating) specification
command with an interrupt block. On the left-hand side the requirement is to achieve effect Q given
assumption P , both modulo substitution of constant Λ with expression Λ + 1 to account for the new nesting
level introduced by the interrupt block. The overall command accesses variable sets ~w , ~r and ~x , and
may write to ~w and ~x , and read from ~r and ~x . On the right-hand side the law divides this computational
requirement between an interruptible command and an interrupt service routine, as explained below.
Law 9 (interrupt block). Let
• G be a predicate over τ, ρ.in;
• ~w ,~r , ~x be vectors of program variables such that ~x is disjoint from ~w ,~r ;
• P be a single-state predicate which is idle-invariant wrt. ~r ;
• Q be a relation which is pre-idle-invariant wrt. ~r ; and
• I be a single-state predicate such that
stable(~x , [-τ0...τ -]) ∧ (¬G) over [-τ0...τ -) ∧ I @τ0 V I @τ .
Then,
∞~w , ~x/~r , ~x : [P [Λ\Λ + 1], τ =∞∧Q [Λ\Λ + 1]]
v |[ interrupt
∞~w/~r : [P , τ =∞∧ I @τ0 ∧ (I over [-τ0...∞-)⇒ Q)]
when G →
~x/~x ,~r :
[
TI ≤ τ ∧ (G ∧ I )@TI
∧ stable(~x , [-TI ...τ -]) ,
stable(~x , [-τ...τ + MaxDelay-])
⇒ I over [-TI ...τ + MaxDelay-]
]
]| .
On the right-hand side, the ‘main program’ in the interrupt block is represented by the first, non-terminating
specification command. Essentially, it assumes predicate P and achieves effect Q , as before, but now does
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so in the context of the accompanying interrupt service routine. Variables ~x are considered to be under the
control of the interrupt service routine, so they do not occur in the either the main program’s read or write
frames. (The main program can still refer to the value of these variables, even though it does not ‘own’
them. Recall from Definition 8 that a command’s ‘read frame’ is used to state an assumed property of shared
variables, rather than to express their accessibility.)
The rule’s provisos include a requirement that the original assumption P is invariant during a delay in
which the variables ~r shared with a higher-priority command remain unchanged (as well as those variables ρˆ
owned by this command, as per Definition 12). This is necessary to allow for any run-time delay associated
with entering the interrupt block. Similarly for the initial state referenced by effect Q .
The refinement law also introduces a new ‘invariant’ predicate I to model properties of shared variables ~x
that the main program may rely on, and the interrupt service routine must guarantee. The refinement law’s
proviso states that property I must remain unchanged as long as interrupt condition G is false, i.e., when
no interrupts occur. The main program’s effect promises to achieve Q only provided that I is always true.
(As an aside, although we have assumed in Law 9 that interrupt condition G is expressed in terms of the
current time and input variables only, this constraint is not essential, and could be relaxed to allow for
software-generated interrupts defined in terms of conditions on program variables.)
The interrupt service routine’s behaviour is then modelled by the second, terminating specification com-
mand. It nominally ‘owns’ shared variables ~x , so they appear in both its write and read frames (see Defi-
nition 8). The command’s assumption uses constant TI from Definition 15 to denote the time at which the
interrupt ‘occurred’, i.e. the instant at which condition G was true. (Condition G may no longer be true
by the time the interrupt service routine begins execution.) It also assumes that invariant I is true at this
time, and that none of the variables ~x it shares with the main program are changed between the time the
interrupt was detected and the interrupt service routine begins execution.
The interrupt service routine’s effect is then merely to ensure that property I is preserved from the
time TI when the interrupt occurred until the moment τ +MaxDelay when control must have been returned
to the main program. However, it guarantees to do this only provided that variables ~x are remain stable after
the time τ at which the interrupt service routine completes execution. In other words, no other commands
are allowed to interfere with these variables.
The interrupt service routine’s effect is thus quite subtle. It is required to make property I true even
when the routine is not executing. Thus the predicate in the effect above refers to the values of variables ~x
in the command’s future, i.e., after time τ (and the assumption refers to their values in the past). Although
counterintuitive at first glance, such specifications are not unimplementable requirements. They are merely
obligations on other commands to leave these variables alone. The issue of ‘interference’ between concurrent
commands that share variables is addressed further in the next section.
5. Variable Access and Interference
Numerous refinement laws have been defined for translating specifications into executable code in the timed
refinement calculus [HU01, Hay02b, Hay02a, Hay03]. These laws are largely the same with our extensions for
interrupts, except that we introduce a different semantics for assignment and must make various small mod-
ifications throughout to accommodate our handling of shared variables. In this section we present (slightly)
modified versions of timed refinement laws, sufficient to support the example in Section 6. More importantly,
we also introduce a new language construct for expressing actions that are not interruptible (Definition 20
and Law 13). This gives our wide-spectrum specification language the ability to ‘mask’ interrupts.
We model assignment of the value of expression E to variable x as a (time-consuming) state update,
followed by an idle delay. Thus the value of x is updated at some moment during the execution of the
assignment command, although we do not say precisely when. (Normally the definition of assignment in the
timed refinement calculus merely refers to the initial and final values of variables, and not those that occur
while the command is executing [Hay03]. However, we need to be conscious of intermediate values here due
to the possibility that the assignment command is preempted by an interrupt service routine.) To have a
well-defined result we require that expression E remains stable while it is being evaluated. Target variable x
will be ‘maintained’ unchanged by this command until the moment at which it is updated.
Definition 16 (assignment). Let x be a program variable and E be an expression which is assignment
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compatible with x . Then,
x := E =̂ x :
[
maintained(x , [-τ0...τ -)) ∧
(stable(E , [-τ0...τ -))⇒ x@τ = E@τ0)
]
; idle .
(The fact that we have modelled the update to variable x as instantaneous, within the execution time of the
command, could still be considered an unrealistic simplification when updating compound data structures
such as arrays. In this case a more complex assignment definition would be needed. Similarly, we have limited
our definition to single assignments above, rather than more general multiple assignments.)
Using this semantics for assignment commands, the refinement law for introducing assignments is as
follows. It is based on one from the standard timed refinement calculus [HU01], but is again more precise
about intermediate values of target variable x . The standard law [HU01] assumes that only the final result is
observable, so models the update to x as occurring instantaneously at the end of the command’s execution.
Instead, the proviso below has been modified to allow the update to x to occur at any moment during the
assignment command’s execution. Let fv(E ) be the set of free variables in expression E .
Law 10 (assignment). Let x be a program variable, E be an expression which is assignment compatible
with x , ~r be a vector of program variables such that fv(E ) ⊆ ~r , and Q be a relation which is post-idle-
invariant wrt. ~r , such that
τ0 ≤ τ ∧ τ0 <∞∧ P@τ0 ∧maintained(ρˆ \ x , [-τ0...τ -]) ∧ x@τ = E@τ0 ∧
(stable(x , [-τ0...τ -)) o9 stable(x , [-τ0...τ -]))
V Q@(τ0, τ) ∧ τ <∞ .
Then,
x , ~w/~r : [P , Q ] v x := E .
Our definition of a conditional command, which chooses between a set of commands C depending on
the truth of corresponding guard expressions G , is essentially the same as the standard one [Hay03], except
that we require an expression Gi to remain stable while it is being evaluated. Again, this is to allow for the
possibility of a higher-priority interrupt service routine changing the value of free variables in Gi while it is
being evaluated.
Definition 17 (alternation). Let Ci , be commands, and let Gi be boolean-valued expressions. Then,
if ([] i • Gi → Ci) fi =̂
{∨ i • Gi@τ}; (u i • [stable(Gi , [-τ0...τ -])⇒ Gi@τ ] ; Ci) ; idle .
Iterative behaviours in the timed refinement calculus have been explored extensively, including both
terminating and non-terminating situations [Hay02b]. For the purposes of the example in Section 6, we
merely need some basic definitions. For a command C whose definition uses an identifier X in place of a
command, let µX • C (X ) be the least fixed point of C in the ordering of commands (predicates) defined by
Definition 4. Recall that a fixed point of a function F is a particular value V such that F (V ) is equivalent
to V [BvW98], and that the relational semantics for the timed refinement calculus allows commands to be
interpreted as predicates (functions from states to boolean values) [Hay03]. An operational definition for
finite iteration is then as follows. It is the same as the usual ‘unwinding’ definition of iteration except that
a minimum, non-zero delay d is introduced after each execution of the loop body C to prevent Zeno-like
behaviours [Hay02b].
Definition 18 (iteration). Let C be a command and let G be a boolean-valued expression. Then,
do G → C od =̂u d : Time | d > 0 •
(µX • if G → C ; [τ0 + d ≤ τ ] ; X [] ¬G → skip fi) .
In practice, there are delays associated with the implementation of an iterative program statement, i.e., for
evaluating the loop condition and branching appropriately. In the definition above these are accounted for
by the delays in the semantics of the if · · ·fi command.
Given this definition, our refinement law for introducing a terminating loop whose loop body is guaranteed
to terminate is essentially identical to that of the standard timed refinement calculus [Hay02b]. The deadline
command at the start of each iteration can be used to put an upper bound on the execution time of each
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iteration—each iteration must complete before time D [Hay02b]. (Of course, a poor choice of D can make
the loop infeasible, but this risk is true of many refinement laws.)
Law 11 (terminating iteration). Let P , Q be single-state predicates which are idle-invariant wrt. ~r , such
that Q V P , G be a boolean-valued expression such that fv(G) ⊆ ~r , and D be a time-valued expression
such that ~w nfi. D . Then,
~w/~r : [P , τ <∞∧¬G ∧Q ]
v do G →
deadline D ;
~w/~r : [P ∧G , Q ]
od .
In timed specifications a relation Q in the effect part of a command typically relates (zero-subscripted)
initial values to (undecorated) final values. To support the refinement law for non-terminating iteration
below, we introduce the following definition. It says that we can find an unbounded sequence f of times for
which relation Q ‘connects’ each pair of adjacent states. (For our purposes we do not need to enforce any
minimum time separation of adjacent states [Hay02b].)
Definition 19 (iterated relation). Let Q be a relation. Then,
Q∞ =̂ ∃ f : N→ Time •
f (0) = τ0 ∧ (∀ i : N • f (i) ≤ f (i + 1) ∧Q@(f (i), f (i + 1))) .
Using this definition, a non-terminating specification command can be refined to an infinite loop, with
invariant P and effect Q in each iteration.
Law 12 (non-terminating iteration). Let P be a single-state predicate which is idle-invariant wrt. ~r , Q
be a relation which is pre- and post-idle-invariant wrt. ~r , and D be a time-valued expression. Then,
∞~w/~r : [P , τ =∞∧ (P ∧Q)∞]
v do true→
deadline D ;
~w/~r : [P ∧ τ ≤ D , P ∧Q ]
od .
The final feature needed to support the case study in Section 6 is the need to explicitly exercise control over
the execution of interrupt service routines. In other words, we want the formal equivalent of the embedded
programming ability to mask interrupts during the execution of critical code segments. For a command C , the
following definition conjoins it with the requirement that only commands at this nesting level (or deeper) may
execute between the command’s starting time τ0 and finishing time τ . (Recall that higher-priority interrupt
service routines will have smaller values of Λ.) The idle delays before and after the command allow for the
time required to mask and reinstate interrupt handling for higher-priority interrupt service routines.
Definition 20 (atomic block). Let C be a command. Then,
|[ atomically C ]| =̂ idle;
(C unionsq∞ρˆ: [(λ ≥ Λ) over [-τ0...τ -]]);
idle
This formalism for atomic blocks is pleasingly simple, thanks to our previously-established model of command
priorities.
The refinement law that introduces uninterruptible code segments is also straightforward because it
merely involves a strengthening of the command’s effect. The read frame ~r of the original requirement can
also be changed to any vector of variables ~x in the same step. Although Law 4 above says that we may
normally only remove variables from the read frame, an interesting aspect of Law 13 is that it allows the
read frame to be expanded. This is safe because there can be no ‘interference’ with the extra variables by
higher-priority commands.
Law 13 (atomic block). Let ~w ,~r , ~x be vectors of program variables, P be a single-state predicate which
is idle-invariant wrt. ~r , and Q be a relation which is pre- and post-idle-invariant wrt. ~r . Then,
~w/~r : [P , Q ] v |[ atomically ~w/~x : [P , Q ] ]|
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Fig. 2. Desired effect of the ‘square wave’ program
6. Example
In this section we present a complete refinement from abstract specification to a real-time program whose
behaviour depends on an interrupt service routine. The overall program development process consists of two
phases. In Section 6.1 we show how the program code is developed. In Section 6.2 we describe the subsequent
timing analysis that must be performed on the compiled machine code to discharge those proof obligations
that depend on machine-specific timing characteristics. Importantly, these two phases are interdependent. If
we cannot prove that the compiled code has the necessary timing properties we may be forced to choose a
different program refinement strategy [Hay02a].
The desired program is required to produce a ‘square wave’ as shown in Figure 2. Boolean output
variable w is required to change its value once in every period of duration 10P seconds, starting at time τ0.
To make this possible we assume that the program has access to interrupts produced by a hardware clock
with a period of P seconds. The resulting program will thus have a minor period of duration P seconds
and a major period of duration 10P seconds. To give some additional flexibility to the implementation, the
change to output variable w in each major period is allowed to overrun into the next major period by up
to Err seconds, where Err is assumed to be much less than P . For instance, the change in the third major
period in Figure 2 overruns into the fourth period. This error is not cumulative, however, so the program is
still obliged to regularly resynchronise with an external time source.
6.1. Program Refinement
A formal specification of the requirement is as follows. There is no assumption (other than the implicit
declaration of boolean output variable w).
∞w/w :

τ =∞∧
∃ f : N→ Time •
f (0) = τ0 ∧
∀ i : N •
τ0 + 10 ∗ i ∗ P ≤ f (i) ≤ τ0 + 10 ∗ i ∗ P + Err ∧
(∃ t : [-f (i)...f (i + 1)-] •
stable(w , [-f (i)...t-)) ∧ stable(w , [-t ...f (i + 1)-])) ∧
w(f (i + 1)) = ¬w(f (i))


The required effect says that the program is not required to terminate—its finishing time τ equals infinity.
Existentially-quantified function f delimits all the periods during which the value of w is required to change.
Each point in f thus occurs between the beginning of a major period, which is a whole multiple of 10P , and
a possible overrun of duration Err . In the intervals between each of the points in f the value of w is required
to change once, at time t , and otherwise remain stable.
As it stands, this requirement is not very onerous. It places no minimum separation between consecutive
updates to w and, at the other extreme, it allows two consecutive updates to be separated by up to 2P +Err
seconds. As specified above, therefore, the resulting square wave may have a very irregular shape. However,
to illustrate the effect of time-dependent refinements, our development of the corresponding program below
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introduces additional timing constraints that give the square wave a much more regular form. In the final
program each update to w is constrained to occur with P seconds of the end of each major period.
To achieve this goal we assume that we have access to a hardware clock which generates an interrupt
every P seconds. We then aim to refine the specification above to a program comprising an infinite loop
which toggles the value of variable w after 10 interrupts have occurred. The target code is shown in Figure 3.
Refinement of the requirement above begins by introducing a logical constant S to denote the starting
time of the program. This is used for specification purposes only, and will not be part of the compiled code.
We then introduce three program variables, in anticipation of the variables needed by the main program
and the interrupt service routine. Counter n will be used by the main program to keep track of the number
of multiples of minor period P at which the next state change should occur. Shared variable ticks will be
incremented by the the interrupt service routine and sampled by the main program. Finally, local variable t
will be used by the main program to keep track of the number of ‘ticks’ it has seen occur. For brevity, we
follow the refinement calculus convention of letting symbol ‘’ mark the command currently being refined.

v weaken assump. (Law 1); def. const. (Law 8); intro. local var. (Law 7)
|[ const S := τ •
|[ var ticks,n, t : N •
∞w , ticks,n, t/
w , ticks,n, t :

S ≤ τ
τ =∞∧
∃ f : N→ Time •
f (0) = τ0 ∧
∀ i : N •
S + 10 ∗ i ∗ P ≤ f (i) ≤ S + 10 ∗ i ∗ P + Err ∧
∃ t : [-f (i)...f (i + 1)-] •
stable(w , [-f (i)...t-)) ∧
stable(w , [-t ...f (i + 1)-]) ∧
w(f (i + 1)) = ¬w(f (i))


]|
]|
In this step we also introduced an assumption to the specification command which notes that the value of
constant S does not exceed the (new) command’s starting time, and reexpressed the definition of function f
in terms of constant S , taking advantage of the fact that S equals the starting time τ0 of the original
command.
The following steps then remove the effect predicate’s reliance on abstract variable f , replacing it instead
with a reference to program variable n. To achieve this we first strengthen the effect with a requirement that
variable n is initially zero and has 10 added to it in each major period. The overall sequence of state updates
defined using function f is then replaced with a relation comprised of individual state updates, composed in
an infinite sequence.

v strengthen effect (Law 2), induction
∞w , ticks,n, t/
w , ticks,n, t :

S ≤ τ
τ =∞∧ n(τ0) = 0 ∧
∃ f : N→ Time •
f (0) = τ0 ∧
∀ i : N •
S + n(τ) ∗ P ≤ f (i + 1) ∧
f (i) ≤ S + n(τ0) ∗ P + Err ∧
∃ t : [-f (i)...f (i + 1)-] •
stable(w , [-f (i)...t-)) ∧
stable(w , [-t ...f (i + 1)-]) ∧
n(f (i + 1)) = n(f (i)) + 10 ∧ w(f (i + 1)) = ¬w(f (i))

= rel. comp. (Defn. 10); iterated relation (Defn. 19)
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∞w , ticks,n, t/
w , ticks,n, t :

S ≤ τ
τ =∞∧ n(τ0) = 0 ∧(
S + n(τ) ∗ P ≤ τ ∧ τ0 ≤ S + n(τ0) ∗ P + Err ∧
(stable(w , [-τ0...τ -)) o9 stable(w , [-τ0...τ -])) ∧
n(τ) = n(τ0) + 10 ∧ w(τ) = ¬w(τ0)
)∞
 
Each ‘iteration’ in this infinite sequence is thus: required to start (and finish) within Err seconds of a whole
multiple of the major period; update the output variable w no more than once, and otherwise leave it stable;
add 10 to minor period counter n; and toggle the value of output variable w . (When interpreting such
relations, bear in mind that the final state of one iteration is the initial state of the next.)
The next two steps introduce preceding assignments to initialise all three program variables, ticks, n
and t , to zero.

v seq. comp. (Law 5); contract write, read frame (Law 3, 4)
ticks,n, t : [S ≤ τ , ticks = 0 ∧ n = 0 ∧ t = n ∧ S < τ ] ;
∞w , ticks,n, t/
w , ticks,n, t :

S < τ ∧ ticks = 0 ∧ n = 0
τ =∞∧(
S + n(τ) ∗ P ≤ τ ∧ τ0 ≤ S + n(τ0) ∗ P + Err ∧
(stable(w , [-τ0...τ -)) o9 stable(w , [-τ0...τ -])) ∧
n(τ) = n(τ0) + 10 ∧ w(τ) = ¬w(τ0)
)∞

v seq. comp. (Law 5), twice; assignment (Law 10), thrice
ticks := 0; n := 0; t := 0;
∞w , ticks,n, t/
w , ticks,n, t :

S < τ ∧ ticks = 0 ∧ n = 0
τ =∞∧(
S + n(τ) ∗ P ≤ τ ∧ τ0 ≤ S + n(τ0) ∗ P + Err ∧
(stable(w , [-τ0...τ -)) o9 stable(w , [-τ0...τ -])) ∧
n(τ) = n(τ0) + 10 ∧ w(τ) = ¬w(τ0)
)∞
 
The next step is the key one that partitions the overall requirement into an interrupt service routine and
a dependent main program. Significantly, this step introduces an invariant which the main program assumes
is preserved by the interrupt service routine. The invariant places an upper bound on the progress of shared
variable ticks, with respect to the passage of time τ . It comprises two conjuncts. The first, ‘S + ticks(τ)∗P ≤
τ ’, ensures that ticks is initially zero and is incremented at most once in each each minor period, of duration P .
The second, ‘(τ − S ) mod P = 0⇒ S + ticks(τ) ∗P ≤ τ −P ’, concerns the precise moment at which time τ
equals some whole multiple of minor period P , relative to starting time S , and states that ticks is not
required to be updated at this point, thus avoiding the infeasible requirement that ticks must be updated
instantaneously. The main program will exploit this invariant by using shared variable ticks to control a
busy-wait loop that determines when it next updates output variable w . (Interestingly, we don’t need to
express a lower bound on ticks’ progress because the need to enforce this is introduced by the timing analysis
in Section 6.2.)
Using this invariant, the interrupt block is introduced as shown below.

v interrupt block (Law 9)
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|[ interrupt
∞w ,n, t/
w ,n, t :

S < τ ∧ ticks = 0 ∧ n = 0
τ =∞∧
S + ticks(τ0) ∗ P ≤ τ0 ∧
((τ0 − S ) mod P = 0⇒ S + ticks(τ0) ∗ P ≤ τ0 − P) ∧
S + ticks(τ) ∗ P ≤ τ ∧((τ − S ) mod P = 0
⇒ S + ticks(τ) ∗ P ≤ τ − P
) over [-τ0...∞-)
⇒
 S + n(τ) ∗ P ≤ τ ∧τ0 ≤ S + n(τ0) ∗ P + Err ∧(stable(w , [-τ0...τ -)) o9 stable(w , [-τ0...τ -])) ∧
n(τ) = n(τ0) + 10 ∧ w(τ) = ¬w(τ0)

∞


(a)
when (τ − S ) mod P = 0→
ticks/ticks:

TI ≤ τ ∧ (TI − S ) mod P = 0 ∧
S + ticks(TI ) ∗ P ≤ TI ∧
((TI − S ) mod P = 0⇒ S + ticks(TI ) ∗ P ≤ TI − P) ∧
stable(ticks, [-TI ...τ -])
stable(ticks, [-τ...τ + MaxDelay-])⇒(
S + ticks(τ) ∗ P ≤ τ ∧
((τ − S ) mod P = 0⇒ S + ticks(τ) ∗ P ≤ τ − P)
)
over [-TI ...τ + MaxDelay-]

(b)
]|
The main program, command (a), is the same as the requirement above except that it incorporates the
invariant property of shared variable ticks. The effect is strengthened to say that the invariant holds initially
and that we are required to achieve the original effect only if the invariant remains true forever.
The interrupt service routine, command (b), is assumed to be invoked whenever the current time τ , less
the program’s starting time S , is some whole multiple of minor period P . When this occurs the interrupt
service routine’s effect requires it to preserve the invariant relationship between τ and ticks, from time TI
when the interrupt occurred until the latest moment τ + MaxDelay at which the main program must have
resumed execution. However, the interrupt service routine only promises to do this if shared variable ticks
remains stable after time τ , when the interrupt service routine completes execution. In other words, it
expects that the main program does not interfere with variable ticks.
The interrupt service routine’s assumption says that: the interrupt service routine begins execution after
time TI , when the interrupt nominally occurred; the interrupt occured at some whole multiple of the major
period; the invariant is assumed to have held at time TI ; and that shared variable ticks remained stable
from the time the interrupt occurred until the interrupt service routine began execution. This last property
is again an obligation on the main program not to interfere with ticks when the interrupt service routine is
not executing, otherwise the interrupt service routine cannot ensure that the invariant holds over all time.
At this point we can refine the functional characteristics of the main program and the interrupt service
routine separately. However, as explained in Section 6.2, the abilities of these two ‘concurrent’ code blocks to
meet their respective deadlines are ultimately linked by their competition for shared computational resources
at run time. Therefore, the overall timed refinements are not entirely independent.
Refinement of the main program proceeds as follows. The first step makes use of the initial values of
variables ticks and n to simplify the effect predicate, and the second step removes a further conjunct that
is not necessary for refinement of the main program. However, the resulting predicate retains the essential
point that the command’s starting time τ0 is no later than the end of the first Err interval, thus ensuring
that the computation is started early enough to meet its deadline in the first major period. The third step
then incorporates this starting time into each ‘iteration’ of the infinite sequence, guaranteeing that each
iteration begins within Err seconds of the beginning of a major period.
(a)
v strengthen effect (Law 2); weaken assumption (Law 1)
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∞w ,n, t/
w ,n, t :

S < τ
τ =∞∧ τ0 ≤ S + n(τ0) ∗ P + Err ∧
(τ0 − S = 0⇒ S + ticks(τ0) ∗ P ≤ τ0 − P) ∧
(S + ticks(τ) ∗ P ≤ τ) over [-τ0...∞-)
⇒
 S + n(τ) ∗ P ≤ τ ∧τ0 ≤ S + n(τ0) ∗ P + Err ∧(stable(w , [-τ0...τ -)) o9 stable(w , [-τ0...τ -])) ∧
n(τ) = n(τ0) + 10 ∧ w(τ) = ¬w(τ0)

∞


v strengthen effect (Law 2); weaken assumption (Law 1)
∞w ,n, t/
w ,n, t :

τ =∞∧ τ0 ≤ S + n(τ0) ∗ P + Err ∧
(S + ticks(τ) ∗ P ≤ τ) over [-τ0...∞-)
⇒
 S + n(τ) ∗ P ≤ τ ∧τ0 ≤ S + n(τ0) ∗ P + Err ∧(stable(w , [-τ0...τ -)) o9 stable(w , [-τ0...τ -])) ∧
n(τ) = n(τ0) + 10 ∧ w(τ) = ¬w(τ0)

∞


v strengthen effect (Law 2)
∞w ,n, t/
w ,n, t :
τ =∞∧
 t = n ∧ τ0 ≤ S + n(τ0) ∗ P + Err ∧(∃ u : Time • u ≤ τ ∧ ticks(u) = n(τ)) ∧(stable(w , [-τ0...τ -)) o9 stable(w , [-τ0...τ -])) ∧
n(τ) = n(τ0) + 10 ∧ w(τ) = ¬w(τ0)

∞ 
The effect predicate above tells us that for each iteration in the infinite sequence: the final (and hence initial)
value of interrupt counter t and minor period counter n must be equal; the starting (and hence finishing)
time τ0 of each iteration must be within Err seconds of the beginning of a major period; the final (and hence
initial) value of minor period counter n must equal some previous value of shared variable ticks; the value of
output variable w may change at most once during the iteration, and must be otherwise stable; the value of
minor period counter n is increased by 10; and the value of output variable w changes during the iteration.
A subtle, but highly significant, aspect of this predicate is the implicit obligation it places on the progress
of shared variable ticks. Variable n is guaranteed to increase by 10 at each iteration and variable ticks is
required to (at least) keep pace. In the final program the responsibility for incrementing ticks rests with the
interrupt service routine.
The infinite sequence of steps can then be turned into an infinite loop, constrained by the timing re-
quirement that the previous iteration of the loop body has completed within Err seconds of the start of
the last major period. The deadline at the beginning of each iteration below is derived from the constraint
‘τ0 ≤ S + n(τ0) ∗ P + Err ’ in the infinite sequence above. It acts as a requirement of the previous iteration
to finish early enough to allow the current iteration to meet its own deadline.

v non-terminating iteration (Law 12)
do true→
deadline S + n ∗ P + Err ;
w ,n, t/
w ,n, t :

τ ≤ S + n ∗ P + Err
t = n ∧ τ0 ≤ S + n(τ0) ∗ P + Err ∧
(∃ u : Time • u ≤ τ ∧ ticks(u) = n(τ)) ∧
(stable(w , [-τ0...τ -)) o9 stable(w , [-τ0...τ -])) ∧
n(τ) = n(τ0) + 10 ∧ w(τ) = ¬w(τ0)
 
od
Refinement of the loop body then takes advantage of the assumption about the starting time to simplify
the effect predicate and reexpress the effect as three sequentially-composed actions, the first to update minor
period counter n, the second to wait until interrupt counter t equals the updated value of n, and the third
to update output variable w .

v strengthen effect (Law 2); weaken assumption (Law 1)
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w ,n, t/
w ,n, t :
 t = n ∧(∃ u : Time • u ≤ τ ∧ ticks(u) = n(τ)) ∧(stable(w , [-τ0...τ -)) o9 stable(w , [-τ0...τ -])) ∧
n(τ) = n(τ0) + 10 ∧ w(τ) = ¬w(τ0)

v strengthen effect (Law 2)
w ,n, t/
w ,n, t :

(n(τ) = n(τ0) + 10 ∧ stable(w , [-τ0...τ -]))o9(
(∃ u : Time • u ≤ τ ∧ ticks(u) = n(τ)) ∧
t = n ∧ stable(w , [-τ0...τ -])
)
o
9
((stable(w , [-τ0...τ -)) o9 stable(w , [-τ0...τ -])) ∧ w(τ) = ¬w(τ0) ∧ t = n)
 
This refinement step has introduced a significant constraint on the time when we may update variable w ,
within the current major period. We may now do so only after the number of minor period ‘ticks’ has caught
up with counter n. Ultimately, this will mean that w must be updated within P seconds of the end of each
major period (or with an overrun of up to Err seconds), thus giving our final ‘square wave’ a regular shape.
The overall requirement, to update variables n, t and w can then be partitioned into three consecutive
commands, the first and third of which are refined easily into assignments.

v sequential composition (Law 5), twice
w ,n, t/w ,n, t : [n(τ) = n(τ0) + 10 ∧ stable(w , [-τ0...τ -])] ;
w ,n, t/w ,n, t :
[
(∃ u : Time • u ≤ τ ∧ ticks(u) = n(τ)) ∧
t = n ∧ stable(w , [-τ0...τ -])
]
;
w ,n, t/w ,n, t :
[
t = n,
(stable(w , [-τ0...τ -)) o9 stable(w , [-τ0...τ -])) ∧
w(τ) = ¬w(τ0) ∧ t = n
]
v assignment (Law 10), twice
n := n + 10;
w ,n, t/w ,n, t :
[
(∃ u : Time • u ≤ τ ∧ ticks(u) = n(τ)) ∧
t = n ∧ stable(w , [-τ0...τ -])
]
; 
w := ¬w
The remaining requirement is to make minor period counter n equal to interrupt counter t and (some prior
value of) shared variable ticks. The following refinement steps do this by looping until interrupt counter t
equals minor period counter n, where t ’s value is set by sampling shared variable ticks.

v contract write frame (Law 3); contract read frame (Law 4)
t/n, t :
[
(∃ u : Time • u ≤ τ ∧ ticks(u) = n) ∧
t = n ∧ stable(w , [-τ0...τ -])
]
v strengthen effect (Law 2)
t/n, t : [(∃ u : Time • u ≤ τ ∧ ticks(u) = t) ∧ t = n]
v terminating iteration (Law 11)
do t 6= n →
deadline S + n ∗ P + Err ;
t/n, t : [t 6= n, ∃ u : Time • u ≤ τ ∧ ticks(u) = t ] 
od
v atomic block (Law 13)
|[ atomically
t/n, t , ticks: [t 6= n, ∃ u : Time • u ≤ τ ∧ ticks(u) = t ] 
]|
v assignment (Law 10)
t := ticks
Importantly, this places an implicit obligation on the interrupt service routine to increment ticks in a timely
manner, otherwise the main program will miss its deadlines (Section 6.2). The assignment of shared variable
ticks to local variable t needs to be done by the main program without interruption, so it is enclosed within
an atomically block, to avoid the danger that ticks gets updated while the assignment is executing.
Refinement of the interrupt service routine’s body is comparatively simple. Recall that its requirement
Stepwise Refinement of Interrupt-Driven Real-Time Programs 21
is to update shared variable ticks in a way that preserves the invariant. Curiously, since the invariant places
only an upper bound on the value of ticks over time, the interrupt service routine is not obliged to increment
ticks at all! Failure to do so, however, would make it impossible to satisfy the deadline constraints in the
final program, as discussed in Section 6.2. Therefore, the refinement below increments ticks in each minor
period.
The first step below strengthens the requirement to increment ticks at some point between the interrupt
service routine’s starting and finishing times. The next two steps simplify the required effect by removing
references to the intervals before and after execution of the interrupt service routine itself, during which the
invariant is assumed to remain true, provided that the main program does not interfere with shared variable
ticks. Following this, the assumption concerning ticks can be removed as it is no longer needed.
(b)
v strengthen effect (Law 2); weaken assumption (Law 1)
ticks/ticks:

S + ticks(TI ) ∗ P ≤ TI − P ∧
stable(ticks, [-TI ...τ -])
(ticks(τ) = ticks(τ0) ∨ ticks(τ) = ticks(τ0) + 1) over [-τ0...τ -] ∧
ticks(τ) = ticks(τ0) + 1 ∧ τ ≤ TI + P −MaxDelay ∧
stable(ticks, [-τ...τ + MaxDelay-])⇒(
S + ticks(τ) ∗ P ≤ τ ∧
((τ − S ) mod P = 0⇒ S + ticks(τ) ∗ P ≤ τ − P)
)
over [-TI ...τ + MaxDelay-]


v strengthen effect (Law 2)
ticks/ticks:

S + ticks(TI ) ∗ P ≤ TI − P ∧
stable(ticks, [-TI ...τ -])
(ticks(τ) = ticks(τ0) ∨ ticks(τ) = ticks(τ0) + 1) over [-τ0...τ -] ∧
ticks(τ) = ticks(τ0) + 1 ∧ τ ≤ TI + P −MaxDelay ∧(
stable(ticks, [-τ...τ + MaxDelay-])⇒
(S + ticks(τ) ∗ P ≤ τ) over [-TI ...τ + MaxDelay-]
)

v strengthen effect (Law 2)
ticks/ticks:

S + ticks(TI ) ∗ P ≤ TI − P ∧
stable(ticks, [-TI ...τ -])
(ticks(τ) = ticks(τ0) ∨ ticks(τ) = ticks(τ0) + 1) over [-τ0...τ -] ∧
ticks(τ) = ticks(τ0) + 1 ∧ τ ≤ TI + P −MaxDelay ∧
(S + ticks(τ) ∗ P ≤ τ) over [-τ0...τ -]

v strengthen effect (Law 2); weaken assumption (Law 1)
ticks/ticks:
[
(ticks(τ) = ticks(τ0) ∨ ticks(τ) = ticks(τ0) + 1) over [-τ0...τ -] ∧
ticks(τ) = ticks(τ0) + 1 ∧ τ ≤ TI + P −MaxDelay
]

The resulting requirement says that: the value of ticks is equal to either its initial value or its initial value
plus one during the whole interval of the interrupt service routine’s execution; the final value of ticks must
equal its initial value plus one; and the interrupt service routine must finish no later than P −MaxDelay
seconds from the time TI when the interrupt occurred, to allow enough time for the context switch back to
the main program to be completed before the next interrupt arrives.
This final timing constraint can be separated out as a distinct deadline command which applies to the
overall interrupt service routine (including all of the run-time overheads associated with invoking it). The
update to ticks is then implemented easily as an assignment command.

v separate deadline (Law 6)
ticks/ticks:
[
(ticks(τ) = ticks(τ0) ∨ ticks(τ) = ticks(τ0) + 1) over [-τ0...τ -] ∧
ticks(τ) = ticks(τ0) + 1
]
;
deadline TI + P −MaxDelay
v assignment (Law 10)
ticks := ticks + 1;
deadline TI + P −MaxDelay
2
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1. |[ const S := τ •
2. |[ var ticks,n, t : N •
3. ticks := 0; n := 0; t := 0;
4. |[ interrupt
5. do true→
6. deadline S + n ∗ P + Err ;
7. n := n + 10;
8. do t 6= n →
9. deadline S + n ∗ P + Err ;
10. |[ atomically t := ticks ]|
11. od;
12. w := ¬w
13. od
14. when (τ − S ) mod P = 0→
15. ticks := ticks + 1;
16. deadline TI + P −MaxDelay
17. ]|
18. ]|
19. ]|
Fig. 3. The final ‘square wave’ program
This deadline on the interrupt service routine (in isolation) seems quite relaxed. It would appear to allow the
interrupt service routine, and its associated implementation overheads, to consume all of the available time
between successive interrupts. However, in the context of the overall program there is a stronger implicit
constraint on the interrupt service routine’s execution time, due to the requirement that it executes quickly
enough to allow the main program to meet its own deadlines, as explained in Section 6.2.
Finally, putting all of these steps together produces the program design shown in Figure 3. Most of the
program-like code in Figure 3 can be translated easily into an appropriate executable programming language,
provided that the target execution environment supports clock-driven interrupts that can be calibrated to
occur every P seconds.
However, the program design in Figure 3 still contains some constructs which exist solely for the purposes
of specification and verification. For instance, constant S , declared on line 1, is not intended to be imple-
mented. Its purpose is to support specification of the two deadline commands on lines 6 and 9, and the
specification of when interrupts are expected to occur on line 14. These unimplementable timing annotations
can be ignored, or treated as meaningful comments, provided that we are certain they will always be satisfied.
How to do this is the subject of the next section.
6.2. Example: Timing Analysis
The various deadline commands in Figure 3 document important timing constraints on the program code.
The ability to meet these constraints depends on the execution speed of the compiled program code in its
particular run-time environment.
Proving that deadlines will be met in the timed refinement calculus is usually done using traditional
principles of program slicing [HR92] and worst-case execution time analysis [LBJ+95]. All control flow paths
ending at a deadline command are extracted from the program code. For each such path the maximum
allowable execution time that will guarantee the deadline is never violated is calculated. The actual execution
time of the machine code corresponding to the path through the program is then checked to ensure that it
never exceeds this time [FHW99, Hay03]. Determining the worst-case execution time for a particular path
can be done either by empirical measurement of the program at run time, or by ‘cycle counting’ the sequence
of machine-level instructions in the compiled code [LBJ+95].
For our purposes, however, a more elaborate analysis process is needed. As we have seen, interrupt
handling introduces a form of concurrency to the program. To successfully analyse execution times of paths
through a main program we need to consider that it may be ‘preempted’ by higher-priority interrupt service
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routines. Conversely, to determine the execution time of paths through an interrupt service routine we need
to consider that its execution may be ‘blocked’ by non-interruptible commands in the main program (or the
interrupt service routine may itself be preempted by the occurrence of an interrupt of even higher priority).
Therefore, to calculate execution times in interrupt-driven programs, we appeal to the principles of multi-
tasking scheduling theory [ABR+93], which takes both preemption from higher-priority tasks and blocking
from lower-priority tasks into account. The following recurrence equation defines the worst-case response time
Ri for a given task i . This is the time required to complete an invocation of task i despite all interference
from other tasks [ABR+93]. Let dre be real value r rounded up to the nearest whole integer.
Ri = Ei + Bi +
∑
j∈hp(i)
⌈
Ri
Pj
⌉
Ej (1)
The equation assumes that an invocation of task i has a worst-case execution time of Ei seconds when
executed in isolation (including all overheads associated with invoking the task). Term Bi is the longest
possible blocking time due to a task with lower-priority than task i . The summation calculates the interference
due to preemptions by all tasks in the set hp(i) of tasks with higher priority than task i . For each such task j
we assume its worst-case execution time is Ej and its period (or minimum interarrival time) is Pj . Although
this equation is recursive—term Ri appears on both sides—it is easily solved iteratively by beginning with
Ei as the first approximation [ABR
+93].
As a simple example of how this theory can be applied, consider the following program slice extracted
from Figure 3. It represents a single invocation of the interrupt service routine from the moment the interrupt
occurs until the routine completes execution (i.e., from points 4 to 6 in Figure 1).
14. when (τ − S ) mod P = 0→
15. ticks := ticks + 1;
16. deadline TI + P −MaxDelay
Here we interpret the condition on line 14 as denoting the run-time overheads associated with invoking the
interrupt service routine. The deadline command at the end of the path represents a constraint on the
execution time of the interrupt service routine, relative to the moment TI (see Definition 15) when the
interrupt occurred. To prove that this deadline is always respected we need to confirm that every execution
of this path will consume no more than P −MaxDelay seconds.
To analyse the path’s timing we refer to Equation 1 above, noting that there are no commands in the
program with higher priority than the interrupt service routine, so the worst-case response time R−I of the
path is merely
R−I = E
−
I + BM (2)
where E−I is the interference-free execution time of the interrupt service routine’s code plus the overhead of
transferring control from the main program, and BM is the worst-case blocking caused by the main program.
The ‘−’ superscripts remind us that these terms exclude the time required to transfer control back to the
main program, whereas Equation 1 assumes that all overheads associated with invoking a code segment are
included. (This slight awkwardness is due to our assumption that the deadline command on line 16 marks
the end of the interrupt service routine, not the moment when control returns to the main program.)
Once the program has been compiled, the value of term E−I can be calculated as the sum of
• the time required for the operating system to invoke the interrupt service routine (points 4 to 5 in
Figure 1), and
• the time required to execute the assignment statement on line 15.
Blocking term BM is a consequence of the fact that the main program acts like a lower-priority task from
the interrupt service routine’s viewpoint. Its value is
• the worst-case execution time of the non-interruptible atomically block on line 10 of the main program.
Normally the interrupt service routine will immediately preempt the main program when an interrupt occurs.
However, if the main program begins executing its atomically block just before the interrupt service routine
is started then the interrupt service routine’s execution will be delayed for the full duration of the atomically
block. Fortunately, scheduling theory tells us that this can happen only once [ABR+93] because as soon as
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the non-interruptible code ends, control will be transferred to the (delayed) higher-priority interrupt service
routine and will not be returned to the main program again until the interrupt service routine has finished.
Once these values are made available the analysis is then completed by confirming that R−I does not
exceed P −MaxDelay . However, if we cannot show this for the particular run-time environment in which
the program will execute then we would be obliged to either redevelop the program or reimplement it on a
more efficient computer!
To analyse loops we ‘cut’ them into simple paths that end at deadline commands. The most important
such path in the main program is the one that represents a complete iteration of the outermost loop. The
path leads from the deadline command on line 6 all the way back to the same point.
6. deadline S + n ∗ P + Err ;
7. n := n + 10;
8–11. do t 6= n →
deadline S + n ∗ P + Err ;
|[ atomically t := ticks ]|
od;
12. w := ¬w
13. od
5. do true→
6. deadline S + n ∗ P + Err ;
This path contains a nested loop, which is represented as a single command for now. With respect to the
outer loop, we interpret the ‘od’ delimiter on line 13 as denoting the jump back to the top of the loop. The
loop condition ‘do true’ on line 5 may or may not incur a run-time overhead depending on whether or not
the program compiler is smart enough to recognise that the expression is constant.
The worst-case timing constraint on the whole loop is defined by the difference between the deadline
expressions at the beginning and end of the path. The only term in the expression that is changed by the
code in the path is n, which has 10 added to it. Thus the execution time constraint on the whole path is
(S + (n + 10) ∗P + Err)− (S + n ∗P + Err) = 10P seconds. (This is not surprising given that the allowable
error on each iteration is not cumulative. In the worst case, if the ith iteration overruns by Err seconds then
there will be at most 10P seconds left to complete the i + 1st iteration before the end of its own maximum
overrun.)
To define the worst-case response time RM of an arbitrary code segment in the main program we can
again refer to Equation 1. In the case of the main program there are no commands with lower priority, so
it cannot be blocked and there is no BM term. Also there is only one command with higher priority than
the main program, namely the interrupt service routine. Furthermore, we know that the interrupt service
routine has a fixed period of P seconds and a total worst-case execution time of
EI = E
−
I + MaxDelay
seconds, incorporating the specified worst-case overhead MaxDelay of returning from an interrupt service
routine invocation, and where E−I is calculated as explained above. Thus, in the general case, the response
time for a segment of main program code, with an uninterrupted execution time of EM seconds, can be
determined by solving the following recurrence equation.
RM = EM +
⌈
RM
P
⌉
EI (3)
However, we need to be cautious about applying this equation to the program path above. Equation 1
assumes that the set of concurrent tasks are independent, apart from the way they compete for shared
computational resources. However, the loop on lines 8 to 11 of the main program relies for its termination
on updates made to shared variable ticks by the interrupt service routine.
To find an execution time constraint on the main program code that guarantees the path above will
meet its deadline we therefore need to consider carefully what conditions will ensure that the nested loop
terminates. Firstly, observe that the loop can exit only when ticks has been incremented 10 times. Also
we know that the interrupt service routine (as implemented in Section 6.1) will increment ticks once every
P seconds.
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Indeed, if the interrupt service routine fails to increment ticks the loop in the main program will not
terminate. This finally explains why it was sufficient to use an invariant in Section 6.1 which placed only
an upper bound on the progress of the ticks variable. Although this would have allowed us to refine the
interrupt service routine’s specification to program code that never incremented ticks, it would then have
been impossible to satisfactorily complete the timing analysis of the main program, because we couldn’t
prove that the loop on lines 8 to 11 terminates.
Also notice that if the inner loop iterates too slowly it may fail to sample the value of ticks in the
particular minor period when ticks equals n. If this happens the loop will again fail to terminate because t
will never be assigned a value that equals n.
Thus, one way to guarantee that the loop on lines 8 to 11 terminates is to ensure that it samples
each distinct value of shared variable ticks assigned by the interrupt service routine at least once. Roughly
speaking, we would expect this to be the case if we were certain that the inner loop can complete (at least)
one iteration every P seconds. However, because the first iteration may start up to Err seconds late, this
constraint would admit the (slight) possibility that the sample intended to be taken in a particular period
is delayed until early in the following period. Therefore, to be safe, we should show that each iteration
completes in no more than P − Err seconds.
However, an additional complication is created by the code on line 7, preceding the first iteration, and
on lines 12 to 5, following the last iteration. To be certain that the first and last iterations fit within P −Err
seconds, we also need to incorporate the execution times of these commands into the calculation. Thus there
are two significant special cases to be analysed.
The first is the path consisting of the statement preceding the inner loop, followed by one complete
iteration of the loop. (We omit the non-executable deadline command below.)
7. n := n + 10;
8. do t 6= n →
10. |[ atomically t := ticks ]|
11. od;
Here we interpret the ‘od’ delimiter as denoting the run-time overhead of jumping back to the top of the
loop, and the ‘do’ condition on line 8 as the time required to evaluate the loop condition, find that it is
‘true’, and branch to the loop body.
The second path of interest comprises the final complete iteration of the loop and the statements that
follow it.
10. |[ atomically t := ticks ]|
11. od;
8. do t 6= n →
12. w := ¬w
13. od
5. do true→
In this case the command on line 8 is interpreted as the time required to evaluate the loop condition, find
that it is ‘false’, and exit the loop. This path also includes the overheads of implementing the outermost loop
in the main program.
The remaining (eight or more) iterations of the inner loop consist only of the three commands on lines 8,
10 and 11. However, since each of these paths is shorter than the two above, we do not need to consider
them separately in our analysis. If the two paths above meet their timing constraints, then all of the other
iterations of the loop will as well.
To confirm that the two paths above can both complete within P −Err seconds we apply Equation 3 to
take account of interruptions. Let E7–11 be the uninterrupted execution time of the first path. Its worst-case
execution in the presence of interruptions is then:
R7–11 = E7–11 +
⌈
R7–11
P
⌉
EI .
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Similarly for the second path:
R10–5 = E10–5 +
⌈
R10–5
P
⌉
EI .
Provided that we can show that the solutions to these two equations are both less than P −Err seconds, in
the particular target execution environment, then we can be certain that the entire path around the main
program’s outer loop will always meet its deadline.
The final timing path of importance in the program in Figure 3 goes from the program’s beginning on
line 1 to the deadline on line 6, i.e., the path followed when we enter the infinite loop for the first time.
Its analysis is comparatively simple. The deadline tells us that we have up to Err seconds to complete this
path (because n is zero when the loop is entered). The path’s execution time comprises the time required to:
allocate space for the local variables (line 2); initialise these variables (line 3); and enter the interrupt block
(line 4). Constant S is not part of the executable code, so its initialisation (line 1) does not consume time.
We would also normally expect that the compile-time constant loop condition (line 5) is not evaluated at
run time, with the infinite loop being implemented by a simple jump at the end of the loop body (although
we should confirm this for the particular compiler used). A subtle point about this particular path is that
we don’t need to consider the possibility that the main program is interrupted as soon as it enters the
interrupt block because the interrupt condition on line 14 cannot become true within the first Err seconds
of the program’s execution (assuming that we cannot declare and initialise the local variables and enter the
interrupt block in zero time). If we are not confident of this, however, it is always ‘safe’ to use Equation 3
to analyse the path, although the outcome may be unnecessarily pessimistic.
7. Conclusions
Interrupt handling is an important feature of embedded systems programming, but refinement-based program
development and verification formalisms do not allow for asynchronously-executed program fragments. In
this article we have shown how the refinement calculus can be extended to allow introduction of interrupt
service routines during program derivation.
In essence, the aim of this work was quite simple—we merely wanted to add a new construct, the
interrupt block, to the ‘timed’ version of the refinement calculus. In practice, however, this required exten-
sive fundamental changes to the formalism’s semantics. The first issue was that interrupt handling introduces
a form of interleaved, preemptive concurrency. To handle this we used a special variable, λ, to explicitly rep-
resent which ‘concurrent’ command is executing. The second challenge was that interrupt handling involves
shared variables. This was addressed by introducing a novel semantics for read frames, in which the frames
are used to define constraints on shared variables, via predicates maintained and inert . These changes
required numerous small modifications throughout the refinement calculus. In addition, the presence of in-
terleaved concurrency greatly complicated subsequent timing analysis of the program code, forcing us to rely
on scheduling theory to determine whether or not the final program will always meet its deadlines.
Finally, a pragmatic challenge faced when formally modelling interrupts is that a remarkably wide variety
of interrupt handling mechanisms can be implemented in hardware [Lev78]. Thus there is still scope for
extending the formalism described above. For instance, Definition 15 did not allow for an interrupt handling
mechanism that queues blocked interrupts. If condition G becomes true again while a previous interrupt is
still being serviced, the interrupt service routine will not be invoked a second time. Similarly, Law 9 allows us
to express an invariant property I guaranteed by the interrupt service routine for use by the main program,
but not vice versa. Although not needed in the case study above, such a capability may be useful for more
complex forms of interrupt handling, such as the situation where a Central Processing Unit and a parallel
Input-Output Processor can interrupt one another [Fal94].
Acknowledgements.
This research was funded by Australian Research Council Discovery-Projects grant DP0449773, Verified
Emulation of Legacy Mission Computer Systems. We wish to thank Ian Hayes for his advice on the timed
refinement calculus.
Stepwise Refinement of Interrupt-Driven Real-Time Programs 27
References
[ABR+93] N. Audsley, A. Burns, M. Richardson, K. Tindell, and A. Wellings. Applying new scheduling theory to static
priority pre-emptive scheduling. Software Engineering Journal, 8(5):284–292, September 1993.
[BDP01] D. Brylow, N. Damgaard, and J. Palsberg. Static checking of interrupt-driven software. In Proceedings of the
International Conference on Software Engineering (ICSE’01), pages 47–56, 2001.
[Bic02] J. C. Bicarregui. Do not read this. In L.-H. Eriksson and P. Lindsay, editors, FME 2002: Formal Methods—Getting
IT Right, volume 2391 of Lecture Notes in Computer Science, pages 106–125. Springer-Verlag, 2002.
[BvW98] R.-J. Back and J. von Wright. Refinement Calculus: A Systematic Introduction. Springer-Verlag, 1998.
[CdF+06] J. Chevalier, M. de Nanclas, L. Filion, O. Benny, M. Rondonneau, G. Bois, and E. Aboulhamid. A SystemC
refinement methodology for embedded software. IEEE Design and Test of Computers, 23(2):148–158, March/April
2006.
[CEP00] L. Corte´s, P. Eles, and Z. Peng. Formal coverification of embedded systems using model checking. In Proceedings
of the 26th Euromicro Conference, pages 106–113, September 2000.
[CSW99] A. Cavalcanti, A. Sampaio, and J. Woodcock. An inconsistency in procedures, parameters, and substitution in the
refinement calculus. Science of Computer Programming, 33(1):87–96, January 1999.
[Fal94] J. D. G. Falardeau. Schedulability analysis in rate monotonic based systems with application to the CF-188.
Master’s thesis, Department of Electrical and Computer Engineering, Royal Military College of Canada, May
1994.
[FC05] C. J. Fidge and P. Cook. Model checking interrupt-dependent software. In Proceedings of the Twelfth Asia-Pacific
Software Engineering Conference (APSEC 2005), pages 51–58. IEEE Computer Society Press, 2005.
[FHW99] C. J. Fidge, I. J. Hayes, and G. Watson. The deadline command. IEE Proceedings—Software, 146(2):104–111,
April 1999.
[Hay02a] I. J. Hayes. The real-time refinement calculus: A foundation for machine-independent real-time programming. In
Applications and Theory of Petri Nets 2002 (ICATPN 2002), volume 2360 of Lecture Notes in Computer Science,
pages 44–58. Springer-Verlag, 2002. Invited paper.
[Hay02b] I. J. Hayes. Reasoning about real-time repetitions: Terminating and nonterminating. Science of Computer Pro-
gramming, 43(2–3):161–192, May/June 2002.
[Hay03] I. J. Hayes. A predicative semantics for real-time refinement. In A. McIver and C. C. Morgan, editors, Programming
Methodology, Monographs in Computer Science, chapter 6, pages 109–133. Springer-Verlag, 2003.
[Heh93] E. C. R. Hehner. A Practical Theory of Programming. Springer-Verlag, 1993.
[HH98] C. A. R. Hoare and He Jifeng. Unifying Theories of Programming. Prentice-Hall, 1998.
[HR92] S. Horwitz and T. Reps. The use of program dependence graphs in software engineering. In Proceedings of the
Fourteenth International Conference on Software Engineering (ICSE’92), pages 392–411. ACM Press, 1992.
[HU01] I. J. Hayes and M. Utting. A sequential real-time refinement calculus. Acta Informatica, 37(6):385–448, 2001.
[HZ97] M. R. Hansen and Zhou Chaochen. Duration calculus: Logical foundations. Formal Aspects of Computing, 9(3):283–
330, 1997.
[KM95] S. King and C. Morgan. Exits in the refinement calculus. Formal Aspects of Computing, 7(1):54–76, 1995.
[LBJ+95] Sung-Soo Lim, Young Hyun Bae, Gyu Tae Jang, Byung-Do Rhee, Sang Lyul Min, Chang Yun Park, Heonshik
Shin, Kunsoo Park, Soo-Mook Moon, and Chong Sang Kim. An accurate worst case timing analysis for RISC
processors. IEEE Transactions on Software Engineering, 21(7):593–604, July 1995.
[Lev78] L. A. Leventhal. Introduction to Microprocessors: Software, Hardware and Programming. Prentice-Hall, 1978.
[LF06] K. Lermer and C. J. Fidge. Procedure compilation in the refinement calculus. Formal Aspects of Computing,
18(2):152–180, June 2006.
[Mor94] C. Morgan. Programming from Specifications. Prentice-Hall, second edition, 1994.
[PMS94] A. Peron and A. Maggiolo-Schettini. Transitions as interrupts: A new semantics for timed statecharts. In Theoretical
Aspects of Computer Software (TACS’94), volume 789 of Lecture Notes in Computer Science, pages 806–821.
Springer-Verlag, 1994.
[Smi01] G. Smith. Introducing parallel composition to the timed refinement calculus. In H. El Gindy and C. J. Fidge,
editors, PART 2000: Proceedings of the 7th Australasian Conference on Parallel and Real-Time Systems, pages
139–148. Springer-Verlag, 2001.
[Wat02] G. Watson. Refining exceptions using King and Morgan’s exit construct. In P. Strooper and P. Muenchaisri, editors,
Asia-Pacific Software Engineering Conference (APSEC 2002), pages 43–51. IEEE Computer Society Press, 2002.
[ZRH93] Zhou Chaochen, A. P. Ravn, and M. R. Hansen. An extended duration calculus for hybrid real-time systems. In
R. L. Grossman, A. Nerode, A. P. Ravn, and H. Rischel, editors, Hybrid Systems, volume 736 of Lecture Notes in
Computer Science, pages 36–59. Springer-Verlag, 1993.
