ABSTRACT Accurate remaining useful life (RUL) prediction under the noisy environment is a big challenge for the health management of modern industrial systems since the extraction of the accurate data structure from heavily corrupted data is difficult. In recent years, the kernel adaptive filter (KAF) has been widely adopted to solve the robust regression problem due to its low-complexity and high-approximation capability and robustness while the applications in battery RUL prediction are still few and far between. Thus, this paper is concerned with long-term RUL prediction using the KAF method. At first, concretely speaking, a robust KAF algorithm is derived based on the double-Gaussian-mixture (DGM) cost function, which is used to learn the capacity degradation mechanism from contaminated capacity data and so as to build the long-term prediction model. Second, a robust unscented Kalman filter (UKF) algorithm employing the DGM-based cost function is developed, which is then combined with the KAF-based prediction model to realize a more accurate and reliable prediction. Under the hybrid prognostic framework, the proposed UKF algorithm is applied to filter the noisy observations. When the observation data are inaccessible, the predicted data from the off-line trained KAF-based prediction model are adopted as the approximated value of the real observations for the UKF algorithm to optimize the prediction results and to provide the uncertainty representation. The experimental results reveal that the proposed method has great robustness when the measurements contain noise and large outliers, which makes it possible to get satisfactory prediction performance without preprocessing the data manually.
I. INTRODUCTION
With the ever-increasing requirement of security and reliability for critical systems, the prognostics and health management (PHM) play a more significant role in the modern industry. PHM is an enabling discipline that connects studies of failure mechanisms to system lifecycle management and provides effective strategies to mitigate system risk [1] . Particularly, the prognosis of remaining useful life (RUL) has been considered as one of the most pivotal parts in PHM. The accurate RUL prediction can assess the reliability of a system during its whole service life, thus providing valuable information for the maintenance schedule to avoid catastrophic events. The past decades have witnessed various research on the techniques of RUL prediction, and those techniques can
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be principally classified as model-based methods, data-driven methods or hybrid methods.
Model-based methods typically rely on building mathematic function to describe the degradation mechanism of system state. RUL prediction using model-based method is actually a process of model parameter identification, which is generally combined with an advanced filtering technique such as Kalman filter (KF) or particle filter (PF). He et al. [2] proposed a double-exponential model to capture the battery capacity degradation, where the PF algorithm was used to update the model parameters dynamically. Yang et al. [3] constructed a two-term logarithmic model to characterize the battery aging and incorporated PF algorithm to achieve online RUL prediction. Zhang et al. [4] proposed a RUL prediction method based on the exponential model and the particle filter, which adopted the extrapolation method to get the quantitative expression of the uncertainty of life expectancy. Moreover, a series of works focused on improving the model accuracy and filter performance have been done for RUL prediction [5] - [8] . Nevertheless, there are some inevitable disadvantages for the model-based method. On one hand, it is inaccessible to obtain an accurate physics of failure model when facing a complex system with variability. On the other hand, since no new measurements are available, the prediction performance is suppressed as the model parameters cannot be updated during the prognostic period.
Data-driven methods generally involves pattern recognition and machine learning techniques, extracting features from the monitoring data and exploring the underlying degradation mechanism in the data. The advanced machine learning techniques, such as support vector regression (SVR) [9] , relevance vector machine (RVM) [10] , recurrent neural network (RNN) [11] , autoregressive moving average model (ARMA) [12] , Gaussian process regression (GPR) [13] , and so on [14] - [16] , have been successfully applied to RUL prediction. Data-driven methods do not require specific physical understanding of systems and avoid building high-level physicochemical models, so that they are more simple and practical than model-based methods to tackle complex systems. However, a well-trained RUL predictor requires a large amount of training data and it is also not suitable for long-term prediction [17] .
Hybrid methods combining advantages of both modelbased and data-driven methods can get more accurate prognostic results at the cost of relative high complexity. Recently, hybrid methods have become a main research interest for improving the prediction performance. Dong et al. [18] integrated the strength of Brownian motion (BM) based degradation model and PF algorithm to realize battery RUL prediction, in which the BM model tackles the capacity degradation as the traveling distance of a Brownian particle in a given time interval and the PF is used to estimate the drift parameter. Chang et al. [19] developed a hybrid prognostic method incorporating the algorithms of unscented Kalman filter (UKF), complete ensemble empirical mode decomposition (CEEMD) and relevance vector machine (RVM). Sbarufatti et al. [20] employed PF algorithm and radial basis function (RBF) neural networks to calculate the terminal voltage of battery, where the predictor can automatically adapt to the changing dynamics due to battery aging. Moreover, other advanced studies aimed at improving the accuracy and reliability of the prediction results using hybrid methods are also carried out [21] - [23] .
A common requirement for both model-based and data-driven methods is that the real measured data are needed to ensure the accuracy of model training or parameter estimation. However, in practical scenarios, the measurements from sensors are usually obscured by external disturbance such as environmental noise. Determining the correct model parameters and training a desired predictor from the contaminated measurement data are of extreme challenging for accurate RUL prediction. To enhance the prediction robustness, Razavi-Far et al. [24] proposed an integrated imputation-prediction scheme for prognostics of battery data, where a pre-processing module is induced to eliminate error as well as estimate the missing observations. Downey et al. [25] proposed a physics-based approach to lithium-ion battery prognostics, where the robust online prediction of RUL is achieved by employing a non-linear least squares method with dynamic bounds. Qin et al. [26] employed particle swarm optimization to improve the performance of the SVR-based battery model, in which the global degradation trend of battery capacity under unexpected local regeneration and fluctuations was grasped. Nowadays, how to enhance the robustness of predictors is still a challenging topic.
In recent years, the kernel adaptive filter (KAF) have been widely adopted to solve the robust regression problem [27] . KAF can be used as a universal approximator for a nonlinear function, which adapts its transfer function to changes in signal properties over time by optimizing a cost function that characterizes how far the filter deviates from ideal behavior. Two well-known KAFs is the kernel least mean square (KLMS) algorithm [28] and the kernel recursive least-squares (KRLS) algorithm [29] . The KAF method has been widely applied in the field of system identification, noise elimination and time series prediction [30] - [33] , while the applications in energy systems are still few and far between. Since KAF is favorite for its robustness, low complexity and high approximation capability, it is worthwhile to introduce KAF in the prognostics and health management of energy system. This paper investigates the problems of robust modeling with noisy measurements as well as accurate long-term RUL prediction. To capture the underlying structure in noisy measurements, the kernel adaptive filter is introduced to build the prediction model. The main contributions of this paper are presented as follows:
1) A novel KAF algorithm is developed, where a doubleGaussian-mixture (DGM) measure is employed as the cost function to improve the robustness. The proposed KAF reveals superior performance in the presence of unexpected outliers.
2) A one-step-ahead capacity prediction model is constructed based on the KAF algorithm, where a couple of history capacity data are used as the model input. Moreover, a long-term capacity prediction model is build for RUL prediction, which contains several individual KAF layers. A prominent character of the proposed long-term model is that the prediction step is executed in one time, which avoids the accumulate of step errors.
3) A novel unscented Kalman filter (UKF) algorithm is implemented by optimizing the DGM based cost function. Unlike the conventional UKF which heavily relies on the Gaussian assumption, the proposed algorithm can handle the Gaussian noise as well as the non-Gaussian perturbation (e.g. impulsive noise).
4) The proposed UKF algorithm is combined with the KAF-based prediction model to achieve a more accurate and reliable RUL prediction, where the predicted data from the off-line trained KAF prediction model are adopted as the approximated value of the real observations for the UKF algorithm to optimize the prediction results and to provide the uncertainty representation.
The remainder of this paper is outlined as follows: Section II describes the KAF-based modeling and prognostic methods. Section III introduces the robust unscented Kalman filter algorithm. The framework of the proposed hybrid prognostic method is presented in Section IV. The performance of the proposed method is discussed in Section V. Finally, Section VI gives the conclusion.
II. KAF-BASED CAPACITY PREDICTION MODEL A. KERNEL ADAPTIVE FILTER
Utilizing KAF to solve a nonlinear time series prediction problem, the goal is to construct a continuous input-output model f : U → R via a known sequence of input-output
, where x i ∈ U ⊂ R m×1 is an m-column input variable of the learning model at time iteration i, and y i ∈ R is the desired output. Under the kernel method [27] , the input sample x i is transformed into a high-dimensional feature space F via a reproducing kernel, and then the model output can be calculated by linearly combining those weighted features, which is expressed as:
where ω ∈ F denotes the filter weight vector, and ϕ(·) is a nonlinear mapping operator satisfying:
where κ(·, ·) is a reproducing kernel with universal approximation capability. Similar to other supervised learning methods, KAFs need to optimize a certain cost function to search an optimal weight ω. Typically, the cost function based on the least mean square error (LMS) criterion [29] has been chosen to implement the adaptive filters such as KLMS and KRLS, which can be formulated as:
where e i denotes the training error. At each iteration, the weight vector ω is obtained by minimizing (3). The framework of kernel adaptive filter is shown in Fig. 1 .
B. ONE-STEP-AHEAD CAPACITY PREDICTION USING KAF
As the battery ages, the maximum available capacity will decrease. The degradation of battery capacity can be regard as a nonlinear time series with respect to the battery cycle. In order to describe the degradation mechanism, the battery capacity C d is taken as the state variable. The capacity model for one-step-ahead prediction can be given as:
where f (·) is a black-box function representing the capacity degradation mechanism, C d (i) is the battery capacity at cycle i, and υ denotes the model error. Besides, L denotes the time embedding or the filter order. Due to the complex electrochemical reaction process, it is hard to find an accurate expression of the function f (·). To search such an approximation, the KAF algorithm is employed to establish the capacity prediction model. Given a training data set {(
, where
, the prediction model can be approximated by:
where a n (j) represents the weight coefficient with respect to the support vector x j stored in memory during training, and n is the number of training iterations. We can rewrite the model (5) in a compact form as:
where a n = a n (1), a n (2), ...a n (n) T denotes the weight coefficient vector at training iteration n, and
The derivation of (6) will be presented in the next subsection.
The KAF-based capacity prediction model (5) exhibits a growing memory structure embedded in the filter weights, which is shown in Fig. 2 .
C. LONG-TERM CAPACITY PREDICTION USING KAF
The objective of prognostics especially for RUL prediction is to get the long-term future states using the current and previous system states. To solve this problem, a long-term capacity prediction model can be expressed as: where N denotes the prediction length, and v represents the error vector. Similarly, we utilize KAF algorithm to approximate the prediction function F(·). Fig. 3 illustrates the structure of the KAF-based long-term prediction model. This model consists of several individual KAF layers, each layer can be regarded as a one-step-ahead KAF model target at predicting the battery capacity of different future cycles. Given a training data set {(
T is the input capacity data, and y k j = C d (j+k) is the target value for the k-th KAF layer. The output of each layer can be formulated as:
...
where N is the number of layers, a k n (j) is the weight coefficient with respect to the support vector x j for the k-th layer. The number of layers N is set according to the prediction length we want to get.
Conclusively, the expression of the long-term prediction model based on KAF can be integrated in a compact form as:
where
T is the model output with respect to the input x i , and A n is an n × N weight coefficient matrix with form:
The derivation of (9) will be presented in the next subsection.
D. MODEL TRAINING 1) DOUBLE-GAUSSIAN-MIXTURE MEASURE
Similar to other machine learning methods, the cost function plays a crucial role in the training of kernel adaptive filters. In this work, the double-Gaussian-mixture (DGM) measure is employed as the cost function [34] , which paves the way to attenuating the impact of measurement outliers. Given two random variables X and Y , the DGM measure can be defined as:
where E[·] denotes the expectation operator, α is the mixture coefficient ranged from 0 to 1, and σ 1 , σ 2 are the bandwidths of the Gaussian function κ σ (X − Y ):
The DGM measure is derived from the information theoretic learning (ITL) method [35] , which is a local similarity measure defined as a generalized correlation in kernel space. Given a finite sample vector e = [e 1 , e 2 , ...e n ] T , the DGMbased cost function can be approximated by the sample estimation as follows:
To design an adaptive system, the learning procedure operates by minimizing the DGM-based cost function (13) . The loss for each sample is J (e) = 1 − ακ σ 1 (e) + (1 − α) κ σ 2 (e) . Besides, the gradient of J (e) with respect to error e is derived as:
2 )e (14) Fig. 4 shows the gradient of the DGM-based cost function with different α. We can observe that: the gradient of square cost function increases linearly, while the gradients of DGM-based cost functions gradually fall to zero since the error e is large. Compared with MSE-based cost function, large outliers may have less influence on weight update when the DGM-based cost function is employed. In other words, the adaptive algorithm using the DGM-based cost function can effectively scale down the dynamic recursive weight coefficients influenced by large error to avoid the significant performance degradation in the training procedure. According to [35] , when the function J (e) approximates to the distribution of noise, the adaptive algorithm will get the optimal performance. The adaptive filter developed with the DGM-based cost function is suitable to handle the heavy-tailed noise since the shape of J (e) can flexibly approximate to heavy-tailed distributions with the turning parameters α, σ 1 and σ 2 .
2) TRAINING ALGORITHM
The training of an individual KAF layer based on the DGM-based cost function is described as follows.
To search an optimal filter weight vector ω i at training iteration i, we can minimize the regularized cost function:
where e j = y j − ω T i ϕ j is the model prediction error with respect to the actual value y k j , ϕ j = ϕ(x j ) is a recorded feature vector, where ϕ i T ϕ j = κ σ 0 (x i , x j ), and κ σ 0 is the Gaussian kernel function with bandwidth σ 0 . Besides, λ > 0 denotes the regularization constant. Set the gradient of (15) with respect to ω i to zero, we can obtain that:
T is the desired output vector, and I i denotes the i × i identity matrix. We can further transform (16) into:
where a i denotes the weight coefficient vector. It is obviously that (17) is a linear operation with the recoded mapping vector in the feature space. Let
. It holds that:
where h i = T i−1 ϕ i . By use of the block matrix inversion lemma [27] in (18), we can obtain that:
Finally, the weight coefficient vector a i can be updated as:
where e i = y i − a T i−1 h i is the error of the model prediction at training iteration i.
Furthermore, based on the derivation above, the training for the long-term prediction model with prediction length N can be summarized in Algorithm 1.
Algorithm 1 KAF-Based Long-Term Prediction Model
Set: Choose proper model parameters: α, σ 0 , σ 1 , σ 2 , λ. Initialization: Initialize each layer:
Update the weight coefficients of each layer a 1 i , a 2 i , ...a N i using (19) and (20) . EndWhile Predictor: Obtain A T n h n
3) OPTIMAL MODEL PARAMETER DETERMINATION
Before the training of the KAF-based prediction model, the model parameters α, σ 0 , σ 1 , σ 2 and λ need to be determined. λ is the regularization factor that controls the size of penalty term in the cost function. The penalty term ensures the generalization of the prediction model. Generally, the λ is set as 0.1 in the KAF training. The parameters α, σ 1 and σ 2 control the shape of the DGM-based cost function, which influence the noise processing performance of the training algorithm and σ 0 is the bandwidth of the mapping kernel. The model parameter determination is an important factor to influence the prediction accuracy. In this work, the particle swarm optimization (PSO) algorithm is employed to search the optimal model parameters. The PSO algorithm has been widely used in many fields such as neural network training, data mining and parameter optimization, etc. The PSO algorithm works by having a swarm of candidate solutions (called particles), where the particles are moved around in the search-space according to a few simple rules.The movements of the particles are guided by their personal best position in the search-space as well as the entire swarm's global best position. Its basic idea is to obtain the optimal particle by minimizing a fitness function. In this work, the particle is the value of the model parameters α, σ 0 , σ 1 and σ 2 , and the fitness function is defined as:
where m is the number of testing data, y i is the actual value, andŷ i is the prediction value. More details about the PSO algorithm can be find in reference [36] , and will not be discussed in this paper.
III. ROBUST KALMAN FILTER ALGORITHM FOR RUL PREDICTION
Kalman filter is widely adopted in system states estimation and RUL prediction due to its low computational requirement and high accuracy. However, conventional Kalman filters, such as extended Kalman filter and unscented Kalman filter, are of the optimal state estimation based on the LMS criterion, which merely perform well under the Gaussian assumption [37] . However, the non-Gaussian noises (e.g. Laplace, α-stable, etc.) are widely exist in real situations. In this work, to combat heavy-tailed non-Gaussian noise, the DGM-based cost function (11) is employed to design the filters instead of using LMS. The proposed algorithm is used to cope with the collected battery capacity data and make a robust RUL prediction. The state transition model describing the battery degradation process is expressed as:
where s k ∈ R n denotes the n-dimensional state variable, and y k is observation battery capacity at cycle k. Besides, w k−1 ∈ R n is the state process perturbation and v k represents the observation noise. According to [2] , the state equation (23) and the observation equation (24) can be formulated as:
k are the unknown state parameters need to be identified, Considering the model uncertainty, it is assumed that the state process perturbation w k−1 is subject to Gaussian distribution with zero-mean. Like conventional UKFs, the proposed algorithm used for battery capacity prediction also includes the following two steps:
A. STATE PREDICTION
Using the unscented transformation [38] , a set of 2n+1 sigma points {χ i k−1|k−1 } 2n i=0 are obtained from the estimated statê s k−1|k−1 and covariance matrix P k−1|k−1 at cycle k − 1. The transformed points {χ i k|k−1 } 2n i=0 can then be generated through the state equation (23) .
The prior mean and covariance matrix are thus updated by:
where W x and W p are the corresponding weights of the state and covariance matrix, respectively. And
is the covariance matrix of the process noise.
B. OBSERVATION UPDATE
Through the observation equation, the prior capacity estimation can be updated as:
Then the state-observation cross-covariance matrix can be computed by:
According to [39] , the observation process can be approximated by
where H k = (P −1 k|k−1 P * k ) T denotes the observation slope matrix. Then, a linear regression model can be constructed to accomplish the observation update, which has the following form:
with
where B −1 k represents the Cholesky decomposition of the following matrix:
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is the covariance of the observation noise. To search an optimal state estimation, we can minimize the DGM-based cost function: (33) where
k is the i-th row of M k , κ σ 1 (·), κ σ 2 (·) is the Gaussian function (12) , and m = 5 is equal to the sum of the dimension of s k and y k .
Let the gradient of (33) with respect to s k to zero. We can easily get the optimal solution of s k :
κ σ 2 e i k , For more convenience, we can further rewrite (34) as:
where B p k|k−1 is obtained by the Cholesky decomposition of P k|k−1 . Moreover, the corresponding posterior covariance is calculated by:
After the process of state estimation, we can further get the posterior capacity estimation: (38) where χ i k|k is the sigma point obtained from the estimated stateŝ k|k and covariance matrix P k|k . Meanwhile, the prediction uncertainty of battery capacity is regarded as a Gaussian distribution N ŷ k|k , δ 2 k , where the variance is formulated as:
IV. THE PROPOSED HYBRID PROGNOSTIC METHOD
The future capacity can be obtained by the KAF-based longterm prediction model, but the prediction uncertainty is hard to identify. To make a more reliable forecast, the proposed UKF algorithm is integrated with the KAF-based prediction model, which is available to get the RUL prediction as well as the uncertainty representation in term of probability distribution function (PDF). As observation data are always contaminated with noise, the DGM-based UKF algorithm is utilized to preprocess the extracted capacity data and estimate the battery state-of-health (SOH). When the observation data are inaccessible, the off-line trained KAF-based prediction model is used to obtain the future capacity fading data. Then the long-term predicted data are adopted as the approximated value of the real observations for the UKF algorithm to get the final RUL estimation and uncertainty representation. The proposed hybrid method takes the advantages of both data-driven method (KAF-based prediction model) and model-based method (DGM-based UKF). It should be mentioned that the prediction performance of the hybrid method heavily depends on the data-driven predictor. The more accurate of the predictor is, the more reliable of the prediction result will achieve. The schematic diagram of the proposed hybrid prognostic method is presented in Fig. 5 , and the whole prediction process can be performed as two parts: 
1) SOH monitoring:
• Extract the battery capacity C d (k) data from sensors.
• Label the prediction starting cycle as T .
• The capacity data before cycle T are monitored using the DGM-based UKF algorithm.
• Update the parameters s k of empirical degradation model according to (35) . Estimate the capacity C mon (k) using (38) .
• The SOH of the battery at cycle k is formulated as the ratio between the estimated capacity C mon (k) and the capacity of a fresh cell C d (0).
2) RUL prediction:
• Set the prediction length N , and build the KAF-based long-term prediction model using Algorithm 1.
• Predict the capacity fading data after cycle T based on the KAF-based long-term prediction model.
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• The capacity data (C pre (T + 1), C pre (T + 2), ... C pre (T + N )) obtained from the KAF-based prediction model are adopted as the observation value in the following UKF algorithm,
• The capacity dataĈ d (T + n) is estimated by the UKF algorithm with the help of (C pre (T + 1), C pre (T + 2), ...C pre (T + N )).
• Compare the capacity dataĈ d (T + n) with the preset failure threshold. If the estimated capacityĈ d (T + n) (n N ) reach the failure threshold, then calculate the RUL prediction result: RUL = n. If not, increase the prediction term N and retrain the prediction model.
• Calculate the PDF of RUL based on the distribution of predicted capacity N (Ĉ d (T +n), δ 2 k ) and output the final result.
V. EXPERIMENTS AND VERIFICATION

A. BATTERY DATA IN THE EXPERIMENT
To demonstrate the performance of the proposed method, the battery data set from NASA's Prognostics Center of Excellence (PCoE) is adopted in the following experiments. The four batteries (numbered as B5, B6, B7, and B18) are of the same type based on the battery specification for commercial 18650, which were run through 3 different operational profiles (charge, discharge and impedance) at room temperature [40] . Charging was carried out in a constant current mode at 1.5A until the battery voltage reached 4.2V and then continued in a constant voltage mode until the charge current dropped to 20mA. Discharge was carried out at a constant current level of 2A until the battery voltage fell to 2.7V, 2.5V, 2.2V and 2.5V for batteries B5, B6, B7 and B18 respectively. Impedance measurement was carried out through an electrochemical impedance spectroscopy frequency sweep from 0.1Hz to 5kHz. Repeated charge and discharge cycles result in accelerated aging of the batteries while impedance measurements provide insight into the internal battery parameters that change as aging progresses. The rated capacity of this type of battery is 2 Ah, and when the battery capacity fades to 70% of the rated capacity (from 2 Ah to 1.4 Ah), the batteries are considered to reach endof-life (EOL) criteria. The capacity data collected at the end of each discharge cycle are drawn in Fig. 6 . The jagged shapes shown in Fig. 6 are called the state recovery phenomenon, which are caused by the electrochemical property and the nonlinear property of the battery material. It should be noted that the collected capacity data in laboratory are characterized by tiny little noise due to the extreme level of control of the experimental procedure [40] . However, in real scenarios, the object usually works in a complex environment with variability, and the measurement data unavoidably contain non-negligible errors. To simulate a more realistic scenario, we corrupted the original capacity data with artificial noise. Considering the following additive noise model: The noise type which we used in the experiment is a general case, and it can be modified and generalized to other scenarios. In order to validate the robustness of the proposed method, the noise v(i) is added to the original capacity data, and the corrupted data are then used in the training procedure. The leave-one-out cross validation method is adopted in the following experiments, where when one cell is used as the validation set and the other 3 cells are used as the training set. In each experiment, 50 Monte Carlo simulations are conducted with the same raw data but different noise realizations, and the experimental results are the average of the simulations. The simulation was implemented on a desktop equipped with an Intel Core i7-4790 processor using Matlab R2016b software. Owing to space constraints, we only show the graphical experimental results of cell B5. Besides, the root mean square error (RMSE) of the predicted capacity is adopted to evaluate the accuracy of predictors, which is calculated by:
where y ij andŷ ij represent the actual value and the predicted value, respectively. n is the number of data in each trial, and m is the number of trials.
B. VERIFICATION FOR THE KAF-BASED PREDICTION MODEL
We first investigate the effectiveness of the KAF-based one-step-ahead prediction model. The filter order of the KAF-based model L is selected as 10. and the other parameters are automatically selected by the PSO algorithm. To further evaluate the performance of the proposed method, a comparison with the SVR-based model is conducted. The SVR-based model used in the experiments is implemented according to the reference [9] . The SVR parameters are the constant C, the size of the error tube ε and the type selection of the kernel function. The Gaussian kernel is selected as the kernel function. The other parameters are automatically selected using the PSO algorithm. The capacity estimation results of cell B5 are shown in Fig. 7 . Besides, the RMSE of the average of cross-validation results are listed in Table 1 .
From the results, we can see that when there is no additional noise in training data, both the SVR-based method and the proposed method can track the degradation trend accurately. However, in Gaussian noise, the capacity curve estimated by SVR fluctuates a lot. And the estimation performance of SVR deteriorates significantly in impulse noise. Conversely, the KAF-based model can achieve a relatively high accuracy in presence of Gaussian and impulsive noise. We can see from the Table 1 , the RMSE results from the KAF-based model are relatively lower than the SVR-based model, which means the proposed method can achieve higher prediction accuracy. As stated previously, in the training procedure, the proposed KAF algorithm can effectively scale down the dynamic recursive weight coefficients influenced by large error to avoid the significant performance degradation, so the KAF-based model can show more stable and robust estimation results.
To evaluate the effectiveness of the KAF-based long-term prediction model, the experiment for long-term capacity prediction at a single starting point is carried out, where the SVR-based model is also implemented as comparison. In this experiment, the prediction procedure starts at 60 cycles, and the prediction length of the KAF-based is set as 80. According to [9] , for the SVR-based prognostic method, the prediction is executed step-by-step, and the predicted data at cycle k is used as the new input of the model at cycle k + 1. While for the proposed method, the prediction step is executed in one time. The comparison results between the SVR and the proposed method for long-term prediction are plotted in Fig. 8 . As shown in Fig. 8(a) , the SVR-based method can effectively predict the capacity within 50 cycles, but as the step goes on, the prediction accuracy becomes worse due to the prediction error accumulated over time in the prediction procedure. As opposed to the SVR-based method, the proposed method accomplishes the long-term prediction in one time, where the accumulation of step errors is avoided. As shown in Fig. 8(b)-(d) , the accuracy of SVR-based model is low in the high-level noisy situation. the performance of the SVR-based model deteriorates rapidly with the extension of prediction iteration since the prediction error accumulating over time in the prediction procedure. In contrast, the prediction curves of the proposed method fluctuate moderately but they still overlap a lot with the actual trajectory, which indicates the superior capability for long-term capacity prediction.
To further evaluate the performance of the KAF-based model, the RUL prediction at different starting cycles is conducted. In this experiment, the KAF-based model with different prediction length are trained, where the model with length 130 is adopted when the forecasting starts before 30 cycles, and the models with length 100, 70, 40 are used for the starting cycles within range 30-60, 60-90 and 90-124, respectively. The average RUL prediction results after 50 Monte Carlo trials are shown in Fig. 9 . The RMSE of the average of cross-validation results for models with different prediction length are listed in Table 2 . We can observe that the curves of predicted RUL fluctuate around the actual values with absolute errors being within 10 at most cycles, and the RUL prediction errors near the end of cycles are less than the errors at the beginning. As shown in Table 2 . the RMSEs of the predicted capacity are less than 0.1 Ah for all models, and the prediction accuracy of the KAF-based models with short prediction length are higher than the models with longer length. Besides, even in noisy environments, the predictor still ensures high prediction accuracy.
C. VERIFICATION OF THE DGM-BASED UKF ALGORITHM
For the validation of the DGM-based UKF algorithm, a comparison with conventional UKF algorithm is conducted. where the capacity data contaminated with artificial noise are applied for filtering. The initial parameters are selected according to the Dempster-Shafer theory [2] . The results of capacity estimation are illustrated in Fig. 10(a) , and the absolute estimation errors are shown in Fig. 10(b) . It is clear to see that the DGM-based UKF algorithm ensures much better performance with considerably less estimation error in comparison with the conventional UKF algorithm, especially when the capacity data contain outliers. In other words, the DGM-based UKF algorithm can get high accuracy capacity estimation without eliminating the outliers manually. Moreover, the accuracy and reliability of the prediction results can be improved by integrating the KAF-based model with the DGM-based UKF algorithm.
D. RUL PREDICTION UNDER THE HYBRID PROGNOSTIC METHOD
Finally, we discuss the performance of the proposed hybrid prognostic method. In this experiment, the capacity data with mixture noise are employed as observations. We start the prediction at cycles 40, 60, 80 and 100, and the length of the KAF-based prediction model is set as 100, 80, 60 and 40, respectively. The proposed UKF algorithm is initialized to track the observation data before the starting cycle T . The filtered data are then adopted by the KAF-based model to realize the long-term capacity prediction, and the predicted capacity data are utilized by the proposed UKF algorithm as the new observations. Finally, the RUL prediction and its PDF are determined by the proposed UKF algorithm. Fig. 11 . shows the experimental results. The numeric results of the RUL prediction are listed in Table 3 . The RUL at starting cycles 40, 60, 80 and 100 are predicted at cycles 78, 68, 46 and 25, respectively. The PDFs of the predicted RUL are assumed as Gaussian distribution with variances 15,12, 9 and 7, respectively. From the results, we can summarize that the proposed hybrid prognostic method can achieve accurate and reliable RUL prediction even though the collected data contain large measurement errors, which provides valuable pieces of information necessary for the maintenance decision.
VI. CONCLUSION
In this paper, a hybrid prognostic method combining the KAF-based prediction model and the DGM-based UKF algorithm is proposed to realize an accurate and robust long-term RUL prediction. A robust KAF algorithm is developed with the DGM-based cost function. Based on the proposed KAF algorithm, a capacity prediction model is constructed to realize a high accuracy long-term prediction. Besides, a robust UKF algorithm is proposed with the help of the DGM-based cost function. The proposed hybrid method takes the advantages of both methods to improve the reliability and accuracy of the prediction results. Experiments are conducted to verify the effectiveness of the proposed methods, where the original capacity data are corrupted with different types of artificial noise. Experimental results show that the proposed hybrid prognostic method can achieve accurate and reliable long-term RUL prediction.
The future work will focus on the following terms: 1) Other representative features such as impedance aging and temperature variation may be taken into account for the capacity prediction model building. 2) Some sparsification methods may be employed to reduce the time and space complexity of KAF-based prediction model. 3) Some advanced particle filter algorithms can also be adopted to the hybrid method instead of using Kalman filter algorithm. 4) The update of the hybrid method will be considered for the extended applications.
