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We study the non-equilibrium slow dynamics for the Kitaev model both in the presence and the
absence of disorder. For the case without disorder, we demonstrate, via an exact solution, that
the model provides an example of a system with an anisotropic critical point and exhibits unusual
scaling of defect density n and residual energy Q for a slow linear quench. We provide a general
expression for the scaling of n (Q) generated during a slow power-law dynamics, characterized by
a rate τ−1 and exponent α, from a gapped phase to an anisotropic quantum critical point in d
dimensions, for which the energy gap ∆~k ∼ k
z
i for m momentum components (i = 1..m) and
∼ kz
′
i for the rest d − m components (i = m + 1..d) with z ≤ z
′: n ∼ τ−[m+(d−m)z/z
′]να/(zνα+1)
(Q ∼ τ−[(m+z)+(d−m)z/z
′]να/(zνα+1)). These general expressions reproduce both the corresponding
results for the Kitaev model as a special case for d = z′ = 2 and m = z = ν = 1 and the
well-known scaling laws of n and Q for isotropic critical points for z = z′. We also present an
exact computation of all non-zero, independent, multispin correlation functions of the Kitaev model
for such a quench and discuss their spatial dependence. For the disordered Kitaev model, where
the disorder is introduced via random choice of the link variables Dn in the model’s Fermionic
representation, we find that n ∼ τ−1/2 and Q ∼ τ−1 (Q ∼ τ−1/2) for a slow linear quench ending
in the gapless (gapped) phase. We provide a qualitative explanation of such scaling.
PACS numbers: 75.10.Jm, 05.70.Jk, 64.60.Ht
I. INTRODUCTION
Non-equilibrium dynamics of quantum systems near
quantum critical points has been a subject of intense
study in recent years1,2. During such dynamics, a quan-
tum system passes from one gapped phase to another via
time evolution of a Hamiltonian parameter λ with a rate
τ−1 and an exponent α (λ(t) = λ0|t/τ |αSgn(t), where
Sgn(x) = 1(−1) for x > (<) 0) through an intermediate
quantum critical point at λ = 0. At the critical point, the
energy gap vanishes as ∆(~k) ∼ |~k|z where z is the dynam-
ical critical exponent. Thus the dynamics becomes non-
adiabatic around a region near this point and the system
fails to remain at the instantaneous ground state lead-
ing to formation of defects3–9. The density of these de-
fects (n) and the residual energy produced in the process
(Q) scale with universal exponents: n ∼ τ−νdα/(zνα+1)
and Q ∼ τ−(d+z)να/(zνα+1), where ν is the correlation
length exponent and d is the system dimension5,7. It is
well-known that scaling laws do not change if the dy-
namics terminate at the critical point8. All of the above-
mentioned studies apply to isotropic critical points where
the scaling of the energy gap with the momentum is de-
scribed by a single exponent z. Recently, the anisotropic
Dirac model with an anisotropic critical point is studied
and it was shown that one needs multiple exponents to
describe the scaling of the energy gap10. However such
studies have not been carried out in the context of the
Kitaev model and generic expressions for the scaling laws
for n and Q for such critical points in arbitrary dimen-
sions have not been provided. Also, the effect of disorder
on defect production in models, where the Harris crite-
rion allows for the existence of a sharp quantum phase
transition, has not been studied so far11.
In this work, we study several aspects of non-
equilibrium slow dynamics in the vicinity of both
anisotropic critical points and critical points in the pres-
ence of disorder with specific focus on the 2D Kitaev
model which provides an explicit realization of both the
cases. First, we derive a generic model-independent ex-
pression for the scaling of n and Q for such dynamics
which takes a d-dimensional system from a gapped phase
to the vicinity of an anisotropic critical point. We con-
sider a scenario where the energy gap ∆~k vanishes as k
z
i
for m momentum components (i = 1..m) and as kz
′
i for
the rest d−m components (i = m+ 1..d) with z′ ≥ z at
the critical point and show that the time-evolution of the
Hamiltonian parameter λ(t), which brings the system at
the critical point at t = 0, leads to novel scaling laws for
n and Q:
n ∼ τ−[m+(d−m)z/z′]να/(zνα+1),
Q ∼ τ−[(m+z)+(d−m)z/z′]να/(zνα+1). (1)
Our results reproduce their well-known counterparts for
the isotropic case (z = z′) as special cases. We also show,
by exact analytical solution for linear time evolution
(α = 1), that the two-dimensional (2D) Kitaev model, in
the absence of disorder, provides an explicit realization
of the scaling laws mentioned above with d = z′ = 2 and
m = ν = z = 1 leading to n ∼ τ−3/4 and Q ∼ τ−5/4. We
also corroborate the scaling laws mentioned above by nu-
merical studies of the Kitaev model for arbitrary power-
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FIG. 1: Schematic representation of the Kitaev model on a
honeycomb lattice. The bonds J1, J2 and J3 shows nearest
neighbor couplings between x, y and z components of the
spins respectively. ~n represents the position vector of the
midpoint of each vertical bond (unit cell). The vectors ~M1
and ~M2 are spanning vectors of the lattice. In the Fermionic
representation of the model, the Majorana Fermions a~n and
b~n sit at the bottom and top sites respectively of the vertical
bond with center coordinate ~n as shown.
law time evolution. Second, we compute all independent
multispin correlation function of the Kitaev model sub-
sequent to a slow linear ramp which takes the system
from a gapped phase to the vicinity of the anisotropic
critical point, demonstrate their anisotropic nature, and
discuss their spatial dependence. Third, we study non-
equilibrium slow linear dynamics of the disordered Kitaev
model where disorder is introduced via random choice
of the fields D~n in the Fermionic representation of the
model, and show, by explicit numerical calculation, that
the defect production for such a dynamics obeys a differ-
ent scaling law compared to its disorder free counterpart:
n ∼ τ−1/2 and Q ∼ τ−1 (Q ∼ τ−1/2) for a quench ending
in the gapless (gapped) phase. We provide a qualitative
explanation for such defect production.
The organization of the rest of the work is as follows.
In Sec. II, we discuss scaling laws for defect density and
residual energy for dynamics near an anisotropic critical
point in the absence of disorder and show that the 2D
Kitaev model constitutes an example of such a critical
point. This is followed by Sec. III where we compute the
equal-time correlation function of the 2D Kitaev model
following such a dynamics and discuss its spatial struc-
ture. In Sec. IV, we discuss defect production in the dis-
ordered Kitaev model. Finally we provide a discussion of
our results and conclude in Sec. V.
II. ANISOTROPIC CRITICAL POINTS
We begin with the study of slow dynamics in the
Kitaev model12,13. The Hamiltonian for this model,
schematically represented in Fig. 1, is given by
HK =
∑
j+l=even
(J1τ
x
j,lτ
x
j+1,l + J2τ
y
j−1,lτ
y
j,l + J3τ
z
j,lτ
z
j,l+1),
(2)
where ~τjl = (τ
x
jl, τ
y
jl, τ
z
jl) denote Pauli matrices at the
site (j, l) of the honeycomb lattice, J1, J2, and J3 rep-
resent nearest-neighbor couplings between x, y and z
components of the spins respectively. It is well-known
that HK can be represented in terms of Fermionic
fields by a straightforward Majorana transformation:
ajl =
(∏j−1
i=−∞ τ
z
il
)
τyjl for even j + l and bjl =(∏j−1
i=−∞ τ
z
il
)
τxjl for odd j + l
13. This leads to the
Fermionic Hamiltonian
HF = i
∑
~n
[J1 b~na~n− ~M1 + J2 b~na~n+ ~M2
+J3D~n b~na~n], (3)
where ~n =
√
3ˆi n1 + (
√
3
2 iˆ+
3
2 jˆ) n2 denote the midpoints
of the vertical bonds. Here n1, n2 run over all integers so
that the vectors ~n form a triangular lattice whose vertices
lie at the centers of the vertical bonds of the underlying
honeycomb lattice. The Majorana Fermions a~n and b~n
sit at the bottom and top sites respectively of the bond
labeled ~n. The vectors ~M1 =
√
3
2 iˆ− 32 jˆ and ~M2 =
√
3
2 iˆ+
3
2 jˆ
are spanning vectors for the lattice, and D~n can take the
values ±1 independently for each ~n. The crucial point
that makes the solution of Kitaev model feasible is that
D~n commutes with HF , so that all the eigenstates of HF
can be labeled by specific values of D~n. It is well-known
that the ground state of the model corresponds toD~n = 1
on all links12.
For D~n = 1, Eq. (3) can be diagonalized as
HF =
∑
~k
ψ†~kH~kψ~k, (4)
where ψ†~k = (a
†
~k
, b†~k) are Fourier transforms of a~n and
b~n, the sum over ~k extends over half the Brillouin zone
(BZ) of the triangular lattice formed by the vectors ~n,
and H~k can be expressed in terms of the Pauli matrices
σi in particle-hole space as
H~k = 2[J1 sin(
~k · ~M1)− J2 sin(~k · ~M2)]σ1
+2[J3 + J1 cos(~k · ~M1) + J2 cos(~k · ~M2)]σ2.(5)
The spectrum consists of two bands with energies E±~k =
±E~k13, where
E~k = 2[{J1 sin(~k · ~M1)− J2 sin(~k · ~M2)}2
+{J3 + J1 cos(~k · ~M1) + J2 cos(~k · ~M2)}2]1/2.(6)
3For |J1−J2| ≤ J3 ≤ J1+J2, the bands touch each other,
and the energy gap ∆~k = E
+
~k
− E−~k vanishes for special
values of ~k leading to a gapless phase. In particular we
note that for J1 = J2 = 1 and J3 = 2, the gap vanishes
at ~kc = (2π/
√
3, 0) and around this point ∆~k ∼ ky and
∆~k ∼ k2x. Thus this critical point constitutes an example
of an anisotropic critical point with z = m = 1 and d =
z′ = 2. We note that such an anisotropic scaling occurs
for any non-zero value of J1 and J2 at J3 = (J1 + J2).
We now consider a dynamics in this model J3(t) =
(J1 + J2 − Jt/τ) from t = −∞ to t = 0 at a fixed rate
1/τ which brings the system from a gapped phase to the
anisotropic critical point at ~kc. Although this quench
problem can be solved for any J1 and J2, we shall fix
J1 = J2 = J for simplicity and scale all energies (times)
by J (h¯/J) in the subsequent analysis. This choice does
not change the scaling properties which we seek. Also,
to study the time evolution of the system, we note that
after an unitary transformation U = exp(−iσ1π/4), we
obtain HF =
∑
~k ψ
′†
~k
H ′~kψ
′
~k
, where H ′~k = UH~kU
† is given
by
H ′~k = 2[(g~k − t/τ)σ
3 + α~kσ
1], (7)
where α~k = sin(
~k · ~M1)− sin(~k · ~M2) and g~k = 2+ cos(~k ·
~M1) + cos(~k · ~M2). Hence the off-diagonal elements of
H ′~k remain time independent, and the quench problem
reduces to a Landau-Zener problem for each ~k.
The state of the system after the quench at t = 0 can
be found by solving the Landau-Zener problem at each
~k with the initial condition ψG~k (t = −∞) = |1〉 = (0, 1)
T
for all ~k. After some algebra, one obtains for a given ~k
and at t = 014
|ψ~k〉d = e−πα
2
~k
τ/4
(
e3iπ/4Dµ~k(ν~k)|1〉
+α~k
√
τDµ~k−1(ν~k)|0〉
)
, (8)
where ν~k = 2ig~k
√
τ exp(−iπ/4), µ~k = −iα2~kτ and Dµ are
parabolic cylinder functions. The excited state at t = 0,
solved by diagonalizing H ′~k(t = 0), yields, for a given
~k, |ψ+~k 〉 = ((E
+
~k
− 2g~k)|1〉 + 2α~k|0〉)/D~k, where D~k =
[(E+~k − 2g~k)
2 + 4α2~k]
1/2. Thus the probability of defect
formation, given by p~k = |〈ψ+~k |ψ~k〉
d|2, can be obtained
as
p~k =
4α2~ke
−πα2
~k
τ/2
D2~k
∣∣∣α~k√τDµ~k−1(ν~k) + E
+
~k
− 2g~k
2α~k
×e−3iπ/4Dµ~k(ν~k)
∣∣∣2. (9)
Since τ is large for slow dynamics, the contribution to
the defect formation comes from a small region near the
critical point where ∆~k is sufficiently small for
~k ≃ ~kc.
The density of defects can be thus estimated by expand-
ing p~k about
~k = ~kc: n ≃
∫
dδkx dδky p~k=~kc+ ~δk, where
the limits of integration can now be safely extended to
infinity. To compute this integral, we note that around
~k = ~kc, α ~δk ≃ 3δky and g ~δk ∼ 3(δk2x + 3δk2y)/4. Thus
a redefinition of variables δkx → δk′x = δkxτ1/4 and
δky → δk′y = δkyτ1/2 allows us to extract the τ depen-
dence of the defect density
n ≃
∫
dδkx dδky p ~δk, ∼ τ−3/4
∫
dδk′x dδk
′
y p ~δk′ . (10)
A similar analysis can be carried out for computa-
tion of residual energy Q = (2π)−2
∫
d2kp~k∆~k. Here
we note that near the critical point ~k = ~kc, ∆~k ≃
4
√
9δk2y + 9(δk
2
x + 3δk
2
y)
2/16 and thus scale as τ−1/2.
Thus one obtains
Q ≃
∫
dδkx dδky∆ ~δkp ~δk, ∼ τ−5/4
∫
dδk′x dδk
′
y∆ ~δk′p ~δk′ .
(11)
Eqs. (10) and (11) show that n ∼ τ−3/4 and Q ∼ τ−5/4
at the critical point. These scaling laws do not conform to
the predictions of earlier works on defect production dur-
ing passage through isotropic quantum critical points5 or
critical surfaces13; their origin lies in the anisotropic scal-
ing of δkx and δky with the quench time τ .
To generalize these results for arbitrary d-dimensional
anisotropic critical points, where the energy gap ∆~k ∼ kzi
form directions and∼ kz′i for d−m directions, we provide
a simple phase space argument as first proposed in Ref.
4. We consider a general power-law quench with λ(t) =
λ0|t/τ |αSgn(t) which starts at t = −∞ and reaches the
critical point at t = 0. We first note that the adiabaticity
condition breaks down when the rate of change of the
energy gap become equivalent to the square of the gap:
d∆~k/dt ≥ ∆2~k. Since ∆~k ∼ λ
zν |t/τ |zνα, we find that the
time spent by the system in the non-adiabatic regime is
given by tˆ ∼ τzνα/(zνα+1). The scaling of the energy gap
in this regime can thus be written as ∆~k ∼ τ−zνα/(zνα+1).
The phase space for defect production is given by Ωn ∼
k1..kd. Since ∆~k ∼ kzi for i = 1..m and kz
′
i for i =
m+ 1..d, we finally obtain
n ∼ τ−(m+(d−m)z/z′)να/(zνα+1). (12)
A similar argument can also be presented for the residual
energy. We note that for z ≤ z′, the leading behavior of
the energy gap near the quantum critical point, where
the defects are produced, is ∆~k ∼ kzi for 1 ≤ i ≤ m.
Thus the phase space for the residual energy production
is ΩQ ∼ ∆~kk1..kd leading to a scaling of Q as
Q ∼ τ−[(m+z)+(d−m)z/z′]να/(zνα+1). (13)
We note that the scaling laws, Eqs. (12) and (13), repro-
duce their isotropic counterparts for z = z′ leading to
n ∼ τ−dνα/(zνα+1) and Q ∼ τ−(d+z)να/(zνα+1)5,7,8. Also,
the scaling of the Kitaev model for linear time evolution
4elaborated in this work is reproduced for d = z′ = 2,
and z = ν = α = 1 leading n ∼ τ−3/4 and Q ∼ τ−5/4.
Moreover, we note that the scaling of defect density for
a linear quench through a gapless surface can also be ob-
tained from Eq. (12) by noting that for such quenches the
energy gap depends only on the m momenta components
orthogonal to the d−m dimensional gapless surface. This
can be represented by putting z′ →∞ (since k‖ ∼ ∆1/z
′
~k
)
leading to the scaling law n ∼ τ−mν/(zν+1)13. Thus Eqs.
(12) and (13) reproduce all earlier results on defect pro-
duction for slow dynamics across quantum critical lines
and surfaces as special cases. Finally, we would like to
point out that the maximum values of these exponents is
2 which can be obtained by similar considerations as in
the cases of isotropic critical points8.
To verify these scaling laws, we now study non-linear
power-law dynamics in the Kitaev model numerically. To
this end, we again restrict ourselves to J1 = J2 = 1 and
evolve J3(t) = (2− |t/τ |αSgn(t)) for −∞ ≤ t ≤ 0 so that
the anisotropic critical point is reached at t = 0. The
corresponding time-dependent Hamiltonian is given by
H(~k; t) =
∑
~k ψ
†
~k
[
(g~k − |t/τ |αSgn(t))σ3 + α~kσ1
]
ψ~k. We
solve the time-dependent Schro¨dinger equation i∂tψ~k =
H(~k; t)ψ(~k) numerically for each k, compute p~k, and
use it to obtain the defect density n =
∫
d2kp~k and
Q =
∫
d2k∆~kp~k numerically as a function of τ and α.
The plots of n and Q vs τ are shown in Fig. 2 for sev-
eral representative values of α. The lines in the figure
indicate the power laws expected from Eqs. 12 and 13
(n ∼ τ−3α/[2(α+1)] and Q ∼ τ−5α/[2(α+1)]) for d = z′ = 2
and z = ν = m = 1. The agreement between the nu-
merical and theoretical results corroborates the scaling
theory proposed in this work.
III. CORRELATION FUNCTION
In this section, we compute the independent correla-
tion function for the Kitaev model for linear time evo-
lution. Since the model can be represented by free
Fermions, it is easy to see that the only non-zero in-
dependent correlators are those between free Fermions
which are given by
〈O~r〉 = i〈b~na~n+~r〉
=
4i
Ns
∑
~k
[〈b†~ka~k〉 exp(i~k · ~r)− h.c.], (14)
where 〈..〉 denotes expectation value with respect to a
direct product of states involving ~k only, h.c. denotes
hermitian conjugate, andNs is the number of sites. After
an unitary transformation U = exp(−iσ1π/4), we find
〈O~r〉 = − 2
N
∑
~k
〈ψ′†~k [− cos(~k·~r)σ
3+sin(~k·~r)σ1]ψ′~k〉. (15)
The interpretation of these correlation functions in terms
of the original spin degrees of freedom have already been
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FIG. 2: Numerical results on the defect density n and residual
energy Q. The time-dependent Schro¨dinger equation is solved
in the momentum space for systems with size up to 512 ×
512 unit cells. The parameter α specifying the evolution of
J3 = 2 − |t/τ |
αSgn(t) is chosen as α = 1, 3 and 5. The lines
indicate the power laws expected from Eqs. (12) and (13) for
d = z′ = 2 and z = ν = m = 1, n ∼ τ−3α/[2(α+1)] and
Q ∼ τ−5α/[2(α+1)]. The agreement between curves obtained
numerically and the corresponding power laws is remarkable.
In all plots, t varies from an initial value tin = −3τ to a final
value tf = 0.
pointed out in Ref. 13. For ~r = 0, 〈O~r〉 represents corre-
lations between z components between spins at the end
of the vertical bond whose midpoint is denoted by ~n. For
~r 6= 0, it represents correlation between product of multi-
ple spin operators which begins with τx or τy on a b or a
site at ~n = (j, l) and ends with τx or τy on an a or b site
at ~n+ ~r = (j′, l′) with a string of τz operators living on
sites in between. Note that the Fermionic representation
in terms of free Fermions with D~n = 1 ensures that these
multispin correlation functions are the only non-zero in-
dependent spin correlation functions of the model.
The ground state with a fixed ~k for J3 = 2 is given
by |ψ−~k 〉 = ((E
−
~k
− 2g~k)|1〉 + 2α~k|0〉)/D−~k , where D
−
~k
=
[(E−~k − 2g~k)
2+4α2~k]
1/2. Noting that |0〉 and |1〉 are basis
of ψ′~k, one finds, from Eq. (15), the correlation function
of the ground state as
〈O~r〉G = −δ ~r0 +
1
A
∫
d2k
[
2
4α2~k
(D−~k )2
cos(~k · ~r)
5-10
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FIG. 3: Plot of the correlation function 〈O~r〉
defect as a func-
tion of n1 and n2 for linear quench of J3/J1 from 5 to 2 with
J1 = J2 = 1 and τ = 5.
− 2
2α~k(E
−
~k
− 2g~k)
(D−~k )2
sin(~k · ~r)
]
, (16)
where A = 4π/3
√
3 is the area of half of the Brillouin
zone. As for the state after quench, a straightforward
calculation using Eq. (8) shows
〈O~r〉d = −δ~r0 + 1
A
∫
d2ke−πα
2
~k
τ/2α~k
√
τ
[
2α~k
√
τ
×|Dµ~k−1(ν~k)|2 cos(~k · ~r)−
{
ei3π/4D∗µ~k−1(ν~k)
×Dµ~k(ν~k) + c.c.
}
sin(~k · ~r)
]
. (17)
Note that 〈O~r〉d reduces to 〈O~r〉G with τ → ∞. The
correlation between defects induced by non-adiabatic
quench dynamics can be captured by the deviation of
〈O~r〉d from 〈O~r〉G. Thus we define the defect correlation
function by
〈O~r〉defect = 〈O~r〉d − 〈O~r〉G. (18)
The nature of the spatial dependence of the defect corre-
lation function for slow dynamics (large τ) can be qual-
itatively understood for J1 = J2 from Eq. (17). To this
end, we first separate the contribution to 〈O~r〉d which
comes from around α~k ≃ 1/τ from those coming from
other regions in the ~k-space. For estimating the latter
contribution, we consider τ ≫ 1 so that for α~k, g~k 6= 0,|µ~k|, |ν~k| → ∞. We then note that the following identi-
ties for D holds in the limit b → ∞ with arbitrary ratio
a/b
e−πb
2/4D−ib2−1(ae
iπ/4) ≃ sin(θ)e−i(η+π/4)/b,
e−πb
2/4D−ib2(ae
iπ/4) ≃ cos(θ)e−iη, (19)
where θ and η are defined through the relations
cos(θ)(sin(θ)) =
√
[1 + (−)a/(2
√
b2 + a2/4)]/2,
η = −b2/2 + b2 ln(a/2 +
√
b2 + a2/4)
+a
√
b2 + a2/4/2. (20)
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FIG. 4: Plot of the peak positions of 〈O~r〉
defect in the n1−n2
plane for J1 = 1 and several representative values of J2. For
each of these cases, the quench starts at J3/J1 = 5 and ends
at the anisotropic critical point. Note that the axis of n2 is
upside down.
Identifying b = α~k
√
τ and a = 2g~kτ and substitut-
ing Eqs. (19) and (20) in Eq. (17), we find, after some
straightforward algebra, that the integrand of Eq. (17)
reduces to that of Eq. (16) for all ~k except those for
which α~k
√
τ ≃ 1. Thus, one finds that in this limit, the
main contribution to 〈O~r〉defect comes from around the
line α~k ≃ 1/
√
τ . For large τ , this is infinitesimally close
to the line sin(~k · ~M1) = sin(~k · ~M2). In this region of k
space, |Dµ~k−1(ν~k)|2 ≃ |Di−1(ν~k)|2 which, for large τ and
J3 = 2, is a sharply peaked function for g~k ≃ 0 which oc-
curs at ~k = ~kc. Also, for ~k ≃ ~kc, it can be easily checked
that [D∗µ~k−1(ν~k)Dµ~k(ν~k) + h.c.] ≪ |Dµ~k−1(ν~k)|
2, so that
the major contribution to 〈O~r〉defect comes from the co-
efficient of the cos(~k · ~r) in the integrand. Using these
observations and expressing ~r = (
√
3(n1+n2/2), 3n2/2),
one can estimate the spatial dependence of the correla-
tion function in the same line as in Ref. 13. In particular,
the maxima of the correlation function is expected to oc-
cur along the maxima of cos(~kc · ~r) i.e. along the line
n1+n2/2 = 0 in the n1−n2 plane. Away from this line,
as shown in Ref. 13, 〈O~r〉defect is expected to decay ex-
ponentially as a function of r with a characteristic decay
length ∼ √τ .
A plot of 〈O~r〉defect as a function of n1 and n2, obtained
by numerical evaluation of Eq. (18) are shown in Fig.
3 for J1 = J2 = 1, corroborates the above-mentioned
discussion. We find that 〈O~r〉defect peaks along the n1 =
−n2/2 line and decays to zero as we move away from this
line. The decay length in the n1 − n2 depends on τ ; for
larger τ we have a sharper decay. The slope of the line
along which 〈O~r〉defect peaks in the n1−n2 plane changes
with J1/J2 since ~kc depends on this ratio. This can be
seen from Fig. 4 which plots the position of the peaks of
the correlation functions for several representative values
of J1/J2. The analysis of the preceding paragraph can
6be easily extended to these cases in the same line as in
Ref. 13 and is found to match the numerical results for
all J1/J2.
IV. DISORDERED KITAEV MODEL
In this section, we study the dynamics of Kitaev model
given by Eq. (4) with a random configuration of D~n,
namely for random assignment of values ±1 to the link
variables D~n. The dynamics is incorporated in the form
of a power-law evolution of J3 as in Sec. II.
The Hamiltonian (Eq. (3)) can be expressed using the
real-space Fermion operators α~n =
1
2 (b~n−ia~n) at position
~n as
HF =
∑
~n
J1
(
α~n + α
†
~n
)(
α~n− ~M1 − α
†
~n− ~M1
)
+J2
(
α~n + α
†
~n
)(
α~n+ ~M2 − α
†
~n+ ~M2
)
+J3D~n(1− 2α†~nα~n). (21)
The first two terms represent hopping and pair-creation
and annihilation of the Fermions while the third term in-
duces a random local potential. For J3 ≫ J1,2, the third
term dominates and the ground state of the system is
composed of localized states of the Fermion. In contrast
for J3 = 0, the ground state is clearly delocalized. We
now show numerically that a quantum phase transition
takes place in between these two limits at J3 = J3,c. Note
that the existence of a sharp transition in the presence of
the disorder is consistent with the Harris criteria νd ≥ 2
since for the Kitaev model d = 2 and ν = 1.
The Hamiltonian, Eq. (21), is written in a
quadratic form as H = ψ†Mψ with ψ† =
(α†~n1 , α
†
~n2
, · · · , α†~nN , α~n1 , α~n2 , · · · , α~nN ), where N is the
number of vertical bonds (unit cells) in the system, and
M is a 2N × 2N matrix given by
M =
1
2
[
A B
BT −A
]
, (22)
with
A~ni− ~M1,~ni = A~ni,~ni− ~M1 = −J1,
A~ni+ ~M2,~ni = A~ni,~ni+ ~M2 = −J2,
A~ni,~ni = 2J3D~ni ,
B~ni− ~M1,~ni = −B~ni,~ni− ~M1 = −J1,
B~ni+ ~M2,~ni = −J2 = −B~ni,~ni+ ~M2 . (23)
All other elements of A and B are zero. The matrix M
is diagonalized by a unitary matrix,
U =
[
u v∗
v u∗
]
, (24)
as U †MU = D, where D is a diagonal matrix. We note
that the form ofM necessitates that if ǫµ is an eigenvalue
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FIG. 5: Probability distribution of excitation gaps at J3 =
1.5. 10000 instances of {D~n} are generated and for each of
them we obtained the excitation gap 2ǫ1 by numerically di-
agonalizing the matrix M .
ofM , so is −ǫµ. We hereafter suppose ǫµ > 0 and choose
U so that ǫµ (µ = 1, 2, · · · , N) enter upper half diagonal
elements of D. Defining a fermion operator as
γµ =
∑
~n
u∗~n,µα~n + v
∗
~n,µα
†
~n, (25)
the diagonalized Hamiltonian is written as
HF =
N∑
µ=1
ǫµ(2γ
†
µγµ − 1). (26)
The ground-state energy is given by Eg = −
∑N
µ=1 ǫµ.
The energy gap from the ground state to the first excited
state is thus given by ∆ = 2ǫ1 where ǫ1 is the smallest
positive eigenvalue.
With this observation, we now compute the gap ∆ nu-
merically for finite sizes and obtain the distribution of
gaps by changing the configuration of {D~n}. We find
that the property of the distribution of gaps is quali-
tatively different for J3 <∼ 1.5 and J3 >∼ 1.5. Let us
first consider the case with J3 = 1.5 for which the dis-
tribution of the gaps is shown in Fig. 5 for several sys-
tem sizes. The shown distribution allows a Gaussian fit:
N(∆) = (2πσ2)−1/2e−(∆−∆¯)
2/2σ2 using the average ∆
and the variance σ2 = ∆2 − ∆2, where ¯ stands for the
average over the random configuration of {D~n}. Figure 6
shows the size scaling of ∆¯ for several J3 ≥ 1.5. We find
∆¯ scales linearly with 1/L. Since the variance of gaps
tends to vanish for L→ ∞, one can estimate the gap in
the thermodynamic limit ∆∞ by extrapolating the fit-
ting line of ∆¯ for 1/L → 0. Such a behavior of ∆∞ is
to be contrasted with that for J3 = 1 as shown in Fig.
7. For J3 = 1, we find that the probability distribution
of gaps scales as ∆ ∼ 1/L2 as seen from the collapse of
the data for several system sizes (Fig. 7). The difference
in behavior of ∆¯ can be further understood by plotting
∆∞ for several values of J3. This is shown in Fig. 8. We
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FIG. 6: Finite size scaling of the average of gaps for J3 = 1.5,
1.6, 1.7, 1.8, 1.9, and 2.0. We find that the average of gaps is
scaled by 1/L, where L is the length of the system (N = L2).
find that for J3 <∼ 1.4 the gap vanishes, while it increases
linearly with J3 for J3 ≥ 1.5. The position of the crit-
ical point J3,c can therefore be estimated to be around
1.5. Moreover, the gap ∆ increases as ∆ ∝ |J3−J3,c| for
J3 ≥ 1.5 leading to zν = 1 for the transition.
Having established the presence of a quantum critical
point in the disordered Kitaev model, we now study the
dynamical behavior during slow non-adiabatic linear time
evolution J3(t) = −Jt/τ which takes the system from a
gapped region (J3 = 5) either to a gapless region (J3 = 0)
or to a gapped region passing through the gapless region
(J3 = −5). In order to obtain quantities of interest,
we switch to the Heisenberg picture15,16 and introduce
the time-evolution operator U(t), |Ψ(t)〉 = U(t)|Ψ(tin)〉,
where tin denotes the initial time. The operator α~n in the
Heisenberg picture is denoted by αH~n (t) = U
†(t)α~nU(t).
Computing the commutator of α~n and HF expressed by
Eq. (21), the Heisenberg equation of motion for αH~m is
given by
i
d
dt
αH~m(t) =
∑
~n
(
A~m,~nα
H
~n (t) +B~m,~nα
H†
~n (t)
)
. (27)
We define matrices u~m,ν(t) and v~m,ν(t) by an expan-
sion of αH~m(t) by γν,in, operators which diagonalize the
Hamiltonian at initial time tin (see Eq. (26)):
αH~m(t) =
∑
ν
(
u~m,ν(t)γν,in + v
∗
~m,ν(t)γ
†
ν,in
)
. (28)
Substituting this expansion for αH’s in Eq. (27), one ob-
tains equations of motion for u~m,ν(t) and v
∗
~m,ν(t):
i
d
dt
u~m,ν(t) =
∑
~n
A~m,~nu~n,ν(t) +B~m,~nv~n,ν(t), (29)
i
d
dt
v∗~m,ν(t) =
∑
~n
A~m,~nv
∗
~n,ν(t) +B~m,~nu
∗
~n,ν(t). (30)
The initial conditions for u~m,ν(t) and v~m,ν(t) are written
as u~m,ν(tin) = u~m,ν,in and v~m,ν(tin) = v~m,ν,in, where uin
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Horizontal axis is the excitation gap multiplied by L2. The
curves with different size almost collapse, meaning that the
distribution of gaps is given by a function of ∆L2 and the gap
vanishes as 1/L2 with increasing L.
and vin are block matrices of U diagonalizingM at initial
time. To obtain the expressions of n and Q at final time
tf , we introduce notations uf , vf , ǫµ,f , and γµ,f so that
HF (tf) =
∑
µ ǫµ,f(2γ
†
µ,fγµ,f − 1), where
γµ,f =
∑
~n
u∗~n,µ,fα~n + v
∗
~n,µ,fα
†
~n. (31)
The density of excitation n and the residual energy Q
can now be defined by
n =
1
N
N∑
µ=1
〈Ψ(tf)|γ†µ,fγµ,f |Ψ(tf)〉,
Q = 〈Ψ(tf)|HF (tf)|Ψ(tf)〉 − Eg. (32)
Next, we switch to the Fermion operators α from γf using
Eq. (31)and shift to the Heisenberg representation. Sub-
stituting the expansion Eq. (28) in Eq. (32), one obtains
n =
1
N
tr
[(
vTf u(tf) + u
T
f v(tf)
) (
v†(tf)u∗f + u
†(tf)v∗f
)]
,
Q = 2
N∑
µ=1
ǫµ,f
× [(vTf u(tf) + uTf v(tf)) (v†(tf)u∗f + u†(tf)v∗f )]µ,µ .
(33)
First, we present numerical results for two cases of the
quench. For each value of the quench time τ , simula-
tions were carried for 16 different configurations of {D~n}
for obtaining a large enough sample set for disorder av-
eraging. Figure 9 shows the disorder averaged values of
density of excitations and residual energy as a function
of τ after the time evolution. The results of simulation
suggest that for large τ , the density of excitation n and
residual energy Q scale with τ as
n ∼ τ−1/2, Q ∼ τ−1, (34)
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energy after a quench of J3 from 5 to −5 and from 5 to 0.
The density of excitations is scaled as nex ∼ τ
−1/2 in both
cases. The scaling of residual energy is Q ∼ τ−1 when J3
stops at 5 and Q ∼ τ−1/2 when J3 stops at 0. Simulations
are carried out for systems with 16×16 unit cells. The average
is taken over 16 configurations of {D~n}.
for an evolution ending inside a gapless phase and
n ∼ τ−1/2, Q ∼ τ−1/2, (35)
for that ending in a gapped phase after passing through
the gapless phase. We note that these scaling laws are
different from those obtained for uniform D~n
7.
A qualitative explanation of such scaling laws for n
and Q can be obtained as follows. We recall that for
dynamics in critical systems without disorder, the con-
dition for diabaticity is given by d∆dt ≥ ∆2 (Ref. 1). In
generic second order quantum phase transition with crit-
ical exponents z and ν, one can write ∆ ∼ λzν where
λ is quenched with a rate 1/τ . This yields standard
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FIG. 10: Density of states of quasi-particles at J1 = J2 =
J3 = 1 in gapless phase. The quasi-particle energies ǫµ are
computed for systems with 32×32 unit cells and the histogram
of them is obtained. The bin is set at 0.1. The average is
takes over 10000 instances of {D~n}. The density of states
with small energy takes a finite value and fluctuates. The
amplitude of fluctuation is comparable with the error bars.
This result suggests D(ε) is a constant when ε is small.
expressions1 ∆ˆ ∼ τ−zν/(zν+1). From this, one can es-
timate the scaling form of the density of excitations and
the residual energies to be
n ∼
∫ ∆ˆ
0
D(ε)dε, Q ∼
∫ ∆ˆ
0
(∆f + ε)D(ε)dε, (36)
where D(ε) is the density of states of quasi-particles near
the critical point or gapless region and ∆f is the final
excitation gap when the quench stops. Note that ∆f = 0
for a quench ending in the gapless region. Typically, the
density of states at the critical point or in a gapless region
is given by D(ε) ∼ εp for some non-negative exponent
p. Using this, one may obtain scaling of the density of
excitation and the residual energies as
n ∼ ∆ˆp+1 ∼ τ−(p+1)zν/(zν+1),
Q ∼ ∆ˆp+2 ∼ τ−(p+2)zν/(zν+1), (37)
where in the second line we have assumed that ∆f = 0.
For finite ∆f , n andQ scales according to the same power
law.
To obtain the scaling of the gap, we need to obtain the
value of p. To this end, we plot the density of states for
a finite-sized system with 32 × 32 unit cells in Fig. 10.
The plot suggests that the density of states is a constant
at least at low energies ǫ/J ≤ 0.5 implying p = 0 for the
critical modes. We have checked that this holds for other
system sizes as well. Moreover, numerical studies shown
in Fig. 8 leads to zν = 1. Using these facts, one obtains
n ∼ τ−1/2, Q ∼
{
τ−1 gapless phase
τ−1/2 gapped phase.
(38)
The scaling laws in Eq. (38) can be also obtained by
another argument. To elucidate this, we show, in Fig.
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FIG. 11: Low-lying positive eigenvalues of M as a function
of J3 with a fixed configuration of {D~n}. The system is com-
posed of 8× 8 unit cells.
11, the low-lying energy spectra of quasi-particles of the
model as a function of J3 for finite sized system (8 × 8
unit cells) for a single configuration of {D~n}. Since there
is a finite gap for all values of J3, an adiabatic evolu-
tion do not lead to quasi-particle excitation. For non-
adiabatic processes, the most probable excitation occurs
around the avoided level crossing with minimum energy
gap shown with a blue arrow in Fig. 11. We denote
the corresponding energy gap by ∆l. The probability
of excitation is well approximated by the Landau-Zener
formula: e−c∆
2
l
τ , where c is a constant factor determined
by the slope of the excitation gap around ∆l. Next, we
recall that the distribution of excitation gaps ∆ for fixed
J3 inside the gapless phase scales as 1/L
2. Hence the
distribution of ∆l is also a function of ∆lL
2. Thus the
probability distribution function of ∆l can be written
as P (u) with u = ∆lL
2. Assuming that the factor c
is independent of L and ∆l, the averaged probability of
excitation n is given by
n ∼
∫ ∞
0
duP (u)e−c∆
2
l
τ =
∫ ∞
0
duP (u)e−cu
2τ/L4
= Π(τ/L4). (39)
From this, one can obtain a length Lε that yields av-
eraged probability of excitation Π = ε for a given τ :
Lε =
(
τ
Π−1(ε)
)1/4
. For sufficiently small ε, Nε = L
2
ε is
regarded as the average size within which a single excita-
tion is expected to occur. The density of these excitations
is thus estimated by Nε as
n ∼ 1
Nε
=
(
Π−1(ε)
τ
)1/2
∝ τ−1/2. (40)
Note that these arguments do not depend on whether
the quench ends inside the gapless phase or not since for
slow dynamics the defects are produced mostly during
the passage through the gapless regime. Using the fact
that p = 0 for these systems, a similar analysis for Q
reproduces the results of Eq. (38).
V. DISCUSSION
In conclusion, we have shown that the Kitaev model
constitutes an example of a two-dimensional model with
an anisotropic critical point. We have also demonstrated
that the presence of such an anisotropic critical point
leads to novel scaling laws defect density and residual
energy during slow power-law dynamics which takes the
system from a gapped phase to the vicinity of such a crit-
ical point. We have generalized our results for such scal-
ing laws for d-dimensional systems with such anisotropic
critical point. Further, we have computed all indepen-
dent correlation functions of the Kitaev model in the
Fermionic representation after a slow linear ramp which
brings the system to the vicinity of an anisotropic criti-
cal point. We have charted out the spatial dependence of
the correlation function and discussed its relation with
several multiple spin correlators of the model. Finally,
we have studied the non-equilibrium slow dynamics of
the disordered Kitaev model where disorder is introduced
via random configuration of D~n in its Fermionic repre-
sentation. We have shown numerically that the defect
density n, generated during a slow linear ramp from a
gapped phase of the model to either a gapless phase or
to another gapped phase through a gapless region, scales
as τ−1/2. In contrast, the residual energy Q scales as
τ−1/2 (τ−1) for similar dynamics ending on the gapless
surface (gapped phase after passing through the gapless
surface). We provide a qualitative understanding of such
scaling laws to back up our numerical results. We note
that there has been suggestions of experimental realiza-
tion of the Kitaev model using ultracold atomic system17.
In the event of such a realization, the simplest experi-
mental test of our theory would involve measurement of
defect density n following a slow ramp. Such experiments
has recently been performed for standard ultracold boson
systems18.
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