Abstract-The popularity of web based learning has led to the development of many learning object repositories that store high quality learning materials. High quality learning materials are expensive to create. So it is very important to ensure reuse of learning materials. Reuse of learning materials are made possible by semantically tagging them with standard metadata. In all available learning object repositories the tagging is done manually. Manual annotation is time taking and labor intensive activity. In this paper, we have explored the feasibility of tagging learning materials automatically with IEEE LOM 9.0 metadata specification. Here, we present machine learning approach using k-nearest neighborhood and back propagation neural network to automatically identify the subject of learning materials. The classifier is tested & result shows about 84% & 93% accuracy for back propagation neural network & K-NN resp.
I. INTRODUCTION
The wide availability of learning content in the World Wide Web has given rise to new paradigms of learning and knowledge delivery. The use of learning and content management systems for delivering learning materials in web based learning is becoming an important subject of research for researchers [1] .
The internet is a big source of good quality learning material. We can use this learning material for education purposes. But, this digital information is increasing rapidly and the student is not able to use these learning materials efficiently & effectively. Many learning object repositories (LOR) are available which stores learning materials which helps in delivering good quality learning materials relevant to the student"s requirement. EdNA [http://www.edna.edu.au/edna/page1.html], Ariadne [http://www.ariadne-eu.org/] and Merlot [http://www.merlot.org/] are examples of some of existing LORs. For efficient retrieval of learning materials according to the requirement of a student, the learning materials are tagged with a set of metadata which describes educational artifacts such as topic of the document, type of the document etc. However, in order to facilitate the sharing and reuse of learning materials across different information repositories or learning management systems, the learning materials should be associated with some common metadata standard. Several metadata standards are used for description of learning objects like Dublin Core metadata initiative (DCMI, and iLumina (http://www.ilumina-dlib.org/ ), the contributors are required to follow strict guidelines and fill up many forms to carefully ensure that the learning objects associated to the repository are according to their requirements. In LearnAlberta Online Curriculum Repository (http://www.learnalberta.ca/ login.aspx), the developer has to follow the specifications of resource development guideline such as learning object development guideline, metadata guidelines, instructional design guidelines etc.
Associating meta information to learning objects by humans is a labor intensive activity. Many contributors find the task of manual annotation and assigning of meta-tags uninteresting, and sometimes the tagging is not done satisfactorily. The development of a repository with manually annotated learning materials is expensive in terms of the time and effort required.
There is need of automatic extraction of metadata from learning materials for automating the development of LORs. Automatic extraction of metadata is especially important if we wish to harness the large number of documents available in the Web for building the LOR. We have worked to take forward the process of automatic metadata extraction from learning materials. We have worked for automatically extracting the element number 9 meta data element of IEEE LOM I. e. classification of learning objects based on their discipline (subject).
The work presented in this paper focuses on the automatic tagging of learning materials with a very important IEEE metadata element i. e. discipline (subject) of the learning material. We apply the machine learning approach to automatically classify the learning objects based on their discipline.
A domain ontological approach for document classification is suggested by Yi-hsing Chang [3] and achieved accuracy of classification of about 53%. Another approach given by [4] i. e. document Classification Algorithm Based on Kernel Logistic Regression achieved the highest classification accuracy up to 84%. In [5] the machine learning approach distance based classification is used and achieved highest accuracy of about 88%. This paper aims to increase the classification accuracy of learning object by using the neural network and K-NN approach for efficient learning content management with least effort. Previous researches have also shown that NN can achieve accurate results, that are sometimes more accurate than those of the symbolic classifier [6] .
II. EXTRACTION OF IEEE LOM 9.0 METADATA There are three general methods by which information extraction can be accomplished: manually (writing custom code for each new type of document), which is labor intensive, wrapper learning (manually setting anchors within example documents to generate a set of rules for extraction),and fully automatic . Manual categorization of learning object is a time consuming and laborious task so there is need for automatic extraction. In this direction we proposed the automatic extraction of IEEE LOM 9.0 classification of learning object over discipline or subjects.
A. Feature Extraction
Web pages are collected from the World Wide Web. The input to feature extraction phase is learning object. The Learning Object is considered as sequence of words and symbols appear in different structured way. We remove the common words like "the", "to", "and", "a" etc.& repeated words with no meaning from Learning Object. A feature vector is created whose attributes are the words. Each word in the feature vector satisfies the criteria of minimum occurrence frequency i. e. the number of occurrences of the word in the document should be more than the minimum threshold frequency (both local & global to be 4 & 7 respectively). We count the occurrence of the words for each input document. After stemming & normalization process we get the frequency matrix for training and testing.
B. Classifier Overview 1) K-nearest neighbour (K-NN)
K-NN is one of the most popular classification rules, although it is an old technique. We are given c classes, i In other words, x is assigned to the class in which the majority of the k-closest neighbors belong
2) Perception (MLP) neural networks
The MLP normally makes use of the gradient descent to compute the new value of the weights and biases. It is quickly able to adjust the network weights for good performance. The graph or space denoting the error of the system for every combination of weights and biases is called as the error space. The aim of any training algorithm is to find the global optima in this search space. BPA many times get trapped in local minima. This is due to the absence of any global guiding strategy or the attempt to cover the entire error space which is highly complex and dimensionality. The feed-forward neural network architecture used in this experiment consisted of one hidden layers along with input and output. The transfer function in hidden layer neurons and output layer neurons are sigmoid and purelin respectively. The performance function used was Mean Sum-squared Error (MSE). where i, j and k indices referring to the neurons belonging to the output, hidden, and input layers respectively , p, m, and k are the number of neurons in input, hidden and output layer respectively.  is used to distribute the error at the output unit back to the preceding layers. Update the weights connecting hidden layer to output layer using the following rule.
It is not necessary to propagate the error back to the input layer. δ j is used to adapt the weights connecting the input layer to the hidden layer. Update the weights connecting input layer to hidden layer. Similarly the 72 learning objects (18 from each subject) are used to test the classifiers. The term matrix for training will be for 74 learning objects and remaining 6 objects will be removed by TMG tool during tokenization and parsing. In the same way the test matrix will be reduced to 67 learning objects. 18 for Computer Network, 17 for DBMS, 17 for Operating System and 15 for Software Engineering
We are using 20-12-4 structure with tansig, logsig, logsig as an activation function with learning rate 0.35 and momentum of .45. It takes 4666 epochs to train the classifier. Fig. 1 . shows the classification results. In table 1 we discussed the classification performance. We get about 84% classification accuracy of learning objects. In this paper, we have explored the feasibility of automatic extraction of IEEE LOM 9.0 i. e. subject of learning materials. This facilitates the creation of an e-Learning repository for storing these annotated learning materials, which can be used by different learning management systems. The idea is to make use of learning materials from the World Wide Web for developing metadata annotated learning object repository. Automatic annotation of learning materials is a difficult task. The KNN classifier and BPN classifier are designed to extract the subject of the learning materials. We found that the KNN classifier gives better result as compared to the BPN classifier. 
