ABSTRACT Being a key computing element in cloud data center, virtual machines should be able to migrate from one location to another to meet the requirements of the cloud users and the defined policies of the cloud computing system. The mobility is an important issue when a virtual machine migrates across IP subnets. This paper focuses on the mobility management in cloud computing systems, and proposes a mobilityoriented cloud data center network architecture based on the identity/locator decoupling method of the mobility-driven networks. In cloud data center network, a mobile node refers to a virtual machine, and the mobility behavior mainly refers to virtual machine migration. In the proposed architecture, a virtual machine could implement live migration between IP subnets without service interruption. The evaluation shows that the proposed scheme can solve mobility issues effectively in virtual machine migration among IP subnets.
I. INTRODUCTION
Mobility is nature in the world and has evolved into an inherent feature and a key driving force of the future network [1] . Mobile Internet services are typically provided by servers in cloud data center, usually with virtualizationbased cloud computing technologies.
With the increasing popularity of mobile devices and unprecedented advancement of cloud computing technology, cloud data center has become one of the most effective ways to provide resources for computing and storage. As a new computing model, cloud computing enables flexible management on the resources of computing, storage and networking. It also requires more advanced networking technologies like flexible control over the network traffic, network virtualization, dynamical network resource management, network programmability and so forth. Inefficient resource management policies poorly exploit system resources within Cloud Data Centers [2] . To better serve the mobile terminals with mobile computing services, an efficient way is to improve the capability of service provider through cloud computing technology like computing virtualization, optimal resource scheduling, service migration and so forth. As a method of reconfiguring the computing resource in cloud data center, virtual machine (VM) migration plays a very important role in cloud computing system in terms of optimal resource scheduling and service migration. The service servers running on virtual machines are potentially triggered to move to a proper position, even if across geographical distances according to the service requirements, the defined policies of the cloud data center or green communication purpose and so on without interruption [3] .
Virtual machine mobility in cloud data center is very critical to both the user and the operator of the cloud data center. Virtualization is a key technology that has enabled such agility within a data center [4] . Firstly, from the perspective of the user, virtual machine mobility (migration) can be used to move a service from a physical server to another for the sake of getting closer to its customers or getting more resources to better serve customers. This can improve user experience of the service, and potentially benefits the service providers by attracting more customers. Secondly, from the perspective of the operator, virtual machine mobility can be used to reschedule the computing resource in the cloud data center for the purpose of power saving or meeting user requirements. This can lower the cost of the operator and enhance the profit, and also satisfy the users of the cloud data center. A highavailability system should be active most of the time, and this is the reason why its design should consider almost zero downtime and a minimal human intervention if a recovery process is demanded.
Live virtual machine migration is to ensure continuous service provisioning to the hosted applications during the VM memory transfer process. It can be divided into two phases: VM image migration and reconnection. VM image migration is to transfer the file system, the state in memory and CPU of the VM. Generally, we can use pre-copy method or post-copy method. A pre-copy VM migration transfers entire memory image before resuming VM at the target server. On the contrary, post-copy VM migration approach captures and transfers the VM's minimum system state to the target server before the VM resume phase [5] . Totally, the halt time is close to the transfer time of dirty pages. Since the scale of dirty pages is far less than the image, live virtual machine migration can save a multitude of halt time. Reconnection is to rebuild the connection between the new VM and its communicating peers. When VM migration is generally only inside of Layer 2 (L2) network, the characteristic is that IP address does not need to change. According to the updating request, the network only needs switch to update its Address Resolution Protocol (ARP) mapping table. However, if a virtual machine migrates across IP subnets, because the access point address has been changed, it brings two problems. Firstly, the data packages sent to the original address cannot be routed to the current address. Secondly, the TCP associated with the original IP address no longer works.
Consequently, when there is VM migration across IP subnets, the mobility problems will arise in the reconnection phase. Most of the state-of-the-art researches on virtual machine migration focus on live virtual machine migration optimization on bandwidth, storage, power or other performance metrics [2] [5]- [7] , or the strategy of virtual machine placement [8] - [10] . However, legacy cloud data center network cannot support service mobility (i.e. virtual machine mobility) in an easy way. Although live virtual machine migration allows resources from one physical server to be moved to another transparently with little or no interruption [6] , it will face the mobility problem (i.e. the address for communication will change) when a virtual machine migrates across IP subnets. This challenge hinders the development of many new services and also restricts the flexibility of computing resource configuration in the cloud data center. There is still a lack of research on the virtual machine migration across Layer 3 (L3) networks.
The cloud data center should provide seamless and ubiquitous connectivity for humans, machines, content, and services whenever and wherever. In the MDN [1] , one of the main principles is decoupling of Entity-identity and Location-identifier. Although this idea comes from wireless mobile communication system, it can serve as a great inspiration to solve the mobility issues in cloud data center networks.
As we have discussed above, in this context, taking advantage of advanced design philosophy and methods about mobility management, we proposed a mobility-oriented scheme for virtual machine migration in cloud data center network to solve the mobility issues when a virtual machine migrates across L3 subnets.
The rest of this paper is organized as follows. Section II illustrates the motivation of the work and some related works, and Section III presents a mobility-oriented cloud data center network. In Section IV we will introduce mobility management for the proposed mobility-oriented cloud data center network. Section V gives a case study and the performance evaluation and Section VI concludes this paper.
II. RELATED WORKS
Generally, in order to solve the mobility problem in virtual machine migration, there are two kinds of schemes: solving in L2 and solving in L3.
Solving in L2 is to utilize network virtualization technologies (e.g. Virtual Private LAN Service) to Shield IP address changes after a migration. This kind of scheme requires the support of switch equipment. Moreover, in essence, these schemes are to build a huge L2 network including all the nodes. To some extent, they will conflict with safety performance and management requirement.
Solving in L3 is generally to utilize IP tunnels and dynamic Domain Naming System (DNS), allowing the data packages to be transferred to the current address. However, this kind of schemes is not high-efficiency since the tunnel will bring extra costs as well as triangle routing problem.
The reference [11] surveys one Internet mobility approach which uses identifiers instead of traditional IP addresses to name mobile hosts, contents, or other entities. This approach can be divided into three categories: (1) Mobile IP (MIP) and its derivatives, which uses a special IP address called the home address (HoA) to identify a mobile node. However, its major drawback is triangle routing problem. (2) Identity/Locator split designs, which points out that an IP address has both host identifier and locator semantics embedded, and a split of the two is necessary. The mobile node (MN) keeps its identifier unchanged and obtains a new IP address as its locator. And MDN falls into this category. (3) Future Internet architectures. However, the mobility mechanisms rely on the specific network architecture, thus it is hard to summarize.
A tunnel based virtual machine migration scheme across L3 networks is proposed in [12] and [13] . A tunnel is created between the source (where the virtual machine is currently located) and the destination (where the virtual machine is going to move) physical servers before the migration. When the migration is completed, all the packets sent to the virtual machine are tunneled to the destination physical server from the source physical server, so the upper layer communication sessions running on the virtual machine are not going to be interrupted. This kind of tunnel-based scheme is very easy to deploy, and it does not need to update the corresponding entries in DNS after migration, but it has some limitations. Firstly, the source physical server must be active and online after the migration, otherwise the migrated virtual machines cannot receive packets any longer and the upper layer communication sessions will be down. Secondly, since all the packets sent to the migrated virtual machines are forwarded by the source physical server, the routing path may not be the optimal (i.e. triangle routing), resulting in a waste of the network resources.
A MIP-based virtual machine migration method is proposed in [14] and [15] . A virtual machine in cloud data center is treated as a mobile host in wireless network. MIP is implemented on the virtual machine. When a virtual machine moves from one subnet to another, it gets a new IP address, and then notifies all its communicating peers of the new IP address so that all the packets can be sent to the current location. At last the virtual machine or the hypervisor should update the corresponding entries of this virtual machine in DNS with the new IP address. MIP-based virtual machine migration scheme requires the virtual machine to support MIP in the kernel, and a DNS update is needed to replace the corresponding entries with the new IP address. But in traditional DNS system, cache mechanism is widely used, which implies that it's difficult to perform dynamic DNS update in legacy DNS.
Reference [16] introduces Software Defined Networking (SDN) into the virtual machine migration, and proposes a SDN-based virtual machine migration scheme. The scheme in [16] shares the similar idea with [17] , in which an OpenFlow-based protocol is presented to solve mobility issues. It requires the cloud data center be built upon SDN. When a virtual machine is triggered to move from one physical server to another, the SDN controller can capture this event and update the flow tables along the path to the new location, so that the packets sent to the virtual machine can also be correctly received after migration. SDN-enabled scheme has some deployment restrictions and scalability problems, e.g. it can be only used in SDN-based cloud data center. Besides, if the number of virtual machines is too huge, the network performance will be severely weakened.
Motivated by the natural features of identity/locator decoupling, a scheme for VM migration across IP subnets in expressive internet architecture (XIA), which is a future Internet architecture, is proposed in [18] . Since the address format of XIA is directed acyclic graphs (DAG), the scheme utilizes rendezvous agent (RA) as the fallback path. After the migration, the packets cannot be sent to the VM because the DAG has changed. Then packets will be sent to the RA along the fallback path and RA will forward the packets to the VM according to the new DAG. And the re-connection between VM and correspondent node can be built. Although this scheme can achieve fast network re-connection, it requires the address format support the fallback function. That is, the scheme is hard to be deployed in the existing network architecture.
The scheme we propose in this paper is different from what has been proposed thus far. By deploying the proposed scheme, the cloud data center can support mobility in virtual machine migration without much cost (e.g. tunneling) and drawbacks like triangle routing. Moreover, compared to the schemes designed for the future network architecture, our scheme only needs to modify a little part of the existing protocol.
III. MOBILITY-ORIENTED CLOUD DATA CENTER NETWORK A. TECHNICAL OVERVIEW
The physical infrastructure of mobility-oriented cloud data center network is similar to legacy cloud data center network in topology, routing, forwarding and so on. Therefore, the proposed mobility-oriented cloud data center network can be incrementally deployed upon a traditional cloud data center network with some updates on the edge physical servers. Cloud computing allows business customers to scale up and down their resource usage based on needs [19] . Figure 1 gives a topology of two-layered cloud data center network architecture [20] - [22] . Edge servers are directly connected to the Top of Rack (TOR) switches, and TOR switches are connected to Core switched in a FAT-TREE way for load balance and fault tolerance purposes. The essence of mobility in wireless network is that the location changes while the identity remains unchanged after the movement of mobile terminals. And this essence also works for the virtual machine mobility in cloud data center network. Thus the mobility management techniques can be introduced into cloud data center to support the virtual machine migration across IP subnets (virtual machine migration inside of L2 network is naturally supported).
Entity-identity/Location-identifier separation is introduced into mobility-oriented cloud data center network to potentially support virtual machine mobility flexibly. A location management system is adopted to map the Entity-identity to Location-identifier and support dynam-VOLUME 4, 2016 ical Location-identifier update whenever virtual machine migrates.
B. DECOUPLING OF ENTITY-IDENTITY (WHO) AND LOCATION-IDENTIFIER (WHERE)
To better serve mobility management for virtual machines in cloud data center network, decoupling of Entity-identity and Location-identifier is adopted to split the identity and the location of the virtual machine by defining separated name spaces. The two name spaces are fully overlapped, and both from the planned IP address pool of the cloud data center. It means that the Entity-identity of a virtual machine and the Location-identifier of another virtual machine could be a same value.
Entity-identity is allocated to the virtual machine in the cloud data center in a flat way, while Location-identifier is allocated according to the network topology hierarchically to the network elements and physical servers in the cloud data center. Compared to traditional Internet, the terminal protocol stack in mobility-oriented cloud data center network architecture has been changed, shown as Figure 2 . Entity-identity signifies the identity of the virtual machine, and the upper layer services running on virtual machine are connected by Entity-identity. Location-identifier represents the location of virtual machine, i.e. the location of service. By using this separation mechanism, service location change is transparent to upper layer services, making the virtual machine mobility in cloud data center transparent to mobile users of Internet services. Taking FreeBSD socket as an example, in mobility-oriented cloud data center network architecture, socket is established based on the quintuple as <Destination Port, Source Port, Destination Entity-identity, Source Entity-identity, Protocol>, instead of <Destination Port, Source Port, Destination IP, Source IP, Protocol> in legacy Internet. So we can see that the applications on both terminal side and server side are not needed to redevelop. What is needed is that they should use virtual machine Entityidentity instead of IP address in corresponding parameter settings. 
C. PACKET ENCAPSULATION AND COMMUNICATION PROCEDURE
As discussed above, Entity-identity/Location-identifier separation is adopted in mobility-oriented cloud data center network, implying that virtual machine is only aware of Entity-identity. Physical server should be responsible for encapsulating the packets sent from virtual machines with corresponding locators and sending them out through physical links of the cloud data center network. The packet format along the communication path is shown as Figure 3 . Obviously the communication between two virtual machines in a same subnet does not need the encapsulation.
In terms of packet format, what packets sent from virtual machine contain are very similar to traditional Internet packets. But Entity-identity substitutes for IP address in the packet header. When the packet is intercepted by the hypervisor of the physical server, locators of both source and destination are inserted into the packet as an additional header. The packet is then sent out through physical links and forwarded hop by hop until it reaches the destination physical server. The destination physical server intercepts the packet and removes the outer header which includes locators, and delivers it to the destination virtual machine.
The communication procedure between virtual machines in mobility-oriented cloud data center network architecture will be illustrated with an example as follow.
In two-layered cloud data center network architecture shown in Figure 1 , suppose a VM in Rock1 (here we call it VM-1) wants to talk to anther VM in Rock2 (here we call it VM-2). Rock1 and Rock2 are in different IP subnets. VM-1 encapsulates the packet with the Entity-identity of VM-1 and VM-2 and sends it out from its internal virtual interface. This packet is intercepted by Server-1 and parsed to get the Entity-identity of the destination, i.e. the Entityidentity of VM-2. Server-1 buffers this packet and queries the Location-identifier of VM-2 from the virtual machine location management system (which will be discussed in following sections). Upon receiving the query, the virtual machine location management system looks up its database to find the mapping entries for VM-2, and sends the result back to the Server-1. The Server-1 then caches the Entityidentity -to-Location-identifier mapping entry of VM-2 for future use especially after migration and the use of this cache can greatly improve the performance for locator query. The format of cache entries is as shown in Table 1 . A column called Requester is added in each entry to indicate who is communicating with this VM recently.
Upon receiving the Location-identifier reply from the virtual machine location management system, the Server-1 encapsulates the previously buffered packet with Locationidentifiers of VM-1 and VM-2. Then the packet can be delivered to Server-2 through the data center network hop by hop in legacy forwarding way. Upon receiving the packet, Server-2 parses the packet header to withdraw the Entity-identity-toLocation-identifier mapping of VM-1 and caches it, and then it removes the Location-identifier header from the packet, and finally passes the packet to VM-2. The packet sent back to VM-1 from VM-2 goes in the same way but without a locator query because the Location-identifier of VM-1 has been cached before.
IV. MOBILITY MANAGEMENT FOR MOBILITY-ORIENTED CLOUD DATA CENTER NETWORK A. OVERVIEW
Since Entity-identity/Location-identifier separation is adopted in mobility-oriented cloud data center network, location management system is needed for dynamically tracking virtual machines which potentially migrate to another place. This is very similar to location management of mobile node in wireless communication network but still has some differences. Determining when is best to reallocate VMs from an overloaded host is an aspect of dynamic VM consolidation. And this directly influences the resource utilization and quality of service (QoS) delivered by the system [23] . Compared to wireless communication network, mobilityoriented cloud data center network has some obvious characteristics as shown in Table 2 . Today's data center networks have been designed and operated with little considerations of energy efficiency. They are typically provisioned with redundant links and excessive bandwidth for accommodating peak traffic loads and potential link failures, and run well below capacity most of the time [24] .
1) NUMBER OF MNs
In wireless communication network we refer MN to mobile host while in mobility-oriented cloud data center network we refer it to virtual machine instead. The number of MNs in a wireless communication network is often much larger than that in a mobility-oriented cloud data center network. A huge wireless communication network may contain billions of MNs, e.g. the cellular network of China Mobile, but a huge mobility-oriented cloud data center network may contain tens to hundreds of thousand physical servers which can be virtualized to millions of virtual machines.
2) SCALE OF NETWORK
A wireless communication network sometimes covers a very large area, and its topology is very complicated, while a mobility-oriented cloud data center network is often restricted within a limited area (e.g. in a server room) and its topology is very explicit and uniform [20] , [21] , [25] - [27] .
3) MOVING SPEED OF MN
In a wireless communication network, the moving speed of MN varies in a very large range, and the faster MN moves, the more frequent handoff should be executed. But in a mobilityoriented cloud data center network, the handoff is not decided by the moving speed but decided by the user requirements and executed by a central scheduler.
4) FREQUENCY OF HANDOFF
A mobile host in a wireless communication network sometimes moves very fast, so handoff is performed very frequently, e.g. a cell phone in a moving train, while in cloud data center a virtual machine in mobility-oriented cloud data center network executes the migration at a very low frequency because the migration consumes a lot bandwidth and possibly leads to packet loss, which implies it cannot be executed too frequently. So during a long period of time a mobile host in a wireless communication network may perform many handoffs while a virtual machine in a mobility-oriented cloud data center network may execute handoff only once or twice.
B. LOCATION MANAGEMENT
Similar with wireless communication network, the function of location management for mobility-oriented cloud data center network can also be also divided into two parts, i.e. location query and location update, and it is responsible for keeping the current location of a virtual machine and updating it whenever it moves. In this paper Entity-identity/ VOLUME 4, 2016 Location-identifier separation is introduced into the communication between virtual machines, which means the identity of a virtual machine is indicated by Entity-identity while its location is represented by Location-identifier. By this separation, we signify each virtual machine with an Entity-identity, and the location management system keeps a mapping from Entity-identity to its locator (possibly more than one). As the number of virtual machine and the scale of cloud data center network is limited, and the handoff frequency is not as high as in wireless communication network, the load of the location management system is not as high as that in wireless communication network, so it can adopt a centralized or two-layer distributed architecture. Figure 1 shows a twolayered distributed location management system for a cloud data center adopting a FAT-tree like network topology. L2 Location Manager is located in a rack and connected to the TOR switches, and Layer 1 (L1) Location Manager is directly connected to the core switches. L2 Location Manager is responsible for caching the most recently and frequently used Entity-identity-to-Locationidentifier mapping entries in the rack, and L1 Location Manager stores the Entity-identity-to-Location-identifier mapping entries for all the virtual machines in the cloud data center. The mapping entries in L1 and L2 Location Manager are in the following formats, shown as Table 3 and Table 4 respectively.
A surprising phenomenon in Table 3 is that the number 10.0.0.1 appears at both the Entity-identity and Locationidentifier columns. This is because Entity-identity and Location-identifier are completely separated namespaces and encapsulated in separated segments of the packet header. Suppose a mobility-oriented cloud data center network contains one million virtual machines, then the total memory needed to store the whole mapping entries on L1 Location Manager is about 8M bytes which is not a huge consumption. A TTL column is added to the entries in L2 Location Manager to indicate the duration of the entry. An entry whose TTL is 0XFFFFH means this entry is a static entry and will always exist on L2 Location Manager until manually removed.
In mobility-oriented cloud data center network the physical server is connected to the TOR switch through a physical interface, which is configured with an IP address, i.e. Location-identifier. When a virtual machine starts running, the hypervisor should firstly get an Entity-identity from the L1 Location Manager for it and register the Entity-identityto-Location-identifier mapping back into the L1 Location Manager, with the locator being the IP address of the physical interface of the physical server. It means a virtual machine uses the IP address of the physical machine to transmit data. If a virtual machine moves from one physical server to another, its locator is changed, so the hypervisor should update the corresponding entries in the L1 Location Manager with the new Location-identifier. Then the L1 Location Manager notifies this change to all the L2 Location Managers to mark the corresponding mapping entries deprecated or remove them directly.
C. MIGRATION MANAGEMENT
Just like handover management for wireless communication network, mobility-oriented cloud data center network also needs migration management to trigger and handle VM migration. Migration management of mobility-oriented cloud data center network consists of two functions, i.e. migration decision and migration execution. The former is to decide when to start a virtual machine migration, and the latter is to execute the actual migration behavior. The latter one is often incorporated in the hypervisor, which it is not the focus of this paper.
As is known that in wireless communication network, handover is often decided by the signal strength and policies of load balance between adjacent cells and so forth. However, factors are different in mobility-oriented cloud data center network, and the following factors should be considered for deciding a migration schedule.
1) DYNAMICALLY EXPANDING RESOURCE REQUIREMENT
The tenants of the cloud data center may dynamically require more computing resource according to their service expanding. This will cause new allocation of resources and the virtual machine distribution of the tenant in the cloud data center should be optimized to meet specific requirements, e.g. virtual machines of a tenant should be located as close as possible to get high throughput. Then some virtual machines need to be moved to proper places through live migration.
2) NETWORK STATE CHANGE
The state of the data center network may change during runtime due to link failures or other reasons, and this may result in a situation that some virtual machines cannot get enough bandwidth they have required. In this situation, these virtual machines need to be moved to proper positions which can meet their network resource requirements. 
3) ROBUSTNESS CONSIDERATION
A tenant of cloud data center may require robustness for its services strictly, e.g. it requires the service servers should not be located on a same physical machine. However, several virtual machines of this tenant may be previously allocated on a same physical machine because there was not enough resource on other physical machines. Then if some resources on other physical machines is released, the virtual machines on the same physical machine should be distributed to different physical machines by live migration.
4) NETWORK TRAFFIC OPTIMIZATION
Network traffic is decided by the traffic from virtual machines, which maybe further decided by the terminal users. If the traffic between some virtual machines change, e.g. grows greatly, then the network may be not able to allocate more bandwidth to these virtual machines from current links. To address this problem, virtual machine migration should be executed to move these virtual machines to proper places with enough bandwidth.
5) ENERGY SAVING
If the number of running virtual machines on a physical machine is very small, then these virtual machines can be moved to other physical machines through live migration, and this physical machine can be turned off to save energy. This can greatly reduce the operating expense (OPEX) of cloud data center.
V. CASE STUDY AND PERFORMANCE EVALUATION A. CASE STUDY-VIRTUAL MACHINE MIGRATION ACROSS L3 SUBNETS
This section illustrates the mobility management in mobilityoriented cloud data center network through a case study, as shown in Figure 4 .
Suppose VM1 has created a communication session (i.e. upper layer service) with VM2 on Server3. Then VM1 is triggered to migrate from Server1 to Server2 by a scheduler (which is not included in the figure) according to some previously defined policies. The migration behavior is performed by the hypervisors on Server1 and Server2 automatically when the migration instruction is triggered on Server1. The hypervisor on Server1 collects the running mirror of VM1 and encapsulates it into packets to send to Server2. The hypervisor on Server2 receives these packets and restores the running mirror of VM1 on Server2. The cached mapping entries on Server1 should also be sent to Server2, so that the Location-identifier queries can be saved for the migrated virtual machine. Before the restoration on Server2 is finished, VM1 on Server1 is still responsible for running the upper layer service. When the restoration is finished, VM1 on Server2 takes over the job of running the upper layer service, and notifies all its communicating peers (i.e. hypervisor on VOLUME 4, 2016 Server3) of the new Location-identifier based on the cached entries copied from Server1. Then Server3 can use the new Location-identifier to encapsulate packets from VM2 and send them to Server2 correctly. Moreover, the hypervisor on Server2 should send an update message to refresh the corresponding entries in L1 Location Manager. On receiving the message, L1 Location Manager flushes this change to all L2 Location Managers in the cloud data center. Here, the communication is between Server2 and Server3, and the migration completes.
If Fully Qualified Domain Name (FQDN) is used in the communication, then when a virtual machine moves, the corresponding entries in DNS does not even need to be updated, because it only keeps the mapping of FQDN-toEntity-identity for the virtual machine, and the Entity-identity of the virtual machine never changes.
For deployment issue, this scheme can be incrementally deployable for a specific tenant of the cloud data center, while keeping other tenants working in a traditional way. This can be realized in cooperation with the virtual machine management platform, like OpenStack, CloudStack and so on. So it provides a very flexible choice of deployment for future cloud data center.
B. PERFORMANCE EVALUATION 1) PACKET ENCAPSULATION OVERHEAD
For legacy communication scheme, the total encapsulation overhead can be expressed as equation (1):
Where L L2 is the length of L2 header, L IP is the length of IP header, L TU is the length of TCP or UDP header in legacy packet. And MTU L2 means Max transmission unit (MTU) for L2 network. And the efficiency of data transmission for legacy packet can be expressed as equation (2):
In mobility-oriented cloud data center network, an Entityidentity header is introduced into the packet so the packet header overhead will be enlarged. The packet formats in legacy cloud data center and that in the proposed mobilityoriented cloud data center network are shown as Figure 5 (a) and Figure 5 (b) respectively. For mobility-oriented cloud data center network, the total encapsulation overhead is given by equation (3): 
Where T L2 is the length of L2 header, T Location−identifier is the length of Location-identifier header, T Entity−identity is the length of Entity-identity header, T TU is the length of TCP or UDP header in mobility-oriented cloud data center.
And the efficiency of data transmission for legacy packet can be expressed as equation (4):
The data from the user service are packed into the APP Data field of the packet. From equations (1), (2) , (3), (4) we can see that the packet encapsulation overhead and the packet transmission efficiency are both decided by the MTU parameter. As is known that MTU is a variable parameter, and different kinds of networks provide different MTU values, e.g. Ethernet provides 1500 bytes as its MTU.
The impacts of MTU on the packet encapsulation overhead and the packet transmission efficiency are shown as Figure 6 (a) and Figure 6 (b) respectively, and other parameter values used in the simulation are shown as Table 5 .
The Figure 6 (a) illustrates that a smaller MTU causes a bigger encapsulation overhead. The packet encapsulation overhead decreases as the MTU value increases. If the MTU value is great enough the packet encapsulation overheads of legacy scheme and Entity-identity/Location-identifier separation scheme are approximately equal. So the MTU value should be set as large as possible (but allowed by the network itself) to reduce packet encapsulation overhead.
The Figure 6 (b) gives a similar result as Figure 6 (a) but in terms of the data transmission efficiency. Smaller MTU implies lower data transmission efficiency, while big MTU brings higher data transmission efficiency. The data transmission efficiency increases as the MTU increases. So a big MTU should be adopted to promote the data transmission efficiency in both legacy and Entity-identity/Location-identifier separation based communication scheme. 
2) SIGNALING OVERHEAD FOR MIGRATION
Performance analysis should consider a total signaling cost introduced by a mobility management scheme. In mobilityoriented cloud data center network, the virtual machine migration behavior is usually executed by the hypervisor kernel, but the migration behavior itself has nothing to do with the mobility management, so the signaling exchange between the source hypervisor and the destination hypervisor during the migration procedure is outside the scope of this paper. This paper is focused on the signaling cost of the virtual machine location management.
For analysis we use the two-layered cloud data center network architecture in Figure 1 as the example, and suppose each rack consists of a L2 network, and core switches are L3 switches which connect L2 networks. When a virtual machine moves, two possible results may occur, i.e. moving inside of the L2 network and moving outside of the L2 network. If it moves inside of the same L2 network, then the Location Managers do not need to update, and this movement is transparent to its communicating peers. But if it moves outside of the L2 network, then the Location Managers need to update, and all its communicating peers should be notified of this movement.
The probability of virtual machine migration is associated with specific virtual machine migration scheme. Thus it is hard to determine an exact migration probability. We assume that every L2 network in the cloud data center except the current one has equal probability to be the destination of a moving virtual machine. Then with P inside , the probability of still staying inside current L2 network, the probability of moving outside of the L2 network to a specific L2 subnet can be expressed as equation (5):
Where N is the number of L2 networks in the cloud data center.
Based on the above assumption, the average signaling cost can be consequently expressed as equation (6) . We can see that the signaling cost is decided by the probability of staying inside of the same L2 network or moving out of the L2 network. We introduce C notify ij , C L1update i , C L2update i to represent the signaling cost of notifying a communicating peer j, updating L1 Location Manager, updating L2 Location Manager when a VM migrates to another L2 network j. For the sake of simplicity, we assume that the number of communicating peers M obeys normal distribution whose mean is 100 and variance is 15. Besides, we use the parameter values as shown in Table6. Figure 7 illustrates the cumulative distributed function (CDF) of signaling cost. As we can see from Figure 7 , the scheme with higher P inside has lower signaling cost. Generally, the size of L2 network where the virtual machine is currently located determines P inside . However, although the signaling cost can be reduced by increasing the scale of L2 network, it cannot be reduced unlimitedly, because a large L2 network brings complex network management task and many other challenges. A compromised scale of L2 network should be adopted in real cloud data center, to maximize the value for the user and the provider. 
VI. CONCLUSIONS
In this paper we concentrate on mobility issues in the cloud data center. To meet various requirements of the Internet services and provide better user experience, virtual machines should be able to migrate from one location to another. This paper focuses on resolving the challenge of IP mobility problem after a virtual machine migration across IP subnets. We propose a mobility-oriented cloud data center network architecture based on design principles of the MDN. By Entity-identity/Location-identifier decoupling, we introduce a Location Manager to map the Entityidentity to the current location of target VM. The mapping table helps to relocate the VM so that cloud data center can provide seamless service. This architecture can address mobility issues when a virtual machine migration among IP subnets.
We evaluated the performance of the proposed scheme, such as packet encapsulation overhead, packet transmission efficiency and signaling cost. The results show that the proposed scheme could effectively solve the mobility issue of VM migration in cloud data center network. Furthermore, we take a case study to demonstrate the proposed scheme, and which shows our solution is easy to deploy and has good compatibility with current IP networks. 
