The Dubins Traveling Salesman Problem (DTSP) has received significant interest over the last decade due to its occurrence in several civil and military surveillance applications. Currently, there is no algorithm that can find an optimal solution to the problem. In addition, relaxing the motion constraints and solving the resulting Euclidean TSP (ETSP) provides the only lower bound available for the problem. However, in many problem instances, this lower bound computed by solving the ETSP is far away from the cost of the feasible solutions obtained by some well known algorithms for the DTSP. This article addresses this fundamental issue and presents the first systematic procedure with computational results for developing tight lower bounds for the DTSP.
Introduction
Given a set of targets on a plane and a constant ρ ≥ 0, the Dubins Traveling Salesman Problem (DTSP) aims to find a path such that each target is visited at least once, the radius of curvature of any point in the path is at least equal to ρ and the length of the path is a minimum. This problem is a generalization of Euclidean TSP (ETSP) and is NP-Hard [4, 5] . DTSP belongs to a class of task allocation and path planning problems envisioned for a team of Unmanned Aerial Vehicles in [1] . DTSP has received significant attention in the literature mainly due to its importance in unmanned vehicle applications, the simplicity of its problem statement, and being a hard problem to solve as it inherits features from both optimal control and combinatorial optimization.
Currently, there is no procedure for finding an optimal solution for the DTSP. Therefore, heuristics and approximation algorithms have been developed over the last decade to find feasible solutions. Tang and Ozguner [2] present gradient-based heuristics for both single and multiple vehicle variants of the DTSP. Savla et al. [3] bound the maximum Dubins distance between two targets in terms of the Euclidean distance between the targets and use an optimal solution to the Euclidean TSP to find a feasible solution to the DTSP. Rathinam et al. [4] develop an approximation algorithm for the DTSP assuming the distance between any two targets is at least equal to 2ρ. Ny et al. [5] develop an approximation algorithm for the DTSP where the approximation ratio is inversely proportional to the minimum distance between any two targets. The reason for the weakness of the approximation factors in [4, 5] is due to the lack of a good lower bound, and both these algorithms essentially use the Euclidean distances between the targets to bound the cost of its feasible solution. Among the many algorithms available, discretizing the heading angle at each target and posing the resulting problem as a one-in-a-set TSP ( Fig. 1 ) provides a natural way to find a good, feasible solution to the problem [6] . The higher the number of discretizations, the closer an optimal solution to the one-in-a-set TSP gets to the optimum of the DTSP. However, this also requires us to solve a large one-in-a-set TSP which is combinatorially hard. Nevertheless, this approach provides an upper bound for the optimal cost of the DTSP, and simulation results indicate that the cost of the solutions start to converge for more than 15 discretizations at each target [7] . The fundamental question with all the heuristics and approximation algorithms is how close a feasible solution actually is to the optimum.
This fundamental question was the motivation for the bounding algorithms in [8] , [9] . In these algorithms, the requirement that the arrival angle and the departure angle must be equal at each target is removed and penalized in the objective whenever the requirement is violated. This results in a max-min problem where the minimization problem is an Asymmetric TSP and the cost of traveling between any two targets requires one to solve a new optimal control problem. In terms of lower bounding, the difficulty with this approach is that currently, we are not aware of any algorithm that will guarantee a lower bound to the optimal control problem. Nonetheless, this is an useful approach and advances in lower bounding optimal control problems will lead to finding lower bounds to the DTSP.
We propose a new approach to find tight lower bounds to the DTSP in this article. This is the first systematic procedure available for the DTSP and is a natural counterpart to the one-in-a-set TSP approach we discussed previously. In this approach, we remove the requirement that the arrival angle and the departure angle at each target must be the same, but restrain both these angles to belong to a sector or an interval (refer to Fig. 2 ). The lower bounding problem aims to choose an interval at each target such that the arrival angle and the departure angle at each target belong to the same interval, each target is visited at least once, and the sum of the cost of traveling the targets is minimized. The cost of traveling between two targets now reduces to a new optimal control problem, which we refer to as the Dubins Interval Problem. Given two targets and an interval at each target, the problem is to find the shortest Dubins path such that the departure angle at the initial target and the arrival target at the final target belongs to the respective intervals. The lower bounding problem is an one-in-a-set TSP and can be solved just like the upper bounding problem. If the size of each of the intervals at each target reduces to zero, the lower bounding problem reduces to the DTSP. If there is only one interval of size 2π at each target, one obtains an Euclidean TSP. Smaller the size of the intervals at each target gets, similar to the upper bounding problem, the one-in-a-set TSP gets combinatorially hard. Nevertheless, this provides the first systematic approach to find lower bounds to the DTSP provided one can solve the Dubins interval problem.
In this article, we solve the Dubins interval problem and provide some computational results to corroborate the performance of the proposed lower bounding approach. Specifically, we show that an optimal solution to the Dubins interval problem must be one of the following:
1. An optimal Dubins path such that the arrival angle and the departure angle at each target belongs to one of the boundary values of the respective intervals.
2. An optimal path consisting of at most two segments such that each of the segments is either a straight line or an arc of radius ρ, and the arrival angle and the departure angle belongs to the respective intervals.
We provide an exact algorithm to find an optimal path consisting of at most two segments. We have implemented all the algorithms, and found lower bounds to the DTSP with 20 intervals at each target. Numerical results indicate that the proposed procedure significantly reduces the gap between the previous known lower bound (obtained by solving the ETSP) and the optimum.
Problem formulation
The set of targets is denoted by T = {1, 2, · · · , n} where n is the number of targets. The set of available angles [0, 2π] at any target i is partitioned into a collection of closed intervals denoted by
The arrival angle and the departure angle of the vehicle at target i is denoted by θ ia and θ id respectively. The configuration of the vehicle leaving target i at θ id is denoted by (x i , y i , θ id ). (x i , y i , θ ia ) is defined similarly. The length of the shortest Dubins path from
The objective of the lower bounding problem is to find a sequence of targets (s 1 , s 2 , · · · , s n ) , s i ∈ T to visit and choose an interval I s i ∈ I i for each target s i ∈ T such that
• each target is visited at least once, and,
Addressing this lower bounding problem first requires solving min θ id ∈I i ,θ ja ∈I j d i j (θ id , θ ja ). Once this problem is solved, the lower bounding problem is essentially an one-in-a-set TSP. In this article, we transform the one-in-a-set TSP into an Asymmetric TSP (ATSP) using the Noon-Bean transformation [10] and solve the resulting ATSP into a symmetric TSP using the transformation in [11] . The symmetric TSP is solved using the Concorde solver [12] to find an optimal solution.
Dubins Interval Problem
Without loss of generality, let the Dubins interval problem be denoted as min
indicates the shortest path (also referred to as the Dubins [13] path) of traveling from (x 1 , y 1 , θ 1 ) to (x 2 , y 2 , θ 2 ) subject to the turning radius constraints (Fig. 3) . Here, the interval I k is defined as [13] showed that the shortest path for a vehicle to travel between the two configurations subject to the maximum turning radius (ρ) constraint must consist of at most three segments where each segment is a circle of radius ρ or a straight line. In particular, if a curved segment of radius ρ along which the vehicle travels in a counterclockwise (clockwise) rotational motion is denoted by L(R), and the segment along which the vehicle travels straight is denoted by S, then the shortest path is one of RSR, RSL, LSR, LSL, RLR and LRL. Let RSR(θ 1 , θ 2 ) denote the length of the RSR path from (
(1)
In the next section, we first show how to solve min θ 1 ∈I 1 ,θ 2 ∈I 2 P(θ 1 , θ 2 ) for any path P ∈ {RSR, RSL, LSR, LSL}. Later, we will address the LRL and the RLR paths.
Optimizing RSR, RSL, LSR and LSL paths
To explain the derivations, we also consider shortest paths that contain at most two segments between (x 1 , y 1 ) and (x 2 , y 2 ). For any path T ∈ {RS, LS, SR, SL, RL, LR} and θ 1 ∈ I 1 , let T 1 (θ 1 ) denote the distance of the shortest path T that starts at (x 1 , y 1 ) with a departure angle of θ 1 and arrives at (x 2 , y 2 ). In this case, the arrival angle at (x 2 , y 2 ) will be a function of θ 1 and the path T , and is denoted as θ 2 (T , θ 1 ).
is set to ∞ if a path T doesn't exist or if θ 2 (T , θ 1 ) / ∈ I 2 . Similarly, let T 2 (θ 2 ) denote the distance of the shortest path T that starts at (x 1 , y 1 ) and arrives at (x 2 , y 2 ) with an heading angle of θ 2 . In this case, the departure angle at (x 1 , y 1 ) will be a function of θ 2 and the path T , and is denoted as
The following result is known [14] for each of the paths P ∈ {RSR, RSL, LSR, LSL} from (
Lemma 4.1. For any P ∈ {RSR, RSL, LSR, LSL} and i = 1, 2,
Therefore,
Similarly, using lemma 4.1 again, we get the following:
min
Now, one can easily verify the following:
For any T ∈ {RS, SL, RL}, min
2 ) and min
Substituting for min θ 1 ∈I 1 RSL(θ 1 , θ min 2 ) and min θ 1 ∈I 1 RSL(θ 1 , θ min 2 ) using equations (4), (5) in (3) and simplifying further using (6), we get,
where
2 )}. As lemma 4.1 is also applicable to RSR, LSL and LSR paths, one can use the above procedure and solve for min θ 1 ∈I 1 ,θ 2 ∈I 2 RSR(θ 1 , θ 2 ), min θ 1 ∈I 1 ,θ 2 ∈I 2 LSL(θ 1 , θ 2 ), and min θ 1 ∈I 1 ,θ 2 ∈I 2 LSR(θ 1 , θ 2 ) in a similar way. Therefore, the only remaining part is to show how to optimize min θ 1 ∈I 1 {RS 1 (θ 1 ), SL 1 (θ 1 ), RL 1 (θ 1 )}. We will consider these subpaths in the following subsections.
RS path
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Figure 4. RS path
Without loss of generality, a reference frame can be chosen such that target 1 is at the origin and target 2 lies on the x-axis as shown in the Fig. 4 . Here,x represents the Euclidean distance between the targets. Given θ 1 , the existence of the RS path and its length can be determined using geometry. The length of the S path, the angle between the x-axis and the S path, and the final arrival angle at target 2 are also functions of θ 1 , and can expressed as L(θ 1 ), φ (θ 1 ) and θ 2 (RS, θ 1 ) respectively. Let the length of the RS path be denoted as D(θ 1 ). For brevity, in some places, we will use L, φ , θ 2 and D instead of L(θ 1 ), φ (θ 1 ), θ 2 (RS, θ 1 ) and D(θ 1 ) respectively.
The basic idea is to partition the given interval I 1 into sub-intervals such that the length of the RS path and the arrival angle at target 2 vary monotonically with respect to θ 1 in each of the sub-intervals. In this way min θ 1 ∈I 1 D(θ 1 ) can be obtained by simply computing the minimum of the distances obtained from each of the sub-intervals. For each sub-interval, we use the following algorithm to find the optimum: 
and apply this algorithm separately for each of the sub-intervals. 4 
Now, we will show how to split the given interval I 1 into sub-intervals such that both D and θ 2 vary monotonically with respect to θ 1 in each of the sub-intervals. Using Fig. 4 , one can relate L and φ to θ 1 using the following equations:
The arrival angle θ 2 (RS, θ 1 ) at target 2 is equal to 2π − φ . We now consider two different cases:x > 2ρ and x ≤ 2ρ (RS path does not exist for a subset of angles of θ 1 ifx < 2ρ).
Case:x > 2ρ
Let the length of the RS path be denoted by D :
. The derivatives of φ and L with respect to θ 1 can be obtained by differentiating (8) as follows:
Solving the above equations and simplifying further, we obtain the following:
=x sin φ .
For any θ 1 ∈ [0, 2π), geometrically, it is easy to verify that φ ∈ [0, π] using Fig. 4 . Therefore, dD dθ 1 ≥ 0, i.e., the length of the RS path increases monotonically fromx. When θ 1 = 2π, the curved segment in the RS path vanishes and the length of the RS path returns to the Euclidean distance between the targets (x). Even though the length of the RS path monotonically increases for any θ 1 ∈ [0, 2π), the arrival angle at target 2, θ 2 := 2π − φ first decreases with θ 1 , reaches a minimum at some θ 1 = θ * and increases to 2π. This minimum can be computed by solving
One can verify that at θ 1 = θ * , θ 2 reaches a minimum. Now, the partitioning of the given interval is relatively straightforward. If θ * ∈ I 1 , then I 1 is partitioned into two sub-intervals [θ min 1 , θ * ] and [θ * , θ max 2 ], else there is just one sub-interval equal to I 1 .
Case:x ≤ 2ρ
In this case, the RS path is not defined for any θ 1 ∈ (sin(x 2ρ ), π 2 + cos(x 2ρ )). Therefore, one can intersect [0, sin(x 2ρ )] with I 1 , and [ π 2 + cos(x 2ρ ), 2π] with I 1 to find all the sub-intervals. For each of these sub-intervals, one can use the same analysis from the previous case to conclude that the length of the RS path and the arrival angle at target 2 vary monotonically with respect to θ 1 in each sub-interval.
SL path
Given any SL path that departs (x 1 , y 1 ) with angle θ 1 and arrives at (x 2 , y 2 ) with angle θ 2 , there is a corresponding RS path that departs (x 2 , y 2 ) with angle π + θ 2 and arrives at (x 1 , y 1 ) with angle π + θ 1 . Therefore, min θ 1 ∈I 1 SL 1 (θ 1 ) can be solved by applying the algorithm in the previous sub-section by assuming the path starts at (x 2 , y 2 ) with heading angle θ 2 ∈ [π + θ min 2 , π + θ max 2 ] and arriving at (x 1 , y 1 ) with a heading angle
Remark: Adding π to θ min 1 , θ max 1 , θ min 2 or θ max 2 may result in either of the angles exceeding 2π. For implementation purposes, if any angle in an interval exceeds 2π we split the interval into two sub-intervals such that the angles in the sub-intervals are in [0, 2π]. One can then apply the algorithms for each of the sub-intervals and choose the minimum. We use similar notations as in previous subsections (refer to Fig. 5 ). The angles φ (θ 1 ) and θ 2 (RL, θ 1 ) are also written as φ and θ 2 for brevity. The length of the RL path is denoted as D(θ 1 ) and is equal to ρ(θ 1 + θ 2 + 2φ ). Unlike the RS path, we will show that the length of the RL path may both increase or decrease with respect to θ 1 ∈ I 1 . However, we partition the given interval I 1 into sub-intervals such that the length of the RL path and the arrival angle at target 2 vary monotonically with respect to θ 1 in each of the sub-intervals. In this way min θ 1 ∈I 1 D(θ 1 ) can be obtained by simply computing the minimum of the distances obtained from each of the sub-intervals. For each sub-interval, one can find the minimum using the algorithm in 1.
RL path
RL path doesn't exist whenx > 4R. Therefore, we consider two cases: 4R ≥x > 2ρ and 0 ≤x ≤ 2ρ (RL path does not exist for a subset of angles of θ 1 ifx < 2ρ).
Case: 4ρ ≥x > 2ρ
We can solve for φ and θ 2 using the following equations (Fig. 5): 2ρ cos φ − ρ cos θ 2 = 2ρ cos φ 2ρ sin φ + ρ sin θ 2 =R − ρ sin θ 1 (16) Differentiating and simplifying the above equations, we get,
2 cos φ dφ
Solving further for , we get,
Note that the sign of
depends on the angles in each of the curved segments, θ 1 + φ and φ + θ 2 . Therefore, we consider four sub-cases:
In the following discussion, we consider sub-case (i); the derivations for the other sub-cases can be done in a similar way.
If 0 < θ 1 + φ < π and 0 < φ + θ 2 < π, then dθ 2 dθ 1 ≤ 0. Therefore, θ 2 monotonically decreases with respect to θ 1 in any sub-interval ⊆ [0, π]. Also,
Equating dD dθ 1 = 0 and simplifying the equations, we get either φ + θ 1 = 0 or φ + θ 2 = 0 or θ 1 = θ 2 . φ + θ 1 = 0 or φ + θ 2 = 0 would imply one of the circles vanishes; but, this is not possible sincex > 2ρ. When θ 1 = θ 2 , we note that 
> 0. Therefore, the length of the RL reaches a minimum when θ 1 = θ 2 . Hence, the length of the RL path first decreases monotonically until θ 1 = θ 2 and then monotonically increases with respect to θ 1 . Therefore, for sub-case (i), find θ * 1 such that θ 2 (RL, θ * 1 ) = θ * 1 . If θ * ∈ I 1 , then I 1 is partitioned into two sub-intervals
, else there is just one sub-interval equal to I 1 , and the algorithm in 1 can be used to find the optimum in each sub-interval.
Case: 2ρ ≥x ≥ 0
In this case, the RL path is not defined for any θ 1 ∈ (sin(x 2ρ ), 
Optimizing RLR and LRL paths
Xavier et al. [14] have shown that the RLR and LRL paths cannot lead to an optimal Dubins path if the distance between the two targets is greater than 4ρ. Therefore, in this section, we assume that the distance between the two targets is at most equal to 4ρ. We will focus on min θ 1 ∈I 1 ,θ 2 ∈I 2 LRL(θ 1 , θ 2 ). min θ 1 ∈I 1 ,θ 2 ∈I 2 RLR(θ 1 , θ 2 ) can be solved in a similar way. Given θ 1 , unlike the length of the RSL path, LRL(θ 1 , θ 2 ) is not monotonous with respect to θ 2 when LRL exists. Without loss of generality, we assume θ 1 =0 and first aim to understand LRL(0, θ 2 ) as a function of θ 2 (Refer to Fig. 6 ). Target 1 is located at the origin and target 2 is located at (x,ȳ). The angles α and β in Fig. 6 are functions of θ 2 . Like before, we interchangeably use α(θ 2 ) and β (θ 2 ) with α and β respectively. Let LRL(0, θ 2 ) be denoted as D(θ 2 ) := (2π + 2α + 2β + θ 2 )ρ. In the ensuing discussion, we use the fact [13, 15] that the length of the R segment must be greater than 2πρ (i.e., 0 < α + β < π) for an LRL path to be optimal. Lemma 5.1. When LRL path exists and none of its curved segments vanish, for any θ 2 such that 0 < α(θ 2 ) + β (θ 2 ) < π,
= 0 except when D(θ 2 ) reaches a maximum at α = π/2 − θ 2 .
Proof. Using Fig. 6 , α and β can be obtained in terms of θ 2 as follows:
2ρ sin α + ρ = 2ρ sin β + ρ cos θ 2 +ȳ.
2ρ cos α + 2ρ cos β + ρ sin θ 2 =x.
Differentiating and simplifying the above equations, we get,
sin α dα dθ 2 + sin β dβ dθ 2 = cos θ 2 2 .
Further solving for the derivatives, we get,
dα dθ 2 = cos(θ 2 + β ) 2 sin(α + β ) . 
