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I. INTRODUCTION 
We begin by defining several terms whose significance will be apparent 
shortly. Let D = { 1, 2, • • • , d} and B = { 1, 2, • • - , b} be, respectively, 
the input and output alphabets• Let S = lw(. 1 " I t ) ,  i = 1, . . .  , cl 
be c channel probabil ity functions (c.p.f. 's). This means that, for j = 1, 
• - • , d, w(.  I J 1 i) is a nonnegative function with domain B such that  
b k Ek=lw( l i l t )  = 1. 
Let n be an integer. Call any sequence of n elements, each a member 
of the set D (respectively, the set B) u transmitted (resp. received) 
n-sequence. Cull any sequence of n elements, each one of {1, " '"  , c}, 
channel n-sequence. Let 
u0 = (dl ,  . - .  , d=), v0 = (bl, . . .  , bn), (1.1) 
and 
~0 = (c l ,  . . - ,  c~) (1 .2)  
be, respectively, a transmitted n-sequence, a received n-sequence, and 
a channel n-sequence. Suppose u0 is "sent (or transmitted) over the 
channel when the transmission is governed by 70." The chance received 
n-sequence 
v(~o) = (Y~(uo) ,  . . .  , Yduo)  ) (1.3) 
is a sequence of independent chance variables such that  
P{v(uo)  = v01 ~o} = ~ w(b~ ] d~ l c0, (1.4) 
~=1 
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where the symbol on the left is the probability that v(u0) = v0 when 
the transmission is governed by 70 • Thus the significance of w(. ] • I i), 
i = 1, • •. , c, can be looked upon as follows: When the "letter" j is sel~t, 
and w(. 1 " I i) governs its transmission, the probability that the letter 
k will be received is w(k  I j I i ) .  The n letters of a received word are 
independently distributed. (For more detail about applications ee, for 
example, Wolfowitz (1961). 
A code (n, N, X) for the present problem (when the c.p.f, varies 
arbitrarily) is a system 
{(ul, A1), - . . ,  (~N, A~)} (1.5) 
where u~, . . -  , u~ are transmitted n-sequences, Ax,  . . .  , A~ are dis- 
joint sets of received n-sequences, and for every channel n-sequence 
70 we have  
P{v(u,) ~A~[7o}__> 1 -x , i= l , . . . ,N .  (1.6) 
A number C is called the capacity (of the channel) if, for any e > 0 and 
X, 0 < X < 1, there exists a code (n, 2 =(c-~), X) for all sufficiently large 
/ ~n(C+e) n, and for all sufficiently large n there does not exist a code tn, z , X). 
(See also Wolfowitz (1961), Section 5.6.) A number R > 0 is called a 
(possible) rate of transmission if, for any e > 0 and h, 0 < X < 1, there 
exists, for all sufficiently large n, a code (n, 2 ~('-~), X). 
The code described in (1.5) can be more fully described as a code 
where neither the sender nor the receiver knows the channel sequence 
which governs the transmission of a word. Codes are described below 
which apply to the cases where the sender or the receiver or both know 
the channel sequence which governs the transmission of a word. For all 
four of these situations we give in the present paper necessary and suffi- 
cient conditions for the existence of a positive (possible) rate of trans- 
mission. In the case where both sender and receiver know the e.p.f, we 
actually determine the capacity. 
The reader will find no difficulty in verifying that the existence of a 
positive rate for certain infinite collections of c.p.f.'s (of the nature of 
S of Section I I )  can be obtained from the methods and results of this 
paper. 
The reader may also find it interesting to compare the results of 
Sections I I I  and IV with those in the case of a compound channel (where 
the unknown c.p.f, is the same for each letter; see, for example, Wolfo- 
witz (1961), Chapter 4). 
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The codes of the present paper, including the one described above, 
are all "nonrandomized." For the case where neither the sender nor the 
receiver knows the channel sequence which governs the transmission 
of a word, Blackwell, Breiman, and Thomasian (1960) studied the 
relation between the "nonrandomized" and "randomized" capacities. 
Their methods do not apply to the problems of the present paper, as 
they indicate in their discussion on page 566. This discussion gives an 
example where no positive rate of transmission exists and is included in 
the necessity condition of Theorem 1 below. 
II. CASE WHERE NEITHER THE SENDER NOR THE RECEIVER KNOWS 
THE CHANNEL SEQUENCE 
For eachj  in D consider the smallest convex body T (j) which contains 
the c points of b-space 
(w( l l j l i ) ,w(21 j l i )  , . . . ,  w(b l j l i ) ) , i=  1 , . . .  ,c. (2.1) 
We shall now prove 
THEOREM 1. Necessary and su2~cient for the existence of a rate qf trans- 
mission greater than zero when neither sender nor receiver knows the channel 
sequence is that, among the convex bodies T(1),  . . .  , T(d), at least two 
be~.disjoint. 
PROOF OF NECESSITY. Assume that no two of T(1),  . . .  , T(d) are 
disioint. Fix n and X < ½. We shall show that any code can contain 
only one member (i.e., N = 1). I f  ~ is a distribution on channel n-se- 
quences we define, for the sake of brevity, 
Plv(uo) C A [ 6} = ~ P{v(uo) C d 170} ~(~'0). 
"Yo 
The idea of the proof will be this: For any fixed n we will construct 
a distribution 6 such that 
Ply(u1) ~ A2 t6} _>- t -  X. (2.2) 
Of course, from (1.6), 
P{v(ut) ~ A1 [6} ->_ 1 -- X. (2.3) 
Since At and As are disjoint and X < ½, (2.2) and (2.3) yield a con- 
tradiction. 
Suppose 
ut = (x l ,x2 , ' " ,x~)  
u2 = (yl ,  Y2, " '"  , Y~). 
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Let g,, i = 1 , . - -  , n, be a point common to T(xO and T(y~). Let 
8(~) - (0  8~)  _(~)~ t(~) - .(*) = (s~ , 2 , ' " , '¢  2 and = (t~ ,l~ ~, . - . , t~  ~) be the"bary -  
centric" coordinates of g~ in the sets T(xO and T(y~), respectively. 
(Of course, these sets have at most rain(b, c) extreme points, and 
properly a point in one of them has as many baryeentric oordinates 
as the number of extreme points. When, as above, we write the bary- 
centric coordinates as being c in number, it is understood that a co- 
ordinate which corresponds to an inner (nonextreme) point is zero). 
Suppose that, when x; (resp. yJ is sent, the c.p.f, which governs its 
transmission were chosen at random, with probability s~ *) (resp. t5 °) 
that w(.  ] . i J) would be chosen. I t  would follow then that, when either 
x, or y~ is sent (under the above conditions), the probability that 
k (/c = 1, . - -  , b) would be received is the same and equal to the t'th 
Cartesian coordinate of g,.  
Now let 8 (resp. ~*) be the distribution on the channel n-sequences 
implied by the following: The elements of the channel n-sequence are 
independent chance variables, the distribution of the ith chance vari- 
able, i = 1, • • - , n, being s (° (resp. t(*)). I t  follows that 
P{v~u~) ~ A~ t~} = P~v(u~) ~ A~ I~*}- (2.4) 
The right member of (2.4) is => 1 -- X, by (1.6) ; this proves (2.2) and 
hence the necessity condition. 
PnooF oF SVFFICInNCY. We may suppose, without loss of generality, 
that T(1) and T(2) are disjoint. Then there is a plane in b-space which 
separates T(1) and T(2) and is disjoint from T(1) and T(2). Let 
(l~, - - .  , lb, m) be its coordinates. Suppose an h-sequence (say z~) 
consisting exclusively of ones or an h-sequence (say &) consisting ex- 
clusively of twos is sent over the channel, and let N~(zj), i = 1, . - .  
b, j = 1, 2, be the number of elements i in the chance sequence v(z~). 
Let ~/, 0 < ~ < ~-Jv, be chosen arbitrarily. Now, reversing if necessary 
the indices 1 and 2, we may conclude from the law of large numbers 
that, when h is sufficiently large, the probability exceeds 1 - v that 
b b 
Z l,N~(~) < h.~ and >2, Z~N~(z~) > hm, 
no matter what channel h-sequence governs the transmission of z~ or &. 
From the above it follows that., if we construct he u's of the code (1.5) 
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of consecutive blocks of h ones or h twos, each block can be "decoded 
correctly" with probability at least 1 - 7. The code whose existence we 
shall now demonstrate will have its sequences u so constructed. Since 
the result to be proved is one for large n there is no loss of generality in 
assuming that n is an integral multiple of h. 
We now digress for a moment o describe a "t-error correcting" code. 
Take d = b. Then the code (1.5) is called t-error correcting if, for i = 1, 
• .. , N, At consists of all n-sequences which differ from ~. in at most t 
places. (The condition (1.6) is no longer required. Since the A, are 
dis]oiler it follows that any two u's of the code must differ in at least 
(21 + 1) places.) 
Now let d - b = 2. Suppose that S now contains a continuum of 
c.p.f.'s, each indexed by 0, where 0 takes all values in the interval 
[0, 7]. The c.p.f, w(. I " 10) is defined as follows: w( l [  I [0) = 
w(21210 ) = 1 -- 0, w( l l210)  = w(2[ l l0 )  = 0. I t  follows from 
the law of large numbers that, whatever be X(fixed), 0 < X < 1, for n 
sufficiently large a 27n-error correcting code of length N is a code 
(n, N, X) for the channel just described 
( i .e . ,d= b = 2, S = {w(. I " I 0) I 0C [0,7]}). 
Since 7 < ~-~ it follows from a result of Gilbert (1952, Theorem 1) that 
there is a positive r such that, for all n sufficiently large, there exists a 
27n-error correcting code of length 2 ~r for the channel described above. 
To construct a code for the channel of our original problem when n 
is sufficiently large, we proceed as follows: A block of h ones (resp. twos) 
of the transmitted alphabet of the original problem corresponds to the 
symbol 1 (resp. 2) of the transmitted alphabet of the new problem for 
which an error correcting code will be used 
(d  = b = 2, N = {w( .  l . I O) r O C [0, w]}). 
All blocks of h letters of the received alphabet of the original problem, 
which satisfy liN~ < hm (resp. l~N~ > hm), are to correspond to the 
symbol 1 (resp. 2) of the received alphabet of the new problem; here 
N~, i = 1, . - • , b, is the number of elements i in the block of h letters. 
I t  follows that, whatever be X, 0 < X =< 1, when n is sufficiently large 
there exists a code (n, N, X) for our original problem with log N greater 
than the largest integer in nr/h. This completes the proof of sufficiency. 
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HI. CASE WHERE THE CHANNEL SEQUENCE IS KNOWN TO THE 
RECEIVER BUT NOT TO THE SENDER 
Let P,, be the total ity of all channel n-sequences. For the case de- 
scribed in the title of this section a code (n, N, },) is a system 
(U l ,  IAl(3"0), "Y0 ~ 17n}), " '"  , (UN, IAN(3"O), ~/0 ~ rn}) (3.1) 
where u l ,  - "  , ux are transmitted n-sequences, for each 3"0 C F~ the 
sets A1(3"0), " '"  , AN(3"0) are disjoint sets of received n-sequences, and 
P{v(uO C A,(3"o) ]vo} --> 1 -- X, 3'o ff F~, 
~3.2) 
i=  1 , . . . ,N .  
(For the application of such a code see, for example, Wolfowitz (1961, 
Chapters 3 and 4).) This section is devoted to a proof of the following: 
THEOREM 2. Necessary and su~cient for the existence of a positit,e rate 
of transmission when the receiver but not the sender knows the channel 
sequence is that, for some pair d~ , d2 of elements o( D, 
b 
I w( i  l d~ lJ) - w( i  ] d~ ]j) ] > O, 
i=1 (3.3) 
j=  1 , . . . , c .  
PROOF OF SUFFICIENCY. The proof will be similar to the proof of 
sufficiency in Theorem 1. Suppose (3.3) holds. For typographical sim- 
plicity assume dl = 1, d~ = 2. Let v, 0 < v < ~,  be chosen arbitrarily. 
F rom (3.3) and the law of large numbers it is not difficult to obtain the 
conclusion that  there exists a positive integer h with the following prop- 
erty:  Let h ~ > h be any integer. Suppose that  a block of h ~ ones or a 
block of h 1 twos is sent over the channel with the transmission of every 
letter governed by the same c.p.f, w(.  i " l i),  i = 1, . . .  , e. Then, no 
matter  which is the c.p.f., known to the receiver, the latter can "cor- 
rectly decode" which block (of ones or of twos) has been sent with 
probabil ity at least 1 - v. To put it more precisely: Let z~ (resp. z2) be 
the transmitted h-sequence which consists exclusively of ones (resp., 
of twos). Let 7 (~), i 1, c, be the channel . . . .  , h-sequence which con- 
sists exclusively of elements i. There is a partit ion of the space of all 
received h -sequences into two disjoint sets B~ ') and B~ '> such that  
P{v(zj) CB~ ' ' ) Iv  (')} > 1 - -  v, J = 1,2;  i=  1 , - - . , c .  
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We now proceed as in the last paragraph of the proof of sufficiency in 
Theorem 1. Instead of using blocks of h ones and h twos we use blocks 
of ch ones and ch twos. In  any channel ch-sequence at least h elements 
must be the same, and the receiver knows which they are. He can there- 
fore decode correctly the block of ch elements of the transmitted alphabet 
with probabil ity at least 1 -- 7. The remainder of the proof of sufficiency 
is as in Theorem 1. 
PROOF OF NECESSITY. Assume that  (3.3) does not hold. Then, for 
any pair a l ,  a2 of elements of D there exists an element of 1, . . .  , c, 
say c*(a~, a2), such that  
b 
] w( i  l al ] c*) -- w( i  l a2 ] c*) ] = O. 
i~1 
Fix n and ~ < ½. We show that  any code (3.1) can contain only one 
member (i.e., N = 1). Suppose 
Ul  = (X l ,  " ' "  , Xn), U2 = (Y l ,  " ' "  , Y,). 
Let V* be the channel n-sequence whose ith element, i = 1, . . .  , n is 
c*(xi, YO. Then obviously 
P{v(ul) ~ A2(V*) Iv*} = Ply(u2) C As(v*) Iv*} --> 1 -- k. 
Also, by (3.2), 
P{,(u0 ~ A~(v*) Jr*} ->_ 1 - x .  
The last two statements are obviously in contradiction. Necessity is 
proved. 
IV. CASE WHERE THE CHANNEL SEQUENCE IS KNOWN TO THE 
SENDER BUT NOT TO THE RECEIVER 
We begin by describing a code (n, N, k) for the case described in the 
title; our description will be, for the sake of brevity, a little informal but 
completely intelligible. The sets A~, . - .  , An are as in (1.5). When the 
sender wishes to send the ith word he no longer sends u , ,  i = 1, • • • , N. 
Instead he has a rule f~ which operates as follows: Let 
V0 = (C l ,  C2 , " ' "  , Cn)  
be the channel n-sequence which will govern the transmission of the 
word. This sequence v0 is known to the sender in the following way. 
When the sender is sending the j th  letter, j = 1, . . .  , n, he knows 
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@1, " '"  , cj). The rule f~ = (f~l), . . .  , f~,)) for sending the ith word 
tells the sender successively what each letter is to be. The j th  letter, 
j = 1, . . .  , n, is given by the rule to bef~)(c l ,  . . .  , cs) and is a func- 
tion of the arguments exhibited. The place of u l ,  . - .  , u~ in the code 
(1.5) is now taken by f l ,  "'" , fN.  Of course, the analogue of (1.6) 
must  hold. 
For k = 1, - . .  , c, let D(k)  be the set of d points in b-space 
ID ( i l k )  = (w( l l i l k ) ,w(2 i i tk ) ,  " "  ,w(b '~ i [k ) ) ,  i=  1, . . .  ,dl. 
Now consider the total ity of d c sets B~(1), - . -  , B~(dC), each of which 
contains c points, one from each of D(1) ,  ---  , D(c) .  Let B( i )  be the 
smallest convex body which contains the points of BI( i ) .  
We now prove 
THEOREM 3. Necessary and su~cient for the existence of a positive rate 
of transmission when the sender but not the receiver knows the channel 
sequence is that at least two of B (1) ,  . . .  , B(d  ~) be disjoint. 
PROOF OF SUFFICIENCY. Suppose B(1) and B(2),  say, are disjoint, 
and B(1) (resp. B(2) )  contains D(al (k)  lk),  k = 1 , . . . ,  c(resp.  
D(a2(k) I k) ,  k = 1, • • • , c). The proof of sufficiency of Theorem 1 now 
applies with one difference. Instead of the sender sending long blocks 
of ones and long blocks of twos, he proceeds as follows: When he would 
wish to send a one (resp. a two) as part of a long block he sends the 
letter al(k) (resp. a2(k)) when he knows that  w(.  [ • Ik) will be the 
c.p.f, according to which the received letter will be distributed. The 
complete proof is easy to supply after the model of the proof of 
Theorem 1. 
PROOF OF NECESSITY. Suppose no two of B(1) ,  . . .  , B(d  ~) are dis- 
joint. Fix n and X < ½. Then the randomization argument of the proof 
of necessity of Theorem 1 can easily be applied to fi and .f_o to obtain the 
same contradiction as before. 
V. CASE WHERE BOTH SENDER AND RECEIVER KNOW 
THE CHANNEL SEQUENCE 
We now consider the case described in the title of this section. The 
receiver's knowing the channel n-sequence ~/0 (say) means that  the sets 
A in the code corresponding to (1.5) are functions of ~/0, thus: 
Al@/o), - - .  , AN(70). (5.1) 
These sets are of course disjoint (for the same 70). There is such a system 
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for every channel n-sequence. The words transmitted are defined by 
rules f l ,  "'" , f~ as in Section IV. 
Let C(i), i = 1 , . . . ,  c, be the capacity of the c.p.f, w(. I" 1 i) 
(i.e., of the discrete memoryless channel with (single) c.p.f, w(. ] • ] i) ; 
see, e.g., Wolfowitz (1961, Chapter 3)).We will now show that the 
capacity of the channel of this section is the smallest of C(1), . . .  , 
C(c), say C*. 
Clearly the capacity could not be greater than C*. For, if C* = C(1), 
say, it would be enough to consider the channel sequence which consists 
entirely of ones to see that, for all sufficiently large n, there does not 
exist a code of length 2 ~(c*+~). It is therefore sufficient o prove that C* 
is a possible rate of transmission for the present channel. 
(As the channel has been defined above, the sender does not know the 
entire channel sequence in advance of sending a word (transmitted 
n-sequence) ; he knows only the c.p.f, for the letter he is sending and for 
the letters already sent. Whether the receiver knows the entire channel 
sequence in advance or not does not matter, since he does not "decode" 
the word (n-sequence) received until he has received the whole word. 
Suppose however, that the sender does know the entire channel sequence 
in advance of transmission. The argument of the preceding paragraph 
shows that the capacity of the channel (assuming that there is a ca- 
pacity) could not be increased by this knowledge of the sender. On the 
other hand, this knowledge could not, obviously, decrease the capacity. 
It follows that, in determining the capacity of the channel of the present 
section we also deterrnine the capacity of the channel modified so that 
the sender knows the entire channel sequence in advance of transmission 
of a word.) 
This section is devoted to a proof of: 
THEOREM 4. The capacity of the channel of the present section, where the 
channel sequence is lcnown to both sender and receiver, is C*, the smallest 
of the capacities of the individual c.p.f.'s. 
As the earlier argument has shown, it is sufficient o show that C* is a 
possible rate of transmission, which we now proceed to do. We shall 
write ~¢/n as if it were always an integer, and leave to the reader the 
easy task of approximating it by an integer when that is necessary. 
Consider first another channel, say V, which is the same as the channel 
of the present section except that there are only c possible channel 
sequences (for each n) each one consisting of the same element repeated 
n times. Let e > 0 be fixed arbitrarily. Then (e.g., Wolfowitz (1961, 
Section 7.5)) there is a positive number a such that, when n is suffi- 
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ciently large, there exists a code ((~¢/n, 2~/~(c*-% e-" ' /z )  for channel V. 
Let z l ,  • " " , z t  be the elements u of this code (t = 2~/~-(c*-'~). We now 
construct a code (n q- s, t~/7~, ,v/n e -~/ ; )  for the channel of the present 
section, with s = (V~ -- 1)c(c - 1) + (c - 1). Since V 'n  e - "v~ --* 
0 as n --* ~ it is easy to see that  this proves the theorem. 
Suppose the channel n-sequences of our problem were always of the 
following type:  the first V 'n  elements are all the same, the second %/n 
elements are all the same, etc. Then we could construct he desired code 
for our problem as follows: Each element u is a succession of elements 
from zl,  " "  , zt ,  to a total of %/'~ elements in all. Each z sent can be 
correctly decoded with a probabil ity at least 1 -- e -"~/;~, by the property 
of the code V. Hence the probabil ity of error in the code just constructed 
is at most ~¢/n e -~/~.  However, the channel n-sequences are not all of 
the above type. 
We therefore proceed as follows: Suppose that  in the case of the 
preceding paragraph we would have sent the sequence z(1), z(2/, ---  , 
z (~ ). Let 70 = (c~, c~, . . .  , c,,) be the channel n-sequence which wilt 
govern the transmission of the word in our problem. The sender begins 
by sending the first element of z (~). Then, if c.2 = c~ he sends the second 
element of z (~, mad if c2 ¢ ct he sends the first element of z ("0). The proce- 
dure at the third step may best be described by Table I. The procedure 
at the fourth and subsequent steps is now clear. As soon as a z has been 
entirely sent its place is taken by the next z whose transmission has not 
yet begun. The number of elements z which will be sent in this manner 
depends upon the sequence v0, because there will be "waste" at the end. 
However, it is clear that  at least (%/'n -- c + 1) elements z will always 
be sent. Since the receiver knows the sequence v0 he can make each of 
the received symbols correspond to its own z. 
Suppose (c -- 1)z's have not been sent. These could be in various 
positions (have various serial numbers),  and both sender and receiver 
know their serial numbers after n symbols have been sent and received. 
Let the serial numbers be a~ < a., < . . .  < c~_~. Beginning with the 
TABLE[  
C1 ~ C2 ~ C8 
c~, c~, c3 all different 
Cl ~ C2 ~ C3 
C2 ~ CI = C3 
C1 = C2 ~z~ Cz 
Send third element of z(1) 
Send first element of z (a) 
Send second element of z(S) 
Send second element of z(*) 
Send first element of z ¢2) 
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(n -~ 1)st letter the sender sends z ("') so that all its letters will be trans- 
mitted (not necessarily consecutively) under the same c.p.f.; at most 
(%/n -- 1) c ~- 1 letters will suffice for this. Then he sends z (~2) so that 
all its letters will be transmitted (not necessarily consecutively) under 
the same c.p.f., etc. At most s = (~¢/n - 1) c (c -- 1) ~- (c -- 1) 
letters will suffice to send all the missing z's. The sender sends exactly s 
letters; if fewer letters are needed the remainder can be any prearranged 
letters which are "ignored" by the receiver. 
I f  fewer than (c - 1) z's originally remained unsent the sender sends 
these as in the preceding paragraph, and then sends enough prearranged 
letters (which the receiver will "ignore") to make up a total of s letters. 
The receiver, who knows the channel sequence, knows the order in 
which all the z's have been sent, and knows which %/n received letters 
are to be used to decode any one z. Each z thus sent can be correctly 
decoded with a probability at least 1 -- e -~/7~, by the property of the 
code V. Hence the probability of error in the code for our problem is at 
most v /n  e--~/;~. This completes the proof of Theorem 4. 
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