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ABSTRACT

Support Vector Machines(SVMs) have succeeded in many classification fields. Some researchers have tried to apply
SVMs to Intrusion Detection recently and got desirable results. By analyzing C-SVM theoretically and experimentally,
we found that C-SVM had some properties which showed C-SVM was not most suitable for Network Intrusion
Detection. First, C-SVM has different classification error rates on different classes if the sizes of training classes are
uneven. Second, C-SVM is over-dependent on every training sample, even if the samples are duplicated. Third, C-SVM
does not make a difference between training samples. According to these characteristics of C-SVM and the fact that the
size of network normal data is always much larger than that of intrusion data and the fact that the importance of attack
data is different from each other, an extended C-SVM, termed weighted C-SVM is proposed in this paper. Weighed
C-SVM introduces two parameters, class weights and sample weights. Class weights are used to adjust false negative
rate and false positive rate of each intrusion class. And sample weights are used to emphasize importance of some
intrusion samples. Experiments showed that Weighted C-SVM was more effective than C-SVM in network intrusion
detection systems.
Keywords: Network Intrusion Detection, Support Vector Machines, Weighted Support Vector Machines, Machine
Learning
1. INTRODUCTION
With the rapidly increasing connectivity and
accessibility to the Internet, network security has been
pained more and more attention to. Intrusion detection
systems are considered an effective measure against
network attacks. Intrusion is generally defined as
violating confidentiality, integrity and availability of
computer or computer network system[1]. The kernel of
detections is to extract the behavior model of networks.
Currently, many methods have been applied to create
detection model, including Neural Networks, Data
Mining, and so on[2]. All these methods learn on
training data sets first to create detection model, and
then use the detection model created by learning process
to monitor future behaviors of network. Intrusion
detection is a classification problem in nature. It
classifies the network behavior to normal class and
attack class, or normal class and attack classes. The
previous is a binary classification problem and the other
is a multi-class classification problem.
Support vector machines are canonized by many
researchers and have been applied to many
classification fields successfully. The advantages of
SVMs over conventional classification methods are its
high generalization ability especially if the number of
training data is small, its adaptability to various
classification problems by changing kernel functions,
and its global optimal solution. Recently, some
researchers began to apply SVM technology to intrusion

detection. Mukkamala, et al.[3] described approaches to
intrusion detection using support vector machines and
demonstrated that efficient and accurate classifiers can
be built to detect intrusions using SVMs. They also
compared the performance of neural networks based
and SVM based systems for intrusion detection, and
concluded that at the same level of accuracy, the
training time for SVMs was significantly shorter, and
running time of SVMs was also notably shorter. They
also used SVMs in feature ranking and selection for
intrusion detection systems[4] and identifying key
variables for intrusion detection [5]. In these papers,
they did only binary classification experiments, and got
very desirable results. John S. Baras and Maben Rabi[6]
used SVMs to detect intrusion on a host computer
system. In order to handle variable-length strings, the
approach combined the ability of an HMM generative
model. Ming Luo, et al.[7] and Fugate, et al. [8]used
unsupervised clustering and support vector machines to
anomaly detection. Other works on applications of
support vector machines on intrusion detection can be
found in[9],[10],[11],[12].
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where H is a higher dimensional space. Taking into
account the compute complexity, we select a kernel
function
k ( xi , x j ) =< φ ( xi ), φ ( x j ) > . Introducing
Lagrange multiplier a i and b i , we have:
L( w, xi , b, a i , b i ) =

m
1
2
w + C å xi 2
i= 1

m

(4)

å [a i ( yi (< w, f ( xi ) > + b) - 1 + xi ) + b i xi ].
i= 1

Figure 1. Principle of support vector machines
2．SUPPORT VECTOR MACHINES
Support Vector Machines, proposed by by Cortes and
Vapnik[13][14], is a relative new machine learning
methodology based on statistical learning theory. This
support vector machine is considered as the standard
support vector machine and C-SVM[15][16]. Its basic
idea is to find the hyperplane which can separate data
belonging to two classes with maximum margin. This
hyperplane is called optimal hyperplane. Figure 1 shows
the principle of SVMs.
In Figure 1, the points marked with rectangles are
Support Vectors (SVs), which determine the hyperplane
and the margin. In the case of nonlinear separation,
SVMs use a map f : X ® H to transform each data
point x to f (x) in higher dimensional feature H so that
the data points can be separate linearly more probably.
X is called input space, and H is called feature space. If
f (x) can not separate linearly in H, then SVMs find a
hyperplane in H that minimize the error cost. This kind
of hyperplane is called optimal hyperplane.
2.1 C-Support Vector Machine
Given Z = {( xi , yi ) | xi 挝Rn , yi {+ 1,- 1}, i = 1,2,..., m} is a
set of samples, where xi is a data vector, yi is the label
of the class that xi belongs to. In order to seek the
hyperplane that best separates the two classes from each
other with the widest margin, we need to solve the
following optimization problem[14]:
m
1
2
(1)
min τ ( w, x) = w + C ∑ ξi ,
2
i =1
s.t
yi (< w, xi > +b) ≥ 1 − ξi ,
(2)
and ξi ≥ 0, i = 1,..., m .
(3)
Where w is a normal vector of the hyperplane
< w, xi > +b = 0 , b is the bias of the hyperplane, C is
a penalty factor that determines the tradeoff between the
maximization of the margin and the minimization of
error cost, < w, xi > denotes dot product of w and xi ,
each ξi is a slack variable that denotes the distance
from xi to margin plane < w, x > +b = yi . In order to
separate data more precisely, we use a map f : X ® H ,

This function has to be minimized with respect to the
primal variables w, xi , b , and maximized with respect to
the dual variables a i , b i .To eliminate the former, we
compute the corresponding partial derivatives and set
them to 0, obtaining:
m
¶L
= w - å a i yi f ( xi ) = 0 ,
(5)
¶w
i= 1
m
¶L
= - å a i yi = 0 ,
(6)
¶b
i= 1
¶L
= C - a i - bi = 0 .
(7)
¶ xi
Substituting (5), (6) and (7) into L, using a i , b i ³ 0 ,
and incorporating kernels for dot products, we obtain
the dual Lagrangian:
m
1 m
max W (a ) = 邋a i a i a j yi y j k ( xi , x j ) , (8)
2 i, j= 1
i= 1
s.t. 0 ＃a i C , i = 1,..., m,
(9)
m

å a i yi = 0 .

and

(10)

i= 1

where a i ,i=1,…,m, are Lagrange multipliers. If
a i > 0 , then xi lies on or in margin, and xi is called
a standard support vector. If 0 < a i < C , then xi
lies on margin, and xi is called a in-bound support
vector. If a i = C , then xi lies in margin or
misclassified, and xi is called a bounded support
vector[15]. By solving the above dual Lagrangian, we
obtain:
w=

m

å a i yi f ( xi ) .

(11)

i= 1

To Compute b ,we take into account that due to KTT
conditions, for in-bound support vector xj for which ξi=0,
constrain (2) becomes
m

å yi a i k ( x j , xi ) + b = y j .

(12)

i= 1

Thus, b can for instance be obtained by averaging
b = yj -

m

å yi a i k ( x j , xi ) .

(13)

i= 1

over all data with a j > 0 [15]. The resulting decision
function can be shown as
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m

f ( x) = sgn(å yi a i k ( xi , x) + b) .

(14)

i= 1

From (14), we know that using SVMs to classify new
data need not to compute w after training SVMs. In
most cases, we don’t know the map f .After training
SVMs, we store kernel function k, a i which is nonzero
and corresponding yi , xi , or store kernel function
k , a i yi and corresponding xi . When a new data point
needs to be classified, we can use these stored values
and decision function (14) to classify xi .
2.2 Analysis of C-SVM

In C-SVM, the KKT condition is:
a i ( yi (< w, f ( xi ) > + b) - 1 + xi ) = 0 .
(15)
b i xi = (C - a i )xi = 0 .
(16)
Therefore, there are tree cases as follows:
1) If a i = 0 , according to (16), then xi = 0 . xi
is correctly classified.
2) If 0 < a i < C , according to (15) and (16),
then
yi (< w, f ( xi ) > + b) - 1 + xi = 0
and
xi = 0 . xi is a in-bound support vector.
3) If a i = C , according to (15) and (16),
then yi (< w, f ( xi ) > + b) - 1 + xi = 0 and xi ³ 0 .
xi is a bounded support vector. If 0 ? xi 1 ,
xi is correctly classified. If xi ³ 1 , xi is
misclassified.
Suppose NBSV+ ,NBSV- are the number of bounded support
vectors in positive class and negative class respectively,
and NSV+,NSV- are the number of support vectors in
positive class and negative class respectively, and m+,
m- are the number of data points in positive class and
negative class respectively. According to (10), we have:
m

m

i= 1

i = 1: yi = + 1

邋a i =

邋 ai =

yi = + 1

N BSV + 祝
C
N SV + 壮
C

ai +

m
i = 1: yi = - 1

ai .

(17)

ai .

(18)

å ai .

(19)

yi = - 1

yi = + 1

å ai .

(20)

yi = + 1

Incorporating (19) and (20), we have:
N BSV + 祝
C
å a i ＷN SV + C .

(21)

Similarly, we can obtain:
N BSV - 祝
C

(22)

yi = + 1

å a i ＷN SV - C .

yi = - 1

Dividing (21), (22) by C ×m+ and C ×m- respectively,
and supposing 邋 a i =
yi = + 1

yi = - 1

a i = A , we obtain:

N BSV +
A
＃
m+
C ×m+

N SV +
.
m+

(23)
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N BSV N SV A
＃
.
(24)
mC ×mmFrom (23) and (24), we know that:
1) If m+=m-, the fraction of bounded support vectors
and fraction of support vectors in positive class is equal
to that in negative class.
2) If m+>m-, the fraction of bounded support vectors
and fraction of support vectors in positive class is less
than that in negative class.
3) If m+<m-, the fraction of bounded support vectors
and fraction of support vectors in positive class is
greater than that in negative class.
4) Omitting any data point, even if it is a duplicated
data point, will influence the result of classification.

Besides the four above characteristics, we can know
intuitively C-SVM has other characteristics as follows:
5) If the training set has duplicated samples, there
would be more duplicated support vectors. In this case,
classification will be slower.
6) C-SVM does not take different importance of
training samples into account. This would result in
misclassification of important samples.
According to the characteristics analyzed above, we can
conclude that C-SVM is not most suitable to intrusion
detection. In intrusion detection, the training sets
generally contain more normal samples than attack
samples and contain many duplicated samples. New
SVMs overcoming the shortcomings of C-SVM are
needed.
3. WEIGHTED C-SUPPORT VECTOR
MACHINE

In this section, we propose a novel C-SVM, termed
weighted C-SVM, WC-SVM for short. The primal
question in WC-SVM is
m
1 2
(28)
min τ (w, ξ , ρ ) = w + µ yi C ∑ siξi ,
2
i =1
(29)
s.t. yi (< w, xi > +b) ≥ 1 − ξi ,
and ξi ≥ 0, i = 1,..., m .
(30)
Where µ yi ≥ 1 is the weight factor of class yi, si>0 is
the important factor of data point xi. The bigger si is, the
more important xi is. The primal question in WC-SVM
is same as that of C-SVM if each si and µ yi is specified
to 1. Comparing (1) and (28), we can understand the
meaning of ∑siξi in (28). ∑siξi in (28) is practical cost of
errors, and that ∑ξi in (1) is geometric cost of errors.
With method same as that in C-SVM , we can obtain
dual Lagrangian:
m
1 m
max W (a ) = 邋a i a i a j yi y j k ( xi , x j ) , (31)
2 i, j= 1
i= 1
s.t. 0 ＃a i C myi si , i = 1,..., m,
(32)
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and

m

å a i yi = 0 .

(33)

i= 1

The decision function is
m

f ( x) = sgn(å yi a i k ( xi , x) + b) .

(34)

i= 1

With analysis method same as in C-SVM, we have:
N BSV +
N SV +
A
＃
.
(35)
m+
Cٛ鬃
my si m+
m+
i

N BSV A
＃
mC鬃
my si mi

N SV .
m-

(36)

We can control the upper bound on the fraction of
margin errors and fraction of SVs of each class by
tuning the parameter my and si in (35) and (36). We
i

think this is useful and important in network intrusion
detections. First, attack data is always much less than
normal data in sample set. If C-SVM is used, error rate
on attack data will be bigger than that on normal data.
This is not expected if the attack data contains some
data whose corresponding behavior is very harmful to
network systems. Second, detection is needed to be real
time to avoid attack. We know from (14) and (34) that
the number of SVs influences the detection speed.
Although C-SVM provides a mean to tune the tradeoff
between fraction of margin errors and fraction of SVs,
the mean tunes the tradeoff of attack data and normal
data simultaneously. In practice, we prefer tuning the
tradeoff of each class independently to tuning the
tradeoff of each class simultaneously. WC-SVM has
advantages over C-SVM in these aspects apparently.
Moreover, attack behaviors do different harms to
network systems. Some behaviors harm the systems
seriously, and others do slightly. Some new behaviors
are very harmful, and we expect IDS can detect them as
long as the training sample set contains the data
corresponding to them. If the data corresponding to the
new harmful behaviors is very sparse in training set,
C-SVM would misclassify them. This will result in false
negatives in IDS. We introduce an important factor si for
every train sample in WC-SVM in order to handle this
case. If some data in training set is important, we can
assign a big value to their corresponding sis, otherwise,
we can assign a small value to their corresponding sis.
4. EXPERIMENTS

In this section, we use some experiment results to
compare C-SVM and WC-SVM. Experiments on
C-SVM were done with libsvm[17], and experiments on
WC-SVM were done with a new program based on
libsvm. Training samples and testing samples were
selected randomly from KDD’99 data[18]. The kernel
function used is RBF. Results of experiments are shown
in Table 1, Table 2 and Table 3.
In Table 1, MR,NC,AC,NS denote Margin Errors,
Normal Class, Attack Class and the Number of SVs

respectively. In Table 2, FNR,FPR denote False
Negative Rates and False Positive Rates respectively. In
Table 3, NCAS, NMNST, IFNS denote the Number of
Changed Attack Samples, the Number of Misclassified New
Samples In Training, Important Factor of New Samples
respectively.

Table 1. Results of training experiments
Experiment No.
Number of Attack Data
Number of Normal Data
C
Time(Seconds)
ME of NC
C-SVM
ME of AC
NS in NC
NS in AC
C
µ+1
µ-1
si
WC-SVM Time(Seconds)
ME of NC
ME of AC
NS in NC
NS in AC

1
1000
1000
1000
3.30
0
103
196
118
1000
1
10
1
65.51
120
0
215
43

2
100
2000
1000
1.48
14
18
115
47
1000
1
20
1
3.645
50
0
168
21

3
500
3000
1000
183.57
0
103
232
119
1000
1
50
1
233.57
338
0
463
36

Table 2. Results of test experiments
Experiment No. of Model
Number of Test Samples
Time(Seconds)
FNR(%)
C-SVM
FPR(%)

1
2000
2.53
100
0.19

2
2000
1.16
75.60
8.34

3
2000
2.27
100
0.20

Time(Seconds)
FNR(%)
FPR(%)

1.64
93.40
13.04

1.39
25.32
56.60

3.45
37.1
36.54

WC-SVM

Table 3. Results of test experiments on samples with
important factors
Experiment No.
NCAS
Number of Test Samples
C-SVM
NMNST
IFNS
WC-SVM
NMNST

1
10
2000
2
10
1

2
15
2000
2
20
0

3
20
2000
1
100
0

From results of experiments, we know that
WC-SVM provide us means to adjust the correct rate
and error rate of classification of each class and to
emphasize the importance of each training sample.
5. CONCLUSIONS

We have presented a new SVM termed WC-SVM. From
the point of application, WC-SVM has advantages over
C-SVM. We can not only specify a weight factor for
each training set but also specify an importance factor
for each data point. If a data point is misclassified, the
penalty error in WC-SVM equals the product of the
penalty error in C-SVM and the importance factor of
this point and the weight factor of the class which this
point belongs to. This results in lower misclassification
rates of training classes which have bigger weight
factors and results in less probability of
misclassification of training samples which have bigger
important factors. In our opinion, this idea is useful to

The Fourth International Conference on Electronic Business (ICEB2004) / Beijing
intrusion detection. This is because we always need
different classification performance, and we need to run
intrusion detection systems before we collect much
attack data.
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