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Zusammenfassung Bei der U¨bertragung und Speicherung von Da-
ten ist es eine wesentliche Frage, inwieweit die Daten komprimiert
werden ko¨nnen, ohne dass deren Informationsgehalt verloren geht.
Ein Maß fu¨r den Informationsgehalt von Daten ist also von grund-
legender Bedeutung. Vor etwa siebzig Jahren hat C. E. Shannon
ein solches Maß eingefu¨hrt und damit das Lehr- und Forschungsge-
biet der Informationstheorie begru¨ndet, welches seit dem bis heute
hin wesentlich zur Konzeption und Realisierung von Informations-
und Kommunikationstechnologien beigetragen hat. Etwa zwanzig
Jahre spa¨ter hat A. N. Kolmogorov ein anderes Maß fu¨r den Infor-
mationsgehalt von Daten eingefu¨hrt. Wa¨hrend die Shannonsche In-
formationstheorie zum Curriculum von mathematischen, informa-
tischen und elektrotechnischen Studienga¨ngen geho¨rt, ist die Al-
gorithmische Informationstheorie von Kolmogorov weit weniger
bekannt und eher Gegenstand von speziellen Lehrveranstaltungen.
Seit einigen Jahren nimmt allerdings die Bescha¨ftigung mit die-
ser Theorie zu, zumal in der einschla¨gigen Literatur von erfolg-
reichen praktischen Anwendungen der Theorie berichtet wird. Die
vorliegende Arbeit gibt eine Einfu¨hrung in grundlegende Ideen die-
ser Theorie und beschreibt deren Anwendungsmo¨glichkeiten bei
einigen ausgewa¨hlten Problemstellungen der Theoretischen Infor-
matik. Die Ausarbeitung kann als Skript fu¨r einfu¨hrende Lehrver-
anstaltungen in die Algorithmische Informationstheorie sowie als
Lektu¨re zur Einarbeitung in die Thematik als Ausgangspunkt fu¨r
Forschungs- und Entwicklungsarbeiten verwendet werden.
Schlu¨sselwo¨rter:Codierung, Kompression und Zufa¨lligkeit von Zei-
chenketten, Kolmogorov-Komplexita¨t, Chaitin-Konstante
2Prolog
Bei der U¨bertragung und Speicherung von Daten ist es eine wesentliche Fra-
ge, inwieweit die Daten komprimiert werden ko¨nnen, ohne dass deren Infor-
mationsgehalt verloren geht. Ein Maß fu¨r den Informationsgehalt von Da-
ten ist also von grundlegender Bedeutung. Vor etwa siebzig Jahren hat C. E.
Shannon1 ein solches Maß eingefu¨hrt und damit das Lehr- und Forschungs-
gebiet der Informationstheorie begru¨ndet, welches seit dieser Zeit bis heute
hin wesentlich zur Konzeption und Realisierung von Informations- und Kom-
munikationstechnologien beigetragen hat. Etwa zwanzig Jahre spa¨ter hat A.
N. Kolmogorov2 ein anderes Maß fu¨r den Informationsgehalt von Daten ein-
gefu¨hrt. Wa¨hrend die Shannonsche Informationstheorie zum Inhalt von ma-
thematischen, informatischen und elektrotechnischen Studienga¨ngen geho¨rt,
ist die Algorithmische Informationstheorie von Kolmogorov weit weniger be-
kannt und eher Gegenstand von speziellen Lehrveranstaltungen. In letzter Zeit
gewinnt die Algorithmische Informationstheorie allerdings an Beachtung und
zwar nicht zuletzt durch Fragestellungen in mathematischen und informa-
tischen Anwendungsbereichen, wie z.B. die Mustererkennung und der Ab-
gleich von Datenstro¨men.
Die vorliegende Ausarbeitung ist wie folgt gegliedert: Im Kapitel 1, der
Einleitung, werden zuna¨chst ein paar Beispiele fu¨r die Codierung von Bitfol-
gen aufgelistet, um in die Problematik der Kompression von Datenstro¨men
einzufu¨hren. Des Weiteren werden Begriffe eingefu¨hrt, die in den weiteren
Kapiteln beno¨tigt werden, unter anderem u¨ber Zeichenketten undMengen von
Zeichenketten sowie u¨ber die Berechenbarkeit von Funktionen. Im Kapitel 2
wird die Kolmogorov-Komplexita¨t von Zeichenketten eingefu¨hrt und in Kapi-
tel 3 werden einige ihrer grundlegenden Eigenschaften vorgestellt. Kapitel 4
fu¨hrt auf der Basis der Kolmogorov-Komplexita¨t die Begriffe Komprimierbar-
keit und Zufa¨lligkeit von Zeichenketten ein. Im Kapitel 5 werden einige theo-
retische Fragestellungen mithilfe der Kolmogorov-Komplexita¨t behandelt.
1C. E. Shannon (1916 - 2001) war ein amerikanischer Mathematiker und Elektrotech-
niker, der 1948 mit seiner Arbeit A Mathematical Theory of Communication die Informa-
tionstheorie begru¨ndete. Shannon war vielseitig interessiert und begabt. So lieferte er unter
anderem beachtete Beitra¨ge zur Booleschen Algebra, er bescha¨ftige sich mit dem Bau von
Schachcomputern und der Entwicklung von Schachprogrammen, und er lieferte Beitra¨ge zur
Lo¨sung wirtschaftswissenschaftlicher Probleme.
2A. N. Kolmogorov (1903 – 1987) war ein russischer Mathematiker, der als einer der
bedeutendsten Mathematiker der 20. Jahrhunderts gilt. Er lieferte wesentliche Beitra¨ge zu
vielen Gebieten der Mathematik und auch zur Physik. Einer seiner grundlegenden Beitra¨ge
ist die Axiomatisierung der Wahrscheinlichkeitstheorie.
1 EINLEITUNG 3
1 Einleitung
Wir wollen uns einfu¨hrend mit dem Informationsgehalt und der Komplexita¨t
von Zeichenketten befassen. Zeichenketten werden u¨ber Alphabete gebildet.
Dass unsere Betrachtungen nicht von den jeweils gewa¨hlten Alphabeten ab-
ha¨ngen und wir daher von konkreten Alphabeten abstrahiert ko¨nnen, zeigt
folgende U¨berlegung: Jeder Buchstabe eines Alphabets Σ = {a0, . . . , ak−1}
mit k ≥ 2 Symbolen kann durch ein Wort der La¨nge ⌈log k⌉ (log x ist der
Logarithmus von x zur Basis 2) u¨ber dem Alphabet {0, 1} codiert werden, in-
dem z.B. ai durch die Bina¨rdarstellung von i repra¨sentiert wird. Fu¨r die bina¨re
Codierung wbin eines Wortes w ∈ Σ
∗ ergibt sich dann die La¨nge |wbin | =
|w| · ⌈log k⌉. So ko¨nnte z.B. Σ = {a, b, c} durch Σbin = {00, 01, 10} codiert
werden. Das Wort bcab ∈ Σ∗ wu¨rde dann durch das Wort 01100001 ∈ Σ∗bin
dargestellt. Codierung und Decodierung ko¨nnen in linearer Zeit durchgefu¨hrt
werden.
Aus diesen U¨berlegungen ergibt sich im U¨brigen, dass einelementige (una¨-
re) Alphabete und damit die
”
Bierdeckelcodierung“ von Zahlen ungeeignet
sind, da deren una¨re Repra¨sentation exponentiell la¨nger als deren bina¨re Dar-
stellung ist.
Wir ko¨nnen uns bei unseren Betrachtungen also auf Zeichenketten u¨ber
zweielementigen Alphabeten beschra¨nken und wa¨hlen dazu das Alphabet der
Informatik: B = {0, 1}. Wir bezeichnen im Folgenden mit B∗ die Menge aller
endlichen Bitfolgen, mit B+ die Menge der nicht leeren Bitfolgen (es ist also
B
+ = B∗ − {ε}) sowie mit Bω die Menge aller unendlichen Bitfolgen.
1.1 Beispiele zur Kompression von Bitfolgen
Es geht um ein sinnvolles Maß des Informationsgehaltes von Wo¨rtern u¨ber
B. Wegen ihrer wesentlichen Beitra¨ge zu dieser Thematik spricht man auch
von Kolmogorov-, Solomonoff3- oder Chaitin4-Komplexita¨t; eine heute ga¨ngi-
ge Bezeichnung, die die genannten und weitere damit zusammenha¨ngende
Aspekte umfasst, ist Algorithmische Informationstheorie.
3R. Solomonoff (1926 - 2009) war ein amerikanischer Mathematiker, der schon zu Beginn
der sechziger Jahre des vorigen Jahrhunderts Grundideen zur Algorithmischen Informations-
theorie vero¨ffentlichte, also vor Kolmogorov, aber diesem waren die Solomonoff-Arbeiten
nicht bekannt.
4G. Chaitin (1947) ist ein amerikanischer Mathematiker, der sich mit Fragen zur prinzi-
piellen Berechenbarkeit bescha¨ftigt. Im Kapitel 5 gehen wir na¨her auf einige seiner Ansa¨tze
ein.
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Betrachten wir die Zeichenkette
v = 101101101101101101101101 (1.1)
so erkennen wir eine Regelma¨ßigkeit, na¨mlich dass sich v aus acht 101-Grup-
pen zusammensetzt. v la¨sst sich mit bekannten mathematischen Notationen
ku¨rzer darstellen – also
”




Betrachten wir die Zeichenkette
w = 110101110111001010101111 (1.3)
so erscheint diese
”
komplexer“, da keine Regelma¨ßigkeit zu erkennen ist und
man keine Komprimierung findet. Man ko¨nnte w als komplexer ansehen als
v, da sich der Informationsgehalt von v wesentlich ku¨rzer darstellen la¨sst als
ausgeschrieben wie in (1.1). Wegen seiner regelma¨ßigen Struktur erscheint
das Wort v weniger Information zu tragen als das unregelma¨ßige Wort w,
denn es la¨sst sich ohne Informationsverlust komprimieren.






fu¨r Datenstro¨me in Form von Bitfolgen, d.h. das Bit 0 tritt bei dieser Quelle
in den Stro¨men mit der Wahrscheinlichkeit p(0) = p, 0 ≤ p ≤ 1, und folglich
das Bit 1 mit einer Wahrscheinlichkeit p(1) = 1 − p auf. Dann treten die
beiden Datenstro¨me v und w mit derselben Wahrscheinlichkeit auf, na¨mlich
mit
Prob(v) = Prob(w) = p(0)8 · p(1)16 = p8 · (1− p)16
d.h. v und w tragen (in der Shannonschen Informationstheorie) denselben In-
formationsgehalt – wie im U¨brigen alle Wo¨rter der La¨nge 24 u¨ber Q mit 8
Nullen und 16 Einsen. Die oben beachteten Regelma¨ßigkeiten spielen hier
keine Rolle.
Es stellt sich also die Frage nach einem Informationsbegriff, der die Re-
gelma¨ßigkeit bzw. die Zufa¨lligkeit von Bitfolgen besser erfasst. Wie schon
angedeutet, ko¨nnte die Komprimierbarkeit von Bitfolgen ein Kandidat fu¨r ein
entsprechendes Informationsmaß sein.
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Definition 1.1 Wir nennen totale Abbildungen κ : B∗ → B∗ Komprimie-
rungen von B∗. κ heißt echte Komprimierung, falls κ(x) < |x| fu¨r fast alle
x ∈ B∗ ist.5 ✷
Die Zeichenkette (1.2) ist kein Wort u¨ber B, also gema¨ß Definition 1.1 keine
zula¨ssige Komprimierung. Wenn wir den Exponenten dual darstellen, ergibt
sich mit
v2 = [101] 1000
ein Wort u¨ber dem Alphabet { 0, 1, [ , ] }. Wir erreichen eine zula¨ssige Kom-
primierung etwa mithilfe des Homomorphismus
η : { 0, 1, [ , ] } → B2
definiert durch
η(0) = 00, η(1) = 11, η([) = 10, η( ]) = 01
Wir erweitern η zu η∗ : { 0, 1, [ , ] }∗ → B∗ definiert durch
η∗(ε) = ε
η∗(bw) = η(b) ◦ η∗(w), fu¨r b ∈ {0, 1, [ , ]} und w ∈ {0, 1, [ , ]}∗
Wir werden im Folgenden nicht zwischen η und η∗ unterscheiden und beide
Funktionen mit η bezeichnen.
Fu¨r unser Beispiel ergibt sich dann
η(v2) = 10 110011 01 11000000
als eine mo¨gliche Komprimierung von v; diese ist echt.
Das Wort
x = 000000110101010101010101010101010101010101010101010




x2 = [0] 110 [1] 1 [10] 10110
5Die Aussage
”
fu¨r fast alle x ∈M gilt das Pra¨dikat P“ bedeutet, dass P (x) fu¨r ho¨chstens
endlich viele Elemente x vonM nicht wahr wird.
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und schließlich
η(x2) = 10 00 01 111100 10 11 01 11 10 1100 01 1100111100
als eine mo¨gliche echte Komprimierung von x.
An den Beispielen sieht man, dass es in aller Regel mehrere Mo¨glichkeiten
der Komprimierung gibt. So kann man z.B. Potenzen mehrfach anwenden,
um ku¨rzere Darstellungen zu erhalten. So kann man z.B.
[10]4294967296
ku¨rzer darstellen, etwa durch
[10]2
32















, . . .
zu erhalten.
Wir ko¨nnen alle Elemente von B+ als Dualdarstellungen natu¨rlicher Zahlen
auffassen. Fu¨r x = xn−1 . . . x0 ∈ B













mit pj ∈ P, 1 ≤ j ≤ k, und pj < pj+1, 1 ≤ j ≤ k − 1, sowie αj ∈ N,
1 ≤ j ≤ k, sei die (eindeutige) kanonische Faktorisierung von wert(x). Die
Faktorisierung ko¨nnte man u¨ber dem Alphabet { 0, 1, [ , ] } wie folgt darstel-
len:
dual(p1) [dual(α1)] dual(p2) [dual(α3)] . . . dual(pk) [dual(αk)] (1.5)
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wobei dual(n) die Dualdarstellung von n ∈ N
0
ist mit wert(dual(n)) = n.
Mithilfe des Homomorphismus h ergibt sich daraus wieder eine Darstellung
u¨ber B.
Betrachten wir als Beispiel die Zahl
n = 1428 273 264 576 872 238 279 737 182 200 000
mit der Dualdarstellung z = dual(n) =
10001100110101101010111110100011110001011000100011011010
1011111000011111111111000011000100010110010000011000000
Die Faktorisierung von z ist
26 · 39 · 55 · 711 · 113
Deren Darstellung u¨ber { 0, 1, [ , ] } ist
zP =10 [110] 11 [1001] 101 [101] 111 [1011] 1011 [11]
Die Anwendung von η liefert die Darstellung
η(zP) =1100 10 111100 01 1111 10 11000011 01 110011 10 110011 01
111111 10 11001111 01 11001111 10 1111 01
Man ko¨nnte im U¨brigen auch anstelle einer Primzahl selbst ihre Nummer
innerhalb einer aufsteigenden Auflistung der Primzahlen in der Darstellung




= 1 [110] 10 [1001] 11 [101] 100 [1011] 101 [11]
worauf die Anwendung von η die Darstellung
η(z′
P
) =11 10 111100 01 1100 10 11000011 01 1111 10 110011 01
110000 10 11001111 01 110011 10 1111 01
ergibt.
Die Frage, die sich jetzt stellt, ist, welche Komprimierungsmethode ist bes-
ser? Die Methoden sind kaum vergleichbar. Die eine Methode komprimiert
Zeichenketten besser als die andere und umgekehrt. Es stellt sich also die
Frage nach einer Komprimierungsmethode, die allgemeingu¨ltige Aussagen
zula¨sst und die zudem noch in sinnvollerweise den Informationsgehalt einer
Zeichenkette beschreibt.




Wir gehen o¨fter von der lexikografischen oder auch kanonischen (An-) Ord-
nung der Wo¨rter in Σ∗ u¨ber einem Alphabet Σ aus. Voraussetzung ist, dass
die Buchstaben von Σ = { a1, a2, . . . , an } einer totalen Ordnung unterliegen,
etwa ai < ai+1, 1 ≤ i ≤ n − 1. Dann ist die Relation ≺⊆ Σ
∗ × Σ∗ definiert
durch
v ≺ w genau dann, wenn |v| < |w|
oder |v| = |w| und v = αaβ und w = αbγ
mit a, b ∈ Σ und a < b, α, β, γ ∈ Σ∗
Die Menge Σ∗ wird durch die Relation ≺ total geordnet. Deshalb besitzt jede
nicht leere Teilmenge von Σ∗ bezu¨glich dieser Ordnung genau ein kleinstes
Element.
Wenn wir im Folgenden von einem geordneten AlphabetΣ = { a1, . . . , an }
sprechen, dann seien die Buchstaben von Σ in ihrer Ordnung aufgeza¨hlt, d.h.
es sei ai < ai+1, 1 ≤ i ≤ n − 1. Fu¨r das Alphabet B = {0, 1} legen wir also
0 < 1 fest. Fu¨r eine nicht leere Sprache L ⊆ Σ∗ sei minL das bezu¨glich der
Ordnung ≺ kleinste Wort von L.
Eine Sprache L ⊆ Σ∗ heißt entscheidbar genau dann, wenn ihre charak-
teristische Funktion χL : Σ
∗ → B definiert durch
χL(w) =
{
1, w ∈ L
0, w /∈ L
berechenbar ist (siehe Abschnitt 1.4).
Bemerkung 1.1 Sei Σ = { a1, a2, . . . , an } ein geordnetes Alphabet.
a) Es sei & /∈ Σ. Die Sprache
L(Σ∗,≺) = { v&w | v, w ∈ Σ
∗, v ≺ w }
die alle geordneten Paare von Wo¨rtern u¨ber Σ∗ entha¨lt, ist entscheidbar.
b) Fu¨r alle v ∈ Σ∗ ist die Sprache
SUC (v) = {w ∈ Σ∗ | v ≺ w }
die alle Nachfolger von v entha¨lt, entscheidbar.
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c) Die Nachfolgerfunktion suc : Σ∗ → Σ∗ definiert durch
suc(v) = minSUC (v)
ist berechenbar.
d) Sei L ⊆ Σ∗ entscheidbar. Dann existiert eine Turingmaschine, die die
Wo¨rter von L geordnet auf ein Band schreibt.




τ(ai) = i, 1 ≤ i ≤ k
τ(wa) = n · τ(w) + τ(a), a ∈ Σ, w ∈ Σ∗
Das Wort w kommt genau dann an der i-ten Stelle in der lexikografischen
Anordnung der Wo¨rter von Σ∗ vor, wenn τ(w) = i ist.
Fu¨r w = w1w2 . . . wk mit wi ∈ Σ, 1 ≤ i ≤ k, gilt:





τ stellt also eine Abza¨hlung von Σ∗ dar.
f) Die Funktion τ und ihre Umkehrfunktion ν = τ−1 sind bijektiv und bere-
chenbar (siehe Abschnitt 1.4). Es ist ν(i) = w genau dann, wenn w das i-te
Wort in der lexikografischen Anordnung von Σ∗ ist.
g) Fu¨r den Fall Σ = B ergibt sich die folgende lexikografische Anordnung der
Bitfolgen:
(ε, 0), (0, 1), (1, 2), (00, 3), (01, 4), (10, 5), (11, 6), (000, 7), . . . (1.6)
Es ist z.B. ν(62) = 11111 die 62. Bitfolge in dieser Anordnung. Die Abbil-
dung ν : N
0
→ B∗ stellt also neben der u¨blichen Dualcodierung eine weitere
Codierung natu¨rlicher Zahlen dar. ✷
Wir nennen eine Sprache L ⊆ Σ∗ pra¨fixfrei genau dann, wenn kein Wort
in L echtes Pra¨fix eines anderen Wortes in L ist.
Bemerkung 1.2 a) Ist eine Sprache L ⊆ Σ∗ nicht pra¨fixfrei und& /∈ Σ, dann
ist die Sprache L& = L ◦ {&} pra¨fixfrei.
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b) Die Menge der Programme, die in einer Programmiersprache existieren,
ist in sehr vielen Fa¨llen pra¨fixfrei, weil etwa deren Syntax eine feste Ende-
Anweisung vorsieht. While-Programme enden z.B. immer mit einer write-
Anweisung, und diese Anweisung kommt nur als letzte Anweisung vor. Somit
ist die Menge der While-Programme pra¨fixfrei.
c) Eine pra¨fixfreie Codierung der natu¨rlichen Zahlen ist z.B. durch die Abbil-
dung σ : N
0
→ B∗ definiert durch σ(n) = 1n0 gegeben. ✷
1.3 Codierung von Bitfolgen-Sequenzen
Im Folgenden beno¨tigen wir (pra¨fixfreie) Codierungen von Sequenzen von
Bitfolgen, etwa bei Programmen mit mehreren Eingaben. Auch solche Ein-
gaben sollen insgesamt als Bitfolge codiert werden. Das bedeutet, dass wir
zusa¨tzliche Informationen codieren mu¨ssen mithilfe derer die einzelnen Ein-
gaben separiert und damit erkannt werden ko¨nnen.
Berachten wir zuna¨chst ein Paar (x, y) ∈ B∗ × B∗. Dafu¨r ko¨nnen wir den-
selben
”
Trick“ verwenden, den wir im vorigen Abschnitt schon verwendet
haben, um Sonderzeichen, hier das Komma zur Trennung von x und y, zu
codieren: Die Bits der Bitfolge von x werden verdoppelt, das Komma wird
durch 01 oder 10 codiert und anschließend folgen die Bits von y. Eine sol-
che Codierung bezeichnen wir im Folgenden mit 〈x, y 〉. Es ist also z.B.
〈 01011, 11 〉 = 0011001111 01 11. Fu¨r die La¨nge dieser Codierung gilt:
|〈x, y 〉| = 2 |x|+ 2 + |y| = 2(|x|+ 1) + |y| (1.7)
Wir ko¨nnen diese Art der Codierung auf Folgen xi ∈ B
∗, 2 ≤ i ≤ k, verall-
gemeinern, indem wir Folgendes festlegen:
〈x1, . . . , xk 〉k = 〈x1, 〈x2, 〈 . . . , 〈xk−1, xk 〉 . . . 〉 〉 〉 (1.8)
Dies ko¨nnen wir rerursiv wie folgt definieren:
〈x1, . . . , xk 〉k =
{
〈x1, x2 〉 , k = 2〈
x1, 〈x2, . . . , xk 〉k−1
〉
, k ≥ 3
(1.9)
Die Bits der Folgen xi, 1 ≤ i ≤ k− 1, werden verdoppelt, die Kommata wer-
den jeweils durch 01 oder 10 codiert, und die letzte Folge xk wird unvera¨ndert
angefu¨gt. Es ist also z.B. 〈 11, 010, 0, 110 〉4 = 1111 01 001100 01 00 01 110.
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Ohne Angabe der Stelligkeiten ist diese Codierung nicht eindeutig. So ha-
ben z.B. die beiden Sequenzen 〈 1, 11011 〉2 und 〈 1, 1, 1 〉3 dieselbe Codie-
rung 110111011. Die Angabe der Stelligkeit k als Dualzahl dual(k) beno¨tigt
⌊log k⌋ Bits; diese fu¨gen wir vor dem verdoppelten x1, ebenfalls durch 01
(oder 10) getrennt, ein. Fu¨r unsere drei Beispiele gilt damit:
〈 11, 010, 0, 110 〉4 = 100 01 1111 01 001100 01 00 01 110
〈 1, 11011 〉2 = 10 01 11 01 11011
〈 1, 1, 1 〉3 = 11 01 11 01 11 01 1
Die Gesamtla¨nge der Codierung (1.8) ist gleich
|〈x1, . . . , xk 〉| = 2
k−1∑
i=1
( |xi|+ 1 ) + |xk| (1.10)
bzw. bei Angabe der Stelligkeit gleich
|〈x1, . . . , xk 〉| = 2
k−1∑
i=1
( |xi|+ 1 ) + |xk|+ ⌊log k⌋
Die Codierung 〈 · 〉 : (B∗)k → B∗ ist nicht pra¨fixfrei, denn z.B. ist 〈 01011, 11 〉
ein Pra¨fix von 〈 01011, 1 〉.
Eine weitere Art der Codierung von Bitfolgen-Sequenzen kann wie folgt
durchgefu¨hrt werden: Fu¨r eine Bitfolge x ∈ B+ definieren wir zuna¨chst
x = 1|x|0x (1.11)
Es ist z.B. 01011 = 11111 0 01011. Diese Codierung stellt also der Bitfolge
x ihre La¨nge in
”
Bierdeckelnotation“ getrennt durch 0 voran. Es gilt |x| =
2 |x|+ 1. Mithilfe dieser Codierung ko¨nnen wir nun eine Sequenz x1, . . . , xk
mit xi ∈ B
∗, 1 ≤ i ≤ k, codieren durch
x1, . . . , xk = x1 . . . xk (1.12)
Es ist z.B. 11, 010, 0, 110 = 11 0 11 111 0 010 1 0 0 111 0 110. Diese Codie-
rung ist pra¨fixfrei fu¨r alle Sequenzen mit derselben Anzahl von Komponenten.
Ihre Gesamtla¨nge ist gleich





ist. Wir ko¨nnen bei dieser Codierung etwas an La¨nge einsparen, wenn wir die
letzte Folge xk der Sequenz – wie bei der Codierung 〈 · 〉 unvera¨ndert lassen.
Das heißt, fu¨r k ≥ 2 legen wir anstelle von (1.12)
x1, . . . , xk = x1 . . . xk−1xk (1.14)
fest. Es ist dann 11, 010, 0, 110 = 11 0 11 111 0 010 1 0 0 110. Diese Codie-
rung ist allerdings nicht mehr pra¨fixfrei, was das folgende Beispiel zeigt:
01011, 1 = 11111 0 01011 1 ist ein Pra¨fix von 01011, 11 = 11111 0 01011 11.
Die Gesamtla¨nge dieser Codierung ist
∣∣x1, . . . , xk∣∣ = k − 1 + 2 k−1∑
i=1
|xi|+ |xk| (1.15)
Die Codewo¨rter sind bei der Codierung gema¨ß (1.12) um |xk| + 1 la¨nger als
die Codierung durch (1.14).
Fu¨r die Differenz der La¨ngen der Codierung (1.8) und (1.14) gilt:
|〈x1, . . . , xk 〉| −
∣∣x1, . . . , xk∣∣ = k − 1 = O(k) (1.16)
Die Codewo¨rter sind bei der Codierung gema¨ß (1.8) in der Gro¨ßenordnung
der Sequenzenla¨ngen la¨nger als die entsprechenden Codewo¨rter bei der Co-
dierung (1.14).
Eine weitere Einsparmo¨glichkeit bei den Codewortla¨ngen ergibt sich, wenn
wir die La¨ngen der einzelnen Komponenten xi nicht durch 1
|xi| codieren son-
dern mithilfe ihrer Dualdarstellungen dual(|xi|). Fu¨r die La¨nge dieser Dar-
stellungen gilt na¨mlich: |dual(|xi|)| = ⌊log |xi|⌋+ 1≪ |xi|.
Zur Vereinfachung der Darstellungen fu¨hren wir die Funktion d : B∗ → B∗
ein, welche einen Bitstring x umwandelt in einen String, in dem alle Bits von
x verdoppelt sind:
d(ε) = ε
d(aw) = aad(w), fu¨r alle a ∈ B, w ∈ B∗
(1.17)
Damit gilt z.B. fu¨r k ≥ 2:
〈x1, . . . , xk−1, xk 〉 = d(x1) 01 . . . 01 d(xk−1) 01xk (1.18)
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Wir vera¨ndern nun die Codierung (1.8) wie folgt:
〈x1, . . . , xk 〉 = d(dual(|x1|)) 01x1 . . . d(dual(|xk|)) 01xk (1.19)
Mit dieser Codierung ist z.B.
〈 11, 010, 0, 110 〉 = 1100 01 11 1111 01 010 11 01 0 1111 01 110
Als Codela¨nge von (1.19) ergibt sich
|〈x1, . . . , xk 〉| =
k∑
i=1
( 2 ( ⌊log |xi|⌋+ 1 ) + 2 + |xi| ) (1.20)
Analog kann die Codierung (1.12) wie folgt gea¨ndert werden:
x1, . . . , xk = dual(|x1|)x1 . . . dual(|xk|)xk (1.21)
Hiermit ergibt sich z.B.
11, 010, 0, 110 = 11 0 10 11 11 0 11 010 1 0 1 0 11 0 11 110
Als La¨nge fu¨r die Codierung (1.21) ergibt sich
|x1, . . . , xk| =
k∑
i=1
( 2 ( ⌊log |xi|⌋+ 1 ) + 1 + |xi| ) (1.22)
Die Codierungen (1.19) und (1.21) sind pra¨fixfrei.
1.4 Berechenbarkeit





, k ≥ 0, sprechen und Algorithmen bzw. Programme verwenden, um die-
se zu berechnen. Da fu¨r jedes k ≥ 2 die Menge der k-Tupel Nk
0
bijektiv auf
die Menge der natu¨rlichen Zahlen N
0
abgebildet werden kann – etwa mit-
hilfe der berechenbaren Cantorschen k-Tupelfunktion –, werden wir die An-
gabe der Stelligkeit, falls diese zum Versta¨ndnis nicht no¨tig ist, weglassen;





in der Darstellung die Art der Eingaben, wie z.B. Programme und Eingaben





Berechenbarkeitskonzepte fu¨r solche Funktionen sind z.B. Turingmaschinen,
While-Programme und µ-rekursive Funktionen. Diese legen jeweils wegen
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ihrer A¨quivalenz untereinander dieselbe Klasse P von Funktionen fest. Wir
nennen diese Klasse die Klasse der partiell berechenbaren Funktionen.6
Gema¨ß der Churchschen These berechnen diese Funktionen genau die im in-





Wir nennen eine Menge M ⊆ N
0
entscheidbar genau dann, wenn ihre cha-





berechenbar ist. Eine Menge M ⊆ N
0
heißt rekursiv aufza¨hlbar, falls sie
leer ist, oder eine total berechenbare Funktion f : N
0
→ M existiert mit
W (f) = M . Es gilt: Durch f wird jeder natu¨rlichen Zahl ein Element aus
M zugeordnet, und allen Elementen von M wird eine Zahl zugeordnet (da
f nicht injektiv sein muss, ko¨nnen einem Element aus M mehrere Zahlen
zugeordnet sein). Es gilt alsoM = {f(0), f(1), f(2), . . .}; die Elemente von
M werden durch f nummeriert und durch diese Nummerierung aufgeza¨hlt.
Man kann zeigen, dass ein Menge M ⊆ N
0
genau dann entscheidbar ist,
wenn sie und ihr KomplementM = N
0
−M rekursiv aufza¨hlbar sind.
Falls wir kein spezielles Berechenbarkeitskonzept verwenden, benennen
wir ein solches allgemein mitM. Wir betrachtenM als Programmiersprache
und nennen die Elemente vonM Programme oder auch Algorithmen. Fu¨r ein
Programm A ∈ M bezeichnen wir mit Φ
(M)
A die von A berechnete Funkti-
on.7 Wegen Bemerkung 1.2 ko¨nnen wir voraussetzen, dass M pra¨fixfrei ist.
Unabha¨ngig vom konkreten Berechenbarkeitskonzept werden die Programme
vonM u¨ber einem geeigneten Aphabet Σ∗ nach eindeutig festgelegten Syn-
taxregeln gebildet. Mithilfe etwa der Funktion τ (siehe Bemerkung 1.1 e, f)
ko¨nnen wir den Programmen Nummern zuordnen. Da im Allgemeinen nicht
alle Elemente von Σ∗ Programme darstellen, gibt es Nummern i ∈ N, denen
kein Programm zugeordnet ist. Es sollen aber alle Zahlen aus N
0
Nummer
eines Programms sein. Das erreichen wir dadurch, indem wir allen Zahlen
i ∈ N
0
, denen unter τ kein Programm zugeordnet wird, irgend ein (Default-)
Programm zuordnen; wir nennen dieses E . Damit definieren wir ξ : N
0
→M
6Wir nennen P auch die Klasse der partiell rekursiven Funktionen. Mit R ⊂ P be-
zeichnen wir die KLasse der total berechenbaren oder total rekusiven Funktionen. Wenn
wir von rekursiven Fuktionen sprechen, meinen wir partiell rekursive Funktionen.
7Falls es aus dem Zusammenhang klar ist, auf welche Programmiersprache M sich Φ








ν(i), falls ν(i) ∈M
E , sonst
(1.23)
ν ist total berechenbar und mithilfe der Syntaxregeln von M kann u¨ber-
pru¨ft werden, ob ν(i) ein syntaktisch korrektes Programm A ∈ M ist. So-
mit ist auch ξ total berechenbar. Mithilfe von ξ erreichen wir eine rekursive
Aufza¨hlung ϕ : N
0
→ P der berechenbaren Funktionen durch
ϕ(i) = f genau dann, wenn Φξ(i) = f (1.24)
ist, d.h., wenn die Funktion f ∈ P von dem ProgrammA = ξ(i)mit der Num-
mer i berechnet wird; i wird auch Index oder Go¨delnummer 8 von A ge-
nannt. Das System (N
0
,P , ϕ) stellt quasi eine (abstrakte) Programmierspra-
che dar: Jede Nummer i ∈ N
0
repra¨sentiert ein Programm ν(i) = A ∈ M;
i kann als Quellcode (Syntax) von A in der Sprache (N
0
,P , ϕ) aufgefasst
werden, und ϕ ordnet jedem Programm i mit ν(i) = A seine Bedeutung (Se-
mantik) zu, na¨mlich die von A berechnete Funktion f = ΦA. Wir nennen A
auch das i-te Programm und f die i-te berechenbare Funktion. Die Numme-
rierung (N
0
,P , ϕ) wird auch Go¨delisierung von P bzw. Go¨delisierung von
M genannt.
ϕ(i) ist eine Funktion f , die auf Argumente x ∈ N
0
angewendet wird, was
wir mit ϕ(i)(x) = f(x) schreiben mu¨ssten. Um doppelte Argumente zu ver-
meiden, schreiben wir ϕi anstelle von ϕ(i) und damit ϕi(x) = f(x).
9
Die unter die Churchsche These fallenden Berechenbarkeitskonzepte erfu¨llen
zwei – fu¨r das Programmieren sehr wichtige – Anforderungen:
(1) die Existenz eines universellen Programms sowie
(2) effektives Programmieren.
Die Anforderung (1) bedeutet, dass eine ProgrammierspracheM ein univer-
selles Programm U entha¨lt, welches alle anderen Programme auf deren Ein-
gaben ausfu¨hren kann. Dazu mu¨ssen die Programme A ∈ M noch geeignet
8Benannt nach Kurt Go¨del (1906 – 1978), einem o¨sterreichischen Mathematiker (ab 1947
Staatsbu¨rger der USA), der zu den gro¨ßten Logikern der Neuzeit gerechnet wird. Er leistete
fundamentale Beitra¨ge zur Logik und zur Mengenlehre (im U¨brigen mit wesentlicher Bedeu-
tung fu¨r die Informatik) sowie interessante Beitra¨ge zur Relativita¨tstheorie.
9Bei dieser Schreibweise ist i in der Tat ein Index.
1 EINLEITUNG 16
codiert werden, damit sie von U ausgefu¨hrt werden ko¨nnen. Wir bezeichnen
eine solche Codierung mit 〈A 〉 (hierauf gehen wir im Folgenden noch na¨her
ein). Fu¨r U gilt also:
ΦU(〈A 〉 , x) = ΦA(x) fu¨r alle A ∈M und x ∈ N0 (1.25)
Fu¨r die Nummerierung (N
0
,P , ϕ) vonM bedeutet das, dass es eine rekursive
universelle Funktion uϕ ∈ P gibt mit:
10
uϕ(i, x) = ϕi(x) fu¨r alle i, x ∈ N0 (1.26)
Die Anforderung (2) bedeutet, dass in der Programmiersprache M bereits
existierende Programme genutzt werden ko¨nnen, um daraus neue Program-
me zu erzeugen. Seien A und B zwei Programme von M, dann kann man
diese beiden sicher zu einem Programm C ∈ M zusammensetzen, welches
zuna¨chst B auf eine Eingabe x ∈ B∗ und dann A auf das Ergebnis ΦB(x)
ausfu¨hrt. Falls ΦB(x) nicht definiert ist, dann liefert natu¨rlich die Zusammen-
setzung von A und B fu¨r dieses x kein Ergebnis. Ebenso liefert die Zusam-
mensetzung kein Ergebnis, wenn ΦB(x) zwar definiert ist, aber A angewen-
det auf das Ergebnis kein Resultat liefert. Insgesamt ergibt sich also durch
die Hintereinanderausfu¨hrung A ◦ B der beiden Programme A und B eine
wohldefinierte Komposition:
ΦA◦B = ΦA ◦ ΦB (1.27)
Daraus folgt: Ist ξ(i) = A und ξ(j) = B, dann ergibt sich durch τ(ξ(i)◦ξ(j))








comp(i, j) = τ(ξ(i) ◦ ξ(j)) (1.28)
definieren, dann gilt fu¨r die Nummerierung (N
0
,P , ϕ): Es existiert eine total







ϕcomp(i,j) = ϕi ◦ ϕj (1.29)
fu¨r alle i, j ∈ N
0
gilt. InM existiert also ein Programm C mit der Nummer
ξ(comp(i, j)), d.h. mit C = ξ(comp(i, j)), welches zwei beliebige Program-
me ausM zu deren Komposition zusammensetzt.
10In der Literatur heißen die Sa¨tze, welche die Existenz solcher Funktionen garantieren,
utm-Theoreme; utm ist die Abku¨rzung fu¨r Universal Turing Machine.
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Dieses Konzept fu¨hrt dazu, dass Eingaben auch als Programme interpretiert
werden ko¨nnen. Damit kann in der Nummerierung (N
0
,P , ϕ) vonM die An-
forderung (2) noch allgemeiner formuliert und bewiesen werden: Es gibt eine
total berechenbare Funktion s ∈ R mit
ϕi(x1, . . . , xm, y1, . . . , yn) = ϕs(i,x1,...,xm)(y1, . . . , yn) (1.30)
fu¨r alle i, x1, . . . , xm, y1, . . . , yn ∈ N0 .
11 Es gibt also ein Programm, welches
s berechnet, d.h., welches die Eingaben x1, . . . , xm als Nummern von Pro-
grammen ansieht, aus diesen und dem Programm i ein Programm berechnet,
welches die Nummer s(i, x1, . . . , xm) besitzt. Dieses Programm kann dann
auf die Eingaben y1, . . . , yn ausgefu¨hrt werden.
12
Bemerkung 1.3 Mithilfe des s-m-n-Theorems ko¨nnen wir die obigen Voru¨ber-









definiert durch h(i, j, x) = ϕi◦ϕj(x). Dann ist h berechenbar,
also ist h ∈ P . h besitzt also einen Index k, d.h. es ist h(i, j, x) = ϕk(i, j, x).
Gema¨ß dem s-m-n-Theorem gibt es s ∈ R mit ϕk(i, j, x) = ϕs(k,i,j)(x). s bin-
det also mit der Information k fu¨r Komposition beliebige Programme i und j
zu neuen Programmen zusammen, welche die Hintereinanderausfu¨hrung von
diesen realisieren. ✷
Wir nennen Nummerierungen bzw. Programmiersprachen, die das utm- und
das s-m-m-Theorem erfu¨llen, vollsta¨ndig.
Wie beim utm-Theorem oben erwa¨hnt, mu¨ssen auch beim s-m-n-Theorem
noch geeignete Codierungen beru¨cksichtigt werden. Im Hinblick auf die fol-
genden Kapitel sollen sowohl Programme A ∈ M bzw. ihre Indizes i ∈ N
0
als auch Eingaben x, y ∈ N
0
u¨ber B codiert werden. Da es sich dabei um Se-
quenzen von Programmen bzw. Sequenzen von Indizes sowie um Sequenzen
von Eingaben handeln kann, ko¨nnen wir dazu die im vorigen Abschnitt be-
trachteten Codierungen verwenden. Zuna¨chst sollen einzelne Indizes i ∈ N
0
sowie einzelne Eingaben x ∈ N
0
als Bifolgen codiert werden, z.B. durch
dual(i) bzw. durch dual(x).
Alle im Abschnitt 1.3 vorgestellten Codierungen von Bitfolgen und deren De-
codierungen sind berechenbar und damit auch die Transformationen zwischen
11In der Literatur heißen die Sa¨tze, welche die Existenz solcher Funktionen garantieren,
s-m-n-Theoreme.
12Programme, die die Funktion s realisieren, werden in praktisch verfu¨gbaren Systemen
auch Binder oder Linker genannt.
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den einzelnen Codierungen. Die Transformationen ko¨nnen so programmiert
werden, dass jeweils die La¨nge der Programme unabha¨ngig von der La¨nge
der Eingaben (Sequenzen von Bitfolgen) ist (siehe auch 3.4). Insofern sind
die folgenden Darstellungen unabha¨ngig von der gewa¨hlten Codierung. Wir
werden fu¨r Sequenzen von Bitfolgen die Codierung (1.8) verwenden. Dabei
werden wir aus schreibtechnischen Gru¨nden (runde) Klammern, falls sie fu¨r
das Versta¨ndnis nicht unbedingt notwendig sind, weglassen, d.h. wir schrei-
ben dann f 〈x1, . . . , xk 〉 anstelle von f(〈x1, . . . , xk 〉). Damit ko¨nnen wir das
utm-Theorem (1.26) umformulieren: Zur Nummerierung (N
0
,P , ϕ) existiert
eine Funktion uϕ ∈ P mit
uϕ 〈 i, x 〉 = ϕi(x) fu¨r alle i, x ∈ N0 (1.31)
Ist ξ(i) = A, dann schreiben wir fu¨r (1.31) auch
ΦU 〈A, x 〉 = ΦA(x) (1.32)
oder auch
U 〈A, x 〉 = A(x) (1.33)
Analog zu (1.31) ko¨nnen wir das s-m-n-Theorem (1.30) umformulieren zu:
Es gibt eine total berechenbare Funktion s ∈ R mit
ϕi 〈x1, . . . , xm, y1, . . . , yn 〉 = ϕs〈 i,x1,...,xm 〉 〈 y1, . . . , yn 〉 (1.34)
fu¨r alle i, x1, . . . , xm, y1, . . . , yn ∈ N0 .
Eine Folgerung des A¨quivalenzsates von Rogers ist, dass es zu vollsta¨ndi-
gen Programmiersprachen U¨bersetzer gibt, die Programme aus der einen in
a¨quivalente Programme der anderen Sprache u¨bersetzen. Fu¨r zwei vollsta¨ndie
Nummerierungen (N
0
,P , ϕ) und (N
0
,P , ψ) existieren also total berechenba-
re Funktionen tϕ→ψ, tψ→ϕ ∈ R mit ϕi = ψtϕ→ψ(i) bzw. mit ψj = ϕtψ→ϕ(j) fu¨r
alle i, j ∈ N
0
.
Analog existieren zu zwei vollsta¨ndigen ProgrammiersprachenM1 undM2













fu¨r alle B ∈M2 (1.36)
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2 Kolmogorov-Komplexita¨t
Ein Ansatz fu¨r die Beschreibung der weiter oben beispielhaft betrachteten
Komplexita¨t von Bitfolgen ist die Kolmogorov-Komplexita¨t. Dazu legen wir
eine vollsta¨ndige Programiersprache zugrunde, d.h. eine, die das utm- und das
s-m-n-Theorem erfu¨llt. Wir ko¨nnen also z.B. Turingmaschinen wa¨hlen oder
While-Programme oder µ-rekursive Funktionen. Wir nennen das gewa¨hlte
Berechenbarkeitskonzept (wie im vorigen Abschnitt) allgemeinM.
Sei A ∈M, dann ist die Funktion CA : B
∗ → N
0





∣∣∣ , fallsΦ−1A (x) 6= ∅
∞, sonst
(2.1)
CA(x) ist also die La¨nge des ku¨rzesten Wortes y, woraus das Programm A die
Ausgabe x berechnet, falls ein solches y existiert.
In dieser Definition ha¨ngt CA(x) nicht nur von x, sondern auch von dem
gewa¨hlten Programm A ab. Der folgende Satz besagt, dass wir von dieser
Abha¨ngigkeit absehen ko¨nnen.
Satz 2.1 Sei U ein universelles Programm der vollsta¨ndigen Programmier-
sprache M. Dann existiert zu jedem Programm A ∈ M eine Konstante cA,
so dass fu¨r alle x ∈ B∗
CU(x) ≤ CA(x) + cA = CA(x) + O(1)
gilt.
Beweis Es sei Φ−1A (x) 6= ∅. Fu¨r alle y ∈ Φ
−1
A (x) gilt ΦA(y) = x und
damit ΦU 〈A, y 〉 = x. Hieraus folgt CU(x) ≤ 2 ( |〈A 〉|+ 1 ) + |y|. Dieses
gilt auch fu¨r y = minΦ−1A (x)
. Es folgt CU(x) ≤
∣∣∣minΦ−1A (x)
∣∣∣ + 2 ( |〈A 〉|+ 1 ).
A ist unabha¨ngig von x, d.h. wir ko¨nnen cA = 2 ( |〈A 〉|+ 1 ) als Konstante
annehmen und erhalten damit die Behauptung.
Falls Φ−1A (x) = ∅ ist, folgt mit teilweiser analoger Argumentation CU(x) ≤
∞+ cA =∞. ✷
13Wir benutzen im Folgenden das Symbol∞ mit der Bedeutung:∞ > n fu¨r alle n ∈ N
0




Wir ko¨nnen also CA(x) fu¨r jedes A ∈ M ohne wesentliche Beeintra¨chtigung
der folgenden Betrachtungen durch CU(x) ersetzen. Es bleibt jetzt noch die
Abha¨ngigkeit von der gewa¨hlten ProgrammierspracheM. Der folgende Satz
besagt, dass wir auch diese Abha¨ngigkeit vernachla¨ssigen ko¨nnen. Als Vor-
bereitung auf diesen Satz ziehen wir zuna¨chst zwei Folgerungen aus Satz 2.1.
Folgerung 2.1 Es seienM1 undM2 vollsta¨ndige Programmiersprachen.
a) U1 sei ein universelles Programm von M1. Dann existiert zu jedem Pro-
gramm B ∈M2 eine Konstante c mit CU1(x) ≤ CB(x) + c fu¨r alle x ∈ B
∗.
b) Seien U1 und U2 universelle Programme von M1 bzw. von M2. Dann
existiert eine Konstante c, so dass fu¨r alle x ∈ B∗ gilt: CU1(x) ≤ CU2(x) + c.
Beweis a) Gema¨ß dem A¨quvalenzsatz von Rogers (1.36) existiert ein Pro-
gramm T2→1 ∈M1 mit
Φ
(M2)




fu¨r alle x ∈ B∗. Da T2→1(B) ∈M1 ist, gibt es gema¨ß Satz 2.1 eine Konstante
c mit CU1(x) ≤ CT2→1(B)(x) + c. Hieraus folgt mit (2.2) die Behauptung.
b) folgt unmittelbar aus a), wenn wir U2 fu¨r B einsetzen. ✷
Satz 2.2 Es seienM1 undM2 zwei vollsta¨ndige Programmiersprachen, und
U1 und U2 seien universelle Programme vonM1 bzw. vonM2. Dann existiert
eine Konstante c1,2, so dass fu¨r alle x ∈ B
∗ gilt:
|CU1(x)− CU2(x)| ≤ c1,2 = O(1)
Beweis Gema¨ß Folgerung 2.1 b) gibt es Konstanten c1 und c2, so dass
CU1(x) ≤ CU2(x)+c1 bzw. CU2(x) ≤ CU1(x)+c2 fu¨r alle x ∈ B
∗ gelten. Damit
ist CU1(x)−CU2(x) ≤ c1 bzw. CU2(x)−CU1(x) ≤ c2. Fu¨r c1,2 = max {c1, c2}
gilt dann die Behauptung. ✷
Die Konstante c1,2 misst quasi den Aufwand fu¨r den (gro¨ßeren der beiden)
U¨bersetzer zwischenM1 undM2.
Wegen der Sa¨tze 2.1 und 2.2 unterscheiden sich die La¨ngenmaße C fu¨r
Programme und universelle Programme aus einer und auch aus verschiede-
nen Programmiersprachen jeweils nur um eine additive Konstante. Diesen
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Unterschied wollen wir als unwesentlich betrachten. Insofern sind die folgen-
den Definitionen unabha¨ngig von der gewa¨hlten Programmiersprache und un-
abha¨ngig von dem in dieser Sprache gewa¨hlten universellen Programm. Des-
halb wechseln wir im Folgenden je nachdem, wie es fu¨r die jeweilige Argu-
mentation oder Darstellung versta¨ndlicher erscheint, das Berechnungsmodell;
so verwenden wir etwa im Einzelfall Turingmaschinen, While-Programme
oder µ-rekursive Funktionen. Mit M bezeichnen wir im Folgenden unab-
ha¨ngig vom Berechnungsmodell die Menge aller Programme, also z.B. die
Menge aller Turingmaschinen, die Menge aller While-Programme bzw. die
Menge aller µ-rekursiven Funktionen. Mit U bezeichnen wir universelle Pro-
gramme in diesen Berechnungsmodellen, also universelle Turingmaschinen,
universelle While-Programme bzw. universelle Funktionen, und mit U0 das
jeweils ku¨rzeste universelle Programm:
U0 = min {|U | : U ∈ U} (2.3)
Dabei sei U die Menge der universellen Programme inM.
Definition 2.1 Sei A ein Pogramm von M und y ∈ B∗ mit ΦA(y) = x,
dann heißt b(x) = 〈A, y 〉 Beschreibung von x. Sei B(x) die Menge aller
Beschreibungen von x, dann ist b∗(x) = minB(x) die lexikografisch ku¨rzeste




die Beschreibungs- oderKolmogorov-Komplexita¨t von x. Die Kolmogorov-
Komplexita¨t des Wortes x ist die La¨nge der lexikografisch ku¨rzesten Bitfolge
〈A, y 〉, so dass die Turingmaschine A bei Eingabe y das Wort x ausgibt. ✷
Wir ko¨nnen C(x) als den Umfang an Informationen verstehen, welche durch
die Bitfolge x dargestellt wird.
Bemerkung 2.1 Da die lexikografische Ordnung von Bitfolgen total ist, ist
die ku¨rzeste Beschreibung b∗(x) = 〈A, y 〉 einer Folge x eindeutig. Außer-
dem gilt fu¨r eine universelle Turingmaschine U : ΦU 〈A, y 〉 = ΦA(y) = x.
Deshalb ko¨nnen wir die Maschine A und die Eingabe y zu einer Maschi-
ne verschmelzen, d.h. wir betrachten y als Teil der Maschine A (y ist quasi
”
fest in A verdrahtet“). Diese Verschmelzung bezeichnen wir ebenfalls mit
A. Wenn wir nun fu¨r diese Programme als Default-Eingabe das leere Wort
vorsehen (das natu¨rlich nicht codiert werden muss), gilt ΦU 〈A, ε 〉 = x. Da
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ε die Default-Eingabe ist, ko¨nnen wir diese auch weglassen, d.h. wir schrei-
ben ΦU 〈A 〉 anstelle von ΦU 〈A, ε 〉. Mit dieser Sichtweise kann die obige
Definition unwesentlich abgea¨ndert werden zu:
GiltΦU 〈A 〉 = x, dann heißt b(x) = 〈A 〉 eineBeschreibung von x. Sei B(x)
die Menge aller Beschreibungen von x, dann ist b∗(x) = minB(x) die lexiko-




die Beschreibungs- oder Kolmogorov-Komplexita¨t von x.
Alternativ ko¨nnen wir C auch wie folgt festlegen: Sei U eine universelle Ma-
schine fu¨r die ProgrammierspracheM, dann heißt die Funktion C : B∗ → N
0
definiert durch
C(x) = min {|A| : A ∈M mit ΦU 〈A 〉 = x}
Beschreibungs- oder Kolmogorov-Komplexita¨t von x. ✷
Fu¨r natu¨rliche Zahlen n ∈ N
0
legen wir die Kolmogorov-Komplexita¨t wie
folgt fest:
C(n) = C(dual(n)) (2.4)
3 Eigenschaften der Kolmogorov-Komplexita¨t
Als erstes ko¨nnen wir u¨berlegen, dass C(x) im Wesentlichen nach oben durch
|x| beschra¨nkt ist, denn es gibt sicherlich ein Programm, was nichts anderes
leistet, als nur x zu erzeugen. Ein solches Programm entha¨lt Anweisungen
und bekommt x als Eingabe oder entha¨lt x
”
fest verdrahtet“, woraus dann – in
beiden Fa¨llen – x erzeugt wird. Somit ergibt sich die La¨nge dieses Program-
mes aus der La¨nge von x und der La¨nge der Anweisungen, die unabha¨ngig
von der La¨nge von x ist. Ein ku¨rzestes Programm zur Erzeugung von x ist
ho¨chstens so lang, wie das beschriebene Programm.
Satz 3.1 Es existiert eine Konstante c, so dass fu¨r alle x ∈ B∗
C(x) ≤ |x|+ c = |x|+ O(1) (3.1)
gilt.
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Beweis Sei A eine Turingmaschine, welche die identische Funktion idB∗ be-
rechnet, wie z.B.
A = ({0, 1} , {0, 1,#} , {s} , δ, s,#, {s})
mit
δ = {(s, a, s, a,−) | a ∈ {0, 1,#}}
A stoppt bei jeder Eingabe sofort, d.h. es gilt ΦA(x) = x. Es ist also b(x) =
〈A, x 〉 eine Beschreibung fu¨r x. A ist unabha¨ngig von x; wir ko¨nnen also
c = |〈A 〉| setzen. Damit haben wir |b(x)| = c + |x|. Mit Definition 2.1 folgt
unmittelbar
C(x) = |b∗(x)| ≤ |b(x)| = |x|+ c
womit die Behauptung gezeigt ist. ✷
Die Information, die eine Bitfolge x entha¨lt, ist also in keinem Fall wesentlich
la¨nger als x selbst – was sicherlich auch intuitiv einsichtig ist.
Bemerkung 3.1 Im Beweis von Satz 3.1 haben wir eine feste Maschine ge-
wa¨hlt, die bei Eingabe x ∈ B∗ die Ausgabe x berechnet. Gema¨ß Bemerkung
2.1 ko¨nnen wir aber fu¨r jedes x eine eigene Maschine Ax konstruieren, in der
x fest verdrahtet ist. Sei x = x1 . . . xℓ, xi ∈ B, 1 ≤ i ≤ ℓ, dann gilt z.B. fu¨r
Ax = ({0, 1} , {0, 1,#} , {s0, . . . , sℓ} , δ, s0,#, {sℓ}) (3.2)
mit δ = {(si,#, si+1, xi+1, r) | 0 ≤ i ≤ ℓ− 1}: ΦAx(ε) = x. Es ist also
b(x) = 〈Ax 〉 eine Beschreibung von x. Die La¨nge von Ax ha¨ngt allerdings
von der La¨nge von x ab. Es gilt |b(x)| = |x|+ c und damit auch hier
C(x) = |b∗(x)| ≤ |b(x)| = |x|+ c
Dabei ist c die La¨nge des
”
Overheads“, d.h. c gibt die La¨nge des Anteils von
Ax an, der unabha¨ngig von x ist. Dieser ist fu¨r alle x identisch, wie z.B. die
Alphabete und das Blanksymbol sowie die Sonderzeichen wie Klammern und
Kommata, siehe (3.2). ✷
Wie die durch den Satz 3.1 besta¨tigte Vermutung scheint ebenfalls die
Vermutung einsichtig, dass die Folge xx nicht wesentlich mehr Information
entha¨lt als x alleine. Das folgende Lemma besta¨tigt diese Vermutung.
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Lemma 3.1 Es existiert eine Konstante c, so dass fu¨r alle x ∈ B∗
C(xx) ≤ C(x) + c ≤ |x|+ O(1) (3.3)
gilt.
Beweis Sei b∗(x) = 〈B 〉 ∈ M die ku¨rzeste Beschreibung von x, d.h. es ist
ΦU 〈B 〉 = x. Sei nun A ∈ M eine Maschine, welche die Funktion f : B
∗ →
B
∗ definiert durch f(x) = xx berechnet: ΦA(x) = f(x) = xx, x ∈ B
∗. Damit
gilt
ΦA 〈ΦU 〈B 〉 〉 = f(ΦU 〈B 〉) = ΦU 〈B 〉ΦU 〈B 〉 = xx (3.4)
Sei i ein Index von A und u ein Index von U , dann gilt wegen (3.4)
ϕi ◦ ϕu 〈B 〉 = ϕu 〈B 〉ϕu 〈B 〉 (3.5)
Wegen Bemerkung 1.3 gibt es dann einen Index k und ein total berechenbares
Programm s mit
ϕs〈 k,i,u 〉 〈B 〉 = ϕu 〈B 〉ϕu 〈B 〉 (3.6)
Sei nun D = ξ(s 〈 k, i, u 〉), d.h. wir haben mit (3.4) - (3.6)
ΦD 〈B 〉 = xx (3.7)
und damit ΦU 〈D,B 〉 = xx. Wegen b
∗(x) = 〈B 〉 gilt dann
ΦU 〈D, b
∗(x) 〉 = xx (3.8)
womit b(xx) = 〈D, b(x∗) 〉 eine Beschreibung von xx ist. Es folgt |b(xx)| =
c + |b∗(x)| mit c = 2(|〈D 〉| + 1) (siehe (1.10)); c ist konstant, da D un-
abha¨ngig von x ist. Damit sowie mit Satz 3.1 erhalten wir
C(xx) = |b∗(xx)| ≤ |b(xx)| = |b∗(x)|+ c = C(x) + c ≤ |x|+ O(1)
womit die Behauptung gezeigt ist. ✷
Wie bei der Verdopplung kann man vermuten, dass auch der Informations-
gehalt der Spiegelung sp(x) von x ∈ B∗ sich unwesentlich von dem von x
unterscheidet.
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Lemma 3.2 Es existiert eine Konstante c, so dass fu¨r alle x ∈ B∗
C(sp(x)) ≤ C(x) + c = C(x) + O(1) ≤ |x|+ O(1) (3.9)
gilt.
Beweis Sei b∗(x) = 〈B 〉 ∈ M die ku¨rzeste Beschreibung von x, d.h. es ist
ΦU 〈B 〉 = x. Sei nun A ∈M ein Programm, welches die Funktion g : B
∗ →
B
∗ definiert durch g(x) = sp(x) berechnet: ΦA(x) = g(x) = sp(x), x ∈ B
∗.
Dann gilt
ΦA 〈ΦU 〈B 〉 〉 = sp(ΦU 〈B 〉) = sp(x) (3.10)
Sei i ein Index von A und u ein Index von U , dann gilt wegen (3.10)
ϕi ◦ ϕu 〈B 〉 = sp(ϕu 〈B 〉) (3.11)
Wegen Bemerkung 4.1 gibt es dann einen Index k und ein total berechenbares
Programm s mit
ϕs〈 k,i,u 〉 〈B 〉 = sp(ϕu 〈B 〉) (3.12)
Sei nun R = ξ(s 〈 k, i, u 〉), d.h. wir haben mit (3.10) - (3.12)
ΦR 〈B 〉 = sp(x) (3.13)
und damit ΦU 〈R,B 〉 = sp(x). Wegen b
∗(x) = 〈B 〉 gilt dann
ΦU 〈R, b
∗(x) 〉 = sp(x) (3.14)
womit b(sp(x)) = 〈R, b(x∗) 〉 eine Beschreibung von sp(x) ist. Damit gilt
|b(sp(x))| = c + |b∗(x)| mit c = 2(|〈R 〉| + 1) (siehe (1.10)); c ist konstant,
da R unabha¨ngig von x ist. Damit sowie mit Satz 3.1 erhalten wir
C(sp(x)) = |b∗(sp(x))| ≤ |b(sp(x))| = |b∗(x)|+ c = C(x) + c ≤ |x|+ O(1)
womit die Behauptung gezeigt ist. ✷
Aus den beiden Lemmata folgt unmittelbar
Folgerung 3.1 Es existieren Konstanten c bzw. c′, so dass fu¨r alle x ∈ B∗
a) |C(xx)− C(x)| ≤ c
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b) |C(sp(x))− C(x)| ≤ c′
gilt. Die von x unabha¨ngigen Konstanten c und c′ messen den Aufwand fu¨r
das Verdoppeln bzw. fu¨r das Spiegeln. ✷
Die beiden Funktionen f, g : B∗ → B∗ definiert durch f(x) = xx bzw.
g(x) = sp(x) sind total und berechenbar. Ihre Werte tragen unwesentlich
mehr Informationen in sich als ihre Argumente. Der folgende Satz besagt,
dass diese Eigenschaft fu¨r alle total berechenbaren Funktionen gilt.
Satz 3.2 Sei h : B∗ → B∗ eine berechenbare Funktion, dann existiert eine
Konstante c, so dass fu¨r alle x ∈ Def (h)
C(h(x)) ≤ C(x) + c = C(x) + O(1) ≤ |x|+ O(1)
gilt.
Beweis Sei b∗(x) = 〈A 〉 die ku¨rzeste Beschreibung von x, d.h. es istΦU 〈A 〉 =
x. Sei H ein Programm, das h berechnet. Dann gilt
ΦH 〈ΦU 〈A 〉 〉 = h(ΦU 〈A 〉) = h(x) (3.15)
Sei ι ein Index von H und u ein Index von U , dann gilt wegen (3.15)
ϕι ◦ ϕu 〈A 〉 = h(ϕu 〈A 〉) (3.16)
Wegen Bemerkung 4.1 gibt es dann einen Index k und ein total berechenbares
Programm s mit
ϕs〈 k,ι,u 〉 〈A 〉 = h(ϕu 〈A 〉) (3.17)
Sei nunH = ξ(s 〈 k, ι, u 〉), d.h. wir haben mit (3.15) - (3.17)
ΦH 〈A 〉 = h(x) (3.18)
und damit ΦU 〈H, B 〉 = h(x). Wegen b
∗(x) = 〈A 〉 gilt dann
ΦU 〈H, b
∗(x) 〉 = h(x) (3.19)
womit b(h(x)) = 〈H, b(x∗) 〉 eine Beschreibung von h(x) ist. Damit gilt
|b(h(x))| = c+ |b∗(x)| mit c = 2(|〈H 〉|+1) (siehe (1.10)); c ist konstant, da
H unabha¨ngig von x ist. Damit sowie mit Satz 3.1 erhalten wir
C(h(x)) = |b∗(h(x))| ≤ |b(h(x)| = |b∗(x)|+ c = C(x) + c ≤ |x|+ O(1)
womit die Behauptung gezeigt ist. ✷
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Bemerkung 3.2 Die Lemmata 3.1 und 3.2 sind Beispiele fu¨r die allgemeine
Aussage in Satz 3.2. ✷
Mithilfe der obigen Sa¨tze und Lemmata folgt
Folgerung 3.2 a) Sind f, g : B∗ → B∗ total berechenbare Funktionen. Dann
existiert eine Konstante c, so dass fu¨r alle x ∈ B∗
C(g(f(x))) ≤ C(x) + c ≤ |x|+ O(1)
gilt.





gibt es unendlich viele x ∈ B∗ mit C(x) ≤ f−1(|x|).
c) Es gibt unendlich viele x ∈ B∗ mit C(x)≪ |x|.
Beweis a) folgt unmittelbar aus Satz 3.2.
b) Zuna¨chst halten wir fest, dass es zu jeder Konstante c ∈ N
0
ein nc ∈ N0
gibt, so dass ⌊log n⌋ + c ≤ n fu¨r alle n ≥ nc ist. Dann u¨berlegen wir uns
ein Programm A, welches bei Eingabe von dual(n) die 1-Folge xn = 1
f(n)
berechnet; es ist also A(dual(n)) = 1f(n) und damit b(xn) = 〈A, dual(n) 〉
eine Beschreibung fu¨r xn. Es folgt
|b(xn)| = |〈A, dual(n) 〉| = 2(|〈A 〉|+ 1) + |dual(n)| = c+ ⌊log n⌋
mit c = 2 |〈A 〉|+ 3. Damit gilt fu¨r alle n ≥ nc
C(xn) = |b
∗(xn)| ≤ |b(xn)| = ⌊log n⌋+ c ≤ n = f
−1(f(n)) = f−1(|xn|)
womit die Behauptung gezeigt ist.
c) folgt unmittelbar aus b), wenn wir f(n) = n setzen und damit xn = 1
n
wa¨hlen. ✷
Nach den Vermutungen u¨ber die Komplexita¨t von xx bzw. von sp(x), wel-
che durch die Lemmata 3.1 und 3.2 besta¨tigt werden, ko¨nnte man auch ver-
muten, dass die Kolmogorov-Komplexita¨t C(xx′) einer Konkatenation von
zwei Folgen x und x′ sich als Summe von C(x) und C(x′) ergibt, d.h., dass
es ein c gibt, so dass fu¨r alle x, x′ ∈ B∗ gilt: C(xx′) ≤ C(x) + C(x′) + c.
Das ist aber nicht der Fall: Die Kolmogorov-Komplexita¨t ist nicht subaddi-
tiv. Der Grund liegt darin, dass eine Information beno¨tigt wird, die x und x′
bzw. deren Beschreibungen voneinander abgrenzt. Dazu legen wir zuna¨chst
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C(xx′) = C(〈x, x′ 〉) fest und schreiben auch hierfu¨r nur C 〈x, x′ 〉. Somit
beno¨tigen wir fu¨r x die doppelte Anzahl von Bits. Damit ko¨nnen wir mithilfe
von Beweisschritten analog zu den in den obigen Beweisen zeigen, dass eine
Konstante c existiert, so dass fu¨r alle x, x′ ∈ B∗
C(xx′) ≤ 2C(x) + C(x′) + c
gilt.
Wir ko¨nnen allerdings die Codierung von x ku¨rzer gestalten, als es durch die
Verdopplung der Bits geschieht, indem wir vor xx′ bzw. vor b∗(x)b∗(x′) die
La¨nge von x bzw. die La¨nge von b∗(x) – dual codiert – schreiben (siehe auch
Abschnitt 1.3): 〈 dual(|x|), xx′ 〉. Wir legen also C(xx′) = C(〈 dual(|x|), xx′ 〉)
fest. Da die Bits von dual(|x|) verdoppelt werden, ergibt sich (siehe (1.7)):
|〈 dual(|x|), xx′ 〉| ≤ 2(⌊log |x|⌋+ 1) + |x|+ |x′|
Falls x′ ku¨rzer als x sein sollte, kann man auch die La¨nge von x′ vor xx′
schreiben, um eine noch bessere Komprimierung zu erhalten. Diese U¨berle-
gungen fu¨hren zu folgendem Satz.
Satz 3.3 Es existiert eine Konstante c, so dass fu¨r alle x, x′ ∈ B∗
C(xx′) ≤ C(x) + C(x′) + 2 log(min {C(x), C(x′)}) + c
gilt.
Beweis Wir betrachten den Fall, dass C(x) ≤ C(x′) ist, und zeigen
C(xx′) ≤ C(x) + C(x′) + 2 log C(x) + c′ (3.20)
Analog kann fu¨r den Fall, dass C(x′) ≤ C(x) ist,
C(xx′) ≤ C(x) + C(x′) + 2 log C(x′) + c′′ (3.21)
gezeigt werden. Aus (3.20) und (3.21) folgt dann unmittelbar die Behauptung
des Satzes.
Sei also C(x) ≤ C(x′) sowie b∗(x) = 〈A 〉 und b∗(x′) = 〈B 〉 und damit
ΦU 〈A 〉 = x bzw. ΦU 〈B 〉 = x
′. Sei D ein Programm, welches zuna¨chst tes-
tet, ob eine Bitfolge die Struktur v 01w mit v ∈ {00, 11}∗ und w ∈ B∗ hat.
Falls das zutrifft, testet D, ob wert(d−1(v)) ≤ |w| ist, wobei d die in (1.17)
definierte Bit-Verdoppelungsfunktion ist. Falls auch das zutrifft, u¨berpru¨ft D,
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ob der Pra¨fix der La¨nge wert(d−1(v)) von w sowie der verbleibende Suffix
Codierungen von Programmen sind. Gegebenenfalls fu¨hrt D beide Program-
me aus und konkateniert deren Ausgaben; diese Konkatenation ist die Ausga-
be von D. In allen anderen Fa¨llen ist D fu¨r die eingegebene Bitfolge nicht
definiert. Fu¨r das so definierte Programm D gilt
ΦD 〈 dual(|〈A 〉|), AB 〉 = ΦU 〈A 〉ΦU 〈B 〉
und damit
ΦU 〈D, dual(|〈A 〉| , AB 〉 = xx
′
b(xx′) = 〈D, dual(|〈A 〉|),AB 〉 ist also eine Beschreibung von xx′. Es folgt
|b(xx′)| = 2(|〈D 〉|+ |dual(|〈A 〉|)|+ 2) + |〈AB 〉|
≤ 2(|〈D 〉|+ 2) + 2(log⌊|b∗(x)|⌋+ 1) + |b∗(x)|+ |b∗(x′)| (3.22)
D ist unabha¨ngig von x und x′. So setzen wir c′ = 2(|〈D 〉|+3) und erhalten
aus (3.22)
C(xx′) = |b∗(xx′)| ≤ |b(xx′)| ≤ C(x) + C(x′) + 2 log C(x) + c′
womit (3.20) gezeigt ist. ✷
Bemerkung 3.3 Auch wenn noch Verbesserungen mo¨glich sein sollten, gilt
jedoch, dass sich diese logarithmische Differenz zur intuitiven Vermutung ge-
nerell nicht vermeiden la¨sst, d.h., dass C(xx′) ≤ C(x) + C(x′) + c im Allge-
meinen nicht erreichbar ist. Dieses werden wir im folgenden Kapitel in Satz
4.3 beweisen. ✷
Aus dem Satz 3.1 und dessen Beweis la¨sst sich leicht folgern, dass
C(xn) ≤ C(x) + O(1)
fu¨r jedes fest gewa¨hlte n ist.
Ist n variabel, dann kann n in den Programmen zur Erzeugung von xn nicht
”
fest verdrahtet“ sein, sondern n muss eine Eingabe fu¨r die Programme sein.
Es geht also um die Berechnung der Funktion f : N
0
× B∗ → B∗ definiert
durch f(n, x) = xn. Diese ko¨nnen wir dual codieren durch f : B∗ → B∗
mit f 〈 dual(n), x 〉 = xn. Sei b∗(x) = 〈A 〉 die ku¨rzeste Beschreibung fu¨r x,
womit ΦU 〈A 〉 = x gilt. Sei F ein Programm, welches – wie das oben be-
schriebene ProgrammD – zuna¨chst testet, ob eine Bitfolge die Struktur v 01w
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mit v ∈ {00, 11}∗ und w ∈ B∗ hat. Falls das zutrifft, u¨berpru¨ft F , ob w Co-
dierung eines Programms ist. Gegebenenfalls fu¨hrt F dieses aus und kopiert
dessen Ausgabe (wert(d−1(v))− 1)-mal, wobei d die in (1.17) definierte Bit-
Verdoppelungsfunktion ist; die Konkatenation der insgesamt wert(d−1(v))
Kopien ist die Ausgabe von F . In allen anderen Fa¨llen ist F fu¨r die einge-
gebene Bitfolge nicht definiert. Fu¨r das so definierte Programm F gilt
ΦF 〈 dual(n), A 〉 = (ΦU 〈A 〉)
n
Damit gilt
ΦU 〈F, dual(n), A 〉 = x
n
und b(xn) = 〈F, dual(n), b∗(x) 〉 ist eine Beschreibung von xn. Es folgt
|b(xn)| = 2(|〈F 〉|+ |dual(n)|+ 2) + |〈A 〉|
≤ 2(|〈F 〉|+ ⌊log n⌋+ 3) + |b∗(x)|
= 2(|〈F 〉|+ 3) + 2 ⌊log n⌋+ |b∗(x)|
Es folgt mit c = 2(|〈F 〉|+ 3):
C(xn) = |b∗(xn)|
≤ |b(xn)|
≤ |b∗(x)|+ 2 ⌊log n⌋+ c
= C(x) + O(log n) (3.23)
Diese Aussage kann auch mithilfe von Satz 3.1 hergeleitet werden:
C 〈 dual(n), x 〉 ≤ |〈 dual(n), x 〉|+ O(1)
≤ 2(|dual(n)|+ 1) + C(x) + O(1)
≤ 2(⌊log n⌋+ 2) + C(x) + O(1)
= C(x) + O(log n)
Wir betrachten noch den Spezialfall, dass n eine Zweierpotenz ist: n = 2k,
k ∈ N. Dann beno¨tigen wir zur Erzeugung von xn nicht den Parameter n,
sondern den Exponenten k = log n. Dann ergibt sich aus den obigen U¨berle-
gungen
C 〈 dual(k), x 〉 = C 〈 dual(log n), x 〉
≤ |〈 dual(log n), x 〉|+ O(1)
≤ 2(|dual(log n)|+ 1) + C(x) + O(1)
≤ 2(⌊log log n⌋+ 2) + C(x) + O(1)
= C(x) + O(log log n) (3.24)
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Als weiteren Spezialfall betrachten wir die Folgen x = 1ℓ und x = 0ℓ fu¨r ein
beliebiges, aber festes ℓ ∈ N. Abbildung 1 zeigt ein Programm, welches 1ℓ
erzeugt. Es folgt, dass fu¨r jedes ℓ eine Konstante cℓ existiert mit
C(1ℓ) ≤ cℓ (3.25)
Entsprechendes gilt fu¨r x = 0ℓ.
read();
write(1ℓ).
Abb. 1: Programm zur Erzeugung des Wortes 1ℓ.
Aus (3.24) und (3.25) folgt, dass fu¨r x ∈ {0, 1} und n = 2k
C(xn) ≤ log log n+ O(1) (3.26)
gilt.
Im folgenden Satz greifen wir eine Bemerkung aus Abschnitt 1.4 – jetzt be-
zogen auf natu¨rliche Zahlen – auf, na¨mlich dass die Art der Codierung von
Zahlen keinen wesentlichen Einfluss auf deren Kolmogorov-Komplexita¨t hat.
Satz 3.4 Es existiert eine Konstante c, so dass fu¨r alle n ∈ N
0
|C(n)− C(1n)| ≤ c (3.27)
gilt.
Beweis Wir halten zuna¨chst fest, dass wir in (2.4) C(n) = C(dual(n)) fest-
gelegt haben.
Es sei b∗(1n) = 〈A 〉, also ΦU 〈A 〉 = 1
n. Sei B ein Programm, welches
bei Eingabe w ∈ B∗ u¨berpru¨ft, ob w die Codierung eines Prgramms ist, und
gegebenenfalls das Programm ausfu¨hrt. Besteht die Ausgabe aus einer Folge
von Einsen, dann za¨hlt B diese und gibt die Anzal als Dualzahl aus. In allen
anderen Fa¨llen liefertB keine Ausgabe. Es gilt dann offensichtlichΦB 〈A 〉 =
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dual(n) und damitΦU 〈B,A 〉 = dual(n). b(dual(n)) = 〈B,A 〉 ist also eine
Beschreibung von dual(n). Es folgt
C(n) = C(dual(n)) = |b∗(dual(n))|
≤ |b(dual(n))|
= |〈B,A 〉|
= 2(|〈B 〉|+ 1) + |〈A 〉|
= |b∗(1n)|+ c′
= C(1n) + c′
fu¨r c′ = 2(|〈B 〉|+ 1). Es existiert also eine Konstante c′, so dass
C(n)− C(1n) ≤ c′ (3.28)
gilt.
Sei nun b∗(dual(n)) = 〈A 〉, also ΦU 〈A 〉 = dual(n). Sei B ein Programm,
welches bei Eingabe w ∈ B∗ u¨berpru¨ft, ob w die Codierung eines Prgramms
ist, und gegebenenfalls die Ausgabe 1wert(ΦU (w)) erzeugt, ansonsten liefert B
keine Ausgabe. Es gilt dann
ΦB 〈A 〉 = 1
wert(ΦU 〈A 〉) = 1wert(dual(n)) = 1n
und damit ΦU 〈B,A 〉 = 1
n. b(1n) = 〈B,A 〉 ist also eine Beschreibung von
1n. Es folgt
C(1n) = = |b∗(1n)|
≤ |b(1n)|
= |〈B,A 〉|
= 2(|〈B 〉|+ 1) + |〈A 〉|
= |b∗(dual(n))|+ c′′
= C(dual(n)) + c′′
= C(n) + c′′
fu¨r c′′ = 2(|〈B 〉|+ 1). Es existiert also eine Konstante c′′, so dass
C(1n)− C(n) ≤ c′′ (3.29)
gilt.
Mit c = max {c′, c′′} folgt aus (3.28) und (3.29) die Behauptung (3.27). ✷
Zum Schluss dieses Kapitels betrachten wir noch die Differenz der Kolmo-
gorov-Komplexita¨t C(x) und C(x′) von Bitfolgen x, x′ ∈ B∗.
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Satz 3.5 Es existiert eine Konstante c, so dass fu¨r alle x, h ∈ B∗ gilt:
|C(x+ h)− C(x)| ≤ 2 |h|+ c (3.30)
Beweis Sei b∗(x) = 〈A 〉 die ku¨rzeste Beschreibung von x; es ist also
ΦU 〈A 〉 = x. Sei F ein Programm, welches zuna¨chst testet, ob eine ein-
gegebene Bitfolge u die Struktur u = v01w mit v ∈ {00, 11}∗ und w ∈ B∗ hat
und w die Codierung eines Programms von M ist. Falls das nicht der Fall
ist, liefert F keine Ausgabe, ansonsten berechnet F die Summe von d−1(v)
und der Ausgabe der Ausfu¨hrung von w (falls die Ausfu¨hrung w nicht termi-
niert, liefert F natu¨rlich ebenfalls keine Ausgabe.). Dabei ist d die in (1.17)
definierte Bit-Verdopplungsfunktion. Fu¨r F gilt
ΦF 〈h,A 〉 = h+ ΦU 〈A 〉 = h+ x
und damit
ΦU 〈F, h,A 〉 = x+ h
Es folgt, dass b(x + h) = 〈F, h,A 〉 eine Beschreibung von x + h ist. Damit
gilt
C(x+ h) = |b∗(x+ h)| ≤ |b(x+ h)| = |〈F, h,A 〉|
= 2(|〈F 〉|+ |h|+ 2) + |〈A 〉|
= 2 |〈F 〉|+ 4 + 2 |h|+ |b∗(x)|
= C(x) + 2 |h|+ c′
mit c′ = 2(|〈F 〉|+ 2). E existiert also eine Konstante c′ mit
C(x+ h)− C(x) ≤ 2 |h|+ c′ (3.31)
Sei nun b∗(x + h) = 〈A 〉 die ku¨rzeste Beschreibung von x + h; es ist also
ΦU 〈A 〉 = x + h. Sei G ein Programm, welches zuna¨chst testet, ob eine
eingegebene Bitfolge u die Struktur u = v01w mit v ∈ {00, 11}∗ und w ∈
B
∗ hat und w die Codierung eines Programms von M ist. Falls das nicht
der Fall ist, liefert G keine Ausgabe, ansonsten fu¨hrt G das Programm aus
und bestimmt, falls die Ausfu¨hrung von G eine Ausgabe liefert, die Differenz
ΦU(w)− d
−1(v) (falls der Subtrahend gro¨ßer als der Minuend sein sollte, ist
die Ausgabe 0). Fu¨r G gilt
ΦG 〈h,A 〉 = ΦU 〈A 〉 − h = x+ h− h
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und damit
ΦU 〈G, h,A 〉 = x
Es folgt, dass b(x) = 〈G, h,A 〉 eine Beschreibung von x ist. Damit gilt
C(x) = |b∗(x)| ≤ |b(x)| = |〈G, h,A 〉|
= 2(|〈G 〉|+ |h|+ 2) + |〈A 〉|
= 2 |〈G 〉|+ 4 + 2 |h|+ |b∗(x+ h)|
= C(x+ h) + 2 |h|+ c′′
mit c′′ = 2(|〈G 〉|+ 2). Es existiert also eine Konstante c′′ mit
C(x)− C(x+ h) ≤ 2 |h|+ c′′ (3.32)
Mit c = max {c′, c′′} folgt dann aus (3.31) und (3.32)
|C(x+ h)− C(x)| ≤ 2 |h|+ c
womit die Behauptung gezeigt ist. ✷
4 (Nicht-) Komprimierbarkeit und Zufa¨lligkeit
Satz 2.1 zeigt, dass eine minimale Beschreibung einer Zeichenkette niemals
viel la¨nger als die Zeichenkette selbst ist. Sicherlich gibt es Zeichenketten,
deren minimale Beschreibung sehr viel ku¨rzer als die Zeichenkette selbst
ist, etwa wenn sie Redundanzen entha¨lt, wie z.B. die Zeichenkette xx (siehe
Satz 3.1). Es stellt sich die Frage, ob es Zeichenketten gibt, deren minima-
le Beschreibungen la¨nger als sie selber sind. Wir zeigen in diesem Kapitel,
dass solche Zeichenketten existieren. Eine kurze Beschreibung einer solchen
Zeichenkette besteht dann aus einem Programm, welches im Wesentlichen
nichts anderes tut, als diese auszudrucken. Zuna¨chst fu¨hren wir den Begriff
der Komprimierbarkeit von Zeichenketten ein und werden diesen verwenden,
um einen Zufa¨lligkeitsbegriff einzufu¨hren.
Definition 4.1 Sei c ∈ N und x ∈ B∗.
a) x heißt c-komprimierbar genau dann, wenn C(x) ≤ |x| − c gilt. Falls
es ein c gibt, so dass x c-komprimierbar ist, dann nennen wir x auch re-
gelma¨ßig.
4 (NICHT-) KOMPRIMIERBARKEIT UND ZUFA¨LLIGKEIT 35
b) Falls x nicht 1-komprimierbar ist, d.h. wenn C(x) ≥ |x| ist, dann nennen
wir x nicht komprimierbar oder zufa¨llig. ✷
Wo¨rter sind also regelma¨ßig, falls sie Beschreibungen besitzen, die deutlich
ku¨rzer als sie selbst sind. Diese Eigenschaft trifft insbesondere auf periodisch
aufgebaute Wo¨rter zu. Wo¨rter sind dementsprechend zufa¨llig, wenn ihr Auf-
bau keine Regelma¨ßigkeiten zeigt. Diese ko¨nnen quasi nur durch sich selbst
beschrieben werden.
Der folgende Satz besagt, dass es Wo¨rter gibt, die nicht komprimierbar im
Sinne der Kolmogorov-Komplexita¨t sind, und zwar gibt es sogar fu¨r jede Zahl
n mindestens ein Wort mit der La¨nge n, dass nicht komprimierbar ist.
Satz 4.1 Zu jeder Zahl n ∈ N gibt es mindestens ein Wort x ∈ B∗, so dass
C(x) ≥ |x| = n
ist.
Beweis Es gilt |Bn| = 2n. Es seien xi, 1 ≤ i ≤ 2
n, die Elemente von Bn, und
b∗(xi) die ku¨rzeste Beschreibung von xi. Somit gilt
C(xi) = |b
∗(xi)| (4.1)
Fu¨r i 6= j ist b∗(xi) 6= b
∗(xj). Es gibt also 2
n ku¨rzeste Beschreibungen b∗(xi),
1 ≤ i ≤ 2n. Es gilt b∗(xi) ∈ B
∗ sowie |Bi| = 2i. Die Anzahl der nicht leeren





2i = 2n − 2 < 2n
Unter den 2n Wo¨rtern b∗(xi), 1 ≤ i ≤ 2
n, muss es also mindestens eines mit
einer La¨nge von mindestens n geben. Sei k mit |b∗(xk)| ≥ n. Es folgt mit (4.1)
C(xk) = |b
∗(xk)| ≥ n
und damit die Behauptung. x = xk ist also nicht komprimierbar. ✷
Aus dem Beweis des Satzes folgt: Fu¨r c ∈ N kann es nur ho¨chstens 2n−c+1−1
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Es gibt also z.B. weniger als 2n−7 Bitfolgen der La¨nge n mit einer Kolmo-
gorov-Komplexita¨t kleiner oder gleich n − 8. Der Anteil 8-komprimierbarer
Bitfolgen betra¨gt
2−7 < 0, 8%
Das heißt, dass mehr als 99% Prozent aller Bitfolgen der La¨nge n eine Kolmo-
gorov-Komplexita¨t gro¨ßer als n− 8 haben. Es ist also sehr unwahrscheinlich,
dass eine zufa¨llig erzeugte Bitfolge c-komprimierbar ist.
Aus dem Satz folgt unmittelbar
Folgerung 4.1 Es gibt unendlich viele Wo¨rter x ∈ B∗ mit C(x) ≥ |x|, d.h. es
gibt unendlich viele Wo¨rter, die nicht komprimierbar sind. ✷
Des Weiteren ko¨nnen wir die Mindestanzahl von Zeichenketten der La¨nge n
angeben, die nicht c-komprimierbar sind.
Folgerung 4.2 Seien c, n ∈ N. Es gibt mindesten 2n(1−2−c+1)+1 Elemente
x ∈ Bn, die nicht c-komprimierbar sind.
Beweis Wie im Beweis von Satz 4.1 ko¨nnen wir u¨berlegen, dass ho¨chstens
2n−c+1 Zeichenketten der La¨nge n c-komprimierbar sind, weil ho¨chstens so
viele minimale Beschreibungen der La¨nge n − c existieren. Also sind die
restlichen 2n − (2n−c+1 − 1) = 2n(1 − 2−c+1) + 1 Zeichenketten nicht c-
komprimierbar. ✷
Bemerkung 4.1 Die Folgerung 4.2 kann wie folgt umformuliert werden: Sei-
en c, n ∈ N. Dann gibt es mindesten 2n(1− 2−c+1) + 1 Elemente x ∈ Bn, fu¨r
die
C(x) > n− c = log 2n − c = log |Bn| − c
gilt. ✷
Eine Vermutung, die man haben ko¨nnte, ist, dass die Kolmogorov-Kom-
plexita¨t Pra¨fix-momoton ist, d.h., dass C(x) ≤ C(xy) fu¨r alle x, y ∈ B∗ gilt.
Das trifft allerdings im Allgemeinen nicht zu; die Komplexita¨t eines Pra¨fixes
kann gro¨ßer sein als die der gesamten Bitfolge. Dazu betrachten wir folgendes
Beispiel: Sei xy = 1n mit n = 2k, also k = log n, dann gibt es wegen (3.26)
ein c mit
C(xy) = C(1n) ≤ log log n+ c (4.2)
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Laut obiger Bemerkung existieren zu c und k mindestens 2k(1 − 2−c+1) + 1
Elemente z ∈ Bk mit
C(z) > k − c = log n− c (4.3)
Fu¨r z ∈ Bk gilt wert(z) < 2k = n. Damit ist x = 1wert(z) ein Pra¨fix von
xy = 1n. Hieraus folgt mit Satz 3.4 (siehe Teil 1 des Beweises) und (4.3),




> log n− c− c′ (4.4)
Aus (4.2) und (4.4) folgt dann fu¨r hinreichend große n: C(x) > C(xy). Kom-
primierbare Zeichenketten ko¨nnen also nicht komprimierbare Pra¨fixe enthal-
ten.
Andererseits gilt
Satz 4.2 Sei d ∈ N gegeben. Ein hinreichend langes Wort x ∈ B∗ besitzt
immer ein Pra¨fix w, das d-komprimierbar ist, d.h. fu¨r welches C(w) ≤ |w|−d
gilt.
Beweis Sei v ein Pra¨fix von x mit τ(v) = i, d.h. mit ν(i) = v. Es ist also
x = vβ, und v ist das i-te Wort in der lexikografischen Aufza¨hlung der Wo¨rter
von B∗. Sei nun w′ das Infix von x der La¨nge i, also mit |w′| = i, welches
auf v folgt. Es ist also x = vw′β′ mit |w′| = i. Wir setzen w = vw′, womit
x = wβ′ ist. Das Wort w kann aus dem Wort w′ erzeugt werden, denn es ist
w = ν(|w′|)w′. Die Funktionen τ , | · | sowie die Konkatenation von Wo¨rtern
sind total berechenbare Funktionen, mit denen aus einem Wort w′ das Wort
w = vw′ berechent werden kann. Wegen Folgerung 3.2 gibt es eine Konstante
c, so dass C(w) ≤ |w′|+ c ist, wobei c weder von x noch von v abha¨ngt. Des
Weiteren ist |w| = |v| + |w′|. Wenn wir also das Pra¨fix v von x so wa¨hlen,
dass |v| ≥ c+ d ist, dann gilt
C(w) ≤ |w′|+ c = |w| − |v|+ c ≤ |w| − (c+ d) + c = |w| − d
womit die Behauptung gezeigt ist. ✷
Mithilfe der obigen U¨berlegungen ko¨nnen wir nun auch zeigen, dass die
Kolmogorov-Komplexita¨t nicht subadditiv ist (siehe Bemerkung 3.3).
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Satz 4.3 Es existiert eine Konstante b, so dass fu¨r alle x, x′ ∈ B∗ mit |x| , |x′| ≤
n
C(xx′) > C(x) + C(x′) + log n− b
gilt.
Beweis Es sei B = {(x, x′) ∈ B∗ × B∗ | |x|+ |x′| = n}. Fu¨r B gilt |B| =
2n(n + 1). Wegen der Folgerung 4.2 gibt es mindestens ein Paar xx′ ∈ B,
welches nicht 1-komprimierbar ist. Fu¨r dieses Paar gilt wegen Bemerkung
4.1
C(xx′) ≥ log |B| − 1 = log ( 2n(n+ 1) )− 1 ≥ n+ log n− 1 (4.5)
Wegen Satz 3.1 gibt es eine von x und x′ unabha¨nige Konstante b, so dass
C(x) + C(x′) ≤ |x|+ |x′|+ b (4.6)
gilt. Mit (4.5) und (4.6) gilt
C(xx′) ≥ n+ log n− 1
= |x|+ |x′|+ log n− 1
≥ C(x) + C(x′)− b+ log n− 1
> C(x) + C(x′) + log n− b
womit die Behauptung gezeigt ist. ✷
Die obigen U¨berlegungen ko¨nnen wir ebenfalls verwenden, um die wesent-
liche Frage zu beantworten, ob es ein Verfahren gibt, mit dem die Kolmogorov-
Komplexita¨t C(x) fu¨r jedes x ∈ B∗ bestimmt werden kann. Der folgende Satz
beantwortet diese Frage negativ.
Satz 4.4 Die Kolmogorov-Komplexita¨t C ist nicht berechenbar.
Beweis Wir nehmen an, dass es ein Programm C gibt, dass die Funktion
C fu¨r alle x ∈ B∗ berechnet. Sei xn das erste Wort in der lexikografischen
Ordnung von B∗ mit C(xn) ≥ n (ein solches Wort existiert gema¨ß Satz 4.1
und Folgerung 4.1). Die in Abbildung 2 dargestellte FamilieWn, n ∈ N, von
While-Programmen berechnet die Folge dieser xn mit C(xn) ≥ n. Da alle
Programme Wn bis auf die (”
fest verdrahtete“) Zahl n identisch sind, sind
die Bina¨rcodierungen aller Wn ohne n identisch und damit unabha¨ngig von
n konstant lang. Diese La¨nge sei c. Es folgt
C(xn) ≤ ⌊log n⌋+ 1 + c
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read();
x := ε;




Abb. 2: While-ProgrammeWn zur Erzeugung des ku¨rzesten Wortes xn
mit C(xn) ≥ n.
Fu¨r xn gilt aber C(xn) ≥ n. Es folgt, dass
n ≤ C(xn) ≤ ⌊log n⌋+ 1 + c
sein muss. Diese Ungleichung kann aber nur fu¨r endlich viele n ∈ N zutreffen.
Unsere Annahme, dass die Funktion C berechenbar ist, ist also falsch. ✷
Leider ist die Kolmogorov-Komplexita¨t einer Zeichenkette nicht berechenbar.
Allerdings gibt es eine berechenbare Funktion, mit der wir C(x) approximie-
ren ko¨nnen.







limt→∞ Γ(t, x) = C(x).
Beweis Γ sei durch das in Abbildung 3 dargestellte Programm definiert. We-
gen Satz 3.1 existiert eine Konstante c mit C(x) ≤ |x|+ c fu¨r alle x ∈ B∗. Der
Beweis dieses Satzes zeigt, dass sich ein solches c bestimmen la¨sst. Deswegen
kann im in Abbildung 3 dargestellten Programm |x| + c als Schleifengren-
ze verwendet werden. Dieses Programm benutzt außerdem das Programm C,












1, fallsU angewendet aufA innerhalb von t Schritten ha¨lt
0, sonst
berechnet. Das Programm probiert in lexikografischer Ordnung alle Program-
me mit einer La¨nge kleiner gleich |x|+c durch, ob diese in ho¨chstens t Schrit-
ten x erzeugen. Falls es solche Programme gibt, wird die La¨nge des ku¨rzesten
von diesen ausgegeben. Falls es ein solches Programm nicht gibt, wird die
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obere Schranke |x| + c von C(x) ausgegeben. Es ist offensichtlich, dass das
Programm fu¨r alle Eingaben (t, x) anha¨lt, Γ ist also eine total berechenba-
re Funktion. Des Weiteren ist offensichtlich, dass Γ monoton fallend in t ist,
d.h. es ist Γ(t, x) ≥ Γ(t′, x) fu¨r t′ > t, und ebenso offensichtlich ist, dass
C(x) ≤ Γ(t, x) fu¨r alle t gilt. Der Grenzwert limt→∞ Γ(t, x) existiert fu¨r je-
des x, denn fu¨r jedes x gibt es ein t, so dass U in t Schritten mit Ausgabe x
anha¨lt, na¨mlich wenn U die Eingabe eines Programms A mit 〈A 〉 = b∗(x),
d.h. mit |〈A 〉| = C(x), erha¨lt.
Da fu¨r jedes x der Grenzwert limt→∞ Γ(t, x) existiert, Γ(t, x) eine monoton





while |〈A 〉| < |x|+ c do
if ΦC 〈 arg1U,A, t 〉 = 1 and ΦU 〈A 〉 = x then M :=
M ∪ {A}
else A := suc(A) endif
endwhile;
if M 6= ∅ then return min {|〈A 〉| : A ∈M}
else return(|x|+ c)endif.
Abb. 3: Programm zur Berechnung der Approximation Γ(t, x) von
C(x).
Bemerkung 4.2 C ist keine berechenbare Funktion, deswegen kann algorith-
misch nicht entschieden werden, ob Γ(t, x) = C(x) ist. C(x) kann aber durch




Satz 4.6 Es gibt berechenbare Funktionen g, h : B∗ → B∗ mit g(b∗(x)) =
〈x, C(x) 〉 bzw. mit h 〈x, C(x) 〉 = b∗(x).
Beweis g kann durch folgendes Programm A berechnet werden: A testet,
ob eine Eingabe w Codierung eines Programms ist. Falls ja, bestimmt A die
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La¨nge von w und fu¨hrt w aus. Die Ausgabe von A ist dann die Ausgabe des
Programms w sowie |w|. Es gilt also:
ΦA(w) =
{





∗(x)), |b∗(x)| 〉 = 〈x, C(x) 〉
und damit ΦA(b
∗(x)) = g(b∗(x)), d.h. g wird von A berechnet.
h kann durch das folgende Programm A berechnet werden: A erha¨lt als Ein-
gabe x sowie C(x), die La¨nge des ku¨rzesten Programms, welches x berechnet.
A erzeugt der Reihe nach alle Programme mit der La¨nge C(x) und fu¨hrt diese
jeweils aus. Wenn ein erzeugtes Programm B die Ausgabe x hat, dann gibt
A dieses aus, es ist dann na¨mlich b∗(x) = 〈B 〉 die ku¨rzeste Beschreibung
von x. Da C(x) als Eingabe existiert, muss A ein Programm dieser La¨nge x
erzeugen. ✷
Bemerkung 4.3 Der Satz 4.6 besagt, dass b∗(x) und 〈x, C(x) 〉 im Wesent-
lichen denselben Informationsgehalt haben. Denn mit Satz 3.2 folgt aus dem
Teil 1 des obigen Satzes
C 〈x, C(x) 〉 = C(g(b∗(x))) ≤ C(b∗(x)) + c
Wir wollen zum Schluss dieses Kapitels noch die Frage beantworten, ob
die ku¨rzeste Beschreibung eines Wortes komprimierbar ist. Die Vermutung,
dass das nicht der Fall ist, besta¨tigt der folgende Satz.
Satz 4.7 Es existiert eine Konstante c ∈ N, so dass b∗(x) fu¨r alle x ∈ B∗
nicht c-komprimierbar ist.
Beweis Sei b∗(x) = 〈B 〉 die ku¨rzeste Beschreibung von x; es gilt also
ΦU 〈B 〉 = x. Wir u¨berlegen uns folgendes Programm A mit Eingabe y: A
u¨berpru¨ft, ob y Codierung eines Programms ist. Gegebenenfalls fu¨hrt A die-
ses Programm aus. Dann u¨berpru¨ft A, ob die resultierende Ausgabe ebenfalls
die Codierung eines Programms ist. Ist das der Fall, dann fu¨hrt A auf dieses
Programm das universelles Programm aus. Das Ergebnis dieser Anwendung
4 (NICHT-) KOMPRIMIERBARKEIT UND ZUFA¨LLIGKEIT 42
ist dann die Ausgabe von A. In allen anderen Fa¨llen ist A nicht definiert. Mit
dieser Festlegung von A gilt
ΦA(b
∗(b∗(x))) = x (4.7)
denn b∗(b∗(x)) ist Codierung eines Programms, und b∗(b∗(x)) = b∗ 〈B 〉 ist
das ku¨rzeste Programm, welches 〈B 〉 erzeugt. Das heißt: b∗ 〈B 〉 ist die Co-
dierung eines Programms, dessen Ausfu¨hrung die Codierung 〈B 〉 erzeugt.
Die Anwendung des universellen Programmes hierauf liefert die Ausgabe x.
Es gilt also
ΦU 〈A, b
∗(b∗(x)) 〉 = x (4.8)
und damit ist
b(x) = 〈A, b∗(b∗(x)) 〉 (4.9)
eine Beschreibung von x. Wir setzen
c = 2 |〈A 〉|+ 3 (4.10)
und zeigen im Folgnden, dass dieses c die Behauptung des Satzes erfu¨llt. Dazu
nehmen wir an, dass b∗(x) c-komprimierbar fu¨r ein x ∈ B∗ ist, d.h. dass fu¨r
dieses x
C(b∗(x)) ≤ |b∗(x)| − c
und damit
|b∗(b∗(x))| ≤ |b∗(x)| − c (4.11)
ist. Mit (4.9), (4.10) und (4.11) folgt
|b∗(x)| ≤ |b(x)|
= 2(|〈A 〉|+ 1) + |b∗(b∗(x))|
= c− 1 + |b∗(b∗(x))|
≤ c− 1 + |b∗(x)| − c
= |b∗(x)| − 1
was offensichtlich einen Widerspruch darstellt. Damit ist unsere Annahme wi-
derlegt, und das gewa¨hlte c erfu¨llt die Behauptung. ✷
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5 Anwendungen
In diesem Kapitel werden einige Problemstellungen der Theoretischen Infor-
matik mithilfe der Kolmogorov-Komplexita¨t beleuchtet. Wir werden beispiel-
haft sehen, dass bekannte Aussagen der Theoretischen Informatik, die u¨bli-
cherweise mit Methoden und Techniken wie etwa die Diagonalisierung oder
das Pumping-Lemma fu¨r regula¨re Sprachen gezeigt werden, auch mithilfe der
Kolmogorov-Komplexita¨t bewiesen werden ko¨nnen. Diese Beweise basieren
auf folgender Idee: Zufa¨llige Bitfolgen x, d.h. solche, bei denen C(x) ≥ |x|
ist, ko¨nnen nicht komprimiert werden. Sei nun das Pra¨dikat P (y) zu bewei-
sen. Fu¨r einen Widerspruchsbeweis nimmt man an, dass ¬P (x) gilt fu¨r ein
nicht komprimierbares x. Folgt nun aus der Annahme, dass x komprimiert
werden kann, ist ein Widerspruch hergeleitet, und die Annahme muss falsch
sein.
Des Weiteren werden wir sehen, wie alle Entscheidbarkeitsfragen mithilfe
einer (unendlichen) Bitfolge, der so genannten Haltesequenz codiert werden
ko¨nnen.
5.1 Unentscheidbarkeit des Halteproblems
Als eine erste Anwendung zeigen wir, wie mithilfe der Unberechenbarkeit der
Kolmogorov-Komplexita¨t die Unentscheidbarkeit des Halteproblems gezeigt
werden kann. Das Halteproblem sei gegeben durch die Sprache
H = {〈A,w 〉 ∈ B∗ | w ∈ Def (ΦA)}
Satz 5.1 χH ist nicht berechenbar.
Beweis Wir nehmen an, dass χH berechenbar ist. Es sei H ∈ M ein Pro-
gramm, welches χH berechnet: ΦH = χH. Mithilfe von H konstruieren wir
das in Abbildung 4 dargestellte Programm C. Dabei ist ν(i) = w das i-te
Wort in der lexikografischen Anordnung der Wo¨rter von B∗ ist (siehe Bemer-
kung 1.1 f). Das Programm durchla¨uft die Wo¨rter von B∗ der Gro¨ße nach.
Es u¨berpru¨ft, ob das aktuelle Wort ein Programm A ∈ M darstellt. Falls
dieses zutrifft, wird u¨berpru¨ft, ob A angewendet auf das leere Wort anha¨lt.
Im gegebenen Fall wird u¨berpru¨ft, ob A dabei die Eingabe x erzeugt. Falls
ja, dann ist die La¨nge dieses Programmes die Kolmogorov-Komplexita¨t von
x: |b∗(x)| = |〈A 〉|. Das Programm terminiert und gibt die Kolmogorov-
Komplexita¨t
k = |〈A 〉| = C(x)
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von x aus. In allen anderen Fa¨llen wird das na¨chste Wort in der lexikografi-




while not gefunden do
A := ν(i);
if A ∈M then
if ΦH 〈A, ε 〉 = 1 then
if ΦU 〈A 〉 = x then
k := |〈A 〉|;
gefunden := true






Abb. 4: Programm C zur Berechnung der Kolmogorov-Komplexita¨t un-
ter der Voraussetzung, dass das Halteproblem entscheidbar ist.
Da alle Wo¨rter von B∗ durchlaufen werden, werden auch alle Programme von
M durchlaufen. Darunter ist auf jeden Fall eines, welches (ohne Eingabe)
das eingegebene Wort x erzeugt (mindestens das in Abbildung 5 dargestellte
Programm). Damit ist fu¨r jede Eingabe die Terminierung des Programms C
gesichert. Da die Programme der Gro¨ße nach durchlaufen werden, ist auch
gesichert, dass C das ku¨rzestes Programm, welches x erzeugt, findet.
read();
write(x).
Abb. 5: Naives Programm zur Erzeugung des Wortes x.
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Damit berechnet das Programm C die Kolmogorov-Komplexita¨t fu¨r jedes
x ∈ B. Daraus folgt, dass C eine berechenbare Funktion ist, ein Widerspruch
zu Satz 4.4. Unsere eingangs des Beweises gemachte und im Programm C
verwendete Annahme, dass χH berechenbar ist, muss also falsch sein. Damit
ist die Behauptung des Satzes gezeigt. ✷
Bemerkung 5.1 Der Beweis von Satz 5.1 gibt quasi eine Reduktion der Be-
rechung von C auf die Berechnung von χH an. ✷
5.2 Die Menge der Primzahlen ist unendlich
Ein bekannter Beweis fu¨r die Unendlichkeit der Menge P der Primzahlen geht
auf Euklid14 zuru¨ck und argumentiert etwa wie folgt: Es wird angenommen,
dass es nur endliche viele Primzahlen p1, . . . , pk, k ≥ 1, gibt. Damit bildet
man die Zahl n = p1 · . . . · pk + 1. Es folgt, dass keine der Primzahlen pi,
1 ≤ i ≤ k, ein Teiler von n sein kann. Dies ist ein Widerspruch zu der
Tatsache, dass jede Zahl n ∈ N
0
, n ≥ 2, mindestens einen Primteiler besitzt
(so ist z.B. der kleinste Teiler immer eine Primzahl). Die Annahme, dass P
endlich ist, fu¨hrt also zu einem Widerspruch.
Ein Beweis der Unendlichkeit von P kann z.B. wie folgt mithilfe der Kolmo-
gorov-Komplexita¨t gefu¨hrt werden. Fu¨r die Kolmogorov-Komplexita¨t natu¨rli-
cher Zahlen, siehe (2.4), gilt gema¨ß Folgerung 4.1, dass es unendlich viele
natu¨rliche Zahlen n ∈ N
0
mit
C(n) = C(dual(n)) ≥ |dual(n)| = ⌊log n⌋+ 1 (5.1)
gibt. Wir nehmen ein solches n und nehmen an, dass es nur endlich viele
Primzahlen p1, . . . , pk, k ≥ 1, gibt. Sei
n = pα11 · p
αk
2 · . . . · p
αk
k (5.2)
die eindeutige Faktorisierung von n; n ist also eindeutig durch die Exponenten
αi, 1 ≤ i ≤ k, erzeugbar, d.h. b(n) = 〈α1, . . . , αk 〉 ist eine Beschreibung von
n. Aus (5.2) folgt
n ≥ 2α1+...+αk
14Der griechische Mathematiker Euklid lebte wohl im 3. Jahrhundert vor Christus in Alex-
andria. In seinen Elementen stellte er die Erkenntnisse der damaligen griechischen Mathema-
tik in einheitlicher, systematischer Weise zusammen. Sein methodisches Vorgehen und seine
strenge, auf logischen Prinzipien beruhende Beweisfu¨hrung war beispielhaft und grundlegend
fu¨r die Mathematik bis in die Neuzeit.
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und daraus
log n ≥ α1 + . . .+ αk ≥ αi, 1 ≤ i ≤ k
und hieraus
|dual(αi)| ≤ ⌊log log n⌋+ 1, 1 ≤ i ≤ k
Insgesamt folgt nun





≤ k · 2(⌊log log n⌋+ 2) (5.5)
Dies ist aber ein Widerspruch zu (5.1), denn fu¨r jedes beliebige, aber feste
k ≥ 1 gilt
⌊log n⌋+ 1 > k · 2(⌊log log n⌋+ 2)
fu¨r fast alle n. Damit haben wir auch auf diese Art und Weise die Annahme,
dass P endlich ist, widerlegt.
5.3 Regula¨re Sprachen
Der (Widerspruchs-) Beweis, dass eine formale Sprache L nicht regula¨r ist,
wird u¨blicherweise mithilfe des Pumping-Lemmas fu¨r regula¨re Sprachen ge-
fu¨hrt. Wir zeigen im Folgenden an zwei Beispielen, wie mithilfe der Kolmo-
gorov-Komplexita¨t gezeigt werden kann, dass eine Sprache nicht regula¨r ist.
Als Erstes betrachten wir die nicht regula¨re Sprache L =
{
0ℓ1ℓ | ℓ > 0
}
und
nehmen an, dass L regula¨r ist, dass also ein endlicher deterministischer Au-
tomat A mit Zustandsmenge S und Endzustandsmenge F existiert, der L ak-
zeptiert. Zu jedem k gibt es (eindeutig) einen (Nicht-End-) Zustand sk des
Automaten A, der nach Abarbeitung von 0k erreicht wird, sowie einen End-
zustand, in den A nach Abarbeitung von 1k in sk beginnend gelangt, und auf
dem Weg dorthin liegt kein Endzustand. A und der Zustand sk ko¨nnen als
eine Beschreibung von k angesehen werden. Denn wir ko¨nnen uns ein Pro-
gramm P u¨berlegen, das A als (
”
fest verdrahteten“) Bestandteil entha¨lt, und
das, wenn ihm sk u¨bergeben wird, eine Folge von Einsen produziert und sich
damit auf den Weg zum Endzustand macht. Dieser Endzustand wird nach ge-
nau k Einsen erreicht, womit P die Zahl k ausgeben kann.
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Da A die Wo¨rter 0k1k fu¨r alle k ≥ 1 akzeptiert, muss fu¨r jedes k ein (Nicht-
End-) Zustand sk existieren. Das heißt, wir ko¨nnen dem Programm P alle
mo¨glichen (Nicht-End-) Zusta¨nde s u¨bergeben. Das sind endlich viele Einga-
ben, und P geht fu¨r jedes s jeweils wie oben beschrieben vor und kann so alle
k ∈ N erzeugen.
Das bedeutet, dass wir eine geeignete Codierung 〈P, sk 〉 von P (inklusive
des
”
fest verdrahteten“ Automaten A) und sk als Beschreibung der Zahl k
ansehen ko¨nnen: b(k) = 〈P, sk 〉. Deren La¨nge |b(k)| ist unabha¨ngig von k,
also konstant. Damit gilt C(k) ≤ |b(k)| = |〈P, sk 〉|. Sei nun
c = max {|〈P, s 〉| | s ∈ S − F}
dann gilt C(k) ≤ c fu¨r alle k.
Wir verwenden nun wieder Folgerung 4.1, d.h. die Existenz von Zahlen n ∈
N
0
mit C(n) ≥ ⌊log n⌋+ 1, siehe (5.1). Sei nc ∈ N0 eine Zahl mit
C(nc) ≥ ⌊log nc⌋+ 1 > c (5.6)
Wenn wir nun das Wort 0nc1nc , also k = nc, wa¨hlen, folgt mit den obigen
U¨berlegungen C(nc) ≤ c, was offensichtlich ein Widerspruch zu (5.6) ist.
Damit ist unsere Annahme, dass L regula¨r ist, widerlegt.
Fu¨r das zweite Beispiel verwenden wir das so genannte Lemma der KC-
Regularita¨t.
Lemma 5.1 Sei L ⊆ {0, 1}∗ eine regula¨re Sprache, und fu¨r x ∈ {0, 1}∗
sei Lx = {y | xy ∈ L}. Des Weiteren sei f : N0 → {0, 1}
∗
eine rekursive
Aufza¨hlung von Lx (siehe Abschnitt 1.4). Dann existiert eine nur von L und f
abha¨ngende Konstante c, so dass fu¨r jedes x und y ∈ Lx mit f(n) = y gilt:
C(y) ≤ C(n) + c.
Beweis Sei A der endliche deterministische Automat, der L akzeptiert und s
der Zustand, den A nach Abarbeitung von x erreicht. Die Zeichenkette y mit
xy ∈ L und f(n) = y kann nun mithilfe von A, s und dem Programm Pf ,
welches f berechnet, bestimmt werden. Geeignete Codierungen von A, s, Pf
und n ko¨nnen somit als Beschreibung von y angesehen werden. Dabei sind die
Codierungen von A, s und Pf unabha¨ngig von y. Deren Gesamtla¨nge fassen
wir mit der Konstanten c zusammen. Damit folgt dann: C(y) ≤ C(n) + c. ✷
Wir wenden das Lemma an, um zu zeigen, dass die Sprache L = {1p | p ∈ P}
nicht regula¨r ist. Wir nehmen an, dass L regula¨r sei, und betrachten das Wort
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xy = 1p mit x = 1p
′
, wobei p die k + 1-te Primzahl und p′ die k-te Prim-
zahl ist. Des Weiteren sei f die lexikografische Aufza¨hlung von Lx. Dann gilt
f(1) = y = 1p−p
′
. Mit dem Lemma folgt dann: C(y) ≤ C(1) + O(1) = O(1).
Das bedeutet, dass die Differenz zwischen allen benachbarten Primzahlen je-
weils durch eine von diesen unabha¨ngige Konstante beschra¨nkt ist. Das ist ein
Widerspruch zur Tatsache, dass zu jeder Differenz d ∈ N zwei benachbarte
Primzahlen gefunden werden ko¨nnen, die mindestens den Abstand d haben.
5.4 Unvollsta¨ndigkeit formaler Systeme
Kurt Go¨del (siehe Fußnote Seite 15) hat gezeigt, dass die Konsistenz eines
hinreichend ma¨chtigen formalen Systems (z.B. ein die Arithmetik natu¨rlicher
Zahlen enthaltendes System) nicht innerhalb dieses Systems bewiesen werden
kann. Auch diese Unvollsta¨ndigkeit formaler Systeme, die u¨blicherweise mit
einem Diagonalisierungsbeweis gezeigt wird, kann mithilfe der Kolmogorov-
Komplexita¨t gezeigt werden.
Satz 5.2 Sei F ein formales System, dass folgende Eigenschaften erfu¨llt:
(1) Falls es einen korrekten Beweis fu¨r eine Aussage α gibt, dann ist diese
Aussage auch wahr.
(2) Fu¨r eine Aussage α und einen Beweis p kann algorithmisch entschieden
werden, ob p ein Beweis fu¨r α ist.
(3) Fu¨r jedes x ∈ B∗ und jedes n ∈ N
0
kann eine Aussage α(n, x) formu-
liert werden, die a¨quivalent zur Aussage
”
C(x) ≥ n“ ist.
Dann existiert ein t ∈ N
0
, so dass alle Aussagen α(x, n) fu¨r n > t in F nicht
beweisbar sind.
Beweis Wir betrachten zuna¨chst das Programm A in Abbildung 6: Falls es
fu¨r eine Eingabe n ein x gibt, fu¨r das die Aussage α(x, n) beweisbar ist, dann
findet A ein solches x.
Wir nehmen nun an, dass fu¨r alle n ein x existiert, so dass α(x, n) beweis-
bar ist. Dann findet das Programm A ein solches x. Die Beweisbarkeit von
α(x, n) bedeutet, dass C(x) ≥ n ist. Des Weiteren ist b(x) = 〈A, n 〉 eine Be-
schreibung von x, denn das Programm A erzeugt x bei Eingabe von n. Damit
gilt





for all x ∈ B∗ with |x| ≤ k do
for all p ∈ B∗ with |p| ≤ k do





k := k + 1
endwhile;
Abb. 6: While-Programm A zum Finden von Beweisen fu¨r die Aussagen
α(x, n).
mit c = 2 |〈A 〉| + 3. Insgesamt erhalten wir also wieder die Ungleichungen
n ≤ C(x) ≤ ⌊log n⌋ + c, die nur fu¨r endliche viele und insbesondere nicht
fu¨r hinreichend große n erfu¨llt sind. Damit erhalten wir einen Widerspruch,
womit unsere Annahme widerlegt ist. ✷
Bemerkung 5.2 Der obige Satz zeigt uns eine Mo¨glichkeit auf, in einem hin-
reichend ma¨chtigen formalen SystemF , welches die Bedingungen (1) - (3) des
Satzes erfu¨llt, Aussagen zu generieren, die wahr aber innerhalb des Systems
nicht beweisbar sind. Wir benutzen das Programm A, welches die von n und
x unabha¨nge konstante La¨nge c hat. Fu¨r n ∈ N
0
mit n > ⌊log n⌋ + c ist kei-
ne Aussage der Art C(x) ≥ n beweisbar. Wa¨hlen zufa¨llig eine Bitfolge x der
La¨nge n + 20, dann gilt die Aussage C(x) ≥ x mit einer Wahrscheinlichkeit
≥ 1− 2−20, aber diese Aussage ist in F nicht beweisbar. ✷
5.5 Die Kolmogorov-Komplexita¨t entscheidbarer Sprachen
Der folgende Satz besagt, dass entscheidbare Sprachen nur eine (sehr) geringe
Kolmogorov-Komplexita¨t besitzen.
Satz 5.3 Sei L ⊆ B∗ eine entscheidbare Sprache. Des Weiteren seien die
Wo¨rter von L lexikografisch angeordnet (siehe Bemerkung 1.1 d) und xn das
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n-te Wort in dieser Anordnung. Dann gilt
C(xn) ≤ ⌈log n⌉+ O(1)
Beweis Da L entscheidbar ist, ist χL berechenbar. Es sei CχL ∈M das Pro-
gramm, welches χL berechnet, und suc sei die total berechenbare Funktion,
welche zu einem Wort in der lexikografischen Anordnung der Wo¨rter von B∗
den Nachfolger bestimmt (siehe Bemerkung 1.1 c). Die in Abbildung 7 dar-
gestellten Programme Xn generieren jeweils das n-te Wort xn ∈ L. Wie in
anderen Beispielen in den vorherigen Abschnitten sind alle Programme bis
auf die Zahl n identisch, unabha¨ngig von n hat der identische Anteil eine




while i ≤ n do
if ΦCχL (z) = 1 then
xn := z;





Abb. 7: ProgrammXn zur Generierung des n-ten Wortes der entscheid-
baren Sprache L.
Die Wo¨rter entscheidbarer Sprachen haben also eine geringe Kolmogorov-
Komplexita¨t.
Satz 5.4 Die Sprache der zufa¨lligen, d.h. nicht komprimierbaren, Bitfolgen
L = {x ∈ B∗ | C(x) ≥ |x|}
ist nicht entscheidbar.
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Beweis Wir nehmen an, L sei entscheidbar, d.h. χL ist berechenbar. Es sei
CχL ∈ M das Programm, welches χL berechnet. In Abbildung 8 ist das Pro-
gramm AN dargestellt, welches die erste zufa¨llige Bitfolge x in der lexiko-
grafischen Anordnung von B∗ mit |x| > N berechnet (wegen Folgerung 4.1
existiert eine solche Folge). suc sei wieder die total berechenbare Funktion,
die zu jeder Folge x ihren Nachfolger in der lexikografischen Anordnung von
B




while not gefunden do
if |x| > N and ΦCχL (x) = 1 then
gefunden := true;




Abb. 8: Programm AN zur Berechnung der ersten zufa¨lligen Bitfolge x
mit |x| > N .
|x| > N und C(x) ≤ ⌈logN⌉+ c (5.7)
Da x zufa¨llig ist, gilt:
C(x) ≥ |x| (5.8)
Aus (5.7) und (5.8) erhalten wir
N < |x| ≤ C(x) ≤ ⌈logN⌉+ c
was fu¨r hinreichend große N offensichtlich einen Widerspruch darstellt. ✷
5.6 Die Chaitin-Konstante
Zuna¨chst u¨bertragen wir den Begriff zufa¨llig auf unendliche Bitfolgen, d.h.
wir betrachten jetzt die Elemente von Bω. Fu¨r eine Element x = x1x2x3 . . . ∈
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B
ω und ein n ∈ N sei x[n] = x1 . . . xn das Anfangsstu¨ck der La¨nge n von x,
und es sei x[n](i) = xi fu¨r 1 ≤ i ≤ n.
Definition 5.1 Eine Bitfolge x ∈ Bω heißt zufa¨llig genau dann, wenn eine
Konstante c ∈ N existiert, so dass
C(x[n]) > n− c
fu¨r alle n ∈ N gilt. ✷








1, ε ∈ Def (ϕi)
0, sonst
heißt Haltesequenz. ✷
Die HaltesequenzH ist also eine unendliche Bitfolge, deren i-tes Bit gleich 1
ist, wenn das i-te Programm (bei Eingabe des leeren Wortes) anha¨lt, ansons-
ten ist das Bit gleich 0. Es ist klar, dassH von der Go¨delisierung abha¨ngt. Wir
halten fest, dass aus der Nummer i das Programm ν(i) = A rekonstruiert und
dass die Sequenz H wegen der Unentscheidbarkeit des Halteproblems nicht
(vollsta¨ndig) berechnet werden kann.
Bemerkung 5.3 a) Die Sequenz H[k] gibt an,
(1) wie viele der ersten k Progamme anhalten und
(2) welche Programme das sind.
Dabei ko¨nnten wir die Information (2) aus der Information (1) gewinnen:
Sei l ≤ k die Anzahl der terminierenden Programme unter den k ersten. Wir
lassen alle k Programme parallel laufen, markieren die haltenden Programme
und za¨hlen diese. Falls l Programme gestoppt haben, ko¨nnen wir alle anderen
Programme auch anhalten.
b) Wenn wir wu¨ssten, wie groß die Wahrscheinlichkeit ist, mit der sich unter
den k ersten Go¨delnummern solche von terminierenden Programmen befin-
den, dann ko¨nnten wir die Anzahl l der terminierenden Programme durch
Multiplikation mit k bestimmen, denn es gilt




woraus sich bei gegebenem k und bekannter Wahrscheinlichkeit Prob [hi = 1]
l = k · Prob [H[k](i) = 1]
berechnen la¨sst.
c) Im Folgenden geht es im Wesentlichen darum, wie Prob [H[k](i) = 1] be-
stimmt werden kann. Daraus ko¨nnten l und damit gema¨ß a) die terminieren-
den Programme Ai, 1 ≤ i ≤ k, bestimmt werden. ✷
Hilfreich dafu¨r ist
Definition 5.3 Es sei x ∈ Bn. Dann heißt Ωn =
Prob[x beginnt mit der Go¨delnummer eines terminierenden Programms]
Haltewahrscheinlichkeit. ✷
Beispiel 5.1 Sei etwa
H = 00100000110000001010 . . .
Es ist also h3 = h9 = h10 = h17 = h19 = 1. Die entsprechenden Go¨delnum-
mern seien a1 = 11, a2 = 011, a3 = 0101, a4 = 1010, a5 = 0010. Es ergeben
sich folgende Haltewahrscheinlichkeiten:








, denn 110, 111 ∈ B3 beginnen mit der Go¨delnummer a1 = 11




, denn 1100, 1101, 1110, 1111 ∈ B4 beginnen mit der Go¨del-
nummer a1 = 11; 0110, 0111 ∈ B
4 beginnen mit der Go¨delnummer
a2 = 011; und 0101, 1010, 0010 ∈ B
4 sind die Go¨delnummern a3 =
0101, a4 = 1010 und a5 = 0010. ✷
Wir ko¨nnen uns vorstellen, eine Go¨delnummer durch Mu¨nzwurf zu generie-
ren. Ist die so entstehende Bitfolge eine Go¨delnummer, ko¨nnen wir aufho¨ren
zu wu¨rfeln, denn wegen der Pra¨fixfreiheit kann keine weitere Go¨delnummer
entstehen. Es kann vorkommen, dass keine Go¨delnummer gewu¨rfelt wird (das
Wu¨rfeln stoppt nicht).
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Wir ko¨nnen alle mo¨glichen Wu¨rfelsequenzen in einem Entscheidungsbaum
darstellen. Dieser Baum entha¨lt unendlich lange Pfade oder solche, die zu
Bla¨ttern fu¨hren und mit der Go¨delnummer eines Programmes markiert sind.
Im Beispiel 5.1 wird das Programm mit der Go¨delnummer a1 mit der Wahr-
scheinlichkeit 1
4











































Bemerkung 5.4 In der bina¨ren Darstellung von Ωn sind die Antworten zu
allen mathematischen Fragestellungen codiert, die sich u¨ber die Terminie-
rungseigenschaft eines Programms der La¨nge kleiner oder gleich n berech-
nen lassen.
Betrachten wir als Beispiel die Goldbachsche Vermutung:
”
Jede gerade na-
tu¨rliche Zahl gro¨ßer zwei la¨sst sich als Summe zweier Primzahlen darstel-
len.“ Diese Vermutung ist fu¨r eine große Anzahl von Fa¨llen besta¨tigt, aber
nicht endgu¨ltig bewiesen. Wir ko¨nnen uns ein Programm G ∈ M u¨berlegen,
welches die erste Zahl gro¨ßer zwei sucht, die sich nicht als Summe zweier
Primzahlen darstellen la¨sst. Sei |〈G 〉| = n. Die Anzahl der Go¨delnummern
von Programmen mit einer La¨nge kleiner oder gleich n la¨sst sich bestimmen.
Wenn wir Ωn kennen wu¨rden, dann ko¨nnten wir mit diesen beiden Angaben
die Anzahl der Bitfolgen bestimmen, die mit der Go¨delnummer eines terminie-
renden Programms beginnen. Aus der Bemerkung 5.3 folgt, dass wir mithilfe
dieser Kenntnisse herausfinden ko¨nnen, ob G terminiert oder nicht. Falls G
terminiert, wa¨re die Goldbachsche Vermutung falsch, fallsG nicht terminiert,
wa¨re sie wahr.
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Dieses Beispiel verdeutlicht die in Bemerkung 5.3 c) gea¨ußerte Bedeutung
der Haltesequenz Ωn fu¨r die Lo¨sung von Entscheidungsfragen, insbesondere
auch von derzeit offenen Entscheidungsfragen. ✷
Folgerung 5.1 a) Die Folge {Ωn}n≥1 ist monoton wachsend, d.h. es ist Ωn ≤
Ωn+1.
b) Die Folge {Ωn}n≥1 ist nach oben beschra¨nkt, denn es gilt: Ωn ≤ 1 fu¨r alle
n ∈ N.
c) Die Folge {Ωn}n≥1 ist konvergent.





























c) folgt unmittelbar aus a) und b). ✷









Wir wollen uns mit der Frage befassen, ob sich Ω bestimmen la¨sst. Dazu
variieren wir die Definition 5.3 wie folgt.
Definition 5.5 Es sei x ∈ Bn. Dann heißt Ωkn =
Prob[x beginnt mit der Go¨delnummer eines terminierenden Programms,
das in k Schritten stoppt]
Haltewahrscheinlichkeit (der in k Schritten terminierenden Programme). ✷
Offensichtlich gilt
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Folgerung 5.2 a) Ωnn ≤ Ωn ≤ Ω.
b) limn→∞Ω
n
n = limn→∞Ωn = Ω. ✷
Trotz dieser gleichen Verhaltensweisen sind die Folgen {Ωn}n≥1 und {Ω
n
n}n≥1
wesentlich verschieden: Im Gegensatz zur ersten Folge sind alle Glieder der
zweiten Folge berechenbar.Ωnn kann bestimmt werden, indem jedes Programm
A mit |〈A 〉| ≤ n maximal n Schritte ausgefu¨hrt und dabei geza¨hlt wird, wie
viele terminieren. Je gro¨ßer n gewa¨hlt wird, je genauer kann so der Grenzwert
Ω bestimmt werden: Die Nachkommabits von Ωnn mu¨ssen sich bei wachsen-
dem n von links nach rechts stabilisieren. Allerdings weiß man nie, wann ein
Bit sich nicht mehr a¨ndert – die A¨nderung weit rechts stehender Bits kann
durch U¨bertra¨ge Einfluss auf links stehende Bits haben.
Satz 5.5 Die Haltewahrscheinlichkeit Ωn kann aus Ω[n], d.h. aus den ersten
n Bits der Chaitin-Konstante, bestimmt werden.
Beweis Abbildung 9 stellt ein Verfahren dar, mit dem Ωn aus Ω[n] konstru-




3, . . . Die Werte der Folgenglieder
na¨hert sich immer mehr an Ω an. Irgendwann wird ein t erreicht, so dass Ωtt
und Ω in den ersten n Bits u¨bereinstimmen.
Fu¨r s > t ko¨nnen sich die ersten n Bits von Ωss nicht mehr a¨ndern, denn
dann wa¨re Ωss > Ω, was ein Widerspruch zur Folgerung 5.2 a) ist. Da jedes
Programm A mit 1
2|〈A 〉|
in die Berechnung von Ωss eingeht und sich die ersten
n Bits nicht mehr a¨ndern ko¨nnen, muss jedes Programm, dass nach mehr als
t Schritten anha¨lt, eine La¨nge gro¨ßer n haben.
Es folgt, dass es kein Programm A mit |〈A 〉| ≤ n geben kann, dass nach
mehr als t Schritten anha¨lt. Deshalb ko¨nnen wir Ωn wie folgt bestimmen: Es
werden alle Programme A mit |〈A 〉| ≤ n t Schritte ausgefu¨hrt. Terminiert
ein Programm A innerhalb dieser Schrittzahl, dann geht 1
2|〈A 〉|
in die Berech-
nung von Ωn ein. Ha¨lt ein Programm nicht innerhalb dieser Schrittzahl, dann
terminiert es nie und 1
2|〈A 〉|
wird nicht beru¨cksichtigt. ✷
Bemerkung 5.5 a) Das in Abbildung 9 dargestellte Verfahren ist nicht bere-
chenbar. Seine Berechenbarkeit wu¨rde voraussetzen, dass das kleinste t, fu¨r
das Ωtt[n] = Ω[n] gilt, effektiv berechnet werden kann, d.h. dass die Funktion
f(n) = min
{
t | Ωtt[n] = Ω[n]
}
berechenbar ist. Es kann gezeigt werden, dass f schneller wa¨chst als jede




while Ωtt[n] 6= Ω[n] do
t := t+ 1;
endwhile;
// Jedes terminierende Programm A mit |〈A 〉| ≤ n
// ha¨lt in ho¨chstens t Schritten;
Atn := Menge aller Bitfolgen
mit einer La¨nge ≤ n,
die mit der Go¨delnummer
eines Programms beginnen,






Abb. 9: Verfahren zur Konstruktion von Ωn aus Ω[n].
b) Die Chaitin-Konstante Ω entha¨lt das Wissen u¨ber alle Haltewahrschein-
lichkeiten.15 In ihr versteckt sind die Antworten auf alle mathematischen Ent-
scheidungsfragen, wie die Entscheidbarkeit des Halteproblems fu¨r alle mo¨gli-
chen Programme. Allerdings istΩ nicht berechenbar, d.h. wir sind nicht in der
Lage, das in Ω verborgene Wissen zu erkennen.
c) Die Haltesequenz H la¨sst sich komprimieren. Die ersten 2n Bits von H
lassen sich aus Ωn und Ωn la¨sst sich aus Ω[n] rekonstruieren. Damit kann je-
des Anfangsstu¨ck der La¨ngem vonH mit einem Programm generiert werden,
dessen La¨nge logarithmisch inm wa¨chst. Somit ist H keine Zufallszahl.
d) Ω ist eine rekursiv aufza¨hlbare Zahl.
e) In (Ca02) werden die ersten 64 Ziffern von Ω berechnet. ✷
Satz 5.6 Die Chaitin-Konstante ist zufa¨llig.
Beweis Gema¨ß Satz 5.5 ko¨nnen wir aus den ersten n Bits vonΩ die Menge Tn
aller terminierenden Programme mit einer La¨nge kleiner gleich n bestimmen.





Wir fu¨hren diese aus und sammeln deren Ausgaben in der MengeM .
Nun betrachten wir das in Abbildung 10 dargestellte Programm An. Dabei
sei ν(i) wieder die total berechenbare Funktion, welche die i-te Bitfolge in
der lexikografischen Anordnung von B∗ bestimmt.
read();
Berechne M aus Ω[n];
i := 1;
x := ν(i);
while x ∈M do




Abb. 10: Das ProgrammAn gibt die erste Bitfolge in der lexikografischen
Anordnung von B∗ aus, die von keinem terminierenden Programm mit
einer La¨nge kleiner oder gleich n ausgegeben wird.
Das Programm gibt die erste Bitfolge x in der lexikografischen Anordnung
von B∗ aus, die von keinem Programm in Tn erzeugt wird. Es gilt
n < C(x) ≤ | 〈An 〉 | (5.10)
Abgesehen von der Berechnung von Ω[n] ist die La¨nge des Programmes An
fest. Wir setzen
c = |〈An 〉| − C(Ω[n])
Dieses eingesetzt in (5.10) liefert
n < C(x) ≤ c+ C(Ω[n])
woraus
C(Ω[n]) > n− c
folgt, womit die Behauptung gezeigt ist. ✷
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Bemerkung 5.6 a) Die Chaitin-Konstante ist also nicht komprimierbar. Das
Wissen u¨ber alle Haltewahrscheinlichkeiten Ωn kann also im Wesentlichen
nicht ku¨rzer angegeben werden als durch die Chaitin-Konstante selbst.
b) In (Ku01) wird quasi die Umkehrung von Bemerkung 5.5 d) und Satz 5.6
gezeigt: Die rekursiv aufza¨hlbaren Zufallszahlen sind genau die Ω-Nummern,
d.h. zu jeder rekursiv aufza¨hlbaren Zufallszahl Ω′ ∈ (0, 1) ko¨nnen eine voll-
sta¨ndige Programmiersprache definiert und eine Codierung ihrer Programme
u¨ber B∗ gefunden werden, so dass Ω′ = Ω fu¨r diese Programmiersprache und
die Codierung ist.16 ✷
Epilog
Diese Ausarbeitung ist eine erste Einfu¨hrung in die Algorithmische Informa-
tionstheorie, die lange Zeit ein Spezialthema gewesen ist, mit dem sich nur
wenige Experten bescha¨ftigt haben und welches bis auf ganz wenige Aus-
nahmen keine Rolle in mathematischen oder informatischen Studienga¨ngen
gespielt hat. Seit einigen Jahren ist eine starke Belebung zu beobachten, was
sich unter anderem durch die Vero¨ffentlichung von Lehrbu¨chern widerspie-
gelt, die dieses Thema mehr oder weniger ausfu¨hrlich behandeln und in Zu-
sammenhang mit anderen Themen setzen. Des Weiteren ist zu beobachten,
dass Konzepte und Methoden der Theorie Eingang in praktische Anwendun-
gen finden. Dabei spielt oft eine Variante der Kolmogorov-Komplexita¨t, die so
genannte bedingte Kolmogorov-Komplexita¨t, eine Rolle, die wir in dieser
Ausarbeitung nicht betrachtet haben:
C(x|y) = min {|〈A 〉| : A ∈M mit ΦU 〈A, y 〉 = x}
ist die minimale La¨nge eines Programms, welches x aus y berechnet; zum
Erzeugen der Bitfolge x ko¨nnen die Programme A ∈M die Hilfsinformation
y benutzen.17 Offensichtlich ist C(x) = C(x|ε). Des Weiteren ist einsichtig,
dass C(x|y) ≤ C(x) + O(1) ist, und, je
”
a¨hnlicher“ sich x und y sind, d.h. je
einfacher ein Programm ist, welches x aus y berechnet, um so mehr werden
sich C(x) und C(x|y) von einander unterscheiden. So misst I(y :x) = C(x)−
C(x|y) die Information, die y von x entha¨lt; I(y :x) ist quasi die Bedeutung,
die y fu¨r x hat.
16Mit (a, b) fu¨r a, b ∈ R mit a ≤ b ist hier das offene Intervall der reellen Zahlen zwischen
a und b gemeint: (a, b) = {x ∈ R | a < x < b }.
17Falls kein A existiert mit ΦU 〈A, y 〉 = x, dann setzen wir C(x|y) =∞.
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Als Informationsunterschied zwischen x und y, kann man etwa
E(x, y) = min {|A| : ΦU 〈A, x 〉 = y und ΦU 〈A, y 〉 = x}
festlegen. Man kann dann zeigen, dass E(x, y) ≈ max {C(x|y), C(y|x)} gilt,
d.h. genauer, dass
E(x, y) = max {C(x|y), C(y|x)}+ O(logmax {C(x|y), C(y|x})
gilt. Man kann zeigen, dass die Abstandsfunktion E in einem gewissen Sinne
minimal ist. Das heißt, dass fu¨r alle anderen mo¨glichen Abstandsfunktionen
D fu¨r alle x, y ∈ B∗ gilt: E(x, y) ≤ D(x, y) (abgesehen von einer additiven




erha¨lt man eine relative Distanz zwischen x und y mit Werten zwischen 0 und
1, die eine Metrik darstellt.
Es besteht damit die Mo¨glichkeit, auf dieser Basis ein A¨hnlichkeitsmaß
zwischen Bitfolgen einzufu¨hren, um Probleme im Bereich der Datenanalyse
zu lo¨sen, wie z.B. der Vergleich von Gensequenzen oder das Entdecken von
Malware (SPAM). In der praktischen Anwendung kann dabei natu¨rlich nicht
die Kolmogorov-Komplexita¨t C verwendet werden, denn diese ist ja nicht be-
rechenbar (siehe Satz 4.4). Hier muss man in der Praxis verwendete Kompres-
sionsverfahren verwenden, wie z.B. Lempel-Ziv- oder ZIP-Verfahren. Wenn
wir die Kompressionsfunktionen dieser Verfahren mit κ bezeichnen, gilt na-
tu¨rlich C(x) ≤ κ(x) fu¨r alle x ∈ B∗, denn die Kolmogorov-Komplexia¨t C(x)
ist ja die ku¨rzeste Komprimierung von x.
Aus diesen U¨berlegungen lassen sich eine Reihe von Forschungs- und Ent-
wicklungsthemen ableiten, die im Rahmen von Praxis-, Projekt- und Ab-
schlussarbeiten bearbeitet werden ko¨nnen, wie z.B.
• Entwicklung einer Simulationsumgebung, mit der Algorithmen zur Da-
tenanalyse entwickelt, installiert und getestet werden ko¨nnen;
• Konzeption, Entwicklung und Test von Algorithmen, welche auf der
Basis der obigen U¨berlegungen Maße fu¨r die Berechnung der Komple-
xita¨t von Bitfolgen implementieren;
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• Konzeption, Entwicklung und Test von Algorithmen zur Berechnung
des Informationsunterschieds und der Klassifizierung von Bitfolgen ;
• Anwendung, Vergleich und Bewertung der Algorithmen in verschiede-
nen Amnwendungsszenarien;
• Vergleich der Ansa¨tze mit derzeit in den Praxis eingesetzten Verfahren,
die nicht auf (der syntaktischen) Ebene der Bitfolgen, sondern auf der
Basis von statistischen oder semantischen Informationen Daten analy-
sieren.
In Gespra¨chen mit Kooperationspartnern haben diese ihr Interesse an diesen
Themen bekundet.
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