Renormalisation of \phi^4-theory on noncommutative R^4 to all orders by Grosse, Harald & Wulkenhaar, Raimar
ar
X
iv
:h
ep
-th
/0
40
32
32
v1
  2
3 
M
ar
 2
00
4
hep-th/0403232
Renormalisation of φ4-theory on noncommutative R4 to all orders
Harald Grosse1 and Raimar Wulkenhaar2
1 Institut fu¨r Theoretische Physik, Universita¨t Wien, Boltzmanngasse 5, A-1090 Wien, Austria.
e-mail: harald.grosse@univie.ac.at
2Max-Planck-Institut fu¨r Mathematik in den Naturwissenschaften, Inselstraße 22-26, D-04103
Leipzig, Germany. e-mail: raimar.wulkenhaar@mis.mpg.de
Abstract. We present the main ideas and techniques of the proof that the duality-covariant
four-dimensional noncommutative φ4-model is renormalisable to all orders. This includes the
reformulation as a dynamical matrix model, the solution of the free theory by orthogonal
polynomials as well as the renormalisation by flow equations involving power-counting the-
orems for ribbon graphs drawn on Riemann surfaces.
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1 Introduction
In recent years there has been considerable interest in quantum field theories on the Moyal
plane characterised by the ⋆-product (in D dimensions)
(a ⋆ b)(x) :=
∫
dDy
dDk
(2π)D
a(x+
1
2
θ·k)b(x+y) eiky , θµν = −θνµ ∈ R . (1)
The interest was to a large extent motivated by the observation that this kind of field theories
arise in the zero-slope limit of open string theory in presence of a magnetic background field
[1]. A few months later it was discovered [2] (first for scalar models) that these noncommu-
tative field theories are not renormalisable beyond a certain loop order. The argument is
that non-planar graphs are finite but their amplitude grows beyond any bound when the ex-
ternal momenta become exceptional. When inserted as subgraphs into bigger graphs, these
exceptional momenta are attained in the loop integration and result in divergences for any
number of external legs. This problem is called UV/IR-mixing. A more rigorous explana-
tion was given in [3] where the problem was traced back to divergences in some of the Hepp
sectors which correspond to disconnected ribbon subgraphs wrapping the same handle of a
Riemann surface. Hepp sectors which correspond to connected non-planar subgraphs are
always finite.
The UV/IR-problem was found in all UV-divergent field theories on the Moyal plane.
Models with at most logarithmic UV-divergences (such as two-dimensional and supersym-
metric theories) can be defined at any loop order, but their amplitudes are still unbounded
at exceptional momenta.
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The UV/IR-mixing contains a clear message: If we make the world noncommutative
at very short distances, we must—whether we like it or not—at the same time modify the
physics at large distances. The required modification is, to the best of our knowledge, unique:
It is given by an harmonic oscillator potential for the free field action. In fact, we can prove
the following
Theorem 1 The quantum field theory associated with the action
S =
∫
d4x
(1
2
∂µφ ⋆ ∂
µφ+
Ω2
2
(x˜µφ) ⋆ (x˜
µφ) +
µ20
2
φ ⋆ φ+
λ
4!
φ ⋆ φ ⋆ φ ⋆ φ
)
(x) , (2)
for x˜µ := 2(θ
−1)µν xν , φ-real, Euclidean metric, is perturbatively renormalisable to all orders
in λ.
Our proof given in [4] and [5] is very long so that there is some need of an introductory
presentation of its main ideas and techniques.
First, we remark that the action is covariant with respect to a duality between position
space and momentum space [6]: Under the exchange of position and momentum (i.e. not
the Fourier transformation),
pµ ↔ x˜µ , φˆ(p)↔ π2
√
| det θ| φ(x) , (3)
together with φˆ(pa) =
∫
d4x e(−1)
aipa,µx
µ
aφ(xa) for a being a cyclic label, one has
S
[
φ;µ0, λ,Ω
] 7→ Ω2S[φ; µ0
Ω
,
λ
Ω2
,
1
Ω
]
. (4)
2 Reformulation as a dynamical matrix model
It is clear from the explicit x-dependence that for quantisation we cannot proceed in mo-
mentum space. Fortunately, the Moyal plane has a very convenient matrix base.
We choose a coordinate frame where θ=θ12=−θ21=θ34=−θ43 are the only non-vanishing
θ-components. We expanding the fields according to φ(x) =
∑
m1,m2,n1,n2∈N φm1
m2
n1
n2
bm1
m2
n1
n2
(x)
where bm1
m2
n1
n2
(x) = fm1n1(x1, x2)fm2n2(x3, x4) with
fm1n1(x1, x2) =
(x1+ix2)
⋆m1√
m1!(2θ)m1
⋆
(
2e−
1
θ
(x21+x
2
2)
)
⋆
(x1−ix2)⋆n1√
n1!(2θ)n1
, (5)
(bmn ⋆ bkl)(x) = δnkbml(x) ,
∫
d4x bmn(x) = (2πθ)
2 δmn . (6)
Due to (6) the non-local ⋆-product interaction becomes a simple matrix product, at the price
of rather complicated kinetic terms and propagators. We obtain for the action (2)
S = (2πθ)2
∑
m,n,k,l∈N2
(1
2
φmnGmn;klφkl +
λ
4!
φmnφnkφklφlm
)
, (7)
2
Gm1
m2
n1
n2
; k
1
k2
l1
l2
=
(
µ20+
2+2Ω2
θ
(m1+n1+m2+n2+2)
)
δn1k1δm1l1δn2k2δm2l2
− 2−2Ω2
θ
(√
k1l1 δn1+1,k1δm1+1,l1 +
√
m1n1 δn1−1,k1δm1−1,l1
)
δn2k2δm2l2
− 2−2Ω2
θ
(√
k2l2 δn2+1,k2δm2+1,l2 +
√
m2n2 δn2−1,k2δm2−1,l2
)
δn1k1δm1l1 . (8)
Since the action is a trace we have Gmn;kl = 0 unless m+k = n+l.
We are interested in a perturbative solution of the quantum field theory around the free
theory, the solution of which is given by the propagator ∆mn;kl, i.e. the inverse of Gmn;kl. In
a first step we diagonalise the kinetic matrix:
Gm1
m2
m1+α1
m2+α2
;
l1+α1
l2+α2
l1
l2
=
∞∑
y1,y2=0
U
(α1)
m1y1U
(α2)
m2y2
(
µ20+
4Ω
θ
(2y1+2y2+α1+α2+2)
)
U
(α1)
y1l1 U
(α2)
y2l2 , (9)
U (α)ny =
√(
α+n
n
)(
α+y
y
) (1−Ω
1+Ω
)n+y(2√Ω
1+Ω
)α+1
2F1
(−n,−y
1+α
∣∣ 4Ω
(1 + Ω)2
)
.
For fixed α, the kinetic matrix is in both components a Jacobi matrix (a certain tridiag-
onal band matrix). The diagonalisation of that band matrix yields the recursion relation
for (orthogonal) Meixner polynomials Mn(y; β, c) = 2F1
(
−n,−y
β
∣∣1−c). The corresponding
equidistant eigenvalues are those of the harmonic oscillator. To compute the propagator we
have to invert the eigenvalues
(
µ20+
4Ω
θ
(2y1+2y2+α1+α2+2)
)
in (9). Using the identity
∞∑
y=0
(α+y)!
y!α!
ay 2F1
(−m,−y
1+α
∣∣∣b) 2F1(−l,−y
1+α
∣∣∣b)
=
(1−(1−b)a)m+l
(1−a)α+m+l+1 2F1
(−m, −l
1+α
∣∣∣ ab2
(1−(1−b)a)2
)
, |a| < 1 , (10)
which can be regarded as the heart of the renormalisation proof, we arrive at
∆m1
m2
n1
n2
; k
1
k2
l1
l2
=
θ
2(1+Ω)2
m1+l1
2∑
v1= |m
1−l1|
2
m2+l2
2∑
v2= |m
2−l2|
2
B
(
1+
µ20θ
8Ω
+1
2
(m1+k1+m2+k2)−v1−v2, 1+2v1+2v2)
× 2F1
(
1+2v1+2v2 ,
µ20θ
8Ω
−1
2
(m1+k1+m2+k2)+v1+v2
2+
µ20θ
8Ω
+1
2
(m1+k1+m2+k2)+v1+v2
∣∣∣∣(1−Ω)2(1+Ω)2
)(1−Ω
1+Ω
)2v1+2v2
×
2∏
i=1
δmi+ki,ni+li
√(
ni
vi+n
i−ki
2
)(
ki
vi+k
i−ni
2
)(
mi
vi+m
i−li
2
)(
li
vi+ l
i−mi
2
)
. (11)
One should appreciate here that the sum in (11) is finite, i.e. we succeeded to solve the free
theory with respect to the preferred base of the interaction. The explicit solution enables a
fast numerical evaluation of the propagator, which is necessary to determine the asymptotic
behaviour of the propagator for large indices. In few cases we can evaluate the sum exactly:
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• 0 ≤ ∆m1
m2
n1
n2
; k
1
k2
l1
l2
(µ0) < ∆m1
m2
n1
n2
; k
1
k2
l1
l2
(0)
This means that we can ignore the mass µ0 in our estimations for Ω > 0.
• ∆m
0
m
0
;m
0
m
0
(0) = θ
2(1+Ω)2(m+1) 2
F1
(
1,−m
m+2
∣∣∣ (1−Ω)2(1+Ω)2) ∼ θ/8Ω(m+1)+√ 4
pi
(m+1)
There is a discontinuity in the asymptotic behaviour of the propagator at Ω = 0. For
Ω = 0 there is a long-range correlation which decays only very slowly with 1√
m
. This
is the origin of the UV/IR-mixing. For Ω > 0 the correlation decays with 1
m
which
guarantees a good power-counting behaviour of the model with Ω > 0. The asymptotic
behaviour provides the easy part of the renormalisation proof.
• ∆m1
m2
m1
m2
; 0
0
0
0
(0) = θ
2(1+Ω)2(m1+m2+1)
(
1−Ω
1+Ω
)m1+m2
This property controls the non-locality. The model is non-local in the sense that
there is a correlation ∆mn;kl for arbitrarily large ‖m − l‖. However, that correlation
is exponentially suppressed, preserving some sort of quasi-locality. This provides the
tricky part of the renormalisation proof.
3 The Polchinski equation
It is, in principle, possible to proceed with the discussion of Feynman graphs built with
the propagator (11) according to Zimmermann’s forest formula. But the complexity of the
arising graphs (compare (11) with the simple 1
k2+m2
of commutative field theories) requires
a more sophisticated approach: the renormalisation by flow equations. The idea goes back
to Wilson [7] and was further developed by Polchinski to an efficient renormalisation proof
of commutative φ4-theory [8].
The starting point is the definition of the quantum field theory by the cut-off partition
function
Z[J,Λ] =
∫ (∏
a,b
dφab
)
exp
(− S[φ, J,Λ]) , (12)
S[φ, J,Λ] = (2πθ)2
( ∑
m,n,k,l
1
2
φmnG
K
mn;kl(Λ)φkl + L[φ,Λ] + C[Λ]
+
∑
m,n,k,l
φmnFmn;kl[Λ]Jkl +
∑
m,n,k,l
1
2
JmnEmn;kl[Λ]Jkl
)
. (13)
The most important pieces here are the cut-off kinetic term
GKm1
m2
n1
n2
; k
1
k2
l1
l2
(Λ) :=
∏
i ∈m1,m2, n1, n2,
k1, k2, l1, l2
K−1
(
i
θΛ2
)
Gm1
m2
n1
n2
; k
1
k2
l1
l2
,
K[ i
θΛ2
]
0
1
i
θΛ2 2θΛ2
(14)
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where the weight of the matrix indices is altered according to a smooth cut-off function1
K, and the effective action L[φ,Λ] which compensates the effect of the cut-off. We are
interested in the limit Λ → ∞, where the cut-off goes away, limΛ→∞K[ iθΛ2 ] = 1. Thus, we
would formally obtain the original model for Λ =∞ and L[φ,∞] = λ
4!
∑
m,n,k,l φmnφnkφklφlm,
C[∞] = 0, Emn;kl[∞] = 0, Fmn;kl[∞] = δnkδml. However, Λ =∞ is difficult to obtain due to
the appearance of divergences, which require compensating counterterms in L[φ].
The genial idea of the renormalisation group approach is to require instead the indepen-
dence of the partition function on the cut-off, Λ ∂
∂Λ
Z[J,Λ] = 0. Working out the details one
arrives, in particular, at the Polchinski equation for matrix models
Λ
∂L[φ,Λ]
∂Λ
=
∑
m,n,k,l
1
2
Λ
∂∆Knm;lk(Λ)
∂Λ
(∂L[φ,Λ]
∂φmn
∂L[φ,Λ]
∂φkl
− 1
(2πθ)2
∂2L[φ,Λ]
∂φmn ∂φkl
)
, (15)
where ∆Knm;lk(Λ) :=
∏
i∈m1,m2,...,l1,l2 K(
i
θΛ2
)∆nm;lk. To obtain (15) it was, of course, important
to realise finite matrices via a smooth function K. There are other differential equations for
the functions C,E, F in (13) which, however, are trivial to integrate. The true difficulties
are contained in the non-linear differential equation (15).
The Polchinski equation has a non-perturbative meaning, but to solve it we need, for the
time being, a power series ansatz:
L[φ,Λ] =
∞∑
V=1
λV
2V+2∑
N=2
(2πθ)
N
2
−2
N !
∑
m1,ni∈N2
A(V )m1n1;...;mNnN [Λ]φm1n1 · · ·φmNnN . (16)
Then, the differential equation (15) provides an explicit recursive solution for the coefficients
A
(V )
m1n1;...;mNnN [Λ] which, because the fields φmn carry two indices, is represented by ribbon
graphs :
Λ
∂
∂Λ
_^]\XYZ[ oo//
 ??
__
..
.
.
.
.
.
.
.
.
.
.
.
.
. .
.
n1
m1
n2
m2
mN
nN
=
1
2
∑
m,n,k,l
N−1∑
N1=1
_^]\XYZ[ _^]\XYZ[oo //
 __  ??
aa!!??
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
m1
n1
nN1
mN1
mN1+1
nN1+1
nNmN
k
l
n
m
− 1
4πθ
∑
m,n,k,l
_^]\XYZ[
RR
 __  ??
aa!!??
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
m1
n1
ni−1
mi−1
mi
ni
nN
mN
n m
k l
(17)
1We understand the cut-off as a limiting process ǫ → 0 in K−1( i
θΛ2
) = 1
ǫ
for i ≥ 2θΛ2. In the limit,
the partition function (12) vanishes unless φm1
m2
n1
n2
= 0 if max(m1,m2, n1, n2) ≥ 2θΛ2, thus implementing a
cut-off of the measure
∏
a,b dφab in (12). All other formulae involve K(
i
θΛ2
).
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An internal double line symbolises the propagator Qmn;kl(Λ) :=
1
2πθ
Λ ∂
∂Λ
∆Kmn;kl(Λ) =
oo
//
n
lm
k
.
Clearly, in this way we produce very complicated ribbon graphs which cannot be drawn
any more in a plane. Ribbon graphs define a Riemann surface on which they can be drawn.
The Riemann surface is characterised by its genus g computable via the Euler characteristic
of the graph, g = 1 − 1
2
(L − I + V ), and the number B of holes. Here, L is the number of
single-line loops if we close the external lines of the graph, I is the number of double-line
propagators and V the number of vertices. The number B of holes coincides with the number
of single-line cycles which carry external legs. A few examples might help to understand the
closure of external lines and the resulting topological data:
oo
//
 OO
//
oo
//
oo
OO
OO

//
oo
OO
OO
//
n1
m1
m3
n3
m4
n4
m2
n2
n5
m5
n6
m6 ⇒
//
oo
OO

OO
//
L= 2 g= 0
I = 3 B= 2
V = 3 N = 6
(18)
//
oo
MMQQ

//
oo oo
//
n1
m1
m2
n2
⇒ //
oo
MMQQ
 L= 1 g= 1
I = 3 B= 1
V = 2 N = 2
(19)
According to the topology we label the expansion coefficients of the effective action by
A
(V,B,g)
m1n1;...;mNnN .
4 Integration procedure of the Polchinski equation
The integration procedure of the Polchinski equation involves the entire magic of renormal-
isation. Suppose we want to evaluate the planar one-particle irreducible four-point function
with two vertices, A
(2,1,0)1PI
m1n1;...;mNnN . The Polchinski equation (17) provides the Λ-derivative of
that function:
Λ
∂
∂Λ
A
(2,1,0)1PI
mn;nk;kl;lm[Λ] =
∑
p∈N2


 ??  __
??__
 __ ??
m
m
k
k
n n
l l
p p

 (Λ) + permutations . (20)
We consider the special case with constant indices on the trajectories. The first guess would
be to perform the Λ-integration of (20) from some initial scale Λ0 (sent to ∞ at the end)
down to Λ. However, this choice of integration leads to A
(2,1,0)1PI
mn;nk;kl;lm[Λ] ∼ ln Λ0Λ , which diverges
when we remove the cutoff Λ0 → ∞. Following Polchinski we understand renormalisation
as the change of the boundary condition for the integration. Thus, the idea would be to
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introduce a renormalisation scale ΛR so that we would integrate (20) from ΛR up to Λ.
Then, A
(2,1,0)1PI
mn;nk;kl;lm[Λ] ∼ ln ΛΛR , and there would be no problem any more sending Λ0 → ∞.
However, since there is an infinite number of matrix indices and there is no symmetry
which could relate the amplitudes for different indices, that integration procedure entails an
infinite number of initial conditions A
(2,1,0)1PI
mn;nk;kl;lm[ΛR]. These initial conditions correspond to
normalisation experiments, and clearly a model requiring an infinite number of normalisation
experiments has no physical meaning. Thus, to have a renormalisable model, we can only
afford a finite number of integrations from ΛR up to Λ. The discussion shows that the correct
integration procedure is something like
A
(2,1,0)1PI
mn;nk;kl;lm[Λ]
= −
∫ Λ0
Λ
dΛ′
Λ′
∑
p∈N2


 ??  __
??__
 __ ??
m
m
k
k
n n
l l
p p −
 ??  __
??__
 __ ??
m
m
k
k
n n
l l
0 0
0 0
p p

[Λ′]
+
 ??  __
??__
m
m
k
k
n n
l l 
∫ Λ
ΛR
dΛ′
Λ′
∑
p∈N2


 ??  __
??__
 __ ??
0
0
0
0
0 0
0 0
p p

[Λ′] + A(2,1,0)1PI00;00;00;00[ΛR]

 . (21)
The second graph in the first line on the rhs and the graph in brackets in the last line are
identical, because only the indices on the propagators determine the value of the graph.
Moreover, the vertex in the last line in front of the bracket equals 1. Thus, differentiating
(21) with respect to Λ we obtain indeed (20). As a further check one can consider (21) for
m = n = k = l = 0. Finally, the independence of A
(2,1,0)1PI
mn;nk;kl;lm[Λ0] on the indices m,n, k, l is
built-in. This property is, for Λ0 →∞, dynamically generated by the model.
There is a similar Λ0-ΛR-mixed integration procedure for the planar 1PI two-point func-
tions A
(V,1,0)1PI
m1
m2
n1
n2
;n
1
n2
m1
m2
, A
(V,1,0)1PI
m1+1
m2
n1+1
n2
;n
1
n2
m1
m2
and A
(V,1,0)1PI
m1
m2+1
n1
n2+1
;n
1
n2
m1
m2
. These involve in total three different
sub-integrations from ΛR up to Λ. We refer to [4] for details. All other graphs are integrated
from Λ0 down to Λ, e.g.
A(2,2,0)1PIm1n1;...;m4n4 [Λ] = −
∫ Λ0
Λ
dΛ′
Λ′
∑
p∈N2

 oo//
 OO
//
oo
OO
oo
//

OO
m4
n4
m1 n1
n2
m2
m3
n3
p

[Λ′] . (22)
5 The power-counting theorem
Theorem 2 The previous integration procedure yields
∣∣A(V,B,g)m1n1;...;mNnN [Λ]∣∣ ≤ (√θΛ)(4−N)+4(1−B−2g) P 2V−N2 [ ln ΛΛR
]
, (23)
where P q[X ] stands for a polynomial of degree q in X.
7
Idea of the proof. The cut-off propagator Qmn;kl(Λ) contains both an UV and an IR cut-off,
Qm1
m2
n1
n2
; k1
k2
l1
l2
(Λ) 6= 0 only for θΛ2 < max(m1, . . . , l2) < 2θΛ2. The global maximum of the
propagator ∆mn;kl is at m = n = k = l =
0
0
. If Λ increases, at least one of the indices of
Qmn;kl must increase as well, resulting in a decrease of
∣∣Qmn;kl(Λ)∣∣ with Λ. If we normalise
the volume of the support of Qmn;kl(Λ) with respect to a single index to θ
2Λ4 (corresponding
to a four-dimensional model), then
|Qmn;kl(Λ)| < C0
ΩθΛ2
δm+k,n+l . (24)
Thus, the propagator and the volume of a loop summation have the same power-counting
dimensions as a commutative φ4-model in momentum space, giving the total power-counting
degree 4−N for an N -point function.
This is (more or less, see below) correct for planar graphs. The scaling behaviour of
non-planar graphs is considerably improved by the anisotropy (or quasi-locality) of the prop-
agator:
-10
-5
0
5
10
0
5
10
15
20
0
0.05
0.1
0.15
✻
❳❳❳❳③
✏✏
✏✶
θ−1∆ 10
0
10+α
0
;
l+α
0
l
0
α
l
Ω = 0.1 µ0 = 0
(25)
As a consequence, for given index m of the propagator Qmn;kl(Λ) =
oo
//
n
lm
k
, the contribution
to a graph is strongly suppressed unless the other index l on the trajectory through m is
close to m. Thus, the sum over l for given m converges and does not alter (apart from a
factor Ω−1) the power-counting behaviour of (24):∑
l∈N2
(
max
n,k
|Qmn;kl(Λ)|
)
<
C1
θΩ2Λ2
. (26)
In a non-planar graph like the one in (22), the index n3—fixed as an external index—localises
the summation index p ≈ n3. Thus, we save one volume factor θ2Λ4 compared with a true
loop summation as in (21). In general, each hole in the Riemann surface saves one volume
factor, and each handle even saves two: In the genus-1 graph
∑
p,q,r∈N2
//
oo
MM``
}}
 \\
BB
m1n1
n2
m2
r
q p (27)
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n2 is fixed as an external index, and the quasi-locality (25) implies n2 ≈ p ≈ q ≈ r. Thus,
instead of the two loops of a corresponding line graph, the non-planar ribbon graph (27)
does not require any volume factor in the power-counting estimation.
A more careful analysis of (11) shows that also planar graphs get suppressed with∣∣Qm1
m2
n1
n2
; k
1
k2
l1
l2
(Λ)
∣∣ < C2
ΩθΛ2
∏2
i=1
(
max(mi,li)+1
θΛ2
) |mi−li|
2 , for mi ≤ ni, if the index along a tra-
jectory jumps. This leaves the functions A
(V,1,0)1PI
mn;nk;kl;lm, A
(V,1,0)1PI
m1
m2
n1
n2
;n
1
n2
m1
m2
, A
(V,1,0)1PI
m1+1
m2
n1+1
n2
;n
1
n2
m1
m2
and
A
(V,1,0)1PI
m1
m2+1
n1
n2+1
;n
1
n2
m1
m2
as the only relevant or marginal ones. In these functions one has to use
a discrete version of the Taylor expansion,∣∣∣Qm1
m2
n1
n2
;n
1
n2
m1
m2
(Λ)−Q 0
0
n1
n2
;n
1
n2
0
0
(Λ)
∣∣∣ < C3
ΩθΛ2
(max(m1, m2)
θΛ2
)
, (28)∣∣∣Qm1
m2
n1
n2
;n
1
n2
m1
m2
(Λ)−Q 0
0
n1
n2
;n
1
n2
0
0
(Λ)−m1(Q 1
0
n1
n2
;n
1
n2
1
0
(Λ)−Q 0
0
n1
n2
;n
1
n2
0
0
(Λ)
)
−m2(Q 0
1
n1
n2
;n
1
n2
0
1
(Λ)−Q 0
0
n1
n2
;n
1
n2
0
0
(Λ)
)∣∣∣ < C4
ΩθΛ2
(max(m1, m2)
θΛ2
)2
, (29)∣∣∣Qm1+1
m2
n1+1
n2
;n
1
n2
m1
m2
(Λ)−
√
m1+1Q 1
0
n1+1
n2
;n
1
n2
0
0
(Λ)
∣∣∣ < C5
ΩθΛ2
(max(m1, m2)
θΛ2
) 3
2
. (30)
These estimations are traced back to the Meixner polynomials. The factor
√
m1 + 1 in
(30) is particularly remarkable. Any other Taylor subtraction (e.g. with pre-factors
√
m1 or√
m1+2) would kill the renormalisation proof.
These discrete Taylor subtractions are used in the integration from Λ0 down to Λ in
prescriptions like (21):
−
∫ Λ0
Λ
dΛ′
Λ′
∑
p∈N2


 ??  __
??__
 __ ??
m
m
k
k
l l
n n
p p −
 ??  __
??__
 __ ??
m
m
k
k
l l
n n
0 0
0 0
p p

[Λ′]
=
∫ Λ0
Λ
dΛ′
Λ′
∫ Λ0
Λ′
dΛ′′
Λ′′
∑
p∈N2
(
(Qnp;pn −Q0p;p0)(Λ′)Qlp;pl(Λ′′)
+Q0p;p0(Λ
′)(Qlp;pl −Q0p;p0)(Λ′′)
)
∼ C(‖n‖+ ‖l‖)
θΩ2Λ2
. (31)
The cut-off ‖n‖, ‖l‖ ≤ 2θΛ2 leads to (23). 
Thus, replacing (similar as in the BPHZ subtraction) in planar 2- and 4-point functions
the propagators by reference propagators at zero-indices and an irrelevant part, we have
A
(V,1,0)
m1
m2
n1
n2
; k
1
k2
l1
l2
=
{
A
(V,1,0)
0
0
0
0
; 0
0
0
0
+m1
(
A
(V,1,0)
1
0
0
0
; 0
0
1
0
−A(V,1,0)0
0
0
0
; 0
0
0
0
)
+ n1
(
A
(V,1,0)
0
0
1
0
; 1
0
0
0
− A(V,1,0)0
0
0
0
; 0
0
0
0
)
+m2
(
A
(V,1,0)
0
1
0
0
; 0
0
0
1
−A(V,1,0)0
0
0
0
; 0
0
0
0
)
+ n2
(
A
(V,1,0)
0
0
0
1
; 0
1
0
0
− A(V,1,0)0
0
0
0
; 0
0
0
0
)}
δm1l1δn1k1δm2l2δn2k2
9
+ A
(V,1,0)
1
0
1
0
; 0
0
0
0
(√
k1l1δm1+1,l1δn1+1,k1δm2l2δn2k2 +
√
m1n1δm1−1,l1δn1−1,k1δm2l2δn2k2
)
+ A
(V,1,0)
0
1
0
1
; 0
0
0
0
(√
k2l2δm2+1,l2δn2+1,k2δm1l1δn1k1 +
√
m2n2δm2−1,21δn2−1,k2δm1l1δn1k1
)
+ irrelevant part , (32)
A(V,1,0)m1n1;...;m4n4 = A
(V,1,0)
00;...;00
(
1
6
δn1m2δn2m3δn3m4δn4m1 + 5 perms
)
+ irrelevant part . (33)
We conclude that there are four independent relevant/marginal interaction coefficients:
ρ1 = A
(V,1,0)
0
0
0
0
; 0
0
0
0
, ρ2 = A
(V,1,0)
1
0
0
0
; 0
0
1
0
− A(V,1,0)0
0
0
0
; 0
0
0
0
, ρ3 = A
(V,1,0)
1
0
1
0
; 0
0
0
0
, ρ4 = A
(V,1,0)
0
0
0
0
; 0
0
0
0
; 0
0
0
0
; 0
0
0
0
. (34)
At Λ = Λ0 we recover the same index structure as in the initial action (7), (8), identifying
ρa[Λ0] ≡ ρ0a as functions of the coefficients µ0, θ,Ω, λ. This is a first indication that our
model will be renormalisable. However, we have to remove the cut-off by sending Λ0 →∞.
6 Removal of the cut-off
For given data Λ0, ρ
0
a, the integration of the Polchinski equation yields the coefficients
A
(V,B,g)
m1n1;...;mNnN [Λ,Λ0, ρ
0
a] and thus, via (34), ρb[Λ,Λ0, ρ
0
a]. Now, according to Section 4, in
particular (21), we keep ρb[ΛR,Λ0, ρ
0
a] constant when varying Λ0. This leads to the identity
L[φ,ΛR,Λ
′
0, ρ
0[Λ′0]]− L[φ,ΛR,Λ′′0, ρ0[Λ′′0]] =
∫ Λ′0
Λ′′0
dΛ0
Λ0
R[φ,ΛR,Λ0, ρ
0[Λ0]] , (35)
R[φ,Λ,Λ0, ρ
0] := Λ0
∂L[φ,Λ,Λ0, ρ
0]
∂Λ0
−
4∑
b=1
Hb[Λ,Λ0, ρ
0] Λ0
∂ρb[Λ,Λ0, ρ
0]
∂Λ0
, (36)
Hb[Λ,Λ0, ρ
0] :=
4∑
a=1
∂L[φ,Λ,Λ0, ρ
0]
∂ρ0a
∂ρ0a
∂ρb[Λ,Λ0, ρ0]
. (37)
From (15) one derives Polchinski-like differential equations for the coefficients of R and Ha:
Λ
∂R
∂Λ
=M [L,R]−
4∑
a=1
HaMa[L,R] , Λ
∂Ha
∂Λ
=M [L,Ha]−
4∑
b=1
HbMb[L,H
a] , (38)
for certain functions M,Ma which are linear in the second argument. We only have initial
conditions at Λ0 for these coefficients, thus the integration must always be performed from
Λ0 down to Λ. Fortunately, there are (by construction) remarkable cancellations in the rhs
of (38) so that relevant contributions never appear. One proves
Proposition 3
∣∣Ha(V,B,g)m1n1;...;mNnN [Λ,Λ0, ρ0]∣∣ ≤ (√θΛ)(4−N−2δa1)+4(1−B−2g)P 2V+1+δa4−N2 [ ln Λ0ΛR
]
, (39)
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∣∣R(V,B,g)m1n1;...;mNnN [Λ,Λ0, ρ0]∣∣ ≤ (Λ2Λ20
)(√
θΛ
)(4−N)+4(1−B−2g)
P 2V−
N
2
[
ln
Λ0
ΛR
]
. (40)
We give the main ideas of the proof of (40). First, R
(1,1,0)
m1n1;...;m4n4 ≡ 0, because the φ4-
vertex is scale-independent, which leads to a vanishing coefficient according to (36). Then,
as R
(1,1,0)
m1n1;...;m4n4 appears in each term on the rhs of the first differential equation (38)
for the 2-vertex six-point function and the 1-vertex two-point function, the coefficients
R
(2,1,0)
m1n1;...;m6n6, R
(1,1,0)
m1n1;m2n2 and R
(1,2,0)
m1n1;m2n2 are Λ-independent. Next, one derives e.g.
R(2,1,0)m1n1;...;m6n6 [Λ0,Λ0, ρ
0] = −
(
Λ
∂
∂Λ
A(2,1,0)m1n1;...;m6n6[Λ,Λ0, ρ
0]
)
Λ=Λ0
∼ C
θΛ20
, (41)
where the scaling behaviour follows from (23). Since the first differential equation (38) is
linear in R and relevant coefficients are projected away, the relative factor Λ
2
Λ20
between |A[Λ]|
and |R[Λ]| which first appears in (41) and similarly in R(1,1,0)m1n1;m2n2, R(1,2,0)m1n1;m2n2 survives to all
R-coefficients. By integration of (35) we thus obtain
Theorem 4 The duality-covariant noncommutative φ4-model is (order by order in the cou-
pling constant) renormalisable
– by an adjustment of the initial coefficients ρ0a[Λ0] to give renormalised constant cou-
plings ρRa = ρa[ΛR,Λ0, ρ
0
b [Λ0]], and
– by the corresponding integration of the flow equations.
The limit A(V,B,g)m1n1;...;mNnN [ΛR,∞] := limΛ0→∞A
(V,B,g)
m1n1;...;mNnN
[ΛR,Λ0, ρ
0[Λ0]] of the expansion coef-
ficients of the effective action L[φ,ΛR,Λ0, ρ
0[Λ0]] exists and satisfies∣∣∣(2πθ)N2 −2A(V,B,g)m1n1;...;mNnN [ΛR,∞]− (2πθ)N2 −2A(V,B,g)m1n1;...;mNnN [ΛR,Λ0, ρ0]
∣∣∣
≤ Λ
6−N
R
Λ20
( 1
θ2Λ4R
)B+2g−1
P 2V−
N
2
[
ln
Λ0
ΛR
]
. (42)
7 Renormalisation group equation
Knowing the relevant/marginal couplings, we can compute Feynman graphs with sharp
matrix cut-off N . The most important question concerns the β-function appearing in the
renormalisation group equation which describes the cut-off dependence of the expansion
coefficients Γm1n1;...;mNnN of the effective action when imposing normalisation conditions for
the relevant and marginal couplings. We have [9]
lim
N→∞
(
N ∂
∂N +Nγ + µ
2
0βµ0
∂
∂µ20
+ βλ
∂
∂λ
+ βΩ
∂
∂Ω
)
Γm1n1;...;mNnN [µ0, λ,Ω,N ] = 0 , (43)
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where
βλ = N ∂
∂N
(
λ[µphys, λphys,Ωphys,N ]
)
, βΩ = N ∂
∂N
(
Ω[µphys, λphys,Ωphys,N ]
)
,
βµ0 =
N
µ20
∂
∂N
(
µ20[µphys, λphys,Ωphys,N ]
)
, γ = N ∂
∂N
(
lnZ[µphys, λphys,Ωphys,N ]
)
. (44)
Here, Z is the wavefunction renormalisation. To one-loop order we find [9]
βλ =
λ2phys
48π2
(1−Ω2phys)
(1+Ω2phys)
3
, βΩ =
λphysΩphys
96π2
(1−Ω2phys)
(1+Ω2phys)
3
,
βµ0 = −
λphys
(
4N ln(2) + (8+θµ
2
phys
)Ω2
phys
(1+Ω2
phys
)2
)
48π2θµ2phys(1+Ω
2
phys)
, γ =
λphys
96π2
Ω2phys
(1+Ω2phys)
3
. (45)
There are two remarkable special cases. First, for Ω = 1, which corresponds to a self-
dual model according to (4), we have βλ = βΩ = 0. This is true to all orders for βΩ and
conjectured for βλ due to the resemblance of the duality-invariant theory with the exactly
solvable models discussed in [10]. Second, βΩ also vanishes in the limit Ω→ 0, which defines
the standard noncommutative φ4-quantum field theory. Thus, the limit Ω → 0 exists at
least at the one-loop level.
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