AdS/QHE: Towards a Holographic Description of Quantum Hall Experiments by Bayntun, Allan et al.
Preprint typeset in JHEP style - HYPER VERSION
AdS/QHE: Towards a Holographic Description of
Quantum Hall Experiments
Allan Bayntun,1 C.P. Burgess,1,2 Brian P. Dolan3,4 and Sung-Sik Lee1,2
1Department of Physics & Astronomy, McMaster University
1280 Main Street West, Hamilton ON, Canada.
2Perimeter Institute for Theoretical Physics
31 Caroline Street North, Waterloo ON, Canada.
3Dept. of Mathematical Physics, National University of Ireland, Maynooth, Ireland.
4School of Theoretical Physics, Dublin Institute for Advanced Studies
10 Burlington Rd., Dublin, Ireland.
Abstract: Transitions among quantum Hall plateaux share a suite of remarkable experimen-
tal features, such as semi-circle laws and duality relations, whose accuracy and robustness
are difficult to explain directly in terms of the detailed dynamics of the microscopic elec-
trons. They would naturally follow if the low-energy transport properties were governed by
an emergent discrete duality group relating the different plateaux, but no explicit examples of
interacting systems having such a group are known. Recent progress using the AdS/CFT cor-
respondence has identified examples with similar duality groups, but without the DC ohmic
conductivity characteristic of quantum Hall experiments. We use this to propose a simple
holographic model for low-energy quantum Hall systems, with a nonzero DC conductivity that
automatically exhibits all of the observed consequences of duality, including the existence of
the plateaux and the semi-circle transitions between them. The model can be regarded as a
strongly coupled analog of the old ‘composite boson’ picture of quantum Hall systems. Non-
universal features of the model can be used to test whether it describes actual materials, and
we comment on some of these in our proposed model.
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1. Introduction
Applications of AdS/CFT duality [1, 2, 3] to condensed matter physics [4] carry a whiff of
a fishing expedition. The goal is to explore the properties of strongly interacting conformal
field theories (CFTs) using their calculable gravity duals in anti-de Sitter space (AdS). The
jackpot would be to find a model that describes a strongly correlated system of real electrons;
systems that have resisted approaches using other theoretical tools. Without a systematic way
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to derive the magic CFT directly from underlying electron dynamics one throws theoretical
darts into field space, hoping to find that right ‘hyperbolic cow.’
Like any fishing expedition, it always helps to have some local guidance towards the good
fishing holes. What would be useful are a set of simple properties, like symmetries, that are
known to be prerequisites for a successful description of a particular system. Knowledge of
these properties could help guide the search for theories that are relevant to life in the lab.
In this paper we argue that quantum Hall systems [5] are likely to be profitable places
to fish, for two reasons. First, they involve strongly correlated electrons, and for decades
have been a source of new experimental phenomena requiring theoretical explanation. But
their phenomenology also points to symmetry properties that seem relatively easy to find
in an AdS framework, and these symmetries can help narrow down the search for the killer
model. Our purpose is threefold: to briefly summarize the relevant phenomenology and the
symmetries to which we believe they point; to propose a particular class of AdS/CFT models
that captures these symmetries; and to identify a class of tests for such models that go beyond
the implications of the symmetries, to be used to home in on an experimentally successful
model.
The symmetries of interest are not symmetries in the usual sense. Rather they are a large
group of duality transformations that appear to map the various quantum Hall states into
one another, and which commute with the RG flow of these systems at very low temperatures
as one approaches the many quantum Hall plateaux. In particular, we summarize in §2 the
evidence for the existence of discrete duality transformations of this type, acting on the ohmic
(σxx) and Hall (σxy) conductivities according to the rule
σ := σxy + iσxx → a σ + b
c σ + d
, (1.1)
where a, b, c and d are integers satisfying the SL(2, Z) condition ad − bc = 1, but with c
restricted to be even. The consequences of this symmetry include a number of well-measured
effects for quantum Hall systems, including the kinds of fractional states that can arise as
attractors in the low-energy limit; which states can be obtained from which others by varying
magnetic fields; detailed predictions for some of the trajectories through the conductivity
plane as the temperature, T , and magnetic field, B, are varied; as well as others.
§2 describes the qualitative picture: at low energies the flow in coupling-constant space
appears to be onto a two-dimensional surface that governs the final approach to the various
quantum Hall ground states. The flow in this two-dimensional surface is constrained by the
emergent symmetry, eq. (1.1), and can be traced experimentally by varying both B and T .
What is missing is a simple class of candidate models to describe this two-dimensional flow,
including the emergent duality. Besides providing an existence proof, having such a model in
hand would allow this picture to be sharpened considerably by allowing its implications to
be explored in more detail.
What is encouraging is that there is good evidence that transformations like eq. (1.1)
arise quite generically in CFTs having conserved currents in two spatial dimensions [6, 7].
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Furthermore, the development of the AdS/CFT correspondence has opened up new tools for
exploring strongly interacting 2+1 dimensional CFTs, with the conserved current being dual
on the gravity side to an electromagnetic gauge potential. In this language the dual version
of the CFT’s discrete dualities are rooted in electric-magnetic duality. Applications of these
tools to condensed matter remain very promising [4], and studies of the simplest holographic
charge-carrying systems do reveal a number of duality-related features [8, 9].
The most striking examples to emerge to date of explicit systems with symmetries like
eq. (1.1) are those based on dilatonic black branes [10, 11] — briefly described in §3 — for
which the electric-magnetic duality is also accompanied by an action on the dilaton and axion
fields (as in Type IIB supergravity in 10 dimensions). If the duality symmetries provide a good
guide, it is among this type of AdS/CFT system that a description of low-energy quantum
Hall systems is likely to reside. (See also [12] for other discussions of quantum Hall systems
within an AdS/CFT context.) The main drawback of the simplest dilaton black brane models
is their prediction of vanishing DC ohmic conductivity at nonzero temperature. This clearly
cannot describe real quantum Hall systems, for which the evidence for eq. (1.1) relies almost
exclusively on DC charge-transport properties.
For this reason we propose, in §4, a slight modification of this model, following a recent
proposal [13] for strange metal holography. In this proposal the field content of the AdS
dual is the same as for ref. [11] — i.e. gravity, Maxwell field, dilaton and axion — but
with the Maxwell kinetic term described by the (dilaton) Dirac-Born-Infeld (DBI) action
rather than the dilaton-Maxwell action. The DBI action shares the desired duality of the
dilaton-Maxwell action, but also allows nonzero DC conductivities with which to probe its
implications. Following [13] we treat the charge carriers in the probe-brane approximation,
coupled to a black brane that we treat as two separate charged and uncharged cases. (The
brane geometry can also be chosen to have Lifshitz form if it is desired to introduce different
powers, z, for temporal and spatial scalings.) Physically, this corresponds to regarding the
charge carriers as perturbations to the CFT described by the black hole.
Finally, §5 describes a number of the model’s predictions that go beyond its basic du-
ality properties. These are tests whose comparison with experiment ultimately provide the
scorecard of how successful this, or any other, model is. In particular this section identifies
the parameters that control the scaling exponents that are measured in transitions between
Hall plateaux and between plateaux and the Hall insulator (see §2 for details). Yet the most
important message is probably not whether this model succeeds or fails; rather what is im-
portant is that there is now a good class of AdS/CFT models having duality properties that
closely resemble those of real quantum Hall systems. Hopefully the fishing will be good.
2. Quantum Hall systems
This section has a two-fold purpose. First, it is meant to summarize briefly the experimental
evidence for duality in quantum Hall systems, since this motivates using duality to guide the
search for theoretical descriptions. This is followed by a description of the low-energy effective
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Figure 1: Experimental traces of the Hall and ohmic resistances for a quantum Hall system, repro-
duced from ref. [14].
theory, including a discussion of the ‘composite boson’ model that allows some intuition for
the potential origin of the underlying duality transformations, and are the precursors for the
effective theories described in the remainder of the paper.
2.1 Evidence for duality
Quantum Hall systems are remarkable in a number of ways, not least of which is the very
existence, stability and precision of the various plateaux — see Fig. 1 — for which the ohmic
DC conductivity, σxx, vanishes
1 and the DC Hall conductivity, σxy, is quantized (in units of
e2/h, or e2/2pi when ~ = 1). The quantized value for σxy at a plateau is always consistent
with a fraction, p/q, and (with a very few exceptions, to do with other kinds of physics) q is
odd.
Some relevant experiments
The evidence for duality lies in the nature of the transitions that are observed to occur
between these plateaux as B is changed, as well as in the details of how they are approached
at low temperatures. For example:
Selection Rule: As Fig. 1 shows, for clean samples a large number of plateaux can be accessed
with changing magnetic field, but there is a pattern to the plateaux that are found adjacent
to one another. Whenever two plateaux, labeled by the fractions p/q and r/s are clearly
1Notice that the vanishing of the conductivity, σxx, also ensures the same for the resistivity, ρxx, when the
Hall conductivity is nonzero, σxy 6= 0.
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Figure 2: Evidence for the semi-circle law in the trace of the conductivities during a transition
between two plateaux, reproduced from ref. [15].
adjacent, they satisfy |ps − qr| = 1. There are only two exceptions to this rule in Fig. 1 —
5
3 → 75 and 45 → 57 — but in both cases these two plateaux are not cleanly adjacent to one
another.
Semi-circle Law: The precise shape of the resistance curves between two well-defined adjacent
plateaux becomes striking once it is drawn as a curve in the σxx − σxy plane. A sample
experimental trace of this appears in the inset of Fig. 2, which shows that the trajectory
sweeps out a precise semi-circle, with centre midway between the two plateaux.
Critical points: The remainder of Fig. 2 shows
Figure 3: Evidence for universality of critical
resistivity, ρ? xx = ρxx(Bc), from ref. [18].
the dependence of the resistivities on magnetic
field, for several choices of temperature. These
show that at fixed B, the resistivity ρxx (and
so also, for nonzero B, σxx) fall to zero with de-
creasing temperature near a plateau. But for
very large magnetic fields, eventually the ohmic
resistivity grows as the temperature falls, defin-
ing a regime called the quantum Hall insulator
[16]. The crossover between these two regimes
defines a critical magnetic field, Bc, for which
ρxx is temperature-independent (also visible in Fig. 2). The value, ρ? xx = ρxx(Bc), of the resis-
tivity at the critical field appears to be universal inasmuch as it is largely sample-independent.
For the transition from the σxy = 1 state to the Hall insulator the critical resistivity takes
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Figure 4: Evidence for the duality, ρxx → 1/ρxx, for resistivities equally spaced (in units of filling
fraction, ∆ν) from the critical field, reproduced from ref. [19].
on a value consistent with ρ? xx = h/e
2 — see Fig. ??. (As both Figs. 2 and 3 show, the
universality of this critical value is not completely clear in all experiments. The interpretation
of this is examined more carefully in [17], where it is found that this implication of duality
symmetries can be more sensitive to perturbations (like Landau-level mixing) than are some
of the others (like the semicircle law).)
Duality: The dependence on temperature and magnetic field of ρxx in a transition from a
plateau to the Hall insulator is measured to be consistent with
ρxx = ρ? xx exp
[
−(ν − νc)
ν0(T )
]
, (2.1)
where
ν :=
∣∣∣ ρ
B
∣∣∣ (2.2)
is the filling fraction and νc is the filling fraction at the critical field. The phenomenological
function ν0(T ) is consistent with a power law down to very small temperatures, below which
deviations from a power are seen [22]. In particular, if the ohmic resistivity is compared at
equidistant points on opposite sides of the critical magnetic field, with distance measured by
filling fraction, ν, then eq. (2.1) implies
ρxx(νc −∆ν) = ρ
2
? xx
ρxx(νc + ∆ν)
. (2.3)
More remarkably, this duality also appears to hold beyond the linear-response regime.
This is shown in Fig. 4, whose left panel plots the entire current-voltage relation for the
corresponding points on either side of the critical point. Curves equidistant from the critical
point (measured using filling fraction) are mirror images of one another, reflected through
the line V = I. This is shown in the right panel, in which the upper curves are reflected
and superimposed on the lower curves. This reflection invariance implies the relation ρxx →
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1/ρxx when restricted to the slope of the approximately straight lines near zero voltage,
which is the linear-response regime. But the figure shows it also applies in the regime for
which I(V ) is noticeably curved. The full nonlinear reflection symmetry is equivalent to the
condition ρxx(V )→ 1/ρxx(V ), where ρxx(V ) := dI/dV is the nonlinear, potential-dependent,
resistivity.
Super-universality: Historically, the first evidence for duality came from the study of scaling
behaviour as the temperature is lowered for magnetic fields chosen to lie at the transition
between two plateaux (for a review, see e.g. [20]). The scaling occurs in the slope of the
inter-plateau step in the Hall resistivity, which diverges in the zero-temperature limit. The
width, ∆B, of the region of nonzero ohmic resistivity between the two plateaux also scales,
in that it vanishes like a power of temperature:
dρxy
dB
∝ T−α and ∆B ∝ T β . (2.4)
Remarkably, measurements not only show α = β = 0.42±0.01 [21] for the transition between
two specific plateaux; they also show that the values of α and β are the same for the transitions
between different pairs of plateaux [21]. This equivalence of scaling exponents for different
transitions is called ‘super-universality’, and is seen in Fig. 5. A nontrivial check on the
AdS/CFT picture described below is its ability to account for this kind of scaling and these
observed values for α and β.
Connection to duality
Figure 5: Evidence for the super-universality – the
sharing of scaling exponents for transitions between
different plateaux, reproduced from ref. [21].
What is not yet clear is why these striking
observational features are evidence for du-
ality.
Historically, early indications for du-
ality in interacting systems [23] combined
with the observed equivalence of scaling be-
haviour at the transitions between different
critical points, together with the shape (in
the conductivity plane) of the flow to low
temperature to motivate the guess that a
duality group might be relevant to quantum
Hall systems. Early observations about du-
ality [23] in field theory, and the similar-
ity between the phase structure seen in the
temperature flows and properties of SL(2, Z)
led the authors of ref. [24] to propose the ex-
istence of a group of symmetries acting on the complex conductivity σ = σxy + iσxx (in units
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of e2/h) according to
σ → aσ + b
cσ + d
, (2.5)
where the integers a through d satisfy the constraint ad− bc = 1. It was subsequently noticed
[25, 26] that odd-denominator plateaux are singled out as endpoints to the temperature flow
if the group is restricted to the subgroup Γ0(2) defined by the condition that the integer c
must be even,2 leading to predictions for the universal values for the conductivities, like ρ? xx,
at the critical points.
Similar conclusions were reached at much the same time in the condensed-matter com-
munity [27], where more detailed thinking about the microscopic dynamics led to the Law of
Corresponding States, whose action on filling fractions implies an action on conductivities of
the Γ0(2) form. Once restricted to zero temperature these can be regarded as a set of trans-
formations relating the ground state wave-functions for the various quantum Hall plateaux,
as was implicit in the work of Jain and collaborators [28]. Although the concrete connection
of the experiments to what the electrons are doing was a step forward, a downside was the
necessity to resort to mean-field reasoning (see however [29]).
The precise relation between the above ob-
Figure 6: The relation between RG flow and
the action of the duality group, in the conduc-
tivity plane. If A flows to B, and D is B’s image
under the group Γ, then the RG flow must take
C to D if C is A’s image under Γ.
servations and a duality group came with the
observation that all of the above experiments
— including the semi-circle law [30], universal
critical points for transitions between general
plateaux [31]3 and the validity of ρxx → 1/ρxx
duality, even beyond linear response [33] — fol-
low as exact consequences of particle-hole in-
variance together with the assumption that the
Γ0(2) action commutes with the RG flow of the
conductivities in the low-energy theory. (Fig. 6
illustrates what it means for the action of the
group to commute with the RG flow, and Fig. 7
shows a pattern of flow lines that is consistent with commuting with the duality group Γ0(2).)
Furthermore, there are good reasons to believe that such duality transformations, acting
on the conductivities as in eq. (2.5), should actually arise in low-energy systems in two spatial
dimensions. This was first argued [6] as a general consequence of the similar kinematics
of weakly interacting pseudo-particles and vortices, in a picture (like the ‘composite boson’
framework, described below) where these were the dominant charge carriers in the low-energy
effective theory.4 In this language the two independent generators of Γ0(2) turn out to be
particle-vortex duality [35], and the freedom to add 2pi statistics flux to any quasi-particles.
2In terms of the generators S and T of SL(2, Z), defined below, Γ0(2) can be regarded as that subgroup
generated by ST 2S−1 and T .
3Spin effects can also modify the precise position of the critical points [17, 32].
4Because this argument only relies on using duality to relate the conductivity produced by a vortex with
that produced by a quasi-particle — as opposed to trying to explicitly compute either result separately, as
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Figure 7: A plot of some of the flow lines (for decreasing temperature) for the conductivities that are
dictated by Γ0(2) invariance. The vertical axis represents σ
xx and the horizontal axis is σxy (in units
of e2/h). Flows are attracted to odd-denominator fractions at zero temperature, with bifurcations
between different domains of attraction at specific magnetic fields. Notice that the semicircles that
describe flow at constant magnetic field at the bifurcation between two basins of attraction are also
lines along which the system moves when magnetic fields are varied at vanishingly small temperatures
(colour online).
Similar arguments showed that it would be a slightly different subgroup of SL(2, Z) — the
subgroup5 Γθ(2) — that would be relevant to quantum Hall systems built from microscopic
bosons rather than fermions [6]. Because this group differs in detail from Γ0(2), it leads to
the prediction of a suite of experimental results for bosonic quantum Hall systems that are
similar to those described above (such as by including a semi-circle law), but which differ
in detail (such as by predicting different plateaux)6 [6]. In particular, the bosonic subgroup
Γθ(2) contains the weak-strong duality transformation, σ → −1/σ, that is not present for the
observed quantum Hall systems, but which was observed early on to be a symmetry of scalar
electrodynamics in 2+1 dimensions [36].
It has since been argued [7] that eq. (2.5) should emerge on very general grounds for
any 2+1 dimensional CFT having a conserved U(1) symmetry, making its emergence at low
energies essentially automatic for any system having such a CFT governing its far-infrared
behaviour. In particular, ref. [7] shows that it is the full SL(2, Z) group that generically
emerges in this way for theories defined in geometries that admit a spin structure, while only
the subgroup Γθ(2) emerges if a spin structure is absent.
2.2 The low-energy picture
The overall picture that emerges from the convergence of theory and experiments for quan-
done in [27] — it can apply equally well at zero- and finite-temperature and so side-steps the objection of [8]
based on the subtleties of the ordering of the T → 0 and ω → 0 limits.
5This subgroup is generated by the elements S and T 2 of SL(2, Z).
6Γθ(2) can also have implications for quantum Hall effects in more complicated systems, like graphene,
where there is more than one species of conduction electron [34].
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tum Hall systems is as follows. In two spatial dimensions the huge degeneracy of Landau
levels in a magnetic field leads to ground states that can be very sensitive to electron inter-
actions, allowing the possibility of the strongly correlated Laughlin ground states describing
the various quantum Hall plateaux. Transport properties near these plateaux at the low tem-
peratures relevant to the conductivity measurements is governed by a low-energy effective
theory obtained by integrating out the short-distance electron modes.
Far infrared: Integer quantum Hall systems
In the very far infrared the effective zero-temperature theory obtained by integrating out all
of the high-energy excitations is a function of the electromagnetic probe field, Aµ, used to
explore the electromagnetic transport:
ΓIR = − k
2pi
e2
∫
X
d3x µνλAµ∂νAλ , (2.6)
where the electron charge, e, is temporarily restored, and X denotes the region containing
the quantum Hall fluid. Topological considerations [7] imply the coefficient k is in general
quantized to be an integer.7 The current arising from the probe field Aµ inferred from eq. (2.6)
is
Jµ =
δΓIR
δAµ
= −ke
2
2pi
µνλFνλ , (2.7)
which when evaluated with only Ex = Ftx nonzero and compared with Ji = σijEj implies the
conductivities
σxx = 0 and σxy = −σyx = k , (2.8)
in units of e2/h = e2/2pi (using ~ = 1). Thus is captured the integer quantum Hall plateaux.
A potential puzzle about the low-energy action ΓIR is that it is not gauge invariant
when X has a boundary, as real quantum Hall systems do. In this case the failure of gauge
invariance in eq. (2.6) is canceled by a related failure coming from degrees of freedom that
live exclusively on the boundary, ∂X. These degrees of freedom are the ones that actually
transport the charge in the low-energy theory, which moves along the boundaries of the
quantum Hall domains. Because these are restricted to the boundaries they are described by
a chiral 1+1 dimensional CFT, whose U(1) anomaly provides the required cancelation.
Far infrared: Fractional quantum Hall systems
Another puzzle about eq. (2.6) is that the quantization of k seems to preclude on general
grounds the possibility of having fractional quantum Hall plateaux. A resolution to this
7Given a spin structure k could be half-integer, however we take the case of no spin structure because for
the quantum Hall experiments of most interest the Zeeman splitting is larger than the Landau level spacing.
See however [5] for a review of more complicated cases where electron spins can be important, and [17, 37] for
preliminary discussions of how duality arguments change in this case.
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puzzle is suggested by the ‘composite boson’ picture of quantum Hall systems, as is now
described [38].8
The composite boson model starts with the observation that statistics is a supple concept
in 2+1 dimensions where fractional statistics are allowed, and in particular can be explicitly
implemented through the artifice of having particles carry with them flux tubes of a fictitious
electromagnetic field, aµ [41]. Specifically, if S[ψ,A] is the action for point particles, ψ, having
charge e coupled to an electromagnetic field, Aµ, then the deformation
Sϑ[ψ,A, a] := S[ψ,A+ a]− e
2
2ϑ
∫
d3x µνλaµ∂νaλ , (2.9)
describes the same theory where the statistics of the ψ particles is shifted by the angle ϑ. For
instance, if a two-particle state described by the action S[ψ,A] originally acquired a phase
η when the two particles are interchanged, then when described by Sϑ[ψ,A, a] they instead
acquire the phase ηeiϑ on interchange. They do so because the gaussian integral over aµ
produces a saddle point that sets its magnetic field, b = ∂xay − ∂yax, proportional to the
charge density, which is nonzero where the particles are but vanishes where they are not. For
point particles this is equivalent to attaching a flux quantum to each particle, and it is the
Aharonov-Bohm phase of this flux that produces the change in statistics.
With this in mind, the electrodynamics of 2+1 dimensional fermions can instead be
regarded as that of bosons coupled to a statistics field with angle
ϑ = (2n+ 1)pi . (2.10)
In this picture the quantum Hall plateaux with fractions 1/(2n + 1) can be qualitatively
understood using the following mean-field picture. For a macroscopic number of bosons,
the accumulated statistical flux can be thought of as a constant background field, b. But
because the charge carriers couple only to the sum Aµ + aµ, special things can happen when
the real magnetic field cancels this background statistics field. For these special values where
B+b = 0 the bosons see no net field, and so are free to Bose-Einstein condense — producing a
superconducting phase. This condensation is how the strongly correlated fractional quantum
Hall state is understood in this picture. Due to the choice, eq. (2.10), the cancelation happens
when the filling fraction is ν = 1/(2n+ 1), corresponding to the principle series of fractional
states described by the Laughlin wave-function.
In this picture there is also a qualitative understanding of the stability of these plateaux
to small changes of B. The ‘superconductor’ then sees a net magnetic field, but the idea
is that the superconductor is a Type II superconductor for which this field penetrates as a
vortex without destroying the condensation. These vortices have fractional statistics, and
correspond to the quasi-particles of the Laughlin fluid. The plateau ends for fields, B, large
enough that there are so many vortices that the superconductivity is ruined. The picture then
8The related ‘composite fermion’ model [39] is widely used in theoretical studies of quantum Hall systems,
and has also been discussed within an AdS/CFT framework [40].
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is that the vortices themselves condense, producing a quantum Hall state, p/q with p 6= 1.
This process continues generating the many plateaux observed in a hierarchical way [28].
Although the mean-field arguments are suspect, this is a conceptually attractive framework
for understanding quantum Hall dynamics, for which notions of particle-vortex duality are
likely to be useful [6].
Coming back to the far-infrared effective action, the above picture suggests that eq. (2.6)
should be generalized to
exp
{
iΓIR[A]
}
:=
∫
Daµ exp
{
−ke
2
2pi
∫
X
d3x µνλ(Aµ + aµ)∂ν(Aλ + aλ)
− e
2
2ϑ
∫
d3x µνλaµ∂νaλ
}
. (2.11)
If the first term is the result that would be obtained, as above, from a system of electrons,
then electrons could also give eq. (2.11) for ϑ = 2npi, since any shift of statistics by an integer
multiple of 2pi has no effect. Integrating out aµ, leads to the Hall conductivity
σxy =
k
2nk + 1
, (2.12)
which is a fraction (in units of e2/h = e2/2pi), though always with an odd denominator.
For future reference, notice that a quantum Hall system built from bosons would instead
correspond to the choice ϑ = (2n+ 1)pi, leading to
σxy(bosons) =
k
(2n+ 1)k + 1
. (2.13)
In units of e2/h = e2/2pi this is a fraction p/q, with q odd if p is even, and vice versa. Note
in particular that if all else is equal, then shifting statistics angle by ϑ → ϑ + pi shifts the
complex conductivity by9
1
σ
→ 1
σ
+ 1 . (2.14)
Not quite so deep in the infrared
The interest in this paper is in the approach to the quantum Hall plateaux for small temper-
atures, rather than in the ground states themselves, and so the goal is to obtain an effective
low-energy description that is not quite so far in the infrared as the Chern-Simons action just
described. It is for this effective theory that any emergent duality group should be found if
it is to be relevant for the experiments that probe the approach to, and transitions between,
different quantum Hall plateaux.
The observational evidence is that this regime is described by some system with a Γ0(2)
duality group that commutes with its RG flow, but real progress in constructing candidate
effective field theories has been blocked by the lack of examples of strongly correlated systems
9In terms of the generators S(σ) = −1/σ and T (σ) = σ + 1, this corresponds to σ → ST−1S(σ).
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explicitly displaying the emergent duality. Once such a model is in hand its implications that
go beyond implications of duality can be tested, to see if it describes the experimental systems.
The remainder of this paper identifies a first candidate using recently developed tools from
the AdS/CFT correspondence. As discussed in the introduction, for the present purposes, the
great virtue of this correspondence is twofold: it provides a calculable laboratory of strongly
interacting 2+1 dimensional systems; and it naturally produces systems having emergent
duality groups.
3. Holographic duality
AdS/CFT formulations of 2+1 dimensional CFTs involve electromagnetic gauge fields in
3+1 dimensional asymptotically AdS backgrounds. Particle-vortex interchange in the CFT
corresponds to the interchange of electric and magnetic fields on the AdS side, so part of
the ease of having an emergent duality in the CFT is the propensity on the AdS side for
the electromagnetic theory to be invariant under electric-magnetic interchange. Since this
transformation takes the electromagnetic coupling from weak to strong (and vice versa), on
the AdS side it is useful to have a scalar field, φ, whose value tracks the size of this coupling.
Here we use the modular symmetry as an input to constrain the model and do not derive it
as an emergent symmetry.
Another generator is needed to obtain a group like SL(2, Z) — or one of the level-two
subgroups, like Γ0(2) or Γθ(2) — and given the above discussion it is natural to seek this as
the freedom to change particle statistics by 2pi. Since particle statistics are described by a
Chern-Simons term in the CFT, on the AdS side it is natural to seek a symmetry that shifts
the coefficient of F ∧F . For this reason it is also useful to have a scalar field, χ, whose value
tracks this interaction.
The minimal set of fields to follow in the AdS formulation should then be gravity, the
electromagnetic field, plus the two scalars: the dilaton, φ, and axion, χ. These fields naturally
appear in the low-energy limit of string theory, so the kinds of theories entertained here are
likely to arise generically in more explicit string constructions. (In this paper we take a
phenomenological point of view, and do not try to embed the 3+1 dimensional field theory
into an explicit stringy framework. Although this would be instructive, most of the additional
bells and whistles live at very high energies and so are likely to decouple from the low-energy
limit that is always of interest for the applications we have in mind.)
The holographic interpretation of black holes with this field content has recently been
worked out [10, 11]. Although these models cannot themselves directly provide descriptions of
quantum Hall systems, since for nonzero magnetic fields their DC ohmic conductivity vanishes
at finite temperature, they are interesting in their own right. This section briefly recaps some
of their features, with the goal of describing the duality transformations of interest for the
model of real interest in the next section.
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3.1 Maxwell and the axio-dilaton
The starting point is the Einstein-Maxwell action coupled to the axio-dilaton in 3+1 dimen-
sions:10
S = −
∫
d4x
√−g
{
1
2κ2
[
R− 2Λ + λ
2
2
(
∂µφ∂
µφ+ e2φ ∂µχ∂
µχ
)]
+
1
4
e−φFµνFµν +
1
4
χFµνF˜
µν
}
, (3.1)
where F˜µν :=
1
2 µνλρF
λρ, and µνλρ has a factor of
√−g extracted so that it transforms as a
tensor (rather than a tensor density). The constant Λ = 3/L2 is the AdS cosmological con-
stant and κ2 = 8piG is Newton’s constant, so weak curvature requires κ2/L2  1. Similarly,
the Maxwell coupling is g2 ∝ eφ so weak coupling corresponds to eφ  1. The dimensionless
parameter11 λ is at this point arbitrary, and can be absorbed by choosing φˆ := λφ at the cost
of re-appearing within the exponents: eφ = eφˆ/λ.
3.2 Duality relations
The couplings of this action are chosen to ensure the existence of a duality group, and at the
classical level there is an embarrassment of riches since the equations of motion are invariant
under the group SL(2, R). To see the action of this group define the axio-dilaton by
τ := χ+ ie−φ , (3.2)
for which weak coupling corresponds to large Im τ . Then the χ and φ kinetic terms become
∂µφ∂
µφ+ e2φ ∂µχ∂
µχ =
∂µτ ∂
µτ
(Im τ)2
, (3.3)
which is invariant under the transformations
τ → a τ + b
c τ + d
and gµν → gµν , (3.4)
where a, b, c and d are arbitrary real numbers that satisfy the SL(2, R) condition ad−bc = 1.
To define the action on the Maxwell field, following [44] define
Gµν := − 2√−g
(
δS
δFµν
)
= e−φFµν + χF˜µν , (3.5)
which takes the simple form
Gµν = τ Fµν , (3.6)
10We use a ‘mostly plus’ metric signature and Weinberg’s curvature conventions [42], which differ from those
of MTW [43] only by an overall sign in the Riemann tensor.
11We thank Elias Kiritsis for emphasizing the importance of this parameter, which for known supersymmetric
examples satisfies λ = 1.
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when written in terms of the complex quantities
Fµν := Fµν − iF˜µν and Gµν := −G˜µν − iGµν . (3.7)
Eq. (3.6) is invariant under the transformation, eq. (3.4), provided the Maxwell field trans-
forms as (
Gµν
Fµν
)
→
(
a b
c d
)(
Gµν
Fµν
)
, (3.8)
Since the Maxwell equations and the Bianchi identity are
∇µImGµν = ∇µImFµν = 0 , (3.9)
these are also invariant under SL(2, R). The Maxwell contribution to the axio-dilaton equa-
tion is similarly invariant [44].
3.3 From SL(2, R) to SL(2, Z)
Although SL(2, R) is a larger group than bargained for, in string theory it is generically
only an artefact of the classical approximation, and is broken down to a discrete subgroup by
quantum effects. Since the quantum plateaux ultimately prove to be in a strongly coupled part
of parameter space (over which the unbroken discrete symmetries ultimately give calculational
access – see below), their properties are strongly affected by the breaking.
The low energy supergravity of Type IIB string theory has an action in 10 dimensions
that is similar to the one described above, whose equations of motion are SL(2, R) invariant.
In this case the symmetry is broken by the presence of objects whose charges are quantized.
For example, a (m,n)-string (i.e. a bound state of a fundamental F-string with charge m
with a D-string with charge n)12 has tension,
τm,n = e
φ(m+ χn)2 + e−φn2 . (3.10)
Under SL(2, R) transformations, the (m,n)-string transforms into a (m′, n′)-string, where
m
′
= dm+ cn , n
′
= bm+ an . (3.11)
Because m and n are quantized SL(2, R) is broken to SL(2, Z).
For holographic applications similar considerations are very likely to apply. In particular,
probing the CFT at finite temperature and density require studying the AdS theory in the
presence of a charged (dilatonic) black hole. This becomes a dyonic black hole — with both
electric and magnetic charges, Qe and Qm — if the CFT is probed in an external magnetic
field. Although these black holes are usually studied in the classical limit, in principle the
AdS/CFT duality is exact and so quantum effects can also be studied. In particular, the
Dirac quantization conditions for magnetic monopoles should apply, requiring the electric and
12We use (m,n) rather than the more traditional (p, q) to avoid notational conflict with our later use of p
and q.
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magnetic charges to be quantized relative to one another. In microscopic brane constructions,
dyonic objects in the bulk can be identified as charged solitons in the boundary CFT [45].
It then suffices that there should be a minimum electric charge to learn that magnetic and
electric charges must be quantized in terms of this minimum charge. As we see below, such a
quantization on the AdS side naturally leads to a quantization of the Hall conductivities on
the CFT side: σxy ∼ Qe/Qm ∼ p/q, for integer p and q. The precise pattern of fractions that
is allowed depends on the precise discrete subgroup — possibly SL(2, Z), Γ0(2) or Γθ(2) —
of SL(2, R) that is left unbroken by the full string dynamics. Since several specific stringy
ultraviolet completions are likely to exist for the given low-energy action, eq. (3.1), and
since different systems give rise to different discrete symmetries [46], in the phenomenological
approach followed here we imagine ourselves to be free to choose this unbroken discrete
symmetry.
3.4 Conductivities
Computing the ohmic and Hall conductivities as functions of temperature, charge density and
magnetic field requires studying the response of the above AdS system to small electromag-
netic perturbations about a dyonic axio-dilaton black hole. This is explored in some detail in
refs. [10, 11].
Action of SL(2, R)
In particular, these authors compute the action of the underlying SL(2, R) symmetry on the
conductivities, and show that they take the form of eq. (2.5). We reproduce a version of the
argument here that generalizes easily to the case of later interest.
The starting point is the AdS/CFT translation table,13 which gives the electromagnetic
current, Ja, when the CFT is perturbed by an electromagnetic field, Fab. On the AdS side
the perturbation is obtained by solving the linearized Maxwell equation, and evaluating the
action as a function of the perturbation on the boundary. Differentiating with respect to Aµ
to get the current gives a simple form when expressed in terms of Gµν :
Ja =
√−g Gva∣∣
0
, (3.12)
where v is a radial coordinate (i.e. a function of r) for which conformal infinity lies at v = 0
and the horizon is at v = vh.
Focusing on the spatial components, Jx and Jy, and using the (real part of the) trans-
formation rule eq. (3.8), then implies(
J
E
)
→
(
a b
c d
)(
J
E
)
, (3.13)
13There is generally a choice of CFT, depending on the precise form of the boundary conditions used in
AdS [47, 48]. In the present instance ref. [7] argues that one of these choices can be regarded as equivalent
to treating the gauge field on the boundary as dynamical, as would be done when coupling to a statistics
field in 2+1 dimensions. Furthermore, such choices are implicitly made when comparing theories related by
transformations involving S-duality, τ → −1/τ . These complications do not play a direct role in what follows.
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where14
J :=
[
−G˜tx + iG˜ty
]
0
=
[
−√−g
(
Gvy + iGvx
)]
0
= −i (Jx − iJy) , (3.14)
and
E := [Ftx − iFty]0 = Ex − iEy . (3.15)
But in linear response the conductivity tensor is defined15 to be J i = σij Ej , or equiva-
lently (keeping in mind σyx = −σxy and σxx = σyy for rotationally invariant systems),
J = −Jy − iJx = − (σyxEx + σyyEy)− i (σxxEx + σxyEy)
= − (σyx + iσxx) (Ex − iEy) = σ−E , (3.16)
where σ− := σxy− iσxx. Consistency of this relation with the transformation, eq. (3.13), then
implies
σ− → aσ− + b
cσ− + d
. (3.17)
Complex conjugation – we consider here only DC conductivities, whose imaginary parts vanish
— then also implies the desired transformation, eq. (2.5), for σ = σ+ = σ
xy + iσxx.
Classical conductivities
The authors of refs. [10, 11] also show that the low-temperature properties of the conductivities
predicted by this theory are relatively simple. The strategy is first to compute explicitly in the
case of a purely electric black brane with a vanishing axion field. The general result for dyonic
branes with an axion is then found by performing an appropriate SL(2, R) transformation.
The appropriate black brane geometries have the form
ds2 = −h2(r)dt2 + dr
2
h2(r)
+ b2(r)
(
dx2 + dy2
)
, (3.18)
for which the Maxwell field equation ∇µGµν = 0 has solution
Grt = − Qe
b2(r)
, (3.19)
and so using the constitutive relation, Gµν = e−φFµν + χF˜µν , then gives (with Fxy = Qm)
F = (Qe − χQm)e
φ
b2
dr ∧ dt+Qm dx ∧ dy . (3.20)
Given the SL(2, R) transformation rules for the Maxwell field, these expressions imply
an action of SL(2, R) on the charges Qe and Qm. Our strategy is to start with an electric
14Our convention is tvxy = +1/
√−g, so is opposite to [11].
15From this point on we adopt consistent tensor conventions for the conductivity, which is naturally con-
travariant.
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dilaton brane with unit electric charge, zero magnetic charge, φ = φˆ0 and χ = 0. φˆ0 is then
chosen so that this configuration is mapped into a more general configuration with Qe, Qm,
φ = φ0 and χ = χ0.
The behaviour of the purely electric brane with no axion is simple because at low temper-
atures and frequencies it is governed by the near-horizon limit of the near-extremal geometry,
which is [49]
ds2 ≈ −r
2
l2
[
1−
(rh
r
)2ζ+1]
dt2 +
l2 dr2
r2[1− (rh/r)2ζ+1] + r
2ζ
(
dx2 + dy2
)
. (3.21)
This benefits from an attractor mechanism [50, 51] that makes the near-horizon geometry
independent of the boundary data for the scalar fields at infinity. This implies that the
constants l and ζ are determined by the field equations, leaving the position of the horizon,
rh, as the only important scale. The same geometry also describes the near-horizon limit
when the dilaton-Maxwell action is replaced by the dilaton-DBI action discussed below (as is
shown in Appendix D).
In particular, the prediction [10, 11] ζ = 1/(1+4λ2) — which comes from solving the field
equations for the SL(2, R)-invariant action given above, eq. (3.1) — is likely to be significant
because the geometry of eq. (3.21) is Lifshitz-like, with different scaling assigned to time and
space directions. This is true even though the asymptotic geometry near infinity is relativistic,
due to the presence of the dilaton. The dynamical exponent predicted at low temperatures
(in the IR) in this case is
z =
1
ζ
= 1 + 4λ2 , (3.22)
although the asymptotic value, z = 1, would continue to apply in the UV. To the extent
that this metric also describes the near-horizon limit of the background geometry in DBI-
based model discussed below, we choose λ to ensure that z is consistent with low-temperature
observations of scaling exponents. Since these indicate16 z = 1 [52], as is also suggested by the
importance of Coulomb physics in the microscopic picture [53], in practice we imagine taking
λ2  1, although we expect that the classical approximation to break down for sufficiently
small λ. By contrast, the supersymmetric choice λ = 1 predicts z = 5.
The dilaton also varies logarithmically with r in the purely electric solution, eφ ∝ r4ζ ,
which vanishes on the horizon in the extremal case (rh → 0). For magnetic branes (Qe = 0
and Qm 6= 0) the dilaton is instead driven to the strong-coupling regime at the horizon in the
extremal case. Control is nonetheless maintained in refs. [10, 11] by taking T to be nonzero
but small, so the brane is not quite extremal. Then an asymptotic value for the dilaton
at conformal infinity can be chosen to ensure that the coupling remains weak enough right
down to r = rh 6= 0. This tendency to strong coupling at low enough temperatures (for
fixed dilaton) is an important feature of these dual systems, that in later sections also limits
our ability to compute conductivities directly near quantum Hall plateaux using semiclassical
16We thank E. Fradkin and S. Kivelson for pointing out the evidence for z = 1.
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methods. (It is recourse to the unbroken discrete symmetries, like SL(2, Z), that ultimately
allow progress nonetheless.)
The explicit form obtained in this way for the AC conductivities in the limit ω  T  µ
(where µ is the chemical potential required to maintain a charge density ρ ∼ Qe) is [11]
σxy =
ρ
B
[
1 +O (ω2)] , and σxx = O (ω) . (3.23)
In particular, there is no DC ohmic conductivity. This ultimately vanishes because the ohmic
conductivity is infinite at zero B due to translation invariance [11]. Although SL(2, R) is
nicely realized by the RG flow, dτ/dr, of the axio-dilaton [11], it cannot directly describe
the temperature flow of DC conductivities in quantum Hall systems.17 For this reason we
next explore a slightly more complicated system for which SL(2, R) invariance coexists with
nonzero DC conductance.
4. Quantum Hall-ography
In order to obtain DC conductivity in an SL(2, R) invariant way, we follow ref. [13] and
study the case of a probe brane, described by the DBI action, situated within the background
geometry of an appropriately chosen black brane. As discussed in [13], the probe limit is
crucial for obtaining DC ohmic resistance because the infinite bath represented by the black
brane can provide the required dissipation. Ideally, one would prefer not to have to rely on
the probe approximation to achieve DC resistance, such as by incorporating disorder or some
other breaking of translation invariance. We regard our reliance on the probe approximation
here to be a temporary crutch that will not survive more sophisticated modeling.
4.1 The setup
The action for the revised model has the following form
S = Sgrav + Sgauge , (4.1)
where the gravitational sector is the same as before,
Sgrav = −
∫
d4x
√−g
{
1
2κ2
[
R− 2Λ + λ
2
2
(
∂µφ∂
µφ+ e2φ ∂µχ∂
µχ
)]}
+ SLifshitz , (4.2)
with the possible addition of a ‘Lifshitz’ sector, whose purpose is to build in various features
of the background geometry. For instance, in [13] this sector is imagined to involve various
Kalb-Ramond fields, Hµνλ, whose presence is used to generate an uncharged black-brane
geometry that asymptotically scales spatial and temporal directions differently. The resulting
asymmetric exponent z = 2 was then chosen to achieve some strange-metal properties, like a
resistivity linear in temperature.
17Ref. [11] also models DC conductivity due to disorder by giving the frequency a small imaginary part.
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Although not strictly necessary for quantum Hall plateaux, a similar construction could
be used here to build in an arbitrary value of z in the UV. What proves to be a more attractive
choice, however, is instead to choose the Lifshitz sector such that its background metric is
that of a dyonic black brane, whose extremal near-horizon geometry is that discussed in §3,
above, or its DBI generalization discussed in Appendix D. This is attractive because this
automatically gives z ' 1 in the UV, while allowing z to be dialed in the IR through the
choice of the parameter λ. Potential sources for such a background are discussed below, after
describing the gauge action, Sgauge.
For the present purposes the main change relative to §3 is the gauge action, which replaces
the dilaton-Maxwell form of eq. (3.1) with the DBI form
Sgauge = −T
∫
d4x
[√
−det (gµν + `2 e−φ/2Fµν)−√−g]− 1
4
∫
d4x
√−g χFµνF˜µν
= −T
∫
d4x
√−g
[√
1 +
`4
2
e−φFµνFµν − `
8
16
e−2φ
(
FµνF˜µν
)2 − 1]
−1
4
∫
d4x
√−g χFµνF˜µν , (4.3)
where the second line holds in 3+1 dimensions.
Eq. (4.3) is the unique SL(2, R)-invariant generalization of the DBI action [44], and has
the same form as would the action of a D3-brane written in Einstein frame if the quantity `
were given by
`2 = 2piα′ , (4.4)
with T representing the brane tension. However, our approach here is phenomenological and
nothing would change if this action were instead to emerge as the low-energy limit of some
more complicated configuration involving other kinds of branes. Although we do not try to
do so here, any full string embedding would require a precise statement of the position of the
relevant branes in the extra dimensions, and of what stabilizes their motion (and gives mass
to any other potentially light degrees of freedom). Presumably, the DBI action describes the
dynamics of 2+1 D matter fields coupled with a strongly interacting CFT modeled by the
background geometry. The matter fields are also coupled with the 3+1 D U(1) gauge field
on the probe brane. We imagine there to be a suitable large-N limit in play, allowing us to
neglect quantum fluctuations of fields on the AdS side.
This kind of dilaton-DBI action could also be used for the Lifshitz sector in the case where
the background geometry is taken to be the near-horizon, near-extremal form described in §3
and Appendix D. If so, it would require a different U(1) gauge potential and a parametrically
larger tension T →∼ NT to justify the use of the probe approximation for the brane that
produces the conductivity. It seems (and probably is) redundant to have the additional
Lifshitz sector to produce such a background, when the same geometry would also be produced
if Sgauge were treated beyond the probe approximation. We only do so here since we require
the probe approximation in order to obtain a nonzero DC ohmic resistivity, and regard this
as a feature to be improved in future iterations.
– 20 –
4.2 Duality relations
The important property of the DBI action used above is that it shares the duality invariance
[44] of the dilaton-Maxwell action described earlier. The main change relative to the earlier
discussion is the form of the constitutive relation between Gµν and Fµν , which in this case is
Gµν = − 2√−g
(
δS
δFµν
)
=
T `4
X
[
e−φFµν − `
4
4
e−2φ
(
FµνF˜
µν
)
F˜µν
]
+ χF˜µν , (4.5)
where
X :=
√
1 +
`4
2
e−φFµνFµν − `
8
16
e−2φ
(
FµνF˜µν
)2
. (4.6)
In terms of this quantity gauge field equations and Bianchi identities have the same form
as before,
∇µGµν = ∇µF˜µν = 0 . (4.7)
It can be shown [44] that these — and the other field equations and the constitutive relation,
eq. (4.5) — are invariant under the same SL(2, R) transformations of the dilaton-Maxwell
theory, eqs. (3.4) and (3.8):
τ → a τ + b
c τ + d
and
(
Gµν
Fµν
)
→
(
a b
c d
)(
Gµν
Fµν
)
, (4.8)
with gµν fixed. As before Fµν = Fµν − iF˜µν and Gµν = −G˜µν − iGµν .
Because the symmetry acts in the same way on Gµν as in the last section, the same
conclusion is also true for the transformation laws for the current,
Ja =
√−g Gva
∣∣∣
0
. (4.9)
It immediately follows that the conductivities of the dual CFT also transform as before,
eq. (2.5):
σ → a σ + b
c σ + d
. (4.10)
Beyond linear response
The fact that the quantities Gµν and Fµν transform under SL(2, R) in the same way as
they did for the dilaton-Maxwell theory carries some potentially interesting implications. In
particular, since the constitutive relation, eq. (4.5), states that Gµν is a linear combination
of Fµν and F˜µν (with field-dependent scalar coefficients), it can always be written in a form
similar to eq. (3.6):
Gµν = τ eff Fµν , (4.11)
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for some field-dependent quantity τeff = τeff
(
τ, F 2, F · F˜
)
, satisfying τeff(τ, 0, 0) = τ . But the
invariance of this relation under SL(2, R) implies that the quantity τeff must also transform
under SL(2, R) as
τeff → a τeff + b
c τeff + d
. (4.12)
The quantity τeff plays the role of a ‘dressed’ axio-dilaton for the DBI theory.
A similar observation also holds for the quantities J = −i(Jx− iJy) and E = Ex− iEy of
the CFT. These inherit from Gµν and Fµν the same transformation as for the dilaton-Maxwell
theory, (3.13): (
J
E
)
→
(
a b
c d
)(
J
E
)
. (4.13)
Defining the effective, field-dependent, conductivites, σxyeff and σ
xx
eff , by
σeff − = σ
xy
eff − iσxxeff :=
J
E , (4.14)
then implies that these must transform under SL(2, R) as
σeff − → a σeff − + b
c σeff − + d
, (4.15)
and similarly for σeff := σ
xy
eff + iσ
xx
eff .
We see here within an AdS/CFT realization how the implications of duality can apply
beyond the strict linear-response regime, to include the nonlinear dependence of the conduc-
tivities on the applied fields. This is precisely what is required to account for some of the
observations discussed in §2 (see Fig. (4) and refs. [19, 33]).
4.3 Holographic DC conductivities
We next turn to the calculation of the conductivities as functions of temperature and magnetic
field, to verify the presence of a nonzero DC ohmic conductivity.
Background geometry
Following [13] we take the background metric to solve the field equations generated only
by Sgrav, and regard the effects of Sgauge as a perturbation to this geometry (the probe-
brane approximation). We return below to the limitations of the domain of validity of this
approximation.
We assume the background 4D geometry sufficiently near the black hole is
ds2 = L2
[
−h(v) dt
2
v2z
+
dv2
v2h(v)
+
dx2 + dy2
v2
]
, (4.16)
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where L is the length scale defined by Λ = 3/L2 (set to unity in what follows), and the
Lifshitz parameter, z, measures the difference between the scaling dimension of the space and
time directions, with z = 1 corresponding to equal scaling.18
Not much is required to be known about the function h(v), apart from that it is positive,
approaches unity as v → 0, and is assumed to have a simple zero, h(vh) = 0 for vh > 0,
corresponding to the horizon of the black brane. The position of this horizon provides a
temperature for the boundary theory in the usual way,
T =
|h′(vh)|
4pivz−1h
∼ 1
vzh
, (4.17)
with the approximate equality following from the assumption that h′(vh) ∼ 1/vh. As before,
the position of conformal infinity is taken to be v = 0.
If the black brane of the background geometry does not couple to a Maxwell field, as
for the Lifshitz sector of ref. [13], then the dilaton and axion fields can be taken to be
constants: φ = φ0 and χ = χ0. In this case the parameter z can be taken to be a knob to
be dialed essentially at will. Alternatively, if the background geometry carries a charge and
so approaches an extremal black brane at low temperature with an attractor form, then φ
generically has a nontrivial profile. When necessary we take this to be
eφ ∝ v−4 (4.18)
as suggested by the dilaton-Maxwell solution of [49, 10] or the dilaton-DBI solution described
in Appendix D. In either case the axion can be set to zero and then later regenerated by
performing an SL(2, R) transformation.
Conductivity calculation
We proceed following closely the steps of ref. [13] (see also refs. [54, 55]. The field equations
for the gauge field are ∇µGµν = 0, with Gµν given by (4.5). Those for the axio-dilaton are
0 = λ2
[
φ− e2φ∂µχ∂µχ
]
+
κ2T `4
2X
[
e−φFµνFµν − `
4
4
e−2φ
(
FµνF˜
µν
)2]
= λ2
[
φ− e2φ∂µχ∂µχ
]
+
κ2
2
[
Gµν − χF˜µν
]
Fµν (4.19)
and
λ2∇µ
(
e2φ∇µχ
)
− κ
2
2
FµνF˜
µν = 0 . (4.20)
The strategy in the probe limit is to solve the Maxwell equation, but neglect the corrections
to the background metric and dilaton. The above equations show this requires the neglect of
18As discussed in [13] the presence of z complicates the discussion of the boundary conditions (see also
footnote 11), particularly once z >∼ 2. Following [7], we expect these to be automatically incorporated into the
duality transformations, but do not expect them to affect our conductivity calculations in any case.
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quantities like κ2T /X and κ2FµνF˜µν relative to 1/L2 (which itself must satisfy 1/L2  1/`2).
Because κ2 ∼ `8/Ω  `2 — with Ω the volume of the extra dimensions not made explicit
here — these conditions need not imply that quantities like `4e−φFµνFµν are also small,
so it remains consistent to keep the nonlinearities in the DBI action. In addition to these
conditions are the more ‘stringy’ conditions for weak coupling, eφ  1, and the absence of
runaway string pair-production [56] (more about the domain of validity later).
It suffices to compute the ohmic conductivity in the absence of a magnetic field and
axion, since the general case can then be recovered by performing an appropriate SL(2, R)
transformation. To this end we require the solution to the Maxwell equation subject to the
ansatz
A = Φ(v) dt+
[
A(v)− Et
]
dx . (4.21)
The corresponding components to the field strength then are
Fvt = Φ
′ , Fvx = A′ , Ftx = E
and F˜ xy = − Φ
′
√−g , F˜
ty =
A′√−g , F˜
vy = − E√−g , (4.22)
and so FµνF˜
µν = 0.
Since the equations of motion can be written ∂ν [
√−g Gνµ] = 0, the equations corre-
sponding to µ = a = {x, y, t} immediately integrate to give √−g Gva = Ca, where Ca are
three v-independent integration constants. The absence of an axion allows the choice Cy = 0,
but the other two equations determine Φ′ and A′ in terms of Ct and Cx, as follows:
√−g
(T `4e−φ
X
)
gvvgtt Φ′ = Ct and
√−g
(T `4e−φ
X
)
gvvgxxA′ = Cx , (4.23)
where
X =
√
1 + `4 e−φ
[
gvvgtt(Φ′)2 + gvvgxx(A′)2 + gttgxxE2
]
. (4.24)
Using these expressions to eliminate Φ′ and A′ gives the following result for X as a function
of Ct and Cx:
X =
√
N
D
, (4.25)
with
N := 1 + `4 e−φ
(
E2
gttgxx
)
D := 1 +
eφ
T 2`4
[
(Ct)2
g2xx
+
(Cx)2
gttgxx
]
. (4.26)
Notice that when v → 0 all of the metric functions diverge, and so both N and D
approach unity. But when v → vh we instead have gtt → 0− and gvv → ∞, while gxx and√−g remain finite. This implies both N and D approach −∞ in this limit, requiring they
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both change sign somewhere in the interval 0 < v < vh. A quick way to solve for the relation
between Ca and E is the observation [54] that the reality of the action requires both N and
D to change sign at the same point, v = v?, implying
−(gttgxx)? = h(v?)
v
2(z+1)
?
= `4 e−φ?E2 , (4.27)
and
− (C
x)2
(gttgxx)?
=
(Ct)2
(g2xx)?
+ T 2`4e−φ? . (4.28)
The first of these can be used to infer the value of v? as a function of E, and the second
then imposes an E-dependent relation between Cx and Ct. Notice that as E → 0, eq. (4.27)
implies v? → vh ∝ T−1/z.
Now the usual AdS/CFT translation tells us that the integration constants found above
are the currents19 in the CFT: Ja = Ca, so using Cx = Jx = σxxE and Ct = J t = ρ in the
last equation gives the ohmic conductivity as
σxx =
√
(T `4e−φ?)2 + (`4e−φ?) ρ2/(g2xx)?
=
√
(T `4e−φ?)2 + v4? (`2ρ)2 e−φ? , (4.29)
where the last line uses the explicit form of the metric, eq. (4.16). The absence of a magnetic
field and axion in this case also require vanishing Hall conductivity σxy = 0. Notice the
limiting forms, depending on the relative size of v4? and v
4
c := e
−φ?(T `2/ρ)2  1,
σxx ' T `4 e−φ? ∝ v4? if v?  vc
σxx ' v2?(`2ρ) e−φ?/2 ∝ v4? if v?  vc , (4.30)
where the last expressions use (4.18) for a charged background. Provided T `4 ' O(1), as
would be true for a D3 brane, this shows that weak coupling (i.e. e−φ?  1) implies σxx starts
large — σxx ' O (e−φ?) 1 for v? < vc, and then climbs to still larger values with growing
v?. Notice how both regimes vary like v
4
? independent of the value of λ for the case of the
charged background. In the case of a neutral background (where φ? is constant) (4.29) states
σxx is independent of v? when v?  vc, but σxx ∝ v2? when v?  vc. As shown in Appendices
C and D, for sufficiently large σxx the probe-brane limit can eventually fail, corresponding to
the need for a better approximation to understand the limit of vanishing T .
The temperature-dependence of this expression is encoded in the value of v?, whose
determination requires a fuller specification of the metric function h(v). For small E we know
19A note on units of charge: this can be changed for the carriers in the CFT by rescaling Aµ → ξAµ. This
is a symmetry of the action — contained in SL(2, R) — if e−φ → ξ−2e−φ and χ→ ξ−2χ. Under this rescaling
Gµν → χ−1Gµν , Jµ → ξ−1Jµ and σab → ξ−2σab.
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v−4? ' v−4h ' CT 4/z. This implies
σxx ' e
−φ?/2
√
C T 2/z
√
(`2ρ)2 + C(T `4)2 e−φ? T 4/z
=
C ′ρ
T 4/z
, (4.31)
and so σxx starts large for high T , but grows with falling temperature like σxx ∝ T−4/z for
very low temperatures. This shows that it is indeed small T that corresponds to large σxx,
and so the breakdown of the probe-brane approximation. For a charged background with
λ = 1 we have z = 5 and so σxx ∝ T−4/5, while for a neutral constant dilaton background we
have σxx ∝ T−2/z.
These two conductivies naively imply a jump in the scaling exponent in parameter space.
That is, it seems one could turn off the background charge and jump from T−4/z scaling
to T−2/z scaling. However, it is important to remember that there are two separate scaling
regimes for the UV and IR in the charged background solution outlined in appendix D. The
UV solution has a constant dilaton, and so has a temperature scaling of T−2/z with z = 1
similar to an uncharged background with z = 1. The crossover between the UV and IR
depends on the size of the background charge, with the size of the IR region vanishing as the
charge goes to zero. Since the conductivity is dependent on gxx which is a smooth function
of charge, the scaling from T−4/z to T−2 is smooth as we take the background charge to zero.
Validity of the probe approximation
It turns out that the details of the domain of validity of the probe-brane approximation differ
for the cases where the background geometry describes a neutral black brane (with constant
dilaton and z arbitrary), or when it is that of a charged, near-extremal black brane (with a
dilaton profile and an attractor behaviour). As is argued in detail in Appendix C, a necessary
condition for the probe approximation is
ρ
(
`2
κ2L2
)
e−φ?/2
v2?
, (4.32)
where ρ is the charge density and φ? := φ(v?) with v? (defined above) approaching the horizon,
v? → vh, for small applied electric fields, E. Since v? ≤ vh, the probe approximation can work
well right down to the horizon, v = vh, provided vh is not too large (and so temperatures are
not too close to zero).
For neutral branes, where φ is constant, the probe approximation ultimately fails for small
enough temperatures because eventually v? ' vh is large enough to invalidate eq. (4.32).
If, on the other hand, the source brane is charged then the above bound is more compli-
cated because φ? depends nontrivially on v? (and so also on T ). In particular, in the very low
temperature limit the near-horizon geometry can be independent of the asymptotic values of
the dilaton and axion, and in the dilaton-Maxwell described above [11] (and the dilaton-DBI
system of Appendix D) using (4.18), we see e−φ?/2 ∝ v2?. This makes the right-hand-side of
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Figure 8: The conductivities (σxx plotted vs σxy), as computed using eqs. (4.35) and (4.36) with
τ = 2 + i. Each curve corresponds to a different choice for ν, stepping from ν = 1 to ν = 10 through
integer values. σ0 is the parameter along each curve, with σ
xy → ν in the limit of large σ0. All
lines are semi-circles centred on the real axis, and all pass through the point σ = τ , for the reasons
explained in the text (colour online).
eq. (4.32) constant, and so it need not be violated at very small T . Appendix D explores the
value, Xh, approached by X in the near-horizon, near-extremal geometry; showing that if the
background geometry is supported by a DBI action with tension NT , then κ2NT /Xh > 1,
although κ2T /Xh can be small if N is sufficiently large.
Conductivities with nonzero magnetic fields
To obtain the conductivities for general magnetic fields and asymptotic axion fields, we act
on the previous result using an SL(2, R) transformation. Notice in particular that this auto-
matically ensures that the result found for σ(ρ,B, T ) has a temperature flow that commutes
with the action of the group, as assumed in §2 to reproduce the observed phenomenology
from a discrete duality group — see Fig. 6.
The transformation law, σ → (aσ+ b)/(cσ+ d), implies that the ohmic and Hall conduc-
tivities obtained starting from σxy0 = 0 and σ
xx
0 := σ0 (with σ0 given in eq. (4.29)) are
σxx =
σ0
d2 + c2 (σ0)2
and σxy =
ac (σ0)
2 + bd
d2 + c2 (σ0)2
. (4.33)
We require only the values of the parameters a, b, c, and d that are required to take the pure
dilatonic electric case to a general axion and dyonic field.
The required transformation is computed in Appendix A, and has parameters a = 1,
c = −B/ρ = 1/ν (where ν = −ρ/B is the filling fraction appropriate for a negatively charged
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particle) and
b =
ν
[
χ(ν − χ)− e−2φ]
(ν − χ)2 + e−2φ and d =
ν(ν − χ)
(ν − χ)2 + e−2φ . (4.34)
These lead to the conductivities
σxx =
ν2
[
(χ− ν)2 + e−2φ
]2
σ0
ν4 (χ− ν)2 +
[
(χ− ν)2 + e−2φ
]2
(σ0)2
(4.35)
σxy =
ν
[
(χ− ν)2 + e−2φ
]2
(σ0)
2 + ν4(χ− ν) [χ (χ− ν) + e−2φ]
ν4 (χ− ν)2 +
[
(χ− ν)2 + e−2φ
]2
(σ0)2
. (4.36)
where σ0 is the ρ- and T -dependent, but B-independent, result given in eq. (4.29) (corre-
sponding to the ν →∞ limit of σxx). The temperature-dependence is simplest to describe in
the regime of small E, in which case eq. (4.31) can be used. In particular, for small temper-
atures in this case σ0 = C
′ρ/T 4/z (or ∝ 1/T 2/z for neutral branes) and so is large for small
T .
These expressions are graphed in Fig. 8, which plots σxx on the vertical axis against
σxy on the horizontal. Each curve corresponds to an integer choice for ν, stepping between
the values ν = 1 and ν = 10, while the parameter σ0 varies along each curve. Each curve
approaches σxy = ν in the large-σ0 limit (see below), and is a semi-circle centred on the
σxx = 0 axis that passes through the point σxy = χ and σxx = e−φ (so σ = τ). Each is a
semi-circle because it is the image under SL(2, R) of the straight line σxy = 0, obtained for
χ = B = 0. Each curve passes through σ = τ because σ and τ transform the same way under
SL(2, R) and there is always a choice for σ0 for which the initial value of σ
xx agrees with e−φ.
There are several limits for which the conductivities take a particularly simple form.
1. If e−2φ  ν2, (χ− ν)2 (or if χ = ν, or ν  1, or if σ0 is sufficiently large) then
σxx =
ν2
σ0
and σxy = ν . (4.37)
In particular, unless ν or χ are taken to be parametrically large, this result holds to the extent
that we neglect loop corrections, which are controlled by powers of eφ. In particular, using
the large-σ0 limit obtained at small T (for a charged background) gives the form:
σxx =
ν2
σ0
=
ρ T 4/z
C ′B2
and σxy = ν = − ρ
B
. (4.38)
2. The limits of weak and strong magnetic field are also simple. Weak magnetic field corre-
sponds to ν →∞, which gives
σxx → σ0
[
1− 2χ
ν
+ · · ·
]
and σxy → χ+ (σ0)
2 − e−2φ
ν
+ · · · , (4.39)
– 28 –
Figure 9: Left panel: Curves of constant σ0 and ν as computed semiclassically using the holographic
model in the regime ν  σ20 , e−2φ  1. Horizontal lines represent loci of fixed σ0 (and so also
temperature), while the sloped lines describe those of fixed ν (and so also fixed magnetic field). Right
panel: the same curves mapped to the strongly interacting near-plateau regime using an element of
SL(2, Z). The semi-circles radiating from the tip of the fan at the real axis represent lines of constant
B, along which T varies. Those transverse to these are lines of constant T . These illustrate a plateau
behaviour inasmuch as all curves converge to the same values of σxx and σxy for all values of magnetic
field at low temperatures (colour online).
where the ellipses denote terms that are of relative order χ2/ν2, e−2φ/ν2 and σ20/ν2. This
generalizes the calculation of the previous section to nonzero χ. By contrast, both conduc-
tivities vanish, σxx = σxy = 0, in the limit of large B (or vanishing density) corresponding to
ν → 0. The approach to zero for small ν is given by eq. (4.37).
4.4 Plateaux, semi-circles and the low-temperature limit
Although remarkable, at face value the formulae of eqs. (4.35) and (4.36) do not generically
describe quantum Hall plateaux, which should have vanishing ohmic conductivity, σxx = 0,
combined with the defining plateau behaviour for which σxy does not change as B varies. By
contrast, the generic low-temperature limit of the above formulae produce a Hall conductivity
that takes a continuous range of values, σxy = ν, as B is varied, and so does not show the
characteristic plateau-like feature of remaining constant as B varies over a finite range. As a
result, at low temperatures and magnetic fields the fluid has an ohmic conductivity that tracks
the temperature and a Hall conductivity that tracks the magnetic field (or filling fraction),
as shown in the left panel of Fig. 9.
The special point, σ = τ , in Fig. 8 where the many semi-circles cross is more plateau-like,
however. It is plateau-like in the following specific sense: once the temperature is adjusted to
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sit at the point σ = τ , changes in ν do not change the value of the conductivity. What differs
between this point and those observed in quantum Hall systems is that for real systems the
ohmic conductivity should also vanish, corresponding to taking Im τ = e−φ → 0. Although
plateaux with Im τ 6= 0 cannot describe quantum Hall systems, it would be of great interest
to compute their full electromagnetic response to better understand their properties.
Clearly real quantum Hall systems (with Im τ → 0) cannot be captured by the semiclas-
sical limit, for which SL(2, R) is a good symmetry. Another hint that strong coupling should
play a role comes from the recognition that the classical near-horizon configuration for e−φ
vanishes for extremal magnetic black holes. Similarly, ref. [11] computes the compressibility
of the fluid for the dilaton-Maxwell system of §3, and find that it is generically compressible,
but would be incompressible at strong coupling if the weak-coupling formulae were simply
formally extrapolated into the strong-coupling regime.
Happily, there is a way to probe strong coupling if it is assumed that a discrete symmetry
like Γ = PSL(2, Z) (or one of its subgroups) survives in the strong-coupling limit. In this
case the behaviour near σxx = 0 is often the image under Γ of a calculable region with much
larger σxx for which the above calculations are valid. This is possible to the extent that it is
only the weak-coupling approximation that fails, since this is controlled by e−φ = Im τ  1
and Γ maps regions with large Im τ to regions where it is small (precisely as it does for Im
σ).
For instance, imagine starting from σ = iσ0 at B = 0 and performing the transformations,
eq. (4.33), with a = p, b = r, c = q and d = s restricted to be integers, which yields
σxx =
σ0
s2 + q2 (σ0)2
and σxy =
pq (σ0)
2 + rs
s2 + q2 (σ0)2
, (4.40)
where the domain of validity is large σ0, as before, and the assumed exact validity of the
discrete transformation. In particular, although we cannot compute the explicit T -dependence
of σ0 very close to T = 0, we need not be able to do so in order to explore the implications
of the SL(2, R) and SL(2, Z) transformations so long as σ0 →∞ as T → 0. In this limit
σxx ' 1
q2σ0
[
1 +O
(
1
σ20
)]
and σxy ' p
q
[
1 +O
(
1
σ20
)]
, (4.41)
where σ0  1. These show that as T → 0 the Hall conductivity, σxy, assumes a B and
T -independent quantized fractional value, p/q, while σxx vanishes. The behaviour near this
point as ν and σ0 are varied over values ν  σ0  1 is illustrated on the right-hand panel of
Fig. 9, which plots the image of the left panel under the discrete transformation, σ → σ/(σ+1),
that maps σ =∞ to σ = 1.
These fractional values become bona fide quantum Hall plateaux if we also take e−φ →∞
together with σ0 → ∞, since then the same discrete transformation that maps σ → σ′ =
σ/(σ+ 1) also takes τ → τ ′ = τ/(τ + 1) as well as ν → ν ′ = ν/(ν + 1). This ensures that the
ν ′-independent plateau at σ′ = τ ′ occurs for Im τ ′ = Imσ′ = 0, rather than off in the interior
of the σ-plane as was the case for Fig. 8.
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The precise values of p and q appearing in the fraction depend on the discrete group that
is assumed to be valid, and ref. [7] argues this generically to be SL(2, Z) (generated by S and
T – see Appendix A) in the presence of a spin structure, or Γθ(2) ⊂ SL(2, Z) (generated by
S and T 2) for no spin structure. In neither case does the above expression agree with real
non-degenerate quantum Hall systems, since SL(2, Z) allows arbitrary p, q, r and s, subject
only to ps− qr = 1 and Γθ(2) requires both r and q to be even (in which case p and s must
be odd), or both r and q to be odd (with both p and s even). Both cases allow even q, unlike
the usual situation in Zeeman-split quantum Hall systems.20
In particular, for spin-split systems with unbroken Γθ(2) symmetry this predicts Hall
plateaux at fractions σxy = p/q where p is odd and q is even, or with p even and q odd.
This is precisely the duality group and Hall plateaux predicted [6] for bosonic Hall systems,
described in §2 — c.f. eq. (2.13) — suggesting the CFT is a strongly coupled analog of scalar
electrodynamics.
Fermionic quantum Hall systems
Given this identification of the the CFT as a bosonic Hall system, it is clear what is required
to obtain a fermionic candidate to describe real quantum Hall systems. This is obtained
from a bosonic system by coupling to a boundary statistics field having an odd statistics
parameter, ϑ = pi, as in §2. Within the present framework this is most easily done by
performing the SL(2, Z) transformation, eq. (2.14), that implements the addition of such a
flux: g = S T−1S. The duality group that survives to strong couplings for the fermionic
system is then ΓF = gΓBg
−1, where ΓB is the corresponding group in the boson system before
the addition of the statistics flux. Assuming, as before, that ΓB = Γθ(2) for the bosonic
system leads to the fermionic group ΓF = gΓθ(2)g
−1 = Γ0(2) (generated by S T 2S and T ),
as is shown in Appendix A. This is precisely the group (defined by the condition that q be
even, and so for which p and s must also be odd) multiply proposed over the years [24, 27, 6]
as providing a good phenomenological description of quantum Hall systems.
To find the T and B dependence of the conductivities in this case, first act on the initial
bosonic conductivity with g = S T−1S, for which p = s = q = −1 and r = 0. Starting with
the dilaton-DBI result without a magnetic field, σxy0 = 0 and σ
xx
0 = σ0 given by eq. (4.31),
then gives the fermionic archetype:
σxx0 =
σ0
1 + σ20
and σxy0 =
σ20
1 + σ20
, (4.42)
which in the low-temperature regime approaches an integer quantum Hall level, σxy0 → 1.
The expression for general χ and B can then be found in one of two equivalent ways. One
can either directly act with S T−1S on the general bosonic result, eqs. (4.35) and (4.36); or
20There is evidence for some Hall states with even denominators, but these are the exception rather than
the rule in the absence of more than one electron label (like spin, or layer number for bilayers or band label in
graphene), for which SL(2, Z) is the appropriate group.
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Figure 10: Left panel: Curves of constant magnetic field (or ν′ = g(ν)) as computed semiclassically
using the holographic model and mapped onto a plateau using an element g ∈ PSL(2, Z). Right
panel: the same curves for lines of constant T (or σ0). Constant B lines are semicircles, while those
along which B varies become semicircles at sufficiently low temperatures (colour online).
one can act on eq. (4.42) using the fermion SL(2, R) transformation obtained by conjugating
the boson duality transformation, (4.34), using g = S T−1S. This latter is obtained by using
g
(
a b
c d
)
g−1 =
(
a− b b
a− b+ c− d b+ d
)
. (4.43)
The plateaux themselves for the fermionic system can be found by acting on the basic
case, eq. (4.42), using a Γ0(2) transformation. Defining σˆ = σ
xx
0 + iσ
xy
0 , with components
taken from (4.42), the conductivity near a plateau is
σ =
p σˆ + r
q σˆ + s
, (4.44)
where q is even (and so p and s are odd). In the low-temperature limit, where σ0 → ∞ we
have σˆ → 1 and so
σ → p+ r
q + s
, (4.45)
which clearly always has an odd denominator. The plateau-like behaviour is as illustrated on
the right-hand panel of Fig. 9.
Semicircles
The generation of conductivities using PSL(2, R), followed by mapping weak to strong cou-
pling using a discrete symmetry also naturally ensures the observed semicircle behaviour as
one approaches a quantum Hall plateau. This can be seen in Fig. 10, which plots how lines of
constant ν and T approach the plateau. Lines of constant ν obtained in this way are always
semi-circles because they are the images under PSL(2, R) and PSL(2, Z) of the straight line
along which only σxx varies when B = 0. Experiments varying B at sufficiently small T are
also semicircles because these coincide with semicircular temperature flow lines. This can be
seen in Fig. 7.
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5. Discussion and conclusions
We see that the DBI-based model examined here provides an example of a 3+1 dimensional
gravitational system that has two desirable properties: (i) it admits an SL(2, R) duality
group at the classical level; and (ii) it has nonzero DC ohmic and Hall conductivities. The
model is phenomenological, in that it is not part of an explicit string construction, but this
is also unlikely to be relevant for low-energy purposes so long as all of the other string
ingredients do not play an important role and so can be integrated out. These other stringy
ingredients do play one important role, however, and that is to break the classical SL(2, R)
group down to a discrete subgroup. The general properties of 2+1 dimensional CFTs make
this subgroup generically likely to be SL(2, Z) in situations where a spin structure is relevant,
or Γθ(2) ⊂ SL(2, Z) if a spin structure is not relevant.
These two properties are the minimal two things that would be required for a candidate
description of low-energy quantum Hall systems, based on the phenomenological evidence in
these systems for an emergent discrete duality symmetry (summarized in §2). Any system
with these properties automatically captures all of the implications of the discrete symmetry
that survives in the strongly coupled regime, and in particular those enjoying an unbroken
Γ0(2) duality group merit a closer inspection to see how well they capture other properties
of real quantum Hall systems. This section discusses several kinds of observables of this type
that are not simply consequences of duality.
5.1 A model-building wish list
There are two kinds of predictions made by the specific dilaton-DBI model examined here,
that are typical of the kinds of comparisons that can be made that go beyond the implications
of the duality groups.
Approach to zero temperature
Although having a duality group commute with the RG flow to low temperatures predicts
the properties of some of the trajectories, σ(B, T ), in the conductivity plane [30], it does not
predict them all. The duality itself also does not predict the dependence on T along the flow
lines, although these are often reasonably well-measured (c.f eq. (2.1), for example). Since
specific models predict this dependence in detail, comparison with the measurements can help
sort out those models that provide the best description.
For instance, Fig. 11 shows how the ohmic DC conductivity drops exponentially with T
as one approaches various quantum Hall plateaux, ∝ e−∆/T , over a range of temperatures,
crossing over to a different exponential T -dependence at lower temperatures, as appropriate
to conductivity by hopping [53]. Like the incompressibility of the quantum Hall state, this is
consistent with the existence of a gap at low energies. By contrast, the CFT corresponding
to the gravity dual described above predicts a power-law for this approach, such as the
dependence σxx ∝ T 4/z for a charged background (or ∝ T 2/z for the uncharged background)
seen near σxy = 1 in eq. (4.41). This suggests the CFT as described so far may be limited to
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capturing the critical behaviour in the vicinity of a transition between two plateaux (or the
transition from a plateau to the Hall insulator).
When the background describes a neutral
Figure 11: Experimental plots, reproduced
from ref. [57], of the temperature dependence of
the approach to various quantum Hall plateaux,
showing an exponential form.
brane, the probe-brane approximation prevents
our direct exploration of the T → 0 limit and so
cannot exclude a crossover to exponential be-
haviour at very low temperatures. The same
need not be true for the near-horizon extremal
geometry explored in §3 and Appendix D, how-
ever, and does not appear to indicate such a
crossover. It is possible that this exponential is
associated with the approach to the low-energy
2D surface in coupling space. This motivates
a more detailed study of the very low-temperature
limit, as well as AdS/CFT systems having gaps
like the D7 system studied in [13]. We leave
it as an open problem whether an alternative
brane construction could be made that leads to
a duality-invariant form for the low-energy 4D
effective action consistent with an exponential
temperature dependence.
Critical exponents
Another experimentally accessible feature not purely dictated on symmetry grounds is the
powers, α and β, governing the scaling of the resistivities in the low-temperature limit (c.f.
eq. (2.4)) and Fig. 5. As discussed in §2, these are measured to satisfy β ' α ' 0.42 ± 0.01
[21], a result that can be usefully compared with the predictions of a particular CFT. How
does the dilaton-DBI gravity dual described above do on this score?
The numerical equivalence α ' β would be easy to understand if the resistivity, ρab,
near the critical field, B = Bc + ∆B, depended only on T and ∆B through the one scaling
combination
ρab ' ρab (x) with x := ∆B
T p
, (5.1)
for some power p. This dependence implies(
dρxy
dB
)
Bc
=
1
T p
(
dρxy
dx
)
x=0
. (5.2)
Similarly, if ∆B is defined by the shape difference ∆ρxx = ρxx(x+ ∆x)− ρxx(x−∆x), for a
fixed ∆x, then
∆B ∝ T p ∆x . (5.3)
Comparing these two equations gives the prediction α = β = p.
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Does this follow from the CFT explored above, and if so what is the predicted numerical
size of p? In the present instance σab and ρab come as functions of ν and σ0, and for small E
we have σ0 = σ0(C
′ρ/T 4/z) for a charged background or σ0 = σ0(ρ/T 2/z) for a neutral back-
ground. For us z is a parameter that is free to be dialed by adjusting λ or the ‘Lifshitz sector’
that sets the background geometry, but the prediction σ0 = σ0(ρ/T
2/z) eventually breaks
down for sufficiently small T for a neutral brane. Alternatively, for a charged background
brane this prediction survives to lower temperatures. In either case we have the following
scaling form for the conductivities
σab = σab(ν, σ0) = σ
ab
(
ρ
T 2/z
,
B
T 2/z
)
, (5.4)
where the same power of T appears with both the charge density, ρ, and magnetic field,
B, because both have no anomalous dimension (since both Jµ and µνλFνλ are conserved
currents in 2+1 dimensions). Near a critical field, B = Bc + ∆B, this is a function of two
variables
σab ' σab
(
∆ν,
∆B
T 2/z
)
, (5.5)
and so has the form of eq. (5.1) only if ∆ν can be fixed to be small enough that ∆B/T 2/z 
∆ν. When this is so, we would expect α ' β ' p ' 2/z. However, it is not clear that this
is the regime appropriate to the experiments that measure the power, p, near a transition
between two plateaux, since for these ν is not fixed as B varies to measure dρxx/dB near a
critical transition. If this were the appropriate limit, then the observed exponent, p ' 0.4,
would correspond to z ' 5 for the dynamical exponent; a value inconsistent with other
measurements [52, 53].
More generally, the calculation of scaling behaviour near a critical point requires the
calculation of the eigenvalues of the derivative, dβ/dσ, near the critical conductivity, σc,
where β := Tdσ/dT and σ = σxy + iσxx, say. The symmetry of the flow with respect
sub-modular group ensures σc =
1
2(1 + i) (or its image under the group), and so generically
requires working at large coupling. Furthermore, unlike for the plateaux themselves, there are
no group elements that map σc out to large values of Im σ, and so to weak coupling, and so in
general it is not possible to use the symmetry to compute the exponents in a weak-coupling
regime. On the positive side, this means that these exponents need not be as given in mean-
field theory (which would be a bad description of the experiments), but on the negative side
it makes them difficult to compute explicitly.
Summary
Quantum Hall systems are characterized by an impressive suite of phenomena — quantization
of the Hall conductivity; selection rules for allowed transitions between plateaux; semi-circle
behaviour; ρxx → 1/ρxx duality — that control the properties of, and the transitions between,
quantum Hall plateaux. The observational evidence for these phenomena is remarkably ro-
bust; more robust than the extant theoretical explanations that are based directly on the
detailed dynamics of the underlying electrons.
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All of these phenomena would be robustly explained if the very low-energy approach
to the quantum Hall plateaux were controlled by the RG flow through an approximately
two-dimensional subspace of the space of couplings, that commutes with the duality group
Γ0(2) ⊂ SL(2, Z). There is good evidence that duality groups of this type can robustly
emerge within 2+1 dimensional CFTs. What has been missing is an explicit class of CFTs
within which this hypothesis can be made precise, and compared in more detail with the
extant experiments.
The advent of AdS/CFT models including both a discrete duality group and nonzero
DC ohmic and Hall conductivities opens up the first class of models of the required type,
and so opens up a new way to describe the low-energy behaviour of quantum Hall systems.
We provide an explicit calculation of the DC conductivities in a simple example of this class,
and describe its predictions for the low-energy approach to the quantum Hall plateaux. It
generically predicts an approach for which the ohmic conductivity vanishes as a power of
temperature, which is a good description of the critical behaviour, but does not capture the
gapped approach to plateaux at low energy.
The dilaton-DBI model examined here has several attractive ingredients likely to be
worth incorporating into future AdS/CFT modeling of quantum Hall systems: the presence
of the SL(2, R) symmetry, broken by quantum effects to SL(2, Z) or a subgroup; a DBI-like
dynamics that naturally incorporates nonlinear effects that go beyond linear response; and the
attractor near-horizon, near-extremal geometry that can make universal predictions (like for
critical exponents) for very low energies if taken beyond the probe approximation. Its main
drawback is the necessity to work within the probe approximation to obtain a DC resistance,
requiring the invocation of a separate ‘Lifshitz’ sector whose sole purpose is to generate the
same background geometry.
But more interesting than this particular example is probably the opening up of a class of
modular models, within which the drawbacks can be removed and a variety of more detailed
comparisons with observations can begin to be explored.
Acknowledgements
We thank Shamit Kachru for giving a head’s up about ref. [11], and Sean Hartnoll, Gary
Horowitz, Clifford Johnson, Rob Myers, Al Shapere and Boris Shklovskii for useful conversa-
tions. CB thanks summer students A. Chan, U. Hussein, Z.Y. Niu and Y.F. Wang for their
help, and the Aspen Center for Physics for providing the spectacular environment where parts
of this work were done, and BD thanks McMaster University and the Perimeter Institute for
hospitality as work progressed. This research has been supported in part by funds from the
Natural Sciences and Engineering Research Council (NSERC) of Canada. Research at the
Perimeter Institute is supported in part by the Government of Canada through NSERC and
by the Province of Ontario through the Ministry of Research and Information (MRI).
– 36 –
A. Some useful properties of SL(2, R) and SL(2, Z)
The purpose of this appendix is to group together useful facts about the groups SL(2, R),
PSL(2, R) and their subgroups.
The group SL(2, R) consists of real-valued (or, for SL(2, Z), integer-valued) two-by-two
matrices with unit determinant:
M :=
(
a b
c d
)
, (A.1)
where det M = 1 requires ad− bc = 1.
The group PSL(2, R)
Complex quantities can contain the action of this group through fractional-linear transfor-
mations,
z → a z + b
c z + d
. (A.2)
As is easily checked, repeated applications of this transformation rule reproduces the same
group multiplication law as is obtained by multiplying the matrix representation M . Because
eq. (A.2) is invariant under a simultaneous change of sign in all four parameters, a, b, c and d,
it is more properly regarded as a realization of the group PSL(2, R) obtained from SL(2, R)
by identifying group elements that are related by M → −M .
The real and imaginary parts of eq. (A.2) arise often in the main text, and are given by
z1 → ac (z
2
1 + z
2
2) + (ad+ bc)z1 + bd
c2(z21 + z
2
2) + 2cdz1 + d
2
(A.3)
z2 → z2
c2(z21 + z
2
2) + 2cd z1 + d
2
, (A.4)
where z := z1 + iz2. The second of these equations is simplified using ad− bc = 1.
The group SL(2, Z) and some of its subgroups
Any element of the group obtained when the elements of M are integer-valued can be gener-
ated as a product of powers of two specific elements, traditionally called
S :=
(
0 1
−1 0
)
and T :=
(
1 1
0 1
)
, (A.5)
for which the fraction-linear transformation, (A.2), becomes
S(z) = −1
z
and T (z) = z + 1 . (A.6)
Direct matrix multiplication shows these have the property (S T )3 = 1.
Regarded as acting on the complex variable z, the group PSL(2, Z) maps the upper half-
plane onto itself since both S and T preserve the sign of z2. Any point in the upper half-plane
can be reached from a ‘fundamental domain’, which can be taken as the intersections of the
regions −12 ≤ z1 ≤ 12 and |z| ≥ 1.
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The subgroup Γθ(2)
The subgroup21 Γθ(2) can be defined as that subgroup of SL(2, Z) that is generated by S
and T 2, rather than S and T . Since T 2 written explicitly is
T 2 :=
(
1 2
0 1
)
, (A.7)
it is clear that both S and T 2 have the property that either b and c are both odd, or they are
both even. Since this property is preserved under matrix multiplication, it is true for all of
the elements of Γθ(2), and it can be regarded as an alternative definition of the group.
A fundamental domain for Γθ(2), from which the entire upper half-plane can be generated,
can be taken as the intersection of the regions −1 ≤ z1 ≤ 1 and |z| ≥ 1.
The subgroup Γ0(2)
The subgroup of SL(2, Z) whose properties are relevant to fermions (and so to real quantum
Hall systems) is Γ0(2). It can be defined, as in the main text, as that group obtained by
conjugating the elements of Γθ(2) by the element g = S T
−1S ∈ SL(2, Z):
Γ0(2) = g Γθ(2) g
−1 . (A.8)
To see what the generators of Γ0(2) are it suffices to conjugate the two generators of Γθ(2),
to get:
g S g−1 = (S T−1S)S(S TS) = S T−1S TS = S T−1(S T )−2S
= S T−1(T−1S)2S = S T−2S T−1 , (A.9)
which uses (S T )3 = 1 to write S T = (S T )−2. Similarly,
g T 2g−1 = (S T−1S)T 2(S TS) = S T−1S T 2(S T )−2S
= S T−1S T 2(T−1S)2S = S T−1S TS T−1
= S T−2S T−2 . (A.10)
But any group element that can be obtained from products of powers of these generators can
equally well be generated by products of powers of the more usually chosen generators
S T 2S =
(
−1 0
−2 −1
)
(A.11)
and T . Notice that both S T 2S and T have the property that the lower-left element c is
even, and since this is preserved under group multiplication it is true for all of the elements of
Γ0(2). The condition ad− bc = 1 then implies that both a and d must be odd. The condition
of even c turns out to provide an equivalent definition of the group.
A fundamental domain for the group Γ0(2) can be taken as the intersections of the region
0 ≤ z1 ≤ 1 and
∣∣z − 12 ∣∣ ≥ 12 .
21Our notation is taken from [58].
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The group element as a function of B, χ and ρ
In §4 of the text the SL(2, R) transformation is required that maps the special case of B =
χ = 0 onto the general case. This subsection determines the required transformations.
Starting with the xy-component of (3.8), we see
Fxy = d (Fxy)0 − c (G˜xy)0
−G˜xy = b (Fxy)0 − a (G˜xy)0 , (A.12)
so using Fxy = B and G˜xy = −tvxyGvt = √−g Gvt = ρ, and B0 = 0, gives the relations
c = −B
ρ0
and a =
ρ
ρ0
. (A.13)
Finally, performing the inverse transformation to
e−φ =
e−φ0
d2 + c2 e−2φ0
and χ =
ac e−2φ0 + bd
d2 + c2 e−2φ0
. (A.14)
gives
χ0 = 0 =
−dc(χ2 + e−2φ)− ab+ (ad+ bc)χ
(a− cχ)2 + c2 e−2φ , (A.15)
which can be solved for d once b = (ad− 1)/c is used, giving
d = ρ0
[
ρ+Bχ
(ρ+Bχ)2 +B2e−2φ
]
, (A.16)
and so b = (ad− 1)/c is
b = ρ0
[
χ(ρ+Bχ) +B e−2φ
(ρ+Bχ)2 +B2e−2φ
]
. (A.17)
The final form for the conductivities is therefore found by choosing ρ = ρ0
22 and therefore
a = 1, leading to c = −B/ρ = 1/ν, where ν = −ρ/B is the filling fraction (with the sign
appropriate for a negatively charged particle). The remaining two parameters then are
b =
ν
[
χ(ν − χ)− e−2φ]
(ν − χ)2 + e−2φ and d =
ν(ν − χ)
(ν − χ)2 + e−2φ , (A.18)
These are the results quoted in section §4.
B. DBI thermodynamics
This section reproduces some of the thermodynamic properties of the dilaton-DBI system
in the case of a neutral brane in which the dilaton is a constant considering only the brane
contribution to the thermodynamics, which do not differ significantly from the non-dilaton
case studied in ref. [13].
22As discussed in the main text, keeping ρ 6= ρ0 allows the formulae to be generalized to arbitrary values for
the charges of the carriers in the CFT.
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Free energy
The free energy (density) is found by evaluating the bulk action at the classical solution,
and regarding the result as a function of the boundary values. Since the asymptotic value of
At gives the chemical potential, the result is naturally viewed as a thermodynamic potential
whose variables are T , µ, and B. It is convenient to instead work at fixed charge density,
so we follow [13] (see also [59]) by performing the Legendre transformation to obtain the
potential whose natural variables are T , ρ and B:
f(T ) =
TSgauge
V2
+ µJ t. (B.1)
For the purposes of thermodynamics it suffices to work with the following gauge field
ansatz,
A = Φ(v) dt+Bx dy. (B.2)
The solution to the field equations for Φ is then
Fvt = Φ
′ =
1
v1+z
C√
v−4 +
(
`2
L2
)2
(B2 + C2)
, (B.3)
where C is an integration constant. Eq. (B.3) can be integrated, to obtain
Φ(v) = µ(vh) +
∫ v

dvˆ
vˆ1+z
C√
vˆ−4 +
(
`2
L2
)2
(B2 + C2)
. (B.4)
Here µ is another integration constant, to be interpreted as the chemical potential, whose
value is determined by the condition that Φ(vh) = 0 at the black hole horizon. This gives the
following expression for the chemical potential as a function of horizon position (temperature),
µ(T ) =
∫ vh

dvˆ
vˆ1+z
C√
vˆ−4 +
(
`2
L2
)2
(B2 + C2)
. (B.5)
Expanding the solution near the conformal boundary, v = 0, gives
Φ = µ− 1
vz−2
(
C
z − 2
)
+ · · · , (B.6)
which shows that the constant, C is related to the boundary charge density by
J t = T `4C . (B.7)
The free energy becomes
f(T ) = −T L4
∫ vh

dv
v1+z
v−4 +
(
`2
L2
)2
B2√
v−4 +
(
`2
L2
)2
(B2 + C2)
+ µ(T )J t , (B.8)
– 40 –
with the second term evaluated using eq. (B.5). The resulting integral diverges, but since
these divergences are independent of temperature they can be regulated by subtracting the
free-energy at zero temperature, giving the finite result
∆f := f(T )− f(0)
= −T L4
∫ vh
∞
dv
v1+z
√
v−4 +
(
`2
L2
)2
(B2 + C2) (B.9)
∝ T `2 L2T
√
B2 + C2 +
T L6 T 1+4/z
`2
√
B2 + C2
+ · · · , (B.10)
where the ellipses denote higher orders in temperature. Without an exact form for h(v) it is
impossible to keep track of numerical factors in these expressions.
First and second order quantities
Differentiating eq. (B.10) gives various thermodynamic quantities. The entropy is
S = − ∂f
∂T
∝ T `2 L2
√
B2 + C2 +
T L6
`2
√
B2 + C2
T 4/z , (B.11)
while the specific heat is
cV = −T ∂
2f
∂T 2
∝ T L
6 T 4/z
`2
√
B2 + C2
, (B.12)
at low temperatures.
The regularization described above, simply subtracting the zero-temperature result, is
insufficient to render the magnetization density finite since this doesn’t involve differentiating
with respect to temperature. It consequently receives a contribution from the diverging
zero-temperature terms. The required integral is a hypergeometric function, which at low
temperatures gives
m = − 1
V2
∂f
∂B
∝ T `2 L2 T√
B2 + C2
+ T `2L2B−z+2 , (B.13)
where  is a cutoff representing the UV sensitivity of the temperature-independent contribu-
tion. Finally the magnetic susceptibility is (at zero magnetic field)
− 1
V2
∂2f
∂B2
∝ T `
2L2 T
C
+ T `2 L2 −z+2 , (B.14)
where numerical factors are not followed in the relative normalization between the two terms.
C. Validity of the probe-brane approximation
Here we investigate the region in which the probe brane approximation is valid, closely fol-
lowing [13]. We vary the action with respect to gtt to find the energy density, and insist it
must be less than the background energy density ∼ 1
κ2L2
.
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Our action (assuming ohmic conductivity and a constant electric field) takes the form
Sgauge = −T
∫
d4x
√−g
√
1 + `4e−φ (gttgvv(Φ′)2 + gvvgxx(A′)2 + gttgxxE2) (C.1)
= −T
∫
d4x
√−gX. (C.2)
Varying this action with respect to gtt gives
T√−gX
(
g2xxgvv + `
4e−φ(A′)2gxx
)
, (C.3)
Similarly, the background energy density is found from varying
√−g 1
κ2L2
. This gives
g2xxgvv√−g
1
κ2L2
. (C.4)
The probe brane condition is therefore
γ :=
1
X
(
1 + `4e−φ(A′)2gvvgxx
)
 1
κ2L2T . (C.5)
Since we’re only interested in the conductivity calculation, this condition only needs to hold
at v?. We evaluate γ using equation (4.22) of the main text,
√−gT `
4e−φ
X
gvvgxxA′ = Cx and √−gT `
4e−φ
X
gvvgttΦ′ = Ct, (C.6)
and plug this into the definition of γ. As in the conductivity calculation, we opt to trade the
functions, Φ and A, for the conserved quantities, Ct and Cx. This gives us
γ =X
(
1
X2
− (C
x)2gxxgvv
gT 2`4e−φ
)
(C.7)
=X
(
1
X2
− (C
x)2
gttgxxT 2`4e−φ
)
(C.8)
=
√
N
D
(
D
N
−D + 1 + (C
t)2
T 2`4e−φg2xx
)
, (C.9)
where
N :=1 + `4e−φ
(
E2
gttgxx
)
(C.10)
D :=1 +
1
T 2`4e−φ
[
(Ct)2
g2xx
+
(Cx)2
gxxgtt
]
(C.11)
X =
√
N
D
. (C.12)
For small electric fields the conductivity is evaluated at v? ' vh. Near the horizon gtt → 0
and so
X =
√
N
D
→ `
4e−φT
σxx
as v → vh. (C.13)
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This may not be true when vh = v? since both N and D vanish when v = v?, so we must
be more careful in taking limits. That is, it is not clear that the limits v → v? and v → vh
commute. To find the value of X at v = v?, we use l’Hoˆpital’s rule (primes denote derivatives
with respect to v.),
lim
v→v?
X2 = `8e−2φT 2
E2
(gttgxx)2
(g′ttgxx + gttg′xx)
2 (C
t)2
g3xx
g′xx +
(Cx)2
gxxgtt
(g′ttgxx + gttg′xx)
∣∣∣∣∣
v?
. (C.14)
As we take v? → vh, we see that gtt
∣∣
v?
vanishes, while gxx
∣∣
v?
, g′xx
∣∣
v?
and g′tt
∣∣
v?
remain finite
(g′tt remains finite since g′tt
∣∣
vh
= −h′(vh)/v2zh ∼ T/vz+1h ). Once we use the fact that square
roots commute with limits (provided the argument of the square root is positive), X becomes
limXv?→vh = `
4e−φT E
Cx
, (C.15)
which is simply (C.13). Finally, we now use (C.13) as well as N = D = 0 to compute γv?
when v? → vh, which gives us
γv? =
[(
σxx
`4e−φ?T
)
+
`4e−φ?T
σxx
+
(Ct)2
T σxxg2xx?
]
. (C.16)
The conductivity itself is given by
σxx =
√
(T `4e−φ?)2 + `4e−φ?(Ct)2/(g2xx?), (C.17)
allowing us to write γ? as
γ? =
2σxx
`4e−φ?T . (C.18)
We can now put a constraint on the conductivity, σxx, instead of γ?. Using (C.5), our
condition is (dropping factors of order unity)
σxx  `
4e−φ?
L2κ2
. (C.19)
To be clear, this condition was obtained by taking the limit v → v? to obtain the expression
of the conductivity, then taking the limit v? → vh for the conductivity at low temperatures.
Notice how this condition on σxx is independent of brane tension and just on the ratio of the
coupling strengths of the gauge and gravity sector.
We can use this relation to put a constraint on the charge density instead. Since we know
at low temperatures, σxx behaves as
σxx ' v2?`2ρe−φ?/2, (C.20)
there is a condition on rho,
ρ `
2e−φ?/2
v2?κ
2L2
. (C.21)
This ensures that we can not go to zero temperature (v? ∼ vh → ∞) for finite values of ρ
without making our gauge coupling, eφ/`4, vanish.
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Dilaton field equations
We can now ask what happens to the dilaton equations of motion near the horizon. We again
focus on χ = 0 and an ohmic conductivity with a constant electric field. Looking at the
source term of the dilaton equation,
φ = −κ
2T `4e−φ
4X
[
gttgvv(Φ′)2 + gvvgxx(A′)2 + gttgxxE2] , (C.22)
we can again trade out the gauge functions for the conserved quantities. This makes the
source of the dilaton equation,
φ = −κ
2T (X2 − 1)
4X
. (C.23)
We take the near-horizon limit and use (C.13) to express this in terms of the ohmic conduc-
tivity,
4φ
κ2
= −T
2`4e−φ
σxx
+
σxx
e−φ`4
. (C.24)
We see that the dilaton is driven to strong or weak coupling depending on the initial value
of the dilaton and the conductivity. With too large a conductivity, the dilaton is driven to
strong coupling, ruining our probe brane approximation near the horizon. Of course, this can
always be remedied by choosing an appropriate initial value of the dilaton when integrating
the equations of motion from the boudary.
D. DBI near-horizon extremal geometry
In this section we compute the attractor exponent z for the near-horizon geometry of the
extremal black hole using the dilaton-DBI action beyond the probe-brane approximation,
verifying that z = 5 as for the dilaton-Maxwell case. Although our real interest is the
near-extremal case in order to maintain calculational control, the simpler extremal geometry
suffices for the purpose of identifying z. For simplicity we work with the purely electric black
brane in dilaton-DBI gravity, with both the magnetic and axion fields set to zero. We return
to generalizing to near-extremal and nonzero magnetic and axion fields at the end.
Action and field equations
With the axion set to zero the action becomes
S = −
∫
d4x
√−g
{
1
2κ2
[
R− 2Λ + λ
2
2
∂µφ∂
µφ
]
+ T
(
X − 1
)}
, (D.1)
with
X =
√
1 +
`4
2
e−φF 2 − `
8
16
e−2φ(FF˜ )2 , (D.2)
as before. The field equations for this action are
∇µGµν = 0 , (D.3)
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λ2φ+ κ
2
2
GµνFµν = 0 , (D.4)
with
Gµν =
T `4
X
[
e−φFµν − `
4
4
e−2φ(FF˜ )F˜µν
]
, (D.5)
and
Rµν +
λ2
2
∂µφ∂νφ− Λ gµν + κ
2T
X
[
`4 e−φFµλFνλ − (X − 1)gµν
]
= 0 . (D.6)
Radial ansatz
We seek solutions to these equations subject to the ansatz φ = φ(r) and F = Frt(r) dr ∧ dt,
with metric
ds2 = −h(r) e−ξ(r) dt2 + dr
2
h(r)
+ r2
(
dx2 + dy2
)
. (D.7)
These coordinates are related to those in the main text by r = 1/v, so conformal infinity is
at r →∞ and the horizon is at r = 0 (for an extremal black brane).
The Maxwell equation, eq. (D.3), integrates to give
Grt = − Qe e
ξ/2
r2
, (D.8)
where Qe is an integration constant. Combining this with the constitutive relation, eq. (D.5),
then gives (after some algebra)
−e−φF 2 = 2Q
2
e
Q2e`
4 + (T `4)2 r4 e−φ . (D.9)
The dilaton equation, eq. (D.4), evaluated using the above ansatz becomes(
r2e−ξ/2 hφ′
)′ − κ2Qe
4
Frt = 0 , (D.10)
where primes denote differentiation with respect to r. Evaluation of the Einstein equations
requires the following components of the Ricci tensor,
gttRtt =
h′′
2
− 3h
′ ξ′
4
− h ξ
′′
2
+
h (ξ′)2
4
+
h′
r
− h ξ
′
r
,
grrRrr =
h′′
2
− 3h
′ ξ′
4
− h ξ
′′
2
+
h (ξ′)2
4
+
h′
r
,
gxxRxx = g
yyRyy =
h′
r
− h ξ
′
2 r
+
h
r2
. (D.11)
With these, the (tt)− (rr) Einstein equation becomes
ξ′ +
λ2
2
(
φ′
)2
= 0 , (D.12)
while the (xx) and (yy) Einstein equations give
h′
r
− h ξ
′
2 r
+
h
r2
= Λ + κ2T
(
X − 1
X
)
. (D.13)
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Solutions
Eq. (D.13) has a simple power-law solution for any region where X is approximately constant.
These resemble the known solutions [49] for the pure dilaton-Maxwell case, which are included
here as the special case r →∞ since e−φ F 2 → 0 implies X → 1 in this regime. The power-law
solution is
h ∝ r2 and e−ξ ∝ rωξ , (D.14)
for any ωξ. Eq. (D.12) then implies φ is also described by a power law,
eφ ∝ rωφ , (D.15)
with ωξ =
λ2
2 ω
2
φ. There are two ways that Frt can then scale consistent with having X
constant, and these define the regimes of large and small r that are of particular interest.
Large-r regime
The large-r regime exploits the above solution by choosing ωφ = ωξ = 0, which implies
r4e−φ →∞ as r →∞ and so — from eq. (D.9) — we have e−φF 2 ∝ 1/r4 → 0 and so X → 1.
In this limit eq. (D.5) implies the Maxwell field falls off as
Frt ∝ 1
r2
, (D.16)
which, when used in the dilaton equation, eq. (D.10), gives the sub-dominant fall-off: φ−φ∞ ∝
1/r4. This gives the asymptotic geometry
ds2 ' h∞ r2 dt2 + dr
2
h∞ r2
+ r2
(
dx2 + dy2
)
, (D.17)
and so defining the anisotropic exponent z by gtt ∝ r2z when gxx = gyy ∝ r2 shows that z = 1
in the UV (large-r) limit.
Small-r regime
The other regime of constant X is the near-horizon limit, r → 0. In this case X can be
constant if eφ ∝ r4 as r → 0, so that r4e−φ in the denominator of eq. (D.9) approaches
a constant. The same arguments as given above using the Einstein equations then show
h ∝ r2 and e−ξ ∝ r8λ2 = r2(z−1) when defining the anisotropic exponent z by gtt ∝ r2z.
The constitutive equation, (D.5), then implies Frt ∝ rz+1, which when used in the dilaton
equation, eq. (D.10), gives the consistency condition(
r4e−ξ/2φ′
)′ ∝ rz+1 , (D.18)
which is consistent with the above choices: φ′ ∝ 1/r and e−ξ/2 ∝ rz−1.
This gives the asymptotic near-horizon geometry as
ds2 ' h0 r10 dt2 + dr
2
h0 r2
+ r2
(
dx2 + dy2
)
. (D.19)
– 46 –
Once these powers are chosen the values of the pre-multiplying constants are also fixed by the
field equations. That is, if h ' hh r2, eφ ' eφh r4 and e−ξ ' e−ξh r2(z−1) then the constants hh,
φh and ξh can be computed using the field equations. This implies a prediction, in particular
for the value, Xh, obtained by the function X as r → 0, given by
Xh =
− ( z−12 ) (3 + Tˆ ) +√( z−12 )2 (3 + Tˆ )2 + zTˆ 2
Tˆ , (D.20)
where Tˆ := κ2L2T is a dimensionless brane tension. Notice this has the property that
0 ≤ Xh ≤ 1, with Xh varying from zero to unity as Tˆ varies from zero to infinity, and always
satisfies κ2L2T /Xh > 1.
Generalizations
We next record in passing several easy generalizations to these solutions.
Near-extremal black hole
There is a simple generalization of the r → 0 solution to include a nonzero temperature. This
comes from the recognition that h ∝ r2 is not the only solution to eq. (D.13) in the regime
where X is constant. Since this equation is linear in h a more general solution is obtained by
adding to this the solution to the homogeneous equation,
h′
r
− h ξ
′
2 r
+
h
r2
=
h′
r
+
zh
r2
= 0 , (D.21)
where the first equality uses the same solution for ξ as before: ξ′ = −2(z − 1)/r. The more
general solution is then clearly
h = h0 r
2
[
1−
(rh
r
)z+2]
, (D.22)
where the integration constant, rh, denotes the nonzero position of the horizon of the now
non-extremal black hole.
Since only h(r) is modified, eqs. (D.12) and (D.9) remain solved using the previous
solutions eφ ∝ r4 and e−ξ ∝ r8. Furthermore, since F 2 is independent of h(r) it is still true
that X is constant for this new solution. All that remains is to check the dilaton equation,
eq. (D.10), which is easily seen to be solved because rh drops out of(
r2e−ξ/2 hφ′
)′
= 4h0 e
−ξ0/2
{
rz+2
[
1−
(rh
r
)z+2]}′
= 28h0 e
−ξ0rz+1 . (D.23)
This solution provides the near-horizon, near-extremal geometry that governs the low-
temperature limit. In particular, it verifies that the presence of a nonzero temperature does
not change the value found earlier for z in the far IR.
– 47 –
Nonzero axion and magnetic field
Another trivial generalization is to act on the above near-horizon solutions with SL(2, R) to
generate their analogs having nonzero axion and magnetic fields. Because the field equations
and Bianchi identities demand G˜xy =
√−g Grt = −Qe and Fxy = Qm are constants, it is
useful to use the SL(2, R) transformations
(−G˜xy) = a(−G˜xy)0 + b(Fxy)0 and (Fxy) = c(−G˜xy)0 + d(Fxy)0 , (D.24)
to learn a = 1 (if we demand we do not change Qe) and c = Qm/Qe (if we start from zero
magnetic charge, Qm = 0). Then after transforming the axion and dilaton become
eφ = c2 e−φ0 + d2 eφ0 and χ =
ac+ bd e2φ0
c2 + d2 e2φ0
' Qe
Qm
[
1 +O (r8)] , (D.25)
which uses eφ0(r) ∝ r4 as r → 0. This shows that eφ is driven to strong coupling (for which the
above classical arguments break down) as soon as Qm 6= 0. The axion is similarly driven to
χ→ Qe/Qm as r → 0, and although this classical conclusion cannot be trusted in the strong-
coupling limit, the attraction to quantized fractions is an exact consequence of unbroken
PSL(2, Z) (or one of its subgroups).
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