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Abstract Let X be a uniformly convex and uniformly smooth real Banach space with dual X∗. Let F :
X → X∗ and K : X∗ → X be continuous monotone operators. Suppose that the Hammerstein equation
u + K Fu = 0 has a solution in X. It is proved that a hybrid-type approximation sequence converges strongly
to u∗, where u∗ is a solution of the equation u + K Fu = 0. In our theorems, the operator K or F need not be
defined on a compact subset of X and no invertibility assumption is imposed on K .
Mathematics Subject Classification 47H05 · 47H06 · 47H30 · 47J05 · 47J25
1 Introduction
Let X be a real normed linear space with dual X∗. An operator A : D(A) ⊂ X → X∗ is said to be γ -inverse
strongly monotone if there exists a positive real number γ such that
〈x − y, Ax − Ay〉 ≥ γ ‖Ax − Ay‖2, for all x, y ∈ X. (1.1)
If A is γ -inverse strongly monotone, then it is Lipschitz continuous with constant 1
γ
, i.e., ‖Ax − Ay‖ ≤
1
γ
‖x − y‖, for all x, y ∈ D(A), and it is called uniformly monotone if for each x, y ∈ D(A) there exists a
strictly increasing function φ : [0,∞) → [0,∞), with φ(0) = 0, such that
〈x − y, Ax − Ay〉 ≥ φ(‖x − y‖). (1.2)
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An operator A : D(A) ⊂ X → X∗ is called monotone if for each x, y ∈ D(A), the following inequality
holds:
〈x − y, Ax − Ay〉 ≥ 0. (1.3)
A close study of monotone operators shows that the class of monotone operators include the class of γ -inverse
strongly monotone and uniformly monotone operators.
A monotone operator A is said to be maximal if its graph G(A) := {(x, y) : y ∈ Ax} is not properly
contained in the graph of any other monotone operator. It is known that a monotone operator A is maximal if
and only if for (x, x∗) ∈ X × X∗, 〈x − y, x∗ − y∗〉 ≥ 0 for every (y, y∗) ∈ G(A) implies x∗ ∈ A(x). An
operator A from D(A) = C ⊂ X into X∗ is said to be hemicontinuous if for all x, y ∈ C, the mapping f of
[0, 1] into X∗ defined by f (t) = A(t x + (1− t)y) is continuous with respect to the weak∗ topology of X∗. It
is well known that a monotone and hemicontinuous operator with D(A) = X is maximal [25].
The mapping A : X → X∗ is said to be angle-bounded with constant α ≥ 0 if |〈y, Ax〉 − 〈x, Ay〉| ≤
2α〈x, Ax〉 12 〈y, Ay〉 12 ,∀x, y ∈ X. The class of angle-bounded operators is a subclass of that of the monotone
operators.
The notion of monotone operators was introduced by Zarantonello [22], Minty [12] and Kacurovskii [9].
Monotonicity conditions in the context of variational methods for nonlinear operator equations were also used
by Vainberg and Kacurovskii [20]. The notion has been extended to Banach spaces by several authors.
The generalized formulation of many boundary value problems for ordinary and partial differential equa-
tions leads to the operator equations of the type
〈z, Ax〉 = 〈z, b〉,∀z ∈ X,
which is equivalent to the equality of functionals on X, i.e., the equality of elements of X∗ :
Ax = b, (1.4)
where A is a monotone-type operator acting from a Banach space X into X∗. Without loss of generality, we
may assume b = 0. It is known that the solution of the equation Ax = 0 (i.e., 〈z, Ax〉 = 0,∀z ∈ X ) is the
solution of variational inequality 〈z − x, Ax〉 ≥ 0,∀z ∈ X. Therefore, the theory of monotone operators and
its applications to nonlinear partial differential equations, evolution equations and variational inequalities are
related and have evolved into a substantial topic in nonlinear functional analysis.
One important application of solving (1.4) is finding the zero of the so-called equation of Hammerstein




k(x, y) f (y, u(y)) dy = h(x), (1.5)
where dy is a σ -finite measure on the measure space; the real kernel k is defined on×, f is a real-valued





k(x, y)v(y) dy; x ∈ ,
and the so-called superposition or Nemytskii operator by Fu(y) := f (y, u(y)), then the integral equation
(1.5) can be given in the operator theoretic form as follows:
u + K Fu = 0, (1.6)
where, without loss of generality, we have taken h ≡ 0. The Nemytskii operator F is well defined on a given
space X of functions on , and that for each element u of X, F(u) lies in a conjugate space X∗. If the linear
operator K maps the space X∗ into the space X, the composition K F of the two operators is well defined and
maps X into itself. Given h in the function space X, the integral equation then asks for some u in X such that
(I + K F)(u) = h. We note that if K and F are monotone, then A := I + K F need not be necessarily be
monotone.
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For the iterative approximation of solutions of Eq. (1.4), the monotonicity of A is crucial. The Mann itera-
tion scheme (see e.g., [11]) and the Ishikawa iteration scheme (see e.g., [7]) have successfully been employed
(see e.g., [3,5,8,15,16,18,26]). Attempts to apply these methods to Eq. (1.6) have not provided satisfactory
results. In particular, the recursion formulas obtained involved K −1 (see e.g., [15]) and this is not convenient
for applications. Part of the difficulty is the fact that the composition of two monotone operators need not be
monotone.
In the special case in which the operators are defined on subsets D of H, a Hilbert space, which are compact
(or more generally, angle-bounded), Brez`is and Browder [2] have proved the strong convergence of a suitably
defined Galerkin approximation to a solution of (1.6).
Recently, Chidume and Zegeye [4] have introduced a method which contains an auxiliary operator, defined
in an appropriate real Banach space in terms of K and F, which, under certain conditions, is uniformly mono-
tone, whenever K and F , and whose zeros, are solutions of Eq. (1.6). This leads to the following concern.
Is it possible to construct a convergent iterative sequence which contains an auxiliary operator, defined
in an appropriate real Banach space in terms of K and F, which, under certain conditions, is monotone,
whenever K and F, and whose zeros, are solutions of Eq. (1.6)?
It is our purpose in this paper to introduce an auxiliary operator which is monotone, whenever K and F are,
and to construct an iterative procedure which converges strongly to a solution of Eq. (1.6). In our theorems,
the operator K or F need not be defined on compact or angle-bounded (see e.g., [13]) subset of a uniformly
convex and uniformly smooth Banach space X, and no invertibility assumption is imposed on K .
2 Preliminaries
Let X be a normed linear space with dim X ≥ 2. The modulus of smoothness of X is the function ρX :
[0,∞) → [0,∞) defined by
ρX (τ ) := sup
{‖x + y‖ + ‖x − y‖
2
− 1 : ‖x‖ = 1; ‖y‖ = τ
}
.
The space X is said to be smooth if ρX (τ ) > 0, ∀ τ > 0 and X is called uniformly smooth if and only if
limt→0+ ρX (t)t = 0.





∣∣∣∣ x + y2
∣∣∣∣ : |x | = |y| = 1; 
 = |x − y|
}
.
X is called uniformly convex if and only if δX (
) > 0 for every 
 ∈ (0, 2].
In the sequel, we shall need the following result:
Lemma 2.1 [23] Let X be a uniformly convex Banach space and BR(0) be a closed ball of X. Then, there
exists a continuous strictly increasing convex function g : [0,∞) → [0,∞) with g(0) = 0 such that
‖α1x1 + · · · + αN xN‖2 ≤ α1‖x1‖2 + · · · + αN‖xN ‖2 − αiα j g(‖xi − x j‖),
for each αi ∈ (0, 1) and xi ∈ BR(0), for i = 1, 2, . . . , N .
Let X be a smooth Banach space. The function φ : X × X → R defined by
φ(x, y) = ‖x‖2 − 2〈x, J y〉 + ‖y‖2 for any x, y ∈ X , (2.1)
was studied by Alber [1], Kamimula and Takahashi [17] and Reich [14], where J is the normalized duality
mapping from E to 2E
∗
defined by J x := { f ∗ ∈ E∗ : 〈x, f ∗〉 = ‖x‖2 = ‖ f ∗‖2}, in which 〈., .〉 denotes the
duality pairing. It is well known that if E is smooth, then J is single valued and if E has uniformly Gâteaux
differentiable norm, then J is uniformly continuous on bounded subsets of E . Moreover, if E is a reflexive
and strictly convex Banach space with a strictly convex dual, then J−1 is single valued, one-to-one, surjective,
and is the duality mapping from E∗ into E and thus J J−1 = IE∗ and J−1 J = IE (see [19]).
It is obvious from the definition of the function φ that
(‖x‖ − ‖y‖)2 ≤ φ(x, y) ≤ (‖x‖ + ‖y‖)2 for any x, y ∈ X . (2.2)
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We remark that in a Hilbert space H, (2.1) reduces to φ(x, y) = ‖x − y‖2, for any x, y ∈ H.
Let X be a reflexive, strictly convex and smooth Banach space and let C be a nonempty, closed and con-
vex subset of X. The generalized projection mapping, which was introduced by Alber [1], is the mapping
C : X → C that assigns an arbitrary point x ∈ X to the minimizer, x¯, of φ(., x), that is, C x = x¯, where
x¯ is the solution to the minimization problem
φ(x¯, x) = min{φ(y, x), y ∈ C}. (2.3)
Lemma 2.2 [1] Let C be a nonempty, closed and convex subset of a real reflexive, strictly convex, and smooth
Banach space X and let x ∈ X. Then there exists a unique element x0 ∈ C such that φ(x0, x) = min{φ(z, x) :
z ∈ C}.
Lemma 2.3 [17] Let X be a real smooth and uniformly convex Banach space and let {xn} and {yn} be two
sequences of X. If either {xn} or {yn} is bounded and φ(xn, yn) → 0 as n → ∞, then xn − yn → 0, as
n → ∞.
Lemma 2.4 [1] Let C be a convex subset of a real smooth Banach space X. Let x ∈ X. Then x0 = C x
if and only if
〈z − x0, J x − J x0〉 ≤ 0,∀z ∈ C.
We make use of the function V : X × X∗ → R defined by
V (x, x∗) = ‖x‖2 − 2〈x, x∗〉 + ‖x‖2, for all x ∈ X and x∗ ∈ X ,
studied by Alber [1]. That is, V (x, x∗) = φ(x, J−1x∗) for all x ∈ X and x∗ ∈ X∗.
We know the following lemma related to the function V .
Lemma 2.5 [1] Let X be reflexive strictly convex and smooth Banach space with X∗ as its dual. Then
V (x, x∗) + 2〈J−1x∗ − x, y∗〉 ≤ V (x, x∗ + y∗),
for all x ∈ X and x∗, y∗ ∈ X∗.
Lemma 2.6 [24] Let X be a smooth, strictly convex and reflexive real Banach space with X∗ as its dual. Let




z ∈ X : 〈y − z, Az〉 + 1
r
〈y − z, J z − J x〉 ≥ 0,∀ y ∈ X
}
,
for all x ∈ X. Then the following hold:
(1) Fr is single valued;
(2) F(Fr ) = N (A), where F(Fr ) := {z ∈ X : Fr (z) = z} and N (A) := {z ∈ X : Az = 0};
(3) φ(p, Fr x) + φ(Fr x, x) ≤ φ(p, x), for p ∈ F(Fr );
(4) N (A) is closed and convex.
Lemma 2.7 [21] Let {an} be a sequence of nonnegative real numbers satisfying the following relation:
an+1 ≤ (1 − γn)an + σn, n ≥ 0,
where (i) {γn} ⊂ [0, 1], ∑ γn = ∞; (ii) lim supn→∞ σn
γn
≤ 0. Then, an → 0 as n → ∞.
Lemma 2.8 [10] Let {an} be sequences of real numbers such that there exists a subsequence {ni } of {n}, and
ani < ani +1 for all i ∈ N . Then there exists a nondecreasing sequence {mk} ⊂ N such that mk → ∞ and the
following properties are satisfied by all (sufficiently large) numbers k ∈ N :
amk ≤ amk+1 and ak ≤ amk+1.
In fact, mk = max{ j ≤ k : a j < a j+1}.
123
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3 Main result
3.1 Convergence theorems in Banach spaces
We first prove the following technical lemma.
Lemma 3.1 Let X be a uniformly smooth and uniformly convex real Banach space with dual X∗. Let F : X →
X∗ and K : X∗ → X be continuous monotone operators. Let E := X ×X∗ with norm ‖z‖2E = ‖u‖2X + ‖v‖2X∗,
for z = (u, v) ∈ E and define an operator T : E → E∗ by
T z := T (u, v) = (Fu − v, u + Kv). (3.1)
Then T is a continuous monotone operator.
Proof Clearly, continuity of K and F imply that T is continuous. Moreover, for z1 = (u1, v1) ∈ E and
z∗2 = (u∗2, v∗2) ∈ E∗, we have that 〈z1, z∗2〉 = 〈u1, u∗2〉 + 〈v1, v∗2〉. Thus using the fact that K and F are
monotone, we get the following estimates:
〈T z1 − T z2, z1 − z2〉 = 〈(Fu1 − v1, u1 + Kv1) − (Fu2 − v2, u2 + Kv2),
(u1, v1) − (u2, v2)〉
= 〈Fu1 − Fu2 − (v1 − v2), u1 − u2〉
+〈Kv1 − Kv2 + (u1 − u2), v1 − v2〉
= 〈Fu1 − Fu2, u1 − u2〉 − 〈v1 − v2, u1 − u2〉
+〈Kv1 − Kv2, v1 − v2〉 + 〈u1 − u2, v1 − v2〉
≥ 0,
and hence T is monotone, completing the proof of the lemma: unionsq
Let X be a uniformly convex and uniformly smooth real Banach space with dual X∗. Let F : X → X∗
and K : X∗ → X be continuous monotone operators. Let E and T be as in Lemma 3.1. For r > 0, define:
Tr x :=
{
z ∈ E : 〈y − z, T z〉 + 1
r
〈y − z, J z − J x〉 ≥ 0,∀ y ∈ E
}
, (3.2)
for all x ∈ E . Then in what follows, we shall study the following iteration process.
⎧⎨
⎩
x0 = w ∈ E chosen arbitrarily;
wn = Trn xn;
xn+1 = J−1(αn Jw + (1 − αn)Jwn),
(3.3)
where J is the normalized duality mapping on E;αn ∈ (0, 1) satisfying limn→∞ αn = 0,∑∞n=1 αn = ∞;{rn} ⊂ [c1,∞) for some c1 > 0; for all n ∈ N.
Theorem 3.2 Let X be a uniformly convex and smooth real Banach space with dual X∗. Let F : X → X∗
and K : X∗ → X be continuous and bounded monotone operators. Assume that 0 = u + K Fu has a
solution in X. Let {xn}n≥0 be a sequence defined by (3.3). Then, the sequence {xn}n≥0 converges strongly to
x∗ = [u∗, v∗] ∈ E, where u∗ is a solution of the equation 0 = u + K Fu and v∗ = Fu∗.
Proof Observe that u∗ is the solution of 0 = u + K Fu, in X if and only if x∗ = [u∗, v∗] ∈ E is a solution
of 0 = T z in E, where v∗ = Fu∗. Thus, we obtain that N (T ) ( null space of T) = ∅. Moreover, since by
Lemma 3.1 we have that T is continuous and monotone, Lemma 2.6 implies that N (T ) is closed and convex.
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Now, put x∗ := N (T )w, where N (T ) is the generalized projection from E into N (T ). From (3.3), the
property of φ and Lemma 2.6 (3) we get that
φ(x∗, xn+1) = φ(x∗, J−1(αn Jw + (1 − αn)Jwn))
= φ(x∗, J−1(αn Jw + (1 − αn)J Trn xn))
= ‖x∗‖2 − 2〈x∗, αn Jw + (1 − αn)J Trn xn〉
+ ‖αn Jw + (1 − αn)J Trn xn‖2
≤ ‖x∗‖2 − 2αn〈x∗, Jw〉 − 2(1 − αn)〈x∗, J Trn xn〉
+αn‖Jw‖2 + (1 − αn)‖J Trn xn‖2
≤ αnφ(x∗, w) + (1 − αn)φ(x∗, Trn xn)
≤ αnφ(x∗, w) + (1 − αn)φ(x∗, xn). (3.4)
Thus, by induction,
φ(x∗, xn+1) ≤ max{φ(x∗, x0), φ(x∗, w)}, ∀n ≥ 1.
This implies that {xn} and hence {wn} is bounded. Now, since wn = Trn xn, using Lemmas 2.5 and 2.6 (3) we
obtain that
φ(x∗, xn+1) = V (x∗, J xn+1)
≤ V (x∗, J xn+1 − αn(Jw − J x∗)) − 2〈xn+1 − x∗,−αn(Jw − J x∗)〉
= φ(x∗, J−1(αn J x∗ + (1 − αn)Jwn) + 2αn〈xn+1 − x∗, Jw − J x∗〉
≤ αnφ(x∗, x∗) + (1 − αn)φ(x∗, wn) + 2αn〈xn+1 − x∗, Jw − J x∗〉
≤ (1 − αn)
[
φ(x∗, xn) − φ(wn, xn)
] + 2αn〈xn+1 − x∗, Jw − J x∗〉
= (1 − αn)φ(x∗, xn) − (1 − αn)φ(wn, xn)
+ 2αn〈xn+1 − x∗, Jw − J x∗〉 (3.5)
≤ (1 − αn)φ(x∗, xn) + 2αn〈xn+1 − x∗, Jw − J x∗〉. (3.6)
The rest of the proof is divided into two parts:
Case 1. Suppose that there exists n0 ∈ N such that {φ(x∗, xn)} is non-increasing. Then, we obtain that
{φ(x∗, xn)} is convergent.
Moreover, from (3.5) and αn → 0, we get
φ(wn, xn) ≤ (φ(x∗, xn) − φ(x∗, xn+1)) + αnφ(x∗, xn) + αnφ(wn, xn)
+ 2αn〈xn+1 − x∗, Jw − J x∗〉 → 0, as n → ∞.
Thus, we have that φ(wn, xn) → 0 and hence by Lemma 2.3 we obtain that
xn − wn → 0, as n → ∞. (3.7)
Furthermore, from the property of φ and the fact that αn → 0, as n → ∞, we have that
φ(wn, xn+1) = φ(wn, J−1(αn Jw + (1 − αn)Jwn)
≤ αnφ(wn, w) + (1 − αn)φ(wn, wn)
≤ αnφ(wn, w) + (1 − αn)φ(wn, wn) → 0, as n → ∞, (3.8)
and hence from Lemma 2.3 we get that
wn − xn+1 → 0, as n → ∞. (3.9)
Since {xn+1} is bounded and E is reflexive, we choose a subsequence {xnk+1} of {xn+1} such that xnk+1 ⇀ z
and lim supn→∞〈xn+1 − x∗, Jw − J x∗〉 = limk→∞〈xnk+1 − x∗, Jw − J x∗〉. Then, from (3.9) we get that
wnk ⇀ z. Moreover, from (3.7) and the uniform continuity of J, we get that
Jwnk − J xnk → 0, as k → ∞. (3.10)
123
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Now, we show that z ∈ T −1(0). But from the definition of wn we have that
〈y − wn, T wn〉 +
〈
y − wn, Jwn − J xn
rn
〉
≥ 0, ∀ y ∈ E, (3.11)
and hence
〈y − wnk , T wnk 〉 +
〈
y − wnk ,
Jwnk − J xnk
rnk
〉
≥ 0, ∀ y ∈ E . (3.12)
Set vt = t y + (1 − t)z for all t ∈ (0, 1] and y ∈ E fixed. Now, from (3.12) it follows that
〈vt − wnk , T vt 〉 ≥ 〈vt − wnk , T vt 〉 − 〈vt − wnk , T wnk 〉 −
〈
vt − wnk ,
Jwnk − J xnk
rnk
〉
= 〈vt − wnk , T vt − T wnk 〉 −
〈
vt − wnk ,




From (3.10), we obtain that
Jwnk −J xnk
rnk
→ 0, as k → ∞. Since T is monotone, we also have that 〈vt −
wnk , T vt − T wnk 〉 ≥ 0. Thus, it follows that
0 ≤ lim
k→∞〈vt − wnk , T vt 〉 = 〈vt − z, T vt 〉,
and hence
〈y − z, T vt 〉 ≥ 0, ∀ y ∈ E .
If t → 0, the continuity of T implies that
〈y − z, T z〉 ≥ 0, ∀ y ∈ E .
Thus, the maximality of T implies that z ∈ T −1(0). Then, by Lemma 2.4, we immediately obtain that
lim supn→∞〈xn+1 − x∗, Jw − J x∗〉 = limk→∞〈xnk+1 − x∗, Jw − J x∗〉 = 〈z − x∗, Jw − J x∗〉 ≤ 0. It
follows from Lemma 2.7 and (3.6) that φ(x∗, xn) → 0, as n → ∞. Consequently, xn → x∗.
Case 2. Suppose that there exists a subsequence {ni } of {n} such that
φ(x∗, xni ) < φ(x∗, xni +1),
for all i ∈ N . Then by Lemma 2.8, there exists a nondecreasing sequence {mk} ⊂ N such that mk →
∞, φ(x∗, xmk ) ≤ φ(x∗, xmk+1) and φ(x∗, xk) ≤ φ(x∗, xmk+1), for all k ∈ N . From (3.5) and αn → 0, we
have
φ(wmk , xmk ) ≤ (φ(x∗, xmk ) − φ(x∗, xmk+1)) + αmk φ(x∗, xmk ) + αmk φ(wmk , xmk )
+ 2αmk 〈xmk+1 − x∗, Jw − J x∗〉 → 0, as k → ∞.
Thus, we get that φ(wmk , xmk ) → 0 and hence by Lemma 2.3 we obtain that
xmk − wmk → 0, as k → ∞. (3.13)
Furthermore, from the property of φ and the fact that αn → 0, as n → ∞, we get that
φ(wmk , xmk+1) = φ(wmk , J−1(αmk Jw + (1 − αmk )Jwkk )
≤ αmk φ(wmk , w) + (1 − αmk )φ(wmk , wmk )
≤ αmk φ(wmk , w) + (1 − αmk )φ(wmk , wmk ) → 0, as k → ∞, (3.14)




〈xmk+1 − x∗, Jw − J x∗〉 ≤ 0. (3.15)
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Therefore, from (3.6) we have
φ(x∗, xmk+1) ≤ (1 − αmk )φ(x∗, xmk ) + 2αmk 〈xmk+1 − x∗, Jw − J x∗〉.
(3.16)
Since φ(x∗, xmk ) ≤ φ(x∗, xmk+1), we have
αmk φ(x
∗, xmk ) ≤ φ(x∗, xmk ) − φ(x∗, xmk+1) + 2αmk 〈xmk+1 − x∗, Jw − J x∗〉
≤ 2αmk 〈xmk+1 − x∗, Jw − J x∗〉. (3.17)
In particular, since αmk > 0, we get
φ(x∗, xmk ) ≤ 2〈xmk+1 − x∗, Jw − J x∗〉.
It follows from (3.15) that φ(x∗, xmk ) → 0 as k → ∞.This together with (3.16) implies that φ(x∗, xmk+1) →
0 as k → ∞.But φ(x∗, xk) ≤ φ(x∗, xmk+1) for all k ∈ N ,which implies that xk → x∗ as k → ∞. Therefore,
from both cases, we conclude that {xn} converges strongly to x∗ = [u∗, v∗] ∈ E, where u∗ is the solution of
the equation u + K Fu = 0. The proof is complete. unionsq
If in Theorem 3.2, we put that X = H, a real Hilbert space, then we get the following corollary.
Corollary 3.3 Let H be a real Hilbert space. Let F, K : H → H be continuous and bounded monotone
operators. Let E := H × H with norm ‖z‖2E = ‖u‖2H + ‖v‖2H , for z = (u, v) ∈ E and let an operator
T : E → E be defined by T z := T (u, v) = (Fu − v, u + Kv). Let the sequence {xn} be generated by:⎧⎨
⎩
x0 = w ∈ E chosen arbitrarily;
wn = Trn xn;
xn+1 = αnw + (1 − αn)wn,
(3.18)
where Trn x := {z ∈ E : 〈y − z, T z〉 + 1rn 〈y − z, z − x〉 ≥ 0,∀y ∈ E}, αn ∈ (0, 1) satisfying
limn→∞ αn = 0,∑∞n=1 αn = ∞ and {rn} ⊂ [c1,∞) for some c1 > 0; for all n ∈ N. Then the sequence {xn}
converges strongly to x∗ = [u∗, v∗] ∈ E, where u∗ is a solution of the equation 0 = u + K Fu.
3.2 Convergence theorems in Hilbert spaces
Theorem 3.4 Let H be a real Hilbert space. Let F : H → H and K : H → H be continuous and bounded
monotone operators. Let E := H × H with norm ‖z‖2E = ‖u‖2H + ‖v‖2H , for z = (u, v) ∈ E and let a map
T : E → E defined by T z := T (u, v) = (Fu − v, u + Kv) be γ -inverse strongly monotone. Let a sequence
{xn} be generated by: ⎧⎨
⎩
x0 = w ∈ E chosen arbitrarily;
wn = xn − γnT xn;
xn+1 = αnw + βnxn + λnwn,
(3.19)
where αn, βn, γn, λn ∈ (0, 1) satisfy αn +βn +λn = 1 and limn→∞ αn = 0,∑∞n=1 αn = ∞; 0 < β ≤ βn, λn,
for all n ≥ 0 and 0 < a0 ≤ γn ≤ γ, for some a0, β ∈ R. Then the sequence {xn} converges strongly to
x∗ = [u∗, v∗] ∈ E, where u∗ is a solution of the equation 0 = u + K Fu and v∗ = Fu∗.
Proof Following the argument of proof of Theorem 3.2, we have that N (T ) = ∅ which is closed and convex.
Now, take x∗ := N (T )w,whereN (T ) is the generalized projection from E into N (T ). From (3.19), Lemma
2.5 and γ -inverse strong monotonicity of T, we get that
φ(x∗, wn) = φ(x∗, xn − γnT xn) = V (x∗, xn − γnT xn)
≤ V (x∗, xn) − 2γn〈(xn − γnT xn) − xn, T xn〉
− 2γn〈xn − x∗, T xn〉
= φ(x∗, xn) − 2γn〈xn − x∗, T xn − T x∗〉 + 2γn〈T xn − T x∗, T xn − T x∗〉
≤ φ(x∗, xn) − 2γnγ ‖T xn − T x∗‖2 + 2γ 2n ‖T xn − xn‖2
= φ(x∗, xn) + 2γn(γn − γ )‖T xn − T x∗‖2 ≤ φ(x∗, xn). (3.20)
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Furthermore, from (3.19), the property of φ, Lemma 2.1 and (3.20), we get that
φ(x∗, xn+1) = φ(x∗, αnw + βnxn + λnwn))
= ‖x∗‖2 − 2〈x∗, αnw + βnxn + λnwn〉
+ ‖αnw + βnxn + λnwn‖2
≤ ‖x∗‖2 − 2αn〈x∗, w〉 − 2βn〈x∗, xn〉 − 2λn〈x∗, wn〉
+αn‖w‖2 + βn‖xn‖2 + λn‖wn‖2 − βnλng(‖xn − wn‖)
= αnφ(x∗, w) + βnφ(x∗, xn) + λnφ(x∗, wn) − βnλng(‖xn − wn‖)
≤ αnφ(x∗, w) + βnφ(x∗, xn) + λnφ(x∗, xn) − βnλng(‖xn − wn‖)
= αnφ(x∗, w) + (1 − αn)φ(x∗, xn) − βnλng(‖xn − wn‖)
≤ αnφ(x∗, w) + (1 − αn)φ(x∗, xn), (3.21)
Thus, by induction,
φ(x∗, xn+1) ≤ max{φ(x∗, w), φ(x∗, xn)}, ∀n ≥ 1.
This implies that {xn} and hence {wn} is bounded. Now, from (3.19), Lemma 2.5 and (3.20), we obtain that
φ(x∗, xn+1) = V (x∗, xn+1)
≤ V (x∗, xn+1 − αn(w − x∗)) − 2〈xn+1 − x∗,−αn(w − x∗)〉
= φ(x∗, αnx∗ + βnxn + λnwn) + 2αn〈xn+1 − x∗, w − x∗〉
≤ αnφ(x∗, x∗) + βnφ(x∗, xn) + λnφ(x∗, wn) + 2αn〈xn+1 − x∗, w − x∗〉
= βnφ(x∗, xn) + λnφ(x∗, wn) + 2αn〈xn+1 − x∗, w − x∗〉
≤ βnφ(x∗, xn) + λnφ(x∗, xn) + 2αn〈xn+1 − x∗, w − x∗〉
≤ (1 − αn)φ(x∗, xn) + 2αn〈xn+1 − x∗, w − x∗〉. (3.22)
The rest of the proof is divided into two parts:
Case 1. Suppose that there exists n0 ∈ N such that {φ(x∗, xn)} is non-increasing. Then, we obtain that
{φ(x∗, xn)} is convergent. Now, from (3.21) we get that
βnλng(‖xn − wn‖) ≤ αnφ(x∗, w) + (1 − αn)φ(x∗, xn) − φ(x∗, xn+1).
Then, using the fact that βn, λn > β > 0 for all n ≥ 1 and αn → 0, we obtain that g(‖xn − wn‖) → 0 as
n → ∞.
Furthermore, Inequality (3.20) implies that
2γn(γ − γn‖T xn − T x∗‖2 ≤ φ(x∗, xn) − φ(x∗, wn)
= ‖xn‖2 − ‖wn‖2 − 2〈x∗, xn − wn〉
≤ ‖xn − wn‖(‖xn‖ + ‖wn‖) + 2‖x∗‖‖xn − wn‖.
Thus, since ‖xn − wn‖ → 0, as n → ∞, we obtain that
‖T xn − T x∗‖ → 0 as k → ∞. (3.23)
This implies that T xn → T x∗ = 0.
Moreover, from (3.19) and the fact that αn → 0 and xn − wn → 0, we get that
xn+1 − xn = αn(w − xn) + λn(wn − xn) → 0, as n → ∞. (3.24)
Thus, since {xn+1} is bounded and E is reflexive, we may choose a subsequence {xnk+1} of {xn+1} such
that xnk+1 ⇀ z and lim supn→∞〈xn+1 − x∗, w − x∗〉 = limk→∞〈xnk+1 − x∗, w − x∗〉. Then from (3.24),
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we get that xnk ⇀ z. Moreover, for x ∈ E, monotonicity of T implies that 〈x − xnk , T x − T xnk 〉 ≥ 0 for all
k ≥ 1, and hence, since
|〈x − xnk , T x − T xnk 〉 − 〈xnk − z, T x〉| ≤ |〈x − xnk − (x − z), T x〉|
+ |〈xnk − z, T xnk 〉|
≤ |〈x − xnk − (x − z), T x〉|
+ ‖x − z‖‖T xnk ‖ → 0, as k → ∞,
we obtain that 〈x − z, T x〉 ≥ 0. Thus, maximality of T implies that z ∈ N (T ). Therefore, by Lemma 2.4, we
immediately obtain that lim supn→∞〈xn+1 − x∗, w − x∗〉 = limk→∞〈xnk+1 − x∗, w − x∗〉 = 〈z − x∗, Jw −
J x∗〉 ≤ 0, and hence
lim sup
n→∞
〈xn+1 − x∗, w − x∗〉 ≤ 0. (3.25)
Thus, from (3.22) and Lemma 2.7, we obtain that φ(x∗, xn) → 0 and hence by Lemma 2.3 we have that
xn → 0 as n → ∞.
Case 2. Suppose that there exists a subsequence {ni } of {n} such that
φ(x∗, xni ) < φ(x∗, xni +1)
for all i ∈ N . Then by Lemma 2.8, there exists a nondecreasing sequence {mk} ⊂ N such that mk → ∞,
φ(x∗, xmk ) ≤ φ(x∗, xmk+1) and φ(x∗, xk) ≤ φ(x∗, xmk+1) for all k ∈ N . Now, from (3.21) we get that
βmk λmk g(‖xmk − wmk ‖) ≤ αmk φ(x∗, w) + (1 − αmk )φ(x∗, xmk ) − φ(x∗, xmk+1).
Then, using the fact that βn, λn > β > 0 and αn → 0, we obtain that g(‖xmk −wmk ‖) → 0 as k → ∞. Thus,
following themethod of proof of case 1, we get that xmk −wmk → 0, T xmk → T x∗ = 0 and xmk −xmk+1 → 0,
as k → ∞, and hence
lim sup
k→∞
〈xmk+1 − x∗, w − x∗〉 ≤ 0. (3.26)
Therefore, following the agreement of case 2 of Theorem 3.2 we obtain that {xn} converges strongly to x∗ and
the proof is complete. unionsq
Remark 3.5 The method of proof of Theorem 3.4 provides the following explicit algorithm for computing the
solution of the equation 0 = u + K Fu in real Hilbert spaces. Take xn := (zn, yn), then with initial values
z0, y0 ∈ H, Scheme (3.19), we get sequences zn and yn given by:
⎧⎨
⎩
z0, y0 ∈ H, chosen arbitrarily;
zn+1 = αnz0 + βnzn + λnzn − λnγn(Fzn − yn);
yn+1 = αn y0 + βn yn + λn yn − λnγn(zn + K yn),
where αn, βn, γn, λn ∈ (0, 1) satisfy αn + βn + λn = 1 and limn→∞ αn = 0,∑∞n=1 αn = ∞; 0 < β ≤
βn, λn,for all n ≥ 0 and 0 < a0 ≤ γn ≤ γ, for some a0, β ∈ R. Then the sequence {xn} converges strongly
to x∗ = [u∗, v∗] ∈ H × H, where u∗ is a solution of the equation 0 = u + K Fu and v∗ = Fu∗.
The following example gives a prototype of operators F, K and T satisfying conditions of Theorem 3.4.
Example 3.6 Let F, K : (R, |.|) → (R, |.|) be defined by F(x) = 2x for some real constant c and K (x) =
3x + c. Clearly, F and K are continuous monotone operators. Define T : (R×R, ‖.‖|2) → (R×R, ‖.‖|2) by
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T (x, y) := (Fx − y, x + K y) = (2x − y, x +3y+c). Then T (x1, x2) = (2x1−x2, x1+3x2+c), T (y1, y2) =
(2y1 − y2, y1 + 3y2 + c) and T (x1, x2)− T (y1, y2) =
(




‖T (x1, x2) − T (y1, y2)‖22 = [2(x1 − y1) − (x2 − y2)]2 + [(x1 − y1) + 3(x2 − y2)]2
= 4(x1 − y1)2 − 4(x1 − y1)(x2 − y2) + (x2 − y2)2
+ (x1 − y1)2 + 6(x1 − y1)(x2 − y2) + 9(x2 − y2)2
= 5(x1 − y1)2 + 2(x1 − y1)(x2 − y2) + 9(x2 − y2)2. (3.27)
Case 1. If (x1 − y1)(x2 − y2) ≤ 0, then we have that
‖T (x1, x2) − T (y1, y2)‖22 ≤ 5(x1 − y1)2 + 9(x2 − y2)2.
Case 2. If (x1 − y1)(x2 − y2) > 0 and (x1 − y1) ≤ (x2 − y2), we have
‖T (x1, x2) − T (y1, y2)‖22 ≤ 5(x1 − y1)2 + 9(x2 − y2)2 + 2(x2 − y2)2
≤ 5(x1 − y1)2 + 11(x2 − y2)2,
Case 3. If (x1 − y1)(x2 − y2) > 0 and (x1 − y1) > (x2 − y2), we have
‖T (x1, x2) − T (y1, y2)‖22 ≤ 5(x1 − y1)2 + 9(x2 − y2)2 + 2(x1 − y1)2
≤ 7(x1 − y1)2 + 9(x2 − y2)2.
Thus, from Case 1, 2, 3 and (3.27), we obtain that
‖T (x1, x2) − T (y1, y2)‖22 ≤ 7(x1 − y1)2 + 11(x2 − y2)2. (3.28)
On the other hand, we have that
〈(x1, x2)−(y1, y2), T (x1, x2)−T (y1, y2)〉 = 〈(x1−y1, x2−y2), (2(x1−y1)−(x2−y2), (x1−y1)+3(x2−y2)〉
= (x1 − y1)
[
2(x1 − y1) − (x2 − y2)
]
+ (x2 − y2)
[
(x1 − y1) + 3(x2 − y2)
]











7(x1 − y1)2 + 11(x2 − y2)2
]
. (3.29)
Therefore, from (3.28) and (3.29), we obtain that
〈(x1, x2) − (y1, y2), T (x1, x2) − T (y1, y2)〉 ≥ 3
11
‖T (x1, x2) − T (y1, y2)‖22.
Hence, T is γ -inverse strongly monotone with γ ∈ (0, 311 ].
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