Abstract. In the present paper, we study the local convergence analysis of a Steffensen-like method considered also in Amat et al.
Introduction
Recently, Amat et al. in [1] studied the efficiency of a frozen family of Steffensen-like methods defined by [2] . That is, they considered −step iterative method from the Steffensen's method with frozen divided difference operator for solving a system of nonlinear equations and computed the maximum computational efficiency of the method. In this study we present the local convergence analysis of method (1.1) for approximating the solution of a nonlinear equation 2) where ∶ ⊆ ⟶ is a continuously Fréchet-differentiable operator and is a convex subset of the Banach space . Due to the wide applications, finding solution for the equation (1.2) is an important problem in mathematics.
Our goal is to weaken the assumptions in [1] , so that the applicability of the method (1.1) can be extended. Notice that the same technique can be used to extend the applicability of other iterative methods that have appeared in [3-5, The rest of the paper is organized as follows. In Section 2 we present the local convergence analysis. We also provide a radius of convergence, computable error bounds and a uniqueness result. Numerical examples are given in the last section.
Local Convergence
The local convergence of method (1.1) is based on some scalar functions and parameters. Let respectively with values on the interval [0, +∞) and
3) 
where the 0 is defined by (2.1), ∶= (1+ 0 ( )) and is defined previously. Then, the sequence { } generated for 0 ∈ (
for each = 0, 1, 2, … and converges to * . Moreover, the following estimates hold
Furthermore, if there exists 0 ≥ such that Proof. We shall show using mathematical induction that sequence { } satisfies (2.10) and converges to * . By hypothesis 0 ∈ ( * , ) − { * }, (2.4) and the definition of , we have that
It follows from (2.12) and the Banach Lemma on invertible operators [1, 14] that
We can write by (2.3) that
Then, we have by (2.6) that
We also have that 
We also have by method (1.1) that by (0) , (1) , … ( ) in the preceding estimates, we arrive at estimates (2.10).
Then, from (2.13), we have the estimate 
Remark 2.2.
The sufficient semilocal convergence conditions were given in non-affine invariant form [1] . The local convergence analysis of method (1.1) was studied in [1] based on Taylor expansions and hypotheses reaching up to the third Fréchet derivative of . Moreover, no computable error bounds were given nor the radius of convergence. We have addressed the problems in Theorem 2.1. In order for us to compare the new results with the old ones in [1] we rewrite the conditions in affine invariant form as:
for each , , , ∈ with ≠ , ≠ . In view of (2.24), we also have that Hence, even in this special case the new results are better leading to a wider choice of initial guesses ( the new radius of convergence will be at least as large); the error bounds on the distances ‖ − * ‖ at least as tight (leading to fewer iterations to obtain a desired error tolerance)
and an at least as precise information on the location of the solution. Finally, it is also worth noticing that conditions (2.4), (2.5) and (2.7) are weaker than (2.24) used in [1] (in non affine invariant form).
Numerical Examples
We present two examples in this section. Then, result in [1] cannot be used to solve this problem, since ′ is not Lipschitz. However, our results can apply. Indeed, using the above choice of functions we get that = 0.3965.
