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We study critical Fermi surfaces in generic dimensions arising from coupling finite-density fermions
with transverse gauge fields, by applying the dimensional regularization scheme developed in Phys.
Rev. B 92, 035141 (2015). We consider the cases of U(1) and U(1) × U(1) transverse gauge
couplings, and extract the nature of the renormalization group flow (RG) fixed points as well as the
critical scalings. Our analysis allows us to treat a critical Fermi surface of a generic dimension m
perturbatively in an expansion parameter  = (2−m)/(m+ 1) . One of our key results is that either
m > 1, or inclusion of higher-loop corrections, does not alter the existence of an RG flow fixed line
for the U(1)× U(1) theories, which was identified earlier for m = 1 at one-loop order.
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I. Introduction
Metallic states that lie beyond the framework of Laudau
Fermi liquid theory are often dubbed as non-Fermi liquids.
It is a theoretically challenging task to study such systems,
and consequently there have been intensive efforts dedi-
cated to building a framework to understand them [1–32].
They are also referred to as critical Fermi surface states,
as the breakdown of the Fermi liquid theory is brought
about by the interplay between the soft fluctuations of the
Fermi surface and some gapless bosonic fluctuations. Thess
bosonic degrees of freedom can be massless scalar bosons,
or the transverse components of gauge fields. A similar sit-
uation also arises in semimetals, where instead of a Fermi
surface, there is a Fermi node interacting with long-ranged
(unscreened) Coulomb potential which gives rise to a non-
Fermi liquid behaviour [33–36]. Since the quasiparticles
are destroyed, there is no obvious perturbative parameter
in which one can carry out a controlled expansion, which
would ultimately enable us to extract the universal prop-
erties.
In this paper, we consider the case when Fermi surfaces
are coupled with emergent gauge fields [7, 10, 17, 19, 20, 37–
40]. This belongs to the category when the critical boson
carries zero momentum, and the quasiparticles lose coher-
ence across the entire Fermi surface. An example when the
critical boson with zero momentum is a scalar, is the Ising-
nematic critical point [8, 11, 13, 22, 24–27, 41–54]. There
are complementary cases when the critical boson carries
a finite momentum. Examples include the critical points
involving spin density wave (SDW), charge density wave
(CDW) [14–16, 23, 28–30], and the FFLO order parameter
[32].
An analytic approach [22, 24, 32, 55] to deal with non-
Fermi liquid quantum critical points is through dimensional
regularization, in which the co-dimension of the Fermi sur-
face is increased in order to identify an upper critical di-
mension d = dc, and subsequently, to calculate the critical
exponents in a systematic expansion involving the param-
eter  = dc − dphys (where dphys is the actual/physical di-
mension of the system). This approach is especially useful,
as it allows one to deal with critical Fermi surfaces of a
generic dimension m [24, 25], representing a system with
physical dimensions d = dphys = m+ 1.
Another approach implements controlled approximation
through dynamical tuning, involving an expansion in the
inverse of the number (N) of fermion flavours combined
with a further expansion ε = zb − 2, where zb is the dy-
namical critical exponent of the boson field [10, 17]. This
amounts to modifying the kinetic term of a collective mode
(φ(k)) from k2 |φ(k)|2 to k1+ε |φ(k)|2. A drawback of this
approach is that this modification of the kinetic term leads
to nonalayticities in the momentum space, which are equiv-
alent to nonlocal hopping terms in real space. Hence in this
paper, we will employ the former approach of dimensional
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2regularization, which maintains locality in real space.
The earlier works considering generic values of d and m
involved the Ising-nematic order parameter [24, 25], which
represents quantum critical metals near a Pomeranchuk
transition, where the critical boson couples to antipodal
patches with the same sign of coupling strength [13]. In
contrast, a transverse gauge field couples to the two an-
tipodal patches with opposite signs [12]. Here, we will
implement the dimensional regularization procedure to de-
termine the low-energy scalings of an m-dimensional (with
m ≥ 1) Fermi surface coupled with one or more trans-
verse gauge fields. First we will develop the formalism for
a single U(1) gauge field. Then we will extend it to the
U(1) × U(1) case, which can describe a quantum phase
transition between a Fermi liquid metal and an electrical
insulator without any Fermi surface (deconfined Mott tran-
sition), or that between two metals that having Fermi sur-
faces with finite but different sizes on either side of the
transition (deconfined metal-metal transition) [56].
The paper is organized as follows. In Sec. II, we re-
view the framework for applying dimensional regularization
scheme to access the non-Fermi liquid fixed points pertur-
batively, and apply it to the case of a single transverse
gauge field. In Sec. III, we carry out the computations for
the scenario of quantum critical transitions involving two
different kinds of fermions charged differently under the
action of two transverse gauge fields. We conclude with a
summary and some outlook in Sec. IV. The details of the
one-loop calculations have been provided in Appendix A.
II. Model involving a U(1) transverse gauge field
(a)
(b)
FIG. 1. (a) A compact Fermi surface divided into two halves,
centered at ±K∗. For each half, a separate fermionic field is
introduced. (b) The compact Fermi surface is approximated by
two sheets of non-compact Fermi surfaces with a momentum
regularization that suppresses modes far away from ±K∗.
We first consider an m-dimensional Fermi surface, which
is coupled to a U(1) transverse gauge field a in d = (m+ 1)
space dimensions. The set-up is identical to Ref. [24]. We
review it here for the sake of completeness. As in ear-
lier works [22, 24, 25], we want to characterize the result-
ing non-Fermi liquids through the scaling properties of the
fermionic and bosonic Green’s functions. To do so, we fo-
cus on one point (say K∗) of the Fermi surface at which
the fermion Green’s function is defined. The low energy
effective theory involves fermions which are primarily scat-
tered along the tangential directions of the Fermi surface,
mediated by the critical boson. We assume the presence
of the inversion symmetry, which implies that the fermions
near K∗ are most strongly coupled with fermions near the
antipodal point −K∗, since their tangent spaces coincide.
Hence we write down a model including a closed Fermi sur-
face divided into two halves centered at momenta K∗ and
−K∗ respectively. The fermionic fields ψ+,j and ψ−,j rep-
resent the corresponding halves, as shown in Fig. 1(a). In
this coordinate system, the minimal Euclidean action that
captures the essential description of the low energy physics
is given by [12]:
S =
∑
p=±
N∑
j=1
∫
dk ψ†p,j(k) i
[
k0 + p k1 + L
2
(k)
]
ψp,j(k)
+
1
2
∫
dk
[
k20 + k
2
1 + L
2
(k)
]
a†(k) a(k)
+
e√
N
∑
p=±
p
N∑
j=1
∫
dk dq a(q)ψ†p,j(k + q)ψp,j(k) , (1)
where k = (k0, k1,L(k)) is the (d + 1)-dimensional energy-
momentum vector with dk ≡ dd+1k
(2pi)d+1
, and e is the
transverse gauge coupling. The fermion field ψ+,j(k0, ki)
(ψ−,j(k0, ki)) with flavor j = 1, 2, .., N , frequency k0 and
momentumK∗i +ki (−K∗i +ki) is represented by ψ+,j(k0, ki)
(ψ−,j(k0, ki)), with 1 ≤ i ≤ d. The components k1 and
L(k) ≡ (k2, k3, . . . , kd) represent the momentum com-
ponents perpendicular and parallel to the Fermi surface
at ±K∗, respectively. We have rescaled the momentum
such that the absolute value of the Fermi velocity and the
quadratic curvature of the Fermi surface at ±K∗ can be
set to one. Due to the fact that the Fermi surface is locally
parabolic, the scaling dimension of k1 and L(k) are equal to
1 and 1/2 respectively. For a generic convex Fermi surface,
there can be cubic and higher order terms in L(k), but we
can ignore them as they irrelevant in the renormalization
group (RG) sense. Since we have a compact Fermi surface,
the range of L(k) in
∫
dk is finite and is set by the size of the
Fermi surface. This range is of the order of
√
kF in this co-
ordinate system. To ensure this finite integration range, we
will include an exponential cut-off exp
{
− L
2
(k)
µ k˜F
}
while us-
ing the fermion Green’s function in loop integrations, which
will capture the compactness of the Fermi surface in a min-
imal way without including the details of the shape. This
3can be made explicit by including the inverse of this factor
in the kinetic part of the fermion action.
In order to control the gauge coupling e for a given m, we
tune the co-dimension of the Fermi surface [22, 23, 55] to
determine the upper critical dimension d = dc. To preserve
the analyticity of the theory in momentum space (locality
in real space) with general co-dimensions, we introduce the
spinors [22, 23]
ΨTj (k) =
(
ψ+,j(k), ψ
†
−,j(−k)
)
and Ψ¯j ≡ Ψ†j γ0 , (2)
and write an action that describes the m-dimensional Fermi
surface embedded in a d-dimensional momentum space:
S =
∑
j
∫
dk Ψ¯j(k) i [Γ ·K + γd−m δk] Ψj(k) exp
{L2(k)
µ k˜F
}
+
1
2
∫
dkL2(k) a
†(k) a(k)
+
e µx/2√
N
∑
j
∫
dk dq a(q) Ψ¯j(k + q) γ0 Ψj(k) ,
x =
4 +m− 2d
2
. (3)
Here, K ≡ (k0, k1, . . . , kd−m−1) includes the frequency
and the first (d−m− 1) components of the d-dimensional
momentum vector, L(k) ≡ (kd−m+1, . . . , kd) and δk =
kd−m + L2(k). In the d-dimensional momentum space,
k1, .., kd−m (L(k)) represent(s) the (d −m) (m) directions
perpendicular (tangential) to the Fermi surface. Γ ≡
(γ0, γ1, . . . , γd−m−1) represents the gamma matrices asso-
ciated with K. Since we are interested in a value of co-
dimension 1 ≤ d−m ≤ 2, we consider only 2×2 gamma ma-
trices with γ0 = σy, γd−m = σx. In the quadratic action of
the boson, only L2(k) a
†(k) a(k) is kept, because |K|2+k2d−m
is irrelevant under the scaling where k0, k1, .., kd−m have
dimension 1 and kd−m+1, .., kd have dimension 1/2. In the
presence of the (m + 1)-dimensional rotational symmetry,
all components of kd−m, ..., kd should be equivalent. The
rotational symmetry of the bare fermion kinetic part in the
(d−m)-dimensional space spanned by K components is de-
stroyed by the coupling with the gauge boson, as the latter
involves the γ0 matrix. With this in mind, we will denote
the extra (unphysical) co-dimensions by the vector K˜, and
the corresponding gamma matrices by Γ˜.
Since the scaling dimension of the gauge coupling is
equal to x, we have made e dimensionless by using a mass
scale µ. We have also defined a dimensionless parame-
ter for the Fermi momentum, k˜F = kF /µ using this mass
scale. The spinor Ψj exhibits an energy dispersion with
two bands Ek = ±
√
d−m−1∑
i=1
k2i + δ
2
k , and this gives an m-
dimensionsal Fermi surface embedded in the d-dimensional
momentum space, defined by the d −m equations: ki = 0
for i = {1, . . . , d −m − 1} and kd−m = −L2(k). Basically,
the extra (d − m − 1) directions are gapped out so that
the Fermi surface reduces to a sphere Sm (sphere in an
(m+ 1)-dimensional Euclidean space) locally.
When we perform dimensional regularization, the theory
implicitly has an ultraviolet (UV) cut-off for K and kd−m,
which we denote by Λ. It is natural to choose Λ = µ, and
the theory has two important dimensionless parameters: e
and k˜F = kF /Λ. If k is the typical energy at which we
probe the system, the limit of interest is k  Λ  kF .
This is because Λ sets the largest energy (equivalently, mo-
mentum perpendicular to the Fermi surface) fermions can
have, whereas kF sets the size of the Fermi surface. We will
consider the RG flow generated by changing Λ and requir-
ing that low-energy observables are independent of it. This
is equivalent to a coarse-graining procedure of integrating
out high-energy modes away from Fermi surface. Because
the zero energy modes are not integrated out, kF /Λ keeps
on increasing in the coarse-graining procedure. We treat
kF as a dimensionful coupling constant that flows to infin-
ity in the low-energy limit. Physically, this describes the
fact that the size of the Fermi surface, measured in the
unit of the thickness of the thin shell, around the Fermi
surface diverges in the low-energy limit. This is illustrated
in Fig. 1(a).
A. Dimensional Regularization
(a)
(b)
(c)
FIG. 2. The one-loop diagrams for (a) the boson self-energy, (b)
the fermion self-energy, and (c) the vertex correction. Lines with
arrows represent the bare fermion propagator, whereas wiggly
lines in (b) and (c) represent the dressed boson propagator which
includes the one-loop self-energy in (a).
To gain a controlled approximation of the physics of the
critical Fermi surface, we fix m and tune d towards a crit-
ical dimension dc , at which quantum corrections depend
4logarithmically on Λ within the range Λ kF . In order to
identify the value of dc as a function of m, we consider the
one-loop quantum corrections.
The bare propagator for fermions is given by:
G0(k) = −i Γ ·K + γd−m δk
K2 + δ2k
× exp
{
−
L2(k)
µ k˜F
}
. (4)
Since the bare boson propagator is independent of
k0, .., kd−m, the loop integrations involving it are ill-defined,
unless one resums a series of diagrams that provides a non-
trivial dispersion along those directions. This amounts to
rearranging the perturbative expansion such that the one-
loop boson self-energy is included at the ‘zero’-th order.
The dressed boson propagator, which includes the one-loop
self-energy (see Fig. 2(a)), is given by:
Π1(k) = −e2µx
∫
dqTr [γ0G0(k + q) γ0G0(q)]
= −
β(d,m) e2 µx
(
µ k˜F
)m−1
2
|L(q)|
×
[
k20 + (m+ 1− d) K˜2
]
|K|d−m−2 , (5)
where
β(d,m) =
pi
4−d
2 Γ(d−m) Γ(m+ 1− d)
2
4d−m−1
2 Γ2
(
d−m+2
2
)
Γ
(
m+1−d
2
) . (6)
This expression is valid to the leading order in k/kF , and
for |K|2/|L(k)|2, δ2k/|L(k)|2  kF [57]. We provide the
details of computation for the expression of Π1(k) in Ap-
pendix A 1. For m > 1, the boson self-energy diverges in
the kF →∞ limit. This is due to the fact that the Landau
damping gets stronger for a system with a larger Fermi sur-
face, as the boson can decay into particle-hole excitations
that encompass the entire Fermi surface for m > 1. This
is in contrast with the case for m = 1, where a low-energy
boson with a given momentum can decay into particle-hole
excitations only near the isolated patches whose tangent
vectors are parallel to that momentum. Eq. (5) is valid
when there exists at least one direction that is tangential
to the Fermi surface (m ≥ 1). Henceforth, we will use the
dressed propagator:
D1(q) =
1
L2(q) −Π1(q)
. (7)
for any loop calculation.
The next step is to computed the one-loop fermion self-
energy Σ1(q), as shown in Fig. 2(b). Again, the details of
the calculation are provided in Appendix A 2. This blows
up logarithmically in Λ at the critical dimension
dc(m) = m+
3
m+ 1
. (8)
The physical dimension is given by d = dc(m) − . In the
dimensional regularization scheme, the logarithmic diver-
gence in Λ turns into a pole in 1 :
Σ1(q) =−
i e
2 (m+1)
3
[
u0 γ0 q0 + u1
(
Γ˜ · Q˜
)]
N k˜
(m−1)(2−m)
6
F 
+ finite terms (9)
to the leading order in q/kF , where u0 , u1 ≥ 0 . For the
cases of interest, we have computed these coefficients nu-
merically to obtain:{
u0 = 0.0201044 , v0 = 1.85988 for m = 1
u0 = v0 = 0.0229392 for m = 2
. (10)
The one-loop vertex correction in Fig. 2(c) is non-
divergent, and hence does not contribute to the RG flows.
This is to be contrasted with the Ising-nematic case where
it is guaranteed to vanish due to a Ward identity [22].
We can vary the dimension of Fermi surface from m = 1
to m = 2 while keeping  small, thus providing a controlled
description for any m between 1 and 2. For a given m, we
tune d such that  = dc(m)−d is small. To remove the UV
divergences in the  → 0 limit, we add counterterms using
the minimal subtraction scheme. The counter terms take
the same form as the original local action:
SCT =
∑
j
∫
dk Ψ¯j(k) i
[
A0 γ0 k0 +A1 Γ˜ · K˜ +A2 γd−m δk
]
Ψj(k) exp
{L2(k)
µ k˜F
}
+
A3
2
∫
dkL2(k) a
†(k) a(k) +A4
i e µx/2√
N
∑
j
∫
dk dq a(q) Ψ¯j(k + q) γ0 Ψj(k) , (11)
where
Aζ =
∞∑
λ=1
Z
(λ)
ζ (e,k˜F )
λ
with ζ = 0, 1, 2, 3, 4 . (12)
5In the mass-independent minimal subtraction scheme,
these coefficients depend only on the scaled coupling e, and
the scaled Fermi momentum k˜F . As discussed earlier, we
expect k˜F to act as another coupling form > 1, and hence it
must be included in the RG flow equations. The coefficients
can be further expanded in the number of loops modulo the
one-loop self energy of boson, which is already included in
Eq. (7). Note that the (d −m − 1)-dimensional rotational
invariance in the space perpendicular to the Fermi surface
guarantees that each term in Γ˜ · K˜ is renormalized in the
same way. Similarly, the sliding symmetry along the Fermi
surface guarantees that the form of δk is preserved. How-
ever, A0, A1 and A2 are in general different due to a lack
of the full rotational symmetry in the (d + 1)-dimensional
spacetime. Note the difference from the Ising-nematic case,
where we had A0 = A1, as the rotational symmetry there
involved the full (d−m)-dimensional subspace.
Adding the counterterms to the original action, we ob-
tain the renormalized action which gives the finite quantum
effective action:
Sren =
∑
j
∫
dkB Ψ¯Bj (k
B) i
[
Γ ·KB + γd−mδkB
]
ΨBj (k
B) exp
{
L2(kB)
kFB
}
+
1
2
∫
dkB L2(kB) a
B†(kB) aB(kB)
+
i eB√
N
∑
j
∫
dkB dqB aB(qB) Ψ¯Bj (k
B + qB) γ0Ψ
B
j (k
B) , (13)
where
kB0 =
Z0
Z2
k0 , K˜
B =
Z1
Z2
K˜ , kBd−m = kd−m ,
L(kB) = L(k) , Ψ
B
j (k
B) = Z
1
2
Ψ Ψj(k) ,
aB(kB) = Z
1
2
a a(k) , k
B
F = kF = µ k˜F ,
ZΨ =
Zd−m+12
Z0 Z1
d−m−1 , Za =
Z3 Z
d−m
2
Z0 Z1
d−m−1 ,
eB = Ze e µ
x
2 , Ze =
Z4 Z
d−m
2 −1
2√
Z0 Z3 Z1
d−m−1
2
. (14)
Here,
Zζ = 1 +Aζ . (15)
The superscript “B” denotes the bare fields, couplings, and
momenta. In Eq. (13), there is a freedom to change the
renormalizations of the fields and the renormalization of
momentum without affecting the action. Here we fix the
freedom by requiring that δkB = δk. This amounts to mea-
suring scaling dimensions of all other quantities relative to
that of δk.
Let z be the dynamical critical exponent, z˜ be the critical
exponent along the extra spatial dimensions, βe be the beta
function for the coupling e, βkF be the beta function for k˜F ,
and ηΨ (ηφ) be the anomalous dimension for the fermions
(gauge boson). These are explicitly given by:
z = 1 +
∂ ln(Z0)
∂ lnµ
, z˜ = 1 +
∂ ln(Z1)
∂ lnµ
, ηΨ =
1
2
∂ lnZΨ
∂ lnµ
,
ηa =
1
2
∂ lnZa
∂ lnµ
, βkF (k˜F ) =
∂k˜F
∂ lnµ
, βe =
∂e
∂ lnµ
. (16)
In the → 0 limit, we require solutions of the form:
z = z(0) , z˜ = z˜(0) ,
ηΨ = η
(0)
Ψ + η
(1)
Ψ  , ηa = η
(0)
a + η
(1)
a  . (17)
B. RG Flows At One-Loop Order
To one-loop order, the counterterms are given by Zζ =
1 +
Z
(1)
ζ
 . Collecting all the results, we find that only
Z
(1)
0 = −
u0 e˜
N
and Z
(1)
1 = −
u1 e˜
N
(18)
are nonzero, where
e˜ =
e
2 (m+1)
3
k˜
(m−1)(2−m)
6
F
. (19)
Then the one-loop beta functions, that dictate the flow
of k˜F and e with the increasing energy scale µ, are given
by:
βkF = −k˜F , (1− z)Z0 = −βe
∂Z0
∂e
+ k˜F
∂Z0
∂k˜F
,
(1− z˜)Z1 = −βe ∂Z1
∂e
+ k˜F
∂Z1
∂k˜F
,
βe = −
+ 2−mm+1 (1− z˜) + 1− z
2
e ,
ηΨ = ηa =
1− z + (1− z˜) (d−m− 1)
2
. (20)
6Solving these equations using the required form outlined
in Eq. (17), we get:
z = 1− (m+ 1)u0 e˜
3N + (m+ 1)u1 e˜
,
z˜ = 1− (m+ 1)u1 e˜
3N + (m+ 1)u1 e˜
,
−βe
e
=

2
+
(m− 1)(2−m)
4(m+ 1)
− (m+ 1)u0 + (2−m)u1
6N
e˜ .
(21)
The first term indicates that e remains strictly relevant in
the infrared (IR) at d = dc(m) for 1 < m < 2 . However, the
second term implies that the higher order corrections are
controlled not by e, but by an effective coupling e˜ . Indeed,
the scaling dimension of e˜ vanishes at dc for 1 ≤ m ≤ 2 .
The beta function of this effective coupling is given by:
βe˜
e˜
= − (m+ 1) 
3
+
(m+ 1) [ (m+ 1)u0 + (2−m)u1 ]
9N
e˜ .
(22)
The interacting fixed point is obtained from βe˜ = 0, and
takes the form:
e˜∗ =
3N 
(m+ 1)u0 + (2−m)u1 +O
(
2
)
. (23)
It can be checked that this is an IR stable fixed point by
computing the first derivative of βe˜ . The critical exponents
at this stable fixed point are given by:
z∗ = 1 +
(m+ 1)u1 
(m+ 1)u0 + (2−m)u1 ,
z˜∗ = 1 +
(m+ 1)u0 
(m+ 1)u0 + (2−m)u1 ,
η∗Ψ = η
∗
a = −

2
. (24)
C. Higher-Loop Corrections
We will now discuss the implications of the higher-loop
corrections, without actually computing the Feynman dia-
grams. For m > 2, we expect a nontrivial UV/IR mixing to
be present, as was found in Ref. 24 and 25, which makes the
results one-loop exact. In other words, all higher-loop cor-
rections would vanish for m > 1 in the limit kF → 0 , due
to supression of the results by positive powers of kF . For
m = 1, we will use the arguments and results of Ref. 22 to
assume a generic form of the corrections coming from two-
loop diagrams. Henceforth, we will just focus on m = 1 in
this subsection.
The two-loop bosonic self-energy should turn out to be
UV finite, and hence will renormalize the factor β( 52 , 1)
(see Eq. 6) by a finite amount β2 =
κ e˜
N , where κ is a finite
number. Then the bosonic propogator at this order will
take the form:
D2(q) =
1
L2(q) +
[
β
(
5
2 ,2
)
+κ e˜N
]
e2µ
|L(q)| ×
k20+(− 12 ) K˜2
|K| 12+
.
. (25)
From this, the fermion self-energy now receives a correction
Σ
(1)
2 (k) =
{ β( 52 , 2)
β
(
5
2 , 2
)
+ κ e˜N
} 1
3
− 1
Σ1(k)
=− κ e˜
3N β
(
5
2 , 2
) Σ1(k) + finite terms . (26)
Now the two-loop fermion self-energy diagrams, after tak-
ing into account the counterterms obtained from one-loop
corrections, take the form:
Σ
(2)
2 (k) =−
i e˜2
[
v˜0 γ0 q0 + v˜1
(
Γ˜ · Q˜
)
+ w γd−1 δk
]
N2 
+ finite terms . (27)
Adding the two, generically the total two-loop fermion self-
energy can be written as:
Σ
(2)
2 (k) =−
i e˜2
[
v0 γ0 q0 + v1
(
Γ˜ · Q˜
)
+ w γd−1 δk
]
N2 
+ finite terms . (28)
There will also be a divergent vertex correction which will
lead to a nonzero Z
(1)
4 of the form − e˜
2 µ
4
3 y
N2 . All these now
lead to the nonzero coefficients:
Z
(1)
0 = −
u0 e˜
N
− v0 e˜
2
N2
, Z
(1)
1 = −
u1 e˜
N
− v0 e˜
2
N2
,
Z
(1)
2 = −
w e˜2
N2
, Z
(1)
4 = −
y e˜2
N2
, (29)
resulting in
βe˜
e˜
= −2 {2u1 e˜+ 3N} 
9N
+
2
{
2 e˜
(
2u0 u1 + u
2
1 + 6 v0 + 3 v1 − 9w
)
+ 3N (2u0 + u1)
}
e˜
27N2
. (30)
At the fixed point, we now have:
e˜∗
N
=
3 
2u0 + u1
− 18 (2 v0 + v1 − 3w)
(2u0 + u1)
3 
2 +O (3) . (31)
This shows that the nature of the stable non-Fermi liquid
7fixed point remains unchanged, although its location (as
well as any critical scaling) gets corrected by one higher
power of .
III. Model involving two U(1) transverse gauge fields
In this section, we consider the m-dimensional Fermi sur-
faces of two different kinds of fermions (denoted by sub-
scripts 1 and 2) coupled to two U(1) gauge fields, ac and
as, in the context of deconfined Mott transition and decon-
fined metal-metal transition studied in Ref. 56 (for m = 1).
The fermion fields ψ1,±,j and ψ2,±,j carry negative charges
under the even (ac +as) and odd (ac−as) combinations of
the gauge fields, and hence the action takes the form:
S =
∑
α=1,2
∑
p=±
N∑
j=1
∫
dk ψ†α,p,j(k)
[
i k0 + p kd−m + L2(k)
]
ψα,p,j(k) +
1
2
∫
dkL2(k)
[
a†c(k) ac(k) + a
†
s(k) as(k)
]
+
∑
α=1,2
∑
p=±
p
N∑
j=1
∫
dk dq
[
(−1)α es√
N
as(q)ψ
†
α,p,j(k + q)ψα,p,j(k)−
ec√
N
ac(q)ψ
†
α,p,j(k + q)ψα,p,j(k)
]
, (32)
where ec and es denote the gauge couplings for the gauge
fields ac and as respectively. We will perform dimensional
regularization on this action and determine the RG fixed
points. Our formalism allows us to extend the discussion
beyond m = 1, and also to easily compute higher-loop cor-
rections.
A. Dimensional Regularization
Proceeding as in the single transverse gauge field case, we
add artificial co-dimensions for dimensional regularization
after introducing the two-component spinors:
ΨTα,j(k) =
(
ψα,+,j(k), ψ
†
α,−,j(−k)
)
and Ψ¯α,j ≡ Ψ†α,j γ0 ,
with α = 1, 2 . (33)
The dressed gauge boson propagators, including the one-
loop self-energies, are given by:
Πc1(k) = −
β(d,m) e2c µ
x
(
µ k˜F
)m−1
2
|L(q)|
×
[
k20 + (m+ 1− d) K˜2
]
|K|d−m−2 , (34)
and
Πs1(k) = −
β(d,m) e2s µ
x
(
µ k˜F
)m−1
2
|L(q)|
×
[
k20 + (m+ 1− d) K˜2
]
|K|d−m−2 , (35)
for the ac and as gauge fields, respectively. This implies
that the one-loop fermion self-energy for both Ψ1,j and Ψ2,j
now takes the form:
Σ1(q) =−
i
(
e
2 (m+1)
3
c + e
2 (m+1)
3
s
)
N k˜
(m−1)(2−m)
6
F
u0 γ0 q0 + u1
(
Γ˜ · Q˜
)

+ finite terms , (36)
with the critical dimension dc =
(
m+ 3m+1
)
, u0 and u1
(See Eq. 10) having the same values as for the U(1) case.
The counterterms take the same form as the original local
action:
8SCT =
∑
α,j
∫
dk Ψ¯α,j(k) i
[
A0 γ0 k0 +A1 Γ˜ · K˜ +A2 γd−m δk
]
Ψα,j(k) exp
{L2(k)
µ k˜F
}
+
A3s
2
∫
dkL2(k) a
†
s(k) as(k)
+
A3c
2
∫
dkL2(k) a
†
c(k) ac(k)−A4c
ec µ
x/2
√
N
∑
α,j
∫
dk dq ac(q) Ψ¯α,j(k + q) γ0 Ψα,j(k)
+A4s
es µ
x/2
√
N
∑
α,j
(−1)α
∫
dd+1k dd+1q
(2pi)2d+2
as(q) Ψ¯α,j(k + q) γ0 Ψα,j(k) , (37)
where
Aζ =
∞∑
λ=1
Z
(λ)
ζ (e,k˜F )
λ
with ζ = 0, 1, 2, 3c, 3s, 4c, 4s . (38)
We have taken into account the exchange symmetry:
Ψ1,j ↔ Ψ2,j , as → −as , which was assumed in Ref. 56,
and here it means that both Ψ1,j and Ψ2,j have the same
wavefunction renormalization Z
1/2
Ψ .
Adding the counterterms to the original action, we obtain
the renormalized action:
Sren =
∑
α,j
∫
dkBΨ¯Bα,j(k
B) i
[
γ0 k
B
0 + Γ˜ · K˜B + γd−m δk
]
ΨBα,j(k
B) exp
{L2(kB)
µ k˜BF
}
+
1
2
∫
dkB L2(kB) a
B
c
†
(kB) aBc (k
B)
+
1
2
∫
dkB L2(kB) a
B
s
†
(kB) aBs (k
B)− e
B
c µ
x/2
√
N
∑
α,j
∫
dkB dqB aBc (q
B) Ψ¯Bα,j(k
B + qB) γ0 Ψ
B
α,j(k
B)
+
eBs µ
x/2
√
N
∑
α,j
(−1)α
∫
dkB dqB aBs (q
B) Ψ¯Bα,j(k
B + qB) γ0 Ψ
B
α,j(k
B) , (39)
remembering that δkB = δk . Here
kB0 =
Z0
Z2
k0 , K˜
B =
Z1
Z2
K˜ , kBd−m = kd−m , L(kB) = L(k) , k
B
F = kF = µ k˜F , Ψ
B
j (k
B) = Z
1
2
Ψ Ψj(k) ,
aBc (k
B) = Z
1
2
ac ac(k) , a
B
s (k
B) = Z
1
2
as as(k) , ZΨ =
Zd−m+12
Z0 Z1
d−m−1 , Zac =
Z3s Z
d−m
2
Z0 Z1
d−m−1 , Zas =
Z3c Z
d−m
2
Z0 Z1
d−m−1 ,
eBc = Zec ec µ
x
2 , Zec =
Z4 Z
d−m
2 −1
2√
Z0 Z3c Z1
d−m−1
2
, eBs = Zes es µ
x
2 , Zes =
Z4 Z
d−m
2 −1
2√
Z0 Z3s Z1
d−m−1
2
, (40)
and
Zζ = 1 +Aζ . (41)
As before, the superscript “B” denotes the bare fields, cou-
plings, and momenta.
As before, we will use the same notations, namely, z for
the dynamical critical exponent, z˜ be the critical exponent
along the extra spatial dimensions, βkF for the the beta
function for k˜F , and ηψ for the anomalous dimension for
fermion. Since we have now two gauge fields now, we will
use the symbols βec and βes to denote the beta functions
for the couplings ec and es respectively, which are explicitly
given by:
βec =
∂ec
∂ lnµ
, βes =
∂es
∂ lnµ
. (42)
The anomalous dimensions of these two bosons are indi-
9cated by:
ηac =
1
2
∂ lnZac
∂ lnµ
, ηas =
1
2
∂ lnZas
∂ lnµ
. (43)
B. RG Flows At One-Loop Order
To one-loop order, the counterterms are given by Zζ =
1 +
Z
(1)
ζ
 . Here, only
Z
(1)
0 =−
u0 (e˜c + e˜s)
N
and Z
(1)
1 = −
u1 (e˜c + e˜s)
N
(44)
are nonzero, where
e˜c =
e
2 (m+1)
3
c
k˜
(m−1)(2−m)
6
F
and e˜s =
e
2 (m+1)
3
s
k˜
(m−1)(2−m)
6
F
. (45)
The one-loop beta functions are now given by:
βkF = −k˜F ,
(1− z)Z0 = −βec
∂Z0
∂ec
− βes
∂Z0
∂es
+ k˜F
∂Z0
∂k˜F
,
(1− z˜)Z1 = −βec
∂Z1
∂ec
− βes
∂Z1
∂es
+ k˜F
∂Z1
∂k˜F
,
βec = −
+ 2−mm+1 (1− z˜) + 1− z
2
ec ,
βes = −
+ 2−mm+1 (1− z˜) + 1− z
2
es ,
ηψ = ηac = ηas =
1− z + (1− z˜) (d−m− 1)
2
. (46)
Solving these equations, we get:
− βec
ec
= −βes
es
=

2
+
(m− 1)(2−m)
4 (m+ 1)
− [(m+ 1)u0 + (2−m)u1] (e˜c + e˜s)
6N
.
(47)
Again, it is clear that for generic m, the order by order
loop corrections are controlled not by ec and es, but by
the effective couplings e˜c and e˜s . Hence we need to com-
pute the RG flows from the beta functions of these effective
couplings, which are given by:
− βe˜c
e˜c
= −βe˜s
e˜s
=
(m+ 1) 
3
− (m+ 1) [(m+ 1)u0 + (2−m)u1] (e˜c + e˜s)
9N
.
(48)
The interacting fixed points are determined from the zeros
of the above beta functions, and take the form:
e˜∗c + e˜
∗
s =
3N 
(m+ 1)u0 + (2−m)u1 +O
(
2
)
, (49)
which actually give rise to a fixed line, as found in Ref. [56]
for the case of m = 1 . It can be checked that this is IR
stable by computing the first derivative of the beta func-
tions. Hence, we have proven that the fixed line feature
survives for critical Fermi surfaces of dimensions more than
one. The critical exponents at this stable fixed line take the
same forms as in Eq. (24).
C. Higher-Loop Corrections
Using the same arguments as the single gauge field case,
we will have the following nonzero Z
(1)
ζ ’s:
Z
(1)
0 =−
u0 (e˜c + e˜s)
N 
− v0 (e˜s + e˜c)
2
N2 
,
Z
(1)
1 =−
u1 (e˜s + e˜c)
N 
− v1 (e˜c + e˜s)
2
N2 
, Z
(1)
2 = −
w (e˜c + e˜s)
2
N2 
,
Z
(1)
4s
=− ys (e˜c + e˜s)
2
N2 
, Z
(1)
4c
= −yc (e˜c + e˜s)
2
N2 
, (50)
including the one-loop and two-loop corrections for m = 1 .
This leads to the beta functions:
βe˜c
e˜c
=
βe˜s
e˜s
=− 2 {2u1 (e˜c + e˜s) + 3N} 
9N
+
2
{
2 (e˜c + e˜s)
(
2u0 u1 + u
2
1 + 6 v0 + 3 v1 − 9w
)
+ 3N (2u0 + u1)
}
(e˜c + e˜s)
27N2
,
(51)
which again have a continuous line of fixed points defined
by:
e˜∗s + e˜
∗
c
N
=
3 
2u0 + u1
− 18 (2 v0 + v1 − 3w)
(2u0 + u1)
3 
2 +O (3) .
(52)
For m > 1 , the UV/IR mixing will render the higher-loop
corrections to be kF -suppressed and hence they will have
no effect on the fixed line. Therefore, the fixed line feature
is generically not altered by going to higher loops.
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IV. Conclusion
In this paper, we have applied the dimensional regular-
ization scheme, developed for non-Fermi liquids arising at
Ising-nematic quantum critical point, to the case of non-
Fermi liquids arising from transverse gauge field couplings
with finite-density fermions. This has allowed us to access
the interacting fixed points perturbatively in an expansion
in  , which is the difference between the upper critical di-
mension (dc = m+
3
m+1 ) and the actual physical dimension
(dphys = m+1) of the theory, for a Fermi surface of dimen-
sion m. We have extracted the scaling behaviour for the
case of one and two U(1) gauge fields.
There is a crucial difference in the matrix structure of
the couplings in the cases of Ising-nematic order param-
eter and gauge fields. This arises from the fact that the
fermions on the antipodal points of the Fermi surface cou-
ple to the Ising-nematic order parameter (transverse gauge)
with the same (opposite) sign(s). Hence, although we get
the same values of critical dimension and critical exponents,
the differences will show up in the renormalization of some
physical quantities like the 2kF scattering (backscattering
involving an operator that carries a momentum 2kF ) am-
plitudes.
The U(1) × U(1) is particularly interesting in the con-
text of recent works which show that this scenario is useful
to describe the phenomena of deconfined Mott transition,
and deconfined metal-metal transition [56]. In Ref. 56, Zou
and Chowdhury found that in (2+1) spacetime dimensions
and at one-loop order, these systems exhibited a continuous
line of stable fixed points, rather than a single one. Their
method involved modifying the bosonic dispersion (such
that it becomes nonanalytic in the momentum space), and
then carrying out a double expansion in two small param-
eters [10, 17]. Our method avoids this issue by employing
the dimensional regularization scheme. We also have the
advantage that we could analyze a critical Fermi surface of
generic dimensions, and also perform higher-loop diagrams
giving order by order corrections in . The discovery of a
fixed line for the U(1)×U(1) theory in Ref. [56] raised the
question whether this feature survives when we consider ei-
ther higher dimensions or higher loops. Our computations
show that definitely higher dimensions do not reduce the
fixed line to discrete fixed points. Regarding higher-loop
corrections, we have not performed those explicitly, but
through arguments based on the previous results for the
Ising-nematic critical points [22, 24, 25], we have predicted
that these will also not make the fixed line degenerate into
fixed point(s). In future, it will be worthwhile to carry out
this entire procedure for the case of SU(2) gauge fields [56].
Another direction is to compute the RG flows for supercon-
ducting instabilities in presence of these transverse gauge
fields, as was done in Ref. 27 for the Ising-nematic order
parameter.
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A. Computation Of The Feynman Diagrams At One-Loop Order
1. One-Loop Boson Self-Energy
In this subsection, we compute the one-loop boson self-energy:
Π1(q) =− e2µx
∫
dkTr [γ0G0(k + q) γ0G0(k)] = 2 e
2µx
∫
dk
k0 (k0 + q0)− K˜ ·
(
K˜ + Q˜
)
− δq δk+q
[K2 + δ2k] [(K + Q)
2 + δ2k+q]
e
−
L2
(k)
+L2
(k+q)
µ k˜F . (A1)
We first integrate over kd−m to obtain [58]:
Π1(q) = e
2 µx
∫
dL(k) dK
(2pi)d
2 k0 (k0 + q0)−K · (K + Q)
|K| |K + Q|
[(
δq + 2 Li(q) L
i
(k)
)2
+
( |K + Q|+ |K| )2]( |K + Q|+ |K| ) e−
L2
(k)
+L2
(k+q)
µ k˜F
− e2 µx
∫
dL(k) dK
(2pi)d
|K + Q|+ |K|(
δq + 2 Li(q) L
i
(k)
)2
+
( |K + Q|+ |K| )2 × e−
L2
(k)
+L2
(k+q)
µ k˜F , (A2)
where we have chosen the coordinate system such that L(q) = (qd−m+1, 0, 0, . . . , 0). Since the problem is rotationally
invariant in these directions and Π1(q) depends only the on the magnitude of L(q), the final result is independent of this
choice.
Making a change of variable, u = δq + 2 qd−m+1 kd−m+1 , and integrating over u, we get
I ≡
∫
dkd−m+1
2pi
1(
δq + 2 qd−m+1 kd−m+1
)2
+
( |K + Q|+ |K| )2 = 14 |L(q)| ( |K + Q|+ |K| ) . (A3)
The rest of L(k)-integrals evaluate to J
m−1 , where
J ≡
∫ ∞
−∞
dy
2pi
exp
{−2y2
µ k˜F
}
=
√
µ k˜F
8pi
. (A4)
Hence the self-energy expression reduces to:
Π1(q) =
e2 µx
2m+1 |L(q)|
(µ k˜F
2pi
)m−1
2
I1(d−m,Q) , (A5)
where
I1(d−m,Q) =
∫
dK
(2pi)d−m
k0 (k0 + q0)− K˜ ·
(
K˜ + Q˜
)
|K + Q| |K| − 1
 . (A6)
The (d−m)-dimensional integral in I1(d−m,Q) can be done using the Feynman parametrization formula
1
AαBβ
=
Γ(α+ β)
Γ(α) Γ(β)
∫ 1
0
dt
tα−1 (1− t)β−1
[t A+ (1− t)B]α+β
. (A7)
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Substituting α = β = 1/2, A = |K + Q|2 and B = |K|2, we get:
I1(d−m,Q) = 1
pi (2pi)d−m
∫ 1
0
dt√
t (1− t)
∫
dK
k0 (k0 + q0)− K˜ ·
(
K˜ + Q˜
)
x |K + Q|2 + (1− t)K2 − 1
 . (A8)
Introducing the new variable u = K + tQ , I1 reduces to:
I1(d−m,Q) = 1
pi (2pi)d−m
∫ 1
0
dt√
t (1− t)
∫
dd−mu
[
2
{
u20 − t (1− t) q20
}− 2 u2
u2 + t (1− t) Q2
]
. (A9)
Again, we use another new variable v, defined by u =
√
t (1− t) v , so that
I1(d−m,Q) = −
2−2d+2m+1 pi−d+m+
1
2 Γ
(
d−m+1
2
)
Γ
(
d−m+2
2
) ∫ dd−mv q20 + v˜2
v2 + Q2
. (A10)
Using ∫ ∞
0
dy
yn1
(y2 + C)n2
=
Γ
(
n1+1
2
)
Γ
(
n2 − n1+12
)
2 Γ(n2)
C
n1+1
2 −n2 , (A11)
and the volume of the (n− 1)-sphere (at the boundary of the n-ball of unit radius)
Sn−1 ≡
∫
dΩn =
2pin/2
Γ (n/2)
, (A12)
we finally obtain the one-loop boson self-energy to be:
Π1(k) = −β(d,m) e
2 µx
|L(q)|
(
µ k˜F
)m−1
2
[
k20 + (m+ 1− d) K˜2
]
|K|d−m−2 , (A13)
with
β(d,m) =
1
2m+1
( 1
2pi
)m−1
2 2−2d+2m+1 pi
−d+m+3
2 Γ(d−m) Γ(m+ 1− d)
Γ2
(
d−m+2
2
)
Γ
(
m+1−d
2
) = 2 1+m−4d2 pi 4−d2 Γ(d−m) Γ(m+ 1− d)
Γ2
(
d−m+2
2
)
Γ
(
m+1−d
2
) . (A14)
2. One-Loop Fermion Self-Energy
Here we compute the one-loop fermion self energy Σ1(q) by using the dressed propagator for boson which includes the
one-loop self-energy Π1(k):
Σ1(q) =
e2 µx
N
∫
dk γ0G0(k + q) γ0D1(k) =
i e2 µx
N
∫
dkD1(k)
Γ˜ ·
(
K˜ + Q˜
)
+ γd−m δk+q − γ0 (k0 + q0)
(K + Q)
2
+ δ2k+q
e
−
L2
(k+q)
µ k˜F .
(A15)
Integrating over kd−m , we get
Σ1(q) =
i e2 µx
2N
∫
ddk
(2pi)d
D1(k)
Γ˜ ·
(
K˜ + Q˜
)
− γ0 (k0 + q0)
|K + Q| × e
−
L2
(k+q)
µ k˜F . (A16)
Since only D1(k) e
−
L2
(k+q)
kF depends on L(k), let us first perform the integral:
I2(k) ≡
∫
dL(k)
(2pi)m
e
−
L2
(q+k)
kF
L2(k) + βdm e
2 µx (µ k˜F )
m−1
2
|K|d−m
|L(k)| ×
[
d−m− 1 + (m− d) k20|K|2
]
=
pi
2−m
2
3× 2m−1 Γ(m/2) | sin{(m+ 1)pi/3}|
[
β(d,m) e2 µx (µ k˜F )
m−1
2 |K|d−m−2 ×
{
k20 + (m+ 1− d) K˜2
}] 2−m
3
. (A17)
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Now the expression for the self-energy can be written as:
Σ1(q) =
i e2(m+1)/3 µx (m+1)/3 pi
2−m
2 × I3(d−m,Q)
6N × 2m−1 Γ(m/2) | sin (m+13 pi) | [β(d,m)] 2−m3 (µ k˜F )(m−1)(2−m)/6 , (A18)
where
I3(d−m,Q)
=
∫
dK
(2pi)d−m
Γ˜ ·
(
K˜ + Q˜
)
− γ0 (k0 + q0)[{
k20 + (m+ 1− d) K˜2
}
|K|d−m−2
] 2−m
3 |K + Q|
=
Γ
(
2d+m2+3−m (d+2)
6
)
Γ
(
1
2
)
Γ
(
2−m
3
)
Γ
(
(d−m−2)(2−m)
6
) ∫ 1
0
dt1
∫ 1−t1
0
dt2
(1− t1 − t2) (d−m−2) (2−m)6 −1
t
m+1
3
1
√
t2
×
∫
dK
(2pi)d−m
Γ˜ ·
(
K˜ + Q˜
)
− γ0 (1− t2) q0[
t1 (m+ 1− d) K˜2 + t2
(
K˜ + Q˜
)2
+ (1− t1 − t2) K˜2 + q20 t2 (1− t2) + k20
] 2d+m2+3−m (d+2)
6
=
pi
m−d−1
2 Γ
(
3−(d−m) (m+1)
6
)
2d−m Γ
(
2−m
3
)
Γ
(
m2−d(m−2)−4
6
) ∫ 1
0
dt1
∫ 1−t1
0
dt2
[
(1− t1 − t2) (d−m−2) (2−m)6 −1
t
m+1
3
1
√
t2
γ0 (1− t2) q0 −
(
Γ˜ · Q˜
) [
(1+mt1−d t1−t2)
1+mt1−d t1
]
(1 +mt1 − d t1)
(d−m) (2−m)
6{
Q˜2 t2 (1 +mt1 − d t1 − t2)
(1 +mt1 − d t1)2
+
q20 t2 (1− t2)
1 +mt1 − d t1
} (d−m) (m+1)−3
6
{Θ (1 +mt1 − d t1) + fac×Θ (d t1 − 1−mt1)}
]
.
(A19)
where fac = (−1) (m−2) (d−m)3 id−m+1
[
(−1) 16 (m−2)(m−d) cos
(
(m+1)(d−m)
6 pi
)
− cos (d−m2 pi)] csc( (m−2)(d−m)6 pi) . From this
expression, it is clear that I3(d−m,Q) blows up when the argument of the gamma function in the numerator blows up,
i.e. 3−(d−m) (m+1)6 = 0 . This implies that Σ1(q) blows up logarithmically in Λ at the critical dimension
dc(m) = m+
3
m+ 1
. (A20)
The integrals over t1 and t2 are convergent, but their values have to be computed numerically for a given m.
Expanding in  defined as d = m+ 3m+1 − , we obtain:
Σ1(q) = −
i e
2 (m+1)
3
[
u0
(
µ
|q0|
)m+1
3 
γ0 q0 + u1
(
µ
|Q˜|
)m+1
3 
(
Γ˜ · Q˜
)]
N k˜
(m−1)(2−m)
6
F 
+ finite terms , (A21)
where u0, u1 ≥ 0 . Numerically, we find:
{
u0 = 0.0201044 , v0 = 1.85988 for m = 1
u0 = v0 = 0.0229392 for m = 2
. (A22)
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3. One-Loop Vertex Correction
In general, the one-loop fermion-boson vertex function Γ1(k, q) depends on both k and q. In order to extract the leading
1/ divergence, however, it is enough to look at the q → 0 limit. In this limit, we get
Γ1(k, 0) =
e2 µx
N
∫
dd+1q
(2pi)d+1
γ0G0(q) γ0G0(q) γ0D1(q − k)
=
e2 µx
N
∫
dd+1q
(2pi)d+1
D1(q − k) γ0
 1
Q2 + q2d−m
− 2 q
2
0(
q20 + Q˜
2 + q2d−m
)2
 e− 2L2(q)µk˜F
=
e2 µx
2N
∫
dQ dL(q)
(2pi)d
D1(q) γ0
(Q˜ + K˜)2[
(q0 + k20)
2 + (Q˜ + K˜)2
]3/2 e− 2L2(q+k)µk˜F . (A23)
Using Eq. (A17), the above expression reduces to
Γ1(k, 0) =
e2 µx γ0
N
pi
m
2 +1−d
3× 2d Γ(m/2) | sin (m+13 pi) | [β(d,m) e2 µx (µ k˜F )m−12 ] 2−m3 × I4(d,m) , (A24)
where
I4(d,m)
=
∫
dQ[
|Q|d−m−2
{
q20 + (m+ 1− d) Q˜2
}] 2−m
3
(Q˜ + K˜)2[
(q0 + k20)
2 + (Q˜ + K˜)2
]3/2
=
∫ 1
0
dt1
∫ 1−t1
0
dt2
Γ
(
2d+m2+9−m (d+2)
6
)
t
−m+13
1 t
1
2
2 (1− t1 − t2)
(d−m−2) (2−m)
6 −1
Γ
(
3
2
)
Γ
(
2−m
3
)
Γ
(
(d−m−2)(2−m)
6
)
×
∫
dQ
(2pi)d−m
(Q˜ + K˜)2[
t1 (m+ 1− d) Q˜2 + t2
(
Q˜ + K˜
)2
+ (1− t1 − t2) Q˜2 + k20 t2 (1− t2) + q20
]−(d+2)m+2d+m2+9
6
=
∫ 1
0
dt1
∫ 1−t1
0
dt2
Γ
(
2d+m2+9−m (d+2)
6
)
t
−m+13
1 t
1
2
2 (1− t1 − t2)
(d−m−2) (2−m)
6 −1
Γ
(
3
2
)
Γ
(
2−m
3
)
Γ
(
(d−m−2)(2−m)
6
) × Γ
(
(d−m) (2−m)
6 + 1
)
Γ
(
m2−(d+2)m+2d+9
6
)
× J1
(1 +mt1 − d t1)
(d−m)(m−2)−6
6
. (A25)
Here,
J1 =
∫
dQ˜
(2pi)d−m
Q˜2 +A2[
Q˜2 +B
] (d−m)(m−2)−6
6
=
B
5d+m2+3−(d+5)m
6 Γ
(
(d−m) (m−5)−9
6
)
3× 2d−m+1 pi d−m+12 Γ
(
(d−m)(m−2)
6 − 1
) [{(d−m) (m− 5)− 9}A2 + 3 (d−m− 1)B] , (A26)
where B ≡ K˜2 t2(1+mt1−d t1−t2)
(1+mt1−d t1)2 +
k20 t2 (1−t2)
1+mt1−d t1 and A
2 =
(
1+mt1−d t1−t2
1+mt1−d t1
)2
K˜2 .
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As demonstrated below, we find that although the final value has to be calculated numerically, the expression for Γ1(k, 0)
does not have any pole in  = m+ 3m+1 −  and is therefore non-divergent.
Γ1(k, 0) =
−
e2/3 µ2 /3 γ0
N [β( 52 ,1)]
1
3
× Γ(
5
4 )
180
√
3pi9/4 Γ(− 54 )Γ(− 112 )Γ( 13 )
2
∫ 1
0
dt1
∫ 1−t1
0
dt2
t
1
2
2 B
3/2 (B−10A2)
t
2
3
1 (1−t1−t2)
13
12
for m = 1
0 for m = 2
. (A27)
