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Provisioning Algorithms for WDM Optical Networks
Murat Alanyali, Member, IEEE, and Ender Ayanoglu, Fellow, IEEE
Abstract— This paper concerns connection provisioning for
optical networks employing wavelength division multiplexing. A
heuristic algorithm is developed and numerically studied for
routing and wavelength assignment of a set of static connection
requests. The algorithm runs much faster than the optimum
solution of this problem. An adaptation of the algorithm is pro-
posed to design restorable networks which can handle a specified
set of failures. The proposed algorithm is based on taking all
failures into consideration simultaneously, and performs better
than developing independent designs for each failure.
I. INTRODUCTION
TRANSPORT networks are WAN’s that provide con-nectivity for aggregated traffic streams. Modern trans-
port networks increasingly employ wavelength division mul-
tiplexing (WDM) technology to utilize the vast transmission
bandwidth of fiber. WDM is based on transmission of data
over separate wavelength channels on each fiber. At the
present time, WDM is mainly employed as a point-to-point
transmission technology. In such networks, optical signals
on each wavelength are converted to electrical signals at
each network node. On the other hand, WDM optical net-
working technology, which has been developed within the
last decade and is becoming commercially available [1]–[3],
employs wavelengths on an end-to-end basis, without electrical
conversion in the network.
Provisioning of a transport network refers to assigning
network resources to a static traffic demand. Efficient pro-
visioning is essential in minimizing the investment made on
the network required to accommodate a given demand. In the
context of WDM optical networks, provisioning means routing
and wavelength selection for a set of end-to-end wavelength
allocation demands, given a demand distribution and a network
topology. Naturally, provisioning of WDM networks has been
subject to considerable interest. This interest concentrates
on roughly two categories of settings: the case of limited
deployed fiber, where provisioning seeks to minimize the
number of required wavelengths [4]–[6], and the case of
limited number of wavelengths per fiber, where provisioning
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seeks to minimize the amount of required fiber [7], [8] or to
maximize accommodated traffic [9].
In this paper, we focus on heuristic methods for provisioning
a static set of connections on a given WDM optical network
topology. It is assumed that each connection requires a ded-
icated wavelength on each link of its path. We consider the
setting where there is a fixed set of wavelengths available
on each fiber and, therefore, the connections are established
at the expense of possibly multiple fibers on network links.
Each fiber has a cost which reflects the fiber material, optical
amplifiers, and the optical termination equipment at both ends
of the link. The objective of provisioning is taken as the
minimization of the total network cost.
Since transport networks are chartered to carry high volumes
of traffic, network failures may have severe consequences.
This imposes fault-tolerance as an essential feature for trans-
port networks. Fault-tolerance refers to the ability of the
network to reconfigure and reestablish communication upon
failure, and is widely known as restoration. Restoration en-
tails rerouting connections around failed components under a
targeted time-to-restore. A network with restoration capability
requires redundant capacity to be used in the case of failures,
and a primary concern in designing such networks is to
provide robustness with minimal redundancy. In principle,
design methods devised for conventional, single-wavelength
restorable networks [10]–[12] can be employed in WDM
optical networks as well. Such designs prescribe switching all
wavelengths in a fiber together in the case of failure. WDM
optical networking, however, provides the capability to switch
individual wavelengths, thereby offers a richer set of design
methods [13]–[15].
The paper is comprised of two parts. The first part concerns
provisioning in networks that do not account for restoration.
Such a network is called a primary network, and the objective
in primary-network design is to minimize the cost associated
with the working fibers. This problem can be formulated as
an integer linear program (ILP) in a straightforward manner;
however, the computational complexity of the ILP is pro-
hibitive for a network whose size is not trivial. Therefore,
efficient heuristic solution methods are needed. We present
such a heuristic algorithm that produces good solutions several
orders of magnitude faster than general-purpose ILP packages.
The second part of the paper involves an adaptation of this
heuristic to provisioning in restorable networks. We consider
precomputed restoration schemes where the reaction of the
network to certain failures is computed in advance, so that
upon each failure, a certain reconfiguration is adopted. The
heuristic algorithm entails determining all reconfigurations
simultaneously, in a coordinated manner. This results in better
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designs compared to methods in which the configurations are
developed independently for different failures.
The discussion in the paper is limited to wavelength-
selective WDM optical networks: it is assumed that each
connection occupies the same wavelength on its entire path.
Nevertheless, the algorithm easily extends to networks in
which an arbitrary subset of nodes have wavelength conversion
capability.
The outline of the paper is as follows. The primary-network
design problem is studied in Section II. Essential definitions
and a mathematical formulation of the problem are provided.
Section II-A concentrates on a related but simpler problem,
whose solution leads to a heuristic algorithm for the original
problem. This algorithm is the subject of Section II-B, and
some variations of the algorithm are discussed in Section II-
C. Section III concentrates on the restorable-network design
problem. The problem is formulated, and an adaptation of
the heuristic algorithm is proposed as an efficient heuristic
solution method. The performances of the proposed heuristics
are observed numerically in Section IV. Finally, concluding
remarks are presented in Section V.
II. PRIMARY-NETWORK DESIGN
We start the formulation of the primary-network design
problem by providing some essential definitions which are
used throughout the paper. In this paper a network is rep-
resented by an undirected, weighted graph .
Here, denotes a set of nodes, denotes a set of links, and
denotes a set of positive link weights. In
the envisioned applications, the weight of a link represents the
cost per fiber deployed on the link. The set of wavelengths that
are available on each fiber is identified by . Given a link a
path and a wavelength the pair is called a lighthop,
and the pair is called a lightpath. Let
denote the set of node pairs in the network. The demand for the
network is an integer vector where
denotes the number of connections to be established between
the pair of nodes in .1 It is assumed that in the primary
network, each such connection can only be routed on a path
from a prespecified set of admissible paths, which is identified
by . If and then we call the pair
an admissible lightpath for the node pair .
An assignment is defined as a real vector
such that
and for each .
Under assignment the load at lighthop , ,
is expressed as
(1)
If the vector is an integer assignment then
represents the number of connections that are assigned to the
lightpath . Each such connection occupies the wave-
length on each link of the path . Therefore, if the integer
1Connections are taken to be bidirectional mainly for simplicity of pre-
sentation. Subsequent discussion and algorithms extend in a straightforward
manner to the case of unidirectional connections.
TABLE I
THE SIZE OF THE ILP FORMULATION OF THE PRIMARY-NETWORK
DESIGN PROBLEM FOR SEVERAL MESH-LIKE NETWORKS
In each case, the number of wavelengths is eight and
the number of admissible paths per node pair is two.
assignment is adopted, then the number of fibers required at
link is given by . The cost corresponding
to , , is then defined as
We can now formally state the design problem considered
in this section. Given a network wavelength set demand
and admissible paths the primary-network
design problem consists of assigning an admissible lightpath
to each connection so as to minimize the resulting cost.
Namely,
is an integer assignment
The problem can easily be formulated as an integer linear
problem as follows:
such that for each
and is an integer assignment.
Here and
are variables, whereas is
determined by equality (1). Typical numbers of variables and
constraints in the ILP formulation are listed in Table I for
some mesh-like topologies of various sizes. General-purpose
codes for solving ILP’s typically employ branch and bound
techniques with linear programming relaxation. As indicated in
Section IV, such solution methods generally entail a very high
computational complexity, even for moderate-size networks,
particularly if there is a large number of connections to be
established. In view of this, we focus on heuristic solution
methods, and in the rest of this section introduce an efficient
heuristic algorithm.
A. A Motivating Optimization Problem
In this section, we briefly digress from primary-network
design, and introduce a collection of auxiliary optimization
problems which are parametrized by a positive scalar . These
problems are related to the primary-network design problem
in that, as grows larger, their cost functions converge to
the function . Proposition 2.1 provides a characterization of
solutions to each auxiliary problem, which in turn inspires a
heuristic solution method for problem .
We start with some definitions. Given a positive number
let denote a cost function, such that for each assignment
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Note that
and therefore
In particular, uniformly for all assign-
ments . Finally, let the optimization problem be defined
as follows:
is a real assignment
Notice that in contrast to the problem solutions of are
not constrained to be integer-valued assignments.
We next study possible solutions of . Toward this end,
note the differentiability of and let denote its
partial derivative with respect to . Namely, given an
assignment with corresponding load
If and are admissible lightpaths for a node
pair such that and
then one can find a small, positive number such that
decreasing by and increasing by results
in another assignment whose cost is strictly less than .
Thus, if an assignment is optimal for problem , then for
each node pair and each admissible lightpath of ,
whenever
admissible for
(2)
The following proposition establishes that this condition is also
sufficient for optimality in . The proof of the proposition
is given in the Appendix.
Proposition 2.1: There exists a solution to the problem .
An assignment solves if and only if condition (2) holds
for each node pair and each admissible lightpath of .
Proposition 2.1 does not provide a constructive characteriza-
tion for the solutions of problem . However, such solutions
can be well approximated by employing steepest descent
methods. In the context of optimal routing, such methods
are referred to as flow deviation algorithms. In the present
context, flow deviation entails identifying a lightpath that has
the smallest partial derivative and obtaining a better
assignment by increasing the assignment on that lightpath by
an appropriate value. In particular, one can employ a sequence
of flow deviations to arrive at a real assignment that is near-
optimal for problem (for a sketch of proof, consult [16,
Problem 5.31] together with Proposition 2.1). In the following
section, we use an adaptation of this idea to develop a heuristic,
iterative procedure to obtain good integer assignments for the
original problem .
B. The Heuristic Design Algorithm
In this section, we return to the primary-network design
problem, and describe a heuristic solution method. The method
relies on a metric defined on the lightpaths of the network.
Namely, given an assignment with the corresponding load
the lightpath-metric of a lightpath is defined
as
where
if
else
and is the
number of wavelengths that have the maximum load on link
. Note that
To facilitate the description of the algorithm, it is convenient
to identify each connection in the network separately. Toward
this end, for each node pair let denote the set
of connections to be established between . In particular
. A configuration is defined as a mapping from
the connections into the associated admissible lightpaths, and
identifies a path and wavelength selection for each connection.
Given a configuration, let and denote, respectively,
the path and wavelength assigned to connection . Also
let the cumulative metric of the network denote the sum
.
A configuration uniquely identifies an integer assignment
. We thus define the cost of a configuration as the cost
of the corresponding assignment. Let denote the load
corresponding to . A straightforward calculation yields that
(3)
hence the cost of a configuration is given by the cumula-
tive metric of the network. This observation, along with the
flow deviation approach of Section II-A, inspires a heuristic
algorithm which we describe next.
The algorithm starts with an arbitrary initial configura-
tion, and iteratively computes new configurations until a
certain stopping criterion is fulfilled. An iteration involves
one decision by each node pair. Namely, each node pair
first determines a connection that maximizes the
lightpath-metric in the current configuration. A
new configuration is then obtained by setting
where is an admissible lightpath for such
that the lightpath-metric is minimized under
the resulting configuration. The flowchart of an iteration is
given in Fig. 1. The output of the algorithm is a configuration
that achieves the smallest cost in the course of the iterations.
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Fig. 1. Flowchart of an iteration of the primary-network design algorithm.
Example: We now illustrate one iteration of the algorithm
on a sample network topology depicted in Fig. 2. Consider
the case in which there are four wavelengths (i.e., ),
only the first two shortest paths are admissible for each
node pair (hence, ) and for each link .
The demand, the initial configuration of the network, and
the resulting lighthop occupancies are given in Fig. 2(a).
Note that this initial configuration has cost 6. Suppose that
within an iteration node pairs are considered in the order
. The algorithm takes the
following actions in the indicated order.
1) Node pair is considered. Since is the only
connection, it is marked for rerouting. Each of the eight
alternative lightpaths to reroute is evaluated
by computing the metric in a network con-
figuration in which is routed on and all other
connections maintain their current lightpath assignments.
For example the metric of lightpath is
since if is routed on this lightpath, then
wavelength occupancies of links and
would be and respectively. The
eight metrics are listed in Table II. The smallest metric is
observed when thus connection
is rerouted on this lightpath. The resulting network
configuration is given in Fig. 2(b). Note that the network
cost is decreased by one after this step.
2) Node pair is considered. In the current con-
figuration, both connections and are assigned
to lightpaths with identical metrics (that being 1/3
1/2), thus without loss of generality is marked for
rerouting. If connection is rerouted on the lightpath
then has metric
in the resulting configuration. Straight-
forward calculation yields that is the minimum of
TABLE II
METRICS OF ALTERNATIVE LIGHTPATHS FOR
CONNECTION c1 OF NODE PAIR (1; 2)
metrics similarly obtained for all admissible lightpaths,
therefore is rerouted on . The resulting config-
uration is given in Fig. 2(c). Note that this step does not
further decrease the cost.
3) Node pair is considered, and connection is
marked for rerouting. No alternative lightpath yields
a smaller metric than the current lightpath; thus, the
current configuration is not altered.
4) Node pair is considered. In the current configura-
tion, lightpath of connection has the maximum metric
(which is 1), therefore is marked. Consideration of
alternative lightpaths leads to rerouting on lightpath
, which has metric
in the resulting configuration.
That configuration is given in Fig. 2(d). This step results
in decreasing the cost by one.
5) Node pair is considered. The current lightpath
of connection attains the minimal metric among all
alternatives, in turn the configuration is not altered.
During the execution of the algorithm, node pairs greedily
attempt to decrease the maximum lightpath metric observed
by their connections. The heuristic aim of this effort is to
obtain a configuration with minimal cumulative metric, and
thereby, in view of identity (3), minimize the network cost.
Note that while this effort reduces the metric observed by the
most recently rerouted connection, it may increase the metrics
observed by other connections, in turn the network cost is
not necessarily monotone with respect to iterations.2 A typical
variation of the network cost with iteration number is plotted
in Fig. 3.
The numerical study of Section IV suggests that the perfor-
mance of the algorithm depends rather weakly on the initial
network configuration and on the order in which node pairs are
considered within an iteration. Heuristic methods for selecting
these parameters are briefly discussed in Section IV.
The computational complexity per iteration of the algorithm
is linear in the total number of connections and in the total
number of admissible lightpaths. As reported in Section IV,
the algorithm typically produces good configurations in a
small number of iterations; thus, it provides a fast suboptimal
alternative to the integer programming approach.
2One can easily detect and avoid such reroutings; however, enforcing a
monotone convergence in this manner is likely to limit the performance of
the algorithm due to high-cost local minima.
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(a)
(b)
(c)
(d)
Fig. 2. The sample network design problem to illustrate phases of one iteration of the algorithm.
C. Alternative Metrics
One can think of a class of heuristic algorithms, each of
which is obtained by adopting a different lightpath-metric
in the algorithm described in Section II-B. In this section,
we briefly discuss five such variations as listed in Table III.
Dynamic versions of these algorithms have been considered in
certain network management settings, it is thus of interest to
see their performances in the primary-network design problem.
We highlight the following observations.
i) Since denotes the capacity require-
ment of link the algorithm of Table III tends
to reroute connections on lightpaths whose lighthops
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TABLE III
VARIATIONS OF THE HEURISTIC PRIMARY-NETWORK DESIGN ALGORITHM
Fig. 3. Typical variation of the cost with respect to the iterations for the
heuristic primary-network design algorithm. The initial configuration is also
constructed via the same heuristic, therefore the iterations start with an already
small cost.
are lightly loaded, and it is likely to result in a high
wavelength utilization on each link of the network. A
straightforward calculation yields that the cumulative
( ) metric of a configuration is given by
Hence, roughly speaking, minimizing the cumulative
metric entails equalizing the loads on the lighthops
of each link, as well as minimizing the total capacity
requirement.
ii) While the algorithm favors lightpaths with
lightly-loaded lighthops, it may also favor long
lightpaths. Define
/ for each link
, so that ,
. Note that minimizing
the cumulative metric of the network entails a high
wavelength utilization, so that is small, but
typically a high capacity requirement, since is
nonpositive.
iii) The algorithm also may favor long light-
paths of lightly loaded lighthops. The cumulative
metric of this algorithm is given by
hence its
minimization may imply a high capacity requirement
since is nonpositive.
Note that these observations apply to the
algorithm as well.
iv) The algorithm reassigns connections so as
to avoid bottleneck lighthops, and it is shown to be
effective in dynamic settings [17].
On the premise that iterations tend to cluster around config-
urations that minimize the cumulative metric of the network,
one may expect the algorithm to perform well, whereas
algorithms and may be expected to
yield somewhat high network cost, despite good wavelength
utilization. This intuition is supported by a numerical evalua-
tion of the algorithms which is provided in Section IV.
III. RESTORABLE-NETWORK DESIGN
This section concerns the provisioning of networks that
have restoration capability. The aim of the provisioning meth-
ods considered here is to minimize the network cost while
providing sufficient capacity to guarantee network robustness
against a specified set of failures. We consider the case
when a primary-network configuration is fixed in advance,
and assume that upon each failure connections are sustained
by adopting a predetermined reconfiguration. Two heuristic
methods to obtain such reconfigurations are introduced next.
The performances of these methods are numerically evaluated
in the following section.
We start with a number of definitions which are helpful
in the formulation of the design problem. Suppose that a
primary-network configuration is given, so that under normal
operation conditions (i.e., no failures), the lightpath assignment
of each connection is known. A failure scenario is defined as
a collection of failed network components. Here a network
component may denote a link or a node. The set of connections
that are allowed to be reconfigured upon a failure scenario
is referred to as the impact set of the failure scenario, and
is denoted by . This set is a design parameter, however
it necessarily includes the connections that utilize at least
one of the failed components in the primary-network con-
figuration. Larger impact sets yield more efficient designs at
the expense of larger restoration time and complexity. Upon
failure scenario each connection in the impact set
needs to be reassigned a lightpath from the set of restoration
paths for denoted by . Naturally, the paths in the set
may not utilize any of the components in the failure
scenario . This set also takes on different forms for link-
based and path-based restoration schemes, as explained in
Section IV. Finally, a reconfiguration for the failure scenario
refers to a lightpath assignment in which the connections
in the impact set are assigned restoration paths, whereas
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the remaining connections retain the same lightpaths as in the
primary-network configuration.
Each reconfiguration identifies an integer vector on the
lightpaths of the network. We now provide a description
of this vector, which will be useful in the mathematical
formulation of the problem. Consider a reconfiguration for
failure scenario , and let denote the number of
connections assigned to lightpath . Also let
be the number of connections that are assigned the lightpath
in the primary-network configuration, but do not belong
to the impact set . Note that each such connection needs to
be assigned the same lightpath in the reconfiguration, therefore
. For each node pair let
denote the restoration paths associated with
. The total number of connections on these paths is no
less than the number of reconfigured connections, therefore
for . Fi-
nally, the reconfiguration should satisfy the demand, and thus
. An integer vector
which satisfies the above conditions is called a reassignment
for failure scenario . Note also that a reconfiguration can
easily be constructed from such a vector.
Design of a restorable network entails determining reas-
signments for a collection of envisioned failure scenarios.
Let be such a collection. A set of
one reassignment for each failure scenario in is called a
restoration program for . A restoration program identifies
a reconfiguration to be adopted upon each failure scenario.
Let denote the load corresponding to the primary-network
configuration, and for each , let denote the load under
reassignment . For each lighthop define
. Note that if restoration
program is adopted, then the capacity requirement at a link
is so that all connections are guaranteed
connectivity under at most one failure scenario from . The
cost of the restoration program is now defined as
Given a primary-network configuration, a collection of
failure scenarios impact sets and restoration
paths we define the restorable-
network design problem as follows:
is a restoration program
The problem admits the following ILP formulation:
such that for each
for each
is an integer reassignment for each
In addition to the size of the network, the complexity of the
above ILP depends on the number of failure scenarios and
the size of the associated impact sets. In typical applications,
each link failure is considered as a possible failure scenario,
and the size of the ILP is large enough to necessitate fast and
Fig. 4. Sample topology to illustrate the inefficiency of the method of
independent designs. It is assumed that W = 8; and 24 connections are
to be established between nodes 1 and 2.
suboptimal heuristic solution methods. Two such methods are
considered next, and their performances are compared in the
following section.
A. Method of Independent Designs
A straightforward heuristic solution for problem entails
decoupling the problem into independent network design
problems, one for each failure scenario . In particular,
for each failure scenario one adopts an reconfiguration that
would be optimal in the case . Namely, the method
of independent designs prescribes the restoration program
where denotes a solution for the following
ILP:
such that for each
for each
is an integer reassignment for
If the size of each impact set is small relative to the
total number of connections, then the method of indepen-
dent designs results in significant reduction in computational
complexity. However, since the reassignments
are obtained in an oblivious fashion, this method may lead
to restoration programs with high redundant capacity and
thus high cost. To illustrate this on an example, consider the
topology of Fig. 4, where consists of the three single-link
failures. Assume that the number of wavelengths is 8, and
24 connections are to be established between the two nodes,
so that an optimal primary-network design yields one fiber
per link. For definitiveness, assume also that the impact set
of a failure is the set of connections on the associated link.
The method of independent designs may conceivably result in
one redundant fiber on each link, whereas it actually suffices
to have one redundant fiber on only two of these links. This
observation motivates coordinated heuristic design methods,
one of which is the subject of the following subsection.
B. Heuristic Algorithm for Coordinated Designs
An adaptation of the primary-network design algorithm of
Section II-B provides an approximate solution method for the
restorable-network design problem. Description of the method
relies on a metric defined for each lightpath in the network.
Namely, given a restoration scheme the metric
of a lightpath is defined as
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Fig. 5. Flowchart of an iteration of the restorable-network design algorithm.
where
if
else
(4)
and .
Note that is the number of wavelengths on link
that would become fully loaded under some failure scenario
, provided that the restoration program is adopted.
We now describe the algorithm. The algorithm maintains
one reconfiguration for each failure scenario. The pair
denotes the lightpath assignment of connection
in the current reconfiguration for failure scenario . All
reconfigurations are initially set equal to the primary-network
configuration. The algorithm then iteratively computes a
sequence of restoration programs, until a certain stopping
criterion is satisfied. An iteration of the algorithm involves
consideration of failure scenarios in a particular order. For each
failure scenario one decision is executed by each node pair;
namely, node pair identifies a connection that
maximizes the metric , and then reroutes
that connection by choosing a restoration path in and
a wavelength in so that is minimized
under the resulting restoration program. The flowchart of the
algorithm is given in Fig. 5. The output of the algorithm is
a restoration program that achieves the smallest cost in the
course of the iterations. Note that the metric of a lightpath
is determined by all assignments in the current restoration
program, in turn developments of distinct reconfigurations are
coupled with each other.
At any stage of the algorithm the quantity
denotes the capacity requirement of
link under the current restoration program. By definition
(4), a lighthop contributes to a lightpath metric only if there
is a failure scenario under which the lighthop becomes fully
loaded. In this case, the contribution of the lighthop to a
lightpath metric is inversely proportional to the number of
similar lighthops on the same link. Therefore, qualitatively
speaking, by seeking a lightpath with the minimum metric,
each rerouting action promotes high wavelength utilization.
Note that in the example of Fig. 4, the algorithm finds the
optimal solution in one iteration. This algorithm typically
performs significantly better than the method of independent
designs, as can be observed by the numerical results given
in the following section.
The algorithm can be easily extended to account for a richer
set of failure types. In particular, lighthop failures can be
incorporated by specifying restoration lightpaths instead of
restoration paths, and single-fiber failures can be incorporated
by applying the algorithm on a new network topology in
which each link corresponds to a fiber in the primary network
configuration. In the latter case, a single-fiber failure in the
original network would be regarded as a link failure in the
new network. Note that while both failure types can be crudely
handled as link failures, the above modifications yield more
efficient designs at the expense of increased computational
complexity.
IV. A NUMERICAL STUDY
This section focuses on a numerical study of the heuristic
algorithms introduced in Sections II and III. The heuristic
primary-network design algorithm of Section II-B is compared
with the optimal solution of the design problem, as well as a
commercially available, general purpose heuristic algorithm
for solving linear integer problems. The variations introduced
in Section II-C are also evaluated. Finally the two restorable-
network design algorithms of Section III are studied under
several restoration schemes.
The numerical results reported in this section are based on
simulations that are conducted on the network topology of
Fig. 6. This topology is comprised of 32 nodes and 50 links.
The weight of each link is taken as the distance of the link,
hence the objective of the design problem is to minimize the
total fiber-miles in the network. The number of admissible
paths is identical for each node pair, and is denoted by . The
set of admissible paths is taken as the first shortest paths.
The optimal cost and the cost obtained by the heuristic
primary-network design algorithm of Section II-B are given
in Table IV, for several values of . In all cases, the heuristic
solutions are obtained within 200 iterations, and the optimal
solutions are calculated via the CPLEX software package.3
Table IV(a) summarizes our observations in the case when a
total of 200 connections are established and the number of
wavelengths is 8: for the optimal solution was obtained
in 355 (cpu) s on a Sparc20 workstation. For and
the optimal solution could not be obtained within a week;
3CPLEX Optimization Inc., NV, USA.
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Fig. 6. The network topology considered in the numerical study.
TABLE IV
COSTS OBTAINED BY THE OPTIMAL AND HEURISTIC ALGORITHMS WHEN (a) 200
CONNECTIONS ARE ESTABLISHED WITH 8 WAVELENGTHS, (b) 200 CONNECTIONS
ARE ESTABLISHED WITH 16 WAVELENGHTS, AND (c) 800 CONNECTIONS ARE
ESTABLISHED WITH 32 WAVELENGTHS. THE HEURISTIC ALGORITHM RUNS
MUCH FASTER THAN THE OPTIMAL ALGORITHM, AS EXPLAINED IN THE TEXT
(a)
(b)
(c)
therefore, only upper and lower bounds, provided by the same
package, are provided for these cases. For an integer
assignment with cost 30 160 was obtained in a few hours, and
for an integer assignment with cost 44 335 was obtained
in a day. Since the integer assignment obtained for the case
is also admissible for the case the value 30 160
is registered as an upper bound for the latter case. The cor-
responding heuristic solutions were obtained in roughly
(cpu) s. Similar observations were made about establishing 200
connections with 16 wavelengths, as illustrated in Table IV(b).
When a larger problem with 800 connections and 32 wave-
lengths was considered, the CPLEX algorithm computed the
optimal assignment in about 10 h for However,
for larger values of it failed to generate any integer
assignments within a week. In contrast, the heuristic algorithm
generated solutions in roughly (cpu) s, as indicated
in Table IV(c). The lower bounds of Table IV(b) and (c) are
obtained via the LP relaxation of the network design problem.
Fig. 7. The distribution of the final cost obtained by the algorithm, over
1000 randomly selected initial configurations.
The solution obtained by the algorithm seems to have
weak dependence on the initial configuration. Fig. 7 sketches
the distribution of the cost corresponding to 1000 randomly
chosen initial configurations, in the setting of Table IV(a) (200
connections with eight wavelengths) with . The best
and the worst initial configurations resulted in costs of 29 959
and 33 687, respectively, yielding roughly 12.4% sensitivity
on the initial configuration. The average cost was 31 552. In
the experiments reported in Table IV, initial configurations
are built up from an empty network by sequentially routing
connections on admissible lightpaths with smallest metric in
the current partially configured network. In the setting of
Table IV(a), the resulting cost was within 5.0% of the best cost
over the 1000 initial configurations. It is also remarkable that
the sequential build-up method consistently resulted in better
initial configurations when longer connections are routed first.
The algorithm prescribes rerouting one connection per node
pair per iteration, rather than rerouting all connections of
a node pair and then proceeding with the next node pair.
Intuitively, this serves the purpose of “shuffling” the rerouting
actions taken by the node pairs so as to provide better
coordination among these actions. Numerical experiments
suggest that somewhat better performance may be expected
by further coordinating node pairs via rerouting connections
in the order of increasing metric. This approach, of course,
entails considerably higher computational complexity.
The value of the optimal solution is minimal in the case
, when any path connecting a given pair of nodes
is admissible for that pair. Note that the problem can then
be formulated as a multicommodity flow problem with in-
tegral constraints. While this case entails a high complexity
for the ILP formulation, it can be handled efficiently by a
simple variation of the heuristic algorithm. In particular, each
selected connection is first removed from the network, then an
admissible lightpath that has the minimum metric is found via
Dijkstra’s shortest path algorithm, and finally the connection
is rerouted on that lightpath. The last rows in Table IV(a)–(c)
give the values obtained by this approach.
The metric of a lightpath is comprised of contributions
from lighthops that are maximally loaded
in the sense that . Furthermore,
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Fig. 8. Variation of the cost obtained by the algorithm with respect to .
if lighthop is maximally loaded, then is
inversely proportional to the number of similar lighthops
on link . Therefore, by rerouting connections on lightpaths
with minimal metrics, a rerouting action effectively seeks
to equalize the loads for each link and thereby
promotes high wavelength utilization. High wavelength utiliza-
tion, however, may not imply low network cost, since it may
possibly be achieved at the expense of routing connections
on unnecessarily long lightpaths. Such a situation is likely
to arise if the number of admissible paths per node pair is
large so that some paths are considerably longer than others.
To avoid undesirable configurations in which high wavelength
utilization is obtained at the expense of high network cost, it
is reasonable to modify the metric by setting
if
else
for a small positive or to replace by for a suitably
large value of . Fig. 8 sketches the variation of the cost when
is varied in several scales. Here, the setting of Table IV(a) is
considered with . When the best configuration
obtained by the algorithm in 200 iterations has cost 34 526.
Fig. 8 suggests that even very small positive values of result
in penalizing longer paths, and provide an immediate 10%
cost improvement. For large values of however, all lightpath
metrics are altered significantly, in turn the cost deteriorates.
When varies within moderate limits, the cost displays small
and rather unpredictable variations, very much like it does in
the case of different initial configurations. This appears to be
due to the large number of fixed points of the algorithm. In
turn, we somewhat arbitrarily chose a small or a large in
our experiments.
We now consider the merits of the primary-network design
algorithm relative to a general purpose heuristic solution
method that is provided in the CPLEX package. The CPLEX
heuristic is based on pre-assigning integer values to a number
of variables, using a rounding argument on a solution of the
LP relaxation of the problem. A reduced ILP of a manageable
size is thereby obtained. The major drawback of this approach
is that it may not lead to integer assignments. This issue
arises consistently in large problems. Here, we concentrate
on a range of the total number of connections for which the
CPLEX heuristic produced integer assignments. The resulting
costs and time complexities of the two heuristics are plotted in
Fig. 9. In the simulations , the number of wavelengths
is 8, and the data are obtained by averaging over ten different
traffic demands.
Fig. 10 plots the network cost obtained by the primary-
network design algorithm and its five variations introduced in
(a)
(b)
Fig. 9. A comparison of the proposed algorithm and the CPLEX heuristic
for primary-network design.
Section II-C. Here , and 200 connections are established
with 8 wavelengths. All variations except provided
relatively better results when the metrics are evaluated before
assignment, thus the corresponding values are reported in the
figure. Algorithm performed quite well, whereas the
remaining variations performed rather poorly. In all cases, the
average wavelength utilization, i.e., the ratio of the number
of utilized lighthops to the number of available lighthops,
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Fig. 10. Network cost obtained by various versions of the primary-network
design algorithm.
was around 80%. These observations agree with the intuitive
discussion of Section II-C.
In the rest of this section we focus on the design of restor-
able networks. Three different restoration schemes are con-
sidered for these networks: in the full-reconfiguration scheme,
all connections are allowed to be reconfigured upon a fail-
ure, whereas in the path-based and link-based restoration
schemes, a connection can be reconfigured only if it uses
failed components in the primary-network configuration. In
full-reconfiguration and path-based schemes, a reconfigured
connection is assigned to one of the shortest paths in the
faulty network. In the link-based scheme, such a connection
retains the functional segment of its original lightpath and
bypasses each failed network component by using one of the
appropriate shortest paths.
In practice, routing a connection requires communication
and configuration of the switches along the lightpath. Hence
there is an inevitable delay, generally referred to as the restora-
tion time, to program a new reconfiguration into the network.
This delay depends mainly on the selection of restoration
paths. Typically, the restoration time of full reconfiguration
is no less than that of path-based reconfiguration, since the
latter fewer connections are involved in the restoration process,
and the restoration time of path-based reconfiguration is no
less than that of link-based reconfiguration, since the latter
few switches are reconfigured per restored connection. We
shall not address restoration time in detail here; instead, we
shall concentrate on the capacity requirement under the three
restoration schemes.
We now provide a numerical comparison of the two
restorable-network design algorithms introduced in Section III.
We take and consider the two problems of provisioning
200 connections with 8 wavelengths, and provisioning 800
connections with 32 wavelengths. The set of failure scenarios
is taken to be the set of all single-link failures, and the three
restoration schemes of the previous paragraph are considered.
The heuristic algorithm of Section II-B is employed to obtain
TABLE V
TOTAL REDUNDANT CAPACITY (IN FIBER-MILES), NORMALIZED BY DIVIDINGWITH
THE TOTAL WORKING CAPACITY (IN FIBER-MILES), UNDER THE CONSIDERED
RESTORATION SCHEMES AND DESIGN ALGORITHMS. (a) 200 CONNECTIONS WITH
8 WAVELENGTHS AND (b) 800 CONNECTIONS WITH 32 WAVELENGTHS
the primary-network configuration, as well as each individual
reconfiguration in the method of independent designs. The
ratio of the redundant fiber-miles to the working fiber-miles
obtained in each case is given in Table V. Note that in each
of the settings (a) and (b), the primary-network design, and
hence the working fiber miles, is identical for all schemes and
algorithms. The full reconfiguration and link-based schemes
required, respectively, the least and most fiber miles, and the
coordinated heuristic resulted in roughly a 20% savings in
spare capacity in each restoration scheme.
V. CONCLUSION
This paper concerned two heuristic methods for routing and
wavelength assignment of static connections in WDM optical
networks. The first method is an iterative algorithm which is
suitable for networks that do not account for failures. The
algorithm is based on greedy decisions by the connections to
decrease a certain metric whose minimum value corresponds
to an optimal assignment. The computational complexity per
iteration of the algorithm is low, and it is shown numerically
on a mesh-like topology that the algorithm generates efficient
solutions in a reasonable number of iterations. The second
method concerns the design of fault-tolerant networks, and is
obtained by an adaptation of the first method. The method
entails coordinated planning of several failure scenarios, and a
numerical study shows that it provides more efficient designs
than those obtained by considering the failures independently.
APPENDIX
Proof of Proposition 2.1: Let be assignments with
respective loads and let . Then
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where the second step follows by Ho¨lder’s inequality. In
particular, is convex, and is a convex optimization
problem on a compact, convex set; thus, it has a solution.
To complete the proof, it suffices to show that condition (2) is
sufficient for optimality in . Toward this end, let denote an
assignment that satisfies (2), and assume that is not optimal.
Then by the convexity of there exists a perturbation vector
such that
only if (5)
for each (6)
(7)
Let be arbitrary, and define
and
. Condition (5) and the hypothesis that satisfies condition
(2) imply that and in turn
where the third step is followed by condition (6). This contra-
dicts with (7), and thus, with the existence of . Therefore,
condition (2) is sufficient for optimality, and the proof is
complete.
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