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ncreased penetration of renewable energy sources has revived the interest in po-
wer network related control issues. The power network is developing towards a
situation where it consists of an ever increasing amount of small and volatile gene-
ration units. As a consequence it becomes more difficult to maintain the frequency
close to its nominal value and traditional control strategies might turn out to be
incapable to deal with the changing network. Technological advances in computer-
based control offer possibilities to maintain the high reliability of the power network
and at the same time to lower operational costs. A critical aspect of many new con-
trol strategies is however the use of an underlying communication network. This
poses the question of how the communication structure impacts the stability of the
physical system and how the required amount of communication can be reduced. In
this work we show how these questions can be addressed within a hybrid systems
framework.
Various solutions to improve the efficiency of power networks have been recently
proposed that generally follow one of the following two approaches. In the first
approach, the economic dispatch problem is distributively solved by a primal-dual
algorithm converging to the solution of the associated Lagrangian dual problem
(Zhang and Papachristodoulou 2015), (Li et al. 2016). In the second approach, a
consensus algorithm is employed to converge to a state of identical marginal costs,
solving the economic dispatch problem in the unconstrained case (Simpson-Porco
et al. 2013), (Trip et al. 2016), (Trip and De Persis 2017b). An important aspect of
the aforementioned approaches is the requirement of continuous communication be-
tween different parts in the network. With an increasing number of generation units
the required bandwidth might however exceed the capacity of the underlying com-
munication network and a more efficient communication infrastructure is desirable
(Fan et al. 2016).
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Contributions
In Part III of this thesis, we focus on reducing the required information exchange
among the controllers. Particularly, we study the possibility to exchange informa-
tion at discrete time instances, while the physical network is still evolving conti-
nuously. The approach chosen in this part, to study the stability of the intercon-
nected cyber-physical system, is closely related to the approach used in (De Persis
and Postoyan 2017) and in (Postoyan et al. 2015), where (event-)triggered coordi-
nation algorithms are proposed for networked control systems, resulting in hybrid
systems. We analyze the obtained hybrid system using the formalism of (Goebel
et al. 2012). Various works on cyber-physical systems have addressed discrete com-
munication times, where the interplay between digital control and the continuous
physical system is explicitly taken into account. Early works have focussed on dis-
crete information exchange for single and double integrator dynamics to obtain con-
sensus (Dimarogonas et al. 2012), (Heemels et al. 2012), (Seyboth et al. 2013). Com-
pared to these results, we propose an alternative approach to design rules that deter-
mine the moments when information is exchanged, where the design and analysis
are based on a non-quadratic storage function and an invariance principle for hy-
brid systems. In the proposed methodology, we start with a given storage function
for a system that is stable under the assumption of continuous exchange of informa-
tion. We then propose an additional storage term that takes into account the cyber
part of the system. The stability study then prescribes the maximum amount of
time between sampling instances such that stability can still be guaranteed and is
in the same spirit as (Carnevale et al. 2007), where a maximum allowable transfer
interval for networked control systems is proposed and analyzed using Lyapunov
arguments. Our approach permits to reuse results from the previous chapters and




The presented work provides a contribution towards relaxing the predominant as-
sumption of continuous communication between various nodes in a power net-
work. To achieve this we adapt our previous results (Bu¨rger et al. 2014), (Trip
et al. 2016), where an incremental passivity property of the power network is esta-
blished and used to design distributed controllers achieving economically efficient
frequency regulation in the presence of unknown and possibly time-varying chan-
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ges in the load. This work focuses on a master-slave control structure, similar to
the one presented in (Do¨rfler and Grammatico 2016). The proposed solution in this
paper achieves frequency regulation and minimizes required generation costs, i.e. it
achieves an economic dispatch. We furthermore show that the formalism for hybrid
systems (Goebel et al. 2012) is suitable to extend the Lyapunov-based controller de-
sign for power networks to explicitly include the digital nature of the control struc-
ture. Specifically, we are able to design a maximum time that is allowed between
two sampling instances. We therefore provide a further analytical understanding
of the communication requirements in power networks that facilitates the reduction
of current, ‘as high as possible’, sampling rates. As the proposed controller design
exploits the incremental passivity property of the physical network, the proposed
solution can be straightforwardly adapted to other networks possessing such a pro-
perty as well. As we show in the case study a sampling rate that is too slow can
destabilize a system that would be stable under fast sampling, stressing the impor-
tance to study the stability of a cyber-physical system in a coherent way.
Chapter 8
This chapter continues the efforts of Chapter 7, to further relax the assumption of
continuous communication. Where Chapter 7 focussed on a more centralized con-
trol scheme, this chapter investigates the digital nature of the consensus algorithm
(Section 8.1). First, the consensus algorithm is studied as an autonomous system,
where the nodes in the network broadcast the value of their state at discrete time in-
stances to their neighbours (Section 8.2). Stability is proven by exploiting an invari-
ance principle for hybrid systems. Particularly, we design a suitable storage function
that takes into account the digital nature of the communication. The stability ana-
lysis then suggest a minimal broadcasting frequency at every node that guarantees
stability of the overall network. In Section 8.3, the (hybrid) consensus algorithm is
studied in closed loop with a nonlinear system, leading to a new characterization
of the minimal broadcasting frequency. A case study on the autonomous consensus
protocol and a case study on optimal Load Frequency Control confirm the obtained
theoretical results (Section 8.4).

Published in:
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Chapter 7
Communication requirements in a
master-slave control structure
Abstract
To have economically efficient frequency control in power networks, the communication
between the generators and controllers is essential. In this chapter we adopt a master-
slave control structure where a control center (master) optimally allocates the required
power generation among the units (slaves). We investigate the communication and sam-
pling rate requirements such that frequency regulation and optimality are guaranteed.
The analysis of the continuous physical system and the discrete-time communication
protocol is carried out within the framework of hybrid systems and relies on an invari-
ance principle. Based on Lyapunov arguments a minimum sampling rate is established.
A case study indicates that a low sampling rate can indeed lead to instability.
7.1 The Bergen-Hill model
This chapter considers the same Bergen-Hill model of the power network as we have
discussed in Chapter 5. For convenience we repeat the overall network model, but
refer for the details to Section 5.1. The power network model considered is given by
δ˙ = ω
Mω˙g = −Dgωg − BgΓ sin(BT δ) + uˆg
0 = −Dlωl − BlΓ sin(BT δ)− Pd,
(7.1)
where in comparison with equation (5.3), the input Pt is replaced by uˆg . Particularly,
we do not consider a continuous adjustment of the generated power, but study how
the set-points for the generated power can be discretely updated. In the next section
we propose a possible controller that adjusts uˆg , obtaining frequency regulation and
an economic dispatch.
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7.2 Cyber-layer and control structure
From Lemma 5.2.2 it follows that we require that 1Tngug − 1TnlPd = 0 in order to
have a steady state frequency deviation of zero. Similar to Chapter 5, we aim at
an optimal distribution of generation among the generators such that ug solves the
optimization problem
minuˆg C(uˆg) = minuˆg
∑
i∈Vg Ci(uˆgi)
s.t. 1Tng uˆg − 1TnlPl = 0,
(7.2)
where Ci(uˆgi) represents the quadratic cost function of generator i. The solution
uoptg to (7.2) can be made explicit, and we recall Lemma 5.2.3:





T uˆg + 1
T
ngs, (7.3)














∈ Im(1ng ), with Q = diag(q1, . . . , qng ),
R = (r1, . . . , rng )
T and s = (s1, . . . , sng )T .
Various controllers that continuously adjust uˆg to achieve frequency regulation
and economic efficiency have been proposed in the literature. These works gene-
rally require a continuous exchange of information over a communication network,
which hampers practical application of the controllers. In this chapter we focus on
relaxing this requirement for a master-slave control structure. Extending the pre-
sented results to a fully distributed controller is done in the next chapter. Before
formalizing the control structure, we provide an informal discussion on the idea. To
this end, consider the following controller:





j=1 θˆgj − ri),
(7.5)
where θˆgi refers to a sampled version of θgi, implying the existence of a clock that
determines when θˆgi and therefore uˆgi are updated. The constants qi and ri are
defined by the cost function (7.3) and the constant α ∈ R>0 is an additional tuning
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Notice that at a steady state where ωg = 0, we have that uˆg = ug = Q−1(α1ng1Tngθg−






and therefore that uˆg = uoptg . The challenge lies therefore in the design of a clock
that determines the time instances when the values of θˆ and uˆg are updated and that
guarantees limt→∞ ω(t) = 0. To do so, we assume the existence of a clock at the
control center of the following form:
φ˙ = f(φ), (7.8)
where f(φ) : R→ R<0 is a smooth function to be defined later. The update of θˆg and
uˆg occurs when φ = a ∈ R+, whereafter the clock is reset to φ = b > a. The design
of f(φ) that guarantees limt→∞ ω(t) = 0 is the subject of the following sections.
Remark 7.2.2 (A master-slave control structure). The control structure of controller
(7.5) can be understood as follows. Each generator integrates its own frequency deviation.
At a sampling instant, a centralized controller (control center / master) collects the values
of θˆi and transmits the sum,
∑
j∈Vg θˆj , to all generators (slaves) in the network. A similar
control structure has been discussed in (Do¨rfler and Grammatico 2016) where continuous
sampling and communication is assumed.
Remark 7.2.3 (Imperfect communication). We assume that the communication and the
computation of
∑
i∈Vg θˆgi is synchronous and instantaneous. Interesting extensions include
robustness to delays (Efimov et al. 2016), asynchronous communication ((De Persis and
Postoyan 2017), (Postoyan et al. 2015)) and resiliency to denial of service (De Persis and
Tesi 2014).
7.3 The power network as a hybrid system
Besides continuous differential equations, the overall system (7.1), (7.6), (7.8) con-
sists of discontinuous jumps (resets) of the clock state and associated jump (reset)
conditions. The framework discussed in (Goebel et al. 2012) turns out to be suitable
for analyzing such systems and this section focuses on formalizing the system at
hand as a hybrid system within that framework. We refer for the details of the fra-
mework to (Goebel et al. 2012), but we provide some basic preliminaries in Section
1.4 that helps to understand the used formalism.
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7.3.1 The power network as a hybrid system
We now formalize system (7.1), (7.6), (7.8) as a hybrid system where we additionally
define η = BT δ ∈ Rm and Θ = 1Tngθg ∈ R (see also Remark 7.4.8 below). The flow
set is C = {(η, ωg,Θ, Θˆ, φ) ∈ Rm ×Rng ×R×R× [a, b]}. The flow map is
η˙ = BTω
Mω˙g =−Dgωg − BgΓ sin(η) + uˆg








F (η, ωg,Θ, Θˆ, φ). (7.9)







G(η, ωg,Θ, Θˆ, φ). (7.10)
The hybrid system with the data above will be represented by the notation H =
(C,F,D,G) or, briefly, by H. The stability analysis in the next section is based on
an invariance principle for hybrid systems that requires the system to be nominally
well posed. This property is established for system at hand in the following lemma:
Lemma 7.3.1 (Nominally well posed). The systemH is nominally well posed.
Proof. Following (Goebel et al. 2012, Theorem 6.8) it is sufficient that the system H
satisfies the following hybrid basic conditions:
1. C and D are closed subsets of X := Rm ×Rng ×R×R×R,
2. F : X ⇒ X is outer semicontinuous and locally bounded relative to C, C ⊂
dom F , and F (x) is convex for every x ∈ C,
3. G : X ⇒ X is outer semicontinuous and locally bounded relative to D, D ⊂
dom G.
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Condition 1. can be readily verified. Condition 2. is satisfied by F : X → X ,
being a continuous function. Condition 3. is satisfied by G : X → X and having
a closed graph. Notice that we replaced ⇒ with→, since F and G are multivariate
functions. 
Furthermore, the solutions to the systemH have a persistent dwell time that will
be discussed in more detail in Section 7.5.
7.4 Design of clock dynamics
In this section we design the clock dynamics φ˙, such that the overall system conver-
ges to the desired set where ω = 0 and Θ = Θ
opt
, with uˆg = uoptg = Q−1(α1ngΘ
opt−
R) the solution to the optimization problem (7.2). The analysis is performed relying
on Lyapunov arguments. For this purpose we take a similar approach as in (De
Persis and Postoyan 2017) and introduce a storage function taking into account the
physical component of the system and a storage function taking into account the
cyber component of the system (sampling and clock dynamics). The convergence of
the overall cyber-physical system is then established using an invariance principle
for hybrid systems.
7.4.1 The physical component
We adapt here a useful result from Section 8.3, where an incremental cyclo-passivity
property is established for the Bergen-Hill power network model, representing the
physical component of the system (states η and ω).
Remark 7.4.1 (Incremental passivity for hybrid systems). The notion of passivity for
hybrid systems has been previously defined in e.g, (Naldi and Sanfelice 2013). Different
other useful passivity notions exist for continuous systems such as, cyclo-passivity (van
der Schaft 1999), equilibrium independent passivity (Hines et al. 2011) and incremental
passivity (Pavlov and Marconi 2008). Although some of the relations we establish below
seem to be related to those passivity properties, we do not formalize this as it requires some
additional work that is beyond the scope of thesis.
Lemma 7.4.2 (Dissipation of the physical component). Let Assumption 5.2.1 hold when
taking P t = ug . There exists a storage function U1(ωg, ωg, η, η)1 that satisfies along the
1The variable ωl can be eliminated by exploiting the identity ωl = D
−1
l (−BlΓ sin(η)− Pd).
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flows of the systemH
U˙1(ωg, ωg, η, η) ≤− ‖ωg − ωg‖2Dg − ‖ωl − ωl‖2Dl (7.11)
+ (ωg − ωg)TQ−1α1ng (Θˆ−Θ),
and at the jumps
U+1 (ω
+
g , ωg, η
+, η) = U1(ωg, ωg, η, η).
Proof. Consider the incremental storage function
U1(ωg, ωg, η, η) =
1
2 (ωg − ωg)TM(ωg − ωg)
−1TΓ cos(η) + 1TΓ cos(η)− (Γ sin(η))T (η − η). (7.12)
We have that U1 satisfies along the flows of the systemH
U˙1 = (ωg − ωg)T (−Dgωg − BgΓ sin(η) +Q−1(α1ng Θˆ−R))
+(Γ sin(η)− Γ sin(η))T (BTg ωg + BTl ωl)
= −‖ωg − ωg)‖2Dg
+(ωg − ωg)TQ−1α1ng (Θˆ−Θ)
+(Γ sin(η)− Γ sin(η))TBTl (ωl − ωl)
= −‖ωg − ωg)‖2Dg
+(ωg − ωg)TQ−1α1ng (Θˆ−Θ)
+(BlΓ sin(η) + Pd)TD−1l Dl(ωl − ωl)
−(BlΓ sin(η) + Pd)TD−1l Dl(ωl − ωl)
= −‖ωg − ωg‖2Dg − ‖ωl − ωl‖2Dl
+(ωg − ωg)TQ−1α1ng (Θˆ−Θ),
(7.13)
where we have exploited in the first line the identity η˙ = BTω = BTg ωg + BTl ωl. In
the second identity we used the existence of (η, ωg,Θ) satisfying
0 = BTω
M0 = −Dgωg − BgΓ sin(η) +Q−1(α1ngΘ−R)
0 = −Dlωl − BlΓ sin(η)− Pd.
(7.14)




g , ωg, η
+, η) = U1(ωg, ωg, η, η).

The result of Lemma 7.4.2 holds in particular when ω = 0 and Θ = Θ
opt
.
Remark 7.4.3 (Applicability on the coordination of different networks). We focus on
the Bergen-Hill model introduced in Chapter 5. The essential property we exploit is that the
system (7.1) is output strictly incrementally passive along the flows. It is therefore expected
that the presented results can be applied to networks that share the same property.
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7.4.2 A cyber-physical system
We now consider the interconnection of the cyber component to the physical com-
ponent, starting with the integrator dynamics (7.6).
Lemma 7.4.4 (Dissipation of the cyber-physical system). There exists a storage function
U2(Θ,Θ
opt
) such that U1(ωg, ωg = 0, η, η) + U2(Θ,Θ
opt
) satisfies along the flows of the
systemH
U˙1(ωg, ωg = 0, η, η) + U˙2(Θ,Θ
opt
)
≤ −‖ωg‖2Dg − ‖ωl‖2Dl + ωTg Q−1α1ng (Θˆ−Θ),
(7.15)
and at the jumps
U+1 (ω
+
g , ωg = 0, η








Proof. Consider the storage function
U2(Θ,Θ
opt
) = α2 (Θ−Θ
opt
)2. (7.17)
We have thatU1(ωg, ωg = 0, η, η)+U2(Θ,Θ
opt
) satisfies along the flows of the system
H





− ωTg Q−1α1ng (Θ−Θ
opt
)




where we applied Lemma 7.4.2 with ω = 0 and Θ = Θ
opt
. Since (η+, ω+g ,Θ+) =
(η, ωg,Θ), it follows that U+1 (ω
+
g , ωg = 0, η
+, η) + U+2 (Θ
+,Θ
opt
) = U1(ωg, ωg =
0, η, η) + U2(Θ,Θ
opt
). 
We now proceed with considering the clock dynamics that determine the sam-
pling instances. More specifically, we aim at finding a storage function that can
compensate for the perturbative term ωTg Q−1α1ng (Θˆ−Θ) appearing in U˙1 + U˙2.
Remark 7.4.5 (Continuous communication). In the case of continuous communication
and measurements we have that Θˆ = Θ, such that U˙1 + U˙2 ≤ 0. This simplifies the analysis
since no additional clock dynamics need to be considered and can be regarded as a special
case within the current setting.
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Before we design the clock dynamics φ˙ = f(φ) that ensure the stability of the
system we make the following assumption on the steady state difference in voltage
angles η, that is required to establish boundedness of solutions as we will see in
Theorem 7.4.7.
Assumption 7.4.6 (Steady state differences in voltage angles). The steady state diffe-




We are now ready to state the main result of this chapter.
Theorem 7.4.7 (Frequency control with discrete communication). Let Assumptions









for all i ∈ Vg . Then, maximal solutions of the system H that start in a neighborhood




, φ(0)) converge asymptotically to the largest invariant set where
ω = 0 and Θˆ = Θ
opt
, so that uˆg = uoptg characterized in Lemma 7.2.1.
Proof. Consider the storage function
U3(Θ, Θˆ, φ) =
αφ
2 (Θˆ−Θ)2. (7.20)
We have that U = U1(ωg, ωg = 0, η, η) +U2(Θ,Θ
opt
) +U3(Θ, Θˆ, φ) satisfies along the
flows of the systemH
U˙ = U˙1 + U˙2 + U˙3 =
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where we have applied Young’s inequality. By the Gershgorin circle theorem we
have that Dg − 2Q−11ng1TngQ−1 > 0 if  < Dgiq−1i (∑j∈Vg Q−1j ) for all i ∈ Vg . Choo-






−1 > 0. Notice furthermore thatU(G(η, ωg,Θ, Θˆ, φ)) = U(η, ωg,Θ, Θˆ, φ),
such that
U˙(x) ≤ uc(x) ∀x ∈ C (7.22)
U(G(x))− U(x) ≤ ud(x) ∀x ∈ D, (7.23)
where x = (η, ωg,Θ, Θˆ, φ) and
uc(x) =




0 x ∈ D
−∞ otherwise. (7.25)
Since U1 + U2 has a local minimum at (η, ω = 0,Θ
opt
) as a consequence of Assump-
tion 7.4.6, 0 < a ≤ φ ≤ b and U˙ ≤ 0, there exists a compact level set around




, φ(0)) which is forward invariant. It follows that the maximal
solutions to the system H that start sufficient close to (η, ω = 0,Θopt,Θopt, φ(0)) are
bounded. Since solutions to H are also complete, they are precompact. Because U





approach the largest weakly invariant subset S of
U−1(r) ∩ X ∩ [u−1c (0) ∪ (u−1d (0) ∩G(u−1d (0)))], (7.26)
where r ∈ U(X ) and X := Rm×Rng ×R×R×R (Goebel et al. 2012, Theorem 8.2).
Since u−1d (0) ∩G(u−1d (0)) = ∅ and
u−1c (0) = −‖ωg‖2ζ − ‖ωl‖2Dl , (7.27)
we can conclude that the maximal solutions to system H approach the largest we-
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akly invariant set where ω = 0. On this set we have
η˙ = BT0
0 =−Dg0− BgΓ sin(η) + uˆg
















G(η,0,Θ, Θˆ, φ). (7.29)
Premultiplying the concatenated second and third line of F (η,0,Θ, Θˆ, φ) with 1Tn
yields 0 = 1TngQ
−1(α1ng Θˆ− R)− 1TnlPd. Bearing in mind that Θˆ = Θ
opt
is the only
value satisfying this relation, it follows that uˆg = Q−1(α1ng Θˆ − R) converges to
uoptg = Q
−1(α1ngΘ
opt −R) characterized in Lemma 7.2.1. 
Remark 7.4.8 (Change of variables). In order to apply the invariance principle in the
proof of Theorem 7.4.7 we require boundedness of solutions. This can be established for η
and Θ, but becomes more difficult for δi and θi and is the reason to introduce the variables η
and Θ in Section 7.3.
In the next section we further analyse the obtained clock dynamics and establish
a minimum sampling rate.
7.5 Minimum sampling rate
The choice of a and b and the clock dynamics
φ˙ = −α

(1 + φ)2, (7.30)
where α is the tuning variable in (7.5), determine the sampling rate. Now we turn
our attention to the question how much time T elapses between a clock reset φ(t) = b
until the following reset at φ(t+ T ) = a.
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Proof. We solve φ˙ = −α (1 + φ)2, satisfying the boundary condition φ(0) = b. It can
be readily confirmed that the solution is
φ(t) =












From the result above we can furthermore conclude that the solutions to the sy-
stem H have indeed a persistent dwell time. In order to determine the minimum
sampling rate, it is interesting to see what the maximum value of T is. We de-
fine the maximum allowed time between to sampling instances Tmax, as Tmax =
limb→∞,a→0 T . From Theorem 7.5.1 the following result is immediate:
Corollary 7.5.2 (Minimum sampling rate). The maximum allowed time between two
sampling instances is Tmax = α .
The implication of this section is that despite the nonlinear clock dynamics φ˙ =
−α (1 + φ)2, we can rely on a simple counter to determine the sampling instances.
Remark 7.5.3 (Gain tuning). In this work we present a theoretical bound on the minimum
sampling rate. In a practical setting we can adjust the variables α ∈ R>0 and  satisfying
(7.19) to obtain a desired transient response.
7.6 Case study
This section we study the effect of the chosen sampling rate on the convergence
properties of power network for an academic example of the power network. To
do so, we adopt the 6 bus system from (Wood and Wollenberg 1996). The topology
of the power network as well as the communication links are shown in Figure 7.1.
The relevant generator and load parameters are provided in Table 7.1, whereas the
transmission line parameters are provided in Table 7.1. The numerical values are
identical to the ones used in (Trip and De Persis 2016a) and are based on the values
provided in (Wood and Wollenberg 1996) and (Ourari et al. 2006). The system is
initially at steady state with loads Pd1, Pd2 and Pd3 being 1.54, 1.62 and 1.50 pu
respectively (assuming a base power of 100 MVA). After 20 seconds the loads are
respectively increased to 1.62, 1.88 and 1.64 pu. We now consider two cases. In the
first case we use a sampling rate that is too slow, whereas in the second case we
choose a sampling rate that is sufficiently fast.














Figure 7.1: Diagram for the 6 bus power network model, consisting of 3 generator



















Mi (pu) 4.62 4.17 5.10 – – –
Di (pu) 1.41 1.28 1.72 0.42 0.61 0.51
Vi (pu) 1.05 0.98 1.04 1.01 1.03 1.00
qi (102 $/h) 2.42 3.78 3.31 – – –
ri (102 $/h) 11.1 10.7 13.0 – – –
si (102 $/h) 9.1 17.4 13.2 – – –
α 1 1 1 – – –
Table 7.1: Numerical values of the generator and load parameters.
7.6.1 Too slow sampling
From Corollary 7.5.2 it follows that Tmax = 6.60. In this case study we deliberately
sample slower than the estimated minimum rate, namely with an inter sampling
time of T = 20. From Figure 7.2 we see that frequency deviations and generated
power are unstable.
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Bij (pu) 1 2 3 4 5 6 j
1 – -4.0 – -4.7 -3.1 –
2 -4.0 – -3.8 -8.0 -3.0 -4.5
3 – -3.8 – – -3.2 -9.6
4 -4.7 -8.0 – – -2.0 –
5 -3.1 -3.0 -3.2 -2.0 – -3.0
6 – -4.5 -9.6 – -3.0 –
i
Table 7.2: SusceptanceBij of the transmission line connecting bus i and bus j. Values
are per unit on a base of 100 MVA.
7.6.2 Sufficiently fast sampling
We now increase the sampling rate such that T = 3. From Figure 7.3 we see that the
frequency deviation converges to zero. Furthermore, the power generation approa-
ches the cost minimizing power generation uoptg characterized in Lemma 7.2.1.
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Time (s)










































Figure 7.2: Frequency response and control input at the generator buses with inter
sampling time T = 20. The constant load is increased at timestep 20, whereafter the
frequency deviation becomes unstable.
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Time (s)











































Figure 7.3: Frequency response and control input at the generator buses with inter
sampling time T = 3. The constant load is increased at timestep 20, whereafter the
frequency deviation is regulated back to zero and the generation costs are minimi-
zed. The cost minimizing generation uoptg for t > 10, characterized in Lemma 7.2.1,
is given by the dashed lines.

