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ABSTRACT 
Studies of Exchange Bias and Coercivity in Magnetic 
Nanocomposites and Thin Film Nanostructures 
In this work exchange bias and coercivity of zero dimensional (0-D) 
nanoparticles, two dimensional (2-D) nanodots and three dimensional (3-D) nanoclusters 
have been studied. An important motivation was to study the effects of exchange 
anisotropy, configurational anisotropy and surface anisotropy on exchange bias and 
coercivity. Three types of systems have been fabricated using ferromagnetic cobalt (Co) 
and antiferromagnetic chromium (III) oxide (Cr2O3). These are Co-Cr2O3 
nanocomposites, two-dimensional triangular nanodots of Co and Cr2O3 bilayers, three 
dimensional nanoclusters of Co on a Cr2O3 underlayer. 
Co-Cr2O3 nanocomposites have been synthesized using the sol-gel technique. Co 
concentration has been varied from 30 to 80 weight %. These composites consist of Co 
particles having diameter 3-4 nm embedded in a Cr2O3 matrix with particle mean 
diameter of 24 nm which increases to 34 nm upon extended annealing.  The independent 
AFM grain volume model has been used to model and explain the results obtained on 
nanocomposites samples.  Using this model and the York protocol of thermal activation 
measurements, the contributions to exchange bias arising from the bulk of the 
antiferromagnet have been successfully separated from those due to the ferromagnetic-
antiferromagnetic interfaces. This interfacial contribution to exchange bias has been 
measured and found to attain a maximum at about 40 wt.% of Co in the Cr2O3 matrix. 
Two dimensional (2-D) triangular nanodots were prepared using polystyrene 
nanosphere lithography in conjunction with magnetron sputtering. Two different dot sizes 
with side 240 nm and 120 nm were prepared using nanospheres with diameter 500 nm 
and 1 m respectively. The thickness of Co in the nanodots has been varied from 5 nm to 
12 nm, while the thickness of the Cr2O3 layer has been kept constant at 23 nm in all 
samples. Continuous films of the same thicknesses have also been investigated and 
compared with pure ferromagnetic and exchange biased nanodots in order to study the 
x 
 
effect of discretization on the magnetic properties. The coercivity of ferromagnetic 
nanodots was found to be larger than that of both ferromagnetic as well as exchange 
biased continuous thin films. The exchange biased nanodots showed a very large increase 
in the exchange bias and coercivity over that of the continuous exchange biased film. 
These effects have been explained in terms of interfacial exchange anisotropy and 
configurational anisotropy of not only the ferromagnet but the antiferromagnet as well.    
Three dimensional (3-D) nanoclusters have been fabricated using buffer layer 
assisted growth (BLAG) on silicon substrates as well as on continuous Cr2O3 continuous 
films. The sizes of the nanoclusters were varied from 38 nm to 68 nm. The effect of 
dimensionality on the magnetic properties of the nanoclusters has been studied and 
compared to 2-D nanodots. Clusters grown on the antiferromagnetic Cr2O3 layer show an 
increase in the coercivity over that of clusters grown only on the Si substrate; however, 
no exchange bias could be observed. The results have been explained in terms of the 
competition between the interfacial exchange energy and the anisotropy energy of the 
antiferromagnet.    
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         Chapter 1 
1. Exchange Bias and Coercivity in Magnetic 
Nanostructures 
 
 
  
2 
 
1.1. Introduction 
Exchanged biased magnetic nanostructures are important due to their potential 
application in high density data storage devices 1, magnetic field sensors 2, magnetic 
random access memories MRAMS 3, and programmable logic devices 4. Due to their 
reduced dimensions, these magnetic nanostructures are susceptible to 
superparamagnetism, which occurs when the effective anisotropy energy of the 
nanostructure become comparable to the thermal energy. Due to this, the magnetization 
of the nanostructure becomes thermally unstable 5. This necessitates the search for other 
sources of anisotropy in order to stabilize the magnetization of nanostructures. The 
effects of three important anisotropy energies, configurational anisotropy energy, surface 
anisotropy energy and exchange anisotropy energy have been explored in this context.   
1.2. Magnetic Structure of Chromium Oxide Cr2O3 
In most antiferromagnetic materials as MnO, MnF2, NiO etc. the distance between 
the magnetic ions is too large for direct exchange interactions to be effective in mediating 
antiferromagnetic order. In such materials an indirect interaction known as 
superexchange exists between non-neighboring magnetic ions via a non-magnetic ion. 
Antiferromagnetism in Cr2O3 is also due to superexchange 6. 
 Chromium oxide (Cr2O3 ) has the rhombohedral corundum structure and space 
group cR3 . The magnetic structure of Cr2O3 is shown in figure 1.1 Each Cr3+ ion has six 
O2− neighbours. The three nearest O2− ions (1.965Å) form an equilateral triangle of edge 
2.99 Å in a plane perpendicular to c. The other three O2− ions are slightly greater distance 
apart (2.016 Å ). These ions also form a similar but smaller triangle, edge 2.63 Å on the 
other side of the Cr3+ ion perpendicular to c. 7. 
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The crystallographic data of Cr2O3 is given in table 1.1. 
Table 1.1 Crystallographic data of Cr2O3.7  
  
Figure 1.1: Magnetic structure of Cr2O3.
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1.3. Thesis Objective  
The aim of this work was to investigate the effects of nanostructuring on 
exchange bias and coercivity in magnetic nanoparticles and thin film nanostructures. In 
exchange biased nanostructures, it is not just the interfacial exchange anisotropy, but also 
surface and configurational anisotropies that determine the overall biasing effect. Their 
contributions are of course expected to vary with the dimensionality of the nanostructure 
and the nature of the ferromagnetic/antiferromagnetic (FM/AFM) interfaces. Therefore 
three different types of nanostructures have been investigated (i) FM nanoparticles 
embedded in an AFM matrix, (ii) thin film FM/AFM nanodots and (iii) FM nanoclusters 
deposited on an AFM matrix.  
The exchange biased system studied in this thesis is the cobalt-chromium oxide 
system. Although exchange interactions in this system are weaker than in systems with 
metallic antiferromagnets, e.g. Co/IrMn, the reason for working with chromium oxide is 
its low Néel temperature TN  =  310 K. This means that the antiferromagnet can always be 
field cooled from above TN, i.e. from a paramagnetic state. This allows the entire 
antiferromagnet to be ‘set’ in the exchange field of the ferromagnet. This has important 
implications and consequences for the results obtained in this work. 
1.4. Thesis Overview 
The first chapter of the thesis describes basic phenomenon of exchange bias and 
some important models that have been developed to explain it. The phenomenon of 
exchange bias in continuous films and different types of nanostructures such as magnetic 
nanoparticles, nanocomosites and nanodots has been explained in first chapter and an up 
to date literature review is presented. Chapter 2 discussed the synthesis techniques of 
magnetic zero-dimensional (0-D) nanocomposites, two-dimensional (2-D) nanodots and 
three-dimensional (3-D) nanoclusters. This chapter also describes the characterization 
techniques used in this work. Chapter 3 contains the details of sample fabrication and 
structural characterizations of all samples. Magnetic properties of 0-D nanocomposites 
are presented and explained in chapter 4. This chapter also presents results on the 
modeling of these composites using the Independent Antiferromagnetic Grain Volume 
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Model. Magnetic properties of 2-D nanodots and 3-D nanoclusters are presented and 
explained in chapter 5. Conclusions of this work and future recommendations are 
presented in chapter 6.  Finally all references cited in this work are given in chapter 7.    
  
1.5. Exchange Bias 
Exchange bias is a phenomenon that occurs when ferromagnets (FM) and 
antiferromagnets (AFM) are brought together in atomic proximity. It occurs due to the 
development of unidirectional exchange anisotropy at the FM/AFM interface when the 
system is cooled through the Néel temperature of the AFM while the FM is in a saturated 
state. Exchange bias manifests itself as a shift of the magnetization hysteresis loop along 
the field axis and this was first discovered by W. H. Meiklejohn and C. P. Bean in Co-
CoO core-shell particles that were field cooled down to 77 K 8. Figure 1.2 shows the 
results of the above mentioned experiment.  
 
 
 
 
 
 
 
 
 
 
 
Figure 1.2: Hysteresis loop of Co-CoO particles at 77 K (1) after field cooling in H = 1
Tesla, and (2) after zero field cooling. 8 
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1.5.1. Phenomenon of Exchange Bias 
The phenomenon of exchange bias is illustrated in figure 1.3. In order to induce 
exchange bias, the FM-AFM system is first cooled down through the Néel temperature of 
the AFM in the presence of a magnetic field which should be large enough to saturate the 
FM. During this process the interfacial spins of the AFM align themselves along the 
direction of the FM spins due to interfacial exchange interaction. The remaining spins of 
the AFM follow the normal AFM ordering. When the external magnetic field is reversed, 
the flipping of the FM spins is impeded due to interfacial exchange coupling with the 
AFM spins as shown in figure 1.3 (b). So a stronger field is required to rotate these 
‘pinned’ FM spins and the FM finally reverses when the applied field is strong enough to 
break the exchange coupling as shown in figure 1.3 (c). When the external field is 
reversed to the original direction, the AFM spins assist the reversal of the ferromagnet so 
that a small field is now required to switch the magnetization of the FM to its original 
direction as shown in figure 1.3 (d). As a result the hysteresis loop shifts along the field 
axis opposite to the direction of field cooling and the shift of the center of the hysteresis 
loop from the origin is called exchange bias field or simply the exchange bias, Hex.9 
 
  
 
 
 
 
 
 
 
 Figure 1.3: The phenomenon of exchange bias. 
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This interfacial exchange anisotropy also results in an increase in the coercivity of the 
ferromagnet. The exchange bias Hex and coercivity Hc can be calculated from the 
coercivities HC1 and HC2 using following equations: 
 
                                                                                                                     1.1 
                                                                                                                              1.2 
1.5.2. Theoretical Models of Exchange Bias 
Several models have been presented to describe the phenomenon of exchange 
bias. Some of the important models are given below.  
1.5.2.1. Rigid Antiferromagnet Model 
The first explanation of exchange bias was given by Meiklejohn and Bean 8. In 
this so-called ‘rigid antiferromagnet model’, it was assumed that the AFM spins are not 
affected by the reversal of the FM and remain firmly aligned along the easy axis of the 
AFM during magnetization reversal. This is valid if the anisotropy energy of the AFM is 
much larger than the interfacial coupling energy between the FM and AFM spins. 
Though intuitively simple, this model predicted a value of Hex that was larger than the 
experimental value by a factor of about 102.  
1.5.2.2. Fulcomer and Charap Model 
One of the earlier important theories to explain exchange bias was presented by 
Fulcomer and Charap 10 in 1972. They explained the temperature and frequency 
dependence of exchange bias and coercivity using a model based on AFM particles 
having uncompensated spins at the FM/AFM interface. The AFM material was 
considered as collection of noninteracting particles which reverse via a Stoner–Wohlfarth 
mechanism. It was shown that the exchange field of the FM would contribute to 
thermally activated changes in the orientation of AFM particles. Though successful in its 
own right, this model does not address describe the phenomenon of exchange bias in its 
2
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entirety, For example, it does not provide give information about the dependence of 
exchange bias on thickness of the AFM or the FM.  
More sophisticated models were subsequently proposed in order to obtain closer 
agreement with experimental values of Hex. In early models, exchange bias was 
calculated by considering the formation of AFM domains parallel or perpendicular to the 
FM-AFM interface 11 ; however the calculated value of exchange bias turned out to be 
greater than the experimental value 12. The enhancement in coercivity could also be not 
explained by the theories presented in some models 13,14. It has been found that the 
coercivity changes non-monotonically with temperature giving rise to a peak in the 
coercivity verses temperature curve 15,16. It was found that this peak lies exactly at the 
blocking temperature 17, though there is some disagreement on this. Fernández-Outón et 
al. have shown that the peak in the coercivity may not occur at the blocking temperature 
if measurements are made in thermal activation free conditions. This will be discussed in 
detail in the following paragraphs.  
1.5.2.3. Mauri’s Model 
 Mauri et al.18 considered the formation of domains in the AFM parallel and 
perpendicular to the FM/AFM interface and found that domains parallel to the interface 
reduce the interfacial energy and also the exchange bias. Although Mauri’s model gives 
reasonable values for Hex, it does not explain the enhancement in coercivity.  
1.5.2.4. Malozemoff’s Model 
Malozemoff 19  improved upon this model by taking into account the effects of 
interface roughness, due to which the random field acting on the interfacial spins 
increases and domain walls are formed perpendicular to the interface. 
1.5.2.5. Domain State Model  
 Another important model has been developed by Nowak et al. called the domain 
state model 20. In this model a FM layer is coupled to a diluted AFM layer. The dilution 
was introduced in the system in the form of nonmagnetic atoms and exchange bias is 
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produced due to a dilution induced domain state in the AFM. Due to this dilution the 
energy to create a domain wall decreases because of the non-magnetic inclusions.   
A major issue in all these models is that they do not take into account the 
experimental conditions, in particular the thermomagnetic history of the AFM. In all 
these models, except that proposed by Fulcomer and Charap, the AFM is considered to be 
‘rigid’ and unaffected by the reversal of the FM. It is now known 21 that during this 
magnetization reversal small AFM grains can also reverse their direction if their 
anisotropy energy is smaller than the available thermal energy. These thermally unstable 
AFM grains cannot pin the FM and so do not contribute to exchange bias. These factors 
are incorporated in the model developed by O’Grady et al. and known as the independent 
grain volume model 22.   
1.5.2.6. Independent Grain Volume Model 
The basic assumption of the independent grain volume model is that the AFM 
grains behave independently and are not coupled into domains, as some models, e.g. the 
domain state model 20  assume. The thermal stability of each AFM grain at a given 
temperature depends upon the relative magnitudes of its anisotropy energy and the 
available thermal energy. As a first approximation, the anisotropy energy of an AFM 
grain is given by: 
                                                            ܧ௄ ൌ ܭ஺ிܸ                        1.3 
where KAF is anisotropy constant of the AFM material and V is the volume of an AFM 
grain. The thermal energy is given by: 
                                                      							ܧ்ு ൌ ݇஻ܶ                                         1.4 
where ݇஻ is the Boltzman constant and T is the absolute temperature. If an AFM grain 
has a small enough volume so that the anisotropy energy is smaller the available thermal 
energy (ܭ஺ிܸ	 ൏ 	݇஻ܶ ), then this grain would be thermally unstable and can easily 
switch its direction with the reversal of a FM exchange coupled to it. These small grains 
cannot contribute to exchange bias because they flip with the FM spins and so are 
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incapable of pinning the FM magnetization. Larger grains with ܭ஺ிܸ	 ൐ 	݇஻ܶ are 
magnetically stable at temperature T and contribute to exchange bias.  
 
This means that the value of exchange bias at a given temperature depends upon 
the grain volume distribution in the AFM and its thermomagnetic history. The size 
distribution of grains in fine particle systems is known to follow a lognormal behaviour 
given by 23: 
                     ݂ሺܦሻ݀ܦ ൌ ଵ√ଶగఙ஽ exp ቂെ
ሺ௟௡ሺ஽ሻିఓሻమ
ଶఙమ ቃ ݀ܦ                          1.5 
where D is the grain diameter, ߪ	is the standard deviation and ߤ is the mean value of D. 
An important property of this distribution is that if the diameter distribution is lognormal 
then the area and volume distributions are also lognormal with same standard deviation 
24. So the grain volume distribution can be written as follows: 
                             ݂ሺܸሻܸ݀ ൌ ଵ√ଶగఙ௏ exp ቂെ
ሺ௟௡ሺ௏ሻିఓೇሻమ
ଶఙమ ቃ ܸ݀                                 1.6         
where V is the grain volume and ߤ௏ is mean value of the grain volume. 
At a particular temperature TC, grains for which ܭ஺ி ஼ܸ ൐ 	݇஻ ஼ܶ would be 
thermally stable and those with ܭ஺ி ஼ܸ ൏ 	݇஻ ஼ܶ would be thermally unstable and not 
contribute to exchange bias as shown in figure 1.4. The figure depicts the grain volume 
distribution of an AFM that has been heated to a temperature Tset for a certain period of 
time tset, and then cooled to a temperature TC < TN in the presence of an exchange field 
from an exchange coupled ferromagnet. This process is known as ‘setting’ the AFM and 
determines the fraction of AFM grains that will contribute to exchange biasing the FM. 
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If the setting temperature TSET is smaller than the Néel temperature of the AFM, 
then it will not be possible to set the entire AFM grain volume distribution within the 
experimentally constrained time tset. In figure 1.4, Vset is the volume of the largest AFM 
grain that can be thermally set by means of thermal activation at a temperature Tset for 
time tset according to the relation KAFVset = kBTset. If Tset > TN the whole grain distribution 
is set (as in figure. 3a), but if Tset  <  TN the grains with volumes V > Vset have too large an 
anisotropy energy to allow them to align in the direction of the FM during the setting 
procedure. In these grains the AFM moments remain pinned along their respective 
(randomly distributed) easy axes of magnetocrystalline anisotropy and do not contribute 
to exchange bias. For AFMs like Cr2O3 that can be set from above TN, Vset corresponds to 
the largest grain volume present. The advantage of using this system is that the entire 
grain volume distribution can be set before each experiment. If now a hysteresis loop is 
measured at a particular temperature TC, then grains for which ܭ஺ி ஼ܸ ൐ 	݇஻ ஼ܶ would be 
thermally stable and those with ܭ஺ி ஼ܸ ൏ 	݇஻ ஼ܶ would be thermally unstable and not 
contribute to exchange bias as shown in figure 3. So only those grains that have volumes 
between VC and Vset contribute to the exchange bias. This means the exchange bias is 
proportional to the fraction of grains capable of pinning the FM which can be expressed 
as an integral over the grain volume distribution between VC and Vset as given below: 
	
																																																																		ܪ௘௫ ∝ 	׬ ݂ሺܸሻܸ݀௏ೞ೐೟௏಴ 																																															1.7						 
a) b) 
 VSet VC VC VV
Figure 1.4: Grain volume distribution of AFM showing VC and Vset for a) Tset  > TN and
b) Tset < TN. 
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The critical volume VC depends upon the anisotropy energy, measurement temperature 
and measurement time. One may imagine that for every grain volume distribution, there 
exists a temperature TC at which the volume fraction of thermally unstable grains (with 
ܭ஺ி ஼ܸ ൏ 	݇஻ ஼ܶ ) becomes negligible over the time period of the measurement. 
Measurements made at or below this temperature may be considered to be free of the 
effects of thermal activation and this value of TC is called the ‘temperature of no thermal 
activation’ or Tna.  For TC = Tna, the entire grain volume distribution upto Vset contributes 
to the exchange bias, so that the lower limit of integration may be considered to be 
approximately zero. Also for the case of Cr2O3 the upper limit Vset can be taken as infinite 
because in this case the entire grain volume distribution is set. 
In the following it will be shown how VC and Vset can be obtained from 
experimental parameters. The independent grain volume model assumes each AFM grain 
to be single domain and not coupled into domains as is the assumption of the domain 
state model13. The energy barrier E to reversal of an AFM grain is given by 17: 
∆ܧ ൌ ܭ஺ிܸ	ሺ1 െ ܪ
∗
ܪ௄∗ ሻ 
where, 
ܭ஺ி	is the anisotropy constant of the AFM 
H* is the exchange field from the ferromagnet 
ܪ௄∗  is a pseudo-anisotropy field, same as the anisotropy field of a single domain 
ferromagnet 
Since the reversal of the AFM moments is a thermally activated process, the relaxation 
time  of an AFM grain can be calculated using the equation: 
 
߬ିଵ ൌ ௢݂݁ݔ݌ ൬െ ∆ܧ݇஻ܶ൰ 
where                             
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௢݂	is attempt frequency and is taken to be 109 s-1, 
݇஻ is the Boltzmann constant 
Inserting the value of ∆ܧ gives 
߬ିଵ ൌ ௢݂݁ݔ݌
ۏ
ێ
ێ
ۍ
െ
ܭ஺ிܸ ൬1 െ ܪ
∗
ܪ௄∗൰
ଶ
݇஻ܶ
ے
ۑ
ۑ
ې
 
In most cases it is safe to assume that 	ܪ∗ ≪ ܪ௄∗  23, so that the anisotropy energy is given 
by  
∆ܧ ൌ ܭ஺ிܸ 
and     ߬ିଵ ൌ ௢݂݁ݔ݌ ቂെ ௄ಲಷ௏௞ಳ் ቃ                                           1.8 
 The anisotropy constant KAF is temperature dependent according to the relation 25: 
                                                 ܭ஺ிሺܶሻ ൌ ܭ஺ிሺ0ሻ	ቂ1 െ ்்ಿቃ                                             1.9 
Using equation 1.8 and 1.9 , the critical volume VC corresponding to the temperature TC 
can be written as: 
                                                            	 ஼ܸ ൌ ୪୬ఛభ௙೚௞ಳ	்಴௄ಲಷሺ்಴ሻ                                                   1.10 
Since one is interested in obtaining the critical volume VC that would be thermally stable 
at temperature TC over the time it takes to measure a complete hysteresis loop, the 
relaxation time τଵ is considered to be equal to the measurement time tmeas. Similarly the 
maximum setting volume Vset corresponding to the setting temperature Tset is given by: 
 
       ௦ܸ௘௧ ൌ ୪୬தభ୤౥୩ా	୘౩౛౪୏ఽూሺ୘౩౛౪ሻ          1.11 
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These are the critical volumes indicated in figure 3 above. In the above equation 1 = tset, 
the setting time. Grains having volume less than VC are thermally unstable and grains 
larger then Vset remain unaligned so that their AFM moments are randomly oriented. 
Therefore only grains having volumes V such that େܸ ൏ ܸ ൏ ୱܸୣ୲ can contribute to 
exchange bias 23. VC and Vset can be calculated from the experimental parameters TC, Tset, 
tset and tmeas. The values of VC and Vset so obtained can be used in the calculation of Hex 
from the grain volume distribution as given in equation 1.6.  In the case of Cr2O3 the 
upper limit Vset becomes infinity because the entire grain volume distribution can be set 
by field cooling from above TN = 308 K. 
One example of the importance of the effects of thermal instability of AFM grains 
is the measurement of the blocking temperature. In the conventional method, the blocking 
temperature is measured by raising the temperature of the sample step-wise and 
measuring the magnetization hysteresis or M(H) loop at every temperature. The 
temperature where the exchange bias becomes zero is identified as the blocking 
temperature TB. But in this process the role of the thermally unstable AFM grains is 
ignored. Thermally active AFM grains would reduce TB below its intrinsic value. L. E. 
Fernández-Outón et al. 17  have designed as special measurement technique to find the 
blocking temperature such that thermal activation effects in the AFM are minimized. The 
values of the exchange bias and coercivity so obtained are therefore intrinsic and 
reproducible because they are independent of the thermomagnetic history of the sample.   
In this technique a large magnetic field is applied to saturate the FM and the 
system is heated to a temperature T > TN (Néel temperature) so that the AFM is in a 
paramagnetic state. The AFM is then field cooled to a temperature T < TN in the presence 
of the FM magnetization, resulting in an alignment of the AFM interfacial spins along the 
direction of the FM magnetization under the influence of the exchange field from the FM. 
(The bulk AFM spins align themselves accordingly). Here it should be noted that metallic 
AFM’s such as FeMn and IrMn have very high Néel temperatures 490 K and 690 K 
respectively and cooling them from T > TN is not feasible since this can damage thin film 
bilayers and lead to undesirable diffusion and alloying effects. For such materials thermal 
activation at a temperature Tset (usually ~ 100C) for 90 minutes while keeping the FM in 
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positive saturation is used to ensure that the maximum number of grains are aligned in 
the direction of the FM magnetization. This ‘AFM setting’ process ensures that 
maximum exchange bias is obtained when the M(H) loop is measured. In order to 
measure intrinsic exchange bias and so have reproducible results unaffected by the 
thermomagnetic history of the AFM, it is imperative to measure the M(H) loop at a 
temperature at which the AFM is free of thermal activation effects, i.e. the AFM grains 
are thermally stable and do not reverse with FM reversal. This temperature of no thermal 
activation Tna has to be determined a priori before exchange bias measurements are 
undertaken.  
In order to find Tna the AFM is first set by heating the sample at a temperature Tset 
for a period of time tset in a positive applied field. It is then field cooled to a temperature, 
say T1 and the hysteresis loop is measured. The setting and measuring procedure is 
repeated at progressively lower temperatures until subsequent hysteresis loops start to 
overlap. The thermal activation of AFM grains decreases at progressively lower 
activation temperatures, thereby increasing the exchange bias i.e. shifting the M(H) loop 
towards more negative fields. At some value of the activation temperature, the entire 
grain volume distribution becomes thermally inactive and there is no further shift in the 
M(H) loops as the activation temperature is reduced. The temperature at which this first 
happens is the temperature of no thermal activation Tna. Figure 1.5 shows schematically 
how these measurements are made where T1 > T2 > T3 > T4. The overlapping of M(H) 
loops taken at the temperatures T3 and T4 in the figure means that the AFM is thermally 
inactive at T  T3.  
 
 
 
 
 
 
T1T2T4 T3 M
H
Figure 1.5: Measurement of the temperature of no thermal activation,Tna. 
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Since the reversal of AFM spins is an activated process, one should also ensure 
that the AFM remains thermally inactive over the duration of the measurement. This is 
shown schematically in figure 1.5.   
The AFM is first reset in positive saturation by heating the sample to Tset. It is 
then field cooled to Tna and the hysteresis loop is measured (loop 1). The setting and 
cooling procedure is repeated. Keeping T = Tna, the magnetic field is then reversed and 
the sample kept in negative saturation (reverse bias) for an activation time tact.  This time 
should be greater than or equal to the time taken to measure a complete hysteresis loop. 
The recoil loop (from negative to positive saturation of the ferromagnet) is then measured 
(loop 2). If this overlaps the recoil branch of loop 1, it means that the AFM has remained 
thermally inactive for the time tact at Tna. Measurements conducted at this temperature 
will then be free of thermal activation effects and yield reproducible results determined 
by the intrinsic exchange bias of the sample. If however over the time interval tact some 
AFM spins do reverse in the direction of the FM, they will not contribute to exchange 
bias, and the recoil branch of loop 2 will be shifted towards higher fields in comparison 
to that of loop 1.   
So the determination of Tna involves 2 steps: 
1) to identify the temperature at which M(H) loops measured at progressively lower 
 temperatures overlap, and  
2) to ensure that holding the AFM in reverse bias for a fixed time tact produces no 
change  in the subsequently measured M(H) loop. 
It is only for temperatures T  Tna that the AFM is thermally inactive.  A 
measurement technique known as the York protocol 22  has been followed to 
systematically change the degree of order in the AFM and to measure the exchange bias 
as a function of this order. This method also ensures that once the AFM order is 
established, it does not change during the acquisition of the M(H) loop. This technique is 
illustrated in figure 1.6. 
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These steps are explained below: 
1) The FM is first saturated in a large positive field. Then the sample is heated to a 
temperature T > TN. If TN for the AFM in use is prohibitively large, then thermal 
activation is used to set the order in the AFM by heating it to a temperature Tset 
for an extended time tset.  The grains having volume smaller than Vset are set while 
those with volume V > Vset are not aligned as depicted using the lognormal 
distribution in the upper right hand corner of figure 1.6. 
2) The sample is then cooled down to the (previously determined) temperature of no 
thermal activation Tna at which the AFM is thermally stable. 
3) The external field is reversed and the FM saturated in the opposite direction. The 
temperature is now increased to Tact to thermally activate the AFM opposite to the 
initial setting direction for fixed time tact.  
4) The sample is then cooled down to Tna and the M(H) loop is measured.  
Figure 1.6: Thermal activation of the AFM. The lognormal distributions show the state
of order in the AFM at points 1 and 2 (upper right hand panel) and points 3
and 4 (lower left hand panel). 
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Steps 1 – 4 are repeated for increasing values of Tact to obtain the behavior of Hex as a 
function of Tact. In other words, Hex is being measured as a function of the state of order 
in the AFM. The crucial feature of this measurement technique is that each measurement 
is taken at Tna, at which temperature the AFM grains are thermally stable and do not 
switch their direction during the measurement of the M(H) loop. This gives reproducible 
values of Hex because it is measured as a function of the state of order in the AFM. Figure 
1.7 below shows the AFM grain volume distribution for two values of the activation 
temperature Tact which is related to the critical volume VC through ܭ஺ி ஼ܸ ൌ 	݇஻ ௔ܶ௖௧. The 
activation temperature in figure 1.7 a) is lower than that in b). As explained above, it is 
only the fraction of the AFM grain volume distribution that lies between VC and Vset that 
contributes to the exchange bias. As Tact is increased, VC shifts towards larger values, 
resulting in a decrease in exchange bias.  
 
 
 
 
 
 
 
1.6. Exchange Bias and Coercivity  
Exchange bias and coercivity have been studied most extensively in magnetic 
multilayers 26, core shell nanoparticles 9, nanowires 27 and nanocomposites 28,29.  
1.6.1. Exchange Bias and Coercivity in Core Shell Nanoparticles 
The phenomenon of exchange bias was originally discovered in Co-CoO core-
shell nanoparticles, it is only with the advent of nanotechnology that core-shell 
a) b) 
Tact = T1 Tact = T2 
VC VSET VC VSET V V
Figure 1.7: Lognormal distributions depicting different states of order in the AFM at the
activation temperature Tact = T1 (a) and Tact = T2 (b), where T1 < T2. 
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nanoparticles and their applications have become the focus of intense research interest.   
In a core-shell system, a ferromagnetic (FM) core is surrounded by an antiferromagnetic 
(AFM) shell as shown figure 1.8. The AFM is in most cases the natural oxide of the 
metallic FM core 30-32 , but can also be an entirely different material 33. Sometimes 
surface spin disorder can create a spin glass like shell which can also act to pin the FM 
spins and produce exchange bias 34,35.   
 
 
 
 
 
 
 
1.6.2. Exchange Bias and Coercivity in Nanocomposites 
 Magnetic nanocomposites can be produced by compacting core-shell 
nanoparticles so that their AFM shells overlap to form a continuous matrix 29  or by 
embedding FM nanoparticles in an AFM matrix 30 as shown in figure 1.9. 
 
 
 
 It is well documented that in exchange biased thin films, the value of exchange 
bias depends upon the thickness of the FM and AFM layers tFM and tAFM. So the question 
then arises how these thicknesses may be defined in core-shell nanoparticles and 
Figure 1.8: A core-shell particle. 
Figure 1.9: A ferromagnetic-antiferromagnetic nanocomposite. 
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FM/AFM nanocomposites. This is easier in core-shell systems, in which the diameter of 
the FM particle is analogous to tFM and the thickness of the shell is tAFM.   
 In a nanocomposite which consists of FM nanoparticles embedded in an AFM 
matrix, the definition the thicknesses of the FM and AFM is not that simple. However as 
a first approximation, the FM particle diameter is considered equivalent to the thickness 
of the FM in a bilayer FM-AFM system and the distance between FM particles is 
considered equivalent to the thickness of the AFM. Exchange biased nanocomposites 
have been studied in various materials like Fe–Cr2O 9, Co–Mn,36  and Co–CoO, 37 etc.  
Skumryev et al.30 have grown core-shell Co-CoO nanoparticles in paramagnetic 
matrices of carbon and alumina and also Co nanoparticles in a continuous 
antiferromagnetic CoO matrix. The matrix thickness (distance between nearest neighbor 
Co particles) was in the range of 15-20 nm and Co-CoO nanoparticles are deposited on 
the matrix with 10 repeats of each the matrix and the Co-CoO nanoparticles. Their results 
show that embedding Co nanoparticles in the AFM matrix produces much larger values 
of Hex than in Co-CoO nanoparticles that are embedded in alumina or carbon. The reason 
of this coercivity and exchange bias enhancement is that the continuous AFM CoO is 
more stable and pins the FM spins more effectively as compared to the thin CoO shell. 
 Similar work was done by J. Sort et al.29 on Fe nanoparticles of diameter 7 nm 
embedded in 200 nm Cr2O3 matrix. Neus Domingo et al. 38 have worked on Co clusters 
of mean diameter of 1.6 nm embedded in an antiferromagnetic Mn matrix, and a 
diamagnetic Ag matrix. The volume fraction (VFF) of Co has been varied from 1.3 % to 
9.2 %. In first case of 1.3 % VFF the Co clusters are independent and in second case 
where VFF is 9.2 % there is weak interaction between clusters. Coercivity and exchange 
bias increase with increasing VFF and this has been explained in terms of enhanced 
thermal stability of Co clusters in a Mn matrix due to exchange coupling of the Co 
clusters with Mn.  
 Dobrynin et al.39-41 have studied Co-CoO nanoparticles embedded in an Al2O3 
matrix and calculated the critical particle size for observation of exchange bias by taking 
into consideration the anisotropy energies of the FM and AFM, the Zeeman energy of the 
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FM and the interfacial energy at the core-shell interface. They find that exchange bias can 
exist only above a critical particle radius given by ܴ஼ ൌ 	 ଷఙఌ೥ 	ቀ1 ൅	
ఌ೥
௄ಲቁ
భ
య , where  is an 
exchange coupling constant, z is the Zeeman energy and KA is the anisotropy constant of 
the AFM.  
 Modeling of FM/AFM nanocomposites is more complicated than that of 
FM/AFM core-shell nanoparticles and bilayer systems because in nanocomposites the 
‘thicknesses’ of the FM and AFM cannot be changed independently of each other. 
FM/AFM bilayer systems have been extensively modeled as discussed above. Relatively 
less work has been done on modeling core-shell systems. Little or no work has been done 
on the theoretical description of FM/AFM nanocomposites, except by making the 
simplifying assumption that the thickness of the AFM that contributes to exchange bias is 
constant 9.  
 It is been shown conclusively on FM/AFM bilayer systems that the state of order 
in the AFM is crucial in determining the value of exchange bias  22. This is determined by 
the fraction of the AFM grain volume distribution that is thermally stable at the 
measurement temperature. Obviously, in nanocomposites systems too there would be 
thermally unstable grains in the AFM matrix that would not contribute to exchange bias. 
Therefore, it is incorrect to assume that an AFM shell of fixed thickness is responsible for 
exchange bias in FM/AFM systems. 
 In this work the ‘independent antiferromagnetic grain volume model’ has been 
extended to FM/AFM nanocomposites and used to calculate the values of exchange bias 
in these systems. It is seen to successfully reproduce the experimental results. In addition, 
the interfacial exchange coupling constant, which is introduced in many models as an 
empirical or fitting parameter 20,39  can be obtained experimentally using the York 
protocol and the independent antiferromagnetic grain volume model discussed in detail 
above. 
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1.6.3. Exchange Bias and Coercivity in Thin Film Nanostructures 
Magnetic nanostructures have gained a lot of importance in many applications 
due to their interesting magnetic properties which arise from additional sources of 
anisotropy such as surface anisotropy in magnetic nanoparticles and nanowires and shape 
anisotropy in magnetic nanowires, nanobelts and nanorods. This can be further exploited 
in two-dimensional (2D) thin film nanostructures which can be produced using physical 
vapour deposition of thin films in conjunction with various lithography techniques. Large 
area ordered arrays of sub-micron sized 2D nanostructures have applications in ultra high 
density magnetic recording and magnetic sensing. Here too, surface and shape 
anisotropies play a key role in determining the magnetic behavior of such arrays. Another 
important source of anisotropy in ordered arrays of thin film nanostructures is the so-
called ‘configurational anisotropy’ 42 which will be discussed below.     
Exchange bias and coercivity of thin film nanostructures have been observed to 
depend upon the size and shape of the nanostructure as well as on the thickness of the FM 
and AFM layers. Ordered periodic magnetic nanostructures of different shapes such as 
square, rectangle, triangle, diamond  42,43, elliptical 44, rings, circular 45, etc. have been 
designed and their magnetic properties have been studied. The pronounced surface and 
shape anisotropies in these low-dimensional systems have led to the prediction and 
observation of exotic new configurations of the magnetic flux. These are, for example, 
the ‘vortex’ and ‘onion’ states  which have been observed46 and are shown schematically 
in figure 1.10 below.   
 
 
 
 
 
 
 These two states depend upon the shape and size as well as the thickness of the 
nanostructure. The flux closure vortex states are more favorable in rings in order to 
a) b) 
Figure 1.10: Magnetic flux configurations in a ring-shaped 2D nanostructure. (a) the
vortex state, and (b) the onion state. 
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minimize the stray field. In the case of a disc-shaped nanostructure, the vortex state is not 
favorable due to the exchange energy of the core of the disc. When a ring is magnetized 
to saturation, the vortex state changes to the onion state because the spins follow the 
applied field and also orient along the circumference of the ring to minimize the stray 
field. These magnetic states play a very important role in the switching of magnetization 
in these nanostructures. These two states are obviously separated by an energy barrier. 
Cowburn et al. 47 have done seminal work in investigating the magnetic switching 
behavior of circular nanodots as well as a variety of nanostructures of different shapes 
and sizes. The diameters of the nanodots in their experiment were varied from 50 to 500 
nm with thickness variation from 6 nm to 15 nm. They showed that the nanodots with 
diameter of 300 nm reverse their magnetization through the development of a vortex state 
as shown in the M(H) loop in figure 1.11 (a). There is a critical point near zero field 
where magnetization suddenly falls to zero. Figure 1.11 (b) shows the magnetization 
reversal of nanodots of diameter of 100 nm and thickness 10 nm. In this case, 
magnetization reversal occurs through an onion state developing in the single domain 
nanodots and the spins rotate coherently in the applied magnetic field.   
 
 
 
 
 
 
 
 
These studies show that both magnetization and coercivity are affected by the 
thickness of the nanostructure because different thicknesses support different flux 
Figure 1.11: Schematic representation of magnetization reversal in permalloy nanodots
of diameter (a) 300 nm and (b) 100 nm. 47. 
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configurations. Conclusive evidence of these flux configurations has also been obtained 
from magnetic force microscopy (MFM) images 48.   
 Cowburn et al.42 extended this work to 2D nanostructures of different shapes and 
sizes. They found that the coercivity depends sensitively on the symmetry of the 
nanostructure, which itself is defined by its shape. Figure 1.12 shows the results obtained 
by them on permalloy nanostructures of various shapes, sizes and thickness. They explain 
their results by using the concept of configurational anisotropy. This is a specific type of 
anisotropy to be found in the nanostructures especially in squares, triangles and 
pentagons. This anisotropy was theoretically proposed by Schabes et al. 49 and 
experimentally observed by Cowburn et al.50,51. Configurational anisotropy arises due to 
non-uniform alignment of spins at the sides of nanostructures. Both exchange energy and 
demagnetization energy play important roles in this anisotropy. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.12: Magnetization hysteresis loops (left panel) and coercivity (right panel)       
two-dimensional permalloy nanostructures.53 
25 
 
 The non-uniform magnetization reduces demagnetization energy while uniform 
magnetization increases the exchange energy. The competition between these two 
energies defines the strength of configurational anisotropy depending upon the shape and 
size of the nanostructure 47 .  
 Even more exotic vortex states have been observed by Imperia et al. 52 in Co 
nanostructures of thickness 32 nm prepared by polystyrene nanosphere nanolithography. 
Figure 1.13 shows the magnetic force microscopy (MFM) images of these triangular 
nanostructures in which three different vortex states can be identified. These are the so-
called Y-state and the VY-I and the VY-II states.   
 
 
 
 
 
 
 
 
  
Simulations carried out in the same study show that the spins in the central part of 
the nanostructure tend to follow the applied field; the peripheral spins however prefer to 
align themselves along the edges of the nanostructure, giving rise to the observed flux 
configurations. This configurational anisotropy presents an additional barrier to the 
switching of magnetization. 
 These results naturally raise following question: how does confugurational 
anisotropy manifest itself in exchange biased nanostructures? Does it enhance or reduce 
a) 
b) 
c) 
Figure 1.13: Left panel: Magnetic force microscopy images of Co nanotriangles showing
(a) the vortex state, (b) the VY-I state and (c) the VY-II state. The right
panel shows the corresponding schematic vortex configurations. 52. 
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exchange bias in nanostructures in comparison to continuous FM/AFM bilayers. Two 
opposite trends have been observed. In the first case it has been reported that exchange 
bias increases in nanostructures53-56 while some authors have reported a reduction in 
exchange bias as compared to continuous films57-64. It has been observed that just as in 
continuous bilayers, exchange bias and coercivity also depend upon the thickness of the 
FM and AFM in thin film nanostructures9. J. Yu et al60 have studied IrMn(12 
nm)/CoFe(t) continuous films as well as needle-shaped and rectangular nanostructures of 
the same composition, where t indicates the thickness of the FM. The thickness of CoFe 
was 2, 2.5, 3, and 5 nm, with two different sets of dimensions of nanostructures as shown 
in figure 1.14 (a). They observed that exchange bias and coercivity decrease with 
increase in thickness of FM in both continuous film and nanostructures. Figure 1.14 (b) 
shows these results. The more interesting result is the increasing deviation of Hex of the 
nanostructures from that of the thin film as the thickness of the FM layer is reduced. This 
means that in thinner FM layers the effects of surface and configurational anisotropies 
become more pronounced, and in this case their effect seems to weaken the exchange 
anisotropy.  
 
 
 
 
 
 
 
 Quite the opposite trend has been reported by other groups 65. It has been 
observed that exchange bias increases in nanostructures as compared to continuous film 
due to grain cutting at the edges of the nanostructure. This is the case when 
nanostructures are fabricated using top town techniques like electron beam lithography. 
(b) (a)
Figure 1.14: (a) Needle and rectangle shaped nanostructures of IrMn(12nm)/CoFe(t) (b)
dependence of coercivity and exchange bias on FM thickness. 60  
27 
 
The larger grains in continuous films cannot be thermally ‘set’ during the setting 
procedure of the AFM. Their moment remain randomly aligned in and therefore these 
large grains cannot contribute to exchange bias. After discretizing the film into 
nanostructures by the top-down approach, some of these grains are cut. Since they now 
have smaller (volume dependent) anisotropy energies, they can be set in the exchange 
field of the FM. This causes the enhancement of exchange bias.   
 In this work, a bottom-up approach, nanosphere lithography, has been used to 
fabricate ferromagnetic and exchange biased nanostructures and their magnetic behavior 
has been studied and compared to that of continuous thin films. Since no grain cutting is 
involved in the fabrication of the nanostructures, the origins of enhancement / weakening 
of the exchange bias can be studied independent of grain cutting effects. 
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      Chapter 2 
2. Experimental Techniques  
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2.1. Synthesis Techniques 
In this work three different types of exchange biased nanostructures have been prepared:  
1. nanocomposites of Co nanodots embedded in a Cr2O3 matrix prepared by sol-gel 
synthesis, 
2. 2-D triangular nanodots with the structure Si/Cr2O3/Co/Ta using polystyrene 
nansophere  lithography along with  magnetron sputtering, 
3. 3-D nanoclustes of Co on Si/Cr2O3 using Buffer Layer Assisted Growth (BLAG). 
In the following, the different synthesis techniques and experimental details of sample 
fabrication will be dicussed. 
2.1.1. Sol-Gel Process 
The sol-gel method is used to produce materials in solid form with small 
molecular sizes. First the desired particles are mixed in liquid named sol, these particles 
stay suspended in liquid due to Brownian motion. Then the sol is heated to required 
temperature due to this the stabilizing agent is removed, the polymerization of the sol 
particles occurs and these particles collectively form gel. Sol-gel method is very simple 
method and gives good composition control. Disadvantage is the poor crystallinity 66,67. 
Due to the good composition control we have used this method in this work to formed 
nanocomposites of Co-Cr2O3. Some oxides of Co are formed during sol-gel process. In 
order to remove these oxides the gel was reduced in hydrogen atmosphere and then 
annealed to improved crystallinity. 
2.1.2. Fabrication of Nanodot Arrays 
 Nanodot arrays can be produced by top-down as well as bottom up techniques. In 
the former, a continuous thin film is ‘discretized’ into a regular array of nanostructures 
using techniques such as photolithography 68-70 or electron beam lithography 47,48,71-73 In 
bottom-up methods, nanodots are produced either by means of self-assembly74-78 or by 
deposition of material through a shadow mask 79,80. As in top down technique a 
continuous film is discretized into nanostructures this causes the grain cutting65. Due to 
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this grain size distribution is altered in the nanostructures which changes the magnetic 
properties of the nanostructures. In the case of bottom up technique first mask is formed 
and then desired material is deposited. So the nanostructures grows with their natural 
grain sizes. There is no grain cutting in this case. We have use the polystyrene technique 
which is bottom up technique. As we wish to study the effect of distretization as compare 
to continuous film so this technique is better. Because here no grain cutting effects play 
role in magnetic properties of nanodots. Only the effect of disctretization can be studied.  
2.1.3. Nanosphere Lithography 
Nanosphere lithography (NSL) is a low-cost and easy bottom-up technique for 
producing large area templates that can be used for fabrication of thin film 
nanostructures. It involves forming a monolayer (or in some cases a bilayer) of 
nanospheres on a substrate by means of self-assembly of the nanospheres (ideally) in a 
hexagonally close packed structure. The self assembly is driven by the minimization of 
the forces acting on the nanospheres. These are van der Waal’s forces, surface tension of 
the liquid medium in which the spheres are dispersed as well as electrostatic forces (in 
case of surface charged spheres). Depending upon the application, silica or polystyrene 
nanospheres are most commonly used for NSL. 
 
 There are three steps involved in the fabrication of 2D-nanodots using 
nanosphere lithography. First a hexagonally closed packed (hcp) monolayer of 
nanospheres is formed on the substrate. This step is known as ‘mask preparation’ because 
this layer of nanospheres acts as mask during the deposition of material. Then the desired 
material is deposited on this monolayer, whereby the thickness of the deposited film 
should be smaller than the diameter of the nanospheres. Finally the nanophereses are 
etched away using a suitable chemical like ethanol, acetone etc. This leaves behind only 
the material that has been deposited in the voids between the nanospheres, so producing  
triangular nanodots arranged in a periodic order. Figure 2.1 shows a schematic 
representing the three processes discussed above. 
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2.1.4. Substrate Preparation 
A crucial step in nanosphere lithography is the preparation of the substrate 
surface. For aqueous dispersions of nanospheres, a hydrophilic substrate surface is 
required, so that the nanosphere dispersion can spread out in a thin, even layer on the 
substrate. This will enable the formation of a continuous monoloyer of nanospheres 
during the coating process.  For this purpose first the substrate is cleaned in acetone by 
ultrasonication for 30 minutes. It is then put in piranha solution for a specific time and 
temperature.  A piranha solution is a 1 : 3 solution of hydrogen peroxide (H2O2) and 
sulphuric acid (H2SO4). The substrate is then thoroughly rinsed in deionised water. It is 
further cleaned by sonication for a specific time in the standard cleaning solution  RCA-
1,  which is NH4OH, H2O2 and H2O (deionized water) in the ratio 1 : 1 : 4 respectively. 
This gives a hydrophilic surface, and assists the water based nanosphere solution to 
spread out evenly on the surface of the substrate. After this the substrate is sonicated in 
deionized water and stored in the same until further use.  
2.1.5. Mask Preparation 
There are three most common methods of mask preparation in NSL.  
1. dip coating 74 ,  
2. drop coating 76 and  
3. spin coating 81.  
These are discussed in the following. 
(a) (b) (c)Figure 2.1: Steps involved in nanosphere lithography (a) formation of monolayer of
nanospheres (b) deposition of the desired material (c) periodic dot array
left behind after etching of nanopheres. 
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2.1.5.1. Dip Coating  
 In dip coating, first the original aqueous solution of nanospheres is mixed in 
ethanol in a previously determined ratio. The ethanol acts as spreading agent16. A suitable 
quantity of deionized water is placed in a petri dish and this mixture is then dispensed on 
the surface of the water using a pipette or a syringe. Polystyrene nansopheres have 
charged surfaces and easily form a monolayer on water surface due to electrostatic 
repulsion. After forming the monolayer of the nanosphere on the water surface, the petri 
dish containing is shaken gently to remove the defects in the monolayer and allow the 
nanospheres to recrystallize and arrange themselves in their lowest energy configuration.  
In order to separate the nanospheres from the walls a surfactant like triton-X is introduced 
into the petri dish along its walls. This also compacts the layer of nanospheres, so 
promoting  tight hcp packing. . These steps are illustrated schematically in figure 2.2.  
Once the nanosphere monolayer has been prepared on the surface of the water, the 
substrate is slipped in gently inside the water and placed in a horizontal position beneath 
the nanospheres. It can also be placed in a vertical position or at angle at the edge of the 
monolayer of nanospheres. The water is then allowed to evaporate very slowly so that the 
nanospheres land gently on the substrate and are able to seek their minimum energy 
configuration. . If the whole procedure, starting from the concentration of nanospheres 
used to the final evaporation step, is carefully optimized, then an even monolayer with 
well-defined hcp structure without voids and aggregations can be formed over the 
substrate. 
  
33 
 
 
 
 
 
 
 
 
 
 
 
2.1.5.2. Drop Coating 
 In this method, the substrate is placed in a horizontal position or at an angle, after 
being prepared as described above. The original solution of nanospheres is mixed with 
ethanol in ratio 1:1.  A fixed amount of this liquid is then introduced onto the surface of 
substrate in the form of a droplet (figure 2.3) by means of a micropipette. The liquid 
spreads on the surface and start forming a monolayer from the edge of substrate inwards. 
The water is allowed to evaporate and finally a monolayer of nanospheres is obtained on 
the substrate. Although this method is easier than dip coating, it does not give good long 
range order and a further problem is the formation of multilayers of nanospheres.   
  
 
 
 
Suspension of nanospheres on water 
Recrystallization
Separation of nanospheres from walls 
Figure 2.2: Schematic showing steps involved in the dip coating method. 
Figure 2.3: Drop coating. 
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2.1.5.3. Spin Coating 
 The original of solution of nanospheres is mixed with ethanol and introduced at 
the center of a prepared substrate. The substrate is placed on the spin coater and rotated at 
the desired frequency. This provides centrifugal force to the nanospheres and they are 
forced to move towards the ends of substrate forming a monolayer on the substrate. This 
technique is difficult to optimize and also not very effective because multilayers are 
formed and the whole area of substrate is not covered. Figure 2.4 represents this method 
of spin coating. 
 
 
 
  
2.1.6. Material Deposition 
After mask preparation, the desired material is deposited through this mask on the 
substrate. There are two common technique used for this purpose. These are magnetron 
sputtering and electron beam evaporation. In the present work, magnetron sputtering has 
been used for thin film deposition. This will be discussed in detail below. 
2.1.7. Etching of Nanosphere Mask   
After deposition of desired material, the nanosphere mask etched away using a 
suitable chemical solution. For example, for polystyrene nanospheres ethanol or acetone 
is used. The substrate is placed in the solution for a specific time. Alternatively, the 
substrate and etchant can also be placed in an ultrasonic bath for a specific time to speed 
up the process.  The chemical solution reacts with the nanospheres and they are easily 
removed from the surface together with the material deposited on top of them. This 
leaves behind an array of triangular nanodots as shown in figure 2.1(c).  
Figure 2.4: Spin coating technique. 
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Nanosphere lithography is a low cost technique, it is less time consuming 
compared to other techniques and allows nanopatterning of large areas.  The size of the 
nanostructures and the distance between them can be controlled by using nanospheres of 
different diameters. Another way to change the size of the nanostructures when using a 
polystyrene nanosphere mask , is to heat the mask slightly so that the nanospheres expand 
and join together. This reduces the size of the voids into which material is then deposited. 
The main drawback of this method is its limitation in terms of the shape and 
configuration of the nanostructures that can be produced. Another drawback is the 
difficulty in producing a nanosphere monolayer having long range order in single crystal 
form. This process critically depends upon the rate of evaporation of the liquid which is 
determined by environmental conditions like temperature and humidity. So it is very hard 
to control the process parameters.  
2.1.8. Magnetron Sputtering 
Sputtering is a physical vapor deposition (PVD) technique commonly used for thin 
film deposition. A target of the material to be deposited is bombarded with the highly 
energetic ions that eject atoms from it. These atoms are then deposited on the substrate 
placed at a fixed distance from the target. Figure 2.5 shows a schematic diagram of a 
magnetoron sputtering system. An inert gas in general argon (‘Ar’) is used to produce a 
plasma.  The Ar ions are accelerated towards the substrates by providing a high potential 
difference between the target and substrate holders.  A magnetron is used to accelerate 
the Ar ions in circular paths close to the target surface. This increases the intensity of the 
plasma, which considerable enhances the sputtering rate. There are two types of 
sputtering: DC sputtering and RF sputtering, depending upon the type of biasing applied 
to the target. 
For metallic materials, DC sputtering is used. In this case the metallic target is used as 
the negative electrode. Highly energetic positive ions of Ar bombard the target material 
and remove atoms from its surface which are then deposited on the substrate. For non 
metallic materials like oxides RF sputtering and the potential difference across the 
electrodes is switched with radio frequency.  
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Sputtering deposition has some advantages for example the deposited film has 
better adhesion, smooth growth of film, stoichiometry transfer is better and high melting 
point materials can be deposited at low temperatures. 82 
2.1.9. Buffer Layer Assisted Growth (BLAG) 
  BLAG is technique in which three dimensional (3-D) nanoclustures can be 
formed on a substrate. The technique was first developed by Weaver’s group 83. BLAG is 
carried out under ultra high vacuum in the range < 10-9 torr. The temperature of substrate 
is reduced below the freezing point of the gas which is used to produce the buffer layer. 
An inert gas such Xe is then introduced into the chamber where it condenses on the 
substrate forming a layer on it. This acts as a buffer layer for the material to be deposited 
on top.  The material to be deposited is then evaporated by means of resistive heating. 
The atoms of the material reach at the surface of the buffer layer and start to form 
clusters. The low temperature of the buffer layer (freezing point of Xe is about 161 K) 
reduces the kinetic energy of the atoms once they reach the surface of this layer and 
severely restricts their diffusion rate. The substrate temperature is then gradually 
increased so that the buffer layer sublimates. This allows the atoms of the deposited 
material to ‘soft land’ on the substrate forming 3-D clusters. The schematic diagaram of 
BLAG technique is shown in figure 2.6. 
 
Deposited Atoms 
Target 
Mag. Field Lines 
Plasma 
Substrate 
Substrate Heater 
Magnetron 
Ar
Pump 
RF
S SN
Figure 2.5: Schematic diagram of Magnetron sputtering 
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  The size and density of nanocluster can be controlled by varying the buffer layer 
thickness and the amount of material deposited. The size of nanocluster increases by 
increasing the thickness of buffer layer and the density decreases with buffer layer 
thickness 84 
2.2. Characterization Techniques 
2.2.1. X-ray Diffraction 
 X-ray diffraction has been used to characterize the samples for their structure, 
composition and average particle size. 
X-ray diffraction is the technique in which a monochromatic X-ray beam is 
incident on a single- or polycrystalline sample and is diffracted by the crystal lattice as 
shown in figure 2.7. The diffracted beams interact constructively when the following 
condition is satisfied:  
                            
This condition is called Bragg’s Law, in which d is the interplaner distance,   is the 
diffraction angle, n is integer determined by order and   is the wavelength of the 
incident X-ray beam. After diffraction form the sample the X-rays are detected by a 
 nd sin2
Figure 2.6: A schematic representation of the BLAG technique. 
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detector, and the signals are processed and recorded. By comparing the diffraction pattern 
obtained with the standard reference patterns, an unknown material can be identified and 
the d spacing can be calculated. 
 
 
 
 
 
 
2.2.2. Scanning Electron Microscope (SEM) 
A scanning electron microscope (SEM) produces images of a sample surface 
using a high energy electron beam. The  resolution of SEM is smaller then 10 nm and 
magnification is in the range of 20 to 500,000 85 that is much higher than that of and 
optical microscope which has a maximum magnification of up to 1500. SEM can give 
details about the surface morphology, topography and composition. It can also give 3D 
images up to a certain depth.  
The schematic diagram of a SEM is shown in figure 2.8. The major parts of a 
SEM are the following: 
 electron gun that produces electrons by thermionic emission  from a tungsten 
filament. 
  magnetic lenses, which are used to focus and deflect the electron beam while 
scanning the sample. 
 sample holder, electron detectors and output display 
 In a SEM, a high energy electron beam scans the sample and interacts with the atoms 
at the surface. This interaction gives rise to high energy back scattered electrons and low 
Figure 2.7: X-ray beam diffracted satisfying Bragg’s law 
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energy secondary electrons as well as X-rays and cathodoluminescence.  Both the back 
scattered and secondary electrons are used for image formation, but the most common 
imaging mode is with secondary electrons.  
 
 
 
 
 
 
 
 
 
2.2.3. Energy Dispersive X-ray Spectroscopy (EDX, EDS)  
Energy dispersive X-ray spectroscopy is used for the elemental analysis or 
chemical characterization of a sample. The basic principle of EDX is that each element of 
the periodic table has a unique atomic structure and therefore a characteristic x-ray 
spectrum which can be used to identify the element. In EDX a high energy beam of 
electrons, protons or x-rays are used to produce the characteristic x-rays from the 
specimen. The high energy incident beam may interact with an electron from inner shell 
and eject it from the shell. To fill this vacancy another electron from a high energy state 
jumps into this lower energy state. As shown in figure 2.9. The difference in energy is 
released in the form of x-rays which are detected and analyzed by the energy dispersive 
spectrometer. These x-rays are characteristic of the atomic structure of the element from 
which they are released. Nowadays most modern scanning electron microscopes (SEMs) 
and tranmission electron microcopes (TEMs) are equipped with EDX systems. 
Figure 2.8: Schematic diagram of SEM.  
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 EDX results were taken using Enerty disperssive x-ray Analyser, model INCA-
200 of company Oxford Instrumens, U.K. installed at Centralized Resource Laboratory, 
University of Peshawar. This system is installed with the SEM. 
 
 
 
 
 
 
 
 
 
 
2.2.4. Atomic Force Microscopy (AFM) 
Atomic force microscopy is a type of scanning probe microscopy in which the 
surface of the sample is scanned with a sharp probe and the sample-probe interactions are 
used to obtain a high resolution image of the sample topography. The probe is mounted 
on a cantilever, the deflections of which are used to measure the sample-probe 
interactions. The major components of an AFM are shown in figure 2.10.  
 
 
 
 
 
 
 
Figure 2.9: EDX schematic diagram. 
Figure 2.10: Major components of an AFM. 
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In the figure above, Z is the z-direction motion translator. The function of this 
translator is to move the AFM tip towards the surface of the sample such that the force 
sensor measures the force between the probe and sample. Using the X-Y translation stage 
(T) the probe can be placed upon the area of the sample to be imaged.  There are X and Y 
piezoelectric transducers (X-P) and (Y-P) using which the probe can be moved over the 
surface in a raster motion. The force sensor (FS) monitors the deflection of the cantilever 
and measures the force between the probe and the sample. The Z piezoelectric ceramic 
(ZP) moves the force sensor in a direction vertical to the surface of the sample when the 
probe is scanning the surface. The field control unit (FCU) controls the motion of the Z 
piezoelectric ceramic by taking the signal from the light lever. The field control unit 
provides the output voltage to control the Z piezoelectric ceramic which refers to voltage 
that is required to maintain a constant force. The motion of the probe in the X-Y plane is 
controlled by the X-Y signal generator (SG). The computer is used for setting the 
scanning parameters such as scan size, scan speed, feedback control response and 
visualizing images captured with the microscope.  
One of the greatest advantages of the AFM over other imaging techniques such as 
the optical microscope, SEM and TEM, is that the AFM directly produces three 
dimensional images while other microscopes measure only two dimensional images. In 
general AFM has horizontal resolution of 0.2 nm and vertical resolution of 0.05 nm. 
There are two types of imaging using AFM contact mode and tapping mode depending 
upon the nature of sample. We have used tapping mode in our samples. 
2.2.5. Transmission Electron Microscopy (TEM) 
Transmission electron microscope has magnification ranging from 50 to 106 and it 
can provide both imaging as well as structural information about a sample. In TEM, a 
high energy electron beam is focused using magnetic lenses called condensers. This beam 
is then projected on a small, thin sample. The incident beam strikes the sample where it is 
partially transmitted and partially reflected.  The transmitted beam is focused by the 
objective lens onto the screen. There may be three types of transmitted electrons namely, 
unscattered electrons, elastically scattered electrons and inelastically scattered electrons. 
The first category comprises of those incident electrons which are transmitted through the 
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thin specimen without any interaction occurring inside the specimen. The number of 
these electrons is inversely proportional to the specimen thickness. The thicker areas of 
the specimen will have fewer transmitted unscattered electrons and will appear darker; 
conversely the thinner areas will have more unscattered electrons and thus will appear 
lighter. Elastically scattered electrons have no energy loss and these obey Bragg’s law. 
The pattern obtained by these electrons gives information about the orientation, atomic 
arrangements and phases present in a particular area of the specimen. Inelastically 
scattered electrons have undergone inelastic collisions with the specimen and can be used 
to extract compositional and bonding information. A schematic diagram of a TEM is 
shown in figure 2.11.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.11: Schematic diagram of TEM. 
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2.2.6. Vibrating Sample Magnetometer. 
A vibrating sample magnetometer (VSM) operates on the principle of Faraday’s 
law of electromagnetic induction. According to this law a changing magnetic induction 
produces an electric field. By measuring this electric field we can get information about 
the changing magnetic field. VSM can be used to measure the magnetization as a 
function of field and temperature. The VSM used in these experiments was the Quantum 
Design VersaLab vibrating sample magnetometer.  The schematic diagram of the VSM is 
shown in figure 2.12. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In the VSM the magnetic sample is vibrated at fixed small amplitude at a frequency 
of 30 Hz, and the magnetization strength is found directly from the magnitude of the 
Figure 2.12: Schematic diagram of VSM. 
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electromotive force induced in a pick-up coil in proximity with the sample. The pick-up 
coil consists of a set of two counter wound pick-up coils connected in series and balanced 
so as to produce zero output voltage in the absence of a magnetic sample. The output of 
these wound coils goes to lock-in amplifier. There is random noise, harmonics and other 
unwanted signal in the initial voltage induced in the pickup coil. The lock-in amplifier 
eliminates these signals and amplifies only the signal related to driving frequency of the 
vibrator. 
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     Chapter 3 
3. Sample Fabrication and Characterization 
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  This section describes the synthesis, structural and morphological characterization 
of the three categories of samples studied in this work: 
1) exchange biased nanocomposites of zero dimensional (0-D) Co nanodots  embedded 
in a Cr2O3 matrix,  
2) two dimensional (2-D) thin film nanostructures (ferromagnetic and exchange    
biased) 
3) three dimensional ferromagnetic and exchange biased nanoclusters. 
3.1. Co-Cr2O3 Nanocomposites 
3.1.1. Sample Synthesis  
The sol-gel method has been used to synthesize magnetic nanocomposites.  There 
are three steps in the synthesis of magnetic nanocomposites using the sol-gel process 28. 
These steps are described in the following. 
3.1.2. Gel Formation 
The precursors used in sample preparation are shown in Table 3.1.  
Table 3.1: Chemicals used in sample preparation. 
Chemical Chemical Formula Molecular Weight (g/mole) Purity Supplier
cobalt nitrate 
hexahydrate Co(NO3)2.6H2O 291.04 3N Merck 
chromium nitrate 
nonahydrate Cr(NO3)3.9H2O 400.15 3N Merck 
ethylene glycol HOCH2CH2OH 62.07 3N Merck 
Calculated amounts of the precursors cobalt nitrate hexahydrate Co(NO3)2.6H2O 
and chromium nitrate nonahydrate Cr(NO3)3.9H2O were taken in the required weight 
proportions. The percentage of cobalt in the nanocomposites has been varied between 30 
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and 80%. Table 3.2 shows the composition and weight of the precursors for each 5 g of 
sample.  The precursors were mixed in 20 ml of ethylene glycol separately and stirred for 
45 minutes at room temperature. Both solutions were then mixed and stirred. The 
temperature was raised slowly in the range of 120C to 140C and the solution was 
stirred continuously until it formed a gel. 
Table 3.2: Composition and weight of precursors for 5 g of (Co + Cr2O3). 
Sample Co wt. % 
Cr2O3 
wt. % 
Weight of precursors (g) 
Co(NO3)2.6H2O Cr(NO3)3.9H2O 
A 30 70 7.408 18.430 
B 40 60 9.881 15.810 
C 50 50 12.347 13.163 
D 60 40 14.816 10.531 
E 80 20 19.755 5.265 
3.1.3. Reduction of Gel 
 The gel was then reduced in hydrogen atmosphere at 500C for 3 hrs. using 
forming gas (5% H2 + 95% N2) . During the heating of the gel, water and nitrous oxide 
are released leaving behind the metal oxides of chromium and cobalt. Under suitably 
chosen conditions, these oxides can be reduced by hydrogen to form nanoparticles of 
cobalt (Co) and chromium oxide (Cr2O3) as described by the following equations:  
 
 
3.1.4. Annealing  
 The reduced samples A, B, C, D and E were annealed for 25 mins. at 700C in 
order to promote better crystallinity and to control the particle size. This process yields 
nanocomposite material made up of cobalt nanoparticles with fcc structure dispersed in a 
matrix of rhombohedral chromium oxide. The annealing procedure was repeated twice 
for sample C1 in order to increase the particle size. 
Co(NO3)2.6H2O  +  H2                                 Co  +  2NOx  +   7H2O 
2Cr(NO3)3.9H2O  +  H2                              Cr2O3  +  6NOx  +  19H2O 
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3.2. Structural Analysis of Co-Cr2O3 Nanocomposites 
3.2.1. X-Ray Diffraction Analysis  
X-ray diffraction measurements were taken to investigate the structure and 
chemical composition of the samples in each of the concentration series A, B, C, C1, D 
and E. The XRD pattern for rhombohedral Cr2O3 according to the ICD database is shown 
in table 3.3. For face-centered cubic (fcc) Co there is a major peak at 2 = 44.229 which 
corresponds to the (111) planes. No peaks hcp Co could be found. 
Table 3.3: XRD peaks and corresponding crystal planes of Cr2O3 according to reference 
code 00-001-1294 of ICD. 
2  24.52 33.6 36.26 50.27 54.88 58.3 63.5 65.2 
plane (012) (104) (110) (024) (116) (122) (214) (300) 
 Figure 3.1 shows the XRD spectra of samples A - E. It shows the presence of fcc 
cobalt and the rhombohedral phase of chromium oxide (Cr2O3) nanoparticles. There is no 
evidence of the formation of mixed phases such as cobalt chromium oxide CoCr2O4, hcp 
cobalt or cobalt oxide (CoO). 
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Figure 3.1: XRD spectra of samples. 
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3.2.2. Energy Dispersive X-ray Spectroscopy (EDX) 
 The EDX measurements of samples A, B, C, D and E were taken to confirm the 
final composition of the samples with respect to the calculated concentrations of Co and 
Cr2O3. The EDX results are shown in figure 3.2. Table 3.4 shows the amount of Co and 
Cr2O3 in all samples in terms of their weight percentages (wt. %). It can be seen that there 
is good agreement between the calculated and obtained cobalt concentrations.  
 
 
 
 
  
 
 
 
 
 
 
 
 
 
  
 
 
 
 
Figure 3.2: EDX spectra of the samples. 
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Table 3.4: EDX results of the samples. 
Sample Co (wt. %) Cr (wt.%) O (wt. %) 
A 29 48 23 
B 40 42 18 
C 52 31 17 
D 58 28 14 
E 80 13 7 
 
3.2.3. Transmission Electron Microscope (TEM) Analysis 
 The bright field TEM images of selected samples A, C and C1 are shown in figure 
3.3 and 3.4. It can be seen that there are several small (~ 3 – 4 nm), high contrast (darker) 
Co particles embedded inside larger 20 – 30 nm sized low contrast (lighter)  particles of 
Cr2O3.  
 
 
 
 
 
 
 
 
 
 
Figure 3.3: Bright field TEM images of samples A and C1. 
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The particle sizes for Co and Cr2O3 were counted using multiple TEM images and 
statistics taken on N = 300 particles of each species showed that they followed a log 
normal distribution given by: 
݂ሺܦሻ ൌ 1√2ߨߪܦ exp ቈെ
ሺ݈݊ሺܦሻ െ ߤ஽ሻଶ
2ߪଶ ቉ 
Here ߤ஽ is the mean diameter and ߪ corresponds to the standard deviation. Figure 3.5 
shows the particle size histograms together with the lognormal fits for Co nanoparticles 
(sample A) and Cr2O3 nanoparticles (sample C1). The mean diameter of Co nanoparticle 
of sample C1 is 3.8 ± 0.5 nm as obtained from the lognormal fit, while that for Cr2O3 is 
found to be 34 ± 1 nm.  
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Figure 3.4: Bright field TEM images of sample C. 
Figure 3.5: Particle size distribution histograms and lognormal fits for a) Co
nanoparticles in sample A, and b) Cr2O3 nanoparticles in sample C1.  
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A total of N = 300 particle sizes were counted for each sample. Similar analysis was 
carried out for the particle size distributions of all other samples and the results are shown 
in table 3.5.  
Table 3.5: Average sizes of Co and Cr2O3 particles for samples A, B, C and C1. 
Sample <DCo> ± 0.5 nm <DCr2O3> ± 1 nm 
A 3.5 24 
B 3.4 24 
C 3.6 24 
C1 3.8 34 
 
 High resolution transmission electron microscopy (HRTEM) was conducted on 
selected samples. The bright field HRTEM images of samples A, B and C are shown in 
figure 3.6 and in figure 3.7 respectively 
 
 
 
 
 
 
 
 
 
 
 
c) 
d = 2.1Å   
Co (111) 
a) 
d = 2.1Å  
Co (111) 
b) 
Figure 3.6: Bright field HRTEM images of a) sample A and  b) sample B.  
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These HRTEM images show the presence of Co nanoparaticles embedded in a 
Cr2O3 matrix. The Co nanoparticles appear as small darker regions with average diameter 
of 3 – 5 nm. From these images the lattice spacing (d) of Co was determined as 2.1 Å that 
corresponds to the (111) plane in accordance with the XRD data. Similarly the lattice 
spacing for Cr2O3 has also been determined which and found to be is 3.62 Å, which 
corresponds to the (012) plane of Cr2O3. These values of the lattice spacings confirm that 
the small Co nanoparticles are embedded in relatively larger Cr2O3 matrix particles. 
3.3. 2-D Triangular Nanodots 
Two dimensional triangular nanodots have been fabricated by thin film deposition 
through a shadow mask of self-assembled polystyrene nanospheres (PNS). The shadow 
mask was prepared by forming a monolayer of polystyrene nanospheres on silicon (100) 
substrate.  In this work the method of dip coating has been used for the formation of a 
monolayer of the PNS on the substrate surface.  Dip coating has the advantage that it 
Figure 3.7: Bright field HRTEM image of sample C. 
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gives a very compact monolayer of nanospheres having long range order in comparison 
to other techniques like drop coating and spin coating. Regardless of the particular 
coating method used, the most crucial step for achieving uniform self-assembly of PNS is 
the cleaning and etching of the substrate  77. For all samples, substrates with dimensions 4 
mm  5 mm were laser cut from a Si (100) wafer of thickness 0.5 mm and prepared as 
described in the following section. 
3.3.1. Substrate Preparation 
First the pre-cut substrate was cleaned in acetone by ultrasonication for 30 
minutes. It was then put in piranha solution for 2 hours at 80C.  A piranha solution is the 
1:3 solution of hydrogen peroxide (H2O2) and sulphuric acid (H2SO4). After this step the 
substrate was thoroughly rinsed in deionized water. It was further cleaned by sonication 
for 1 hour in the standard cleaning solution RCA-I which is, NH4OH, H2O2 and deionized 
water in the ratio 1:1:4 respectively 86. This makes the surface hydrophilic and assists the 
water based nanosphere solution to spread out evenly on the surface of the substrate. The 
prepared substrates were sonicated in deionized water and stored in the deionized water 
until further use. The preparation procedure outlined above was applied to all substrates 
used in this work.  
3.3.2. Mask Preparation 
The masks were prepared using polystyrene nanospheres of diameter 500 nm and 
1 µm. These were obtained from Microspheres-Nanospheres (Corpuscular Inc.) as water 
based dispersions with the concentration 25 mg/ml and were used as received. In order to 
form a monolayer of nanospheres on the Si substrate, first Triton-X was mixed in ethanol 
in the ratio 1:400. Triton-X (C14H22O(C2H4O)n) is a non-ionic surfactant with a 
hydrophilic polyethylene (PEO) chain and a hydrophobic aromatic hydrocarbon group. 
The diluted Triton-X solution was mixed with the original solution of nanospheres in the 
ratio 1:1 by ultrasonication. Triton-X was used in order to improve the packing of the 
polystyrene nanospheres. It does this by reducing the surface tension of water and so 
decreasing the inter-sphere spacing.   
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In the next step the cleaned substrate was placed in deionized water in a vertical 
position inside a small flat bottomed dish that had been previously cleaned with ethanol 
and deionised water. The dish was cylindrical in shape with a diameter of 10 mm and 
height 5 mm. Placing the substrate horizontally or at different angles did not promote 
good coverage and self-assembly. The best results were obtained when the substrate was 
placed vertically with its top edge level with the surface of the deionized water. The 
prepared solution of polystyrene nanospheres was then spread on the surface of the water 
using a small syringe. When the nanosphere solution is introduced on the surface of the 
water, it automatically forms a monolayer. This is because the surface of the nanospheres 
is negatively charged causing them to repel each other and form a monolayer on the 
water surface. After introducing the nanospheres, the water is allowed to slowly 
evaporate at room temperature. The evaporation rate was adjusted by covering the dish 
with beakers of different sizes. Different volumes of air trapped inside control the 
humidity and evaporation rate.  When water evaporates slowly the polystyrene 
nanospheres align on the substrate surface and form a monolayer. As the water 
evaporates, the monolayer is transferred from the water surface to the surface of the 
substrate. While they are on the water surface, the polystyrene nanospheres are arranged 
in small crystals and their overall arrangement is not very good. But when they are 
transferred on to the silicon substrate, they align themselves to form a regular 
arrangement with a hexagonally close packed structure. The packing is better for slower 
evaporation rates. The complete evaporation of water takes about 2 days and a well-
crystallized monolayer of polystyrene nanospheres is obtained on the Si substrate. These 
PNS masks were placed in a petri dish and stored in a vaccuum jar until further use 
3.3.3. Scanning Electron Microscopy Analysis  
SEM images of three different masks with different magnifications are shown in 
figure 3.8. The images show that the nanospheres form a hexagonally close packed (hcp) 
monolayer on the substrate surface. It is of utmost importance that a uniform monolayer 
is formed covering most of the substrate area. No agglomeration or bi- and multilayers 
have been observed. This has been achieved after extensive experimentation and 
optimization of the preparation procedure. These nanospheres are tightly packed and 
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there is a good arrangement of with few point or line defects visible.  In the low 
magnification image in figure 6 (lower panel) some point and line defects have been 
indicated by circles and arrows respectively. Careful examination of this image also 
shows that the arrangement of the nanospheres across the prominent white lines is 
continuous in most cases, indicating that the majority of these lines are not defects or 
grain boundaries. They are probably areas where there is high charging due to poor 
electrical contact with the sample holder.  
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.8: SEM images of a monolayer of 500 nm polystyrene spheres shown at 
different magnifications. 
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Figure 3.9 shows SEM images of two different masks at low magnification of 1000 . 
These images show that the PNS monolayer is formed over large areas of the substrates.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.9: SEM images of monolayer of 500 nm polystyrene spheres at low
magnification of 1000 . 
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The SEM images of nanospheres of diameter 1 µm are shown in figure 3.10. These are 
five different masks which have been used in this work. The 1 µm nanospheres also have 
good hcp arrangement. There are clear triangular shaped gaps between the spheres. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.10: SEM images of monolayer of 1µm polystyrene spheres. 
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Figure 3.11 shows SEM images of masks of 1µm polystyrene spheres of three different 
samples at low magnification. These images show that there is uniform coverage and a 
monolayer is formed over a very large area. Good crystallinity can be observed over large 
areas. Some voids and line defects are also identifiable in the monolayers. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.3.4. Thin Film Deposition 
After examination of the nanosphere masks by scanning electron microscopy, the 
best samples were selected for the fabrication of the nanodot arrays. Selection criteria 
were minimum defect density and large monolayer coverage. Masks with partial bilayers 
Figure 3.11: SEM images of PNS monolayers of 1µm polystyrene spheres at low
magnification of 500  and 100. 
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and / or high defect densities were discarded. The next step was to deposit the desired 
material on the silicon substrate using the PNS monolayer as a mask. Thin film 
deposition was done using was a 6 target Alliance Concept magnetron sputtering system 
DSP 650, capable of operation in both RF and DC modes. In keeping with the earlier 
work on exchange biased nanocomposites (see section 3.1) exchange biased bilayers of 
cobalt (Co) and chromium oxide (Cr2O3) were deposited through the mask.  A final layer 
of tantalum (Ta) was grown as a protective and anti-oxidation coating.  
Sputtering was done using a base pressure of the order of 2.510-6 mbar and an 
argon process pressure of 10-3 mbar. First a 23 nm Cr2O3 layer was deposited using an 
R.F.  power of  40 W. This was followed by the deposition of Co by DC sputtering at a 
power of 40 W. The thickness (t) of the Co layer was t = 5 nm, 7 nm, 9 nm and 12 nm. 
Finally a Ta layer of thickness 10 nm was deposited on top for protection and to avoid the 
oxidation of Co. The different sets of samples grown both with and without the PNS 
masks are listed below.  
i) Exchange biased samples with composition Si/Cr2O3(23 nm) /Co(t)/Ta(10 nm) 
Three types of samples have been grown in this category, where t 
represents the thickness of the cobalt layer. The three types of samples are: 
a) EB-500nm-t … exchange biased nanodots deposited through a 
PNS mask  with sphere size 500 nm  
b) EB-1m-t … exchange biased nanodots deposited through a PNS 
mask  with sphere size 1 m.  
c) EB-CF-t … exchange biased continuous thin films deposited 
without  using a PNS mask.  
 
ii) Ferromagnetic samples Si/Co(t)/Ta(10 nm) 
Three types of samples have been grown with this composition, where t 
represents the thickness of the cobalt layer. These are: 
a) FM-500nm-t … ferromagnetic nanodots deposited through a PNS 
mask  with sphere size 500 nm 
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b) FM-1m-t … ferromagnetic nanodots deposited through a PNS 
mask  with sphere size 1 m.  
c) FM-CF-t … ferromagnetic continuous thin films deposited without 
 using a PNS mask.  
Samples in the first set are exchange biased having antiferromagnetic (Cr2O3) and 
ferromagnetic (Co) layers. The second set of samples is purely ferromagnetic. The 
purpose is to be able to: 
1. investigate the effects of nanostructuring on exchange bias for example by 
comparing  magnetization behavior of sample types a), b) and c) in category i), and  
2. to separate effects of exchange anisotropy from those of shape and 
configurational  anisotropy in coercivity enhancement by comparing samples 
between categories i) and  ii).  
Composition details of the exchanged biased nanodots are shown in table 3.6. 
Each sample has a 10 nm capping layer of Ta. 
 
Table 3.6: Composition of the exchange biased nanodots. 
PNS diameter = 500 nm 
Cr2O3 thickness = 23 nm 
PNS diameter = 1m 
Cr2O3 thickness = 23 nm 
Sample name Co thickness t (nm) Sample name 
Co thickness t 
(nm) 
EB-500nm-5 5 EB-1m-5 5 
EB-500nm-7 7 EB-1m-7 7 
EB-500nm-9 9 EB-1m-9 9 
EB-500nm-12 12 EB-1m-12 12 
 
The details ferromagnetic samples are shown in table 3.7. Each sample has 
capping layer of Ta of 10 nm. 
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Table 3.7: Composition of ferromagnetic nanodots. 
PNS diameter = 500 nm PNS diameter = 1m 
Sample name Co thickness t(nm) 
Sample 
name 
Co thickness t 
(nm) 
FM -500nm-5 5 FM -1m-5 5 
FM -500nm-7 7 FM -1m-7 7 
FM -500nm-9 9 FM -1m-9 9 
FM -500nm-12 12 FM -1m-12 12 
 
The details of ferromagnetic and exchange biased continuous films are shown in 
table 3.8. Each sample has capping layer of Ta of 10 nm. 
Table 3.8: Composition of continuous ferromagnetic and exchanged biased films. 
Ferromagnetic continuous film Exchange Biased continuous film 
Sample 
name 
Co thickness t 
(nm) 
Sample 
name 
Co thickness t 
(nm) 
Cr2O3 thickness 
(nm) 
FM-CF-5 5 EB-CF-5 5 23 
FM-CF-7 7 EB-CF-7 7 23 
FM-CF-9 9 EB-CF-9 9 23 
FM-CF-12 12 EB-CF-12 12 23 
 
3.3.5. Etching of Mask 
After successful deposition of the desired material such as Cr2O3/Co/Ta on the Si 
substrate, the next step was the removal of the polystyrene nanospheres. For this purpose, 
the sample was put in absolute ethanol for 10 minutes and then ultrasonicated for 1 
minute. This dissolves the PNS mask leaving behind a periodic arrangement of triangular 
nanodots on the Si substrate. These are formed by the material deposited in the gaps 
between the nanospheres as has been shown schematically in figure3.12.  
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The nanodot arrays were examined using scanning electron microscopy and 
atomic force microscopy.  
3.4. Structural Characterizations of Co-Cr2O3 Nanodots 
3.4.1. AFM Images of PNS Nanodots 
Figure 3.13 shows the atomic force microscopy (AFM) image of sample FM-
500nm-5 after etching of the nanospheres. This image shows a regular and uniform array 
of nanodots covering a large area of the substrate. The nanodots are triangular in shape.  
It is also clear from these images that the nanodots are well-isolated from each other.  
 
 
 
 
 
 
 
 
 
 
Figure 3.14 also shows an AFM image at a larger magnification. The average 
lateral dimension of a triangle obtained from this AFM images is 120 nm, which is in 
Figure 3.12: Schematic of triangular nanodots arrangement.  
Figure 3.13: AFM image of array of triangular Co nanodots prepared by nanosphere
lithography. 
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very good agreement with the calculated value87 of 116 nm from the formula given 
below: 
 
 
 
where D is diameter of nanosphere. 
 
 
 
 
 
 
 
 
 
 
 
 
3.4.2. SEM Images of PNS Nanodots 
SEM images of sample EB-500nm-7 after etching the PNS mask are shown in 
figure 3.15. These images show confirm the results obtained from atomic force 
microscopy in that they show regular arrays of triangular nanodots over large areas of the 
substrate.  
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Figure 3.14: High magnification AFM images of sample FM-500nm-5, showing 
triangular Co nanodots of lateral dimension 120 nm. 
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The SEM images of samples FM-1m-7 and EB-1m-5 are shown in figures 3.16 and 
3.17 respectively. 
Figure 3.16 shows a high magnification image of the surface of sample EB-1m -7. The 
ring-like arrangement of nanodots is clearly visible. Some of these rings have been 
circled for clarity and the individual nonodots have been indicated by arrows. 
  
Figure 3.15: SEM image of sample EB-500nm-7. 
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Figure 3.16: High magnification SEM image of sample EB-1m -7. Individual nanodots 
have been indicated by arrows and the rings in the array have been circled 
for clarity. 
Figure 3.17: SEM Image of sample EB-1m -5. 
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From the image shown in figure 3.16 the average lateral dimension of a triangle is 
estimated as roughly 240 nm, which is in very good agreement with the calculated value 
of 232 nm.  
3.5. 3-D Co Nanoclustures 
3.5.1. Synthesis of 3-D Co Nanoclusters 
 Buffer Layer Assisted Growth (BLAG)83 has been used for the fabrication of 3D 
nanoclusters. This technique has been described in section 2.1.9. Substrates with 
dimensions 4 mm  5 mm were laser cut from a Si (100) wafer of thickness 0.5 mm and 
used for all samples. The substrates were cleaned by sonicating in acetone for 15 minutes 
prior to use. 
 In order to fabricate Co nanoclusters the cleaned Si substrates were loaded in an 
ultra high vacuum (UHV) chamber. The schematic diagram of the UHV chamber is 
shown in figure 3.18. To achieve the ultra high vacuum following steps were followed.  
 
 
 
 
 
 
 
 
 
  Figure 3.18: Schematic diagram of ultra high vacuum (UHV) chamber used for buffer
layer assisted growth. 
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 The chamber was connected to a rotary pump, turbo pump and ion pump. The 
material to be deposited was placed inside a tungsten basket. First the rotary pumped was 
switched on and the pressure reduced from atmospheric pressure to about 2-3 x 10-4 torr. 
At this stage the turbo pump was switched on. This lowered pressure to about 5-6 x 10-6 
torr. Finally, the ion pump was turn on and the pressure further reduced to the value about 
1.2-1.3 x 10-6 torr. After attaining the final pressure, the chamber was baked with heating 
belt wrapped around it. The baking and pumping was continues for 24-36 hours in order 
to achieve a final vacuum in the range of 10-9 torr. Then liquid helium was circulated in 
the substrate holder which lowers its temperature to less than the freezing point of Xe 
which is 161 K.  The Xe gas was introduced after this stage and freezes on the Si 
substrate forming a continuous layer. This Xe layers works as the buffer layer for the 
deposition of the Co clusters. Cobalt, in the form of a wire or pellet in placed in a 
tungsten basket and vapourized through resistive heating. For this purpose a potential 
difference was applied across the tungsten basket and the current through it was slowly 
increased from 0 to 50 ampere. This heated up the basket and the Co started to melt and 
then converted to vapour form. The atoms of Co reach the top of Xe layer and lose their 
kinetic energy due to the low temperature of the frozen Xe. A Co thickness of 2 Å was 
deposited for all samples. The flow of liquid helium is then stopped and the temperature 
of substrate rises gradually to room temperature, causing the frozen Xe to sublimate. The 
Co atoms ‘soft-land’ on the substrate and diffuse to form clusters. The morphology of the 
clusters formed depends on the thickness of the Xe buffer layer and the amount of 
materials deposited as has been discussed in section 2.1.9. A continuous Cu layer of 10 
nm was deposited on top in order to prevent the oxidation of the Co nanoclustures.  
Two sets of samples were prepared. 
i) FM_BLG(x): Ferromagnetic Co nanoclustures on Si substrate 
ii) EB_BLG(x): Exchange biased Co nanoclustures on Si substrate coated with a 
23 nm continuous film of Cr2O3 deposited by magnetron sputtering.  
Here ‘x’ is the number of monolayers (ML’s) of Xe gas deposited as a buffer layer. 
Details of the BLAG samples are shown in table 3.9. Prior to characterization all samples 
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were annealed in a tube furnace in air at 773 K (500C) for 2 hours in order to improve 
crystallinity. 
Table 3.9: BLAG parameters Co nanoclusters. 
Ferromagnetic nanoclusters Exchange Biased nanoclusters 
Co = 2 Å Co = 2 Å Cr2O3 continuous film = 23 (nm) 
Sample name Xe (ML) Sample name Xe (ML) 
FM_BLG(05) 05 EB_BLG(05) 05 
FM_BLG(12) 12 EB_BLG(12) 12 
FM_BLG(20) 20 EB_BLG(20) 20 
FM_BLG(40) 40 EB_BLG(40) 40 
 
3.6. Structural Characterizations of Nanoclusters 
3.6.1. AFM Images 
 Structural characterization of the nanoclusters has been done using atomic force 
microscopy (AFM). The AFM images of four samples are shown in figure 3.19. These 
images show that the nanoclustures are well separated from each other. The size of the 
nanoclusters depends upon the number of Xe monolayers and is seen to increase with 
increasing number of Xe monolayers as  dicussed in section 2.1.9. For 5 ML’s of Xe the 
nanoclusters are very small as compared to other samples. 
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These images show that the nanoclusters are well separated and are distributed on the 
surface.  
 
(a)  FM_BLG(05)  (b)  FM_BLG(20) 
 (d)   EB_BLG(40) (c)   FM_BLG(40) 
Figure 3.19: AFM images of Co nanoclusters on Si substrates (a), (b) and (c), and (d) on 
Si/Cr2O3(23nm). The number in the bracket gives the number of
monolayers of Xe used for cluster deposition. 
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3.6.2. Nanocluster Size Analysis 
 The sizes of 250 such nanoclusters were determined for each sample from AFM 
images using the AFM software. The size distribution of the nanoclusters for samples 
FM_BLG(05), FM_BLG(20) and FM_BLG(40) are shown in figure 3.20. These size 
distributions were fitted to the lognormal distribution function. The continuous line 
shows the best fit line to the lognormal distribution function.  
 
 
 
 
 
 
 
 
 
 
 
 
 Results obtained from the fits of the cluster size distributions are 
given in table 3.10. The exchange biased samples also have the same mean sizes of Co 
nanoclusters as the pure ferromagnetic samples.  These results are in accordance with the 
previous work done on BLAG. The nanocluster sizes increases by increasing the Xe 
buffer layer as observed by the Weaver’s group84. 
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Figure 3.20: Nanocluster size analyses for samples.  
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Table 3.10: Nanocluster sizes of ferromagnetic Co clusters. 
Sample name Xe (ML) Cluster size (nm) 
FM_BLG(05) 05 38 ± 2  
FM_BLG(12) 12 46 ±  4  
FM_BLG(20) 20 58 ±  3  
FM_BLG(40) 40 68 ±  2  
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Chapter 4 
4. Results and Discussion: Co-Cr2O3 Nanocomposites 
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4.1. Magnetic Characterizations 
4.1.1. Thermal Activation Measurements 
Magnetization of the exchange biased nanocomposites samples A, B. C, C1, D 
and E were measured following the York protocol 17,22,88  detailed steps of which have 
been described in section 1.2.2.6.  For thermal activation measurements, the following 
steps were followed. First each sample was heated to a setting temperature TSET = 100C 
(373 K) in the presence of an applied magnetic field H = 10 kÔe, which was large enough 
to saturate the ferromagnet. The setting temperature TSET was chosen to be greater than 
the Néel temperature TN = 308 K 28,89 of the AFM Cr2O3, so that the AFM grains can be 
field cooled from the paramagnetic state. This ensures that the entire AFM grain volume 
distribution can be ‘set’ in the exchange field from the ferromagnet as has been shown in 
figure 1.4, section 1.2.2.6.  The sample was then cooled to a temperature called the 
temperature of no thermal activation TNA at which the AFM is free from thermal 
activation effects. The detailed procedure of determining TNA has been described in 
section 1.2.2.6 chapter 1 17,90-92. It was found that all samples are free of thermal 
activation effects at T = 60 K.  Figure 1 shows the normalized M(H) loops of samples A, 
B, C, D and E measured at T = 60 K. The sample is first heated to TSET = 373 K at H = 10 
kÔe in order to set the AFM. The temperature is then reduced to T = 60 K and the M(H) 
loop is measured (black curves).  For the second (red) loop, the setting and cooling 
procedure is repeated at H = 10 kÔe. The magnetic field is then reversed and the sample 
is held in negative saturation at H = - 10 kÔe for an activation time tACT = 30 mins. The 
M(H) loop is then measured starting from negative saturation. If the AFM grains would 
have been thermally active during this time, then the recoil branch of the second (red) 
loop would have shifted towards lower fields (i.e. to the right) relative to the recoil 
branch of the first (black) loop, indicating a weakening of the exchange bias due to 
thermally activated reversal of the AFM grains while the ferromagnet is held in negative 
saturation. It can be seen from figure 4.1 that both recoil branches overlap perfectly for 
all samples which confirms that the AFM is thermally inactive in all samples at TNA = 60 
K. There exist some difference in the descending field branches of the first and second 
loops (most prominently in samples A and B), but these are due to the training effect 93. 
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Figure 4.1: M(H) loops for samples A, B, C, D and E at TNA = 60 K.  
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Once TNA had been determined, thermal activation measurements could be undertaken to 
progressively change the state of order in the AFM and study its effect on the exchange 
bias.  To do this, the sample was set in positive saturation as described above. It was the 
cooled to TNA and the field was reversed to H = - 10 kÔe. The temperature was then 
raised to a value TACT for a time tACT = 30 minutes. This causes the thermally activated 
reversal of some AFM particles in a direction opposite the original setting direction.  The 
temperature TACT corresponds to a critical volume VC that can be thermally reversed at 
that temperature according to equation 1.10 described in section 1.2.2.6. Only the 
particles of volume V > VC remain set in the original biasing direction and contribute to 
exchange bias Hex. The M(H) loops of sample A obtained for different activation 
temperatures are shown in figure 4.2 and figure 4.3. At low values of TACT, the loop shift 
is in the negative field direction and moves towards positive fields with increasing 
activation temperatures. This indicates a progressive reversal in the direction in which the 
AFM grains are set. 
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Figure 4.2: M(H) loops of sample A measured at TNA = 60 K after thermal activation for
30 mins. at different values of TACT  in H = - 10 kÔe. 
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Figure 4.3: M(H) loops of sample A measured at TNA = 60 K after thermal activation for
30 mins. at different values of TACT  in H = - 10 kÔe. 
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The M(H) loops of samples B and C are shown in figures 4.4, 4.5 and figure 4.6, 
4.7 respectively at each value of TACT.   
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Figure 4.4: M(H) loops of sample B measured at TNA = 60 K after thermal activation for 
30 mins. at different values of TACT  in H = - 10 kÔe. 
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Figure 4.5: M(H) loops of sample B measured at TNA = 60 K after thermal activation for
30 mins. at different values of TACT  in H = - 10 kÔe. 
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Figure 4.6: M(H) loops of sample C measured at TNA = 60 K after thermal activation at
different values of TACT  in H = - 10 kÔe. 
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The values exchange bias Hex were extracted from the M(H) loops shown in 
figures 4.2 to figure 4.7. These values of Hex for samples A, B, C and C1 has been plotted 
against the thermal activation temperature TACT in figure 4.8. The figure shows that 
exchange bias is negative and maximum at 50 K. The maximum values of exchange bias 
for samples A, B, C and C1 are -154 Oe, -216 Oe, -159 Oe and -137 Oe  respectively. Its 
value decreases as temperature increases from 50 K. The exchange bias becomes zero at 
a temperature called blocking temperature TB. The estimated value of blocking 
temperature from figure 4.8, for sample A, B and C is 148 K and for sample C1 is 185 K. 
As temperature is further increased from blocking temperature exchange bias increases 
but it has positive values now. It has maximum value at 310 K. The maximum values of 
exchange bias at 310 K  for sample A, B, C, C1 are 192 Oe, 232 Oe, 149 Oe and 138 Oe 
respectively. The values of exchange bias at low temperature region do no saturate due to 
spin freezing effects.  
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Figure 4.7: M(H) loops of sample C measured at TNA = 60 K after thermal activation at
different values of TACT  in H = - 10 kÔe. 
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4.2. Theoretical Modeling 
We have used independent AFM grain volume model 94,23 to explain our results. 
This model has been described in detail in section 1.2.2.6. According to this model the 
theoretical value of Hex is proportional to the number of thermally stable AFM grains, i.e. 
   ܪ௘௫ ∝ ׬ ݂ሺܸሻܸ݀௏ೞ೐೟௏಴           4.1 
This equation can be written as 
  ܪ௘௫ ൌ 	ܥ∗ܪ௘௫௜ ቂ׬ ݂ሺܸሻܸ݀௏಴௏బ െ	׬ ݂ሺܸሻܸ݀
௏ೞ೐೟
௏಴ ቃ        4.2 
This equation consists of two parts.  
i) ׬ ݂ሺܸሻܸ݀௏಴௏బ െ	׬ ݂ሺܸሻܸ݀
௏ೞ೐೟
௏಴  
The integral from VC to Vset over the AFM particle volume distribution gives the 
number of AFM particles set in the original biasing direction, while the integral from 
VO to VC gives the number of AFM particles that reverse with the ferromagnet in 
negative saturation during thermal activation at TACT. This integral difference 
therefore represents the bulk contribution of the AFM to the exchange bias and 
reflects how the measured values of Hex evolve from negative to positive values with 
increasing activation temperatures. This is because the critical volume VC increases 
with TACT, so increasing the contribution of the first integral relative to the second. In 
other words, the contribution to Hex from the bulk of the AFM depends upon the 
degree of order in the AFM which has already been discussed in section 1.2.2.6. 
ii) ܥ∗ܪ௘௫௜   
This proportionality constant contains the microscopic characteristics of the FM-
AFM interface that contributes to exchange bias. This is very important parameter in 
exchange bias because of the essentially interfacial nature of this phenomenon.  Here 
ܥ∗ is the interfacial coupling constant and depends upon the interface area, number of 
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interfaces and interface roughness. ܪ௘௫௜  is the intrinsic exchange bias provided that 
FM/AFM interface is perfectly flat.  
In our case as we can set the antiferromagnet Cr2O3 from above its Néel temperature,  so 
the whole AFM particle volume distribution can be set in the direction of applied field as 
shown in the figure 4.9. 
 
 
 
 
 
 
Therefore the upper limit of second integral of equation 4.2 becomes infinite. 
Also, since the M(H) loops are measured in thermal activation free conditions, the 
number of grains having volume less than Vo are negligibly small so that the lower limit 
of first integral can be taken as equal to zero, i.e. 
௦ܸ௘௧ ൌ 	∞ 
௢ܸ ൌ 	0 
Under these conditions equation 5.2 becomes, 
  ܪ௘௫ ൌ 	ܥ∗ܪ௘௫௜ ቂ׬ ݂ሺܸሻܸ݀௏಴଴ െ	׬ ݂ሺܸሻܸ݀
ஶ
௏಴ ቃ       4.3 
The difference of the integrals given in the square brackets has been calculated for each 
value of the activation temperature as outlined below. 
The lognormal particle volume distribution fሺܸሻ is given in equation 2.6. 
 
Figure 4.9: Particle volume distribution of Cr2O3 after setting the AFM at TSET = 373 K
and cooling down to TNA = 60 K. 
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                                       ݂ሺܸሻ ൌ ଵఙ	ሺ௏ሻ√ଶగ exp ቂെ
ሺ୪୬ሺ௏ሻିఓೇሻమ
ଶఙమ ቃ		                                4.4 
By rearranging the above equation we get 
           ݂ሺܸሻ ൌ ଵ
ఙ	൬ ೇೇಾ൰√ଶగ
exp ൦െ
ቆ௟௡൬ ೇೇಾ൰ቇ
మ
ଶఙమ ൪		                                     4.5 
where  ெܸ is median particle of AFM and is given by equation 2.10 
         ெܸ ൌ ୪୬ ఛభ௙೚௞ಳ	 ಳ்௄ಲಷሺ ಳ்ሻ                       4.6 
The blocking temperature ஻ܶ is the temperature at which Hex = 0. It is the temperature at 
which exact halves of the AFM particle volume distribution are set in opposite directions. 
The values of TB for all samples have been obtained from figure 4.5. The value of of the 
anisotropy constant of the AFM ܭ஺ிሺ ஻ܶሻ	is found using equation 1.9. The value of ஼ܸ has 
also been calculated from equation 1.10. 
     ஼ܸ ൌ ୪୬ ఛభ௙೚௞ಳ	்ಲ಴೅௄ಲಷሺ்ಲ಴೅ሻ            4.7 
Here ஼ܸ has been calculated for all values of  ஺ܶ஼் which were used in determining the 
experimental values of exchange bias in the thermal activation measurement protocol in 
the previous section. The calculated parameters for sample A are displayed in table 4.1. 
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Table 4.1 The measured exchange bias for sample A together with the calculated values 
of the anisotropy constant KAF and critical particle volume VC at different activation 
temperatures.  
Table 4.1: calculated values of the KAF and VC at different activation temperatures. 
A (30 % Co, <DCr2O3>= 24 nm) 
TACT  (K) Hex  (Oe) KAF ൈ 105 (erg/cm3) VC  (nm3) 
60 -154 1.63 1447 
72 -137 1.54 1824 
90 -127 1.42 2467 
100 -114 1.35 2871 
120 -59 1.22 3808 
140 -13 1.10 4965 
160 60 0.968 6431 
180 120 0.839 8349 
200 151 0.710 10963 
220 163 0.581 14739 
240 178 0.452 20673 
260 184 0.322 31353 
280 191 0.194 56275 
295 192 0.097 118580 
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The value of the integral difference: 
      ׬ ݂ሺܸሻܸ݀௏಴௏బ െ	׬ ݂ሺܸሻܸ݀
ஶ
௏಴                  4.8 
has been calculated for samples A, B, C and C1 by using equations 4.5, 4.6 and 4.7, with 
the parameter ߪ	has being used as a floating parameter.  
 In order to compare the experimental results shown in figure 4.8 and the 
theoretically calculated values from equation 4.8, both have been plotted together on 
same graph in figure 4.10 for samples A, B,  and in figure 4.11 for samples C and C1. 
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Figure 4.10: Exchange bias obtained from thermal activation measurements of sample A
and B, Solid lines represent calculated values of the integral difference
shown on right axis. 
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 The values of ߪ are found to be 0.17, 0.17, 0.18 and 0.21 respectively for sample 
A, B, C and C1. There is excellent agreement between the experimental and calculated 
values of Hex which proves the validity of the independent AFM particle volume model 
first proposed by O’Grady et al. 22 for describing the phenomenon of exchange bias. 
These results indicate how crucially exchange bias depends upon the degree of order in 
the AFM and stress the importance of taking the thermomagnetic history of the sample 
into account when measuring Hex.  
 Although the agreement between the theoretically and experimentally obtained 
results is very good above the blocking temperature, there is some deviation but below TB 
(i.e. for small activation volumes) in particular for samples C and C1. We believe that 
this may be due to thermally activated depinning of interfacial spins in some samples 
which affects the coupling constant C*. Smaller AFM particles are expected to have a 
relatively larger proportion of loosely coupled surface spins. Thermally activated 
depinning of these surface spins gives a measured value Hex that is smaller than that 
obtained theoretically.  
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Figure 4.11: Exchange bias obtained from thermal activation measurements of sample C
and C1. Solid lines represent calculated values of the integral difference
shown on right axis. 
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 At the blocking temperature exact halves of the particle volume distribution are 
set in opposite directions so that both integrals in equation 5.5 become equal in 
magnitude. 
න ݂ሺܸሻܸ݀
௏಴
௏బ
ൌ 	න ݂ሺܸሻܸ݀
ஶ
௏಴
 
This means that the blocking temperature TB can be extracted from figure 4.10 as the 
value of TACT at which Hex = 0. These are are shown in table 4.2 below. 
Table 4.2 Blocking temperature TB of samples A, B, C, C1. 
Sample <DCr2O3>  ± 1 (nm) TB  ± 5 (K) 
A   (30% Co) 24 148 
B   (40% Co) 24 148 
C   (50% Co) 24 148 
C1 (50% Co) 34 185 
 
From table 4.2 it can be seen that the blocking temperature is independent of the Co 
concentration but depends upon the median diameter of the AFM Cr2O3 particles as given 
in eqtn. The sample C1 has larger median diameter of Cr2O3 it has larger value of 
blocking temperature. These results show that the AFM particles are non-interacting and 
are not coupled into domains as presented in the domain state model developed by 
Nowak et al 20. If particles were coupled into domains then changing the Co 
concentration would affect the correlation length and also the blocking temperature. This 
is a further validation of the independent AFM particle volume model, which implies that 
the superexchange interaction is not transmitted across the AFM particle boundries. The 
superexchange interaction between Cr3+ cations is mediated by O2- anions and is very 
sensitive to the bond length and bond angles between them5,95. Symmetry breaking and 
disorder at the surface of the nanoparticles leads to a strong disruption of the 
superexchange interaction and decouples the Cr2O3 particles. 
90 
 
4.3. Separation of Bulk and Interfacial Effects in Exchange Bias 
 An interesting aspect of working with Cr2O3 is that it can be field cooled from a 
paramagnetic state above TN. This allows the entire particle volume distribution to be set. 
If measurements are made at TNA, where there is no thermal activation, then the integral 
in equation 4.3 becomes unity. 
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This means that the entire particle volume distribution is contributing to Hex, which 
attains saturation at very high and low values of TACT, where the entire AFM particle 
volume distribution is set in the direction of field cooling (negative saturation of Hex) or 
reversed in the opposite direction during thermal activation at high temperatures (positive 
saturation of Hex) as can be seen in figure 6. This saturation is much better defined at high 
activation temperatures TACT > 200 K rather than at low temperatures due to the reasons 
given above. Therefore the saturation value of Hex at TACT > 200 K can be unambiguously 
identified as the intrinsic parameter ܥ∗ܪ௘௫௜ . This is because the contribution from the bulk 
of the AFM (given by the difference of integrals in the above equation) becomes unity. 
 In figure 4.12, the values of  ܥ∗ܪ௘௫௜  have been extracted from figure 4.10 and 
figure 4.11 at TACT = 300 K and plotted as a function of Co concentration for the five 
samples studied. We find that its value depends only upon Co concentration that is 
number density of FM/AFM interfaces. This reached a maximum for 30% Co 
concentration, after which it decreases rapidly probably due to increasing dipolar 
interactions. This is equivalent to increasing the size of the FM particle, which is 
expected to decrease exchange bias. At all other activation temperatures a mixture of bulk 
and interfacial effects influence the value of Hex.  
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4.4. Summary and Conclusions 
The exchange bias has been studied in Co-Cr2O3 nanocomposited been studied. 
Co size diameter is about 3 to 4 nm and while Cr2O3  has diameter of 23 nm. The Co 
concentration has been varied from 30 to 80 %. The exchange bias in these Co-Cr2O3 
nanocomposites can be explained using the independent particle volume model. It has 
been observed that the median blocking temperature is independent of FM concentration. 
The median blocking temperature depends only upon the median particle volume in the 
AFM. This implies that the AFM particles act independently and are not coupled into 
domains, indicating that superexchange interaction does not transmit across particle 
boundaries. Our measurement technique allows us to obtain the parameter ܥ∗ܪ௘௫௜  which 
is a measure of interfacial effects. By finding this parameter we have separate the bulk 
and interfacial effects in this exchange bias system. In general Hex is determined by a 
mixture of bulk and interfacial effects.  
 This separation of bulk and interfacial effects has not been explored in the most 
widely studied exchange biased systems that consist of metallic AFM such as FeMn and 
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Figure 4.12: ܥ∗ܪ௘௫௜  measured after activation at TACT = 300 K. Dashed line is guide to
the eye. 
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IrMn thin films because of the prohibitively TN of metallic AFM’s. It is not possible to 
field cool these AFM’s from above their Néel temperatures, because this may lead to 
degradation in the film quality and undesired alloying effects at the FM/AFM interface. 
In such systems thermal activation for prolonged times at the setting temperature is used 
to set the AFM, but the entire grain volume distribution can still not be set. This does not 
allow one to separate bulk and interfacial effects. Using an oxide AFM with an easily 
accessible Néel temperature allows field cooling of the AFM from a paramagnetic state, 
so that the entire particle volume distribution can be set, enabling the separation of bulk 
and interfacial contributions to exchange bias. 
  
93 
 
 
 
 
 
 
 
Chapter 5 
5. Results and Discussion:  2-D Nanodots and 3-D 
Nanoclusters 
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5.1 Magnetic Characterizations of Ferromagnetic and Exchange 
Biased Nanodots and Continuous Films 
 Magnetic measurements were taken using a Quantum Design VersaLab vibrating 
sample magnetometer. The samples were first annealed in a tube furnace in air at 773 K 
(500C) for 2 hours in order to improve their crystallinity. The sample was installed in 
the VSM and heated to a temperature of 325 K for 30 mins. in the presence of a magnetic 
field H = 5 kÔe. It was then field cooled to 60 K in order to set the direction of exchange 
bias96,97,98,26. By field cooling the sample from above the Néel temperature it was ensured 
that Cr2O3 was always cooled down from the paramagnetic state, so that the entire grain 
volume distribution in the AFM is set in the original biasing direction. 
The M(H) loops were taken at 60 K because these nanostructures have very small 
dimensions and are thermally unstable at higher temperatures23. The M(H) loops of 
exchange biased nanodots having side of 120 nm and 240 nm are shown in figures 5.1 
and figure 5.2 respectively. The Co thickness has been varied from 5 nm to 12 nm in both 
cases. These figures show that both exchange and bias coercivity decrease with 
increasing thickness of the Co layer. The values of triangle size, exchange bias and 
coercivity are mentioned on each figure. The 120 nm nanodots have values of exchange 
bias and coercivity greater than that of 240 nm nanodots.  
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Figure 5.1: M(H) loops of 120 nm exchange biased nanodots having the structure
Si/Cr2O3(23nm)/Co(tCo)/Ta(10nm). The thickness of the cobalt layer, tCo, 
has been indicated in the figure.  The inset graph shows the magnified
portion in the low field region. 
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The M(H) loops of exchange biased continuous films and ferromagnetic nanodots 
having side 240 nm are shown in figures 5.3 and figure 5.4 respectively. The Co 
thickness has been varied from 5 nm to 12 nm in both cases. These figures show that both 
exchange bias coercivity decrease as Co thickness increases. The values of coercivity in 
ferromagnetic nanodots are greater than exchange biased continuous films and these 
values are further greater in exchange biased nanodots as shown in figures 5.1 and 5.2. 
The reason of this coercivity enhancement will be explained in next section.  
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Figure 5.2: M(H) loops of 240 nm exchange biased nanodots having the structure
Si/Cr2O3(23nm)/Co(tCo)/Ta(10nm). The thickness of the cobalt layer, tCo, has
been indicated in the figure.  The inset graph shows the magnified portion near
the low field region. 
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Figure 5.3: M(H) loops of exchange biased continuous thin films having structure
Si/Cr2O3(23nm)/Co(tCo)/Ta(10nm). The thickness of the cobalt layer, tCo, has
been indicated in the figure.  The inset graph shows the magnified portion near
the low field region. 
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Figure 5.4: M(H) loops of 240 nm ferromagnetic nanodots having the structure
Si/Co(tCo)/Ta(10nm). The thickness of the cobalt layer, tCo, has been indicated
in the figure.  The inset graph shows the magnified portion near the low field
region. 
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5.1.1 Coercivity in Nanodots and Continuous Films. 
Coercivity values were extracted from the M(H) loops shown above. The 
coercivities of ferromagnetic continuous films, exchange biased continuous film, 
ferromagnetic nanodots and exchange biased nanodots are shown in figure 5.5.  
 
 
 
 
 
 
 
 
 
  
The coercivity decreases with increasing the thickness of Co in all samples. 
Exchange biased continuous films have greater value of coercivity as compared to pure 
ferromagnetic continuous films. This is because coercivity increases when ferromagnetic 
material is coupled with antiferromagnetic material.  Interesting however, there is the 
even larger increase in coercivity in case of ferromagnetic nanodots as compared to 
exchange biased or ferromagnetic continuous films. This increase is clearly due to shape 
and configurational anisotropy of these triangular nanodots. The effect of configurational 
anisotropy has already been observed by Cowburn et al. 42 in 2D nanostructures of 
different shapes and sizes.  
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Figure 5.5: Coercivity of nanodots and continuous films measured at 60 K as a function
of the thickness of the cobalt layer. 
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They found that the coercivity depends sensitively on the symmetry of the nanostructure, 
which itself is defined by its shape. Figure 5.6 shows the results obtained by them on 
permalloy nanostructures of various shapes, sizes and thickness. These nanostructures 
have thickness of permalloy from 3 to 10 nm as shown in figure 5.6. For trianglar 
nanodots the maximum value of coercivity is about 60 Oe. They explain their results by 
using the concept of configurational anisotropy. In our work the 240 nm nanodots have 
√ܽݎ݁ܽ ൌ 158	݊݉. We have varied thickness from 5 nm to 12 nm, which gives a 
Figure 5.6: Magnetization hysteresis loops (left panel) and coercivity (right panel) of
two-dimensional permalloy nanostructures. 42 
101 
 
variation in coercivity from 63 Oe to 183 Oe. This is much larger than that reported in 
reference [6] for nanodots with similar size and shape.  
 This configurational anisotropy leads to exotic vortex states as reported by 
Imperia et al.52 in triangular Co nanostructures having side of ~ 400 nm and thickness of 
32 nm prepared by polystyrene nanosphere lithography. Figure 5.7 shows the magnetic 
force microscopy (MFM) images of these triangular nanostructures in which three 
different vortex states can be identified. These are the so-called Y-state and the VY-I and 
the VY-II states.   
 
 
 
 
 
 
 
 
 
 
 Figure 5.7 (a) shows the alignment of spin at sides and edges giving rise to 
configurational anisotropy. Simulations carried out in the same study show that the spins 
in the central part of the nanostructure tend to follow the applied field; the peripheral 
spins however prefer to align themselves along the edges of the nanostructure, giving rise 
to the observed flux configurations. This configurational anisotropy presents an 
additional barrier to the switching of magnetization and is primarily responsible for the 
enhanced coercivity in nanodots as compared to continuous ferromagnetic films. In fact 
a) 
Figure 5.7: a) Micromagnetic simulations showing spin alignment at sides and edges of
Co nanostructures of thickness 32 nm and side of 400 nm b) Left panel: 
Magnetic force microscopy images of Co nanotriangles showing (bi) the 
vortex state, (bii) the VY-I state and (biii) the VY-II state. The right panel 
shows the corresponding schematic vortex configurations (ci) to (ciii). 52 
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the effect of configurational anisotropy in coercivity enhancement is even more 
pronounced than that of exchange biasing a continuous thin film. This is evident from 
figure 5.5, where the coercivities of ferromagnetic nanodots of size 240 nm are larger 
than those of exchange biased continuous films for all thicknesses of the ferromagnetic 
layer. A further source of coercivity enhancement could also be structural defects at the 
edges of the nanostructures9 . 
 For the exchange biased nanodots there is further enhancement of coercivity, 
which is quite dramatic at low values of tCo. The nanodots having side of 240 nm have 
larger values of coercivity as compared of to the pure ferromagnetic nanodots or 
exchange biased thin films. For the case of exchange biased nanodots of side 120 nm the 
coercivity enhancement is even more pronounced. As is clear from the data presented 
above, the coercivity enhancement of exchange biased nanodots is not simply the 
cumulative effect of the increased coercivities of the ferromagnetic nanodots and 
exchange biased continuous films. This point will be elaborated upon in the next section. 
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5.1.2 Exchange Bias in Nanodots and Continuous Films 
 The values of the exchange bias have been extracted from the M(H) loops shown 
in figures 5.1 – 5.4 and are displayed in figure 5.8 for continuous films, 240 nm nanodots 
and 120 nm nanodots. For all these samples, the exchange bias decreases with increasing 
the thickness of the ferromagnet as expected. As seen earlier for the coercivity, there is a 
remarkable increase in the magnitude of exchange bias with discretizing the continuous 
film and a further large increase with reduction in the size of the nanodots from 240 nm 
to 120 nm. 
 
 
 
 
 
 
 
 
 
 
There are conflicting reports in the literature regarding the effect of nanostructuring on 
exchange bias; mainly two opposite trends have been reported. In the first case it has 
been reported that exchange bias increases in nanostructures 53-56 while some authors 
have reported a reduction in exchange bias as compared to continuous films57-64. One set 
of results report a weakening of  exchange bias in nanostructured thin films, which has 
been attributed to a spin glass like state and thermally unstable AFM grains produced at 
edges and corners of  nanostructures 9,99,100. Others65 have observed that exchange bias 
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Figure 5.8: Exchange bias in continuous films, 240 nm nanodots and 120 nanodots
having the structure Si/Cr2O3(23nm)/Co(tCo)/Ta(10nm) measured at 60 K as a
function of the thickness of the cobalt layer. 
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increases in nanostructures as compared to continuous films and postulate that this 
actually occurs as a result of grain cutting when nanostructures are fabricated using top 
down techniques like electron beam lithography. The larger AFM grains that were 
randomly aligned in continuous films and were unable to contribute to exchange bias as 
shown in figure 5.9 a), are cut during the lift off process. Since they now have a smaller 
volume they can be set in the direction of applied field and contribute to exchange bias  
shown in figure 5.9 b). This causes the reported increase of exchange bias.   
   
 
 
 
 
 
 
 
 
In this work exchange bias increases as the continuous film is discretized into nanodots as 
shown in figure 5.8. Table 5.1 shows the ratios of exchange bias of exchange biased 
nanodots of side 240 nm and 120 nm to that of the exchange biased continuous films. As 
shown in table 5.1 the exchange bias in 240 nm nanodots increases by a factor of 1.6 to 
2.5 as compared to continuous film with the same thickness of Co. This increase is by a 
factor of 3.1 to 5.5 for 120 nm nanodots.  
 
 
 
Set 
Grain cutting 
Not 
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Exchange coupled 
to FM contribute to 
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Not coupled to FM 
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Not coupled to FM 
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to exchange bias 
Figure 5.9: Size distribution of antiferromagnetic grains illustrating the effect of grain
cutting on the degree of order in the AFM.  
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Table 5.1: Ratios of exchange bias of exchange biased nanodots of side 240 nm and 120 
nm to exchange biased continuous films. 
 
 
 
 
 
In this work the bottom-up technique has been used and since there is no 
lithography and lift-off involved, grain cutting can be safely eliminated as being a reason 
for the increase in exchange bias. As can be seen in the case of coercivity in figure 5.5 
above, the enhancement of exchange bias in nanodots compared to that of continuous thin 
films is not simply a cumulative effect of exchange biasing and discretizing the 
ferromagnet. It appears that nanostructuring of the AFM plays a crucial role in the drastic 
increase in exchange bias of the nanodots as compared to continuous thin films. It could 
be that discretizing the AFM produces a disordered spin glass like state at the edges of 
the nanostructures which serves to actually enhance pinning of edge FM spins as has 
been seen to occur in magnetic nanoparticles 9. It is well known that exchange bias in 
continuous thin films is determined by regions that have the weakest exchange coupling. 
In nanostructures, the probability of the existence of such regions is reduced, as has been 
argued by Sort et al 57. This could be a further reason behind the large increase in the 
exchange bias of the nanodots over that of continuous films. 
 It is well established that exchange bias is inversely proportional to the thickness 
of the ferromagnet in FM/AFM bilayer systems. The relation between exchange bias and 
the thickness of the ferromagnet tFM  is given by the following equation 5:  
 
                   5.1 
Exchange bias 
ratios Co Thickness (nm) 
 5 7 9 12 
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where int  is the interfacial exchange coupling constant and MS is the saturation 
magnetization.   
Here 



SM
int  is the gradient of the plot of exH against ݐிெିଵ  shown in figure 5.10. Here SI 
units have been used so that the values of the slopes can be easily compared to those 
available in the literature. 
 
 
 
 
 
 
 
 
 
 The slopes obtained from linear fitting of the data give the values of 



SM
int  for 
continuous films, 240 nm nanodots and 120 nm nanodots and are shown in table 1. The 
magnitude of the gradient increases for 240 nm nanodots as compared to the continuous 
film. But, interestingly, 240 nm nanodots and 120 nm nanodots have almost same 
gradient, as shown in figure 5.10 and also in table 5.2. There are two possible reasons for 
this gradient enhancement in nanodots. First is the reduction in saturation magnetization 
SM in nanodots; it is well established that saturation magnetization SM  decreases in 
nanostructures as compared to continuous films. The second reason is the increase in 
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Figure 5.10: Exchange bias of continuous films as a function of 1/tFM. Straight lines
represent linear fits. 
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interfacial coupling constant int that may cause the gradient to increase. This could very 
well be due to both the reasons discussed earlier. 
Values of 



SM
int  for continuous films and nanodots obtained from linear fits of data 
shown in figure 5.10. 
 
Table 5.2: Values of int / MS  for continuous films and nanodots obtained from linear fits 
of data shown in figure 5.10. 
Sample )10( 5int A
M S



    int  (Jm-2) 
EB-CF 3.57 50 
EB-ND-240  8.95 125 
EB-ND-120 9.31 130 
 
 The linear fits of the Hex vs. tFM-1 data for both 240 nm nanodots and 120 nm 
nanodots yield the same value of the gradient. In this case there is no significance 
difference in SM  so it means both nanodots have about the same value of the interfacial 
coupling constant int .  Therefore we can argue that discretizing a continuous exchange 
biased bilayer film increases the interfacial coupling constant int .  
 In order to understand the increase in Hex in the 120 nm sized dots, the domain 
size DAFM of the AFM was calculated the as given by the expression 100 
                                                    ܦ஺ிெ ൌ గ
య௃ಲಷಾ௧ಲಷಾ
ଶ௃೔೙೟         .                                           (5.2) 
Here tAFM is the thickness of the AFM layer, JAFM is the exchange coupling constant of 
AFM spins and is given by 101 
                                                        J୅୊୑ ൌ ଶ୏ా୘ొ୞                                                           (5.3) 
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Here KB is the Boltzmann constant, Z is the number of nearest neighbor Cr ions in the 
AFM and TN is the Néel temperature of the AFM. Jint is the interfacial coupling energy 
and its value is given by 101: 
                                          ܬ௜௡௧ ൌ 	ඥߪ௜௡௧ߨଶܽ௢ܬ஺ிெݐ஺ிெ                                                 (5.4) 
Here ao is distance between nearest neighbor AFM moments. For Cr2O3 ao = 2.88 Å,  
tAFM = 23 nm , Z = 3 and TN = 308 K. Equation 5.2 has been used to calculate JAFM = 2.85 
 10-21 J. The value of int  was obtained the from the gradient of the graphs shown in 
figure 5.10. Equations 5.1 and 5.4 was then used to calculate the domain sizes for the 
nanodots and continuous films. The domain size for continuous film is ~ 400 nm, for 240 
nm nanodots is ~ 200 nm and for 120 nm nanodots its values is ~ 180 nm. This shows 
that the AFM layer in the 120 nm nanodots is single domain and therefore more effective 
in pinning the FM than the in the 240 nm nanodots and continuous film which can 
support multidomain structures in the AFM. 
5.2 Magnetic Characterizations of Nanoclusters 
Magnetic measurements of nanoclusters were taken using a vibrating sample 
magnetometer (Quantum Design VersaLab). Each sample to be measured was heated to a 
temperature of 325 K inside the VSM in the presence of magnetic field of 5 kÔe. It was 
then field cooled to 60 K, before measuring the M(H) loop. This was done in order to set 
the direction of exchange bias26,96-98,.  
The M(H) loops were taken at 60 K because these nanoclusters are very small and 
are thermally unstable at high temperatures. The M(H) loops of exchange biased and 
ferromagnetic nanoclusters are shown in figure 5.11 and figure 5.12 respectively. 
 
 
 
 
109 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
-10000 -5000 0 5000 10000
-1.0
-0.5
0.0
0.5
1.0 Hc = 490 Ôe 
EB-BLG-(05)
<DCo> = 37 nm
M 
/ M
S 
H (Ôe)
-10000 -5000 0 5000 10000
-1.0
-0.5
0.0
0.5
1.0 Hc = 640 Ôe 
EB-BLG-(20)
<DCo> = 58 nm
M 
/ M
S 
H (Ôe)
-10000 -5000 0 5000 10000
-1.0
-0.5
0.0
0.5
1.0 Hc = 770 Ôe 
EB-BLG-(40)
<DCo> = 68 nm
M 
/ M
S 
H (Ôe)
Figure 5.11: M(H) loops of exchange biased nanoclusters with structure 
Si/Cr2O3(23nm)/Co(t)/Cu(10nm) measured at 60 K. 
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5.2.1 Coercivity and Exchange Bias of Nanoclusters 
Coercivity values have been extracted from these M(H) loops for all samples 
studied. Table 5.3 shows the coercivity of exchange biased and ferromagnetic 
nanoclusters. The coercivity of all ferrogmagnetic and exchange biased samples has been 
plotted against the nanocluster size as shown in figure 5.13.  
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Figure 5.12: M(H) loops of ferromagnetic nanoclusters with structure Si/Co(t)/Cu(10nm)
measured at 60 K. 
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Table 5.3 Nanocluster size and coercivity of ferromagnetic and exchange biased 
samples. (The numbers in the parenthesis of the sample names indicate the number of Xe 
monolayers used to deposit these clusters). 
Table 5.3: Nanocluster size and coercivity of ferromagnetic and exchange biased 
samples. (The numbers in the parenthesis of the sample names indicate the number of Xe 
monolayers used to deposit these clusters). 
 
 
 
 
 
 
 
 
 
 
 
Sample 
name 
Cluster 
size (nm) 
Coercivity 
(Oe) 
Sample 
name 
Cluster size 
(nm) 
Coercivity 
(Oe) 
EB_BLG(05) 37 ± 2  490 FM_BLG(05) 37 ± 2  318 
EB_BLG(12) 46 ±  4  550 FM_BLG(12) 46 ±  4  225 
EB_BLG(20) 58 ±  3  640 FM_BLG(20) 58 ±  3  115 
EB_BLG(40) 68 ±  2  770 FM_BLG(40) 68 ±  2  135 
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Figure 5.13: Coercivity of ferromagnetic and exchange biased nanoclusters obtained
from M(H) loops measured at 60 K. 
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For ferromagnetic samples the coercivity decreases as the nanocluster size 
increases which is a general trend in magnetic materials. But for exchange biased 
nanoclusters, the opposite trend has been observed. In this case, coercivity increases with 
nanocluster size. However, no significant exchange bias could be measured in any of the 
samples, as opposed to the case of the exchange coupled nanodots presented in the 
preceding section. There are two possible reasons for this. First in 2-D nanodots the 
thickness of nanodots is very small as compare to the lateral dimensions. The ratio of 
interfacial area of FM and AFM is greater than as compare to 3-D nanocousters. So a 
larger number of moments of FM are coupled to AFM. In 3-D nanoclusters the height 
and volume of nanocluster is greater as compared to the 2-D nanodots.  The surface area 
that is coupled with AFM is smaller than that of 2-D nanodots. Therefore only a small 
fraction of the total number of FM moments is coupled with the AFM. Therefore 
exchange bias does not occur.  
Secondly, for exchange biased systems, the exchange bias depends upon two 
types of anisotropy energies 41. There is competition between anisotropy energy AE  of 
the AFM and the interfacial exchange energy Eint between the FM and the AFM. The 
presence of exchange bias is seen to depend upon the competition between these two 
energies, as has been discussed by Dobrynin et al. 41. They have shown that exchange 
bias occurs when Eint < EA, because in this case, the anisotropy energy of AFM is large 
and antiferromagnetic moments do not flip with the exchange field of ferromagnet. These 
moments remain aligned and pin the ferromagnetic moments so giving rise to exchange 
bias and increased coercivity. However, when AEE int , the interfacial exchange 
energy is greater than the anisotropy energy of AFM. The antiferromagnetic moments 
flip with the exchange field of ferromagnetic and cannot pin the ferromagnetic moments. 
It means exchange bias does not occur in this case and only the coercivity of the 
ferromagnetic material increases because more energy is required to flip the AFM 
moments with the reversal of the FM spins.  
In this work we have used buffer layer assisted nanocluster growth which is a low 
energy deposition process. In this technique, the atoms of desired material to be deposited 
land on a buffer layer where they form clusters. These nanoclusters softly land on the 
113 
 
surface of substrate and are deposited on the surface as the buffer layer desorbs. For 
exchange biased nanoclusters there is good coupling between these ferromagnetic 
nanoclusters and the antiferromagnetic film. So the interfacial exchange energy Eint  
increases such that it becomes greater than the anisotropy energy AE of antiferromagnet. 
As the nanocluster size increases, the contact area between ferromagnetic nanoclusters 
and the antiferromagnetic film also increases. It means there are more AFM moments that 
have to switch with the reversal of the FM, so that more energy is required.  Therefore 
the coercivity of nanoclusters increases with nanocluster size in exchange biased samples. 
5.3 Summary and Conclusions 
5.3.1 2-D Nanodots 
 Ferromagnetic and exchange biased nanodots of two different sizes (side = 240 
nm and 120 nm) and with the compositions Si/Co(tConm)/Ta(10nm) and 
Si/Cr2O3(23nm)/Co(tnm)/Ta(10nm) have been fabricated using nanosphere lithography in 
conjunction with magnetron sputtering. The thickness of Co, tCo, in the nanodots has been 
varied from 5 nm to 12 nm, while Cr2O3 has same thickness of 23 nm in all samples. The 
FM nanodots were found to have larger coercivities than both the continuous s well as 
exchange biased films for all thicknesses of the ferromagnet. This increase is due to the 
shape and configurational anisotropy. Exchange bias and coercivity of the exchange 
biased nanodots both increase drastically as compared and the exchange biased 
continuous films. This increase is larger for the smaller dot size of 120 nm. The exchange 
bias is found to be inversely proportional to Co thickness. For ferromagnetic continuous 
films, coercivity lies in the range of 12 to 97 Oe which increases to 34 Oe - 140 Oe in 
exchange biased continuous films (for the smallest and largest values of tCo.  For 240 nm 
ferromagnetic nanodots, coercivity increases to the range of 63 Oe to 183 Oe. For 240 nm 
exchange biased nanodots there is further increase in coercivity from 99 Oe to 345 Oe. 
Finally for exchange biased 120 nm nanodots the coercivity lies in the range of 124 Oe to 
556 Oe.  
 The exchange bias increases by a factor of about 2.5 and upto 5.5 in comparison 
to that of the continuous film for the 240 nm and 120 nm nanodots respectively. This 
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enhancement in coercivity and exchange bias is not simply due to the cumulative effect 
of exchange biasing and / or discretizing the ferromagnet. Nanostructuring the 
antiferromagnet seems to play an important role in this large increase in Hex and HC. 
 The exchange bias for nanodots as well as the continuous film depends inversely 
on the thickness of the ferromagnetic layer. This dependence has been used to extract the 
ratio Jint/MS, which is seen to increase by about an order of magnitude in nanodots as 
compared the exchange biased continuous film.  
5.3.2 3-D Nanoclusters 
Coercivity in FM nanoclusters decreases with nanocluster size, while it increases 
in exchange biased nanoclusters, due to the larger contact area of ferromagnetic and 
antiferromagnetic materials. There is no significant exchange bias in nanoclusters. In 2-D 
nanodots the ratio of interfacial area of FM and AFM is greater than that in 3-D 
nanocousters. In 3-D nanoclusters the height and volume of nanocluster is greater than in 
the 2-D nanodots.  The surface area that is coupled with AFM is smaller than that of 2-D 
nanodots. The behavior and coercivity and absence of exchange bias in these systems 
implies that the interfacial coupling energy is probably larger than the crystalline 
anisotropy energy of the antiferromagnet. Therefore there is no significant exchange bias 
in 3-D nanoclusters as compared to 2-D nanodots. 
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Chapter 6 
6. Conclusions and Future Work  
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6.1. Summary and Conclusions 
The main objective of this thesis was to study the magnetic properties of 0-D 
ferromagnetic nanoparticles embedded in antiferromagnetic matrix (nanocomposites), 2-
D nanodots and 3-D nanoclusters. The exchange bias and coercivity in three types of 
systems has been studied, these systems are the following: 
1. 0-D Co nanoparticles embedded in a Cr2O3 matrix (nanocomposites),  
2. 2-D triangular ferromagnetic Co nanodots and 2-D triangular exchange 
biased Co/ Cr2O3 triangular nanodots, 
3. 3-D Co nanoclusters on Si substrates and on Cr2O3 continuous films.  
 In Co-Cr2O3 nanocomposites the Co concentration has been varied from 30% to 
80 %. The mean diameter of Co was 3.5 nm and that of Cr2O3 was 24 nm, which 
increased to 34 nm for the annealed sample. It was found that interfacial exchange 
anisotropy plays an important role in these composites and a significant exchange bias 
and coercivity are measured produced. In these nanocomposites the Co nanoparticles are 
embedded in the Cr2O3 matrix. Since exchange bias is an interfacial phenomenon, it 
obviously depends upon the number density of FM/AFM interfaces. The exchange bias is 
small at low Co concentrations, because of the low number density of FM/AFM 
interfaces. At high Co concentrations, percolation effects between the Co nanoparticles 
act to reduce exchange bias. So an important objective of this work was to find the 
optimum Co concentration that maximizes the exchange bias. This was found to be 
achieved at about 40 wt.% of Co in the Cr2O3 matrix. A maximum number of the Co 
moments are coupled with the Cr2O3 moments at this concentration. Percolation effects 
take over at higher Co concentrations. 
 Independent AFM grain volume model has been used to model and explain the 
results obtained by using the York protocol of thermal activation measurements. The 
results show that the blocking temperature depends upon the mean diameter of Cr2O3 
nanoparticles and is independent of Co concentration. The independent AFM grain 
volume model developed by O’Grady et al.22 has been applied for the first time to 
nanpcomposites. The advantage of using Cr2O3 as the AFM matrix is that it has a low 
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Néel temperature, so that the entire AFM particle volume distribution can be set from the 
paramagnetic state in the presence of the exchange field of the ferromagnet. This allows 
one to separate the interfacial effects on exchange bias from the effects of the bulk. This 
enables one to determine the value of the interfacial parameter ܥ∗ܪ௘௫௜ , where ܥ∗ is  is the 
interfacial coupling constant and depends upon the interface area, number of interfaces 
and interface roughness and ܪ௘௫௜  is the intrinsic exchange bias provided that the 
FM/AFM interface is perfectly flat. To the best of our knowledge, this is the first 
experimental measurement of this parameter, which has previously been determined only 
as a fitting parameter.  The parameter ܥ∗ܪ௘௫௜  represents the interfacial contribution to 
exchange bias and its value has been found to depend upon the Co concentration, 
reaching a maximum for 40 wt.% Co in our samples. 
 Pure ferromagnetic nanodots and nanoclusters as well as exchange biased 
nanodots and nanoclusters have been studied. The motivation for this part of the study 
was to investigate how distretization of a continuous film affects the exchange bias and 
coercivity.  
2-D nanodots and continuous films were grown using nanosphere lithography and 
magnetron sputtering. The thickness of the AFM has been kept at 23 nm in all nanodots 
and continuous films, while the thickness of Co was 5 nm, 7 nm, 9 nm and 12 nm. The 
size of the triangular nanodots was varied  by using polystyrene nanospheres of diameter 
500 nm and 1 m for the nanosphere lithography masks. The triangular nanodots so 
prepared have two sizes: one has side 120 nm and second has side 240 nm. An 
enhancement of coercivity and exchange bias has been observed in ferromagnetic 
nanodots as compared to ferromagnetic continuous film, which is due to both shape and 
configurational anisotropy. There is further increase in coercivity in exchange biased 
nanodots as well as a strong increase in the exchange bias. The values of coercivity and 
exchange bias are greater in 120 nm nanodots as compared to 240 nm nanodots. The 
enhancement of coercivity and exchange bias in the exchange biased nanodots is very 
large compared to the values of these parameters for the continuous exchange biased 
films or ferromagnetic nanodots. Apparently,  discretizing the antiferromagnet plays an 
important role in this phenomenon. Disordered spin states at the edges of the nanodots 
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can play an important role in the enhancement of exchange bias. Also, given the small 
surface area of the nanodots, the probability of finding regions of weak FM/AFM 
coupling is reduced, which can also increase the exchange bias and coercivity. 
3-D cobalt nanoclusters with sizes 38 nm, 46 nm, 58 nm and 68 nm were grown 
on Si and Si/Cr2O3 using buffer layer assisted growth (BLAG). The coercivity of the 
exchange biased clusters is enhanced over that of the ferromagnetic clusters. However no 
exchange bias could be observed at the measuring temperature of 60 K. In these 
nanoclusters, only a small fraction of the FM moments is coupled with the AFM; 
therefore exchange bias is not induced. Another possible reason is the competition 
between the interfacial anisotropy energy and crystalline anisotropy energy of Cr2O3 . In 
these nanoclusters interfacial anisotropy energy might be greater than the crystalline 
anisotropy energy of Cr2O3, so that the Cr2O3 moments flip with the Co moments and do 
not contribute to exchange bias. These moments however contribute to the coercivity, so 
that the exchange biased nanoclusters have large coercivity as compare to the 
ferromagnetic nanoclusters.  
6.2. Future Work 
1. The Co concentration in nanocomposites has been varied from 30 % to 
80% keeping the Co particle size constant. As exchange bias is interfacial 
phenomenon therefore further concentrations could be varied, for 
example less than 30% or greater than 80%. The sizes of Co and Cr2O3 
particles in the nanocomposite also been varied for further confirmation 
of results.   
 
2. In order to study the role Cr2O3 thickness on exchange bias in nanodots 
and continuous film it is suggested that the Cr2O3 may also be varied, 
because exchange bias depends upon the thickness of antiferromagnet 
100,26.  In this context the role of AFM domains needs to be investigated. 
Sensitive techniques like X-ray magnetic circular dichroism spectroscopy 
can also be used to study these systems. 
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3. In 3-D nanoclusters it has been observed that coercivity increases in 
exchange biased nanocluster with increases in nanocluster size. Therefore 
the sizes of nanoclusters may be further increased and the coercivity 
dependence should be observed; also the existence of exchange bias in 
these nanoclusters should be investigated for clusters that have a larger 
contact area with the substrate in comparison to their volume.  
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