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U ovom radu c´e se dati pregled tenzora visˇeg reda te pokazati njihova primjena na analizu
drusˇtvene mrezˇe Twitter.
U prvom poglavlju iznesene su definicije i notacija vezana uz tenzore kao i povijesni
pregled. Takoder, navedene su osnovne operacije nad tenzorima. U drugom dijelu prvog
poglavlja obrac´ena je pazˇnja na odredivanje ranga tenzora i razlicˇitost svojstava matricˇnog i
tenzorskog ranga. Na kraju prvog poglavlja dotaknuta je PARAFAC dekompozicija tenzora
te je naveden trenutno radni algoritam za odredivanje PARAFAC dekompozicije tenzora
tzv. ALS algoritam.
Nakon odradene teorijske pripreme u prvom poglavlju, u drugom poglavlju je modeli-
ran grafa drusˇtvene mrezˇe, oblikovani su tenzori te primjenjena PARAFAC dekompozicija
za rangiranje autoriteta, prvo na jednostavnom primjeru, a zatim na slozˇenijem. Sredisˇnji
dio drugog poglavlja je posvec´en TweetRank modelu, dok je u zavrsˇnom dijelu iznesen





1.1 Definicije i notacija
U ovom poglavlju izlozˇit c´emo pregled tenzora visˇeg reda i jedne njihove dekompozicije
poznate kao PARAFAC dekompozicija. Iako je bilo aktivno istrazˇivanje dekompozicija
i modela tenzora u posljednja 4 desetljec´a (odnosno, primjena dekompozicija na nizove
podataka kako bi se dobila i objasnila njihova svojstva), vrlo malo ili nimalo od tog rada je
objavljeno u matematicˇkim cˇasopisima.
Definicija 1.1.1. Tenzor je visˇedimenzionalni niz. Formalnije, N-smjerni tenzor ili tenzor
N-tog reda je element tenzorskog produkta N vektorskih prostora gdje svaki od njih ima
vlastiti koordinatni sustav.
Definicija 1.1.2. Red tenzora je broj dimenzija, takoder znanih kao smjerovi ili modovi.
Tenzor trec´eg reda ima tri indeksa kao sˇto mozˇemo vidjeti na Slici 1.1. Tenzor prvog
reda je vektor, tenzor drugog reda je matrica, a tenzori trec´eg ili visˇeg reda se nazivaju
tenzori visˇeg reda.
Korisˇtena notacija je konzistentna, koliko je to moguc´e, s terminologijom prijasˇnjih pu-
blikacija na podrucˇju dekompozicije tenzora te je ujedno bliska za primjenu matematicˇarima.
Ovdje korisˇtena notacija je veoma slicˇna onoj koju predlazˇe Kiers [30].
Vektori (tenzori reda jedan) se oznacˇavaju podebljanim malim slovima npr. a. Matrice
(tenzori reda dva) se oznacˇavaju podebljanim velikim slovima npr. A. Tenzori visˇeg reda
se oznacˇavaju podebljanim Euler script slovima npr. X. Skalari se oznacˇavaju malim
slovima npr. a. I-ti element vektora a je oznacˇen sa ai, element (i, j) matrice A je oznacˇen
s ai j, a element (i, j, k) tenzoraX trec´eg reda je oznacˇen s xi jk. Indeksi su obicˇno u rasponu
od 1 do njihove najvec´e vrijednosti npr. i = 1, . . . , I. N-ti element u nizu je obiljezˇen s
eksponentom u zagradama npr. A(n) oznacˇava n-tu matricu u nizu.
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Slika 1.1: Tenzor trec´eg reda: X ∈ RI×J×K .
Fiksiranjem podskupa indeksa formiraju se podnizovi. Za matrice to su retci i stupci.
Dvotocˇka se koristi za oznacˇavanje svih elemenata moda, tj. smjera. Prema tome, j-ti
stupac od A je oznacˇen s a: j, a i-ti redak matrice A je oznacˇen s ai:. Alternativno, j-ti
stupac matrice, a: j, se mozˇe oznacˇavati kompaktnije na sljedec´i nacˇin a j.
Definicija 1.1.3. Tenzorsko vlakno je jednodimenzionalni fragment tenzora dobiven fiksi-
ranjem svih indeksa osim jednoga.
Tenzorska vlakna su analogoni visˇeg reda matricˇnih redaka i stupaca. Matricˇni stupac
je tenzorsko vlakno moda 1, a matricˇni redak je tenzorsko vlakno moda 2. Tenzori trec´eg
reda imaju stupcˇana, retcˇana i poprecˇna tenzorska vlakna. Oznacˇavamo ih redom x: jk, xi:k,
xi j:, vidi Sliku 1.2. Kada tenzorska vlakna izvucˇemo iz tenzora uvijek pretpostavljamo da
su orijentirana kao stupcˇani vektor.
Definicija 1.1.4. Presjeci tenzora su dvodimenzionalni fragmenti tenzora dobiveni fiksira-
njem svih osim dvaju indeksa tenzora.
Slika 1.3 prikazuje horizontalne, lateralne i frontalne presjeke tenzora X trec´eg reda
oznacˇene redom s Xi::, X: j:, X::k.
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Slika 1.2: Stupcˇana(x: jk), retcˇana(xi:k) i poprecˇna(xi j:) tenzorska vlakna tenzora trec´eg reda
Slika 1.3: Horizontalni(Xi:: ili Xi), lateralni(X: j: ili X j) i frontalni(X::k ili Xk) tenzorski
presjeci tenzora trec´eg reda











Tenzorska norma je analogna Frobeniusovoj matricˇnoj normi, koja se za matricu A
oznacˇava sa ‖A‖.
Definicija 1.1.6. Skalarni produkt dvaju tenzora istih dimenzijaX,Y ∈ RI1×I2×...×IN je suma
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Odmah slijedi 〈X,X〉 = ‖X‖2.
Definicija 1.1.7. N-smjerni tenzorX ∈ RI1×I2×···×IN je ranga jedan ako se mozˇe zapisati kao
vanjski produkt N vektora, tj.
X = a(1) ◦ a(2) ◦ · · · ◦ a(N).
Simbol ”◦” predstavlja vanjski vektorski produkt. To znacˇi da je svaki element tenzora




a(2)i2 · · · a(N)iN za sve 1 ≤ in ≤ In.
Slika 1.4 ilustrira X = a ◦ b ◦ c, tenzor trec´eg reda ranga jedan.
Slika 1.4: Tenzor trec´eg reda ranga jedan, X = a ◦ b ◦ c. Element (i, j, k) tenzora X je dan
s xi jk = aib jck.
Definicija 1.1.8. Tenzor nazivamo kubicˇnim ako je svaki njegov mod iste velicˇine, tj.
X ∈ RI×I×···×I . Kubicˇni tenzor nazivamo supersimetricˇnim ako njegovi elementi ostanu
konstantni upotrebom bilo koje permutacije indeksa.
Npr. tenzor trec´eg reda X ∈ RI×I×I je supersimetricˇan ako
xi jk = xik j = x jik = x jki = xki j = xk ji za sve i, j, k = 1, . . . , I.
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Tenzori mogu biti (djelomicˇno)simetricˇni u 2 ili visˇe modova. Npr. trosmjerni tenzor
X ∈ RI×I×K je simetricˇan u modovima jedan i dva ako su frontalni presjeci simetricˇni, tj.
ako
Xk = XTk za sve k = 1, . . . ,K.
Definicija 1.1.9. Tenzor X ∈ RI1×I2×···×IN je dijagonalan ako je xi1i2···iN , 0 jedino ako je
i1 = i2 = · · · = iN .
Definicija 1.1.10. Matricizacija (transformiranje tenzora u matricu) je proces prebaciva-
nja elemenata N-smjernog niza u matricu.
Npr. 2×3×4 tenzor se mozˇe prikazati kao 6×4 matrica ili 3×8 matrica korisˇtenjem per-
mutacija elemenata. U ovom radu promatramo samo poseban slucˇaj matricizacije n-moda
jer je to jedina relevantna forma za nastavak rada. Opc´enitija obrada matricizacije se mozˇe
pronac´i u Kolda [32]. N-mod matricizacija tenzora X ∈ RI1×I2×···×IN se oznacˇava s X(n) te
odreduje da tenzorska vlakna n-moda budu stupci rezultirajuc´e matrice. Formalna notacija
je nespretna. Tenzorski element (i1, i2, . . . , iN) unosi se na mjesto matricˇnog elementa (in, j)
gdje









Koncept je laksˇe razumjeti na primjeru. Neka su frontalni presjeci tenzora X ∈ R3×4×2
X1 =
1 4 7 102 5 8 113 6 9 12
 , X2 =
13 16 19 2214 17 20 2315 18 21 24
 (1.1)
Tada su tri n-mod matricizacije
X1 =




1 2 3 13 14 15
4 5 6 16 17 18
7 8 9 19 20 21




1 2 3 · · · 11 12
13 14 15 · · · 23 24
]
.
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Razlicˇita literatura ponekad razlicˇito slazˇe stupce n-mod matricizacije; usporedi s De
Lathauwer i ostali [15] i Kiers [30]. Generalno, odredena permutacija stupaca nije vazˇna
dok god smo konzistentni tokom racˇunanja; vidi Kolda [32].











Tenzore mozˇemo medusobno mnozˇiti, iako su notacija i simboli za to mnogo slozˇeniji
nego za matrice. Za potpuni pregled mnozˇenja tenzora pogledajte Bader i Kolda [3]. Ov-
dje c´emo razmotriti samo n-mod tenzorski produkt, tj. mnozˇenje tenzora matricom (ili
vektorom) u modu n.
Definicija 1.1.11. N-mod (matricˇni) produkt tenzoraX ∈ RI1×I2×···×IN s matricom U ∈ RJ×In
se oznacˇava sX×n U i velicˇine je I1× · · ·× In−1× J× In+1× · · ·× IN . Po elementima imamo:




Svako n-mod tenzorsko vlakno se mnozˇi matricom U. Ideja se mozˇe izraziti u pojmo-
vima nematriciziranih tenzora:
Y = X ×n U⇐⇒ Y(n) = UX(n).
N-mod produkt tenzora s matricom je povezan s promjenom baze u slucˇaju kad tenzor
definira multilinearni operator. Pogledajmo sljedec´i primjer. Neka je X tenzor definiran





. Tada je produkt Y = X ×1 U ∈ R2×4×2 pri cˇemu su
Y1 =
[
22 49 76 103




130 157 184 211
172 208 244 280
]
.
Navodimo nekoliko cˇinjenica povezanih sa n-mod matricˇnim produktima. Redoslijed
mnozˇenja je nevazˇan za razlicˇite modove u nizu mnozˇenja, tj.
X ×m A ×n B = X ×n B ×m A(m , n).
Ako su modovi isti imamo
X ×n A ×n B = X ×n (BA).
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Definicija 1.1.12. N-mod (vektorski) produkt tenzora X ∈ RI1×I2×···×IN s vektorom v ∈ RIn
se oznacˇava s X ×¯n v. Rezultat je reda N − 1, tj. velicˇine je I1 × · · · × In−1 × In+1 × · · · × IN .
Po elementima imamo




Ideja je izracˇunati skalarni produkt svakog n-mod tenzorskog vlakna s vektorom v. Po-
gledajmo sljedec´i primjer. Neka je tenzorX definiran kao u 1.1 te neka je v =
[




X ×¯2 v =
70 19080 20090 210
 .
Kada je u pitanju n-mod vektorsko mnozˇenje, prednost je bitna jer se red medurezultata
mijenja. Drugim rijecˇima,
X ×¯m a×¯nb = (X ×¯m a)×¯n−1b = (X ×¯n b)×¯ma za m < n.
Nekoliko matricˇnih produkata je vazˇno u odjeljcima koji slijede, stoga ih ovdje defini-
ramo.
Definicija 1.1.13. Kroneckerov produkt matrica A ∈ RI×J i B ∈ RK×L se oznacˇava sa A⊗B.
Rezultat je matrica velicˇine (IK) × (JL) definirana s
A⊗B =

a11B a12B · · · a1JB





aI1B aI2B · · · aIJB
 =
[
a1 ⊗ b1 a1 ⊗ b2 a1 ⊗ b3 · · · aJ ⊗ bL−1 aJ ⊗ bL
]
.
Definicija 1.1.14. Khatri-Raoov [45] produkt je Kroneckerov produkt matrica sa jednakim
brojem stupaca. Neka su date matrice A ∈ RI×K i B ∈ RJ×K , njihov Khatri-Raoov produkt
se oznacˇava s A  B. Rezultat je matrica velicˇine (IJ) × K definirana s
A  B =
[
a1 ⊗ b1 a2 ⊗ b2 · · · aK ⊗ bK
]
.
Ako su a i b vektori, onda su Khatri-Raoov i Kroneckerov produkt identicˇni, tj. a⊗b =
a  b.
Definicija 1.1.15. Hadamardov produkt je matricˇni produkt po elementima. Neka su date
matrice A i B istih dimenzija I × J. Njihov Hadamardov produkt se oznacˇava s A ∗ B.
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Rezultat je takoder velicˇine I × J i definiran je s
A ∗ B =

a11b11 a12b12 · · · a1Jb1J





aI1bI1 aI2bI2 · · · aIJbIJ
 .
Ovi matricˇni produkti imaju sljedec´a svojstva [45][51] koja c´e se pokazati korisnim u
nastavku:
(A ⊗ B)(C ⊗ D) = AC ⊗ BD,
(A ⊗ B)† = A† ⊗ B†,
A  B  C = (A  B)  C = A  (B  C),
(A  B)T (A  B) = AT A ∗ BT B,
(A  B)† = ((AT A) ∗ (BT B))†(A  B)T . (1.2)
Ovdje A† oznacˇava Moore-Penroseov pseudoinverz od A [20].
Kao primjer korisnosti Kroneckerovog produkta pogledajmo sljedec´e. Neka je X ∈
RI1×I2×···×IN i A(n) ∈ RJn×In za sve n ∈ {1, . . . ,N}. Tada za bilo koji n ∈ {1, . . . ,N} imamo
Y = X ×1 A(1) ×2 A(2) · · · ×N A(N) ⇐⇒ Y(n) = A(n)
(
AN ⊗ · · · ⊗ A(n+1) ⊗ A(n−1) ⊗ · · · ⊗ A1
)T
.
Za dokaz tvrdnje vidi Kolda [32].
1.2 Rang tenzora i CANDECOMP/PARAFAC
dekompozicija
Hitchcock [25][26] je 1927. godine predlozˇio ideju visˇemjesnog oblika tenzora, odnosno,
izrazˇavanje tenzora kao konacˇne sume tenzora ranga jedan; Cattell [11][12] je 1944. go-
dine predlozˇio ideju paralelne proporcionalne analize i ideju visˇestrukih osi za analizu.
Koncept je postao popularan nakon svog trec´eg uvodenja, 1970. godine u psihometrijskoj
zajednici, u obliku CANDECOMP (eng. canonical decomposition) po Carroll i Chang
[10] i PARAFAC (eng. parallel factors) po Harashman [21]. Mi se referiramo na CAN-
DECOMP/PARAFAC dekompoziciju kao CP po Kiers [30]. Mo¨cks [39] neovisno otkriva
CP u kontekstu istrazˇivanja mozga i naziva ga topografski komponentni model.
CP dekompozicija faktorizira tenzor u sumu komponenata tenzora ranga jedan. Npr.




ar ◦ br ◦ cr, (1.3)
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gdje je R pozitivni cijeli broj i ar ∈ RI , br ∈ RJ, cr ∈ RK za r = 1, . . . ,R, tj. zˇelimo odrediti
min
Xˆ
‖X − Xˆ‖ uz Xˆ =
R∑
r=1
λr ar ◦ br ◦ cr.




airb jrckr za i = 1, . . . , I, j = 1, . . . , J, k = 1, . . . ,K.
To je ilustriano Slikom 1.5.
Slika 1.5: CP dekompozicija trosmjernog tenzora
Matrice rastava se odnose na kombinaciju vektora iz komponenenata ranga jedan, od-
nosno, A =
[
a1 a2 · · · aR
]
i slicˇno za B i C. Koristec´i ove definicije, aprksimacijski
problem mozˇemo zapisati na sljedec´i nacˇin
min
Aˆ
‖X(1) − Aˆ(C  B)T ‖F , gdje je Aˆ = A · diag(λ),
tj. 1.3 se mozˇe aproksimirati u matricˇnoj formi:
X(1) ≈ Aˆ(C  B)T , (1.4)
X(2) ≈ Bˆ(C  A)T ,
X(3) ≈ Cˆ(B  A)T .
Trosmjerni model je ponekad zapisan u uvjetima frontalnih presjeka odX (vidi Sliku 1.3):
Xk ≈ AD(k)BT , gdje D(k) ≡ diag(ck:) za k = 1, . . . ,K.
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Analogone aproksimacije mozˇemo napisati i za horizontalne i lateralne presjeke. Ge-
neralno, izraze po presjecima nije lako prosˇiriti za visˇe od tri dimenzije. Slijedec´i Kolda
[32] (takoder vidi Kruskal [34]) CP model se mozˇe sazˇeto prikazati kao
X ≈ JA,B,CK ≡ R∑
r=1
ar ◦ br ◦ cr.
Cˇesto je korisno pretpostaviti da su stupci od A, B i C normalizirani na duljinu 1 s
tezˇinama pohranjenim u vektor λ ∈ RR stoga imamo
X ≈ Jλ; A,B,CK ≡ R∑
r=1
λr ar ◦ br ◦ cr. (1.5)
Rad je usredotocˇen na trosmjerni slucˇaj koji se sˇiroko primjenjuje i koji je dovoljan za
mnoge potrebe. Za opc´eniti tenzor N-tog reda, X ∈ RI1×I2×···×IN , CP dekompozicija je
X ≈ Jλ; A(1),A(2), . . . ,A(N)K ≡ R∑
r=1
λr a(1)r ◦ a(2)r ◦ · · · a(N)r ,
gdje je λ ∈ RR i A(n) ∈ RIn×R za n = 1, . . . ,N. U ovom slucˇaju n-mod matricizirana verzija
je data s
X(n) ≈ A(n)Λ(A(N)  · · ·  A(n+1)  A(n−1)  · · ·  A(1))T ,
gdje je Λ = diag(λ).
Rang tenzora
Definicija 1.2.1. Rang tenzora X, u oznaci rang (X), je najmanji broj tenzora ranga je-
dan koji generiraju X kao njihov zbroj [25][34]. Drugim rijecˇima, to je najmanji broj
komponenata u egzaktnoj CP dekompoziciji gdje egzaktan znacˇi da vrijedi jednakost u 1.5.
Hitchcock [25] prvi predlazˇe ovu definiciju ranga 1927. godine, Kruskal [34] to cˇini
50 godina nakon neovisno o njemu. Egzaktna CP dekompozicija sa R = rang(X) kompo-
nenata se naziva rang dekompozicija.
Definicija tenzorskog ranga je analogna definiciji matricˇnog ranga, ali svojstva ma-
tricˇnog i tenzorskog ranga su prilicˇno razlicˇita. Razlika je da rang realnog tenzora mozˇe
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Tablica 1.1: Maksimalni rang trosmjernih tenzora nad R
Dimenzije tenzora Maksimalni rang Citat
I × J × 2 min {I, J} + min {I, J, bmax {I, J} /2c} [27][36]
3 × 3 × 3 5 [36]






































Ovaj primjer je uzet iz Kruskal [35]. Dokaz da je ranga tri nad R i metodologija za
racˇunanje faktora mogu se nac´i u Ten Berge [46].
Sljedec´a bitna razlika izmedu matricˇnog i tenzorskog ranga je ta da ne postoji nepo-
sredni algoritam za utvrdivanje ranga za odredeni dati nam tenzor; problem je NP-tezˇak
[23].
Josˇ jedna posebnost tenzora je vezana uz maksimalni i tipicˇni rang.
Definicija 1.2.2. Maksimalni rang je najvec´i dostizˇan rang. Tipicˇni rang je proizvoljni
rang koji se pojavljuje sa vjerojatnosˇc´u vec´om od nule.
Za skup matrica dimenzija I × J, maksimalni i tipicˇni rang su identicˇni i jednaki su
min {I, J}. Za tenzore mogu biti razlicˇiti. Poznata je samo slaba gornja ograda za maksi-
malni rang proizvoljnog tenzora trec´eg reda X ∈ RI×J×K [36]:
rank(X) ≤ min {IJ, IK, JK} . (1.6)
Tablica 1.1 pokazuje poznate maksimalne rangove za tenzore odredenih dimenzija.
Najopc´enitiji rezultat je za tenzore trec´eg reda sa samo dva presjeka. Tablica 1.2 prika-
zuje neke poznate formule za tipicˇni rang odredenih tenzora trec´eg reda nad R. Za visˇe
pogledaj Bader i Kolda [4].
Racˇunanje odrezane CP dekompozicije
Kao sˇto smo vec´ spomenuli ne postoji konacˇan algoritam za odredivanje ranga tenzora
[36][23]; posljedicˇno, prvi problem koji se javlja u racˇunanju CP dekompozicijeje je kako
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Tablica 1.2: Tipicˇni rang trosmjernih tenzora nad R
Dimenzije tenzora Tipicˇni rang Citat
2 × 2 × 2 {2, 3} [36]
3 × 3 × 2 {3, 4} [35] [46]
5 × 3 × 3 {5, 6} [48]
I × J × 2 sa I ≥ 2J (veoma visok) 2J [49]
I × J × 2 sa J < I < 2J (visok) I [49]
I × I × 2 (kompaktan) {I, I + 1} [46][49]
I × J × K sa I ≥ JK (veoma visok) JK [47]
I × J × K sa JK − J < I < JK (visok) I [47]
I × J × K sa I = JK − J (kompaktan) {I, I + 1} [47]
odabrati broj komponenata ranga jedan. Vec´ina procedura isprobava visˇe CP dekompozi-
cija sa razlicˇitim brojem komponenata dok jedna ne bude dobra. Idealno, ako su podatci
bez sˇuma i imamo proceduru za racˇunanje CP dekompozicije sa danim brojem kompo-
nenata tada mozˇemo napraviti taj izracˇun za R = 1, 2, 3, . . . komponenata i stati na prvoj
vrijednosti R-a koja daje tocˇnost od sto posto. U nastavku rada c´emo vidjeti da ne postoji
savrsˇena procedura za odredivanje CP dekompozicije za dani broj komponenata.
Uz pretpostavku da je broj komponenata fiksiran postoje mnogi algoritmi za racˇunanje
CP dekompozicije. U radu c´emo obratiti pazˇnju na aktualni radni algoritam za CP dekom-
poziciju: metodu alternirajuc´ih najmanjih kvadrata ALS (eng. Alternating Least Squares)
predlozˇenu od Caroll i Chang [10] i Harshman [21]. Zbog laksˇe prezentacije, promatramo
metodu samo u slucˇaju tenzora trec´eg reda. Cijeli algoritam je prikazan za N-smjerni ten-
zor na Slici 1.6.
Slika 1.6: ALS algoritam za racˇunanje CP dekompozicije sa R komponenata za tenzor
N-tog reda X dimenzije I1 × I2 × · · · × IN .
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Neka je X ∈ RI×J×K tenzor trec´eg reda. Zˇelimo izracˇunati CP dekompoziciju sa R
komponenata koja najbolje aproksimira X, tj. zˇelimo nac´i
min
Xˆ
‖X − Xˆ‖ uz Xˆ =
R∑
r=1
λr ar ◦ br ◦ cr = Jλ; A,B,CK. (1.7)
ALS pristup fiksira B i C za rjesˇavanje A, zatim fiksira A i C za rjesˇavanje B, nakon
toga fiksira A i B za rjesˇavanje C te nastavlja ponavljajuc´i cijelu proceduru dok se ne
zadovolji neki kriterij zaustavljanja.
Fiksiranje svih matrica osim jedne reducira problem na linearni problem najmanjih
kvadrata. Npr. pretpostavimo da su B i C fiksirani. Tada, iz 1.4, mozˇemo zapisati minimi-
zacijski problem u matricˇnoj formi kao
min
Aˆ
‖X(1) − Aˆ(C  B)T ‖F , gdje je Aˆ = A · diag(λ).






Buduc´i da pseudoinverz Khatri-Raoovog produkta ima posebnu formu kao u 1.2, rjesˇenje
mozˇemo zapisati na sljedec´i nacˇin:
Aˆ = X(1)(C  B)(CT C ∗ BT B)†.
Prednost ove verzije jednakosti je da jedino trebamo izracˇunati pseudoinverz R × R
matrice umjesto da racˇunamo pseudoinverz JK × R matrice. Ova verzija nije uvijek pre-
porucˇljiva s obzirom na moguc´u pojavu numericˇkog losˇeg uredaja. Naposljetku, normali-
ziramo stupce od Aˆ da dobijemo A. Drugim rijecˇima, neka je λr = ‖aˆr‖ i ar = aˆr/λr za
r = 1, . . . ,R.
Cijela procedura ALS za N-smjerni tenzor je prikazana na Slici 1.6. Ona pretpostavlja
da je broj komponenata, R, CP dekompozicije odreden. Faktor matrice se mogu inicijalizi-
rati na bilo koji nacˇin, kao sˇto je nasumicˇno ili postavljanjem
A(n) = R vodec´ih lijevih svojstvenih vektora od X(n) za n = 1, . . . ,N.
Za visˇe o inicijalizaciji vidi [7][45]. U svakoj unutarnjoj iteraciji se mora izracˇunati
pseudoinverz matrice V (vidi Sliku 1.6), ali on je velicˇine samo R × R. Iteracije se po-
navljaju dok neka kombinacija uvjeta zaustavljanja ne bude zadovoljena. Moguc´i uvjeti
zaustavljanja su: 1) mali ili nikakav napredak u ciljnoj funkciji, 2) mala ili nikakva pro-
mjena u faktor matricama, 3) ciljna vrijednost nula ili blizu nule, 4) prekoracˇenje unaprijed
zadanog broja iteracija.
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ALS metodu je lako shvatiti i implementirati, ali mozˇe joj trebati mnogo iteracija za
konvergenciju. Sˇtovisˇe, nemamo garanciju konvergencije u globalni minimum ili barem
u stacionarnu tocˇku od 1.7. Jedino imamo garanciju konvergencije u rjesˇenje gdje ciljna
funkcija od 1.7 prestaje padati. Konacˇno rjesˇenje mozˇe jako ovisiti o pocˇetnim pretpostav-
kama.
Faber, Bro i Hopke [19] usporeduju ALS sa sˇest drugih metoda od kojih nijedna nije
bolja od ALS metode ako uzmemo u obzir kvalitetu rjesˇenja, iako je ASD (eng. Alterna-
ting Slicewise Diagonalization) metoda [29] priznata kao alternativa kad se uzme u obzir
vrijeme racˇunanja. Tomasi i Bro [50] usporeduju ALS i ASD metode sa cˇetiri druge te sa
tri varijante koje koriste Tucker-bazirano sazˇimanje i na tako smanjenom polju racˇunaju
CP dekompoziciju; vidi [8]. U ovoj usporedbi se nalaze i prigusˇena Gauss-Newton (dGN,
eng. domped Gauss-Newton) varijanta te varijanta nazvana PMF3 od Paatero [40]. Obje
metode, dGN i PMF3, optimiziraju sve faktor matrice simultano. Za razliku od prijasˇnjeg
istrazˇivanja ASD metoda se smatra inferiornom obzirom na druge alternirajuc´e metode.
dGN i PMF3 metode su generalno superiornije od ALS ako promatramo konvergencijska
svojstva, ali su memorijski i vremenski skuplje.
Poglavlje 2
TweetRank
2.1 Motivacija ili tko koga slijedi
Rangiranje autoriteta je komponenta od velike vazˇnosti za sˇiroki rang aplikacija drusˇtvene
mrezˇe kao sˇto su tematsko usmjerenje, visˇeslojno pretrazˇivanje ili preporuke kontakata.
Zajednice na mrezˇi (kao Twitter ili Facebook) daju vrlo ogranicˇene statistike o korisnicˇkim
odnosima kao sˇto je broj kontakata u korisnikovoj kontakt listi, broj registriranih proma-
tracˇa korisnikovih postova itd. Iako ovi brojevi adekvatno odrazˇavaju korisnikovu popular-
nost u drusˇtvenoj zajednici, njihova interpretacija u usmjerenijem kontekstu postaje veoma
tesˇka. Kao stvaran primjer za ovaj problem mozˇemo promatrati dva stvarna i usto prilicˇno
popularna korisnika u Twitter zajednici: timerners lee (20 tisuc´a pratitelja) i parishilton
(1.7 milijuna pratitelja). Pocˇetkom 2010. godine, oba korisnika su u isto vrijeme komenti-
rala lansiranje nove Apple iPad tehnologije postovima (tvitovima) kao sˇto je prikazano na
Slici 2.1.
Slika 2.1: Stvarni tvitovi korisnika timberners lee i parishilton na Twitteru
Iz cˇisto sˇpekulacijske perspektive, mozˇemo donijeti zakljucˇak da je korisnik parishil-
ton jacˇi Twitter autoritet od korisnika timerners lee na temu novih tehnologija. Dublja
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analiza postova obaju korisnika odmah pokazuje suprotno. Dok su doprinosi korisnika
timerners lee tocˇno usmjereni na nove istrazˇivacˇke/tehnolosˇke aspekte (Web Science, Lin-
ked Open Data, Semantic Web), korisnik parishilton je radije posvec´en temama kao sˇto su
poznate osobe, stil zˇivota ili samopromocija.
Potreba za kontekstualizacijom doprinosa dovodi do specificˇnih mehanizama znacˇajnih
za pojedine platforme te do samoorganiziranja stvaranjem vokabularnih prosˇirenja. Naj-
poznatiji oblik jednostavne kontekstualizacije sadrzˇaja je tagiranje, tj. korisˇtenje kratkih
izraza za oznacˇavanje sadrzˇaja. U Twitter zajednici primjer za to su tzv. hashtagovi (karak-
teristicˇne, kontekst indikativne rijecˇi unutar tekstualnog sadrzˇaja obiljezˇene prethodec´im
hash znakom) koji su postali prilicˇno popularni. Npr. pojam #w3c iz teksta sa Slike 2.1 je
jedan hashtag. U ovom konkretnom slucˇaju, zajednica je uspostavila praksu da se koristi
#w3c za oznacˇavanje postova srodnih W3C konzorciju. Ovo je klasicˇan primjer novonas-
tale semantike u modernim drusˇtvenim mrezˇama.
Osnovni scenarij za laganu kontekstualizaciju korisnicˇkih odnosa mozˇe biti organizi-
ran na slicˇan nacˇin. Konkretno, mozˇemo pretpostaviti da neki korisnici drusˇtvene mrezˇe
izricˇito iskazuju zanimanje za neku temu (recimo da je to jedan hashtag h). U nastavku
c´emo se osvrnuti na takve grupe korisnika kao na jedan h-kandidatni skup. Rangiranje
autoriteta za h-kandidatne skupove mozˇe biti temeljeno na kontekstualiziranim listama
pratitelja. Iz idejne perspektive, ovaj pristup mozˇemo promatrati kao poseban slucˇaj su-
radnicˇkog glasanja usmjerenog na h. Zapravo, mozˇemo ogranicˇiti opseg liste pratitelja
i prividno ukloniti sve korisnikove unose koji nisu izravno u h-kandidatnom skupu (tj.
nevazˇni su u kontekstu h). Drugim rijecˇima, jednostavno reduciramo liste pratitelja u
kontakte iz h-kandidatnog skupa. Dobivene kardinalnosti reduciranih lista pratitelja daju
prirodno rangiranje za preporuke kontakata (koga slijediti) u kontekstu promatranog hash-
taga.
Za promatrani Twitter scenarij, ova funkcionalnost je zaista ponudena od strane vanj-
skog posluzˇitelja wefollow.com. Tijekom registracije korisnici specificiraju kljucˇne rijecˇi
koje su im od interesa (tj. specificiraju hashtagove) te daju podatke o svojim racˇunima por-
tal posluzˇitelju (osiguravanje pristupa listi korisnika koje korisnik prati). Nakon toga, ko-
risnici mogu pristupiti rangiranoj listi kontakt preporuka za odabranu kljucˇnu rijecˇ (suges-
tija koga slijediti). Iako precizna organizacija od wefollow.com nije javna, generirana lista
mozˇe se reproducirati s iznimno viskom tocˇnosˇc´u koristec´i h-kandidatne skupove. Slika 2.2
prikazuje top 20 preporuka vezanih uz kljucˇnu rijecˇ semanticweb po wefollow.com i po su-
radnicˇkom glasanju. Implementacija suradnicˇkog glasanja koristi Twitterove vlastite API-e
(eng. Application Programming Interface) za prikupljanje javno dostupnih korisnicˇkih in-
formacija, npr. liste pratitelja. Male razlike u rang pozicijama mogu se objasniti cˇinjenicom
da Twitter profili nekoliko cˇlanova wefollow.com za kljucˇnu rijecˇ semanticweb (6 profila
od 242 promatrana) nisu otvoreni za javnost.
Ocˇiti nedostatak predlozˇene strategije je njeno ogranicˇenje na proaktivne korisnike koji
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Slika 2.2: Preporuke koga slijediti, h=#semanticweb
koriste novu uslugu i eksplicitno se ”pretplac´uju” za hashtagove od interesa. Korisnici koji
se nisu ”pretplatili” nisu dio h-kandidatnog skupa i na taj nacˇin ne mogu biti preporucˇeni.
Zanemaruje se njihova stvarna vazˇnost u kontekstu h. Ovo ogranicˇenje se mozˇe izbjec´i dru-
gim strategijama konstrukcije h-kandidatnog skupa. Mozˇemo uzeti u obzir ”aktivne” koris-
nike u smislu h (npr. trazˇec´i h u njihovim nedavnim postovima). U nastavku c´emo obratiti
pazˇnju prema korisnicima koji aktivno koriste zˇeljeni hashtag u odredenom vremenskom
razdoblju (npr. 4 tjedna) te c´e oni biti H-kandidatni skup. U praksi, H-kandidatni skup se
mozˇe izravno dobiti uz pomoc´ uobicˇajenih API-a pretrazˇivanjem po kljucˇnoj rijecˇ pri cˇemu
je h upit. Drugi dio Slike 2.2 prikazuje odgovarajuc´e preporuke koga slijediti za hashtag
h=#semanticweb na Twitteru. To se mozˇe promatrati kao H-kandidatni skup koji dobiva
znatno vec´i znacˇaj ukljucˇivanjem jako relevantnih korisnika iz podrucˇja h=#semanticweb
koji nemaju eksplicitnu registraciju na wefollow.com.
Upoznate strategije omoguc´uju biljezˇenje korisnicˇkih odnosa iz uobicˇajenih prikaza
drusˇtvene mrezˇe u graf strukture gdje cˇvorovi predstavljaju korisnike, a bridovi odnose
koji medusobno povezuju korisnike. Prema tome, algoritmi bazirani na grafovima za ran-
giranje autoriteta kao sˇto su PageRank [6], HITS [31] ili SALSA [37] mogu se primjeniti
na drusˇtvene mrezˇe. Umjesto ocjena Web stranica promatrat c´emo korisnicˇke ocjene u
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drusˇtvenom okruzˇenju uzimajuc´i u obzir jedan ili visˇe kriterija, npr. hub i autoritet ocjene
u HITS. Te ocjene odrazˇavaju znacˇaj (centralnost) pojedinih korisnika u drusˇtvenoj mrezˇi i
na taj se nacˇin mogu iskoristiti za procjenu relevantnosti npr. u preporukama koga slijediti.
Mozˇemo donijeti dva vazˇna zapazˇanja o rangiranju autoriteta u drusˇtvenim grafovima.
Prvo, racˇunalni modeli standardnih algoritama za mrezˇnu analizu uzimaju u obzir samo
strukturne informacije, tj. samo povezanost cˇvorova grafa. Dodatna semantika poveza-
nosti, npr. znanje o razlicˇitim tipovima odnosa, nije korisˇtena. Drugo, mnogo je slucˇajeva
u kojima se koristi vokabular koji se preklapa, preopsˇiran je ili proturjecˇno opisuje slicˇne
probleme. Dakle, mozˇemo ocˇekivati preopsˇirnost u smislu postojanja razlicˇitih hashta-
gova sa veoma slicˇnim (ili povezanim) znacˇenjem, npr. h1=#semanticweb, h2=#RDF i
h3=#ontology. Obicˇno algoritmi za rangiranje autoriteta ne pruzˇaju podrsˇku za pronalazak
ovakvih grupa.
2.2 Drusˇtvena mrezˇa kao tenzor
U nastavku c´emo se upoznati sa uspjesˇnim TweetRank pristupom za rangiranje autoriteta u
zajednicama drusˇtve mrezˇe. Doradit c´emo formalnu notaciju drusˇtvenih grafova i tenzora,
upoznati faktorizaciju tenzora za fino rangiranje autoriteta i pokazati stvarne primjere sa
rezultatima.
TweetRank model
Definiramo graf drusˇtvene mrezˇe kao graf G = (V, L, E, linkType), gdje je V skup korisnika
u zajednici, L je skup literala (hashtagova) i E je skup relacija medu korisnicima u V . Funk-
cija linkType : E −→ L vrac´a oznaku iz L koja povezuje dva korisnika. Slika 2.3 poka-
zuje pojednostavljeni graf drusˇtvene mrezˇe koji sadrzˇi pet korisnika (A=Ante, B=Branimir,
C=Cvita, D=Dino, E=Eva), dva hashtaga kao literale (lifestyle=L, semanticweb=S) i deset
relacija dvaju razlicˇitih tipova: slijedi-lifestyle i slijedi-semanticweb. Precizna semantika
takvih poveznica je specificˇna obzirom na aplikaciju; u nasˇem jednostavnom primjeru pret-
postavljamo da je korisnik X povezan sa korisnikom Y bridom tipa Z ako i samo ako 1) X
slijedi Y i 2) oba su nedavno koristili hashtag Z u svojim postovima. Npr. graf izrazˇava da
Ante slijedi Branimira po svojstvu lifestyle.
Mi prikazujemo grafove drusˇtvene mrezˇe kao trodimenzionalni tenzor T gdje svaki od
njegovih presjeka predstavlja matricu susjedstva za jednu relaciju tipa L. Slika 2.4 prikazuje
tenzor nastao iz jednostavnog grafa sa Slike 2.3. Prva matrica susjedstva T::1 modelira
povezanost po svojstvima semanticweb. Ulaz >0 odgovara postojanju poveznice po tom
svojstvu, prazni ulazi se smatraju nulama. Druga matrica T::2 modelira veze po svojstvu
lifestyle. Npr. cˇinjenica da Ante slijedi Branimira po svojstvu lifestyle rezultira time da je
t122 = 1 u tenzorskoj reprezentaciji.
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Slika 2.3: Jednostavni graf drusˇtvene mrezˇe
Slika 2.4: Tenzorska reprezentacija
PARAFAC dekompozicija za rangiranje autoriteta
Graf drusˇtvene mrezˇe mozˇe biti opisan matricom susjedstva. Na mrezˇni graf matrice M
mozˇe se primjeniti dobro znanu metodu rangiranja autoriteta kao HITS [31]. HITS de-
finira problem rangiranja autoriteta kroz medusobno jacˇanje ocjena huba i autoriteta za
vrhove grafa (zajednica korisnika u nasˇem slucˇaju). Ocjena autoriteta (vazˇnosti) svakog
vrha je definirana kao suma ocjena huba njegovih prethodnika. Analogno, ocjena huba
(povezanosti) svakog vrha je definirana kao suma ocjena autoriteta njegovih sljedbenika.
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Primjenom SVD dekompozicije na matricu susjedstva dobivamo ocjene huba i autoriteta
za vrhove grafa za svaku svojstvenu vrijednost od M sˇto se mozˇe interpretirati kao dodje-
ljivanje ranga razlicˇitim nama zanimljivim temama. Formalno, ovom metodom, je neka
proizvoljna matrica M ∈ Rk×l podijeljena u tri matrice U ∈ Rk×m, S ∈ Rm×m i V ∈ Rl×m.
Matrice U i V predstavljaju izlazne i ulazne veze s obzirom na glavni cˇimbenik sadrzˇan u
S. Matricu M mozˇemo zapisati kao sumu matrica ranga jedan M =
∑m
k=1 Sk · Uk ◦ Vk. Ova
dvosmjerna dekompozicija daje ocjene autoriteta i huba (vidi Sliku 2.5 a)) [4].
Slika 2.5: a)Dekompozicija matrice, b)Dekompozicija tenzora
Modeliranje nekoliko tipova veze odvojenim matricama rezultira veoma prorijedenim
i nepovezanim matricama. Umjesto toga, tenzorski model primjenjen u TweetRank-u
omoguc´uje reprezentaciju svih matrica susjedstva ukljucˇujuc´i informacije o povezanosti
izmedu tipova veze. Metoda tenzorske dekompozicije kao PARAFAC mozˇe tada otkriti do
prije skrivene ovisnosti.
Ove metode se smatraju ekvivalentnima matricˇnim dekompozicijama visˇeg reda. Ten-
zorska dekompozicija PARAFAC kao prednost ima robusnost i ucˇinkovitost racˇunanja.
Ove prednosti su zbog njenog jedinstvenog skaliranja i permutiranja dobivenih komponent
matrica [22]. PARAFAC ulazne tenzore transformira u tzv. Kruskalove tenzore, u sumu
tenzora ranga jedan. Posljedicˇno, u TweetRank metodi iz posebnih tenzora ranga jedan
dobivenih dekompozicijom dijelimo autoritet i hub ocjene za posebne skrivene aspekte
analiziranih podataka. U kontekstu rada usredotocˇimo se na trosmjerne tenzore koji repre-
zentiraju povezanost izmedu cˇvorova grafa (korisnika) zajedno sa semantikom korisnicˇkih
odnosa.
Formalno, tenzor T ∈ Rk×l×m je rastavljen PARAFAC dekompozicijom u komponentne
matrice U ∈ Rk×n, V ∈ Rl×n, Z ∈ Rm×n i n glavnih (centralnih) faktora (pf ) λi u silaznom
poretku. Tenzor T mozˇemo zapisati kao Kruskalov tenzor T ≈ ∑nk=1 λk ·Uk◦Vk◦Zk, gdje λk
oznacˇava k-ti centralni faktor, Uk, Vk, Zk oznacˇava k-ti stupac matrice te ◦ oznacˇava vanjski
produkt [4]. Matrice U, V i Z daju odnos i-te dimenzije i centralnih faktora. Jednako kao
SVD, PARAFAC dekompozicija izvodi skrivene ovisnosti povezane sa glavnim faktorima
te izrazˇava dimenzije tenzora preko veza sa glavnim faktorima. Ovisno o broju glavnih
faktora PARAFAC dekompozicija mozˇe biti bez gubitaka. Za rang tenzora T ∈ Rk×l×m
trec´eg reda znamo slabu gornju ogradu (vidi 1.6 ). Nema pravog nacˇina za procjenu opti-
malnog broja glavnih faktora za prikladnu dekompoziciju, ali postoji nekoliko indikatora.
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Npr. analiza ostataka ili konzistencija jezgre [9]. PARAFAC tenzorska dekompozicija iz-
vodi ocjene autoriteta i hubova i usto dodatne ocjene za vazˇnost tipova veze (vidi Sliku 2.5
b)). Tenzor T iz Odlomka 2.2 kombinira informacije o tome tko koga slijedi s nasˇim
objasˇnjenjima sljedbenicˇkih veza. Dakle, PARAFAC dekompozicija c´e dati matricu U sa
subjekt-glavni faktor odnosom, V s objekt-glavni faktor odnosom i Z sa svojstvo-glavni
faktor odnosom. Drugim rijecˇima, U sadrzˇi hub ocjene kao povezanost korisnika i glav-
nih faktora, V sadrzˇi ocjene autoriteta kao povezanost korisnika i glavnih faktora, Z sadrzˇi
ocjene povezanosti literala (hashtagova) i glavnih faktora. U usporedbi s HITS-om najvec´i
ulaz od U1 odgovara najboljem hubu za prvi glavni faktor, a najvec´i ulaz od V1 najboljem
autoritetu.
Primjer rangiranja
Primjenom navedene faktorizacije i analize na graf ilustriran Slikom 2.3 dobivamo rezul-
tate prikazane na Slici 2.6 u prva cˇetiri stupca. Na Slikama 2.7 i 2.8 se vidi izvrsˇni kod u
Matlab okruzˇenju gdje je korisˇten MATLAB tensor toolbox 1. Prepoznajemo dvije grupe,
jednu gdje hashtag lifestyle ima visoku ocjenu i jednu gdje hashtag semanticweb ima vi-
soku ocjenu. Autoritativni izvori za svaku grupu se razlikuju. Cvita i Branimir imaju
visoke ocjene s obzirom na lifestyle. Dino i Eva su najvec´i autoriteti kad je u pitanju se-
manticweb. Primjena HITS algoritma sa Slike 2.9 u Payton okruzˇenju rezultira rangiranjem
prikazanim u petom i sˇestom stupcu na Slici 2.6. HITS rangiranje odgovara rangiranju ba-
ziranom na ulaznim stupnjevima izvora. Rangiranje dobiveno PARAFAC dekompozicijom
je razlicˇito od HITS rezultata jer provode rangiranje uzimanjem u obzir razlicˇitih vidova
znanja o podatcima.
2.3 Implementacija
Nakon upoznavanja teorijske pozadine TweetRank-a, objasnit c´emo implementaciju u pri-
mjenjiv sistem. Opisane su tri glavne komponente TweetRank arhitekture koje ukratko
opisuju proces (1) prikupljanje podataka i transformacija u tenzorski model, (2) predo-
brada podataka, (3) PARAFAC dekompozicija za TweetRank. Na kraju dajemo primjer
korisˇtenja koji je preuzet iz [44] zajedno sa razultatima i analizom. Sizov i ostali [44] su
koristili programsko okruzˇenje Java2.
1Besplatno dostupan na http://www.sandia.gov/˜tgkolda/TensorToolbox/index-2.5.html
2Okvir za implementaciju je dostupan kao open source paket na http://west.uni-koblenz.de/
Research
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Slika 2.6: PARAFAC i HITS
Slika 2.7: Tenzor u Matlabu
Prikupljanje podataka i transformacija
Prvi procesni korak za rangiranje podataka iz drusˇtvene mrezˇe je njihovo prikupljanje.
Cilj ovog koraka je konstrukcija grafa semanticˇkih relacija izmedu relevantnih korisnika
platforme G = (V, L, E, linkType). Za mnoge platforme drusˇtvenih mrezˇa prikupljanje
relevantnih podataka za konstrukciju kandidatnog skupa korisnika V mozˇe biti izravno im-
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Slika 2.8: PARAFAC dekompozicija
plementirano u postojec´oj platformi - specijalne API funkcije. Npr. Twitter API podrsˇka
je dostupna za sve glavne programske jezike. Ovaj API mozˇe koristiti proizvoljni vlas-
nik racˇuna na platformi sa izvjesnim performansnim ogranicˇenjima (u smislu broja upita
po satu). Pristup vec´eg razmjera API funkcijama mozˇe se odobriti nakon pojedinacˇnog
zahtjeva.
Proces prikupljanja podataka pocˇinje sa specificiranjem interesnih pojmova. Ti poj-
movi se proslijede platformi, specificˇnoj API funkciji za pretragu baziranu na kljucˇnoj
rijecˇi koja vrac´a odgovarajuc´e postove zajedno sa metapodatcima (uobicˇajeno ukljucˇujuc´i
autorov ID). ID-ovi od autora se tada vade i dodaju u V . Nakon toga, prethodnici i sljedbe-
nici svih korijenskih korisnika, u smislu sadrzˇajno povezanih relacija, se takoder ucˇitavaju
26 POGLAVLJE 2. TWEETRANK
Slika 2.9: HITS algoritam
i dodaju u V . Ovaj korak je obicˇno podrzˇan od strane platformskih API funkcija za de-
talje korisnicˇkih profila. Npr. Twitter API osigurava odredene funkcije za pronalazak
prethodnika i sljedbenika datog korisnika: lista sljedbenika (korisnici koji promatraju pos-
tove datog korisnika) i lista korisnika koje dati korisnik slijedi. Daljnje sˇirenje skupa V
mozˇemo postic´i prolazec´i kroz relacije slijedi i slijeden do odredene zadane maksimalne
dubine (pronalazak sljedbenika od sljedbenika).
U sljedec´em koraku, ucˇitava se za svakog korisnika iz u ∈ V broj njegovih nedavnih
postova. U Twitter API ova funkcionalnost je izravno ponudena kao dio opsezˇne potpore
za pretragu. Svaki post se nakon toga rastavi u pojmove t ∈ L. Za konstrukciju bridova
u E, pretpostavljamo da je korisnik u1 ∈ U povezan s korisnikom u2 ∈ U bridom e ∈ E
oznacˇenim linkType(e) = t ∈ L ako je u1 poznat kao prethodnik od u2 u smislu platforme
(u1 slijedi u2) i oba su cˇesto koristili pojam t u svojim postovima. U Twitter slucˇaju,
uobicˇajena praksa laganog oznacˇavanja sadrzˇaja je upotreba hashtagova. Iz tog razloga,
prije slanja inicijalnog upita Twitteru dodaje se hash znak ispred svakog pojma koji nas
zanima te ne razmatramo pojmove bez hash znaka u vrac´enim postovima. Konacˇno, graf
je transformiran u tenzorsku reprezentaciju za faktorizacijsku analizu.
Vazˇno podesˇavanje parametara u okviru ukljucˇuje broj potrebnih postova za inicijali-
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zaciju liste korisnika, maksimalan broj prethodnika/sljedbenika koje treba uzeti u obzir za
svakog korisnika, broj nedavnih postova po korisniku koji c´e biti obradivani i filtracijski
kriterij za uklanjanje potencijalno nevazˇnih korisnika i pojmova. Za Twitter je instanciran
okvir sljedec´im postavkama (empirijski procijenjeno u seriji slicˇnih eksperimenata) 300
korisnika za inicijalni skup, do 500 izravnih prethodnika/sljedbenika po korisniku (smnji-
vanje njihovog broja slucˇajnim uklanjanjem suvisˇnih unosa kada je to potrebno), 100 ne-
davnih postova po korisniku za analizu, svaki hashtag t ∈ L trebao bi biti korisˇten od strane
barem 10 razlicˇitih korisnika, svaki korisnik u ∈ V trebao bi koristiti u svojim postovima
barem 3 hashtaga iz L.
Daljnji predprocesni korak je davanje tezˇine prikupljenim korisnicˇkim relacijama za
daljnje uklanjanje negativnih ucˇinaka dominacije. Pojacˇavaju se relacije na temelju njihove
hashtag ucˇestalosti tako da se postovi sa manje ucˇestalim hashtagovima pojacˇavaju jacˇe




1 + log αlinks(z) , x, y ∈ V
links(z) =| {e ∈ E|linkType(e) = z} |
α = links(x) | ∀t ∈ L, links(x) ≥ links(t)
0, inacˇe
Vrijednost α oznacˇava broj relacija u kojima sudjeluje najdominantniji hashtag. Funk-
cija links(t) (links : L −→ N0) vrac´a broj relacija iz E induciranih hashtagom t ∈ L.
Naglasˇavamo da su implementirani koraci predobrade podataka vrijedni za oblikova-
nje rang analize u cjelini. Znakovito je da jednostavne metode za rangiranje autoriteta,
primjerice prebrojavanje ocjena ulaznih veza po resursu i predikatu, imaju visˇe koristi od
predobrade, nego sˇto to imaju mnogo slozˇenije metode kao npr. PARAFAC.
PARAFAC dekompozicija za TweetRank
Analiza provodi PARAFAC dekompoziciju tenzora kao sˇto je modelirano i kreirano u pret-
hodnom koraku. Integrirni su postojec´i softverski paketi [3] u tu svrhu. Kao sˇto je ranije
navedeno broj faktora za PARAFAC dekompoziciju je presudan za kvalitetu rezultata ana-
lize. Odredivanje optimalnog broja faktora je josˇ otvoren problem. Objavljene su neke
heuristike za odredivanje pogodnog broja faktora npr. CONCORDIA [9]. Odredivanje
faktora primjenjeno u TweetRank modelu je razvijeno u ovom radu.
Rezultat analize je Kruskalov tenzor [4] koji aproksimira orginalni tenzor. Kao sˇto je
ilustrirano na Slici 2.10 rezultirajuc´i vektori za prvu (redak), drugu (stupac) i trec´u dimen-
ziju su prikazani sa tri matrice. Stupci svake od matrica odgovaraju ocjenama izracˇunatim
za razlicˇite faktore p f1 · · · p fn (glavni faktori). Analogno SVD-u, vrijednosti u stupcˇanim
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vektorima odgovaraju ocjenama autoriteta, odnosno, ukazuju na vazˇnost resursa uzimajuc´i
u obzir njegov ulazni stupanj. Vrijednosti u retcˇanim vektorima odgovaraju hub ocjenama,
odnosno, ukazuju na vazˇnost resursa uzimajuc´i u obzir njegov izlazni stupanj. Za teme-
ljitu analizu veze izmedu SVD dekompozicije i njene interpretacije za analiziranje pove-
zanosti pogledajte [31]. Vrijednosti u vektorima trec´e dimenzije pokazuju vazˇnost izraza
s obzirom na hub i autoritet korisnika. Koristec´i ove oznake, interpretirane su hub ocjene
kao indikativne za vazˇnost korisnika kao promatracˇa drugih korisnika. Obratno, autoritet
ocjene pokazuju vazˇnost korisnika kao subjekta kojeg se promatra. Kao sˇto su modelira-
lirani izrazi u postovima, njihova vazˇnost za glavne faktore se mozˇe vidjeti u vektorima
trec´e dimenzije.
Slika 2.10: Rezultat analize
Primjer korisˇtenja
Za demonstraciju funkcionalnosti prikazanog okvira razmotren je upit semanticweb iz
probnog Twitter scenarija. Pokrenuta je konstrukcija tematski usmjerenog drusˇtvenog
grafa slanjem Twitteru zahtjeva za pretragom baziranog na kljucˇnoj rijecˇi q = #semanticweb.
Nakon koraka prosˇirenja (dodavanje prethodnika, sljedbenika, preuzimanja postova pri-
kupljenih dosad od svih korisnika) i zajednicˇke predobrade dobiven je drusˇtveni graf G =
(V, L, E, linkType) s | V |= 1323 korisnika, | L |= 175 hashtagova, | E |= 17190 korisnicˇkih
relacija.
Nakon toga, tenzorska dekompozicija sa f = 15 PARAFAC faktora omoguc´uje ocjene
autoriteta i huba za korisnike te hashtag znacˇaj za svaki faktor. Slika 2.11 preuzeta iz
[44] prikazuje pet najznacˇajnijih hashtagova i korisnika za neke faktore ove dekompozicije
(poredani redom po hashtag znacˇaju i autoritetu korisnika).
Mogu se izvesti neka vazˇna zapazˇanja o rezultatima prikazanim na Slici 2.11. Prvo,
ocjenjivanje autoriteta za promatrani faktor semanticweb je usko povezano sa rezultatima
nastalim jednostavnijim mehanizmima rangiranja (npr. preporuka H-kandidatnog skupa).
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Slika 2.11: TweetRank rezultati za upit semanticweb na Twitteru
Rezultati su u potpunosti bazirani na nedavnim korisnicˇkim postovima i trenutnim ko-
risnicˇkim relacijama. Dakle, bilo koja nuspojava dugorocˇnog korisnicˇkog profiliranja (kao
sˇto je privremena korisnicˇka aktivnost na odredenu temu, ali veoma davno) nec´e imati
utjecaja na trenutne preporuke. Nakon glavnog faktora (recimo semanticweb jezgre) de-
kompozicija dohvac´a teme drugog reda povezane sa semanticweb i reflektiranih u Twitter
postovima, npr. web tools, multimedia, security & privacy, social media i programming.
U tom smislu, raznolikost i strukturiranje rezultata preporuke su znacˇajno povec´ani. Kao
rezultat, korisnik mozˇe bolje identificirati stvarni cilj od vlastitog interesa povezan sa se-
manticweb i tada slijedi najbolje ocijenjene korisnike u kontekstu te teme.
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2.4 Povezani rad
Iz idejne perspektive, dva naslova mozˇemo vidjeti kao usko povezana s TweetRank mo-
delom: rangiranje autoriteta za mrezˇni sadrzˇaj i rangiranje polustrukturiranih podataka
bazirano na grafu. Ovaj odlomak daje kratak pregled tih podrucˇja i izdvaja TweetRank od
drugih postojec´ih rjesˇenja.
Vrednovanje web stranica
PageRank [6], HITS [31] i SALSA [37] su istaknuti algoritmi bazirani na analizi poveznica
za rangiranje web stranica. PageRank razvija model slucˇajne sˇetnje medu web stranicama
gdje je stalna vjerojatnost prolaska kroz odredene stranice interpretirana kao mjera njihove
vazˇnosti: HITS se temelji na ideji medusobnog jacˇanja izmedu ocjena vazˇnosti (autoritet)
i povezanosti (hub) web stranica. SALSA-u mozˇemo promatrati kao slozˇenije hibridno
rjesˇenje koje integrira ideje PageRank i HITS algoritma kombinacijom obiju uputa prelaska
poveznica za konstrukciju modela grafa. Konceptualna generalizacija ove vrste metoda
je data u [17]. Za razliku od TweetRank modela, ova familija metoda daje neprirodne
mehanizme za izrazˇavanje i iskorisˇtavanje semantike veza/relacija.
Kontekstualizacija modela grafa mozˇe se postic´i kroz razlicˇite prilagodbe spomenutih
modela. Moguc´e prilagodbe ukljucˇuju razna prilagodena davanja tezˇina bridovima grafa
(npr. na temelju pojave odredenih pojmova u web dokumentima [41][43], klasifikaciji
sadrzˇaja [16][24], strukturnim svojstvima kao povezivanje u domeni-izvan domene [5]) ili
zajednicˇko vjerojatnosno modeliranje za sadrzˇaj i povezanost web stranica [14]. U su-
protnosti sa TweetRank modelom, ova rjesˇenja su dizajnirana za web okruzˇenje i ne uvode
razlikovanje semantike veze. Rjesˇenje predstavljeno u [33] koristi za rangiranje web autori-
teta reprezentaciju visˇeg reda hiperpovezanog grafa oznacˇavajuc´i bridove grafa fiksiranim
tekstom hiperpoveznica. Ova metoda je usko povezana sa TweetRank modelom, ali se
bavi potpuno drugacˇijom postavkom problema (poveznice i vrhovi u web grafu nasuprot
korisnicˇkih relacija u drusˇtvenoj mrezˇi).
Drugu vrstu kontekstualizacije za modele rangiranja autoriteta mozˇemo promatrati na
podrucˇju personalizacije pretrage npr. Eirinaki i Vazirgiannis [18] predstavljaju modifika-
ciju PageRank algoritma za racˇunanje personaliziranih preporuka web stranica dajuc´i put
posjec´enih stranica. Njihov model zahtjeva pristup web server evidenciji koja pruzˇa statis-
tike o putevima pregledanim od strane drugih korisnika. BrowseRank [38] je dodatni pri-
mjer pristupa rangiranju stranica koji zahtjeva prikupljanje statistika o ponasˇanju korisnika
kao sˇto je vrijeme provedeno na web stranici. Generalizirani algoritam za personalizirano
rangiranje autoriteta je opisan u [28].
Nasˇ TweetRank pristup je dizajniran za scenarij kontekstno orijentirane preporuke za
kontakt u okruzˇenju drusˇtvene mrezˇe. Prezentirani pristup je konceptualno opc´enitiji i
ne oslanja se na korisnicˇke profile i evidentirane upite. Detaljne statisticˇke informacije o
prijasˇnjim interakcijama korisnika cˇesto nisu dostupne kroz API drusˇtvene mrezˇe (jedan
od razloga je cˇuvanje privatnosti). Ova informacija se mozˇe lako integrirati u TweetRank
model ako je potrbno.
Rangiranje polustrukturiranih podataka
ObjectRank dodaje prijenosne tezˇine autoritetima za razlicˇite tipove veza u PageRank algo-
ritmu. Te tezˇine utjecˇu na slucˇajnu sˇetnju potencijalnih korisnika i dodjeljuju ih strucˇnjaci
za domenu. Beagle++ [13] je prosˇirenje za Beagle desktop trazˇilicu koja stavlja Objec-
tRank u RDF medu podatke o desktop objektima za poboljsˇanje njihovog rangiranja u
desktop scenarijima pretrazˇivanja. TweetRank model takoder razmatra semantiku relacija.
To je pristup za brzo racˇunanje rangova za korisnike i korisnicˇke grupe kao odgovor na
hashtag upit. Ne oslanja se na rucˇno dodane tezˇine veze te se bazira na generaliziranom
HITS algoritmu umjesto PageRank algoritma.
Anyanwu i Sheth prezentiraju okvir za odgovaranje na upite s uvazˇavanjem tzv. se-
manticˇkih udruzˇenja [2]. Semanticˇko udruzˇenje predstavlja semanticˇku slicˇnost izmedu
putova koji povezuju razlicˇite resurse u RDF modelu. Aleman-Meza i ostali [1] su prezenti-
rali i razvili metode za rangiranje semanticˇkih udruzˇenja. Kao nastavljeni rad od Anyanwu
i Sheth [2], prezentirane metode gadaju identifikaciju slicˇnih resursa kako bi je primje-
nili na scenarijima poput prevencije fatalnih pogresˇaka. Njihov pristup ukljucˇuje kriterij
rangiranja uzimajuc´i u obzir strukturu grafa i korisnicˇki kontekst. Korisnicˇki kontekst je
definiran staticˇki odabirom ontologije koncepata koji se smatraju reprezentativnim za ko-
risnicˇki kontekst. Ramakrishnan i ostali prezentiraju heuristike za davanje tezˇine uzorcima
grafa sˇto povezuju dva cˇvora u grafu uzimajuc´i u obzir razlike s bridovima danim od strane
RDF grafova koji ukljucˇuju schema informacije kodirane kao RDFS ontologije [42]. Raniji
pristupi analizi uzoraka grafa prezentiraju metode s pretpostavkom da postoji samo jedan
tip bridova. Uz prezentaciju heuristika, prezentiraju procjenu svojeg ciljnog pitanja koja
heuristika rezultira kvalitetnijim uzorcima.
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U ovom radu iznesene su osnovne definicije vezane uz tenzore. Detaljno je opisana notacija
i operacije nad tenzorima. Dotaknuto je odredivanje ranga tenzora kao i razlike u usporedbi
svojstava tenzorskog s matricˇnim rangom (rang tenzora mozˇe biti razlicˇit nad R i nad C,
problem odredivanja ranga tenzora je NP-tezˇak). Nakon toga rad se bavi odredivanjem PA-
RAFAC dekompozicije tenzora trec´eg reda, dok je za tenzore visˇeg reda iznesen pseudokod
na Slici 1.7.
Takoder, ovom radu je predstavljen TweetRank model, novi pristup rangiranju auto-
riteta u zajednici drusˇtvenih mrezˇa. Koncepcijski, TweetRank je dodatak metodama za
rangiranje autoriteta znanih iz web pretrazˇivanja kao sˇto su PageRank i HITS. Ovaj pristup
iskorisˇtava novi reprezentacijski model za drusˇtvene grafove temeljen na trodimenzional-
nim tenzorima. To nam omoguc´uje da prirodnim putem iskoristimo semantiku korisnicˇkih
relacija. Primjenom PARAFAC tenzorske dekompozicije identificiramo autoritativne iz-
vore u drusˇtvenoj mrezˇi kao i grupe semanticˇki usko povezanih pojmova od interesa. Iz
tog razloga TweetRank model mozˇemo smatrati sljedec´im korakom prema ucˇinkovitijoj i
djelotvornijoj tehnologiji pretrazˇivanja/preporucˇivanja za drusˇtvenu mrezˇu.

Summary
In this work we presented basic definitions related with tensors. Specified description is
made for notation and tensor operations. We also observed determination of tensor rank
and differences in comparation between property of tensor and matrix rank (tensor rank
can be different over R and over C, the problem of determining tensor rank is NP-hard).
After that this work deals with determining PARAFAC tensor decomposition of third-order
tensors, while for the higher-order tensors is presented pseudocode on Figure 1.7.
Also, in this work we presented TweetRank, a novel approach for authority ranking in
Social Web communities. Conceptually, TweetRank is a correspondent to authority ranking
methods known from Web retrieval, such as PageRank or HITS. This approach exploits
the novel representational model for social graphs, based on 3-dimensional tensors. This
allows us to exploit in the natural way the available semantics of user relations. By applying
the PARAFAC tensor decomposition we identify authoritative sources in the social network
as well as groups of semantically coherent terms of interest. Therefore, TweetRank can be
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