Abstract-Multi-hop or cascaded distributed multi-input and multi-output (DMIMO) occurs in a series of clusters of singleantenna radios, when the clusters relay to each other, using concurrent transmission one cluster to the next, within a cooperative route. We address the case of no external synchronization, where one cluster derives its transmit synchronization from a packet received from the previous cluster. For DMIMO system based on orthogonal frequency division multiplexing (OFDM) transmission, frequency offsets between cooperating transmitters or cluster members induce inter-carrier-interference (ICI) in the receivers of the next cluster. Also, the timing offsets between transmitters create additional delay spread potentially necessitating a longer guard interval. Rather than estimating each of the multiple offsets, each receiver estimates just one offset, which implicitly is a channel gain-weighted average, known from our previous work to yield statistically stable synchronization from hop to hop. To effectively suppress the timing and frequency offsets between distributed transmitters, we designed a novel preamble which facilitates this one-step estimation without explicit knowledge of channel gains. The performance improvement of the estimation algorithm is evaluated through simulation as well as experiment on GNU Radio and USRPs.
I. INTRODUCTION
Distributed multiple-input-multiple-output (DMIMO) has been gaining attention recently in the context of multi-hop networks as a means for highly reliable and low-latency cooperative routing, when the MIMO channel is exploited for transmit and receive diversity [1] [2] [3] [4] , or as a means for high-throughput ad hoc networking, when the MIMO channel is used with spatial multiplexing [5] [6] . In both cases, a cooperative route is realized as a series of relaying clusters, where one cluster concurrently relays a packet to the next cluster. This paper focuses on the type of multi-hop DMIMO where relays do not share the message with each other prior to transmission and when there is no external synchronization for the cluster, such as GPS. Instead, in our proposed method, each relay derives its transmit time and carrier frequency from the super-imposed versions of a preamble, received through several diversity channels from the previous cluster. We note that synchronization for relay transmission is more demanding than synchronization for decoding, because worstcase synchronization for decoding at the relays in one cluster plus multipath spreads in the next hop can exceed the delay and frequency spread tolerances in the receivers of the next hop.
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Synchronization for DMIMO is challenging because each wireless node generates its carrier signal and clock from a local oscillator, and although local oscillators on different nodes are designed to have the same nominal frequency, they generally have slightly different frequencies because of tolerances in manufacturing and variations in temperature [7] . In orthogonal frequency division multiplexing (OFDM), which is popular in standards today because of its high bandwidth efficiency and convenient implementation, these differences cause carrier frequency offsets (CFOs) between cooperative transmitters, which can induce inter-carrier-interference (ICI). Furthermore, the processing time that is required to process the data packet in each transmitter is highly unpredictable [8] [9], contributing to a large delay spread at the receiver, which could exceed the cyclic prefix.
Most of the previous work in synchronization for cooperative or distributed transmission explicitly estimates each of the multiple offsets and then exploits those estimates to equalize or otherwise compensate the offsets in the destination receiver [10] [11] [12] . The estimation can be done using either a time-division multiplexing (TDM)-based training sequences [10] or an approach designed especially for simultaneous or concurrent transmission by the cooperative transmitters [11] [12] . In the TDM-based approach, each relay transmits in a different time slot, causing excessive overhead when there are more than two cooperating transmitters, e.g., in opportunistic large arrays [13] or in a wide cooperative route [3] [4] .
Several authors have addressed explicit offsets estimation for simultaneous transmission [11] [12] . In [11] , orthogonal training preambles are proposed to estimate multiple timing and frequency offsets for OFDM distributed space-time block codes (STBCs). The method estimates the multiple offsets at the destination and feeds back the estimates to the relays so that the data can arrive in a synchronous manner. However, the feedback operation requires extensive resources in some applications. Furthermore, the feedback might not be possible if the cooperation creates range extension where the destination cannot reach back to the relay by itself. Also, although our proposed preambles are similar to [11] in that they are both orthogonal and OFDM-based, the preambles in [11] would not enable the low-complexity, single-estimate approach that we propose. Linearly independent training signals simultaneously transmitted from the relays are proposed in [12] . Even though they utilize the multiple estimated offsets for decoding in 2 a two-hop OFDM-based cooperative system, they do not discuss about the pre-synchronization for a multi-hop DMIMO network. We note that explicit offset estimation usually also requires knowledge of the number of offsets, which is problematic in opportunistic large array-based approaches, such as [4] [14] [13] , because the number of relays in any particular cluster is not known a priori.
All of the approaches that explicitly estimate each offset tend to be computationally intense. In contrast, in our approach, the receiver directly computes just one offset estimate for each of time and frequency, with no explicit knowledge of channel gains, and with relatively low computational complexity. The proposed algorithm uses just a single OFDM preamble to estimate the time and frequency with a reasonable constraint that the CFO is bounded by half the subcarrier spacing. Furthermore, our fractional CFO estimate is of the form that produces convergent estimation error statistics as a function of number of hops [15] [16] . The main contributions in this paper are (1) a novel OFDM preamble design that enables our lowcomplexity method while effectively suppressing the timing and frequency offsets between distributed transmitters, (2) the low-complexity signal processing method in the receiver that computes the estimate, and (3) experimental demonstration.
The performance of proposed algorithm is compared with Schmid & Cox's method [17] , and Park's method [18] , which are popular OFDM synchronization methods for the SISO link, and Ding's method [19] which has transmitter diversity but is designed only for non-distributed MIMO.
II. PROPOSED METHOD A. System Model and Preamble Structure
We consider a multi-hop DMIMO network as shown in Fig. 1 . The source node, labelled 'S' in the figure, broadcasts a message to the nodes R 2 form a virtual antenna array that retransmits the source message to the next array, simultaneously. The nodes in the next array use the superimposed signals from the previous array as a pre-synchronization reference. Nodes in each hop do timing and frequency synchronization using the proposed algorithm. The estimations in each receiver are then used for pre-synchronization of re-transmission to the next hop to establish the multi-hop DMIMO system [15] [16] .
The proposed preamble structure in the time and frequency domains is illustrated in Fig. 2 . In the frequency domain, all odd subcarriers are set to zero. This causes the inverse Fourier transform of the sequence to be repeated in the time domain as in [17] . One OFDM symbol consists of N subcarriers, which are divided into Z sectors {P 0 , P 1 , · · · , P Z−1 } excluding Q length of a guard band on both sides. The guard band gives a safety margin to avoid aliasing in the presence of CFO. Each sector is designed to have K non-zero, even-indexed subcarriers, which have a one-to-one correspondence with each of the K relays in each cluster 1 . Therefore, the number of sectors becomes Z = (N − 2Q)/2K. As shown in the figure, the subcarriers for each relay are assigned in left-toright in the left band, while they are assigned right-to-left in the right band. The symmetric preamble of the k th relay can be written as
] for the k th relay are inserted into corresponding locations in each sector as
where P k (n) is the frequency domain preamble symbol of the k th relay. The constructed preamble in the frequency domain is converted into the time-domain through the inverse discrete Fourier transform (IDFT) and a cyclic prefix is attached to the time-domain preamble. For the sake of convenience, we assume that the time-domain preamble starts at discrete index zero and the attached cyclic prefix has negative time index as shown in the figure. It is pointed out that the preambles transmitted from K relays are orthogonal in frequency since they choose different subcarriers.
Let p k [n] denote the time-domain preamble of the k th relay. The transmission signal at the k th relay with cyclic prefix G can be written as
.
As discussed above, the time domain preamble has repeated sequences in the time domain as
In addition, since all transmissions are orthogonal for the preambles, we have
Assuming that the k th relay transmits its preamble with normalized time offset k to sampling period and normalized frequency offset ω k to subcarrier spacing, the received signal from the k th relay at the receiver can be expressed as
where
T and v(n) are the channel impulse response and an AWGN with variance σ 2 v , respectively. L is the number of resolvable mutipath components.
Letting
, where m = 0, . . . , N −1 and n = 0, . . . , L−1, the received signal from the k th relay can be expressed in a matrix form as r k = Γ k · S k · h k . The superimposed signal from K relays can be expressed as a vector form as
Since the vector v in the above equation is a vector of AWGN variables with the same mean and variance, the joint ML estimator of the timing and CFO parameters can be expressed as
Since the maximization in Eq. (2) requires a search over the 2K dimensional space spanned by ( , ω), the ML estimation is not practical. 
B. Coarse Timing Estimation
The coarse timing of the preamble location can be obtained by delayed auto-correlation of the two halves of the preamble in the time domain [17] . From the construction of the preambles, the first N/2 half of the preamble is identical to the second N/2 half. The correlation function and the normalized function for the coarse timing estimation are calculated as 
However, when considering the timing spread caused by the timing error among distributed transmitters, the peak of timing metric will be shifted. Therefore, the coarse timing will be used to define a window for following estimation processes. Once the timing metric M c (m) exceeds a predefined threshold, the coarse timing can be found by searching
where M is a set of adjacent sample points that exceed the threshold. The threshold is a user-defined system parameter, which determines the packet detection rate directly.
We next show, for the Rayleigh flat fading channel (L=1), the role that the different channel gains play in this metric. The correlation function can be written as
The second term of (5) becomes zero because of the orthogonal property of preamble in frequency domain. Then we reverse the order of summation and take expectation to yield
B c (m) can be similarly simplified. In the SISO case, the square-bracketed term is maximized over m at the SOP. But in DMIMO, the square-bracketed terms are weighted by |h k | 2 e jπω k . For small fractional CFOs, ω k , the channel gains |h k | 2 provide relative weighting, which in turn gives the diversity gain in estimation.
C. Fractional Combined-CFO Estimation
In [15] [16], we show that the weighted average of multiple start of packet (SOP) times and CFOs, weighted by the channel gain, minimizes the error variance of the retransmission time and frequency. In this section, we show how this type of estimate can be obtained for the fractional CFO, under the assumption that the CFOs from the K relays differ by less than half of the subcarrier spacing as |w x − w y | < 0.5, for all x and y.
When K = 1, (6) can be written as
Referring to [17] , at the coarse timing pointm c the CFO can be estimated asω = For K > 1, the combined CFO can be written as
In Appendix A, assuming that the relative CFO errors are small enough, we show (7) can be approximated by simply taking the phase angle of A c (m c ) aŝ
It is pointed out that this operation is the same as K = 1 so that the fractional CFO estimation method can be used regardless of the number of relays.
D. Integer CFO Estimation
Once the coarse timingm c of the SOP is estimated, it can be used to define the searching window for the following estimation processes. From the property of the coarse timing estimation,m c is within the guard interval. To reduce the searching dimension and computational complexity, we set the searching window around the coarse timing location as shown in Fig. 3 . The backward and forward window sizes are user-defined parameters, which are denoted as W B and W F respectively in the figure. N samples r(m) for m = m s , . . . , m s + N − 1 wherem c − W B ≤ m s <m c + W F are converted into frequency domain samples through the sliding DFT window. Let R m (n) denote the DFT output of the samples {r(m), . . . , r(m + N − 1) for n = 0, . . . , N − 1}, and let the actual preamble start at m = 0. In this section, we assume that the combined fractional CFO is already compensated. Since the residual CFO error η is an integer, the output from the DFT window is shifted by η. The DFT output of the received preamble from the k th relay that is windowed starting at m can be written as
where ψ k (n) and z(n) are the channel frequency response of the n th subcarrier from the k th relay node and AWGN with variance σ 2 z , respectively. Also the vector form of the DFT output can be written as
Then the superimposed preamble in frequency domain transmitted from K relays can be written in vector form as
T , and z = [z(0), . . . , z(N − 1)]. The vector z in the above equation is a vector of AWGN variables with the same mean and variance. Let us assume that the integer part of the CFO is within [−Q, Q]; in the other words, the guard band Q limits the maximum integer CFO the system can detect, but could be adjusted according to the minimal synchronization requirement. This makes the DFT output of the received preamble not aliased regardless of the CFO amount. Without having exact knowledge of the channel impulse response Ψ, the ML estimator of the integer CFO η at given starting point m can be readily expressed aŝ
Within the searching window, the integer part of CFO can be found by searching all possible m to maximize Θ(m, η)
E. Fine timing estimation for each relay
By the shifting property of DFT, the time offset from the actual preamble location causes phase rotation across subcarriers of the DFT output. Assuming that the combined fractional and integer part of CFO is already estimated and compensated, the fine preamble timing within the searching window for each relay can be found by using frequencydomain symmetric correlation (FSC). The proposed timing metric for the k th relay using FSC can be defined as
For the k th relay, the fractional index of SOP timing can be estimated using quadratic interpolation as
,
By constructing |q(l)| 2 = 1 for all l and assuming the frequency-flat fading channel, it can be readily shown that the weighted average ofm k weighted by A k (m k ) becomes the combined start of packet (SOP) aŝ
III. SIMULATION RESULTS
The mean square error (MSE) performance of the proposed method when K = 2 is evaluated by computer simulation. The OFDM system with 256 subcarriers and frequency-selective channel with the exponential power delay profile model [21] are used. The GI length, normalized to the sampling duration, Fig.4 . respectively. Representing the simple extension of the single-antenna-based estimation methods, these methods assign the same preamble to the two transmitters, keeping the same transmit power per node. On the other hand, Ding's method [19] is designed to exploit transmit diversity by using an orthogonal preamble structure for nondistributed MIMO.
The simulated MSE performances of the timing estimation methods are compared in Fig. 4(a) . The timing error is normalized by the sampling period. We observe that the S&C method has high MSE compared to the others. While this error does not affect the OFDM decoding performance as long as it less than the length of the GI, it would create a large delay spread when multiple relays rely on this estimate for DMIMO. It is also observed that Park's method has better MSE performance than Ding's, despite that Ding's method is designed to exploit transmit diversity. It can be also observed that all the methods have an error floor. The error floor, denoted as a black dashed line in the figure, is due to the discrete sampling and CFOs between distributed transmitters. The error floor of the proposed method, however, is less than the error floor of the others because the fine timing between two samples is estimated by quadratic interpolation. Fig. 4(b) shows the MSE performance of the frequency estimation methods. For this simulation, the Park's method is excluded because its frequency estimation performance is identical to the S&C's method. The simulation result clearly shows that the proposed method is superior to the others, as it conducts CFO estimation within a searching window.
IV. EXPERIMENTAL RESULTS
The performance of the proposed method is evaluated on the experimental testbed on GNU Radio and USRPs. The same OFDM parameters as in the simulation have been used. For the performance metrics, we define the rms transmit time spread (RTTS) and rms transmit frequency spread (RTFS) as
where k is an estimated quantity of time or frequency at the k th relay node andˆ is the sample mean of the K time or frequency estimates. The measurements were taken in the Smart Antenna Research Laboratory of Centergy Building, Georgia Institute of Technology. The source, the observer and the two relay nodes, denoted as 'S', 'O', 'R 1 ', and 'R 2 ' respectively, are deployed in the lab as shown in Fig. 5 . Therefore, K = 2 in (11). A common clock is provided to the source and observer and another common clock is provided to the two relays, for the purpose of measuring relative error only. In other words, the common clocks were not used in the synchronization process, but only to measure synchronization performance. The source transmits a packet with the proposed preamble to the two relays. Each relay autonomously estimates the time and frequency from the received preamble, and retransmits the packet after a deterministic period of time, T proc , which is long enough that the SDRs have finished processing with 0.9 probability [15] with the proposed pre-synchronization algorithm. Specifically, R 1 and R 2 choose different subcarrier slots in the proposed preamble and retransmit the source packet with the preamble. Next the source and observer nodes estimate their time and frequency synchronization parameters using the proposed method, as though they were relays. This 3-hop sequence was repeated 1000 times and the estimated time and frequency data was collected in each cluster. Fig. 6 and 7 show the empirical cumulative distributed function (CDF) of the RTTS and RTFS in each cluster, respectively. The measurement shows that the RTTS in the relay cluster is less than 0.13µsec in 90% of the cases, which is relatively small compared to the sampling duration that is 1µsec. It is noted that the bumpy shape of the RTTS curve is caused by a bimodal distribution of quadratic interpolation. The RTTS in the source cluster is less than 0.15µsec in 90% of the cases, which is slightly larger than the one in the relay cluster. This is because the reference for the synchronization in the source cluster's nodes is the superimposed received signals from the relay cluster, while the reference for the relay cluster is from a single transmitter. In Fig. 7 , the RTFS of the source cluster is larger than the RTFS of the relay cluster by three times at the 90% level. As with RTTS, the errors at the source cluster are higher than the relay cluster because the synchronization is based on a superposition rather than just a single transmission. However, the RTFS of the source cluster is still less than 1.5% of the subcarrier spacing, at the 90% level.
V. CONCLUSION
In this paper, a method for time and frequency presynchronization for OFDM-based DMIMO was proposed. The proposed low-complexity estimates implicitly exploit the relative relay-to-receiver channel gains to provide a diversity benefit. The performance of the proposed algorithm was evaluated through computer simulation, and demonstrated on an experimental testbed on GNU Radio and USRPs. The simulation and experimental results show that the transmit time and frequency offsets of OFDM-based DMIMO can be effectively suppressed by the proposed pre-synchronization method. APPENDIX
To simplify the problem, we assume that K = 2. Similarly the second term of the right-hand side is also small, the above equation can be approximated to the product of two exponential terms as e jω3 ≈ e jωc · e 
