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Abstract
We present an improvement to the Sample Average Approximation (SAA) method for two-stage stochastic
program. Although the SAA has nice theoretical properties, such as convergence in probability and con-
sistency, as long as the sample is large enough, the requirement on the sample size is always a concern for
both academia and practitioners. Our clustering method employs the Maximum Volume Inscribed Ellipsoid
(MVIE) to approximate the feasible set of each scenario and calculates a measure of similarity. The scenarios
are clustered based on such a measure of similarity and our clustering method reduces the sample size con-
siderably. Moreover, the clustering method will offer managerial implications by highlighting the mattering
scenarios. The clustering method would be implemented in a distributed computational infrastructure with
low-cost computers.
Keywords: Stochastic program, Sample Average Approximation, Maximum volume inscribed ellipsoid
(MVIE), Clustering
1. Introduction
A standard formulation of the two-stage stochastic program is
min
x
{cTx+ E[Q(x, ξ)], x ∈ X} (1)
where
Q(x, ξ) := inf
y
{qT y : Wy ≥ h− Tx, y ∈ Y } (2)
ξ represents random vectors and the expectation is taken with respect to the probability distribution of ξ. W
is a deterministic matrix while h and T would be a function of ξ. LetX ⊂ Rn and when Y ⊂ Rm, the problem
is called stochastic linear program while X ⊂ Zn or Y ⊂ Zm indicates the problem is a stochastic integer
program. This, in this paper, only stochastic linear program or stochastic integer program is concerned. One
of the mostly adopted techniques to solve model (1) is named the Sample Average Approximation (SAA) by
[6]. The main idea of SAA is to take N realizations, ξ1, . . . , ξN , of the random vector ξ to approximate the













Q(x, ξi), x ∈ X} (3)
which is a deterministic problem and the computational cost is largely determined by the sample size N .
Let ν̂N and x̂N denote the optimal value and the optimal solution of problem (3), respectively; and ν
∗ and
x∗ represent the optimal value and the optimal solution of the true problem (1). ν̂N and x̂N will converge
to their counterparts as the sample size N → ∞ regardless the distribution type of ξ, discrete or continuous,
when the distribution has a finite support by [15], and when the distribution has an infinite support by [13,
Chapter 5].
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However, there is still one unanswered issue, the required sample size of SAA. The theoretical argument
on determining the required sample size of the SAA is based on the set arguments and the Large Deviation
theory. The theoretical argument is that, with high probability, the values of the sample average approx-
imation and the true function are close to each other at a sufficiently dense set of points. The result is
unsurprisingly impractical because the required sample size has been one of the primary impediments to
SAA’s implementation in practice. Even if some restrictive assumptions are imposed (see [14, Theorem
5.18]), it still requires a very large sample. In addition, the stochastic program has been recognized as
#P-hard which indicates computationally intractability by [3]. The term #P-hard, rather than NP-hard, is
used to describe a fact that the computer hardware will be overwhelmed by the number of scenarios required
for the stochastic program. For stochastic program with integer recourse in particular, such a large sample
size will lead to an unrealistically large deterministic integer program problem which is difficult to solve by
most computer systems.
This argument leads to an immediate need of a smaller sample demanded by the SAA procedure. We
propose a novel approach to reduce the sample size of the SAA. The idea of this paper is inspired by
a fact that, within a pre-generated large, independent and identically distributed (iid) sample, there are
many similar scenarios, i.e., excluding them from SAA procedure will lead to significant savings without
considerably compromising the solution quality. Let us consider the following example:
Example 1. From two raw materials, raw1 and raw2, we may simultaneously produce two different goods,
prod1 and prod2. The unit costs of the raw materials are c = (c1, c2)
′ = (2, 3)′. The demands for the products
are ξ = (ξ1, ξ2)
′ and the production capacity is b = 100. If the values of ξ1 and ξ2 are deterministic, the
production planning model is a plain integer program model.
min
x1,x2
{2x1 + 3x2|x1 + x2 ≤ 100, 2x1 + 6x2 ≥ ξ1, 3x1 + 3x2 ≥ ξ2, x1 ≥ 0, x2 ≥ 0}
In principle, the clients expect the firm to satisfy demands. Very likely, according to the previously made
production plan, the random components ξ1 and ξ2 cause the event that the demands can not be covered by
production. The amount of shortage has to be bought from the market and we assume that the costs per unit
of lost sales products are q = (q1, q2)
′ = (7, 12)′. In the case of repeated execution, the best interest of the firm
is to minimize the expected cost objective. This is the typical setting for the two-stage stochastic program
by introducing the second-stage recourse variables, y1(x1, x2, ξ1) and y2(x1, x2, ξ2). We use the notation of
y1(x1, x2, ξ1) and y2(x1, x2, ξ2) to emphasis the fact that the recourse decision depends on the first-stage
variables and the realizations of uncertainty. We thus have the stochastic program model as follows:
min
x1,x2
2x1 + 3x2 + E[Q(x1, x2, ξ1, ξ2)]
subject to: x1 + x2 ≤ 100, x1 ≥ 0, x2 ≥ 0, x1 and x2 are integers
where Q(x1, x2, ξ1, ξ2) := min 7y1(x1, x2, ξ1) + 12y2(x1, x2, ξ2)
subject to: y1(x1, x2, ξ1) ≥ ξ1 − 2x1 − 6x2
y2(x1, x2, ξ2) ≥ ξ2 − 3x1 − 3x2
y1(x1, x2, ξ1) ≥ 0, y2(x1, x2, ξ2) ≥ 0.
y1(x1, x2, ξ1), y2(x1, x2, ξ2) are integers.





′. The SAA solves
min
x1,x2








1) + 12y2(x1, x2, ξ
i
2)]
subject to: x1 + x2 ≤ 100
2x1 + 6x2 + y1(x1, x2, ξ
i
1) ≥ ξi1
3x1 + 3x2 + y2(x1, x2, ξ
i
2) ≥ ξi2
x1 ≥ 0, x2 ≥ 0, y1(x1, x2, ξi1) ≥ 0, y2(x1, x2, ξi2) ≥ 0
i = 1, . . . , N
x1, x2, y1(x1, x2, ξ1), y2(x1, x2, ξ2) are integers.
Let ξ1, ξ2 be discrete uniform distributed random variables ranging 310, 311, . . . , 319 and 292, 293, . . . , 301,
respectively. Consider the demands ξ1 and ξ2 are independent. The total number of scenarios is 100 with




′ = [70; 30]′, with the optimal value 231.2.
The deterministic counterpart is an integer program with 202 variables and 201 constraints. This model
can be easily solved with additional information such as dual results and index of binding constraints. By
selecting the scenarios associated with binding constraints, we identified the following scenarios which will
yield an impact to the optimal solution. These scenarios are:
Scenarios #1 #2 #3 #4 #5 #6 #7 #8 #9 #10
ξ1 310 311 312 313 314 315 316 317 318 319
ξ2 300 300 300 300 300 300 300 300 300 300
Scenarios #11 #12 #13 #14 #15 #16 #17 #18 #19 #20
ξ1 310 311 312 313 314 315 316 317 318 319
ξ2 301 301 301 301 301 301 301 301 301 301
and we solve another deterministic counterpart with these 20 scenarios only for the optimal solution. The
model is an integer program with 42 variables and 41 constraints. The solution is
x∗20 = [71; 29]
′, with the optimal value 232.
Now we adopt our clustering approach, which will be discussed in the later sections, to reduce the number
of scenarios. We measure the similarity of these 100 scenarios and consolidate “similar” scenarios to obtain
a much smaller sample. The scenarios in the newly obtained sample are not evenly likely. Based on these
Scenarios #1 #2 #3 #4 #5 #6 #7
ξ1 319 319 319 319 319 319 319
ξ2 294 296 297 298 299 300 301
Probability 0.4 0.1 0.1 0.1 0.1 0.1 0.1
scenarios, we formulate an integer program with 16 variables and 15 constraints. The optimal solution, x∗7,
is
x∗7 = [70; 30]
′, with the optimal value 231.2.
The obtained optimal solution is identical to the original and we would have sampled only 7 scenarios rather
than 100 for this specific problem for the same optimal solution. The integer program would have been reduced
from 202 integer variables with 201 integer constraints (without counting the non-negative constraints) to
only 16 integer variables and 15 integer constraints. Given the fact that solving the integer program could be
notoriously expensive, such a reduction on the model scale would be greatly appreciated by the practitioners.
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We propose our clustering approach to reduce the required sample size of SAA without compromising
the solution quality. The word “clustering” is to group a set of scenarios in such a way that the scenarios
in the same group are more similar to each other than to these in other groups. The goal of this approach
is to greatly simplify the calculations of the stochastic program, particularly nonlinear and or non-convex
problems in which large sample size is a serious problem and an effective reduction of sample size makes a
significant difference towards the improvement of computational saving. The managerial implication of this
approach is to highlight a manageable number of scenarios which deserve more attention from the decision
maker.
We would like to differ our approach from others which is also designed to reduce the number of scenarios,
such as the scenario reduction method (see [2]), variance reduction methods (see [7]), and the Quasi-Monte-
Carlo (see [9]) including Latin-Hyper Cube method (see [5]). Our approach is an improvement or a service
patch to the SAA method. Despite the similar intentions to reduce the sample size, our approach only works
on iid samples and thus our approach would inherit nearly all the nice theoretical properties of the SAA
while most of other methods works on a non-iid sample ([9] uses iid sample as an exception). In fact, our
approach is nowhere close to the methods such as scenario reduction, and variation reduction. In [10], we
find a method that shares the similar goal with ours. In this paper, the authors are to find a bound on the
non-smooth recourse function by strategies, such as the collinearity and the scenario selection. The scenario
selection, in particular, is nearly the same as the scenario reduction method introduced earlier. We realize
that our method and the method in [10] are considerably different because they are under different solution
schemes: the sample average approximation and the stochastic decomposition.
Our approach is to attach a value to each sampled scenario as a measure of similarity and we will cluster
similar scenarios to reduce the sample size. For each scenario, we construct a deterministic problem with
polyhedral feasibility sets and approximate them by their Maximum Volume Inscribed Ellipsoid (MVIE).
Then an orthogonal projection of this MVIE is used to obtained an ellipsoid that is free of the previous
decisions. This approximate feasible region is used to solve the recourse problem, yielding the optimal values
for each scenario in the pre-generated iid sample. The optimal value is then used as a measure of similarity.
This measure of similarity meets two requirements: being a scalar, and being independent from previous
decisions because the past decisions have been projected out.
We have good reasons to decline some seemingly good alternatives to fetch the measure of similarity.
The first seemingly good alternative to our approach is to solve the single-scenario problem and use the
optimal value as the measure of similarity. The solution includes both the first-stage variables and the





j ] respectively such that x
∗
i 6= x∗j , and the optimal values are ν∗i and ν∗j , respectively. If we use ν∗i and
ν∗j as the measure of similarity which will be problematic because these values are determined by distinct
first-stage decisions. Thus, this alternative to our approach fails to break the stage dependency and the
optimal values would not be chosen as the measure of similarity of scenarios. The second seemingly good
alternative is to adopt either Fourier-Motzkin or Gaussian eliminations to remove the dependency of previous
decisions. The motive of this alternative is understandable that the elimination-based approaches only involve
linear constraints and linear program which are known to be less expensive for decades. Nevertheless, the
elimination-based approaches have complexity issues. When a polyhedron becomes increasingly complicated,
the number of vertexes may explode and leads to a non-polynomial complexity.
Our approach is justified by both theoretical and computational results. For distinct scenarios, the
polyhedral feasible sets are expected to be geometrically distinct as well. John’s theorem in [4] shows that
there exists a unique ellipsoid for each feasible set. Thus, we can establish a mathematical bijection from
the scenarios to their MVIEs. The calculation of the measure of similarity is neither expensive nor time-
consuming because of the advance of the semi-definite program. There are multiple matured and still actively
updated software packages, such as SeDuMi (see [11]) and SDPA (see [16]). These implementations are all
open-source and perform well on a large variety of platforms.
Let us do a brief cost-benefit analysis for our clustering approach. The cost of our approach is that we
need to calculate the MVIE for each sampled scenario and the solution technique is convex optimization. The
clustering procedure can be completed on multiple, low-cost, average desktops deployed in parallel rather
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than an expensive supercomputer. According to our numerical study in Section 5, the calculation of the
measure of similarity would be completed within a timely manner on an average desktop. The benefit of our
approach is to reduce the numbers of variables and constraints to their fractions. In practice, our approach
is more promising that practitioners can start the clustering Monte-Carlo sample at an early time to “select”
scenarios as many as possible. Once a solution is demanded, the selected scenarios can be instantly feed into
the SAA to obtain solution with an error bound estimate. Moreover, the clustering method will highlight a
set of mattering scenarios which deserve more attention in the decision process.
The reminder of this paper is organized as follows. We present the unique representation of a scenario
by its Maximum Volume Inscribed Ellipsoid (MVIE) in Section 2. In Section 3, we show the calculation of
the measure of similarity of scenario. In Sections 4, we show that the clustering approach preserves nice
theoretical properties of the SAA for stochastic program with integer recourse in particular. We show our
numerical results in Section 5 and we conclude our approach with remarks in Section 6.
2. Quantifying scenarios by ellipsoids
In this section, we need to quantify each scenario by an ellipsoidal object. Prior to the discussion, we
need to clarify the notational settings of the stochastic program with integer recourse. When the feasible set
X in (1) is a bounded polyhedron, i.e., X := {x|Ax ≤ b, x ≥ 0} where A has only finite numbers of rows and
columns and the uncertainty is modeled through K < ∞ possible scenarios at probability pk, k = 1, . . . ,K,









subject to Ax ≤ b, x ≥ 0
where Ax ≤ b, x ≥ 0, x ∈ Rn or x ∈ Zn are the resource capacity constraints and
Q(x, ξk) = min
yk
q′kyk (5)
subject to Wyk ≤ hk − Tkx, yk ≥ 0.
The matrices Tk, hk, y ∈ Rm or y ∈ Zm, and qk ≥ 0 are functions of ξ and W is a fixed matrix. In the
literature, this problem is called two-stage stochastic program with fixed recourse and Q(x, ξ) is called the
recourse function. The distribution of ξ can be either discrete or continuous and there would be finitely
many or infinitely many realizations. We adopt the scenario generation method to approximate the original











subject to Ax ≤ b, x ≥ 0
Wyk ≤ hk − Tkx, yk ≥ 0, k = 1, . . . ,K
where pk is the probability of scenario ξ
k. The optimal solution is x∗ with the optimal value ν∗. In order to
adopt the SAA method to obtain a meaningful result, we need the following assumptions:
Assumption 1. When the first-stage variables are discrete, the set of first-stage decisions is non-empty and
finite. When the first-stage variables are continuous, the set of first-stage decisions is non-empty, compact,
and polyhedral.
Assumption 2. When the first-stage variables are continuous, Q(x, ξk) is finite, k = 1, . . . ,K. When the
first-stage variables are discrete, the recourse function Q(x, ξ) is measurable and E|Q(x, ξ)|, E(Q2(x, ξ)) are
finite for every x.
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Assumption 3. For any first-stage x, the feasible set of recourse variables is non-empty and finite.
These assumptions imply that the expected value and variance of the objective function are finite for all
feasible x. The SAA method solves this problem in two steps. First, a iid sample, ξ1, . . . , ξN , N >> K, is










subject to Ax ≤ b, x ≥ 0, x ∈ X
Wyi ≤ hi − Tix, yi ≥ 0, i = 1, . . . , N
is solved and its optimal first-stage solution is x∗N with the optimal value ν
∗
N when ξ
1, . . . , ξN are treated
equally likely.






subject to Axi ≤ b, xi ≥ 0, xi ∈ X
Wyi ≤ hi − Tixi, yi ≥ 0
where xi and yi are the first-stage and recourse variables, respectively. We define
Definition 1.
Pi([xi; yi]) := {[xi; yi]|Wyi ≤ hi − Tixi, yi ≥ 0, yi ∈ Rm}
is named the (n+m)-dimension scenario polyhedron of the ith scenario.
Pi([xi; yi]), i = 1, . . . , N are polyhedra with respect to [xi; yi], i = 1, . . . , N and we use Pi as its short
form. We need to remark that Pi([xi; yi]) is for both the stochastic linear program and the stochastic integer
program. For the program with integer variables, in order to calculate the measure of similarity, we need to
relax the discrete feasible set into a polyhedron. Moreover, we need to assume:
Assumption 4. Pi([xi; yi]) needs to be full-dimensional and bounded.
We employ the ellipsoidal objects to differentiate scenarios Pi, Pj , i 6= j because of the following defini-
tions:
Definition 2. An ellipsoid E in Rn+m is an affine image of the unit ball Bn+m = {u ∈ Rn+m : ||u|| ≤ 1},
that is,
E = {c+ Su : u ∈ Rn+m, ||u|| ≤ 1}, or E = {x ∈ Rn+m : ||S−1(x− c)|| ≤ 1}
where S ∈ R(n+m)×(n+m) is a symmetric, non-singular, and positive definite matrix.
This assumption 4 is rather important. If Pi([xi; yi]) is not full-dimensional, the maximum volume
inscribed ellipsoid of this polyhedron will be degenerate and have a volume of 0. The matrix of the ellipsoid
may not be positive-definite. For most two-stage stochastic programs with recourse, the second stages are
usually bounded. When Pi([xi; yi]) is not bounded, there will be no maximum volume inscribed ellipsoid
associated with it. Thus, we have to artificially impose a bound. In such a case, the artificial bounds should
meet two requirements: first, although the bound is imposed on a un-bounded polyhedron, this bound should
not affect the optimal solution with the given objective; second, the same bound should be applied to all the
scenarios. Later, we will discuss through examples on the purpose of these two requirements which ensure
that the bounds only play a minimum role for the calculation of the measure of similarity.
Now we present the well-known John’s theorem:
Theorem 1. Let C be a convex, bounded, and nonempty polyhedron in Rn+m. There exists an ellipsoid of
maximum volume inscribed in C.
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We can find the proof of this theorem in many articles and books, e.g. [1] and we omit the proof.
Theorem 2 (John’s theorem). The maximum volume ellipsoid inscribed in C is unique and there is an
ellipsoid with the same center but scaled by a factor n+m contains C.
The proof of the above theorem is in many articles, e.g. [4] and we omit the proof.
For any pair of distinct scenarios ξi and ξj , their scenario polyhedra Pi and Pj are geometrically distinct
to each other. By applying Theorems 1 and 2, the MVIEs of Pi and Pj are distinct with each other and
the MVIEs, centered at c(i) and c(j) with symmetric positive-definite matrix S(i) and S(j), are denoted
by (S(i), c(i)) and (S(j), c(j)). Likewise, we use (S̄(i), c(i)) to denote the ellipsoid scaled by a factor n+m
from (S(i), c(i)) that contains Pi. We have
(S(i), c(i)) ⊂ Pi ⊂ (S̄(i), c(i))
The MVIE, (S(i), c(i)), is calculated by solving a Semi-Definite Program (SDP). Suppose we can represent
the ith scenario polyhedron by ℓ linear inequality of variables xi and yi, i.e., {a′j [xi; yi] ≤ bj , j = 1, . . . , ℓ},




subject to: ||S(i)aj ||2 + a′jc(i) ≤ bj , j = 1, . . . , ℓ
The construction of the above model is from the geometric property of the non-degenerate ellipsoid. The
volume of an ellipsoid is proportional to the value of the determinant of S(i). Thus, the objective is to
minimize the logarithmic function of the determinant of S−1(i). The constraints are imposed to ensure
the MVIE will be inscribed to a polyhedron {a′j [xi; yi] ≤ bj , j = 1, . . . , ℓ}. Thus, this model is a convex
optimization and the overall complexity is O[(n+m)3]. This model per se, can be efficiently solved, thanks
to the fast advance of interior-point methods since the 1990s. These implementations are all open-source
and perform well on a large variety of platforms.
3. A measure of similarity for distinct scenario polyhedra
We now construct a measure of similarity among distinct scenario polyhedra. It does not make sense to
compare Pi([xi; yi]) and Pj([xj ; yj ]) when xi 6= xj because the solution of stochastic program is a decision
for all K scenarios. Thus, we need to set the first-stage decision to be x0 ∈ Rn for all the scenarios. x0 is
rather symbolic and it will be projected out. Pi degenerates to a m-dimensional polyhedron with respect to
yi,
Pi([x0; yi]) := {[x0; yi]|Wyi ≤ hi − Tix0, yi ≥ 0, yi ∈ Rm}





subject to Wyi ≤ hi − Tix0, yi ≥ 0 (8)
as the value of Polyhedral Feasible Region Recourse (PFRR) of ξi. The center c(i) can be rewritten as
[cx(i); cy(i)] where cx(i) ∈ Rn, cy(i) ∈ Rm. cx(i) is a n-dimensional coordinate and cy(i) is a m-dimensional
















the Ellipsoidal Feasible Region Recourse (EFRR). The feasible set of EFRR is (S(i), c(i)) with xi = x0
imposed. The value of ηi(x0) is uniquely determined by the value of x0 and S
−2(i). For a given x0, we can
compare ηi(x0) and ηj(x0) for the similarity between distinct scenarios ξ
i and ξj . Nevertheless, ηi(x0) is
still a function of x0 and the value of ηi(x0) should not be used as the measure of similarity when solving a
stochastic program. An ideal measure of similarity should be a scalar which is independent of the first-stage
decision.
If we take the orthogonal projection of Pi onto the affine space of yi, we may completely remove the first-
stage variables and formulate a smaller but non-empty feasible set of yi. Likewise, the orthogonal projection
of the (n + m)-dimensional ellipsoid (S(i), c(i)) onto Y , denoted as Sy(i) ∈ Rm, is another ellipsoid of yi
only. When we approximate the feasible set by Sy(i), we obtain a first-stage-variable-free part of the recourse
function. We use this value, denoted by ηi, as the measure of similarity of scenarios. ηi is the optimal value




subject to yi ∈ Sy(i).
The calculation of the orthogonal projection of Sy(i) is quite straightforward. Consider the scenario i
and its MVIE (S(i), c(i)) where S(i) is the matrix and c(i) is the center of MVIE. The (S(i), c(i)) is
{c(i) + S(i)u|u ∈ Rn+m, ||u|| ≤ 1}
The affine space is given by {Mt} where M = [0; I] is orthogonal such that 0 ∈ Rn×m and I is the m ×m
identity matrix and t is a vector of m parameters. The orthogonal projection of a general point [xi; yi] of
MVIE onto the affine space is MM ′[xi; yi]. We thus obtain
Sy(i) = {MM ′(c(i) + S(i)u)|||u|| ≤ 1}.
Now let the singular value decomposition (SVD) of M ′S(i) be
M ′S(i) = U [0; Σ]V ′.
where Σ is the diagonal matrix with diagonal elements Σii such that
1
Σii
is the length of the ith principal
semi-axis of the MVIE. Both U and V are (n+m)× (n+m) orthogonal matrices. Then
M ′S(i)u = UΣw̃
where w̃ denotes the corresponding m elements of w := V ′u. Note ||u|| ≤ 1 implies ||w̃|| ≤ 1. Thus we have
Sy(i) = {M(M ′c(i) + UΣw̃)| ||w̃|| ≤ 1}. (The orthogonal projection)
The above equation, Sy(i), is for an m-dimensional ellipsoid onto the affine space of yi. The Sy(i) which is
calculated by the following steps:
Step 1. Calculate Stemp = (S(i)
−1)′.
Step 2. Calculate Stemp2 = MM
′Stemp to obtain a m×m matrix.
Step 3. Calculate the inverse, Sy(i) = (Stemp2)
−1.
Thus, we have the orthogonal projection of the MVIE, (Sy(i), cy(i)). We exclude the first-stage variables
from the model and the feasible region becomes (Sy(i), cy(i)),
min
yi
{q′iyi | ||Sy(i)−1(yi − cy(i))|| ≤ 1} (10)
with optimal value ηi. In Step 1, the inverse of a matrix will be stable because of the Assumption 4. Since
each scenario polyhedron and its MVIE are full-dimensional, the matrix S(i) will be non-singular.
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The value ηi is an ideal measure of similarity of scenarios. First, ηi is uniquely associated with the i
th
scenario because of John’s Theorem. Second, ηi is no longer a function of x0. Third, any MVIE projection



















and we thus have
ηi ≤ ηi(x0)






























By the establishment of ηi, we define:
Definition 3. ǫ̃i(x0) := ηi − Q̃(x0, ξi).
We use the following example to demonstrate the calculation of Q̃(x0, ξ
i), ηi(x0), and ηi.
Example 2. Consider a single-scenario problem in which the first-stage variable is x ∈ R and so is the
second-stage variable y ∈ R. The problem is
min 0x+ Q̃
subject to: 0 ≤ x ≤ 1
and
Q̃ = min y
subject to: |y| ≤ x
There is only one scenario and the scenario polyhedron is
{[x; y]|x ≤ 1, −x ≤ 0, −x+ y ≤ 0, −x− y ≤ 0}
and the MVIE is centered at [
2
3














The projection at x0 is an ellipsoid of y, i.e., a segment. For example, the projection of MVIE at x0 =
2
3













}. When either x0 =
1
3
or x0 = 1, the projections at
x0 will be two points: {[x0, y] = [
1
3
, 0]} and {[x0, y] = [1, 0]}, respectively. The orthogonal projection of the



































, ξ1) = −2
3
, Q̃(1, ξ1) = −1























In this example, the projection of MVIE at a given x0 has two major problems. First, there are some




does not exist. Second, the error between Q̃(x0, ξ
i) and ηi(x0) could be considerably large. For example, when
x0 = 1, we have η1(1) = 0 but Q̃(1, ξ
1) = −1 that the error is maximized. In comparison to the projection
of MVIE at a given x0, the orthogonal projection of MVIE has neither of the problems above and we have a




as the measure of similarity of this scenario polyhedron.
4. Consolidation of similar scenarios
In this section, we show our approach to cluster similar scenarios for stochastic linear program and









[ηk − ǫ̃k(x)] (11)
subject to: Ax ≤ b, x ≥ 0
with the optimal solution x∗N and the optimal value ν
∗
N := νN (x
∗
N ). There are two “similar” scenarios
i, j, i 6= j such that |ηi−ηj | < δ for a δ > 0. We cluster the scenario j with the scenario i. This consolidation








[ηk − ǫ̃k(x)] +
2
N
[ηi − ǫ̃i(x)] (12)
subject to: Ax ≤ b, x ≥ 0



























For a given δ > 0, we can cluster a certain number of scenarios. Suppose we cluster [N1−κ], 0 < κ < 1 (the
notation [ · ] represents the operation of round up to the closest integer) times and there is N − [N1−κ]
scenarios left in the model. Let J represents the set of indices of scenarios being clustered and I represents
the set of indices of scenarios remaining in the model.
Definition 4. The scenario of I are named representative scenarios.
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Assumption 5. For every scenario of J or a separately generated scenario from certain simulation proce-
dure, we can always find a representative scenario of I such that
|ηi − ηj | < δ, i ∈ I, j ∈ J
at a given δ > 0.
The optimal solution is x̃∗N and the optimal value becomes ν̃
∗
N := ν̃N (x̃
∗
N ) and ν̃N represents the objective
function of the clustered model. The consolidation is denoted as (i, j) ∈ I × J . The difference from ν∗N is
bounded by:
































The goal of our clustering approach is to cluster similar scenarios from a pre-generated Monte Carlo sample
and preserve nice theoretical properties, such as consistency and exponentially fast convergence rate of
the SAA. Thus, our approach is rather an improvement to the SAA. The value of |ν̃N (x) − νN (x)| is the
measure of solution quality in comparison to the SAA with a sample size of N . In order to show the
preservation of nice theoretical properties of SAA, we first need to prove that the both |∑(i,j)∈I×J (ηi−ηj)|
and |∑(i,j)∈I×J (ǫ̃i(x)− ǫ̃j(x))| are bounded. Since Pi is bounded, we have
Proposition 1. There exists D such that |ǫ̃i(x)− ǫ̃j(x)| < D for any x.
Proposition 2. For a sample of size N , we cluster up to [N1−κ] times, we have





for 1 > κ > 0 and ∀x such that Ax ≤ b, x ≥ 0.
Proof:




















































Theorem 3. For an iid sample of size N , we cluster up to [N1−κ] times,
|ν̃∗N − ν∗N | → 0
as N → ∞ with probability 1.
Proof: It is clear that both ν̃N (x) and νN (x) are convex with respect to x. By definition, we have
ν̃N (x̃
∗
N ) ≤ ν̃N (x∗N ) and νN (x∗N ) ≤ νN (x̃∗N )
By Proposition 2, when N is large enough and any ǫ > 0, we have
ν̃N (x̃
∗
N ) ≤ ν̃N (x∗N ) ≤ νN (x∗N ) + ǫ and νN (x∗N ) ≤ νN (x̃∗N ) ≤ ν̃N (x̃∗N ) + ǫ
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Thus, when N is large enough, |ν̃∗N − ν∗N | ≤ ǫ with probability 1.




P(|ν̃∗N − ν∗N | > ǫ) = 0
where 1 > κ > 0, ǫ > 0.
We now present the impact of our clustering approach on the rate of convergence of the SAA. On the
other hand, our approach does reduce the original sample size N to its fraction N −N1−κ, 1 > κ > 0. It is
fair to say that by adopting our approach, we are now capable of obtaining an optimal solution comparable
to x∗N with a significantly small sample of N −N1−κ.
Let SǫN and Sǫ of ǫ-optimal solutions of the SAA and true problems, respectively. Let S represent the
set of optimal solutions of the true problem. Both SǫN and Sǫ are nonempty and finite for any ǫ > 0. When
pursuing different accuracy on the SAA and the true problem with accuracy γ > 0 and ǫ > 0, respectively
such that γ ≤ ǫ, the event {SγN ⊂ Sǫ} means that the solution of the SAA provides an ǫ-optimal solution of
the true problem. We need the following definition
Definition 5. Let X := {x|Ax ≤ b, x ≥ 0}. u(x) is a mapping from X\Sǫ into the set S that u(x) ∈ S for
all x ∈ X\Sǫ such that for ǫ∗ := minx∈X\Sǫ ν(x)− ν∗, ǫ∗ ≥ ǫ,
ν(u(x)) ≤ ν(x)− ǫ∗ for all x ∈ X\Sǫ
along with the following assumption:
Assumption 6. For every x ∈ X\Sǫ the moment generating function of the random variable Y (x, ξ) :=
c′u(x) + Q̃(u(x), ξ)− c′x− Q̃(x, ξ) is finite valued in a neighborhood of t = 0.
We thus have
Theorem 4. Let ǫ and γ be non-negative numbers such that γ ≤ ǫ. Then,
1− P(SγN ⊂ Sǫ) ≤ Ke−Nη(γ,ǫ) (13)
where
η(γ, ǫ) := min
x∈X\Sǫ
Ix(−γ) (14)
where Ix(·) denote the rate function of the random variable Y (x, ξ). With the assumption 6, η(γ, ǫ) > 0 and
K is the number of scenarios of the true problem.
Proof: The proof is in [12, page 373].
The new sample will no longer be iid and the following argument has nothing to do with the Large




[Nκ]− 1D be the error bound estimate of
[N1−κ] consolidations and we solve Model (21) for τ -optimal solutions. We denote Sτ,βN,κ the set of resulting

















1− P(Sτ,βN,κ ⊂ Sǫ)
]
≤ −η(γ, ǫ) (16)
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Proof: Since Sτ,βN,κ ⊂ S
γ
N , we have
P(Sτ,βN,κ ⊂ Sǫ) ≥ P(S
γ
N ⊂ Sǫ) (17)
and by Theorem 4,
1− P(Sτ,βN,κ ⊂ Sǫ) ≤ Ke−Nη(γ,ǫ). (18)
An immediate consequence of (18) is (16) and we are done.
Since the stochastic linear program can be efficiently solved by many other techniques, such as stochastic
decomposition and the plain sample average approximation, we need to show the merit of our clustering





subject to Wyi ≤ hi − Tix0, yi ≥ 0.
yi are integers.
Q(x0, ξ
i) is the optimal value of an integer program while Q̃(x0, ξ
i) is the optimal value of a linear program
with integer constraints relaxed. Along the direction of qi, feasible sets Sy(i), Pi, and {yi ∈ Zm|Wyi ≤
h− Tx0} have the optimal values ηi, Q̃(x0, ξi), and Q(x0, ξi), respectively. We define
Definition 6. ǫi(x0) := ηi −Q(x0, ξi).
Because all the feasible sets are bounded or finite (it may be very large number of points), we can show
that there exists D such that
|ǫi(x0)− ǫj(x0)| < D, for any pair within the N scenarios.
By using similar argument as above, we can show that our clustering approach clusters similar scenarios
with respect to the measure of similarity ηi and ηj without violating the consistency of the SAA, i.e.
lim
N→∞
P(|ν̃∗N − ν∗N | > ǫ) = 0 (20)
for any ǫ > 0. The argument will be very similar and we omit it.














as the error bound estimate rather than updating ǫ̃i(x̃
∗
N ) and ǫ̃j(x̃
∗
N ) with ǫi(x̃
∗
N ) and ǫj(x̃
∗
N ) for two reasons.
First, calculating the value ǫi(x̃
∗
N ) and ǫj(x̃
∗
N ) will be expensive. In fact, the only model that we solved with
integer variables is the SAA model with most scenarios clustered. Second, the gap between Q(x0, ξ
i) and
Q̃(x0, ξ
i) is not considerably large indeed.
We now present the clustering approach the following 8 steps:
Step 1. Generate a large enough Monte-Carlo sample, i.e., ξ1, . . . , ξN . By relaxing the integer constraints,
we thus have N convex and bounded scenario polyhedra, P1, . . . , PN .
Step 2. We calculate (S(1), c(1)), . . . , (S(N), c(N)) and (Sy(1), cy(1)), . . . , (Sy(N), cy(N)).
Step 3. Calculate the value of ηi, i = 1, . . . , N and sort them in an ascending order. Determine the value of
δ > 0.
Step 4. We have a pool of ηi with a finite support. We evenly partition this support into B(δ) disjoint
segments of length δ (known as bins). We position each ηi into a bin by its value. Suppose there
are n, . . . , nB(δ) scenarios in these bins, respectively, such that
∑B(δ)
i=1 ni = N .
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Step 5. For the jth, j = 1, . . . , B(δ) bin, we choose the scenario with the bin’s median value (if nj is even,
then choose (nj/2+1)
th scenario) and place it into the set I. Otherwise, the scenario will be placed
into the set J .







subject to: Ax ≤ b, x ≥ 0 (21)
Wyi ≤ hi − Tix, yi ≥ 0, i ∈ I
to obtain the solution x̃∗N .













to assess the solution
quality. This value represents the error bound estimate between νN (x) and ν̃N (x) at the point x̃
∗
N .
Step 8. Record all scenario consolidations.
In practice, Model (21) performs very well in terms of solution quality. In Step 5, we choose the scenario




(i,j)∈I×J [ηi − ηj ] by taking the advantage of
cancelations among ηi values. Similarly, the cancelation among ǫi(x) will lead to, very likely, a much lower
value of
∑
(i,j)∈I×J [ǫi(x)−ǫj(x)] than its bound [N1−κ]D. Thus, the number of consolidations would usually
be greater than [N1−κ] because our analysis assumes that there is no cancellations among ǫi(x), i = 1, . . . , N .
This is for the theoretical analysis and a more likely case is that the cancellations will play an important













. Thus, we would be able to cluster more
scenarios.
We present a cost-benefit analysis for adopting our approach for the stochastic program with integer
recourse. For an iid sample of size N , the cost of our approach is to solve N semi-definite program to
calculate the MVIE (S(i), c(i)) and its orthogonal projection (Sy(i), cy(i)) for i = 1, . . . , N . The cost seems
formidable and expensive but the reality suggests otherwise. Thanks to the advance of convex optimization,
the cost is less of a concern because both semi-definite program and orthogonal projection can be efficiently
solved within a timely manner. In addition, the clustering method is able to identify the mattering scenario
rather than treating all the scenarios equally. In addition to the solution, the decision makers may interested
in identifying several scenarios which deserves more attention.
The benefit of our approach is that we greatly reduce the number of scenarios without compromising
the solution quality. A reduction of scenario implies the reduction of the number of integer variables and
constraints. For example, in example 1, our approach reduces the original integer program of 202 integer
variables and 201 integer constraints to another instance of 16 integer variables and 15 integer constraints.
We have more numerical results in Section 5 to illustrate the benefit of our approach. Consider the fact
that the integer program will always be NP-hard, the benefit of reducing the scale of an integer program to
its fraction can be easily justified. In the real-world implementation, practitioners can start the clustering
Monte-Carlo sample at an early time to “select” scenarios. Once a solution is demanded, the selected
scenarios can be instantly input into the Model (21) to obtain solution with an error bound estimate.
5. Numerical results
We first present a detailed illustration of the clustering procedure to Example 1 with K = 100 evenly
likely scenarios. We organize this example by the following steps.
Step 1. Solve the following model to calculate MVIE. For example, the 100th scenario is ξ1 = 319, ξ2 = 301.

















1 1 0 0
−2 −6 −1 0
−3 −3 0 −1
−1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
0 0 1 0





















































We impose the last two
constraints, y1 ≤ 2, y2 ≤ 2, are required to bound the polyhedron. These constraints will not void



















24.9024 −24.8309 0.0024 −0.0230
−24.8309 24.9023 −0.0024 −0.0228
0.0024 −0.0024 1.0000 −0.0000
























(y − [1; 1.6664])|| ≤ 1
We have ν̄100 = 19.02795.
Step 4. We δ = 0.05 and we have 7 bins. The selected scenarios are
Bins probability ηk index ǫ̃k(x̃
∗
N ) ξ1 ξ2
1 0.4 13.17462419 93 13.174624 319 294
2 0.1 13.22648319 45 13.226483 319 296
3 0.1 13.27733964 46 13.277340 319 297
4 0.1 13.37219897 47 13.372199 319 298
5 0.1 13.60167657 48 13.601677 319 299
6 0.1 16.64961449 49 16.649614 319 300
7 0.1 19.02760473 50 7.027605 319 301
Table 1: Selected scenarios for Example 1. The column of ǫk(x̃
∗
N
) is calculated in Step 6.
Step 5. Solve Model (21) to obtain ν̃∗N and optimal solution x̃
∗
N . In this example, we have
x̃∗100 = [70.25; 29.75], ν̃
∗
100 = 230.95
Step 6. Calculate ǫ̃k(x̃
∗
N ) = ηk − νk(x̃∗N ) for all the scenarios. For example ǫ̃100(x̃∗N ) = 7.027594.













. In this example, the error term
is −0.1842.
Step 8. Record all scenario consolidations.
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From the analysis, we present the fact that our clustering greatly reduces the number of similar scenarios. In
this example, the obtained optimal coincides with the true optimal and we reduce the number of scenarios
from 100 to 7 at a possible cost of −0.1842 which counts 0.075% of the optimal value. Moreover, the
clustering approach provides a better model understanding that only 7 scenarios count most. Thus, these
selected scenarios deserve more attention from the decision maker.
We now present results of another well-known stochastic program, “LandS”. The problem description is
in [8] and the dimensional information is summarized in Table 2. The recourse variables are imposed to be
integers. We implement the clustering approach on the platform of Debian Linux with Matlab R2013b and
Name Application Scenarios First-Stage variables Recourse variables
LandS Electricity Planning 1× 106 x ∈ R4 y ∈ Z12
Table 2: Test Problem Dimensions, x denotes the first-stage variables and y denotes the recourse integer variables
SeDuMi package as the SDP solver on an average computer with 4 Gigabyte memory. The clustering approach
is applied to a Monte-Carlo sample of size N = 20, 000 by which a qualified optimal solution is obtainable.
We organize the results in Table 3 in columns of problem, δ, the number of bins,
1
N
|∑(i,j)∈I×J ηi − ηj |,
1
N
|∑(i,j)∈I×J ǫ̃i(x̃∗N ) − ǫ̃j(x̃∗N )|, and ν̃∗N . If κ = 0.05, there will be 200000.95 = 12189 consolidations. In
Problem δ # of bins
1
N
|∑(i,j)∈I×J ηi − ηj |
1
N
|∑(i,j)∈I×J ǫ̃j(x̃∗N )− ǫ̃i(x̃∗N )| ν̃∗N
LandS 1 152 0.002289 12.24 237.11
LandS 0.5 288 0.000326 9.29 239.49
LandS 0.05 1841 0.0000985 2.07 238.64
Table 3: The numerical results for the problem “Lands” with N = 20, 000.
practice, we can try a greater number of consolidations. For example, when we choose δ = 0.05 and cluster
18159 scenarios, the possible error will be as much as 2.07, or 0.86% of the optimal value.
We now show the gain of our approach. Without clustering, the plain SAA will use an iid sample of size
N = 20, 000. The equivalent integer program will have 240,004 variables and 240,000 variables among them
are integers. There will be 140,002 constraints. If we adopt the clustering approach with δ = 0.05 and we
cluster 12,189 scenarios, the resulting integer program will have 93,736 variables and 54,679 constraints at
a cost of up to 0.86% of the optimal value. If we cluster 18,159 scenarios, the equivalent integer program
will have 22,096 variables and 12,889 constraints. The cost of our clustering is minor. On an average
computer, the computational time of solving SDP, calculating the orthogonal projection, and calculating
the measure of similarity combined will be ranging from 10 to 12 seconds. For N = 20, 000 scenarios, it
will take up to 240,000 seconds (less than 67 hours). Since the clustering can be deployed to computers in
parallel. Suppose we have 10 average computers for clustering, it will only take less than 7 hours. Given
the well-known difficulty of integer program, such a reduction on the problem scale would always be well
justified. In addition, the clustering time may be further shortened because the prototype of our approach
is implemented on Matlab which is known to be slower than packages coded in efficient languages such as
C++.
6. Conclusion
In this paper, we propose the clustering method for the stochastic linear program and stochastic integer
program. The key idea is to attach a value to each sampled scenario as the measure of similarity and the
sampled scenarios with similar values would be clustered as one representative scenario to reduce the sample
size. We show that the clustering approach inherits nice theoretical properties of the SAA. The clustering
approach will lead to a significantly small but representative sample to deliver timely solution without
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compromising the solution quality. The implementation of clustering can be a distributed computational
infrastructure in which the clustering Monte-Carlo sample is completed by low-cost computers deployed in
parallel rather than expensive supercomputers. The benefit of clustering is to reduce the scale of stochastic
program to its fraction. In our illustrative examples, the nearly 90% of the integer variables and constrains
would be clustered. In comparison to its benefit, the cost of clustering is rather minor, thanks to the advance
of convex optimization since the 1990s. The clustering method also highlights a subset of the scenarios which
need more attention from the decision maker because these scenarios will generate significant impacts to the
optimal solution than the rest of scenarios.
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