Abstract. We consider the stochastic linear complementarity problem (SLCP) involving a random matrix whose expectation matrix is positive semi-definite. We show that the expected residual minimization (ERM) formulation of this problem has a nonempty and bounded solution set if the expected value (EV) formulation, which reduces to the LCP with the positive semi-definite expectation matrix, has a nonempty and bounded solution set. We give a new error bound for the monotone LCP and use it to show that solutions of the ERM formulation are robust in the sense that they may have a minimum sensitivity with respect to random parameter variations in SLCP. Numerical examples including a stochastic traffic equilibrium problem are given to illustrate the characteristics of the solutions.
Introduction
The linear complementarity problem (LCP) is to find a vector x ∈ R n such that
where A ∈ R n×n and p ∈ R n . This problem is generally denoted as LCP(A, p). The LCP has a significant number of applications in engineering and economics [4, 6, 9] . In practice, due to several types of uncertainties such as weather, material, trade, loads, supply, demand, cost, etc., the data in the LCP can only be estimated based on limited information. Suppose that M (ω) ∈ R n×n , q(ω) ∈ R n , for ω ∈ Ω ⊆ R m , are random quantities on a probability space (Ω, F, P), where the probability distribution P is known. In order to take the stochastic uncertainty into account appropriately, deterministic formulations of Then it is easy to verify that for each ω ∈ Ω, x ω is a solution of (1.1) if and only if it is an optimal solution of the following minimization problem with zero objective value: On the other hand, from the literature of stochastic optimization, Φ(x, ω) 2 can be regarded as a random cost function for LCP(M (ω), q(ω)). In this sense, a deterministic formulation for the SLCP called the expected residual minimization problem in [3] may be regarded as an expected total cost minimization problem [1, 12, 18] for (1.1).
• Expected Residual Minimization (ERM) Formulation [3] :
Find a vector x ∈ R n + that minimizes the expected total residual defined by an NCP function: 4) where E[ Φ(x, ω) 2 ] is the expectation function of the random function Φ(x, ω) 2 .
The expectation function of the random function y(x, ω) yields another deterministic formulation [11] for SLCP, which may be called the expected value formulation.
• Expected Value (EV) Formulation [11] :
Find a vector x ∈ R n such that 
LetM = E[M (ω)] andq = E[q(ω)]
be the expectation matrix and vector of the random matrix M (·) and vector q(·), respectively. Thenȳ(x) =M x +q and the EV formulation (1.5) is to find a solution of the
LCP(M ,q).
Both formulations (1.4) and (1.5) seek solutions in the nonnegative orthant. The nonnegative constraint x ≥ 0 does not involve uncertain data and is required in numerous applications of engineering and economic [9] . Approximations of the expectation functions in (1.4) and (1.5) are investigated in [3, 11] .
We call M (·) a stochastic R 0 matrix [7] if
If Ω only contains a single element ω, then M (ω) is an R 0 matrix. However, M (·) being a stochastic R 0 matrix does not imply that there is an ω ∈ Ω such that M (ω) is an R 0 matrix. See Example 2.1 in [7] .
Let S ERM and S EV be the solution sets of the ERM formulation (1.4) and EV formulation (1.5), respectively. In [7] , the following results are shown: If S EV is bounded for anyq, then S ERM is bounded for any q(·), but the converse is not true in general.
Moreover, the random matrix M (·) being a stochastic R 0 matrix is a necessary and sufficient condition for the solution set S ERM to be nonempty and bounded for any random vector q(·).
If the expectation matrixM is an R 0 matrix, then M (·) is a stochastic R 0 matrix; but the converse is not true. Since a positive definite matrix is an R 0 matrix, we can claim that if the expectation matrixM is a positive definite matrix, then the solution set S ERM is nonempty and bounded for any q(·). However, a positive semi-definite matrix may not be an R 0 -matrix.
In this paper, we focus our attention on the SLCP (1.1) with the expectation matrix M being a positive semi-definite matrix, i.e.,
x TM x ≥ 0 for all x ∈ R n .
We call (1.1) a monotone SLCP ifM is a positive semi-definite matrix. Note thatM being a positive semi-definite matrix does not imply that M (·) is a stochastic R 0 matrix.
New analysis on the solution set S ERM has to be studied for monotone SLCPs.
Obviously, if M (ω) is a positive semi-definite matrix for all ω ∈ Ω, thenM is a positive semi-definite matrix. However, the expectation matrixM being a positive semi-definite matrix does not imply that
In the following example,M is a positive definite matrix, i.e.,
but there is no ω ∈ Ω such that M (ω) is a positive semi-definite matrix.
where ω ∈ Ω = [−1, 1] and ω is uniformly distributed on Ω. It is easy to see that
Although the positive definiteness ofM does not ensure the existence of an ω ∈ Ω such that M (ω) is positive semi-definite, we find that the monotone LCP(M ,q) serves as an important tool in the study of the monotone SLCP with the ERM formulation.
In particular, we will show that if the monotone LCP(M ,q) has a bounded solution set S EV , then the ERM formulation (1.4) of the monotone SLCP has a bounded solution set S ERM . Without any assumption on the solution set S EV , we will prove thatM being positive semi-definite implies that every accumulation point of a sequence generated by the regularization method is a solution of the ERM formulation (1.4).
In general, the two deterministic formulations (1.4) and (1.5) have different solutions.
Moreover, with different NCP functions and norms, the ERM formulation has different solutions. How to select a robust solution that is insensitive with respect to random parameter variations is an important issue in decision theory. To investigate the characteristics of optimal solutions of the ERM formulation, we give a new error bound for the monotone LCP based on the error bounds in [17] . Using the error bound, we will show that optimal solutions of the ERM formulation (1.4) yield a high mean performance of the SLCP and may have a minimum sensitivity with respect to random parameter variations in SLCP. Hence, they are robust solutions for SLCP.
This paper is organized as follows: In Section 2, we study the existence of solutions for the ERM formulation of the monotone SLCP based on the monotone LCP(M ,q).
In Section 3, we investigate the robustness of the ERM formulation. In Section 4, we give a procedure to generate a test problem of monotone SLCP, which allows the user to specify the size of the problem, the condition number of the expectation matrixM and the number of active constraints at a global solution of the ERM formulation. We report numerical results for hundreds of test problems by using a semismooth Newtontype method with a descent direction line search. In Section 5, we describe a realistic application, traffic equilibrium under uncertainty.
In this paper, · denotes the Euclidean norm · 2 . For any positive integer s and a vector z ∈ R s , we denote [z] + = max(0, z), where the maximum is taken component-wise.
For a subset J ⊆ {1, 2, . . . , s}, z J denotes the subvector of z with components z j , j ∈ J.
For a matrix A, let A i represent the ith row of A. Let N = {1, 2, . . . , N }.
Existence of solution
In this section, we study the relation between the EV formulation LCP(M ,q) and the 
and
respectively. Notice that, as shown below, the solvability of the ERM formulation is dependent on the choice of NCP functions.
For every ω ∈ Ω, M (ω) is positive semi-definite. It can be seen that the ERM problem (1.4) defined by the "min" function has the unique solution x * = 0 and the level set has the objective function
which is a continuously differentiable convex function and has a minimizer x * ≈ 0.3685.
Moreover, the level set {x | f 3 (x) ≤ γ} is nonempty and bounded for all γ ∈ [f 3 (x * ), ∞).
The NCP functions φ 1 and φ 2 have the same growth rate. In particular, Tseng [19] showed
However, for φ 1 and φ 3 , we only have
There is no c > 0 such that
The ERM formulation (1.4) defined by the "min" function and the penalized FB function has different properties in regard to smoothness and boundedness. When we discuss their different properties, we use Φ 1 (x, ω), f 1 (x), and Φ 3 (x, ω), f 3 (x) to distinguish the functions Φ(x) and f (x) defined by the "min" function φ 1 and the penalized FB function φ 3 , respectively. When we discuss the ERM formulation (1.4) defined by any of the NCP functions, we use the notation Φ(x, ω) and f (x).
Assumption I. f (x) is finite and continuous at any x ∈ R n + . This assumption holds if M (ω) and q(ω) are measurable functions of ω with the following property
Let us denote the expected value of random function Φ(·, x) bȳ
By probability theory, we have Jensen's inequality for the objective function f
"min" function
In this subsection, we consider the ERM formulation (1.4) defined by the "min" function. 
where P j ν are polyhedral convex sets comprising a partition of 
where ω is uniformly distributed on Ω. By direct calculation, we find
Denote the level set
D 1 (γ) may be empty for some γ > 0, since the minimum value of f 1 (x) is positive in general.
Theorem 2.1 Assume thatM is a positive semi-definite matrix. If there arex,x ∈ R n
such that
and there exists a vector
is nonempty and bounded.
is nonempty. Suppose on the contrary that there exists an unbounded sequence
. By Jensen's inequality (2.5), we find
Hence, it is clear that for any index i, both {x k i } and {ȳ i (x k )} are bounded below. Sincē
assumption, {d TM x k } is bounded above. Therefore, we can conclude that for each i,
Note that this set is not empty. By taking a subsequence if necessary, we may suppose
Then we have for all sufficiently large k
which together with (2.6) yields
Moreover, {x k i } and {ȳ i (x k )} are bounded for each i ∈ J. Therefore, we have
The first term tends to −∞ while the second term is bounded. This contradicts the positive semi-definiteness ofM . Hence D 1 (γ 2 ) is bounded. The following example shows that the assumptions in Theorem 2.1 hold withx ≥ 0, but the monotone LCP(M ,q) does not have a solution.
Then we have
By direct calculation, we see that the ERM formulation min 
125. However, the EV formulation LCP (M ,q) has no feasible point, since the first component ofM x +q is negative for any
Penalized FB function
In this subsection, we consider the ERM formulation (1.4) with the penalized FB function φ 3 defined by (2.1). Since the analysis remains valid for any λ ∈ (0, 1), in the definition of φ 3 , we omit λ in the following discussion for simplicity of presentation. 
Lemma 2.3 Let {x k } be an arbitrary sequence contained in the level set
Moreover, it is easy to verify that for each i 
we find
for all k i large enough. Therefore, as x
where the second inequality uses (2.7) and (2.9), and the third inequality uses (2.8) and
(ii) Suppose {x k j } is positive and bounded. Then we have E[y j (x k , ω)] → ∞. There are a subsetΩ ⊆ Ω and a vector xk ∈ {x k } such that
The former condition yields
Hence, we find
We have proved that {x k } and {E[y i (x k , ω)]} are bounded below, and the sequence
]} is bounded above for any index i. By noticing that for any subset
and following the above analysis, we can obtain without difficulty that for any sequence
Let us denote the feasible set of LCP(M ,q) by F. Suppose F = ∅, and definē
It is worth noting that the monotone LCP(M ,q) has a nonempty and bounded solution set S EV if and only ifᾱ = ∅. In fact, by Lemma 2.1, if S EV is bounded, then there exists a strictly feasible point, which impliesᾱ = ∅. Ifᾱ = ∅, but there is a sequence
This is a contradiction to the positive semi-definiteness ofM .
Theorem 2.2 Assume that the monotone LCP(M ,q) has a solution, and eitherᾱ = ∅ or for any index i ∈ᾱ, there is no vector
Then for any γ ≥ 0, the level set
Proof: For a fixed γ > 0, we assume on the contrary that
is bounded below and the sequence
is bounded above for any index i ∈ N and any subset Ω 0 ⊆ Ω. Define the index set J = {i | x k i → ∞} and letx ∈ F be arbitrarily chosen. From the positive semi-definiteness ofM , we have that for any k,
Then we haveȳ J (x) = (Mx +q) J = 0. In fact, since {(x k ) Tȳ (x k )} and {−x Tȳ (x k )} are bounded above, and −x k iȳ i (x) ≤ 0 for any i ∈ N , the existence of an index i ∈ J such thatȳ i (x) > 0 would imply
which contradicts (2.11). From the arbitrariness ofx ∈ F, we must have J ⊆ᾱ. Since J = ∅, the index setᾱ is also nonempty.
Moreover, we can claim that the sequence
However, since {ȳ(x k )} is bounded below, we also obtain (2.12), which again contradicts (2.11).
Since the sequence {x
Now consider the following quadratic programming problem:
It is easy to see that g(x) ≥ 0 for all x ∈ R n + . Hence, by the well-known Frank-Wolfe theorem [10] , this problem attains its infimum in R n + . Furthermore, the infimum must be zero, since (2.13) implies lim k→∞ g(x k ) = 0. Therefore, there existsx ∈ R n + such that
Since J ⊆ᾱ = ∅, this contradicts the assumption that for any i ∈ᾱ, there is no x ∈ R n + such that (2.10) holds.
Since γ is arbitrary, we get the desired result. is unbounded, but D 3 (γ) is bounded for all γ ≥ 0.
Regularization
To establish the solvability of the ERM formulation (1.4) for the monotone SLCP without assuming the boundedness of the solution set of the monotone LCP(M ,q), we consider a regularized version of (1.4). For > 0, let
The regularized problem for (1.4) is defined as
(2.14)
We will study the behavior of the sequence {x k } of solutions to (2.14) for an arbitrarily chosen positive sequence { k } tending to zero. In the following, to simplify the notation, we will denote { } and {x } for { k } and {x k }, respectively. solution set S ERM of (2.14) defined by the "min" function is nonempty and bounded.
Moreover, from Lemma 2.1, the solution set of the strongly monotone LCP(M + I,q) is nonempty and bounded; in fact, it is a singleton. Hence, by Theorem 2.2, the solution set S ERM of (2.14) defined by the penalized FB function is nonempty and bounded.
Letx be an accumulation point of {x }. For simplicity, we assume that {x } itself converges tox. Now we show
From the continuity of f , we observe that
Therefore, for (2.15), it is sufficient to show
It is not difficult to verify that, for any a, b ∈ R and c ≥ 0,
Hence, for any x ∈ R n and any ω ∈ Ω, we have
and Since x →x, there is a small 0 > 0 such that x ∈ B for all ∈ (0, 0 ). Therefore, from (2.17) and (2.18), we have
Letting → 0, we obtain (2.16) and hence (2.15). Furthermore, for every x ∈ R n + , from (2.15) and the inequality
we find thatx ∈ S ERM .
To compare (1.4) with the regularized problem (2.14), we consider the following example.
Example 2.4 [3] Let M (·) and q(·) be defined as in Example 2.1. We have
and for ∈ (0, 1),
Obviously x * = 0 is the unique global minimizer of (1.4) , and any x ∈ {x | x > 1} is a local minimizer of (1.4) . For any ∈ (0, 1), the regularized problem has a unique local
. This example shows that in general f (x) is not a convex function and may have many local minimizers. Hence the regularization method may be helpful in finding a global solution.
We should clarify the meaning of the conclusion of Theorem 2.3. The result applies regardless of whether the sequence {x } has an accumulation point or not. In the case {x } is bounded, {x } has an accumulation point. In the opposite case, we do not know if it has an accumulation point. Now we give sufficient conditions for {x } to be bounded.
Theorem 2.4 Under the assumptions of Theorem 2.2, the solution sequence {x } of the regularized problem (2.14) defined by the penalized FB function is bounded.
Proof: Suppose on the contrary that {x } ⊂ R n + is unbounded. First we observe that the sequence {f 3 (x , )} is bounded since for any ≥ 0, 
Denoteȳ = E[y(x , ω, )] =M
x + x +q. Letx ∈ F be arbitrarily chosen, and put y =Mx +q. Then there exists a constant γ > 0, such that for any > 0 small enough, 19) where the first inequality uses the fact that {x ȳ } is bounded above, {ȳ } is bounded below andx ≥ 0,ŷ ≥ 0, x ≥ 0, while the next two inequalities use the positive semidefiniteness ofM and J = ∅, respectively. Thus, from (2.19) and x → ∞, we have
which together with (2.19) yields that { x T x } is bounded. By Cauchy-Schwartz inequality, we obtain 
which implies that there exists a constant γ 2 > 0 such that f 3 (x ) ≤ γ 2 for any > 0.
Then, from Theorem 2.2, we conclude that the sequence {x } is bounded.
Remark 2.2 In general, the function f (x) and its regularization f (x, ) is not convex.

Regarding standard results for LCP(M ,q), several interesting questions remain to be studied: Does S ERM have only one element? Is the whole sequence {x } convergent if there is a convergent subsequence?
Robust solution
The EV formulation and the ERM formulation take into account all random events and give decisions under uncertainty. In general, the decisions may not be the best or may be even infeasible for each individual event. However, in many cases, we have to take risk to make a priori decision based on limited information of unknown random events.
Naturally, one wants to know how good or how bad the decision given by a deterministic formulation can be. In this section, we study the robustness of solutions of the ERM formulation (1.4) for the monotone SLCP.
LetΦ be defined by (2.4). For any x, by taking expectation in
Note that the second term
is the trace of the covariance matrix of the random function Φ(x, ω).
Since Φ(x, ω) = 0 if and only if x solves LCP(M (ω), q(ω)), and the ERM formulation 
From Lemma 3.2, it is easy to see that for any x ≥ 0,
Moreover, from (2.3), there is a constant κ > 0 such that
Using these inequalities with Lemma 3.1, we obtain the following new global error bounds for the monotone LCP(A, p). 
Theorem 3.1 Let the monotone LCP(A, p) have a nonempty solution set SOL(A, p).
To give error bounds for SLCP, we assume that M (ω) is a positive semi-definite matrix and LCP(M (ω), q(ω)) has a nonempty solution set for every ω ∈ Ω. This assumption holds in many applications. For instance, consider the stochastic quadratic program
where Q is a positive definite matrix. The KKT conditions for this quadratic program yield the SLCP involving the random matrix
Clearly this is a positive semi-definite matrix for each ω. 
Theorem 3.2 particularly shows that for
Unlike an error bound for the deterministic LCP, the left-hand side of (3.2) is in general positive at a solution of the ERM formulation (1.4). Nevertheless, the inequality (3.2) suggests that the expected distance to the solution set SOL(M (ω), q(ω)) for ω ∈ Ω is also likely to be small at x * ∈ S ERM . In other words, we may expect that a solution of the ERM formulation (1.4) has a minimum sensitivity with respect to random parameter variations in SLCP. In this sense, solutions of (1.4) can be regarded as robust solutions for SLCP.
Numerical experiments
We have conducted some numerical experiments to investigate the properties of solutions of the ERM formulation (1.4) for monotone SLCP. In particular, we have made comparison of the ERM formulation with the EV formulation (1.5) in terms of the measures of optimality and feasibility as well as that of reliability, which are defined through a quadratic programming formulation of SLCP.
We start with some preliminary materials about calculations of gradients and Hessian matrices of functions f 1 and f 3 in the ERM formulation (1.4).
Gradient and Hessian
If the strict complementarity condition holds with probability one at x, then f 1 is twice continuously differentiable at x. In this case, the gradient g 1 (x) of f 1 is given by
and the Hessian matrix G 1 (x) of f 1 is given by
where
The function f 3 defined by the penalized FB function (2.1) with λ ∈ (0, 1) is continuously differentiable at any point x ∈ R n , and twice continuously differentiable at point x where P{ω | x i = y i (x, ω) = 0, i = 1, . . . , n} = 0. The gradient g 3 (x) of f 3 is given by
where V (x, ω) ∈ R n×n can be computed by Algorithm 1 in [2] .
If f 3 is twice continuously differentiable at x, then the Hessian matrix G 3 (x) is given by x, ω) ) i can be computed as follows: For each ω ∈ Ω, define vectors ξ, η, c x , c xy , c y ∈ R n with components
Measure of optimality and feasibility
Using reformulations of LCP and stochastic programming techniques, we may consider various deterministic formulations of SLCP. For instance, in a recent paper [15] , another approach for stochastic nonlinear complementarity problems has been proposed as an application of stochastic mathematical programs with equilibrium constraints. Different deterministic formulations of SLCP have different optimal solutions. To help decision makers to select a proper solution, we introduce some measure of optimality and feasibility for a given point x ∈ R n + . As stated in the introduction, the function value f (x) can be regarded as an expected total cost. Let x * be a solution of (1.4) with Ω = {ω 1 , ω 2 , . . . , ω N } . By the definition of ERM formulation, there is no x ∈ R n + such that
Hence x * is a weak Pareto optimal solution of the SLCP in the sense of multi-objective
Now we define some measure of optimality and feasibility for a given point x, without using an NCP function. For a fixed ω,
in the sense that (4.1) has an optimal solution with zero objective value if and only if LCP(M (ω), q(ω)) has a solution. We adopt some ideas of loss functions from the literature of stochastic programming [1, 12, 18] to problem (4.1). For x ∈ R n + , let
It is easy to verify that x ω is a solution of (4.1) if and only if γ(x ω , ω) = 0 and x ω ≥ 0, provided LCP(M (ω), q(ω)) has a solution. In (4.2), the first term evaluates violation of the nonnegativity condition and the second term evaluates the loss in the objective function of (4.1). For a fixed x ∈ R n + , the expected total loss is defined by E[γ(x, ω)]. For two points x * ,x ∈ R n + , we define the measure of dominance of x * overx by
If π(x * ,x) > 0.5, then x * has more chance to dominatex, and so x * may be regarded as a better point thanx in the multi-objective optimization problem
In many engineering and economic applications of SLCP, the inequality y(x, ω) ≥ 0 describes the safety of the system, and the guarantee of safety is critically important.
Under those circumstances, we may judge that a failure occurs if and only if there is an index i such that y i (x, ω) < 0. Let
The reliability of x with a tolerance > 0 is then defined by
Test problems
We give a procedure to generate a test problem of the ERM formulation for discretized monotone SLCP,
Letx be a nominal point chosen in R n + , which is used as a seed of constructing a set of test problems and becomes a solution of the ERM formulation (1.4) in some special cases (see below for the detail). Moreover, the user is required to specify the following parameters:
• n: the number of variables 2. Generate a diagonal matrix D whose diagonal elements are determined as
where λ i , i = 2, . . . , n − 1 are uniform variate in the interval (−1, 1).
3. Generate a random orthogonal matrix U ∈ R n×n by using the singular value decomposition of a random matrix, and letM = U DU T .
4. Generate N random matrices B j ∈ R n×n , j = 1, 2, . . . , N whose elements are in the interval (0, 1). Set
5. For each j = 1, 2, . . . , N , set
where z j ∈ R n is a random vector whose elements are in the interval (0,1).
Some aspects of the test problem
• The expectation matrixM = U DU T is symmetric positive definite. Its condition number is µ 2 and its eigenvalues are distributed on the interval [1/µ, µ].
• If σ = 0, then all M j are equal toM = U DU T , which is positive definite. For
• If #K j = 0 for all j = 1, . . . , N , then f 1 is continuously differentiable atx.
• If β = 0, thenx is a solution of LCP(M j , q j ) for all j = 1, 2, . . . , N . In this case,x becomes a global solution of (4.4) with f (x) = min x∈R n + f (x) = 0.
• n − n x is the number of active constraints atx.
• If β > 0, then we have in general f (x) > 0. In this case,x is not necessarily a solution of (4.4). However, by Remark 2.1 and Theorem 2.2, the positive definiteness ofM guarantees that the solution set of (4.4) is nonempty and bounded.
Numerical results
We used the program of Lemke's method [8] to get a solutionx of the EV formulation (1.5). To solve the ERM formulation (4.4), we used a semi-smooth Newton method with descent direction line search [6] . In particular, we first applied a global descent line search with the gradient ∇f (x) to make the function value sufficiently decrease and get a rough approximate solution. Next, we used a local semi-smooth Newton method with the rough approximate solution as an initial point to get an approximate local optimal solution. As the ERM problem defined by the "min" function is nonsmooth, in a few occasions, the method failed to decrease the function value. When it happened, we restarted the method. All computations were carried out by using MATLAB on a PC.
We first tested our program on hundreds of random problems with β = 0 generated by the procedure in the last subsection with different parameters (n, N, µ, n x , ν, σ) and starting points x 0 = e where = 0, 10, . . . , 50 and e is the n-dimensional vector of ones. Since β = 0, the solution x * of (4.4) coincides with the nominal pointx. We have observed that the average function values and relative errors at computed solutionsx of
which indicates that our method works successfully in finding a global solution of (4.4).
Next, for each fixed (n, n x , β, σ) with β > 0, we used the procedure described in the previous subsection to generate 100 test problems with the following parameters:
The number of elements in the index set K j was determined by using a random number as N ) ). The numbers shown in Tables 4.1 For any x,x ∈ R n + , we define Γ(x) := E[γ(x, ω)], π(x,x) and rel (x) as follows:
where y j (x) = M j x + q j , j = 1, . . . , N . Table 4. 1 Function values and rel with = 0 (left) and = 1 (right). Table 4 .1 shows that the minimum values of f 1 and f 3 become large as β and σ become large. Nevertheless, the function values f 1 (x 1 ) and f 3 (x 3 ) are usually much smaller than f 1 (x) and f 3 (x), respectively. As to the reliability rel (x) and the expected total loss Γ(x), the solutions x 1 and x 3 exhibit significantly better performance thanx as shown in Tables 4.1 and 4. 2. Moreover, as to the measure of optimality and feasibility π(·, ·) which is defined through the stochastic quadratic program (4.1), the solutions x 1 and x 3 dominatex in most cases. From these results, we may conclude that the ERM formulation yields a solution that has desirable properties in regard to the performance measures related to optimality, feasibility, and reliability.
In most cases in Table 4 .2, we find that π(x 1 , x 3 ) + π(x 3 , x 1 ) = 1. This phenomenon may be explained as follows.
we have
In general, unlike LCP, minimal solutions x 1 and x 3 of f 1 and f 3 are different, which leads to γ j (x 1 ) = γ j (x 3 ) in most of our test problems.
Applications
In the survey paper by Ferris and Pang [9] , many engineering and economic applications of complementarity problems are described. Traffic equilibrium problems constitute one of important applications. Here we use the notations in [9] and the example in [5] to illustrate the model of stochastic LCP and the ERM formulation for traffic equilibrium problems under demand uncertainty.
For a given transportation network with a set of nodes and a set of paths, we suppose the travel demand on origin-destination (OD) pairs is given by a vector d and the users' travel cost function is defined by Aξ + b, where A is a positive definite matrix, b is an assigned vector and ξ is the traffic flow. By the Wardrop's user equilibrium principle, the traffic equilibrium problem can be mathematically described as
where τ represents the minimum transportation costs between OD pairs and B is the path-OD pair incidence matrix.
We consider a simple transportation network [5] shown in Figure 1 . Now, for the ERM formulation (1.4) of SLCP(M (ω), q(ω)), we use the sample average approximation method [14] to get the approximation of f (x) as
where ω j is randomly generated by the given distribution. We use the "min" NCP Comparing this solution with that of the EV formulation, which is given by (5.3), we find that the transportation flow on path a 3 is comparable with that on a 1 and a 2 , and therefore we suggest that a 3 should not be ignored. One of the reasons may be that although the cost on a 3 is much higher than those on a 1 and a 2 in average, road a 3 becomes acceptable, or even preferable for users when the travel demand increases, since the increase of cost on road a 3 is much less than that on a 1 and a 2 .
Final remark
The monotone SLCP has a wide range of applications in engineering and economics, and is closely linked to the study of stochastic linear and quadratic programs. Our theoretical and numerical study has revealed that the ERM formulation for the monotone SLCP has various desirable properties. In particular, the ERM formulation produces robust solutions with minimum sensitivity, high reliability, and low risk in violation of feasibility with respect to random parameter variations in SLCP.
