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l.-OBJETIVO Y JUSTIFICACION 
1.1.- Objetivo 
El objetivo principal del proyecto final de carrera ISAX (Interface for Seasonal 
Adjustment with X-12-ARIMA) consiste en realizar una interfase, es decir, una 
relación entre el usuario y el programa X-l2-ARIMA de tal forma que sea de fácil 
comprensión e interpretación para cualquier persona que desee utilizarlo, sin necesidad 
de que posea amplios conocimientos sobre el tema de las series temporales ni el manual 
de usuario. 
También se realizará esta interfase con el objetivo de proporcionar una salida de los 
resultados del programa de una manera más interpretable y ordenada. 
La realización de este proyecto presenta dos finalidades. Por una parte realizar la 
interfase ISAX para que pueda ser utilizada como paquete independiente para realizar el 
estudio de series temporales y por otra parte incorporar al sistema Force 4/R parte de 
este paquete para que pueda ser utilizado como programa de desestacionalización de 
series temporales. 
Force 4/R es un sistema creado íntegramente por el Departamento de Estadística e 
Investigación Operativa de la Univesidad Politécnica de Cataluña para el análisis 
exhaustivo de series temporales. Force 4/R es un proyecto incluído dentro del programa 
europeo ESPRIT. 
1.2.- Justificación 
El estudio de una serie temporal no se realiza normalmente a partir de sus datos 
originales ya que estos contienen una serie de oscilaciones de escaso interés que pueden 
llevar a conclusiones erróneas. En las series económicas, por ejemplo, conviene realizar 
d análisis de los datos a partir de la denominada componente de tendencia o serie 
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ajustada de estacionalidad, es decir, eliminando la estacionalidad a los datos, ya que 
dichas series poseen una clara influencia estacionaL 
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El estudio de las series temporales puede simplificarse mucho si se realiza a partir de las 
denominadas componentes o señales extraídas de los datos que se corresponden con los 
conceptos de tendencia, ciclicidad, estacionalidad y componente irregular. De esta 
manera puede centrarse el estudio individual de cada una de estas componentes según el 
estudio que se desee realizar. 
Existen diversos métodos de descomposición y extracción de señales de las series 
temporales. El programa X-12-ARIMA realiza la descomposición de las series 
basándose en un método consistente en la aplicación de diversas medias móviles. Este 
programa realiza, además de esta descomposición, un estudio completo de las series 
temporales: 
1.- Identificación del modelo que siguen los datos. 

2.- Estimación del modelo que siguen los datos. 

3.- Validación mediante el análisis de los residuos. 
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4.- Detección automática de valores anómalos. 

5.- Ajuste estacional de los datos. 

6.- Cálculo de previsiones. 

7.- Análisis de estabilidad del ajuste estacional. 

8.- Análisis histórico del ajuste 

Algunas de estas opciones pueden realizarse de forma más exacta con otros programas 
ya existentes y especializados en estos aspectos, como puede ser el tema de 
identificación, estimación y validación del modelo que siguen los datos, de manera que 
se centrará la utilización del programa X-12-ARIMA en la descomposición de las series 
en términos de tendencia, ciclicidad, estacionalidad y componente irregular. También se 
utilizará para la estimación de valores anómalos, efectos calendario, Trading day, etc. 
El programa X-12-ARIMA presenta, de todas maneras, alguna dificultad relacionada 
directamente con su utilización. El problema está en que para ejecutarlo deben 
introducirse una gran cantidad de parámetros en un editor, dependiendo de las opciones 
que se deseen ejecutar, de manera que el usuario debe tener un conocimiento muy 
amplio sobre el tema de las series temporales y debe poseer siempre el manual de 
usuario para conocer el significado de cada uno de los parámetros posibles. 
De la misma manera, los resultados obtenidos a través del programa presentan un gran 
problema de interpretación al ser obtenidos en modo texto, incluidos los gráficos, de 
forma que resulta muy difícil su correcta interpretación. Por esta razón se realizará la 
interfase ISAX. 
La interfase ISAX se realizará con la ayuda de Visual Basic v.3.0, lenguaje de 
programación bajo entorno Windows, que presenta multitud de ventajas a la hora de 
realizar aplicaciones de fácil utilización por parte del usuario. 
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2.-Sobre X-12-ARIMA 
2.1.-Introducción X-12-ARIMA 
El programa X-12-ARIMA de ajuste estacional es una versión mejorada del programa 
de ajuste estacional X-JJ Variant 01 the Census Method l/. Las mejoras incluyen una 
interfase más explicativa y versátil a la vez que nuevas opciones que pretenden ayudar al 
usuario a detectar y resolver insuficiencias en los ajustes de los efectos estacionales y de 
vacaciones. 
La principal fuente de estas nuevas utilidades se centra en la modelización de las series 
temporales económicas según el denominado modelo RegARIMA. Son modelos de 
regresión cuyos errores siguen un modelo ARIMA. Más explícitamente, son modelos 
en los que la media de la serie temporal (o de su logaritmo) se describe mediante una 
combinación lineal de variables regresoras. Si no se utilizan variables regresoras, es 
decir, la media de la serie temporal es cero, el modelo RegARIMA se simplifica 
convirtiéndose en un modelo ARIMA. Existen variables regresoras para estimar 
directamente efectos de Trading day y de vacaciones. También existen variables 
regresoras que ayudan a la modelización de ciertos tipos de cambios de nivel, cuyos 
efectos tienen que ser eliminados temporalmente de los datos antes de realizar el ajuste 
estacional. El procedimiento de modelización del programa X-12-ARIMA se basa en el 
programa de modelización desarrollado por Time Series Staff 01 Bureau 01 the Census's 
Statistical Research Division. 
A parte de las variables regreso ras que se pueden incluir, una utilidad importante del 
modelo RegARIMA es la propiedad de extender (aumentar) las series temporales con 
previsiones (y retroprevisiones) para mejorar el ajuste estacional de los datos más 
próximos (y los más lejanos). Haciendo esto se reducen los problemas derivados de la 
estimación de la tendencia y de los tipos de procesos asimétricos de media móvil 
utilizados por el método X-] 1 hacia el final de la serie. 
5 
I 
El programa X-12-ARIMA incluye varias variables regresoras predefinidas, como 
constantes, efectos estacionales fijos, efectos de Trading day, efectos de vacaciones, 
outliers aditivos, cambios de nivel, efectos temporales, etc. También pueden 
introducirse variables regresoras definidas por el usuario. 
Las observaciones (datos) de las series temporales que serán modeladas y ajustadas 
estacionalmente mediante X-12-ARIMA deben ser cuantitativas. Las observaciones 
deben ser equidistantes en el tiempo y no se permiten missing values o valores faltan tes. 
El programa X-12-ARIMA acepta únicamente series temporales univariantes y no 
permite estimar la relación entre dos o más series temporales. 
Los modelos ARIMA pueden especificarse de forma muy flexible en el programa X-12­
ARIMA: cualquier número de operadores AR, MA y diferencias puede ser especificado, 
se permiten valores faltantes en cualquier operador AR o MA, y se pueden fijar los 
valores de los parámetros AR y MA introducidos por el usuario. 
El programa X -12-ARIMA posee las opciones necesarias para las tres fases de 
modelización: identificación, estimación y validación. La definición de un modelo 
RegARIMA requiere la especificación de las variables regresoras a incluir en el modelo 
y también la especificación del modelo ARIMA para los errores. La especificación de 
las variables regresoras depende del conocimiento que posea el usuario sobre las series 
temporales a analizar. La identificación del modelo ARIMA para los errores se consigue 
mediante el estudio de las funciones de autocorrelación y autocorrelación parcial 
producidas por X-12-ARIMA. Una vez se ha identificado el modelo ARIMA para los 
errores, X-12-ARIMA estima los parámetros por máxima verosimilitud usando un 
algoritmo iterativo de mínimos cuadrados generalizados (IGLS). La validación incluye 
un análisis de los residuos del modelo ajustado. X-12-ARIMA genera diversos 
resultados para verificar el modelo, además de poder detectar outliers aditivos y cambios 
de nivel. Finalmente, X-12-ARIMA puede calcular previsiones puntuales, variancia de 
las previsiones e intervalos de confianza para el modelo ajustado. 
6 
Adicionalmente a estos procedimientos de modelización, X-12-ARIMA posee un 
procedimiento de selección automática de modelos, además de una opción que usa el 
test Ale para determinar si las variables Trading day deben ser incluidas en una serie 
temporal determinada. También se generan varios estadísticos para comparar unos 
modelos con otros. 
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2.2.-Modelización RegARIMA con X..12-ARIMA 
2.2.1.-Modelo general X-12-ARIMA 
Los modelos ARIMA se usan frecuentemente para series temporales estacionales. Un 
modelo estacional multiplicativo ARIMA para una serie temporal Zt puede escribirse de 
la siguiente manera: 
(1) 
donde B es un operador tal que BZt=Zt-l, s es el periodo estacional, cp(B)=(I-<p¡B-... ­
~P) es el operador AR autorregresivo no estacional, c;I>(Bs)=(I-4>¡Bs-...-4>sBPS) es el 
operador AR autorregresivo estacional, e(B)=(I-e¡B-... eqBQ) es el operador MA de 
medias móviles no estacional, 8(BS)=(I--e¡Bs- •••--esnQs) es el operador MA de medias 
móviles estacional y At son observaciones ¡j.d. (independientes e idénticamente 
distribuidas) de media cero y variancia ¿Z (ruido blanco). El operador (l_B)d(1_BS)D 
implica una diferencia no estacional de orden d y una diferencia estacional de orden D. 
Si d=D=O (no hay diferenciación), suele reemplazarse Zt por Zt-/l donde /l=E(Zt). 
Una extensión práctica de los modelos ARIMA resulta del uso de una función de la 
media que varía en el tiempo modelada según una regresión lineal. Más explícitamente, 
dada una serie temporal Yt, se escribe una ecuación de regresión lineal de la siguiente 
manera: 
y t=L~iXit + Zt (2) 
donde Yt es la serie temporal (dependiente), Xit son las variables regresoras, ~i son los 
parámetros de regresión y Zt=Yt-L~iXit es la serie temporal de los errores de regresión, 
. la cual sigue un modelo ARIMA (1). Modelando Zt según un modelo ARIMA el 
poblema fundamental reside en la aplicación de la metodología de regresión a los datos 
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de la serie temporal, asumiendo que los errores de regresión (Zt en (2» no están 
correlacionados con el tiempo. De hecho, para los datos de la serie temporal, los errores 
en (2) suelen estar autocorrelacionados con el tiempo y, muchas veces, pueden necesitar 
alguna diferenciación. Asumiendo que Zt está no correlacionada en estos casos puede 
conducir a resultados erróneos. 
Las expresiones (1) y (2) tomadas a la vez definen el modelo general RegARIMA 
utilizado por X-12-ARIMA. Combinando (1) y (2) el modelo puede ser escrito según la 
siguiente ecuación: 
(3) 
El modelo RegARIMA (3) puede ser pensado tanto como un modelo ARIMA puro (1) 
con una función de regresión para la media (L~iXit) como un modelo de regresión (2) 
donde los errores Zt siguen un modelo ARIMA (1). En cualquier caso, es necesario 
advertir que el modelo RegARIMA implica que primero se substraen los efectos de 
regresión de Yt para que la media de Yt sea cero y después Zt (error de la serie) se 
diferencia para convertir la serie en estacionaria (Zt se convierte en Wt). Se asume que 
Wt sigue un modelo ARMA estacionario cp(B)<I>(Bs)Wt=e(B)E>(BS)At. Otra manera de 
expresar el modelo RegARIMA (3) es: 
(4) 
donde Wt sigue un modelo ARMA estacionario. La ecuación (4) demuestra que las 
variables regresoras Xit del modelo RegARIMA se diferencian según el operador de 
diferencias del modelo ARIMA (1-B)d(l-BS)D. 
Advertir también que el modelo RegARIMA escrito en (3) asume que las variables 
regresoras Xit afectan a la serie temporal dependiente Yt sólo en instantes de tiempo 
concurrentes, es decir, el modelo (3) no incluye efectos de regresión retardados como 
~t-l. Efectos retardados pueden incluirse indirectamente con variables regresoras 
definidas por el usuario. 
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2.2.2.-Introduccióll de datos y transformaciones con X-12-ARIMA 
Las observaciones de la serie temporal original a analizar se introducen en el programa 
directamente mediante un fichero de datos. Estas observaciones deben ser cuantitativas 
y equidistantes en el tiempo. 
El programa X-12-ARIMA permite realizar transformaciones no lineales de los datos, a 
la vez que permite reescalar los datos con la inclusión de factores de ajuste iniciales. Las 
transformaciones no lineales permitidas son la familia de transformaciones Box-Cox 
(como puede ser el logaritmo) o transformaciones logísticas (útiles para series 
temporales cuyos datos vienen expresados en datos mayores de cero y menores que 
uno). Puede especificarse un ajuste inicial predefinido que divide cada observación en 
una serie mensual por la correspondiente longitud del mes (o longitud del trimestre para 
series trimestrales) y después la reescala mediante la media de la longitud del mes (o del 
trimestre). También pueden indicarse un conjunto de factores de ajuste iniciales 
definidos por el usuario de manera que se dividen los datos de la serie original entre 
estos factores. El resultado de introducir los datos y realizar las transformaciones es la 
serie temporal Yt usada en el modelo RegARIMA : 
2.2.3.-Variables regresoras en X-12-ARIMA 
La definición del modelo RegARIMA requiere la especificación de las variables 
regresoras y del modelo ARIMA para los errores de regresión Zt. Para elegir las 
variables regresoras el usuario debe poseer conocimientos relevantes sobre la serie 
temporal a modelar. Varias variables regresoras frecuentemente usadas para las series 
temporales económicas se encuentran ya definidas en el programa X-12-ARIMA y 
pueden ser incluidas de forma muy sencilla en el modelo. Además pueden incluirse 
variables regresoras definidas por el usuario. X-12-ARIMA genera diversos estadísticos 
TStudent para comprobar la significación de los parámetros de regresión 
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individualmente y estadísticos X2 para comprobar la significación de variables 
regresoras en grupo (como Trading day). 
La variable regresora más básica es el término de constante. Si el modelo ARlMA no 
posee diferenciaciones, suele ser la variable regresora más usual, la cual, si no existen 
otras variables regresoras en el modelo, representa la media de la serie temporal 
(estacionaria). Si el modelo ARlMA posee diferenciaciones, X-12-ARlMA usa una 
variable regresora de manera que cuando se realiza una diferenciación según el modelo 
ARlMA (1-B)d(1-BS)DYt='.E~i(1-B)d(l-BS)DXit + Wt se genera una columna de unos. 
El parámetro correspondiente se denomina entonces constante de tendencia, ya que 
genera un polinomio de tendencia de grado igual al número de diferencias del modelo. 
Por ejemplo, con diferencias no estacionales (<:1>0) pero sin diferencias estacionales 
(0=0), la constante de tendencia (no diferenciada) es proporcional a td. Advertir que los 
términos del polinomio de menor orden, tj para O<=j<=d, no se incluyen entre las 
variables regresoras ya que serían diferenciadas y convertidas en cero «1-B)d), por lo 
tanto sus coeficientes no serían estimados. Si se realizan transformaciones estacionales 
(0)0), la naturaleza de la constante de tendencia es mucho más complicada, ya que se 
trata de un polinomio de orden d+D. Sin constante de tendencia, el modelo ARlMA 
.(B)<l>(BS)(1-B)d(1-B5)D(Yt-'.E~iXit)=e(B)E>(BS)At se corresponde con un polinomio de 
grado d+D-l. 
Efectos estacionales fijos en series mensuales pueden modelarse usando 12 variables 
indicadoras, una para cada mes de calendario. Como estas 12 variables siempre suman 
uno, se confunden con un efecto de nivel generaL Esto conduce a uno de dos problemas 
singulares: colinealidad con la constante de tendencia en un modelo sin diferenciaciones 
o. en un modelo con diferenciaciones, las 12 variables indicadoras suman siempre cero. 
Para solucionar esto se realiza una reparametrización que usa 11 variables de contraste 
en lugar de las 12 variables indicadoras. La alternativa sería tomar 11 variables tomadas 
de la representación de la serie (trigonométrica) de Fourier de un modelo mensual fijo. 
Para series trimestrales el programa X-12-ARlMA realiza las transformaciones 
convenientes usando el mismo método. Debe tenerse en cuenta que estas variables no 
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pueden ser usadas en modelos con diferencias estacionales, ya que serían todas las 
variables diferenciadas y convertidas en cero. 
Efectos de Trading day aparecen cuando úna serie viene afectada por la composición 
de cada uno de los meses (en cuanto a días de la semana). Los efectos de Trading day 
pueden ser modelados mediante 7 variables que representan (n° de Lunes), ... ,(n° de 
Domingos) en el mes t. Sin embargo, Bell and Hillmer (1983) advirtieron que era mejor 
utilizar únicamente 6 variables de contraste definidas como (n° de Lunes-n° de 
Domingos),... ,(n° de Sábados-n° de Domingos). Estas 6 variables de contraste se 
denominan en X-12-ARIMA las variables td6. Otra manera de tener en cuenta los 
efectos de la longitud del mes es reescalar los datos de la serie temporal Yt como 
m Yt/mt, donde Yt son los datos originales antes de realizar las transformaciones, mt es 
la longitud del mes t, y m=30.4375 es la media de la longitud de los meses. Cuando se 
desea realizar esta transformación, únicamente debe incluirse la variable td6 en el 
modelo. 
El parágrafo anterior asume que la serie temporal a modelar representa el agregado de 
algunas series temporales diarias (no observadas normalmente) sobre los meses del 
calendario. Estas series se denominan series de flujo. Si la serie temporal representa el 
valor de algunas series diarias tomadas al final de cada mes (series denominadas series 
.. de stock) las variables regresoras a utilizar son diferentes. Los efectos de Trading day en 
las series de stock al final de cada mes pueden ser modelados usando 7 variables 
indicadoras para el día de la semana en el que finaliza el mes. Dado que la suma de estas 
7 variables es siempre uno, en su lugar suelen usarse 6 variables de contraste. 
Las mismas opciones pueden ser utilizadas para series trimestrales de flujo. Los efectos 
de Trading day para series trimestrales son relativamente raros ya que la composición 
del calendario en trimestres no varía demasiado a lo largo del tiempo como lo hace en el 
caso de los meses. Las variables de Trading day no pueden utilizarse en series de flujo 
que no sean mensuales o trimestrales o en series de stock que no sean mensuales. 
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Los efectos de Semana Santa (en series mensuales de flujo) aparecen por causa de 
vacaciones cuyas fechas varían en el tiempo y que además: 
-la actividad mensual aumenta o disminuye regularmente alrededor de la fecha 
de las vacaciones. 
-la diferencia de actividad afecta a dos (o más) meses dependiendo de la fecha en 
la que ocurren las vacaciones cada año. 
(Los efectos de vacaciones con una fecha fija, como la Navidad, no pueden distinguirse 
de los efectos estacionales fijos). Los efectos de Semana Santa son los que más 
frecuentemente afectan a las series temporales económicas en U.S., variando la fecha de 
las vacaciones entre el 22 de Marzo y el 25 de AbriL También pueden afectar, aunque 
menos frecuentemente, las vacaciones intrasemanales y las vacaciones de Acción de 
Gracias. El modelo usado por X-12-ARlMA para los efectos de Semana Santa y de ]as 
vacaciones intrasemanales asume un cambio de nivel constante en ]a actividad diaria 
durante un número determinado de días antes de las vacaciones. Para los efectos de 
Acción de Gracias, el modelo usado asume un cambio de nivel constante en la actividad 
diaria durante un número determinado de días antes o después del día 24 de Diciembre. 
Las variables regresoras construidas para estos efectos de las vacaciones denotan, para 
un mes t, la proporción del periodo de tiempo que disminuye en el mes t. Prácticamente 
el mismo efecto de Semana Santa se aplica a las series trimestrales de flujo, pero los 
efectos de las vacaciones intrasemanales y los efectos de Acción de Gracias no están 
presentes en las series trimestrales. X-12-ARlMA no permite especificar variables 
regresoras para los efectos de las vacaciones para series de stock. 
X-l2-ARIMA proporciona otras tres clases de variables regresoras: Outliers aditivos 
(AO), Cambios de nivel (LS) y Rampas temporales (RP). Los AO afectan 
únicamente una observación en la serie temporal, los LS aumentan o disminuyen el 
nivel de todas las observaciones a partir de una fecha determinada según una constante y 
los RP determinan un aumento o disminución lineal del nivel de la serie temporal en un 
periodo de tiempo determinado y su eliminación al cabo de un cierto tiempo. 
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El programa X-12-ARIMA permite determinar automáticamente si existe algún Outlier 
aditivo (AO) o Cambio de nivel (LS) para luego poderlos incluir como variables 
regresoras. 
2.2.4.-Parte ARIMA del modelo en X-12-ARIMA 
La parte ARIMA del modelo RegARIMA se determina por su orden y su estructura (p d 
q)(P D Q) Y s para el modelo <j>(B)<I>(BS)(l-B)d (1-BS)DZt=e(B)8(BS)At. Si no se 
incluyen variables regresoras en el modelo, la determinación del orden del modelo 
ARIMA puro (identificación del modelo ARIMA) puede realizarse a través del estudio 
de la función de autocorrelación (ACF) y de la función de autocorrelación parcial 
(PACF) de la serie temporal Yt y de sus diferencias. Para modelos RegARIMA debe 
realizarse una pequeña modificación ya que la presencia de variables regresoras puede 
distorsionar la apariencia del ACF y del PACF. De esta manera, el ACF de la serie 
original Yt y de sus diferencias se utiliza para determinar las diferenciaciones. Después 
se obtienen los residuos de la regresión de los datos diferenciados en las variables 
regresoras diferenciadas. El ACF y P ACF de los residuos pueden ser utilizados para 
determinar el orden de los parámetros AR y MA de la parte ARIMA del modelo 
RegARIMA. 
2.2.5.-Estimación e inferencia del modelo en X-12-ARIMA 
Una vez especificado el modelo RegARIMA, se estiman los parámetros del modelo por 
máxima verosimilitud exacta o por una variante denominada máxima verosimilitud 
condicional, también conocida como mínimos cuadrados condicionales. El usuario 
puede especificar una maximización de la verosimilitud exacta para todos los 
parámetros, de la verosimilitud exacta para los parámetros MA pero condicional para 
los AR, o de la verosimilitud condicional para ambos parámetros AR y MA. Las 
diferencias entre los parámetros AR estimados por máxima verosimilitud exacta o 
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condicional suelen ser muy pequeñas. Las diferencias entre los parámetros MA 
estimados por máxima verosimilitud exacta o condicional son mayores y se recomienda 
realizar una aproximación por máxima verosimilitud exacta. La opción que presenta el 
programa X-12-ARIMA para escoger máxima verosimilitud exacta o condicional a la 
hora de estimar los parámetros MA existe principalmente para comparar los resultados 
con otros programas de software o para encontrar valores iniciales para los parámetros 
antes de realizar la estimación exacta cuando hay problemas de convergencia. Por 
defecto el programa realiza la estimación por máxima verosimilitud exacta para ambos 
parámetros AR y MA. 
Cualquiera que sea la opción que se eliga para la estimación, el logaritmo de la 
verosimilitud resultante para un modelo ARIMA puro se reduce a la suma de una 
función de cuadrados la cual se minimiza por un procedimiento no lineal de mínimos 
cuadrados (Minpack). Para maximizar la verosimilitud para un modelo RegARIMA 
completo se utiliza un algoritmo iterativo de mínimos cuadrados generalizados (IGLS). 
Este algoritmo comprende dos pasos generales: 
-para valores dados de los parámetros AR y MA, los parámetros de regresión que 
maximizan la verosimilitud se obtienen mediante una regresión de mínimos cuadrados 
generalizados (GLS, usando la estructura de la covariancia de los errores de regresión, 
que se determinan por su propio modelo ARIMA). 
-para valores dados ~i de los parámetros de regresión, el modelo ARIMA se 
ajusta por máxima verosimilitud de la serie temporal de los errores de regresión, Zt=Yt­
~iXit. 
IGLS itera entre estos dos pasos generales hasta que se consigue la convergencia. El 
programa permite obtener también resultados, opcionalmente, sobre las iteraciones de 
estimación intermedias. 
Inferencias estadísticas sobre los parámetros del modelo RegARIMA pueden realizarse 
lKilizando resultados asintóticos de la estimación de máxima verosimilitud de los 
modelos ARIMA y RegARIMA. Estos resultados concluyen que, bajo suposiciones 
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convenientes, las estimaciones de los parámetros se distribuyen normalmente con media 
igual al valor real de los parámetros y con una matriz de covariancia específica que 
puede ser estimada. Dichas suposiciones incluyen que la forma real del modelo se usa, 
que los operadores AR son todos estacionarios y los MA invertibles, y que la serie 
temporal es lo suficientemente grande como para aproximar y aplicar los resultados 
asintóticos. Usando estos resultados sobre la inferencia estadística de los parámetros, el 
programa X-12-ARlMA proporciona errores estándar para las estimaciones de los 
parámetros del modelo ARMA y para los errores de regresión, y, opcionalmente, 
matrices de correlación (o covariancia) para las estimaciones de ambos parámetros del 
modelo ARMA y de regresión. Las estimaciones de los parámetros de regresión no están 
asintóticamente correlacionadas con las estimaciones de los parámetros del modelo 
ARMA. Estos resultados pueden utilizarse normalmente para realizar inferencia teórica 
sobre los parámetros del modelo, incluyendo el uso de estadísticos t d'Student y 
estadísticos X2 producidos por el programa X-12-ARlMA para asesorar la significación 
estadística de los parámetros de regresión individuales y de grupos de parámetros de 
regresión correspondientes a efectos de regresión particulares. Además de que el 
programa X-12-ARIMA proporciona el valor de la función logarítmica de máxima 
verosimilitud, también pueden obtenerse varios tests de ratios de verosimilitud 
ejecutando el programa varias veces con diferentes modelos. 
El programa X-12-ARlMA usa la estimación de máxima verosimilitud de la variancia 
residual 0 2, donde d=SS/(n-d-s*D), donde SS es la suma de cuadrados residuales y n­
d-s*D es el número efectivo de observaciones después de realizar las diferenciaciones. 
Si se usa la función de verosimilitud que es condicional respecto a los parámetros AR, 
se reemplaza n-d-s*D por n-d-s*P-s*D. Debe advertirse que no se realiza un ajuste de 
los grados de libertad para los parámetros del modelo a estimar. Por esta razón, si el 
programa X-12-ARlMA se usa para ajustar un modelo de regresión puro (modelo cuyos 
errores de regresión siguen un modelo ARIMA(O O O)), d será diferente de la 
estimación usual insesgada de la variancia de regresión. Consecuentemente, los errores 
estándar resultantes, los estadísticos t d'Student, y los estadísticos X2 para las 
estimaciones de los parámetros de regresión también serán levemente diferentes de los 
que se obtendrían con un programa de regresión estándar. 
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Una aproximación alternativa a la inferencia consiste en usar la verosimilitud basada en 
el criterio de selección de modelos producido por X-12-ARlMA: AIC, AlC corregido de 
sesgo al ajustar la F de Snedecor, Hannan-Quinn y BIC. Para cada uno de estos 
estadísticos, se prefiere el modelo que consiga un valor menor. Una ventaja de este 
criterio sobre los estadísticos usuales t d'Student, estadísticos X2, y tests de ratios de 
verosimilitud es que pueden ser usados para comparar modelos no anidados (modelos 
diferentes todos ellos ya que ninguno de ellos puede obtenerse combinando los 
parámetros de otro modelo). Deben tomarse precauciones a la hora de utilizar este 
criterio de selección de modelos, ya que en ciertas ocasiones puede resultar incorrecto su 
uso. 
2.2.6.-Validación e identificación de outliers 
La validación del modelo RegARIMA se realiza mediante varios análisis de los residuos 
de la estimación del modelo. El objetivo que se desea conseguir al realizar estos análisis 
es que los residuos reales At 
se comporten como "ruido blanco", es decir, independientes e idénticamente 
distribuidos según una normal de media Q y variancia 0 2. (i.i.d. N(Q,(j2». Debe 
advertirse que la normalidad de los residuos At no es necesaria para la estimación de la 
muestra o para los resultados de la inferencia, es mucho más importante para asegurar la 
validez de los intervalos de predicción calculados al realizar previsiones). El programa 
X-12-ARIMA permite calcular varios estadísticos usando los residuos del modelo 
ajustado. Para estudiar la autocorrelación, el programa produce ACF y PACF de los 
residuos con sus errores estándar, además de una serie de estadísticos descriptivos y un 
histograma de los residuos. Estos residuos pueden ser también graficados. 
Un aspecto importante de la validación de los modelos de las series temporales es la 
identificación de outliers. El programa X-12-ARlMA permite detectar automáticamente 
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los outliers, tanto los aditivos (AO) como los de cambio de nivel (LS). Estas dos clases 
de outliers están asociadas a las variables de regresión definidas anteriormente. La 
aproximación general es similar a la regresión paso a paso (GLS). donde las candidatas 
a variables de regresión son las variables AO y LS para todas las observaciones en las 
que se realiza identificación de outliers. En resumen, esta aproximación incluye el 
cálculo de estadísticos t d'Student para la significación de cada outlier, buscando a 
través de este estadístico qué outliers son significativos e incluyéndolos en el modelo 
como variables regresoras AO o LS, según el caso. El programa permite la elección de 
dos modos diferentes para la inclusión de los outliers. El método addone realiza una 
reestimación del modelo después de incluir cada outlier, mientras que el método addall 
realiza una reestimación del modelo únicamente después de incluir un conjunto de 
outliers. 
Durante la detección de outliers se utiliza un estimador robusto de la desviación 
estándar residual (1.48x la desviación absoluta media de los residuos). Debido a que la 
detección de outliers involucra la busca dentro de todas (o parte) de las observaciones 
para encontrar outliers significativos, el valor crítico habitual (2.0) es muy pequeño, por 
lo que el programa usa por defecto el valor crítico 3.3, aunque el usuario puede 
cambiarlo. 
Cuando un modelo contiene dos o más outliers de cambio de nivel (LS). incluyendo los 
outliers detectados y los incluidos como variables de regresión, el programa X-12­
ARlMA produce opcionalmente estadísticos t d'Student para la hipótesis nula según la 
cual dos, tres, etc. cambios de nivel sucesivos pueden formar una rampa temporal de 
cambio de nivel (RP). Dos cambios de nivel sucesivos forman una rampa temporal de 
cambio de nivel si el efecto de uno se sobrepone al efecto de otro, de manera que la 
suma de los dos parámetros de regresión correspondientes es cero. De la misma manera, 
tres cambios de nivel sucesivos forman una rampa temporal de cambio de nivel si la 
suma de los tres parámetros de regresión correspondientes es cero, etc. Existe un límite 
para el número de cambios de nivel sucesivos introducidos por el usuario. Los 
estadísticos t d'Student producidos son la suma de los parámetros estimados para cada 
ejecución de cambios de nivel sucesivos divididos por el error estándar correspondiente. 
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Un estadístico t d'Student insignificante (valor menor que 2) rechaza la hipótesis nula de 
manera que los cambios de nivel no forman una rampa temporal de cambio de nivel. Si 
uno o más de estos estadísticos son insignificantes, el usuario puede volver a especificar 
el modelo sustituyendo las variables regresoras de cambio de nivel por la rampa 
temporal correspondiente. La elección de incluir cambios de nivelo rampas temporales 
puede ser importante al realizar la previsión en una serie temporal donde los cambios de 
nivel se encuentran al final de la serie. 
2.2.7.-Previsión 
Para un modelo RegARIMA cuyos parámetros se estiman mediante el programa X-12­
ARIMA, se pueden calcular las previsiones puntuales, los errores estándar 
correspondientes y los intervalos de previsión a través del modelo especificado. Las 
previsiones puntuales son predicciones lineales futuras de error medio cuadrado 
mínimo, las cuales se basan en el presente y en el pasado asumiendo que el modelo real 
es usado (para las medias se asume que el modelo RegARIMA es correcto, que se han 
incluido las variables regresoras correctas, que no existen outliers AO ni LS en el 
periodo de previsión, que los ordenes AR y MA son también correctos y que los valores 
los parámetros (normalmente estimados) son iguales a los valores reales). Estas son 
suposiciones estándar que en la práctica no se cumplen todas. Lo que sí es más realista 
es que el modelo RegARIMA es muy parecido al modelo real, desconocido. El 
programa X-12-ARIMA produce dos conjuntos de errores de previsión estándar. Uno de 
los conjuntos supone que todos los parámetros son conocidos. El otro produce errores 
estándar a través de la estimación de los parámetros, asumiendo que los parámetros AR 
y MA son conocidos. De todas maneras, la contribución del error de estimación de los 
parámetros AR y MA al error de previsión es mínima, por lo cual se puede ignorar esta 
fuente de error al calcular las previsiones. 
Si la serie temporal ha sido transformada, entonces la previsión se obtiene inicialmente 
en la escala transformada y después se vuelven a transformar a la escala original. Si se 
realizan ajustes iniciales el proceso es el mismo. 
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Si el modelo RegARIMA incluye alguna variable regresora introducida por el usuario, 
el programa X-12-ARIMA necesita valores de esta variable regresora para el periodo de 
previsión. Para las variables regresoras ya predefinidas el programa ya realiza 
automáticamente la extensión necesaria. Para los factores de ajuste iniciales definidos 
por el usuario también deben existir valores correspondientes al periodo de previsión. 
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2.3.-Aspectos relacionados con la estimación del modelo 
RegARIMA 
Cuando el algoritmo IGLS y el procedimiento no lineal de mínimos cuadrados, usados 
por el programa X-12-ARIMA, son poco reales al buscar las estimaciones de máxima 
verosimilitud para el modelo RegARIMA, pueden ocurrir problemas ocasionales en la 
estimación. Algunos de estos problemas se comentan en los siguientes apartados y se 
ofrecen posibles soluciones. 
2.3.1.-Valores iniciales para los parámetros 
El usuario puede introducir valores iniciales para los parámetros los cuales serán usados 
para empezar las iteraciones de maximización de la verosimilitud. Esto es raramente 
necesario y no es muy recomendado. Por defecto el valor inicial de los parámetros AR y 
MA es 0.1. No se necesitan valores iniciales para los parámetros de regresión, los cuales 
se determinan mediante las regresiones GLS). Esta opción por defecto suele ser la más 
adecuada en la mayoría de casos. Especificar valores iniciales mejores (los cuales 
pueden ser obtenidos ajustando el modelo inicialmente por verosimilitud condicional) 
no suelen acelerar mucho la convergencia. Una posible excepción ocurre si las 
estimaciones iniciales que son casi exactas están disponibles, cuando por ejemplo se 
reestima un modelo con un conjunto pequeño de datos añadido a la serie temporal. De 
todos modos, la razón principal para especificar valores iniciales es para evitar 
problemas de convergencia en algunas situaciones de estimación complicada. 
Cuando el esquema de estimación iterativa del programa X-12-ARIMA no converge, 
existen varias soluciones. Si el programa se detiene cerca de la convergencia porque ha 
realizado el número máximo de iteraciones (el programa imprime un mensaje 
aclaratorio cuando esto ocurre), basta con volver a ejecutar el programa especificando 
como valores iniciales los obtenidos en la última iteración realizada. Otra solución más 
fácil a este problema, aunque más lenta en ejecución, consiste en aumentar el número de 
iteraciones permitidas y volver a ejecutar el programa. Si el programa se detiene lejos de 
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la convergencia final o se acerca al número máximo de iteraciones, es conveniente 
ajustar primero el modelo por verosimilitud condicional y luego utilizar los valores 
iniciales para la estimación por máxima verosimilitud exacta. Por otra parte, los 
-
problemas de convergencia pueden aparecer también cuando el modelo usado es muy 
complicado. En este caso lo más conveniente es examinar los resultados e intentar 
simplificar el modelo. 
2.3.2.-Invertibilidad de los parámetros MA 
Un polinomio MA, 8(B) = 1-8¡B-...-8qBQ, es invertible si todas las raíces G1,... ,Gq de 
8(B)=O están fuera del círculo unidad (lGjl> 1 para toda j). Para cualquier operador MA 
invertible en un modelo ARIMA hay uno o más operadores MA no invertibles que 
producen la misma estructura de autocovariancia, y por lo tanto la misma función de 
verosimilitud (definida de manera exacta para los parámetros MA). Aunque los datos no 
pueden diferenciar entre los modelos invertibles i no invertibles, es preferible escoger el 
modelo invertible. Esto es esencial para la previsión (previsiones incorrectas pueden 
obtenerse a partir de un modelo no invertible). Hay una excepción importante. Los 
polinomios MA con raíces en el círculo unidad (IGjl=l), en el límite de la región de 
invertibilidad, no ocasionan problemas de previsión cuando se toman adecuadamente 
(por máxima verosimilitud exacta para modelos MA). 
La estimación con el programa X-12-ARIMA involucra restricciones de invertibilidad 
en los parámetros MA en la maximización iterativa no lineal de la función de 
verosimilitud. Estrictamente hablando, los modelos estimados con X-12-ARIMA son 
invertibles. Si las estimaciones de máxima verosimilitud (MLEs) para un modelo dado 
se encuentran en el límite de la región de invertibilidad, es decir, el modelo tiene 
operadores MA con raíces exactamente sobre el círculo unidad, la búsqueda no lineal de 
X-12-ARIMA aproximará el límite de la región de invertibilidad en el interior de la 
región de invertibilidad y generalmente estará tan cerca de la región límite de 
invertibilidad como lo permita la tolerancia de la convergencia o el número máximo de 
iteraciones permitido. De esta manera el programa puede producir efectivamente 
estimaciones en el límite de la región de invertibilidad. La convergencia de las 
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estimaciones del modelo en estos casos suele ser lenta, ya que encontrar el máximo de la 
función de verosimilitud en el límite del espacio restringido de los parámetros es un 
problema de optimización complicado. Más importante es decir que la convergencia al 
, 
límite de la región de in vertibilidad a menudo indica que el modelo no es del todo 
correcto y es preferible estudiar los resultados. 
La estimación suele producir un modelo no invertible cuando contiene una diferencia 
estacional o un polinomio MA estacional. Dado que estos modelos son bastante 
comunes en series temporales económicas estacionales, el usuario debe tener esto en 
cuenta para poder solucionar los posibles problemas. 
2.3.3.-Estacionariedad de los operadores AR 
Un polinomio AR, q,(B)=l-<1>IB-...-9pBP, es estacionario si todas las raíces de q,(B)=O se 
encuentran fuera del círculo unidad. La función de verosimilitud exacta para AR asume 
que todos los operadores AR son estacionarios. De la misma manera, la verosimilitud 
exacta para AR puede ser evaluada, y la estimación y otros análisis (p.ej. previsión) 
pueden realizarse, sólo si los parámetros AR satisfacen las restricciones de 
estacionariedad. De este modo, cuando se usa la función de verosimilitud exacta para 
AR, X-12-ARIMA impone las restricciones de estacionariedad en la estimación. A 
menos que exista cancelación de parámetros, es imposible que la estimación no lineal 
del programa X-12-ARIMA se aproxime al límite de la región de estacionariedad. 
Si la verosimilitud se define condicional respecto a los parámetros AR, la 
estacionariedad ni se asume ni se impone. La estimación del modelo, la previsión, etc. 
no están comprometidas con los valores de los parámetros fuera del círculo unidad. Los 
resultados de la inferencia, de todas maneras, están afectados. Se necesitan técnicas 
especiales para realizar inferencia sobre parámetros AR fuera de la región de 
estacionariedad. 
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2.3.4.~Cancelación de los operadores AR y MA, Y sobrediferenciación 
La cancelación de factores AR y MA es posible cuando un modelo con estructura mixta 
ARMA se estima. Se dice que un modelo tiene estructura mixta ARMA cuando en un 
modelo del tipo: 
o del tipo: 
tienen o p>O y q>O, o P>O y Q>O. El ejemplo más simple de cancelación ocurre con el 
modelo ARMA(l,l), (l-<»B)Zt=(1-eB)At, cuando <»=0. Cancelando el factor (l-<»B) a 
ambos lados en el modelo (l-<»B)Zt=(l-<»B)At se simplifica y queda Zt=At. Por esto, la 
función de verosimilitud será casi constante en la línea <»=e. Esto puede ocasionar 
problemas en la convergencia de la estimación no lineal si el MLEs para el modelo 
ARMA ( 1,1) satisface aproximadamente <»=e. Problemas análogos aparecen en modelos 
mixtos cuando el polinomio AR y el MA tienen ceros en común. 
Si el programa X-12-ARIMA tiene problemas de convergencia cuando estima un 
modelo mixto, la cancelación de factores AR y MA puede ser responsable. En cualquier 
caso, la posible cancelación debe ser comprobada calculando los ceros de los 
polinomios AR y MA Y examinando los que sean comunes al polinomio AR y al MA. Si 
se encuentra un cero (o varios) común, entonces el modelo debe ser simplificado 
cancelando los factores comunes (reduciendo el orden de los polinomios AR o MA 
correspondientes), y finalmente debe ser reestimado este nuevo modelo. 
Es también posible que los polinomios estimados MA tengan factores que se cancelan 
con operadores de diferenciación. Esto ocurre cuando el modelo tiene una diferencia no 
estacional y el polinomio MA no estacional estimado contiene un factor (l-B), o el 
modelo tiene una diferencia estacional y el polinomio MA estacional estimado contiene 
24 
un factor (l-W). Esta cancelación se llama sobrediferenciación, ya que supone que la 
serie ha sido diferenciada más veces de las necesarias para llegar a la estacionariedad. 
Cuando existe sobrediferenciación la correspondiente diferencia y el factor MA pueden 
ser cancelados para simplificar el modelo, pero el usuario debe entonces añadir al 
modelo un término de regresión para suplir el efecto de la diferenciación que se ha 
eliminado. Esto significa que si una diferencia no estacional se cancela con un factor (1­
eB) MA con e=l, entonces el modelo simplificado deberá incluir un término de 
constante (o una media general, si el modelo únicamente incluye esta diferenciación) y 
efectos estacionales fijos. 
Si la estimación converge a un modelo de sobrediferenciación, modificando el modelo 
en el sentido de eliminar operador de diferenciación y el factor MA que cancela, y 
reestimando el modelo es una opción, ya que esta cancelación no conlleva 
necesariamente problemas con la estimación del modelo y con otros resultados 
(asumiendo el uso de la función de verosimilitud exacta para los parámetros MA). En 
particular, los resultados de la previsión suelen ser los mismos para el modelo con 
sobrediferenciación que para el modelo modificado, y las estimaciones de los 
parámetros de regresión, de los parámetros ARMA y los errores estándar de los dos 
modelos suelen ser aproximadamente los mismos. (De todas maneras, los valores del 
logaritmo de la verosimilitud y el correspondiente criterio de selección de modelos será 
diferente para los dos modelos). Esto contrasta con la situación en la que se cancelan los 
factores AR y MA. Debido a que la cancelación de los factores AR y MA suele conducir 
a problemas de convergencia en la estimación, normalmente los factores AR y MA se 
eliminan del modelo y este se vuelve a reestimar. 
2.3.5.-Uso del criterio de selección de modelos 
El criterio de selección de modelos del programa X-12-ARIMA incluye el test de AlC, 
AlC corregido de sesgo al ajustar la F de Snedecor, y BIC. Este criterio puede utilizarse 
para elegir un modelo para ajustar la serie temporal de entre un conjunto de modelos. 
Deben tenerse en cuenta algunos puntos sobre el uso de este criterio de selección al 
comparar modelos. El primer punto es que estas comparaciones son únicamente válidas 
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para modelos con los mismos operadores de diferenciación. Una implicación de esto es 
que el criterio de selección de modelos no puede ser utilizado para determinar el orden 
de diferenciación necesario para una serie temporal. El segundo punto es que para que 
las comparaciones entre modelos sean válidas, las estimaciones del modelo deben 
calcularse por máxima verosimilitud exacta para los parámetros AR y MA (opción por 
defecto del programa). 
El usuario del criterio de selección de modelos debe tener cuidado al comparar modelos 
para los cuales el programa X-12-ARIMA ha sido usado para detectar outliers. La 
detección de outliers busca los outliers más significativos estadísticamente, que son los 
outliers con mayor efecto en la verosimilitud, y consecuentemente en el AlC. El 
resultado de esto es que los modelos con más outliers suelen ser mejores que los otros 
en relación al AlC. Por esto, el AlC no es bueno para comparar modelos con diferentes 
términos de outliers. Puede utilizarse el AlC para comparar modelos con diferentes 
ordenes AR y MA, diferentes términos de regresión (sin incluir outliers), o ambos. En 
cualquier caso, se debe verificar que el AlC no se utiliza para comparar modelos con 
diferentes términos de outliers. Esta consideración se aplica a otro criterio de selección 
de modelos. 
Las transformaciones y los ajustes iniciales afectan al criterio de selección de modelos. 
Por esta razón, el programa X-12-ARIMA realiza un ajuste de la transformación para 
calcular la función logarítmica de verosimilitud de los datos originales (sin 
transformación). La transformación ajustada por el logaritmo de la verosimilitud se usa 
para el criterio de selección de modelos. De esta manera, para una serie temporal dada, 
los modelos que incluyen diferentes transformaciones y/o factores de ajuste inicial 
pueden ser comparados. Debe advertirse que el criterio de selección de modelos será 
diferente si se realiza la transformación fuera del programa que dentro de él. Lo mismo 
pasa con los factores de ajuste iniciales. De esta manera, el criterio de selección de 
modelos debe ser usado únicamente para comparar diferentes modelos para la misma 
serie temporal introducida. 
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3.- ESTRUCTURA DE ISAX 
La interfase ISAX ha sido creada íntegra y exclusivamente para el programa X-12­
ARIMA Beta Version September 1996. La estructura utilizada y el aspecto de la 
interfase son similares a los del sistema Force IV/R para que su incorporación en este 
sistema sea lo más compatible posible. 
El funcionamiento de ISAX puede resumirse brevemente en los siguientes puntos: 
- modo de ejecución 

- selección de la serie temporal 

- configuración de opciones 

- creación de ficheros para la ejecucion de X-12-ARIMA 

- ejecución del programa X-12-ARIMA 

- obtención de resultados y gráficos 

3.1.- Modo de ejecución 
Al entrar al programa ISAX lo primero que debe seleccionarse es el modo de ejecución 
desde la pantalla principal. Existe una variable global denominada runmode% que es la 
que contiene el valor del modo de ejecución. Hay cuatro modos de ejecución posibles: 
Valor de runmode% Modo de ejecución 
O Normal Mode 
1 Single Spec Mode 
2 Multi Spec Mode 
3 Composite Series 
3.2... Selección de la serie tenlporal 
La selección de la serie o series temporales a analizar depende del modo de ejecución 
escogido anteriormente. Existen diferentes acciones para seleccionar las series 
temporales: 
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Modo de eiecución Acción 
Normal Mode series O 
Single Spec Mode ..series 1 
Multi Spec Mode series 2 
Composite Series senes 3 
Cada una de estas acciones funciona de un modo similar. En todos los casos aparece una 
pantalla en la que se puede seleccionar el nombre del fichero de datos que contiene la 
serie temporal a analizar. 
3.3.- Configuración de opciones 
Para acceder a la pantalla de configuración existen diferentes acciones dependiendo del 
modo de ejecución que se haya escogido. 
Modo de eiecución Acción 
Normal Mode configur O 
Single Spec Mode confi~ur 1 
Multi Spec Mode configur 2 
Composite Series configur 3 
Estas acciones funcionan todas de manera similar. Primero configuran los valores por 
defecto correspondientes según el modo de ejecución y luego muestran la pantalla de 
configuración de opciones. 
I Las opciones de configuración se encuentran agrupadas en carpetas. Cada una de estas 
carpetas tiene una acción denominada cargar_nombre de la carpeta( ) (cargar_series, 
cargar_composite, cargar_transform, ... ,cargar_history). Al acceder a las pantallas de 
cada una de estas carpetas se ejecutan estas acciones, la función de las cuales es leer el 
valor de los parámetros del fichero de configuración de opciones y asignarlo a cada uno 
de los controles. 
Al entrar al programa ISAX se ejecutan una serie de acciones (inicializar( ), 
inicializar_series( ), inicializar_ composite( ), ... , inicializar_history( )) que 
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configuran las opciones por defecto y cargan valores necesarios para seleccionar luego 
las opciones. 
Los parámetros de configuración del programa X-12-ARlMA son todos modificables a 
través de ISAX. Los parámetros de X-12-ARIMA y las variables que utilizan ISAX para 
guardar los valores de cada uno de ellos en el fichero de configuración se encuentran 
detallados en la siguiente tabla: 
Parámetros X-12-ARIMA Variables X-12-ARIMA 
Carpeta Series 
start start 
span textspanO, textspan 1 
period period 
file file 
format comboformat, textformat, labelformat 
name name 
decimals textseriesO 
precision textseries 1 
comptype com~ 
compwt comj)wt 
modelspan textmodel~.eanO, textmodelspan 1 
startspectrum spectrumstart 
save saveO, savel, ... , saveN 
spectrumtype spectrumtype 
diffspectrum diffspectrum 
misssingcode missingcode 
missingval missingval 
saveprecision textseries2 
Carpeta Composite 
title 
name name 
decimal s textdecimalsO 
modelspan textcompositeO, textcomj>osite 1 
startspectrum spectrumstart 
save saveO, savel, ... , saveN 
spectrumtype spectrumtype 
diffspectrum diffsº-ectrumO, diffspectrum 1 
saveprecision textdecimals 1 
Carpeta Transform 
function function 
power power 
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format 
adjust 
start 
file 
comboformat, texttransform, labelformat 
adjust 
start 
file 
precision 
name 
textprecision 
namew 
mode mode 
save saveO, savel, ... , saveN 
apply apply 
trendadjma trendadjma 
mode 
CarpetaXll 
mode 
sigmalim sigmalimO, sigmaliml 
seasonalma seasonalmaO, seasonalmal, seasonalma2 
tren dma checktrendma, texttrendma 
appendfcst appendfcst 
td comboxl1 
tdstart tdstart 
tdapply tdapply 
tdexclude 
tdprior 
tdexclude 
tdpriorO, tdpriorl, tdprior2, tdprior3, tdprior4, 
tdprior5, tdprior6 
10m 
xl1holiday 
checklom, combolom 
xl1holidayO, xl1holidayl, xl1holiday2, 
xl1holiday3, xl1holiday4 
final final 
force checkforce, force 
save checkxllO, checkxll1, .." checkxllN 
calendarsigma calendarsigma 
sigmavec sigmavec 
extremeadj extremeadj 
itrendma itrendma 
taper taper 
trendic checktrendic, texttrendic 
type type 
tdmaxlead texttdmaxlead 
shortsf shortsf 
strike strike 
diff 
Carpeta Identify 
textO 
sdiff textl 
maxlag text2 
Carpeta Regression 
variables checkframevarO, checkframevar 1, framevarO, 
29 
frarnevarl, checkvarO, cheekvarl, ... , eheekvar14, 
label, labell, label8, label9, labellO, label12, 
tdstoek, easter, labor, thank, textao, textls, textrpO, 
textrpl, maxao, aoO, ... , aoN, rnaxls, IsO, ... , IsN, 
, 
rnaxrp, rpO, ... , rpN 
user eheekuservar, frameuservar, textuser, rnaxuser, 
cheekuser, optionuserO, optionuserl, listuserO, "', 
listuserN, 
start start 
file file 
format comboformat, labelformat, textformat 
aietest eornboaictest 
s ave regressionrnatrix 
Carpeta Arima 
rnodel modelO, ... , modelN, seasoO, ... , seasoN 
ar eheeklistar, arparamO, ""_arparamN, rnaxar 
ma checklistma, maparamO, ... , rnaparamN, rnaxrna 
title title 
CaIpeta Automdl 
rnode eornboautorndlO 
method cornboautorndll 
file file 
~lirn textautorndl2 
festlirn textautorndlO 
bcstlirn textautorndll 
overdiff textautorndl3 
identify cornboautorndl2 
outofsarnple cornboautornd13 
Carpeta Estímate 
maxiter textmaxiter 
tol tol 
parms parms 
exaet exaet 
outofsarnple outofsample 
save checkestimateO, ... , eheekestimateN 
Carpeta Outlier 
types types 
rnethod rnethod 
critieal eriticalO, criticall 
span spanO, spanl 
lsrun textlsrun 
save iterations 
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Carpeta Check 
maxlag 
save 
Carpeta Forecast 
maxlead 
maxback 
probability 
exc1ude 
save 
Carpeta Re2adjust 
prior 
final 
userreg 
augmentusertd 
save 
Carpeta Slidin2Spans 
start 
length 
cutseas 
cutchng 
cuttd 
outlier 
fixmdl 
save 
fixmissing 
Carpeta History 
estimates 
type 
start 
endtable 
revisionlag 
fstep 
ac!ifcst 
refresh 
fixmdl 
save 
outlier 
outlierwín 
removels 
textmaxlag 
saveO, ... , saveN 
, 
textforecastO 
textforecast 1 
textforecast2 
textforecast3 
saveO, ... , saveN 
checkpriorvar, checkpriorO, checkprior3, 
checkprior6, checkprior7, checkprior9, 
checkfinalvar, checkfinalO, checkfinal3, 
checkfinal4, checkfinal6 
checkuser, optionuserO, optionuserl, label6, label8, 
maxuser, listdifferent 
augmentusertd 
saveO, __ ., saveN 
start 
length 
cutseas 
cutchng 
cuttd 
outlier 
fixmdl 
saveO, ___ , saveN 
fixmissing 
checkestímatesO, _.., checkestimates7, 
frameestimatesO, frameestimates 1, frameestimates2 
combotype 
start 
endtable 
revisionlag 
fstepO, fstep 1, fstep2, fstep3 
adjfcst 
refresh 
checkhistoryO 
saveO, ._., saveN 
outlier 
outlierwin 
checkhistory 1 
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fixmissing checkhistory2 
El valor de todos los parámetros de configuración se guarda en un fichero de 
configuración de extensión .cfg que por defecto es el x12conf.dat. Para introducir 
valores de los parámetros en este fichero se utiliza la función getvar( ) y para leer 
parámetros la función setvar( ). 
Todas las opciones de configuración pueden guardarse en un fichero de distintas 
maneras: 
1.- Desde el menú superior de la pantalla principal (Save Spec File o Save Spec 
File As .••) 
2.- Desde el menú superior de la pantalla de configuración de opciones (Save 
Spec File o Save Spec File As .••). 
3.- Al salir de la pantalla de configuración de opciones aparece una ventana en la 
que se pregunta si se desean guardar las opciones. Si se contesta que sí aparece una 
pantalla en la que se puede especificar un nombre para este fichero de configuración. 
De la misma manera puede recuperarse un fichero de configuración determinado desde 
el menú superior de la pantalla principal o de la pantalla de configuración de opciones 
(Open Spec File). 
Si una vez modificadas algunas de las opciones se desea volver a cargar las opciones por 
defecto, a través del menú superior de la pantalla principal se ejecuta la acción 
NewSpecFile( ) y se cargar todas las opciones por defecto. 
3.4.- Creación de ficheros para la ejecución de X-12-ARIMA 
Una vez configurados los parámetros necesarios para la ejecución del programa X-12­
ARlMA a través de las diferentes pantallas de ISAX, hace falta convertirlos a un 
formato inteligible para X-12-ARIMA. 
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X-12-ARIMA necesita un fichero de extensión .spc con el siguiente formato: 
series{ 
start=OOOI.OI 
period=12 
file= 'C:VJATOS.DAT' 
decimals=O 
precision=O 
spectrumtype==arspec 

diffspectrum=yes 

missingcode=-9999 

missingval= IOOOOOOOO 

saveprecision=15 

save=(span missingvaladj) 

print=header 

J 
transform{ 
save=(transformed) 
J 
:c1I{ 
mode=mult 
seasonalma=msr 
sigmalim=( 1.5,2.5) 
itrendma=1 
type=sa 
taper=1 
strike=no 
save=(bl diO fsd dll dJ2 fad bJ9 tal lao ) 
appendfcst=no 
print=(ftesthol, extremetd, tdreg, ftestd8, movseasrat, residualseasj. x J I diag, qstat, tdaytype, 
specsa, specirr, ftestbl) 
J 
regression{ 
J 
llrima{ 
model=(O O O) 
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tirle= 'ARIMA model' 
} 
estimate{ 
parms=estimated 
tol=0.00001 
maxiter=200 
exact=arma 
outofsample=no 
save=(residuals regressioneffects ) 
print=( all-regcmatrix -residuals -regressioneffects) 
} 
check{ 
maxlag=36 
save=(acfpacf) 
print=( acfplot,pacfplot) 
} 
regadjust{ 
augmentusertd=yes 
} 
Para crear este fichero de texto .spc existen diferentes acciones y funciones agrupadas 
según las diferentes carpetas de opciones: 
-La función serie_text( ) convierte los parámetros relacionados con las 
características de la serie temporal a analizar. 
-La función compostie_text( ) convierte los parámetros relacionados con las 
características de la serie compuesta a analizar. 
-La función transfonn_text( ) convierte los parámetros relacionados con las 
transformaciones realizadas a los datos. 
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-La función xll_text( ) convierte los parámetros relacionados con el ajuste 
estacional de la serie temporal. 
-La función identify _text( ) convierte los parámetros relacionados con la 
identificación de la parte ARIMA del modelo RegARIMA. 
-La función regression_text( ) convierte los parámetros relacionados con la 
especificación de variables de regresión que afectan a los datos. 
-La función arima_text( ) convierte los parámetros relacionados con la 
especificación de la parte ARIMA del modelo RegARIMA. 
-La función automdLtext( ) convierte los parámetros relacionados con la 
identificación automática de un modelo. 
-La función estimate_text( ) convierte los parámetros relacionados con la 
estimación del modelo RegARIMA especificado. 
-La función outlier_text( ) convierte los parámetros relacionados con la 
identificación automática de outliers aditivos y de cambio de nivel. 
-La función check_text( ) convierte los parámetros relacionados con el cálculo 
del ACF y PACF del modelo. 
-La función forecasCtext( ) convierte los parámetros relacionados con el cálculo 
de previsiones. 
-La función regadjusCtext( ) convierte los parámetros relacionados con el 
ajuste de los datos por las variables regresoras antes o después de realizar el ajuste 
estacional. 
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-La función slidingspans_text( ) convierte los parámetros relacionados con la 
realización de un análisis de estabilidad del ajuste estacionaL 
-La función history _text( ) convierte los parámetros relacionados con la 
realización de un análisis de revisión histórico. 
Una vez convertidos todos los parámetros de cada una de las carpetas, la acción 
spec_file( ) crea el fichero de texto .spc necesario para la ejecución enlazando cada uno 
de los resultados de las acciones anteriores. 
3.5.- Ejecución del programa X ..12-ARIMA 
Una vez configuradas las opciones (parámetros de configuración) y creado el fichero de 
ejecución .spc necesario para X-12-ARIMA el programa ISAX ejecuta un shell con una 
instrucción que el programa X-12-ARIMA entiende y de esta manera se ejecuta el 
programa. 
Esta instrucción varía según el modo de ejecución: 
-Normal Mode (una única serie temporal): 
shell(íc:\x12\x12a fichero -n -p -s -o result') 
donde/ichero.spc es el fichero de opciones y result es el nombre con el que se 
crearán el fichero de salida de resultados (result.out) yel de errores (result.err) 
-Single Spec Mode (más de una serie con una única configuración): 
shell('c:\x12\x12a metafile -d metaname -n -8 -p') 
donde metafile.spc es el fichero de opciones y metaname.dta es un fichero en el 
que se indica, en líneas separadas para cada serie temporal, el nombre del fichero 
de datos, un espacio en blanco y el nombre del fichero de resultados y de errores. 
-Multiple Mode (más de una serie con una configuración diferente para cada 
una): 
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shell('c:\x12\x12a -m metaname -n -s _pí) 
donde metaname.mta es un fichero en el que se indica, en líneas separadas para 
cada serie temporal, el nombre del fichero de opciones ;spc para cada serie, un 
espacio en blanco y el nombre del fichero de resultados y de errores. 
-Composite Series (serie compuesta): 
shell('c:\x12\x12a -m metaname -n -s _p í) 
donde metaname.mta es un fichero en el que se indica, en líneas separadas para 
cada una de las componentes de la serie temporal compuesta, el nombre del 
fichero de opciones .spc para cada componente, un espacio en blanco y el 
nombre del fichero de resultados y de errores. En la última línea se indica el 
nombre del fichero de opciones de la serie temporal compuesta, un espacio en 
blanco y el nombre del fichero de resultados y de errores. 
La ejecución de estas instrucciones y la creacción de cada uno de estos ficheros se 
realiza a través de las acciones siguientes: 
Modo de eiecución Acción 
Normal Mode execute O 
Single Spec Mode execute 1 
Multi SPec Mode execute 2 
Composite Series execute 3 
3.6.- Obtención de resultados y gráficos 
Al ejecutarse el programa X-12-ARIMA se crean diversos ficheros que ISAX debe 
interpretar: 
-Fichero de salida de resultados: es un fichero con extensión .out en el que aparecen 
todos los resultados numéricos de la ejecución. Este fichero puede ser leído 
íntegramente desde el programa ISAX a través de una de las opciones de la pantalla 
principal (Window). 
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-Fichero de errores: es un fichero con extensión .err en el que aparecen los errores de 
ejecución. Este fichero puede ser leído íntegramente desde el programa ISAX a través 
de una de las opciones de la pantalla principal (Window) y además aparece 
automáticamente al finalizar la ejecución del programa X-12-ARIMA si se ha producido 
algún error. Para que este fichero aparezca automática se ha creado la acción 
errorcheck( ) que lee el fichero de errores .err al finalizar la ejecución y en caso de que 
encuentre la palabra 'ERROR' muestra automáticamente el contenido del fichero. 
-Ficheros de datos: son ficheros que contienen datos relacionados con la serie temporal 
analizada y que pueden ser graficados. Estos ficheros tienen diferentes extensiones y 
cada uno de ellos es diferente. Para leer estos ficheros de datos y después realizar los 
gráficos correspondientes se ha creado la función cargar_datos( ) que lee los datos uno 
a uno. Estos ficheros de datos suelen tener el siguiente formato: 
-dos filas superiores: una con el nombre del fichero y el tipo de datos y otra que 
separa este título de los datos numéricos. 
-dos columnas: una con la fecha correspondiente a cada uno de los datos y otra 
con los datos propiamente dichos que es lo que se graficará. 
La acción cargar_datos() escoge inicialmente el nombre del fichero de datos de X-12­
ARIMA según el gráfico que haya elegido el usuario en la pantalla de gráficos. Esto lo 
realiza a través de la acción graph3i1e( ). Una vez escogido el nombre del fichero de 
datos con su extensión correspondiente introduce los datos en un vector denominado 
GraphArray( ). Para introducir los datos en este vector utiliza la función 
cargar_datosl( ) que elimina inicialmente las dos filas superiores, leyendo después 
únicamente los datos e ignorando las fechas correspondientes. 
Para realizar la representación gráfica de los datos introducidos en el vector 
GraphArray( ) se utiliza la acción ChartData( ) 
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3.7.- Otras acciones y funciones 
Además de todas las acciones y funciones nombradas anteriormente, existen otras que 
merecen también un interés especial. Estas son las siguientes: 
1.- Función series_name( ): esta función toma como parámetro de entrada el nombre de 
un fichero con extensión y dirección completas y retorna únicamente el nombre del 
fichero sin extensión y sin dirección. Esta función se utiliza en pantallas como la de 
configuración de opciones relacionadas con las características de la serie temporal a 
analizar, para asignar un nombre a esta serie. El parámetro que toma la función se 
denomina seriesfile$. 
2.- Acción combo_nombre carpeta( ): esta acción (combo_series, combo_arima, 
combo_x11 , ... ) asigna a algunos controles de cada una de las carpetas el texto 
correspondiente para que sea inteligible para el usuario. 
3.- Acción periodo( ): esta acción cambia los valores de los parámetros que dependen 
del periodo estacional seleccionado. 
4.- Acción titleform( ): esta acción asigna un título a cada una de las pantallas 
dependiendo de los ficheros que se estén utilizando. 
5.- Función validare ): esta función se utiliza para validar los carácteres que se 
introducen en algunos controles en los que únicamente pueden introducirse números y 
algunos carácteres especiales como espacios en blanco, tabulador, etc, y en caso de 
intentar introducir un carácter que sea una letra, no lo permite. El parámetro que toma 
esta función se denomina tecla$. 
3.8.- Variables globales 
Las variables globales más importantes utilizadas y sus significados se encuentran 
explicados en la siguiente tabla: 
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Variable Significado Valor por defecto 
periodicidad$ Periodo estacional de la serie 
temporal 
"12" 
start$ Fecha de inicio de la serie 
temporal 
"0001.01 " 
title$ Título para las ventanas de 
mensajes para el usuario 
"X -12-ARIMA" 
response% valor que retoma la función de 
las ventanas de mensajes para 
el usuario 
sin valor 
maxmod% número de modelos 
introducidos en la opción de 
automodelaje 
5 
maxao% número de outliers aditivos 
introducidos como variables 
de regresión menos uno 
sin valor 
maxls% número de outliers de cambio 
de nivel introducidos como 
variables de regresión menos 
uno 
sin valor 
maxrp% número de rampas temporales 
introducidas como variables 
de regresión menos uno 
sin valor 
maxuser% número de variables de 
regresión definidas por el 
usuario menos uno 
sin valor 
checkcargar( 15) variable con valor "yes" o 
"no" que controla si deben 
cargarse las opciones por 
defecto de una carpeta o no 
"no" 
Actualform variable utilizada para 
referirse a una Form 
sin valor 
Xl2Inifile$ nombre del fichero donde se 
guardan las opciones 
"x12conf.dat" 
CRLF$ salto de línea y retomo de 
carro 
chr(13)&chr(10) 
Tabul$ tabulador chr(9) 
seriesname$ nombre del fichero de datos de 
la serie temporal 
sin valor 
runmode% modo de ejecución "O" 
GrapharrayO! vector de datos para graficar sin valor 
Grapharraylen%O número de datos máximo en el 
vector de datos para graficar 
sin valor 
col% número de ficheros de datos 
introducidos en el vector de 
datos para graficar 
O 
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datagraph$ nombre del fichero de datos 
para graficar 
sin valor 
seriesgraph$ nombre de la serie temporal 
cuyos datos van agraficarse 
sin valor 
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4.-TRABAJAR CON ISAX (Manual de usario) 
Al entrar al programa aparece una pantalla -principal a través de la cual son accesibles 
diferentes opciones, algunas de ellas a través del menú superior (File, Window) y otras 
directamente desde la pantalla principaL 
Desde el menú superior son accesibles las siguientes opciones: 
l.-File: desde esta opción podemos acceder a opciones relacionadas con la 
configuración de las opciones de las series temporales (cargar, guardar, etc. una 
configuración de opciones). 
2.-Window: desde esta opción podemos acceder a las pantallas de errores y de 
salida de resultados. 
Desde la pantalla principal son accesibles las siguientes opciones: 
l.-Modo de ejecución 

2.-Introducción de datos 

3.-Configuración de opciones 

4.-Ejecución del programa 

5.-Gráficos 

6.-Salida del programa 
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4.1.-0pciones por menú 
Desde el menú superior de la pantalla principal son accesibles las siguientes opciones: 
l.-File 

2.-Window 

4.1.1.File 
A través de este menú superior File de la pantalla principal podemos acceder a las 
opciones relacionadas con la configuración de la opciones: 
New Spec File: Pulsando con el ratón sobre esta opción se cargan las opciones por 
defecto en la pantalla de configuración de opciones, es decir, todas las modificaciones 
realizadas a las opciones de las carpetas de dicha pantalla se pierden. El modo de 
ejecución pasa a ser Normal Mode y la lista con las series temporales seleccionadas 
aparece vacía. 
Save Spec File: Pulsando con el ratón sobre esta opción se guardan las opciones de la 
pantalla de configuración de opciones que luego podrán ser cargadas directamente en 
cualquier momento. 
Save Spec File As ... : Pulsando con el ratón sobre esta opción aparece una pantalla 
donde se puede elegir el nombre de un fichero (.cfg) donde se guardarán las opciones de 
la pantalla de configuración de opciones que luego podrán ser cargadas directamente en 
cualquier momento. 
Open Spec File: Pulsando con el ratón sobre esta opción aparece una pantalla donde se 
puede elegir el nombre de un fichero (.cfg) donde se encuentran unas opciones 
anteriormente guardadas para cargar la pantalla de configuración de opciones. 
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Exit: Pulsando con el ratón sobre esta opción se sale del programa. También se puede 
salir del programa pulsando la tecla F4 desde la pantalla del menu principal. 
4.1.2.Window 
A través de este menú superior Window de la pantalla principal podemos acceder a las 
pantalla de errores y de salida de resultados: 
Error: pantalla donde se especifican los errores ocurridos durante la ejecución del 
programa. Al pulsar con el ratón sobre la opción Error aparece una pantalla donde se 
especifican los errores ocurridos durante la ejecución del programa. Esta pantalla posee 
un menú superior a través del cual son accesibles las siguientes opciones: 
l.-File: desde esta opción podemos guardar en un fichero los errores y salir de la 
pantalla de errores: 
Save File As ...: Mediante esta opción podemos guardar los errores ocurridos 
durante la ejecución del programa en un fichero de texto. Al pulsar con el ratón sobre 
esta opción aparece una pantalla donde puede seleccionarse el nombre del fichero de 
texto. 
Exit: Mediante esta opción se sale de la pantalla de errores y se vuelve al menú 
principal. 
2.-Edit: desde esta opción podemos acceder a opciones relacionadas con el 
tratamiento del texto (cortar, copiar y pegar): 
Cut: Mediante esta opción podemos eliminar el texto seleccionado de la pantalla 
de errores. Para seleccionar el texto basta con marcarlo con el ratón o mediante las 
teclas Shift+flechas. 
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Copy: Mediante esta opción podemos seleccionar el texto marcado a través del 
ratón o mediante las teclas Shift+flechas, para luego pegarlo en el lugar deseado. 
Paste: Mediante esta opción podemos pegar un texto anteriormente seleccionado 
en el lugar deseado. 
Output: pantalla donde se especifican los resultados de la ejecución del programa. Al 
pulsar con el ratón sobre la opción Output aparece una pantalla donde se especifican los 
resultados de la ejecución del programa. Esta pantalla posee un menú superior a través 
del cual son accesibles las siguientes opciones: 
l.-File: desde esta opción podemos guardar en un fichero los resultados y salir 
de la pantalla de errores: 
Save File As... : Mediante esta opción podemos guardar los resultados obtenidos 
durante la ejecución del programa en un fichero de texto. Al pulsar con el ratón sobre 
esta opción aparece una pantalla donde puede seleccionarse el nombre del fichero de 
texto. 
Exit: Mediante esta opción se sale de la pantalla de resultados y se vuelve al 
menú principal. 
2.-Edit: desde esta opción podemos acceder a opciones relacionadas con el 
tratamiento del texto (cortar, copiar y pegar): 
Cut: Mediante esta opción podemos eliminar el texto seleccionado de la pantalla 
de resultados. Para seleccionar el texto basta con marcarlo con el ratón o mediante las 
teclas Shift+flechas. 
Copy: Mediante esta opción podemos seleccionar el texto marcado a través del 
ratón o mediante las teclas Shift+flechas, para luego pegarlo en el lugar deseado. 
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Paste: Mediante esta opción podemos pegar un texto anteriormente seleccionado 
en el lugar deseado. 
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4.2.-Modo de ejecución 
La opción Run mode permite seleccionar él modo de ejecución del programa X12­
ARIMA: 
l.-Normal Mode: Esta opción permite ejecutar el programa X-12-ARIMA para una 
única serie temporal con una configuración determinada. 
2.-Single Spec Mode: Esta opción permite ejecutar el programa X-12-ARIMA para más 
de una serie temporal con una única configuración de opciones para todas ellas. 
3.-Multi Spec Mode: Esta opción permite ejecutar el programa X-12-ARIMA para más 
de una serie temporal, cada una de ellas con una configuración de opciones diferente. 
4.-Composite Series: Esta opción permite ejecutar el programa X-12-ARIMA para 
obtener ajustes directos e indirectos de una serie compuesta a partir de ella misma y de 
sus componentes, donde esta serie y cada una de las componentes se indican en un 
fichero de datos independiente. 
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4.3.-Introducción de datos 
Los datos de la serie o series temporales a analizar se introducen directamente a través 
de la pantalla principal. La introducción de datos varía según el modo de ejecución: 
Normal Mode: Se selecciona el nombre del fichero que contiene los datos de la serie 
temporal a analizar a través de una pantalla a la cual se accede pulsando con el ratón 
sobre el botón Series. El nombre del fichero de datos será visible en el recuadro de texto 
adjunto. Según este modo de ejecución se debe introducir la serie temporal antes de 
proceder a la configuración de opciones. 
Single Spec Mode: Se seleccionan los nombres de los ficheros que contienen los datos 
de las series temporales a analizar a través de una pantalla a la cual se accede pulsando 
con el ratón sobre el botón Series. Este procedimiento se repite para cada una de las 
series temporales. El nombre de los ficheros de datos serán visibles en el recuadro de 
texto adjunto. Según este modo de ejecución se deben introducir todas las series 
temporales a analizar antes de proceder a la configuración de opciones. 
Multi Spec Mode: Se seleccionan los nombres de los ficheros que contienen los datos 
de las series temporales a analizar a través de una pantalla a la cual se accede pulsando 
con el ratón sobre el botón Series. Al seleccionar una serie temporal determinada el 
programa accede directamente a la pantalla de configuración de opciones. Según este 
modo de ejecución se configuran las opciones de cada una de las series temporales justo 
después de seleccionarlas. Una vez configuradas las opciones se repite el mismo 
procedimiento para cada una de las series temporales. El nombre de los ficheros de 
datos serán visibles en el recuadro de texto adjunto. 
Composite Series: Según este modo de ejecución primero deben introducirse los 
ficheros que contienen los datos de las componentes de la serie y finalmente el fichero 
de datos de la serie compuesta. Se seleccionan las componentes a través de una pantalla 
a la cual se accede pulsando con el ratón sobre el botón Components. Al seleccionar una 
componente de la serie compuesta el programa accede directamente a la pantalla de 
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configuración de opciones. En este caso se configuran las opciones justo después de 
seleccionar el fichero de datos. Se repite el mismo procedimiento para cada una de las 
componentes. Una vez configuradas cada una de las componentes se selecciona la serie 
temporal compuesta a través de una pantalla a la cual se accede pulsando con el ratón 
sobre el botón Composite. El programa accede directamente a la pantalla de 
configuración de opciones para la serie compuesta. Los nombres de los ficheros de datos 
que contienen las componentes y la serie temporal compuesta serán visibles en los 
recuadros de texto adjuntos. 
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4.4.-Configuración de opciones 
Se puede acceder a la pantalla de configuración de opciones de diversas maneras según 
el modo de ejecución en el que nos encontremos. Para los modos de ejecución Multi 
Spec Mode y Composite Series se accede directamente a la pantalla de configuración de 
opciones al seleccionar un fichero de datos. Para los modos de ejecución Normal Mode 
y Single Spec Mode se accede a dicha pantalla pulsando con el ratón sobre el botón 
Configuration una vez introducidos los datos de las series temporales a analizar. 
La pantalla de configuración de opciones está estructurada a modo de carpetas. Cada 
una de estas carpetas contiene los parámetros u opciones relacionadas con un aspecto de 
las series temporales: 
l.-Series: Carpeta en la que se especifica la fecha de inicio de la serie, el periodo 
estacional, un subconjunto de datos opcional para el análisis y estimación de los 
parámetros del modelo, etc. 
2.-Composite: Carpeta en la que se especifican las características de la serie 
compuesta cuando nos encontramos en el modo de ejecución Composite Series. 
3.-Transform: Carpeta en la que se especifican las transformaciones y ajustes 
realizados a los datos antes de estimar el modelo RegARIMA. 
4.-Xll: Carpeta en la que se especifican las opciones relacionadas con el ajuste 
estacional de la serie temporal. 
5.-Identify: Carpeta en la que se especifican los parámetros relacionados con la 
identificación de la parte ARIMA del modelo RegARIMA. 
6.-Regression: Carpeta en la que se especifican las variables regreso ras del 
modelo RegARIMA. 
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7.-Arima: Carpeta en la que se especifica la parte ARlMA del modelo 
RegARIMA que sigue la serie temporal. 
8.-Automdl: Carpeta en la que se especifican los parámetros relacionados con la 
identificación automática de un modelo RegARIMA. 
9.-Estimate: Carpeta en la que se especifican los parámetros relacionados con la 
estimación del modelo RegARIMA. 
lO.-Outlier: Carpeta en la que se especifican los parámetros relacionados con la 
identificación automática de Outliers. 
H.-Check: Configuración de parámetros relacionados con el cálculo del ACF y 
PACF para verificar la validez del modelo RegARIMA estimado. 
12.-Forecast: Configuración de parámetros relacionados con el cálculo de 
previsiones. 
13.-Regadjust: Configuración de parámetros relacionados con el ajuste a 
realizar según las variables regresoras indicadas en la carpeta Regression para realizar el 
ajuste estacional especificado en la carpeta XII. 
14.-Slidingspans: Configuración de parámetros relacionados con la realización 
de un análisis de estabilidad para el ajuste estacional. 
15.-History: Configuración de parámetros relacionados con la realización de un 
análisis de revisión histórico. 
Para activar estas carpetas se puede proceder de dos maneras diferentes: 
1.- A través del menú superior Activate Arguments haciendo click sobre el 
nombre de la carpeta que se quiera activar. 
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2.- A través de la carpeta Options. 
Existen dos opciones más en el menú superior: 
-Opción File: A través de este menú superior File de la pantalla de 
configuración de opciones podemos acceder a las opciones relacionadas con los ficheros 
de configuración: 
Open Spec File: Pulsando con el ratón sobre esta opción aparece una pantalla 
donde se puede elegir el nombre de un fichero (.cfg) donde se encuentran unas opciones 
anteriormente guardadas para cargar la pantalla de configuración de opciones. 
Save Spec File: Pulsando con el ratón sobre esta opción se guardan las opciones 
de la pantalla de configuración de opciones que luego podrán ser cargadas directamente 
en cualquier momento. 
Save Spec File As...: Pulsando con el ratón sobre esta opción aparece una 
pantalla donde se puede elegir el nombre de un fichero (.cfg) donde se guardarán las 
opciones de la pantalla de configuración de opciones que luego podrán ser cargadas 
directamente en cualquier momento. 
Exit: Pulsando con el ratón sobre esta opción aparece la pantalla principal. 
También se puede volver a la pantalla principal pulsando la tecla F6 desde la pantalla de 
configuración de opciones. 
-Opción Exit: Al hacer click con el ratón sobre esta opción aparece un mensaje 
en el que se pregunta si desean guardar todas las opciones en un fichero para luego 
poder recuperarlo. Al contestar a esta pregunta desaparece la pantalla de configuración 
de opciones y aparece la pantalla principal. 
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4.4.1.Carpeta Series 
Introducción 
Esta carpeta contiene las opciones correspondientes al tipo de serie temporal que se está 
analizando. Esta carpeta debe permanecer siempre activa a la hora de ejecutar el 
programa X-12-ARIMA excepto en el caso de que el modo de ejecución sea Composite 
Series. En este caso, cuando se configuren las opciones de la serie temporal compuesta, 
se activará la carpeta Composite y se desactivará la carpeta Series ya que ambas no 
pueden estar activadas a la vez. 
El número máximo de observaciones que admite el programa para cada serie temporal 
es 600. 
Opciones 
Las opciones de esta carpeta se encuentran agrupadas en tres pantallas. Se puede acceder 
/ / I Mext ]de una pantalla a otra pulsando con el raton sobre el boton Next ,"',- ...:. . . 'n para 
I IBack
acceder a una pantalla superior o sobre el botón Back= ' .?== · ·~ . para acceder a una 
antalla inferior. 
En la primera pantalla se encuentran las siguientes opciones: 
.\'ombre del fichero de datos: Esta opción informa del fichero de datos con el que se 
está trabajando. El nombre del fichero coincide con el introducido en la pantalla 
principal. 
Fecha de inicio de la serie temporal: Esta opción permite determinar la fecha de inicio 
de los datos. Debe especificarse el año y el periodo de inicio según el formato 
predefinido. El valor por defecto es 000 l.0 l. 
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Formato de lectura del fichero de datos: Mediante esta opción se detennina el 
formato usado a la hora de leer el fichero que contiene los datos de la serie temporal. 
Format for the.time seriés data: 
free format ! 
'~ [ I'íl!':ll .;~ +, 
fortran format ~ ,1r 
2r 
11 
21 
es r-'-; 
edit-date + 
Los formatos permitidos son los siguientes: 
Formato LIBRE: Permite la lectura de los datos en formato libre, es decir, todos 
los datos se encuentran uno detrás de otro separados por uno o varios espacios o por el 
salto de línea. Esta es la opción por defecto. 
Formato FORTRAN: Permite la lectura de un fichero de datos en fonnato 
Fortran. Al escoger la opción Fortran fonnat aparece una caja de texto donde se incluirá 
manualmente el formato correspondiente (ej. 6fl2.0) 
Formato Xll o Xll-ARIMA: Permite la lectura de un fichero de datos guardado 
según el formato de los programas X 11 o XII-ARIMA. Existen diferentes opciones 
~-: I acionadas con este formato: 
-Ir: Año e identificador a la derecha, campos de seis dígitos. 
-2r: Año e identificador a la derecha, campos de doce dígitos. 
-11: Año e identificador a la izquierda, campos de seis dígitos. 
-21: Año e identificador a la izquierda, campos de doce dígitos. 
-cs: Datos en el formato de la base de datos CANSIM, campos de dieciséis 
. ;g itos . 
s: nos encontramos en el modo de ejecución Single Spec Mode este fonnato debe ser 
-: '. ; tado. 
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Formato EDITOR: Al escoger la opción Edit-date el programa lee el año, el 
periodo y el dato correspondiente en este orden, encontrándose en formato libre o en 
líneas individuales. Ejemplo: El valor 32531 de Julio de 1991 aparecerá de la forma 
1991 732531. 
Formato X-12-ARIMA: Al escoger la opción Xl2-save el programa leerá según 
el formato que él mismo utiliza para salvar datos. 
En el caso de que el primero o el último valor del fichero de datos sea un cero, el 
usuario debe transformar este fichero para que pueda ser leído según el Formato libre, ya 
que puede, en caso contrario, ocasionar problemas. 
Periodo estacional: Frecuencia en la que se presentan los datos. Si los datos son 
mensuales el periodo estacional es 12, si los datos son trimestrales el periodo estacional 
es 4, etc. El periodo estacional puede ser mensual (12) o trimestral (4). El valor por 
defecto es 12. 
Subconjunto de datos utilizados en el análisis de la serie temporal: Mediante esta 
opción se puede especificar opcionalmente el subconjunto de datos utilizado para los 
cálculos y el análisis al realizar el estudio de la serie temporal. Puede indicarse la fecha 
de inicio y final del subconjunto de datos a utilizar o únicamente una de ellas. Los 
valores por defecto son el inicio y el final de la serie temporal. 
Subconjunto de datos utilizados para la estimación del modelo RegARIMA: 
Mediante esta opción se puede especificar opcionalmente el subconjunto de datos 
utilizado para la estimación del modelo RegARIMA que sigue la serie temporal. Puede 
indicarse la fecha de inicio y final del subconjunto de datos a utilizar o únicamente una 
de ellas. Los valores por defecto son el inicio y el final del subconjunto de datos 
utilizado para el análisis de la serie temporal. 
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Nombre de la serie temporal: Esta opción viene ya fijada según el nombre del fichero 
que contiene los datos de la serie temporal utilizada por lo que no se puede modificar su 
valor. Servirá para identificar los resultados de la pantalla de salida de resultados. 
Número de decimales (precisión) para la lectura de los datos de la serie temporal: 
Esta opción permite determinar la precisión con la que serán leídos los datos de una 
serie temporal del fichero correspondiente. Debe ser un número entero comprendido 
entre O y 5. El valor por defecto es O. Esta opción solo puede ser utilizada con los 
formatos de lectura de datos predefinidos, en caso contrario esta opción será ignorada. 
Número de decimales (precisión) para el fichero de salida: Esta opción permite 
determinar la precisión en los datos para la pantalla de salida de resultados. Debe ser un 
número entero comprendido entre O y 5. El valor por defecto es O. 
En la segunda pantalla se encuentran las siguientes opciones: 
Fecha de inicio del subconjunto de datos utilizados para la estimación del espectro: 
Esta opción permite determinar la fecha de inicio del subconjunto de datos utilizado 
para la estimación del espectro para la serie original, la serie ajustada de estacionalidad 
y la serie irregular modificada. El valor de inicio por defecto es ocho años antes del final 
de la serie temporal. Si el subconjunto de datos utilizados para el análisis es menor que 
ocho años el valor por defecto es la fecha de inicio de este subconjunto. 
Diferenciación de la serie antes del cálculo del espectro: Esta opción permite 
determinar si se desea aplicar una transformación a la serie original o a la serie ajustada 
de estacionalidad antes de calcular el espectro (A first difference will be applied to the 
series) o no aplicar esta diferencia (Afirst difference will not be applied). El valor por 
defecto es realizar esta transformación. 
Tipo de espectro: Esta opción permite determinar el tipo de espectro que calculará el 
programa X-12-ARIMA. Se puede realizar un periodogramo Periodogram o un espectro 
del tipo ARAR-spectrum. Por defecto el programa calculará un espectro del tipo AR. 
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Valor de interpretación para el missing value: Esta opción permite determinar el 
valor el cual el programa interpretará como un missing value y por tanto lo tratará como 
tal. El valor por defecto es -9999. 
Valor de reemplazamiento para el missing value: Esta opción permite determinar el 
valor que el programa asignará a los datos que interprete como missing value. El valor 
por defecto es 1000000000. Cuando el programa encuentra un valor menor o igual que 
el valor de interpretación para el missing value en la serie original, él mismo introduce 
un Outlier aditivo reemplazando el valor de este dato por el determinado en esta opción. 
Por eso este valor debe ser lo suficientemente grande como para que el programa pueda 
detectar un Outlier aditivo. 
Opciones para Series compuestas: Estas opciones son necesarias para determinar 
como se incorporarán cada una de las componentes en la serie temporal compuesta 
cuando nos encontramos en el modo de ejecución Composite Series. Existen dos 
opciones: 
-Como introducir la componente dentro de la serie compuesta: Esta opción 
tiene cuatro posibilidades: 
-Sumada: todas las componentes se suman a la serie temporal compuesta 
final. 
-Multiplicada: todas las componentes se multiplican por la serie temporal 
compuesta final. 
-Restada: todas las componentes se restan de la serie temporal compuesta 
final. 
-Dividida: la serie temporal compuesta final se divide por todas las 
componentes. 
-Constante por la que multiplicar la serie antes de introducirla en la serie 
compuesta final: Debe especificarse un número mayor que cero. El valor por defecto es 
uno. 
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En la tercera pantalla se encuentran las opciones necesanas para guardar datos que 
posteriormente podrán ser graficados. 
- Storage: --­
IX Time series data 
, 

IX Time series data with -missing values leplaced byestimate$ 

Para guardar unos datos determinados basta con pulsar con el ratón sobre el texto o el 
recuadro correspondiente. 
Especificaciones 
El número de observaciones y la fecha de finalización de la serie temporal los determina 
el programa X-12-ARIMA automáticamente después de leer los datos. El número 
máximo de observaciones es 600. 
La carpeta Series no puede activarse a la vez que la carpeta Composite. Al activar la 
carpeta Composite el programa calcula el ajuste estacional de una serie compuesta. 
En relación a los formatos de lectura de los datos, si el modo de ejecución es Single 
Spec Mode debe evitarse el formato XII o XII-ARIMA. Este formato necesita el 
nombre de la serie para verificar que los datos están efectivamente en el fichero 
introducido. Esto implicaría indicar el mismo nombre a todas las series y esto no resulta 
cómodo. 
Si los datos son leídos según un formato predefinido, el programa X-12-ARIMA 
descarta la primera y la última observación si éstas tienen el valor O. Esto ocurre debido 
a algunos formatos XII o XII-ARIMA que presentan ceros al inicio y al final. Pero 
esto puede ocasionar problemas si los valores iniciales y finales son realmente cero. En 
este caso conviene leer los datos según un formato libre . 
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4.4.2.Carpeta Composite 
Introducción 
Esta carpeta forma parte de un procedimiento para obtener ajustes directos e indirectos 
de una serie temporal compuesta. No pueden activarse a la vez las carpetas Composite y 
Series. 
Opciones 
Las opciones de esta carpeta se encuentran agrupadas en tres pantallas. Se puede acceder 
He~t Jde una pantalla a otra pulsando con el ratón sobre el botón Next I . . . para 
acceder a una pantalla superior o sobre el botón Back I ' !!~ck ·1 para acceder a una 
pantalla inferior. 
En la primera pantalla se encuentran las siguientes opciones: 
~ombre de la serie temporal compuesta: Esta opción viene ya fijada según el nombre 
del fIchero que contiene los datos de la serie temporal compuesta utilizada por lo que no 
se puede modificar su valor. Servirá para identificar los resultados de la pantalla de 
sal ida de resultados. 
:\úmero de decimales (precisión) para el fichero de salida: Esta opción permite 
eterminar el número de decimales que aparecerán en los datos del fichero de salida. 
E:-te valor debe ser un número entero comprendido entre O y 5. El valor por defecto es o. 
\:úmero de decimales (precisión) para las tablas de datos: Esta opción permite 
-'e.e rminar el número de decimales que aparecerán en las tablas de datos guardadas. Este 
":aJor debe ser un número entero. El valor por defecto es 15. 
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Tipo de espectro: Esta opción permite determinar el tipo de espectro que calculará el 
programa X -12-ARIMA. Se puede realizar un periodo gramo Periodogram o un espectro 
del tipo AR AR-spectrum. Por defecto el programa calculará un espectro del tipo AR. 
Fecha de inicio del subconjunto de datos utilizado para la estimación del espectro: 
Esta opción permite determinar la fecha de inicio del subconjunto de datos utilizado 
para la estimación del espectro para la serie original, la serie ajustada de estacionalidad 
y la serie irregular modificada. Esta opción debe utilizarse para determinar si existe 
efectos residuales de trading day o estacionales, en los últimos diez años de datos. El 
valor de inicio por defecto es ocho años antes del final de la serie temporal compuesta. 
Si el subconjunto de datos utilizados para el análisis es menor que ocho años el valor 
por defecto es la fecha de inicio de este subconjunto. 
Subconjunto de datos utilizado para estimar el modelo RegARIMA: Mediante esta 
opción se puede especificar opcionalmente el subconjunto de datos utilizado para la 
estimación del modelo RegARIMA que sigue la serie temporal compuesta. Puede 
indicarse la fecha de inicio y final del subconjunto de datos a utilizar o únicamente una 
de ellas Los valores por defecto son el inicio y el final de la serie temporal compuesta. 
Diferenciar la serie original antes de calcular el espectro: Esta opción permite 
determinar si se desea aplicar una transformación a la serie original o a la serie ajustada 
de estacionalidad antes de calcular el espectro (A fost difference will be applied to the 
series) o no aplicar esta diferencia (Afirst difference will not be applied). El valor por 
defecto es realizar esta transformación. 
En la segunda y en la tercera pantalla se encuentran las opciones necesarias para guardar 
datos que posteriormente podrán ser graficados. Para guardar unos datos determinados 
basta con pulsar con el ratón sobre el texto o el recuadro correspondiente. Pueden 
guardarse hasta 30 ficheros de datos como máximo. 
Especificaciones 
59 
Esta carpeta únicamente puede activarse cuando se desea analizar una serie compuesta 
En la carpeta Series existe una opción para controlar como se incorporan cada una de las 
componentes en la serie temporal compuesta final. 
Una ejecución para un ajuste estacional de una serie temporal compuesta produce 
ajustes estacionales directos (el ajuste obtenido al ejecutar únicamente el agregado o 
serie temporal compuesta) o ajustes estacionales indirectos (combinando la serie 
ajustada de estacionalidad para las componentes para definir la serie ajustada del 
agregado (serie temporal compuesta)). Las opciones relacionadas con el ajuste 
estacional directo se controlan a través de la carpeta XII. 
Si se desea realizar un análisis de estabilidad del ajuste estacional a través de la carpeta 
Slidingspans, esta carpeta debe activarse al configurar las opciones de las componentes. 
Si la longitud del filtro estacional para cada una de las componentes no es el mismo, 
debe indicarse un valor en la opción correspondiente de la carpeta Slidingspans para 
asegurarse de que el filtro estacional es el mismo para cada una de las componentes de 
la serie temporal compuesta. 
No se puede activar la carpeta History para realizar un ajuste estacional de un serie 
temporal compuesta. 
IJ 
4.4.3.Carpeta Transform 
Introducción 
Esta carpeta contiene las opcIones relacionadas con las transformaciones y ajustes 
realizados a la serie original antes de estimar el modelo RegARlMA. 
Opciones 
Las opciones de esta carpeta se encuentran agrupadas en dos pantallas. Se puede acceder 
l. ~Next de una pantalla a otra pulsando con el ratón sobre el botón Next= :.:--=- - , '==- para 
Baclo:: I
acceder a una pantalla superior o sobre el botón Back I - ' 'N' =- para acceder a una 
pantalla inferior. 
En la primera pantalla se encuentran las siguientes opciones: 
Factores de ajuste definidos por el usuario: Esta opción permite incluir factores de 
ajuste definidos por el usuario que se utilizarán para ajustar los datos de la serie 
temporal. 
Npme af,file: Named theprior adjustment faQtols:1 
L-_-;=:===~ 
. .;:~.;.:;:~:~ 'l'.... .'.. :'"'-'.) Start date forthe prior adjustment factofs: : l... = u_ =;ri r 
.•. .~. - c·" ". . 
.. Mode of prior adjustment:FOr~Q.a.t t9 read th~Jjle:· :I~re: .~~~.mat . .," p. l.d 
. factors in percents divided into the series ... 
.. ·· 1 
Wlren the prior adiu~!rné,ht f~ctors ·are lo be applied:Numbei·of decimals' to be reao ' 
frQrn the .tífQesériesMslúes: F~both phas~s .'" ~ , I,d 
Las opciones disponibles son las siguientes: 
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Nombre del fichero de datos: Esta opción pennite detenninar el nombre del 
fichero que contiene todos los factores de ajuste definidos por el usuario para el ajuste 
inicial. Excepto cuando los factores de ajuste son substraídos de la serie (tipo de factores 
de ajuste), todos deben ser mayores que cero. El valor por defecto es un vector de unos, 
por lo que no se realiza ningún tipo de ajuste. 
Formato de lectura del fichero de datos: Mediante esta opción se detennina el 
fonnato usado a la hora de leer el fichero que contiene los datos de los factores de ajuste 
iniciales. Los fonnatos pennitidos son los siguientes: 
Formato LIBRE: Pennite la lectura de los datos en fonnato libre, es decir, todos 
los datos se encuentran uno detrás de otro separados por uno o varios espacios o por el 
salto de línea. Esta es la opción por defecto. 
Formato FORTRAN: Pennite la lectura de un fichero de datos en fonnato 
Fortran. Al escoger la opción Fortran fonnat aparece una caja de texto donde se incluirá 
manualmente el fonnato correspondiente (ej. 6f12.0). 
Formato Xii o Xii-ARIMA: Pennite la lectura de un fichero de datos guardado 
según el fonnato de los programas Xl1 o Xl1-ARIMA. Existen diferentes opciones 
relacionadas con este formato: 
-Ir: Año e identificador a la derecha, campos de seis dígitos. 
-2r: Año e identificador a la derecha, campos de doce dígitos. 
-11: Año e identificador a la izquierda, campos de seis dígitos. 
-21: Año e identificador a la izquierda, campos de doce dígitos. 
-es: Datos en el fonnato de la base de datos CANSlM, campos de dieciséis 
dígitos. 
Si nos encontramos en el modo de ejecución Single Spec Mode este fonnato debe ser 
evitado. 
62 
Formato EDITOR: Al escoger la opción Edit-date el programa lee el año, el 
periodo y el dato correspondiente en este orden, encontrándose en formato libre o en 
líneas individuales. Ejemplo: El valor 32531 de Julio de 1991 aparecerá de la forma 
1991 732531. 
Formato X-12-ARlMA: Al escoger la opción Xl2-save el programa leerá según 
el formato que él mismo utiliza para salvar datos. 
En el caso de que el primero o el último valor del fichero de datos sea un cero, el 
usuario debe transformar este fichero para que pueda ser leído según el Formato libre, ya 
que puede, en caso contrario, ocasionar problemas. 
Número de decimales (precisión) para la lectura del fichero de datos: Esta 
opción permite determinar el número de decimales leídos del fichero de datos con los 
factores de ajuste iniciales. Debe ser un número entero comprendido entre O y 5. El 
valor por defecto es O. Esta opción sólo puede ser utilizada con los formatos de lectura 
de datos predefinidos, en caso contrario esta opción será ignorada. 
Nombre de los factores de ajuste: Esta opción permite asignar un nombre a los 
factores de ajuste iniciales. Debe ser un nombre como máximo de 64 caracteres. Los 16 
primeros caracteres serán utilizados en la pantalla de salida de resultados. 
Fecha de inicio de los factores de ajuste: Esta opción permite determinar la 
fecha de inicio para los factores de ajuste iniciales definidos por el usuario. La fecha de 
inicio por defecto es la fecha de inicio de la serie temporal. 
Tipo de factores de ajuste: Esta opción permite determinar como serán ajustados 
los valores de dichos factores según como estén definidos. Existen tres posibilidades: 
Porcentajes: Los factores de ajuste están definidos a modo de porcentajes (ej: 
100 100 50 ...) y serán divididos entre los datos de la serie temporal. Esta es la opción 
por defecto. 
Ratios: Los factores de ajuste están definidos a modo de ratios (ej: 1.0 1.0 .5 .... ) 
Y serán divididos entre los datos de la serie temporal. 
Factores sustraídos: En este caso los factores serán sustraídos de la sene 
temporal. En caso de que se use esta opción y en la carpeta X 11 se haya definido el tipo 
de ajuste estacional como multiplicativo o logaditivo, estos factores se supone que son 
logarítmicos. 
Cuando aplicar los factores de ajuste: Esta opción permite determinar cuando 
serán aplicados los factores de ajuste iniciales definidos por el usuario. Existen tres 
posibilidades: 
Fase de modelización: Los factores serán aplicados únicamente en la fase de 
modelización. 
Fase de ajuste estacional: Los factores serán aplicados únicamente en la fase de 
ajuste estacional. 
Ambas fases: Los factores serán aplicados tanto en la fase de modelización como 
en la fase de ajuste estacional del programa. Esta es la opción por defecto. 
Transformación de los datos: Esta opción permite determinar la transformación que se 
realizará a los datos antes de estimar el modelo RegARlMA. Esta transformación se 
puede realizar de dos maneras diferentes: 
Function: Mediante esta opción se puede seleccionar la función que se aplicará 
a cada uno de los datos de la serie temporal. Existen las siguientes posibilidades: 
None: no se realiza ningún tipo de transformación. La equivalencia es power=1. 
é-' 
Los datos pueden ser de cualquier tipo. 
Log: se realiza una transformación logarítmica de los datos 10g(Yt). 
La equivalencia es power=O. Los datos deben ser todos mayores que cero. 
Sqrt: se realiza la transformación 2(sqrt(Yt)-1). La equivalencia es power=0.5. 
Los datos deben ser todos mayores o iguales que cero. 
Il1verse: se realiza la transformación l-(1/Yt). La equivalencia es power=-l. 
Los datos deben ser todos diferentes de cero. 
Logistic: se realiza la transformación 10g(Yt/( 1-Yt)). No tiene equivalencia. 
Los datos deben pertenecer al intervalo abierto (0,1). 
Power: Mediante esta opción se puede seleccionar una transformación para los 
datos del tipo Box-Cox (power). Existen las siguientes posibilidades: 
Power=l: no se realiza ninguna transformación. La equivalencia es None. 
Los datos pueden ser de cualquier tipo. 
Power=O: se realiza una transformación logarítmica 10g(Yt). La equivalencia es 
Log. 
Los datos deben ser todos mayores que cero. 
Power:;t{),J: se realiza la transformación ((((Yt)POWer)_l)/power). No tiene 
equivalencia. 
No puede realizarse a la vez una transformación mediante Function y mediante Power. 
Por defecto no se realiza ninguna transformación a los datos (function=none y 
power= 1). 
Ajuste según )a longitud de) mes: Esta opción permite determinar si se realiza o no un 
ajuste de los datos teniendo en cuenta la longitud de cada uno de los meses o trimestres. 
IX L~ngth'qf> Il)ontli/ quarter adjus\ment: 
:! 
Las opciones posibles son: 
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Lom: Ajuste según la longitud del mes para datos mensuales (periodo estacional 
12). El ajuste realizado a los datos es el siguiente: 
Mt-mt 
donde: 
Mt= longitud del mes t 
mt= 30.4375 (media de la longitud de Jos meses) 
Loq: Ajuste según la longitud del trimestre para datos trimestrales (periodo 
estacional 4). El ajuste realizado a los datos es el siguiente: 
Qt-qt 
donde: 
Qt= longitud del trimestre t 
qt= 91.3125 (media de la longitud de los trimestres) 
None: no se realiza ningún ajuste. 
Por defecto no se realiza ningún ajuste a los datos según la longitud del mes. No se 
puede especificar ningún tipo de ajuste según la longitud del mes si se especifica la 
variable Trading day en la carpeta Regression como variable regresora. 
Filtro de Henderson: Esta opción permite determinar la longitud del filtro de 
Henderson utilizado para calcular la tendencia para la serie original ajustada por todos 
los factores de ajuste iniciales. Estos factores de ajuste son tanto los definidos por el 
usuario en la carpeta Transform como los factores de ajuste inicial definidos en la 
carpeta Regadjust. 
En la segunda pantalla se encuentran las opciones necesarias para guardar datos que 
posteriormente podrán ser graficados. 
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r Stor,age: ~ 
Ir'Pr:or-adjUstme~1 f~CIOrS - , ' ' .' 

I í Pflor-ad¡usled senes , 

I IX Prior-adjusted arid transformate9 'data ." I 

Ií Hendersontrend -ofthen pnoriadjusted ~eries " 
!________ _~________,__ _  ______,_._..__J 
Para guardar unos datos determinados basta con pulsar con el ratón sobre el texto o el 
recuadro correspondiente. Pueden guardarse hasta 30 ficheros de datos como máximo. 
Especificaciones 
Si se especifica una transformación del tipo Box-Cox o logística a la vez que un ajuste 
según la longitud del mes y/o factores de ajuste iniciales definidos por el usuario, la 
serie temporal es ajustada primero según la longitud del mes y/o para los factores de 
ajuste inicial y finalmente se realiza la transformación de los datos. Para ajustes según la 
longitud del trimestre se procede de la misma manera. 
Para realizar el ajuste según la longitud del mes primero se divide cada observación de 
la serie temporal entre el número de días del mes y luego se multiplica por la media de 
los meses (30.4375). Para el ajuste según la longitud del trimestre se procede igual pero 
se multiplica por la media de los trimestres (90,3125). 
Las previsiones para los datos transformados y ajustados según la longitud del mes o del 
trimestre son transformados a la escala original para el fichero y los datos de salida. 
El número máximo de factores de ajuste iniciales definidos por el usuano es 600, 
incluyendo las previsiones. 
Si los factores de ajuste tienen valores suficientes para el periodo de previsión, entonces 
las previsiones de la series ajustada inicialmente será reajustada con estos factores. Si 
los factores de ajuste no tienen valores suficientes para el periodo de previsión, entonces 
el único reajuste que se realizará será el de la transformación a través de una función o 
por el método Box-Cox. 
67 
Cuando se realiza un ajuste estacional a través de la carpeta XII puede indicarse 
cualquier valor para la transformación de los datos, a menos que los factores generados 
a partir de los coeficientes de regresión se usen para ajustar la serie original o la serie 
ajustada de estacionalidad. En este caso únicamente se puede realizar una 
transformación logarítmica (para ajustes estacionales de tipo multiplicativo, 
pseudoaditivo o logaditivo) o no realizar ninguna transformación. Si no se realiza ajuste 
estacional puede indicarse cualquier transformación de los datos. 
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4.4.4.Carpeta XII 
Introducción 
Esta carpeta contiene las opciones necesarias para realizar el ajuste estacional de la serie 
temporal. Este ajuste estacional se basa en la metodología de los programas Census 
Bureau X-ll y X-llQ. 
Pueden especificarse opciones para controlar el tipo de ajuste estacional realizado, las 
medias móviles de estacionalidad y tendencia usadas, el tipo de ajuste para valores 
extremos, las opciones para un ajuste por Trading day y por efectos de las vacaciones, 
etc. 
Opciones 
Las opcIones de esta carpeta se encuentran agrupadas en diez pantallas. Se puede 
I j' Next 
acceder de una pantalla a otra pulsando con el ratón sobre el botón Next " .7"_...==.< 
para acceder a una pantalla superior o sobre el botón Back t....._~~..lJ para acceder a 
una pantalla inferior. 
En la primera pantalla se encuentran las siguientes opciones: 
Tipo de ajuste estacional: Esta opción permite determinar el tipo de ajuste estacional 
que se aplicará a los datos de la serie temporal. 
multiplicative 
additive 
. pseudo-additive 
. lo -additive 
Existen cuatro posibilidades: 
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Multiplicativo: La descomposición se realiza de forma multiplicativa, es decir, 
las componentes de la serie temporal se expresarán de la siguiente manera: 
O=CxSxI 
donde O son los datos de la serie temporal, e es la tendencia-ciclo, S la 
componente estacional y 1 es la componente irregular. 
Esta es la opción por defecto. 
Aditivo: La descomposición se realiza de forma aditiva, es decir, las 
componentes en las que se descompone la serie temporal se expresarán de la siguiente 
manera: 
O=C+S+I 
donde O son los datos de la serie temporal, e es la tendencia-ciclo, S la 
componente estacional y 1 es la componente irregular. 
Pseudoaditivo: La descomposición se realiza de forma pseudo aditiva, es decir, 
las componentes en las que se descompone la serie temporal se expresarán de la 
siguiente manera: 
0= C x (S +1 -1) 
donde O son los datos de la serie temporal, e es la tendencia-ciclo, S la 
componente estacional y 1 es la componente irregular. 
Logaditivo: La descomposición se realiza de forma logaditiva, es decir, las 
componentes en las que se descompone la serie temporal se expresarán de la siguiente 
manera: 
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Log(O) = e + s + I 
donde O son los datos de la serie temporal, e es la tendencia-ciclo, S la 
componente estacional y 1 es la componente irregular. 
Media móvil estacional utilizada: Esta opción permite determinar la media móvil 
estacional utilizada (también denominada "filtro") para estimar los factores estacionales. 
Estas medias móviles estacionales son de la forma n x m medias móviles de manera que 
se realizan n medias móviles simples de un conjunto de m medias móviles simples. 
, Sea$()~almD"irfg aVerage: 
@ $ea~onalinovingaveraQe j~, cho;enautomctically 
O Díf~¡enlmbying,aVeragé far every mbnth/quarter 
OSaroé\mo~¡ng<qverag~{orever'ymonth/c¡uarter , .' ' . 
j . ;1~ 3~3 ~~Vi~g~~era~e ... .. bU 
1--~--~--~--~~~~~~~=7--~~ 
Se pueden seleccionar estas medias móviles de diferentes maneras: 
Automáticamente: El programa elige automáticamente el tipo de media móvil a 
utilizar (ver Especificaciones). Esta es la opción por defecto. 
Diferente media móvil para cada mes/trimestre: Esta opción permite 
seleccionar una media móvil estacional diferente para cada uno de los meses/trimestres. 
Al seleccionar esta opción aparece una pantalla en la que se introducen los valores de la 
media móvil correspondiente a cada periodo. En caso de que la serie temporal sea 
mensual (periodo estacional 12) la pantalla presentará doce recuadros de texto. En caso 
contrario, serie trimestral (periodo estacional 4), la pantalla presentará únicamente 
cuatro recuadros de texto, uno para cada trimestre. El valor de la media móvil debe ser 
introducido según el formato n x m. 
Igual media móvil para todos los meses/trimestres: Esta opción permite 
seleccionar una única media móvil estacional para todos los periodos (meses/trimestres). 
Existen siete posibilidades: 
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-media móvil 3x3 
-media móvil 3x5 
-media móvil 3x9 
-media móvil 3x15 
-filtro estacional estable: Este filtro o media móvil estacional consiste en aplicar 
un factor estacional simple a cada uno de los periodos (mes/trimestre) el cual es 
generado calculando una media simple de todos los valores para cada periodo, cogidos 
después de eliminar la tendencia y ajustar por los outliers. 
-3x3 inicial y 3x5 final: Esta es la opción por defecto de los programas XII y 
X II-ARIMA, programas de ajuste estacional anteriores a X-12-ARIMA. Consiste en 
aplicar una media móvil estacional 3x3 para calcular los factores estacionales para cada 
iteración y una media móvil 3x5 para calcular los factores estacionales finales. 
Título para el ajuste estacional: Esta opción permite asignar un título al ajuste 
estacional que posteriormente aparecerá en la pantalla de salida de resultados. 
Media móvil de Henderson utilizada para estimar la tendencia-ciclo: Esta opción 
permite determinar la media móvil utilizada para estimar la tendencia-ciclo final. Se 
puede indicar cualquier número impar mayor que uno. Si no se selecciona esta opción, y 
por lo tanto no se asigna ningún valor, el programa X-12-ARIMA seleccionará una 
media móvil basándose en las características estadísticas de los datos. Para series 
mensuales (periodo estacional 12)seleccionará una media móvil de Henderson de orden 
9, 13 ó 23. Para series trimestrales (periodo estacional 4) el programa seleccionará una 
media móvil de orden 5 ó 7. 
Límites de sigma para los valores extremos: Esta opción permite determinar los 
límites inferior y superior usados para eliminar el efecto de los valores extremos en las 
iteraciones internas del ajuste estacional. Cualquier número real mayor que cero puede 
ser indicado, teniendo en cuenta que el límite inferior debe ser siempre menor que el 
límite superior. Los valores por defecto son 1.5 para el límite inferior y 2.5 para el límite 
superior. 
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En la segunda pantalla se encuentran las siguientes opciones: 
Ajuste para Trading day: Esta opción pennite detenninar si se realiza o no un ajuste 
estacional teniendo en cuenta los Trading day. 
IX Trading day. adjustmet)t: 
Existen cinco posibilidades en caso de realizar el ajuste para Trading day: 
Aplicar: Esta opción consiste en realizar la regresión con Trading day y usar 
después los factores para ajustar la serie temporal por Trading day. 
Significativo: Esta opción consiste en realizar la regresión con Trading day y 
usar después los factores para ajustar la serie temporal por Trading day únicamente si el 
F-test considera que son significativos. 
No aplicar: Esta opción consiste en realizar la regresión con Trading day pero no 
usar los factores para realizar ningún ajuste. 
Preliminar: Esta opción consiste en realizar la regresión con Trading day en un 
ajuste estacional preliminar y usar después los factores para ajustar la serie en un ajuste 
estacional posterior. 
Preliminar significativo: Esta opción consiste en realizar la regresión con 
Trading day en un ajuste estacional preliminar y usar después los factores para ajustar la 
serie en un ajuste estacional posterior únicamente si el F-test considera que son 
significativos. 
Fecha de inicio para los cálculos de Trading day: Esta opción permite determinar el 
año de inicio de los cálculos relacionados con Trading day. Este año no puede ser 
anterior al año de inicio de la serie temporal. Únicamente se indica el año, no el periodo. 
Fecha de inicio para aplicar los factores de Trading day: Esta opción permite 
determinar el año a partir del cual se aplicarán los factores de Trading day. Este año no 
puede ser anterior al año de inicio de la serie temporal. Únicamente se indica el año, no 
el periodo. 
Límite de sigma para valores extraños en la regresión de Trading day: Esta opción 
permite determinar el valor de sigma para el cual una observación se considerará un 
valor extremo y será excluida como tal. Cualquier número real mayor que cero puede 
ser indicado. El valor por defecto es 2.5. 
Pesos diarios para el ajuste para Trading day: Esta opción permite determinar pesos 
diarios, empezando por el lunes, para realizar el ajuste para Trading day deseado antes 
de realizar el ajuste estacional. Los pesos diarios se indican cada uno en el recuadro 
correspondiente, con la única condición de que deben ser números reales mayores o 
iguales que cero y deben sumar 7.0. Esta opción solo puede utilizarse con ajuste 
estacionales del tipo multiplicativo o logaditivo. 
Parte estacional de la longitud del mes: Esta opción permite determinar donde se 
incluirá la variabilidad de la parte estacional de la longitud del mes. 
include in the seasonal component b!. 
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Existen dos posibilidades: 
Componente Trading day: La parte estacional de la longitud del mes se incluirá 
tanto en la componente estacional como en la componente Trading day. 
' -, 
Componente estacional: La parte estacional de la longitud del mes se incluirá en 
la componente estacional. Esta es la opción por defecto. 
Esta opción únicamente puede indicarse en caso de que se realice el ajuste para Trading 
day. 
Efectos de las vacaciones: Esta opción permite determinar qué efectos de las 
vacaciones serán estimados por los procedimientos de ajuste estacional que no utilicen 
métodos para series temporales. Se realiza un ajuste estacional inicial y la componente 
irregular de este ajuste se utiliza para estimar los factores de ajuste de vacaciones de 
Semana Santa, festivos intrasemanales y Acción de gracias. 
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Las opciones disponibles son las siguientes: 
Semana Santa: Se estiman los efectos de las vacaciones de Semana Santa y los 
factores de ajuste se aplican a cada Marzo y Abril. 
Festivos intrasemanales: Se estiman los efectos de los festivos intrasemanales y 
los factores de ajuste se aplican cada Agosto y Septiembre. 
Festivos intrasemanales significativos: Se estiman los efectos de los festivos 
intrasemanales y los factores de ajuste se aplican cada Agosto y Septiembre solo si el F­
test es significativo a un nivel del 5%. 
Acción de gracias: Se estiman los efectos de las vacaciones de Acción de 
gracias y los factores de ajuste se aplican cada Noviembre y Diciembre. 
Acción de gracias significativo: Se estiman los efectos de las vacaCIOnes de 
Acción de gracias y los factores de ajuste se aplican cada Noviembre y Diciembre sólo 
si el F-test es significativo a un nivel del 5%. 
En la tercera pantalla se encuentran las siguientes opciones: 
Factores de ajuste a eliminar de la serie ajustada de estacionalidad final: Esta 
opción permite determinar qué factores de ajuste serán eliminados de la serie ajustada de 
estacional idad final. 
AdjustroE:int" f¿¡ptors Jp bE:i removeélfrom. 
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Existen tres posibilidades: 
Factores de ajuste iniciales: Los factores de ajuste iniciales especificados en la 
carpeta Transform serán eliminados de la serie ajustada de estacionalidad final. 
Factores de ajuste de vacaciones: Los factores de ajuste de vacaCIOnes 
especificados anteriormente serán eliminados de la serie ajustada de estacionalidad final. 
No eliminar factores de ajuste: La sene ajustada de estacionalidad final 
contendrá todos los factores de ajuste. 
Modificación de la serie ajustada de estacionalidad: Esta opción permite determinar 
si se modificará la serie ajustada de estacionalidad o no. 
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En caso de modificarla existen tres posibilidades: 
Mismos totales anuales: La serie ajustada de estacionalidad se modificará para 
forzar que los totales anuales de la serie ajustada de estacionalidad y la serie original 
sean los mismos. En este caso las diferencias entre los totales anuales se distribuye en la 
serie ajustada de estacionalidad de manera que se preservan las oscilaciones mes a mes 
(trimestre a trimestre) de la serie original. 
Mismos totales redondeados: La serie ajustada de estacionalidad se modificará 
para ajustar las observaciones ajustadas de estacionalidad para cada año de manera que 
la suma de la serie ajustada de estacionalidad redondeada para cada año sea igual al total 
anual redondeado. 
Primero totales anuales y después totales redondeados: Primero se fuerzan los 
totales anuales y después se redondea la serie ajustada. 
Ratio de variación entre la componente irregular y la tendencia: Esta opción 
permite especificar el ratio de variación entre la componente irregular y la tendencia que 
se utilizará para generar los pesos finales para la media móvil de Henderson. Si esta 
opción no se especifica, el valor de este ratio de variación dependerá de la longitud del 
"filtro" de tendencia de Henderson. 
Longitud de la media móvil centrada usada para estimar la tendencia inicial: Esta 
opción permite determinar la longitud de la media móvil usada para estimar la 
tendencia-ciclo inicial. Puede especificarse una media de móvil centrada de uno, dos o 
más años. El valor por defecto es un año. 
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Desviación estándar utilizada para los outliers del ajuste estacional: Esta opción 
permite determinar como se estimarán los errores estándar que se utilizarán para los 
outliers durante el ajuste estacional. 
Standard errors used:in outlier .proc~dure; 
• sample standar deviation L± 
:~I •. lf.l i f.Tif". - • I ~, ;ti< 
weighted median absolute deviation 
• exponential of weighted median absolute deviation of the 
Existen tres posibilidades: 
Desviación estándar de los datos: Para la identificación de outliers durante el 
ajuste estacional se utilizará la desviación estándar de los datos. 
Desviación absoluta ponderada: Para la identificación de outliers durante el 
ajuste estacional se utilizará la desviación estándar absoluta ponderada. 
Exponencial del logaritmo de la desviación estándar: Para la identificación de 
outliers durante el ajuste estacional se utilizará la exponencial del logaritmo de la media 
absoluta ponderada de la desviación estándar. 
Para las dos últimas opciones (desviación absoluta ponderada y exponencial del 
logaritmo de la desviación estándar) es conveniente fijar valores altos de los límites de 
sigma para los valores extremos. 
Desviación estándar para los valores extremos: Esta opción permite determinar si los 
errores estándar para la detección y el ajuste de valores extremos se calculan para cada 
periodo (mes/trimestre) por separado o se calcula por grupos. 
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Existen cuatro posibilidades: 
Opción por defecto: Los errores estándar se calculan para grupos de cinco años 
de valores irregulares. 
Cálculo para cada periodo por separado: Los errores estándar se calculan por 
separado para cada periodo. 
Cálculo para cada periodo por separado si existe significación: Los errores 
estándar se calculan por separado para cada periodo sólo si el test de hipótesis de 
Cochran determina que la componente irregular es heteroscedástica con los periodos. 
Cálculo por grupos: Los periodos se dividen en dos grupos y los errores 
estándar se calculan para cada uno de los grupos. Estos grupos se indican en la opción 
correspondiente. Basta con indicar uno de los grupos y el programa escoge 
automáticamente el otro como el grupo restante. 
En la cuarta pantalla se encuentran las siguientes opciones: 
Calcular una descomposición estacional de la serie temporal: Si la opción se 
encuentra activada (opción por defecto) el programa X12-ARIMA calcula una 
descomposición estacional de la serie temporal. Si se encuentra desactivada, el 
programa calcula estimaciones de la tendencia-ciclo final, la componente irregular final, 
el cociente entre la componente irregular y la tendencia-ciclo, trading day residual y 
factores estacionales residuales para datos que se supone que están ajustados 
estacionalmente o que no son estacionales. 
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IX,Calculate, a -seasonal descompositioh 01 !he series 
Esta opción suele usarse al realizar el ajuste estacional de las componentes no ajustadas 
estacionalmente de una serie temporal compuesta cuando nos encontramos en el modo 
de ejecución Composite Series. 
Previsiones generadas por las rutinas de Trading day: Esta opción permite 
especificar el número de previsiones calculadas por las rutinas de Trading day durante el 
ajuste estacional de los datos de la serie temporal. El valor por defecto es un año de 
previsiones (12 para series mensuales y 4 para series trimestrales). 
Filtro a aplicar antes de estimar el espectro: Esta opción permite especificar el filtro a 
aplicar antes de estimar el espectro de la serie ajustada de estacionalidad diferenciada 
final y de la serie irregular ajustada final por valores extremos. Este valor debe ser un 
número entero comprendido entre O y 1. El valor por defecto es 1 (sin filtro). 
Filtro estacional para series de menos de 5 años de longitud: Esta opción permite 
determinar qué filtro estacional se utilizará en serie cuya longitud no exceda los cinco 
años. 
S;~ásohaLf¡!Jersys~d i11M!::) series is a! mes! 5 }',~ars 10r,J9 . 
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Existen dos posibilidades: 
Filtro estacional estable: Se utiliza un filtro estacional estable para calcular los 
factores estacionales, es decir, se calculan los factores estacionales para cada periodo 
calculando una media para todos los valores del periodo (tomados antes de eliminar la 
tendencia y ajustar por outliers). Esta es la opción por defecto. 
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Filtro estacional selecciomulo anteriormente: Se utiliza el filtro estacional 
seleccionado anterionnente como media móvil estacional en la primera pantalla. 
Ajuste especial para valores extremos antes de calcular la tendencia: Si esta opción 
se encuentra activada el programa X-12-ARIMA realiza un ajuste especial para los 
valores extremos antes de estimar la tendencia, si no se encuentra activada no se realiza 
ningún ajuste especial respecto a la huelga. Por defecto el programa no realiza ningún 
ajuste especial. 
En las pantallas quinta, sexta, séptima, octava, novena y décima se encuentran las 
opciones necesarias para guardar datos que posterionnente podrán ser graficados. Para 
guardar unos datos detenninados basta con pulsar con el ratón sobre el recuadro 
correspondiente. Pueden guardarse hasta 30 ficheros de datos como máximo. 
Especificaciones 
Tipos de ajuste estacional: Al realizar un ajuste estacional, la serie original (O) se 
descompone en tres componentes básicas: 
Tendencia-ciclo (C): Movimientos de la serie a largo y a medio plazo. 
Estacionalidad (S): Movimientos de la serie dentro de cada año que ocurren de 
manera similar para cada mes o trimestre año tras año. 
Componente irregular (1): Componente residual que queda después de eliminar 
la estacionalidad y la tendencia-ciclo de la serie (y también los Trading day y los efectos 
de vacaciones una vez han sido identificados). Se caracteriza por movimientos de muy 
corta duración. 
Dependiendo de los movimientos estacionales de la serie temporal, se utilizan diferentes 
modelos para describir el modo en que se combinan estas componentes C, S e 1 para 
fonnar la serie original O. El programa X-12-ARIMA presenta cuatro tipos de ajuste 
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estacional para cuatro tipos de modelos de descomposición. Los modelos y los tipos de 
ajuste estacional disponibles son los siguientes: (SA: serie ajustada de estacionalidad) 
Ajuste multiplicativo O=CxSxl SA=Cxl 
Ajuste aditivo O=C+S+I SA=C+I 
Ajuste pseudoaditivo O=C x [S + 1 -IJ SA=Cxl 
Ajuste logaditivo Log(O)=C + S + 1 SA=exp[X + IJ 
El ajuste estacional por defecto es el multiplicativo. Esto es porque para la mayoría de 
las series económicas, las fluctuaciones estacionales suelen aumentar o disminuir 
proporcionalmente al nivel de la serie temporal. Una serie con esta clase de 
estacionalidad se dice que posee estacionalidad multiplicativa. El modelo pseudoaditivo 
se considera cuando algunos periodos (meses/trimestres) tienen valores extremadamente 
pequeños y el resto de periodos parecen tener estacionalidad multiplicativa. Si la 
estacionalidad no aumenta o disminuye con el nivel de la serie se dice que posee una 
estacionalidad aditiva y el modelo aditivo es apropiado. El modelo logaditivo 
proporciona una alternativa a la descomposición multiplicativa que puede ser útil para 
algunas series econométricas. Para el ajuste estacionallogaditivo, la tendencia se calcula 
mediante una descomposición del logaritmo de la serie original, de manera que hay que 
aplicar la función exponencial a esta tendencia para obtener la tendencia en las mismas 
unidades que la serie original. 
Para los ajustes estacionales multiplicativo, pseudoaditivo y logaditivo, las componentes 
estacional e la irregular se encuentran centradas en 1 (o en 100 si se expresan en 
porcentaje). Para el ajuste estacional aditivo, las componentes estacional e irregular se 
encuentran centradas en O y se expresan en las mismas unidades que la serie original. 
Los ajustes multiplicativo y pseudoaditivo proporcionan resultados muy parecidos para 
series temporales con estacionalidad multiplicativa, a menos que la amplitud de la 
componente estacional sea grande. Si el menor factor estacional es 0.7 o menor existirán 
diferencias significativas entre el ajuste multiplicativo y el pseudoaditivo. Si el factor 
estacional más pequeño es 0.5 o menor, la diferencia puede ser importante. Si un ajuste 
estacional multiplicativo produce muchos más valores extremos en meses (o trimestres) 
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con factores estacionales pequeños que en meses con factores estacionales grandes, 
entonces es mejor realizar el ajuste estacional pseudoaditivo. 
Para simplificar, en lo comentado anterionnente se han ignorado los trading day y los 
efectos de las vacaciones. Si están presentes se añaden factores adicionales a la 
descomposición y, dependiendo de como están definidos, pueden llevar a grandes 
diferencias entre los totales anuales de la tendencia o de la serie ajustada de 
estacionalidad y los totales de la serie original. 
Ponderar valores irregulares: Se define Jl como la media de la componente irregular 
(1.0 para ajuste estacional multiplicativo y O para aditivo). Se define crxll como una 
estimación de la desviación estándar de la componente irregular para un mes o trimestre. 
Si el valor absoluto de (It-J..1l) es menor que el límite inferior de sigma multiplicado por 
crxll, el valor irregular recibe una ponderación nula, es decir, It es reemplazado por Jlt 
para los cálculos de los factores estacionales. De otra manera, It se pondera 
(disminuyendo) parcialmente. 
Si se escoge la opción de ajuste por Trading day se selecciona No aplicar, los factores 
de Trading day generados por el programa X-12-ARIMA en su procedimiento de 
Trading day se utilizan en el cálculo de la ponderación de los outliers para la 
componente irregular. 
Selección automática del filtro estacional: Este procedimiento coincide con el del 
programa X-II-ARIMA/88. Para las dos primeras iteraciones del ajuste estacional, se 
utiliza una media móvil 3x3 para calcular los factores estacionales iniciales y una media 
móvil 3x5 para calcular el factor estacional final. Para la tercera y última iteración, se 
utiliza una media móvil 3x3 para calcular los factores estacionales iniciales, pero para la 
última iteración el programa calcula el ratio móvil estacional (I1S también llamado MSR 
global). Entonces el programa elige cuando usar una media móvil 3x3, 3x5 ó 3x9 
basándose en el tamaño del MSR global. 
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Previsión: Como se ha comentado al principio, una utilidad importante del modelo 
RegARlMA es el hecho de poder extender las series con previsiones (y retroprevisiones) 
para mejorar el ajuste estacional de las observaciones más recientes y de las más lejanas. 
Por lo tanto, el programa X-12-ARlMA extenderá la serie con un año de previsiones 
antes de realizar el ajuste estacional siempre que el modelo RegARlMA se haya 
especificado sin activar la carpeta Forecast. Para especificar un ajuste estacional sin 
previsiones, en la carpeta Forecast debe especificarse la opción de número de 
previsiones igual a cero. 
Opción de ajuste para huelga: Si algunos meses están muy afectados por factores 
inusuales, por ejemplo una huelga general, la opción de huelga puede ser considerada. 
Debe usarse esta opción con cuidado: puede ocasionar distorsión si hay picos propios 
del cambio de la tendencia, y puede llevar a grandes revisiones en la serie ajustada si 
datos futuros se incluyen en la serie temporal. Para evitar este problema, si los picos no 
están muy cerca de los meses afectados por la huelga, el siguiente procedimiento debe 
usarse: 
1.- Ejecutar el programa con la opción de huelga. Para los meses afectados por la 
huelga, estimar su efecto. 
2.- Volver a ejecutar el programa con la serie ajustada por estos efectos de la 
huelga pero sin la opción de huelga. Ya que los ajustes iniciales han eliminado los 
efectos de la huelga, la opción de huelga no se necesita, y su efecto distorsionador se ha 
eliminado. 
3.- Volver a añadir los efectos de la huelga a la serie ajustada de estacionalidad 
calculada en el paso B. El resultado es una versión de la serie afectada por la huelga 
ajustada estacionalmente. 
Si la huelga afecta a meses que están cerca de los picos no se recomienda realizar el 
paso 1. El efecto de la huelga debe observarse a simple vista y luego realizar los pasos 2 
y 3. 
Estacionalidad residual y efectos de Trading day en la serie ajustada: Un procedimiento 
examina cada uno de los espectros para encontrar picos estacionales o de Trading day. 
En caso de encontrar alguno se imprime un mensaje informativo en la pantalla de 
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errores, el gráfico en el que se ha encontrado este pico se imprime en la pantalla de 
salida de resultados. 
Outliers de cambio de nivel en la tendencia final de Henderson: Cuando los outliers de 
cambio de nivel se estiman y eliminan de la serie antes de realizar el ajuste estacional, se 
vuelven a añadir en la tendencia final de Henderson, por lo tanto, esta componente 
tendrá el nivel de los datos observados. 
Avisos: 
1.- El ajuste estacional de Trading day no es apropiado para series de stock u 
otras series de inventario. Las carpetas Regression y Regadjust proporcionan opciones 
para este tipo de series temporales. 
2.- Cuando en la opción de ajuste por Trading day se selecciona No aplicar, el 
valor del estadístico F del Trading day obtenido normalmente será diferente del valor 
generado por otra rutina de Trading day, ya que los ajustes para valores extremos serán 
diferentes. 
3.- Las opciones de ajuste por Trading day y efectos de vacaciones de esta 
carpeta no pueden utilizarse cuando se ha especificado un modelo RegARIMA basado 
en Trading day y efectos de vacaciones en la carpeta Regadjust. 
4.- Como mucho una de las dos opciones de Acción de gracias puede 
especificarse (Acción de gracias o Acción de gracias significativo). Lo mismo se aplica 
para los festivos intrasemanales. 
5.- Forzando los totales estacionales ajustados que sean igual a los totales de la 
serie original puede disminuir la calidad del ajuste estacional, especialmente cuando el 
modelo estacional está cambiando. No es conveniente hacer esto cuando se realiza un 
ajuste para Trading day ya que el efecto agregado de Trading day sobre un año es 
variable y ligeramente diferente de cero. 
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4.4.5.Carpeta Identify 
Introducción 
Esta carpeta contiene las opciones relacionadas con la identificación de la parte ARIMA 
del modelo RegARIMA. El programa calcula los gráficos del ACF y PACF una vez 
aplicadas las diferencias estacionales y no estacionales para poder identificar el modelo 
a partir de los retardos significati vos, es decir, significativamente diferentes de cero, de 
estos dos gráficos. 
Opciones 
Las opcIOnes de esta carpeta se encuentran agrupadas en una única pantalla. Las 
opciones disponibles son las siguientes: 
-Piffc,r.encin!): 
Nonseasonabdilferencíng: 
~. ¡. . . . 
'1 Seasonal differen'cing: 
I 
Número de diferencias no estacionales: Esta opción permite determinar el número de 
diferencias no estacionales que se aplicarán a los datos para calcular los datos del ACF y 
PACF. El valor por defecto es 0, es decir, no se realiza ninguna diferenciación. 
Número de diferencias estacionales: Esta opción permite determinar el número de 
diferencias estacionales que se realizarán a los datos para calcular los datos del ACF y 
PACF. El valor por defecto es 0, es decir, no se realiza ninguna diferenciación 
estacional. 
ACF IPACF:--:---, - - , 
NumberoUlágs: I 
---,,- -~" . I, -~---,--'--'" 
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Número de retardos para ACF y PACF: Esta opción permite determinar el número de 
retardos que se utilizará para los gráficos ACF y PACF del fichero de salida de 
resultados. El valor por defecto es 36. 
Especificaciones 
Si las carpetas Identify y Estimate están ambas activadas, el programa ejecuta primero 
las opciones de Identify y luego las de Estimate. 
Identify utiliza información de la carpeta Regression pero ignora la de la carpeta Arima. 
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4.4.6.Carpeta Regression 
Introducción 
Esta carpeta contiene las opciones necesarias para especificar variables regresoras en el 
modelo RegARIMA. Estas variables regreso ras pueden ser las ya definidas por el 
programa X-12-ARIMA o las definidas por el propio usuario. Entre las definidas por el 
programa se incluyen la constante, efectos estacionales, trading day, outliers, etc. Al 
indicar las variables definidas por el usuario debe indicarse también el nombre del 
fichero que contiene los datos de estas variables regresoras. 
Opciones 
Las opciones de esta carpeta se encuentran agrupadas en tres pantallas. Se puede acceder 
/ N I ,.Next Jde una pantalla a otra pulsando con el ratón sobre el boton ext .... ~ .. ... para 
acceder a una pantalla superior o sobre el botón Back 1. ltilCkJ para acceder a una 
pantalla inferior. 
En la primera y la segunda pantalla se encuentran las siguientes opciones: 
Variables regresoras predefinidas: Esta opción permite determinar qué variables 
regreso ras predefinidas serán incluidas en el modelo RegARIMA. 
Las variables ya definidas son las siguientes: 
'r Predefínedregre8sionYarial?le~: 
' 
- . 
r· 
rConstant 
I 
" 
Fi>:ed seasOnal effect (s·1 é6ntrastvaríab.I~]
 
r Fixed seásonál effeCt (tiigonometrié regression variaqlesl 

r Tradíng day witn six tra-díng·d~y contrast variables,
>. 
r Sixtradíng·day contrast.variables(no: SUridays);" " .•!no.Saturdays)· (no.sundays) 
r Length-of·month . 
r Length,of'quarter 
Constante: Variable regresora para series cuya media de los datos diferenciados 
sea diferente de cero. 
Efecto estacional fijo: Variable regresora que consiste en la inclusión de s-l 
variables de contraste, donde (s=periodo estacional). Se utiliza para series con cambios 
de nivel de un mes a otro o de un trimestre a otro, pero no posee efecto en el nivel 
medio. No se puede utilizar esta variable regresora Estacional en modelos con variable 
SenoCoseno o en modelos con diferencia estacional. 
Efecto estacional fijo (trigonométrico): Variable regresora que consiste en la 
inclusión de variables trigonométricas de la forma sin (w t) y COS (w t) en las frecuencias 
estacionales wj=(21tjls) para 1::; j '?s/2 (fijando sin(wtt)=O para j=s/2 para la 
estacionalidad s dada). Deben especificarse todas las frecuencias j que se deseen tener 
en cuenta. Por ejemplo, especificando los valores [l,2,3,4,5,6] se incluyen todas las 
frecuencias para las series con estacionalidad s= 12 (mensuales), mientras que 
especificando [1,2,3] únicamente se incluyen las tres primeras. Esta opción no puede 
especificarse en modelos en los que se especifica la variable efecto estacional fijo o con 
diferencias estacionales especificadas en la carpeta Arima. 
Trading day y longitud del mes o trimestre: Variable regresora que consiste en 
la inclusión de una variable para el ajuste según la longitud del mes o del trimestre y la 
inclusión de las seis variables siguientes: 
(n° Lunes)-(nO Domingo) 

(nO Martes)-(nO Domingo) 

(nO Miércoles)-(nO Domingo) 

(nO Jueves)-(n° Domingo) 
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(n° Viernes)-(n° Domingo) 
(n° Sábado)-(n° Domingo) 
Esta variable sólo puede utilizarse para series mensuales o trimestrales y no puede 
utilizarse en modelos con variables regresoras del tipo Trading day, Longitud del mes, 
Longitud del trimestre o para Series stock. 
No se puede especificar esta variable si en la carpeta Transform se indica un ajuste 
según la longitud del mes o del trimestre. 
Trading day: Variable regresora que consiste en la inclusión de las seis variables 
siguientes: 
(n° Lunes)-(nO Domingo) 

(n° Martes)-(n° Domingo) 

(n° Miércoles)-(n° Domingo) 

(n° Jueves)-(n° Domingo) 

(n° Viernes)-(n° Domingo) 

(n° Sábado)-(n° Domingo) 

Esta variable sólo puede utilizarse para series mensuales o trimestrales y no puede 
utilizarse en modelos con variables regresoras del tipo Trading day y longitud del mes o 
trimestre o para Series stock. 
Longitud del mes: Variable regresora que tiene en cuenta la longitud del mes. 
Esta variable sólo puede ser utilizada con series cuyo periodo estacional sea 12 (series 
mensuales) y no puede incluirse en modelos con variables Trading day y longitud del 
mes o Series stock. 
Lollgitud del trimestre: Variable regresora que tiene en cuenta la longitud del 
trimestre. Esta variable sólo puede ser utilizada con series cuyo periodo estacional sea 4 
(series trimestrales) y no puede incluirse en modelos con variables Trading day y 
longitud del mes o trimestre o Series tock. 
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r Labor day h61iday 
. r Constant level shift 
r Temporary ramp eHecl 
. r Uiapyear 
Trading day y efecto de series stock: Variable regresora que consiste en la 
inclusión de seis variables del tipo trading day para series en las que afecta el día de la 
semana en el que se toman los datos (series del tipo stock). Debe indicarse en el 
recuadro de texto adjunto el día del mes (número comprendido entre 1 y 31). Esta 
variable sólo puede ser utilizada para series cuyo periodo estacional sea 12 (series 
mensuales) y no se puede incluir en un modelo que incluya variables del tipo Trading 
day y longitud del mes, Trading day, Longitud del mes o Longitud del trimestre. 
Semana Santa: Variable regresora para series temporales con un cambio de 
nivel en la actividad diaria durante N días antes de Semana Santa, donde N se indica en 
el recuadro de texto adjunto. Este número debe estar comprendido entre 1 y 25. 
Festivos intrasemanales: Variable regresora para series temporales con un 
cambio de nivel en la actividad diaria durante N días antes del día festivo. El número N 
se indica en el cuadro adjunto y debe estar comprendido entre 1 y 25. 
Acción de gracias: Variable regresora para series temporales con un cambio de 
nivel en la actividad diaria desde N días antes del día de Acción de gracias hasta el 24 
de Diciembre. El número N se indica en el cuadro adjunto y debe ser un número 
comprendido entre -17 y 8. Un número negativo indica días antes del día de Acción de 
gracias y un número positivo días después. 
Outliers aditivos: Variable regresora para incluir el efecto de los outliers aditivos 
para una fecha u observación determinadas. Puede incluirse más de un outlier aditivo en 
el recuadro de texto adjunto indicando la fecha en el formato año. periodo pulsando 
después la tecla Enter. Todas las fechas deben pertenecer al intervalo de tiempo en el 
que se encuentra la serie. 
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Outliers de cambio de nivel: Variable regresora para incluir el efecto de un 
cambio de nivel (en la serie transformada) que empieza en la fecha especificada en el 
recuadro de texto adjunto. Puede indicarse más de un cambio de nivel. No puede 
indicarse un cambio de nivel cuya fecha de inicio coincida con el inicio de la serie o con 
la fecha de inicio del subconjunto utilizado para el análisis especificado en la carpeta 
Series. 
Rampas temporales: Variable regresora para incluir el efecto de cambios de 
nivel temporales. En el recuadro de texto adjunto debe indicarse la fecha de inicio y la 
fecha de final del cambio de nivel temporal pulsando cada vez la tecla Enter. Puede 
indicarse más de una rampa temporal. Las fechas de inicio y final de la rampa temporal 
no puede coincidir con las fechas de inicio y final de la serie o del subconjunto de datos 
utilizado para el análisis especificado en la carpeta Series. Unas rampas temporales 
pueden solapar otras rampas temporales, outliers aditivos o outliers de cambio de nivel. 
Aíio bisiesto: Variable regresora para incluir el efecto de los años bisiestos. 
En la tercera pantalla se encuentran las siguientes opciones: 
Variables regresoras definidas por el usuario: Esta opción pennite incluir variables 
regresoras definidas por el usuario. 
- ----------~-~_._~--_..__._­
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Las opciones disponibles son las siguientes: 
Nombre de las variables: Esta opción pennite especificar el nombre de cada una 
de las variables regresoras definidas por el usuario que van a incluirse en el modelo. 
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Debe incluirse el nombre necesariamente de cada una de estas variables para que el 
programa pueda reconocer los datos del fichero de datos. 
Nombre del fichero de datos: Esta opción permite determinar el nombre del 
fichero de datos que contiene las variables regresoras definidas por el usuario. Se 
selecciona el nombre del fichero que contiene los datos de la serie temporal a analizar a 
través de 'una pantalla a la cual se accede pulsando con el ratón sobre el botón Search. El 
nombre del fichero de datos será visible en el recuadro de texto adjunto. 
Formato de lectura de los datos: Mediante esta opción se determina el formato 
usado a la hora de leer el fichero que contiene los datos de las variables regresoras. 
Los formatos permitidos son los siguientes: 
Formato LIBRE: Permite la lectura de los datos en formato libre, es decir, todos 
los datos se encuentran uno detrás de otro separados por uno o varios espacios o por el 
salto de línea. Esta es la opción por defecto. 
Formato FORTRAN: Permite la lectura de un fichero de datos en formato 
Fortran. Al escoger la opción Fortran format aparece una caja de texto donde se incluirá 
manualmente el formato correspondiente (ej. 6fl2.0) 
Formato EDITOR: Al escoger la opción Edit-date el programa lee el año, el 
periodo y el dato correspondiente en este orden, encontrándose en formato libre o en 
líneas individuales. Ejemplo: El valor 32531 de Julio de 1991 aparecerá de la forma 
1991 7 32531. 
Formato X-12-ARIMA: Al escoger la opción X12-save el programa leerá según 
el formato que él mismo utiliza para salvar datos. 
En el caso de que el primero o el último valor del fichero de datos sea un cero, el 
usuario debe transformar este fichero para que pueda ser leído según el Formato libre, ya 
que puede, en caso contrario, ocasionar problemas. 
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Fecha de inicio de los datos: Esta opción permite determinar la fecha de inicio 
para todas las variables regresoras definidas por el usuario. La fecha de inicio por 
defecto es la fecha de inicio de la serie temporal. 
Test Ale: Al ejecutar esta opción, el programa X-12-ARIMA realiza un test para ver si 
una serie de variables afectan a los datos de la serie temporal analizada y debe ser 
incluida en el modelo RegARIMA. Existen tres variables que el programa X-12­
ARIMA puede probar: 
-Trading day y longitud del mes o trimestre 

-Trading day 

-Trading day y efecto de series stock 

El programa estima el modelo RegARlMA con y sin la variable especificada. X -12­
ARIMA elige el modelo con un valor menor del AlC. 
En la tercera pantalla se encuentran las opcIOnes necesarias para guardar datos que 
posteriormente podrán ser graficados. 
¡- S..toráge:i .' -'~ " 

1 r Vaíues 01 regJession ,variables~.

. . ' 
. ,I
-- o,, . ~ ,:.:.- • • ~ 
Para guardar unos datos determinados basta con pulsar con el ratón sobre el texto o el 
recuadro correspondiente. 
Especificaciones 
Si se realiza previsión, el programa X-12-ARIMA crea los valores para las variables de 
regresión predefinidas para el periodo de previsión. Si hay variables regresoras definidas 
por el usuario, estas deben tener valores suficientes para todo el periodo de previsión, 
Hay un límite de 20 variables regresoras definidas por el usuario y un límite de 48 
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variables regresoras en total. El número máximo de observaciones para las variables 
regresoras definidas por el usuario es 600, sin incluir el periodo de previsión. 
Si se incluye como variable regresora la constante, la variable regresora resultante es 
una media general para la serie diferenciada. Si el modelo ARIMA no incluye ninguna 
transformación esta variable es únicamente la constante para una media diferente de 
cero; si el modelo incluye diferenciaciones, esta variable recibe el nombre de constante 
de tendencia. En este último caso la variable regresora se define, después de la 
diferenciación, como una columna de unos. 
Se recomienda especificar la variable Trading day y longitud del mes o trimestre cuando 
se sospecha que existen dichos efectos en una serie temporal mensual de flujo. Si la 
serie está transformada (transformación Box-Cox o logística mediante la carpeta 
Transform) entonces los efectos del año bisiesto se eliminan mediante un ajuste inicial: 
la serie se divide antes de la transformación por un conjunto de factores LPt donde 
LPt=28.25/29 si t es un febrero de un año bisiesto, LPt=28.25128 si t es un febrero de un 
año no bisiesto y LPt=l.OO en los demás casos. Si la serie no está transformada, 
entonces la variable longitud del mes se incluye en el modelo. En ambos casos, la 
variable Trading day está también incluida en el modelo. 
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4.4.7.Carpeta Arima 
Introducción 
Esta carpeta contiene las opciones necesarias para especificar la parte ARIMA del 
modelo RegARIMA. Si la carpeta Regression se encuentra desactivada esta opción 
define un modelo ARIMA puro. 
La parte ARIMA del modelo puede incluir factores estacionales multiplicativos y 
operadores con algún orden faltante. También pueden indicarse valores iniciales para los 
parámetros AR y MA para la estimación iterativa. Algunos de estos parámetros pueden 
ser fijados mientras el resto son estimados. 
Opciones 
Las opciones de esta carpeta se encuentran agrupadas en una única pantalla. Las 
opciones disponibles son las siguientes: 
Parte ARIMA del modelo: Esta opción permite especificar la parte ARIMA del 
modelo RegARIMA. El formato sigue la notación Box-Jenkins. Deben especificarse 
tanto el orden AR y MA como el número de diferenciaciones, tanto para la parte 
estac ional como para la no estacional. 
Nonsea~on'al: ' S~a,sónal: D Seawnal: O Sea$oh-ªI: 'C] ,Seas,onal: D 
.' .,., ... : . 
AR: AR: I--Io_---'t AR: I....-ró-,........,-_·"---fk AR: 1.,-,0::-----,
lo 
IFF: ~. D1FF: U DIFF: El D'FF:.E1 
:MA: lo 1 MA: '-10_---"1 MA: lo "" 
h1issing lags ex:AR(51 with ~issing,lag,s 1 -ªnd 4 AR: 12 3 5 I 
~~~====~~~~~--~ 
lo 
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La parte no estacional se indica en el primer grupo de recuadros recuadros mientras que 
la parte estacional se indica en los otros cuatro, especificando en cada caso el periodo 
estacional deseado. 
En el recuadro AR se especifica el orden autoregresivo del modelo, en el recuadro MA 
el orden de las medias móviles del modelo y en el recuadro DIFF se especifica el 
número de diferencias estacionales o no estacionales del modelo. 
Puede indicarse un orden AR o MA del modelo con valores faltantes. 
Parámetros del modelo: Esta opción permite especificar valores iniciales para los 
parámetros AR y MA estacionales y no estacionales. Si se especifican valores para los 
parámetros AR deben indicarse para todos y no sólo para algunos. Lo mismo se cumple 
para los parámetros MA. Estos valores pueden fijarse introduciendo después del valor 
del parámetro la letraf(ej. 0.9580. 
El valor inicial por defecto para los parámetros AR y MA es 0.1. 
Título para el modelo ARIMA: Esta opción permite especificar un título para el 
modelo ARIMA que más tarde aparecerá imprimido en la pantalla de salida de 
resultados. El título por defecto es ARIMA Model. 
Especificaciones 
Se pueden indicar factores en la parte ARIMA del modelo hasta un límite de 25 en total, 
incluyendo los coeficientes AR, MA Y las diferenciaciones estacionales o no 
estacionales. Además, el parámetro AR y el MA tienen como restricción que su orden 
debe ser menor o igual que 24, mientras que el número máximo de diferenciaciones 
estacionales o no estacionales es 3. 
Al indicar un modelo con parte estacional, el programa toma por defecto como 
estacionalidad la definida en la carpeta Series como periodo estacional de la serie 
temporal. 
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No pueden especificarse valores iniciales para los parámetros MA en caso de que el 
polinomio tenga alguna raíz dentro del círculo unidad (polinomio no invertible). Los 
parámetros cuyo polinomio tenga alguna raíz en el círculo unidad pueden indicarse 
únicamente en el caso de que se no se realice ninguna estimación de dichos parámetros, 
ya sea porque no se encuentre activada la carpeta Estímate o porque se especifiquen 
como fijos. 
Si en la carpeta Estimate se especifica como función de máxima verosimilitud la que es 
exacta para los parámetros AR (opción por defecto), no pueden especificarse valores 
iniciales para los parámetros AR cuyo polinomio tenga raíces dentro o sobre el círculo 
unidad (polinomio no estacionario). 
4.4.8.Carpeta Autorndl 
Introducción 
Esta carpeta contiene las opciones relacionadas con la identificación automática de la 
parte ARIMA del modelo RegARIMA que siguen los datos de la serie temporal. El 
procedimiento de selección de modelo utilizado es parecido al utilizado por el programa 
XII-ARIMA de 1988 (anterior a X12-ARIMA). Pueden especificarse los modelos que 
se aplicarán a los datos de la serie temporal para comprobar la validez de cada uno de 
ellos. También pueden modificarse los valores límites para los criterios de selección. 
No pueden activarse a la vez las carpetas Arima y Automdl. 
Opciones 
Las opciones de esta carpeta se encuentran agrupadas en dos pantallas. Se puede acceder 
de una pantalla a otra pulsando con el ratón sobre el botón Next Ji . N.!K~ ., para 
' ___.....JJ..acceder a una pantalla superior o sobre el botón Back u, para acceder a una 
pantalla inferior. 
En la primera pantalla se encuentran las siguientes opciones: 
Posibles modelos: Esta opción pennite especificar los modelos que el programa 
utilizará para escoger la parte ARIMA del modelo correcta. El modelo deseado se 
introduce en la caja de texto correspondiente pulsando después la tecla Enter. 
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M o.del types: 
1I 

(O 1 1) (O 1 1) 
(O 1 2) (O 1 1) 
(2 1 O) (O 1 1) 
(O 2 2) (O 1 1) 
(2 1 2) (O 1 1) 
Los modelos deben introducirse según el formato (p d q) (P D Q ). Para eliminar un 
modelo ya introducido basta con seleccionarlo pulsando con el ratón sobre él y pulsando 
después la tecla Supr. Los modelos por defecto son: 
(O 11) (O 11) 
(012) (011) 
(210) (O 11) 

(O 22) (O 11) 

(21 2) (O 11) 
Valor de aceptación para el test de los errores de previsión: Esta opción permite 
especificar el valor de aceptación para el test de los errores de previsión, expresado en 
porcentaje (0-100%). El porcentaje medio absoluto de error para los valores 
extrapolados entre los tres últimos años de datos debe ser menor que el valor 
especificado en esta opción para que el modelo sea aceptado por el procedimiento de 
modelización automática. Este valor debe ser mayor o igual que cero y menor o igual 
que cien. El valor por defecto es 15%. 
Valor de aceptación para el test de errores de retroprevisión: Esta opción permite 
especificar el valor de aceptación para el test de los errores de retroprevisión expresado 
en porcentaje (0-100%). El programa utilizará este valor como criterio de selección 
únicamente cuando en la opción correspondiente al uso del modelo aplicado a los datos 
se indique que el modelo será utilizado para producir un año de previsiones y 
retroprevisión El porcentaje medio absoluto de error de retroprevisión debe ser menor 
que el valor indicado en esta opción para que este modelo sea aceptado por el 
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procedimiento de modelización automática. Este valor debe ser un número entero mayor 
o igual que cero y menor o igual que cien. El valor por defecto es 20%. 
Valor de aceptación para el p-value asociado al Q-estadístico Box-Ljung: Esta 
opción permite determinar el valor de aceptación en porcentaje (0-100%) para el p-value 
asociado al Q-estadístico Box-Ljung utilizado para comprobar la adecuación del 
modelo . El p-value asociado al modelo aplicado a los datos debe ser mayor que el valor 
especificado en esta opción para que el modelo sea aceptado por el procedimiento de 
modelización automática. Este valor debe ser mayor o igual que cero y menor o igual 
que cien. El valor por defecto es 5%. 
Valor de aceptación para el test de sobrediferenciación: Esta opción permite 
determinar el valor de máximo para la suma de las estimaciones de los parámetros MA 
en el test de sobrediferenciación. En este test, el programa calcula la suma de las 
estimaciones de los parámetros MA, estacionales o no estacionales. Si la suma es mayor 
que el valor especificado en esta opción el programa rechaza el modelo por 
sobrediferenciación. Este valor debe ser un valor mayor o igual que 0.9 y menor o igual 
que l. El valor por defecto es 0.9. 
En la segunda pantalla se encuentran las siguientes opciones: 
Uso del modelo aplicado a los datos: Esta opción permite determinar para que se 
utilizará el modelo aplicado a los datos. 
.­
The'mod?1 
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chqsen winpe used to: 
produce ayear of forecasts I : ~ . 
oiTiTi ! - .,. . . In l' '. Ii'. ,,,cF':,!:r~s,;,;;ff~J: .' 
. ~roduce ayear of forecasts and backcasts I ~ 
Existen dos posibilidades: 
Producir un año de previsiones: El modelo aplicado a los datos se utilizará para 
producir un año de previsiones. 
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Producir un año de previsiones y retroprevisiones: El modelo aplicado a los 
datos se utilizará para producir un año de previsiones y retroprevisiones. 
La carpeta Forecast debe activarse para modificar el número de preVISIOnes y 
retroprevisiones usados para ampliar la serie temporal. 
Procedimiento de selección de modelos: Esta opción permite determinar que 
procedimiento se utilizará para seleccionar un modelo. 
Aulo!l).áfi~ motleLselection pr_~cedL!~e: 
model with the lowest within-sample forecast error l.! 
. fi,st morlel that satisfies the c,iteria 
. ". I;..JI. ~; - 1 
Existen dos posibilidades: 
Satisfacer los criterios de selección: El programa seleccionará el primer modelo 
que satisfaga los criterios de selección de modelos. 
Menor error de previsión de los datos: El programa seleccionará el modelo 
estimado con el menor error de previsión de los datos, siempre y cuando satisfaga los 
criterios de selección de modelos. Esta es la opción por defecto. 
Identificación automática de outliers y/o trading day: Esta opción permite 
determinar cuando se realizará la identificación automática de outliers (a través de la 
carpeta Outlier) y/o la identificación automática de trading day (a través de la carpeta 
Regression) en la selección automática del modelo . 
• I 11 ;" I 
Existen dos posibilidades: 
Todos los modelos: La identificación automática de outliers y/o trading day se 
realiza para cada uno de los modelos especificados como posible. 
El primer modelo: La identificación automática de outliers y/o trading day se 
realiza únicamente para el primer modelo especificado. Los resultados obtenidos para el 
primer modelo se utilizan para el resto de modelos especificados. La identificación 
automática de outliers y/o trading day se realiza de nuevo cuando un modelo es 
seleccionado, si no coincide con el primero. Esta es la opción por defecto. 
Error de previsión: Esta opción permite determinar qué tipo de errores de previsión 
serán utilizados para la evaluación y selección automática de modelos. 
Foreca~t 'error us~d '!pr> e.~h;¡ma!l9 mOP!3Fevaluation: 
within-sample forecasts errors 
11c:'!Ll. I [;.)IJ I [o{t!',,"t<iI'1l 1 
. out-of-sample forecasts errOrl~ 
.. , 
Existen dos posibilidades: 
Errores de previsión fuera de la muestra: Se utilizan los errores de previsión de 
fuera de la muestra. Estos errores se obtienen eliminando los datos del periodo de 
previsión del conjunto total de datos de la serie temporal utilizado para estimar el 
modelo, produciendo un año de previsiones (para cada uno de los últimos tres años de 
datos). 
Errores de previsión dentro de la muestra: Se utilizan los errores de previsión 
de dentro de la muestra. En este caso las estimaciones de los parámetros del modelo 
para las series temporales completas se usan para generar previsiones para cada uno de 
los tres últimos años de datos. Esta es la opción por defecto. 
Especificaciones 
Los criterios de selección automática seleccionan un modelo como aceptable si: 
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-el porcentaje medio absoluto de error de los datos extrapolados entre los 
tres últimos años es menor que 15%. 
-el p-value asociado al Q-estadístico Box-Ljung de un modelo es mayor que 
5%. 
-no existe evidencia de sobrediferenciación. 
Ningún modelo es seleccionado si ninguno de los indicados es aceptable. Estos criterios 
pueden ser variados cambiando los valores de aceptación correspondientes. 
Si la carpeta Regression se encuentra activada, los parámetros de regresión se usarán 
con todos los modelos ARIMA especificados para seleccionar automáticamente un 
modelo. Si la carpeta Transform se encuentra también activada, la serie se transforma 
antes de proceder a la modelización automática. 
Los modelos por defecto: 
(O 11) (O 11) 

(O 12) (O 11) 

(210) (O 11) 

(O 2 2) (O 11) 

(212)(011) 

no pueden ser utilizados si en la carpeta Regression se ha especificado como variable 
regresora la estacionalidad. 
4.4.9.Carpeta Estimate 
Introducción 
Esta carpeta contiene las opCIOnes necesarias para estimar el modelo RegARIMA 
especificado en las carpetas Arima y Regression, tales como fijar los valores de los 
parámetros AR y MA especificados en la carpeta Arima (evaluación de la función de 
máxima verosimilitud). 
La pantalla de salida de resultados incluye las estimaciones puntuales y los errores 
estándar para todos los parámetros AR, MA y de regresión estimados. También incluye 
la estimación por máxima verosimilitud de la variancia, estadísticos t d'Student para 
cada uno de los parámetros de regresión y estadísticos Chi-square para asesorar la 
significación de los parámetros asociados con ciertos efectos de regresión (si se incluyen 
en el modelo). Estos efectos de regresión son efectos estacionales fijos, trading day y el 
conjunto de variables definidas por el usuario. 
Opciones 
Las opciones de esta carpeta se encuentran agrupadas en una única carpeta. Las opciones 
di sponibles son las siguientes: 
Estimación de los parámetros: Esta opción permite determinar si los parámetros serán 
reestimados o no. 
Modelparámeteís: 
Existen dos posibilidades: 
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Estimar los parámetros,' Los parámetros AR y MA del modelo RegAR.llvlA. 
serán estimados, excepto los especificados como fijos en la carpeta Arima. Esta es la 
opción por defecto. 
Evaluar la función de verosimilitud: Los parámetros AR y MA del modelo 
RegARIMA no se estimarán, únicamente se evaluará la función de máxima 
verosimilitud. En este caso deben indicarse valores para todos los parámetros en la 
carpeta Arima. 
El valor de los parámetros de regresión no pueden ser fijados por lo que siempre serán 
estimados (mediante GLS (mínimos cuadrados generalizados» , usando el modelo 
.ARlMA especificado. 
Convergencia para la estimación no lineal: Esta opción permite determinar el valor 
de convergencia para la estimación no lineal. Los cambios absolutos en la función 
logarítmica de máxima verosimilitud se compararán con este valor para comprobar la 
convergencia de las iteraciones de la estimación. 
Convergence , tolerat'lI::efolcth~ I"lpo!ineare$Jlmation: 
, lo.ooó·Ól~ ,,' ""1 ," 
Para modelos con variables regresoras especificadas en la carpeta Regression, este valor 
será usado para comprobar la convergencia de las iteraciones IGLS (donde los 
parámetros de regresión son reestimados para cada nuevo grupo de parámetros AR y 
~1A). 
Para modelos sin variables regresoras, para los que no se realizan iteraciones IGLS, este 
valor será usado para comprobar la convergencia de la iteraciones no lineales para 
estimar los parámetros AR y MA. 
El valor por defecto es 0,00001. 
:\úmero máximo de iteraciones: Esta opción permite especificar el número máximo de 
iteraciones ARMA (iteraciones no lineales para estimar los parámetros AR y MA) que 
íealizará el programa X-12-ARIMA. Para modelos con variables regresaras 
especificadas en la carpeta Regression, este límite se aplica al número total de 
Iteraciones ARMA e iteraciones IGLS. Para modelos sin variables regresaras este límite 
únicamente se aplica para las iteraciones ARMA simples. El valor por defecto es 200. 
eso de la función de máxima verosimilitud: Esta opción permite determinar qué 
función de máxima verosimilitud se usará durante la estimación, la evaluación de 
máxima verosimilitud y la previsión. 
Use ºfex~ct 01 conditiQ,IJ,9' likeHhood fuíiction: 
eKact for AR and MA parameters ti 
~:r.tillfi ri1'~"HF.TiTi I : ~r~. , ;lt; "'t ; 
eKact for MA hut conditional for AR 
• conditional for AR and MA parameters 
Existen tres posibilidades: 
Exacta para AR y MA: Se usa la función de máxima verosimilitud que es 
exacta para los parámetros AR y MA. Esta es la opción por defecto. 
Exacta para AR y condicional para MA: Se usa la función de máxima 
verosimilitud que es exacta para los parámetros AR pero condicional para los MA. 
Condicional para AR y MA: Se usa la función de máxima verosimilitud que es 
condicional para los parámetros AR y MA. 
Error de previsión: Esta opción pennite determinar qué tipo de errores de previsión se 
us arán para calcular la magnitud media de los errores de previsión de los últimos tres 
años (estadístico de diagnóstico). 
Fore,east. egor used ,in calcylatingthe :magnitude;of 
forecast ~rrorsover the la.st threeyears: 
. within-sample forecasts errors 1~ , 
. out-of-samJ!le forecasts errOJS
.. 
Existen dos posibilidades: 
Errores de previsión fuera de la muestra: Se utilizan los errores de previsión de 
fuera de la muestra. Estos errores se obtienen eliminando los datos del periodo de 
previsión del conjunto total de datos de la serie temporal utilizado para estimar el 
modelo, produciendo un año de previsiones (para cada uno de los últimos tres años de 
datos). 
Errores de previsión dentro de la muestra: Se utilizan los errores de previsión 
de dentro la muestra. En este caso las estimaciones de los parámetros del modelo para 
las series temporales completas se usan para generar previsiones para cada uno de los 
tres últimos años de datos. Esta es la opción por defecto. 
En esta pantalla se encuentran también las opciones necesarias para guardar datos que 
luego podrán ser graficados. 
rS-torage:I ... 
i !X"1v1 od~hfÉfsiduals 
! r Estimated model 
.r;t lv1atrixQf'the regression variables multipliedb,Y 
tfie estimated (~gressioncbefficients 
Para guardar unos datos determinados basta con pulsar con el ratón sobre el texto o el 
recuadro correspondiente. Pueden guardarse hasta 30 ficheros de datos como máximo. 
Especificaciones 
Si las iteraciones de estimación convergen, el programa X-12-ARIMA imprime un 
mensaje en la pantalla de salida de resultados y luego muestra los resultados de la 
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estimación. Si la estimación no converge, aparece también un mensaje de información y 
luego se muestran los valores de los parámetros en la última iteración realizada. Estos 
valores no deben ser usados como estimaciones de los parámetros. Puede volverse a 
, 
ejecutar el programa indicando en la carpeta Arima como valores iniciales para los 
parámetros los obtenidos en esta última iteración. 
El valor de convergencia para la estimación no lineal no debe ser ni muy grande ni muy 
pequeño. Especificando un valor muy grande para esta convergencia puede producir 
unas estimaciones muy alejadas de las reales, mientras que especificando un valor muy 
pequeño puede producir un número innecesario de iteraciones o una falsa precisión de 
los resultados. 
Para modelos con variables regresoras especificadas en la carpeta Regression, un 
segundo valor se necesita para determinar la convergencia de las iteraciones ARMA 
dentro de cada iteración IGLS. Este valor es seleccionado por el programa X-12­
ARIMA, utilizando 100 x convergencia para las dos primeras iteraciones IGLS después 
de las cuales se vuelve a utilizar el valor especificado en esta opción. Cuando la 
convergencia toma el valor por defecto (0.00001), el programa utiliza para las dos 
primeras iteraciones IGLS el valor 0.001 y para las demás 0.00001. 
Además, para modelos con variables regresoras se necesita un límite para el número de 
iteraciones a realizar dentro de cada iteración IGLS. Este límite es 40. 
Si las iteraciones ARMA no convergen dentro de una iteración IGLS, esto no suele 
producir un problema. El programa continuará con la siguiente iteración IGLS y sus 
iteraciones ARMA posiblemente converjan muy bien. De hecho, lo único necesario para 
una convergencia general es que las iteraciones ARMA de las últimas iteraciones IGLS 
converjan, y que las iteraciones IGLS converjan ellas mismas al valor de convergencia 
especificado. 
La pantalla de salida de resultados muestra una tabla de las raíces para todos los 
parámetros AR y MA del modelo estimado. Además de las raíces, la tabla muestra 
también el módulo (magnitud) y la frecuencia (en el intervalo [-0.5,0.5]) para cada raíz. 
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Las raíces con un modulo mayor que uno se encuentran fuera de] círculo unidad, por lo 
que corresponden a parámetros estacionarios en el caso de los AR e invertibles en el 
caso de los MA. Raíces AR dentro o sobre el círculo unidad (módulo <=1) únicamente 
, 
deben darse cuando se utiliza la función de máxima verosimilitud condicional para los 
parámetros AR. Raíces MA dentro del círculo unidad (módulo<l) no deben darse 
nunca. Raíces MA sobre le círculo unidad (módulo=l) pueden darse para un parámetro 
que haya sido fijado durante la estimación. 
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4.4.10.Carpeta Outlier 
Introducción 
Esta carpeta contiene las opciones necesanas para la identificación automática de 
Outliers aditivos, Outliers de cambio de nivel (Level Shift) o ambos, según el modelo 
RegARLMA especificado en las carpetas Arima y Regression. 
Una vez el programa identifica los outliers (aditivos o de cambio de nivel), se 
incorporan al modelo como variables regresaras y el modelo es reestimado. Este 
procedimiento se repite hasta que no se identifican más outliers. 
Si dos o más Outliers de cambio de nivel (Level Shift) se identifican, pueden calcularse 
estadísticos t d'Student para dos o más Outliers de cambio de nivel para fonnar Rampas 
temporales de cambio de nivel. 
Opciones 
Las opciones de esta carpeta se encuentran agrupadas en una única pantalla. Las 
0 _ ciones disponibles son las siguientes: 
Clases de Outliers a detectar: Esta opción permite detenninar qué tipos de Outliers 
; entificará el programa X-12-ARlMA. 
T)'pesof ºuUie.rs t.o detect:
1:: . -·14 
Is ' 
.~Aj S {en tres posibilidades: 
Dutliers aditivos (ao): El programa detectará únicamente los Outliers aditivos. 
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Outliers de cambio de nivel (Is): El programa detectará únicamente los Outliers 
de cambio de nivel. 
Todos los Outliers: El programa detectará tanto los Outliers aditivos como los 
Outliers de cambio de nivel. 
Valor crítico para los Outliers: Esta opción permite determinar el valor crítico con el 
que se compararán los tests de t d'Student para cada identificar un Outlier. Debe 
indicarse un valor crítico para cada uno de los tipos de Outliers (aditivos y de cambio de 
nivel). El valor por defecto es 3.3 para ambos tipos de Outlier. A valores críticos 
menores, la sensibilidad en la identificación de Outliers disminuye y posiblemente se 
disminuya el número de Outliers identificados por el programa. 
Método para añadir Outliers: Esta opción permite determinar el método que se 
utilizará en la detección de outliers. 
Existen dos posibilidades: 
Addone: los outliers son introducidos en el modelo uno a uno. Esta es la opción 
Dor defecto. 
Addall: los outliers son introducidos en el modelo todos a la vez. 
Para una descripción más amplia de ambos métodos ver Especificaciones. 
~úmero de Outliers de cambio de nivel para formar Rampas temporales: Esta 
opción permite determinar el número de LS que se utilizarán para formar las Rampas 
temporales. Se calculan los estadísticos t necesarios para comprobar si el número 
indicado de LS pueden cancelarse para formar una Rampa temporal. El estadístico t se 
l ' , i -'. 
calcula como la suma de los parámetros estimados para los LS en cada ejecución 
dividido por el error estándar correspondiente. 
Para estos tests de hipótesis se utilizan tanto los LS detectados automáticamente como 
los especificados como variables regresoras en la carpeta Regression. 
r~umber ofsuccesiveJevel shilts used . lo ¡¡jo 
to compute t-siatistics: ... 
El número especificado debe estar comprendido entre O y 5. Los valores O y 1 indican 
que no se realiza ningún cálculo. Si el número indicado es mayor al número de LS total, 
el programa directamente utiliza el valor máximo permitido. 
El valor por defecto para esta opción es O, es decir, no se calcula ningún estadístico. 
Subconjunto de datos utilizado para la identificación de Outliers: Mediante esta 
opción se puede especificar opcionalmente el subconjunto de datos utilizado para. la 
detección de outliers. Puede indicarse la fecha de inicio y final del subconjunto de datos 
a utilizar o únicamente una de ellas. Los valores por defecto son el inicio y el final del 
subconjunto de datos utilizado para el análisis de la serie temporal. 
Especificaciones 
, l ;n outlier de cambio de nivel (LS) en la primera observación no será estimado ya que el 
oli vel de los datos de la serie temporal es desconocido. Por lo tanto, los estadísticos para 
ei test de LS no se calcularán nunca para la primera observación. También, un LS en la 
:l tima observación no se distinguirá de un outlier aditivo (AO), y un LS en la segunda 
Jbservación tampoco se distinguirá de un AO en la primera observación. Por esto, los 
estadísticos de LS para la segunda y la última observación no se calcularán sj tambjén se 
está realizando la detección de AO. Los estadísticos de LS que no se calculan aparecen 
.:::on valor O. 
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El método addone trabaja de la siguiente manera. El programa calcula estadísticos t 
d'Student para cada tipo de outlier especificado (AO y/o LS) en cada uno de los puntos 
en los que se está realizando la identificación de outliers. Si el estadístico t mayor en 
valor absoluto es más grande que el valor crítico, entonces se ha detectado un outlier y 
la variable regresora correspondiente se añade al modelo. Entonces el programa estima 
el nuevo modelo (el modelo antiguo con el outlier añadido como variable regresora) y 
busca más outliers. Este procedimiento se repite hasta que no se encuentra ningún 
outlier más. Al llegar a este punto, se realiza un procedimiento de revisión para eliminar 
outliers insignificativos del modelo. Esto se realiza a partir del último outlier 
significativo hasta que se demuestra que todos los outliers incluidos son significativos. 
Durante el procedimiento de revisión se utiliza la estimación de la variancia residual (no 
robusta), que puede producir estadísticos diferentes de los calculados durante la 
detección de outliers. 
El método addall sigue los mismos pasos generales que el método addone, excepto a la 
hora de incluir un outlier. Este método incluye todos los outliers cuyos, estadísticos 
excedan el valor crítico, a la vez. Muchos de estos outliers serán insignificativos al 
realizar la revisión. Por lo tanto, este método depende mucho del procedimiento de 
revisión que eliminará outliers innecesarios incluidos en el modelo durante la fase de 
detección de outliers. 
Las diferencias entre el método addone y el addall son que pueden detectar diferentes 
conjuntos de outliers. Otras dos diferencias entre estos dos métodos son que el método 
addone es más lento y que el método addall puede incluir demasiados outliers 
insignificantes que puede producir un número de variables regresoras no permitido en 
un único modelo. En este caso, el programa imprime un mensaje de error en el pantalla 
de errores y termina la ejecución. 
Para cada método, los estadísticos t para los outliers para cada una de las observaciones 
posibles se imprimen en la pantalla de salida de resultados. 
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Se recomienda utilizar un valor crítico de 3 para una sensibilidad alta en la detección de 
outliers, 3.5 para una sensibilidad normal y 4 para una sensibilidad baja. 
-
La detección de outliers utiliza el modelo especificado en las carpetas Arima y 
Regression y con los parámetros estimados a través de la carpeta Estimate. Si esta 
carpeta no está activada, la carpeta Outlier fuerza la estimación del modelo (con las 
opciones por defecto) antes de realizar la detección de outliers. 
Si se sospecha que hay outliers en algunos puntos específicos deberían incluirse como 
variables regresoras AO o LS en el modelo a través de la carpeta Regression. 
La detección de outliers puede variar según el modelo RegARIMA especificado: las 
observaciones se clasifican como outliers ya que el modelo no puede ajustarlas tan bien 
como las demás. De esta manera, un modelo erróneo puede llevar a una detección de 
outliers también errónea. 
i. 5 
4.4.11.Carpeta Check 
Introducción 
Esta carpeta permite el cálculo de estadísticos para chequear los residuos del modelo 
estimado. Entre los estadísticos calculados se incluyen el ACF y PACF de los residuos 
con los errores estándar asociados, estadísticos Q Box-Ljung con sus p-va10res, 
estadísticos descriptivos de los residuos y un histograma de los mismos. 
Opciones 
Las opciones de esta carpeta se encuentran agrupadas en un única pantalla. Las opciones 
disponibles son las siguientes: 
f ACF J PAtE: . 
' I Nurnber offlags: 
I; ~__~~____~~~~~__~__-w.1 
:\fúmero de retardos para ACF y PACF: Esta opción permite determinar el número de 
retardos para el ACF y PACF residual. El valor por defecto es 36. 
En esta pantalla se encuentran también las opciones necesarias para guardar datos que 
luego podrán ser graficados. 
rSto!age: .---­
! fX Autocorrela\ion functionl , .. 
¡ IX Partial ,autgcorrelat[bn fl.lncgón, 
Para guardar unos datos determinados basta con pulsar con el ratón sobre el texto o el 
recuadro correspondiente. 
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r: Especificaciones 
Esta carpeta utiliza los residuos del modelo estimado. Si la carpeta Estimate no se 
encuentra activada, la carpeta Check fuerza la estimación del modelo (con las opciones 
por defecto). 
Bajo la hipótesis nula de que el modelo es correcto, los estadísticos Q Box-Ljung se 
encuentran asintóticamente distribuidos como una X2 con grados de libertad igual al 
número de retardos utilizados menos el número de parámetros AR y MA estimados. Los 
grados de libertad aparecen en la pantalla de salida de resultados. Los estadísticos y los 
p-valores con cero grados de libertad deben ser ignorados. 
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4.4.12.Carpeta Forecast 
Introducción 
Esta carpeta permite especificar las opciones relacionadas con el cálculo de previsiones 
y retroprevisiones de la serie temporal usando el modelo estimado. 
La pantalla de salida de resultados contiene las previsiones puntuales y errores estándar 
para la serie transformada, y previsiones puntuales e intervalos de predicción para la 
serie original. 
Opciones 
Las opciones de esta carpeta se encuentran agrupadas en una única pantalla. Las 
opciones disponibles son las siguientes: 
Número de previsiones: Esta opción permite determinar el número de previsiones que 
calculará el programa. El valor por defecto es 12 y el número máximo que se puede 
especificar es 60. 
Número de retroprevisiones: Esta opción permite determinar el número de 
retroprevisiones que calculará el programa. El valor por defecto es O y el número 
máximo que puede indicarse es 60. No se calculan retroprevisiones si la serie no es 
como mínimo de 15 años de longitud. 
Probabilidad para los intervalos de predicción: Esta opción permite determinar la 
probabilidad para los intervalos de predicción, asumiendo normalidad. El valor por 
defecto es 0.95 (95%). En este caso el intervalo sería: 
previsión ± 1.96 x error de previsión 
1 1 
~úmero de observaciones a excluir antes de realizar la previsión: Esta opció;1 
;:ennite detenninar el número de observaciones excluidas desde el final de la serie 
temporal antes de realizar la previsión. El valor por defecto es 0, es decir, se empieza a 
realizar la previsión desde el final de la serie. 
En esta pantalla se encuentran también las opciones necesarias para guardar datos que 
luego podrán ser graficados. 
í Slorage: , r 
I pe- Forec{!s,ts qn the<tra,nsforrria.ted scall?with standard enors' 
.IX Fore9a'St error vc3tiances,:ohthe transformated scale 
1X Forecasts on the original scale withuPRer and IOwer"limits 
--~-' -' ' --~~~~' '~~ '-= -=~'-'~~~~--~~~~. 
Para guardar unos datos determinados basta con pulsar con el ratón sobre el texto o el 
recuadro correspondiente. 
Especificaciones 
La previsión se realiza con el modelo estimado (o evaluado). Si la carpeta Estimate no 
se encuentra activada, la previsión fuerza la estimación (con las opciones por defecto). 
El modelo usado para la previsión es el especificado en las carpetas Arima y Regression. 
Si la carpeta Outlier se encuentra activada, el modelo se aumenta con variables 
regresaras adicionales para cualquier outlier identificado automáticamente. Los outliers 
identificados pueden afectar a las previsiones indirectamente, a través de su efecto en las 
estimaciones de los parámetros del modelo, de la misma manera que pueden afectar 
directamente cuando los outliers se encuentran al final de la serie temporal. 
Si el modelo incluye uno o más operadores de medias móviles, las previsiones 
dependerán de los residuos del modelo estimado. 
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Los errores estándar de las previsiones provocan un aumento del error de estimación de 
cualquier parámetro de regresión del modelo, pero no aumentan el error de estimación 
de los parámetros AR y MA. 
Si el modelo incluye variables de regresión definidas por el usuario, deben indicarse 
valores para cada una de ellas para el intervalo de predicción. 
Los intervalos de predicción en la escala transformada se definen como: 
previsión +- K x error estándar 
donde K representa el valor de la tabla de la distribución normal (multiplicador del error 
estándar) correspondiente a la probabilidad determinada. Las previsiones puntuales y los 
límites del intervalo de predicción en la escala original se obtienen realizando la 
transformación inversa, incluyendo tanto las transformaciones Box-Cox o logísticas 
como las de los factores de ajuste iniciales. Si en la carpeta Transform se han 
especificado factores de ajuste iniciales definidos por el usuario, deben existir valores 
para el periodo de previsión para poder ser transformados. Si no existen valores para el 
periodo de previsión, se asume que su valor es 1 para este periodo. En este caso, los 
efectos de los factores de ajuste definidos por el usuario en las previsiones no podrán 
deshacerse. 
Una razón para excluir valores del final de la serie antes de calcular las previsiones es 
porque de esta manera se calculan previsiones para algunas observaciones que han sido 
fijadas para poder evaluar la previsión del modelo. El programa X-12-ARIMA facilita 
estas comparaciones imprimiendo los errores de previsión actuales (observación­
previsión puntual) a la vez que las observaciones del periodo de previsión que existen. 
Indicando que se excluían observaciones del final de la serie antes de realizar la 
previsión se realizan comparaciones intramuestrales, ya que los datos que han sido 
fljados para la previsión no se fijan para la estimación del modelo. Una comparación 
más realista de las previsiones fuera de la muestra se puede realizar fijando los datos 
tanto en la previsión como en la estimación del modelo. Para fijar los datos durante la 
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estimación puede utilizarse la opción Subconjunto de datos utilizados para la 
estimación del modelo RegARIMA de la carpeta Series. 
Siempre que se producen previsiones y retróprevisiones en una ejecución del programa 
en la que se realiza un ajuste estacional activando la carpeta XII, las previsiones y 
retroprevisiones se añaden a la serie original, y el ajuste estacional producido se aplica a 
la serie original incluyendo las previsiones y retroprevisiones. Si se realiza un ajuste 
estacional especificando un modelo RegARIMA pero con la carpeta Forecast 
desactivada, se produce un año de previsiones a través del modelo. La única manera de 
especificar un ajuste estacional sin previsiones es especificar un ajuste estacional y en la 
carpeta Forecast indicar la opción de Número de previsiones a realizar igual a cero . 
. Si se especifica un ajuste estacional a través de la carpeta Xll, no pueden excluirse 
observaciones del final de la serie antes de realizar la previsión. 
4.4.13.Carpeta Regadjust 
Introducción 
Esta carpeta contiene las opcJOnes necesanas para especificar que los factores de 
regresión del modelo RegARIMA y los definidos por el usuario especificados en la 
carpeta Regression deben ajustar a la serie antes de realizar el ajuste estacional o si 
deben excluirse de la serie ajustada final. 
Opciones 
Las opcIones de esta carpeta se encuentran agrupadas en cuatro pantallas.Se puede 
acceder de una pantalla a otra pulsando con el ratón sobre el botón Next I-;¡_---~..!l 
1; '[ack I 
para acceder a una pantalla superior o sobre el botón Back I,o.'-__~, para acceder a 
una pantalla inferior. 
En la primera pantalla se encuentran las siguientes opciones: 
Variables regresoras para ajustar la serie antes de realizar el ajuste estacional:Esta 
opción permite determinar qué variables, de las definidas en la carpeta Regression, 
servirán para ajustar la serie antes de realizar el ajuste estacional. 
r'R~g~e$sJon ;eflécts' to adi~$l the $eries 
rbefore $ea.sPl1al ~(!iaJtmEmt: . 
.t1 Trading daywith ;six trading;d.~y con,trast varjables 
r Holida.\' 
. :r ·Additive outlier 
, .J \~ ' 
eConstant lev~1 s6ij~. 
e AlI'thé user·definedregression variables 
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Las opciones disponibles son las siguientes: 
Trading day: Variable regresora qúe consiste en la inclusión de una variable 
para el ajuste según la longitud del mes o del trimestre y la inclusión de las seis 
variables siguientes: 
(n° Lunes)-(n° Domingo) 

(n° Martes)-(n° Domingo) 

(n° Miércoles)-(n° Domingo) 

(nO Jueves)-(nO Domingo) 

(n° Viemes)-(n° Domingo) 

(n° Sábado)-(nO Domingo) 

Efectos de las vacaciones: Variable regresora que incluye todas las variables 
relacionadas con las vacaciones: 
Semana Santa 

Festivos intrasemanales 

Acción de gracias 

Outliers aditivos (AO): Variable regresora que indica un cambio de nivel en una 
única observación puntual. 
Outliers de cambio de nivel (LS): Variable regresora que indica un cambio de 
nivel de un grupo de observaciones entre dos fechas determinadas. 
Variables regresoras definidas por el usuario: Variable regresora que está 
definida por el propio usuario. 
En la segunda pantalla se encuentran las siguientes opciones: 
Variables regresoras para eliminar de la serie ajustada final: Esta opción permi te 
determinar qué variables, de las definidas en la carpeta Regression, se eliminarán de ia 
serie final ajustada. 
r 'fl egreS$ioneffecl~ lo be rémoved hom. 
thefinalrseasonally.adil,Jstf:'ld ~é¡:ies: . 
rHoliday 
r Additive outlieir
'. 
Las opciones disponibles son las siguientes: 
Efectos de las vacaciones: Variable regresora que incluye todas las variables 
relacionadas con las vacaciones: 
Semana Santa 

Festivos intrasemanales 

Acción de gracias 

Outliers aditivos (AO): Variable regresora que indica un cambio de nivel en una 
única observación puntual. 
Outliers de cambio de nivel (LS): Variable regresora que indica un cambio de 
nivel de un grupo de observaciones entre dos fechas determinadas. 
Variables regresoras definidas por el usuario: Variable regresora que está 
definida por el propio usuario. 
En la tercera pantalla se encuentran las siguientes opciones: 
Efecto de regresión a aplicar a las variables regresoras definidas por el usuario: 
Esta opción permite determinar qué tipo de efecto estimarán las variables definidas 
el usuario. 
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Existen dos posibilidades: 
Mismo efecto para todas las variables: Esta opción permite determinar el 
mismo efecto para todas las variables regresoras definidas por el usuario y especificadas 
en la carpeta Regression. 
Diferente efecto para cada una de las variables: Esta opción permite determinar 
un efecto diferente para cada una de las variables regresoras definidas por el usuario y 
especificadas en la carpeta Regression. 
Para escoger un tipo de efecto determinado basta con hacer doble click con el ratón 
sobre el efecto deseado de los que se encuentran en la lista adjunta. Los efectos posibles 
son los siguientes: 
Constante 

Trading day 

Outliers aditivos (AO) 

Outliers de cambio de nivel (LS) 

Rampas temporales (RP) 

Efectos de las vacaciones 

Efecto estacional 

Longitud del mes para series de stock 

Longitud del mes 

Longitud del trimestre 

Efecto del año bisiesto 

Variables definidas por el usuario 

Para ver la explicación de cada una de estas variables ver la carpeta Regression. 
Factores de ajuste de Trading day: Esta opción debe ser usada cuando se han 
especificado como variables de regresión las variables Trading day y longitud del mes o 
trimestre. Existen dos opciones: 
-los factores de ajuste de Trading day serán una combinación de todos los 
efectos. 
-los factores de ajuste de Trading day se extraerán únicamente de los factores 
de ajuste de Trading day definidos por el usuario. 
Esta opción no tiene ningún efecto si no se han definido variables regresoras definidas 
por el usuario del tipo Trading day, si hay alguna variable de regresión del tipo longitud 
del mes o trimestre o año bisiesto en el modelo o como factores de ajuste iniciales, y si 
existen variables de Trading day como factores de ajuste iniciales. 
En la tercera pantalla se encuentran las opciones necesarias para guardar datos que 
posteriormente podrán ser graficados. 
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Para guardar unos datos determinados basta con pulsar con el ratón sobre el texto o el 
recuadro correspondiente. 
Especificaciones 
Si se utiliza la opción de definir un tipo de efecto para las variables definidas por el 
usuario y además se ajusta la serie para estas mismas variables antes o después de 
realizar el ajuste estacional, el programa ajustará la serie original (o la serie ajustada de 
estacionalidad final) por los factores correspondientes a todas las variables regresoras 
excepto para las definidas como constante o como efecto estacional. Si no se especifica 
el ajuste por las variables definidas por el usuario, el ajuste por el factor de regresión 
únicamente se crea si su tipo especificado en la opción correspondiente se encuentra 
especificado para realizar el ajuste antes o después de realizar el ajuste estacional. 
Además, si se define un tipo para las variables regresoras definidas por el usuario, el 
factor derivado de las variables regresoras definidas por el usuario para este tipo se 
combinará con el factor de regresión del mismo tipo creado a través de las variables de 
regresión especificadas. 
Para especificar un missing value (valor faltante) basta con definirlo como una variable 
regresora del tipo AO (aditive outlier). El usuario debe estudiar la serie temporal usando 
todas las estimaciones de los missing values (valores faltantes). De esta manera el 
modelo RegARlMA incluirá una variable regresora del tipo AO con la fecha del missing 
value (valor faltante). Especificando la variable AO como variable de ajuste antes de 
realizar el ajuste estacional, se utilizará un modelo corregido para estos missing value y 
. para los demás valores especificados como variables regresoras AO para realizar el 
••1US1te estacional. 
Si alguna de las variables de regresión especificadas en esta carpeta no se encuentra 
NX!cl1JICaCla como variable de regresión para el modelo RegARlMA, el programa X-12­
-.o.u.....,. imprimirá un mensaje de aviso en el fichero de errores. 
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2.- Las opciones de ajuste de Trading day y efectos de vacaciones de esta carpeta no 
pueden utilizarse cuando se especifican estas mismas opciones en la carpeta XII de 
ajuste estacionaL 
4.4.14.Carpeta Slidingspans 
Introducción 
Esta carpeta contiene las opcIOnes relacionadas con la realización de un análisis de 
estabilidad del ajuste estacional calculado. Se comparan diferentes resultados del ajuste 
estacional para subconjuntos de datos que se superponen unos a otros. El usuario puede 
especificar diferentes opciones para controlar la fecha de inicio de las comparaciones, la 
longitud de los subconjuntos, los valores límite para las comparaciones, como obtener 
los valores de los parámetros del modelo RegARIMA durante las ejecuciones del ajuste 
estacional en la comparación de subconjuntos y, por último, cómo se realizará la 
identificación automática de outliers. 
Opciones 
Las opciones de esta carpeta se encuentran agrupadas en dos pantallas. Se puede acceder 
de una pantalla a otra pulsando con el ratón sobre el botón Next L=,!!~~,,",J para 
acceder a una pantalla superior o sobre el botón Back I< " ~áck," ,,] para acceder a una 
pantalla inferior. 
En la primera pantalla se encuentran las siguientes opciones: 
Fecha de inicio para las comparaciones: Esta opción permite especificar la fecha de 
inicio para las comparaciones del ajuste estacional entre diferentes subconjuntos. Debe 
especificarse el año y el periodo de inicio según el formato predefinido. La fecha de 
inicio por defecto es el primer mes del segundo subconjunto de datos . 
Longitud de los subconjuntos de datos: Esta opción permite determinar la longitud de 
los subconjuntos de datos utilizados en las comparaciones. Esta longitud se especifica 
en meses o trimestres. La longitud para los subconjuntos debe ser mayor que tres años y 
menor que quince años. Si el usuario no especifica ningún valor para esta opción, el 
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programa X-12-ARIMA escogerá la longitud basándose en la longitud del filtro 
estacional utilizado. 
~ 
Valor límite para los factores estacionales y la serie ajustada de estacionalidad: 
Esta opción permite determinar el valor límite para los factores estacionales y la serie 
ajustada de estacionalidad. Para un mes (o trimestre) que se encuentra en más de un 
subconjunto, si el porcentaje absoluto de cambio máximo de sus factores estacionales o 
ajustes estimados entre los diferentes subconjuntos es mayor que este valor, entonces el 
factor estacional o ajuste para este mes (o trimestre) pierde credibilidad??? Este valor 
debe ser un número entero mayor que cero. El valor por defecto es 3.0. 
Valor límite para los cambios en la serie ajustada de estacionalidad: Esta opción 
permite determinar el valor límite para el porcentaje de cambios entre meses, entre 
trimestres o entre años de la serie ajustada de estacionalidad. Para un mes (o trimestre) 
que se encuentra en más de un subconjunto, si la diferencia absoluta máxima de su 
porcentaje de cambio entre periodos en los diferentes subconjuntos es mayor que este 
valor, entonces el mes (o trimestre) pierde credibilidad en cuanto a las estimaciones del 
cambio. Este valor debe ser un número entero mayor que cero. El valor por defecto es 
3.0. 
Valor límite para los factores de Trading day: Esta opción permite determinar el 
valor límite para los factores de Trading day. Para un mes (o trimestre) que se encuentra 
en más de un subconjunto, si el porcentaje absoluto de cambio máximo de las 
estimaciones de los factores de Trading day en los diferentes subconjuntos es mayor que 
este valor, entonces los factores de Trading day para este mes pierden credibilidad. Este 
valor debe ser un número entero mayor que cero. El valor por defecto es 2.0. 
Identificación de outliers: Esta opción permite determinar cómo se realiza la 
identificación automática de outliers cuando se reestima el modelo RegARIMA en el 
análisis de cada subconjunto. Esta opción no tiene efecto si la carpeta Outlier no se 
encuentra activada. 
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Existen tres posibilidades: 
1.- No realizar identificación de outliers: No se realiza la identificación 
automática de outliers durante la reestimación del modelo RegARIMA para cada 
subconjunto de datos. Si en la carpeta Regression se han incluido outliers como 
variables regresoras, estos serán incluidos en los modelos estimados para cada 
subconjunto de datos. 
2.- Identificación automática de outliers en cada estimación: Se realiza la 
identificación automática de outliers para cada uno de los subconjuntos de datos, al 
realizar la estimación del modelo RegARIMA. 
3.- Eliminación de outliers automáticamente: El programa elimina todos los 
outliers detectados para toda la serie temporal completa y no realiza ninguna 
identificación durante la reestimación del modelo RegARIMA para cada subconjunto de 
datos. 
Por defecto el programa no realiza identificación de outliers. 
Estimación de los parámetros: Esta opción permite determinar como se estimarán los 
parámetros del modelo RegARIMA para cada subconjunto, antes de realizar el ajuste 
estacional. Existen tres posibilidades: 
1.- Parámetros fijos y no reestimados: Los valores de los parámetros estimados 
para toda la serie temporal completa serán fijados y no se reestimarán. 
2.- Reestimar los parámetros con valores iniciales ya existentes: Se tomarán 
como valores iniciales los utilizados para la estimación del modelo RegARIMA para 
toda la serie temporal completa y se reestimarán los parámetros para cada subconjunto 
de datos. 
3.- Reestimar los parámetros con valores iniciales por defecto: Se tomarán 
como valores iniciales los valores por defecto (0.1 para todos los coeficientes) y se 
reestimarán los parámetros para cada subconjunto de datos. 
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Por defecto el programa deja los parámetros fijos y no los reestima. 
Reemplazamiento de valores faltan tes: Esta opción permite determinar como se 
realizará el reemplazamiento de los valores faltantes. Existen dos posibilidades: 
1.- Reemplazar los valores en cada nueva estimación: Los valores faltantes se 
reemplazan en cada reestimación del modelo RegARIMA para cada uno de los 
subconjuntos de datos. 
2.- Utilizar el reemplazamiento inicial de la estimación original: Únicamente 
se reemplazan los valores faltan tes durante la estimación original y no se vuelven a 
reemplazar en cada reestimación. 
Por defecto el programa utiliza el reemplazamiento inicial de la estimación original. 
En la segunda pantalla se encuentran las opciones necesarias para guardar datos que 
posteriormente podrán ser graficados. Para guardar unos datos determinados basta con 
pulsar con el ratón sobre el texto o el recuadro correspondiente. 
Especificaciones 
Diferentes cantidades de ajuste se examinan en un análisis de estabilidad con diferentes 
subconjuntos de datos, dependiendo del tipo de ajuste estacional que se realice y el tipo 
de ajuste para Trading day. Para un ajuste estacional multiplicativo o logaditivo, los 
factores estacionales y los cambios de la serie ajustada de estacionalidad para mes a mes 
o año a año se analizan. Para un ajuste de Trading day y ajuste estacional multiplicativo 
o logaditivo, los factores de Trading day y la serie ajustada de estacionalidad se 
analizan. Para un ajuste estacional aditivo sin ajuste para Trading day, la serie ajustada 
de estacionalidad y los cambios mes a mes y año a año de la serie ajustada de 
estacionalidad se analizan. Si se realiza ajuste para Trading day, los mismos análisis se 
realizan para la serie ajustada de estacionalidad y la serie ajustada para Trading day. 
Aviso: En el caso de ajuste estacional aditivo, la presencia de valores muy pequeños o 
'Kg3Iivos en la serie ajustada de estacionalidad pueden provocar que los valores del 
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cambio no puedan utilizarse, los cuales son la base de muchos de los estadísticos que se 
utilizan para la comparación. En este caso únicamente puede obtenerse un análisis 
subjetivo de la estabilidad del ajuste estacional. 
Si la carpeta Automdl se encuentra activada, el modelo seleccionado se usa para todos 
los subconjuntos de datos. Si el procedimiento de selección automática de modelos no 
escoge ninguno, no se estimará ningún modelo durante el análisis de estabilidad del 
ajuste estacionaL 
Si se quiere realizar un análisis de subconjuntos de datos para ajustes directos e 
indirectos de una serie compuesta (cuando se encuentra activada la carpeta Composite), 
debe activarse la carpeta Slidingspans para cada una de las componentes. Si la longitud 
del filtro estacional para cada una de las componentes no es el mismo, el usuario debe 
especificar la opción de la longitud de los subconjuntos de datos para asegurarse de que 
los subconjuntos comparados serán iguales para cada una de las componentes. 
Si se escoge el filtro estacional automáticamente, los filtros estacionales usados para 
general el ajuste estacional original se utilizarán para los ajustes estacionales de cada 
uno de los subconjuntos de datos. 
4.4.15.Carpeta History 
Introducción 
Esta carpeta contiene las opciones necesarias para realizar un análisis histórico a través 
de una serie de ejecuciones de trozos de la serie temporal original. Este análisis histórico 
incluye: 
1.- Revisiones de los ajustes estacionales iniciales 

2.- Análisis de los errores de previsión extramuestrales 

3.- Cálculo de los estadísticos de verosimilitud. 

El usuario puede especificar la fecha de inicio para el análisis histórico y el tipo de 
análisis histórico (1,2 ó 3) que se desea realizar. Si se selecciona el análisis de los 
errores de previsión, el usuario puede especificar un vector de previsiones. A viso: al 
realizar este análisis histórico se incrementa mucho el tiempo de ejecución. 
Opciones 
Las opciones de esta carpeta se encuentran agrupadas en tres pantallas. Se puede acceder 
de una pantalla a otra pulsando con el ratón sobre el botón Next I,w-, ~~xt .__ J para 
Rack ·, I
acceder a una pantalla superior o sobre el botón Back I - . , para acceder a una 
pantalla inferior. 
En la primera pantalla se encuentran las siguientes opciones: 
Fecha de inicio del análisis histórico: Esta opción permite determinar la fecha de 
inicio del análisis histórico. Debe especificarse el año y el periodo de inicio según el 
Íormato predefinido. Si el usuario no indica ninguna fecha de inicio para los análisis, el 
valor por defecto depende de la longitud del filtro estacional más largo usado, siempre 
que se realice un ajuste estacional activando la carpeta X 11. La fecha de inicio por 
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defecto es seis años después de la fecha de inicio de la serie si el filtro estacional más 
largo es un filtro estacional 3x3 o un filtro estacional estable (ver opción Filtro 
estacional de XII). Si el filtro estacional más largo es un 3x5, la fecha de inicio es ocho 
años después de la fecha de inicio de la serie. Si el filtro estacional es un 3x9, la fecha 
de inicio es ocho años después de la fecha de inicio de la serie. Si no se realiza ningún 
ajuste estacional, la fecha de inicio de los análisis históricos es ocho años después del 
inicio de la serie. 
Estimaciones a analizar: Esta opción permite determinar qué estimaciones de la 
modelización RegARIMA o del ajuste estacional serán analizadas por el análisis 
histórico. Las opciones disponibles son: 
1.- Serie ajustada de estacionalidad final 
2.- Factores estacionales finales 
3.- Factores estacionales finales, proyectados un año antes 
4.- Cambios mes a mes (o trimestre a trimestre) en la serie ajustada de 
estacionalidad final 
5.- Componente de tendencia de Henderson final 
6.- Cambios mes a mes (o trimestre a trimestre) en la componente de tendencia 
de Henderson 
7.- ArC's y logaritmos de máxima verosimilitud para el modelo RegARIMA. 
8.- Previsiones y errores de previsión generados del modelo RegARIMA. Aviso: 
esta opción no puede utilizarse si no se han calculado previsiones. 
Por defecto, el programa analiza la Serie ajustada de estacionalidad final. 
En la segunda pantalla se encuentran las siguientes opciones: 
Observaciones utilizadas en el análisis histórico: Esta opción permite determinar qué 
observaciones se utilizarán al realizar el análisis histórico. Existen dos posibilidades: 
1.- Observaciones a partir de la fecha de inicio del análisis histórico 
correspondientes a los meses o trimestres del calendario en que finaliza la serie. 
13S 

Ejemplo: una serie temporal empieza en Enero de 1971 y acaba en Agosto de 1992. FJ 
análisis histórico se realizará para todos los meses de Agosto desde 1978 hasta 1992. 
2.- Todas las observaciones a partir de la fecha de inicio del análisis histórico se 
utilizarán para realizar el análisis. 
La opción por defecto es utilizar todas las observaciones. 

Fecha final para las tablas de resultados: Esta opción permite determinar la fecha 

final para las tablas que aparecerán en la pantalla de resultados, correspondientes al 

ajuste estacional, las estimaciones de la tendencia y los cambio periodo a periodo. Debe 

especificarse el año y el periodo de inicio según el formato predefinido. Esta opción 

suele usarse para asegurarse de que los análisis históricos de revisión y los estadísticos 

calculados utilizan únicamente los ajustes estacionales finales (o cercanos al final). Si se 

indica ningún valor a esta opción, el programa asigna como fecha final la de la última 

observación antes de finalizar la serie. Esta opción no tiene ningún efecto sobre los 

análisis históricos de las previsiones y las estimaciones de verosimilitud. 

Posición' de la observación analizada: Esta opción permite especificar la posición de 

la observación analizada por el ajuste estacional o las revisiones de la tendencia en 

relación a la estimación actuaL Cuando se especifica el valor O(opción por defecto), se 

calcularán las revisiones de los ajustes actuales. Cuando se especifica un valor mayor 

que cero, se calcularán las revisiones de los ajustes estacionales (o las tendencias) 

obtenidos usando las observaciones desde el punto del ajuste más el número 

especificado en esta opción, es decir, los datos de la serie desde la observación t + 

número especificado. 

Aviso: 

Este valor no puede ser menor que cero ni mayor que el periodo estacional menos uno. 

Vector de previsiones: Esta opción permite especificar un vector de como mucho 

cuatro previsiones que serán analizadas en el análisis de los errores de previsión. El 

valor por defecto es (112) para series mensuales y (1 4) para series trimestrales. Aviso: 

Los valores de este vector no pueden exceder el valor especificado en la opción de 
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número máximo de previsiones de la carpeta Forecast, y tampoco puede ser IDeIIOI' c.-: 
uno. 
Reestimación del modelo RegARIMA: Si la opción se encuentra activada, es decir. 
con una cruz en el recuadro correspondiente, el modelo RegARIMA será reestimado 
durante el análisis histórico. Si la opción se encuentra desactivada, el modelo 
RegARIMA no se reestima, los parámetros quedan fijados en sus valores estimados 
anteriormente. Esta opción se ignora si no se especifica un modelo RegARIMA para la 
serie temporal. 
Por defecto, el programa fija los parámetros y no reestima el modelo RegARIMA. 
En la tercera pantalla se encuentran las siguientes opciones: 
Valores iniciales para la estimación de los parámetros: Esta opción permite 
especificar qué valores iniciales se asignarán a los parámetros para la estimación del 
modelo RegARIMA. Existen dos posibilidades: 
1.- Los valores iniciales para la estimación son los valores de los parámetros 
estimados durante la última evaluación del modelo. 
2.- Los valores iniciales para la estimación son los valores de los parámetros 
estimados con la serie completa. Esta es la opción por defecto. 
Ajustes iniciales y previsiones: Esta opción permite determinar como se incluirán los 
ajustes iniciales en las previsiones recogidas para el análisis histórico de las previsiones. 
Existen dos posibilidades: 
1.- Los ajustes iniciales se incorporan en las previsiones 
2.- Las previsiones se calculan para la serie ajustada inicialmente 
Por defecto los ajustes iniciales se incorporan en las previsiones. 
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Detección de outliers durante el análisis histórico: Esta opción permite determinar 
cómo se realizará la detección automática de outliers cuando se reestima el modelo 
RegARIMA durante el análisis histórico. Esta opción será ignorada si la carpeta Outlier 
-
no se encuentra activada. Existen tres posibilidades: 
1.- Todos los outliers identificados usando la serie completa se dejan en el 
modelo RegARIMA durante el análisis de revisión histórico. Los coeficientes que 
estiman los efectos de estos outliers se reestiman siempre y cuando los demás 
parámetros del modelo RegARIMA sean reestimados también. No se estiman ni se 
identifican más outliers. Esta es la opción por defecto. 
2.- Todos los outliers identificados usando la serie completa se eliminan del 
modelo RegARIMA durante el análisis de revisión histórico. Sus efectos no son 
reestimados. 
3.- Todos los outliers identificados usando la serie completa que se encuentran 
dentro del periodo fijado para la detección de outliers en esta carpeta se incluyen en el 
modelo RegARIMA. El resto de outliers se eliminan del modelo. 
Número de observaciones a utilizar para la detección de outliers: Esta opción 
permite especificar cuantas observaciones se utilizarán para detectar los outliers. Esta 
opción únicamente tiene efecto si en la opción de detección de outliers durante el 
análisis histórico se ha especificado la tercera opción. El valor por defecto es 12 
observaciones para las series mensuales y 4 para las trimestrales. 
Eliminar los outliers de cambio de nivel y rampas temporales: Si la opción se 
encuentra activada, es decir, hay una cruz en el recuadro correspondiente, todos los 
outliers de cambio de nivel (LS) y rampas temporales (RP) son eliminados de la serie 
original antes de realizar el análisis histórico. En caso contrario no se eliminarán. Por 
defecto los LS y RP se eliminan de la serie original. 
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Reemplazamiento de los valores faltantes: Si la opción se encuentra activada,. es 
decir, con una cruz en el recuadro correspondiente, los valores de reemplazamiento para 
los valores faltantes serán recalculados cada vez que se reestime el modelo RegARIMA 
, 
durante el análisis histórico. Si la opción se encuentra desactivada se utiliza el valor de 
reemplazamiento calculado durante la estimación original del modelo. Por defecto el 
valor de reemplazamiento no se recalcula durante cada estimación. 
En la cuarta y quinta pantallas se encuentran las opciones necesarias para guardar datos 
que posteriormente podrán ser graficados. Para guardar unos datos determinados basta 
con pulsar con el ratón sobre el texto o el recuadro correspondiente. Pueden guardarse 
hasta 30 ficheros de datos como máximo. 
Especificaciones 
Cuando esta carpeta se encuentra activada, el programa X-12-ARIMA genera revisiones 
entre las estimaciones iniciales y las finales para algunas estimaciones del ajuste 
estacional de la serie temporal. (serie ajustada de estacionalidad, tendencia, etc.). 
También pueden generarse errores de previsión extramuestrales y estadísticos de 
verosimilitud derivados de la estimación del modelo RegARIMA, para realizar un 
análisis histórico. 
Para una serie dada Yt donde t=l,... ,T, se define Atln como el ajuste estacional de Yt 
calculado a partir de la serie Y¡,Y2, ...,Yn, donde t<=n<=T. El ajuste estacional inicial de 
la observación tes Atlt y el final es AtII'. Para ajustes aditivos, la revisión para la serie 
ajustada de estacionalidad se define como: 
Rt=AtIT - Atlt 
Las revisiones para los factores estacionales, los cambios mes a mes y la componente de 
tendencia se calculan de la misma manera. 
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Si el ajuste estacional es multiplicativo o logaditivo, la revisión se define como: 
Rt=(At/T - At/t)/At/t 
Todos los ajustes estacionales y las ejecuciones de modelaje se realizan en la serie 
original ajustada para outliers de cambio de nivel (LS y RP). 
No puede realizarse un análisis histórico para una serie compuesta, es decir, si el modo 
de ejecución es Composite series. 
Si se elige el filtro estacional automáticamente, el programa elegirá un filtro estacional 
apropiado para cada ajuste estacional realizado en el análisis histórico. Si el filtro 
estacional cambia en el transcurso del análisis, un mensaje de aviso aparecerá en la 
pantalla de errores y una tabla con todos los filtros estacionales utilizados para cada 
ajuste se incluirá en la pantalla de resultados. 
La función de la opción que permite especificar la posición de la observación analizada 
es que el usuario pueda examinar las estimaciones del ajuste estacional (serie ajustada 
de estacionalidad, factores estacionales, cambios mes a mes o tendencia) obtenidas en la 
estimación actual. Una motivación para esta opción es el hecho de que las estimaciones 
actuales se basan normalmente en observaciones preliminares del mes corriente (o 
trimestre). Si la última observación del mes no está disponible hasta que dos meses 
adicionales han pasado, entonces puede ser apropiado darle el valor 2 a la opción de la 
posición de la observación analizada para estudiar las revisiones del ajuste basado en las 
CJbservaciones finales de cada mes. Para las tendencias existe la motivación adicional de 
que las tendencias actuales suelen ser inestables. Por esta razón, algunos análisis de la 
tendencia no se realizan hasta que están disponibles varios meses posteriores antes de 
examinar la tendencia del mes actual. Para un análisis que espera tres meses, si a la 
opción de la posición de la observación analizada se le asigna el valor 3, se obtienen las 
estimaciones de la tendencia deseadas. 
Si en un análisis de revisión histórico se toman también previsiones y estadísticos de 
wrosimilitud, además de utilizar la opción de la posición de la observación analizada, la 
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fecha de inicio para las estimaciones del modelo RegARIMA deberá ser posterior a los 
periodos de la posición de la observación analizada. Ejemplo: si la posición de la 
observación analizada=2 y la fecha de inicio es Enero de 1982, el histórico de los 
-

estadísticos de verosimilitud empezará en Marzo de 1982. 
La fecha de inicio de las revisiones de las previsiones también depende de los valores 
dados en la opción de Vector de previsiones. La fecha de inicio de un análisis histórico 
con un vector de n previsiones es n periodos después de la fecha de inicio del análisis de 
revisión. 
Puede haber un conflicto entre la carpeta History y la carpeta Series cuando se usa en 
esta última la opción de subconjunto de datos utilizados para la estimación de los 
parámetros. El problema aparece cuando la fecha final indicada en esta opción es 
posterior a la fecha de inicio del análisis histórico, ya sea que esta fecha haya sido 
indicada por el usuario o por su valor por defecto. Si este es el caso, algunos de los 
subconjuntos de datos utilizados en el análisis no incluirán todos los datos utilizados en 
la estimación de los parámetros. Para estos subconjuntos, el programa, temporalmente, 
cambiará la fecha final del subconjunto de datos utilizado para el análisis de manera que 
sea igual 'a la fecha final del subconjunto de datos utilizado en el análisis. 
. Si el valor asignado como fecha de inicio produce un subconjunto de datos para la 
estimación de los parámetros de longitud menor a cinco años, el programa X-12­
ARIMA detendrá la ejecución. 
Si un outlier especificado por el usuario ocurre en el periodo anterior a la fecha de inicio 
del análisis histórico, este outlier será eliminado del modelo hasta la fecha de inicio del 
análisis, y será introducido de nuevo en el modelo RegARIMA cuando se añadan 
suficientes datos para la variable definida como outlier. Las variables regresoras 
definidas por el usuario se comportan de la misma manera. 
4.4.16.Carpeta Options 
Esta carpeta contiene una serie de botones q, través de los cuales se activan las opciones 
relacionadas con cada una de las fases de análisis de una serie temporal. 
Automatic;; Mbdelldentification 
: Al hacer click con el ratón sobre este botón se 
activan las carpetas relacionadas con la identificación automática de la parte ARIMA del 
modelo que sigue la serie temporal . 
: Al hacer click con el ratón sobre este botón se 
activan las carpetas relacionadas con la estimación del modelo RegARIMA que siguen 
los datos. 
L.;............."'--___ :l ~.~ s _'-'-'""'--......11 : Al hacer click con el ratón sobre este
O.;.;;;;,,'~tli""'_ : ) botón se 
activan las carpetas relacionadas con la identificación automática de outliers. 
'·Fórec;sting ] 
-1""'1,: _"""""'b=:'=' ...~""",. . .... _ : Al hacer click con el ratón sobre este botón' : - =. . =_ '.... _ .."" se'''~ .  
:::'2tivan las carpetas relacionadas con el cálculo de previsiones. 
-' ' S~~~8't~~IA1j\J~trn,e~C - ] : Al hacer click con el ratón sobre este botón se 
2ctivan las carpetas relacionadas con la realización del ajuste estacional de los datos. 
I :Slidingspa:n;sl~~~lysis ', I . , , 
- ' "--''y ' '' : " TI ' :;;;';" .=== .. " : Al hacer c]¡ck con el raton sobre este boton se.. 
activan las carpetas relacionadas con la realización del análisis de estabilidad del ajuste 
estacional. 
J.~_._!evision Hist:o{yAif¡~!Ysis ] : Al hacer click con el ratón sobre este botón se 
activan las carpetas relacionadas con la realización del análisis de revisión histórico. 
,1 .. use7s Conf.~urati;; . .. . ] . / 
- =tt~.&tt'.. ::';.:""•.. " ,;, m'.;~~v = : Al hacer chck con el raton sobre este o-o ::. 3~ 
activan las opciones mínimas necesarias para poder ejecutar el programa de manera. •~ 
el usuario pueda activar las carpetas que desee a través del menú superior Acti\' : 
Arguments. 
En esta carpeta también se encuentra el botón Exit 1-__'7~~J a través del cual se 
vuelve a la pantalla principal. 
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4.5.-Ejecución del programa 
Antes de ejecutar el programa X-12-ARlMA es necesario seleccionar el modo de 
ejecución, introducir la serie o series temporales a analizar, dependiendo del modo de 
ejecución, y configurar las opciones para cada una de las series temporales. 
Una vez realizado todo el proceso inicial, basta con pulsar con el ratón sobre el botón 
Execute. 
Al ejecutar el programa se crean dos ficheros, uno de errores y otro de salida de 
resultados. Si se produce algún problema durante la ejecución, aparece automáticamente 
una pantalla en la que se detallan las causas del error producido. 
4.6.-Gráficos 
Se accede a la pantalla de gráficos pulsando ·con el ratón sobre le botón Graph. 
Antes de acceder a la pantalla de gráficos es necesario ejecutar el programa, es decir , 
hay que seleccionar un modo de ejecución, introducir una o varias series temporales, 
dependiendo del modo de ejecución, configurar las opciones para cada una de las series 
temporales y ejecutar el programa pulsando el botón Execute. 
En la pantalla de gráficos se encuentran las siguientes opciones: 
Nombre de la serie: Esta opción contiene el nombre de la serie o series 
temporales de las cuales se van a realizar los gráficos. En caso de haber más de una serie 
temporal, debe seleccionarse el nombre de la serie que se quiere graficar. No pueden 
realizarse al mismo tiempo gráficos de dos series diferentes. 
Tipo de gráfico: Existen una serie de botones a través de los cuales pueden 
-e leccionarse los gráficos de un tema en particular (serie original, serie transformada, 
~e rie ajustada de estacionalidad, oo.). Al hacer click con el ratón sobre cada uno de estos 
tones, los gráficos disponibles aparecen en la lista de gráficos, a través de la cual se 
se leccionarán los que el usuario desee. 
• 1.'" " , !'~') ," .. •• ~A . ..... 
Original $eties OuUjersIrregul?r comRon~nt Ii" ­
...... _..~ « ••• 
°T r ansfo-;-;nedseries ! Se-~s~~~1 factors [1 
~ 
FQre~~t's 
-
.. .=- ..- .•..uo .. 
Trading da)!! Slidir)gspansACF/PACF; Residuals It ... 
.­
.. 
.' -- . 
; - . ...­, Holiday faclors r History' Seasonally. ~diusted sedes 
,
.... .' .­
. "~ .. 
é Compósite " Trend-cycle' t· SJ<f.iltiQs [diUerences] 
0'0 -.. .. ~V .. ~o.-
­
Lista de gráficos: Esta opción contiene todos los gráficos que previamente se 
an seleccionado de los botones de tipo de gráficos. Para escoger un gráfico se hace 
!i k con el ratón sobre todos aquellos gráficos que se quieran representar. Se puede 
;:!'coger más de un gráfico. 
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Opción Limpiar (Clear): Al hacer c1ick sobre este botón, desaparecen todos los 
gráficos seleccionados en la lista de gráficos. 
Opción Gráfico (Graph): Al hacer click sobre este botón aparece una pantalla 
con la representación de todos los gráficos seleccionados en la lista de gráficos. 
En esta pantalla aparece, además de la representación de los gráficos seleccionados, dos 
botones: 
-El botón Values a través del cual se accede a una tabla con todos los datos de 
los gráficos representados. 
-El botón Exit a través del cual se vuelve a la pantalla de gráficos. 
Opción Salir: Al hacer c1ick con el ratón sobre este botón desaparece la pantalla 
de gráficos y aparece la pantalla principal. 
4.7.-Salida del programa 
E.!!.it ft 
I
.-\1 hacer click con el ratón sobre el botón Exit Il.o.oc.........__, el programa tenn ina L:. 

ecución. 
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5.- REQUERIMIENTOS INFORMÁTICOS 
5.1.- Hardware 
Para poder ejecutar el programa ISAX se necesitan una serie de requisitos de hardware 
que se detallan en los siguientes puntos: 
-Un ordenador PC con una CPU 0486 o superior 
-Disco duro de como mínimo 2MB de espacio libre y memoria de 8MB 
-Pantalla VGA 
-Disquetera 3,5" 
-Ratón Microsoft Mouse o similar 
-Una impresora 
El disco duro necesario para poder instalar los programas necesarios es de 10MB a parte 
de la memoria libre necesaria para poder ejecutar el programa. 
5.2.- Software 
Para ejecutar el programa ISAX se necesitan diferentes programas: 
-La interfase entre el programa X-12-ARIMA y el usuario (ISAX) 

-El programa X -12-ARIMA 

E1 software necesario a parte de estos dos programas es un Sistema Operativo MS-Dos 
V5.0 o superior. 
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