Comparación de algoritmos para la estimación por máxima verosimilitud del modelo espacio de los estados by Martínez Escribano, Teresa
UNIVERSIDAD POLITÉCNICA DE MADRID
ESCUELA TÉCNICA SUPERIOR DE INGENIEROS INDUSTRIALES
COMPARACIÓN DE ALGORITMOS
PARA LA ESTIMACIÓN POR
MÁXIMA VEROSIMILITUD DEL
MODELO ESPACIO DE LOS ESTADOS
Trabajo Fin de Grado
Grado en Ingeniería en Tenologías Industriales
Espeialidad en organizaión industrial
Autora: Teresa Martínez Esribano
Tutor: F. Javier Cara Cañas
Madrid, 2017
ii
AGRADECIMIENTOS
A Teresa mi madre, por darme todo su amor y ariño siempre, y más en espeial durante
todo este tiempo y a Salvador mi padre, por su aráter, su ánimo y onsejos en los momentos
más ompliados. Graias a los dos por reer en mí, ser mi apoyo inondiional y por haberme
dado esta oportunidad.
A la familia León Esribano, por haberme heho sentir una más omo en asa, por vuestro
afeto y ayuda siempre que lo he neesitado.
A mis amigas de la universidad, en espeial, a Montaña y María, por soportarme siempre
on una gran sonrisa durante todo este tiempo, por llorar y reír siempre onmigo. Formáis ya
parte de mi.
A Gabriel por su enorme paienia y ompresión en los momentos más neesarios.
A Franiso Javier Cara Caña porque no podría haber tenido un tutor mejor. Graias por
toda tu atenión, tu ayuda y dediaión.
1
2
RESUMEN
En este proyeto se van a estudiar distintos métodos de álulo relaionados on la estimaión
de parámetros de series temporales. En onreto, se busa onoer uál es el que proporiona
valores más próximos a los reales y para ello se hae uso del onepto de funión de máxima
verosimilitud.
Previamente al análisis, se debe esoger un modelo de estudio. Las series temporales abaran
un ampo muy amplio de onjuntos y tipos, todos ellos on sus omplejidades y araterístias.
Además abe destaar la importania de algunos fatores de estas series a la hora de predeir
o evaluar su omportamiento. Se trata de omponentes omo la tendenia, la estaionalidad o
el ruido.
Cada uno de ellos ejere un papel importante a la hora de predeir la evoluión de la serie
y utilizando las herramientas oportunas, se pueden modiar su inuenia si así se desea.
Figura 1: Componentes de una Serie Temporal
De esta manera y entrando en el análisis en profundidad, se estudian los modelos autorre-
gresivos más simples, del tipo AR (1) puesto que serán usados más adelante en la deniión de
parámetros iniiales para apliar los distintos métodos.
3
4Euaión modelo autorregresivo AR(1):
yt = c+ bzt + at (1)
También se dene el onepto de proeso estoástio omo una seuenia de variables alea-
torias, ordenadas y equidistantes ronológiamente que pueden estar referidas a una o a varias
araterístias de una unidad observable en distintos instantes de tiempo t, que toma valores
en un onjunto C, deniión que puede ser aeptada a la hora de expliar el modelo espaio de
los estados ( ejemplo de proeso estoástio).
En esta oasión, se ha esogido omo fuente de estudio el modelo de espaio de los estados
debido a que se trata de un modelo más simpliado y que permite un análisis más senillo
respeto a otros. Se trata de un modelo en el ual existe un espaio que es lugar donde se
enuentran ordenados ronológiamente los valores de la serie en funión del tiempo t. De esta
forma, se estableen intervalos jos y a partir de ahí se va estudiando el omportamiento del
modelo y su estimaión futura. Este modelo resulta de gran interés ya que explia el omporta-
miento dinámio de los sistemas, y juega on los parámetros de entrada y de salida para poder
estudiar su evoluión. Es por ello que la apliaión de este modelo en ampos omo la físia o
la eonomía está muy extendida.
Las euaiones que rigen el modelo de espaio de los estados son dos:
xt+1 = Axt + wt, wt → N(0, Q) (2)
yt = Cxt + vt, vt → N(0, R) (3)
Donde (2) es la euaión de transiión de estados y (3) es euaión de observaiones. Las
omponentes que forman las euaiones son: yt vetor de observaiones, A matriz onoida para
todo t, xt un vetor de variables de estado que no se observa, wt una omponente asoiada al
error de distribuión N(0,Q) , C matriz onoida para todo t de dimensión y vt otro omponente
error de distribuión Np(0,R). Todos estos parámetros son los que se busa estimar on los
algoritmos que se presentarán a ontinuaión.
Puesto que lo que se busa es estimar, una herramienta eaz es la Funión de Máxima
Verosimilitud. La funión de verosimilitud onsta de una serie de parámetros de un modelo
estadístio que permiten realizar ambios en sus valores partiendo de un onjunto de observa-
iones o datos.
El método o estimaión de máxima verosimilitud onsiste en la eleión de un estimador de
manera que el valor elegido maximie la funión de verosimilitud, es deir, el valor elegido es
aquel que hae máxima la probabilidad de obtener la muestra observada.
El heho de poder representar fáilmente los modelos en el espaio de estados posibilita
el uso de algoritmos basados en el ltro de Kalman. El ltro de Kalman es esenialmente
5una serie de euaiones matemátias que implementan un estimador tipo preditor  orretor
que es óptimo en el sentido que minimiza el error estimado de la ovarianza, uando algunas
ondiiones son dadas. Es deir, proporiona una serie on valores ”suavizados” omo se puede
ver en el ejemplo:
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Figura 2: Modelo espaio estados y Filtro de Kalman
En la gura 2 aparee en rojo la apliaión del ltro de Kalman a la serie basada en el
modelo espaio de los estados.
El primer método que se plantea omo herramienta para estimar un modelo es el algoritmo
Newton Raphson. Se trata de un método iterativo que permite aproximar la soluión de una
euaión del tipo
f(x) = 0 (4)
partiendo de una estimaión iniial de la soluión x0 y onstruyendo una suesión de aproxi-
maiones de forma reurrente mediante la fórmula:
xj+1 = xj −
f(xj)
f ′(xj)
(5)
.
El método de Newton se entra alrededor de una aproximaión uadrátia de f para pun-
tos eranos a xn. Suponiendo que f es dos vees derivable, se puede usar una aproximaión
uadrátia de f para puntos erano a un punto jo x usando una extensión de Taylor:
f(x+∆x) ≈ f(x) + ∆xT∇f(x) +
1
2
∆xT (∇2f(x))∆x (6)
6Donde ∇f(x) y ∇2f(x) son el gradiente y Hessiano de f en el punto x. Esta aproximaión
se mantiene en el límite omo ||∆x||→ 0. Esta es una generalizaión de la serie polinómia de
Taylor unidimensional.
Con el n de simpliar gran parte de la notaión, se simplia el algoritmo iterativo para
produir una seuenia basada en una aproximaión uadrátia hn∆. Sin pérdida de generali-
dad, se puede esribir xn+1 = xn + ∆x y volver a esribir la euaión anterior omo:
hn(∆x) = f(xn) + ∆x
T gn +
1
2
∆xTHn∆x (7)
Donde gn y Hn representan el gradiente y el hessiano de f en xn En oasiones, puede resultar
ompliado la realizaión de iertos álulos, sobre todo aquellos relaionados on el hessiano.
Por ello, para failitar las operaiones, en este estudio se emplea una variante del método,
onoido omo BFGS. Esta variante tiene la ventaja de que para el realizar las operaiones, no
es neesario el álulo de forma analítia del Hessiano de una funión.
La segunda alternativa, es el uso del método basado en el algoritmo EM. Este algoritmo
se divide en dos pasos prinipales que se van repitiendo de forma iterativa. Antes de realizar
el primer paso, es neesario alular la funión de verosimilitud a partir de las euaiones que
rigen el modelo espaio de los estados,
l(θ) = logf(x1:N+1, y1:N) = −
1
2
(l1(a1, P1) + l2(A,Q) + l3(C,R)) (8)
A ontinuaión se aplia el paso E ( esperanza) donde se alula la esperanza de la funión
de verosimilitud :
E(l(θ)|y1:N) = E(l1(a1, P1)|y1:N) + E(l2(A,Q)|y1:N) + E(l3(C,R)|y1:N) (9)
Una vez desarrollada y alulada, se iniia el paso M ( maximizaión). En este paso se
maximiza la esperanza on el n de obtener los parámetros estimados, derivando respeto
al parámetro que se desee alular en ada oasion e igualando a ero. Así, los parámetros
estimados quedan:
â1 = x
N
1 (10)
P̂1 = P
N
1 (11)
Â =
Sx1x
Sxx
(12)
Q̂ =
1
N
(Sx1x1 − 2ÂSx1x + A
2Sxx) (13)
7Ĉ =
Syx
Sxx
(14)
R̂ =
1
N
(Syy − 2ĈSyx + Ĉ
2Sxx) (15)
Para empezar el estudio, se neesitan un onjunto de datos iniiales y puesto que el únio
dato de partida que se tiene es el vetor de valores de la serie, hay que haer una eleión previa
aera del resto de parámetros iniiales que son neesarios para iniiar los proesos, para lo ual
se hae uso del modelo autorregresivo AR(1),
yt = Φyt−1 + et+1 (16)
quedando: A = Φ ; C = 1 ; Q = et+1 ; R = 0; que serán los parámetros iniiales que se usaran
en los programas enargados de reproduir ambos logaritmos. Se onstruyen tres programas
prinipales: el enargado de generar datos, el enargado del algoritmo Newton Raphson y el
enargado del algoritmo EM. Para el primero, se hae uso además de varias funiones omo
la funión ltro de kalman, funión smoother y la propia funion espaio de los estados. Por
último, también se neesita un programa que ayude al álulo del error de estimaión.
Tras realizar toda la programaión (todo el ódigo se enuentra en el apéndie), se tienen
que realizar distintas simulaiones variando el número de series estudiadas y el número de datos.
Una vez nalizado el proeso de simulaión, se extraen onlusiones. En este aso, el algo-
ritmo que mas ventajas presenta es el EM, ya que tiene un tiempo de ejeuión muho menor
que Newton Raphson y además presenta menor error de estimaión lo que se tradue en mayor
preisión.
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Capítulo 1
INTRODUCCIÓN Y OBJETIVOS
La nalidad prinipal de este proyeto es estimar mediante la funión de máxima verosimili-
tud un modelo espaio de los estados. Para ello se van a omparar dos métodos de optimizaión
para llegar a la funión de máxima verosimilitud. Además, es neesario onoer el tipo de mode-
lo del que provienen los datos de la serie y así onoer que parámetros son los que se neesitan
estimar. Los objetivos marados son los siguientes:
• Conoer las araterístias y fatores que inuyen en el omportamiento de las series
temporales y en qué medida.
• Conoer la funión de máxima verosimilitud, los estimadores máximo verosímiles y sus
propiedades y araterístias
• Analizar el omportamiento del modelo espaio estados así omo iertas apliaiones y
variantes omo el lro de Kalman.
• Desarrollar un programa que genere ,partiendo de unos parámetros elegidos por el usuario
y de manera aleatoria, series temporales on omportamiento araterístio al modelo espaio
de los estados.
• Estudiar el omportamiento del algoritmo Newton Raphson a la hora de estableer una
estimaión de los parámetros del modelo, dados unos datos de una serie y unos parámetros
iniiales de partida.
• Examinar la apliaión del algoritmo EM a la hora de busar estimaiones de parámetros
de un modelo onoido, dados los datos reales y unos parámetros iniiales de partida.
• Analizar y omparar ambos métodos on el n de estableer ual es el más eaz y orreto
para estableer una estimaión del modelo e inluso, predeir omportamiento futuro de la serie.
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Capítulo 2
SERIES TEMPORALES
2.1. Orígenes
Los proedimientos on los uales se trabajan atualmente las series temporales, son un
onjunto de distintas líneas de trabajo que han sido desarrolladas en distintos ampos ientíos.
El matemátio Laplae (1749-1827) analizó en 1823 la inuenia de las fases de la luna sobre las
mareas y los movimientos de aire en la tierra (onsiderando para este último una serie de oho
años de tres medidas diarias de la presión), estableiendo así las primeras series temporales
estudiadas en el ampo de la astronomía y la meteorología.
Siguiendo en esta misma direión, y on el n de orregir algunos de los errores de los
resultados de Laplae, se produe un avane importante graias a Arthur Shuster (1851-1934)
y el hallazgo del periodograma uya fundamentaión matemátia estaba basada en los trabajos
de J. B. Fourier (1768-1830). Graias a los desubrimientos del onepto de regresión y del
oeiente de orrelaión por F. Galton y K. Pearson respetivamente, se omienza a analizar
la evoluión de una serie temporal. Con la llegada del oeiente de orrelaión múltiple y de
los oeientes de autoorrelaión parial, se proponen los proesos autorregresivos en 1927,
on el n de ser utilizados en apliaiones relaionadas on manhas solares.
Todos estos avanes llevaron onsigo la formalizaión del onepto de serie temporal omo
proeso estoástio estaionario de la mano de A. N. Kolmogorov quien además estudió los
proesos onoidos en la atualidad omo markovianos, es deir, aquellos uya evoluión futura
no depende del estado pasado.La primera soluión general al problema que suponían la inter-
polaión y la prediión de series temporales en proesos estaionarios fue graias a Norbert
Wiener (1894- 1964) y A. N.Kolmogorov (1903-1987). La generalizaión del análisis de Fourier
para representar proesos estaionarios es debida al matemátio sueo Cramer (1893-1985).
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Con la llegada de las tenologías y en onreto, la invenión del ordenador, se empieza a
desarrollar nuevos métodos de prediión para series reales no estaionarias basadas en métodos
heurístios. Holt (1957) y Winters (1960) añaden métodos de alisado exponenial, eseniales de
ara a muhas de las apliaiones utilizadas en la prediión. Muth(1960) fusiona éstos últimos
junto on los proesos estoástios , presentando tipo espeial de proeso ARIMA y señalando
la importania de los métodos de alisado en este proeso.
En los años 60, se desarrolla un enfoque general relaionado on la modelizaión, prediión y
ontrol de sistemas dinámios lineales. Este enfoque justia la evoluión de variables observadas
en funión de otras no observadas que araterizan la dinámia del sistema, onoidas omo
variables de estado. R. Kalman(1930) y Busy presentaron en los años 70 un proedimiento
que estimaba las variables de estado on el objetivo de prever las observaiones del futuro
en sistemas lineales. En la atualidad, se onoe omo ltro de Kalman. Harrison y Stevens
pusieron en prátia su uso presentando una nueva manera de modelar las series temporales
a través de la formulaión en el espaio de los estados y el enfoque Bayesiano. El ajuste de
modelos autorregresivos a series reales desemboó en el problema de la eleión del modelo.
H.Akaike (1919) proporionó una soluión utilizando oneptos de teoría de la informaión, el
riterio AIC.
2.2. Deniión de Serie Temporal
Una serie temporal es una suesión de valores que puede adoptar ualquier variable (Y)
en diferentes instantes de tiempo (t). Los instantes de tiempo que queden omprendidos entre
dos observaiones onseutivas serán onstantes para que la observaión del modelo se haga de
forma regular (instantes equiespaiados).
Los distintos valores que se observan en las series temporales se lasian en dos tipos de
proesos, estaionarios y no estaionarios. En el primer tipo los fenómenos dinámios toman
valores estables siempre era de un nivel onstante areiendo de tendenia al reimiento
o dereimiento a largo plazo. En el aso de los proesos no estaionarios, los datos ya no se
mueven de una forma onstante y ontrolada, si no que apareen una serie de fatores que aaban
on esta estabilidad. La lasiaión de una serie dependerá del periodo en el que sea observada,
puesto que puede ourrir que en iertos intervalos de tiempo se enuentre en un proeso on
araterístias similares al estaionario o por el ontrario, pueden apareer fenómenos omo el
ruido que hagan que la serie se omporte omo un proeso no estaionario, situaión que tiende
a ser más probable, uanto mayor es el periodo de observaión.
Existe una lara dependenia de los distintos valores de una serie temporal on el pasa-
do de diha serie, por lo que para estableer este tipo de relaiones se utilizan funiones de
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Figura 2.1: Ejemplo Serie Temporal
autoovarianza y autoorrelaiones
Cuando se estudia una serie temporal, existen una serie de omponentes importantes de
ara a expliar el tipo de movimiento o variaión que experimenta diha serie e impresindibles
para predeir su omportamiento y analizarlo. Se trata de la tendenia, omponente ília,
omponente estaional y omponente irregular.
La tendenia reeja la evoluión de la serie temporal a largo plazo desribiendo su movi-
miento. El estudio de la tendenia así omo un modo para reduir la variabilidad de la serie
se pueden obtener mediante el método de las medias móviles. Con este método, basado en una
tendenia evolutiva, se onstruye una nueva serie partiendo de la media de un número onreto
de datos y sustituyendo de manera suesiva datos antiguos por nuevos.
Para ada momento t, se alula un valor que viene dado por la siguiente expresión:
Mt =
yt + yt−1 + ... + yt−s+1
s
(2.1)
En funión de si existe tendenia o no, se añade un fator orretor on el n de orregirla.
ŷt+1 = Mt (2.2)
ŷt+1 = Mt +
yt − yt−12
12
(2.3)
La euaión 2.2 reeja el aso en que no existe tendenia, mientras que 2.3 muestra el fator
que habría que añadir para su orreión.
De esta manera suesivamente se ontinúa el proeso hasta la intervenión de la última ob-
servaión de la serie en la media. Cabe destaar que uanto mayor es el número de observaiones
más suavizadas son las series obtenidas.
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Además de este método, existen otros que onsideran tendenia determinista y en los uales
se supone que la tendenia es funión de aráter determinista de la forma:
Tt = a+ bt (2.4)
donde a y b son dos onstantes a determinar. La forma de proeder está basada en la
onstruión de un modelo de regresión lineal.
La omponente ília se relaiona on la apariión de omportamientos reiterados ( en un
periodo superior a un año) que no tienen porqué ser repetitivos on periodiidad exata.
Las variaiones estaionales son movimientos repetitivos que se produen de manera sis-
temátia a lo largo de la trayetoria de la serie representando alteraiones que se registran
onstantemente en periodos relativamente ortos de tiempo.
Si se busa reduir este tipo de variaión se puede desestaionalizar la serie. Para ello, se
elimina el efeto de la estaionalidad de ada mes omo resultado de restar al valor de ada
mes, el oeiente estaional de diho mes, siendo éste último denido omo:
Si = Mi −M (2.5)
para i=1,...,12, donde M es la media de las observaiones para ada mes.
La omponente irregular, ruido o error, está estrehamente relaionada on el aráter alea-
torio de la serie temporal ya que las alteraiones que se produen debido a esta omponente
no siguen ningún patrón de periodiidad ni tendenia reonoible. No es predeible y puede ser
oasionada por múltiples fatores imposibles de analizar de forma exata.
Uno de los prinipales objetivos a la hora de analizar una serie temporal, onsiste en la
elaboraión de un modelo estadístio que se asemeje de forma adeuada a diha serie de manera
que desriba su proedenia resultando así ompatibles las impliaiones teórias del modelo
on las pautas muestrales observadas en la serie temporal. Una vez obtenido el modelo, existen
numerosas apliaiones tales omo:
- Detallar la evoluión observada de la serie y estableer las distintas relaiones que pue-
dan existir entre sus omponentes. De esta manera se pueden espeiar los fatores desritos
(tendenia, ruido..) para onoer así el omportamiento dinámio del sistema.
- Haer prediiones aera de ómo evoluionará la serie, a través del análisis de las rela-
iones y estableiendo vínulos entre movimientos futuros y los ya onoidos.
- Veriar alguna teoría o supuesto sobre las araterístias o variables a las que se reeren
los omponentes de la serie a estudio.
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De esta forma, si se busa elaborar un modelo habrá que onsiderar la serie omo una
suesión de valores de una variable obtenidos de manera seuenial durante el tiempo, es deir,
asemejar su omportamiento al de un proeso estoástio.
2.3. Proesos Estoástios
2.3.1. Deniión de proeso estoástio
Como se ha menionado anteriormente las series temporales se denen omo un aso partiu-
lar de los proesos estoástios. Un proeso estoástio es una seuenia de variables aleatorias,
ordenadas y equidistantes ronológiamente que pueden estar referidas a una o a varias ara-
terístias de una unidad observable en distintos instantes de tiempo t, que toma valores en un
onjunto C. En funión del número de araterístias referidas, existen proesos univariantes o
esalares y proesos multivariantes o vetoriales. Por tanto, para ada instante t se tendrá una
variable aleatoria distinta representada por Xt. A ada uno de los posibles valores que puede
tomar la variable aleatoria se le denomina estado, pudiendo tener así espaio de estados disreto
y espaio de estados ontinuo
Por tanto, dependiendo de ómo sea el onjunto de subíndies T y el tipo de variable
aleatoria dado por Xt se puede estableer la siguiente lasiaión de los proesos estoástios:
• Si el onjunto T es ontinuo, se die que Xt es un proeso estoástio de parámetro
ontinuo.
• Si por el ontrario T es disreto, se die que nos enontramos frente a un proeso estoástio
de parámetro disreto.
• Si para ada instante t la variable aleatoria Xt es de tipo ontinuo, se die que el proeso
estoástio es de estado ontinuo.
• Si para ada instante t la variable aleatoria Xt es de tipo disreto, se die que el proeso
estoástio es de estado disreto
2.3.2. Caraterístias de un proeso estoástio
En un proeso estoástio se pueden obtener algunas araterístias que desriben su om-
portamiento: medias, varianzas y ovarianzas. Puesto que las araterístias del proeso pueden
variar a lo largo de t estas araterístias no serán parámetros sino que serán funiones de t.
Así:
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Deniión: Se llama funión de medias del proeso a una funión de t que proporiona las
medias de las distribuiones marginales para ada instante t:
µt = E(Xt) (2.6)
Deniión: Se llama funión de varianzas del proeso a una funión de t que proporiona
las varianzas de las distribuiones marginales para ada instante t:
σ2t = V ar(Xt) (2.7)
Deniión: Se llama funión de autoovarianzas del proeso a la funión que proporiona
la ovarianza existente entre dos instante de tiempo ualesquiera:
Cov(t, s) = Cov(s, t) = Cov(Xt, Xs) (2.8)
Deniión: Se llama funión de autoorrelaión a la estandarizaión de la funión de o-
varianzas:
ρt,s =
Cov(t, s)
σtσs
(2.9)
Normalmente estas dos últimas funiones dependen de dos parámetros. Una ondiión de
estabilidad que aparee en muhos fenómenos es que la dependenia sólo esté relaionada on
la distania entre ellos y no on el instante onsiderado. En estos asos se tiene:
Cov(t, t+ j) = Cov(s, s+ j) = γjconj = 0,±1,±2, ... (2.10)
2.3.3. Proeso estoástio estaionario
Se denominaran proesos estaionarios a aquellos proesos estoástios que tengan un om-
portamiento onstante a lo largo del tiempo.
Deniión: Diremos que un proeso es estaionario en sentido estrito si al realizar un
mismo desplazamiento en el tiempo de todas las variables de ualquier distribuión onjunta
nita, resulta que esta distribuión no varía, es deir:
F (Xi1, Xi2, ..., Xir) = F (Xi1+j, Xi2+j , ..., Xir+j) (2.11)
para todo onjunto de índies (i1, i2, ..., ir) y todo j. Debido a que esta ondiión resulta
demasiado restritiva, existe otra propiedad más débil pero más fáil de ontrastar en la prátia,
y es lo que se onoe omo estaionaridad en sentido débil.
Deniión: Diremos que un proeso estoástio es estaionario en sentido débil si mantiene
onstantes todas sus araterístias lo largo del tiempo, es deir, si para todo t :
µt = µ = cte (2.12)
2.3. PROCESOS ESTOCÁSTICOS 23
σ2t = σ
2 = cte (2.13)
Cov(t, t+ j) = Cov(s, s+ j) = γtj = c,±1,±2, ... (2.14)
Hay que tener en uenta que la estaionariedad en sentido débil no garantiza la estaiona-
riedad, si bien, bajo la suposiión de normalidad de las variables si se veria esta igualdad.
Proeso de Ruido Blano
Un tipo de proeso estoástio estaionario es el llamado proeso de ruido blano. Se trata
de un proeso estaionario εt que umple las siguientes araterístias:
→ E(εt)= 0
→ V ar(εt)= σ
2
→ Cov(εt,εs)= 0 si t 6= s
Se puede interpretar un ruido blano omo una suesión de valores sin relaión alguna entre
ellos, osilando en tomo al ero dentro de un margen onstante. En este tipo de proesos,
onoer valores pasados no proporiona ninguna informaión sobre el futuro ya que el proeso
es puramente aleatorio y por onsiguiente aree de memoria. Una de las araterístias
prinipales de un proeso estoástio es su orrelograma (gráo de la orrelaión) y en el aso
del proeso de ruido blano se trata de un gráo muy senillo: al no existir orrelaión entre
las variables orrespondientes a distintos instantes todos los oeientes de orrelaión serán 0
salvo el orrespondiente a un retardo 0 que será 1.
Figura 2.2: Ejemplo Correlograma Proeso Ruido Blano
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2.3.4. Modelos Autorregresivos AR(p)
Analizando las series temporales desde un punto de vista estoástio, se han desarrollado
modelos estadístios que tienen en uenta la dependenia existente entre los datos, es deir, ada
observaión en un momento dado es modelada en funión de valores anteriores. Estos modelos
se onoen on el nombre genério de ARIMA que está formado a su vez de tres omponentes:
AR (autorregresivo), I(Integrado), MA (Medias Móviles).
Con este modelo se puede desribir un valor omo una funión lineal de datos anteriores y
errores debidos al azar inluyendo si se desea un omponente ílio o estaional. Para poder
estableer el tipo de modelo es reomendable que la serie a analizar tenga omo mínimo 50
observaiones.
La metodología que se sigue para la modelizaión de la serie y su posterior estimaión, sigue
uatro pasos:
1. Identiaión del posible modelo ARIMA, para lo que habrá que estableer las transfor-
maiones que se han de realizar para onvertir la serie observada en estaionaria y estableer
los órdenes de p y q de la estrutura autorregresiva y de media movil.
2.Estimaión de los parámetros elegidos por máxima verosimilitud, obteniendo también
errores estándar y residuos del modelo.
3. Comprobaión de los resultados on el n de que queden residuos sin estrutura de
dependenia y araterístios de un proeso de ruido blano.
4. Prediión graias al modelo obtenido.
Los modelos más simples que pueden resultar útiles para representar la dependenia de
los valores de una serie temporal on su pasado son los autorregresivos. Estos modelos parten
de la idea de regresión omo medio para representar la dependenia lineal entre dos variables
aleatorias. El modelo de regresión simple explia la evoluión dependiente de una variable y
omo funión lineal de otra z:
yt = c+ bzt + at (2.15)
donde  y b son onstantes y a es una variable aleatoria normal de media 0 y varianza onstante.
Un modelo autorregresivo (AR) desribe una lase partiular de proeso en el ual la obser-
vaiones en un momento dado son predeibles a partir de las observaiones previas del proeso
teniendo en uenta que hay que añadir un término referente al error. El aso más simple es
AR(1) o de primer orden, que apliando la euaión 2.15 a observaiones ontiguas en una serie
temporal, xt y tomando yt=xt y zt=xt−1 que se expresa omo:
Xt = Φ1Xt−1 + at (2.16)
Donde at es un proeso de ruido blano on media 0 y varianza onstante σ
2
, y Φ es un
parámetro. Además se supone que el proeso es no antiipante, es deir, el futuro no inuye en
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el pasado. De forma general, el proeso autorregresivo de orden p, toma la forma:
Xt = Φ1Xt−1 + Φ2Xt−2 + ... + ΦpXt−p + at (2.17)
donde at es una variable ruido blano"
Esta expresión se puede poner en funión del término relativo al error, quedando de la
forma:
(1− Φ1B − Φ2B
2 − ...− ΦpB
p)Xt = at (2.18)
on Bk(Xt)=Xt−k. La euaión 2.18 se denomina polinomio araterístio del proeso.
Un proeso autorregresivo AR(p) es estaionario si las raíes del polinomio araterístio
en B (2.18)aen fuera del írulo unidad, ondiión que equivale a que las raíes de la euaión:
xp − Φ1x
p−1 − Φ2x
p−2 − ...− Φp−1x− Φp = 0 (2.19)
sean todas inferiores a uno en módulo.
La varianza de un proeso AR(1) es:
g0 =
σ2a
1− Φ1
(2.20)
La funión de autoovarianza de un proeso AR(1) es:
gk = Φ
k
1
σ2a
1− Φ1
(2.21)
on k ≥ 1 La funión de autoorrelaión de un proeso AR(1) es:
hk = Φ
k
1 (2.22)
on k ≥ 1 La funión de autoorrelaión parial de un proeso AR(1) es:
hkk =
{
Φ1 para j = 1,
0 para j > 0.
De los resultados obtenidos podemos señalar omo araterístias más relevantes del modelo
omo:
- Es siempre invertible.
- Es estaionario siempre que se umpla | Φ |< 1
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- La representaión gráa de la funión de autoorrelaión, tendrá un omportamiento
amortiguado haia ero on todos los valores positivos, en aso de que Φ > 0 , o bien alternando
el signo, omenzando on negativo, si Φ < 0 .
- La funión de autoorrelaión parial se anula para retardos superiores a uno (ya que en
este aso es el orden del modelo), oinidiendo este oeiente de autoorrelaión parial.
Time
h
0 100 200 300 400
−
1.
5
−
0.
5
0.
5
Figura 2.3: Ejemplo Autorregresivo AR(1)
Capítulo 3
MODELO ESPACIO DE LOS ESTADOS
3.1. Desripión del modelo
Teniendo en uenta las omponentes desritas en el punto anterior, la formulaión general
del modelo estrutural de una serie temporal es:
yt = tt + st + ct + εt (3.1)
donde yt es la serie observada, y el resto de variables representan la tendenia tt, la estaionalidad
st, la omponente ília ct y el omponente irregular o error εt.
El estado de un sistema en un instante onreto viene marado por el valor de una o varias
variables internas del sistema. Estas variables son a su vez las responsables de desribir ómo
evoluionará el mismo a lo largo del tiempo. El onjunto de todos los posibles valores que puede
alanzar el estado de un sistema es lo que se onoe omo espaio de estados.
Una formulaión simpliada para un sistema dinámio en el espaio de estados on o-
eientes onstantes está basada en una formulaión paramétria lineal donde se enuentra el
vetor de estados xt que ontiene para ada instante de tiempo t, toda la informaión relevante
del sistema.
Para los sistemas lineales estoástios de parámetros onstantes, las euaiones de una for-
mulaión en el espaio de estados se puede expresar omo :
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xt+1 = Axt + wt, wt → N(0, Q) (3.2)
yt = Cxt + vt, vt → N(0, R) (3.3)
Donde 3.2 es la euaión de transiión de estados y 3.3 es euaión de observaiones. yt vetor
de observaiones. A matriz, onoida para todo t, xt un vetor de variables de estado que no se
observa, wt una omponente asoiada al error de distribuión N(0,Q, C matriz onoida para
todo t de dimensión y vt otro omponente error de distribuión Np(0,R) En funión de uales
sean los parámetros iniiales, se obtienen distintas series temporales.
3.2. Método de Máxima Verosimilitud
Por deniión: "Verosímil: que paree verdadero o que es reíble". En términos estadístios
se habla de verosimilitud uando se trata de la probabilidad de que sueda un heho siempre y
uando sea ierta la estimaión efetuada o el estimador planteado.
La funión de verosimilitud onsta de una serie de parámetros de un modelo estadístio que
permiten realizar ambios en sus valores partiendo de un onjunto de observaiones o datos.
El método o estimaión de máxima verosimilitud onsiste en la eleión de un estimador
de manera que el valor elegido maximie la funión de verosimilitud, es deir, el valor elegido
es aquel que hae máxima la probabilidad de obtener la muestra observada. Se puede apliar
a funiones on un parámetro a estimar o varios, aumentando la omplejidad a medida que
aumenta el número de parámetros.
A ontinuaión se muestran una serie de deniiones rigurosas del método presentado:
Deniión 1: Sea (X1, X2, . . . , Xn) una muestra aleatoria de una poblaión X on funión
de probabilidad Pθ (o on funión de densidad fθ) donde θ = (θ1, θ2, . . . , θk) es un vetor de
parámetros. La funión de verosimilitud, L(x1, x2, . . . , xn; θ), de la muestra (x1, x2, . . . , xn)
es la funión de probabilidad (o de densidad) de (X1, X2, . . . , Xn) evaluada en (x1, x2, . . . ,
xn).
Deniión 2: Sea (X1, X2, . . . , Xn) una muestra aleatoria simple de una poblaión X on
funión de probabilidad Pθ (o on funión de densidad fθ) donde θ = (θ1, θ2, . . . , θk) es un
vetor de parámetros. La funión de verosimilitud de la muestra (x1, x2, . . . , xn) es:
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L(x1, x2, ..., xn; θ) = Pθ(x1)Pθ(x2)...Pθ(xn) (3.4)
o
L(x1, x2, ..., xn; θ) = fθ(x1)fθ(x2)...fθ(xn) (3.5)
Deniión 3: Sea (X1, X2, . . . , Xn) una muestra aleatoria de una poblaión X on funión
de verosimilitud L(x1, x2, . . . , xn; θ) donde θ = (θ1, θ2, . . . , θk) es un vetor de parámetros.
Un estimador, θ̂= (θ̂1, θ̂2,...,θ̂k) es el estimador de máxima verosimilitud de θ si
(x1, x2, ...xn; θ̂) = maxL(x1, x2, ..., xn; θ) (3.6)
siempre que el máximo se enuentre entre los valores que umplan θ ǫ Θ , y para ada (x1, x2,
. . . , xn) ǫ X.
Los estimadores máximo verosímiles tienen buenas propiedades omo se enumeran a onti-
nuaión:
• En aso de existir un estimador insesgado y eiente (varianza igual a la ota de Cramér-
Rao), diho estimador es el máximo verosímil.
• Si el estimador máximo verosímil es sesgado, su sesgo tiende a ero al aumentar el tamaño
muestral.
• En aso de existir un estadístio suiente para un parámetro, el estimador máximo
verosímil es funión de diho estadístio suiente.
• Son invariantes: si U es el estimador máximo verosímil de θ y g es una funión biunívoa,
entones g(U) es el estimador máximo verosímil de g(θ).
• La distribuión del estimador máximo verosímil es asintótiamente Normal on esperanza
igual al valor del parámetro estimado
Esta última propiedad, será de gran importania a la hora de trabajar en el proyeto, ya
que al aumentar el número de datos on los que se trabaje, habrá mayor probabilidad de que
éstos tengan distribuión normal.
Cabe señalar que, uando se hable del estimador máximo verosímil de un parámetro, puede
sueder que la euaión de verosimilitud (la derivada de la funión de verosimilitud, o su loga-
ritmo, igualada a ero) tenga más de una soluión y, por tanto, en ese aso, se tendrían varios
posibles estimadores para un mismo parámetro.
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Por último, abe destaar que para alular la funión de verosimilitud una herramienta
potente es el ltro de Kalman.
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3.3. Filtro de Kalman
Los modelos de series temporales se formulan en funión de algunas omponentes sobre las
uales en la mayor parte de las vees no se tiene ontrol. Algunas de estas omponentes son la
tendenia, estaionalidad, ilo e irregularidad omo ya se menionó en apartados anteriores.
También hay que reordar la existenia en estos asos de omponentes de aráter aleatorio
tales omo el ruido o el error.
El heho de poder representar fáilmente estos modelos en el espaio de estados posibilita
el uso de algoritmos basados en el ltro de kalman. Una de sus apliaiones más usuales ,
es la prediión, pero abe destaar su uso en la estimaión de parámetros para la posterior
formulaión de un modelo en el espaio de estados donde se rean unos valores pseudo-máximo-
verosímiles de dihos parámetros.
El ltro de Kalman es esenialmente una serie de euaiones matemátias que implementan
un estimador tipo preditor  orretor que es óptimo en el sentido que minimiza el error
estimado de la ovarianza, uando algunas ondiiones son dadas.
El algoritmo onsta de 3 pasos:
1. Estimaión del estado futuro partiendo de los datos del estado atual
2. Prediión de nuevas observaiones
3. Al obtener una nueva observaión, se revisa la estimaión del estado en ese instante.
A ontinuaión se explia on más detalle ada una de estas etapas
Si se parte de un modelo en el espaio de los estados de la forma:
xt+1 = Axt + wt, wt → N(0, Q) (3.7)
yt = Cxt + vt, vt → N(0, R) (3.8)
on: x1 → N(a1,P1)
Con yt vetor de observaiones. A matriz, onoida para todo t, xt un vetor de variables
de estado que no se observa, wt una omponente asoiada al error de distribuión N(0,Q, C
matriz onoida para todo t de dimensión y vt otro omponente error de distribuión Np(0,R)
Estimaión del estado futuro: si se parte de una serie de datos Yt−1= (y1,...,yt−1) y de un
estimador del vetor estado, x̂t, y se busa estimar el próximo valor del estado partiendo de las
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observaiones atuales, se alula tomando esperanzas ondiionadas a Yt, obteniéndose así:
x̂t+1|t = Ax̂t (3.9)
on x̂t= x̂t|t
Llamando St+1|t a la matriz de ovarianzas de la estimaión:
St+1|t = E[(xt+1 − x̂t+1|t)(xt+1 − x̂t+1|t)
′|Zt] (3.10)
Para efetuar los álulos de esta matriz, realizando la resta de (3.7) y (3.30) se obtiene:
xt+1 − x̂t+1|t = A(xt − x̂t) + wt (3.11)
Con este resultado, sustituyendo en (3.10) y llamando St=St|t, se tiene que:
St+1|t = AtStA
′ +Rt (3.12)
De donde se onluye que el error ometido en la estimaión del nuevo estado es el resultado
de sumar la inertidumbre que ya se tenía, (St) y la inertidumbre del error en la euaión (3.2),
representada por Rt. La matriz A relaiona los omponentes de los estados en t y en t+ 1, por
lo que el aumento del error o inertidumbre dependerá de su estrutura.
Prediión de nuevas observaiones: en este segundo paso, se alula una nueva observa-
ión yt dada la informaión atual (hasta t). Para ello los álulos se basan en la esperanza
ondiionada dada Yt, obteniéndose así:
ŷt+1|t = E(yt|Yt) = Cx̂t+1|t (3.13)
Como toda prediión, existe una inertidumbre uyo valor puede ser medido graias a la
matriz de varianzas y ovarianzas de los errores de prediión:
et = xt+1 − x̂t+1|t (3.14)
denida por:
Pt+1|t = E[ete
′
t] (3.15)
De nuevo se neesita resolver una matriz desonoida, y utilizando el mismo proeso anterior,
se resta la prediión (3.32) y la (??), resultando:
et = xt+1 − x̂t+1|t = C(xt+1 − x̂t+1|t) + vt (3.16)
3.3. FILTRO DE KALMAN 33
Y on todo, sustituyendo en (3.15):
Pt+1|t = CSt+1|tC
′
t + Vt (3.17)
De la euaión se observa que la inertidumbre de la prediión es un onjunto de la iner-
tidumbre sobre el estado y la ometida por el error de medida de las observaiones. El error de
prediión, omo india (3.16) depende del valor de la matriz C
Revisión de la estimaión: Una vez que se ha observado un nuevo valor yt, se pasa a tener
nueva informaión disponible para Yt+1, ya que ahora Yt+1=(Yt,yt). La nueva estimaión del
estado x̂t+1= x̂t+1|t+1=E(xt+1|Zt+1) se alula por regresión on:
E(xt+1|Yt, yt+1) = E(xt+1|Yt) + cov(xt+1, yt+1|Zt)var(yt+1|Yt)
−1(yt+1 − E(yt+1|Yt)) (3.18)
De esta euaión se onoen todos los términos referentes a las esperanzas y la matriz de
varianzas:
E(xt+1|Yt) = x̂t+1|t (3.19)
E(yt+1|Yt) = ŷt+1|t (3.20)
var(yt+1|Yt) = Pt+1|t (3.21)
El únio término que no se onoe es la ovarianza entre el estado y la nueva observaión:
cov(xt+1, yt+1|Yt) = E[(xt+1 − x̂t+1|t)(yt+1 − ŷt+1|t)
′] = E[(xt+1 − x̂t+1|t)e
′
t] (3.22)
si se sustituye (3.16), se tiene:
cov(xt+1, yt+1|Yt) = E[(xt+1 − x̂t+1|t)((xt+1 − x̂t+1|t)C + v
′
t)] = St+1|tC
′
(3.23)
Como vt es independiente de xt+1-x̂t+1|t, si se sustituye (3.23) en (3.18) se tiene:
x̂t+1 = x̂t+1|t +Kt+1(yt+1 − ŷt+1|t)) (3.24)
donde se tiene que Kt+1 es:
Kt+1 = St+1|tC
′P−1
t+1|t (3.25)
De (3.34) se dedue que la revisión que se realiza en este último paso esta relaionada on
el error de prediión et (euaión 3.14). Si el error es nulo, no se realiza ninguna modiaión
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del valor estimado. En aso ontrario, se vuelve a realizar la estimaión modiando su valor
en funión de St+1|t y el error de prediión P
−1
t+1|t. La matriz C
′
permite omparar estas dos
matries. Una forma similar de expresar (3.34) en la ual aparee esta matriz es:
x̂t+1 = (I −Kt+1C)x̂t+1|t +Kt+1yt+1 (3.26)
donde se ve que la estimaión es ombinaión lineal de las dos fuentes de informaión que
disponemos (x̂t+1|t y yt+1. La matriz de ovarianzas de esta estimaión es:
St+1 = E[(xt+1 − x̂t+1)(xt+1 − x̂t+1)
′|Zt+1], (3.27)
y si se sustituye (3.34) en esta euaión se obtiene:
St+1 = E[(xt+1 − x̂t+1|t −Kt+1et)(xt+1 − x̂t+1|t −Kt+1et)
′|Zt+1] (3.28)
Combinando ésta última on (3.23) nalmente se obtiene:
St+1 = St+1|t − St+1|tC
′P−1
t+1|tCSt+1|t (3.29)
Como resumen de todo el desarrollo tenemos que las euaiones siguientes son las que ons-
tituyen el ltro de Kalman, donde se han sustituido el (t+1) y t por t y (t-1) respetivamente:
x̂t|t−1 = Ax̂t−1 (3.30)
St|t−1 = ASt−1A
′ +Rt (3.31)
ŷt|t−1 = E(yt|Y t− 1) = Cx̂t|t−1 (3.32)
Pt|t−1 = CSt|t−1C
′ + Vt (3.33)
x̂t = x̂t|t−1 +Kt(yt − ŷt|t−1)) (3.34)
St = St|t−1 − St|t−1C
′P−1
t|t−1CSt|t−1 (3.35)
Cabe destaar que para iniiar el ltro de Kalman son neesarios unos parámetros iniiales,
pero hay que tener en uenta que la eleión de los mismos no es de vital importania ya que
este algoritmo depende poo de las ondiiones iniiales.
Por último, hay que menionar que en oasiones para estimar la seuenia de datos se debe
utilizar todos los datos disponibles y para ello "kalman smoother"(o Kalman suavizado) produe
estas distribuiones. Se trata de una variante del ltro de kalman que se podría onsiderar un
"ltro al ltro". De esta manera, dados unos datos observados, si se aplia este ltro, se observa
un pronuniado suavizado de los valores:
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Figura 3.1: Ejemplo apliaión ltro kalman (gráa en rojo) a datos observados(gráa en
negro)
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Figura 3.2: Ejemplo apliaión kalman suavizado (gráa en azul) a datos observados(gráa
en negro)
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Figura 3.3: Ejemplo apliaión ltro kalman (gráa en rojo), kalman suavizado (gráa en
azul) a datos observados(gráa en negro)
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Capítulo 4
METODOLOGÍA
4.1. Newton-Raphson
4.1.1. Introduión
La optimizaión numéria es esenial en el aprendizaje automátio. Una vez que se ha
denido el modelo y se tiene un onjunto de datos preparados, la estimaión de los parámetros
del modelo se suele reduir a minimizar una funión multivariante f(x) donde la entrada x se
enuentra en algún espaio de alta dimensión y orresponde a parámetros del modelo. Es deir,
si se resuelve la siguiente euaión:
x∗ = argminxf(x) (4.1)
entones x∗ será la opión "mejor"para los parámetros del modelo de auerdo a ómo se
hayan estableido los objetivos.
El método de Newton-Raphson es un método iterativo que nos permite aproximar la soluión
de una euaión del tipo
f(x) = 0 (4.2)
Partimos de una estimaión iniial de la soluión x0 y onstruimos una suesión de aproxima-
iones de forma reurrente mediante la fórmula:
xj+1 = xj −
f(xj)
f ′(xj)
(4.3)
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Figura 4.1: Soluión método Newton Raphson
El uso del algoritmo L-BFGS para la minimizaión de funiones sin restriiones, es muy
omún para los problemas de ML donde la optimizaión de 'lote' tiene sentido. Para problemas
más grandes, los métodos en línea basados en el desenso del gradiente estoástio han ganado
popularidad, ya que requieren menos iteraiones sobre los datos para onverger.
Antes de omenzar a hablar de este algoritmo es onveniente que queden denidos dos
oneptos que se utilizaran en el desarrollo del mismo : gradiente y Hessiano
El gradiente de una funión f , ( omo deniión senilla) que se denota omo ∇f , es la
oleión de todas las derivadas pariales en forma de vetor:
∇f =

∂f
∂x
∂f
∂y
.
.
.
 (4.4)
La matriz hessiana o hessiano de una funión f de n variables, es la matriz uadrada de n
X n, de las segundas derivadas pariales
H =

∂2f
∂x2
1
∂2f
∂x1∂x2
· · · ∂
2f
∂x1∂xn
∂2f
∂x2∂x1
∂2f
∂x2
2
· · · ∂
2f
∂x2∂xn
.
.
.
.
.
.
.
.
.
.
.
.
∂2f
∂xn∂x1
∂2f
∂xn∂x2
· · · ∂
2f
∂2x2n
 (4.5)
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4.1.2. Método de Newton
La mayoría de los proedimientos de optimizaión numéria son algoritmos iterativos que
onsideran una seuenia de iteraiones xn que en última instania onvergen a x∗, el verdadero
minimizador global de f . Si se tiene una estimaión xn y se busa que la siguiente estimaión
xn+1 tenga la propiedad de:
f(xn+1) < f(xn) (4.6)
El método de Newton se entra alrededor de una aproximaión uadrátia de f para pun-
tos eranos a xn. Suponiendo que f es dos vees derivable, se puede usar una aproximaión
uadrátia de f para puntos erano a un punto jo x usando una extensión de Taylor:
f(x+∆x) ≈ f(x) + ∆xT∇f(x) +
1
2
∆xT (∇2f(x))∆x (4.7)
Donde ∇f(x) y ∇2f(x) son el gradiente y Hessiano de f en el punto x. Esta aproximaión
se mantiene en el límite omo ||∆x||→ 0. Esta es una generalizaión de la serie polinómia de
Taylor unidimensional.
Con el n de simpliar gran parte de la notaión, se simplia el algoritmo iterativo para
produir una seuenia basada en una aproximaión uadrátia hn∆. Sin pérdida de generali-
dad, se puede esribir xn+1 = xn + ∆x y volver a esribir la euaión anterior omo:
hn(∆x) = f(xn) + ∆x
T gn +
1
2
∆xTHn∆x (4.8)
Donde gn y Hn representan el gradiente y el hessiano de f en xn
Ahora lo que se busa es elegir ∆x que permita minimizar esta aproximaión uadrátia
loal de f en xn. Si se deriva respeto a ∆x queda de la forma:
∂hn(∆x)
∂∆x
= gn +Hn∆x (4.9)
Combiene reordar que ualquier ∆x que produza ∂hn(∆x)
∂∆x
= 0 es un extremo loal de hn().
Si se asume que Hn es denida positiva entones se sabe que ∆x es también un mínimo global
para hn(). Resolviendo para ∆x:
∆x = −H−1n gn (4.10)
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Este resultado india que H−1n gn resulta ser una buena direión en la que se puede mover
xn. En la prátia se establee :
xn+1 = xn − α(H
−1
n gn) (4.11)
para un valor de α donde f(xn+1) es suientemente menor que f(xn)
El mayor problema que surge a la hora de implementar el método Newton Raphson es la
neesidad de alular la inversa de la matriz Hessjana. No es inusual tener ientos de millones
de parámetros o en algunas apliaiones inluso miles de millones. Por estas razones, el álulo
del Hessiano y su inverso suele resultar muy ompliado. Además por otro lado, puede darse el
aso de que no existe inversa de la matriz.
Es por este motivo, que el método presentado se utiliza raramente en la prátia a la hora
de optimizar funiones que orresponden a grandes problemas. Por suerte, el algoritmo anterior
puede funionar aun uando H2n no orresponde a la matriz hessiana inversa exata si no que
se trata de una buena aproximaión.
Por tanto, si lo que se busa ya no es H−1n exato si no una aproximaión, se puede ge-
neralizar el método Newton Raphson para implementar un nuevo método uya funión sea
uasi-atualizar produiendo una seuenia de H−1n
De esta forma, sólo se requiere la estimaión anterior hessiana inversa basada en las dife-
renias entre la entrada y el gradiente (sn e yn respetivamente).
En vista a las expliaiones anteriores, intuitivamente, lo que se busa es que la matriz
hessiana Hn satisfaga dos ondiiones:
→ Condiión seante para sn e yn
→ Que Hn sea simétria
4.1.3. Algoritmo BFGS
La aproximaión uasi-newton del BFGS tiene la ventaja de que no ser neesario el álulo
de forma analítia del Hessiano de una funión. Sin embargo, se debe mantener relaión entre
los vetores yn y sn para ada iteraión. Debido a que uno de las preoupaiones entrales
del algoritmo de Newton Raphson fueron los requisitos de memoria asoiados al álulo del
Hessiano, este nuevo método no inluye este problema ya que el uso de memoria puede reer
sin límite.
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El algoritmo L-BFGS, denominado BFGS limitado, simplemente altera la atualizaión del
BFGS Multiply para utilizar las diferenias de las m entradas y las diferenias de gradiente. Esto
signia que sólo se neesita almaenar sn, sn−1,...,sn−m−1 e yn, yn−1,...,yn−m−1 para alular la
atualizaión.
Algunas osas que vale la pena destaar sobre esta atualizaión:
→ H−1n+1 es denido positivo uando lo es H
−1
n . Asumiendo que nuestra onjetura iniial de
H0 es denida positiva, se sigue por induión que por tanto ada estimaión de la inversa de la
matriz hessiana también lo es. Puesto que se puede elegir ualquier H−10 , inluyendo la matriz
I, esta ondiión es fáil de asegurar.
→ La araterístia anterior implia también una relaión de reurrenia entre H−1n+1 y H
−1
n .
Por ello, sólo se neesita el historial de yn y sn para reonstruir H
−1
n .
Este último punto es signiativo ya que proporiona un algoritmo de proedimiento para
alular H−1n d, para una direión d, sin formar nuna la matriz H
−1
n . Dado que el únio uso
para H−1n es a través del produto H
−1
n gn, solo se neesitará el proedimiento anterior para
usar la aproximaión BFGS en el método QuasiNewton
Variantes L-BFGS
Hay un montón de variantes de L-BFGS que se utilizan en la prátia. Por ejemplo, para
las funiones no difereniables, hay un variante onoida omo ”othant-wise”
Una de las razones prinipales para no usar L-BFGS es en el aso de tener una ongura-
ión de datos muy grande donde, otra opión omo un enfoque en línea puede onverger más
rápido. De heho, existen variantes en línea de L-BFGS, aunque ninguna de estas ha superado
sistemátiamente las variantes SGD (método que trata de enontrar mínimos o máximos por
iteraión) para onjuntos de datos suientemente grandes.
A ontinuaión se expone brevemente el funionamiento de esta variante, y la simpliaión
que se produe al apliar el método L-BFGS aunque a ambio de queda más limitado su uso a
ausa de sus restriiones:
• El método supone que existe un únio mínimo global para f . En la prátia salvo que se
trate de una funión onvexa, los parámetros utilizados son aquellos que van siendo fruto de
un algoritmo iterativo
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• Se sabe que -H−1 ∇f es un extremo loal ya que el gradiente es nulo y por otro lado
puesto que el hessiano tiene urvatura positiva, se sabe también que se trata de un mínimo
loal. Por tanto omo onlusión: Si f es onvexa, el Hessiano siempre es denido positivo y
existe un mínimo global únio.
4.2. Algoritmo EM
Además de Newton, Shumway presentó un proedimiento de estimaión oneptualmente
más senillo basado en el agoritmo ”esperanza-maximizaión” (EM). Este algoritmo es mas
senillo de apliar si se ompara on el método anterior, ya que en ada iteratión, la soluión
óptima para los parámetros desonoidos se puede obtener a partir de fórmulas de regresión
explíita.
De manera muy simple, el método onsiste en hallar la funión de verosimilitud, y a partir
de ahí, apliar dos pasos: el E y el M. En el primero (E) se alula la esperanza de la funión
alulada y en el segundo (M) se busa maximizar esa esperanza. Una vez que se obtienen los
distintos parámetros que maximizan la funión de verosimilitud, se vuelve al iniio on esos
valores y se iniia de nuevo el proeso, realizando así distintas iteraiones hasta que se llega al
valor deseado.
4.2.1. Funión de verosimilitud
Para obtener la funión de verosimilitud, se parte de las euaiones del modelo al que se le
va a apliar el algoritmo y del ual queremos obtener los parámetros estimados "óptimos":
xt+1 = Axt + wt, wt → N(0, Q) (4.12)
yt = Cxt + vt, vt → N(0, R) (4.13)
on: x1 → N(a1,P1)
De esta manera, y partiendo del onjunto de datos { y1,y2,y3,...,yN } , se alula la funión
de verosimilitud:
f(x1:N+1|y1:N) = f(x1)f(x2, y1|x1)f(x3, y2|x1, x2, y1)...f(xN+1, yN |x1:n, y1:N−1)
= f(x1)f(x2|x1)f(y1|x1)f(x3|x2)f(y2|x2)...f(xN+1|xN)f(yN |xN)
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f(x1:N+1|y1:N) = f(x1)
N∏
t=1
f(xt+1,|xt
N∏
t=1
f(yt|xt) (4.14)
omo hay normalidad:
f(x1) =
1
(2π)
1
2P
1
2
1
exp(−
1
2P1
(x1 − a1)
2) (4.15)
f(xx+1|xt) =
1
(2π)
1
2Q
1
2
1
exp(−
1
2Q
(xt+1 −Axt)
2) (4.16)
f(yx|xt) =
1
(2π)
1
2R
1
2
1
exp(−
1
2R
(yt − Cxt)
2) (4.17)
y la probabilidad de datos ompleta es denida omo LXn,Yn(y) = f(x1:N+1|y1:N). Si se
tuvieran todos los datos de xN , los estimadores de máxima probabilidad (MLEs) se podrían
obtener fáilmente a partir de LXN ,YN (θ). Pero el problema resulta ser más ompliado ya que
no se onoe Xn, y se tienen que estimar los parámetros a partir de úniamente la informaión
observada YN ( la probabilidad de θ dada YN es LYn(θ)y está relaionada on LXn,Yn(θ)).
El EM es un método iterativo usado para enontrar las MLE de θ a través de maximizar de
manera suesiva la esperanza ondiionada de la probabilidad LXN ,YN (θ). A la hora de realizar
los álulos se trabaja mejor usando logLXN ,YN (θ) ya que la informaión de esta manera puede
esribirse omo suma de tres funiones desaopladas:
l(θ) = logf(x1:N+1, y1:N) = −
1
2
logP1 −
1
2P1
(x1 − a1)
2 − 1
2
logQ− 1
2Q
∑N
t=1(xt+1 − Axt)
2
−1
2
logR− 1
2R
∑N
t=1(yt − Cxt)
2
l(θ) = logf(x1:N+1, y1:N) = −
1
2
(l1(a1, P1) + l2(A,Q) + l3(C,R)) (4.18)
donde, se tiene:
l1(a1, P1) = logP1 +
1
P1
(x1 − a1)
2
(4.19)
l2(A,Q) = NlogQ+
1
Q
N∑
t=1
(xt+1 − Axt)
2) (4.20)
l3(C,R) = NlogR +
1
R
N∑
t=1
(yt − Cxt)
2)) (4.21)
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Cada iteraión del algoritmo EM onsta omo se ha menionado anteriormente de dos pasos.
Si θj india los valores estimados del parámetro genério θ después de j iteraiones, el primer
paso (paso E) de la siguiente iteraión j + 1 es alular:
S(θ|YN , θj) = E[lXN ,YN (θ)|YN , θj ] (4.22)
S(θ|YN , θj) es la funión lave de este método. El segundo paso ( paso M) onsistirá en
maximizar S(θ|YN , θj), que es el equivalente a maximizar la probabilidad LYn(θ)
4.2.2. Paso E
La esperanza del logaritmo de la funión de verosimilitud (4.18)
E(l(θ)|y1:N) = E(l1(a1, P1)|y1:N) + E(l2(A,Q)|y1:N) + E(l3(C,R)|y1:N) (4.23)
donde ada uno de los términos de la euaión son:
(reordando la propiedad V ar(x) = E(x2)− E(x)2))
E(l1(a1, P1|y1:N) = logP1 +
1
P1
E(x21 + a
2
1 − 2a1x1)
= logP1 +
1
P1
(PN1 + (x
N
1 )
2 − 2a1x
N
1 + a
2
1) =
= logP1 +
1
P1
(PN1 + ((x
N
1 )− a1)
2) =
E(l1(a1, P1|y1:N) = logP1 + P
−1
1 (P
N
1 + (x
N
1 − a1)
2) (4.24)
Para el álulo de los dos siguientes términos onviente reordar las propiedades:
•E(x2t ) = V ar(xt) + E(x
2
t )
•Cov(xt+1, xt) = E(xt+1, xt) + E(xt+1)E(xt)
E(l2(A,Q|y1:N) = NlogQ +
1
Q
N∑
t=1
E(xt+1 − Ax
t)2 =
= NlogQ+
1
Q
N∑
t=1
E(x2t+1 + A
2x2t − 2Axt+1xt) =
= NlogQ+Q−1
N∑
t=1
[PNt+1 + (x
N
t+1)
2 + A2(PNt + (xNt)
2)− 2A(PNt+1,t + x
N
t+1x
N
t )] =
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E(l2(A,Q|y1:N) = NlogQ+Q
−1[
N∑
t=1
(PNt+1+(x
N
t+1)
2)−2A
N∑
t=1
(PNt+1,t+x
N
x+1x
N
t )+A
2
N∑
t=1
(PNt +(x
N
t )
2)]
(4.25)
E(l3(C,R|y1:N) = NlogR +
1
R
N∑
t=1
E(yt − Cx
t)2 =
= NlogR +
1
R
N∑
t=1
E(y2t + C
2x2t − 2Cxtyt) =
= NlogR +R−1
N∑
t=1
[y2t − 2Cxtyt + C
2(PNt + (x
N
t )
2)] =
E(l3(C,R|y1:N) = NlogR +R
−1(
N∑
t=1
y2t − 2C
N∑
t=1
ytx
N
t + C
2
N∑
t=1
(PNt + (x
N
t )
2) (4.26)
Si se simplian estas tres euaiones obtenidas (4.24)(4.25)(4.26), agrupando términos,
queda:
E(l1(a1, P1)|y1:N) = logP1 + P
−1
1 (P
N
1 + (x
N
1 − a1)
2) (4.27)
E(l2(A,Q|y1:N) = NlogQ+Q
−1(Sx1x1 − 2ASx1x + A
2Sxx) (4.28)
E(l3(C,R|y1:N) = NlogR +R
−1(Syy − 2CSyx + C
2Sxx) (4.29)
Con:
Sx1x1 =
N∑
t=1
(PNt+1 + (x
N
t+1)
2)
Sx1x =
N∑
t=1
(PNt+1,t + (x
N
t+1x
N
t )
Sxx =
N∑
t=1
(PNt + (x
N
t )
2)
Syx =
N∑
t=1
(ytx
N
t )
Syy =
N∑
t=1
y2t
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4.2.3. Paso M
En el segundo y último paso del algoritmo, se proede a maximizar, para ello se deriva
respeto a distintos parámetros de la funión en funión del parámetro uyo valor se desea
onoer y se iguala a ero, para así onoer su estimaión de máxima verosimilitud:
Si se parte de la expresión obtenida en E:
E(l1(a1, P1)|y1:N) = logP1 + P
−1
1 (P
N
1 + (x
N
1 − a1)
2)
∂E(l1(a1, P1))
∂a1
= 2P−11 (x
N
1 − a1) = 0
Obteniéndose así el primer parámetro que se desea onoer:
â1 = x
N
1 (4.30)
De la misma euaión empleada en la operaión anterior:
E(l1(a1, P1)|y1:N) = logP1 + P
−1
1 (P
N
1 + (x
N
1 − a1)
2)
∂E(l1(a1, P1))
∂P1
=
1
P1
−
1
P 21
(PN1 + (x
N
1 − a1)
2) = 0
De donde sale:
P̂1 = P
N
1 (4.31)
Para el álulo de los parámetros estimados Â y Q̂, se emplea otra de las euaiones:
E(l2(A,Q|y1:N) = NlogQ+Q
−1(Sx1x1 − 2ASx1x + A
2Sxx)
∂E(l2(A,Q))
∂A
= Q−1(−2Sx1x + 2ASxx) = 0
Y el parámetro A estimado resulta:
Â =
Sx1x
Sxx
(4.32)
E(l2(A,Q|y1:N) = NlogQ+Q
−1(Sx1x1 − 2ASx1x + A
2Sxx)
∂E(l2(A,Q))
∂Q
=
N
Q
−
1
Q2
(Sx1x1 − 2ASx1x + A
2Sxx) = 0
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Dando omo resultado un Q̂:
Q̂ =
1
N
(Sx1x1 − 2ÂSx1x + A
2Sxx) (4.33)
Por último, los dos parámetros que nos faltan (Ĉ R̂, serán resultado de derivar la euaión:
E(l3(C,R|y1:N) = NlogR +R
−1(Syy − 2CSyx + C
2Sxx)
∂E(l3(C,R))
∂C
= R−1(−2Syx + 2CSxx) = 0
Y de ahí:
Ĉ =
Syx
Sxx
(4.34)
E(l3(C,R|y1:N) = NlogR +R
−1(Syy − 2CSyx + C
2Sxx)
∂E(l3(C,R))
∂R
=
N
R
−
1
R2
(Syy − 2CSyx + C
2Sxx) = 0
En uya soluión se obtiene R̂:
R̂ =
1
N
(Syy − 2ĈSyx + Ĉ
2Sxx) (4.35)
Y una vez que se alulan todos los parámetros que se neesitan estimar, se van sustituyendo
de nuevo en la euaión iniial y se repite el proeso durante n iteraiones, parando uando se
llega a aquellos uya estimaión resulta ser la de máxima verosimilitud. Además, aunque EM
garantiza onvergenia, ésta puede ser a un máximo loal, por lo que se reomienda repetir el
proeso varias vees.
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Capítulo 5
PROCEDIMIENTO Y RESULTADOS
En los próximos apartados, se pasa a expliar el proedimiento y los distintos resultados
obtenidos en la apliaión de los diferentes métodos utilizados on el n de enontrar una
soluión óptima que se aproxima a la serie real de partida.
5.1. Generaión de datos
El trabajo realizado parte de la reaión de un sistema semejante al expliado "modelo espa-
io de los estados". Para ello, se tuvo que rear un programa que se enargara de generar series
de datos uyo omportamiento fuera el mismo que este modelo. A partir de unos parámetros
estableidos, se generan unos valores de x y de y y on ello, se tienen la series temporales que
se pretenden analizar.
Para iniiar el estudio e ir veriando la validez de los programas, se omenzó trabajando
on una únia serie temporal. Utilizando la funión (8.1.1) se genera una serie temporal a partir
de la ual se omienza a trabajar.
Como se explió anteriormente, el ltro de Kalman utiliza observaiones anteriores y pasadas
para predeir el estado atual. Si bien esto es suiente para alular la probabilidad del sistema,
esto es subóptimo para estimar la seuenia de estados. Para estimar la seuenia de datos se
debe utilizar todos los datos disponibles y para ello "kalman smoother"(más suave) produe
estas distribuiones.
Por tanto, se realiza una omparativa en gráas, para ver ómo se modia la serie temporal
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Figura 5.1: Serie Temporal: Modelo espaio estados
de partida uando se aplian estos dos ltros. En la gráa aparee en olor negro la serie
original, el azul el resultado tras la apliaión del Filtro de Kalman y en rojo la apliaión de
Kalman Smoother, quedando:
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Figura 5.2: Modelo espaio estados, Kalman Filter y Kalman Smoother
La gráa 5.2, que se ha obtenido on la ejeuión de 8.2.1, india omo on la apliaión
de estos ltros, los datos que se obtienen no presentan grandes pios, y el resultado es una serie
más homogénea
Extrapolando este resultado a un onjunto de m series temporales, (ver 8.1.1), se pueden
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generar m series temporales al azar a partir de unos parámetros iniiales y para garantizar que
el resultado sea el mismo ada vez que se ejeute, el programa siempre usará una semilla s que
permitirá jar que el valor de éstas siempre sea el mismo.
5.2. Parámetros iniiales
Los métodos que se van a estudiar, tienen omo nalidad enontrar unos parámetros esti-
mados que reproduzan de manera lo más similar posible el omportamiento de la serie. Para
empezar a funionar, neesitan un onjunto de datos iniiales y puesto que el únio dato de
partida que se tiene es el vetor de valores de la serie, hay que haer una eleión previa aera
del resto de parámetros iniiales que son neesarios para iniiar los proesos.
Una manera senilla, es haer uso del modelo AR(1)
yt = Φyt−1 + et+1 (5.1)
usando el ambio de variable: zt=yt, se tiene
zt+1 = Φzt + et+1 (5.2)
yt = 1zt (5.3)
que omparando este sistema on el del modelo de espaio de los estados (3.2 3.3) se tiene:
A = Φ ; C = 1 ; Q = et+1 ; R = 0 .
5.3. Apliaión del algoritmo Newton Raphson
Una vez que ya se tienen las series de partida, el objetivo es, a partir de unos datos observados
(los que se han generado on el programa anterior), onseguir un modelo, uyo omportamiento
se asemeje al de la serie real o de partida. Para ello, hay que onoer los parámetros de diho
modelo. Por tanto la nalidad será haer una estimaión de modelo, dando omo resultado que
parámetros se deben emplear para onseguir una aproximaión lo más exata posible.
Para lograr este objetivo, una posible vía de atuaión es haer uso del algoritmo de Newton
Raphson. Expliado en apítulos anteriores, se vio que era un método basado en la minimizaión
de funiones. En el aso a tratar, la funión que se busa optimizar es la de verosimilitud y
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omo lo que se desea es una buena estimaión, habrá que busar su máximo. Por otro lado,
puede surgir la duda de porqué emplear este método, si lo que se busa es maximizar la funión
de verosimilitud. Bastará pues, on haer un ambio de signo de la funión para que en lugar
de obtener on este método el mínimo, se obtenga el máximo busado.
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Figura 5.3: Comparativa datos reales on datos estimados por Newton Raphson
Debido a las diultades que suponía la implantaión de este método de forma direta, se
ha expliado el algoritmo BFGS que inluye algunas simpliaiones del modelo que lo haen
más ómodo a la hora de realizar los álulos. En este aso, ha sido éste el método empleado
para el ual también se ha tenido que haer uso de herramientas de álulo omo el hessiano. Se
ha heho uso de la funión optim de R, inluyendo la variante BFGS omo reeja el programa
8.2.2.
En la gura 5.3 se han expresado mediante dos gráas, los datos reales de la serie temporal
de partida y los datos resultantes a partir de los parámetros estimados on el método BFGS.
5.4. Apliaión del algoritmo EM
Continuado on el propósito de obtener los parámetros para onseguir maximizar la funión
de verosimilitud, se ha planteado otro método: uso del algoritmo EM. Su funionamiento se
explió previamente y si se reuerda brevemente su funionamiento, habría que álular la
funión de verosimilitud y a partir de ella alular su esperanza y maximizarla. Para ello, se
ha onstruído una funión que dados unos parámetros iniiales de partida simula el proeso
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iterativo en el que se basa este algoritmo (funión 8.1.4). La singularidad de este programa es
que es el usuario el que establee en qué momento nalizará el proeso de iteraión. Para ello se
ponen dos ondiiones: jar el número de iteraiones o jar un error relativo entre la estimaión
atual y la anterior. En el momento que se llegue a una de estas dos ondiiones el programa
naliza.
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Figura 5.4: Comparativa datos reales on datos estimados por algoritmo EM
En la gura 5.4 se han expresado mediante dos gráas, los datos reales de la serie tempo-
ral de partida (en negro) y los datos resultantes a partir de los parámetros estimados on el
algoritmo EM (gráa roja).
5.5. Balane de resultados
Veriar y omparar los métodos basándose en resultados obtenidos on una sola serie puede
resultar bastante inexato. Por ello, para omprobar la exatitud y validez de ambos, en lugar
de trabajar on una serie temporal, se ha proedido a utilizar una matriz formada por m series
temporales de n elementos ada una.
El proeso de generaión de los datos ha sido el mismo que en aso de una serie sin más que
añadir un proeso repetitivo en el ual se fueran formando distintas series jados los parámetros
y la semilla (8.1.1). Se han indiado también omo serían las funiones enargadas de obtener
el ltro de kalman y el kalman smoother dada una matriz de series temporales (8.1.2)(8.1.3),
aunque para realizar las simulaiones on los dos algoritmos, no será neesario el uso de éstas,
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si no que basta on emplear las funiones para una sola serie en ada iteraión on ada serie
en partiular.
En uanto a las instruiones a seguir respeto a la apliaión de los métodos, han sido
similares que en el aso simple, on la únia diferenia de que ahora la forma de almaenamiento
de la informaión de los resultados tendrá que ser una matriz en lugar de un vetor.
Puesto que se van a obtener m valores distintos de ada parámetros, se ha reado una
funión que dada una matriz de parametros resultado de m series temporales, reoge la media
de ada uno de sus parámetros, devolviendo un vetor uyo número de omponentes oinide
on el número de parámetros de una serie (media de todos)(8.1.5).
Por tanto, en ada uno de los algoritmos, el proeso se repite para ada una de las m series
temporales y al nal del proeso, se realiza una media de todos los resultados que han ido
teniendo los distintos parámetros en las series.
5.5.1. Histogramas de resultados Newton Raphson
Para estudiar la variabilidad de los datos, y su distribuión de freuenias, se han repre-
sentado histogramas de los distintos parámetros de las series que han sido estimados por ada
método. También para onoer la distribuión de los datos, se añaden los diagramas de ajas.
Es importante onoer en qué medida inuyen el número de series que se emplean y el
número de datos de ada serie. Es por eso que se van a plantear distintos asos en los uales,
sin variar los parámetros iniiales se omparen distintas situaiones en las uales m y n vayan
variando de un aso a otro
CASO 1) m= 120 series on n= 100 datos ada una
Parámetro A
El valor del parámetro A originario a partir del ual se forman las series reales, que más
tarde son estudiadas para onseguir su mejor estimaión es de
A = 0,5
y el parámetro iniial alulado mediante autorregresivo de tipo AR(1) tiene un valor de 0, 33
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Figura 5.5: Histograma y diagrama de ajas de Parámetro A
Parámetro C
El valor del parámetro C originario a partir del ual se forman las series reales, que más
tarde son estudiadas para onseguir su mejor estimaión es de
C = 1
y el parámetro iniial alulado mediante autorregresivo de tipo AR(1) tiene el mismo valor
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Figura 5.6: Histograma y diagrama de ajas de Parámetro C
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Parámetro Q
El valor del parámetro Q originario a partir del ual se forman las series reales, que más
tarde son estudiadas para onseguir su mejor estimaión es de
Q = 1
y el parámetro iniial alulado mediante autorregresivo de tipo AR(1) tiene un valor de 3, 12
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Figura 5.7: Histograma y diagrama de ajas Parámetro Q
Parámetro x0
El valor del parámetro x0 originario a partir del ual se forman las series reales, que más
tarde son estudiadas para onseguir su mejor estimaión es de
x0 = 0,9
y el parámetro iniial alulado mediante autorregresivo de tipo AR(1) tiene un valor de −0,91
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Figura 5.8: Histograma y diagrama de ajas Parámetro x0
Parámetro R
El valor del parámetro R originario a partir del ual se forman las series reales, que más tarde
son estudiadas para onseguir su mejor estimaión es de 2. Aunque se indió anteriormente que
se usaría el valor ero, omo parámetro iniial se ha reído onveniente, tras varias simulaiones,
sustituir ese valor por:
R =
Q0
4
Debido a ello la estimaión que se realiza en este proeso para el parámetro R es de valores
eranos a ero, por lo que por ello no se ha realizado un histograma
CASO 2) m= 1000 series on n= 100 datos ada una
En este aso, se mantienen todos los parámetros iguales pero vamos a aumentar el número
de series, aumentando el número de valores que habrá de ada parámetros. Los histogramas
ahora quedan asi:
Parámetro A
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Figura 5.9: Histograma y diagrama de ajas Parámetro A para aso de 1000 series
Parámetro C
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Figura 5.10: Histograma y diagrama de ajas Parámetro C para aso de 1000 series
Parámetro Q
Parámetro R
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Figura 5.11: Histograma y diagrama de ajas Parámetro Q para aso de 1000 series
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Figura 5.12: Histograma y diagrama de ajas Parámetro R para aso de 1000 series
Parámetro x0
CASO 3) m= 120 series on n=1000 datos ada una
En este terer aso, se ha aumentado el número de valores de ada serie respeto al apartado
primero y de nuevo se han introduido los mismos parámetros iniiales, obteniendo así:
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Figura 5.13: Histograma y diagrama de ajas Parámetro x0 para aso de 1000 series
Parámetro A
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Figura 5.14: Histograma y diagrama de ajas Parámetro A para aso de 1000 datos en ada
serie
Parámetro C
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Figura 5.15: Histograma y diagrama de ajas Parámetro C para aso de 1000 datos en ada
serie
Parámetro Q
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Figura 5.16: Histograma y diagrama de ajas Parámetro Q para aso de 1000 datos en ada
serie
Parámetro R
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Figura 5.17: Histograma y diagrama de ajas Parámetro R para aso de 1000 datos en ada
serie
Parámetro x0
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Figura 5.18: Histograma y diagrama de ajas Parámetro x0 para aso de 1000 datos en ada
serie
5.5.2. Histogramas de resultados EM
CASO 1) m= 120 series on n= 100 datos ada una
5.5. BALANCE DE RESULTADOS 63
Parámetro A
Tanto el parámetro originario A sobre el ual se obtienen los datos, omo el iniial A0 son
los mismos que en aso del algoritmo Newton Raphson
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Figura 5.19: Histograma y diagrama de ajas de Parámetro A
Parámetro C
Tanto el parámetro originario C sobre el ual se obtienen los datos, omo el iniial C0 son
los mismos que en aso del algoritmo Newton Raphson
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Figura 5.20: Histograma y diagrama de ajas de Parámetro C
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Parámetro Q
Tanto el parámetro originario Q sobre el ual se obtienen los datos, omo el iniial Q0 son
los mismos que en aso del algoritmo Newton Raphson
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Figura 5.21: Histograma y diagrama de ajas de Parámetro Q
Parámetro R
Tanto el parámetro originario R sobre el ual se obtienen los datos, omo el iniial R0 son
los mismos que en aso del algoritmo Newton Raphson
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Figura 5.22: Histograma y diagrama de ajas de Parámetro R
5.5. BALANCE DE RESULTADOS 65
Parámetro x0
Tanto el parámetro originario x0 sobre el ual se obtienen los datos, omo el iniial son los
mismos que en aso del algoritmo Newton Raphson
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Figura 5.23: Histograma y diagrama de ajas de Parámetro x0
CASO 2) m= 1000 series on n= 100 datos ada una
En este aso, se mantienen todos los parámetros iguales pero va a modiar el número total
de series generadas, y de esta manera habrá mayor número de valores de ada parámetro, ya
que de ada serie se obtiene una estimaión de ada uno de ellos. El número total de datos que
ontiene ada serie no se modia para de esa manera ver on más laridad la inuenia de este
fator.
Los histogramas ahora quedan así:
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Parámetro A
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Figura 5.24: Histograma y diagrama de ajas Parámetro A para aso de 1000 series
Parámetro C
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Figura 5.25: Histograma y diagrama de ajas Parámetro C para aso de 1000 series
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Parámetro Q
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Figura 5.26: Histograma y diagrama de ajas Parámetro Q para aso de 1000 series
Parámetro R
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Figura 5.27: Histograma y diagrama de ajas Parámetro R para aso de 1000 series
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Parámetro x0
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Figura 5.28: Histograma y diagrama de ajas Parámetro x0 para aso de 1000 series
CASO 3) m= 120 series on n=1000 datos ada una
En este terer aso, se ha aumentado el número de valores de ada serie respeto al apartado
primero y de nuevo se han introduido los mismos parámetros iniiales, obteniendo así:
Parámetro A
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Figura 5.29: Histograma y diagrama de ajas Parámetro A para aso de 1000 datos en ada
serie
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Parámetro C
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Figura 5.30: Histograma y diagrama de ajas Parámetro C para aso de 1000 datos en ada
serie
Parámetro Q
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Figura 5.31: Histograma y diagrama de ajas Parámetro Q para aso de 1000 datos en ada
serie
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Parámetro R
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Figura 5.32: Histograma y diagrama de ajas Parámetro R para aso de 1000 datos en ada
serie
Parámetro x0
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Figura 5.33: Histograma y diagrama de ajas Parámetro x0 para aso de 1000 datos en ada
serie
Capítulo 6
CONCLUSIONES
El objetivo de este apítulo es extraer onlusiones a partir de los resultados obtenidos en
las distintas experimentaiones realizadas. Se pretende analizar y omparar los dos métodos y
para ello se van a seguir una serie de riterios omo son:
• Variabilidad de datos de las series en ada método
• Tiempo de ejeuión de ada uno de los algoritmos
• Calidad de la estimaión mediante la omparaión de los parámetros estimados frente a
los parámetros de la serie original.
6.1. Variabilidad de los datos obtenidos
Para extraer onlusiones aera de la variabilidad de los datos obtenidos, se hae uso de
los histogramas y de los distintos asos analizados.
Es importante darse uenta que en el sistema analizado de m series de n datos, uando se
aumenta el número de datos de las series, n, no aumenta el número de parámetros totales, puesto
que por ada serie, sigue habiendo el mismo número de parámetros. Sin embargo, uando se
modia el número de series del sistemam, se produe un aumento en el número de estimadores
que se tiene en total. Estas dos alaraiones son importantes a la hora de entender los resultados
que se han obtenido. A ontinuaión se reogen los distintos histogramas para ada algoritmo.
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CASO 1 CASO 2 CASO 3
Figura 6.1: Resumen histogramas según los distintos asos algoritmo Newton Raphson
Comenzando de lo general a lo partiular, en su onjunto, los asos 2 y 3 en general presentan
en uanto a distribuión normal de los parámetros, mejor omportamiento, es deir, los asos
en los que de una manera u otra se ha aumentado el número de datos. La expliaión de este
heho reae en una propiedad que se vio en el apartado del método de máxima verosimilitud,
donde se deía que : ..al aumentar el número de datos on los que se trabaje, habrá mayor
probabilidad de que éstos tengan distribuión normal.
Por otro lado, hay que tener en uenta que un sistema de euaiones, tiene innitos sistemas
equivalentes que dan el mismo resultado, lo que lleva a pensar que on el uso de estos algoritmos,
aunque se obtienen valores similares a los datos observados, se puede estar haiendo uso de
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CASO 1 CASO 2 CASO 3
Figura 6.2: Resumen histogramas según los distintos asos algoritmo EM
sistemas equivalentes al del modelo espaio de los estados omo por ejemplo, el sistema:
Tzt+1 = ATzt + wt (6.1)
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yt = CTzt + vt (6.2)
donde se ha heho un ambio de variable:
xt = TzT (6.3)
y por ello los valores que se obtienen no serían los mismos, si no que habría un fator que
estaría multipliando al parámetro de partida y de ahí esa diferenia.
Otra idea es la dependenia del resultado on los parámetros elegidos al iniio. Se observa en
los histogramas que el valor iniial del que se parte por lo general no diere muho en los valores
que se obtienen al nal del proeso. Así en el aso del parámetro A, el valor que se estima A0
tiene un valor de 0,33 y omo se observa en las gráas tanto de un método omo de otro, era
de ese valor se sitúa el entro de la gráa y las variaiones haia los extremos no son de gran
amplitud. Otro ejemplo aún más laro es el del parámetro Q, uyo valor iniial Q0 es 3.12 y
la variabilidad de los datos es aun más reduida que en aso del parámetro A. La diferenia
entre parámetros de las distintas variabilidades, esta también relaionada on la eleión iniial,
puesto que ambos métodos realizan el mismo proeso para todos los parámetros.
El grado en el ual afeta la eleión de los parámetros a un método y a otro, es similar,
siendo muy importante en ambos métodos.
6.2. Tiempo de resoluión
El tiempo de ejeuión puede ser una ondiión importante a la hora de seleionar un
método u otro, puesto que en ualquier proeso produtivo, ualquier ahorro de tiempo es
equivalente a un ahorro eonómio. Por tanto, onviene que la resoluión del problema se
resuelva de la forma más rápida siempre y uando los resultados obtenidos sean igual de buenos.
En este estudio, tras la ejeuión de ambos programas ada uno en numerosas oasiones, se
onluye que el método que tiene un tiempo de ejeuión menor es el algoritmo EM, es deir,
es el método más eiente.
Una de las ausas que produe ese retraso en el tiempo de ejeuión en el algoritmo de
Newton Raphson, es el empleo de la funión optim . Está funión simula el algoritmo mediante
el empleo del método BFGS. Como ya se omentó en anteriores apítulos, aunque este método
simplia muho el álulo en el método, sigue siendo neesario el álulo del hessiano en ada
iteraión, lo que produe tardanza frente al algoritmo EM.
Por otro lado, el tiempo de ejeuión en el algoritmo EM, también depende de las ondiiones
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que se esojan omo el número de iteraiones que se desea realizar o el error ometido al
omparar los valores que se van obteniendo frente a los pasados. Cuanto más restritivas son
estas ondiiones, mayor es el tiempo que tarda en ejeutarse, siendo aún así, más eiente
frente a Newton Raphson
6.3. Calidad en la estimaión: Error de estimaión.
El error de estimaión da una idea muy lara aera de lo buena o mala que puede ser una
estimaión y en este aso, el método que hemos empleado para alularla. Cuanto menor sea el
error, más similares serán los datos de partida y los estimados, ya que el valor del mismo está
relaionado on la diferenia de valores reales y estimados.
Existen muhos tipos de error. En este aso, se ha empleado el error uadrátio medio. Éste
da una medida estadístia de la dispersión de las posiiones aluladas en torno a la "posiión
mejor ajustada". A menor EMC mayor preisión.
El programa que se ha seguido para el álulo del error, se enuentra en 8.2.4. Haiendo uso
de la funión Filtro de Kalman y los resultados del programa enargado de ejeutar el algoritmo
orrespondiente, se obtiene el valor estimado. Este valor junto on el observado son los que se
omparan para deidir el error de álulo que se ha ometido en el algoritmo.
En el uadro que se presenta a ontinuaión se reogen los valores de error obtenidos para
ada uno de los asos en ada algoritmo:
Caso Algoritmo Error estimaión
1 Newton Raphson 2.26
1 EM 1.75
2 Newton Raphson 2.265
2 EM 1.75
3 Newton Raphson 2.30
3 EM 1.78
Cuadro 6.1: Resultados obtenidos tras el álulo del error
Para analizar los datos obtenidos se van a seguir dos líneas. Por un lado se estudiarán las
diferenias respeto a los asos y por otra la diferenia entre métodos. Entre asos dentro de
ada uno de los algoritmos apenas existe diferenia, siendo el error algo mayor en el aso tres
y prátiamente igual en el aso 1 y 2. Esto es debido a que en el aso 3 se aumenta el número
de datos de ada serie, y por tanto al existir mas valores observados hay mayor probabilidad
de que aumente el error de estimaión.
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Comparando los resultados obtenidos para EM y los obtenidos para Newton Raphson se
puede ver que el error ometido en EM es inferior que en Newton Raphson, lo que se tradue
en una mejor estimaión de los parámetros.
De nuevo, el método EM, resulta ser el más adeuado, ya que presenta mas ventajas que
Newton Raphson: es más rápido omo se vio en el apartado anterior, y más preiso. Por tanto
tras el estudio de los distintos fatores, se onluye que el mejor de los dos algoritmos es el
EM. No hay que olvidarse, que a pesar de que en este estudio ha resultado más desfavorable,
el algoritmo Newton Raphson es un método muy genério uyo uso tiene una gran extensión
en numerosas apliaiones, mientras que el algoritmo EM queda reduido a un ampo más
restringido en el ual, funiona mejor que Newton.
Capítulo 7
PLANIFICACIÓN TEMPORAL Y
PRESUPUESTO
7.1. Planiaión temporal
1.Trabajo previo.
• 1.1 Repaso materias relaionadas on el tema.
◦ 1.1.1 Letura apuntes Estadístia y modelos de regresión.
◦ 1.1.2 Letura de apuntes Cálulo.
◦ 1.1.3 Letura de apuntes Álgebra.
• 1.2 Búsqueda de informaión y ompresión de los objetivos.
◦ 1.2.1 Expliaión del Tutor.
◦ 1.2.2 Doumentaión de series temporales
◦ 1.2.3 Doumentaión de modelo espaio de los estados.
◦ 1.2.4 Estudio de métodos Newton Raphson y algoritmo EM
• 1.3 Repaso del uso de R.
◦ 1.3.1 Profundizaión en el uso de R, reaión de funiones, gráos.
2. Implementaión R.
• 2.1 Construión de primeros programas.
◦ 2.1.1 Generaión de primeras funiones y primeros ejeutables
◦ 2.1.2 Comprensión de errores ometidos y soluión a los mismos.
• 2.2 Apliaión al modelo espaio estados.
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• 2.3 Apliaión al métodos utilizados para el análisis.
• 2.4 Soluión de todos los problemas surgidos en la implementaión de todas las
funiones y programas.
3. Análisis de resultados.
• 3.1 Comprensión de los primeros resultados.
◦ 3.1.1 Interpretaión de los resultados.
◦ 3.1.2 Modiaión de errores ometidos.
• 3.2 Estudio de resultados de las distintas métodos.
• 3.3 Comparaión entre los métodos.
• 3.4 Conlusiones.
4. Redaión de la memoria.
• 4.1 Tutorial Latex mediante manual.
• 4.2 Redaión del doumento iniial.
• 4.3 Revisión y orreión del doumento iniial.
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7.2. Esquema tiempo empleado
D
TRABAJO PREVIO 
25
Repaso materias 6
Búsqueda información 
12
Repaso uso R 7 7
IMPLEMENTACIÓN R 
68
12
18
24
Solución de errores 14
ANÁLISIS RESULTADOS 
39
13
Estudio de resultados 7
13
Conclusiones 6
MEMORIA 
30
Manual Latex 5
Redacción documento 18
Revision y corrección 7
17-jul
Primeros programas
Modelo espacio estados
Métodos de análisis
Comprensión resultados
Comparación y balance
17-abr 01-may 15-may 05-jun 19-jun 03-jul
JUNIO JULIO
09-ene 23-ene 06-feb 20-feb 06-mar 20-mar 03-abr
ENERO FEBRERO MARZO ABRIL MAYO
Figura 7.1: Tiempo empleado en las tareas del trabajo
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7.3. Presupuesto
7.3.1. Elementos empleados
Se trata de un trabajo meramente teório. A ontinuaión se remaran las herramientas
empleadas para su elaboraión así omo el tiempo empleado en la utilizaión de ada una de
ellas.
Material físio
Elemento Cantidad Tiempo(horas)
Ordenador portátil 1 400
Cuadro 7.1: Hardware empleado
Programas empleados
Nombre Tiempo(horas)
Rx64 3.1.1 260
RStudio 260
MikTex 100
TexMaker 100
Adobe Reader Touh 100
Mirosoft Oe Exel 20
Mirosoft Oe Word 20
Cuadro 7.2: Programas utilizados para la realizaión del proyeto
Mano de obra
Reurso Tiempo(horas)
Trabajo estudiante 400
Trabajo tutor 50
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7.3.2. Costes
Conoidos los tiempos y amortizaiones de los distintos elementos detallados en el apartado
anterior, se pasan a detallar los ostes que suponen la elaboraión del proyeto:
Material Físio
La amortizaión del equipamiento informátio (equipos para proeso de informaión)tiene
un período de amortizaión máxima de 8 años, pudiendo apliar un oeiente de hasta el 25
por iento. Se le va apliar una amortizaión de 4 años on un oeiente de 50 por iento sobre
el importe pendiente en el primer año.
Elemento Cantidad Preio Amortizaión Coste en euros
Ordenador portátil 1 700 50 350
TOTAL 350
Cuadro 7.3: Coste del Material Físio
Programas empleados
En el aso de la amortizaión del programas informátios se tiene un período de amortizaión
máxima de 6 años, pudiendo apliar un oeiente máximo de hasta el 33 por iento. Se le va
apliar una amortizaión por igual a todos los programas on un oeiente del 16,6.
Programa Cantidad Preio Amortizaión Coste en euros
Rx64 3.1.1 1 Software libre
RStudio 1 Software libre
MikTex 1 Software libre
TexMaker 1 Software libre
Adobe Reader Touh 1 Software gratuito
Mirosoft Oe 1 540 16,6 90,00
Software Antivirus 1 100 16,6 16,6
TOTAL 106,6
Cuadro 7.4: Coste del software
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Mano de obra
Conoidas las horas trabajadas, se onoe el oste que supone ese trabajo
Reurso N
o
de horas Preio por hora Coste en euros
Trabajo del estudiante 400 13 5200
Trabajo del tutor 50 36 1800
TOTAL 7000
Cuadro 7.5: Coste de la mano de obra
7.3.3. Presupuesto nal
Sumando todos los ostes desglosados en el apartado anterior, se tiene un oste nal de:
Conepto Coste en euros
Material físio 350
Programas/Software 106,6
Mano de obra 7000
TOTAL 7456,6
Cuadro 7.6: Presupuesto Final
Capítulo 8
APÉNDICE: CÓDIGO R
8.1. Funiones empleadas
8.1.1. Espaio de los estados
Generaión de una únia serie on n omponentes
e spa  i o e s t ado s= fun t i on ( a ,  ,Q,R, x1 , n , s ){
s e t . seed ( s )
w=rnorm (n , 0 , s q r t (Q) )
v=rnorm (n , 0 , s q r t (R) )
x=rep (0 , n )
y=rep (0 , n )
x [1 ℄= x1
f o r ( t in 1 : ( n−1)){
x [ t+1℄=a∗x [ t ℄+w[ t ℄
}
f o r ( t in 1 : n){
y [ t ℄=∗x [ t ℄+v [ t ℄
}
re turn ( l i s t (x=x , y=y ) )
}
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Generaión de m series on n omponentes ada una
espaioestadosMC= fun t i on ( a ,  ,Q,R, x1 , n ,m, s ){
xmat=matrix ( nrow=m, no l=n)
ymat=matrix ( nrow=m, no l=n)
s e t . seed ( s )
f o r ( i in 1 :m){
w=rnorm (n , 0 , s q r t (Q) )
v=rnorm (n , 0 , s q r t (R) )
xmat [ i ,1 ℄= x1
f o r ( t in 1 : ( n−1)){
xmat [ i , t+1℄=a∗xmat [ i , t ℄+w[ t ℄
}
f o r ( t in 1 : n){
ymat [ i , t ℄=∗xmat [ i , t ℄+v [ t ℄
}
}
return ( l i s t ( x=xmat , y=ymat ) )
}
8.1.2. Filtro de Kalman
Apliaión dada una únia serie
f i l t r o ka lman= fun t i on (y , a ,  ,Q,R, x0 , p0 ){
l o g l i k=rep (0 , n )
l o g l i k [1 ℄=0
n=length (y )
x=rep (0 , n+1)
p=rep (0 , n+1)
xk=rep (0 , n )
pk=rep (0 , n )
x [1 ℄= x0
p [1 ℄=p0
e=rep (0 , n)
s=rep (0 , n)
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k=rep (0 , n )
f o r ( t in 1 : n){
e [ t ℄=y [ t ℄−∗x [ t ℄
s [ t ℄=^2∗p [ t ℄+R
k [ t ℄=( ∗p [ t ℄ ) / s [ t ℄
xk [ t ℄=x [ t ℄+k [ t ℄∗ e [ t ℄
pk [ t ℄=(1−k [ t ℄∗  )∗p [ t ℄
x [ t+1℄= a∗xk [ t ℄
p [ t+1℄=a∗a∗pk [ t ℄+Q
l o g l i k [ t+1℄ = l o g l i k [ t ℄ − 0 .5∗ l og (2∗ pi ) − 0 .5∗ l og ( s [ t ℄ ) − 0 .5∗ ( e [ t ℄∗ e [ t ℄ / s [ t ℄ )
}
re turn ( l i s t (x=x , p=p , e=e , s=s , k=k , xk=xk , pk=pk , l o g l i k=l o g l i k ) )
}
Apliaión dadas m series
f i ltrokalmanMC= fun t i on (y , a ,  ,Q,R, x0 , p0 , n ,m){
l o g l i k=matrix (nrow=n+1, no l=m)
x=matrix ( nrow=n+1, no l=m)
p=matrix ( nrow=n+1, no l=m)
xk=matrix (nrow=n , no l=m)
pk=matrix (nrow=n , no l=m)
e=matrix ( nrow=n , no l=m)
s=matrix ( nrow=n , no l=m)
k=matrix ( nrow=n , no l=m)
f o r ( i in 1 :m){
f o r ( t in 1 : n){
l o g l i k [ t ,1 ℄=0
x [ t ,1 ℄= x0
p [ t ,1 ℄=p0
e [ t , i ℄=y [ t , i ℄−∗x [ t , i ℄
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s [ t , i ℄=^2∗p [ t , i ℄+R
k [ t , i ℄=( ∗p [ t , i ℄ ) / s [ t , i ℄
xk [ t , i ℄=x [ t , i ℄+k [ t , i ℄∗ e [ t , i ℄
pk [ t , i ℄=(1−k [ t , i ℄∗  )∗p [ t , i ℄
x [ t+1, i ℄= a∗xk [ t , i ℄
p [ t+1, i ℄=a∗a∗pk [ t , i ℄+Q
l o g l i k [ t+1, i ℄= l o g l i k [ t , i ℄−0.5∗ l og (2∗ pi )−0.5∗ l og ( s [ t , i ℄ )−0.5∗( e [ t , i ℄∗ e [ t , i ℄ / s [ t , i ℄ )
}}
return ( l i s t ( x=x , p=p , e=e , s=s , k=k , xk=xk , pk=pk , l o g l i k=l o g l i k ) )
}
8.1.3. Funión Kalman Smoother
Apliaión dada una únia serie
smoother=fun t i on (x , p , xk , pk , a , n){
xs=rep (0 , n+1)
ps=rep (0 , n+1)
pss=rep (0 , n)
pss [ n℄=a∗pk [ n ℄
xs [ n+1℄=x [ n+1℄
ps [ n+1℄=p [ n+1℄
f o r ( t in (n+1):2){
Jt1=pk [ t−1℄∗a/p [ t ℄
xs [ t−1℄=xk [ t−1℄+Jt1 ∗( xs [ t ℄−x [ t ℄ )
ps [ t−1℄=pk [ t−1℄+Jt1 ^2∗(ps [ t ℄−p [ t ℄ )
}
f o r ( t in (n−1):1){
Jt=pk [ t ℄∗ a/p [ t+1℄
pss [ t ℄= ps [ t +1℄∗Jt
}
return ( l i s t ( xs=xs , ps=ps , pss=pss ) )
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Apliaión dadas m series
smootherMC=fun t i on (x , p , xk , pk , a , n ,m){
xs=matrix (nrow=n+1, no l=m)
ps=matrix (nrow=n+1, no l=m)
pss=matrix ( nrow=n , no l=m)
pss [ n ,m℄=a∗pk [ n ,m℄
xs [ n+1,m℄=x [ n+1,m℄
ps [ n+1,m℄=p [ n+1,m℄
f o r ( i in m){
f o r ( t in (n+1):2){
Jt1=pk [ t−1,m℄∗ a/p [ t ,m℄
xs [ t−1,m℄=xk [ t−1,m℄+Jt1 ∗( xs [ t ,m℄−x [ t ,m℄ )
ps [ t−1,m℄=pk [ t−1,m℄+Jt1^2∗( ps [ t ,m℄−p [ t ,m℄ )
}
f o r ( t in (n−1):1){
Jt=pk [ t ,m℄∗ a/p [ t+1,m℄
pss [ t ,m℄= ps [ t+1,m℄∗ Jt
}}
return ( l i s t ( xs=xs , ps=ps , pss=pss ) )
}
8.1.4. Funión EM
En esta funión, se siguen los pasos teórios que ya fueron expliados en el apartado teório
orrespondiente al método EM. Para llamar a la funión se neesitan un onjunto de valores y,
unos parámetros iniiales, el número máximo de iteraiones que el usuario quiere realizar y un
error mínimo en la estimaión.
Apliaión a una únia serie
em=fun t i on (y ,A0 ,C0 ,Q0,R0 , a10 , P10 , maxiter , d e l ){
n = length (y )
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A=A0
C=C0
Q=Q0
R=R0
a1=a10
P1=P10
l o g l i k 0 = rep (0 , maxiter+1)
syy= 0 # es to se puede saa r fue ra de l whi l e
f o r ( t in 1 : n ){
syy= syy+ y [ t ℄^2
}
i t e r=1
d=1
whi l e ( ( i t e r<=maxiter ) && (d>=de l ) ){
p r i n t (  ( i t e r , maxiter , d , de l ) )
f e = f i l t r oka lman (y ,A,C,Q,R, a1 , P1)
se= smoother ( fe$x , fe$p , fe$xk , fe$pk ,A, n)
#obtenemos de aqui xn y pn
xn=se$xs
pn=se$ps
pnn=se$ps s
sx1x1=0
sx1x=0
sxx= 0
syx= 0
f o r ( t in 1 : n ){
sx1x1 = sx1x1 + pn [ t+1℄ + xn [ t+1℄^2
sx1x = sx1x + pnn [ t ℄ + xn [ t+1℄∗xn [ t ℄
sxx = sxx + pn [ t ℄ + xn [ t ℄^2
syx = syx + y [ t ℄∗ xn [ t ℄
}
#PASO M
#parametros est imados
8.1. FUNCIONES EMPLEADAS 89
a1 = xn [ 1 ℄
P1 = pn [ 1 ℄
A = sx1x/sxx
Q = ( sx1x1−2∗A∗ sx1x+A^2∗ sxx )/n
C = syx/sxx
R = ( syy−2∗C∗ syx+C^2∗ sxx )/n
# ond i  i one s de l whi l e
l o g l i k 0 [ i t e r ℄ = f e $ l o g l i k [ n+1℄
i f ( i t e r > 1){
d= abs ( ( l o g l i k 0 [ i t e r ℄− l o g l i k 0 [ i t e r −1℄)/ l o g l i k 0 [ i t e r −1℄ )
}
i t e r=i t e r+1
}
param= (A,C,Q,R, a1 , P1)
r e s=l i s t ( param=param , l o g l i k=l o g l i k 0 [ 1 : ( i t e r −1) ℄ )
re turn ( r e s=r e s )
}
8.1.5. Media Parámetros
Cuando en lugar de trabajar on una serie, se trabajan on varias de ellas, para veriar lo
bueno que puede resultar el método empleado de estimaión, se puede reurrir a trabajar on la
media de ada parámetro. Por ello, se rea una funión que dada una matriz y sus dimensiones,
devuelva un vetor uyas omponentes sean la media de ada uno de los parámetros.
medianr=fun t i on ( nr , n ,m){
r e s=rep (0 , n )
sum=0
f o r ( j in 1 : n ){
f o r ( i in 1 :m){
sum=sum+nr [ i , j ℄
}
r e s [ j ℄=sum/m
sum=0
}
return ( r e s=r e s )
}
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8.2. Programas: Código ejeuión
8.2.1. Generaión de datos
El siguiente sript inluye las tres funiones desritas en el apartado anterior. Con este
ódigo, se genera un modelo de espaio de estados, utilizando los valores elegidos, se le aplia
a la serie de datos un ltro de Kalman y por otro lado también la funión smoother. En ada
aso se va generando una gráa y el resultado es la superposiión de las tres gráas, donde
en negro apareerá la x orrespondiente al resultado de la funión espaio estados, en azul los
datos del ltro de Kalman y en rojo los datos "suavizados"de la funión smoother.
rm( l i s t=l s ( ) )
soure (" e spa  i o e s t ado s .R")
a=0.5
=1
Q=1
R=2
x1=0.9
n=100
s=2
v=e spa  i o e s t ado s (a ,  ,Q,R, x1 , n , s )
y=v$y
p lo t ( v$x , type=" l ")
soure (" ka lman f i l t e r .R")
x0=1.3
p0=0.6
m=f i l t r oka lman (y , a ,  ,Q,R, x0 , p0 )
l i n e s (m$xk ,  o l="red ")
soure (" smoother .R")
x=m$x
p=m$p
xk=m$xk
pk=m$pk
t=smoother (x , p , xk , pk , a , n )
l i n e s ( t$xs ,  o l="blue ")
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8.2.2. Método algoritmo Newton Raphson
Programa que realiza sólo el método para una sóla serie
Este problema, genera la serie de datos sobre la ual se va a trabajar, a partir de unos
parámetros que son elegidos por el usuario. Los parámetros iniiales se obtienen a partir de un
modelo de autorregresivo AR(1).
rm( l i s t=l s ( ) )
soure (" e spa  i o e s t ado s .R")
soure (" ka lman f i l t e r .R")
a=0.5
=1
Q=1
R=2
x1=0.9
n=100
s=2
v=e spa  i o e s t ado s ( a ,  ,Q,R, x1 , n , s )
y=v$y
Z=ar (y ,FALSE, 1 )
a0=Z$ar
0=1
Q0=sq r t ( Z$var . pred )
R0=Q0∗1e−4
x0=0
P0=1−a0^2
l i nn=fun t i on ( para ){
a=para [ 1 ℄
=para [ 2 ℄
Q=para [ 3 ℄^2
R=para [ 4 ℄^2
x0=para [ 5 ℄
P0=para [ 6 ℄^2
k f=f i l t r oka lman (y , a ,  ,Q,R, x0 , P0)
return (− k f $ l o g l i k [ n+1℄)
}
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i n i t . par= ( a0 , 0 ,Q0 ,R0 , x0 , P0)
e s t=optim ( i n i t . par , l inn ,NULL, method="BFGS" ,
he s s i an=TRUE, on t r o l=l i s t ( t r a  e=1,REPORT=1))
Programa que realiza el método para m series
rm( l i s t=l s ( ) )
soure (" espa ioes tadosm .R")
soure (" ka lman f i l t e r .R")
a=0.5
=1
Q=1
R=2
x1=0.9
n=100
m=120
s=2
v=espaioestadosMC(a ,  ,Q,R, x1 , n ,m, s )
nr=matrix ( nrow=m, no l=6)
f o r ( i in 1 :m){
y=v$y [ i , ℄
Z=ar (y ,FALSE, 1 )
a0=Z$ar
0=1
Q0=Z$var . pred
R0=Q0∗1e−1
x0=0
P0= Q0/(1−a0^2)
l i nn=fun t i on ( para ){
a=para [ 1 ℄
=para [ 2 ℄
Q=para [ 3 ℄^2
R=para [ 4 ℄^2
x0=para [ 5 ℄
P0=para [ 6 ℄^2
k f=f i l t r oka lman (y , a ,  ,Q,R, x0 , P0)
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return (− k f $ l o g l i k [ n+1℄)
}
i n i t . par= ( a0 , 0 , s q r t (Q0) , s q r t (R0) , x0 , s q r t (P0 ) )
e s t=optim ( i n i t . par , l inn ,NULL, method="BFGS" , he s s i an=TRUE, on t r o l=l i s t ( t r a  e=1,REPORT=1))
nr [ i , ℄= e s t$par
}
Programa ompleto on método Newton Raphson
rm( l i s t=l s ( ) )
soure (" espa ioes tadosm .R")
soure (" ka lman f i l t e r .R")
soure ("mediaNR .R")
a=0.5
=1
Q=1
R=2
x1=0.9
n=100
m=120
s=2
v=espaioestadosMC(a ,  ,Q,R, x1 , n ,m, s )
nr=matrix (nrow=m, no l=6)
f o r ( i in 1 :m){
y=v$y [ i , ℄
Z=ar (y ,FALSE, 1 )
a0=Z$ar
0=1
Q0=Z$var . pred
R0=1e−8
x0=y [ 1 ℄
P0= var (y/0 )
l i nn=fun t i on ( para ){
a=para [ 1 ℄
=para [ 2 ℄
Q=para [ 3 ℄^2
R=para [ 4 ℄^2
x0=para [ 5 ℄
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P0=para [ 6 ℄^2
k f=f i l t r oka lman (y , a ,  ,Q,R, x0 , P0)
return (− k f $ l o g l i k [ n+1℄)
}
i n i t . par= ( a0 , 0 , s q r t (Q0) , s q r t (R0) , x0 , s q r t (P0 ) )
e s t=optim ( i n i t . par , l inn ,NULL, method="BFGS" ,
he s s i an=TRUE, on t r o l=l i s t ( t r a  e=1,REPORT=1))
nr [ i , ℄= e s t$par
mediaNR=medianr ( nr , 6 , 1 20 )
p r i n t (mediaNR)
}
8.2.3. Método algoritmo EM
rm( l i s t=l s ( ) )
soure (" espa ioes tadosm .R")
soure (" ka lman f i l t e r .R")
soure (" smoother .R")
soure ("EM.R")
soure ("mediaNR .R")
maxiter=1000
de l =0.0001
a=0.5
=1
Q=1
R=2
x1=0.9
n=100
m=120
s=2
v=espaioestadosMC(a ,  ,Q,R, x1 , n ,m, s )
emres=matrix ( nrow=m, no l=6)
pred i =rep (0 , n )
f o r ( i in 1 :m){
y=v$y [ i , ℄
Z=ar (y ,FALSE, 1 )
a0=Z$ar
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0=1
Q0=Z$var . pred
R0=1e−8
x0=y [ 1 ℄
P0= var (y/0 )
fun ion=em(y , a0 , 0 ,Q0,R0 , x0 , P0 , maxiter , d e l )
emres [ i , ℄= fun ion
mediaEM=medianr ( emres , 6 , 1 20 )
}
p r i n t (mediaEM)
8.2.4. Cálulo del error de estimaión
Los valores de n y m van ambiando en funión del aso que se esté estudiando, la variable
emres orresponde al algoritmo EM (matriz que reoge los valores de los parámetros de ada
serie), mientras que uando se quiere alular el error para el algoritmo Newton Raphson, basta
on indiar que ese valor sea NR1( matriz que reoge los valores de los parámetros de ada serie).
n=1000
m=120
ECM=0
s e r i e=1
emres=NR1
f o r ( s e r i e in 1 :m){
ka l =f i l t r oka lman ( v$y [ s e r i e , ℄ , emres [ s e r i e , 1 ℄ , emres [ s e r i e , 2 ℄ ,
emres [ s e r i e , 3 ℄ , emres [ s e r i e , 4 ℄ , emres [ s e r i e , 5 ℄ , emres [ s e r i e , 6 ℄ )
e s t ima ion = emres [ s e r i e , 2 ℄ ∗ kal$x
ECM=sq r t ( mean( ( v$y [ s e r i e , ℄− es t ima ion )^2 ) )
}
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