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In this article we study the behaviour of translation invariant experiments. The 
main result establishes necessary and sufficient conditions for the local 
approximation of a sequence of suitably normalized product experiments by 
Gaussian shifts with respect to the weak convergence. Moreover, it turns out that 
the local asymptotically normal (LAN) condition with uniform remainders with 
respect to the local parameter can be characterized in terms of the local behaviour 
of the Hellinger distances. This result depends on the fact that a convergent 
sequence ,Z?$ is always equicontinuous if & is convergent. The result answers a 
question which has been posed in the author’s article about “the convergence of 
almost regular statistical experiments to Gaussian shifts” (In Proceedings, 4th Pan- 
nonian Sympos. Math. Statist., Bad Tatzmannsdorf, 1983). The proofs rely on a 
theorem showing that binary experiments can be treated by positive definite 
functions. 0 1986 Academic Press. Inc. 
The local approximation of a normalized sequence of experiments 
4, = F-J’, a”, U’~.o)oe R k) by Gaussian shifts is one of the most important 
areas in asymptotic statistics. In the past various conditions for the validity 
of a LAN expansion (local asymptotically normal) of the corresponding 
likelihood processes were published, cf. LeCam [9], Hajek [3], Ibragimov 
and Has’minskii [4]. The results are based on the fundamental paper of 
LeCam [9]. Stronger approximations were considered by LeCam [8], 
Michel and Pfanzagl [13], Milbrodt [14, 151. 
In the literature there exists a number of known examples--called almost 
regular experiments-where the LAN condition is fulfilled but the standard 
assumptions, the L2-differentiability of LeCam, are violated. In a preceding 
paper [6] the author made an attempt to attack the problem for trans- 
lation invariant experiments E = (52, ‘?I, (Ps)e, Rk). In this connection a 
partial answer was given. If, roughly speaking, the square of the Hellinger 
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distance t + d2(P0, P,,) is regularly varying at 0 (for all x E [Wk - (0)) with 
the exponent p = 2, then there exists a Gaussian shift which is a weak 
accumulation point of E,. 
This paper aims to show that the condition mentioned above is 
necessary and sufficient for the LAN condition. Moreover, it turns out that 
for continuous translation invariant experiments the convergence of E, is 
equivalent to the equicontinuity of the sequence. Thus the LAN condition 
implies a LAN condition with uniform remainders w.r.t. the local 
parameter. The arguments can also be used to prove equicontinuity of 
general sequences U6” E” which yield stable limit experiments in the sense 
of Strasser [IS]. 
The proof are based on a transform for binary experiments which 
introduces the connection to positive definite functions. The transform has 
various applications. For example, t -+ 1 - d2(P,, P,) is seen to be positive 
definite which applies to further problems. 
1. PRELIMINARIES 
In this section the notation is introduced and some definitions of LeCam 
[ 123 are recalled. Let E = (Q, ‘3, (PH)BE8 ) be a statistical experiment. Then 
E” denotes the nth product experiment of E consisting of the product 
measures Pg. If 0 = { 1,2} then we write E in the condensed form 
{P,, P2}. Denote by 
the Hellinger transform of E which is defined on the set 
{Z=(Zi)ielE Co, l’:CiEI zi= 1, I finite}, Pi6 ~1, for itz Zc 0. Note that 
H, = (HE)“. If E, F are experiments for the same parameter space 0 then 
H,= H, iff E-F in LeCam’s sense [12]. 
Let dP,/dP, denote the RadonNikodym density of the absolutely con- 
tinuous part of P, with respect to P,, cf. [19]. Then the weak 
convergence of classes of experiments (with respect to - ) is defined by the 
weak convergence of all finite dimensional marginal distributions of the 
log-likelihood ratio process 
-c;p((lw(dPW’s)L.~ I f’s) 
By definition 
for all finite subsets I c 0, s E I. 
d(f’> Q)=(; j(( d(~Q~)“2-((d~~~Q~)“2)2W+Q~)1’2 
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is the Hellinger metric and II*II is the norm of total variation of measures. It 
is known that H{,,)(4, i)= 
2 $ W, Q,. 
1 -&P, Q) and 2&l’, Q) < IIP- Qll < 
If T is a linear space then an experiment E = (Q, 94 (P,),, T) is said to be 
translation invariant if E - (a, 2I, (P, + h)ts T) for all h E T. It is continuous 
if t + P, is 11. II-continuous, provided T is a metrizable real vector space. 
Define 
US= (Q, ‘% U’a,)rs~) for a>O,aER. 
An experiment E on R“ is called a Gaussian shift if E is equivalent to the 
experiment (UP, Tk, (N(T2, r)) fE Rk), where N(a, r) denotes the normal 
distribution with mean a and covariance matrix r on [Wk. A Gaussian shift 
has the Hellinger transform HIP,,,j(z, 1 -z) = exp((z’- z) it’l?). A 
positive function L on the interval (0,6) is slowly varying if 
L(ts) L(t))‘-+ 1 for t-+0 and all s>O. 
2. MAIN RESULTS 
(2.1) LEMMA. Let E, = (Sz,, ‘f&, (P,,,),, R k) be a sequence of translation 
invariant continuous experiments such that E, + E, E = (52, %, (PB)Bt Iwk), is 
weakly convergent. Then the subsequent assertions are equivalent. 
(i) E, is equicontinuous, i.e., 8 + P,,, is equicontinuous with respect to 
II . II. 
(ii) E is continuous. 
The implication (i) + (ii) is well known and valid without restrictions 
while the converse assertion heavily relies on the translation invariance. 
The non-trivial part applies to the following situation. 
(2.2) COROLLARY. Let E be a translation invariant continuous 
experiment for an arbitrary normed vector space T. If U6.E” tends weakly to 
a continuous experiment F for a sequence 6,lO of real numbers then F is 
stable,’ i.e., U,,IIrF- F for some p > 0 and each n E N, cf. [ 181. 
In case of translation invariant experiments the equicontinuity of U6”E” 
always holds on finite dimensional subspaces of T. Thus (2.2) sharpens 
Theorem (2.9) of Strasser [18] if the experiments are translation invariant. 
Next we consider a Gaussian shift F with covariance r on T= Rk. Then 
F is continuous, translation invariant, and stable with the index of stability 
p = 2. A sequence U6.E” is said to be locally asymptotically normal (LAN) 
if U6,E” tends weakly to a Gaussian shift F. The concept of LAN sequences 
’ F is called stable or scale invariant. 
683;20. I-Y 
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goes back to LeCam [9], see also Hajek [3], Ibragimov and Has’minskii 
[4], and Strasser [19, (80.6)]. It is our intension to give a version of the 
LAN condition which is uniform on compact sets w.r.t. the remainders of 
the local parameter. On the other hand, necessary and sufficient conditions 
in terms of the Hellinger distance are proved. 
(2.3) THEOREM. Let E= (52, ‘9I, (P,),, Iw k) be a continuous translation 
invariant experiment and F = (y,,) a k x k covariance matrix such that 
yI1 > 0. Then the subsequent assertions equivalent: 
(i) There exists a sequence of positive real numbers 6, + 0 such that 
U6,E” tends weakly to the Gaussian shift F with covariance F. 
(ii) There exists a function L on (0, 00) being slowly varying at 0 and 
positive in a neighbourhood of 0 such that 
d2U-‘,,, P,,) x’r’x 
t2w +x- 
if t-+0+ 
for all x E Rk, t E (0, co). 
(iii) There exists a sequence of positive real numbers 6, + 0 such that 
the likelihood ratio admits the following expansion: 
dP;JdP;f = exp( t’X, - 4 t’rt + R,(t)). 
(1) 9(X, 1 P;f) + N(0, F) weakly. 
(2) lim,,, supt.d;f{IR&)l-1 =O 
for every E > 0 and all compact subsets KC [Wk. 
The results are proved in Section 5. 
(2.4) Remarks. (i) The theorem improves a result of the author [6, 
Theorem 41. In this paper it is pointed out that (2.3)(ii) is necessary for 
LAN sequences of translation invariant experiments. Conversely it has 
been proved that the Gaussian shift F is a weak accumulation point of 
Ud,E” if (ii) is fulfilled. Note that (2.3) together with the results of [6] 
implies that (Q”, 2II”, (O;= I P,,),, Iw k) tends to a Gaussian shift if 
IX,“=, 4jW4,jl 1 converges to a # 0 and maxi, n I d,,,I -+ 0. 
(ii) The LAN-condition only depends on the local structure of the 
Hellinger transforms at 0 in case of translation invariant experiments. It is 
only necessary to compute the local behaviour of the Hellinger transforms 
which has been done in various cases for location experiments. In view of 
applications compare with the discussion of [6]. 
(iii) The condition (2.3)(iii) is referred to be a LAN-condition 
uniform on compacts w.r.t. the remainders in connection with the local 
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parameter which is equivalent to the equicontinuity of U6.En. In standard 
regular situations (when L(t) + a > 0 for t + 0) the uniformity is well 
known, see LeCam [9] and Ibragimov and Has’minskii [4]. The LAN- 
condition in a stronger setting is used to establish global asymptotic nor- 
mality, see Milbrodt [14, 151. In these papers the problem is to find a 
global approximation of the experiments by suitable exponential families 
which are asymptotically normal, see Michel and Pfanzagl [ 131 and earlier 
papers of LeCam [S]. 
(iv) It is known that in the situation of (2.2) the equicontinuity can 
be deduced if the Hellinger distance satisfies a two-sided Lipschitz con- 
dition locally at 0 like c1 Irl”< d(P,,, P,) 6 c2 Itla, 0 < c1 < c2. In the trans- 
lation invariant case only the convergence and the continuity of the 
experiments are needed. 
3. BINARY EXPERIMENTS 
The proofs depend on the subsequent results for binary experiments. 
They have been studied by LeCam [ 10, Chaps. 2, 31 (see also Strasser [ 19, 
Chap. IV]). Suppose that F= (52, ‘%, (P, Q)) is a binary experiment. Let p 
be a o-finite measure on Q dominating F. Then we define the transform 
{ dPJdp > 0, dQldp > 0 } 
for y E [w, where i denotes the complex unit. 
Recall that a complex function cp: T + @ is positive definite if for all n- 
tuples t 1 ,..., t, of elements of T, the n x n matrix (cp(t, - tj)) is positive 
semidelinite with respect to C x @. 
(3.1) Remark. (1) YF is independent of the dominating measure p. 
(2) IT&l d&(O) = if&, f) = 1 - &(P, Q). 
(3) ~~y)=j(dP/dQ)1’2+iydQ=f(dQ/dP)“2-~”dP. 
(4) y + &(y) is a continuous positive definite function. 
(5) KXY) =jn exp((f- 0~) xl dp,(x), where p1 = Wog(dQlW I P) 
denotes the log-likelihood distribution of P on [ - 00, co). 
The roofs are left to the reader. Note that 
on the set c>o ->o dQ 
dcl ’ 4 
. 
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The transform YF has the following meaning. The log-likelihood dis- 
tribution p, has finite Laplace transform o(z) = iu exp(zx) &r(x) on the 
strip {z E C: 0 < Re z < 1 } of the complex plane. The Hellinger transform 
HF(f, 1 - t) equals o( 1 - t) for real t E (0, l), whereas the transform YF( y) 
equals the Laplace transform ~(4 - iy) on the line 4 - iy, y E [w. There is 
another interpretation of Ydy). According to (5) &J-y) is the Fourier 
transform of the measure having the ,u,-density x + exp(tx). The total mass 
of this measure is H,(t, t). Moreover YF= YE if F-E. 
(3.2) LEMMA. Let F, be binary experiments, n E N u (0). Then 
(4 ~,(Y).~*(Y)=~,.,(Y), where F, 0 F2 denotes the product 
experiment of F, and F2. 
(b) YP,=Y& iffF,-I;;. 
(c) Assume that Y,,J y) -+ h(y) is convergent for all y E R. Then there 
exists a binary experiment F such that &= h and F, tends weakly to F. 
(d) The following assertions are equivalent: 
(i) F, -+ F0 weakly. 
(ii) FFn( y) + .Y&( y) for all y E R. 
(iii) Assertion (ii) holds uniformly on compact subsets of R. 
Proof. Define FM = (&I,, ‘?I,, (P,, en)). 
(a) It is well known that the log-likelihood distribution of a product 
experiment 
coincides with the convolution product of 
Y(log$$j P,)*2J(lok+/ P2>. 
which is defined on [-cc, co), cf. [7, (9.3) (9.21)]. Clearly, the Laplace 
transform of a convolution product is the product of the Laplace trans- 
forms. 
(b) Assume that &, = Y&. In view of (3.1) the uniqueness theo- 
rem for Fourier transforms implies that Y(log(dQ,/dP,) 1 PI)= 
2(log(dQ,/dP,) 1 P2). This fact can be proved by considering first the 
measures with the density exp(ix). Hence H,, = H,, giving F1 - F2. 
(c), (d) First we show that (i) implies (ii). Recall that the weak con- 
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vergence of F,, is equivalent to the weak convergence of the standard 
measures 
(( 
dpn dQn LX’ W,+Q,)'W',+Q,, ) / P.+Q.) 
(( 
dP dQ 
+ d(P+Q)‘d(P+Q) 
%(v)=S* ;‘2+i?x;‘2-Lvd$P (( dP dQ d(P+Q),d(P+Q) 
the result follows. 
Since (FJ, is weakly sequentially compact, each weak accumulation 
point F of (F,), has the transform &.= h and (c) follows. It is well known 
that a sequence of continuous positive definite functions FFn converges 
uniformly on compact sets if pointwise convergence is assumed. 1 
In view of applications the main theorem for the transform 5 is proved. 
(3.3) THEOREM. Let E= (52, ‘?I, (P,),,.) be a translation invariant 
experiment for a vector space T. Then for fixed y E R the function ‘pY : T -+ C, 
q,(t) := 5fp0,p,)( y), is positive definite on T. 
Proof: Suppose that z1 ,..., z, E C, t, ,..., t, E T. Choose a o-finite measure 
p dominating P,,,..., Pla,f,, :=dP,Jdp. Taking {P,,, P,,} - {PO, PI,-I,} into 
account we arrive at 
n n 
1 Z;~jPy(ti-tj)= 1 ziz,F{P,P,,](Y) 
ij= 1 ij = 1 
and the result is proved, 5 := Re z - Im z. 1 
Inserting y = 0 we remark that t + 1 - d2(P0, P,) is positive definite. 
(3.4) LEMMA. Zf E is translation invariant for T= Rk then the following 
assertions are equivalent: 
(i) t -9 P, is 11. II-continuous. 
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(ii) (pY is a continuous function for fixed y E [w. 
(iii) cpO is continuous in 0. 
Proof (i) + (ii) Assumption (i) implies the convergence of the binary 
experiments {PO, P,} to {P,, PS} for t +s. According to (3.2) 
cp,(t) + cp,(s) for t -+ s proves the continuity of ‘p, at s. 
(iii) * (i) Note 4~Jt) = 1 - d2(P0, P,). Therefore t + P, is continuous 
in 0. The translation invariance proves the statement. 1 
(3.5) EXAMPLE.. Let E= (lRk, Yk, (N(Tt, f)),, @t be a Gaussian shift 
with covariance IY Then 
q,( 2) = exp( - 4 t’rt - 4 y2t’Tt). 
The following Lemma is well known. A proof is contained in the article 
of Milbrodt [16, (3.6), (4)]. 
(3.6) LEMMA. Let E, be an equicontinuous family of experiments for a 
separable metric parameter space 0. Then (E,), is weakly sequentially com- 
pact. 
4. MISCELLANEOUS RESULTS 
In this section let E denote a continuous translation invariant 
experiment for a normed parameter space T (3.3). Define the positive 
definite function cp by q(t) = 1 - d2(Po, P,) according to (3.3). E is said to 
be infinitely divisible if for every n E N there exists a nth root of E, cf. [7]. 
By the same definition infinitely divisible probability measures are 
introduced. 
(4.1) Remark. If E is infinitely divisible for T= Rk then there is a uni- 
quely determined symmetric infinitely divisible probability measure p on 
Rk having the Fourier transform fi = cp. 
Theorem (3.3) has further immediate consequences which illustrate the 
connection between stable distributions and stable experiments. 
(4.2) Remark. Let E be a translation invariant and stable experiment 
with index p > 0, i.e., UI~~pE= E’, c.f. [ 181. 
(a) If T= I@ then cp is the Fourier transform of a symmetric stable 
distribution on Rk with the index p of stability. cp is known to be equal to 
cp(tx)=exp(-ItlP.f(x)), XES:={~E[W~:~JJ~=~), te[W, where f:S+ 
[0, co) is a continuous function such that f(s) =f( -s). 
(b) The index of stability p is not greater than 2. 
TRANSLATION INVARIANT EXPERIMENTS 137 
Note that cp(y)‘= cp(yt’lp) in case of stable experiments. Assertion (b) is 
well known for stable distributions. Thus (a) implies (b). For experiments 
the result (b) was proved in [S] by a different proof. 
Let 
r(v) = lim sup log wo, PtJ 
r-0 log t 
denote the degree of regularity with respect to the direction y E T. Then 
Pflug [17] shows that r is bounded by 1 for location experiments. In 
general this is a result for positive definite functions. 
(4.3) Remark. r(y) < 1. 
Proof If r(y) > 1 is assumed then there is a sequence t, + 0 such that 
1 - cp(tn 1 
t2 = 
d2(PO? Pt,J --) o 
n t2 n 
By [ 1, (5.3)], cp(ty) = 1 follows for all t, which is impossible. (Note that [ 1, 
(5.3)] applies to a sequence t, + 0). 1 
(4.4) LEMMA. For every infinitely divisible continuous translation 
invariant experiment E there is a continuous translation invariant Gaussian 
experiment F = (X, 9, ( Qt)t, *) having the same cp function on T and 
therefore the measures of F have the same Hellinger distances d( PO, P,) = 
d(Qo> Q,)- 
Proof It is sufficient to prove (4.4) for T= [Wk. By Schoenberg’s 
theorem [l, (7.8)] 
u(t) := -logcp(t)= -log(l-d’(P,, P,)) 
is a negative definite function. This means that 
K(s, t) := 4(a(s) + u(t) - a(s - t)) 
is positive semi-definite. Note that 1 - &(P,, P,) = cp(s - t). It is well 
known that the Gaussian experiment F with covariance K has the same 
Hellinger distance as E, cf. [7; or 18, (3.3)]. 1 
(4.5) Remark. Let E be a translation invariant and stable Gaussian 
experiment for T= [Wk. Then there exists a continuous symmetric function 
f: S + [0, co) on the sphere S such that the covariance K equals 
WxA=+xlPf. (+W(&)-lx-#‘f (s)) 
for x # y, K(x, x) = 8 1x1 “f (x/1x1), and f (x) = -log q(x). 
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In case k = 1 the result is due to Strasser [ 18, (4.1)]. Suppose that E is 
Gaussian with the index of stability p = 2. Then cp belongs to a normal dis- 
tribution and f(x) = $x’fx follows. Therefore E is a Gaussian shift and 
Theorem (4.3) of [18] is proved. 
5. PROOFS OF THE MAIN RESULTS 
Proof of Lemma (2.1). (ii) * (i) Choose $,(t) = YTP,(hP,,,I(0) according 
to (3.3). Then rjn is a sequence of continuous positive definite functions on 
Rk being normed by tj,(O) = 1. By (3.2) Ii/,(t) + 5cPp,,P,I(0) =: +(t), which is 
a consequence of the convergence of binary subexperiments. Note that 1,5 is 
also positive definite and continuous. The continuity theorem for Fourier 
transforms shows I+,,(t) - Il/(t)l -+ 0 uniformly on compact subsets Kc Rk. 
Choose a compact neighbourhood K of 0 in Rk such that ) 1 - tj(t)j <s/2 
on K. Then there is a positive integer n, such that 
d2(K,o, Pm) = 1 - $,(t) 6 I+“(t) - Il/(f)l 
+ I1 -ti(t)l <E 
for all t E K and all n B n,. Thus E, is equicontinuous in 0 which is suf- 
ficient to prove Lemma (2.1), taking the translation invariance into 
account. The conclusion (i) 3 (ii) is well known, cf. Strasser [ 181. 1 
Proof of Coroflury (2.2). By (2.1) the restriction of Us.E;,. on finite 
dimensional subspaces T’ c T is equicontinuous. Thus Fir is stable, cf. 
Strasser [ 18, Theorem (2.9)], which proves the result for F. i 
The proof of Theorem (2.3) relies on the following result. 
(5.1) LEMMA. Let E= (Q, ‘$I, (P,),, w k) be an infinitely divisible trans- 
lation invariant experiment such that H fpo,p,j(+, f) = exp( -Qt’ft), where 
r # 0 is a covariance matrix. Then E is a Gaussian shift with covariance IY 
Proof: The assumptions imply that E is continuous. 
1. Suppose that E is symmetric which means that (I’,,, P,) - 
{PI, P,} is valid for all t. Note that 
lim sup d*(Po, PA < co 
h-0 IhI* ’ 
Therefore LeCam’s results imply that U,-WE” tends weakly to the 
Gaussian shift G with the desired covariance, cf.[ll; 8, (3)]. 
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On the other hand, choose qpy according to (3.3). An extension of (4.1) 
shows that there is a symmetric infinitely divisible probability measure pV 
on Rk such that &= (pv. By (3.2) (d) and (3.5) 
cp,( t/J;;)” --) exp( -i t’Tt - $ y2t’rt) (1) 
follows. Put h,: IT@ + R, X + t’x, v y := Z(hl ( p(,) and fix t # 0. If t’rt = 0 
then v, = .sO since {PO, P,} is trivial. Otherwise by (I) v,, belongs to the 
domain of normal attraction and vy has finite second moment, namely, 
$t’ft + y2t’I’t, cf. Gnedenko and Kolmogorov [2, p. 1813. 
By Kolmogorov’s formula for the Fourier transforms of infinitely 
divisible distributions (cf. [2, p, 851) there exist a constant gs = O$ > 0 and 
a finite measure MY = MY,, on R\(O) such that the Fourier transform 
equals 
Let vljn denote the nth root of vy and define T,(x) = ax. Then we prove 
Y  
Y(TJ;; I V-L!) + NO, CJ;,. (11) 
Note that the left-hand side of (II) has the Fourier transform 
The integrand tends pointwise to 0 and it is uniformly bounded, (cf. 
below). Hence (II) follows from Lebesgue’s theorem. The inequality 
1 - cos x < x2 implies 
$1 -c0s(xJ;Is))$<s’. 
Next, consider the sequence UJ;;E’I”, where E”” is the nth root of E. 
Each of these experiments has the same Hellinger distance as E. Thus our 
sequence is equicontinuous. Applying (3.6), there exists a subsequence n(j) 
such that UmE ‘M) tends weakly to some F which is continuous and 
translation invariant. Let @,, be the function defined in (3.3) for F. Then 
~ytJaw”“’ + IC/JSf) for all s E R. 
Hence (II) implies $,,(st) = exp( - (~$2) s*). 
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Clearly, F also satisfies the assumptions of (5.1). Applying LeCam’s 
result once more the convergence of U,- UZF” + G implies 
Il/,(st) = $,WJr;Y + exp( - is2t’rt - 4 y2s2t’rt) 
and equality follows. 
If we compare the different expressions for I,$~, 0: = a t’rt + y2t’r follows. 
By Kolmogorov’s formula there exists a symmetric probability measure 
p?i such that vy = N(0, a;)*~,. Since the second moment of vp and it coin- 
cide pY must be degenerated, pY = .sO. Hence vy = N(0, et) and q,(t) = 
exp( - 4 t’rt - f y2t’rt). 
Thus all binary subexperiments of E are Gaussian in the sense of [7]; 
compare with (3.2)(b) and (3.5). Since each infinitely divisible experiment 
is Gaussian if the binary experiments have this property the covariance 
kernel of E equals (t, s) + t/I’s and the result is proved, cf. [7]. 
2. The general case. Put g= (52, ‘?I, (Pp,),EWk). Then El = 
U, - w  E @ U, - ~2 .!? is symmetric and case 1 applies to E, . Therefore U2 - 1~2 E 
is Gaussian since E is infinitely divisible. Now [7, (2.9)] yields the 
covariance structure of the Gaussian shift with the matrix r. 1 
Proof of Theorem (2.3). In order to give a clear proof some results of 
[6] have to be recalled. First note that for every 0 <c < 1, 
fqI-$,F$t) = (1 - d2(Po, Pa,))” + c 
implies nd2(Po, Pa,) + -log c and vice versa. 
(ii)*(i) Choose 6,=inf(sE [0, co):&(PO, Pse,)=yl&} for suf- 
ficiently large n, cf. [6, Lemma 91. e, denotes the first unit vector in IX“. 
Hence 
&2(Po pa ) =?f!i d2(po, p&J 62 Us,) 
’ n’ 
8 &%L) “d2(Po > pa&, 1 
tends to $x’rx for each x by assumption (ii) and 
follows. Let now G be any weak accumulation point of UgnE”. Then G is 
infinitely divisible since UsnE” arises from an infinitesimal triangular array, 
cf. [7]. Now Lemma (5.1) can be applied to G which shows that G coin- 
cides with the Gaussian shift F. Since the set of equivalence classes of 
experiments is weakly compact the convergence of UanEE” is proved. 
(i)= (ii) Define L on (0, 00) by d2(Po, P,,,) = t2L(t). Then 
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Lemma 10 of [6] proves that L is positive localy at 0 and slowly varying. 
The result was proved in [6] for x’rx # 0. In the general case the following 
arguments are used: 
(1 - &)PO, Pd.tx))n + exp( - Qt*x’Tx) 
uniformly in t on compact sets. 
Assume tk + 0, tk > 0. Choose n(k) E N such that 
6 n(k) < fk < &(k) - I Or b(k)- 1 G fk Q h(k). 
Then 
n(k) d2(Po, P,,,) + $x’rx 
follows since 8n(k)/8n(k)P, + I. 
The same arguments can be applied to e, and (ii) is proved. The 
equivalence of (i) and (iii) is well known if we take the equicontinuity of 
U6.E” into account (2.1) and compare, for example, with Strasser [ 19, 
(80.6), (80.13)]. 1 
REFERENCES 
[l] BERG, CH., AND FORST, G. (1975). Potential theory on locally compact Abelian groups. 
Ergeb. Math. Grenzgeb. Vol. 87, Springer-Verlag, Berlin/New York. 
[2] GNEDENCKO, B. V., AND KOLMCXXROV, A. N. (1968). Limit Distributions for Sums of 
independent Random Variables. Addison-Wesley, Reading, Mass. 
[3] H.&JEK, J. (1972). Local asymptotic minimax and admissibility in estimation. In Proc. 
6th Berkely Sympos. on Math. Statist. und Prob. Vol.1, pp. 175-194. Univ. of California 
Press, Berkely, Calif. 
[4] IBRAGIMOV, I. A., AND R. Z. HAS’MINSKII, (1981). Statistical Esfimation. Springer- 
Verlag, New York/Berlin. 
[S] JANSSEN, A. (1986). Scale invariant exponential families and one-sided test problems. 
Statist. Decisions, in press. 
[6] JANSSENS, A. (1985). The convergence of almost regular statistical experiments to 
Gaussian shifts. In Proceedings, 4th Pannonian Sympos. Math. Statist., Bad 
Tatzmannsdorf, 1983 (F. Konecny et al., Eds.), pp. 181-204. 
[7] JANSSEN, A., MILBRODT, H., AND STRASSER, H. (1985). Infinitely Divisible Statistical 
Experiments. Lecture Notes Statist. Vol. 27, Springer-Verlag, New York/Berlin. 
[S] LECAM, L. (1956). On the asymptotic theory of estimating and testing hypotheses. In 
Proc. 3rd Berkeley Sympos. on Math. Statist. and Prob.-I, pp. 129-156.Univ. Califirnia 
Press Berkeley, Calif. 
[9] LECAM, L. (1960). Locally asymptotically normal families of distributions. Univ. Calijor- 
nia Publ. Statist. 3 37-98. 
[lo] LE CAM, L. (1969). Theorie asymptotique de la decision statistique. Les presses de 
1’Universitt de Montrbal, Montrial. 
[11] LECAM, L. (1970). On the assumptions used to prove asymptotic normality of 
maximum likelihood estimates. Ann Math. Stofist. 41 802-828. 
142 ARNOLD JANSSEN 
[12] LECAM, L. (1974). Notes on Asymptotic Methods in Statistical Decision Theory. Centre 
de recherches Mathtmatiques, Universite de Montreal, Montreal. 
[13] MICHEL, R., AND PFANZAGL, J. (1970). Asymptotic normality. Metrika 16 188-205. 
[ 143 MILBRODT, H. (1981). Asymptotic Normality of Families of Probability Measures. 
Dissertation, University of Bayreuth, unpublished. 
[ 151 MILBRODT, H. (1983). Global asymptotic normality. Statist. Decisions 1 401425. 
[16] MILBRODT, H. (1985). Limits of experiments associated with sampling plans. 
2. Wahrsch. oerw. Gebiete 70 131-156. 
[ 171 PFLUG, G. CH. (1984). The degree of regularity is not estimable. Statist. Decisions. 
Suppl. 1 61-67. 
[18] STRASSER, H. (1982). Stability and translation invariance of statistical experiments. 
Probab. Math. Statist. 5 l-20. 
[19] STRASSER, H. (1985). Mathematical Theory of Statistics. De Gruyter Studies in Mathem. 
7, Berlin-New York. 
