Abstract. We study an inverse nodal problem, concerning the reconstruction of a potential of a Sturm-Liouville operator, by using zeros of one eigenfunction as input. We propose three methods for the reconstruction, one of which is the Tikhonov regularization method. The explicit error bounds are calculated for all three methods. In case there is measurement error, the Tikhonov regularization method is still convergent. The study is motivated by physical considerations.
Introduction
In this paper, we are concerned about the reconstruction of a potential function all the eigenpairs of (1.1), where λ n < λ n+1 for all n ≥ 1. Then the set x ∈ [0, 1] | u n (x) = 0 = z 0 , z 1 , · · · , z n has exactly n + 1 elements and depends only on q. We shall also normalize the eigenfunctions u n byu n (0) = 1. We use the notation z(n, q) := (z 0 , · · · , z n ) ∈ X(n),
We call each z(n, q) (n = 1, 2, · · · ) a nodal set of q, whereas the coordinates of z will be regarded as points in [0, 1] . In many applications certain nodal set(s) of a potential can be measured. It would be very helpful if one can calculate the potential (inhomogeneity) from the nodal set(s). In general, one may measure a set {x 0 , · · · , x n } of zeros of an oscillatory solution u toü = V u in an interval [x 0 , x n ] ⊂ R and want to calculate the potential V restricted on [x 0 , x n ]. After a linear scaling that maps x 0 to 0 and x n to 1, u will be a solution to (1.1) with q = V −V and λ = −V , where the bar stands for average. It is then natural to solve the following.
Problem 1. Given positive integers {n
where 1 n 1 < · · · < n m and sets x(n i ) ∈ X(n i ), i = 1, · · · , m, find q ∈ Q such that its nodal set z(n i , q) = x(n i ) for every i = 1, · · · , m.
Such a problem is nonlinear and is often called the inverse nodal problem. A typical one involves the reconstruction of coefficients p, ρ or q of the Sturm-Liouville type operators
from the zeros of its eigenfunction(s), referred to as the nodal data. Inverse nodal problems were first studied by McLaughlin [11] and Shen [12] . Many reconstruction formulas have since been derived and analyzed; see, for example, Hald-McLaughlin [5] and Law-Shen-Yang [8] . In particular, in [5] , Hald-McLaughlin provided, among others, two numerical algorithms for the reconstruction of q. One of the algorithms can be induced from (1.4) below, while the other needs the information about the eigenvalues as well and so is not of our interest for this paper. For a physicist, solving Problem 1 has many potential applications and therefore is quite important; for a pure mathematician, the problem can be considered as solved since many uniqueness and reconstruction results have been proved [3, 4, 5, 6, 10, 8, 9, 11, 12, 13, 14] . However, from an applied point of view, there are still a number of issues to be resolved.
First of all, the problem could be over-determined; namely, given a sequence {x(n i )} ∞ i=1 , there may not exist a potential q such that x(n i ) = z(q, n i ) for all i, although it is well known that such a potential, if it exists, is unique; see [9] and the references therein. Indeed, a very surprising result of Yang [14] (see also [4] ) says that a dense subset of all the nodes in (0, 1 2 + ) ( arbitrarily small but positive) is sufficient to determine q over the whole interval [0, 1] (although no reconstruction formula is known so far to recover the part of the potential in ( 1 2 + , 1)). From this, it is easy to realize that the inverse problem is highly unstable if one intends to find a potential that matches exactly the given nodal data for a large number of eigenfunctions.
So far all the known reconstruction formulas rely on an accurate measurement of the nodal data; in other words, the potential sensitively depends on the nodal set. Indeed, to calculate q from x(n) = {x 0 , · · · , x n }, the accuracy needed for each point in x(n) should be of order o(1)n −3 . This can be seen from the asymptotic expansion, assuming that q is smooth,
For example, suppose n = 100. If the position of x 10 is measured as 0.1000001 instead of 0.1000000, then it will produce an error of 10 −7 × 4π 2 n 3 ≈ 4 toward the potential; see Figure 1 . That is to say, in deriving various kinds of asymptotic formulas (as n → ∞) for the reconstruction of q (and its derivatives), one has to pay attention to the physical requirement on the accuracy needed for the measurement of the nodal set.
We remark that (1.2), to be proven at the end of this paper, is indeed the core of many known reconstruction formulas.
In practice, the problem of possible over-determination can be solved by restricting the number of nodal sets used. As a start, in this paper we shall take only one nodal set (i.e., m = 1 in Problem 1). We shall introduce a technique that can handle, in a certain degree, the possible noises introduced in the measurement. Though the problem is not completely solved in this paper, the main goal here is to introduce a new direction that deserves attention in the study of inverse nodal problems.
For the reader's convenience, we provide a few more details about the Inverse Problem 1.
1. When m = 1, the problem is always solvable. For example, given n 1 and x = (x 0 , · · · , x n ) ∈ X(n), we can obtain a potential q = P of the form
where ζ 0 , · · · , ζ n are arbitrarily chosen nontrivial and nonnegative functions, and γ 1 , · · · , γ n are parameters to be determined from a system of n algebraic equations.
Here and in the sequel, χ A is the characteristic function of the set A, i.e.,
In particular, an explicit solution is given by q = P , where
2.
When m 2, it follows from the Sturm comparison theorem that the following necessary condition is needed:
For each 1 i < j m, between any neighboring points in x(n i ), there is at least one point in x(n j ). It is our conjecture that such a condition is also sufficient for Problem 1 to be solvable.
3. Suppose m = ∞. In a series of works [8, 9, 10] , it is shown that a potential, if it exists, is unique and can be obtained from the following limit: writing
.
We remark that in [8, 9, 10] , the function L n was expressed as
Here we use one of its equivalent alternatives.
One also observes that in using the above limit for the reconstruction of a reliable q, a sufficient accuracy is needed for the measurement of the nodal set x(n); namely, the error of measurement should be controlled at an order of o(1)n −3 , where o(1) is small.
There are many ways to modify the formula (1.4) so that the needed accuracy of measurement can be relaxed. For example, one can count zeros by groups; that is, for some 0 = k 0 < k 1 
We shall provide error estimates for the reconstruction formulas (1.3), (1.4), and (1.5). Furthermore we shall focus on the following: Problem 2. Design an algorithm A that produces an output P = A(n, x) for each input consisting of a positive integer n and a nodal set x ∈ X(n).
Surely, we hope that the algorithm has the property that ifx = z(n, q) and x is close tox, then P = A(n, x) is close to q in a certain sense. To do this, here in this paper we propose to use the Tikhonov regularization method (cf. [7] for example). Fixing a small positive constant ε > 0, we define a Tikhonov functional on X(n) × Q by
where | · | is the Euclidean distance in R n+1 . Consider the following minimization problem.
Problem 3. Given a real ε > 0, an integer n 1 and x ∈ X(n), find p ε such that
Other choices of Tikhonov functionals can also be used. For example,
Here and in the sequel, we use the following notation: for y = (y 0 , y 1 
When ε = 0, both E and E 1 reduce to the functional
Our main results are the following.
where
is the projection of q over the set of piecewise constant functions.
A similar estimate forL n defined in (1.5) will also be provided. For the Tikhonov regularization method, we shall prove the following:
(a) For any x ∈ X(n) and ε > 0, there is at least a minimizer
Here C is a universal constant.
, satisfies, with the universal constant C given above,
6 n 2 , and ε < n −7 , then
However if we take into account the accuracy of the measurement and assume that
This shows the convergence of this Tikhonov regularization method when there is an error in the measurement of x for z(n, q).
Remark 1.4. The error estimate for V is exactly the same using the same argument (cf. the proofs of Theorem 4.1 and Theorem 2). So
Although currently we cannot show the uniqueness of solutions to our regularization method, it is expected that any solution will provide a reasonable potential P for a target unknown q, even when there are errors in the measurement x for z(n, q). We illustrate our point of view by a numerical simulation demonstrated in Figure 1 . In fact, the figure shows that the regularization method is even more accurate than the other methods. We shall pursue this in another paper.
In [2] , Barnes also considered a variational formulation, in fact the least square method, in solving the inverse eigenvalue problem with a finite number of eigenvalues. There he used weaker topologies for q instead of a penalty term. The existence of solutions was shown and numerical conditioning of the scheme was studied.
In Section 2, we shall show the existence of solutions to the minimizers of different Tikhonov functionals and derive the associated Euler-Lagrange equations. In Section 3, we shall prove Theorem 1.1 giving explicit error bounds for the schemes (1.3) and (1.5). A new modified Prüfer substitution is introduced for the analysis. (ii) the thin zigzagged curve is a reconstruction using (1.4) from a noised measurement x of the true nodal setx with random error of size 5 × 10 −8 ; (iii) the dark thick curve and light thick curve are reconstructions using the minimizers of E 2 and E 1 (overlapped), and E, respectively, with the same noised measurement x as in (ii).
Finally, we shall have stability estimates in Section 4, culminating in the proof of Theorem 1.2. A proof of (1.2) will appear in the Appendix, again using the modified Prüfer substitution.
The Tikhonov regularization method
In this section, we briefly study the minimization problem for the Tikhonov functionals E, E 1 and E 2 . In particular, we prove the following: Theorem 2.1. Given a positive integer n and x ∈ X(n), E 2 (·) in Q x admits a minimizer and for every ε > 0, both E(n, ε, x; ·) and E 1 (n, ε, x; ·) in Q admit minimizers.
In addition, let p ε be a minimizer to E(n, ε, x; ·) or to
2.1. Existence of a minimizer. We consider only the minimization problem for E. The same problems as those for E 1 or E 2 can be considered in a similar manner and are omitted. For notational simplicity, we write E(p) = E(n, ε, x; p). Since E is a nonnegative well-defined functional on H 1 ([0, 1]) ⊃ Q, there exists a minimizing sequence
This implies that {p i } is a bounded family in H 1 ([0, 1]). So, by the weak compactness of any closed and bounded subset of Q, there exists p ε ∈ Q such that along a subsequence j → ∞,
Hence, by the weak lower semicontinuity of the functional 1 0ṗ
2 , we have
2.2. The singular limit. For every ε > 0, let p ε be a minimizer of E(n, ε, x; ·). We consider the asymptotic limit, as ε 0, of the minimizer p ε . Using the construction mentioned in Section 1, there exists q ∈ Q such that x = z(n, q). It then follows that
Similar to the above, there exists p 0 ∈ Q such that along a sequence ε 0,
Next we show that the limit p 0 ∈ Q x is a minimizer of E 2 in Q x . Indeed, for any q ∈ Q satisfying z(n, q) = x, from the previous step, we see that ṗ ε ≤ q , so
Thus, p 0 is a minimizer of E 2 in Q x . In a similar manner, one can study the asymptotic limit of minimizers of E 1 (n, ε, x; ·). We only point out the following: for every positive integer n and x, y ∈ X(n),
The Euler-Lagrange equation.
Here we shall derive the Euler-Lagrange equation for a minimizer. For this, we recall a well-known result from the elliptic pde theory: Suppose f ∈ L r ((0, 1)) (r ≥ 1) and
Now let ε > 0, integer n ≥ 1, and x = (x 0 , · · · , x n ) ∈ X(n) be given and fixed. We write E(·) = E(n, ε, x; ·). For p ε ∈ Q and ζ ∈ H 1 ((0, 1)), we want to calculate
From the definition of E, we see that
Also, differentiating U (t, Z i (t)) = 0 in t, we obtain
2.
Differentiating the equationÜ = (p − Λ)U with respect to t gives
The conditions U (t, 1) = V (t, 1) = 0 give
It then follows, writing
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Hence
Thus the first variation of E at p ε in any direction ζ −ζ ∈ Q is zero, so thaṫ
Set q ε = p ε − λ and a = (a 0 , · · · , a n−1 ), where
The minimization problem thus can be formulated as follows:
a 0 is given by (2.1).
(2.3)
Note that the solvability condition Theorem 2.2. Let ε > 0, n 1, and x ∈ X(n) be given and p ε be a minimizer to (1.6). Then (z, a, u, q ε ) solves (2.3), where q ε = p ε − λ, (λ, u) is the nth eigenpair to (1.1), z is the nodal set of u, and a = (a 0 , · · · , a n−1 ) as in (2.1), (2.2).
Thus, a minimizer can be obtained by first solving (2.3) for q and then defining
In a similar manner, we can obtain the Euler-Lagrange equation for minimizers of E 1 . Define δa i := a i+1 − a i . Then
Hence, using the notation
we obtain a similar Euler-Lagrange equation for any minimizer of E 1 in Q, with the only change that the induction relation among {a i } n−1 i=0 is replaced by
Similarly, the Euler-Lagrange equation for a minimizer p 0 of E 2 in Q x is the following, for an unknown (u,
Also we remark that (2.3) or (2.4) can be solved numerically by a finite difference method, as shown in Figure 1 .
Currently, we do not know if the minimizers are unique. Of course, when n = 1, the minimizers for E, E 1 , or E 2 are unique, given by p ≡ 0, λ = −π 2 . Also the system of equation (2.3) appears to be unstable as appears in the denominator. However, from the regular numerical solution in the figure, we believe that the system is stable and will leave it to a future study.
L r error estimates for some reconstruction formulas
Given x = (x 0 , · · · , x n ) ∈ X(n), it contains (n − 1) independent pieces of information. If we want to recover a potential possessing x as a nodal set, we can get at most n − 1 pieces of independent quantified information from x. In this section, we shall show that such information could be the average over each [x i , x i+1 ] of the potential. Our motivation is the following observation: Theorem 3.1. Given an integer n 1 and x = (x 0 , · · · , x n ) ∈ X(n), among all functions which have zero mean and are constants on each (x i , x i+1 ), i = 0, · · · , n− 1, there is one and only one that possesses x as its nodal set, given by
The assertion follows by the fact that any eigenfunction on [
We remark that the advantage of V in (3.1) over 2π 2 n 3 L n (x) in (1.4) is that the former is local; i.e., it does not depend on the total number n, which is usually hard to count. Now suppose q ∈ Q is a generic potential that has the nodal set x. We would like to estimate the difference between q and P (x; ·). Note that a good representative of q is the following piecewise constant mean-value approximation (cf. (1.7)):
In this section, we shall perform two estimates. First we estimate the location of the nodal set z(n, q) for a given q ∈ Q and large enough n. Next we estimate the distance between P (x; ·) and the mean-value approximationq for any q ∈ Q satisfying x = z(n, q). 
Theorem 3.2. Suppose q ∈ Q and n is an integer satisfying
Theorem 3.3. Let x ∈ X(n) be given. Define P, V andV as in (3.1). Then any q in Q satisfying z(n, q) = x and (3.2) must be close to P in the following sense: For λ = λ(n, q),q as in (1.7) and every r ∈ [1, ∞),
Proof of Theorem 3.2. We divide the proof into the following steps.
1.
We use a modified Prüfer substitution:
where m > 0 is a constant chosen at our convenience. Then the equations for u give
We point out that R(·) > 0 and the solution θ(·) depends on m. 2 | by using the following:
Using | sin 2 θ cos 2θ| ≤ 1, we then obtain
Finally, using λ > π 2 n(n − 
Certain linear combinations give
for every integer l < k in [0, n]. Thus (3.4) follows.
4. For (3.5), we first notice that
This implies that min{λδx
i , (λ −q i )δx i } ≥ √ λ π 2 , so that √ λ −q i ≥ π/(2δx i ). Next setting m = √ λ −q i and integrating (3.7) over [x i , x i+1 ] we obtain λ −q i π = (λ −q i )δx i + x i+1 x i (q −q i ) cos 2θ 2 dx.
Solving this equation for
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The estimate (3.5) then follows by squaring both sides and using
This completes the proof of Theorem 3.2.
Remark 3.4. The modified Prüfer substitution used here is an extension of the one employed in [1, 10] . In fact, it is equivalent to the transformation
where the scaled phase ϕ :
The Prüfer substitution used in [1, 10] indeed corresponds to the choice of m = √ λ, which is usually sufficient for the analysis.
Proof of Theorem 3.3. As the average ofq is zero, for any r 1,
In addition, using the definition of V ,q and (3.5) we have
This completes the proof of Theorem 3.3.
Remark 3.5. Since the map from q to λ(n, q) is nonlinear, certain conditions such as (3.2) are definitely needed for any linear type estimate such as (3.5) or the first estimate in (3.6) to hold. That means that (3.2) may be relaxed, but cannot be totally removed. Consider the following example. Fix any constant A > 0, define h = arctan(coth A), Λ = 2(h 2 − A 2 ), and
Note that h → π/4 and Λ → −∞ as A → ∞. Also
Fix any integer n ≥ 1 and set
The family {q} A>1 has the property that x = z(n, q), but
Sinceq ≡ 0, the inequality (3.5) does not hold for all A > 1; even the constant 3 2 is replaced by any larger constant.
For the second estimate in (3.6), we do not know if it holds unconditionally when the constant "4" is replaced by a certain large number. Remark 3.6. As a demonstration, we provide an estimate for the L r = L r ((0, 1)) difference between q andq:
Proof of Theorem 1.1. The first part was proved in Theorem 3.3. It remains to show the second part. For this, let
We shall estimate the L r difference between 2n 2 π 2 (nL n − 1) and q, where x = z(n, q).
Let l, k be any integers satisfying 0 l < k n. Setting m = nπ and integrating
We then obtain the relation
Note that (3.4) implies that
The previous relation can be expressed in the form
Using the definition of W we have
Upon using the estimate |λ − n 2 π 2 | ≤ , we then obtain
Denote the corresponding , W, q by j , W j , q j , and set
Then we have, for each r ≥ 1, from (3.12),
In the next to last line above, the following estimate is used. This estimate is itself a consequence of Hölder's inequality.
This completes the proof.
We remark that the quadratic term cannot be removed because when q is piecewise constant, 2π
2 n 2 (nL n − 1) is not the exact solution.
Error estimates for Tikhonov regularization method
We first study a variation of a potential with respect to its nodal set; that is, we want to estimate the difference q 1 − q 2 in terms of the difference z(n, q 1 ) − z(n, q 2 ). Then we shall use it to prove Theorem 2. For definiteness, we shall use the L 2 space for potentials and the Euclidean distance for nodal sets (points in R n+1 ). Since it is impossible to determine completely a potential from a single given nodal set, we supply the rest of the information by an a priori bound on the H 1 norms of the potential.
Given q 1 , q 2 ∈ Q and n a positive integer such that
, set x := z(n, q 1 ), y := z(n, q 2 ) and
Then we have Theorem 4.1. There is a universal constant C > 0 such that
Proof. First, (4.1) follows from (3.6) and (4.2). Indeed, writing · L 2 as · ,
The term P 1 − P 2 can be bounded by V 1 − V 2 , whereas the term q i −q i can be bounded by q i L 2 , using the following Poincaré inequality:
For (4.2), we use the fact that max
. The first part can be easily estimated by
To estimate the second term we use the Sturm comparison theorem on zeros to obtain
Therefore, δ i ≤ δ * , and by (3.10), Here O(1) depends on the bounds of p := m 2 − V and its derivatives.
1. Now we take m = m k such that p(x k ) + p(x k+1 ) = 0. This yields
We remark that if one takes other choices of m 2 , say m 2 = V ( 
This provides a reconstruction formula
∀k.
2.
Suppose V = λ−q, where λ is a large constant and q is a smooth and bounded function. Then the above gives the expansion
Assume further that x n − x 0 = 1 and It then follows that
Consequently, we have the following asymptotic expansions:
