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1. INTRODUCTION 
Circular functions arise as the C2 solutions of Helmholtz equation on the 
surface of the unit 2-sphere, while spherical harmonics arise as the C2 solu- 
tions of Helmholtz equation on the surface of the unit 3-sphere. Studies in 
relativistic cosmology involve a 3-space of unit curvature that is isomorphic 
to the surface of the unit 4-sphere, and it happens that an analysis of certain 
models of inhomogeneous distributions of cosmic material requires the solu- 
tions of Helmholtz equation. The eigenvalues and eigenfunctions of Laplaces 
operator over the surface of the unit 4-sphere were thus required. 
Although there are several ways of approaching the problem of constructing 
all C2 solutions of Helmholtz equation on a given domain, some are more 
direct than others in obtaining the eigenvalues as well as the eigenfunctions 
of Laplaces operator. We follow the classical approach since it is simple and 
direct. It turns out that all results are inductive with respect to the dimension 
of the sphere in question, and hence an analysis is given for any dimension 
greater than or equal to three. 
2. THE SURFACE S, OF THE UNIT (N + I)-SPHERE 
Let (x1 , x2 ,..., ++r) be Cartesian coordinates on &,+r and let 0 < 0, < 277 
and 0 < 8, < r, for 2 < k < N, be N parameters with the indicated 
domains. If we agree that 0, = 0, the surface S, of the unit (N + I)-sphere 
in EN+1 is given in parametric form by 
xk = cos Ok, fj sin 0, , l<k,(N, 
+=k 
x)J+1 = cos e, . (24 
Equations (2.1) are obviously defined recursively. 
* This work was supported under NSF Grant No. GP-7422. 
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The parametrization (2.1) of S, induces a coordinatization on S, (singular 
at the 2(N - 1) poles tiJc = 0, O,c = X, k = 2,..., N). Classic surface theory 
of S, in &+t g ives the results collected in the following theorem. 
THEOREM 2.1. The surface S, is an N-dimensional, closed, complete, 
compact, simply connected Riemannian manifold of unit positive curvature. 
In terms of the (singular) coordinate covering (0, , O2 ,..., O,), we have 
gkk = fi sin” er , 1 <k<lN; g,,= 1; g,e = 0 for k#C 
r=l;t1 
(2.2) 
sin-s 8, , l,(k<N; gNN = 1. > gk:” = 0 for k#t; 
r=k+l 
(2.3) 
g = det(g,,) = fi sin2(k-1) 0,; di = fi sin”-’ en: (2.4) 
k=2 k=2 
3. HELMHOLTZ EQUATION ON S, 
Let V, denote the process of covariant differentiation on S, with respect 
to the metric affine connection $, , then 
VA = g”T,V,A 
VA . 0.Q = gyv,Lq (V&l) (3.1) 
define the first and second Laplace-Beltrami operators on S, , where A and Sz 
are linear homogeneous geometric objects. If @ is a C2 scalar function on S, , 
Helmholtz equation on S, is given by 
(V2 + A) @ = 0. (3.2) 
THEOREM 3.1. If @ is a C2 function on S, such that (V2 -t A) @ = 0, 
then A is nonnegative and is given by 
h = [sNV@ ’ V@ d&/s,, Q2 dS, . (3.3) 
Hence h = 0 only on the trivial set of constant-valued functions S, . 
PROOF. If $ is any C2 function, the integral of V2# over any simply 
connected, closed, compact, complete metric space vanishes by Bochner’s 
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theorem [I]. By Theorem 2.1, S, has these required properties, and hence 
ssN Vz$ dS, = 0. With # = D2, we have V2$ = 2V@ * V@ + 2@V2@, and 
hence, if CD satisfies Helmholtz equation, V2# = 2(V@ * V@ - hQ2). The 
conclusions then follow after an integration over S, and the use of Bochner’s 
theorem. 
The following results are obtained in a similar manner. 
THEOREM 3.2. If @ is any C2 function on S, such that (V2 + A) @ = 0, 
then 
h 
s 
@d&=0, 
SN 
(3.4) 
h = (n - 1) I,, We2 V@ * VQ, dS,/j,, Qn dS, , n > 1. (3.5) 
For our present purposes, we need explicit representations of Helmholtz 
equation on S, . 
THEOREM 3.3. Let aok denote partial d$%rentiation with respect o ok . We 
have 
(V2 + A) @ = fi sinI-” 8, 
k=2 
N-l 
+ C aoF 
i 
fi sint-l et fi sir+ e, + A@ (3.6) 
r=1 t=2 s=r+1 
on S, with respect o the coordinates (0, ,..., 0,). 
PROOF. The result follows directly from Theorem 2.1 and the well-known 
formula 
The coordinates (0, ,..., 0,) are not the most convenient variables for calcula- 
tion. We accordingly change variables as delineated in the following theorem. 
THEOREM 3.4. Let the variables z, , 2 < Y < N, be dejined by 
z, = cos ev . (3.7) 
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The variables z, , on the domain [- 1, + I], and the variabZes ~9~ , for 
2 < r < N, are biuniquely and dijterentiably related by (3.7), and we have 
(92 + A) cp = fi (1 - x,2)--1 “iI + x 
i 
@ 
=2 1 
+ (1 - ZN2)@-N)/2 a,{(1 - ZN2)N/2 a,@} 
ii-l 
+ c (1 - z,2)(2-W2 fi (1 - 2,2)-l a&l - z,2)r’2 a,$>, 
r=2 s=r+1 
(3.8) 
d& fi (1 - Zkyk-23/2, 
k=2 
(3.9) 
on S, with respect to the coordinates (8, , x2, a3 ,..., xN). 
PROOF. Since 0 < ok < 7~ for 2 < R < N, (3.7) is a biunique and differ- 
entiable relation for - 1 < zk < + 1. The results (3.8) and (3.9) then follow 
from (2.4) and (2.6) by direct calculation and the fact that V2 is a scalar 
differential invariant while dj is a scalar density of weight + 1. 
THEOREM 3.5. Under the substitution 
@ = @@I) fi zk(xk), 
k=2 
(V2 + A) @ = 0 is equivalent to the system 
d20 
-&pW%@=O, 
1 
(3.10) 
(3.11) 
(1 _ zk2)(2-k)/2 & I(1 - a,e)Dle%\ + Imk - 
mk-l 1 - z&s 1 zk = ‘9 
2 < h ,< N (3.12) 
mN- , --A (3.13) 
where m, , m2 ,..., mN are constants. 
PROOF. The result follows by substituting (3.10) into (3.8) and using the 
usual method of separation of variables. 
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4. HYPERSPHERICAL POLYNOMIALS 
For N = 2, the system (3.10) through (3.12) is the defining system of 
equations for spherical harmonics; in this instance, the single resulting 
equation (3.12) is solved in the space of C2 functions by first constructing 
the Legendre polynomials and then developing the associated Legendre 
functions by m-fold differentiation and multiplication by (1 - z?)~/~. In 
order to obtain solutions of (3.11), (3.12) in the space of C2 functions for 
arbitrary N, we require the polynomial solutions P(k; ,z) of the equation 
(1 - x”) P” - kxP’ + VP = 0, (4.1) 
where K is a positive integer greater than or equal to two and 77 is a constant 
which is to be determined by the requirement that the solutions be poly- 
nomials. Equation (4.1) arises as follows: fix the value of k in (3.12) and set 
++i = 0, mk = T, then (3.12) reduces to (4.1). 
If we set P = C a,zi, (4.1) gives the recursion relation 
aj+2 = 
j(j + h - 1) -- 7 
ti+ l)(j+q af 
and hence (4.1) will have a polynomial solution of degree n only if 
7j = n(n + h - 1). 
When (4.3) is substituted into (4.2), the recursion relation reads 
and hence 
llj+2 = - (n -A (n +.i + h - 1) aj) 
c+ l)(jf2) 
THEOREM 4.1. The equation 
(1 -zyP”-kkzP’+?P=O 
has h polynomial solution of degree n only if 
7j = n(n + h - 1). 
(4.2) 
(4.3) 
(4.4) 
(4.6) 
(4.7) 
104 EDELEN 
Further, the polynomial solution is 
r-1 P,(k; z) = 1 $ h’z1 (- 1)’ c - 
2r I 
.9 (n - 2s) (n + k + 2s - 1) 
r-1 - 
s; 
if n is even and 
if n is odd. 
(4.8) 
(4*9) 
REMARK. The normalization we have used here is that for which 
P2,(k; 0) = 1, P;,+r(k; 0) = 1. Th ese functions can obviously be redefined 
by multiplication by suitable constants so that P,(k; 1) = 1. If this is done, 
P,(2; z) = P,(z), the nth order Legendre polynomial. For general k, suitable 
renormalizations, give P,(k; z) = A,(k) C~k-l)‘z(z), where A,(K) are constants 
and CVV(x) are Gegenbauer polynomials2. 
DEFINITION. The function P,(k; z), given by (4.8, 4.9), is the hyper- 
spherical polynomial of order n and index k. 
THEOREM 4.2. The system of hyperspherical polynomials of $xed index k 
form a complete orthogonal system of functions with weight function 
(1 _ z2)(k-2)/2 on the inte-rval [- 1, + I]. 
PROOF. When equations (4.6) and (4.7) are combined, the result can be 
written in the equivalent form 
{(I - ,z~)~‘~ PA}’ = - n(n + k - 1) (1 - ,z~)(~-~)‘~ P, . (4.10) 
If (4.10) is multiplied by P, and integrated from - 1 to + 1, we have 
n(n + k - 1) I’, (1 - ,z~)(~-~)‘~ P,Pm dz = I’, (1 - z’)~‘* PAP& dz 
after an integration by parts; the other term arising from the parts integration 
vanishes because of the limits of integration and the factor (1 - z~)~/~. The 
orthogonality now follows immediately. This proof of orthogonality exactly 
parallels the proof of orthogonality for the Legendre polynomials. The 
completeness of {P,(k; z)} follows the same line as that for the Legendre 
polynomials. 
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REMARK. The above Theorem establishes a system of complete orthogonal 
polynomials with weight function (1 - z2)7 on the interval [- 1, + I], 
where Y is any nonnegative integer or positive half-integer. 
5. HYPERSPHERICAL FUNCTIONS 
We now construct the functions analogous to the associated Legendre 
functions Pm”(x). 
LEMMA 5.1. Let y(x) be a hyperspherical polynomial of order n and index k, 
that is, 
then 
(1 - x2) y” - kzy’ + n(n + k - 1) y = 0, (5.1) 
d”Y 
44 = dx” (5.2) 
satisfies the dtge‘erential equation 
(1 - z”) u” - (2m + k) u‘ + (n - m) (n + m + k - 1) u = 0. (5.3) 
PROOF. The result follows directly by differentiation of (5.1) m times. 
LEMMA 5.2. Zf u(z) satisjes (5.3), then 
w(z) = (I - ??)a U(2g 
satisjes the d.$erential equation 
(5.4) 
(1 - 2”) W” - kzw’ + 
1 
(J--p(wd) 
1 -z”l (5.5) 
if and only if (y. = m/2 and 
(T = n(n + k - I), p = m(m + k - 2). (5.6) 
PROOF. When (5.4) is substituted into (5.5), we have 
(1 - .z2p [(l - .z”) U” - (401 + k) zu’ 
+ 10 - 2f3 + (4da - 1) + 2k4z2 -p u = o l-2 !I 
(5.7) 
Since u(z) satisfies (5.3) (5.7) can hold only if (y. = m/2 and the relations (5.6) 
are satisfied. 
A combination of the above lemmas gives the following result. 
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THEOREM 5.1. Let m and n be nonnegative integers and let k be an integer 
greater than one, then the function 
S,m(k; ,z) = (1 - .z’)~” $ J’n(k; 4 
satisfies the dijferential equation 
(1 - z”) S” - kxS’ + [n(n + k - 1) - m(ml~kz~ 2, 1 S = 0. (5.9) 
DEFINITION. The function Snm(k; x) is the hyperspherical function of order 
(n, m) and index k. 
REMARK. We have Snm(k; z) = 0 whenever m > n, and 
s,772; x) = AnPnrn(x), 
where A,, is a constant for given n. 
THEOREM 5.2. The system of functions S,“(k; x), for fixed m and k, form a 
complete orthogonal system of functions with weight function (1 - z~)(~-~)/~. 
PROOF. The proof follows the lines of Theorem 4.2 and directly parallels 
the proof for the associated Legendre functions. 
6. HYPERSPHERICAL HARMONICS 
We can now solve the system (3.11), (3.12). 
THEOREM 6.1. The functions 
0(0,) = A,, cos n,B, + Bn, sin n,B, = @,I(OI), (6.1) 
-&@,) = S;-‘(k; xk), k = 2,..., N, (6.2) 
satisfy the system of equations (3.11), (3.12) with 
mk = nk(nk $- k - I), k = 1, 2 ,..., N, (6.3) 
where nk are nonnegative integers. The product of these solutions, in the form 
given by (3.10), defines single-valued, C2 functions on S, . 
PROOF. In order that (3.10) be single-calued and C2 on S, , S(@,) must 
be periodic with period 2n,rr. We must consequently have m, = %2 for integer 
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values of ?~r . Since (3.11) results for k = 1, ml = n12 = n,(n, + 1 - I), and 
hence (6.3) holds for k = 1. Now, (3.12) is equivalent to 
For k = 2, this is just the associated Legendre equation and 
m2 = n2(n2 + 1) = n2(n2 + 2 - 1) 
in order that O,(Q Z,(z,) b e single-valued, bounded, C2 function on S, . 
The result thus holds for k = 1 and k = 2. Induction on k, as follows by 
(5.8), (5.9), Theorem 5.1, (6.2), (6.3), and (6.4), establishes the result. 
Satisfaction of the C2 condition on O,(fl,) J’J:=, Z&J at the poles xlc = & 1 
follow the same line as for 0,(0,) Z,(z,) and is recursive with respect to k, as 
is easily shown by direct calculation. 
DEFINITION. The function 
k=2 
is the hyperspherical harmonic of order (n, , n2 ,..., nN) and dimension N. 
THEOREM 6.2. The set {Sn,...,N } of all hyperspherical harmonics of dimen- 
sion N form a complete orthogonal system of functions of N variables on S, . 
PROOF. We have, since 
dS, = de, l’ir (1 - z,)(8-2)/2 dz, , 
s-2 
s 
SN 
Snp..nNSm,...mN d% 
= 
s 
@&,,, fj St;-’ fi S;;-’ fi (1 - z,2)(s-2)‘2 de, dz, .a. dz, 
SN k=2 7=2 a-=2 
The result then follows from the orthogonality and completeness of {@,+} 
and Theorem 5.2, since the independence of the integrals allows their 
iteration and n,-r = rnkml in the kth integral as a consequence of the non- 
vanishing of the (k - I)th integral. 
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THEOREM 6.3. Let f(0, , x2 ,..., xN) be any function of class C2 on S, , 
then f and its jirst and second derivatives can be expanded uniquely in terms of 
uniformly convergent series of hyperspherical harmonics 
; fL,..."NzL1...nN(4 7 21 Y--*3 %I* 
l<k$N 
PROOF. The proof follows in exactly the same fashion as that for spherical 
harmonics (N = 2). 
7. SOLUTIONS OF HELMHOLTZ EQUATION ON S, 
We can now establish the basic result of this paper. 
THEOREM 7.1, A C2 solution of Helmholtx equation, (V + h) @ = 0, 
exists on S, , which is not identically zero, if and only if 
h = n(n + N - l), (7.1) 
where n is a nonnegative integer. If this condition is met, then 
(7.2) 
where the A’s are constants. 
PROOF. If @ is any C2 solution of Helmholtz equation on S, , then, by 
Theorem 6.3, 
(7.3) 
where the series and its first and second derivatives converge uniformly. 
When (3.8), (3.11), (3.12), (5.8), (5.9), (6.3), (6.5), and (7.3) are used, we 
obtain 
P2 + 4 @ = C {A - nN(nN + N - 1)) Anl...nNSnl...nN - (7.4) 
It thus follows that @ is a C2 solution of Helmholtz equation on S, which 
does not vanish identically (i.e., AnI,,.nN -;t 0 for some values of the indices) 
only if (7.1) holds for 71 a nonnegative integer (nN is a nonnegative integer). 
Thus, since @ was any C2 function on S, and the convergence of (7.3) is 
uniform, the condition (7.1) is both necessary and sufficient for the existence 
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of a C2 solution. With n = nN , a given integer, (7.2) follows directly from 
(6.5) and the fact that Suw(K; z) = 0 if ZI > u. 
The following theorem, although a restatement of Theorem 7.1, is given 
since it is of interest in its own right. 
THEOREM 7.2. The eigmvalues of V2 on the space of C2 functions defined 
on S, are { - n(n + N - 1)) for all nonnegative integus n. The eigenvalue 
-n(n+N-I) is of muWicity Enl,...n,,-l.Obnl~ ...SnN-lGJ and has the 
associated eigenfunctions 
S R1...1ZN-p(4 7 % I.‘.7 %I 
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