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Local excitations in mixed-valence bimetal chains
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Department of Physics, Okayama University, Tsushima, Okayama 700-8530, Japan
(Received 6 May 2002)
We investigate localized intragap states in mixed-valence bimetal chains in an attempt to encour-
age further explorations into quasi-one-dimensional halogen-bridged binuclear metal (MMX) com-
plexes. Within a coupled electron-phonon model, soliton and polaron excitations in the two distinct
ground states ofMMX chains are numerically calculated and compared. Making a continuum-model
analysis as well, we reveal their scaling properties with particular emphasis on the analogy between
MMX chains and trans-polyacetylene.
PACS numbers: 71.45.Lr, 71.23.An, 71.38.-k
I. INTRODUCTION
Halogen (X)-bridged transition-metal (M) linear-
chain complexes (MX chains) [1] provide a fascinat-
ing stage performed by electron-electron correlation,
electron-lattice interaction, low dimensionality and d-
p hybridization [2]. Representative materials such as
Wolffram’s red (M = Pt, X = Cl) and Reihlen’s green
(M = Pt, X = Br) salts possess mixed-valence ground
states exhibiting intense and dichroic charge-transfer ab-
sorption, strong resonance enhancement of Raman spec-
tra, and luminescence with large Stokes shift [3]. When
the platinum ions are replaced by nickel ones, monova-
lence Mott insulators are instead stabilized [4,5]. Local
states such as solitons and polarons [6–8], which can be
photogenerated or induced by doping, are further topics
of great interest lying in these materials. A large choice of
metals, bridging halogens, ligand molecules, and counter
ions enables us to investigate electron-phonon coopera-
tive phenomena in the one-dimensional Peierls-Hubbard
system systematically [9].
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FIG. 1. Crystal structures of the pop complexes R4[Pt2(pop)4X]·nH2O (a) and the dta complexes M2(dta)4I (b) in the
projection of the bc plane, where hydrogen atoms are omitted. The dotted lines represent hydrogen bonds in (a), while they
correspond to van der Waals contacts in (b).
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In recent years, binuclear metal analogs (MMX chains)
have made our argument more and more exciting. They
comprise two families: R4[Pt2(pop)4X ]·nH2O (X =
Cl,Br, I; R = Li,K,Cs, · · ·; pop = diphosphonate =
P2O5H
2−
2 ) [10,11] [Fig. 1(a)] and M2(dta)4I (M =
Pt,Ni; dta = dithioacetate = CH3CS
−
2 ) [12,13] [Fig.
1(b)]. The pop complexes are in general semiconductors
with charge-density-wave ground states of the conven-
tional type [14,15] [Fig. 2(a)]. However, due to the small
Peierls gaps, their ground states can be tuned by replac-
ing the halogens and/or counter ions [16]. Such tuning
of the electronic state is feasible also by pressure [17].
On the other hand, the dta-family platinum complex,
Pt2(dta)4I, exhibits metallic conduction at room temper-
ature [18], which has never been realized in conventional
MX compounds. With decreasing temperature, there
occurs a metal-semiconductor transition at 300 K and
further transition to a novel charge-ordering mode [Fig.
2(b)] follows around 80 K [19].
The exciting observations have stimulated theoretical
research. Carrying out quantum-chemical band calcula-
tions, Borshch et al. [20] attributed the novel valence
distribution in Pt2(dta)4I to its structural distortion.
Kuwabara and Yonemitsu [21] more extensively inves-
tigated the charge ordering and lattice modulation us-
ing various numerical tools. The author [22] also stud-
ied the ground-state properties with particular empha-
sis on the contrast between the dta and pop complexes.
Quantum, thermal, and pressure-induced phase transi-
tions were theoretically demonstrated [23,24] so as to in-
terpret the observations, while the optical conductivity
was calculated [25] in an attempt to evaluate the hop-
ping amplitudes and Coulomb interactions.
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FIG. 2. Schematic representation of the two distinct
ground states of MMX chains [19]: (a) Charge-density-wave
(CDW) state whose X sublattice is dimerized; (b) Alter-
nate charge-polarization (ACP) state whose M2 sublattice is
dimerized.
Now we are led to take a step toward the excited states.
Solitonic excitations are expected of doubly (or multi-
ply in general) degenerate charge-density-wave systems.
Ichinose [26] introduced the idea of domain walls into
MX chains and Onodera [27] developed the argument
pointing out some similarities between MX chains and
the trans isomer of polyacetylene in the weak-coupling
region. Baeriswyl and Bishop [28] extended the calcula-
tion to polaronic states laying emphasis on the strong-
coupling region. Optical absorption spectra due to soli-
tons and polarons [2,29] and their relaxation process
[30,31] in MX chains were extensively investigated. Al-
though photoexperiments onMMX chains [32] are still in
their early stage, the optical excitations must be a com-
ing potential subject. Making full use of a simple but
relevant electron-phonon model, we give a detailed de-
scription of intrinsic defects in MMX chains. Numerical
calculations, together with an analytic argument in the
weak-coupling region, reveal that MMX chains still ex-
hibit a striking analogy with trans-polyacetylene in their
excitation mechanism.
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FIG. 3. The α-versus-β ground-state phase diagrams at
various values of tMXM.
II. MODEL HAMILTONIAN
We employ the 34 -filled one-dimensional single-band
two-orbital electron-phonon model:
H = −tMM
∑
n,s
(a†n,sbn,s + b
†
n,san,s)
−
∑
n,s
[
tMXM − α(l(a)n+1 + l(b)n )
]
(a†n+1,sbn,s + b
†
n,san+1,s)
−β
∑
n,s
(l(a)n a
†
n,san,s + l
(b)
n b
†
n,sbn,s)
+
KMX
2
∑
n
[
(l(a)n )
2 + (l(b)n )
2
]
, (2.1)
2
where a†n,s and b
†
n,s are the creation operators of an elec-
tron with spin s = ± (up and down) for the M dz2 or-
bitals in the nth MMX unit. tMM and tMXM describe
the intradimer and interdimer electron hoppings, respec-
tively. α and β are the intersite and intrasite electron-
phonon coupling constants, respectively, withKMX being
the metal-halogen spring constant. l
(a)
n = vn − un−1 and
l
(b)
n = un − vn with un and vn being, respectively, the
chain-direction displacements of the halogen and metal
dimer in the nth MMX unit from their equilibrium po-
sition. We assume, based on the thus-far reported ex-
perimental observations, that everyM2 moiety is not de-
formed. The notation is further explained in Fig. 2. We
set tMM and K both equal to unity in the following.
The Hamiltonian (2.1) convincingly describes the
two distinct ground states of MMX chains, which are
schematically shown in Fig. 2. The CDW and ACP
states are characterized by the alternating on-site elec-
tron affinities and interdimer transfer energies, respec-
tively. Orbital hybridization mainly stays within each
M2 moiety in the valence-trapped CDW state, while
it essentially extends over neighboring M2 moieties in
the valence-delocalized ACP state. Therefore, the CDW
state is more stabilized by increasing β and tMM, whereas
the ACP state by increasing α and tMXM. The M2 moi-
eties are tightly locked together in the pop complexes due
to the hydrogen bonds between the ligands and counter
cations, while they are rather movable in the dta com-
plexes owing to the neutral chain structure. Thus a sig-
nificantly larger α is expected for the dta complexes. In
this context, Fig. 3 is well consistent with experimen-
tal observations; (NH4)4[Pt2(pop)4Cl] exhibits a ground
state of the CDW type [15], while Pt2(dta)4I displays
that of the ACP type [19]. In the weak-coupling region,
vn = 0 in CDW, whereas un = 0 in ACP. With increasing
coupling constants, their arise mixed states with un 6= 0
and vn 6= 0 [28,33,34]. We note that the present CDW
and ACP are characterized as the lattice configurations
l
(a)
n = l
(b)
n and l
(a)
n = −l(b)n , respectively, regardless of
each displacement un and vn.
III. RESULTS AND DISCUSSION
A. Variational Treatment
We consider local excitations from these ground states.
Under the constraint of the total chain length being un-
changed, trial wave functions may be introduced as
l(a)n = σl
(b)
n = (−1)nl0tanh
[
(na− x0)/ξ
]
, (3.1)
for solitons [35] and as
l(a)n = σl
(b)
n = (−1)nl0
{
1− tanh(2κd)
×[tanhκ(na− x0 + d)− tanhκ(na− x0 − d)]} , (3.2)
for polarons [36,37], where σ takes + and − on the CDW
and ACP backgrounds, respectively, a is the lattice con-
stant, and l0 is the metal-halogen bond-length change in
the ground state. x0 indicates the defect center in both
functions, while ξ and κ−1tanh(2κd) describe the spatial
extents of solitons and polarons, respectively, all of which
are variationally determined. Since we impose the peri-
odic boundary condition on the Hamiltonian, the soliton
solutions assume that the number of the original unit
cells, N , should be odd, whereas the polaron solutions
assume that N should be even. We set N equal to 201
or 200, either of which is much larger than any defect
extent in our calculation. Defect energies are degener-
ate with respect to their spin, but it is not the case with
their charge due to the broken electron-hole symmetry.
When we compare the defects on the CDW and ACP
backgrounds, we calculate them near the phase bound-
ary so as to illuminate their essential differences. Taking
the structural analyses [10–12] into consideration, we set
tMM = 2tMXM.
B. Spatial Configuration and Energy Structure
We show in Fig. 4 the spatial configurations of the
optimum defect solutions. Spin and charge are separate
entities in the solitonic excitations, while the polaronic
excitations exhibit the conventional spin-charge charac-
teristics. Neutral solitons S0 and polarons P± convey net
spin densities ± 12 , whereas no spin density accompanies
charged solitons S±. Their formation energies do not de-
pend on their locations in the weak-coupling region, but
the degeneracy is lifted with increasing coupling strength
(Table I). As the Peierls gap increases, defects generally
possess increasing energies and decreasing extents, and
end up with immobile entities.
In order to investigate their electronic structures in
more detail, we decompose the electron densities an and
bn into alternating (a˜n, b˜n) and net (nonalternating) (an,
bn) components as
an = an + a˜n ; an =
1
4(an−1 + 2an + an+1) ,
bn = bn + b˜n ; bn =
1
4(bn−1 + 2bn + bn+1) ,
(3.3)
and show them for positively charged solitons S+ in Fig.
5. Now we can easily find out the positive charges ac-
companying the defects. One of the most interesting and
important features of local excitations of this kind is their
interfacial character. Let us define further the CDW and
ACP order parameters using the alternating components
as
OCDWn =
(−1)n
2
(
a˜n + b˜n
)
,
OACPn =
(−1)n
2
(
a˜n + b˜n−1
)
,
(3.4)
which detect oscillations of the CDW and ACP types, re-
spectively, and are also plotted in Fig. 5. We learn that
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the CDW soliton reduces the CDW amplitude and in-
duces the ACP amplitude instead in its center, while vice
versa for the ACP solion. Their trajectories are expressed
as CDW → ACP → CDW and ACP → CDW → ACP,
where A denotes the antiphase counterpart for the state
A. Neutral solitons and polarons exhibit different types
of interface, where certain kinds of spin-density-wave os-
cillation blend into CDW or ACP. Due to their mixed
nature, solitons and polarons could be divided into more
elementary defects in the vicinity of the phase bound-
aries.
Density of states for solitons and polarons are shown
in Fig. 6. The four bands coming from the CDW back-
ground are, from the bottom to the top, largely made
up of the bonding combination φ+ of binuclear Pt
2+-
Pt2+ units, that of Pt3+-Pt3+ units, the antibonding
combination φ− of Pt
2+-Pt2+ units, and that of Pt3+-
Pt3+ units. On the other hand, the major components
of the four bands coming from the ACP background are
the φ+ orbitals of interdimer Pt
2+-X−-Pt2+ units, the
φ− orbitals of Pt
2+-X−-Pt2+ units, the φ+ orbitals of
Pt3+-X−-Pt3+ units, and the φ− orbitals of Pt
3+-X−-
Pt3+ units. Therefore, increasing β splits both σ and σ∗
orbitals in the CDW state, while in the ACP state the
splitting between σ and σ∗ orbitals is stressed as an effect
of increasing β.
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FIG. 4. Spatial configurations of negatively charged solitons S−, neutral solitons S0, and positively charged polarons P+ in
the CDW (a and b) and ACP (a′ and b′) states, where quantum averages of the local electron densities,
∑
s
〈a†n,san,s〉 ≡ an
and
∑
s
〈b†n,sbn,s〉 ≡ bn, are measured in comparison with the average occupancy.
-0.2
-0.1
0.0
0.1
0.2
80 90 100 110 120
net components
alternating components
CDW order parameter
ACP order parameter
EL
EC
TR
O
N
 D
EN
SI
TY
n
an
~ bn
~
,
_
bn -1.5
_
an -1.5 ,
OCDWn
OnACP
(a)
80 90 100 110 120
net components
alternating components
ACP order parameter
CDW order parameter
an
~ bn
~
,
_
bn -1.5
_
an -1.5 ,
OnACP
OCDWn
(b)
FIG. 5. Spatial configurations of positively charged solitons S+ on the CDW (a; α = 0.1537, β = 0.7500) and ACP (b;
α = 0.1538, β = 0.7500) backgrounds, where their alternating and net components (see in the text) are separately shown and
the CDW and ACP order parameters (see in the text) are also plotted.
4
a01887b12500(M :S-101.5)
a01887b12500(M :P-u101.0)
a01888b12500(X:S-101.0)
a01888b12500(X:P-u100.5)
a01806b10000(M :S-101.5)
a01806b10000(M :P-u101.0)
a01807b10000(X:S-101.0)
a01807b10000(X:P-u100.5)
a01537b07500(M :S-101.5)
a01537b07500(M :P-u101.0)
a01538b07500(X:S-101.0)
a01538b07500(X:P-u100.5)
E0-1 1 0-1 1 0-1 1 0-1 1
S P
α =
 
0.1537, β =
 
0.7500, =
 
0.1830E 
 
g(a)
α =
 
0.1806, β =
 
1.0000, =
 
0.6458E 
 
g(b)
α =
 
0.1887, β =
 
1.2500, =
 
1.1673E 
 
g(c)
α =
 
0.1538, β =
 
0.7500, =
 
0.1844E 
 
g(a')
α =
 
0.1807, β =
 
1.0000, =
 
0.6424E 
 
g(b')
α =
 
0.1888, β =
 
1.2500, =
 
1.0652E 
 
g(c')
PS
ρ  
 
E(   
)
(ar
b. 
un
its
)
FIG. 6. Density of states ρ(E) for the optimum soliton and polaron solutions on the CDW (a,b, c) and ACP (a′, b′, c′)
backgrounds.
The soliton solutions commonly exhibit an additional
level within the gap, whereas the polaron ones are ac-
companied by a couple of intragap levels. These levels
are all found to be localized around the defect center.
The level structures in the weak-coupling region suggest
some similarities between small-gap MMX chains and
trans-polyacetylene. However, in contrast with the case
of polyacetylene [35,37], the level structure which is sym-
metric with respect to the middle of the gap greaks down
with increasing electron-phonon interactions due to the
lack of electron-hole symmetry. Besides the intragap lev-
els, there appear a few related levels which are also lo-
calized around the defect center.
C. Scaling Properties
In order to illuminate the scaling properties of the soli-
tons and polarons in more detail, we plot in Fig. 7 their
characteristic lengths ξ and κ−1tanh(2κd) as functions
of the band gap Eg. Although we have calculated them
with varying α, β, and x0, they are uniquely scaled by
Eg in the weak-coupling region as
ξ/a ∼ 0.95/E0.98g , tanh(2κd)/κa ∼ 0.88/E1.03g , (3.5)
where the second decimal place varies with the data set
taken into the fitting. It is convincing that such scaling
laws break down as the defect extents come close to the
length scale a. The formation energies are also scaled
by the gap, as is shown in Fig. 8. In the weak-coupling
region, the soliton and polaron energies are both degen-
erate with respect to their spin and location, and exhibit
scaling formulae
0
10
20
30
0.1
1
10
0.0 0.5 1.0 1.5
0.01 0.1 1
ξ /
 
a
Eg
(a)
0
20
40
60
80
100
0.1
1
10
100
0.0 0.5 1.0 1.5
0.01 0.1 1
2 κ
d 
  /
 
κ
a
ta
nh
(   
    
)
Eg
(b)
FIG. 7. The optimized extents of the solitons (a) and po-
larons (b) as functions of the band gap Eg in linear and log-
arithmic scales under various values of α and β, where ◦ and
× correspond to the highest- and lowest-energy locations x0,
respectively.
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ES ∼ 0.33Eg , EP ∼ 0.46Eg . (3.6)
With increasing gap, the degeneracy is lifted, where the
CDW solitons have lower energies than their ACP coun-
terparts at a given Eg, while vice versa for polarons.
Now that we have obtained the numerical observations
(3.6), we should be reminded of the defect states in trans-
polyacetylene and a rigorous approach [37,38] to them.
Su, Schrieffer, an Heeger (SSH) [35] pioneeringly pre-
sented a theoretical study on the soliton excitations
in polyacetylene. Although they employed a simple
electron-phonon model, essential features of solitons such
as the midgap localized energy level and the small effec-
tive mass were successfully interpreted. Takayama, Lin-
Liu, and Maki (TLM) [38] mapped the SSH model onto
a continuous line and obtained a rigorous soliton solu-
tion with the formation energy ES = Eg/pi. A polaron
solution [36,37] was also found within the same scheme
and its formation energy was revealed as EP =
√
2Eg/pi.
Our numerical estimates (3.6), which are very close to
the TLM findings, suggest that MMX chains still have
an analogy with polyacetylene. Inquiring the continuum-
model description of MMX chains, we try to understand
the numerical calculations.
The continuum version of the present model (2.1)
should be constructed from the primary dσ∗ conduction
band under no dimerization of the system. Without any
electron-phonon coupling, the Hamiltonian (2.1) can be
expressed as
lim
α,β→0
H =
∑
k,s
(
ε+k A
†
k,sAk,s + ε
−
k B
†
k,sBk,s
)
, (3.7)
where
ε±k = ±
√
t2MM + t
2
MXM + 2tMMtMXMcoska , (3.8)
Ak,s =
1√
2
(
eiθ/2ak,s + e
−iθ/2bk,s
)
,
Bk,s =
1√
2
(
eiθ/2ak,s − e−iθ/2bk,s
)
,
(3.9)
with ak,s (bk,s) being the Fourier transform of an,s (bn,s)
and
eiθ = − tMM + tMXMe
ika√
t2MM + t
2
MXM + 2tMMtMXMcoska
. (3.10)
As far as we restrict our interest to the low-lying exci-
tations, we may discard the irrelevant dσ band, which is
here described by the dispersion relation ε−k , and linearize
the relevant dispersion ε+k at the two Fermi points. Tak-
ing account of the electron-phonon coupling within this
scheme and assuming the CDW and ACP backgrounds,
we obtain two effective Hamiltonians in the coordinate
representation:
HCDWeff = teff
∑
n,s
[
1− ∆(na)
tMM
] (
A†n,sAn+1,s +H.c.
)
+
2teff
tMXM
∑
n,s
∆(na)A†n,sAn,s +
KMX
4β2eff
∑
n
∆(na)2 , (3.11)
HACPeff = teff
∑
n,s
[
1− ∆(na)
tMXM
] (
A†n,sAn+1,s +H.c.
)
+
2teff
tMM
∑
n,s
∆(na)A†n,sAn,s +
KMX
16α2eff
∑
n
∆(na)2 , (3.12)
where
teff =
tMMtMXM
2
√
t2MM + t
2
MXM
, (3.13)
αeff =
1
2
(
α+
teff
tMM
β
)
, βeff =
teff
tMXM
β , (3.14)
∆(na) =
{
2βeff(−1)n(un − vn) for HCDWeff ,
4αeff(−1)n(un − vn) for HACPeff .
(3.15)
In accordance with the slowly-varying gap parameter
∆(na), we introduce operators
ψ
(r)
s (na) =
1√
L
∑
k
eiknaAkF+k,s ,
ψ
(l)
s (na) =
−i√
L
∑
k
eiknaA−kF+k,s ,
(3.16)
for right- and left-moving electrons, respectively, where
L = Na, kF = pi/2a and −pi/2a < k ≤ pi/2a. Now, sum-
ming out fast-varying components and taking the a→ 0
limit, we reach the relevant continuum models
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HCDWeff =
∫
∆(x)2
2pih¯vFλ
dx+
∑
s
∫
Φ†s(x)
[
ih¯vFσz
d
dx
−2∆(x)teff
(
σx
tMM
+
σy
tMXM
)]
Φs(x)dx , (3.17)
HACPeff =
∫
∆(x)2
2pih¯vFλ
dx+
∑
s
∫
Φ†s(x)
[
ih¯vFσz
d
dx
−2∆(x)teff
(
σx
tMXM
+
σy
tMM
)]
Φs(x)dx , (3.18)
where we have employed the Pauli matrices (σx, σy, σz)
and a spinor notation Φ†s(x) = (ψ
(r)
s (x)∗, ψ
(l)
s (x)∗), defin-
ing the Fermi velocity vF and the dimensionless coupling
constant λ as
h¯vF = 2ateff , (3.19)
λ =
{
β2eff/piteffKMX for HCDWeff ,
4α2eff/piteffKMX for HACPeff .
(3.20)
Interestingly, when we rotate the spinor wave function
around the z axis by the angle
ϕ =
{
arctan(tMM/tMXM) for HCDWeff ,
arctan(tMXM/tMM) for HACPeff ,
(3.21)
both Hamiltonians (3.17) and (3.18) turn into the same
expression
HTLM =
∫
∆(x)2
2pih¯vFλ
dx+
∑
s
∫
Φ†s(x)
×
[
−ih¯vFσz d
dx
+∆(x)σx
]
Φs(x)dx , (3.22)
which is nothing but the TLM continuum model. We
know that the Hamiltonian (3.22) possesses exact soli-
tonic [38,39] and polaronic [36,37] solutions
∆(x) = ∆0tanh(x/ξ) , (3.23)
∆(x) = ∆0 − h¯vFκ
×[tanhκ(x+ d)− tanhκ(x− d)] , (3.24)
with their characteristic scaling relations
ξ = h¯vF/∆0 , ES = 2∆0/pi , (3.25)
tanh(2κd)/κ = h¯vF/∆0 , EP = 2
√
2∆0/pi . (3.26)
Considering Eqs. (3.13) and (3.19) together with the re-
lation 2∆0 = Eg, we are fully convinced of the present
numerical findings (3.5) and (3.6).
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FIG. 9. The soliton and polaron masses as functions of the
band gap Eg in the unit of the electron mass me. All the
excitations are almost degenerate with respect to their spin,
charge, and location in the weak-coupling region, but the de-
generacy is lifted with increasing gap. As for charged defects,
we have simply plotted the masses of negatively charged ones,
because those of positively charged ones are less convergent
in the strong-coupling region, much more rapidly increasing
with gap outside the weak-coupling region.
D. Effective Mass
The continuum-model analysis has revealed that the
defect extents should be given by 2a/
√
5Eg in the weak-
coupling limit under the present parametrization. Ac-
cording to the numerical observations (3.5), this scaling
law better holds for polarons than for solitons. This may
be because polarons have wider extents than solitons at
a given gap. When we consider moving defects, such an
idea is quite suggestive. Let us calculate the effective
masses of solitons and polarons.
Moving the defect center as x0 = vt in Eqs. (3.1)
and (3.2) and neglecting any change in the defect shape,
which must be of order v2 due to the time-reversal sym-
metry and therefore does not contribute to the defect
mass Mdefect for small v, we find
1
2
Mdefectv
2 =
1
2
M
∑
n
(l˙(a)n )
2 , (3.27)
whereM corresponds to the mass of a halogen or bimetal
complex according as the ground state is CDW or ACP.
Assuming n to be sufficiently large under the periodic
boundary condition, the summation in Eq. (3.27) can
explicitly be taken and ends up with
MS =
4Ma
3ξ
(
l0
a
)2
, (3.28)
MP =
8
3
Mκa
(
l0
a
)2
tanh2(2κd)
×
[
1− 12 2κd+ 1 + (2κd− 1)e
4κd
e12κd − 3e8κd + 3e8κd − 1
]
, (3.29)
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for solitons and polarons, respectively. Further calcula-
tion is performed for two well-studied MMX-chain ma-
terials K4[Pt2(pop)4Br]·3H2O [10,14,17,40,41] with a =
8.139 A˚ [14] and Pt2(dta)4I [12,18,19,42,43] with a =
8.633 A˚ [12]. Their ground states were assigned to
CDW and ACP, respectively, and therefore they give
M = 145611me andM = 1375629me, respectively, where
me is the electron mass. We show in Fig. 9 the thus cal-
culated soliton and polaron masses, where the optimum
values of ξ, κ, and d have been averaged over x0. For
Eg >∼ 0.4, any defect has to overcome site-dependent en-
ergy barriers in its motion and thus the present calcula-
tions are just for reference.
In comparison with the formation energy which de-
scribes a static defect and is generically given for both
types of ground state in the weak-coupling region, the
effective mass of a moving defect varies according to the
background charge ordering. Defects on the ACP back-
ground generally look more massive than their CDW
counterparts. However, the difference should rather be
attributed to the material-dependent crystalline struc-
ture than be recognized as a result of intrinsic defect fea-
tures. CDW is accompanied by the halogen-sublattice
dimerization, while ACP by the metal-sublattice dimer-
ization. Larger defect masses on the ACP background re-
flect the mass of the diplatinum complex Pt2(CH3CS2)4
which is about ten times as heavy as the halogen atom
Br.
On the other hand, the polaron mass turns out in-
trinsically smaller than the soliton mass. We have in-
deed found in Fig. 4 that the polarons are more spa-
tially extended than the solitons at a given gap. The
energy gap at least amounts to 0.75 eV [44] in conven-
tional MX-chain materials. Metal binucleation strik-
ingly reduces the gap, for example, to 0.08 eV for
K4[Pt2(pop)4Br]·3H2O [14] and 0.05 eV for Pt2(dta)4I
[12]. Correspondingly, Pt2(dta)4I exhibits a high elec-
trical conductivity 13 Ω−1cm−1 [19], which is about
109 times larger than that of a typical MX compound.
Though we have no information on tMM, previous esti-
mates of tMXM forMX compounds [45,46], together with
the structural analyses [10–12], imply that tMM = 1 ∼ 2
eV for MMX compounds. Then we are allowed to esti-
mate that 0.1me <∼ MS <∼ 2me and 0.05me <∼ MP <∼ me
for K4[Pt2(pop)4Br]·3H2O, while 0.3me <∼ MS <∼ 3me
and 0.1me <∼ MP <∼ me for Pt2(dta)4I. In any case, the
MMX-solitons are a few times as heavy as the MMX-
polarons but still much lighter than the MX-solitons of
MS >∼ 100me [27]. There is a similar observation in trans-
polyacetylene as well. The TLM-model analysis of poly-
acetylene gives MS ≃ 3me [47] and MP ≃ me [37]. Such
small masses should be quite significant in dynamics in-
volving solitons and polarons. From the energetical point
of view, we have learnt that EP < 2ES < 2EP. We can
not well distinguish charged solitons from neutral ones
within the electron-phonon model, but we find, taking
account of electron-electron correlation, that ES0 < ES±
[48]. Hence there may be a relaxation of photogenerated
polaron pairs P+ +P− −→ S0 + S¯0 and a recombination
of doping-induced or chemical-defect-associated solitons
S± + S¯
0 −→ P±. In MX compounds, photogeneration
of solitons and polarons have indeed been observed and
they exhibit a varied relaxation process within a few hun-
dred psec [6,8,9]. MMX chains with less massive defects
may really exhibit picosecond dynamics.
IV. CONCLUDING REMARKS
We have investigated the local excitations correspond-
ing to topological solitons and polarons in halogen-
bridged diplatinum chains in terms of a coupled electron-
phonon model. Although the solitons have lower excita-
tion energies than the polarons, the effective masses of
the solitons are larger than those of polarons. Their high
mobility is promised in MMX chains with small energy
gaps up to ∼ 0.1 eV, where all the defects are at most a
few times as massive as an electron.
There is an analogy between the defect states inMMX
chains and those in trans-polyacetylene in spite of many
contrasts between these systems such as d and pi elec-
trons, binuclear and mononuclear assemblies, and intr-
asite and intersite electron-phonon couplings. Then we
are all the more eager to encourage optical measurements
and doping of MMX chains, where the electronic gap is
suitably small, chemical tuning of the electronic state is
widely possible, and the single crystals are readily avail-
able.
ACKNOWLEDGMENTS
The author is grateful to A. R. Bishop, K. Yonemitsu,
K. Nasu, and Y. Ono for fruitful discussions and helpful
comments. This work was supported by the Japanese
Ministry of Education, Science, and Culture and by the
Sumitomo Foundation. The numerical calculation was
done using the facility of the Supercomputer Center, In-
stitute for Solid State Physics, University of Tokyo.
[1] R. J. H. Clark, in Advances in Infrared and Raman Spec-
troscopy, edited by R. J. H. Clark and R. E. Hester (Wi-
ley, New York, 1984) Vol. II, p. 95.
[2] J. T. Gammel, A. Saxena, I. Batistic´, A. R. Bishop, and
S. R. Phillpot, Phys. Rev. B 45, 6408 (1992); S. W.
Weber-Milbrodt, J. T. Gammel, A. R. Bishop, and E.
Y. Loh, Jr., ibid. 45,6435 (1992).
[3] M. Tanaka, S. Kurita, Y. Okada, T. Kojima, and Y. Ya-
mada, Chem. Phys. 96, 343 (1985).
[4] H. Toftlund and O. Simonsen, Inorg. Chem. 23, 4261
(1984).
8
[5] K. Toriumi, Y. Wada, T. Mitani, S. Bandow, M. Ya-
mashita, and Y. Fujii, J. Am. Chem. Soc. 111, 2341
(1989).
[6] N. Kuroda, M. Sakai, Y. Nishina, M. Tanaka, and S.
Kurita, Phys. Rev. Lett. 58, 2122 (1987).
[7] S. D. Conradson, M. A. Stroud, M. H. Zietlow, B. I.
Swanson, D. Baeriswyl, and A. R. Bishop, Solid State
Commun. 65, 723 (1988).
[8] H. Okamoto, T. Mitani, K. Toriumi, and M. Yamashita,
Phys. Rev. Lett. 69, 2248 (1992).
[9] H. Okamoto and M. Yamashita, Bull. Chem. Soc. Jpn.
71, 2023 (1998).
[10] C.-M. Che, F. H. Herbstein, W. P. Schaefer, R. E. Marsh,
and H. B. Gray, J. Am. Chem. Soc. 105, 4604 (1983).
[11] R. J. H. Clark, M. Kurmoo, H. M. Dawes, and M. B.
Hursthouse, Inorg. Chem. 25, 409 (1986).
[12] C. Bellitto, A. Flamini, L. Gastaldi, and L. Scaramuzza,
Inorg. Chem. 22, 444 (1983).
[13] C. Bellitto, G. Dessy, and V. Fares, Inorg. Chem. 24,
2815 (1985).
[14] L. G. Butler, M. H. Zietlow, C.-M. Che, W. P. Schae-
fer, S. Sridhar, P. J. Grunthaner, B. I. Swanson, R. J.
H. Clark, and H. B. Gray, J. Am. Chem. Soc. 110, 1155
(1988).
[15] N. Kimura, H. Ohki, R. Ikeda, and M. Yamashita, Chem.
Phys. Lett. 220, 40 (1994).
[16] M. Yamashita, S. Miya, T. Kawashima, T. Manabe, T.
Sonoyama, H. Kitagawa, T. Mitani, H. Okamoto, and R.
Ikeda, J. Am. Chem. Soc. 121, 2321 (1999).
[17] B. I. Swanson, M. A. Stroud, S. D. Conradson, and M.
H. Zietlow, Solid State Commun. 65, 1405 (1988).
[18] H. Kitagawa, N. Onodera, J.-S. Ahn, T. Mitani, K. To-
riumi, and M. Yamashita, Synth. Met. 86, 1931 (1997).
[19] H. Kitagawa, N. Onodera, T. Sonoyama, M. Yamamoto,
T. Fukawa, T. Mitani, M. Seto, and Y. Maeda, J. Am.
Chem. Soc. 121, 10068 (1999).
[20] S. A. Borshch, K. Prassides, V. Robert, and A. O. Solo-
nenko, J. Chem. Phys. 109, 4562 (1998).
[21] M. Kuwabara and K. Yonemitsu, Mol. Cryst. Liq. Cryst.
341, 533 (2000); 343, 47 (2000); J. Phys. Chem. Solids
62, 435 (2001).
[22] S. Yamamoto, Phys. Lett. A 258, 183 (1999); J. Phys.
Soc. Jpn. 69, 13 (2000); Phys. Rev. B 63, 125124 (2001).
[23] S. Yamamoto, J. Phys. Soc. Jpn. 70, 1198 (2001).
[24] S. Yamamoto, Phys. Rev. B 64, 140102(R) (2001).
[25] M. Kuwabara and K. Yonemitsu, Synth. Met. 120, 947
(2001); J. Mater. Chem. 11, 2163 (2001).
[26] S. Ichinose, Solid State Commun. 50, 137 (1984).
[27] Y. Onodera, J. Phys. Soc. Jpn. 56, 250 (1987).
[28] D. Baeriswyl and A. R. Bishop, J. Phys. C 21, 339 (1988).
[29] Y. Tagawa and N. Suzuki, J. Phys. Soc. Jpn. 59, 4074
(1990); 64, 1800 (1995); 64, 2212 (1995).
[30] A. Mishima and K. Nasu, Phys. Rev. B 39, 5758 (1989);
39, 5763 (1989).
[31] M. Suzuki and K. Nasu, Phys. Rev. B 45, 1605 (1992).
[32] H. Matsuzaki, H. Kishida, H. Okamoto, T. Kawashima,
K. Takizawa, T. Ishii, H. Matsuzaka, and M. Yamashita,
unpublished.
[33] S. Kivelson, Phys. Rev. B 28, 2653 (1983).
[34] W. P. Su, Solid State Commun. 48, 479 (1983); Phys.
Scr. 32, 34 (1985).
[35] W. P. Su, J. R. Schrieffer, and A. J. Heeger, Phys. Rev.
Lett. 42, 1698 (1979); Phys. Rev. B 22, 2099 (1980).
[36] S. A. Brazovskii and N. N. Kirova, Sov. Phys. JETP Lett.
33, 4 (1981).
[37] D. K. Campbell and A. R. Bishop, Phys. Rev. B 24, 4859
(1981); D. K. Campbell, A. R. Bishop, and K. Fesser,
ibid. 26, 6862 (1982).
[38] H. Takayama, Y. R. Lin-Liu, and K. Maki, Phys. Rev. B
21, 2388 (1980).
[39] S. Kivelson, T.-K. Lee, Y. R. Lin-Liu, I. Peschel, and L.
Yu, Phys. Rev. B 25, 4173 (1982).
[40] M. Kurmoo and R. J. H. Clark, Inorg. Chem. 24, 4420
(1985).
[41] M. A. Stroud, H. G. Drickamer, M. H. Zietlow, H. B.
Gray, and B. I. Swanson, J. Am. Chem. Soc. 111, 66
(1989).
[42] I. Shirotani, A. Kawamura, M. Yamashita, K. Toriumi,
H. Kawamura, and T. Yagi, Synth. Met. 64, 265 (1994).
[43] Y. Miyazaki, Q. Wang, A. Sato, K. Saito, M. Yamamoto,
H. Kitagawa, T. Mitani, and M. Sorai, to be published
in J. Phys. Chem. B.
[44] H. Okamoto, T. Mitani, K. Toriumi, and M. Yamashita,
Mater. Sci. Eng. B 13, L9 (1992).
[45] D. Baeriswyl and A. R. Bishop, Phys. Scr. T19, 239
(1987).
[46] Y. Tagawa and N. Suzuki, J. Phys. Soc. Jpn. 64, 2212
(1990).
[47] D. Baeriswyl, in Theoretical Aspects of Band Structures
and Electronic Properties of Pseudo-One-Dimensional
Solids, edited by H. Kamimura (Reidel, New York, 1985),
p. 23.
[48] W.-K. Wu and S. Kivelson, Phys. Rev. 33, 8546 (1986).
TABLE I. The lowest- and highest-energy locations x0 of
MMX solitons and polarons.
CDW background ACP background
the lowest the highest the lowest the highest
S− (2n− 1
2
)a (2n+ 1
2
)a (2n+ 1)a 2na
S+ (2n+ 1
2
)a (2n− 1
2
)a 2na (2n+ 1)a
S0 (2n− 1
2
)a (2n+ 1
2
)a (2n+ 1)a 2na
P− (2n+ 1)a 2na (2n+ 1
2
)a (2n− 1
2
)a
P+ 2na (2n+ 1)a (2n− 1
2
)a (2n+ 1
2
)a
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