Reversible data hiding in encrypted image (RDHEI) is a technique that can provide the security and invisibility of their own information during the acquisition and sharing of them among multi-users. Among which, parametric binary tree labelling (PBTL) is a novel technique designed to serve for highcapacity RDHEI. However, considering the local smoothness of the image, its potential redundancy room has not been fully explored. In this paper, we propose an improved PBTL-RDHEI scheme (IPBTL-RDHEI in short). In IPBTL-RDHEI, an adjusting pixel modulation strategy is considered to reduce the probability of the overflow of pixels, making more embeddable pixels usage to carry secret data. Moreover, a blockwise rearrangement and compression (BRC) mechanism is introduced to decrease the length of the required auxiliary information. Experimental results confirm that the proposed scheme is able to achieve an average embedding rate as large as 1.827 bpp when the block size is set to 3×3.
VRAE based scheme is a technique that vacates the redundancy room in an encrypted image for data hiding. In 2011, a VRAE based RDHEI scheme was proposed by Zhang [16] . In [16] , the original image was first encrypted and then divided into non-overlapping blocks. For each block, pixels were segmented into two sets, i.e., S 0 and S 1 . The 3LSBs of pixels in S 0 were flipped if the to-be-hidden secret bit is '0'; otherwise, the 3LSBs of pixels in S 1 were flipped. At the receiving side, two decrypted versions of one block, i.e., H 0 and H 1 , can be derived through flipping all 3LSBs of pixels in S 0 and S 1 , respectively. A fluctuation function was designed to evaluate the block's smooth degree. The decrypted block with a smoother degree was judged as the original block. Also, the embedded secret bit '0' can be extracted if the original block is judged as H 0 ; otherwise, the secret bit is '1'. But then Hong et al. [17] observed that there is room for improvement in designing the fluctuation function in [16] , however, it still does not completely solve the problem of misjudgment. In 2012, Zhang [18] proposed another RDHEI scheme to create a sparse space to accommodate some secret data by compressing the LSBs of pixels in encrypted image. Their scheme collected M -LSBs of L pixels and compressed those ML bits into (ML-L S ) bits using the matrix encoding, where L S is the length of secret data. Thus, their scheme provided an embedding rate (ER) is around L S /L. VRBE based scheme usually uses some traditional RDH algorithms to reserve some spare room for concealing secret data before image encryption. In 2013, Ma et al. [19] proposed a novel RDHEI scheme to achieve a high embedding capacity (EC). Through reserving the room from the LSBs before encryption, the secret data were embedded in that prereserved room. The maximum ER provided by their scheme is around 0.5 bpp. To further improve the embedding capacity, Cao et al.'s [20] proposed to consider the path-level sparse representation when hiding the secret data, where a dictionary should be first trained using K-means singular value decomposition. Their scheme provided an average ER of 0.8 bpp, which is higher than that of scheme [19] . In 2018, an effective RDHEI scheme based on MSB prediction was proposed by Puteaux and Puech [21] . In their scheme, the prediction error location map was firstly built and directly stored into the encrypted image using the operation of prediction error highlighting. Sequentially, the secret data were embedded into the replaceable MSB of pixels in encrypted image. The original image can be recovered at the receiving side. The maximum ER provided by their scheme is close to 1.0 bpp. Unfortunately, there is still a few error rate of image recovery and data extraction, with the probability of 1/2 f , where f is the length of the highlighted flag.
Generally, VRSE based scheme adopts some special encryption methods to encrypt image into a noise-like version, making spatial correlation kept in encrypted image. That is to say, the redundancy room in original image may be still kept and can be exploited for data hiding. In 2017, Yi and Zhou [22] proposed a binary-block embedding scheme to conceal secret data into binary images, namely BBE. They first divided the image into non-overlapping blocks, and then classified those blocks into two types, i.e., bad block and good block, according to the numbers of '0's or '1's within a block. The good block is able to embed secret data, while bad block cannot. Due to most of the pixels are '1' or '0' in a good block, some redundancy room can be vacated for concealing secret data after block labelling. Based on BBE, they further proposed a BBE-RDHEI scheme. First, it used BBE to embed bits in LSBs planes of the original image into its MSBs planes. Then, the original image was encrypted and the secret data were hidden into its LSBs planes. At the receiver side, both the original image and secret data can be reconstructed completely. Their scheme can achieve an average ER of 1.72 bpp. Next year, Liu and Pun's [23] employed an encryption method designed to avoid destroying most of the redundant space in MSBs plane in original image to encrypt the original image, thus, more redundant space can be vacated to carry secret data, and the average ER is around 1.7 bpp. Tang et al. [24] proposed a novel RDHEI scheme using a different compression technique. A block-wise encryption method was designed to encrypt image, so that it can transfer spatial correlation among neighboring pixels of original image into encrypted image. For each encrypted block, the difference between the smallest pixel and other pixels was calculated and then encoded using the differential compression to vacate room for data hiding. Also, the secret data and original image can be recovered with error-free on the receiving side. Finally, an average ER of 1.56 bpp was provided by their scheme. In 2019, Chen and Chang [25] proposed a VRSE based RDHEI scheme. Before image encryption, they vacated spare room from MSB planes of the original image using the joint technique, which combines the run-length encoding and the block-wise MSB plane rearrangement method. Then, the original LSBs of the image were embedded into those spare room. Later, the processed image was encrypted and its LSBs are used to conceal the secret data. Separable operations of data extraction and image recovery can be conducted on the receiver side. As a result, their scheme obtained a higher embedding capacity than that of [25] , with an average ER of 1.81 bpp. Later, Qin et al. [26] proposed a novel RDHEI scheme based on redundancy transferring and sparse block encoding. In their scheme, an efficient block-wise image encryption method was adopted to encrypt original image and transfer redundancy from λ-MSB to (8 -λ)-LSB simultaneously. Furthermore, an improved sparse matrix encoding for different types of binary block within LSB of encrypted image was designed to vacate spare room to carry secret data. Also, their scheme allows the recipient to extract the secret data and recover the original image from the marked encrypted image. On average, their scheme can achieve an average ER of 1.72 bpp when λ is set to 4. At the same year, Shiu et al. [27] proposed an interpolative AMBTC-based RDHEI scheme with high capacity.
In their scheme, a technique which combines the interpolative AMBTC and Huffman encoding was designed to create more spare room for data hiding. Of course, the Huffman code and the corresponding Huffman dictionary are required for decoding, which must be included in the image itself. Then, the processed image was encrypted and the remaining vacated room was utilized to conceal secret data. Their scheme can achieve ER = 1.87 bpp on average. Also, in 2019, Yi and Zhou [28] proposed a new RDHEI scheme with high capacity using parametric binary tree labelling (PBTL). In their scheme, the encrypted image was conducted by a special encryption method: block scrambling and pixel permutation, where the spatial correlations within blocks were well kept. Thus, some redundancy room served for concealing secret data can be vacated from those spatial correlations. Finally, data extraction and image recovery can be recovered separately and losslessly. Also, their PBTL based RDHEI, namely PBTL-RDHEI, is able to achieve an average ER as large as 1.737 bpp, which is ahead of [22] [23] [24] , [26] .
Although PBTL based RDHEI scheme [28] well provides performance in embedding capacity, we observe that there is room for improvement in the operation of pixel modulation and the generation of auxiliary information. To overcome this problem, we propose an effective RDHEI scheme in this paper based on PBTL. The main contributions of this paper are summarized in the following three aspects: 1) We propose an adjusting pixel modulation based encryption method. This method effectively reduces the number of pixels trapped into overflow caused by pixel modulation and makes more pixels with low difference values exploited to hide secret data. 2) We further propose a block-wise rearrangement and compression technique, which can significantly decrease the length of required auxiliary information. 3) Based on those two strategies, we propose an improved PBTL based RDHEI scheme (IPBTL-RDHEI in short). Experimental results confirm that our scheme has excellent performance, exceeding the performance of the scheme [28] in embedding capacity.
The rest of this paper is organized as follows. Section II is a review of the related works, including PBTL framework and PBTL-RDHEI scheme. The proposed IPBTL-RDHEI is described in Section III. Experimental results are presented in Section IV, and Section V presents our conclusions.
II. RELATED WORKS
In this section, we will briefly introduce the PBTL framework [28] to show how to label pixels flexibly and then clarify the process of data hiding using PBTL in encrypted image.
A. PBTL FRAMEWORK
In 2019, Yi and Zhou [28] proposed a PBTL scheme to label pixels in an image into two groups, i.e., S 1 and S 2 . In their scheme, a 7-layer full binary tree structure (7FBT) was first constructed, as shown in Fig. 1 . We can observe that there are 2 l nodes in l th layer, where 1 ≤ l ≤ 7. It is also easy to find that the length of binary code in each node in l th layer is l. Based on 7FBT, a flexible labelling strategy is designed according to a tuple parameter (a, b). More specifically, they separately used an a-bit and b-bit binary codes to label pixels in S 1 and S 2 .
To a given parameter a, the first binary code of the a th layer, i.e., a 0...0 (as blue binary code shown in Fig. 1 ), is used to label all pixels in S 1 . Next, nodes in 7FBT whose prefix code is equal to a 0...0 are ignored. Then, the binary codes for labelling pixels in S 2 can be determined from the remaining nodes according to the parameter b. In total, there are two cases will be encountered. To better explain how to generate the binary codes for labelling, an example is provided in Fig. 2 to demonstrate the process of generation of binary codes when a = 2 and b = 1 to 7. It can be apparent from Fig. 2 that, the binary code '00' is selected to label the pixels in S 1 since the parameter a is equal to 2. After the binary code '00' determined, the binary code for labelling pixels in S 2 can be decided according to the parameter b. When b = 1, we can see from the 1 st layer in Fig. 1 , there are in total two binary codes, i.e., '0' and '1'. Among which, the code '0' is unavailable because it is the prefix of binary code '00', thus, only the binary code '1' is chosen to label pixels in S 2 . Correspondingly, the labelling strategy under this situation is shown in the 1 st sub-table in Fig. 2 . When a = b = 2, we can observe from layer 2 in and '111'. Similarly, the following sub-tables in Fig. 2 list the labelling strategy when b is from 4 to 7.
In summary, given a tuple parameter (a, b), the binary code a 0...0 for labelling S 1 and N b binary codes for labelling N b subgroups divided from S 2 will be determined.
B. PBTL BASED RDHEI SCHEME
Using the PBTL framework, an RDHEI scheme was proposed by Yi and Zhou [28] , i.e., PBTL-RDHEI. It can be introduced by following five steps one by one.
Step 1: Image encryption. The original image I with a size of H × W is divided into h × w non-overlapping blocks and encrypted in a special method: block permutation and pixel modulation. After the block permutation, the scrambled blocks are denoted asÎ (i) (1 ≤ i ≤ H ·W h·w ). Then, the pixel modulation can be done by
where E j (i) ,Î j (i) are the j th pixel of the encrypted block E (i) and the scrambled blockÎ (i) , and R i is a random integer generated by a pre-defined key. It means that all h · w pixels in blockÎ (i) are added by the same value R i . Thus, the spatial correlations within a block will be almost kept after pixel modulation, and they can be utilized to conceal secret data at the data hider side. Two examples of pixel modulation are given in Fig. 3 , where the block size is set as 3×3. Let us assume that two scrambled blocksÎ (1) andÎ (2) are as shown in Fig. 3(a) , and the random values R 1 and R 2 correspond to blocksÎ (1) andÎ (2) are 100 and 150, respectively. Let us focus on the blockÎ (1) , first, all values of pixels in this block, i.e., (162, 162, 163, 162, 162, 162, 163, 162, 162, 163) , plus the same value R 1 = 100, resulting in new values (262, 262, 263, 262, 262, 262, 263, 262, 262, 263) . Sequentially, the pixel values in encrypted block E (1) are derived by a modulo-256 operation, and the result is (6, 6, 7, 6, 6, 7, 6, 6, 7) . By the same way, the pixels in encrypted block E (2) can be obtained. It is worth note that, the value of the 3 rd pixel inÎ (2) is unusually changed from 106 to 0 after pixel modulation.
Step 2: Difference value calculation. For each encrypted block E (i) , their difference values e
Here we continue with the example given in Fig. 3(a) . First, the pixel in the center of the 3×3 block E (1) is chosen as the reference pixel, denoted as E ref (1) = 6. Then, the other pixels within E (1) are subtracted to E ref (1) , resulting in difference values of (0, 0, 1, 0, 1, 0, 0, 1), as e (1) shown in Fig. 3(b) . Similarly, the e (2) can be worked out. Also, it can be observed that a large difference value −251 is generated since its corresponding pixel value is overflow after pixel modulation, i.e., (106+150) mod 256 = 0, while E ref (1) does not overflow. (1) are ranged in {-1, 0, 1}, thus, the corresponding pixels in E (1) are separated into S 2 , which are colored in orange in Fig. 3(c) . As for the block E (2) , the difference values (2, −251, 2) correspond to the pixels (253, 0, 253) are all not ranged in {−1, 0, 1}, hence, those three pixels (Colored by gray in Fig. 3(c) ) are grouped to S 1 , and the remaining pixels belong to S 2 .
Step 4: Pixel labelling. Due to the reference pixels E ref (i) are flexibly pre-defined in advance, so they can be easily distinguished, thus, only the pixels in S 1 and S 2 need to be labelled. For each pixel in S 1 , a 0...0 is adopted to label it by bit replacement. For pixels in S 2 , they can be separated into N b subgroups according to the difference values. Thus, N b distinct b-bit binary codes are utilized to label pixels in each subgroups, respectively. Let us move on to the labelling strategy shown in Fig. 3(d) . As we can see, we will use '00' to label pixels in S 1 ; for S 2 , '01' will be used to label pixel whose corresponding difference value is equal to −1, and '10' will be used to label pixel whose corresponding difference value is 0, and '11' will be used to label pixel whose corresponding difference value is 1. Correspondingly, the result of pixel labelling is showed in Fig. 3(e) , where the labelled binary codes are colored by red. For example, in the block E (1) , the first pixel 6 is in S 2 and its difference value is 0, thus, the first 2 bits of its binary representation is replaced as '10', which can be used to indicate that the difference between this pixel and its reference pixel is 0 during the image recovery phase. Similarly, in the block E (2) , the first pixel 250 belongs to S 2 and its difference value is −1, thus, the first 2 bits of its binary representation is replaced as '01'. Take another specific case for example. The 4 th pixel 253 in E (2) belongs to S 1 because its difference value is 2, thus, the first 2 bits of its binary representation should be replaced as '00'. In this case, in order to recover this pixel losslessly at the receiving side, its 2-bit original binary codes should be collected as auxiliary information before bit replacement and embedded into encrypted image along with secret data.
Step 5: Payload embedding. The payload to be embedded contains two parts: the auxiliary information and encrypted secret data. After pixel labelling, the remaining (8-b) bits of each pixel in S 2 are reserved to carry payload bits using bit replacement. As can be seen from Fig. 3(e) , in the block E (1) , each pixel can be used to conceal 6 bits payload (Colored by blue). For the block E (2) , the pixels (253, 0, 253) are un-embeddable pixels, thus its remaining (8-b) bits are kept unchangeable (Colored by black). Note that, the parameters a and b should be embedded in a pre-defined pixel, namely E s . This pixel does not participate in the above data hiding process except image encryption, and its original bits are also necessary to be treated as one part of auxiliary information.
In the data extraction and image recovery, we can reconstruct the labelling strategy according to the parameters (a, b) extracted from E s . Also, we can classify pixels into S 1 and S 2 by checking the labelled bit of non-reference pixels. Then, we can extract the (8-b) bits of the payload from pixels in S 2 . Next, for each pixel in S 2 , we can recover its pixel by Eq. (4) according to the corresponding difference value obtained from its b-bit labelled bits. 
Finally, the first a-bit of pixels in S 1 and pixel E s can be recovered using the extracted auxiliary information. By now, the secret data and original image can be recovered losslessly through perform the inverse decryption using the corresponding encrypted keys. As a result, their scheme is able to achieve an average ER as larger as 1.737 bpp when the block size is set to 3×3. Also, we observed that there is room for improvement in adjusting pixel modulation, and optimizing the size of auxiliary information. The details will be discussed in Section III.
III. PROPOSED SCHEMES
Although Yi and Zhou's scheme achieves a high embedding rate, there is room for improvement in two aspects: 1) reduce chance of overflows caused by pixel modulation and 2) decrease the size of auxiliary information. For this, we further propose an improved PBTL based RDHEI in this paper. For simplicity, we call the proposed scheme as IPBTL-RDHEI in short. The flowchart of the proposed scheme is given in Fig. 4 . An original image I is encrypted by a special method and the encrypted image I e is exploited to embed payload by a data hider to achieve the marked encrypted image I m . Finally, the extraction of secret data and the recovery of original image can be achieved individually on the receiver side if, and only if, the corresponding encrypted key has been owned.
A. ADJUSTING PIXEL MODULATION
In Yi and Zhou's scheme [28] , the pixel modulation operation may reduce the spatial correlations of pixels within a block. As an example shown in Fig. 3(a) , partial pixels in a block will be overflow because all pixels in this block added the same value R i . Thus, the embeddable pixels will reduce after the pixel modulation operation. Although they considered that those losses can be ignored, indeed, experiments show that the number of un-embeddable pixels caused by pixel modulation is about 450 on average. In their scheme, there is not more discussion about how to minimize the impact of this adverse situation.
Therefore, we shall propose an adjusted version of pixel modulation. The new method is based on the observation that the larger range of R i may lead to fewer unembeddable pixels along with more difficult for the brute-force attack; however, R i is only ranged in [0, 255] in Yi and Zhou's scheme. In our approach, we expand the range of R i to [0, R max ], where 256 ≤ R max ≤ 511. Fig. 5 shows the R max s set to achieve the maximum numbers of embeddable pixels for 8000 images (from image database BowsBase) when the parameter (a, b) is (2, 5) and block size is 3×3. From the results, different images have different R max to achieve the maximum numbers of embeddable pixels. Indeed, there are few images achieved the maximum numbers of embeddable pixels when R max is set to 256. Rather than, if we employ the adjusting pixel modulation, the average number of embeddable pixels is about 450 higher than that in Yi and Zhou's scheme. This means that the more reserved room can be used to embed secret data. Note that, similar to the parameters (a, b), for different images, one pixel should be pre-reserved to hide its chosen R max and its original bits are treated as one part of auxiliary information.
B. BLOCK-WISE REARRANGEMENT AND COMPRESSION (BRC)
In [28] , in order to completely recover the original image, some auxiliary information should be recorded in advance VOLUME 8, 2020 and then embedded into the encrypted image along with secret data. Most of the auxiliary information roots in recording the first a bits of pixels in S 1 . We observed that there is room for improvement in reducing the size of auxiliary information. Therefore, a technique, which combines the block-wise compressing with the information rearranging, is conducted. It can be apparent that experimental results in their scheme [28] show that the maximum embedding rates of most images are achieved when a = 2. It means that, for most images, first 2-bit (i.e., 2MSBs) of the binary representation of un-embeddable pixels need to be recorded as auxiliary information. Obviously, due to the spatial correlations within a block were still well kept, thus, 2MSBs of pixels at the same block are able to be predicted by its corresponding reference pixel. Therefore, a rearrangement of auxiliary information method is first suggested and the rules are described as follow: we first pick out the a MSBs of pixels in S 1 which will be further compressed and then collect the remaining (a -a') bits of pixels in S 1 , where a = min{a, 2}.
During the auxiliary information rearranging, the a MSBs of pixels in S 1 is further compressed in a block-wise manner. In a block, for each pixel which belongs to S 1 , if its a MSBs can be predicted by the corresponding reference pixel, thus, the auxiliary information in current block can be compressed; otherwise, it cannot. To better state the process of blockwise compressing, an example is given below in Fig. 6 . Here, assume a = 2 and b = 2, thus, a = 2. Obviously, in this case, there is not remaining (a-a') bits needed to be collected. According to the IPBTL strategy shown in Fig. 3(d) , the pixels whose corresponding difference is out of range [−1, 0, 1] are classified into S 1 , hence, the result of classification is illustrated in Fig. 6(a) . For the first block, there are four pixels belong to S 1 , and the corresponding 2MSBs plane is derived and listed in Fig. 6(b) . It can be apparent that the values of those 2MSBs are all the same as the value of reference pixel's 2MSBs. Thus, we use a flag bit, i.e., '0', which represents this block is able to be compressed, as the auxiliary information shown in Fig. 6(c) . For the second block, there are three pixels classified into S 1 , and also its corresponding 2MSBs plane is shown in Fig. 6(b) . Unfortunately, there is a value in the upper-right corner, i.e., '00', which is not equal to its reference pixel's 2MSBs, i.e., '11'. Thus, this block is an incompressible one and its flag bit is set to '1'. Also, the original 2MSBs should be recorded behind the flag bit as shown in Fig. 6(c) . Indeed, there are only a few such incompressible cases because of its benefit mechanism, i.e., the spatial correlations are well kept within a block.
C. PAYLOAD EMBEDDING
The process of payload embedding is similar to that in PBTL-RDHEI as mentioned in Subsection II-B. After obtaining the encrypted image I e , the data hider first divides it into h × w non-overlapping blocks. Given a combination of parameters (a, b) and R max , the PBTL based labelling strategy is performed to vacate redundancy room, and then auxiliary information is collected by operations of block-wise rearrangement and compression. Note that, the pre-preserved pixels E s and E t (s) in encrypted image I e should be replaced as (a, b) and R max before labelling, respectively. Then, for the considerations of security of secret data, it should be encrypted by a data hiding key K h before data embedding. Then, we can embed payload bits into the processed encrypted image. Finally, we achieve a marked encrypted image I m after payload embedding.
D. DATA EXTRACTION AND IMAGE RECOVERY
Separable operations of data extraction and image recovery can be obtained with different security keys in the receiving side.
1) DATA EXTRACTION
If the recipient owns the data hiding key K h , s/he is able to extract the secret data successfully. First, we divide image I m into blocks by the same way in payload embedding phase, and extract the parameter a, b, and R max from E s and E t (s). Meanwhile, we keep the reference pixels unmodified and scan the blocks in the same ordering used during the embedding phase. For each block, we check the first a and b bits of its pixels one by one except the pre-defined pixels and reference pixels. There are three cases will be encountered: 1) If a pixel judged as in S 1 , it is skipped; 2) If a pixel judged as in S 2 , its remaining (8-b) bits are extracted and put into the pool of payload. Finally, the encrypted secret data can be obtained and the original secret data can be decrypted using the corresponding data hiding key K h .
2) IMAGE RECOVERY
After deriving the payload from image I m , the recipient can recover the original image I losslessly when he/she holds the encryption key K e . First of all, we also divide image I m into blocks and scan them in the same way. It can be described by following three steps one by one.
Step 1: Recover the pixels in S 2 . Scan blocks one by one using the same scanning ordering but skip the pre-defined pixels and reference pixels. For i th block, according to its first a and b bits, we will meet three situations: 1) If the j th pixel judged as in S 1 , it is skipped and its corresponding position in location mapping (LM) is marked '0'; 2) If the j th pixel judged as in S 2 , we can find its corresponding difference value e j (i) and recover it using Equation (5) , and then its value in LM is set to '1'. Here, all pixel belong to S 2 are recovered. Finally, the pixel E s and E t (s) can be recovered using payload bits and its LM is set to '1'.
Step 2: Decompress the auxiliary information and recover the pixels in S 1 . According to the LM, it is easy to know which block has pixel is un-recovered and how many unrecovered pixels it has. Scan both blocks and auxiliary information by the same ordering which was used in the compression phase. Thus, we can decompress the auxiliary information and recover the first a bits of pixels in S 1 . After the above decompression, similarly, the remaining (a-a') bits of pixels in S 1 can be filled using the extracted payload. Finally, the encrypted image I e can be derived.
Step 3: Recover the original image I. By now the obtained image I e is the same as before data hiding. Next, we decrypt the pixel values in I e using Equation (6) .
Then, we perform the inverse process of block permutation inÎ . Finally, we obtain the original image I without errorfree.
Besides, if the decrypted image marked with secret data is necessary sometimes, the recipient can directly replace the LSB of the recovered original image to obtain it, which is visually similar with original image due to somewhat distortion.
IV. EXPERIMENTAL RESULTS
In order to demonstrate the effectiveness of our approach, experiments and comparisons are performed for PBTL-RDHEI, IPBTL-RDHEI and the other schemes [19] , [20] , [23] . Our experiments are implemented through Matlab R2017a on a personal computer with Intel R Core (TM) i7-3770 CPU @ 3.4 GHz, 8 GB RAM, and Windows 10 operating system. The eight classic grayscale images with a size of 510×510 that are used as the test images are shown in Fig. 7 . In our experiments, these images are divided into non-overlapping blocks, with a size of 3×3.
A. RESULT OF OUR SCHEME
In this section, we analyze the security of the proposed IPBTL-RDHEI scheme, and then show the experimental results provided by IPBTL-RDHEI. In our experiments, the block size is set to 3×3.
1) SECURITY ANALYSIS a: BRUTE-FORCE ATTACK
During the process of image encryption, block permutation for an original image and pixel modulation for the corresponding permuted image are designed to generate the encrypted image in our approach. At the block permutation procedure, there are ( H · W h · w )! possible permutations in total. Besides, for the i th block, all pixel's values are modified by adding the same random number R i which is ranged in [0, R max ], thus, there are also R max possibles. In other words, for an image, the security can be ensured since it is very difficult to decrypt its encrypted version successfully using the brute force only in the probability of Fig. 8 shows the corresponding simulation results of Lena image in different processes, including original image, encrypted image, marked encrypted image and recovered image. Fig. 8(b) is the encrypted version of Lena image after image encryption. Fig. 8(c) is the marked version of encrypted Lena image with concealing the payload bits. We can observe that the visual contents of the original image were effectively masked after encryption and marking.
b: SHANNON ENTROPY ANALYSIS
It is well known that the more random the distribution of image pixels is, the larger the Shannon entropy is. For a given encrypted image, the larger Shannon entropy means that it is more difficult to identify any information about the original image. Table 1 gives the Shannon entropy results of original images and the corresponding encrypted images when a = 2 and b = 5. As can be seen, the values of Shannon entropy of eight encrypted images are all near to 8, which is the theoretical maximum value. It is concluded that no original image information is revealed in the encrypted images from the statistical perspective. c: NOISE AND CROPPING ATTACKS Fig. 9 demonstrates the noise and cropping attacks [28] [29] [30] [31] to the encrypted Baboon image, to evaluate the robustness of the proposed encryption method. Here, the encrypted image is generated under a = 2 and b = 5. We can observe that, no matter that the encrypted image is disturbed with 0.01 of salt and pepper noise or 0.01 of Gaussian noise or with 80×60 pixel cropping, most of original image information can be recovered. Hence, our scheme can be considered to have the feature of robustness. Table 2 lists the number of embeddable pixels (N EP ) with fixed and adjusted R max used in PBTL-RDHEI and IPBTL-RDHEI, respectively. In Yi and Zhou's scheme [28] , the R i is all ranged in [0, 256] for all images. However, different from them, we choose a more suitable range of R i for each image, i.e., R max . It can be apparent that, for all test images, the proposed adjusting pixel modulation based method achieves more numbers of embeddable pixels than fixed pixel modulation used in PBTL-RDHEI. Their differences are listed in the 6 th column in Table 2 , and an average difference in the number of embeddable pixels is around 458. It means that more space can be reserved for data hiding. Table 3 lists how the size of auxiliary information is required for each image when applied with and without BRC operation. It can be observed that a smaller size of auxiliary information is achieved for all test images when BRC technique was employed. The experimental results related to the length of auxiliary information without and with BRC operation are shown in Table 3 . Moreover, the differences between them are listed in the 4 th column in Table 3 , where the negative number indicates the benefits of the proposed block-wise rearrangement and compression for auxiliary information. On average, the size of auxiliary information can be reduced by approximately 12172 bits and resulted in a considerable compression ratio with an average of 86.94%.
2) PERFORMANCE OF IPBTL-RDHEI
In addition, Tables 4-11 show that for different images, the tuple parameter (a, b) set to achieve the maximum ER is different when the block size is 3×3. Generally, the smoother the original image is, the larger the ER will be. Tables 4, 6 and 7 show that in the relative smoother images of Lena, Peppers and Airplane, IPBTL-RDHEI scheme obtains a higher ER, with maximum ERs of 2.260 bpp, 2.280 bpp and 2.372 bpp, respectively. On the contrary, in Table 10 , the image Baboon with more texture leads to a relatively smaller ER, with a maximum value of 1.025 bpp.
To further analyze the embedding capacity variation tendency under various combinations of parameter a and b, we performed the experiments on 885 images from UCID dataset [32] and 10000 images from BossBase dataset [33] to show the average ECs provided by our IPBTL-RDHEI scheme, where R max is set to 384. The results are depicted in Fig. 10 . It is apparent that the ECs have similar variation tendency for Figs. 10(a) and 10(b). Among which, the maximum average EC for images from UCID dataset is obtained with the value of 487116.70 bits when a = 2 and b = 4. When a = 2 and b = 4, images reach the maximum average EC = 608163.97 bits for images from BossBase dataset.
B. COMPARISON AND ANALYSIS
In the following, we compare the results provided by the proposed scheme with the results provided by Yi and Zhou's scheme [28] . Table 12 shows the comparisons of the maximum ECs and ERs for the proposed scheme and scheme [28] . The average EC of the proposed scheme is better than that of Yi and Zhou's scheme used for comparisons, and the average difference is about 23345 bits.
Moreover, the maximum average EC of our scheme and Yi and Zhou's scheme [28] for images from UCID and Boss-Base datasets are listed in Table 13 , where R max is set to 384 for our scheme. As can be seen, the EC providegiven a tuple parameterd by IPBTL-RDHEI is also higher than that of [28] . Fig. 11 shows rate-distortion curves that compare the performance for the relationship between ER and PSNR of decrypted images using our scheme and related works [19] , [20] , [23] , [28] , where the decrypted image represents an image marked with secret data. Four test images, i.e., Lena, Peppers, Airplane, and Baboon, are used for the simulations. We can observe from Fog. 11 that, our scheme achieves the better rate-distortion than schemes [19] , [20] , [23] , [28] . More specifically, both of our approach and scheme [28] have the similar performance in PSNR, which are superior to that of all of the other schemes [19] , [20] , [23] under the same ER. On the aspect of ER, the maximum values of ERs of our scheme are better than that of other schemes [19] , [20] , [23] , [28] . It is concluded that our scheme has good performances in terms of ER and PSNR.
V. CONCLUSION
In this paper, we proposed an improved PBTL based RDHEI scheme, i.e., IPBTL-RDHEI. The experimental results and analyses demonstrate the superior performance of the proposed scheme. The main contributions of this paper are concluded as follows.
1) To relieve the problem of overflow caused by pixel modulation, a more suitable R max , which can achieve more embeddable pixels for each image, is chosen to work on image encryption (See Table 2 ). 2) To reduce the size of required auxiliary information, the block-wise rearrangement and compression technique is designed. It significantly decreases the length of auxiliary information to be recorded (See Table 3 ). 3) Additionally, IPBTL-RDHEI is a reversible scheme, that is, the secret data can be extracted without errorfree and the original image can be recovered losslessly. The comparisons of the experimental results show that the proposed scheme has excellent performance, exceeding the performances of the other schemes in embedding capacity.
In the future, we will evaluate whether it is necessary so much reference pixels reserved. It may be an interesting problem.
