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xABSTRACT
Motion planning, or enabling agents to navigate around a virtual environment au-
tonomously, is an essential requirement for video games and simulations. A well imple-
mented motion planning technique can create a realistic and immersive user experience.
If motion planning is not implemented properly, agents will exhibit unrealistic behavior
and cause a distraction for the user. Motion planning is often difficult to implement
due to the agents’ movement capabilities and the complexity of the virtual environment
in which the agents exist. In a traditional three dimensional video game in which the
agents are bound by gravity, the agents’ motion takes place mostly in the XZ-plane. In
other words, the agents’ degree of freedom (DOF) is three. In this case, motion plan-
ning is translated into a two-dimensional problem, which is relatively easier to compute.
However, when the agents can move in any three dimensional direction or to any three
dimensional position in space, motion planning is much more complex.
Meta!Blast is a three dimensional educational video game. Implementing motion
planning in Meta!Blast is challenging for three reasons: The first reason is the agents
have at least six degrees of freedom and can be translated or rotated about any axis
in the three dimensional virtual environment. The second reason is the agents exist in
a dense environment with many irregularly shaped models that need to be considered
during planning. Lastly, Meta!Blast will be deployed in the high school classroom where
computer hardware resources are limited, eliminating some planning techniques found
in the literature. This thesis provides a practical solution for high DOF agents in dense
environments using a combination of octree space partitioning, A* path-planning, and
steering behaviors.
1CHAPTER 1. INTRODUCTION
”The basic motion planning problem is to find a collision-free path for an [agent]...which
looks deceptively simple [but in fact] it is computationally hard” -Jean-Claude Latombe
1.1 Why Motion Planning is Relevant
Motion planning is the ability for a virtual agent to move around its environment in an
intelligent and independent manner [Reynolds (1999)]. A virtual agent can be defined
as a human character in a game, a virtual robot, or a space ship. Motion planning
is considered by many experts as an essential requirement for virtual agents in video
games and virtual simulations. The movement of virtual agents is typically the most
noticeable feature of artificial intelligence. In other words, the first recognizable sign to
the user that an agent has intelligence is by the way that agent navigates its environment.
If motion planning algorithms are not efficiently implemented, it creates a distraction
to the user and reduces the user’s overall experience. For instance, the believability
of a video game is reduced if a character in the game is allowed to pass through solid
barriers and other agents within the virtual world. The user’s experience will also worsen
if the motion planning algorithm behind the agents causes the frame rate to decline
resulting in undesirable pauses in the game. On the other hand, a successful motion
planning mechanism will create a realistic and immersive game play experience and
enhance visualization and spatial perception in three-dimensional simulations [Deusdado
et al. (2010); Gayle and Manocha (2008); Kapadia et al. (2009); Schneller et al. (2012)].
2Therefore, motion planning is an essential requirement in any virtual environment in
which the agents are allowed to move about and it must be implemented efficiently.
Motion planning has been a subject of research for the past 30 to 40 years and
began in the field of robotics. Soon after, experts began to apply these ideas to three
dimensional virtual simulations and video games. Today, there already exist sufficient
algorithms to enable a virtual agent to perform autonomous actions with convincing
motion [Pettre et al. (2008)]. However, the real challenge is taking into consideration the
environment in which these actions take place [Pettre et al. (2008)]. In complex virtual
worlds where there are hundreds of models with thousands of polygons, it is hard to find
an efficient method for representing that space. Motion planning is made more complex
if a virtual agent has a high degree of freedom [Schneller et al. (2012)]. As the agent’s
degree of freedom increases, the complexity of the motion planning algorithm on that
agent increases.
1.2 Purpose of This Research
This research seeks to determine the most efficient and practical solution for motion
planning in Meta!Blast [http://www.metablast.org] (see Figure 1.1), an interactive
three-dimensional video game designed to teach cell and metabolic biology to high school
and early college students [Schneller et al. (2012); Stenerson et al. (2011); Wurtele et al.
(2010); Call et al. (2007)]. Levels (or scenes) in Meta!Blast are composed of multiple
complex and irregular models throughout and its virtual agents can be translated or
rotated about any axis. The movement of the agents in Meta!Blast differs from that of
traditional video games as these agents are not bounded by gravity. For instance, in Halo
[http://halo.xbox.com], the player’s teammates are human avatars whose translational
movements mostly take place only in the XZ-plane while their rotational movements are
only about the y-axis. Even though Halo is a video game rendered in three-dimensional
3graphics, the motion of its characters can be translated to two-dimensional planning. In
Meta!Blast, full three-dimensional planning is required. Furthermore, we need a motion
planning solution that works well with limited hardware since Meta!Blast is deployed
in the high school classroom where the computers may be equipped with poor graphics
cards and an out of date CPU.
Figure 1.1: A snapshot of the cell scene in Meta!Blast (http://www.metablast.org).
Meta!Blast is a three-dimensional adventure game designed to teach cellular biology includ-
ing subjects such as photosynthesis and respiration. The player pilots a ship around a virtual
plant cell in 3D learning about different organelles, molecules, and energetic and metobolic
systems. The bioship is the player’s avatar. In clockwise order: mitochondrion, vacuole, Golgi
apparatuses, and nucleus with ER.
1.3 Related Work
Tile graphs (see Figure 1.2) are the earliest form of motion planning and are useful
in small, simple two-dimensional environments [Millington and Funge (2009)]. A tile
graph is essentially a super-imposed grid in which each tile is the same size and has
the same dimensions as the others. The tiles represent positions in space that can be
occupied by the agent. To get the agent from one point in space to another, the start
4and goal tiles are identified and the neighbors of the start tile are searched until the
goal tile is reached. Since the advent of three dimensional virtual environments, tile
graphs lost their attractiveness. This is because tile graphs applied to large and complex
environments could generate millions of tiles resulting in complex searches. However,
tile graphs are still used in real-time strategy games [Millington and Funge (2009)].
Voronoi diagrams, also known as Dirichlet domains (see Figure 1.3), have been
gaining popularity within the last decade as a means for spatial representation [Choset
and Burdick (1965); Hoff et al. (1999), Hoff et al. (2000); Foskey et al. (2001)]. A Voronoi
diagram is a proximity data structure which is generated based on how close objects are to
each other. Points that are equidistant between objects in the environment are identified
and are subsequently used to form boundaries around these objects. The boundaries can
then be traversed to enable complete obstacle avoidance during navigation. The most
prominent disadvantage of Voronoi diagrams for three-dimensional environments is that
generation is computationally expensive. To get around this, some researchers have used
GPU (graphics processing unit or graphics card) acceleration [Hoff et al. (2000)] while
other researchers have combined Voronoi diagrams with a randomized planner [Foskey
et al. (2001)].
Randomized planners are another popular trend among motion planning techniques.
One such planner is called the probabilistic roadmap [Kavraki et al. (1996); Guibas et al.
(1999); Wilmarth et al. (1999); Sud et al. (2007); Wilmarth et al. (1999); Varadhan and
Manocha (2005)]. Randomized planners have two stages: the learning stage and the
query stage. In the learning stage, points are evaluated at random to determine free
spaces and connected to form a map which can then be traversed in the query stage to
generate a path between two points. A huge disadvantage of this approach is that narrow
passages in the virtual world are often missed [Latombe (1999)] and there are only a few
ways to alleviate this disadvantage [Laumond et al. (2000); Foskey et al. (2001)]. Because
of the popularity of randomized planners, some researchers have developed variations of
5the probabilistic roadmap such as rapidly-exploring random trees in Figure 1.4 [Hsu
et al. (1998); Lavalle (1998); Jr. and Lavalle (2000)].
Navigation meshes and points-of-visibility graphs are the bread and butter of motion
planning in the gaming industry [Millington and Funge (2009)]. A points-of-visibility
graph is generated by applying an offset (usually equal to the width of the agent) to
convex points and edges on static models in the level. The resulting new points are
connected to form a graph that can be searched. Navigation meshes are similar in that
they rely on the polygons of the models in the scenes. The disadvantage of both methods
is they require a post-process trimming phase, which is done by hand, to eliminate excess
or non-traversable points [Millington and Funge (2009)].
Another method for spatial representation involves using a hierarchical map for nav-
igation [Shao and Terzopoulos (2005); Deusdado et al. (2010)]. However, this technique
often involves advanced computer software such as OpenCV and is generally not use-
ful for agents that can be translated and rotated about any axis in a three-dimensional
environment.
A major disadvantage of Voronoi graphs and randomized planners is they typically
require GPU acceleration. Meta!Blast is deployed in the high school classroom where a
powerful GPU and CPU (computer processor) often do not exist. With the use of cloud
computing, discussed in Section 4.2, we may be able to gain access to more powerful
resources, such as a computing cluster with multiple CPUs. Tile graphs seem like an
easy solution except they are not computationally efficient in three-dimensional motion
planning. Navigation meshes are mostly useful for planning that involves agents bounded
by gravity and require post-process trimming done by hand, and so are not effective in
Meta!Blast and similar video games.
6Figure 1.2: A tile graph is a super-imposed uniform grid used to represent a virtual space.
Each node in the tile graph represents a position the agent can occupy. From the node desig-
nated by the red point in the center, an agent can move left, right, up, or down. Tile graphs are
efficient for spatial representation in 2D environments. Courtesy of Steven LaValle, Planning
Algorithms, 2006.
Figure 1.3: A 2D Voronoi diagram. An agent can traverse the borders of the shapes. The
borders are composed of points that are equidistant to the surrounding obstacles, which helps
in obstacle avoidance. Courtesy of Wikipedia
71.4 My Contributions
In the Related Works (Section 1.3), I’ve outlined the most recent and popular tech-
niques for motion planning in academia and the gaming industry. These techniques are
in general not feasible for what is needed in an academic and educational game such as
Meta!Blast because they require an advanced graphics card or other physical resources
that are simply not available in the high school classroom. I have implemented a practical
solution using a combination of octree spatial partitioning, A* path planning [Millington
and Funge (2009)], and Craig Reynolds’ steering behaviors [Reynolds (1999)]. I’ve devel-
oped a free plugin call MAPP3D (see Section 3.2.2) which can be utilized by other Unity
developers to implement motion planning in full three-dimensional virtual environments
such as Meta!Blast (Unity is the game engine in which Meta!Blast is designed). Octrees
are used to generate a map of the virtual environment and the A* algorithm is used to
search the map for paths between two points. The octree and A* algorithms are used
for global planning while the steering behaviors are used for local planning.
Figure 1.4: A rapidly-exploring random tree (RRT). Starting from the point in the center,
branches are randomly ”drawn” from previous branches in a recursive manner until the entire
space is explored. Typically, branches are drawn from the start location until a branch comes
across the goal location.Courtesy of Steven Lavalle, 1998
8CHAPTER 2. MOTION PLANNING FUNDAMENTALS
This chapter gives an overview of the fundamentals of planning and search.
2.1 Spatial Data Structures
There are many factors to consider in implementing motion planning in three-dimensional
video games. Meta!Blast is deployed in the high school classroom where computer
resources, such as graphics cards, are of poor quality. Also, in a multifaceted three-
dimensional virtual environment with many complex and irregular models, a suitable
data structure is needed to accurately represent this space. In Section 1.3, I out-
lined recent motion planning techniques found in the literature which are not feasible
in Meta!Blast. Using a graph as a spatial representation is a more reasonable solution
that works in a three-dimensional environment and isn’t too computationally expensive
if implemented correctly.
2.1.1 Graphs
Figure 2.1: An undirected graph with six vertices (nodes) and seven edges. There are two
cycles in this graph: 4 → 5 → 2 → 3 → 4 and 1 → 2 → 5 → 1.
9Figure 2.2: A directed and acyclic graph with eight vertices (nodes) and nine edges. There
are no cycles in this graph.
Graphs are typically used in computer science for solving complex and tedious prob-
lems [LaValle (2006)]. Examples of such problems include how a university constructs
its final examination schedule with the least amount of time slots or how a designer
determines the minimum number of colors needed to color the U. S. map without using
the same color for neighboring states [Dasgupta et al. (2006)]. Graphs are useful because
they provide an intuitive representation of any given problem. A graph is a data structure
that has a set of vertices, or nodes, and a set of edges that connect the vertices. There
are two types of graphs: directed and undirected. An undirected graph (see Figure 2.1)
does not have any restrictions on how it can be traversed while a directed graph (Figure
2.2) does. For instance, let’s say there are two vertices, v1 and v2, connected by an edge.
If an agent can move from v1 to v2 and v2 back to v1, then the graph is undirected. If
the an agent can move from v1 to v2 but cannot move back from v2 to v1, then the graph
is directed. A graph can also be cyclic or acyclic. A cyclic graph contains at least one
cycle while an acyclic graph does not contain any cycles. In Figure 2.1, there are two
cycles and in Figure 2.2 there are none. A tree is a graph that is undirected and acyclic.
Among the type of trees that are used in computer graphics, the octree and k-d tree
stand out as the most promising for spatial representation in a three-dimensional virtual
environment.
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Figure 2.3: A k-d tree where k is three. This k-d tree has a depth of three, which means
there are three splits. Before any splits, there is only one node known as the root. The first
split, denoted by the red-bounded plane, cuts the space into two nodes. Those two nodes are
subsequently cut into two additional nodes each, which is denoted by the green-bounded planes.
At this point there are four nodes. Each of those four nodes are cut into two by the blue planes
resulting in eight nodes. Courtesy of Wikipedia
2.1.1.1 K-D Trees
A k-d tree is a binary tree, a graph in which all vertices either have two child nodes
or no child nodes. K-d trees are traditionally used in computer graphics for spatial
partitioning with k representing the dimensionality of the space [Samet (1990)]. The k-d
tree in Figure 2.3 has a dimensionality of three (k = 3). Typically, a node of the k-d
tree is a bounding volume representing a position in a space with k dimensionality. The
number of nodes connected to each vertex is always either two or zero no matter how
high the value of k is. As a result, the bounding volumes of the nodes at any given depth
of the tree are different in shape and size. In the k-d tree in Figure 2.3, the eight nodes
at the third depth are of different sizes. This is because these volumes are bounded by
arbitrarily placed planes.
2.1.1.2 Octrees
An octant tree, or octree, is a data structure in which each node is either a leaf or
has eight children [Samet (1990)]. Unlike the k-d tree, they are exclusively used in three-
dimensional spaces. Octrees are traditionally used in computer graphics for prepping
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a level for occlusion culling, determining surfaces in the level that cannot be seen by
the rendering camera. They are also used in computer graphics for representing complex
geometric models to facilitate level of detail rendering [Dyllong and Grimm (2007)]. Like
the k-d tree, a node of an octree is a bounding cube or box representing a position in a
3D space (or in the local space of a model) with a fixed size and center point. However,
some implementations of the octree uses bounding spheres [Hubbard (1996)]. Another
way in which octrees are different from k-d trees is the bounding volumes of the nodes
at any given depth of the tree are of the same shape and size.
Octrees are really nice because they give a reasonably accurate representation of
what actually geometrically exists (see Figure 2.4), depending on how small the nodes
are allowed to get. Therefore, if an octree is ”rendered” at a high enough resolution it
will look like the original scene, only drawn with small boxes. For example, using a scene
containing a sphere, a cube, and a capsule, the rendered octree will almost look like a
sphere, a cube, and a capsule. The downside to this is that the accuracy of the octree
will depend on the number of nodes generated. That’s why at a depth of four, the octree
can have as many as 500,000 nodes, which can be inefficient to maintain and traverse.
2.2 Solving Through Search
After selecting an appropriate spatial data structure, the next step is to implement a
way to generate paths between its nodes. The objective of motion planning is to get an
agent from one point in space to another. This can be done via a search (traversal) of
the data structure. Essentially, the motion planning problem becomes a search problem.
Subsection 2.2.1 reviews Steven LaValle’s definition for discrete planning from the book
Planning Algorithms [LaValle (2006)].
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(a) A simple scene with a sphere, a cube, and a
capsule
(b) The octree that represents the simple scene.
Traversible nodes are not rendered.
Figure 2.4: A rendered octree. The octree (b) accurately represents the models in the scene
(a). The green boundary represents the root node of the octree.
2.2.1 Path Finding Problem Formulation
According to LaValle, a typical path finding problem can be defined by five different
components:
1. A state space, X, containing a finite set of states
2. An initial state, xi, which is an element of X
3. An actions set, U , for each state x in X
4. A state transition function, f , defined as x = f(x, u)
5. A goal state, xg, which is an element of X
The state space may be defined by a spatial data structure (described in Section
2.1.1). An initial state is the state of the agent before a solution to the agent’s goal is
provided. In a virtual environment, this is a three-dimensional coordinate. The goal state
is the position in the environment in which the agent should end up after implementing
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the solution. The actions set describes the possibilities of movements for the agent. In a
uniform grid, for example, the actions set would include ”move to left node”, ”move to
front node”, and etcetera (see Figure 1.2). Finally, the transition function explains what
each action does. In the previous example, action ”move to left node” causes the agent
to go left.
2.2.2 Discrete Planning Search
After specifying the motion planning problem, a solution needs to be found.
Discrete planning deals with a finite or countably infinite state space [LaValle (2006)].
This is the simplest form of planning, because it does not need to be represented with
a geometric or differential model and does not involve planning for uncertainty [LaValle
(2006)]. An important requirement for any search algorithm is to be systematic. This
means the search algorithm must keep track of visited states in order to avoid revisiting
them. It also means that in the case where the state space is finite, the search algorithm
must specify whether or not a solution exists in finite time. However, in the case where
the state space is infinite, the algorithm must specify the solution in finite time only
if one exists. If a solution does not exist, the algorithm must resort to a default or
emergency plan. Theoretically, any search algorithm can be considered systematic if it
avoids revisiting previous states.
2.2.2.1 Forward Search
A state may have one of three different statuses: unvisited, alive, or dead [Milling-
ton and Funge (2009)]. An unvisited state is one that has not been discovered by the
algorithm. A state is alive if it has been discovered but all actions associated with this
state have not been explored. If a state has been discovered and no actions are left to
be explored, then it is a dead state. Alive states are stored in the priority queue. At
the beginning of the forward search, the only state in the priority queue is the initial
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state xi. A loop is executed and continues to loop until the priority queue is empty. If
the priority queue becomes empty then all states have been explored and no solution
was reached. In each iteration of the while loop, a state, x, is popped from the priority
queue. If x is a goal state, the loop is terminated and the algorithm returns SUCCESS.
Otherwise, the algorithm explores every possible action which leads to another state, x′.
If x′ is unvisited, it gets pushed onto the priority queue. If not, it is disregarded because
it may be dead or already on the priority queue.
There are different variations of the forward search algorithm which are mostly de-
rived from defining a special sort function for the priority queue. For instance, in the
breadth-first search (BFS) algorithm [LaValle (2006)], the priority queue follows the
First-In-First-Out or FIFO rule. This means the first node in the queue is the first node
popped from the queue. In the depth-first search (DFS) algorithm the priority queue
follows the Last-In-First-Out or LIFO rule [LaValle (2006)]. This means the first node in
the queue is the last node popped from the queue. In Dijkstra’s algorithm, a well-known
forward search algorithm for finding shortest paths in a graph, the queue is sorted ac-
cording to a cost from the initial state [Millington and Funge (2009)]. The A* [Millington
and Funge (2009)] algorithm is an extension of Dijkstra’s algorithm containing a heuristic
that predicts the cost to the goal.
2.2.2.2 Backward Search and Bidirectional Search
Other general search algorithms include backward search and bidirectional search
[LaValle (2006)]. In a backward search, the search begins at the goal state and pro-
gresses backward until the initial state is found. Any forward search algorithm can be
implemented as a backward search algorithm and in some cases this may be more opti-
mal. A bidirectional search combines both forward and backward searches. One search
starts at the initial state while another search starts at the goal and a solution is pro-
duced if the two searchs meet at some point. The most common forward algorithms
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implemented as a bidirectional search are A* and Djikstra’s. Other implementations
aren’t as successful because the two searches may not meet causing a failure to find a
solution.
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CHAPTER 3. A PRACTICAL MOTION PLANNER
This chapter explains in detail how I combined the octree data structure and steering
behaviors to implement motion plainning in a dense three-dimensional virtual environ-
ment.
3.1 Combining Octrees with Steering Behaviors
The Cell Scene in Meta!Blast accurately represents a virtual photosynthetic cell and
as such contains many oddly placed irregular models in which agents can be translated or
rotated around any axis in three-dimensional space [Schneller et al. (2012)]. It is a dense
environment including (among other organelles) 19 chloroplasts, 154 mitochondria, 60
peroxisomes, 44 Golgi apparati, a vacuole, and a nucleus with endoplasmic reticulum that
stretches across the entire level in arbitrary directions. To enable motion planning, all
this needs to be simplified and captured in a data structure that appropriately represents
the space of the virtual cell. Such a simplification will identify portions in the level that
can be traversed by its agents, detect places in which obstructions exist, and assist in
collision and obstacle avoidance. In addition, because the Cell Scene in Meta!Blast is so
dense, locating narrow passages is important in order to increase the agents’ movement
capabilities. An octree is suitable for this type of environment.
The octree data structure is a great candidate for spatial representation because it
is the only data structure that can get close to accurate approximations of the prop-
erties of the scenes in Meta!Blast. This is especially important for two reasons. 1)
17
The structure and complexity of the environment’s design, and 2) the agents’ ability for
three-dimensional movement. The agents get from one point to another by translating
and rotating about any axis in its three-dimensional space. Thus the traversable points
of the space needs to be identified from all directions, unlike in traditional games where
movement takes place in the XZ plane such as Halo or Portal. Another advantage to
using the octree is that it can easily be traversed using the A* search algorithm (see
Section 3.1.3) and is more efficient than using a uniform grid-like representation.
There are still serious disadvantages to using the octree for motion planning in a
video game. Depending on the size of a scene, almost half a million nodes may be
generated causing an increase in the time it takes for construction. This can cause
a problem when attempting to keep the octree up to date in dynamic environments.
This challenge can be remedied by restricting the octree to only the static parts of
the environment. For instance, in the Meta!Blast video game, the proteasomes are not
stationary protein complexes and sometimes they may move long distances. So during
the octree construction, the proteasomes can be ignored. But this poses another problem:
If the proteasomes are not incorporated into the spatial data structure then they won’t
be avoided during the planning step causing agents to collide with them, which is not
desired. To address this challenge I incorporated steering behaviors [Reynolds (1999)] so
that anything the octrees miss will get handled.
Steering behaviors are nice because they are updated in each frame and provide a
diverse set of motions such as wander and pursue, as discussed in section 3.1.4. Also,
they can be combined for more fine-tuned behaviors. The disadvantage to using steering
behaviors is that they may not work well in a complex environment such as Meta!Blast.
Fortunately, by combining the steering behaviors and the octree data structure, I essen-
tially eliminate the disadvantages of both methods while benefiting from their advan-
tages.
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3.1.1 Global and Local Planning
Most motion planning techniques in the literature have two different components:
global and local planning [Gayle and Manocha (2008)]. This is especially useful for dense
virtual environments. The global planner handles high level goals while the local planner
handles local immediate goals. In my implementation, the octree and A* algorithm will
be a part of the global planner and the steering behaviors are a part of the local planner
(see Figure 3.1). So in the proteasome example described above, using the octree to
generate a path may result in a collision with the agent. Here the obstacle avoidance
steering behavior can kick in and navigate the agent away from the proteasome without
deviating to far from the path.
3.1.2 Octree Implementation
An octree is a graph in which each node has exactly eight child nodes or none. The
root node contains an entire scene. Each node stores pointers to its parent and child
nodes. The advantages of the octree are: it can be easily traversed using a search
algorithm; it closely approximates complex irregular scenes which helps to locate tight
free spaces; it is more efficient than using a uniform grid (see Figure 3.2) and reduces time
spent on searching. The disadvantages of the octree are: the construction time increases
as scenes become more complex; they cannot remain up-to-date during gameplay.
The octree tree algorithm has two parts and is recursive, as shown in Pseudocode
1. Construction of the octree begins when the root node containing the virtual world
is passed to the Build method. Build checks if the node contains geometry, meaning
there exists objects within the boundary of the node. If the node does contain geometry,
that node is pased to the BuildNewNodes method. This method splits the node into
eight octants and these octants form new nodes whose parent is the current node. Two
conditions form the termination criteria: if a node does not contain geometry or if a
node’s size is under the minimum volume allowed. Nodes that are not split into new
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Figure 3.1: In global planning, an A* search is performed on the octree to produce a path
for the agent to follow. The path gets past to the Path Follower behavior to generate an
acceleration that will keep the agent on the path. At the same time, local planning gets the
acceleration for anything that must be handled immediately. The accelerations from the global
and local planner are combined into a final acceleration which is used to update the agent’s
velocity, position, orientation and any other properties.
octants are called leaf nodes. A leaf node can either be free or not free. If it is free, then
it is traversible. Agents cannot occupy nodes that are not free because this may result
in a collision. The octree algorithm is implemented in JavaScript. More details of the
octree implementation is located in the Appendix.
3.1.3 The A* Algorithm and Implementation
The A* algorithm (Pseudocode 2) is a popular choice for planning in the video
game industry. It is a variation of the forward search algorithm discussed in Chapter 2.
Experts like it because it is relatively easy to implement and can be easily optimized for
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Figure 3.2: Comparing nodes generated by an octree and a uniform grid. Using an octree
with a root of size 130 by 130 by 130, just over 200,000 nodes are generated. This is significantly
less than the two million nodes generated by the uniform grid.
better performance (Millington and Funge (2009)). A* is an extension of the Dijkstra’s
search algorithm. Like the Dijkstra’s algorithm, it considers the cost from the initial
state. However, it also tries to estimate the cost to the goal based on some heuristic.
One advantage that A* has over Dijkstra’s algorithm is that it can examine better
routes to nodes that were placed on the closed list. Sometimes the heuristic can falsely
estimate the cost to a particular node which causes it to be placed on the closed list. In
A*, such nodes can be pulled from the closed list and placed back in the open list.
A* also has different termination criteria. In some implementations, the algorithm is
terminated when the goal node has the smallest total cost in the open list (Millington and
Funge (2009)). This isn’t very efficient since it is not guaranteed that this termination
criteria will produce the shortest path between the initial state and goal state. So it is
more common to terminate the algorithm when the goal node is reached instead.
3.1.4 Reynolds’ Steering Behaviors
A good motion planning system has two separate components, one for local planning
and one for global planning [Gayle and Manocha (2008)]. The local and global compo-
nents work together to generate the most efficient solution for the virtual agent given
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Algorithm 3.1.1: Build(node)
if (node contains geometry)
then BuildNewNodes(node)
else mark node as free
Algorithm 3.1.2: BuildNewNodes(node)
if (newNodeSize ≥ minSizeAllowed)
then

generate node.otchildren
for each child ∈ node.otchildren
do Build(child)
else mark node as not free
Pseudocode 1: The pseudocode for the octree data structure. This algorithm has two recur-
sive parts.
the current circumstances of the environment. Typically, the local component is mostly
dynamic, responding to and accommodating changes in the environment immediately.
Alternatively, the global component is mostly static and provides a solution without
considering moving obstacles or immediate changes in the virtual world.
Computer graphics research in motion planning and artificial intelligence has gen-
erated many useful algorithms for local planning, most of which are similar in design.
The basic function is to generate movement based on: the current virtual agent and its
physics information; the agents that may be around it (including the player) and their
physics information; walls, props, and other obstacles; and various other changes that
take place in the virtual world such as moving platforms. Because complex environments
such as the Cell Scene in Meta!Blast tend to be extremely dense, filled with many com-
plex three dimensional models, it is important to be able to represent this information
and access it easily. Fortunately, Meta!Blast is being developed with the Unity Game
Engine so we are able to access some of this information via the built-in physics engine.
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Algorithm 3.1.3: AStarSearch()
Clear open
Clear closed
Initialize start
open.Push(start)
while (open.Length() 6= 0)
do

currentNode = open.Pop()
if (currentNode == goal)
then
{
ConstructPath(currentNode)
return (SUCCESS)
else

for each neighbor ∈ currentNode.neighbor
do

if (!neighbor.free)
then continue
Compute newCost
if (neighbor 6∈ open and neighbor 6∈ closed)
then
{
Initialize node
open.Push(node)
else if (neighbor ∈ open and newCost < neighbor.cost)
then Update neighbor
else if (neighbor ∈ closed and newCost < neighbor.cost)
then
{
closed.Remove(neighbor)
open.Push(neighbor)
closed.Push(currentNode)
return (FAILURE)
Pseudocode 2: The pseudocode for the A* algorithm
The most common form of local planning in the literature is steering behaviors, de-
veloped by Craig Reynolds [Reynolds (1999)]. Reynolds’ original work involves flocking,
i.e., simulating multiple agents that interact with each other as a single entity. He later
designed steering behaviors to mimic realistic movements in real life [Reynolds (1999)].
Steering behaviors have gained popularity because they are dynamic and modular, al-
lowing them to be easily combined to form new unique and interesting behaviors. My
implementation of steering behaviors is based on Reynolds’ article [Reynolds (1999)] and
Ian Millington’s book titled AI for Games [Millington and Funge (2009)].
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I’ve implemented a total of fifteen steering behaviors: twelve are dedicated to linear
movement, four are meant for angular rotations and the rest are used for avoidance
measures. The seek behavior continuously produces an acceleration that matches the
agent’s position with a target’s position in space. Since it is continuous, the agent appears
to oscillate back and forth around the target. The seekArrive behavior does the same
thing as seek except it allows the agent to decelerate and stop at the target position. The
pursue and pursueArrive behaviors have the same agenda as seek and seekArrive,
however they are more intelligent. pursue and pursueArrive try to predict the future
position of the target to catch up to the target faster. flee and evade are algorithmically
equivalent to seek and pursue except they steer the agent away from the target. (I
have not implemented the flee and evade behaviors with an arrive mechanism even
though this may be useful; for instance, an agent meant to taunt a target could use an
”evadeArrive” behavior. It evades when the target chases it and arrives with a taunt
animation when the target stops chasing.) wander produces random motion in random
directions. The wander behavior could be used for a patrolling agent. pathFollow uses
the seek behavior to move the agent along a given path. The cohesion behavior is used
to cause an agent to ”flock” with other agents. tether is used to keep the agent within
a specified perimeter. align, face, and lookWhereYoureGoing behaviors causes the
agent to rotate so its orientation matches the target, looks at the target and looks in
the direction of motion, respectively. The separation behavior prevents an agent in a
flock from colliding with other agents in that flock. collisionAvoidance is similar to
separation but the agent is not a part of a flock. This is great for when the agent is in
an environment densely populated with other agents. obstacleAvoidance prevents the
agent from colliding with static (non-moving) objects in the environment such as walls.
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3.2 Pulling It All Together
3.2.1 The Unity Engine
Meta!Blast is developed in the Unity3d Game Engine [http://www.unity3d.com].
It is used to publish games for PCs, MacOS, iPhone and other Apple devices, Android
devices, and game consoles such as Wii, Playstation 3, and XBox 360. Unity is pro-
prietary software although there is a free indie version available. It was designed to
allow developers to focus more on the design of game play and user experience rather
than the technical details of a game. Game programming in Unity is done via scripting
through JavaScript, C#, and/or Boo although the engine itself is primarily programmed
in C/C++. Unity has an extensive scripting API and predefined ready-to-use libraries
to handle typical aspects of a video game such as character and camera control. In
addition, Unity is equipped with an AssetStore that allows professional developers and
hobbyists to add additionaly libraries and new features.
Meta!Blast was prototyped in Unity’s version 2.6. The first build of Meta!Blast was
published via version 3.2. At the start of my research, there did not exist a motion plan-
ning library for Unity or a plugin that worked well for the Meta!Blast agents and environ-
ment. As of the writing of this thesis, the current version of Meta!Blast is 3.5, which does
include motion planning libraries called NavMesh, NavMeshPath, and NavMeshAgent
[http://unity3d.com/support/documentation/Manual/Navmesh%20and%20Pathfinding.
html]. These libraries allow developers to implement a navigational mesh (which are use-
ful for characters that are bounded by gravity as discussed in Chapter 1). Although this
is a wonderful addition to Unity, they are not so useful for implementing motion planning
in video games such as Meta!Blast because the agents can move in full three dimensions.
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3.2.2 MAPP3D
MAPP3D, or Motion and Path Planning in 3D, is a Unity plugin I developed that
incorportates the octree data structure, the A* algorithm [Millington and Funge (2009)],
and steering behaviors [Reynolds (1999)]. MAPP3D (see Figure ??) is designed to en-
able motion planning in a complex virtual environment in which the agent can move in
three dimensions. MAPP3D is also designed for use on machines with limited graphics
capabilities. The plugin will assist future Meta!Blast game developers (including those
with moderate programming knowledge) to implement motion planning in relevant sce-
narios with ease. Programmers may add code to extend the features of MAPP3D, as the
algorithms are implemented in a modular fashion. MAPP3D will be submitted to Unity
for publication in the AssetStore, so that other Unity game developers may benefit from
it. If MAPP3D is published, it will be available to any Unity game developer for free.
The two most popular motion planning plugins in the Unity AssetStore are Path
and UnitySteer. Path helps developers to implement a pathfinding system in a game.
Although Path is a great tool, it doesn’t allow for finding the shortest path between two
points. UnitySteer is a plugin based on Craig Reynold’s OpenSteer software. It is not a
pathfinding system but it does allow developers to sync with the Path plugin. UnitySteer
is also a great tool; however it isn’t easy for novices to use. In addition, UnitySteer’s
obstacle avoidance behavior uses bounding spheres to represent obstacles for collision
detection, which doesn’t work well in environments with irregular obstructions such
as Meta!Blast. MAPP3D uses Unity’s physics casts against the actual shapes of the
obstacles in the scene, thus it incorporates more efficient obstacle avoidance for irregular
models. Also, it uses A* search for finding the shortest path between two points. Finally,
MAPP3D is equipped with an editor so it is more intuitive to use.
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Figure 3.3: A snapshot of the MAPP3D graphical user interface.
3.2.3 Evaluating the Functionality of MAPP3D Algorithms
To test how well the MAPP3D algorithms generate intelligent-looking behavior, I
implemented a study involving 20 people: ten males and ten females. I designed the
study to test the MAPP3D algorithms against those of UnitySteer. Because A* is used
in MAPP3D as a path finding algorithm, and A* often results in the shortest path
between two points [Millington and Funge (2009)], I did not test against the Path plugin
in this study.
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Figure 3.4: A snapshot of the MAPP3D user study. Users were asked to compare videos
withing a set of two videos to determine which one had the most intelligent agents. Only one
video could be played at a time. In this snapshot, Video A is playing and a button to play Video
B is visible on the right. Each participant were asked to select the video that most portrayed
intelligent motion. Two additional buttons at the bottom of the interface allow the participant
to view previous sets or the next set. These buttons are only visible if the participant has
selected a video from the current set.
3.2.3.1 MAPP3D User Study
Participants were recruited via email at Iowa State University. Each participant
read and signed a consent form and filled out a demographics questionnaire (available
in the Appendix) to gauge their experience with video games and virtual simulations.
Each participant watched ten sets of random video clips. Each set of videos showed
the same scenario with different motion planning implementations. For instance, Video
Set 1, containing vidoes 1A and 1B, showed three nanobots chasing a square in the
Meta!Blast cell scene. In 1A, the planner used on the nanobots was from UnitySteer
and the MAPP3D planner was used in 1B. The participant was asked to identify the
video that exhibited the most intelligent motion. Some participants asked me to define
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”intelligent motion”. I encouraged them to use their own definitions and perceptions of
intelligent motion. The video sets were randomized and the order in which each motion
planner was shown within the set was also random. The video sets were shown via a
simple GUI (see Figure 3.4) that allowed the participants to replay clips. At the end of
the study, each participant was asked to fill out a follow-up questionnaire to gauge the
difficulty of the study. Each study took no more than 30 minutes.
3.2.3.2 Results and Discussion
To evaluate the results, I used the one-way ANOVA statistical test to compare the
scores for MAPP3D and UnitySteer. Each score represents the number of participants
that thought a particular planner exhibited more intelligent motion. To use a one-way
ANOVA, first the assumption that populations (in this case the data from each motion
planner) are normally distributed must be met. To confirm this, I used a normal quantile
plot to visualize the data and then tested for unequal variance. The quantile plot (as
shown in Figure 3.5 in the middle plot) and the unequal variance test results showed
no evidence that the variances are unequal, which confirmed the assumption. I then
conducted the one-way ANOVA test and Tukey’s test to compare means (see Figure
3.5). On average MAPP3D’s score was 8.6 points higher than that of UnitySteer, with
a p-value of 0.0031. A t-test confirms this with 95% confidence. However, the data
also shows that the MAPP3D algorithms for obstacle avoidance needs to be improved,
as most participants chose UnitySteer’s planner in environments with a high density of
objects (see Figure 3.6). The raw data is posted in the Appendix.
Most of the goals I set out in this research have been accomplished through MAPP3D.
My algorithms were successful in eight out of ten scenarios. Using MAPP3D, the
nanobots exhibited more intelligent motion as they were able to avoid irregular obstacles
much better than when UnitySteer was used. They were also able to avoid the other
nanobots moving around in the Meta!Blast cell. However, in situations where there were
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multiple nanobots and multiple obstacles very close together, my algorithms were unable
to navigate them correctly and, as a result, the agents tended to collide with each other.
In the same scenarios, the nanobots using UnitySteer were able to avoid collisions by
scattering away from the target and retrying. My study would have been more successful
if it included the A* planning algorithm. The agents would have been able to determine
a solution to their targets with A* more effectively.
Figure 3.5: One-way ANOVA test comparing MAPP3D and UnitySteer. The ANOVA graph
(left) shows that MAPP3D scored higher than UnitySteer in the user study. The green dia-
monds do not overlap which means there is a significant difference between the two motion
planners; The normal quantile plot (center) confirms the assumption that the variances are
unequal, a required condition for the one-way ANOVA test; Tukey’s test (right) also shows
the significant difference between the scores of each motion planner as the two circles (red for
MAPP3D and gray for Unity Steer) do not overlap.
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Figure 3.6: A bar chart showing the scores of the MAPP3D (dark green) and UnitySteer (light
green) plugins. For scenarios 1 through 8, most participants selected the MAPP3D planner as
more intelligent while for scenarios 9 and 10 most chose UnitySteer. Scenarios are discribed in
the Appendix.
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CHAPTER 4. CONCLUSION
4.1 Summary
Motion planning is an essential requirement for virtual agents in video games and
virtual simulations as this is typcially the most noticeable feature of artificial intelli-
gence. An inefficient motion planning algorithm will cause agents to exhibit unintelli-
gent motion reducing the user’s overall experience and interfering with the believabil-
ity of a video game. A successful motion planning mechanism will create a realistic
and immersive game play experience and enhance visualization and spatial perception
in three-dimensional simulations. There already exist sufficient algorithms that enable
virtual agents to perform intelligently. The real challenge is taking into consideration
the environment in which the agents must navigate. Current techniques in general are
not feasible for motion planning in Meta!Blast because they often require an advanced
graphics card or CPU which are simply not available in the high school classroom.
I have implemented a practical solution using a combination of octree spatial parti-
tioning, A* path planning, and Craig Reynolds’ steering behaviors. I’ve also incorporated
this solution into a free Unity plugin called MAPP3D. Octrees were chosen over other
spatial data structures because they give a reasonably accurate representation of what
geometrically exists in the virtual environment. The octree is used to generate a map of
the virtual environment while the A* algorithm searches the map for paths between a
start and goal destination. The octree and A* algorithms compose the global planning
system while the steering behaviors are used for local planning or immediate goals.
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The advantages to using the octree are: it can be easily traversed using a search
algorithm; it accurately represents a space; and it is more efficient than a uniform grid.
There are a few disadvantages to using the octree. The construction time increases as
scenes become more complex and they cannot remian up to date during gameplay. The
advantages to using steering behaviors are they are more dynamic and extremely useful
for handling immediate goals. However, thier disadvantage is that they are not useful in
global planning. By combining the octree with steering behaviors, I essentially eliminate
the disadvantages of both methods while benefiting from their advantages.
4.2 Future Work
An idea for implementing motion planning in Meta!Blast and similar computationally
complex games and simulations is to use cloud computing. Cloud computing is a new and
innovative technology that enables multiple computers in different locations to interact
with each other [Aljenaa et al. (2011); Hart et al. (2011)]. Since Meta!Blast is deployed
in the high school classroom, Voronoi graphs and other techniques discussed in Section
1.3 cannot be used due to limited computer resources such as an advanced graphics
card. Cloud computing can be explored as an approach to gain access to more powerful
resources from within the classroom and allow the use of the techniques discussed in
Section 1.3. This would enable more intricate local planning. For example, the nanobot
could successfully grasp objects in the scene with its hand in real time without being
scripted. For now, my current solution for three-dimensional motion planning will suffice.
33
APPENDIX A. META!BLAST PAPER IN SPIE
The following paper, titled Meta!Blast computer game: a pipeline from science to
3D art to education, describes the creation of Meta!Blast from various aspects. It was
submitted to SPIE in January 2012.
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ABSTRACT   
Meta!Blast (http://www.metablast.org) is designed to address the challenges students often encounter in understanding 
cell and metabolic biology. Developed by faculty and students in biology, biochemistry, computer science, game design, 
pedagogy, art and story, Meta!Blast is being created using Maya (http://usa.autodesk.com/maya/) and the Unity 3D 
(http://unity3d.com/) game engine, for Macs and PCs in classrooms; it has also been exhibited in an immersive 
environment. Here, we describe the pipeline from protein structural data and holographic information to art to the three-
dimensional (3D) environment to the game engine, by which we provide a publicly-available interactive 3D cellular 
world that mimics a photosynthetic plant cell. 
 
Keywords: Cellular biology, metabolic biology, serious games, education, 3D art, computer graphics, path-planning 
 
1. INTRODUCTION  
A cell is a complex unit, made up of many types of structures, each of which functions differently and interacts with the 
others in particular ways. Traditional methods of teaching cell biology, via textbooks and illustrated diagrams, do not 
always adequately show how the cell functions or how its parts interact in real time and space. In a 3D computer game, 
players are immersed into a virtual environment that requires them to recognize, not only where in the virtual space they 
are located, but also how the environment reacts to their actions. By presenting the cell as an interactive environment 
that responds to the players actions in real-time, students will not only take more active interest in what they are being 
taught, but also will gain a better sense of how the cell actually operates by being able to see it function as it would in 
real life. 
Meta!Blast15 is intended to provide a gameplay experience on par with those of professionally developed commercial 
computer games. Among the developers working on Meta!Blast are artists, programmers, sound programmers, and 
writers, all dedicated to high quality game design. Their goals are creating aesthetically pleasing environments that will 
catch students’ attention and motivate them to explore; a storyline that is practical, believable, and will hold the attention 
and interest of high school and undergraduate students; and gameplay mechanics that are not only educational, but also 
simply fun. In addition, by using a computer game as a vehicle to teach, students who typically do not care for science 
may be taught basic biological concepts through play. Meta!Blast will be able to reach students who do not learn well 
from text or diagrams, who learn best from interactive, first-hand experience. 
By playing Meta!Blast, students will be introduced to the concepts of respiration, photosynthesis, and the functions of 
various organelles in a manner complementary to the textbook. Students will also be introduced to how the living cell 
actually appears through a biologically accurate virtual replica of a cell environment. Students will be presented with a 
series of puzzles and goals, such as having to create oxygen, which will require them to think critically in order to come 
to the solutions. By actively participating in these biological processes, students will “learn by discovery.” 
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2. RESEARCH  
The world of the cell is unique. Strange structures, odd environments, and fascinating processes make it an interesting 
place for students to explore. However, creating an accurate representation of the cell has been an incredible challenge. 
The Meta!Blast team has had the privilege of working with some talented young developers, all contributing their skills 
and imagination to create this scientific adventure. Through the use of primary research literature, various microscopic 
imaging techniques, and other scientific data, our developers have worked with leading biologists to make Meta!Blast as 
authentic as technology will allow.   
To ensure our information is accurate, valid, and current, we use a wide variety of original research papers in the areas of 
cell biology, chemistry, and metabolic biology to shape the details of the cell environment and the game itself. The 
primary foundation of the artists’ research arsenal includes multiple textbooks1,2,3,4,14. The world of Meta!Blast is set 
inside of a soybean leaf spongy mesophyll cell, so our resources and references are always filtered by relevance and 
similarity to the soybean species. 
2.1 Micrographs 
To gain an accurate, unaltered vision of the cell’s structures we refer to various forms of microscopy. Transmission 
electron micrographs (TEMs), scanning electron micrographs (SEMs) (Figure 1) and confocal micrographs are the types 
that we use most often use for structural information. In addition, we refer to content generated by means of electron 
tomography to model the overall 3D structures of organelles. This data is located through connections with Iowa State 
researchers, and from the primary literature. 
 
 
Figure 1. Scanning electron micrograph of a soybean mesophyll cell with chloroplasts by Hilal Ilarslan. 
 
2.2 PDB 
The RCSB Protein Data Bank (PDB) (www.rcsb.org) is a global database for molecular structures. It is the source of 
structural data of proteins and molecules for the Meta!Blast team, and has provided great value in helping us optimize 
the accuracy of representations of cellular components. PDB files contain specific information such as the 3D 
coordinates of atoms, b-factor data, and domain information. The Meta!Blast artists download PDB files after the 
biologists have approved the structure, and load them into Maya or Cinema 4D (C4D) (http://www.maxon.net/) for 
visualization (Figure 2). Two plugins that we currently use are Molecular Maya (mMaya) 
(http://www.molecularmovies.com/) and the embedded python molecular viewer (ePMV) (http://epmv.scripps.edu/). 
Both tools offer different methods of viewing the molecular structure, similar to PyMol (http://www.pymol.org/) or 
Chimera (http://www.cgl.ucsf.edu/chimera/), but instead using the digital content creation application familiar to most 
3D artists. 
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Figure 2. PDB 2E74, Cytochrome b6f, seen here in an atom representation using Maya and mMaya. 
 
2.3 Artistic Interpretations and Scientific Visualizations 
Since the time of Robert Hooke in the 1600s, visualizations of the cellular world have existed. For Meta!Blast, we create 
an original take on this fascinating science. Therefore, we need to know what has previously been done. Two-
dimensional (2D) images from artists such as Frank Armitage and animations from studios such as Harvard BioVisions 
and Hybrid Medical Animation have served as inspiration, and are a good reminder of established styles of scientific 
visualization. Furthermore, researchers are constantly demonstrating new research with 3D renderings, such as new 
findings on the architecture of thylakoid membranes2. 
 
3. CONCEPT ART 
Before anything is created in 3D, the artists fully explore all designs in the 2D realm. “Concept art” is a fundamental part 
of the pre-production phase in game development and the earliest artwork that is created. It is by this work that the entire 
tone and visual style of the project is defined. Although the 3D cell is supposed to remain close to the source material the 
artists still needed to apply their imagination to produce creative and inspiring visuals.  
3.1 Initial Sketches 
All concept art begins with small quick sketches called thumbnails. The primary purpose is to quickly explore multiple 
ideas before moving on to larger, more refined drawings. Usually thumbnails are simply line drawing, but sometimes 
will use value and color in an attempt to organize space (Figure 3). The latter is especially helpful when planning a 
production painting, which could take hours or days to complete. A variation on the thumbnail sketch is a silhouette. 
This is a simple black and white image that is meant to explore the overall shape of an object. This shape is what will 
help players immediately recognize the asset in the game and should convey key characteristics, otherwise referred to as 
being “readable”. 
 
 
Figure 3 and Figure 4. Meta!Blast concept art. Left: “The Cell” by Trevor Brown. Right: “The Cytosol” by Amy 
Dixon. 
36
 
 
 
 
 
3.2 Production Paintings 
Envisioning a dynamic, ever-changing environment is no easy task. Production paintings are important for defining the 
atmosphere and lighting of a scene, and demonstrating what is possible (Figure 4). We wanted to make something that 
depicts the cell as a lively place, rather than being a static diagram or simplified cartoon. Due to the minimal amount of 
pigment inside most structures of the mesophyll cell our artists had to be a bit more creative, yet still remain 
conservative with the color palette. We chose something less saturated to avoid looking cartoonish or too stylized. 
Another challenge was determining the effects of light at such a small scale. Doing so allowed us to develop our own 
unique view of the microscopic world. 
3.3 Style Sheets 
The organelles were designed based on actual micrograph images, and data regarding protein composition (Figure 5). 
Since only the vacuole and chloroplast contain pigment, the artists relied on the idea of reflected color for the rest of the 
organelles. “Style sheets” are primarily used for modelers and texture artists. By laying out concept art in this fashion, 
other artists on the team are able to see the primary characteristics of each structure. A typical style sheet will also 
include orthographic views (top, side, three-quarter) of the assets, and may be brought directly into the modeling 
application to be used as a guide. 
 
 
Figure 5. The Organelles by William Schneller. 
 
4. 3D ART 
Once the pre-production phase is complete, the project enters full production. The production phase is when the models 
are built and textured, materials are created, and animation is refined, thereby bringing the project to life. Artistic visions 
that once existed only as drawings and paintings are transformed into full 3D scenes. The production for a real-time 
application is similar to that of film, but the artists need to be more mindful about creating art assets that are both good-
looking and efficient for in-game use. There are simply more restrictions, thus giving the artists a larger challenge.  
4.1 Modeling 
Since the advent of 3D gaming in the mid-1990s, people have come to expect higher fidelity graphics with each passing 
year. To keep up with the demand, the Meta!Blast artists continue to utilize industry standard software. We primarily use 
Maya, which is also used in the film industry for high quality visual effects, to create our 3D content. However, due to 
recent advances in interchange data formats such as FBX (http://usa.autodesk.com/), we can also use programs such as 
Cinema 4D. The assets shown in Figures 6 and 7 were modeled and rendered with C4D.  
Using the reference images gathered by the biologists and the concept art created by the Art Director and Concept Artist, 
modelers use polygonal meshes to establish the forms. It is generally best to work from general to specific, taking great 
care to establish the proper proportions7. A common method of modeling, called box modeling, involves using a 
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geometric primitive such as a cube for the base shape, then gradually adding subdivisions as more detail is necessary7. In 
some instances, it is actually easier to model the object polygon by polygon, however this is usually only in extreme 
cases where edge flow is critical. The goal of this process is to come away with a low polygon, organized mesh that is fit 
for animation. The artist will attempt to maintain a model that is all quad faces in order to provide a well divided surface 
and to make editing the mesh easier. Once the model is rendered, the faces will then become triangulated. 
For highly detailed organic forms such as the surface of cellular organelles or proteins, a specialized application is used. 
Digital sculpting is a process of taking a standard polygonal mesh and using digital brushes to establish shape, form, and 
fine details7. It is desirable for the artist to use a graphics tablet, such as the Wacom Intuos (http://www.wacom.com/) in 
order to achieve an analog feel. This is in sharp contrast with the aforementioned modeling programs that rely on 
pushing and pulling faces and vertices with a mouse. Applications such as ZBrush (http://www.pixologic.com/) or 
Mudbox (http://usa.autodesk.com/) are widely used to provide this high level functionality. While standard modeling 
programs can handle meshes up to a few million faces, digital sculptures commonly have tens of millions of faces, all 
while allowing the artist to smoothly interact with the brushes. All of this detail cannot be placed directly into the game 
though. We use a combination of the traditional 3D modeling techniques, and advanced texture maps to simulate the 
high frequency details7. 
 
 
Figure 6 and Figure 7. Screen shots from within the Meta!Blast cell. Left: Chloroplast thylakoid network. Right: 
Approaching the vacuole. Rendered with C4D. 
  
4.2 UV Layout 
After a model is finished, the U and V surface coordinates need to be “flattened” to prepare the model for its surface 
definitions, or texture maps7. UV mapping is similar to pelting an animal hide; the model is analyzed and projections are 
made from various axes. The goal of the UV layout is to provide a flat, uniform, distortion free canvas on top of which 
an artist can paint in an application such as Photoshop (http://www.adobe.com/). For efficiency in the game engine, the 
UV map must be laid out in the first quadrant of a Cartesian coordinate system. The different projections, or UV shells, 
of the UV map are scaled in size proportionate to how important they are on the model. For example, if we “unwrap” a 
human body, the face will be given the largest space, or pixel ratio, on the UV layout to allow for more detail7. Figure 8 
shows the model of the Meta!Blast nanobot in Maya with the corresponding UV texture editor to the left. The nanobot 
body, which has the largest volume on the model, is given the most space on the canvas. 
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Figure 8. Nanobot being unwrapped in Maya. 
 
4.3 Texture Mapping 
Texture maps are special images that help define the different attributes that make up the model’s surface quality. These 
can range from diffuse color (Figure 9), to specular information, to height information (Figure 10). Texture maps allow 
the artist maximum control over the look and feel of the asset6. The process of texturing traditionally begins with 
importing the UV layout from the 3D application into a 2D image editor. In recent years digital sculpture applications 
are now supporting 3D painting, and several dedicated programs have been developed, such as Mari 
(http://www.thefoundry.co.uk/) and Body Paint 3D (http://www.maxon.net/). This does make some painting tasks easier 
for the artist, but when painting things like straight lines, a 2D canvas is still preferred. 
As a rule of thumb, today’s game engines seem to prefer texture maps with square pixel ratios in multiples of 2, 4, 8, 16, 
and up7. The overall texture resolution is determined by how important an asset is for gameplay, how large the asset is in 
game units, and if any tiling can be used. For example on object that is fairly prominent might need a 1024x1024 pixel 
map, while a terrain model can make use of a 64x64 pixel map that repeats any number of times in the U and V 
directions. Ultimately the repeating texture will be more efficient, but the player could start to notice the tiling. Like all 
aspects of game development, we use a combination of the techniques depending on the situation. 
 
 
Figure 9 and Figure 10. Texture maps. Left: Chloroplast diffuse color map. Right: Tileable membrane normal 
map. 
 
4.4 Materials and Shaders 
A “material” is nothing more than a container node that holds attributes that define a surface. A “shader” is a program 
that does all of the calculations to determine what attributes a material can possess, as well as direct what shading model 
to use when rendering7. Many different shading models exist thanks to the work of early computer graphics scientists 
such as James Blinn. Artists rarely author (program) the shaders, but they do provide the material set up to which the 
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shaders are applied. This involves finding a material type that most closely represents the original concept art, plugging 
in the appropriate texture map to the correct attribute, and endlessly fiddling with sliders and numbers until the material 
looks good. Often we save this step until the lighting is decided upon as lighting can have a drastic impact on the look of 
both the material and textures. 
Shaders can be very simple for basic effects, but using these shaders we can utilize advanced features that may be 
otherwise difficult to implement. For example, in the Meta!Blast cell scene we use a special vertex displacement shader 
(Figure 11). Doing so allows us to achieve a sense of motion and fluidity at almost no computational cost as the 
movement is done on the GPU. However, we have to be mindful to not use shaders for effects integral to gameplay, as 
lower end hardware may not be sufficient enough to handle these shader instructions. At this time, our vertex 
displacement shaders require OpenGL 3.0 or above. 
 
 
Figure 11. Meta!Blast vertex displacement shader with parameters in Unity 3D. 
 
4.5 Scene Assembly 
Once all of the individual assets have been created, artists combine these assets into something the user can experience. 
The level, or scene, must be interesting and detailed, but fall within the overall polygon count budget to achieve fast 
performance for the user. This step involves a great deal of thinking about how to intelligently reuse assets, and figuring 
out how a complex model can be broken down into repeating, seamless modules. For example, in the cell scene shown in 
Figure 12, artists used a combination of these techniques. The vacuole and nucleus are unique models, while the 
endoplasmic reticulum is a network of intelligently designed modules that can be rotated 90◦ along any axis and still fit 
together. It does not matter what methods are used, as long as the end result looks aesthetically pleasing and fits the 
technical specifications. 
 
 
Figure 12. Screen shot from within the Meta!Blast cell: Cytosol level with the HUD on view, using Unity 3D. 
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4.6 Lighting 
Much like a movie or a photo shoot, each scene has to be lit. Considerations at this step include providing enough 
illumination for the player to understand what is happening, creating a certain mood or atmosphere as defined in the 
production paintings, and always remaining efficient for in-game performance. In Meta!Blast we use pixel shaders for 
the higher quality graphics settings.  However, because each pixel on the screen is affected by each light, having four 
lights may be fine for performance, but having over one hundred individual lights would prove disastrous in terms of 
speed of rendering. We achieve a high quality aesthetic while remaining efficient by the process of light mapping, or 
“baking” all lighting information into a set of texture maps. The advantage to this is that we can simulate the effect of 
bounced and reflected light, thus making our game look much more realistic. However, there is a trade-off. Generally, 
only static geometry, i.e., game objects that do not move, have baked light maps due to the corresponding baked shadow 
data. It would look very strange and confusing to see shadows stuck to a moving object. There are emerging 
technologies that allow for real-time dynamic global illumination8, but as of now they are not used in Meta!Blast due to 
high cost and low performance on hardware available to our target demographic. 
4.7 Animation 
An asset in a computer game that needs to act or move needs to be animated. For the development of Meta!Blast we use 
a combination of “bones” and “blend shapes”. The most common way to animate objects in a game is through a bone 
system, in which a hierarchy of joints in created7. This skeleton is then bound to the mesh’s vertices through a process 
called skinning, and each vertex is weighted. When a mesh is weighted, each joint in the skeleton has influence over a 
specific set of vertices. A bone system generally gives optimal performance, based on the number of bones used and how 
many vertices each bone may affect. We have considered using bones to drive motion of the endoplasmic reticulum 
model, and any characters that may be in the game. Other times, bones are not the best option. For example, in 
Meta!Blast we have many surfaces such as those of the organelles that exhibit fluid characteristics. These could be 
rigged with bones, but the resulting animation may be rough, or the level of fidelity may not be as high as the artist 
would like. Thus, for amorphous shapes, alternate rigging methods, such as blend shapes are  used. 
Blend shapes10, also known as morph targets, are multiple variations of a model that have their vertex information 
recorded and baked into a neutral pose. This type of animation is generally used for facial animation, or anything 
needing extremely smooth motion10. The only major downside is that blend shapes can be very expensive in-game if 
they are applied to a higher resolution polygon mesh. We have considered using this approach for animations of the 
organelle membranes. When the animation is played, the system compares the position of the models vertices and 
calculates the movement.  
Whichever method is used, the animation still must work in an interactive world where the player could potentially play 
any animation in any amount of repetitions. Thus, we use animation cycles7. An animator will break down a complex 
animation into a set of key poses and set the positional and rotational values of each joint or blendshape. Figure 13 
shows the working environment of an animator, with various control objects to manipulate the animation rig. When 
played back, the engine will interpolate between these poses and make the motion seem believable. For example, many 
of the cellular structures in Meta!Blast, such as the ATP synthase protein complex, have been looped to play 
continuously. The beginning of the animation cycle must line up with the end to prevent any jarring motions or jerking. 
If we had several alternate cycles, they would be played based on certain trigger events, and be seamlessly integrated 
into the main animation cycle. What we end up with is a consistent, seemingly interactive environment. 
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Figure 13. Nanobot being animated in Maya. 
 
5. ARTIFICIAL INTELLIGENCE 
5.1 Virtual Agents and Motion Planning 
Virtual agents (or autonomous game characters) and virtual worlds are the hallmark of computer games and simulations 
and are important in robotics, remote collaboration, simulation and training, and educational projects6. Virtual agents 
stimulate believability, contribute to a sense of immersion, enhance user experience13 and engender a sense of realism 
and interaction in the virtual world in which they exist. An extremely important feature of virtual agents is path-
planning, or the ability to independently traverse the cell without colliding with other agents or objects. Many consider 
path-planning as an essential requirement for virtual agents to move around a virtual world in a life-like manner12.  In a 
multifaceted 3D world such as the cell scene in Meta!Blast, this is a daunting computational task. A well-designed path-
planning mechanism can significantly enhance the overall performance of the game.  If path-planning mechanisms are 
not implemented efficiently and correctly in the game, the player is distracted and the overall game play experience is 
reduced. For instance, in Meta!Blast, the believability of the game would be reduced if one of the proteasomes (here 
considered the virtual agent) is allowed to “pass through” a chloroplast or the vacuole. 
 
With technological advances in computer graphics, 3D virtual worlds are becoming increasingly detailed and complex.  
In most computer games, path-planning is the lowest level of intelligence9. Despite this, many challenges arise in 
developing an effective path-planning system.  Meta!Blast represents a particular challenge, because unlike most other 
games, the gameplay itself occurs in three dimensions. In Meta!Blast, we consider factors including the virtual agent’s 
degree of freedom and the complexity of the virtual cell. 
 
5.2 Octrees and Steering Behaviors 
In a 3D virtual environment such as Meta!Blast, the world needs to be represented in a way that enables a good 
perception of its navigational properties so that path-planning algorithms may be executed more efficiently.  One of the 
techniques we use to partition the cell scene is an octree5. An octree is a graph in which each node has either exactly 
eight nodes or no nodes.  Each node represents a position in the cell scene that an agent can occupy at any time.  We use 
an A* search algorithm to generate a path between a start and goal location.  This algorithm traverses the nodes of the 
octree and returns a path for the agent to follow if one exists. 
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Figure 14. Octree for the cell. 
 
As shown in Figure 14, octrees can be used to closely approximate complex irregular models, which helps identify tight 
free spaces for the virtual agents to travel. Octrees are more efficient than a uniform grid because they can greatly reduce 
the number of nodes to search. However, there are also two major disadvantages to octrees that can lead to reduced in-
game efficiency: first, the time in-game that it takes to construct an octree increases exponentially with the number of 
polygons in the scene; also, the octree cannot remain up to date during gameplay without reconstruction. To remedy this, 
we use steering behaviors12 to supplement the octree. A steering behavior produces motion based on “physical” 
properties in the game world, such as the Meta!Blast bioship’s velocity and position.  As shown in Figure 15, we use the 
pursue behavior to steer the ubiquitin molecules to fasten to the bioship. The advantages to using steering behaviors are 
that they remain up-to-date in each frame and that they can also be combined and programmed to generate new 
behaviors for virtual agents, such as flocking or crowd simulation. By incorporating both octree and steering behaviors 
into Meta!Blast, we benefit from the advantages of both methods. 
 
 
 
 
Figure 15. Screen shot from within the Meta!Blast cell: ubiquitin molecules being attached to the bioship (upper 
left) and targeting it for destruction.  The pursue steering behavior is used to achieve this result.  
 
6. CONCLUSIONS 
Making a game is difficult. Making a scientifically accurate game about the complex systems of the cell is even more 
difficult. By working together, biologists, artists, and programmers hope to provide educators another tool for teaching 
science and to inspire a new generation to understand the structure and function of living cells. Using scientific data such 
as micrographs and PDB files, industry standard tools like Maya, Photoshop, and the Unity 3D game engine, as well as 
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techniques such as digital sculpting, light mapping, occtrees and steering behaviors, the Meta!Blast developers have 
developed the most robust and accurate virtual cell game to-date.  
With our ability to show this dynamic and complex cell with visuals that have in the past been reserved for pre-rendered 
animations, we believe that Meta!Blast will lead to a greater understanding of the cellular world, and the processes and 
reactions contained within. This software will allow educators to supplement their traditional curriculum with an 
immersive look at the spatial and time scale relationships that static textbooks and diagrams could never portray. 
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APPENDIX B. OCTREE IMPLEMENTATION
Below is the octree algorithm which was implemented using Unity’s version of JavaScript
called UnityScript.
1 //an enum to repre s en t a node ’ s oc tan t va lue
2 enum Octant {ROOT, OCT000 , OCT010 , OCT001 , OCT011 , OCT100 , OCT110 , OCT101 ,
OCT111}
3
4 /∗∗
5 c l a s s to r ep re s en t one oc t r e e node
6 ∗/
7 public class OTNode{
8 public var otbounds : Bounds ; //Unity Bounds o b j e c t r ep r e s en t i n g the
geometry o f t h i s node
9 public var otparent : OTNode ; // the parent o f t h i s node ; NULL i f t h i s
node i s the roo t
10 public var o t c h i l d r e n : Array ; // array o f a l l c h i l d r en o f t h i s node
11 public var otne ighbor s : Array ; // array o f a l l ne i ghbor ing nodes o f
t h i s node
12 public var f r e e : boolean ; // t rue i f t h i s node i s t r a v e r s a b l e ; f a l s e
i f not
13 public var octant : Octant ; // i f not the root , a va lue to r ep re s en t
p o s i t i o n r e l a t i v e to o ther ” s i b l i n g s ”
14 public var depth : int ; // the depth at which i s node i s l o c a t e d
15
16 /∗∗
17 cons t ruc t o r
18 ∗/
19 public f unc t i on OTNode( otb : Bounds ) {
20 this . otbounds = otb ;
21 this . o t c h i l d r e n = new Array ( ) ;
22 this . o tne ighbor s = new Array ( ) ;
23 this . f r e e = fa l se ;
24 this . depth = 0 ;
25 }
26 }
27
28 /∗∗
29 c l a s s to r ep re s en t one oc t r e e
30 ∗/
31 public class Octree {
47
32 private var rootNode : OTNode ; // the roo t o f t h i s oc t r e e
33 private var minVol : Vector3 ; // vec t o r r ep r e s en t i n g the minimum volume
a l l owed f o r t h i s node
34 private var f r e eLeave s : Array ;
35 private var f u l l L e a v e s : Array ;
36 private var treeDepth : int ; // the depth o f t h i s oc t r e e
37
38 /∗∗
39 cons t ruc t o r
40 ∗/
41 public f unc t i on Octree ( rootBounds : Bounds , volMin : Vector3 ) {
42 rootNode = new OTNode( rootBounds ) ;
43 rootNode . octant = Octant .ROOT;
44
45 minVol = volMin ;
46 f r e eLeave s = new Array ( ) ;
47 f u l l L e a v e s = new Array ( ) ;
48 treeDepth = 0 ;
49 }
50
51 /∗∗
52 re turns l e a v e s t ha t are f r e e
53 ∗/
54 public f unc t i on GetFreeLeaves ( ) : Array{
55 return f r e eLeave s ;
56 }
57
58 /∗∗
59 re turns l e a v e s t ha t are f u l l ( not f r e e )
60 ∗/
61 public f unc t i on GetFul lLeaves ( ) : Array{
62 return f u l l L e a v e s ;
63 }
64
65 /∗∗
66 re turns roo t o f t h i s o c t r e e
67 ∗/
68 public f unc t i on GetRoot ( ) : OTNode{
69 return rootNode ;
70 }
71
72 /∗∗
73 re turns the depth o f t h i s oc t r e e
74 ∗/
75 public f unc t i on GetTreeDepth ( ) : int{
76 return treeDepth ;
77 }
78
79 /∗∗
80 Begin cons t ruc t i on o f the oc t r e e
81 ∗/
82 public f unc t i on Bui ldOctree ( ) {
83 Build ( rootNode ) ;
48
84 BeginSearchForNeighbors ( rootNode ) ;
85 }
86
87 /∗∗
88 re turns t rue i f the volume o f node i s a l l owed based on minVol
89 ∗/
90 private f unc t i on VolumeAllowed ( node : Vector3 ) : boolean{
91 i f ( ( node . x < minVol . x ) | | ( node . y < minVol . y ) | | ( node . z < minVol . z ) ) {
92 return fa l se ;
93 }
94
95 return true ;
96 }
97
98 /∗∗
99 re turns t rue i f node conta ins any geometry
100 ∗/
101 private f unc t i on ContainsGeometry ( node : Bounds ) : boolean{
102 var layerMask : LayerMask = 1 << 8 ; // f i x : must be dynamic
103
104 // ge t l o n g e s t s i d e o f bounds to use as the h e i g h t o f the capsu l e
105 var h : f loat = Mathf .Max( node . ex t ent s . x , node . ex t ent s . y , node . ex t ent s .
z ) ;
106
107 // ge t rad ius and s t a r t /end po in t s o f capsu l e
108 var r : f loat ;
109 var s t a r t : Vector3 ;
110 var end : Vector3 ;
111 i f (h == node . ex t ent s . x ) {
112 r = Mathf .Max( node . ex t ent s . y , node . ex t ent s . z ) ;
113 s t a r t = node . c en t e r ;
114 s t a r t . x −= (h−r ) ;
115 end = node . c en t e r ;
116 end . x += (h−r ) ;
117 } else i f (h == node . ex t ent s . y ) {
118 r = Mathf .Max( node . ex t ent s . x , node . ex t ent s . z ) ;
119 s t a r t = node . c en t e r ;
120 s t a r t . y −= (h−r ) ;
121 end = node . c en t e r ;
122 end . y += (h−r ) ;
123 } else {
124 r = Mathf .Max( node . ex t ent s . x , node . ex t ent s . y ) ;
125 s t a r t = node . c en t e r ;
126 s t a r t . z −= (h−r ) ;
127 end = node . c en t e r ;
128 end . z += (h−r ) ;
129 }
130
131 // check capsu l e f o r c o l l i s i o n
132 return Phys ics . CheckCapsule ( s ta r t , end , r , layerMask ) ;
133
134 }
135
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137 /∗∗
138 1 s t par t o f the r e cu r s i v e a l gor i thm :
139
140 I f node conta ins geometry then pass node to BuildNewNodes ( ) ;
141 otherwise , the node i s marked as f r e e
142 ∗/
143 private f unc t i on Build ( node : OTNode) {
144 i f ( ContainsGeometry ( node . otbounds ) ) {
145 BuildNewNodes ( node ) ;
146 } else {
147 // t h i s node i s f r e e
148 node . f r e e = true ;
149 f r e eLeave s . Push ( node ) ;
150 }
151 }
152
153 /∗∗
154 2nd par t o f the r e cu r s i v e a l gor i thm :
155
156 I f the volume o f node ’ s c h i l d r en i s a l lowed , then c r ea t e node ’ s
c h i l d r en
157 otherwise , node i s a l e a f con ta in ing geometry
158 ∗/
159 private f unc t i on BuildNewNodes ( node : OTNode) {
160 var newsize : Vector3 = Vector3 ( node . otbounds . s i z e . x / 2 . 0 , node .
otbounds . s i z e . y / 2 . 0 , node . otbounds . s i z e . z / 2 . 0 ) ;
161
162 i f ( VolumeAllowed ( newsize ) ) {
163 var curDepth = node . depth + 1 ; // the curren t depth
164 i f ( curDepth > treeDepth ) {
165 treeDepth = curDepth ;
166 }
167
168 var new000 : OTNode = new OTNode( Bounds ( Vector3 ( ( node . otbounds . c en t e r
. x − node . otbounds . s i z e . x / 4 . 0 ) , ( node . otbounds . c ent e r . y − node .
otbounds . s i z e . y / 4 . 0 ) , ( node . otbounds . c ent e r . z + node . otbounds .
s i z e . z / 4 . 0 ) ) , newsize ) ) ;
169 new000 . octant = Octant . OCT000 ;
170 node . o t c h i l d r e n . Push ( new000 ) ;
171 new000 . otparent = node ;
172 new000 . depth = curDepth ;
173 Build ( new000 ) ;
174
175 var new010 : OTNode = new OTNode( Bounds ( Vector3 ( ( node . otbounds . c en t e r
. x + node . otbounds . s i z e . x / 4 . 0 ) , ( node . otbounds . c en t e r . y − node .
otbounds . s i z e . y / 4 . 0 ) , ( node . otbounds . c ent e r . z + node . otbounds .
s i z e . z / 4 . 0 ) ) , newsize ) ) ;
176 new010 . octant = Octant . OCT010 ;
177 node . o t c h i l d r e n . Push ( new010 ) ;
178 new010 . otparent = node ;
179 new010 . depth = curDepth ;
180 Build ( new010 ) ;
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181
182 var new001 : OTNode = new OTNode( Bounds ( Vector3 ( ( node . otbounds . c en t e r .
x − node . otbounds . s i z e . x / 4 . 0 ) , ( node . otbounds . c en te r . y + node .
otbounds . s i z e . y / 4 . 0 ) , ( node . otbounds . c ent e r . z + node . otbounds .
s i z e . z / 4 . 0 ) ) , newsize ) ) ;
183 new001 . octant = Octant . OCT001 ;
184 node . o t c h i l d r e n . Push ( new001 ) ;
185 new001 . otparent = node ;
186 new001 . depth = curDepth ;
187 Build ( new001 ) ;
188
189 var new011 : OTNode = new OTNode( Bounds ( Vector3 ( ( node . otbounds . c en t e r .
x + node . otbounds . s i z e . x / 4 . 0 ) , ( node . otbounds . c en t e r . y + node .
otbounds . s i z e . y / 4 . 0 ) , ( node . otbounds . c ent e r . z + node . otbounds .
s i z e . z / 4 . 0 ) ) , newsize ) ) ;
190 new011 . octant = Octant . OCT011 ;
191 node . o t c h i l d r e n . Push ( new011 ) ;
192 new011 . otparent = node ;
193 new011 . depth = curDepth ;
194 Build ( new011 ) ;
195
196 var new100 : OTNode = new OTNode( Bounds ( Vector3 ( ( node . otbounds . c en t e r
. x − node . otbounds . s i z e . x / 4 . 0 ) , ( node . otbounds . c ent e r . y − node .
otbounds . s i z e . y / 4 . 0 ) , ( node . otbounds . c ent e r . z − node . otbounds .
s i z e . z / 4 . 0 ) ) , newsize ) ) ;
197 new100 . octant = Octant . OCT100 ;
198 node . o t c h i l d r e n . Push ( new100 ) ;
199 new100 . otparent = node ;
200 new100 . depth = curDepth ;
201 Build ( new100 ) ;
202
203 var new110 : OTNode = new OTNode( Bounds ( Vector3 ( ( node . otbounds . c en t e r
. x + node . otbounds . s i z e . x / 4 . 0 ) , ( node . otbounds . c en t e r . y − node .
otbounds . s i z e . y / 4 . 0 ) , ( node . otbounds . c ent e r . z − node . otbounds .
s i z e . z / 4 . 0 ) ) , newsize ) ) ;
204 new110 . octant = Octant . OCT110 ;
205 node . o t c h i l d r e n . Push ( new110 ) ;
206 new110 . otparent = node ;
207 new110 . depth = curDepth ;
208 Build ( new110 ) ;
209
210 var new101 : OTNode = new OTNode( Bounds ( Vector3 ( ( node . otbounds . c en t e r .
x − node . otbounds . s i z e . x / 4 . 0 ) , ( node . otbounds . c en te r . y + node .
otbounds . s i z e . y / 4 . 0 ) , ( node . otbounds . c ent e r . z − node . otbounds .
s i z e . z / 4 . 0 ) ) , newsize ) ) ;
211 new101 . octant = Octant . OCT101 ;
212 node . o t c h i l d r e n . Push ( new101 ) ;
213 new101 . otparent = node ;
214 new101 . depth = curDepth ;
215 Build ( new101 ) ;
216
217 var new111 : OTNode = new OTNode( Bounds ( Vector3 ( ( node . otbounds . c en t e r .
x + node . otbounds . s i z e . x / 4 . 0 ) , ( node . otbounds . c en t e r . y + node .
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otbounds . s i z e . y / 4 . 0 ) , ( node . otbounds . c ent e r . z − node . otbounds .
s i z e . z / 4 . 0 ) ) , newsize ) ) ;
218 new111 . octant = Octant . OCT111 ;
219 node . o t c h i l d r e n . Push ( new111 ) ;
220 new111 . otparent = node ;
221 new111 . depth = curDepth ;
222 Build ( new111 ) ;
223
224 } else {
225 // t h i s node i s f u l l
226 f u l l L e a v e s . Push ( node ) ;
227 }
228
229 }
230
231 /∗∗
232 1 s t par t o f ne i ghbor s r e cu r s i v e search a l gor i thm :
233
234 Begin search on an unsearched node
235 ∗/
236 private f unc t i on BeginSearchForNeighbors ( node : OTNode) {
237 i f ( node . depth >= treeDepth ) {
238 return ;
239 }
240
241 i f ( node . o t c h i l d r e n . l ength != 0) {
242 for ( var c h i l d : OTNode in node . o t c h i l d r e n ) {
243 FindNeighbors ( ch i ld , rootNode ) ;
244 BeginSearchForNeighbors ( c h i l d ) ;
245 }
246 }
247 }
248
249 /∗∗
250 2nd par t o f ne i ghbor s r e cu r s i v e search a l gor i thm :
251
252 r e c u r s i v e l y checks f o r ne i ghbor s
253 ∗/
254 private f unc t i on FindNeighbors ( node : OTNode , t a r g e t : OTNode) {
255 i f ( t a r g e t . o t c h i l d r e n . l ength != 0) {
256 for ( var ta rge tCh i ld : OTNode in t a r g e t . o t c h i l d r e n ) {
257 i f ( AreNeighbors ( node . otbounds , t a rge tCh i ld . otbounds ) ) {
258 node . o tne ighbor s . push ( ta rge tCh i ld ) ;
259 }
260 FindNeighbors ( node , t a rge tCh i ld ) ;
261 }
262 }
263 }
264
265 private f unc t i on AreNeighbors ( node : Bounds , t a r g e t : Bounds ) : boolean{
266 i f ( node . Contains ( t a r g e t . c en t e r ) | | t a r g e t . Contains ( node . c en t e r ) ) {
267 return fa l se ;
268 }
52
269
270 return node . I n t e r s e c t s ( t a r g e t ) ;
271 }
272
273 public f unc t i on TransformToNode ( po int : Vector3 ) : OTNode{
274 var temp : OTNode = rootNode ;
275
276 while ( temp . o t c h i l d r e n . l ength != 0) {
277 for ( var c h i l d : OTNode in temp . o t c h i l d r e n ) {
278 i f ( c h i l d . otbounds . Contains ( po int ) ) {
279 temp = c h i l d ;
280 break ;
281 }
282 }
283 }
284
285 return temp ;
286 }
287
288
289
290 }
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APPENDIX C. A* IMPLEMENTATION
Below is the A* algorithm which was implemented using Unity’s version of JavaScript
called UnityScript.
1 public class NodeRecord{
2 var node : OTNode ;
3 var connect ion : NodeRecord ;
4 var costFromStart : f loat ;
5 var costToGoal : f loat ;
6 var to ta lCos t : f loat ;
7 }
8
9 /∗∗
10 A∗ search a l gor i thm to work wi th the oc t r e e data s t r u c t u r e
11 ∗/
12 public class AStar{
13 var open : Array ;
14 var c l o s e d : Array ;
15 var path : Array ;
16 var s t a r t : OTNode ;
17 var goa l : OTNode ;
18
19 func t i on AStar ( ) {
20 open = new Array ( ) ;
21 c l o s e d = new Array ( ) ;
22 path = new Array ( ) ;
23 }
24
25 func t i on Se tSta r t ( s t a r t : OTNode) {
26 this . s t a r t = s t a r t ;
27 }
28
29 func t i on SetGoal ( goa l : OTNode) {
30 this . goa l = goa l ;
31 }
32
33 func t i on GetPath ( ) : Array{
34 return path ;
35 }
36
37 /∗∗
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38 searches f o r a path from s t a r t to goa l
39 re turns t rue i f a path i s found
40 re turns f a l s e i f a path i s not found
41 ∗/
42 func t i on AStarSearch ( ) : boolean{
43 // c l e a r l i s t s
44
45 // I n i t i a l i z e the s t a r t node record
46 var s tar tRecord : NodeRecord = new NodeRecord ( ) ;
47 star tRecord . node = s t a r t ;
48 star tRecord . costFromStart = 0 ;
49 star tRecord . costToGoal = ComputeCostToGoal ( s t a r t . otbounds . c en t e r ) ;
50 star tRecord . t o ta lCos t = startRecord . costToGoal ; // s ince co s t from s t a r t
i s 0
51 open . push ( s tar tRecord ) ;
52
53 while ( open . l ength != 0) {
54 var currentRecord : NodeRecord = open . s h i f t ( ) ; // removes and re turns
f i r s t e lement o f array
55 // i f currentRecord ho ld s goa l then re turn succe s s
56 i f ( currentRecord . node == goa l ) {
57 ConstructPath ( currentRecord ) ;
58 return true ;
59 } else {
60 for ( var ne ighbor : OTNode in currentRecord . node . o tne ighbor s ) {
61 // i f ne ighbor i s not t r a v e r s a b l e , cont inue to the next ne ighbor
62 i f ( ! ne ighbor . f r e e ) {
63 continue ;
64 }
65
66 var costFromStart : f loat = currentRecord . costFromStart +
ComputeCostFromStart ( ne ighbor . otbounds . c en t e r ) ;
67 var locInOpen : int = GetLocationInOpenList ( ne ighbor ) ;
68 var l oc InClo sed : int = GetLocat ionInClosedLis t ( ne ighbor ) ;
69
70 i f ( l o c InClo sed >= 0) {
71 i f ( c l o s e d [ l o c InClo sed ] . costFromStart <= costFromStart ) {
72 continue ;
73 } else {
74 c l o s e d . s p l i c e ( loc InClosed , 1) ; //remove node from c l o s ed
75 }
76 } else i f ( locInOpen >= 0) {
77 i f ( open [ locInOpen ] . costFromStart <= costFromStart ) {
78 continue ;
79 } else {
80 open . s p l i c e ( locInOpen , 1) ; //remove node from open
81 }
82 }
83
84 var nodeRecord : NodeRecord = new NodeRecord ( ) ;
85 nodeRecord . node = neighbor ;
86 nodeRecord . costFromStart = costFromStart ;
87 nodeRecord . costToGoal = ComputeCostToGoal ( ne ighbor . otbounds .
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cente r ) ;
88 nodeRecord . t o ta lCos t = costFromStart + nodeRecord . costToGoal ;
89 nodeRecord . connect ion = currentRecord ;
90 InsertInOpen ( nodeRecord ) ;
91
92 }//end f o r loop
93 }
94
95 //done i n s p e c t i n g p o t e n t i a l connec t ions o f curren t node
96 c l o s e d . push ( currentRecord ) ;
97 }//end wh i l e loop
98
99 // i f t h e r e are no more nodes on open , then re turn f a i l u r e
100 return fa l se ;
101 }
102
103 func t i on ComputeCostToGoal ( pos : Vector3 ) : f loat {
104 // us ing euc l i d ean d i s t ance
105 goalPos = goa l . otbounds . c en t e r ;
106
107 return ( pos − goalPos ) . magnitude ;
108 }
109
110 func t i on ComputeCostFromStart ( pos : Vector3 ) : f loat {
111 // us ing euc l i d ean d i s t ance
112 s ta r tPos = s t a r t . otbounds . c en t e r ;
113
114 return ( pos − s ta r tPos ) . magnitude ;
115 }
116
117 func t i on ConstructPath ( nodeRecord : NodeRecord ) {
118 var temp : NodeRecord = nodeRecord ;
119
120 while ( temp ) {
121 // path . push ( temp . node . otbounds ) ;
122 path . u n s h i f t ( temp . node . otbounds ) ;
123 temp = temp . connect ion ;
124 }
125 }
126
127 func t i on GetLocationInOpenList ( node : OTNode) : f loat {
128 for ( var i : int ; i < open . l ength ; i++){
129 i f ( open [ i ] . node . Equals ( node ) ) {
130 return i ;
131 }
132 }
133
134 return −1;
135 }
136
137 func t i on GetLocat ionInClosedLis t ( node : OTNode) : f loat {
138 for ( var i : int ; i < c l o s e d . l ength ; i++){
139 i f ( c l o s e d [ i ] . node . Equals ( node ) ) {
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140 return i ;
141 }
142 }
143 return −1;
144 }
145
146 func t i on InsertInOpen ( nodeRecord : NodeRecord ) {
147 for ( var i : int ; i < open . l ength ; i++){
148 i f ( nodeRecord . t o ta lCos t <= open [ i ] . t o ta lCos t ) {
149 open . s p l i c e ( i , 0 , nodeRecord ) ; //adds to open at i
150 return ;
151 }
152 }
153
154 open . push ( nodeRecord ) ;
155 }
156
157
158 }
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APPENDIX D. USER STUDY SURVEYS
The following documents are surveys used in the MAPP3D study and was approved
by the IRB. The Demographics Questionnaire gauged the user’s experience with video
games and simulations. The Follow-up Questionnaire gauged the difficulty of the task.
The study is detailed in Chapter 3.
Participant#___________ 
 
Demographics Questionnaire 
 
Please answer all questions accurately.  This information will be kept confidential. 
 
 
 
What is your gender?   Female Male 
 
What is your age? 
 
Do you play video games (PC games or consoles such as PS3, Wii etc)? 
 If yes, how many hours a week do you play video games? 
 
 
Do you have experience in game development? 
 If yes, how many years of experience do you have in game development? 
 
 
Do you have any experience with game engines (ie Unity, Unreal)? 
 
 
Do you have experience in virtual reality/simulations? 
 If yes, how many years of experience do you have in virtual reality/simulations? 
 
 
Do you have experience with 3D modeling? 
 If yes, how many years of experience do you have in 3D modeling? 
58
Participant#___________ 
 
Follow Up Questionnaire 
 
Please answer all questions accurately.  This information will be kept confidential. 
 
 
 
Rate the difficulty of this task on a scale of 1 to 5, 1 meaning extremely easy and 5 meaning 
extremely difficult. 
 
             extremely easy easy                  moderate              difficult        extremely difficult 
  Difficulty of Task  1 2 3 4 5 
 
 
Rate if you agree or disagree with the following statements on a scale of 1 to 5, 1 meaning 
strongly disagree and 5 meaning strongly agree. 
 
 
Most of the time, the motion of the virtual characters in Video A and Video B were the same: 
 
                  strongly disagree        disagree            don’t know                 agree            strongly agree 
      1 2 3 4 5 
 
Most of the time, the virtual characters in each set of videos seemed to have a goal: 
 
                  strongly disagree        disagree            don’t know                 agree            strongly agree 
      1 2 3 4 5 
 
Most of the time, I noticed a difference in motion between Video A and Video B: 
 
                  strongly disagree        disagree            don’t know                 agree            strongly agree 
      1 2 3 4 5 
 
I felt that none of the virtual characters in either Video A or B exhibited realistic motion: 
 
                  strongly disagree        disagree            don’t know                 agree            strongly agree 
      1 2 3 4 5 
 
Most of the time, the motion of the virtual character(s) in one video seemed more realistic than 
the character(s) in the other video: 
 
                  strongly disagree        disagree            don’t know                 agree            strongly agree 
      1 2 3 4 5 
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APPENDIX E. USER STUDY RAW DATA
The following documents shows the raw data from the user study. A represents
MAPP3D and B represents UnitySteer.
Scenario 1: 1 nanobot wandering randomly within a radius and avoiding obstacles
Scenario 2: 3 nanobots wandering randomly within a radius, avoiding obstacles and avoiding each other
Scenario 3: 9 nanobots wandering randomly within a radius, avoiding obstacles and avoiding each other
Scenario 4: 3 nanobots chasing a square and avoiding each other in a mildly dense space and within a radius
Scenario 5: 3 nanobots chasing a square and avoiding each other in a tightly dense space and within a radius
Scenario 6: 1 nanobot pursues an evading nanobot
Scenario 7:
Scenario 8:
Scenario 9:
Scenario 10:
Participant# 1 2 3 4 5 6 7 8 9 10
F1 A B A B A A B B B B
F2 A A A A A A A A B B
F3 A A A B A A A B B B
F4 A A B A A A A A A B
F5 A B A B A B A A A B
F6 B A B A B A A A B B
F7 B A B A B A B A A A
F8 A A A B A A A A B A
F9 A A A A A A A A B B
F10 B A A A A A B A B B
M1 B B A A A A A A B B
M2 A A A A A A A A B A
M3 A A A A A A A A B B
M4 A A A B A A A A B B
2 nanobots seek a target position while avoiding obstacles and each other; 1 cylinder is placed in the middle for a 
greater challenge
3 nanobots seek a target position while avoiding obstacles and each other; 1 cylinder is placed in the middle for a 
greater challenge
2 nanobots seek a target position while avoiding obstacles and each other; 4 cylinders are placed in the middle for 
a greater challenge
4 nanobots seek a target position while avoiding obstacles and each other; 4 cylinders are placed in the middle for 
a greater challenge
A represents MAPP3D; B represents UnitySteer.  Set number corresponds to respective scenarios below.
Set Number
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M5 A A A B A A A A B B
M6 A A B B A A A A B A
M7 A A A A A A A A B B
M8 A A A B A A A A B B
M9 A A A B A A A A A A
M10 A A A A A A A A B B
Participant# A B A B A B A B A B
1 F1 x x x x x
2 F2 X X X X X
3 F3 x x x x x
4 F4 x x x x x
5 F5 X X X X X
6 F6 X X X X X
7 F7 X X X X X
8 F8 X X X X X
9 F9 X X X X X
10 F10 X X X X X
11 M1 x x x x x
12 M2 x x x x x
13 M3 x x x x x
14 M4 X X X X X
15 M5 X X X X X
16 M6 x x x x x
17 M7 x x x x x
18 M8 x x x x x
19 M9 x x x x x
20 M10 X X X X X
Totals 16 4 17 3 16 4 11 9 18 2
1 2 3 4 5
Set Number
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Participant# A B A B A B A B A B
1 F1 x x x x x
2 F2 X X X X X
3 F3 x x x x x
4 F4 x x x x x
5 F5 X X X X X
6 F6 X X X X X
7 F7 X X X X X
8 F8 X X X X X
9 F9 X X X X X
10 F10 X X X X X
11 M1 x x x x x
12 M2 x x x x x
13 M3 x x x x x
14 M4 X X X X x
15 M5 X X X X x
16 M6 x x x x x
17 M7 x x x x
18 M8 x x x x x
19 M9 x x x x x
20 M10 X X X X X
Totals 19 1 17 3 18 2 4 16 5 14
Totals for A 141
Totals for B 58
6 7 8 9 10
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