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Математической моделью широкого круга 
проблем, связанных с задачами упорядочения, 
теории расписаний и сетевого планирования, 
является поиск критических путей между вер-
шинами графа. Известные алгоритмы решения 
этих задач [1, 2] используют правильную нуме-
рацию вершин графа и их пометки, т. е. суще-
ственным образом основаны на графическом 
представлении последнего. Однако даже в за-
дачах сетевого планирования, где изначально 
весь комплекс операций задан их продолжи-
тельностью и отношением предшествования, 
построение графической модели является само-
стоятельной задачей. Указанные недостатки 
значительно усложняют программную реализа-
цию этих алгоритмов и делают их малопривле-
кательными, если математической моделью 
является граф с большим количеством вершин 
и дуг. 
Идея осуществления тернарных операций 
над вершинами графа для отыскания кратчай-
ших путей, впервые предложенная в [3], оказа-
лась достаточно плодотворной. Обобщение 
этого аппарата позволило получить эффектив-
ные алгоритмы решения широкого круга задач 
оптимизации на графах [4, 5]. Ниже приводится 
алгоритм отыскания путей максимального веса 
в многополюсной сети, позволяющей получить 
критические пути между любыми парами вер-
шин в графе, не содержащем ориентированных 
циклов. 
Рассмотрим ориентированный граф G(V, U), 
не содержащий циклов с п вершинами ( )V n=  
и множеством дуг U. Каждой дуге ( ),i j U∈  
поставлено в соответствие  число ijc  – вес  дуги  
( ),i j U∈  ( ,ijc = ∞ если ( ), )i j U∉ . Под ве-
сом любого (i – j)-пути, ведущего из вершины i 
в вершину j ( ) ( ) ( ){ ( )}( )1 1 2, , , , ..., , ,ki j i i i i i j− =  
будем понимать суммарный вес всех дуг 
( ) ( ),
,ij
i j i j
c
∈ −
∑  входящих в этот путь. Заметим, что 
граф G(V, U) полностью описывается матрицей 
дуговых весов ij n nC c ×= . Определим тернар-
ную операцию над матрицей C по элементу k 
следующим образом: 
 
, если и ,
                 либо ;
:
, если и ,
                 либо
ij ij ij ik kj
ik kj
ij
ik kj ik kj ij ik kj
ij
c с c c c
c c
c
c c c c c c c
c
≠ ∞ ≥ +

+ = ∞=  + + ≠ ∞ < +
 = ∞
 
для всех i ≠ j ≠ k. 
Утверждение 1. Выполнения тернарных 
операций по всем элементам 1, ...,k n=  матри-
цы C = ij n nñ ×  дает матрицу, элемент которой 
сij равен максимальному из весов всех путей, 
ведущих из вершины i в вершину j. 
Доказательство. Действительно, рассмот-
рим путь максимального веса, ведущий из вер-
шины l в вершину p. Выполнение тернарной 
операции по элементу k, если вершина k не 
входит в этот путь, не изменит его, так как в 
противном случае, если для некоторого k имеем 
сik + сkj > сij, где i, j – две соседние вершины пу-
ти, то, заменив дугу (i, j) на дуги (i, k), (k, j), по-
лучим (l – p)-путь большего веса. Но это проти-
воречит тому, что рассматриваемый путь имеет 
максимальный вес. 
 
(1) 
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Пусть i0 – промежуточная вершина с мини-
мальным индексом в рассматриваемом пути, а 
i1 и i2 – соседние с ней вершины. Выполнение 
тернарной операции (1) по элементу i0 матрицы 
C дает значение 
1 2 1 0 0 2
: .i i i i i ic c c= +  Заменив две 
дуги (i1, i0) и (i0, i2) на одну дугу (i1, i2), получим 
путь такого же веса, но содержащего на одну 
вершину меньше. Продолжая подобным обра-
зом, получаем доказательство нашего утвер-
ждения. 
Заметим, что выполнение тернарных опера-
ций по всем вершинам сети дает матрицу весов 
максимальных путей, но не сами пути. Для 
отыскания этих путей воспользуемся вспомога-
тельной матрицей ij n nR r ×= , элементы кото-
рой на начальном этапе: , 1, , 1, .ijr j i n j n= = =  
Одновременно с осуществлением тернарных 
операций по элементу k матрицы C элемен- 
ты матрицы R будут изменяться следующим 
образом: 
 
, если : ;
:
, если : .
ij ij ij
ij
ik ij ik kj
r c c
r
r c c c
==  = +
          (2) 
 
Утверждение 2. После проведения тернар-
ных операций по всем вершинам сети элемент 
ijr  матрицы R будет указывать индекс вершины 
i1, следующей за вершиной i в (i – j)-пути мак-
симального веса. Докажем это утверждение. 
Доказательство. Рассмотрим некоторый  
(i – j)-путь максимального веса, а i, i1, i2 – пер-
вые три вершины этого пути. Поскольку эле-
менты матрицы R меняются только при изме-
нении элементов матрицы С, они не будут из-
меняться при проведении тернарной операции 
по элементам матрицы С, если соответствую-
щие им вершины не входят в рассматриваемый 
путь. При проведении тернарной операции по 
вершине i1 получим 1 1 2 2ii i i iic c c+ > , поэтому 
2 1 1
.ii iir r i= =  Заменим дуги ( ) ( )1 1 2, , ,i i i i  на 
одну дугу ( )1 2, ,i i  получим новый максималь-
ный путь того же веса, содержащий на одну 
вершину меньше. При дальнейшем выполнении 
тернарных операций величина 
2ii
r  не изменит-
ся. Продолжая подобным образом, получаем 
требуемое доказательство. 
После осуществления тернарных операций 
(1) по всем элементам 1, 2, ..., ,k n=  выполняя 
одновременно операции (2), получаем матрицу 
максимальных весов путей между всеми пара-
ми вершин. Сами пути находим с помощью 
вспомогательной матрицы R следующим об- 
разом. 
Для  любого  (i – j)-пути последовательно  
находим 1,ijr i=  1 2 , ...,i jr i= ki jr j= . Искомый 
путь максимального веса между вершинами i и 
j проходит через вершины: i,  i1,  i2,  …, ik,  j. 
Проиллюстрируем работу алгоритма на сле-
дующем примере. Зададим граф матрицей ду-
говых весов 
 
5 3 7
1
4 6
.
5 6
2
C
∞ ∞ ∞ 
 ∞ ∞ ∞ ∞ ∞ 
 ∞ ∞ ∞ ∞
=  
∞ ∞ ∞ ∞ 
 ∞ ∞ ∞ ∞ ∞
 
∞ ∞ ∞ ∞ ∞ ∞  
 
 
Последовательно по всем элементам k = 1, 
2, 3, 4, 5, 6 осуществим тернарные операции 
(1), изменяя одновременно элементы матрицы 
R по формулам (2). В результате получим: 
 
7 3 8 13 15
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;
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2
C
∞ 
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Критический путь (путь максимального ве-
са) ведет из вершины 1 в вершину 6 и имеет вес 
15 единиц. С помощью вспомогательной мат-
рицы R находим: 
 
16 36 26 46 563; 2; 4; 5; 6,r r r r r= = = = =  
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т. е. критический путь состоит из дуг (1, 3),  
(3, 2), (2, 4), (4, 5), (5, 6). Аналогичным образом 
можно найти путь максимального веса между 
любой парой вершин графа. Поскольку элемен-
ты первого столбца и шестой строки равны 
бесконечности, вершина с номером 1 не явля-
ется концевой ни для одной дуги (начальная 
вершина), а из вершины с номером 6 не выхо-
дит ни одна дуга (конечная вершина). С помо-
щью найденных критических путей и матрицы 
С легко получить графическое изображение 
заданного графа (рис. 1), числа над дугами рав-
ны их весам. 
 
 
 
      
    
    
     
 
Рис. 1 
 
Задачи упорядочения носят самый общий 
характер. Они возникают повсюду, где суще-
ствует возможность выбора той или иной оче-
редности выполнения некоторых операций. 
Зачастую в задачах теории расписаний и се-
тевого планирования описание комплекса работ 
требует задания довольно сложного графа, 
определяющего отношение порядка и характе-
ризующего ограничения на предшествование 
среди операций данного комплекса. Графы 
можно использовать для задания отношения 
порядка как между вершинами, так и между 
дугами, и их построение уже является самосто-
ятельной задачей. 
Рассмотрим теперь задачу упорядочения 
элементов некоторого конечного множества 
{ }iU a=  мощности п. Для каждого элемента ia  
определено отношение порядка, т. е. задано 
множество iU U⊆  элементов, которым эле-
мент ia  непосредственно предшествует 
( ).i j j ia a a U∀ ∈  Если каждому элементу 
ia U∈  поставить в соответствие вершину i не-
которого графа и соединить ее с вершиной j 
ориентированной дугой (i, j) для всех ,j ia U∈  
то наличие пути из вершины i1 в ik, содержаще-
го дуги ( ) ( ) ( )1 2 2 3 1, , , , ..., , ,k ki i i i i i−  указывает на 
существование отношений порядка между эле-
ментами 
 
1 2
... .
ki i i
a a a    
 
В этом случае говорят, что 
1i
a  предшествует 
( )1 .k ki i ia a a  
Таким образом, заданный выше описанным 
способом граф с n вершинами может быть ис-
пользован для определения отношения порядка 
между элементами конечного множества. Для 
этого достаточно присвоить всем дугам (i, j) 
одинаковые веса (например, равные 1), если 
,i ja a  а веса остальных дуг положить равны-
ми бесконечности. 
Применив тернарные операции (1) к матри-
це весов и выполнив операции (2), получим 
матрицу критических путей между всеми пара-
ми вершин (i, j). Если элемент ijc  конечен, то 
это означает, что элемент ia  предшествует 
элементу ( ) ,j i ja a a  а вся цепочка непосред-
ственно предшествующих друг другу элемен-
тов (критический путь) восстанавливается с 
помощью вспомогательной матрицы R, как это 
было показано выше. Причем для установления 
отношения предшествования между элемента-
ми множества U достаточно информации, со-
держащейся в матрицах C и R. Так, если , 1,i jc =  
то ,i ja a  если элемент 1 ,i jc  равен ( )1 ,k k n< <  
то ,i ja a  причем вся цепочка непосред-
ственно предшествующих друг другу элемен- 
тов содержит их ровно k: 
1 2 1
...
ki i i
a a a
−
    
,
ki j
a a   где 
1 2 12 3
, , ..., ,
k pi j i j k i j i j
i r i r i r r
−
= = =  – 
соответствующие элементы матрицы R. 
В качестве иллюстрации работы алгоритма 
упорядочения элементов конечного множества 
рассмотрим следующий пример. Отношение 
непосредственного предшествования задано 
табл. 1. 
Таблица 1 
 
i 1 2 3 4 5 6 7 8 
Ui 2,5 7 6,8 6,8 6,8 7 – – 
 
Сформируем начальную матрицу весов C 
2 
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После осуществления операций (1), (2) по-
лучим матрицы C и R: 
 
1 1 2 3 2
1
1 2 1
1 2 1
;
1 2 1
1
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Таким образом, имеем: 
 
( )1 6 16 565, 6a a r r= =  и 1 5 6;a a a   
 
( )
( )
1 7 17 57 67 1 5 6 7
1 8 18 58 1 5 8
5, 6, 7 , ;
5, 8 , ;
a a r r r a a a a
a a r r a a a
= = =
= =
   
  
 
( )
( )
3 7 37 67 3 6 7
4 7 47 67 4 6 7
6, 7 , ;
6, 7 , ;
a a r r a a a
a a r r a a a
= =
= =
  
  
 
 
( )5 7 57 67 5 6 76, 7 , .a a r r a a a= =    
 
Учитывая отношение непосредственного 
предшествования и полученные результаты, 
легко построить граф, задающий отношение 
порядка между вершинами (элементами ia  
множества U): 
 
 
 
 
 
 
 
 
Рис. 2 
 
Поскольку элементы седьмой и восьмой 
строк первого, третьего и четвертого столбцов 
матрицы C равны бесконечности, элементы a7, 
a8 не предшествуют никаким другим элементам 
(конечные вершины графа) и нет элементов, 
предшествующих элементам a1, a3, a4 (началь-
ные вершины). 
В задачах сетевого планирования выполне-
ния комплекса операций (работ) для каждой 
операции , 1, ,i i n=  известна ее продолжи-
тельность , 1, ,it i n=  и задано отношение 
предшествования, т. е. определено множество 
, 1, ,iU i n=  операций, выполнению которых 
непосредственно предшествует выполнение 
операции , 1, .i i n=  Ориентированный граф, 
представляющий взаимосвязь отдельных опе-
раций (сетевой график), будет содержать 2n 
вершин (каждой операции i поставлена в соот-
ветствие дуга, т. е. пара вершин ( , ),i n i+  
1,i n= ). Матрицей дуговых весов 2 2n nC ×  на 
начальном этапе будет блочная матрица поряд-
ка 2 2n n×  
 
11 12
2 2 21 22 .
n n n n
n n
n n n n
C C
C
C C
× ×
×
× ×
 
 =
  
 
 
Причем полагаем элементы ,i n ic +  подматри-
цы 12 ,n nC ×  равными , 1, ,it i n=  элементы ,n i jc +  
подматрицы 21 ,n nC ×  равными нулю, если ij U∈  
(операция i непосредственно предшествует 
операции ij U∈ ), 1, .i n=  Все остальные эле-
менты матрицы 2 2n nC ×  равны бесконечности 
(т. е. достаточно большое число). 
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Из содержания задачи, для которой постро-
ена сетевая модель, следует, что рассматривае-
мый граф не может содержать циклов. После 
осуществления тернарных операций (1) и (2) 
последовательно для всех k = 1, 2, …, 2n, полу-
чим матрицу 
2 2ij n n
C c
×
=  и вспомогательную 
матрицу 
2 2
,ij n nR r ×=  с помощью которых 
можно получить все числовые характеристики 
сетевого графика, а при необходимости – и его 
графическое изображение. Так, все вершины 
, 1, ,i i n=  для которых ,n j ic + = ∞  для любого 
1, ,j n=  являются начальными вершинами се-
тевого графика (множество V0), а соответству-
ющие им операции – начальными. Вершины 
, 1, ,n i i n+ =  для которых ,n i jc + = ∞  для всех 
1, ,j n=  являются конечными вершинами сете-
вого графика (множество Vk), соответствующие 
же им операции – завершающими. Критическое 
время выполнения всего комплекса операций 
 
{ } 0
0 ,
max .
k
k
k ij ij ij i ji V j V
t c c c c
∈ ∈
= ≠ ∞ =  
 
Критические операции, составляющие кри-
тический путь 0 1 2{ , , , ..., },k kP i i i i=  находятся 
с помощью вспомогательной матрицы 1:R i = 
0, 1 12 , ,
, , ..., .
k k k kn i i n i i k n i i
r i r i r
−+ + +
= = =  
Ранний срок начала выполнения любой опе-
рации j равен 
 
0
0pн
0
max{ / }, ;
0, .
ij iji V
j
c c j V
T
j V
∈
≠ ∞ ∉= 
∈
 
 
Соответственно ранний срок ее окончания 
 
po pн ,j j jT T t= +  
или 
po
, ,
1,
max{ / }, 1, .j i n j i n j
i n
T c c j n+ +
∈
= ≠ ∞ =  
 
Поздним сроком начала пнjT и окончания 
по
jT  любой операции j называется наибольшее 
допустимое время начала и окончания этой 
операции без нарушения срока завершения все-
го проекта. Понято, что: 
рн пн рo пo
пo пн
, , ;
, , .
j j j j k
j k j k j k
T T T T j P
T t T t t n j V
= = ∀ ∈
= = − + ∈
 
 
Для операций j таких, что { }j kU P l=  
пo pн пн пo, .j l j j jT T T T t= = −  
Таким образом, свободные резервы времени 
rj могут иметь только конечные операции и 
операции, непосредственно предшествующие 
критическим; пo po ,j j jr T T= −  если kn j V+ ∈  или 
.j kU P ≠ ∅  
Любая операция, предшествующая критиче-
ским, принадлежит пути (возможно, несколь-
ким), ведущим из начальных вершин в началь-
ную вершину критической операции. Поэтому 
полный резерв времени таких операций ра- 
вен минимальному значению разности между 
ранним сроком начала выполнения соответ-
ствующей критической операции и длиной это-
го пути: 
( ) 0( , ) ( )min , , .
p
i k lk ki n i l k
R T c l V k P
+ ∈ −
= − ∈ ∈  
 
Если операция i не предшествует ни одной 
из критических операций (т. е. предшествует 
завершающим), то ее свободный резерв време-
ни равен минимальному значению разности 
между критическим временем и ранним сро- 
ком завершения конечных операций, кото- 
рым она предшествует. Таким образом,  
если ( ),ki k k P∈  но , ,ki l n l V+ ∈  то Ri =  
= ,min ( ).
k
k i n ln l V
t C ++ ∈ −  
Для иллюстрации описанного выше алго-
ритма построения сетевого графика и получе-
ния его числовых характеристик рассмотрим 
следующий пример. Информация о комплексе 
из 10 операций задана табл. 2. 
Таблица 2 
 
 Номер операции i 1 2 3 4 5 6 7 8 9 10 
 Каким операциям  
    предшествует υi 
 
2 
 
3 
 
– 7,10 
 
6,8 7,10 
 
9 
 
9 
 
– 
 
3 
 Продолжитель- 
    ность ti 2 2 3 4 1 4 4 3 2 9 
 
Выполнив тернарные операции (1) по всем 
элементам 1, 2, ..., 2k n=  начальной матрицы 
дуговых весов, полученной описанным выше 
способом, и осуществив одновременно опера-
ции (2) над элементами матрицы 
2 2
,ij n nR r ×=  
, 1,2 , 1,2ijr j i n j n= = = , получим: 
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 2 4 2 4 7
2 2 2 5
3 3
4 13 4 8 4 16 4 8 10 13
5 14 1 5 1 9 5 17 1 5 9 4 11 14
6 13 4 8 4 16 4 8 10 13
7 4 4 6
8 3 3 5
9 2
10 9 9
11 0 2 2 5
12 0 3
13
14 9 0 4 0 12 4 6 9
15 13 0 4 0 8 4 16 4 8 3 10 13
16 9 0 4 0 12 4 6 9
17 0 2
18 0 2
19
20 0 3
C















= 













;




























 
 
 
 
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 11 11 11
2 12 12
3
4 14 14 14 14 14 14 14 14
5 15 15 15 15 15 15 15 15 15 15 15
6 16 16 16 16 16 16 16 16
7 17 17
8 18 18
9
10 20 20
11 2 2 2
12 3
13
14 10 7 10 7 7 10
15 6 6 6 6 6 6 6 8 6 6
16 10 7 10 7 7 10
17 9
18 9
19
20 3
R















= 









.
























 
 
 
 
 
 
 
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Здесь пробелы в матрице С означают, что 
соответствующий ее элемент ,ijc = ∞  а в мат-
рице R – это .ijr j=  
Начальные операции 0 {1, 4, 5},V =  конечные 
{3, 9}.kV =  Ранние сроки начала выполнения 
операций: 
 
рн рн рн рн рн
1 4 5 2 3
рн рн рн рн рн
6 7 8 9 10
0, 2, 14;
1, 5, 1, 9, 5,
T T T T T
T T T T T
= = = = =
= = = = =
 
 
соответственно ранние сроки окончания всех 
операций: 
 
рo po po
1 2 3
po po po po
4 5 6 7
po po po
8 9 10
2; 4; 17;
4; 1; 5; 9;
4; 11; 14.
T T T
T T T T
T T T
= = =
= = = =
= = =
 
 
Критическое время 5,13 5,19max{ , }kt C C= = 
5,13 17.C= =  
Критические операции определяются с по-
мощью матрицы R 
 
15,3 16,3 20,36; 10; 3.r r r= = =  
 
Таким образом, полученные в результате 
осуществления тернарных операций (1) и (2) 
матрицы С и R позволяют определить все па-
раметры сетевого графика. 
 
 
 
 
В Ы В О Д 
 
Разработан новый эффективный алгоритм 
отыскания критических путей в графе, не ис-
пользующий графического представления по-
следнего, а основанный на введенном понятии 
осуществления тернарных операций над мат-
рицей дуговых весов. 
Полученный алгоритм может использовать-
ся для решения широкого круга задач, допус-
кающих формулировку в терминах теории гра-
фов. Рассмотрены его приложения для решения 
задач упорядочения элементов конечного мно-
жества и задач сетевого планирования. 
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О РЕАЛИЗАЦИИ МЕТОДА КОРРЕКЦИИ ДАВЛЕНИЯ 
ПРИ РЕШЕНИИ УРАВНЕНИЙ ГИДРОДИНАМИКИ 
НЕСЖИМАЕМОЙ ЖИДКОСТИ 
 
МАКАРОВ И. А. 
 
ЗАО «БелХард» 
 
 
Во многих исследований в области вычис-
лительной гидродинамики значительную часть 
составляют работы, рассматривающие модель 
несжимаемой жидкости. Причина этого – мно-
гообразие технологических процессов, в ко- 
торых применима данная модель, в частности 
при добыче нефти в Республике Беларусь,  
в  том   числе  нефти  с  аномальной   вязкостью  
