For the first time, a four-parameter lifetime model, called the gamma extended Fréchet distribution, is defined and studied. We obtain some of its mathematical properties. Explicit expressions for the ordinary and incomplete moments, quantile function, mean deviations, Rényi entropy and reliability are provided. The order statistics and their moments are derived. The method of maximum likelihood is used for estimating the model parameters. We determine the observed information matrix. An application to a real data set shows that the new distribution can provide a better fit than other classical lifetime models. We hope that this generalization may attract wider applications in reliability, biology and survival analysis.
Introduction
In probability theory and statistics, the extreme value (EV) distribution is a family of continuous distributions developed within extreme value theory to combine the Gumbel, Fréchet and Weibull distributions also known as type I, II and III extreme value distributions, respectively. The EV distributions appear as limiting distributions for minimum or maximum of a sample of independent, identically distributed random variables, according to the increase of the samples size. Extreme value is the theory of modeling and measuring events occurring with very small probability. These distributions and their generalized forms are largely used in finance, economics, material sciences, telecommunications, and many others. Fréchet (or type II EV) distribution has been useful for modeling of market-returns which are often heavy-tailed in applications to finance (Alves, 2010) . The cumulative distribution function (cdf) of the standard Fréchet distribution (for x > 0) is
where σ > 0 and λ > 0.
The exponentiated exponential (EE) distribution was pioneered by Gupta and Kundu (1998) as a generalization of the standard exponential distribution (Nadarajah and Kotz, 2003) . The EE cdf (for x > 0, λ > 0 and α > 0) is defined by 2) which is simply the αth power of the standard exponential cdf. Kundu (1999, 2001 ) studied the mathematical properties of the EE distribution. Later, Nadarajah and Kotz (2003) proposed the extended Fréchet (EF) distribution to generalize the standard Fréchet distribution (1) and studied some of its structural properties. The EF cdf is given by
for α > 0. They called (1.3) the exponentiated Fréchet model, but we adopt the EF terminology since (1.3) is not in the typical exponentiated form. The probability density function (pdf) corresponding to (1.3) is
Zografos and Balakrishnan (2009) and Ristic and Balakrishnan (2011) proposed a family of univariate distributions generated by gamma random variables. For any baseline cdf G(x), and x ∈ R, they defined the gamma-G distribution with an extra shape parameter a > 0 and pdf f (x) and cdf F(x) given by
and 6) respectively, where
denotes the gamma function and γ(a, z) = z 0 t a−1 e −t dt denotes the incomplete gamma function. Providing a new class of distributions is always precious for statisticians. Thus, the aim of this paper is to study the called gamma extended Fréchet (GEF) distribution by inserting (1.3) in equation (1.6). The fact that the GEF distribution generalizes existing commonly used distributions is an important aspect of the model. Further, we demonstrate that the proposed model provides a significant improvement compared to some existing lifetime models and it is also a competitive model to the widely used exponentiated Weibell (Mudholkar and Srivastava, 1993) distribution. In addition, we investigate some mathematical properties of the new model, discuss maximum likelihood estimation of its parameters and derive the observed information matrix.
The paper is outlined as follows. In Section 2, we define the GEF distribution and plot the density and hazard rate functions. Explicit expressions for the density and cumulative functions, ordinary and incomplete moments, quantile function, mean deviations, Rényi entropy and reliability are derived in Section 3. The order statistics are investigated in Section 4. We discuss maximum likelihood estimation of the model parameters in Section 5. An application in Section 6 shows the potentiality of the new distribution for lifetime data modeling. Finally, concluding remarks are given in Section 7.
The GEF distribution
The GEF distribution is defined by the cdf (for x > 0)
The pdf and hazard rate function (hrf) corresponding to (2.1) are given by
3) respectively. A random variable X with density (2.2) is denoted by X ∼ GEF(a, α, λ , σ ). Plots of the density and hazard rate functions for selected parameter values are displayed in Figures 1-4 and 5-8, respectively.
Properties
In this section, we develop some structural properties of the GEF distribution.
A useful representation
A useful expansion for equation (2.2) can be derived using the concept of exponentiated distributions. For an arbitrary baseline cdf G(x), a random variable is said to have the exponentiated-G ("exp-G" for short) distribution with power parameter a > 0, say Y a ∼ exp-G(a), if its pdf and cdf are given by
and
respectively. For a > 1 and a < 1 and for larger values of x, the multiplicative factor aG(x) a−1 is greater and smaller than one, respectively. The reverse assertion is also true for smaller values of x. The latter immediately implies that the ordinary moments associated with the density h a (x) are strictly larger (smaller) than those associated with the density g(x), when a > 1 (a < 1). The properties of exponentiated distributions have been studied by many authors in recent years. See Nadarajah (2005) for exponentiated Gumbel, Kakde and Shirke (2006) for exponentiated lognormal and Nadarajah and Gupta (2007) for exponentiated gamma distributions.
For a real non-integer a > 0, we define 0.8 where the constants p j,k can be calculated recursively by 
where h a+k (x) denotes the exp-G(a + k) density function.
From equation (3.3), we can obtain a simple representation for f (x) as
where
and g(x; (i + 1)α, λ , σ ) denotes the EF density function given by (4) with parameters (i + 1)α, λ and σ . Some details of the proof of (3.4) are given in Appendix A.
Quantile function
From a result presented in Nadarajah et al. (2013) , we can generate GEF random variables from the quantile function given by
, which is available in most statistical packages. Setting u = 1/2 in (3.5), it follows the median M of X
Moments
We now obtain the nth moment about zero of X , say E(X n ). From equation (3.4), we can write
Setting y = (σ /x) λ and using equation (4.2) in Nadarajah and Kotz (2003), E(X n ) can be expressed as
Next, we derive a simple formula for the nth incomplete moment of X , say m n (z) = E(X n |X < z). From equation (3.4), we obtain
Setting y = (σ /x) λ and after some algebra, the last equation becomes
Mean deviations
The mean deviations about the mean (δ 1 (X ) = E(|X − μ 1 |)) and about the median (δ 2 (X ) = E(|X − M|)) of X can be expressed as
respectively, where μ 1 = E(X ) comes from (3.6), M = Median(X ) is the median given in Section 3.2, F(μ 1 ) is easily calculated from the cdf (2.1) and m 1 (z) = z 0 x f (x)dx is the first incomplete moment obtained from (3.7) with n = 1.
Applications of these equations can be given to obtain Bonferroni and Lorenz curves defined for a given probability π by
respectively, where q = F −1 (π) is the GEF quantile function at π determined from (3.5).
Rényi entropy
The entropy of a random variable X with density function f (x) is a measure of variation of the uncertainty. For any real parameter ω > 0 and ω = 1, the Rényi entropy is given by
,
The details of the proof are given in Appendix B.
Reliability
In the context of reliability, the stress-strength model describes the life of a component which has a random strength X 1 that is subjected to a random stress X 2 . The component fails at the instant that the stress applied to it exceeds the strength, and the component will function satisfactorily whenever where
dx is the reliability between the independent random variables Y j ∼ exp-G(a 2 + j) and Y k ∼ exp-G(a 1 + k). Hence, the reliability of gamma-G random variables is a linear combination of those of exp-G random variables. In the special case a 1 = a 2 , equation (3.9) reduces to R = 1/2.
Finally, if X 1 ∼ GEF(a 1 , α, λ , σ ) and X 2 ∼ GEF(a 2 , α, λ , σ ), using equation (3.9) and after some algebra, we obtain
The details of the proof are given in Appendix C.
Order statistics
Order statistics make their appearance in many areas of statistical theory and practice. From Nadarajah et al. (2013) , the density function f i:n (x) of the ith order statistic X i:n , for i = 1,... ,n, from i.i.d. random variables X 1 ,... ,X n having an arbitrary G distribution, is given by If X ∼ GEF(a, α, λ , σ ), we can write after some algebraic manipulations
, and g(x;1, λ , σ (1 + q) 1/λ ) denotes the EF density function with parameters one, λ and σ (1 + q) 1/λ . So, some mathematical properties of the GEF order statistics such as the ordinary and incomplete moments and generating function can be obtained from those of the EF distribution. For example,
Estimation
Here, we determine the maximum likelihood estimates (MLEs) of the parameters of the new distribution from complete samples only. Let x 1 ,... ,x n be a random sample of size n from the GEF (a, α, λ , σ ) distribution. The log-likelihood function can be expressed as
The elements of the score vector are given by
, where ψ(·) is the digamma function. The MLE θ of θ is obtained by solving the nonlinear likelihood equations U a (θ ) = 0, U α (θ ) = 0, U λ (θ ) = 0 and U σ (θ ) = 0. These equations cannot be solved analytically and require statistical software with iterative numerical techniques. For interval estimation and hypothesis tests on the parameters a, α, λ and σ , we calculate the observed information matrix since its expectation requires numerical integration. The 4 × 4 observed information matrix J(θ ) is
The elements of J(θ ) are given in Appendix D.
Application
In this section, we illustrate the usefulness of the GEF distribution applied to a real data set. We consider the data consisting of the waiting times between 65 consecutive eruptions of the Kiama Blowhole (Pinho et al., 2012) . The Kiama Blowhole is a tourist attraction located nearly 120km to the south of Sydney. The swelling of the ocean pushes the water through a hole bellow a cliff. The water then erupts through an exit usually drenching whoever is nearby. The times between eruptions of a 1340 hours period starting from July 12th of 1998 were recorded using a digital watch. These data were reported by professor Jim Irish and can be obtained at http://www.statsci.org/data/oz/kiama. We fit the density functions of the Beta Fréchet (BF), Weibull (W) and exponentiated Weibull (EW) distributions given by
respectively. Now, we apply the Cramér-von Mises (W * ) and Anderson-Darling (A * ) statistics described in details in Chen and Balakrishnan (1995) to verify which distribution fits better to these data. In general, the smaller the values of the statistics W * and A * , the better the fit to the data. Let H(x; θ θ θ ) be the cdf, where the form of H is known but θ θ θ (a k-dimensional parameter vector, say) is unknown. To obtain the statistics W * and A * , one can proceed as follows: (i) Compute 
(1 + 0.5/n) and A 2 into A * = A 2 (1 + 0.75/n + 2.25/n 2 ). Table 1 lists the MLEs, their standard errors in parentheses and the statistics W * and A * . These statistics indicate that the EW and GEF distributions are the best models to these data. Moreover, the standard errors are much smaller compared with their estimates for the GEF distribution. More information is provided by a visual comparison of the histogram of the data and the fitted densities. The plots of the fitted GEF, BF, W and EW density functions are displayed in Figure  9 . These plots indicate that the new distribution provides a good fit to these data and is a very compettitive model to the classical EW distribution.
Conclusions
We propose a new lifetime model, called the gamma extended Fréchet (GEF) distribution, that generalizes the extended Fréchet (EF) distribution. We provide a mathematical treatment of this distribution. The GEF density function can be expressed as a mixture of EF densities. We derive explicit expressions for the ordinary and incomplete moments, Rényi entropy, mean deviations and reliability. We also obtain the density function of the order statistics. We discuss maximum likelihood estimation and calculate the information matrix. An application to a real data set indicates that the GEF distribution could give better fits than some other common lifetime models. It is also a very competitive model to the exponentiated Weibull distribution. The density function h a+k (x) can be reduced to
and then
Thus, f (x) can be written as
where w i is given in Section 3.1 and g(x; (i + 1)α, λ , σ ) denotes the EF density function given by (1.4).
variables. We have
Using the generalized binomial expansion twice, we can write
I,
Appendix D -Observed information matrix
The elements of the observed information matrix (a, α, λ , σ ) are
, U λλ = n[2ασ λ log(σ ) + 2αλ log(σ )] − nλ −1 [ασ λ + αλ σ λ log(σ )] αλ σ λ − n log(σ )[ασ λ + αλ σ λ log(σ )] αλ σ λ − 2log(σ )σ
where z i = σ /x i .
