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Abstract. The proof of the existence of a global connection in diﬀerential systems is generally a diﬃcult
task. Some authors use numerical techniques to show this existence, even in the case of continuous
piecewise linear systems. In this paper we give an analytical proof of the existence of a reversible
T-point heteroclinic cycle in a continuous piecewise linear version of the widely studied Michelson
system. The principal ideas of this proof can be extended to other piecewise linear systems.
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1. Introduction. The existence of global connections in a diﬀerential system usually forces
a complex dynamical behavior in a neighborhood of such connections. For instance, under
the presence of a homoclinic cycle to a saddle-focus equilibrium point satisfying an eigenvalue
ratio condition, the celebrated works of Shil’nikov [26, 27] ensure the existence of inﬁnitely
many periodic orbits of saddle type accumulating to the homoclinic cycle.
Moreover, the existence of a global connection in a diﬀerential system implies the ap-
pearance of subsidiary connections for certain perturbations of the system. For example, an
analysis of the bifurcation structure of homoclinic cycles and subsidiary connections can be
found in [15].
Heteroclinic cycles are also organizing centers of a very complex dynamic [10, 11, 12, 14].
In particular, Dumortier, Iban˜ez, and Kokubu [11] conjecture the existence of an inﬁnite set of
bifurcation phenomena, called a cocoon bifurcation [20], accumulating at a reversible T-point,
that is, a point of the parameter space where a special kind of heteroclinic cycle satisfying
some nondegeneracy condition appears. Furthermore, they explain the occurrence of such
bifurcation phenomena as a consequence of the presence of this global connection.
Unfortunately, for nonlinear diﬀerential systems it is not easy to guarantee the existence of
a global connection. Even though this is possible, some other extra conditions, for instance,
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EXISTENCE OF T-POINTS IN PIECEWISE LINEAR SYSTEMS 1033
the nondegeneracy conditions in the case of a reversible T-point heteroclinic cycle, cannot
always be veriﬁed in a rigorous way. For example, the existence of a heteroclinic cycle in the
Michelson system [25, 28], having an explicit expression for one of its heteroclinic orbits, is
known [16, 18]. Nevertheless, the genericity conditions that determine if such a heteroclinic
cycle is a reversible T-point heteroclinic cycle remain to be veriﬁed [11].
On the other hand, there are a lot of papers devoted to the existence of global connections
in piecewise linear diﬀerential systems [2, 8, 9, 22, 23, 24]. Many of these works require
numerical arguments to show the existence of the global connections. However, in [22], the
authors provide an analytical proof of the existence of a homoclinic cycle in a three-dimensional
piecewise linear system. In a similar way, in the present work we pay attention to the existence
of a reversible T-point heteroclinic cycle in piecewise linear systems.
Now, some ideas for establishing the main result of the paper are introduced. The Michel-
son system is the one-parameter family of autonomous three-dimensional diﬀerential systems
(1.1)
⎧⎪⎨
⎪⎩
x˙ = y,
y˙ = z,
z˙ = d2 − y − 1
2
x2,
where the dot stands for the derivative with respect to t and, without loss of generality, we
can assume that d ≥ 0. This family appears in the study of traveling wave solutions of the
one-dimensional Kuramoto–Sivashinsky equation [25]. It also arises in the analysis of the
unfolding of the nilpotent singularity of codimension three [10, 13].
For d = 0 the Michelson system has two equilibrium points, p± = (±d
√
2, 0, 0), which are
of saddle-focus type. The stable manifold W s(p+) of p+ (respectively, the unstable manifold
W u(p−) of p−) is one-dimensional and the unstable manifold W u(p+) of p+ (respectively,
the stable manifold W s(p−) of p−) is two-dimensional.
The vector ﬁeld f associated to the Michelson system (1.1) satisﬁes the following important
properties that aﬀect the solution set:
• The divergence of f is identically zero. Therefore, the family is volume-preserving.
• The vector ﬁeld f is invariant under the linear involution R(x, y, z) = (−x, y,−z) and
sign reverse; that is,
R(f(x)) = −f(R(x)),
where x = (x, y, z)T .
From the second property, the following dynamical consequences are obtained:
• Let φ(t;p) denote the ﬂow of system (1.1). The equality φ(t;R(p)) = R(φ(−t;p))
holds, and we say that the family is time-reversible with respect to the linear involu-
tion R.
• If p is a point on the y-axis, then R(p) = p. Therefore, the orbit through p is
reversible with respect to R, that is, φ(t;p) = R(φ(−t;p)), and the y-axis is called
the reversibility axis.
• By the reversibility, the stable and unstable manifolds of p− satisfy W s(p−) =
R (W u(p+)) and W
u(p−) = R (W s(p+)), respectively.
An interesting object of the dynamics of the Michelson system which has been widely
studied (see [11, 16, 19, 20] and the references therein) is the so-called reversible T-point
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1034 V. CARMONA, F. FERNA´NDEZ-SA´NCHEZ, AND A. E. TERUEL
heteroclinic cycle. Following [11], we say that the Michelson system (1.1) has a reversible T-
point heteroclinic cycle Γ = {p+}∪ρ±∪{p−}∪ρ∓ for the parameter value d0 if the following
hold:
(a) The two-dimensional manifolds W u(p+) and W
s(p−) have a transversal intersection
along the heteroclinic orbit ρ±.
(b) As the parameter d is varied around d0 the heteroclinic orbit ρ∓ unfolds generically.
That is, the one-dimensional manifoldsW u(p−) andW s(p+) intersect at ρ∓ for d = d0
and the “distance” between W u(p−) and W s(p+) measured in a transverse plane is
diﬀeomorphic to μ = d− d0.
The value d0 is usually called a reversible T-point. Note that some authors [11] use the
name Bykov cycle to refer to a T-point heteroclinic cycle [3, 4, 5].
By abuse of notation, we can call the orbit ρ∓ a one-dimensional heteroclinic orbit, because
this orbit corresponds to the one-dimensional invariant manifolds of the singular points, and
the orbit ρ± a two-dimensional heteroclinic orbit because it is contained in the intersection
set of the two-dimensional invariant manifolds of the singular points.
From several recent works it is possible to discern that piecewise linear systems are able to
reproduce the dynamics of diﬀerentiable systems. Thus, it is natural to wonder if a suitable
continuous piecewise linear version of the Michelson system with a reversible T-point exists.
An easy way to obtain a continuous piecewise linear system from the Michelson system is
to perform, for d = 0, the change of variables x→ x/d2, y → y/d2, z → z/d2 followed by the
change of function x2 → |x|. This procedure transforms system (1.1) into
(1.2)
⎧⎨
⎩
x˙ = y,
y˙ = z,
z˙ = 1− y − c|x|,
where c = d
2
2 . Note that this system is also volume-preserving and time-reversible with respect
to the involution R.
Due to the lack of diﬀerentiability of the piecewise linear vector ﬁelds, the generic tools of
the analysis of diﬀerentiable systems cannot be applied. Therefore, the techniques used in [11]
for the Michelson system are useless for our piecewise linear continuous version. Nevertheless,
we also show that some dynamical aspects of the Michelson system remain in our piecewise
linear version.
System (1.2) is formed by two linear systems separated by the plane {x = 0}, called the
separation plane, and it can be written in a matricial form as
(1.3) x˙ =
{
A+x + e3 if x ≥ 0,
A−x + e3 if x ≤ 0,
with
A+ =
⎛
⎝ 0 1 00 0 1
−c −1 0
⎞
⎠ , A− =
⎛
⎝ 0 1 00 0 1
c −1 0
⎞
⎠ , and e3 =
⎛
⎝ 00
1
⎞
⎠ .
In the half-space {x < 0}, the system has exactly one equilibrium point p− = (−1/c, 0, 0)T
which is a saddle-focus point. Let λ > 0 and α± iβ be the eigenvalues of the Jacobian matrix
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EXISTENCE OF T-POINTS IN PIECEWISE LINEAR SYSTEMS 1035
at p−. This clearly implies that
(1.4) c = λ(1 + λ2), α = −λ
2
, β =
√
4 + 3λ2
2
.
By the reversibility with respect to R, there exists exactly one saddle-focus equilibrium p+ =
(1/c, 0, 0)T in the half-space {x > 0} whose eigenvalues are given by −λ and −α± iβ.
Using the expression of the parameter c given in (1.4), system (1.2) can be written as
(1.5)
⎧⎨
⎩
x˙ = y,
y˙ = z,
z˙ = 1− y − λ(1 + λ2)|x|,
and the parameter λ > 0 can be chosen as the fundamental parameter of the family.
In the particular case of piecewise linear systems, global connections can be classiﬁed
attending to the number of intersections with the separation plane. Using the notation intro-
duced above, we say that a reversible T-point heteroclinic cycle Γ of system (1.5) is (n,m) if
the one-dimensional heteroclinic orbit ρ∓ intersects the separation plane {x = 0} at exactly n
points and the two-dimensional heteroclinic orbit ρ± intersects {x = 0} at exactly m points.
Obviously, the reversibility of system (1.5) forces n to be odd. As we will see later, due to
the local linear shape of the one-dimensional invariant manifolds, n has to be diﬀerent than
one. So, the (3, 1) reversible T-point heteroclinic cycle can be considered to be the simplest
one and its existence will be the main goal of this work, as it is summarized in the following
theorem.
Theorem 1.1. There exists a value λ1 ∈ (1/2, 1) such that the piecewise linear version (1.5)
of the Michelson system has a (3, 1) reversible T-point heteroclinic cycle Γ for λ = λ1.
Some numerical computations allow us to obtain λ1 ≈ 0.65153556. In fact, its boundary
values 1/2 and 1 do not have any dynamical meaning, and they have been chosen for the sake
of simplicity of the handmade calculations involved in the proof.
Piecewise linear system (1.5) has been obtained from the Michelson system by using a
natural transformation. This transformation preserves not only the look of the equations but
also the properties of reversibility and volume-preservation. We must emphasize that this is
not casual. In fact, considering a piecewise linear continuous system with separation plane
{x = 0} and two saddle-focus equilibria, and assuming the reversibility, volume-preservation,
and nondegeneracy conditions, the unique system that can be obtained is (1.5) except for
linear changes of variables and time. More precisely, a piecewise linear continuous system
with separation plane {x = 0} under the hypothesis of observability can be written as
(1.6)
⎧⎨
⎩
x˙ = t±x− y,
y˙ = m±x− z,
z˙ = d±x− 1,
where parameters t+, m+, and d+ correspond to the linear system in the half-space {x > 0}
while t−, m−, and d− correspond to the linear system in the half-space {x < 0}. Observ-
ability is a nondegeneracy condition, which means that the dynamics of the system cannot
be uncoupled [6, 7]. The reversibility condition with respect to R implies that t− = −t+,
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1036 V. CARMONA, F. FERNA´NDEZ-SA´NCHEZ, AND A. E. TERUEL
m− = m+, and d− = −d+. On the other hand, system (1.6) is volume-preserving if and only
if t+ = t− = 0. Now, the existence of two saddle-focus equilibria forces the parameters d+
and m+ to be positive. Hence, system (1.6) is really⎧⎨
⎩
x˙ = −y,
y˙ = mx− z,
z˙ = d|x| − 1,
where d = d+ > 0 and m = m+ > 0. The trivial linear change of variables and time,
X = −m3/2x, Y = my, Z = m3/2x−m1/2z, τ = m1/2t,
transforms the system into ⎧⎨
⎩
X ′ = Y,
Y ′ = Z,
Z ′ = 1− Y − d
m3/2
|X|,
where the prime stands for the derivative with respect to τ . This is the piecewise linear version
of the Michelson system previously obtained.
The rest of the paper is devoted to the proof of Theorem 1.1, and it is organized as follows.
In section 2 we describe the basic geometric elements of the problem. In section 3 we prove
the existence, for every λ in a semi-inﬁnite interval, of a two-dimensional heteroclinic orbit
with exactly one intersection point with the plane {x = 0}. For one of these values of λ,
there exists a one-dimensional heteroclinic orbit with exactly three intersection points with
{x = 0}, as is proved in section 4. From this follows the existence of a simple heteroclinic
cycle Γ. In section 5 we prove that Γ satisﬁes the nondegeneracy conditions of a reversible
T-point heteroclinic cycle.
2. Some geometric elements of the ﬂow. In this section we describe the behavior of
the ﬂow crossing the plane {x = 0} and the basic elements of the linear dynamics locally
contained in the half-spaces {x < 0} and {x > 0}.
For every point p = (xp, yp, zp)
T ∈ R3 we denote by xp (t;λ) = (xp (t;λ) , yp (t;λ) ,
zp (t;λ))
T the solution of the system (1.5) with parameter λ and initial condition xp (0;λ) = p.
The corresponding orbit is denoted by γp.
If xp = 0 and yp > 0, then the orbit γp crosses transversally the plane {x = 0} with
xp(−t;λ) < 0 and xp(t;λ) > 0 for t > 0 small enough. If xp(t;λ) vanishes in (0,+∞), then
we deﬁne the ﬂying time t+p as the positive value such that xp
(
t+p ;λ
)
= 0 and xp (t;λ) > 0
in
(
0, t+p
)
. In such a case, we deﬁne the Poincare´ map Π+ at the point p as Π+ (p) =(
0, yp
(
t+p ;λ
)
, zp
(
t+p ;λ
))T
. Note that the Poincare´ map Π+ depends only on the linear system
x˙ = A+x + e3 given in (1.3).
If xp = 0 and yp < 0, then the orbit γp crosses transversally the plane {x = 0} with
xp(−t;λ) > 0 and xp(t;λ) < 0 for t > 0 small enough. If xp(t;λ) vanish in (0,+∞), then
we deﬁne the ﬂying time t−p as the positive value such that xp
(
t−p ;λ
)
= 0 and xp (t;λ) < 0
in
(
0, t−p
)
. In such a case, we deﬁne the Poincare´ map Π− at the point p as Π− (p) =(
0, yp
(
t−p ;λ
)
, zp
(
t−p ;λ
))T
. This map depends only on the linear system x˙ = A−x + e3.
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x = 0
x y
z
m+
m−
p+
p−
q+
q−
q¯
P−
P+
Π−1− (q−)
Π+(q+)
Π+(m−) = Π−1− (m+)
Figure 1. Some geometric elements of the ﬂow.
If p belongs to the z-axis, i.e., xp = 0 and yp = 0, then p is called a contact point of the
ﬂow of system (1.5) with the plane {x = 0} because the vector ﬁeld at this point is tangent
to the plane. Following [21], the ﬁrst coordinate of the Taylor expansion of xp (t;λ) − p at
t = 0 is
eT1 (xp (t;λ)− p) = zp
t2
2
+
t3
3!
+ eT1 x
(4)
p (ξ;λ)
t4
4!
.
Hence, if zp < 0, then orbit γp is locally contained in the half-space {x ≤ 0}; if zp > 0, then
γp is locally contained in the half-space {x ≥ 0}; and if zp = 0, then γp crosses the plane
{x = 0} from the half-space {x < 0} to the half-space {x > 0}.
Now we describe the basic elements of the linear dynamics in every half-space; all this
information is summarized in Figure 1.
The stable manifold W s (p+) of p+ contains the half-line L+ = {p+ + μ(1,−λ, λ2) :
− 1
λ(1+λ2)
≤ μ < ∞} generated by the eigenvector associated to the eigenvalue −λ of the
matrix A+. The half-line L+ and the plane {x = 0} intersect at the point
m+ =
(
0,
1
1 + λ2
,− λ
1 + λ2
)T
.
The unstable two-dimensional manifold W u (p+) is locally contained in the half-plane
P+ =
{
λ
(
1 + λ2
)
x− λ2y + λz = 1 : x ≥ 0} ,
which is called the focal half-plane of p+. This half-plane is obtained from the eigenvectors
associated to the complex eigenvalues of A+. The half-plane P+ and the separation plane
{x = 0} intersect along the straight line
D+ =
{−λ2y + λz = 1} .
Let us emphasize that not every point in D+ belongs to the unstable manifold W u (p+); see
Figure 1. The intersection point of D+ and the z-axis is q+ =
(
0, 0, 1λ
)T
. Since q+ is a contact
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point, the orbit γq+ is tangent to the separation plane {x = 0} at q+. Thus, the segment
S+ ⊂ D+ with endpoints q+ and Π+ (q+) is contained in W u (p+).
The unstable manifold W u (p−) of p− contains the half-line L− = {p− − μ(1, λ, λ2) :
− 1
λ(1+λ2)
≤ μ <∞} generated by the eigenvector associated to the eigenvalue λ of the matrix
A−. The half-line and the plane {x = 0} intersect at the point
m− =
(
0,
1
1 + λ2
,
λ
1 + λ2
)T
.
The stable two-dimensional manifold W s (p−) is locally contained in the half plane
P− =
{
λ
(
1 + λ2
)
x+ λ2y + λz = −1 : x ≤ 0} ,
which is called the focal half-plane of p−. This half-plane is obtained from the eigenvectors
associated to the complex eigenvalues of A−. The half-plane P− and the separation plane
{x = 0} intersect along the straight line
D− =
{
λ2y + λz = −1} .
Let us emphasize that not every point in D− belongs to the stable manifold W s (p−). The
intersection point of D− and the z-axis is q− =
(
0, 0,− 1λ
)T
. Since q− is a contact point, the
orbit γq− is tangent to the separation plane {x = 0} at q−. Thus, the segment S− ⊂ D− with
endpoints q− and Π−1− (q−) is contained in W s (p−).
3. Existence of a two-dimensional heteroclinic orbit. In this section we prove the ex-
istence of a simple two-dimensional heteroclinic orbit ρ±, that is, a heteroclinic orbit ρ± ⊂
W u(p+) ∩W s(p−) which intersects the plane {x = 0} at exactly one point q¯.
A necessary and suﬃcient condition for the existence of the orbit ρ± is q¯ ∈ S− ∩S+. This
implies that q¯ =
(
0,−λ−2, 0)T , because it is the intersection point of the straight lines D+
and D−. We now proceed to look for the values of the parameter λ for which the point q¯
belongs to S− and, by reversibility, to S+.
By deﬁnition, the segment S− is deﬁned by the endpoints q− and Π−1− (q−). Since the
third coordinate of q− is negative and q¯ has the third coordinate equal to zero, then q¯ ∈ S−
if and only if the third coordinate of Π−1− (q−) is nonnegative. Therefore, system (1.5) has a
simple two-dimensional heteroclinic orbit ρ± if and only if there exist t0 > 0 and λ0 > 0 such
that (t;λ) = (t0;λ0) is a solution of the system
(3.1)
{
xq−(−t;λ) = 0,
zq−(−t;λ) ≥ 0,
with
(3.2) xq−(−t;λ0) < 0 for every t ∈ (0, t0).
We emphasize that condition (3.2) ensures that the point xq−(−t0;λ0) is the preimage of q−
by the Poincare´ map Π−.
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EXISTENCE OF T-POINTS IN PIECEWISE LINEAR SYSTEMS 1039
Taking into account condition (3.2), the expressions of xq− and zq− in (3.1) can be obtained
by integrating the linear system in the half-space {x < 0} in backward time with initial
condition x(0;λ) = q−. Thus, system (3.1) can be written as
(3.3)⎧⎪⎪⎨
⎪⎪⎩
xq−(−t;λ) = −
1
λ(1 + λ2)
[
1− eλ2 t
(
cos
(√
4+3λ2
2 t
)
− λ√
4 + 3λ2
sin
(√
4+3λ2
2 t
))]
= 0,
zq−(−t;λ) = −
1
λ
e
λ
2
t
[
cos
(√
4+3λ2
2 t
)
+
λ√
4 + 3λ2
sin
(√
4+3λ2
2 t
)]
≥ 0.
Using the function ϕ (τ, γ) = 1− eγτ (cos(τ)− γ sin(τ)) deﬁned in [1], system (3.3) can be
rewritten as ⎧⎪⎨
⎪⎩
− 1
λ(1 + λ2)
ϕ
(
−
√
4+3λ2
2 t,− λ√4+3λ2
)
= 0,
− 1
λ
e
λ
2
t
(
1− ϕ
(√
4+3λ2
2 t,− λ√4+3λ2
))
≥ 0.
Hence, the existence of a solution (t;λ) = (t0;λ0) of (3.1) satisfying inequality (3.2) is equiv-
alent to the existence of a solution (t;λ) = (t0;λ0) of system
(3.4)
⎧⎨
⎩
ϕ
(
−
√
4+3λ2
2 t,− λ√4+3λ2
)
= 0,
ϕ
(√
4+3λ2
2 t,− λ√4+3λ2
)
≥ 1
with t0 > 0, λ0 > 0 and such that
(3.5) ϕ
(
−
√
4 + 3λ20
2
t,− λ0√
4 + 3λ20
)
> 0
for every t in (0, t0).
In the next result, whose proof is direct, we compile elementary properties of function
ϕ(τ, γ), some of which can be found in [1].
Lemma 3.1. Function ϕ (τ, γ) = 1−eγτ (cos(τ)−γ sin(τ)) satisﬁes the following properties.
(i) ϕ(−τ,−γ) = ϕ(τ, γ).
(ii) ∂ϕ∂τ = (1 + γ
2)eγτ sin(τ) and ∂
2ϕ
∂τ2
= (1 + γ2)eγτ (cos(τ) + γ sin(τ)).
(iii) For every ﬁxed γ > 0 the function ϕ(τ, γ) reaches its local maxima and minima
values, respectively, at τ2k+1 = (2k + 1)π and τ2k = 2kπ with k ∈ Z. Moreover, ϕ(τ2k+1, γ) =
1 + eγτ2k+1 and ϕ(τ2k, γ) = 1− eγτ2k .
(iv) There exists a unique function τˆ1 : (0,+∞) → (π, 2π) such that ϕ(τˆ1(γ), γ) = 0,
ϕ(τ, γ) > 0 for τ ∈ (0, τˆ1(γ)) and ϕ(τ, γ) < 0 for τ ∈ (τˆ1(γ), 2π).
(v) ∂ϕ∂γ = e
γτ (−τ cos(τ) + (1 + γτ) sin(τ)).
(vi) There exists a unique function τˆ2 : (0,+∞) → (−2π,−π) such that ϕ(τˆ2(γ), γ) = 1
and ϕ(τ, γ) > 1 for τ ∈ (τˆ2(γ),−π).
The shape of functions τˆ1 and τˆ2 introduced in the previous lemma are described in the
next result. Some of these properties are shown in Figure 2.
Lemma 3.2. The following properties of functions τˆ1 and τˆ2, deﬁned in Lemma 3.1, hold.
(i) The function τˆ1 is diﬀerentiable,
dτˆ1
dγ < 0, limγ↘0 τˆ1(γ) = 2π, and limγ↗∞ τˆ1(γ) = π.
D
ow
nl
oa
de
d 
12
/0
2/
16
 to
 1
50
.2
14
.1
82
.1
39
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
1040 V. CARMONA, F. FERNA´NDEZ-SA´NCHEZ, AND A. E. TERUEL
Figure 2. Qualitative behavior of functions τˆ1 and τˆ2.
−3π
2
−2π
γ
π
3π
2
2π
γ∗
τˆ1(γ)
τˆ2(γ)
−τˆ2(γ)
(ii) The function τˆ2 is diﬀerentiable,
dτˆ2
dγ < 0, limγ↘0 τˆ2(γ) = −3π2 , and limγ↗∞ τˆ2(γ) =
−2π.
(iii) There exists a unique value γ∗ > 0 such that −τˆ2(γ∗) = τˆ1(γ∗). This value satisﬁes
γ∗ < 1√
19
. Moreover, −τˆ2(γ) < τˆ1(γ) in (0, γ∗) and −τˆ2(γ) > τˆ1(γ) in (γ∗,+∞).
(iv) If 0 < γ < γ∗, then ϕ(−τˆ1(γ), γ) < 1, and ϕ(−τˆ1(γ), γ) > 1 if γ > γ∗.
Proof. (i) Since τˆ1(γ) ∈ (π, 2π), by the implicit function theorem it follows that τˆ1 is a
diﬀerentiable function and
dτˆ1
dγ
∣∣∣∣
γ
=
τˆ1(γ)e
−γτˆ1(γ) − sin(τˆ1(γ))
(1 + γ2) sin(τˆ1(γ))
< 0.
Taking the limit as γ tends to zero in the implicit expression ϕ(τˆ1(γ), γ) = 0, it is easy to
check that limγ↘0 cos(τˆ1(γ)) = 1 and limγ↗∞ sin(τˆ1(γ)) = 0. Hence, limγ↘0 τˆ1(γ) = 2π and
limγ↗∞ τˆ1(γ) = π.
(ii) This statement follows by the same arguments as in the previous item.
(iii) By the deﬁnition of ϕ and τˆ2 it follows that, for every γ > 0, cos (τˆ2(γ)) = γ sin (τˆ2(γ))
and τˆ2(γ) ∈
(−2π,−3π2 ). Fixing γ = 1√19 it is easy to obtain
cos
(
τˆ2
(
1√
19
))
=
1
2
√
5
and sin
(
τˆ2
(
1√
19
))
=
√
19
2
√
5
.
This clearly gives ϕ
(−τˆ2 ( 1√19) , 1√19) = 1− 1√5e−
τˆ2(
1√
19
)
√
19 , which is negative because of τˆ2(γ) <
−3π2 .
On the other hand, since ϕ
(
τˆ1
(
1√
19
)
, 1√
19
)
= 0 and ϕ
(
τ, 1√
19
)
is a monotone decreasing
function for τ ∈ (π, 2π) (see Lemma 3.1(iii)), then τˆ1
(
1√
19
)
< −τˆ2
(
1√
19
)
.
Following statements (i) and (ii) in this lemma, the auxiliary function h(γ) = τˆ1(γ)+ τˆ2(γ)
satisﬁes that h′(γ) < 0 for every γ > 0 and limγ↘0 h(γ) = π2 > 0. Since h
(
1√
19
)
< 0, there
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EXISTENCE OF T-POINTS IN PIECEWISE LINEAR SYSTEMS 1041
exists a value γ∗ ∈ (0, 1√
19
)
such that h(γ∗) = 0, h(γ) > 0 for 0 < γ < γ∗, and h(γ) < 0 for
γ > γ∗.
(iv) If 0 < γ < γ∗, then −2π < −τˆ1(γ) < τˆ2(γ) < −3π2 ; see statement (iii). Therefore,
by using that ∂ϕ/∂τ > 0 in τ ∈ (−2π,−3π2 ) (Lemma 3.1(ii)), it follows that ϕ(−τˆ1(γ), γ) <
ϕ(τˆ2(γ), γ) = 1. The other inequality of the statement follows in a similar way.
The boundary value 1√
19
appearing in statement (iii) of Lemma 3.2 has only computational
meaning. In fact, it has been chosen to obtain the value 1/2 in the statement of Theorem 1.1.
In the next result we prove the existence of a simple two-dimensional heteroclinic orbit in
the piecewise linear diﬀerential system (1.5) for every value of the parameter λ greater than
a certain value λ∗.
Proposition 3.3. There exists a value λ∗ in (0, 12) such that
(i) if λ ≥ λ∗, system (1.5) has a two-dimensional heteroclinic orbit with exactly one
intersection point with the plane {x = 0}, and
(ii) if λ < λ∗, system (1.5) has no two-dimensional heteroclinic orbits with exactly one
intersection point with the plane {x = 0}.
Proof. For the sake of simplicity, let us consider the change of variables
(3.6) τ =
√
4 + 3λ2
2
t, γ =
λ√
4 + 3λ2
.
In these new variables, system (3.4) and condition (3.5) can be written as
(3.7)
{
ϕ (−τ,−γ) = 0,
ϕ (τ,−γ) ≥ 1, and
{
ϕ (−τ¯ ,−γ) > 0
for every τ¯ in (0, τ).
Hence, the existence of a solution (τ0; γ0) to (3.7) is equivalent to the existence of a two-
dimensional heteroclinic orbit with exactly one intersection point with the plane {x = 0}.
According to this, the proof of this proposition is reduced to the analysis of the existence of
a solution to system (3.7).
Let γ∗ be the value deﬁned in Lemma 3.2(iii). Since 0 < γ∗ < 1√
19
, the corresponding
value λ∗ given by (3.6) is real and positive and satisﬁes 0 < λ∗ < 12 . Let us prove that this is
the value λ∗ for which both statements of the proposition hold.
(i) For λ0 ≥ λ∗, the corresponding value γ0 given by (3.6) satisﬁes γ0 ≥ γ∗. Thus, using
Lemmas 3.1(i) and 3.2(iv), we obtain ϕ(τˆ1(γ0),−γ0) ≥ 1. On the other hand, from Lemma
3.1(i) and (iv), we have ϕ(−τˆ1(γ0),−γ0) = 0 and ϕ(−τ,−γ0) > 0 for every τ ∈ (0, τˆ1(γ0)).
That is, (τˆ1(γ0); γ0) is the desired solution of system (3.7).
(ii) For λ0 < λ
∗, the corresponding value γ0 given by (3.6) satisﬁes γ0 < γ∗. Note that
the unique solution τ¯ of ϕ(−τ,−γ0) = 0 which satisﬁes ϕ(−τ,−γ0) > 0 for every τ ∈ (0, τ¯)
is τ¯ = τˆ1(γ0); see Lemma 3.1(i) and (iv). Because of γ0 < γ
∗ we have ϕ(τˆ1(γ0),−γ0) < 1;
see Lemma 3.2(iv). Consequently, we concluded that the system (3.7) does not have any
solutions.
Note that a value λ satisfying the statements of Proposition 3.3 has to be unique in λ > 0.
Moreover, the value λ∗ ≈ 0.41527324 can be numerically obtained.
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1042 V. CARMONA, F. FERNA´NDEZ-SA´NCHEZ, AND A. E. TERUEL
4. Existence of a one-dimensional heteroclinic orbit. In this section we prove the ex-
istence of a simple one-dimensional heteroclinic orbit ρ∓, that is, a heteroclinic orbit ρ∓ =
W u(p−) = W s(p+) which intersects the plane {x = 0} at exactly three points. Two of these
points are necessarily m− and m+.
An equivalent condition for the existence of a simple one-dimensional heteroclinic orbit
is Π+ (m−) = Π−1− (m+). Due to reversibility, this occurs if and only if the point Π+ (m−)
belongs to the reversibility axis, that is, when the ﬁrst and third coordinates of Π+ (m−) are
equal to zero. Therefore, system (1.5) has a simple one-dimensional heteroclinic orbit if and
only if the system
(4.1)
{
xm−(t;λ) = 0,
zm−(t;λ) = 0
has a solution (t1;λ1) such that t1 > 0, λ1 > 0, and
(4.2) xm−(t;λ1) > 0 for every t ∈ (0, t1).
Note that condition (4.2) ensures that the point xm−(t1;λ1) is the image of m− by the Poincare´
map Π+.
Now, to prove the existence of solutions of system (4.1) we are going to simplify its
equations. Integrating x˙ = A+x + e3 in forward time with initial condition x(0;λ) = m−,
system (4.1) can be written as⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
e−λt
[
(1 + λ2)
√
4 + 3λ2 + 2e
3
2
λtλ2
√
4 + 3λ2 cos
(√
4+3λ2
2
t
)
− 6e 32λtλ3 sin
(√
4+3λ2
2
t
)]
λ
√
4 + 3λ2(1 + λ2)(1 + 3λ2)
=
1
λ(1 + λ2)
,
e−λtλ
[
−(1 + λ2)√4 + 3λ2 + 2e 32λt(1 + 2λ2)√4 + 3λ2 cos
(√
4+3λ2
2
t
)
− 2λe 32λt sin
(√
4+3λ2
2
t
)]
√
4 + 3λ2(1 + λ2)(1 + 3λ2)
= 0.
Adding λ(1+λ
2)
2e
λ
2 t
times the ﬁrst equation to (1+λ
2)
2λe
λ
2 t
times the second one gives
(4.3) cos
(√
4+3λ2
2 t
)
− λ√
4 + 3λ2
sin
(√
4+3λ2
2 t
)
=
1
2e
λ
2
t
.
Moreover, multiplying the second equation by 1λe
λt(1 + λ2)(1 + 3λ2), adding 1 + λ2 to both
sides of the obtained expression, and multiplying the result by 12e
− 3
2
λt, we get
(4.4) (1 + 2λ2) cos
(√
4+3λ2
2 t
)
− λ√
4 + 3λ2
sin
(√
4+3λ2
2 t
)
=
1 + λ2
2e
3
2
λt
.
Now, the trigonometric functions are determined by solving the system given by (4.3) and
(4.4),
cos
(√
4+3λ2
2 t
)
=
1 + λ2 − eλt
4λ2e
3
2
λt
,
sin
(√
4+3λ2
2 t
)
=
√
4 + 3λ2
4λ3e
3
2
λt
(1 + λ2 − eλt(1 + 2λ2)),
(4.5)D
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EXISTENCE OF T-POINTS IN PIECEWISE LINEAR SYSTEMS 1043
and thus
cos
(√
4+3λ2
2 t
)2
+ sin
(√
4+3λ2
2 t
)2
=
4λ6
1 + λ2
e3λt − (1 + 4λ2 + 3λ4)e2λt + (2 + 6λ2 + 3λ4)eλt − (1 + λ2)2 + 1
or, equivalently,
(4.6)
4λ6
1 + λ2
e3λt − (1 + 4λ2 + 3λ4)e2λt + (2 + 6λ2 + 3λ4)eλt − (1 + λ2)2 = 0.
Let us consider the system given by (4.3) and (4.6). Note that every solution of system
(4.1) is a solution of system (4.3) and (4.6), but the converse is not necessarily true. In the
following lemma we establish the conditions on a solution of system (4.3) and (4.6) for being
a solution of system (4.1).
Lemma 4.1. Let (t1;λ1) be a solution of system (4.3) and (4.6), with t1 > 0 and λ1 > 0.
Then, (t1;λ1) is a solution of system (4.1) if and only if (2k − 1)π <
√
4+3λ21
2 t1 < 2kπ with
k ∈ N.
Proof. Suppose that (t1;λ1) is a solution of system (4.1). Since t1 > 0 and λ1 > 0,
from (4.5) it is clear that sin(
√
4+3λ21
2 t1) < 0. Thus, the argument
√
4+3λ21
2 t1 belongs to
((2k − 1)π, 2kπ) with k ∈ N.
For the other implication, let us consider the system
(4.7)
⎧⎪⎨
⎪⎩
X − λ1√
4 + 3λ21
Y =
1
2e
λ1
2
t1
,
X2 + Y 2 = 1,
whose equations correspond to a straight line and a circle. Hence, it has at most two diﬀerent
solutions. Since the straight line deﬁned by the ﬁrst equation contains a point with X = 1
and Y > 0, at most one of such solutions has a negative second coordinate.
Note that
(X,Y ) =
(
1 + λ21 − eλ1t1
4λ21e
3
2
λ1t1
,
√
4 + 3λ21
4λ31e
3
2
λ1t1
(1 + λ21 − eλ1t1(1 + 2λ21))
)
is a solution of system (4.7) with Y < 0. On the other hand, since (t1;λ1) is a solution of
system (4.3) and (4.6), then
(X˜, Y˜ ) =
(
cos
(√
4 + 3λ21
2
t1
)
, sin
(√
4 + 3λ21
2
t1
))
is also a solution of system (4.7) with Y˜ < 0. Therefore, we conclude that (X˜, Y˜ ) = (X,Y ),
which means that (t1;λ1) is a solution of (4.5) or, equivalently, a solution of (4.1).
In the next result we prove that system (4.1) has at least a solution (t1;λ1) which also
satisﬁes some important conditions to verify inequality (4.2).
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1044 V. CARMONA, F. FERNA´NDEZ-SA´NCHEZ, AND A. E. TERUEL
Lemma 4.2. System (4.1) has a solution (t1;λ1) satisfying
1
2
< λ1 < 1 and π <
√
4 + 3λ21
2
t1 < 2π.
Proof. Let us deﬁne ψ(s, λ) = 4λ
6
1+λ2
s3 − (1 + 4λ2 + 3λ4)s2 + (2 + 6λ2 + 3λ4)s− (1 + λ2)2
and τ =
√
4+3λ2
2 t. Thus, system (4.3) and (4.6) can be written as
(4.8)
⎧⎪⎪⎨
⎪⎪⎩
f1(τ, λ) = ϕ
(
τ, λ√
4+3λ2
)
− 1
2
= 0,
f2(τ, λ) = ψ
(
e
2λ√
4+3λ2
τ
, λ
)
= 0,
where ϕ is the function deﬁned in Lemma 3.1.
From Lemma 4.1, the proof is complete by showing the existence of a solution (τ1;λ1)
of system (4.8) in (π, 2π) × (12 , 1). We will obtain such a solution by applying the Poincare´–
Miranda theorem [17], which is an n-dimensional extension of Bolzano’s theorem.
The deﬁnition of ϕ makes it obvious that f1(π, λ) > 0 and f1(2π, λ) < 0 for every λ > 0.
In particular, it is true for λ ∈ [12 , 1]. That is, function f1 takes diﬀerent signs at the vertical
sides of the rectangle [π, 2π]× [12 , 1].
Let us now analyze the sign of function f2(τ, λ) at the horizontal sides of [π, 2π] × [12 , 1]
by studying the cubic polynomials ψ(s, 1) and ψ(s, 12). Since the derivative of ψ(s, 1) with
respect to s is positive in R and ψ(1, 1) = 1, we have ψ(s, 1) > 1 for every s ∈ (1,+∞).
Therefore, f2(τ, 1) > 1 for every τ > 0 and, in particular, f2(τ, 1) > 0 for every τ ∈ [π, 2π].
For the last side of the rectangle, straightforward computations show that the derivative
of ψ(s, 12) with respect to s vanishes at two values s1 < 1 < s2, where s2 is a local minimum.
Taking into account that ψ(1, 12) = − 180 and ψ(27, 12) = −4100380 , it follows that ψ(s, 12) < 0 for
s ∈ [1, 27]. Note that, for λ = 12 and τ ∈ [π, 2π], the exponential function e
2λ√
4+3λ2
τ
takes values
in [1, 27], as is easy to check from inequalities 4π < 3
√
19 and e < 3. Therefore, f2(τ,
1
2) < 0
for every τ ∈ [π, 2π].
The lemma follows by the Poincare´–Miranda theorem.
To conclude the proof of the existence of a simple one-dimensional heteroclinic orbit for
system (1.5), it remains only to check that the solution (t1;λ1) of system (4.1), given in
Lemma 4.2, also satisﬁes condition (4.2). This is done in the following result.
Proposition 4.3. For λ = λ1, the system (1.5) has a simple one-dimensional heteroclinic
orbit.
Proof. From Lemma 4.2, there exists a solution (t1;λ1) of system (4.1). Integrating
x˙ = A+x + e3 in forward time with initial condition x(0;λ) = m−, we obtain the following
expression for the second coordinate of the solution:
(4.9)
ym−(t;λ) =
2e
1
2
λtλ2
√
4 + 3λ2 cos
(√
4+3λ2
2 t
)
+ 2e
1
2
λtλ(2 + 3λ2) sin
(√
4+3λ2
2 t
)
√
4 + 3λ2(1 + λ2)(1 + 3λ2)
+
e−λt
(1 + 3λ2)
.
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Figure 3. Qualitative behavior of functions G1 and G2.
sˆ1 sˆ2 sˆ3rˆ1 rˆ1+π
τ◦ ◦• ◦• •
G2(τ)
G1(τ)



rˆ1+2π
Remember that, in our system, x˙m−(t;λ) = ym−(t;λ). Thus, using (4.5) to simplify ym−(t1;λ1),
we obtain
x˙m−(t1;λ1) =
e−λ1t1 − 1
λ21
< 0.
On the other side, x˙m−(0;λ1) > 0.
Assume that (t1;λ1) does not satisfy condition (4.2). Therefore, there exists a value
in (0, t1) where xm−(t;λ1) vanishes. From x˙m−(0;λ1) > 0 and x˙m−(t1;λ1) < 0 it may be
concluded that the derivative x˙m−(t;λ1), that is, ym−(t;λ1), has to vanish at least at three
values s1, s2, s3 such that 0 < s1 < s2 < s3 < t1. For simplicity of notation, we consider
the change τ =
√
4+3λ21
2 t. Let sˆ1, sˆ2, sˆ3, τ1 denote the respective values of s1, s2, s3, t1 by this
change. Therefore, 0 < sˆ1 < sˆ2 < sˆ3 < τ1.
From (4.9), the equality ym−(t;λ1) = 0 is equivalent to G1(τ) = G2(τ), where
G1(τ) =
λ21
1 + λ21
cos (τ) +
λ1(2 + 3λ
2
1)√
4 + 3λ21(1 + λ
2
1)
sin (τ) ,
G2(τ) = −1
2
exp
(
−3λ1√
4+3λ21
τ
)
.
(4.10)
The qualitative behavior of G1 and G2 is shown in Figure 3.
Since G2(τ) < 0 for every τ and G1(0) > 0, there exists an rˆ1 ∈ (0, sˆ1) where G1(rˆ1) = 0,
G1(τ) < 0 for τ ∈
⋃∞
k=0 Ik, where Ik = (rˆ1 + 2kπ, rˆ1 + (2k + 1)π). On the other hand, the
second derivative G ′′2 is always negative while the second derivative G ′′1 is positive in every
interval Ik with k = 0, 1, 2, . . . . Therefore, in each interval Ik there may exist at most two
values where G1 and G2 coincide.
We conclude that sˆ3 > rˆ1 + 2π. In particular, τ1 > 2π and, equivalently,
√
4+3λ21
2 t1 > 2π,
which contradicts Lemma 4.2. Thus, the proposition follows.
From Propositions 3.3 and 4.3 we conclude that for λ = λ1 system (1.5) has a simple two-
dimensional heteroclinic orbit ρ± and a simple one-dimensional heteroclinic orbit ρ∓. That
is, for λ = λ1 system (1.5) has a (3, 1) heteroclinic cycle Γ = p+ ∪ ρ± ∪ p− ∪ ρ∓.
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1046 V. CARMONA, F. FERNA´NDEZ-SA´NCHEZ, AND A. E. TERUEL
5. Existence of a reversible T-point heteroclinic cycle. In this section we ﬁnish the proof
of Theorem 1.1. It remains only to verify that the heteroclinic cycle Γ, obtained in section 4
for λ = λ1, satisﬁes the two following conditions, which are equivalent to those stated at the
deﬁnition of a reversible T-point heteroclinic cycle:
(i) Manifolds W u(p+) and W
s(p−) intersect transversally along the two-dimensional
heteroclinic orbit ρ±.
(ii) The diﬀerence between the third coordinates of Π+(m−) and Π−1− (m+) is diﬀeomor-
phic to μ = λ−λ1 (note that the distance between two points in the plane {x = 0} which are
symmetric with respect to R is two times the absolute value of the third coordinate of any of
them).
Statement (i) is a direct consequence of the transversality of manifolds W u(p+) and
W s(p−) at {x = 0} and the diﬀerentiability of the ﬂow.
To verify condition (ii), it is necessary only to prove that the third coordinate of Π+(m−)
is diﬀeomorphic to μ = λ− λ1.
Let t+m−(λ) be the ﬂying time of the solution through the point m− for each λ in a
neighborhood of λ1. In particular, t
+
m−(λ1) = t1, where t1 is deﬁned in Lemma 4.2. The third
coordinate of Π+(m−), as a function of λ, can be written as h(λ) = zm−(t+m−(λ);λ). Notice
that h(λ) is analytical because the solution depends only on the linear system in the half-space
{x > 0} and the orbit through Π+(m−) is transversal to the plane {x = 0} for λ = λ1. Thus,
since h(λ1) = 0, to conclude that h(λ) is diﬀeomorphic to μ = λ− λ1 it is suﬃcient to prove
that h′(λ1) = 0.
Proposition 5.1. Function h(λ) = zm−(t
+
m−(λ);λ) satisﬁes h
′(λ1) < 0.
Proof. The ﬁrst derivative h′(λ1) is given by
dh
dλ
∣∣∣∣
λ1
= z˙m−(t1;λ1)
dt+m−
dλ
∣∣∣∣∣
λ1
+
∂zm−(t;λ)
∂λ
∣∣∣∣
(t1;λ1)
.
Since the derivative x˙m−(t1;λ1) = ym−(t1;λ1) does not vanish, the function t
+
m−(λ) is
implicitly deﬁned by the equation xm−(t;λ) = 0 in a neighborhood of (t1;λ1) . Moreover,
t+m−(λ) is analytical and
dt+m−
dλ
∣∣∣∣∣
λ1
= −
∂xm−(t;λ)
∂λ
∣∣∣∣
(t1;λ1)
ym−(t1;λ1)
.
On the other hand, since zm−(t;λ) is the third coordinate of the solution of system (1.5)
with initial condition m−, we have
z˙m−(t1;λ1) = −λ1(1 + λ21)xm−(t1;λ1)− ym−(t1;λ1) + 1 = −ym−(t1;λ1) + 1.
Therefore, substituting into the expression of dh/dλ, we obtain
dh
dλ
∣∣∣∣
λ1
=
ym−(t1;λ1)− 1
ym−(t1;λ1)
∂xm−(t;λ)
∂λ
∣∣∣∣
(t1;λ1)
+
∂zm−(t;λ)
∂λ
∣∣∣∣
(t1;λ1)
.
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Integrating the linear system x˙ = A+x + e3 with initial condition m− and taking into
account that xm−(t1;λ1) = 0 and zm−(t1;λ1) = 0, the following equalities hold:
ym−(t1;λ1) =
e−λ1t1 − 1
λ21
,
∂xm−(t;λ)
∂λ
∣∣∣∣
(t1;λ1)
=
λ1t1
λ21(1 + 3λ
2
1)(1 + λ
2)(4 + 3λ2)
(
9λ41(e
−λ1t1 − 1) + 18λ2(e−λ1t1 − 1)
+ 9e−λ1t1 − 5
)
+
2
λ21(1 + 3λ
2
1)(1 + λ
2)(4 + 3λ2)
(
3λ21(2e
−λ1t1 − 3) + 7(e−λ1t1 − 1)
)
,
∂zm−(t;λ)
∂λ
∣∣∣∣
(t1;λ1)
=
3λ1t1
λ21(1 + 3λ
2
1)(1 + λ
2)(4 + 3λ2)
(
3λ61 + λ
4
1(7− e−λ1t1) + λ21(5− 2e−λ1t1)
+ 1− e−λ1t1
)
+
2
λ21(1 + 3λ
2
1)(1 + λ
2)(4 + 3λ2)
(
3λ41(e
−λ1t1 − 1) + λ21(3e−λ1t1 − 2)
+ 1− e−λ1t1
)
.
Straightforward computations show that
dh
dλ
∣∣∣∣
λ1
= − 2
λ21(1 + 3λ
2
1)(1 + λ
2)(4 + 3λ2)(eλ1t1 − 1)P (t1, λ1),
where
P (t1, λ1) = 3(e
λ1t1 + e−λ1t1 − 2)λ51t1 + 3(4eλ1t1 + e−λ1t
∗ − 4)λ41 + 2(2eλ1t1 + 3e−λ1t1 − 6)λ3t1
+ 9(2eλ1t1 + e−λ1t1 − 3)λ21 + (eλt1 + 3e−λ1t1 − 4λ1t1) + 6(eλ1t1 + e−λ1t1 − 2).
From Lemma 4.2 we have 12 < λ1 < 1 and
2π√
7
< t1 <
8π√
19
. Therefore, π√
7
< λ1t1 <
8π√
19
and
3 < eλ1t1 . This implies that the coeﬃcients of λ5, λ4, λ3, and λ2 in the expression of P (λ1, t1)
are positive. Moreover, eλt1 +3e−λ1t1 − 4λ1t1 > −λ1t1 > − 8π√19 , and 6(eλ1t1 + e−λ1t1 − 2) > 6.
Since 6
√
19 > 8π, it follows that P (λ1, t1) > 0, which proves the proposition.
From Proposition 5.1 we ﬁnish the proof of Theorem 1.1.
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