Development of spoken dialog systems (SDSs) can be facilitated by better evaluation methods. Previous methods seldom consider the efficiency of the system, which is important to users. We study the problem of evaluating SDSs and propose a new framework by generalizing states from utterances of dialogs to build finite state machine (FSM). These states can be regarded as efficiency measurement of SDSs. The FSM framework models dialogs as paths in an FSM to combine efficiency measurement with regression models. The proposed FSM framework can be applied in conjunction with regression models to improve evaluation accuracy. We compare our FSM framework combined with three regression models in several experiments. We obtain promising results on a collection of dialogs from the "Let's Go!" system, with our approach outperforming regression models.
costly and time-consuming. This motivate the development of automatic evaluation methods, e.g., regression models to predict the user satisfaction or system performance of SDSs. These regression-based evaluation methods extract a number of system interaction features from system-generated log files or manual annotations, then estimate the quality of the system by integrating these features with regression models. A small number of dialogs accompanied by measures of user satisfaction are used to obtain the coefficients of the objective function for future dialog evaluation. The overall evaluation is calculated with results of all dialogs. Existing methods do not adequately integrate measures of system efficiency. Some factors related to efficiency are used, such as system turn duration, or average number of words, but the efficiency is not represented comprehensively because these measures are computed globally for the whole dialog. For example, Table 1 shows dialog text from two hypothetical SDSs (A and B) with different system delays. The dialog duration, average number of words and other global features are the same, but the users' experiences are different. System A pauses for a long period in the middle of the dialog, while system B has a long delay while querying the database. We would expect system B to be more acceptable and reasonable because searching a database takes time. If A and B perform the same in all other aspects, we would expect users to prefer B. However, existing methods treat them equivalently because they compute only global efficiency measures. Our proposed framework captures these fine-grained efficiency measures to support preferences for system B.
Finite state machines (FSM) can capture the efficiency of these systems. The state in an FSM captures the key information contained in each turn. Each dialog can be modeled as a state transition path in the FSM. Hence a dialog with a long path (number of system turns) and few states transitions (key information) reveals low efficiency, while a short path with many state transitions represent high efficient system. We generate an FSM according to state transitions for this SDS, then dialogs are converted to paths on the FSM during evaluation.
Our goal is to evaluate SDSs based on regression models. We generalize states from each turn and build an FSM accordingly. Then we measure the efficiency of SDSs with FSMs and build regression models based on traditional features and measures of efficiency. After obtaining the objective function from regression models, further evaluation results can be integrated to model the holistic user satisfaction of the system performance.
We propose a general framework to evaluate SDSs in different domains. It uses FSMs to compute fine-grained measures of the efficiency of SDSs. As a general framework, FSMs can be used in conjunction with regression models and lead to more accurate evaluations. We test our framework on the CMU "Let's Go!" dialog collection [3] by applying FSM in conjunction with three regression models: ridge regression, generalized linear regression and support vector regression. Experimental results demonstrate that the proposed framework performs better than the straightforward regression models. Some rules of setting up the FSM and impact of certain user behaviors will also be analyzed.
The main contributions of this paper are:
1. We propose a general framework that can evaluate SDSs in different domains. We show that our FSM is generally superior to standard regression based evaluation models. 2. Several popular approaches of evaluating SDSs are reviewed. 3. We study and discuss the impact of FSM setting rules and learning coefficients.
The rest sections of this paper is organized as follows. Section 2 gives a brief review of different dialog systems and previous evaluation methods. Section 3 introduces the states in the dialog system and the related finite state machine framework. It also introduces methods of combining regression models. Section 5 reports experimental results to demonstrate the effectiveness of the technique. Section 6 discusses the impact of setting rules and some model parameters on evaluation. Finally, Section 7 gives a summary of this paper.
RELATED WORK
SDS evaluation has developed along with the advancement of SDSs. Bernsen et al. [4] gave a summary of evaluation methods. The most popular evaluation method is the PARADISE framework [5] . It is a general framework and hypothesized that user satisfaction can be predicted by a combination of task completion and dialog cost measures. This prediction is performed by building a regression model. Hjalmarsson [6] used Attribute Value Matrixes (AVMs) in PARADISE to represent the information exchanged. Hassel and Hagen [7] investigated feature selection and introduced indirect parameters into AVMs to overcome the drawbacks of PARADISE. Hajdinjak and Miheliĉ [8] discussed regression parameter selection and related normalization.
Besides PARADISE, Möller et al. [9] conducted the multivariate linear regression to get the evaluation score based on the INSPIRE dialog system [10] . They also used simple linear regression, non-linear regression and neural networks in particular multi-layer perceptron on data from two dialog systems: BoRIS and INSPIRE. Möller and Ward [11] proposed a tripartite framework (behavior of user and system during the interaction; perception and judgment processes taking place inside the user; and what matters to system designers and service providers) to describe the evaluation problem in detail.
Furthermore, a variety of other evaluation methods have been proposed. Schatzmann et al. [12] and Ai et al. [13] [14] reported approaches to evaluate the SDSs with user simulation techniques. Möller et al. [15] used simulated errors to test the tolerance of SDSs. Rieser and Lemon [16] provided a data-driven method for obtaining reliable evaluation during system design. Abella et al. [17] cast dialog as an dialog to analyze the trajectory of dialog.
FINITE STATE MACHINE FRAMEWORK
Algorithm 1 gives an overview of the FSM framework. First, features and rules to generate the FSM are selected. Global and local features are extracted, weighted local features are calculated by the FSM. One regression based method is applied for training. Then global and local features are extracted to evaluate the performance of the dialog collections with the objective function. Finally, the performance of each dialog will be used as part of the holistic evaluation of the SDS. Following are the definition of global and local feature. Conventional regression models for SDS evaluation only utilize global features. Our FSM framework captures local features and uses them in efficiency measurement to improve evaluation accuracy.
Algorithm 1 FSM Framework
In practice, we expect that users of SDSs will usually make specific and concise requests to the system, expecting accurate and efficient results. Thus we assume that, a good SDS can understand user's intention and provide relevant and accurate information efficiently. If a user is satisfied by the system's response, that means the information meet user's need and is also accurate. For this reason, our proposed framework employs the user's response to measure information accuracy and utilizes local features to measure efficiency. The user satisfaction score (USS) is used as the measure of system performance. It focuses on satisfying users' intention as soon as possible with good user experience during the interaction.
Problem Definition
As we mentioned, most evaluation methods employ regression models to predict USS. Formally, features of a dialog can be denoted as a feature vector
is trained with L and U .
where l is the dialog to be evaluated, and its result U l is the estimated USS of l, P i (x i ) is the function of x i (usually polynomial), and α i is the coefficient of x i for training. Equation (1) covers most regression models because P i can be varied. If P i (x i ) = x i , for i = 1, . . . , d, this formula is the same as the linear regression model. With different constraint strategies, the solutions may differ from each other, but the evaluation function is the same. Our goal is to get a more accurate evaluation function F (l) for further evaluation. 
State Transitions in SDS
We use binarized Attribute Value Matrix (AVM) [6] to represent the states, then state can be expressed as a vector shown in Fig. 1 . States indicate the information conveyed in each system and user turn. Therefore, user intention can be expressed as the unfilled attributes. If system responses match all these attributes without correction from the user, then we believe that the system fulfill the needs of the user.
States represents the amount of information obtain from the user by the system, so state transitions are a representation of interaction efficiency. A dialog with t turns has t + 1 states (the initial state is a vector of 0 values) and t state transitions. We refer to a state transition where at least one value of the state vector differs from the previous state as a "state change." To be precise, the i-th transition, from state i to (i + 1), identifies the new information conveyed by the i-th turn. If a state transition is not a state change, it represents a self-loop and indicates that no new information was conveyed by the i-th turn.
Due to differences in user behavior, one SDS can generate dialogs with many kinds of state transitions. By combining state transitions across many dialogs, a finite state machine (FSM) can be built to describe the SDS. From this perspective, each dialog is a path on the FSM.
The efficiency of the SDS can be determined by inspecting each dialog path in the FSM. A short path with few self loops represents high efficiency, while a long path with several self loops indicates too many redundant turns in the dialog. Users also give more patience to state change rather than self loops. Recall the example in Table 1 , long time delay of system A is a self loop while it is not in system B. With FSM, it is reasonable to conclude that FSM makes is possible to distinguish these two systems.
FSM Framework
Formally, a dialog has t turns and each turn contain d l local features (In one SDS, the number of local features for each turn is a constant). Let all the local features be y = {y 11 , . . . , y 1t ; y 21 , . . . , y 2t ; . . . ; y d l 1 , . . . , y d l t }. y jk is the jth local feature of k-th turn of a dialog. Let Q jk (y jk ) be a function of y jk that similar with P i (usually polynomial, e.g., G(y) = ay is linear funcion). Then the evaluation function with local features is of the form of Eq. (2).
where β jk is also a parameter to be learned. t varies for different dialogs, as does the number of β jk . It is difficult to utilize the local features in this form because the number of features of each dialog must be fixed for existing methods. But it is easy to solve this problem with FSM. Let G = (V, E) denote an FSM with vertex set V (states) and edge set E (state transitions). Each edge represents local features of a system turn or user turn and each vertex shows the states after each turn. For one dialog, global features remain the same along all vertices. With the FSM, the predic-tion function can be expressed as Eq. (3).
where s k is the vertex of the k-th turn, w(s k , s k+1 ) is the weight of the edge on the FSM from vertex s k to s k+1 . For convenience, we use w k to denote w(s k , s k+1 ). In this equation, if w k is 1 for each k, then the FSM is unweighted.
To estimate β jk , we extract a general value β j from β jk for different k and put the differences (β jk /β j ) into the weight w k . If we find a way to estimate the β jk /β j , then each local feature will have a equal coefficient β j . So Eq. (3) will be rewritten as Eq. (4).
From another perspective, t k=1 w k Q jk (y jk ) can be interpreted as the weighted sum of local features, so it can be calculated once the local features are extracted. Then the original regression models can incorporate the local features in the same way as the global features, without concern for the number of local features.
In Eq. (4), w k has a different effect from its use in Eq. (3). In Eq. (4), If all w k are the same, the impact of FSM will be reduced to zero, and the local features will become global. For example, if w k , k = 1, . . . , t is equal to 1 for linear regression(Q jk (y jk ) = y jk ), and y jk is duration of each turn, then t k=1 w k Q jk (y jk ) is the dialog duration, which is a global feature. Any method that is able to solve Eq. (1) can use our framework too. Therefore, we can say that the FSM framework is a generalization of regression models.
WEIGHT ASSIGNMENT
In our framework, weight assignment is needed for state transitions. For "Let's Go!", the number of state transition edges is 544. It is difficult to assign these weights manually. We need to design rules to set the weights.
Before we introduce the rules, we need to define the concept of distance between two states. A =  {a1, a2, ..., at}, B = {b1, b2, . .., bt} is:
Definition 3 State Distance. The distance between two states
where a i , b i ∈ {0, 1}.The distance between two states is between 0 and t. All weights are in the range of [−1, 1]; negative weights indicate a penalty to USSs while positive weights indicate a bonus. Weights with higher absolute value indicate the impact is greater. Below are 6 rules for assigning the weights.
• Rule 1 and 2 are two normalization of the distance with different range. Rule 3 and 4 are normalization with different penalty for self loop. Rule 5 and 6 treat the state change equally with different ranges. We test these rules in our framework for rule selection. The result is generated by combining FSM with generalized linear model and can indicate the impact different weighting rules on the FSM framework.
EXPERIMENTS
To prove the proposed framework works in real SDSs, we test our framework with 3 regression models to verify that the FSM can truly improve the evaluation accuracy. We first introduce the data collection we used and procedures for building the FSM. Experimental results promise good improvements in evaluation accuracy.
Data Collection
The dialog collection comes from the "Let's Go!" dialog system 2 . There are approximately 50,000 dialogs in total. We first delete the dialogs with fewer than 6 turns, which, for this SDS, is too short for task completion. Then we classify the dialogs into three categories ("complete", "incomplete" and "out of scope") according to keywords contained in system response. 'Complete" means the dialog successfully provides the information that the user needs, "incomplete" means the system does not conclude by providing schedule information to the user, and "out of scope" means the query from user is not in the scope of system knowledge, typically because it concerns a route not covered by the system.
We obtain the USSs manually and efficiently [18] by using Amazon Mechanical Turk 3 (mturk). We designed questions that related to USS and obtain answers from MTurkers; these answers from mturk are the target we aim to predict. Table 2 shows the distribution of the dialogs. The "mturk" category refers dialogs we put on the mturk. "obtained" refers to dialogs for which we received answers from mturk. For quality control, we ask mturkers to classify the dialogs into three categories too. If their categorization agrees with our heuristic classification, the answer will be regarded as reliable. These dialogs are referred to as "consistent." The dialog collection we used in our experiment is the "consistent" set. 
Experiment Setup and Preprocessing
We extract global features and build the FSM corresponding to the "Let's Go!" dialogs before evaluation. 10 global features (Definition 1) are extracted based on [19] . They appear in Table 5 along with "WPST" (words per system turn), "WPUT" (words per user turn) and "constant term".
For normal regression models, we use "average word per system turn" and "average word per user turn" as substitution of "WPST" and "WPUT".
For the text of each turn, we employ WordNet2.1 4 in conjunction with a set of heuristic rules to determine which attributes are being specified: route number, time, or location. According to statistical results, first appearance of time and location is usually departure time and origin respectively. The states as shown in Fig. 1 can be recognized for each turn in one dialog.
Then the FSM for this system can be built according to these states in dialogs. Two local features are extracted include "number of words per user turn" (WPUT) and "number of words per system turn" (WPST). They are used to calculate weighted local features with the generated FSM. We choose rule 4 because it performs best.
Results
We apply our FSM framework in conjunction with three different evaluation models: ridge regression (RR), generalized linear model (GLM), and support vector regression (SVR). We summarize the improvement of FSM compared with the results of the original regression models alone. Table 3 shows the improvement in R 2 measurement respectively with different training sizes. The training size is from 500 to 4000 with fixed testing size 500. Combined with FSM, R 2 of ridge regression rises 5.13%. SVR has the greatest improvement, R 2 value improve 5.82% with the help of FSM. GLM performs best; the improvement is 5.23% for R 2 and GLM has the highest R 2 overall. All these methods are consistent across different sizes of training set.
Experimental results indicate that the FSM framework can truly improve the performance of previous evaluation model. However, the improvement is limited. There are some reasons for that: first, the information contained in each turn 4 http://wordnet.princeton.edu/wordnet/ is very important for real users, so even with only two local features, FSM modeling still helps, but the improvement is limited; second, The mturk-based annotation exhibits only moderate interrater agreement (κ = 0.293), so regression on these targets inherits some of this variability, leading to a relatively high mean square error. This is the reason of huge mean square error.
6. DISCUSSION
Weight Assignment Rules
The R 2 value for each rule is listed in the Table 4 . Results show rule 4 has the highest R 2 . It outperforms other rules because it is smooth and also assigns a sufficiently large penalty to redundant turns. Compared with rule 4, the penalty of rule 3 is too small to effect the result. The first two rules do not adequately distinguish the self loop and transition. While the last two rules treat all kinds of transitions equally, so they can not measure the efficiency well. In general, it is reasonable that rule 4 outperforms all other rules. 
Impact of Learning Coefficients
Standard score normalization and min-max normalization (between 0 and 1) are applied on all the input features; the results are similar. 4,000 dialogs from our data collection were sampled as the training set to obtain the objective function. The coefficients of each feature is listed in Table 5 . All these learning coefficients are reasonable. For the features with negative coefficients, too many user turns, system questions and user questions are caused by poor understanding or recognition. High rates of dtmf entry, barge-in or help requests indicate the interaction is not proceeding smoothly or that help is needed. For the features with positive coefficients, more words per user turn and high user speaking rate or recognition confidence represent good understanding or recognition abilities. In our model, the penalty for the number of words during interaction is set in FSM, so coefficients of two local features are positive. The coefficient of "sysTurn" is positive for two reasons: system turns are more than user turns (average ratio is 1.8314), so long dialog will be penalized in "userTurn"; dialogs with more system turns and less user turns indicate the system provides more information that user needs. In addition, coefficient of "sysTurn" is small compared with other coefficients.
CONCLUSION AND FUTURE WORK
In this paper, a novel evaluation framework with FSM is proposed and presented. This framework learns more from local features and state transition to measure the efficiency, and can be used on the top of the existing regression based evaluation methods. Experimental results are promising that FSM can be utilized to enhance dialog system evaluation methods. In this paper, weight assigning rules, the learning coefficients, impact of user behaviors, and comparison among different SDSs are also discussed. In our future research, we plan to pursue two directions: using the FSM to compute the user satisfaction value of each turn for final score to get more accurate evaluation, and evaluating the dialog system in some specific aspects, such as efficiency or fault tolerance of the system.
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