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WEIGHTED INVERSION OF GENERAL DIRICHLET SERIES
HELGE GLO¨CKNER∗ AND LUTZ G. LUCHT
Abstract. Inversion theorems of Wiener type are essential tools in analysis and number
theory. We derive a weighted version of an inversion theorem of Wiener type for general
Dirichlet series from that of Edwards from 1957, and we outline an alternative proof based
on the duality theory of convex cones and extension techniques for characters of semigroups.
Variants and arithmetical applications are described, including the case of multidimensional
weighted generalized Dirichlet series.
1. Introduction
By A := A(Λ) := {a : Λ→ C with ‖a‖ <∞} we denote the class of complex-valued functions
defined on an additive semigroup Λ ⊆ [0,∞) with 0 ∈ Λ and satisfying
‖a‖ :=
∑
λ∈Λ
|a(λ)| <∞.
Then, under the usual linear operations and the convolution defined by
(1) c(λ) := (a ∗ b)(λ) :=
∑
λ′,λ′′∈Λ
λ′+λ′′=λ
a(λ′) b(λ′′) (λ ∈ Λ),
A forms a commutative unitary Banach algebra. In fact, the convolution is well defined by (1)
because of ‖c‖ ≤ ‖a‖ · ‖b‖ < ∞ for a, b ∈ A with the above norm ‖.‖, and the function ε
given by ε(λ) = δ0,λ with Kronecker’s symbol δ : Λ
2 → {0, 1} serves as unity (cf. [16]).
Let H := {s ∈ C : Re s > 0} denote the open right half plane. Then the Banach algebra
A is isomorphic to the Banach algebra A˜ = A˜(Λ) of absolutely convergent general Dirichlet
series
a˜(s) =
∑
λ∈Λ
a(λ) e−λs (s ∈ H)
associated with a ∈ A, under the usual linear operations, pointwise multiplication and norm
‖a˜‖ := ‖a‖. This allows to switch between complex sequences and Dirichlet series.
For instance, inversion in A˜ is equivalent to that in A, and the inversion theorem of Ed-
wards [5] may be formulated as
Theorem of Edwards (1957). The multiplicative group of A is A∗ = {a ∈ A : 0 /∈ a˜(H)}.
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Remark 1. Special cases of Edwards’ theorem trace back to Wiener [35] for Fourier and
power series and to Hewitt and Williamson [15] for ordinary Dirichlet series. Elementary
proofs of the latter were given by Spilker and Schwarz [32], Goodman and Newman [10].
We aim for investigating the convergence quality of a˜ on H and refine the above norm
with the help of weight functions on Λ, i.e. functions w : Λ → (0,∞) satisfying w(0) = 1
and w(λ′ + λ′′) ≤ w(λ′)w(λ′′) for all λ′, λ′′ ∈ Λ. We let W = W(Λ) be the set of all weight
functions w on Λ which are admissible in the sense that
a) w(λ) ≥ 1 for all λ ∈ Λ, and
b) limk→∞
k
√
w(kλ) = 1 for all λ ∈ Λ.1
Note that W is closed under pointwise multiplication. If w ∈ W, then the functions a ∈ A
with the weighted norm
‖a‖w :=
∑
λ∈Λ
|a(λ)|w(λ) <∞
form a commutative unitary Banach algebra Aw = Aw(Λ) ⊆ A = A1 (see Section 3 for a
more detailed discussion of weighted semigroup algebras, even for arbitrary weights).
Since weight functions are submultiplicative, also ‖.‖w is submultiplicative. The conditions
a) and b) ensure that the spectrum of Aw can be identified with the set of all bounded
characters of Λ (see Section 4). They also restrict the growth of admissible weight functions w
such that in relevant cases, e.g. for non-decreasing weight functions, we obtain
(2) w(λ)≪ eϑλ for every ϑ > 0
(see Remark 3 below).2 Whenever (2) holds, the abscissa of absolute convergence of a˜ equals
that of (aw)˜ for any a : Λ → C. Moreover, for non-decreasing w ∈ W, the remainder term
estimate ∑
λ∈Λ
λ≥ℓ
|a(λ)| e−λs = o
( 1
w(ℓ)
)
(ℓ ∈ Λ, ℓ→∞)
holds uniformly for s ∈ H.34 For instance, w(λ) = (λ + 1)c defines an admissible ascending
weight function for any c ≥ 0. Note that for a ∈ A = A1 the derivative
a˜ ′(s) = −
∑
λ∈Λ
λa(λ) e−λs
of a˜ converges absolutely only for s ∈ H, in general. But for w(λ) = (1 + λ)k, k ∈ N, the
Dirichlet series a˜ of a ∈ Aw and its derivatives up to order k converge absolutely for s ∈ H,
and the quality of convergence is described by∑
λ∈Λ
λ≥ℓ
λj |a(λ)| e−λs = o
(
(ℓ+ 1)j−k
)
(ℓ ∈ Λ, ℓ→∞),
uniformly for s ∈ H and j = 0, . . . , k.
1The sum λ+ · · ·+ λ with k ∈ N summands λ ∈ Λ is written as kλ.
2For f : Λ→ C and g : Λ→ R+ we write f ≪ g if supλ∈Λ
|f(λ)|
g(λ)
<∞ (Vinogradov ≪ symbol).
3For f : Λ→ C and g : Λ→ R+ we write f(λ) = o(g(λ)) for λ→∞ if limλ→∞
f(λ)
g(λ)
= 0 (Landau o symbol).
4The series is dominated by 1
w(ℓ)
∑
λ≥ℓ |a(λ)|w(λ).
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Remark 2. Condition b) is equivalent to inf
{
k
√
w(kλ) : k ∈ N} = 1.
Obviously b) yields the infimum condition. Conversely, the infimum condition implies that
for every ǫ > 0 there exists k0 such that
k0
√
w(k0λ) < 1+ ǫ. Since every k ≥ k0 can be written
as k = nkk0 + rk with 0 ≤ rk < k0, we have
k
√
w(kλ) ≤ k
√
w(rkλ)
k
√
w(k0λ)nk .
Here the first term on the right tends to 1 as k →∞ (as there are only finitely many choices
for rk), and the second term can be estimated via
k
√
w(k0λ)nk <
k
√
(1 + ǫ)k0nk = (1 + ǫ)k0nk/k ≤ 1 + ǫ.
Remark 3. If w ∈W(Λ) is slowly decreasing,5 then w(λ)≪ eϑλ for every ϑ > 0.
To see this, fix some λ1 ∈ Λ \{0}. Then, for ϑ > 0 and λ ∈ Λ sufficiently large, there exists
k ∈ N such that (k − 1)λ1 < λ ≤ kλ1 and
w(λ) = w(kλ1)− (w(kλ1)− w(λ)) ≤ w(kλ1) + 1≪ eϑλ1k + 1≪ eϑλ.
Remark 4. In general, conditions a) and b) do not imply that w(λ)≪ eϑλ for any ϑ > 0.6
Prototypes of general Dirichlet series are power series for Λ = N0, and ordinary Dirichlet
series for Λ = logN. Both of these additive semigroups admit free generating sets,7 namely
{1} and log P, respectively, where P = {2, 3, 5, . . .} denotes the set of primes.
The purpose of this note is to outline two different proofs of the following
Theorem 1. Let Λ ⊆ [0,∞) be an additive semigroup with 0 ∈ Λ. Then, for w ∈ W, the
Banach algebra Aw = Aw(Λ) has the multiplicative group
A∗w = A
∗
w(Λ) = {a ∈ Aw : 0 /∈ a˜(H)}.
Theorem 1 is a weighted inversion theorem of Wiener type for general Dirichlet series.
The necessity of the inversion condition is immediate, for if 1/a˜(s) can be represented by
an absolutely convergent Dirichlet series then it is bounded on H and hence a˜(s) must be
bounded away from zero on H. Note that the inversion condition does not depend on the
weight function w ∈W.
In Section 4 we derive the proof of Theorem 1 from the Theorem of Edwards and provide an
alternative proof based on an approximation of multiplicative linear functionals on Aw (taking
w = 1, this also gives a new proof for the Theorem of Edwards). The required Density Lemma
is established step by step in Sections 5 to 7. For discrete additive semigroups Λ ⊆ [0,∞), the
above Theorem 1 and the strategy of its proof are described in a preliminary (incomplete)
paper of Lucht and Reifenrath [24]. The Le´vy generalization and a multidimensional Le´vy
version of Theorem 1, Theorems 3 and 5, are established in Sections 8, which also deals with
an arithmetical application (Proposition 3).
5A function f : Λ → [0,∞) is called slowly decreasing if lim inf (f(λ)− f(λ′)) ≥ 0 whenever 1 ≤ λ/λ′ → 1
and λ→∞.
6This was erroneously stated in [22].
7A subset ∅ 6= B ⊆ Λ is called a free generating set of an additive semigroup Λ ⊆ [0,∞), if every λ ∈ Λ has
a unique representation of the form λ =
∑
β∈B νββ with νβ ∈ N0 and νβ 6= 0 for only finitely many β ∈ B.
Then B is Q-linearly independent in R.
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For further recent studies of weighted convolution algebras of subsemigroups of R (with a
different thrust), the reader is referred to [3]. In the case of groups (rather than semigroups),
the admissibility condition b) is related to symmetry properties of weighted group algebras,
and has been attributed to Gelfand, Naimark, Raikov and Sˇhilov in some recent works (see
[6, p. 796], [7, Definition 1.2(a)], [18, Definition 3.1(a)]).
2. Tools from Gelfand’s theory
With any commutative Banach algebra A Gelfand’s theory associates the space ∆(A) of
homomorphisms of A to the complex field, i.e. the nontrivial multiplicative linear function-
als h : A → C. The supremum norm on ∆(A) is related to the norm on A. This helps to
characterize the invertible elements of A (cf., for instance, [28, Theorems 18.3 and 18.17]):
Theorem 2. In a commutative Banach algebra with unity u the following assertions hold.
a) If a ∈ A satisfies ‖a− u‖ < 1, then a is invertible in A.
b) If a ∈ A and h ∈ ∆(A), then |h(a)| ≤ ‖a‖.
c) If a ∈ A is invertible in A, then h(a) 6= 0 for all h ∈ ∆(A), and vice versa.
From b) we infer that every h ∈ ∆(A) is continuous. The spectrum σ(a) of a ∈ A denotes
the set of all λ ∈ C such that a− λu is not invertible. Then c) relates the spectrum σ(a) to
the space ∆(A) of all nontrivial multiplicative linear functionals h : A→ C by
σ(a) = {h(a) : h ∈ ∆(A)}.
In particular, a ∈ A is invertible if and only if 0 /∈ σ(a). This suggests to identify the invertible
elements of A by determining all nontrivial multiplicative linear functionals h ∈ ∆(A).
The following lemma taken from Edwards [5, 11.4.5] (see also Rudin [29, Exercise 11.5])
generalizes Theorem 2 c) by replacing the inversion map with a holomorphic function.
Composition Lemma. Let a ∈ A, and let f be a holomorphic function defined on a region
G ⊆ C such that σ(a) ⊆ G. Then there exists an element b ∈ A such that h(b) = f(h(a)) for
every h ∈ ∆(A).
3. Weighted semigroup algebras and their spectra
Let (Λ, ·) be an arbitrary semigroup with unit element e. For the moment, multiplicative
notation is used, as Λ need not be commutative. We call a function w : Λ→ (0,∞) a weight
function if w(e) = 1 and w is submultiplicative, i.e. w(λλ′) ≤ w(λ)w(λ′) for all λ, λ′ ∈ Λ.
Then a Banach algebra Aw(Λ) can be defined, which is a weighted analogue of the Banach
algebra ℓ1(Λ) introduced by Hewitt and Zuckerman [16] (see [3]; cf. [25, p. 70] for the case of
semigroups with involution). In particular, the construction applies to additive subsemigroups
of [0,∞) (as discussed in the introduction), or additive subsemigroups of [0,∞)r (as needed
in connection with multidimensional Dirichlet series).
Recall that the sum
∑
i∈I ai of a family (ai)i∈I of numbers ai ∈ [0,∞) ∪ {∞} is defined as
the supremum of the sums
∑
i∈F ai over finite index sets F ⊆ I. A family (ai)i∈I of complex
numbers is called absolutely summable if
∑
i∈I |ai| <∞. Then ai 6= 0 for only countably many
i ∈ I, and the net of finite partial sums ∑i∈F ai converges. Its limit is denoted by ∑i∈I ai
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(cf. [4, Chapter V, §3], [30, Chapter III, Exercise 23]). Now the weighted semigroup algebras
are obtained as follows ([3]; cf. [25]):
Proposition 1. Let (Λ, ·) be a semigroup with a unit element and w be a weight function
on Λ. Let Aw(Λ) be the set of all families a = (a(λ))λ∈Λ of complex numbers such that
‖a‖w :=
∑
λ∈Λ |a(λ)|w(λ) <∞. If a, b ∈ Aw(Λ), then the following holds:
a) For each λ ∈ Λ the numbers a(λ′)b(λ′′) for (λ′, λ′′) ∈ Λ × Λ with λ′λ′′ = λ form an
absolutely summable family. Thus c(λ) :=
∑
λ′λ′′=λ a(λ
′)b(λ′′) is defined.
b) The family a ∗ b := c is in Aw(Λ).
The multiplication ∗ makes (Aw(Λ), ‖.‖w) a unital Banach algebra.
For the remainder of this section we return to the additive notation and let (Λ,+) be a
commutative semigroup with neutral element 0. By a character of Λ we mean a homomor-
phism ψ of (Λ,+) to (C, .) such that ψ(0) = 1. If w is a weight function on Λ, we let Λ̂w be
the set of all characters ψ of Λ which are w-bounded in the sense that
|ψ(λ)| ≤ w(λ) for all λ ∈ Λ
(cf. [1] and [25] for the case of semigroups with involution).
Complex homomorphisms of Aw = Aw(Λ) and w-bounded characters of Λ are closely
related. To see this, we use again Kronecker’s δ to define an element δλ : Λ→ C with µ 7→ δλ,µ
in Aw, such that ‖δλ‖w = w(λ). If h ∈ ∆(Aw), then
ψh : (Λ,+)→ (C, ·), ψh(λ) := h(δλ)
is a homomorphism, for δ0 = ε and δλ+λ′ = δλ ∗ δλ′ . Since |ψh(λ)| = |h(δλ)| ≤ ‖δλ‖w = w(λ),
the character ψh is w-bounded. Conversely, let ψ ∈ Λ̂w. Then the family (a(λ)ψ(λ))λ∈Λ is
absolutely summable for each a ∈ Aw, as
(3)
∑
λ∈Λ
|a(λ)ψ(λ)| ≤
∑
λ∈Λ
|a(λ)|w(λ) = ‖a‖w <∞.
We can therefore define a function hψ : Aw → C via
(4) hψ(a) :=
∑
λ∈Λ
a(λ)ψ(λ) for all a ∈ Aw.
Then hψ is linear and of operator norm ≤ 1 by (3), hence continuous. In fact, hψ ∈ ∆(Aw).
To see this, it remains to show that hψ(a ∗ b) = hψ(a)hψ(b) for all a, b ∈ Aw. It suffices to
assume that a = δλ and b = δλ′ with λ, λ
′ ∈ Λ (as such elements span a dense vector subspace
of Aw). But then hψ(a ∗ b) = ψ(λλ′) = ψ(λ)ψ(λ′) = hψ(a)hψ(b) indeed. We readily deduce:
Proposition 2. Let (Λ,+) be a commutative semigroup with neutral element 0, and w be a
weight function on Λ. Let Aw = Aw(Λ). Then the map
(5) ∆(Aw)→ Λ̂w, h 7→ ψh
is a bijection, with inverse ψ 7→ hψ.
We say that a weight function w on a commutative semigroup (Λ,+) is admissible, if it
satisfies the conditions a) and b) described in the introduction. We write W(Λ) (or simply
W) for the set of all admissible weight functions on Λ.
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Lemma 1. Let w be an admissible weight function on a commutative semigroup (Λ,+) with
neutral element 0. Let ψ be a character of Λ. Then ψ is w-bounded if and only if ψ is a
bounded function.
Proof. If ψ is w-bounded, then |ψ(λ)| = k√|ψ(kn)| ≤ k√w(kλ) → 1 as k → ∞, and thus
|ψ(λ)| ≤ 1 for each λ ∈ Λ. Conversely, assume that ψ is bounded, say |ψ(λ)| ≤ C with C > 0.
Then |ψ(λ)| = k√|ψ(kλ)| ≤ k√C for each k ∈ N and thus |ψ(λ)| ≤ 1 ≤ w(λ), using that
k
√
C → 1. 
For future use, we write U := {z ∈ C : |z| < 1}. If ψ is a bounded character, then ψ only
takes values in the closed unit disk U.
4. Two proofs of Theorem 1
According to Theorem 2 and the definition of the spectrum it suffices to show that 0 /∈ σ(a)
for a ∈ Aw or, equivalently, h(a) 6= 0 for all h ∈ ∆(Aw). To enable this, it is useful to have
a description of functionals h ∈ ∆(Aw). Combining Proposition 2 and Lemma 1 we get the
following lemma (to be found in Lucht and Reifenrath [24] for discrete Λ ⊆ [0,∞)):
Representation Lemma. Let (Λ,+) be a commutative semigroup with identity 0, and w be
an admissible weight function on Λ. Then to every h ∈ ∆(Aw) there corresponds a bounded
character ψ of Λ such that
(6) h(a) =
∑
λ∈Λ
a(λ)ψ(λ) for all a ∈ Aw.
Conversely, every bounded character ψ : Λ→ C determines a unique h ∈ ∆(Aw) with (6).
First we derive Theorem 1 from the special case w = 1, due to Edwards [5].
First proof of Theorem 1. Since Aw is a Banach subalgebra of A1 and the characterization
(6) is independent of w, the Representation Lemma shows that
A∗w =
{
a ∈ Aw :
∑
λ∈Λ
a(λ)ψ(λ) 6= 0 for all characters ψ of Λ}.
Thus A∗w = A
∗
1 ∩Aw. By Edwards’ theorem [5],
A∗1 =
{
a ∈ A1 : 0 /∈ a˜(H)
}
,
and the fact that a˜ does not depend on w, the assertion follows. 
A different option for proving Theorem 1 without recourse to the Theorem of Edwards
is based on a topological linkage of the image set a˜(H) and the spectrum σ(a) of functions
a ∈ Aw, namely an approximation of the functions h ∈ ∆(Aw) by the functions hs ∈ ∆(Aw)
associated with the specific characters λ 7→ ψs(λ) = e−λs for s ∈ H.
Density Lemma. Let Λ ⊆ [0,∞) be an additive semigroup with 0 ∈ Λ, and let w ∈W. Then
for any a ∈ Aw the set a˜(H) is dense in σ(a).
The Density Lemma yields the announced alternative proof of Theorem 1.
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Second proof of Theorem 1. According to Theorem 2 c) the invertibility of a in Aw follows
from σ(a) ⊆ a˜(H) and 0 /∈ a˜(H). 
It remains to verify the Density Lemma.
5. Proof of the Density Lemma, part 1
First we establish a special case of the Density Lemma, assuming, in addition, that the
semigroup Λ is free, i.e. Λ has a free generating set B.
Let a ∈ Aw, ϑ > 0, and h ∈ ∆(Aw). Denote by ψ the bounded character of Λ associated
with h, as in the Representation Lemma. Then ψ(Λ) ⊆ U. In order to show that there exists
an s ∈ H satisfying
|hs(a)− h(a)| < 3ϑ,
it suffices to verify that, for any finite subset Γ ⊆ Λ, the estimate
(7)
∣∣∣∣∑
λ∈Γ
a(λ) e−λs −
∑
λ∈Γ
a(λ)ψ(λ)
∣∣∣∣ < ϑ
holds with suitably chosen s ∈ H. In fact, there exists a finite subset Γ ⊆ Λ such that∑
λ∈Λ\Γ w(λ)|a(λ)| < ϑ so that∣∣∣∣ ∑
λ∈Λ\Γ
a(λ) e−λs −
∑
λ∈Λ\Γ
a(λ)ψ(λ)
∣∣∣∣ ≤ 2 ∑
λ∈Λ\Γ
|a(λ)| ≤ 2ϑ
for each s ∈ H, from which the assertion follows.
Let b = (β1, . . . , βk) consist of generators 0 < β1, . . . , βk ∈ B such that every λ ∈ Γ can be
expressed in the form
(8) λ =
∑
κ
νκβκ
with νκ ∈ N0 for 1 ≤ κ ≤ k. Then
P (z) =
∑
λ∈Γ
a(λ) e−λs
can be regarded as a polynomial of z = (z1, . . . , zk) ∈ Uk with variables zκ = e−βκs for
1 ≤ κ ≤ k. Now (8) leads to
ψ(λ) =
∏
1≤κ≤k
ψ(βκ)
νκ
and ∑
λ∈Γ
a(λ)ψ(λ) = P
(
ψ(β1), . . . , ψ(βk)
)
.
Since |ψ(βκ)| ≤ 1 for all κ, the following generalized version of a lemma of Spilker and Schwarz
[32, Hilfssatz 5.1] (see also Hewitt and Williamson [15, Lemma 2]) yields the existence of s ∈ H
with (7), which establishes the Density Lemma as well as Theorem 1 in the special case of
free semigroups Λ.
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Lemma 2. For k ∈ N let v : H→ Uk be defined by
v(s) = e−bs := (e−β1s, . . . , e−βks)
with Q-linearly independent numbers βκ > 0 for 1 ≤ κ ≤ k. If f : Uk → C is continuous and
holomorphic on Uk, then f(v(H)) is a dense subset of f(U
k
).
Proof. The assertion is trivial for constant functions f : U
k → C.
Let f be nonconstant. It suffices to show that for any ϑ > 0 there is some s ∈ H such that
|g(v(s))| < ϑ, where g(z) = f(z) − c for z = (z1, . . . , zk) ∈ Uk with an arbitrary c ∈ f(Uk).
Suppose, to the contrary, that there is some ϑ > 0 such that
(9) |g(z)| ≥ ϑ for all z ∈ v(H).
First we show that for any ϑ > 0 there is some t ∈ R such that
(10)
∣∣zκ − e−βκ(σ+it)∣∣ < ϑ (κ = 1, . . . , k),
if |zκ| = e−βκσ for κ = 1, . . . , k. It suffices to verify (10) for σ = 0 (i.e., |zk| = 1) : The
Kronecker approximation theorem (cf. Hardy and Wright [12, Theorem 444]) applied to the
Q-linearly independent set {β1, . . . , βk} entails that for any ϑ > 0 there exist numbers t ∈ R
and m1, . . . ,mk ∈ Z satisfying∣∣∣ t
2π
βκ −mκ − arg zκ
2π
∣∣∣ < ϑ
2
(κ = 1, . . . , k).
For ϑ > 0 sufficiently small, it follows that∣∣ei arg zκ − eitβκ∣∣ < ϑ, (κ = 1, . . . , k),
as asserted. Hence, for any σ ≥ 0, v(σ + iR) is a dense subset of the poly-circle
e−bσ∂U := {z ∈ Ck : |zκ| = e−βκσ for 1 ≤ κ ≤ k},
and
(11) |g(z)| ≥ ϑ for all z ∈ e−bσ∂U.
As o = (0, . . . , 0) ∈ Uk is limit point of v(H), we have |g(o)| ≥ ϑ. Therefore we may define
σ0 = inf
{
σ ≥ 0 : |g(z)| ≥ 12 ϑ for all z ∈ e−bσU
}
,
where e−bσU := e−β1σU× · · · × e−βkσU. Then g has no zero in the compact poly-disc e−bσ0U,
and 1/g represents a continuous function on e−bσ0U that is holomorphic on e−bσ0U. By apply-
ing the maximum principle and the Weierstraß convergence theorem for holomorphic functions
to each component of the poly-disc e−bσ0U, we obtain from (11) that
max
{∣∣∣ 1
g(z)
∣∣∣ : z ∈ e−bσ0U} = max{∣∣∣ 1
g(z)
∣∣∣ : z ∈ e−bσ0∂U} ≤ 1
ϑ
.
Hence |g(z)| ≥ ϑ for all z ∈ e−bσ0U.
This gives the desired contradiction, as e−bσ0U contains some point z with |g(z)| < ϑ, in
case of σ0 > 0 by the definition of σ0, and in case of σ0 = 0 by c ∈ f(Uk). 
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6. Proof of the Density Lemma, part 2
To complete the proof of the Density Lemma we have to remove the assumption on Λ to be
free. As in the preceding section, for ϑ > 0 and a finite subset Γ ⊆ Λ, we merely need to find
s ∈ H with (7). Since only the values of ψ on Γ enter (7), the next lemma allows Λ to be
replaced with a free semigroup [B], to which the special case from Section 5 applies.
We shall use the following terminology and facts concerning convex cones: A subset C of a
finite-dimensional real vector spaceW is called a convex cone if C is convex and [0,∞)·C ⊆ C.
Then C is a semigroup under addition. If C 6= ∅, then C − C is a vector subspace of W and
C has non-empty interior in C − C (cf. [25, Proposition V.1.4 (ii)]). The dimension of C is
defined as the dimension of C − C. A convex cone F ⊆ C is called a face of C if x+ y ∈ F
for elements x, y ∈ C implies x, y ∈ F . A face of the form [0,∞)x with x 6= 0 is called an
extreme ray of C. A convex cone C ⊆ W is called polyhedral if it is generated by a finite set
E ⊆W (i.e., C is of the form (12) below).8 Then every face F ⊆ C is generated by F ∩E, as
is well-known (cf. [2, Theorems 7.2 and 7.3]).9 In particular, every extreme ray of C is of the
form [0,∞)x with some x ∈ E.
Extension Lemma. Let ψ : Λ → C be a bounded character of an additive semigroup Λ ⊆
[0,∞) with 0 ∈ Λ, and let Γ ⊆ Λ be a finite subset. Then there exists a Q-linearly independent
set B = {β1, . . . , βk} ⊆ (0,∞) such that
Γ ⊆ [B] := N0β1 + · · ·+ N0βk,
and a bounded character φ : [B]→ C which coincides with ψ on Γ.
The proof requires some notional arrangements.
Let Q+ = {q ∈ Q : q > 0} and Q+0 = Q+ ∪ {0}. Given a Q-vector space V , we let VR =
R⊗QV be the R-vector space10 associated with theQ-vector space V (cf. [19, Chapt.XVI, § 4]).
If E = {x1, . . . , xk} is a finite subset of V , we write [E] := N0x1+· · ·+N0xk for the submonoid
of (V,+) generated by E,
convQ(E) :=
{
q1x1 + · · ·+ qkxk : q1, . . . , qk ∈ Q+0 , q1 + · · ·+ qk = 1
}
for its rational convex hull, convR(E) for its usual real convex hull, and
(12) coneR(E) := [0,∞) · convR(E)
for the convex cone generated by E.
The dual space V ∗ of a Q-vector space V consists of all Q-linear functionals from V to Q.
Given a subset T ⊆ V , we define its rational dual cone by
T ⋆ := {ρ ∈ V ∗ : ρ(T ) ⊆ [0,∞)}.
Then, by identifying V with (V ∗)∗, T ⊆ (T ⋆)⋆. If T ⊆ U , then T ⋆ ⊇ U⋆. If v1, . . . , vk ∈ V is
a basis and v∗1 , . . . , v
∗
k ∈ V ∗ its dual basis, v∗i (vj) = δij , then
(13) {v1, . . . , vk}⋆ = Q+0 v∗1 + · · ·+Q+0 v∗k.
8See [25, Chapter V.1] for basic facts on polyhedral cones, as first spelled out in [34].
9Omitting only a trivial case, consider a non-zero element x ∈ F . Then x = r1x1+ · · ·+ rkxk with elements
x1, . . . , xk ∈ E and r1, . . . , rk > 0. Since F is a face, it follows that r1x1, . . . , rkxk ∈ F and hence x1, . . . , xk ∈ F .
10with the R-basis {1} ⊗B where B is a Q-basis of V .
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We let V ∗R be the real dual space of VR and define the real dual cone
T ⋆R := {ρ ∈ V ∗R : ρ(T ) ⊆ [0,∞)}
of a subset T ⊆ VR. As usual, we identify V ∗R with (V ∗)R. For T finite and ρ ∈ V ∗R , ρ is in the
interior of T ⋆R if and only if ρ(t) > 0 for all t ∈ T , t 6= 0.
Proof of the Extension Lemma. We may assume that 0 /∈ Γ 6= ∅ and, after shrinking Λ to [Γ],
that Λ = [Γ]. Let V = spanQ(Γ) denote the Q-linear space spanned by Γ, and define
Γ′ := {γ ∈ Γ : ψ(γ) 6= 0}, Γ0 := {γ ∈ Γ : ψ(γ) = 0},
and V ′ := spanQ(Γ
′).
Step 1. Write ψ1 := |ψ| and ψ2(ξ) := ψ(ξ)/ψ1(ξ) for ξ ∈ [Γ′]. By the theorem in Ross [27],
ψ2 extends to a character ϕ2 : (V,+) → (C, · ) with values in the circle group ∂U. If we can
extend ψ1 to a bounded character ϕ1 on [B] for suitable B, then ϕ1ϕ2 extends ψ. Hence
ψ(Γ) ⊆ [0,∞) without loss of generality.
Step 2. Since (0,∞) is a divisible, torsion-free abelian group under multiplication, the ho-
momorphism ψ|[Γ′] : [Γ′] → (0,∞) extends uniquely to a homomorphism of groups ϑ : V ′ →
(0,∞) (cf. [14, A7]).11 Then − ln ◦ϑ : V ′ → R is a Q-linear map and thus extends uniquely
to an R-linear functional ρ : V ′R → R. Note that
ϑ(ξ) = e−ρ(ξ) for all ξ ∈ V ′
by construction of ρ. Since |ϑ(ξ)| = |ψ(ξ)| ≤ 1, we have ρ(ξ) ≥ 0 for all ξ ∈ Γ′ and thus
ρ ∈ (Γ′)⋆R.
Step 3. We claim that
(14) convQ(Γ0) ∩ V ′ = ∅.
Suppose, to the contrary, that η ∈ convQ(Γ0) ∩ V ′ 6= ∅. Then there exist numbers k, ℓ, t ∈ N
with k ≤ ℓ, elements η1, . . . , ηt ∈ Γ0, ξ1, . . . , ξℓ ∈ Γ′ and coefficients q1, . . . , qt, r1, . . . , rℓ ∈ Q+
such that
0 6= η =
∑
1≤τ≤t
qτ ητ =
∑
1≤λ≤k
rλ ξλ −
∑
k<λ≤ℓ
rλ ξλ.
By multiplying the equation with the common denominator a ∈ N of the rational coefficients
qτ , rλ for τ ≤ t, λ ≤ ℓ, we obtain
a η +
∑
k<λ≤ℓ
bλ ξλ =
∑
1≤λ≤k
bλ ξλ
with certain coefficients bλ ∈ N and 0 6= aη ∈ [Γ0]. Then
ψ(aη) · ψ(ξk+1)bk+1 · · ·ψ(ξℓ)bℓ = ψ(ξ1)b1 · · ·ψ(ξk)bk ,
which is a contradiction since ψ(aη) = 0 but ψ(ξλ) 6= 0 for 1 ≤ λ ≤ k.
11In a first step, extend ψ|[B′] to a group homomorphism [B
′]− [B′]→ (0,∞) via ξ1 − ξ2 7→ ψ(ξ1)/ψ(ξ2).
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Step 4. Let U := V/V ′ and π : V → U be the quotient map. From Step 3 we know that
0 /∈ π(convQ (Γ0)) = convQ (π(Γ0)). Hence the Separation Lemma (see Section 7) provides a
Q-linear functional χ ∈ U∗ such that χ(α) > 0 for each α ∈ π(Γ0). Then, with θ := χ◦π ∈ V ∗,
we obtain
(15) θ(α) > 0 for each α ∈ Γ0 and θ|Γ′ = 0,
whence θ ∈ Γ⋆ in particular.
Step 5. Let ρ′ ∈ V ∗R be any real functional such that ρ′|V ′R = ρ. We choose c > 0 so large that
ζ := ρ′ + cθ ∈ Γ⋆R. This is possible since
(16) ζ|Γ′ = ρ′|Γ′ ≥ 0
(as θ vanishes on Γ′), and furthermore
ζ(α) = ρ′(α) + cθ(α)
for α ∈ Γ0, which can be made arbitrarily large since θ(α) > 0.
Step 6. We have 0 /∈ convR(Γ) in VR, because Γ is a subset of the convex set (0,∞). Hence
P := coneR(Γ) is a pointed
12 polyhedral cone in VR whose extreme rays are of the form [0,∞)α
for certain α ∈ Γ (as recalled above). Since spanR(Γ) = VR, the cone P has non-empty interior.
Hence also P ⋆R = Γ
⋆
R ⊆ V ∗R is a pointed polyhedral cone with non-empty interior (see Neeb
[25, Propositions V.1.5 (ii) and V.1.21]). It is known from the theory of polyhedral cones in
real vector spaces that the extreme rays of P ⋆R are of the form [0,∞)α for a functional α ∈ V ∗R
such that F := kerα ∩ P is a codimension 1 face of P (see, e.g. [33, Theorem 3]). We claim
that α can be chosen in V ∗.
To see this, recall first that F = coneR(Γ
′′) for some subset Γ′′ ⊆ Γ, and F has non-empty
interior in kerα. Hence kerα = spanR(F ) = (spanQ(Γ
′′))R is defined over Q. After replacing
α with a positive real multiple to ensure that α(V ) ⊆ Q, we have α ∈ V ∗, as desired.
Consequently, F ∩ V ∗ is dense in F for each face F of P ⋆R. Furthermore, spanQ(Γ⋆) = V ∗.
Step 7. Let F ⊆ Γ⋆R be a face of dimension ℓ ≥ 1, and algint(F ) be its interior relative
affR(F ) = spanR(F ). We show: For every η ∈ algint(F ) there exists a Q-basis b1, . . . , bℓ ∈
F∩V ∗ of spanQ(F∩V ∗) with η ∈ coneR(b1, . . . , bℓ). Moreover, b1 can be chosen as an arbitrary
non-zero vector in F ∩ V ∗.
In fact, if η = 0, we can simply select a Q-basis from generators α ∈ V ∗ for extreme rays
of F , which exist by Step 6 (or extend a given vector b1 by such vectors to a basis). If η 6= 0
(which we assume now), we proceed by induction on ℓ:
If ℓ = 1, then F = [0,∞)α for some α ∈ Γ⋆ ⊆ V ∗ (see Step 6). We can now take b1 := α
(or any prescribed non-zero vector in F ∩ V ∗).
Induction step. There exists an x in the interior P 0, such that η(x) > 0. Since V is dense
in VR, we may assume that x ∈ V . After passage to a positive multiple of η, we may also
assume that η(x) ∈ Q. Then γ(x) > 0 for all γ ∈ Γ⋆R\{0}. Hence K := {γ ∈ Γ⋆R : γ(x) = η(x)}
is a closed convex set such that Γ⋆R = [0,∞)K and η ∈ K. Choose α1, . . . , αn ∈ Γ⋆R such that
[0,∞)αj , j = 1, . . . , n, are the extreme rays of Γ⋆R; after passage to positive multiples, we
12That means, P does not contain lines.
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may assume that αj(x) = η(x) for all j. If r1, . . . , rn ≥ 0 and γ := r1α1 + · · ·+ rnαn satisfies
γ(x) = η(x), then
∑n
j=1 rj = 1. Hence K = convR(α1, . . . , αn), and thus K is compact. If a
candidate for b1 is given, after passing to a positive rational multiple we may assume that
this b1 lies in K. Otherwise we choose any non-zero element b1 ∈ V ∗ ∩F ∩K. If η ∈ [0,∞)b1,
we can use Step 6 to extend b1 (using generators of some extreme rays) to a Q-basis with the
desired properties. Otherwise we find t > 1 such that d := b1+t(η−b1) lies in the boundary of
F relative spanR(F ) (using that K is compact). Then d ∈ algint(F ′) for some face F ′ of F of
dimension 0 < m < ℓ. By induction we find a Q-basis b2, . . . , bm+1 of spanQ(F
′∩V ∗) in F ′∩V ∗,
such that d ∈ coneR(b2, . . . , bm+1). Note that b1 6∈ F ′ (otherwise the convex combination η of
b1 and d would lie in the proper face F
′ of F , contradicting the assumption that η ∈ algint(F )).
Hence b1 6∈ F ′−F ′ = spanR(F ′) (using that F ′ is a face). Thus b1, b2, . . . , bm+1 are Q-linearly
independent and can be extended to a Q-basis b1, . . . , bℓ ∈ F ∩ V ∗ of spanQ(F ∩ V ∗), using
Step 6. It remains to observe that η = 1t d+(1− 1t )b1 ∈ coneR(b1, . . . , bm+1) ⊆ coneR(b1, . . . , bℓ).
Step 8. If ζ = 0, we choose a Q-basis β∗1 , . . . , β
∗
k ∈ Γ⋆ of V ∗ such that
(17) θ ∈ Q+0 β∗1 + · · ·+Q+0 β∗k ,
which is trivial for θ = 0, and can be achieved by taking β∗1 as a positive rational multiple of
θ otherwise. If ζ 6= 0, let F be the minimal face of Γ⋆R containing ζ. Then ζ is in the interior
of F relative spanR(F ), and F ∩ V ∗ is dense in F . If θ ∈ F , we let β∗1 ∈ F ∩ V ∗ be a non-zero
vector such that θ is a non-negative rational multiple of β∗1 . By Step 7, we can extend β
∗
1 to
a Q-basis β∗1 , . . . , β
∗
ℓ ∈ F ∩ V ∗ of spanQ(F ∩ V ∗) such that
(18) ζ ∈ coneR (β∗1 , . . . , β∗ℓ ),
which in turn we extend to a Q-basis β∗1 , . . . , β
∗
k ∈ Γ⋆ of V ∗. If θ /∈ F , we first find a Q-basis
β∗1 , . . . , β
∗
ℓ ∈ F ∩ V ∗ of spanQ (F ∩ V ∗) such that (18) holds (using Step 7), and then extend
it to a Q-basis β∗1 , . . . , β
∗
k ∈ Γ⋆ of V ∗ such that β∗ℓ+1 is a positive rational multiple of θ. This
is possible since θ 6∈ F − F = spanR(F ) (as θ ∈ Γ⋆R \ F and F is a face). In either case,
ζ ∈ R+0 β∗1 + · · · + R+0 β∗k , and (17) holds. Let β1, . . . , βk ∈ V be the basis dual to β∗1 , . . . , β∗k ,
and write B := {β1, . . . , βk}. Then {β∗1 , . . . , β∗k} ⊆ Γ⋆ entails that
Q+0 β1 + · · · +Q+0 βk = {β∗1 , . . . , β∗k}⋆ ⊇ Γ⋆⋆ ⊇ Γ.
After replacing each βκ by a positive rational multiple, we may assume that [B] ⊇ Γ.
Step 9. Using Kronecker’s δ, we define
φ : [B]→ [0,∞), φ(ξ) := e−ζ(ξ) · δ0,θ(ξ).
Then φ is a homomorphism, since θ(B) ⊆ [0,∞) by (17) and δ0,. : ([0,∞),+) → ([0,∞), ·)
is a homomorphism of monoids. If ξ ∈ Γ′, then φ(ξ) = e−ρ(ξ) = ψ(ξ) by (15) and (16).
If ξ ∈ Γ0, then θ(ξ) > 0 by (15) and thus φ(ξ) = 0 = ψ(ξ). Finally, φ is bounded, since
{ζ} ⊆ R+0 β∗1 + · · ·+ R+0 β∗k and thus [B] ⊆ {β∗1 , . . . , β∗k}⋆ ⊆ {ζ}⋆R.
This completes the proof of the Density Lemma. 
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7. A Hahn-Banach separation theorem for rational polytopes
The possibility of separation theorems for polytopes in vector spaces over ordered fields is
already mentioned in [11, p. 287] (without proof). The proof of the Extension Lemma, Step
4 of Section 6, required the following
Separation Lemma. Let V be a finite-dimensional Q-vector space and E = {x1, . . . , xm} ⊆ V
be a non-empty finite subset such that 0 /∈ C := convQ(E). Then there exists a Q-linear func-
tional ρ : V → Q such that ρ(E) ⊆ (0,∞).
Proof. Let W ⊆ V be the affine subspace generated by E. If 0 /∈W , then there exists ρ ∈ V ⋆
such that ρ|W = 1 and hence ρ|E = 1. Now assume that 0 ∈W . After replacing V withW , we
may assume that V = affQ(E). We may also assume V = Q
n for some n. Then affR(E) = R
n
in Rn, whence CR := convR(E) has non-empty interior in VR := R
n.
We claim that 0 /∈ CR.
If this is true, then there is y ∈ Rn such that 〈y,CR〉 ⊆ (0,∞) by the Hahn-Banach
Separation Theorem. Then 〈y, xj〉 > 0 for j = 1, . . . ,m. By continuity, we find w ∈ Qn close
to y such that 〈w, xj〉 > 0 for j = 1, . . . ,m. Then ρ := 〈w, .〉 ∈ (Qn)⋆ is as desired.
We now prove the claim by induction on dimQ(V ). If dimQ(V ) = 1, then E is a finite
subset of Q and C = [x⋆, x
⋆] ∩ Q, where x⋆ and x⋆ is the minimum and maximum of E,
respectively. Since 0 /∈ C, we deduce that {x⋆, x⋆} ⊆ (0,∞) or {x⋆, x⋆} ⊆ (−∞, 0), entailing
that also 0 /∈ CR = [x⋆, x⋆]. Induction step: If 0 ∈ ∂CR is in the boundary, then 0 is contained
in a face Φ 6= CR of the polytope CR (see [2, Theorem 5.6]). We have Φ = convR(E′) with
E′ := Φ ∩ E, by [2, Theorems 7.2 and 7.3]. Then affR(E′) is a proper vector subspace of VR
(see [2, Corollary 5.5]), and hence affQ(E
′) is a proper vector subspace of V . By induction,
0 /∈ convR(E′) = Φ. We have reached a contradiction.
It remains to discuss the case where 0 is in the interior of CR. For some ǫ > 0 we then have
w ∈ CR for all w = (w1, . . . , wn) ∈ {−ǫ, ǫ}n. Since C is dense in CR, for each w (as before) we
find an element u ∈ C such that ‖w − u‖∞ < ǫ2 . For each j ∈ {1, . . . , n}, the jth component
uj of u is then non-zero and has the same sign as wj . Let U be the set of all u as before, for
w ranging through {−ǫ, ǫ}n. Now the next lemma shows that 0 ∈ convQ(U) ⊆ C, which is a
contradiction. 
Here, we used
Lemma 3. Let U ⊆ Qn be such that for all signs σ1, . . . , σn ∈ {−1, 1}, there exists u =
(u1, . . . , un) ∈ U with sgnuj = σj for each j ∈ {1, . . . , n}. Then 0 ∈ convQ(U).
Proof. By induction on n. The case n = 1 is trivial. Given U ⊆ Qn and signs σ1, . . . , σn−1, we
find u ∈ U with signs σ1, . . . , σn−1, 1 and v ∈ U with signs σ1, . . . , σn−1,−1. By the case n = 1,
there is w = (w1, . . . , wn) ∈ convQ {u, v} such that wn = 0. Thus w = (w1, . . . , wn−1, 0), where
w1, . . . , wn−1 have signs σ1, . . . , σn−1. Consider the first n−1 coordinates. Then the induction
hypothesis yields 0 ∈ convQ(U). 
8. Extensions and applications
The Le´vy type extension of Theorem 1 (cf. Le´vy [20] for Fourier series) is obtained by applying
the Composition Lemma.
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Theorem 3. Let Λ ⊆ [0,∞) be an additive semigroup with 0 ∈ Λ, let f be a holomorphic
function defined on a region G ⊆ C, and let w ∈W. Suppose that a ∈ Aw satisfies a˜(H) ⊆ G.
Then there exists a function c ∈ Aw such that f ◦ a˜ = c˜.
Proof. For a ∈ Aw we have
{h(a) : h ∈ ∆(Aw)} ⊆ {hs(a) : s ∈ H } = a˜(H) ⊆ G,
and the assertion follows from Theorem 1 and the Composition Lemma. 
In particular, Theorems 1 and 3 apply to Λ = N0. We write z = e
−s (a transformation
which maps H onto U \ {0}) and associate with a ∈ Aw(N0) the power series
a˜(z) = a˜(e−s) =
∞∑
n=0
a(n) zn.
Since a˜ is continuous on the compact set U, we have a˜(U) = a˜(U).
Then the weighted version of Wiener’s inversion theorem for power series reads as follows.
Corollary 1. For w ∈W(N0) the multiplicative group of the Banach algebra Aw(N0) is
A∗w(N0) =
{
a ∈ Aw(N0) : 0 /∈ a˜(U)
}
.
The lemmas needed for the proof of Theorems 1 and 3 easily extend to additive semigroups
Λ of product type,13 by which we understand semigroups Λ = Λ1 × · · · × Λr with additive
semigroups Λ̺ ⊆ [0,∞) and 0 ∈ Λ̺ for ̺ = 1, . . . , r. Then the multidimensional versions of
Theorems 1 and 3 cover arithmetic functions of r variables. We put λ ·s = λ1s1+ · · ·+λrsr for
λ = (λ1, . . . , λr) ∈ Λ and s = (s1, . . . , sr) ∈ C r. The r-dimensional Dirichlet series associated
with a : Λ→ C is
(19) a˜(s) =
∑
λ∈Λ
a(λ) e−λ·s (s ∈ Cr).
Repeating the reasoning leading to Theorem 1, we see that the assertion of Theorem 1
remains true for additive semigroups Λ ⊆ [0,∞)r of product type. Indeed, we can dispense
with Λ to be of product type.
Theorem 4. Let L ⊆ [0,∞)r be an additive semigroup with 0 ∈ L and w ∈ W(L). If
a ∈ Aw(L) satisfies 0 /∈ a˜(Hr), then a is invertible in Aw(L).
Proof. According to the Representation Lemma A∗w(L) = A
∗
1(L)∩Aw(L) holds for any addi-
tive semigroup L with 0 ∈ L and any admissible weight function w. Therefore it suffices to
show that a ∈ A∗1(L).
Denote by Λ̺ the set of ̺th components of L. Then Λ̺ ⊆ [0,∞) is an additive semigroup
with 0 ∈ Λ̺, L is a subsemigroup of Λ = Λ1 × · · · ×Λr, and A1(L) ⊆ A1(Λ). By the previous
remark we have a ∈ A∗1(Λ) and, in particular, a(0) 6= 0.
To obtain a ∈ A∗1(L), we have to show that a−1(λ) = 0 for all λ ∈ Λ \ L. As a tool, let us
consider the weight functions wρ on L (and Λ) for ρ ≥ 0 defined via wρ(λ) := e−ρ(λ1+···+λr)
13In fact, every bounded character ψ of Λ is of the form ψ(λ1, . . . , λr) =
∏r
̺=1 ψ̺(λ̺) with bounded
characters ψ̺ of Λ̺, which can be approximated by e
−λ̺s̺ on a finite set Γ̺ ⊆ Λ̺. Thus ψ(λ) can be
approximated by e−λ·s on Γ1 × · · · × Γr.
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(which are not admissible if ρ > 0, but define the weighted algebra Awρ). Choose ρ > 0 so
large that
(20)
1
|a(0)|
∑
λ∈L\{0}
|a(λ)|e−ρ(λ1+···+λr) < 1.
Then a ∈ A∗wρ(L), since a = a(0)
(
ε+ 1a(0) (a− a(0)ε)
)
, where
∥∥ 1
a(0) (a− a(0)ε)
∥∥
wρ
< 1 by (20).
By Theorem 2 a) the inverse b of a in A∗wρ(L) exists. Then both a
−1 ∈ A1(Λ) and b are inverses
of a in the algebra Awρ(Λ) (which contains both A1(Λ) and Awρ(L) as unital subalgebras),
and hence coincide. Thus a−1 = b ∈ A1(Λ) ∩Awρ(L) = A1(L). 
Similarly we obtain a multi-dimensional weighted Wiener-Le´vy type theorem by using the
Composition Lemma and the Density Lemma in the version σ(a) ⊆ a˜(Hr) for a ∈ Aw(L) for
additive semigroups L ⊆ [0,∞)r with 0 ∈ L.
Theorem 5. Let L ⊆ [0,∞)r be an additive semigroup with 0 ∈ L, f a holomorphic function
defined on a region G ⊆ C, and w ∈ W(L). If a ∈ Aw(L) satisfies a˜(Hr) ⊆ G, then there
exists a function c ∈ Aw(L) such that f ◦ a˜ = c˜.
Let Λ ⊂ [0,∞) be a free additive semigroup with 0 ∈ Λ and finite or countable generating
set B. Arithmetical applications are usually based on the associated free multiplicative semi-
group N := eΛ ∈ [1,∞) with 1 ∈ N and the finite or countable generating set P := eB of prime
elements. By definition each n ∈ N has a unique factorization of the form n = pν11 · · · pνrr with
distinct p1, . . . , pr ∈ P and positive integer exponents ν1, . . . , νr, apart of the order of prime
element powers. As usual, the empty product has the value 1, and elements m,n ∈ N not
having any common prime divisors are called coprime. The prototype of such multiplicative
semigroups is N generated by the set P of primes.
The functions a : N → C now correspond to the Dirichlet series
a˜(s) :=
∑
n∈N
a(n)
ns
(s ∈ C),
and the functions ω : N → [1,∞) with ω(n) ≥ ω(1) = 1 that are submultiplicative, i.e.
ω(mn) ≤ ω(n)ω(m) for all m,n ∈ N, and satisfy limk→∞ k
√
ω(nk) = 1 for all n ∈ N form
the class W1 := W1(N) of admissible weight functions. By Theorem 1 each ω ∈ W1 yields a
Banach algebra Aω := Aω(N) of functions a : N → C, endowed with the linear operations and
convolution
(21) (a ∗ b)(n) :=
∑
ℓ,m∈N
ℓm=n
a(ℓ) b(m) (n ∈ N)
and with bounded ω-norm ‖a‖ω :=
∑
n∈N |a(n)|ω(n). The unity in Aω is ε := δ1, and Aω has
the multiplicative group
A∗ω(N) = {a ∈ Aω : 0 /∈ a˜(H)}.
We consider the class M of multiplicative functions a : N → C, i.e. a(mn) = a(m) a(n) for
all coprime m,n ∈ N and a(1) = 1. Since M is closed under convolution and inversion, M
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is a group. For each ω ∈ W1, the Dirichlet series a˜(s) of a ∈ Mω := M ∩ Aω(N) converges
absolutely for s ∈ H and has the Euler product representation
a˜(s) =
∏
p∈P
(
1 +
a(p)
ps
+
a(p2)
p2s
+ · · ·
)
=:
∏
p∈P
a˜p(s).
Since each factor a˜p(s) represents an absolutely convergent power series in z = p
−s ∈ U
and thus a continuous function on the compact disc U, its weighted inversion according to
Corollary 1 with w(k) = ω(pk) for k ∈ N0 only requires 0 /∈ a˜p(H), instead of 0 /∈ a˜p(H).
Corollary 2. For ω ∈W1 the class Mω is a unital subsemigroup of M under the convolution
(21) with the multiplicative group
(22) M∗ω = {a ∈Mω : a˜p(s) 6= 0 for all s ∈ H and p ∈ P}.
For infinite generating set P, there are many arithmetically interesting multiplicative func-
tions a that do not belong to Mω, particularly those for which the series
∑
p∈P a(p)ω(p) does
not converge absolutely. Therefore we extend Mω by partly replacing the ω-norm with the
mean square ω-norm (for N = N cf. Lucht [21] and, with ω = 1, Heppner and Schwarz [13]):
Proposition 3. Let N ⊂ [1,∞) be a free multiplicative semigroup with 1 ∈ N and countable
generating set P. Then, for ω ∈W1, the class
Gω =
{
a ∈M :
∑
p∈P
|a(p)|2 ω2(p) <∞ and
∑
p∈P
k≥2
|a(pk)|ω(pk) <∞
}
is a unital subsemigroup of Mω under the convolution (21) with the multiplicative group
G∗ω =
{
a ∈ Gω : a˜p(s) 6= 0 for all s ∈ H and p ∈ P
}
.
Note that Gω = Mω for finite P, whereas Mω  Gω for infinite P. Further, for a ∈ Gω, the
series
∑
p∈P a(p) even might diverge.
Proof of Proposition 3. The submultiplicativity of the ω-norm combined with the Cauchy-
Schwarz inequality entails that Gω is closed under ∗ , and trivially ε ∈ Gω. For a, b ∈ G∗ω and
p ∈ P we have ap , bp ∈ G∗ω and (a ∗ b)p˜ (s) = a˜p(s) b˜p(s) 6= 0 for s ∈ H. Hence G∗ω is also closed
under ∗ . It remains to verify that a ∈ G∗ω implies a−1 ∈ Gω.
From Corollary 1 applied to a˜p(s) with w(k) = ω(p
k) and z = p−s for p ∈ P fixed and
k ∈ N0 we infer that a−1p ∈ Gω for each p ∈ P. To transfer this invertibility property from all
factors ap to a we consider the Euler product representation of a˜(s) written as
a˜(s) =
∏
p≤p0
a˜p(s) ·
∏
p>p0
(
1− a(p)
ps
)−1 · ∏
p>p0
(
1− a(p)
ps
)
a˜p(s).
It corresponds to the decomposition
(23) a =
( ∗
p≤p0
ap
)
∗ b ∗ h
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with p0 ∈ P suitably large, and b, h ∈M defined by
b(pk) =
{
ak(p) for p > p0, k ∈ N0,
0 otherwise,
h(pk) =
{
a(pk)− a(pk−1) a(p) for p > p0, k ∈ N,
0 otherwise.
Obviously h(p) = 0 for p ∈ P and b(p) = a(p) for all p > p0. We choose p0 ∈ P sufficiently
large such that both estimates
|a(p)|ω(p) ≤ 1
2
for p > p0 and
∑
p>p0
k≥2
|h(pk)|ω(pk) ≤ 1
2
hold. Then b ∈ G∗ω and b−1 = µb ∈ Gω, as b is completely multiplicative and |µ(n)| ≤ 1 for
n ∈ N. Further, the submultiplicativity of ω together with the Cauchy-Schwarz inequality
yields h ∈ Gω.
In order to verify h ∈ G∗ω we conclude from h−1 ∗ h = ε that h−1(p) = h(p) = 0 for all
p ∈ P, h(pk) = 0 for all p ≤ p0 and k ∈ N, and
h−1(pk) = −
∑
0≤j≤k−2
h−1(pj)h(pk−j) (p > p0, k ≥ 2).
From this combined with the submultiplicativity of ω we obtain
Σ : =
∑
pk≤x
k≥2
|h−1(pk)|ω(pk)
≤
∑
pk≤x
k≥2
∑
0≤j≤k−2
|h−1(pj)|w(pj) · |h(pk−j)|ω(pk−j)
=
∑
pk≤x
k≥2
|h(pk)|ω(pk) +
∑
pj+ℓ≤x
j,ℓ≥2
|h−1(pj)|ω(pj) · |h(pℓ)|ω(pℓ)
≤ (1 + Σ) ∑
pℓ≤x
ℓ≥2
|h(pℓ)|ω(pℓ) ≤ 1
2
(
1 + Σ
)
.
Hence Σ ≤ 1 and h−1 ∈ Gω. Now (23) entails that a ∈ Gω is a convolution of finitely many
elements of G∗ω and thus a
−1 ∈ Gω. 
An important arithmetical application of weight functions is based on Proposition 3 and
the notion of related arithmetical functions of A := A(N). For ω ∈W1, we say that a ∈ A is ω-
related to b ∈ A∗, if h := a∗b−1 ∈ Aω. Via Proposition 3 the ω-relationship of functions a ∈ Gω,
b ∈ G∗ω from their values at prime elements can easily be verified. This leads, for instance,
to a new concept demanded for by Knopfmacher [17, Ch. 7, § 5] of Ramanujan expansions of
arithmetic functions (cf. Lucht [23]).
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