I. INTRODUCTION
The wire-array Z pinch is a powerful radiation source that operates on a simple principle: current is driven through a cylindrical annulus of metallic wires in the axial direction (i.e. the z direction), vaporizing the wires while also generating an azimuthal magnetic field B h . The resulting radially inward j Â B force accelerates the plasma towards axis, where it stagnates, converting its implosion kinetic energy into thermal energy, which is then radiated away (for a visual aid to energy flow in a Z pinch, see the Appendix). Considerable theoretical effort has been put into understanding the stagnation phase, with much of the work devoted to explaining the experimental observation that the radiated energy exceeds the zerodimensional (0D) estimate of kinetic energy (see Ref. 1 and references therein), possibly through enhanced resistivity, 1, 2 ion viscous heating of magnetohydrodynamic (MHD) instabilities, 3 buoyant magnetic bubbles, 4, 5 and continued j Â B work due to multi-dimensional effects. [6] [7] [8] This work addresses an ostensibly simpler question: How does the implosion kinetic energy convert to thermal energy? Experiments 9, 10 suggest that this process is responsible for a significant fraction, if not all, of the "main" radiated power pulse (i.e., the peak of the total and K-shell radiation power, and most of the K-shell radiation yield), at least for wire arrays of sufficiently large diameter. 11 Theoretical models describing this process have existed since the 1950s, and are all either 0D approximating one-dimensional (1D) flow [12] [13] [14] or 1D. [15] [16] [17] [18] [19] [20] [21] While such models are excellent for developing physical intuition, the applicability to a wire-array Z pinch is uncertain, owing to its three-dimensional (3D) nature, which is well-documented experimentally. [22] [23] [24] [25] [26] At early time, rather than vaporizing into a plasma shell, the wires develop a heterogeneous core-corona structure and undergo a prolonged ablation phase during which cores cook material off their surface, which is then accelerated towards axis by the j Â B force. The ablation phase, coupled with an instability on the cores that modulates the ablation rate axially (see Ref. 27 , and references therein), results in a 3D imploding and stagnating plasma bearing little resemblance to a cylindrical shell or column. Indeed, recent experimental data 28 suggest significant residual motion in the "stagnated" plasma.
Hence, the relevance of 1D models to 3D wire-array stagnation might seem dubious, due to the complicated flow structures that are only possible in 3D. Nonetheless, scaling laws for the K-shell yields developed using 1D radiationmagnetohydrodynamic (RMHD) simulations (see Refs. [29] [30] [31] [32] , and references therein) have been consistently successful in predicting the radiative yields and guiding the load design. 33 The same can be said about predicting K-shell yields from, and guiding the design of, Ne and Ar gas-puff Z pinches, [34] [35] [36] as well as prediction of thermal neutron yields from deuterium gas-puff Z-pinch loads. [37] [38] [39] Very recently, Maron et al. 40 found good agreement between a 1D analytical shock model and experimental data obtained both in $0.5 MA gas-puff implosions observed at the Weizmann Institute of Science and in $20 MA wire-array implosions at Sandia National Laboratories.
Intuitively, one can expect predictions based on the 1D approach to be applicable to some globally averaged (i.e., averaged over vertical coordinate and azimuthal angle) quantities characterizing the radiative or neutron yield or power only if a large part of the stagnated plasma participates in their generation. This is not always the case-sometimes the relevant radiative output comes from a string of bright spots (which are hot, dense, or both), as, for example, copper Kshell emission in recent wire-array experiments on Z. 41 But a) Electronic address: epyu@sandia.gov in many cases, Z-pinch performance is not determined by the small-scale structures, which typically means that a sufficiently large fraction of stagnated mass participates in the relevant emission, as in most of the above-referenced situations to which the 1D-based scalings and models have been successfully applied. Then, the global averaging makes sense. This conclusion refers not only to Z pinches but to a wider class of implosion of interest for inertial confinement fusion and high-energy-density physics. As an example, we quote low-adiabat implosions of cryogenic DT capsules on the Omega laser. Even though these implosions are strongly affected by hydrodynamic instabilities, remarkable shot-toshot reproducibility of their neutron yields and other observed parameters has been noticed, 42 suggesting some kind of quasi-1D motion.
One should keep in mind, however, that 3D flow is much more complicated than 1D flow, a difference which inevitably affects the globally averaged quantities. For example, local vorticity generated in 3D, which can develop into turbulence, on the average represents an energy sink not present in the 1D description. Shock convergence does not occur along the pinch symmetry axis, as in 1D, but rather in various areas of the stagnated plasma volume, not simultaneously, which means that shock convergence and divergence phases coexist in time, both contributing to the global averaging. All this implies that application of the 1D approximation to the averaged quantities is a non-trivial issue that deserves a special study.
In this work, we consider the applicability of two selfsimilar, 1D stagnation models to a 3D wire-array simulation. The two models describe a shock and shockless stagnation, respectively, thus covering a broad range of possible scenarios. These models can be helpful in understanding local plasma behavior, but we are more interested in their ability to describe globally averaged plasma properties. In this case, the analytic solutions give us an overarching understanding of the complex fluid motions seen in 3D, and how this kinetic energy converts to internal energy. On a more practical level, the solutions allow us to predict how certain plasma parameters, such as pressure and density, evolve with time. An important related question is if the 1D solutions apply, "How does the 3D fluid motion manifest itself in a 1D description?"
In order to simplify this complicated problem, we focus on a simulation run (essentially) without radiation during the stagnation phase. While this simplification is of course unrealistic, it will enable us to better distinguish between the analytic models, as well as provide a simpler background against which to test our ideas.
Although this work focuses on 3D stagnation of wire arrays, our results may be relevant to gas puffs [43] [44] [45] [46] [47] [48] [49] and metallic liners, 50, 51 which also develop 3D structures during the implosion phase. Furthermore, recent simulations 52 highlight the important role that 3D hydrodynamics may play during stagnation of inertial confinement fusion capsules.
The paper is structured as follows. In Sec. II, we analyze our 3D simulation results, providing a qualitative description of flows observed in the stagnating plasma and their effect on plasma properties. In Sec. III, we compare the 3D simulation with its 1D "equivalent." In Sec. IV, we briefly review analytical solutions describing shock and shockless stagnation (the details are given in the Supplementary material 53 ). In Sec. V and VI, we compare the analytical predictions with the numerical results. In Sec. VII, we make a brief comment on the role of magnetic field at stagnation, followed by a summary in Sec. VIII.
II. 3D SIMULATION OF WIRE ARRAY STAGNATION

A. Simulation description
In this work, we focus on a compact (1 cm radius), 1.15 mg, tungsten wire array on the Z pulsed power generator. We use the 3D MHD code ALEGRA-HEDP, 55 run with thermal and radiative transport (single group implicit Monte Carlo) and allowing for separate ion and electron temperatures. ALEGRA uses high-fidelity equation of state tables and electrical conductivity models, 56 and employs an artificial viscosity to capture shocks (physical ion viscosity is not included). The simulation is run with a Thevenin equivalent circuit representation of Z (see Ref. 23 , and references therein), driven with an experimentally determined voltage drive. We only model 7 mm of the full 10 mm axial length of the wire array, for the sake of keeping the number of elements tractable ($1.7 Â 10 6 ). Even so, the simulation is somewhat coarsely resolved, with dr $ 20 lm near axis (graded to 75 lm at r ¼ 2 mm), dz $ 60 lm, and N / ¼ 120 cells in the azimuthal direction.
Rather than simulate the discrete wires, 7, 8, 57 we use a mass inflow boundary condition, motivated and described in Refs. 58 and 59, to model the ablation phase. The idea takes advantage of the fact that the wires play a relatively passive role during the mass ablation phase, acting as stationary mass sources of plasma. In this model, on the cylindrical mass injection surface (located at the wire array's initial radius R 0 ¼ 1 cm) each computational cell continuously leaks out mass, which is then rapidly accelerated radially inwards by the j Â B force. When an amount of mass equal to the wire array mass has been injected onto the mesh, the mass injection ceases.
We allow axial variation in the mass injection rate, to mimic the aforementioned axial instability on the wires. We also allow blocks of N c azimuthally adjacent cells to share the same injection rate, to account for the experimental observation that the mass ablation rate may be azimuthally correlated over several wires. 25, 60 In this simulation, we assume N c ¼ 2 (i.e., in the notation of Ref. 58 , the correlation parameter C ¼ 1.7%), which produced good agreement with experimental backlighting images and radiated power in Ref. 58 . Note that in this work, we only consider the limit where there are sufficient wires that the plasma coronas from adjacent wires touch azimuthally, so that there are no azimuthal gaps on the mass injection surface. Figure 1 presents results of the simulation near the beginning of stagnation, illustrating the precursor mass accumulating on axis, ablated plasma, and the imploding plasma sheath, which sweeps up the ablated plasma. As discussed in Ref. 58 , the plasma forms a complicated 3D trailing mass structure behind the imploding bubbles. Unlike a 2D (r,z) simulation, in which current flows on the front of the bubbles, in 3D, the trailing mass can support considerable current through azimuthal current paths, as seen in Fig. 1(c) , thus leading to reduced growth of magneto Rayleigh-Taylor instabilities (see Ref. 61 , and references therein). Hence, while the imploding plasma is highly inhomogeneous, the lack of gross instabilities enhances the chances of 1D theory being able to describe, in an averaged sense, the 3D plasma stagnation. Finally, we introduce a major simplification by reducing the plasma opacity by a factor of 10 000 near the start of stagnation (t ¼ À2.4 ns, see Fig. 1 ). Thus, while the plasma implosion profile is accurately modeled, we effectively turn off radiation losses during the stagnation phase, the global energy balance of which is shown in Fig. 2 . Note that all 3D simulation results in the paper refer to the same simulation, namely that of a 1.15 mg, 1 cm radius, tungsten wire array.
B. Qualitative description of 3D stagnation
We begin by illustrating the global behavior of the 3D simulation in Figs. 3 and 4 , where we plot radial profiles of density hqi, mass-averaged radial velocity hv r i q , pressure hpi, radial ram pressure hp ram i hqihv r i 2 q , magnetic pressure hp B i hBi 2 =2l 0 , and mass-averaged ion and electron temperature hT i i q and hT e i q . The brackets denote an axial and azimuthal average over a cylindrical surface of constant radius: hÁ Á Ái . For t 0 ns, the plasma pressure and density build up on axis as the kinetic energy dissipates. After this time, as seen in Fig. 4 , the onaxis pressure and density fall, although the kinetic energy continues to dissipate (see Fig. 2 ). During this phase of stagnation, the high-pressure plasma core expands outward, colliding into the imploding plasma, as confirmed by the hv r i q profiles.
While the profiles in Figs. 3 and 4 provide a global description of the plasma, to better understand the 3D behavior, we examine plasma flow in a fixed z plane, as shown in Figs. 1(d) and 1(h) and in greater detail in Fig. 5 . Although this visualization does not discern axial flows, axial kinetic energy remains a relatively small fraction of the total kinetic FIG. 1. Example results from the 3D simulation, illustrating density qðkg=m 3 Þ and current density jjjðA=m 2 Þ at two times (t ¼ 0 corresponds to maximum compression on axis). In (a) and (e), we show a surface of constant density (1 kg/m 3 ). The plane shown in (b), (c), (f), and (g) cuts through the center of the simulation domain. The black horizontal line in (b) and (f) is the z ¼ 3.5 mm midplane, visualized in (d) and (h).
FIG. 2. (a)
Kinetic, internal, Joule, and magnetic energy, as well as J Â B work and total current I, from the 3D simulation. We also show the azimuthal (EKIN-theta) and axial (EKIN-z) components of kinetic energy. Dashed lines represent kinetic and internal energy from the equivalent 1D simuation, discussed in Sec. III. The initial 1D kinetic energy does not include axial and azimuthal components, and is, therefore, smaller than its 3D counterpart. (b) Corresponding powers.
energy throughout most of stagnation (see Fig. 2 ). In Fig. 5 , the red-tipped arrows illustrate velocity vectors tangent to the visualization plane, and the purple contour represents p ¼ 1e12 J/m 3 , characteristic of "high" pressures achieved in the stagnated plasma.
At t ¼ À1.2 ns, the imploding plasma is starting to crush the precursor. Unlike an azimuthally symmetric 1D case, the plasma streams have collided obliquely and off axis (see purple contours), thus partially dissipating kinetic energy while also continuing to implode inward. By t ¼ À1 ns, a hot core has assembled on axis. The core will seek to expand outward, due to its high pressure, but it must overcome two effects: the confining magnetic field and the ram pressure hp ram i of the imploding plasma, which is the force one would feel, for instance, when standing in front of a firehose. Looking at Fig. 3 , the magnetic pressure hp B i is significantly smaller than hpi and hp ram i, so the interplay between the latter two quantities determines core confinement. In Fig. 5 , at t ¼ À1 the ram pressure is sufficient to confine the core (i.e. it is not re-expanding) over nearly its entirety. However, at the white arrow, the local plasma pressure exceeds the ram pressure, leading to plasma expansion. This "outflow" will reduce compression in the core, as well as mix the hot, partially stagnated plasma with the cooler, imploding plasma (see Sec. II D).
By t ¼ À0.8 ns, outflow has developed on the top and bottom of the core. At this point, the flow in the highpressure contour resembles two colliding jets, resulting in high-pressure plasma that escapes out the sides. 62 This flow illustrates the inefficiency inherent in stagnation in the absence of perfect symmetry: Even while kinetic energy converts to internal energy, the stagnated plasma simultaneously tries to expand outward against regions of "low" ram pressure, reconverting its internal energy to kinetic energy. However, at t ¼ À0.6, we see the outflows redirected inwards via multiple collisions with imploding plasma, thus forming vortices that allow outflow to recompress and restagnate.
In Fig. 5 , the purple contour representing the core continuously grows in size, on average. While this growth is partially due to actual plasma expansion (i.e., outflow), primarily, it is due to shock accretion: imploding plasma collides with the core and converts its kinetic energy to thermal energy, thus effectively increasing the mass and size of the core. At t ¼ À0.8 ns in Fig. 5 , we see evidence of shock accretion in the dashed oval, where high-velocity plasma is brought nearly to a stop upon impact with high-pressure plasma. Consequently, the boundary of the core there grows at t ¼ À0.6 ns. We will discuss shock accretion in more detail in Sec. IV A. In the z ¼ 3.5 mm plane visualized in Fig. 5 , the imploding plasma possesses enough symmetry that the core is centered about the axis and precursor plasma. In general, this is not the case, as seen in Fig. 6 , which shows the start of stagnation in the z ¼ 2 mm plane. At t ¼ À2 ns, we see the imploding plasma sheath will stagnate off axis (roughly at the white 'X'). In this more-common, off-axis stagnation, the ensuing flows are significantly more complicated than those seen in Fig. 5 , but exhibit qualitatively similar behavior.
C. c and c eff
We have seen that the hot, dense, "stagnated" plasma is not really stagnant at all, consistent with experimental observation. 28 Due to oblique collisions between streams, outflow of high-pressure plasma, and vortex formation, the plasma core retains significant hydrodynamic motion. To better understand the net effect of the flows on energy transport, as well as to connect to the theories in Sec. IV, we discuss the energy equation (cf. Ref. 63 )
where D=Dt ¼ @ @t þ v Á r is the total derivative and c is the ratio of specific heats, related to the pressure and specific internal energy e through (cf. Refs. 64 and 65)
Also, L represents the net effect of all sinks and sources of energy (e.g., thermal conduction, Joule heating, radiation, viscous heating, etc.) In the special case L ¼ 0, we get the usual adiabatic equation
which is assumed in the theories in Sec. IV. Because L 6 ¼ 0 in general, the range of applicability of the theory is limited. However, in certain cases, even when L 6 ¼ 0, the form of Eq. 
in which case we can still apply the theory, substituting c eff for c. Equation (4) implies
where a denotes a Lagrangian particle and AðaÞ is a constant dependent only on a.
where m i is the ion mass and k b is the Boltzmann constant. An example of c ef f 6 ¼ c is provided in Sec. 6.3.7 of Ref. 66 , which considers a c ¼ 5/3 gas, in the case where T(a) of any given fluid element is maintained constant through external means. Hence, even as the gas expands, dropping its density, T(a) stays fixed. From Eq. (6), we then see that c eff ¼ 1 is appropriate.
D. c eff $ 1 and enhanced thermal transport in 3D simulation
In the 3D simulation, L 6 ¼ 0, but perhaps, is Eq. (4) applicable? Of particular interest is the axis r ¼ 0, where peak density and pressure are attained. If we can describe on-axis plasma with an effective adiabatic exponent c eff , then Eq. (5) implies hpðr ¼ 0Þi / hqðr ¼ 0Þi c ef f . As seen in Fig. 7 , from t ¼ À1 to 0 ns, hpðr ¼ 0Þi increases linearly with hqðr ¼ 0Þi, which implies c eff $ 1 is appropriate on axis. Also, from p ¼ In the absence of energy sources or sinks ðL ¼ 0Þ, the temperature in a plasma with c $ 1.3 (appropriate for tungsten in the core) rises as the plasma compresses, following T $ q ðcÀ1Þ $ q 0:3 . Hence, somehow, the 3D simulation allows temperature on axis to remain fixed rather than rise. One possibility is thermal conduction j, which diffuses heat from the hot core into the cooler, imploding plasma. In this case, the diffusion of heat outwards is balanced by its convection inwards, as discussed in Ref. 64 . The net effect of j is to allow T e in the hot core to penetrate into the imploding plasma a distance l e $ j e qc V;e ðDþv i Þ , where j e is the electron thermal conductivity; c V,e is the electron specific heat at constant volume; D is the core accretion velocity (see Sec. V B), and v i is the velocity of imploding plasma. Using "typical" values in the core (i.e., averaged over a r ¼ 100 lm surface), hqi $ 250 kg=m 3 ; hj e i $ 3e5W=m Á K; hc V;e i $ 9:4e3J=kg Á K; D $ 1:75e5m=s; v i $ 8e4m=s, we find l e $ 0:5lm. Since the effective core size R(t) is roughly several hundred lm (see Sec. V B), l e ( RðtÞ, and thermal conduction is ineffective at transporting heat away from the core. In this discussion, we have focused on the dominant electron, rather than ion, thermal conduction, which is consistent with unmagnetized ions. Indeed, using hBi $ 2600 T; hT e i q $ 1:4e7 K; hT i i q $ 3e7 K; hZi $ 60; hlnKi $ 3:4, we compute X i s ii $ 1e-4; X e s ei $ 0:7. Figure 5 suggests an alternative to j by which temperature on axis remains constant during core compression. Plasma may transport heat convectively, rather than diffusively, through outflow, which allows hot plasma to expand outward, even though on average the on-axis plasma compresses. The outflow and resulting mixing with cooler, imploding plasma result in an enhanced thermal transport, consistent with the relatively uniform T e (r) in the core (see Figs. 3 and 4) . Note that for a compressing plasma, c ef f $ 1 is sometimes used to describe a strongly radiating plasma, which prevents temperature from increasing throughout the plasma. In the 3D case, however, we are claiming c eff $ 1 only near axis. Energy is not lost from the plasma, just transported outwards.
Looking at Fig. 7 , from t ¼ 0 to 0.2 ns, q and p drop, signifying the beginning of core expansion. During this phase, the ram pressure of imploding plasma is insufficient to confine the core, in an averaged sense. As the core expands, pðqÞ again follows a straight line in Fig. 7 , which suggests (i) c eff $ 1 and (ii) hT i þ ZT e i is constant on axis, albeit with a lower value than during core compression. For an adiabatic plasma, T $ q cÀ1 , so for c > 1, we expect T to fall as q decreases. Hence, in order for on-axis temperature to remain constant (i.e. c eff $ 1) during expansion, some heating mechanism must supply energy to plasma on axis. Interestingly, even though a c eff $ 1 plasma prevents the peak temperature from rising during compression, it also maintains temperature on axis during expansion, rather than cooling as in the adiabatic case.
We now consider what mechanism may keep on-axis temperature constant during expansion. In Fig. 4 , T e and T i are now peaked off axis, so jrT will transport heat towards axis. Another possibility is on-axis Joule heating. However, estimates show both these processes are insufficient to offset pdV cooling during expansion. A likely cause for on-axis heating is once again hydrodynamic motion. Looking at Fig. 8 , even though most of the plasma is expanding, we see evidence of "channels" of imploding plasma, which carry hotter plasma from the outer layers directly to the center of the core. These channels supply both internal energy in the form of hot plasma, as well as kinetic energy, which can be dissipated in the core center. The channels are a direct result of the imperfect symmetry.
E. Centrifugal force in 3D simulation
We argued in Sec. II D that complex fluid motion at stagnation allows for enhanced heat transport and thus c eff $ 1, but this is not the only complication introduced by the 3D flows. As seen in Fig. 5 , the lack of symmetry during stagnation can result in azimuthal flow, which may affect the overall momentum balance of the stagnated plasma. Taking the radial component of the MHD equation of motion, q
The first two terms on the right-hand side represent forces due to thermal pressure and radial ram pressure, respectively, while the remaining terms in the bracket are due to 3D asymmetry. We will focus on the centrifugal term qv 2 h =r because of its relative ease of computation; the qv h r @v r @h and qv z @v r @z terms involve potentially spiky derivatives, which may require higher resolution simulations to compute accurately.
In Fig. 9 , we compare centrifugal force hqv 2 h =ri and radial pressure gradient Àdhpi=dr at two times. At t ¼ À0.4 ns, which is during the core compression, the two terms are comparable throughout the core, the radial "boundary" of which occurs at the black vertical line (see Sec. V B for how this is defined). Hence, at this time, the radially outward
FIG. 8. q(kg/m
3 ) and T e (K) in the z ¼ 3.5 mm plane, at t ¼ 0.6 ns. The "channel" illustrates a possible heating mechanism even though the core is, on average, expanding.
centrifugal force is important in resisting the incoming ram pressure. This observation qualitatively agrees with the experimental analysis of Maron et al., 40 who balanced the ram pressure with both thermal and "hydrodynamic" pressure, associated with residual motion in the shocked plasma.
At later time t ¼ 0.8 ns, which is during core expansion, the pressure gradient exceeds the centrifugal force over much of the core (the boundary of which is denoted by the red vertical line). The diminished role of centrifugal force during core expansion is consistent with the fluid motion in Fig. 8 , which does not clearly exhibit the vortices seen earlier. Recall that in Fig. 5 , the vortices formed as a result of outflow being redirected inward by ram pressure of incoming flow. However, as seen in Fig. 4(b) , the ram pressure profile first rises and then falls with increasing radius. As the ram pressure sampled by the core decreases, it will eventually be insufficient to redirect the outflow back inward, and thus, no vortices form.
III. "EQUIVALENT" 1D SIMULATION
To further assess the impact of 3D effects, we now consider a 1D simulation of a plasma with density, radial velocity, and temperature derived from 3D simulation, just before stagnation (we use the t ¼ À1.6 ns profiles in Fig. 3 ). How does the resulting stagnation compare to the 3D simulation? These 1D simulations are not entirely equivalent to the 3D case in that we use a finer resolution (dr $ 1 lm as opposed to 20 lm used in 3D) and also set B ¼ 0; we will comment on these differences later.
In 3D, the imploding plasma may stagnate off axis, so that precursor plasma does not play a critical role in the stagnation. This is not the case in 1D simulations, where perfect azimuthal symmetry demands that the imploding plasma drive a shock into the precursor plasma, which upon striking axis, reflects outwards before a second shock is driven inwards into the precursor. Eventually, at t $ À0.8 ns, the shock reverberation evolves into a single shock traveling through the imploding plasma. In Fig. 10 , we compare 1D and 3D simulations at this time. The 1D simulation clearly illustrates shock structure, and results in a denser, smaller, higher pressure core than in 3D. However, the temperatures achieved are more similar, as shown in Fig. 10(d) .
Figures 11(a) and 11(b) illustrate the time evolution of 1D density and pressure (measured at the shock front), which peak earlier and higher than q and p in 3D (measured on axis). Also, as shown in Fig. 11(d) , the 1D shock radius is smaller than its 3D counterpart (see Sec. V B), consistent with off-axis, oblique collisions in 3D resulting in a larger, more diffuse core.
In both 1D and 3D simulations, eventually, the ram pressure of the imploding plasma is insufficient to confine the 
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high-pressure core, which begins to expands outward, colliding into the incoming plasma. During this phase, the decrease in p and q in the 1D and 3D simulations follow a similar time dependence. Furthermore, as seen in Fig. 10 , at the later time t ¼ 1.2 ns, even the p(r) and q(r) from 1D and 3D look more similar, suggesting that effectively the 3D simulation is becoming more 1D-like. Although the 1D and 3D simulations share similarities during the expansion phase of stagnation, there is also an important difference. Recall from Sec. II C that an adiabatic plasma obeys pðr ¼ 0; tÞ / qðr ¼ 0; tÞ c . In Fig. 7 , we plotted hpðr ¼ 0; tÞi vs hqðr ¼ 0; tÞi from 3D simulation and found that the adiabatic relation is only satisfied using c ef f ¼ 1 6 ¼ c; possibly the hydrodynamic flows in 3D result in enhanced thermal transport, thus violating adiabaticity. However, the 1D simulation does not allow 3D flows, so that if thermal conduction is weak, the plasma in the stagnated core is approximately adiabatic during the expansion phase (at earlier time, the core is repeatedly shocked during the shock reverberation, which, of course, is not an adiabatic process). In Fig. 7 , we plot p(r ¼ 0, t) vs q(r ¼ 0, t) from 1D simulation during core expansion. In contrast to 3D, the adiabatic relation p $ q c is indeed satisfied, with c ¼ 1.33 rather than c eff ¼ 1.
Another difference between 1D and 3D simulations is the efficiency of kinetic energy dissipation. Figure 2 shows that in 1D, 83% of the initial kinetic energy is converted to internal energy during stagnation. Even in 1D, with its perfect azimuthal symmetry, the initial kinetic energy is not completely dissipated, because the core plasma eventually expands into the imploding plasma.
We might expect the kinetic energy dissipation process to be much less efficient in 3D, due to the lack of symmetry in the imploding plasma. Estimating the percentage of kinetic energy converted to internal energy in 3D is complicated by the presence of magnetic field. Not only can B increase the internal energy through Joule heating, it can also add kinetic energy through J Â B work (see Fig. 2 , t < À0.4 ns), as well as remove kinetic energy if the plasma does work on the magnetic field (see t > À0.4 ns). Accounting for these effects, we find that in 3D, from t ¼ À1.4 to 1.6 ns, approximately 66% of the kinetic energy converts to internal energy, which is not drastically lower than in 1D.
We now address the difference in resolution used in 1D and 3D. In 1D, we must resolve the transmitted and reflected shocks driven through the precursor plasma. We found dr $ 1 lm is sufficient, and these simulations appear nearly converged. One might wonder if the 3D simulation also requires such high resolution. However, 3D describes a physically different scenario: in general, the plasma stagnates off-axis, invalidating the picture of shock reverberation through the precursor. Furthermore, the more "messy" stagnation in 3D results in a physically larger core which may not require as high resolution. Indeed, if we increase the resolution from dr ¼ 20 lm to 10 lm, the results are similar, with the peak pressure and density rising by 5% and 8%, respectively, suggesting that 20 lm resolution is sufficient.
Finally, recall that the 1D simulation discussed here is run with zero current. While we can specify initial (q, v r , T) profiles in ALEGRA, no such option exists for specifying initial current density j z (r). We can only affect this profile by allowing the magnetic field to diffuse inward for an arbitrary amount of time before the simulation is started. Hence, 1D simulations initialized with non-zero current will possess a different j z (r) than in 3D, which can result in significant modification to the density and velocity profiles from their 3D counterparts, due to the different j Â B forces. Preliminary results indicate even if the initial j z (r) in 1D is fairly close to that in 3D, the j Â B force, which is necessarily radially inward in 1D, is more effective at accelerating material inwards than in 3D, where material in the trailing mass behind the plasma sheath may evolve towards forcefree structures, 58 so that j Â B is diminished.
IV. SELF-SIMILAR SOLUTIONS FOR COMPRESSION AND EXPANSION OF PLASMAS
Having surveyed the simulations, we now consider a more idealized setting: 1D self-similar solutions. This study will enable us to make quantitative comparison with the qualitative features examined in the Secs II and III. Selfsimilar solutions often provide a good description of the compression and expansion of shocked fluids. As explained in Ref. 67 , this happens because self-similar flow can represent an intermediate asymptotic of a more general flow, the stage which is asymptotically approached when, on the one hand, the early-time details of the flow origination are no longer relevant and, on the other hand, the length scales associated with processes that violate self-similarity are still small compared to the global length scale of the flow. There is a wide variety of ideal-gas self-similar shock solutions for planar, cylindrical, and spherical geometries, which include, but are not limited to, the Sedov's blast wave solution and Guderley's collapsing shock solution. These classical solutions are described in detail in monographs. 64, 66, [68] [69] [70] The original Noh's solution in gas dynamics 54 that we are interested in here, as well as its generalizations, 71 belong to the same family, as explained in Ref. 53 .
After passage of all shock and expansion waves, a different kind of self-similar flow is asymptotically established. It is characterized by homogeneous deformation, which means that the deformation rate tensor @v i =@x k (here the subscripts i ¼ 1, 2, 3 correspond to the axes x, y, z) is coordinate-independent, and hence the fluid motion does not generate any shock or sonic perturbations. At this stage, uniform compression and expansion of the fluid are possible. Shockless self-similar solutions of this kind were first studied in gas dynamics by Sedov, 68 and then generalized for MHD in cylindrical geometry in Ref. 15 .
Here, we present a brief description of solutions of both kinds, referring the reader to the Supplementary material 53 for details.
A. Noh problem and its self-similar solutions Consider a cold (i.e. T ¼ 0) plasma of uniform mass density q i and velocity -v i , which is about to stagnate either upon a rigid boundary in planar geometry, as illustrated in Fig. 12(a) , or to the axis or center of symmetry in cylindrical and spherical geometry, respectively. The Noh problem, while highly idealized, clearly illustrates the interplay between thermal pressure p of the stagnated plasma and the ram pressure qv 2 i of the incident plasma. Consider the imploding gas as composed of a series of fluid particles, as illustrated in Fig. 12(a) . When the first particle strikes the rigid boundary, it comes to a full stop, converting its kinetic energy into thermal energy. Its temperature at stagnation is, therefore,
The particle stagnates after passing a strong shock wave, in which its density increases to
where q p is the pre-shock density, i.e., the imploding plasma density immediately before passing through the shock. From (7) to (8), we find the pressure at stagnation
Since v i equals the mass velocity of the shocked plasma with respect to the cold pre-shock plasma, the speed of the shock wave in the same reference frame equals v s ¼ ðc þ 1Þv i =2. Relative to the stagnated particle 1 at rest, the outgoing shock front propagates at the velocity
Particle 2 then crashes into particle 1, which, being at high pressure, brings particle 2 to a stop, so its kinetic energy is also converted into thermal energy. At this point, as illustrated by Fig. 12(b) for planar geometry, we have a hot plasma core (comprised of particles 1 and 2) bounded by imploding plasma (particles 3 and 4). Despite its high pressure, the core is confined in the sense that velocity is zero there; this confinement is due to the ram pressure q p v 2 i of the imploding plasma. Although the stagnated plasma is not moving, its outer boundary R(t) is nonetheless expanding due to mass accretion at constant velocity dR/dt ¼ D, see (10) , as the imploding particles immediately adjacent to the core collide into and are stopped by the core. At t f ¼ 2 cþ1
, the final fluid element (i.e., particle 4 in Fig. 12 ) has dissipated its kinetic energy, and stagnation is complete. The 1D Noh solution is 100% efficient in 
energy is dissipated. After this time, the hot core will expand outwards through a rarefaction wave, since there is no longer incoming ram pressure to keep it confined.
For planar geometry, the pre-shock density of the cold gas q p is equal to q i , the uniform density of the incident gas at t ¼ 0. In cylindrical or spherical geometry, the imploding gas cannot maintain its flat density profile for t > 0 due to convergence. One can find the pre-shock density profile from the continuity equation
where ¼ 1, 2, and 3 for planar, cylindrical, and spherical geometry, respectively. Noting that at zero temperature the density increase due to convergence does not translate into a pressure increase affecting the implosion velocity, we substitute v ¼ Àv i ¼ constant into (11) and solve the resulting equation with the initial condition q(r,t ¼ 0) ¼ q i to obtain
where r ! Dt. Substituting r ¼ Dt into (12) and using (10), we find the pre-shock density q p ¼ ½ðc þ 1Þ=ðc À 1Þ À1 q i , and therefore, the stagnated density equals
In the planar case, ¼ 1 illustrated in Fig. 12 , q p ¼ q i , and the total compression described by Noh's solution equals the strong-shock compression (i.e. 4 for c ¼ 5/3). For cylindrical and spherical geometry, the total compression equals the strong-shock compression squared and cubed, respectively (i.e., 16 and 64 for c ¼ 5/3).
The density, velocity, and pressure profiles characteristic of the Noh's solution are, therefore, self-similar, presented as
is the self-similar coordinate. Basko et al. 21 treat a similar problem, including radiation losses. As the losses increase, the shocked plasma cannot maintain the high pressure necessary to withstand the ram pressure of the imploding particles. Hence, the core compresses, thus decreasing the shock accretion velocity D (for strong radiative losses, D ! 0). One of the reasons we turn off radiation in the 3D simulation is to observe nonzero D.
The defining condition of the Noh family of solutions is the requirement that the pre-shock plasma is cold. This constraint cannot be removed without the necessity to analyze the plasma flow at t < 0, before stagnation, in which case one has to deal with the Guderley, 64, 66, 69, 70 Rayleigh, 64, 66 or some other gasdynamic problem 72 involving a self-similar compression followed by shock reflection. However, one can remove the requirements 54 that both the velocity and density profiles at t ¼ 0 are flat. Instead, we can assume arbitrary initial power-law profiles
where v > À1 and k > À1 are dimensionless power indices (see Fig. 13(a) ). This generalized Noh problem, which includes the standard Noh solution as a particular case (i.e. v ¼ k ¼ 0), is useful for comparison to simulation. For the sake of simplicity, in (18), (19) , and all equations that follow, we focus on cylindrical geometry, ¼ 2; the planar and spherical case are discussed in Ref. 53 . The shock front initially formed at r ¼ 0 propagates outward (see Fig. 13(b) ), following a power-law trajectory
where t m is a constant, positive time scale. The shock propagation velocity corresponding to Eq. (20) varies with time
The self-similar coordinate is still defined by Eq. (17), where R(t) is now given by Eq. (20) . We can express the self-similar solution of the generalized Noh problem as 
where q m and p m are positive, dimensional constants representing density and pressure scales, respectively (in general q m 6 ¼ q i in Eq. (18)). The spatial profiles of velocity, density, and pressure are specified by dimensionless functions V (g), G(g), and P(g), respectively. To develop intuition for how the spatially varying initial profiles alter the standard Noh solution, we consider the initial ram pressure profile
For v À k > 0, as is the case illustrated in Fig. 13(a) , the initial ram pressure increases with increased radius, and the resulting shock solution is sketched in Fig. 13(b) , with nonzero velocity in the core. Recall that in the standard Noh solution, 54 the initial ram pressure profile is flat (i.e. v ¼ k ¼ 0), and the velocity in the shocked core is zero, cf. Eq. (16), even though its outer boundary is constantly bombarded by the imploding fluid. In the case of v À k 6 ¼ 0, this delicate balance is broken: for increasing ram pressure profile v À k > 0, as in Fig. 13 , the rising p ram felt by the core boundary results in continuous compression of the core, so that v core vðr ¼ RðtÞ À ; tÞ < 0. Consequently the plasma pressure in the core continuously rises. Conversely, for v À k < 0, the initial ram pressure decreases with increasing radius, and v core > 0, i.e., now the diminishing ram pressure felt by the core boundary cannot perfectly confine the core plasma, which expands into the imploding plasma. Hence, even in 1D, it is nontrivial to dissipate all the implosion kinetic energy. While imploding plasma dissipates its kinetic energy as it runs into the shock, simultaneously stagnated core material bounded by the shock front may expand outwards, reconverting its internal energy back into kinetic energy. Global evidence for this behavior was observed in the 3D simulation after t ¼ 0 ns (see Fig. 4 ).
The compression/expansion of the core when v À k 6 ¼ 0 can have a significant effect on its overall behavior. For instance, the shock velocity D is related to the velocity of imploding plasma entering the shock front, vðg ¼ 1 þ Þ, by an approximate relation
and the total compression of a plasma particle from t ¼ 0 till it passes through the strong shock is well approximated by
For v ¼ k ¼ 0, Eqs. (26)- (27) are exact and reproduce (10) and (13) (where the post-shock density q s equals the constant density of the core, q f ). Otherwise the density peaks at the shock front for ðc À 1Þv þ k > 0 and diverges at the axis for ðc À 1Þv þ k < 0. In the former case Eq. (27) estimates the highest plasma density within the core, and in the latter case, as in Fig. 13(b) 
B. Homogeneous stagnation solution
We now consider a shockless stagnation in which plasma compresses uniformly, while converting kinetic energy into internal energy through pdV heating. We discuss the simplest, purely hydrodynamic version of this problem, which may be generalized to include magnetic field, [15] [16] [17] radiation, 18 and angular velocity. 73 As above, we focus on cylindrical geometry. The initial condition at t ¼ Àt i is illustrated in Fig. 14(a) , in which we have sketched the isothermal solution. As in the shock solution, we consider a row of fluid elements imploding towards axis. However, unlike the shock solution, the elements have finite temperature and pressure, and the velocity profile is linear, which is necessary for shockless compression. In Fig. 14(b) , we illustrate the plasma at later time.
Inspecting (19), we note that linear velocity profile would correspond to the value k ¼ À1, which is inconsistent with the shock dynamics given by Eqs. (20)- (21) . Therefore the solutions reviewed here do not belong to the Noh family described in Sec. IV A. Recall that in the shock solution of Sec. IV A, each fluid element travels unimpeded towards axis until it strikes the boundary of the shocked plasma, whereupon its kinetic energy suddenly converts to internal energy. In contrast, in homogeneous stagnation, each fluid element continuously converts its kinetic energy to internal energy, as it does pdV work while compressing the fluid elements in front of it. Hence, as a given fluid element implodes, it gradually slows down (see Fig. 14(c) ), and its temperature constantly rises (at least for thermodynamically stable plasma with c > 1). At t ¼ 0 all fluid particles simultaneously come to rest, signifying the end of stagnation, before expanding at t > 0. Like the Noh solution in Sec. IV A, the homogeneous stagnation converts 100% of the initial kinetic energy into internal energy at the end of stagnation.
The definition of the self-similar coordinate (17) does not change, but now the time dependence of the radial length scale R(t) is not a power law, and cannot be prescribed in advance, as in (20), but rather should be determined from the equation of motion. As a consequence of the linear velocity profile, in (22) we have VðgÞ ¼ g. Hence the self-similar coordinate g has the physical meaning of a Lagrange coordinate of a fluid element, whose radial trajectory can be written as Rðg; tÞ ¼ R f ghðtÞ. Here R f is a characteristic dimensional length scale, for which the outer radius of the plasma column at maximum compression can be chosen. Each fluid element labelled by its Lagrange coordinate g moves according to the same time law h(t), thus allowing all elements to move in unison, as shown in Fig. 14(c) , rather than crashing into each other and forming shocks. As a consquence, unlike in the Noh model described in Sec. IV A, there is no shock accretion, and during the stagnation stage the time-dependent length scale of the problem RðtÞ ¼ R f hðtÞ (28) shrinks rather than grows with increasing time. The governing equations here are the same as in Sec. IV A, ideal-gas equations of continuity, adiabaticity, and motion. But now we seek the self-similar solution in a different form. While Eq. (22) stays the same, with selfsimilar velocity profile given by
the density and pressure are sought in the form
Here q f and p f are on-axis density and pressure at the moment of peak compression t ¼ 0. The functions G(g) and P(g), as in Sec. IV A, represent density and pressure profiles. Equations of continuity and adiabaticity are automatically satisfied by (29)- (31) with arbitrary functions G(g) and P(g). Separation of variables in the equation of motion imposes a single relation between these two functions, which for our stagnation problem can be expressed as
Then the time dependence of the normalized length scale h(t) is found from the equation of motion
where we have denoted
a dimensional constant that plays the role of an effective confinement time, as we will see shortly. Without loss of generality, we can supplement these equations with the initial and boundary conditions
To find a particular solution we have to specify either one of the functions G(g) and P(g) or a relation between them, and the value of c. In this work we focus on the isothermal solution with a flat temperature profile, which implies G(g) ¼ P(g). Then, from (32) and (35), we obtain
Choosing the value of c ¼ 1, which is appropriate for isothermal motion in general and for our 3D simulation in particular, see Sec. II D, we solve (33) to obtain
where the upper and lower signs correspond to implosion (t < 0) and expansion (t > 0) stages, respectively. In (38) , erf(z) is the error function, and erfiðzÞ erfðizÞ=i is real and positive if its argument z is. From Eqs. (29) and (37) we determine the time-dependent slope of the velocity profile:
In Fig. 15 , we plot the normalized trajectory hðtÞ ¼ Rðg ¼ 1; tÞ=R f . The g ¼ 1 fluid element implodes towards the axis at t < 0, gradually slowing down, until at t ¼ 0 it comes to a stop at minimum radius R f . Note that at t ¼ Àt 0 , this fluid particle has reached r ¼ 1.468R f , i.e., it will not compress much further. Hence, as in Ref. 66 , we can roughly identify t 0 as a confinement time, during which the fluid is effectively at rest.
To apply the solution for comparison with our simulation, starting from some initial time Àt i < 0 we specify the initial density on axis q i , initial pressure on axis p i , initial radius R i of the g ¼ 1 fluid element:
the initial velocity of this element:
and the initial ratio of thermal energy to kinetic energy of the plasma:
Here we have used (29)- (31), (36) , and (37) to perform the integration.
During stagnation (i.e. Àt i < t < 0), the kinetic energy decreases in time as lnhðtÞ, but the thermal energy remains constant, equal to p f R 2 f . This peculiarity is unique to the c ¼ 1 case; for c > 1 the internal energy rises while the kinetic energy falls, so as to maintain conservation of energy. Hence c ¼ 1 corresponds to a case in which the internal energy gained as a result of converted kinetic energy is immediately lost from the plasma, for instance through radiation. As seen in Sec. II D, the c ¼ 1 solution is also relevant to on-axis plasma in the 3D simulation, where rapid thermal transport prevents any increase in the on-axis temperature.
We can now invert Eqs. (40)- (42) to solve for the unknowns: R f (minimum radius achieved by the g ¼ 1 fluid element), t 0 (effective confinement time), and h i (from which we can determine the initial time Àt i , via Eq. (38)). Note that the initial time Àt i is not arbitrary, because in this solution we are assuming the stagnation is complete by t ¼ 0. Hence, the time interval t i is the stagnation time, i.e., the time it takes for an imploding plasma parameterized by R i , U i , i to come to a full stop. From Eq. (42) we find
which from (30), (36) determines the peak on-axis density
From Eqs. (40) and (43), we determine the final radius
and from Eqs. (41), (43) , and (45) we obtain
Finally, Eqs. (38) and (43) determine the stagnation time
Note the important role played by i : smaller i (i.e. lower initial pressure) results in deeper compression (Eq. (45)) and higher final density (Eq. (44)), as is reasonable.
V. COMPARISON OF 1D GENERALIZED NOH TO SIMULATION
A. Pre-stagnation profile and caveats
We now investigate if the 1D generalized Noh solution of Sec. IV A can describe aspects of 3D simulation. Recall that this theory requires the density and velocity profiles just before the start of stagnation. In Fig. 3(b) , we see that after t ¼ À1.6 ns, p starts to rapidly increase on axis, signifying the start of stagnation. Hence we take the profiles at t ¼ À1.6, shown in Fig. 16 , as appropriate for input into the theory.
Roughly speaking, the profiles can be divided into two phases. In "phase 1," corresponding to r 0:5 mm, we can fit v $ 0:25; k $ À0:6 (see Eqs. (18) and (19) ), so that v À k > 0. As discussed in Sec. IV A, in this case the increasing ram pressure felt by the core results in continuous compression. In "phase 2," corresponding roughly to r > 0.8 mm, v $ À0:8; k $ 0. Now, due to the decreasing ram pressure, shocked plasma expands into the imploding plasma. Before comparing theory with simulation, we must point out some complications. First, the shock theory described in Sec. IV A assumes a cold (i.e. T i ¼ T e ¼ 0) imploding plasma, whereas here the imploding plasma possesses a finite temperature and pressure, which will reduce shock compression. However, because the Mach number of the imploding plasma is fairly high (!5), we are close to the strong shock limit assumed in the theory.
Second, the shock theory doesn't account for a precursor plasma on axis, which is clearly seen in Fig. 16 . However, as seen in Fig. 6 , in 3D simulation the stagnation usually occurs off axis, so that in the case of a small precursor (as is the case here), the precursor may not play an essential role in determining the stagnation conditions. Hence we will attempt to apply the generalized Noh solution to the 3D simulation, ignoring the precursor on axis.
Third, theory assumes the adiabatic energy equation (3) holds throughout the shocked plasma, with c defined by Eq. (2). However, we have seen in Sec. II D that on axis, in 3D simulation it is more appropriate to use c ef f $ 1 6 ¼ c $ 1:3. Therefore, whereas theory requires only a single value of c, in 3D simulation we must consider 2 values: c eff (which determines p=q c ef f ¼ const on axis) and c (which determines the shock jump q 2 =q 1 ¼ ðc þ 1Þ=ðc À 1Þ at the core boundary). This complication will alter those expressions which depend on c, such as Eqs. (26) and (27) . However, those predictions which are independent of c remain valid.
B. Shock boundary R(t) in 3D
A signature of the shock solution is the continuous growth of the shock boundary R(t). However, we cannot discern a well-defined shock boundary in the averaged profiles in Figs. 3 and 4 . Although we have seen shock accretion-like behavior in Fig. 5 , because the shocks occur at different locations at a given time, the averaged profiles vary gradually.
Recall the intuitive picture behind the generalized Noh problem: plasma stagnates on axis, forming a core of sufficient pressure that it can resist the incoming ram pressure, thus allowing the core to grow through accretion. Although we cannot discern a shock discontinuity in Fig. 17(a) , we notice that the hpðrÞi profile grows in the sense that the radial location of the intersection of hpðrÞi with a fixed value p 0 , which we denote by R p (t), increases with time (i.e., R p satisfies hpðR p Þi ¼ p 0 ). In Fig. 17(a) , we show the location of R p (t) for p 0 ¼ 1e12 J=m 3 , which is on order the incoming ram pressure (see Fig. 16 ). In the absence of a discernable shock, we use R p (t) as a measure of the shock boundary.
In Fig. 17(b) , we plot R p (t) for several values of p 0 . All R p (t) show qualitatively the same behavior, rising rapidly before reaching a stage of linear growth. At late enough time, we see R p (t) saturate. To understand this, recall R p grows through shock accretion: imploding plasma impacts upon the plasma core, converting to stagnated plasma with pressure p s ! p 0 . However, during phase 2, the ram pressure of imploding plasma is decreasing, and since the stagnated plasma pressure p s is on order p ram (see for instance Eq. (9)), eventually, p s < p 0 . At this point, R p can no longer grow: the accreting plasma does not have sufficient pressure to be detected by R p¼p 0 .
The generalized Noh solution predicts RðtÞ / t 1 1þk (see Eq. (20)), which in phase 1 (k ¼ À0.6) implies RðtÞ / t 5=2 . More specifically, the theory yields RðtÞ ¼ 1e18t 5=2 (where R and t are measured in meters and seconds, respectively), shown in Fig. 17(b) . The growth shown in 3D simulation is much faster, and the time dependence is qualitatively different from t
5=2
. Hence, the shock solution does not provide an adequate description of the phase 1 R(t). This is reasonable: during phase 1, in 1D cylindrical geometry a very compact, high density core is formed. In 3D, the lack of symmetry results in a much larger, lower density core, with effectively larger R(t). This is due not only to plasma striking off axis but also plasma expanding through outflows.
At t ¼ À0.8 ns, peak p ram is reached in 3D, and the subsequent decrease in p ram signifies the start of phase 2 (k ¼ 0). For this phase, we expect linear growth in R(t), although we also expect a transition period during which the solution switches from phase 1 to phase 2. Indeed, by t $ À0.6 ns, R p shows linear growth. The shock velocity D ¼ dR p /dt varies slightly depending on the value of p 0 used to define R p (t), but D ¼ 1.75e5 m/s provides a reasonable overall fit. To compare this value to the shock theory, we assume that the plasma is described by a single value of c ¼ 1.32. Plugging (26) yields D ¼ 3.2e5 m/s, considerably faster than the observed value, which is reasonable. As mentioned earlier, theoretical results that depend on c are not accurate, because theory assumes that the plasma can be defined by a single c. However, as seen in Sec. II D, this is not the case, and the lower effective value of on-axis c will result in a lower D.
C. On-axis q(t), p(t), and m(t) in 3D
As mentioned in Sec. V A, the presence of c and c eff precludes the use of theoretical predictions that depend on c. Nonetheless, from Eqs. (20), (23) , and (24), the shock theory allows us to predict how q(t) and p(t) evolve at a fixed value of g ¼ r/R(t). For instance, at the shock front R(t), g ¼ 1 so that qðRðtÞÞ ¼ q m hðtÞ 2v Gðg ¼ 1Þ / t 2v 1þk and pðRðtÞÞ / t 2ðvÀkÞ 1þk . Since these results are independent of c, we expect they remain valid even in the 3D simulation.
Unfortunately, as mentioned earlier, the 3D-averaged profiles in Figs. 3 and 4 do not exhibit a well-defined shock, preventing us from following q(t), p(t) there. Nonetheless, we can clearly define q(t), p(t) at r ¼ 0, corresponding to g ¼ 0. In the approximate analytic solution to the generalized Noh problem, PðgÞ % constant for g < 1, so that p(r,t) is spatially flat in the shocked plasma. In this case, Eq. (24) predicts that at r ¼ 0 (or any r < R(t)), pðr ¼ 0; tÞ / t 2ðvÀkÞ 1þk . In the same analytic approximation, the density profile GðgÞ / g 2½ðcÀ1Þvþk ðvÀkþcÞ , so except for the special case, ðc À 1Þv þ k ¼ 0; Gðg ¼ 0Þ is either zero or infinite. In the case where Gðg ¼ 0Þ ! 1, in 1D simulations, the density on axis increases faster than the predicted t 2v 1þk , as it asymptotes towards infinity. Finite thermal conductivity, not accounted for in theory, will tend to smooth out the density profile G(g), and recover qðr ¼ 0; tÞ / t 2v 1þk . Finally, in the analytic approximation, VðgÞ ' g in Eq. (22) , so v(r) is linear in the shocked plasma. Hence, another comparison we can make is how the slope of the velocity m evolves in time. From (20)- (22), we find mðtÞ / 1=t: (48) As discussed in Sec. V A, the non-monotonic ram pressure profile suggests stagnation will occur in two phases. During Fig. 18 , we compare these predictions to hqðr ¼ 0; tÞi; hpðr ¼ 0; tÞi; mðtÞ from 3D simulation, and find unconvincing agreement. Most likely, the initial formation of the stagnating core in 3D, which involves oblique and off-axis collisions, does not possess enough azimuthal symmetry to be described by a 1D shock.
During phase 2 of stagnation ðv ¼ À0:8; k ¼ 0Þ, shock theory predicts the stagnated plasma expands into the imploding plasma, so that both the pressure and density on axis fall as t À1.6 . As seen in Fig. 18 , these predictions agree much better with the 3D simulation. Unlike phase 1, during phase 2, a fairly "large" (relative to the imploding plasma profile), high pressure core has already formed on axis, allowing the 1D shock theory to be more easily realized.
D. Comparison of generalized Noh to 1D simulation
One might expect the generalized Noh solution to be more applicable to the 1D equivalent simulation, which is free from 3D effects. However, as described in Sec. III, the initial stagnation involves a reverberating shock driven through the plasma precursor. This behavior is beyond the scope of the Noh solution, which only treats a single outward-propagating shock.
Eventually, the shock reverberation transitions to a single shock, and we can apply the theory. By this time (t ¼ À0.8 ns), the compression phase has just completed, and the core starts to expand in response to the decreasing ram pressure, in accordance with phase 2 of stagnation. As seen in Figs. 11(a) and 11(b) , the shock density and pressure in 1D eventually settle onto the t À1.6 solution predicted by the theory. Also, in Fig. 11(c) , m(t) obeys the predicted 1/t solution (48) after a transition period. These observations suggest that after a compression phase that is not described by the generalized Noh solution, both 1D and 3D simulations transit to an expansion phase of stagnation, which is well-described by the theory.
VI. APPLICATION OF HOMOGENEOUS STAGNATION SOLUTION TO 3D SIMULATION
A. c eff $ 1, isothermal homogeneous stagnation solution
As seen in Sec. V C, the generalized Noh solution does not accurately describe the compression phase of 3D stagnation. This discrepancy is not surprising, since in the shock solution, the fluid striking the stagnated core dissipates nearly all its kinetic energy owing to perfect azimuthal symmetry. In contrast, in 3D, the fluid may collide obliquely and off axis, thus resulting in a high pressure core which retains significant residual motion. Furthermore, as seen in Fig. 3(c) , this motion is characterized by a nearly linear hv r ðrÞi q . These properties suggest that the homogeneous stagnation of Sec. IV B may be applicable.
As noted in Ref. 66 , the homogeneous stagnation solution comes in many flavors: the solution can describe plasma that is isothermal, isentropic, etc. To understand what type of solution is appropriate for application to 3D simulation, we plot the total temperature profile hT t i hT i þ ZT e i (computed via hpi hqi Fig. 19 . After a rapid rise on axis due to the initial shock interaction, hT t i spreads outward (which we argued in Sec. II D was due to convective outflow and mixing) while its peak value remains relatively constant. Hence, during the compression phase t 0 ns, the stagnating plasma appears to evolve towards the isothermal solution, with hT t ðrÞi ¼ T 0 , a constant in space and time, approximately equal to its value on axis hT t ðr ¼ 0Þi.
The time independence of T 0 determines the effective adiabatic index c eff as discussed in Sec. II C. From Eq. (6), the temperature increases with rising density as T t / q c ef f À1 . Because T 0 is relatively constant during the compression phase, c eff $ 1, as argued in Sec. II D. Therefore, we will apply the c eff $ 1, isothermal homogeneous stagnation solution to the 3D simulation.
This solution predicts a Gaussian density profile (36) and linear velocity profile (29) . In Fig. 20 , we plot hqi and hv r i q from 3D simulation at t ¼ À1 ns, early in the compression phase of stagnation, along with theoretical fits from the isothermal solution. The agreement is reasonable for r 0:3 mm. Let us see how the theoretical profiles will stagnate compared to the 3D simulation.
Recall from Sec. IV B that to utilize the stagnation solution, at initial time Àt i we must specify R i (see Eq. (40)), U i (41) and i (42). We can determine R i from Eqs. (17), (30) 
where in the second to last equality we have used Eqs. (30) and (31) , with c ¼ 1, to relate the maximum on-axis pressure p f and density q f to the initial pressure p i and density q i . Choosing the initial time Àt i to correspond with À1 ns in the 3D simulation, we obtain from 3D simulation p i ¼ 3:9e12 J=m 3 and q i ¼ 84:2 kg=m 3 , so that i $ 0:3. With the parameters R i ; U i ; i , we can determine how the isothermal, c eff ¼ 1 homogeneous stagnation solution will evolve. From Eq. (46), we determine the effective confinement time t 0 $ 0:236 ns, and, from Eq. (47), we determine the stagnation time t i $ 0:86 ns. We now consider the time evolution of the on-axis density. From Eqs. (30) and (36) the peak compression is assumed to occur at t ¼ 0, a time interval t i after the initial time. We chose t ¼ À1 ns in the 3D simulation as the initial time, and determined t i $ 0.86 ns. Hence, the stagnation solution predicts peak compression will occur at À1 þ 0.86 ¼ À0.14 ns (in the time scale used in the 3D simulation), and we must add this time offset to t(h):
The determination of p(t) follows similarly. From Eqs. (31) and (36) , for a c ef f $ 1 plasma, the on-axis pressure follows pðtÞ ¼ p f =hðtÞ 2 , where peak pressure p f is determined
. Hence, p(t) is determined by ðtðhÞ; pðhÞ ¼ 1:09e14=h 2 Þ, where t(h) is given by Eq. (50) . Finally, to determine the slope of the velocity m(t), we use Eq. (39) to obtain mðhÞ ¼ 4:24e9 ffiffiffiffiffiffiffiffiffi 2lnh p =h. These theoretical predictions qðtÞ; pðtÞ; mðtÞ are compared with their 3D counterparts in Fig. 11 . The duration of the compression phase t i is similar in the 3D simulation and isothermal stagnation solution. However, the latter compresses much more deeply than in 3D, achieving higher density and pressure.
B. c eff $ 1, isothermal homogeneous stagnation with enhanced i
As seen in Sec. II E, during compression, the core plasma exhibits significant centrifugal force, which aids the thermal pressure in resisting compression. Hence, it is reasonable that the 1D isothermal stagnation solution, which only accounts for the thermal pressure, exhibits higher compression than the 3D simulation. In the stagnation solution, the role of thermal pressure is captured by the parameter i ¼ Ð pdV= Ð 1 2 qv 2 dV. As the initial pressure p increases, i increases, and the compression decreases (see Eq. (44)). We surmise that the "hydrodynamic pressure" due to non-radial velocity terms, as discussed in Sec. II E, leads to an effectively higher i , thus decreasing peak compression.
Let us consider an enhanced value of i ¼ 0.55 while keeping R i ¼ 0.267 mm and U i ¼ À3.9e5 m/s, the same as in Sec. VI A. The enhanced i results in lower peak density 3 . Also, the effective confinement time t 0 ¼ 0.37 ns is enhanced, and the stagnation time t i ¼ 0.7 ns is slightly reduced. Consequently, the time offset discussed in Sec. VI A is modified to À1 þ 0.7 ¼ À0.3 ns, resulting in
In exactly the same way as before, we determine q(t), p(t), m(t), which are illustrated in Fig. 18 . The enhanced pressure associated with i ¼ 0.55 results in much better agreement with the 3D simulation.
Although the stagnation solution with enhanced i is able to describe the compression of on-axis plasma, it cannot completely describe the dynamics of the stagnating core. In particular, the homogeneous stagnation assumes a hydrodynamically "isolated" plasma, with a fixed amount of internal and kinetic energy. In contrast, in 3D simulation, the stagnating core is constantly bombarded by imploding plasma, which adds internal and kinetic energy into the core as it accretes on the boundary, just as in the shock solution. Consequently, while the homogeneous stagnation describes the compression on axis for t À0.3 ns, during this same time interval, the shock solution better describes the growth of the core boundary, as seen in Fig. 17(b) and discussed in Sec. V B. Hence, comparison of 1D theory to 3D simulation can be tricky: different theories may simultaneously describe different aspects of the plasma.
VII. ROLE OF MAGNETIC FIELD AT STAGNATION
In Ref. 40 , the authors argue from experimental considerations that the magnetic pressure p B is not important in the overall pressure balance at stagnation, which is dominated by p and p ram . Figures 3 and 4 support this claim, with b ¼ p 0 =p B;0 $ 5, where p 0 and p B,0 are the peak plasma pressure and magnetic pressure, respectively, at a given time. The core only carries a fraction of the full current, with the remainder flowing in the imploding plasma. For instance, at t ¼ 0.4 ns, the core (defined by R p¼1e12 ) only carries 6 MA of the full 11 MA. We emphasize that b ) 1 probably does not hold in strongly radiating systems, which cannot sustain high core pressures. Furthermore, lower pressure results in higher compression and higher p B / 1=r 2 . Returning to the radiation-free case, we now consider how B affects the two solutions used to interpret the 3D simulations. First, the homogeneous, isothermal stagnation considered in Sec. IV B can be generalized to the ideal MHD equivalent by adding an azimuthal magnetic field B h . [15] [16] [17] This field further compresses the plasma relative to the B h ¼ 0 case, by an amount determined by b. For b $ 5, the additional compression is very small relative to the B h ¼ 0 case, so we do not introduce significant error by ignoring B h .
Regarding the shock solution, we may also generalize to the ideal MHD case, as done by Velikovich et al. 71 Whereas in the B h ¼ 0 case, an unshocked fluid element travels towards axis with a constant velocity, in the B h 6 ¼ 0 case, the fluid element accelerates inwards. However, looking at Fig.  3(c) , the flat portion of the velocity profile rises very little with time, so the acceleration is not significant over the relatively short stagnation time.
Finite B h will also modify the shock solution by reducing the shock compression, as is well known (cf. Ref. 74 ).
To estimate the reduction, we require the plasma beta in the unshocked plasma b 1 ¼ Here, u 1 is the velocity of the imploding plasma in the frame of the expanding shock, and c s1 is the sound speed in the imploding plasma. In the phase 2 imploding plasma, which is when the 3D simulation exhibits the shock solution, M $ 11; b 1 $ 0:3; c $ 1:3 are typical values. For these values, the shock jump q 2 =q 1 $ 4:5, while in the equivalent B h ¼ 0 case, q 2 =q 1 $ 7:3. Hence, finite B h can definitely reduce the shock compression. However, we do not expect this to significantly alter our conclusions.
Finally, during the short (<3 ns) time interval during which plasma stagnates on axis, we do not see the gross development of MHD instabilities in the core. This observation is consistent with an estimate of the MHD instability time R=v A $ 1:3 ns, where R is the core radius and v A is the Alfven velocity at r ¼ R.
VIII. CONCLUSION AND DISCUSSION
In this work, we investigated the connection between 3D MHD simulation, which may realistically model the plasma but can be difficult to physically interpret, and 1D theory. In particular, we focused on two 1D stagnation solutions: a strong shock scenario based off the Noh solution (Sec. IV A) and a homogeneous (i.e. shockless) stagnation (Sec. IV B). Comparison between 1D theory and 3D simulation is nontrivial due to 3D spatial non-uniformity. For instance, we cannot observe a clear shock boundary in the axially and azimuthally averaged 3D profiles, due to the shock occurring at different locations at a given time. Nonetheless, the time evolution of axially averaged, on-axis density q and pressure p, as well as the slope of the radial velocity profile, m, are useful for comparison to theory. Furthermore, the axially and azimuthally averaged pressure profile provides a reasonable estimate of the shock radius R p (t) (Sec. V B).
These metrics suggest that in 3D stagnation, the initial accumulation of material near axis does not possess sufficient azimuthal symmetry for the 1D shock solution to be realized in a global sense. Relative to the "equivalent" 1D simulation in Sec. III (which does exhibit a well-defined shock), the offaxis, oblique collisions in 3D result in a larger, lower density core with significant residual kinetic energy. The agreement of on-axis q(t), p(t), m(t) with the homogeneous stagnation solution through the compression phase (t 0 ns) suggest the residual radial kinetic energy near axis is transformed to internal energy in a nearly shockless fashion. However, this solution must be modified to account for the additional effective pressure (i.e., centrifugal force) and enhanced thermal transport driven by vortical flow in the core.
Once the on-axis density reaches its maximum at t ¼ 0 ns, the stagnated plasma expands outward into the imploding plasma. The resulting decrease in on-axis q,p,m, as well as the growth in core boundary R p (t), qualitatively agree with both the analytic shock solution and the equivalent 1D simulation. Recall that during the initial phase of stagnation, imploding plasma jets collide obliquely, resulting in complicated flows that are difficult to describe in 1D. However, later in time (t > 0 ns), a high-pressure core has formed on axis, and the imploding jets collide with the core rather than each other. Such a core-jet interaction is better suited to 1D shock analysis. This behavior, combined with decaying vortical motion in the core, leads to improved agreement between 3D simulation, 1D simulation, and shock theory. However, during this time, we still cannot ignore the 3D nature of the flow: unlike the equivalent 1D simulation, in 3D, the core does not cool during expansion, which we postulate is due to "channels" of plasma that carry heat and kinetic energy to the core center (Sec. II D).
In conclusion, 1D stagnation solutions are useful in interpreting and understanding 3D simulation, despite the highly inhomogeneous flows observed there. In turn, 3D simulation enlightens our usage of 1D theory: the 3D flows suggest enhanced thermal transport as well as effectively enhanced pressure, due to centrifugal forces.
Even within the confines of this restricted study (i.e. no radiation loss), many possibilities exist for future study, including the role of axial flow (essentially ignored here), as well as the mechanism by which the vortices dissipate. Furthermore, the shear flows observed in Figs. 5 and 8 , combined with large Reynolds number (Re ¼ ul/ i $ (2e5 m/s)(4e-4 m)/(1e-6 m 2 /s) $8e7) suggest the core is fertile ground for turbulence, which will affect pressure balance through the Reynolds stress tensor (see Refs. 75 and 76, and references therein). However, the resulting small length scales (e.g., Taylor microscale $l= ffiffiffiffiffi ffi Re p $ 5e-8m) are beyond the scope of these simulations, which use 20 lm zoning to remain tractable.
In this work, we focused on a specific wire-array configuration of fixed radius (1 cm), mass (1.15 mg), and material (tungsten). It remains for future work to generalize to different array configurations, as well as see how our conclusions change when we allow radiation loss. Nonetheless, we have achieved a deeper understanding of large-scale flow at stagnation that will be helpful in understanding 3D stagnation in wire arrays, and possibly other high-energy-density systems. Furthermore, we hope that the metrics developed here for comparison between 3D simulation and theory may be extended to experiments in which the radiative losses are low. For instance, measurement of the pre-stagnation density and velocity profiles determine the unknowns v and k required by the shock theory. We could then compare the evolution of onaxis density during stagnation with shock theory ðqðtÞ / t 2v 1þk Þ, as well as the shock radius growth ðR p ðtÞ / t 1 1þk Þ.
represents the amount of magnetic, kinetic, or internal energy in the system at a given time. The rate at which the water level in a given bucket varies is determined by the flow of water into and out of the bucket through the connecting pipes, which represent energy conversion mechanisms. In this way, we can visualize the flow of water from the spigot to the magnetic energy bucket, which then flows into the kinetic energy bucket during the implosion phase. At stagnation, the kinetic energy converts into ion and electron internal energy, which is then radiated away. We now examine each phase of the above process in more detail.
The spigot (i.e., generator) supplies Poynting flux to the system. The Poynting theorem, combined with the MHD Ohm's law E þ v Â B ¼ g j yields
