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ABSTRACT
Quantum Hall effect(QHE) is not only important from fundamental physics point of view
but also it provides the international resistance standard. Therefore, it has a direct im-
pact on the whole electronics industry in terms of reaching the ultimate precision in any
application. Achieving QHE at higher currents near the breakdown regime is crucial for
improving the resistance standard. Graphene seems to be a good candidate for the resis-
tance metrology towards better precision and wider application under less strict conditions
due to its unique electronic properties. In this thesis, we first investigated the breakdown
of the QHE in mechanically exfoliated single layer graphene samples on SiOx substrates.
We found that the breakdown emerges as a gradual increase in the longitudinal resistivity
rather than an abrupt jump. We have also observed that the deviation of the Hall resistance
with current remains very small until an abrupt increase around jx = 5A/m. The expo-
nential dependence of the conductivity on the current is attributed to impurity mediated
inter-Landau level tunnelling of carriers. As a second study, graphene samples were sus-
pended and electrically characterized at temperatures ranging from room temperature to
20 mK at magnetic fields between 0-12 Tesla. Various techniques were developed to fabri-
cate suspended devices and treated them to reach ultra-high cleanliness. These techniques
lead us to produce devices with charge mobility values in excess of 106 cm2V −1s−1. We
observed that in these devices, the minimum conductivity around the Dirac point can ex-
ceed the theoretically predicted value of 4e2/pih. In such monolayer graphene devices,
quantum Hall filling factors ν = 0,±1 can also emerge in the magneto-transport mea-
surements in addition to the expected 2(2n+1) plateaus. The presence of these plateaus
in these ultra high quality suspended samples indicate the lifting of the valley and spin
degeneracy.
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ÖZET
Kuantum Hall etkisi uluslararası direnç standartını olus¸turması nedeniyle temel fizik açısın-
dan oldug˘u kadar uygulama açısından da çok önemlidir. Elektronik endüstrisine en yük-
sek hassasiyete eris¸imi belirlemek gibi dog˘rudan önemli bir etkisi vardır. Kırılma rejimine
yakın akımlarda kuantum Hall etkisine ulas¸ılması direnç standartının gelis¸tirilmesi açısın-
dan büyük önem tas¸ımaktadır. Grafen kendine has elektronik özelliklerinden dolayı daha
esnek kos¸ullar altında direnç metrolojisindeki yüksek hassasiyet ve genis¸ uygulama alanı
açısından iyi bir aday olarak görülmektedir. Bu tezde ilk olarak, SiOx attas¸lar üzerinde
mekanik ayrıs¸tırma yöntemi ile elde edilmis¸ tek katman grafen örnekler üzerinde kuan-
tum Hall etkisinin kırılması incelenmis¸tir. Boyuna direncin ani olarak artıs¸ından ziyade
kademeli olarak arttıg˘ı gözlenmis¸tir. Ayrıca akım yog˘unlug˘unun 5A/m deg˘erine kadar
Hall direncindeki sapmanın çok az oldug˘u bu deg˘erden sonra ani bir artma oldug˘u gözlen-
mis¸tir. I˙letkenlig˘in akım üzerindeki üstel bag˘lılıg˘ı tas¸ıyıcıların kirlilik aracılıklı Landau
seviyeleri arası bir tünellemeye atfedilmis¸tir. Bu tezde ikinci çalıs¸ma olarak, grafen örnek-
ler askıda bırakılarak oda sıcaklıg˘ı ve 20 mK sıcaklıkları arasında, 0-12 Tesla manyetik
alan aralıg˘ında elektriksel karakterizasyonları yapılmıs¸tır. Asılı grafen aygıtların üre-
timi ve ultra saflık düzeyinde temizleme süreçleri gelis¸tirilmis¸tir. Gelis¸tirilen tekniklerle
yük hareketlilikleri 106 cm2V −1s−1 nin üzerinde deg˘erlere ulas¸an aygıtların üretilmesi
bas¸arılmıs¸tır. Bu aygıtlarda grafenin Dirac noktası civarındaki en düs¸ük iletkenlig˘inin ku-
ramsal olarak öngörülen 4e2/pih deg˘erinin altına inebildig˘i gözlenmis¸tir. Ayrıca gerçek-
lestirilen manyeto-tas¸ınım ölçümlerinde tek katman grafende beklenen 2(2n+1) kuantum
Hall dolum faktörlerinin yanı sıra vadi ve spin yozlas¸masının ortadan kalkması sonucunda
ν = 0,±1 dolum faktörlerinin belirginles¸tig˘i saptanmıs¸tır.
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Chapter 1
INTRODUCTION
1.1 Motivation
While graphene as a single sheet of carbon atoms arranged in a honeycomb structure has
been studied theoretically since 1947 [8], it was long thought to be unstable at any finite
temperature due to the thermodynamic instability of two-dimensional crystals [9]. Since
its first experimental realisation[10], surprisingly isolated on SiOx surface by scotch tape
method, graphene has attracted tremendous interest as a truly 2D system that allows the
study of effectively massless Dirac Fermions arising from its unique electronic band struc-
ture. Before investigation of graphene, the experimental study of the two dimensional
electron system (2DEG) system has been realized by confining carriers in semiconduc-
tor structures, such as GaAs-AlGaAs High electron mobility transistor (HEMT), silicon
metal oxide semiconductor field effect transistors (Si-MOSFETs), or quantum wells. The
studies on these low dimensional electron systems have produced remarkable discover-
ies in quantum physics. One of the most prominent phenomena is the integer quantum
Hall effect (IQHE) discovered by von Klitzing, Dorda, and Pepper in 1980[2]. The ba-
sic observation of this effect is that the Hall resistance of a 2DEG is quantized in units
of h/e2, with h the Planck’s constant and e the elementary charge at low enough tem-
peratures in the presence of high enouugh magnetic fields. Striking feature underly-
ing this effect is an universal macroscopic quantum effect, which is independent of the
material system in which the 2DEG system is realised. Therefore, the quantized Hall
resistance of the QHE has been used as an international resistance standard with very
high precision (relative error better than one part in billion) [11]. The resistance quan-
tum RK = h/e2 = 25812.807... Ω was named as the von Klitzing constant and he was
awarded the 1985 Nobel prize in physics for this discovery. In the quantum Hall regime,
the longitudinal resistivity ρxx approaches zero (no dissipation in the bulk of the system)
near the filling factors ν = nsh/eB, with ns being the areal electron density of the 2DEG
system and B the magnetic field. The quantum Hall states can persist until the Hall cur-
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rent I reaches a critical value of Ic. Above these values, ρxx increases suddenly from zero
and Hall resistivity starts deviating from it quantized value, system becomes dissipative
and this phenomenon is called the electrical breakdown of the QHE[12, 13]. Transport
near the breakdown regime is generally referred as non-equilibrium transport. The break-
down of the QHE has attracted great interest within the scientific community from both
a fundamental science and a metrology point of view. In order to perform high precision
measurements, the sample current should be as high as possible due to the high signal to
noise ratio but below the critical limit where the QH conditions survive. Graphene is con-
sidered to be a good candidate for the quantum hall resistance metrology towards better
precision and wider application under less strict conditions such as high temperatures, low
magnetic fields[14] due to its unique electronic properties. Experimental results on the
precision measurements so far indicate that the precision in RK can be improved[15–24].
Therefore, the breakdown of the quantum Hall effect in graphene needs to be better under-
stood. First motivation of this thesis is to investigate non-equilibrium transport properties
of graphene in narrow graphene hall devices in which the microscopic inhomogeneities
can play a critical role on the QHE breakdown.
The second motivation of this thesis is dedicated to fabrication and experimental study
of high quality suspended devices[25–29]. In order to probe the interesting quantum trans-
port properties close to the charge neutrality point where the interactions are not screened
out due to the substrate, samples need to be current annealed[30] which eventually pro-
vides very low inhomogeneity fluctuations in the carrier density (δn . 109 cm−2) leading
observation of interesting phenomena that might occur at the Dirac point.
2
1.2 Structure of the Thesis
In this thesis, we present the charge transport measurements on successfully characterized
graphene based nanostructures in particular on the graphene Hall-bars & free standing
graphene sheets in the quantum Hall regime.
A brief summary for each of the following chapters can be given as;
Chapter 2 introduces the basic concepts of 2DEG systems and Graphene in terms
of electronic properties and follows with examining classical and quantum Hall effects
in generic two-dimensional electron gases. We present unique electronic properties of
graphene as a consequence of its extraordinary band structure. Finally, we introduce
the edge transport picture of a confined quantum Hall system in the Landau-Büttiker
formalism which provides an alternative explanation for the quantum Hall effect.
In chapter 3 we give a summary of the earlier works on the breakdown of the quantum
Hall effect for 2DEG systems and subsequently in graphene. Then, phenomenological
description and some of the physical models proposed for the breakdown of the quantum
Hall effect in two dimensional electron systems are included at the end of the chapter.
In Chapter 4 fabrication of the graphene based devices (Hall-bars, suspended sheets)
before the measurements are described. The recipes and process parameters of each fab-
rication step are provided in detail. Finally, we present the experimental measurement
techniques and set-ups that have been utilized to characterize the charge transport proper-
ties of graphene.
Chapter 5 focuses on the nonequilibrium transport results of graphene Hall devices on
SiOx substrates in the quantum Hall regime. The results are interpreted as the strong vari-
ation of the breakdown behaviour throughout the sample due to the randomly distributed
scattering centers that mediates the breakdown of the quantum Hall effect.
Chapter 6 is dedicated to the characterization and quantum transport measurements
of high quality suspended graphene samples with introducing an effective annealing tech-
nique we developed.
Chapter 7, experimental results on the thermo-pressured-cycled ultra clean high qual-
ity suspended graphene are presented. The observation of an insulating behaviour near
the charge neutrality point after the thermo-pressure cycle, is discussed through the con-
ductance fluctuations of a weakly disordered ultra clean graphene sheet with strong short-
range potentials which results in localization via inter-valley backscattering.
Chapter 8 summarizes the presented work.
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Chapter 2
BASIC CONCEPTS
In this chapter, we first investigate the importance of two dimensional electron gases
(2DEG) in terms of their electronic transport properties. We first extract the significant
quantities such as density of states, Fermi energy and Fermi momentum, and review clas-
sical and quantum Hall effects in these electron systems.
Later, we focus on graphene lattice structure and electronic properties, and investigate
its transport behaviour under a perpendicular magnetic field. We discuss the differences
between the quantum Hall effects in usual 2DEGs and graphene and try to understand its
significance through examples.
2.1 Two Dimensional Electron Gases (2DEG)
In order to study the electrons confined in two dimensions, we first start with Schrödinger
equation for a free particle. In this section, we mostly follow Michael Marder’s Con-
densed Matter Physics book [31]. Assuming the periodic boundary conditions in x and y
directions which have the lengths Lx and Ly respectively, we obtain:
− ~
2
2m
∇2Ψ(x, y, z) = EΨ(x, y, z)
Ψ(x, y, z) = Ψ(x+ Lx, y, z) = Ψ(x, y + Ly, z)
⇒ Ψ(x, y, z) = 1√
LxLy
eikxx+ikyy =
1√
A
ei
~k.~r
(2.1)
, where A = LxLy is the total area of the region which confines the two dimensional
electron gas and constitutes the boundary for single electron wavefunctions. According
to our chosen periodic boundary condition, we have a restriction on our ~k vector, and
therefore the electron energy:
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kx =
2pi
Lx
nx & ky =
2pi
Ly
ny, nx, ny = 0,±1,±2, ...
E~k =
~2~k2
2m
=
h2
2m
(
nx
2
L2x
+
ny
2
L2y
) (2.2)
Since the indices nx and ny quantize the energy, according to the Pauli Exclusion Princi-
ple, only two electrons with up and down spins can occupy the same energy state. Now, if
we consider N non-interacting electrons in this model at zero temperature, we must fill the
energy states E~k starting from the lowest energy state and successively putting the others
in the higher energy levels up to a certain cut-off wave vector kF which is called Fermi
wave vector. In the k-space, therefore, we have points in 2-dimension which are separated
by 2pi/Lx in the x-direction and 2pi/Ly in the y-direction. Since we have only one point in
the area 2pi
Lx
2pi
Ly
= (2pi)
2
A
, we have A
(2pi)2
states per area. Dividing this expression by the area
and multiplying it by 2 to include spin degeneracy, we obtain the density of states (DOS),
which is independent of area and the wave vector, and only depends on the dimension of
the theory. Density of states basically tells us how many states are available in a given
small area/volume/hypervolume (depending on the dimension) ddk which eventually help
us to evaluate many useful quantities related to the free electron system. For instance, we
can evaluate the sum of an arbitrary function F (~k) which depends on the wave vector:
∑
~k
F (~k) = A
∫
ddkD(~k)F (~k)
D2D(~k) =
1
2pi2
(2.3)
, where A can be a length, area, volume or hypervolume, depending on the dimension d
in which we are working in.
Now, we want to calculate energy density of states which tells us how much the den-
sity of available states changes with energy. Since any arbitrary function F (~k) is also a
function of energy F (E~k), we can evaluate the same summation as:
∑
~k
F (E~k) = A
∫
dED(E)F (E) (2.4)
However, using the equation in (2.3), we obtain:
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∑
~k
F (E~k) = A
∫
d2kD(~k)F (E~k)
= A
∫
dE
∫
d2kD(~k)δ(E − E~k)F (E)
(2.5)
Comparing (2.4) and (2.5), we arrive at:
D(E) =
∫
d2kD(~k)δ(E − E~k) (2.6)
Now, we can calculate the energy density of states from the above equation using the
polar coordinates where the differential area is d2k = 2pikdk:
D(E) =
∫
2pikdk
1
2pi2
δ(E − E~k)
=
1
pi
∫ ∞
0
kdE
dk
dE
δ(E − E~k)
(2.7)
, where k =
√
2mE
~ and
dk
dE
= m~2k =
√
m
~
√
2E
. Therefore, we have:
D(E) =
1
pi
∫ ∞
0
dE
m
~2
δ(E − E~k) =
m
pi~2
(2.8)
This result shows us that in two-dimension, density of states does not vary with energy
and always stays constant unless another subband energy state is occupied. Each energy
level contributes to the density of states with equal amount, and at sufficiently low tem-
peratures and in the ground state, density of electron states can be reduced in the material
to very low values. [32].
2.2 Classical and Quantum Hall Effects in 2DEG
This section serves to give a summary of electronic transport in two dimensional electron
gases under perpendicular magnetic field. First, we treat electrons as classical point par-
ticles and solve for the equations of motion for a single electron. Then, we treat electrons
as quantum particles which obey Schrödinger equation, and obtain the energy eigenvalues
for a single electron.
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2.2.1 Classical Hall Effect
In this subsection, we write an Hamiltonian for an electron under a perpendicular mag-
netic and parallel electric field, and solve it first classically, and subsequently quantum
mechanically.
Under a magnetic field, canonical momentum ~p transforms into ~p− q
c
~A, where ~A is a
vector potential and q is the charge of the particle which is −e in our case [33]. We also
add a parallel electric field in order to study the electrical transport of a single electron, as
well.
H = 1
2m
(
~p+
e
c
~A
)2 − eΦ
L = 1
2
m~˙r2 + eΦ− e
c
~˙r. ~A
(2.9)
In equation 2.9, both Hamiltonian and Lagrangian of the model is given [34]. Us-
ing Euler-Lagrange equation, we can obtain the equation of motion for this system.
First of all, we define our coordinate system. Magnetic field is perpendicular to the xy-
plane, along the z axis, and electric field is in the x axis. Therefore, ~A = Bxjˆ and
Φ = − ∫
c
~E.d~r = − ~E.~r where ~E = Exiˆ + Ey jˆ. Replacing these into the Lagrangian in
2.9, we obtain:
L = m
2
(x˙2 + y˙2 + z˙2)− eExx− eEyy − e
c
By˙x (2.10)
Now, using the Euler-Lagrange equation stated as d
dt
( ∂L
∂x˙i
) − ∂L
∂xi
= 0, where i = 1, 2, 3
indexes the three Cartesian coordinates, we obtain the equations of motion as follows:
d
dt
(∂L
∂x˙
)
= mx¨ &
∂L
∂x
= −eEx − e
c
By˙
d
dt
(∂L
∂y˙
)
= my¨ − e
c
Bx˙ &
∂L
∂y
= −eEy
d
dt
(∂L
∂z˙
)
= mz¨ &
∂L
∂z
= 0
(2.11)
Equating left and right hand sides in each line, and setting the electric field to 0 for sim-
plicity, we obtain three equations regarding the motion of a single electron, two of which
are coupled to each other. Furthermore, we do not need to worry about the last equation
since we have no motion in the zˆ direction. Therefore, the equations of motion and their
solutions are as follows [35]:
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mx¨ = −e
c
By˙ & my¨ =
e
c
Bx˙
⇒ x(t) = x0 −Rsin(ω0t+ φ)
y(t) = y0 −Rcos(ω0t+ φ)
(2.12)
, where ω0 = eBmc is the cyclotron frequency of the electrons in the circular orbit, x0 and y0
are the center of the motion and φ is just a phase depending on the initial conditions. This
effect is called Hall effect and a result of the Lorentz force in classical electrodynamics.
In Figure 2.1, a schematics of classical Hall effect is shown.
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Figure 2.1: A charged particle orbiting in a circle due to the Lorentz force and a typical
experimental setup for the measurement of classical Hall effect[1].
Then, we study the electrons under both a perpendicular magnetic field and a paral-
lel electric field which drifts the particles throughout the two dimensional electron sheet.
We start by writing the equations of motion introduced in Equation 2.11 in matrix nota-
tion with the electric field components included. Also, we introduce a dissipative force
−m
τ
(x˙iˆ+ y˙jˆ) which accounts for the electrons random scatterings throughout the conduc-
tor, and acts like a frictional force since it depends on the velocity [35]. Here τ stands for
the average time between the two successive scatterings of the electrons.
m
(
x¨
y¨
)
=
(
−eEx − ec y˙B − mx˙τ
−eEy + ec x˙B − my˙τ
)
(2.13)
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In steady state, however, x¨ and y¨ are going to be zero, and we assume so in order to study
the equilibrium case in the conductor. Dividing the both sides by m
τ
, we obtain:
(
x˙+ eB
mc
τ y˙
y˙ − eB
mc
τ x˙
)
= −eτ
m
(
Ex
Ey
)
(2.14)
Recognizing ~J = nq~˙r and multiplying both sides with qn where q = −e and n is the
electron density inside the conductor, and replacing eB
mc
with ω0 we get:
(
Jx + ω0τJy
Jy − ω0τJx
)
=
e2nτ
m
(
Ex
Ey
)
(2.15)
Now, if we define σ0 = e
2nτ
m
and write this expression like a matrix equation, we obtain:
1
σ0
(
1 ω0τ
−ω0τ 1
)(
Jx
Jy
)
=
(
Ex
Ey
)
(2.16)
Here, we obtain an equation in the form of ~E = ρ ~J , where ρ is the resistivity tensor
and the whole equation resembles the Ohm’s law. Indeed, it reduces to the Ohm’s law
V = IR if B = ω0 = 0. However, due to the magnetic field, there is a Hall component
in the perpendicular direction. Now, if we invert the resistivity tensor, we obtain the
conductivity tensor σ = ρ−1:
ρ =
(
ρxx ρxy
ρyx ρyy
)
=
1
σ0
(
1 ω0τ
ω0 1
)
σ =
(
σxx σxy
σyx σyy
)
=
σ0
1 + ω20τ
(
1 −ω0τ
ω0τ 1
) (2.17)
It is worth to place some remarks here about the resistivity tensor. First of all, if we
look at the off-diagonal Hall components of this tensor, we realize that they are inde-
pendent of the average time between the scatterings of the charge carriers, which means
the resistivity that the electrons are subject to are immune to the dirt and sample specific
properties which are projected on τ . Whatever the properties of the material, one always
measures the same resistivity for the samples which have the same electron density and
are subject to the same magnetic field, since ρxy = −ρyx = ω0τσ0 = Ben .
One other remark about the two dimensional classical Hall effect is the fact that the
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Hall resistivity and the Hall resistance are indeed the same quantities, although resistance
generally depends on the geometry of the sample. Hall resistivity is defined as the division
of the voltage drop between the Hall contacts and the current passing through the sample,
RH =
V⊥
I‖
. Since V⊥ equals to LEy and I‖ = LJx, we obtain RH =
Ey
Jx
= ρxy. Therefore,
the resistance which we usually measure in the laboratory is the same as the resistivity
which is independent of the dimensions of the sample.
Finally, Hall measurements are essential in the semiconductor industry since one can
extract the type of the dominant charge carrier in a material and also measure the mobility
of the sample.
2.2.2 Quantum Hall Effect
Quantum Hall effect was discovered in 1980 by Klaus von Klitzing and his co-workers
[2] by observing constant plateaus rather than a monotonic increase in the Hall resistance
with increasing magnetic field, as we discussed in the previous section. The special thing
about his sample was that the electrons were confined in a very narrow region in a high
quality Si-MOSFET transistor. Therefore, the sample was closer to a "2D" electron gas
approximation and it was possible to observe this interesting effect in very low tempera-
tures (4 K) and high magnetic fields.
Quantum Hall effect is a result of the formation of discrete Landau energy levels in
the 2DEG. It is easy to show that the electron energy levels are discretized by replacing
the momentum and position variables in the Hamiltonian given in Equation 2.9 with their
operator counterparts:
H = 1
2m
(
~ˆp+
e
c
~A
)2 (2.18)
, where ~ˆp→ −~2
2m
~∇ and ~A = Bxˆjˆ where xˆ is the position operator. Now, we just solve the
Schrödinger equation:
(
1
2m
(
~ˆp+
eB
c
xˆjˆ
)2)
ψ = Eψ[
1
2m
(
pˆxiˆ+ pˆy jˆ +
eB
c
xˆjˆ
)2]
ψ = Eψ[
pˆx
2
2m
+
1
2m
(
pˆy +
eB
c
xˆ
)2]
ψ = Eψ
(2.19)
In the last line in Equation 2.19, since the operator pˆy commutes with the whole Hamilto-
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nian, we can replace it by its eigenvalue which is ~ky. By leaving the xˆ operator alone in
that expression and using ω0 = eBmc , we obtain:
[
pˆx
2
2m
+
e2B2
2mc2
(
xˆ+
c~ky
eB
)2]
ψ = Eψ
⇒
[
pˆx
2
2m
+
1
2
mω20
(
xˆ+
~ky
mω0
)2]
ψ = Eψ
(2.20)
This is just usual harmonic oscillator Hamiltonian whose potential energy is shifted by
− ~ky
mω0
[33]. Its energy eigenvalues, therefore, are given by:
En = ~ω0(n+
1
2
) (2.21)
Until now, we proved that energy levels for electrons under a magnetic field is quan-
tized in the half-integers of ~ω0. A remark about this calculation is that energy is only
dependent on the integer index n, but the wavefunction of the electrons depends on both n
and wave vector k. Therefore, we expect a degeneracy for each Landau level. In order to
calculate this degeneracy, we assume that the shift in position x − ~ky
mω0
stays in the sample
size where the sample size is L× L:
0 < − ~ky
mω0
< L (2.22)
However, we know that ky can only take the values 2piL ly, where ly is an integer, due to the
quantization. By explicitly writing the value of ω0:
0 < −2pi~ly
mL
mc
eB
< L ⇒ −eBL
2
hc
< ly < 0 (2.23)
Here, L2 = A is the sample area and therefore Φ = BA is the total magnetic flux through
the sample. Since, ly indexes the number of available states, and it can be at mostN = eΦhc ,
we have:
N =
Φ
(hc/e)
=
Φ
Φ0
, Φ0 =
hc
e
(2.24)
As a good approximation, number of the states available is the ratio of the total magnetic
flux passing through the sample to the flux quantum Φ0.
Now, we can calculate the conductivity of the sample in quantum Hall regime. When
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n-Landau levels are filled, and there are n Φ
Φ0
number of states available since each Landau
level contributes to the number of states by Φ
Φ0
, total charge in the sample is going to be
Q = −en Φ
Φ0
. From the Lenz’ law, we know that
∮
C
d~l. ~E = −1
c
∂Φ
∂t
where ~E is the electric
field parallel to the contour and Φ is the total magnetic flux. Using ~j⊥ = σxy ~E‖, we
obtain:
1
σxy
∮
C
d~l. ~j⊥ =
−1
c
∂Φ
∂t
⇒ ∂Q
∂t
= −σxy
c
∂Φ
∂t
⇒ σxy = −c∂Q
∂Φ
Q = −en Φ
Φ0
⇒ σxy = nec
Φ0
∂Φ
∂Φ
σxy = n
e2
h
(2.25)
Since the integral on the left hand side in the first line equals to the rate of change of the
charge encapsulated by the contour C, we obtain σxy = −c∂Q∂Φ in the second line. Then
using the charge expression Q = −en Φ
Φ0
, we were able to derive the quantization of the
Hall conductance. Figure 2.2 shows the quantization of the Hall resistance.
Figure 2.2: Integer quantum Hall effect: The quantized Hall plateaus assosiated with vanish-
ing longitudional resistance as a function of magnetic field[2].
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2.3 Graphene
Graphene has attracted an enormous attention due to its physically rich and interesting
nature. First of all, before graphene, all the two dimensional electron gases were formed
by confining the conduction carriers through band-gap engineering. These were enough
to neglect the electron motion in the third dimension, however, no one was ever able to
realize a truly two dimensional electron gas in the literature. First, Andre Geim and Katya
Novoselov isolated a long-thought [8] two dimensional graphite sheet in 2004, which then
let them won a Nobel prize in physics in 2010 [10].
In this section, we start to study graphene by introducing its lattice structure and de-
riving the energy dispersion relation of the charge carriers with respect to momentum.
Then, we show that, at low energies, its charge carriers obey the massless Dirac equation,
which in fact makes the graphene special. Finally, we discuss the quantum Hall effect in
graphene and its anomalous sequence in comparison to usual the quantum Hall effect.
2.3.1 Energy Dispersion Relation in Graphene
Graphene lattice consists of carbon atoms arranged in a honeycomb lattice which is ba-
sically a hexagonal lattice with a basis. Since the honeycomb lattice is not a simple one,
two carbon atoms in the basis are inequivalent to each other. Therefore, we convention-
ally label the sublattice atoms as A and B which have their own lattice translation vectors.
This difference between two sublattice atoms lead two different reciprocal lattice points
as well, namely K and K’ points [3]. In Figure 2.3, graphene lattice in real space and
reciprocal space are shown.
Figure 2.3: a) Honeycomb lattice of graphene with sublattices A and B. b) Reciprocal lattice
of graphene with K and K’ points.[3].
In order to obtain the energy dispersion relation of graphene, we use tight-binding
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model approach. Only considering the nearest-neighbour hopping, Hamiltonian for the
graphene electrons is given as follows:
H = −t
∑
<i,j>
aˆ†i bˆj − t
∑
<i,j>
bˆ†i aˆj (2.26)
, where the operators aˆ and bˆ annihilate, and aˆ† and bˆ† create electrons at the sites A and
B, respectively. Since there are three different ways to go from i to j, rather than carrying
the sum over all sites i and j, we carry the sum over each lattice site and the three different
configurations.
H = −t
3∑
j=1
∑
i
aˆ†i bˆi+j + bˆ
†
i aˆi+j (2.27)
Now, we take the Fourier transform of each operator and replace each operator in
Equation 2.27 with their Fourier expansions. Our Fourier transform convention is as
follows:
aˆi =
1√
N
∑
k
aˆke
−i~k.~ri & aˆk =
1√
N
∑
i
aˆie
i~k.~ri (2.28)
Replacing the Fourier expansion in Equation 2.27 and defining the difference ~ri− ~ri+j as
∆j we obtain:
H = −t
3∑
j=1
∑
k
aˆ†kbˆke
−i~k.~∆j + bˆ†kaˆke
i~k.~∆j
= −t
∑
k
aˆ†kbˆk
( 3∑
j=1
e−i
~k.~∆j
)
+ bˆ†kaˆk
( 3∑
j=1
ei
~k.~∆j
) (2.29)
If we call the summationHba = −t
∑3
j=1 e
i~k.~∆j , we obtain:
∑
k
Hbaaˆk
†bˆk +H∗babˆ
†
kaˆk =
∑
k
Hbaaˆk†bˆk + h.c.
H =
∑
k
(
ak
† bk
†
)( 0 Hba
H∗ba 0
)(
ak
bk
) (2.30)
As a result, the off-diagonal elements of the Hamiltonian are given by Hba and its com-
plex conjugate, while diagonal elements which only shift the energy levels set to zero
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for convenience. Therefore, the energy dispersion of the graphene can be calculated by
solving the eigenvalue equation:
E = ±
∣∣∣Hba∣∣∣ & Hba = −t(e−i~k.~∆1 + e−i~k.~∆2 + e−i~k.~∆3) (2.31)
From the honeycomb lattice geometry, we recognize the vectors ~∆1, ~∆2 and ~∆3 as −a2 iˆ,
a
2
(ˆi +
√
3jˆ) and a
2
(ˆi − √3jˆ), respectively. After taking the absolute value of Hba, we
obtain the energy dispersion relation as:
E(k) = ±t
√
3 + 2 cos(
√
3kxa) + 4 cos(
√
3
2
kxa) cos(
3
2
kya) (2.32)
A sketch of energy dispersion relation is shown in Figure 2.4.
Figure 2.4: Dispersion relation of graphene with the low-energy, gapless Dirac cones.
In this figure, we realize that the energy vanishes at two points, ~K = (kx, ky) =
( 4pi
3
√
3a
, 0) and ~K ′ = (k′x, k
′
y) = (− 4pi3√3a , 0). If we expand the dispersion relation around
these points, we arrive at the Hamiltonian:
H = vF~p.~σ (2.33)
This Hamiltonian shows at low energies and charge carriers in graphene act like massless
Dirac fermions and are able to show relativistic phenomena such as Klein tunneling [3].
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2.3.2 Resistance peak at Charge Neutrality Point
The linear dispersion relation which was shown in previous subsection actually leads
to the unique electronic properties of graphene. Intersecting of valance and conduction
bands at charge neutrality point (Dirac point) results with no band gap. This may seem
to be an obstacle for transistor applications, However this property provides an ambipolar
field effect where the carrier concentration can be tuned between the two carriers (electron
& holes). This field effect can be induced and controlled by applying gate voltage, VG
through a layer of dielectric (bottom or top gate). Applied electric field via gate voltage
tunes the Fermi level EF as[3];
EF = ~VF
√
pin (2.34)
where n corresponds to the charge carrier concentration.
V >0
G
V <0
G
E
F
-E
F
CNP
V
DIRAC ≡ CNP
Figure 2.5: The resistivity of graphene on SiO2 substate as function of charge carrier con-
centration at room temperature. Carrier concentration and the carrier type are controlled by
applying back gate voltage which tunes the Fermi level. Insets: Graphene Hall bar device
(Sample-CYG5-Hall) on SiO2 substrate and schematic of the energy-momentum dispersion
in Graphene. Dashed horizontal lines indicate the tuned Fermi level by applied gate voltage,
VG. Up and down cone regions corresponds to electron and hole branch, respectively.
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The tuned carrier concentration by applying gate voltage through the SiOx gate can
be estimated through the parallel capacitor model as;
n = α(VG − VCNP ). (2.35)
where α corresponds to the gate capacitance per unit area divided by elementary charge;
n =
0rVg
te
(2.36)
where 0 is the vacuum dielectric constant, r is the relative dielectric permittivity of the
gate insulator, e is the elementary charge and t is the insulator thickness. The resistance
becomes maximum when the Fermi level lies at the Dirac point (Charge neutrality Point)
and decreases by applying positive or negative gate voltage (tunes the Fermi level). In
an ideal graphene, Fermi level is expected to be located at 0 gate voltage, VG = 0. In
real samples, charge impurities can dope the graphene and leads to shift in the Dirac
point position either at negative (electron doping) or positive (hole doping) gate potentials.
Fig. 2.5 shows the graphene resistivity as a function of carrer density. Charge carrier
mobility for high densities (away from the Dirac point) can be calculated from the Drude
formula for the diffusive transport as;
µ =
σ
en
(2.37)
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2.3.3 Quantum Hall Effect in Graphene
Figure 2.6: Quantum Hall effect in graphene is shown as the Hall conductance (σXY , red)
in the steps of 4e2/h starting from 2e2/h. Note that the longitudinal resistiviy ρxx(green)
exhibits peaks when the Fermi level crosses a Landau Level. Adapted from Ref. [4]. Inset:
Schematic of a graphene Hall bar with a typical 4 Probe measurement configuration.
When first quantum Hall measurements were utilized on graphene, physicists ob-
served an interesting ν = 2, 6, 10, ... = 4(n + 1/2) sequence, which is deviated from
its expected sequence ν = 4, 8, 12, ... = 4n for a material which has both spin and valley
degeneracy. The 1/2 shift in the sequence turns out to be a result of the Dirac nature of the
charge carriers in graphene. Since, the charge carriers in graphene obey Dirac equation
rather than Schrödinger equation, we observe a half-degenerate zero Landau level and it
causes the observed shift in the Hall sequence.
If we carefully, calculate the Landau levels in Dirac equation, one arrives at the energy
levels as follows:
E = ±
√
2e~BnvF 2 ≈ 36 meV
√
nB, n = 0, 1, 2, 3, ... (2.38)
, where n = 0 results in an allowed energy level of 0. However, in the solution of
Schrödinger equation as derived in Equation 2.21, n = 0 produces a non-zero energy
level.
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This difference actually leads an anomalous quantum Hall sequence in graphene [4].
In Figure 2.6, the anomalous sequence is shown.
Graphene’s linear DOS is splitted into various Landau levels where the spacings are
not equidistant as 2DEG[Fig. 2.7]. The first spacing between the Landau levels is larger
than 100 meV at 10 T which leads to the appearance of the quantum Hall effect even at
room temperature[14].
E
E
a)
b)
Localized Extended
Figure 2.7: Comparison of the Landau Level (LL) spectrum. Electron branch (blue), hole
branch ( red). Localized states are illustrated by shaded regions where the extended states are
filled regions. a) Equidistant LLs for conventional 2DEG systems. b) LL separation follows
a square-root behaviour in monolayer graphene.
In an ideal system the Landau levels are infinitesimal delta peaks however those are
broadened due to the impurities, temperature, e.g. When the Fermi level lies between lo-
calized states, longitudinal resistance vanishes since these states can not carry the current,
and transversal resistance is quantized. As the Fermi level rises, electrons fill the next
available states in the next Landau level where these extended states can carry the cur-
rent. Thus, the longitudinal resistance does not vanish and the Hall resistance increases
linearly with the carrier density. This process can be evaluated as a transition between the
localized and extended states.
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2.4 Edge channels in a quantum Hall Conductor
Quantum Hall effect can be explained by the Laughlin picture which involves the lo-
calised and delocalised states of the Landau bands and the gauge invariance properties
of the system[36]. Another common way to describe the transport in the QHE effect is
the edge state picture [Fig. 2.8(a)]. For the magneto-transport measurements, the samples
are usually shaped into Hall bars and the edges provide lateral confinement to the 2DES.
The confining potential results in an upward (downward) bending for positive (negative)
Landau levels. When one Landau level intersects with Fermi level in a quantum Hall con-
ductor, a pair of chiral edge states are created at both the upper and lower edges, which
together act as an effective one dimensional channel [Fig. 2.8(c)]. Total number of these
edge channels in the system equals to the number of Landau levels below the Fermi level.
Only the edge channels can contribute the carrier transport in the quantum Hall regime.
In a classical picture, those states are described by skipping orbits with the radius of lB
[Fig. 2.8(b). In the QH plateau regime, the electron states at the Fermi level are localized,
and the scattering length is much larger than the magnetic length lB, Thus, the backward
scattering ( electrons are scattered from the right-going states at the upper edge into the
left-going electron sates at the lower edge, or vice versa) probability approaching zero
leads to a transmission rate of one, and a reflection rate of zero. The backward scat-
tering changes the transmission rate T of each edge channel. This transport mechanism
is well described by the Landauer-Büttiker formalism that treats every channel with a
corresponding transmission coefficient T and each contact with a reflection coefficient
R.[37–39].
In this model, each channel carries a current of I = e
h
∆µch, where ∆µch = µ2 − µ1
gives the difference of the electro chemical potential of the two current leads. Then,
M of the edge channels carry a current of I = M e
h
∆µ Considering the edge channel
conduction, the potential at each of the contacts µi (i = 1 − 6) can be used to derive
the longitudinal and Hall resistance. In Figure. 2.8(a) Charge carries injected through
contact (1) with potential µ1 move to contact (4) via (2) and (3). No current is extracted
at contacts 2) and (3) therefore the potential remains unchanged (µ1 = µ2 = µ3). Same
situation holds for the other edge where (µ4 = µ5 = µ6). There exist only one high and
one low potential edge then the current is given by;
I =
e
h
ν(µ1 − µ4) (2.39)
where ν is the filling factor, which corresponds to the number of edge channels. Since the
electrons injected via (1) do not reach (5) or (6), the longitudinal and Hall voltage can be
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Figure 2.8: a) Scheme of the conduction via edge states (lines with arrows) in a Hall bar
geometry in the quantum Hall regime. b) Electron transport in the edge channel picture,
skipping cyclotron orbits at the boundaries equivalent to the edge channels in a 2DEG with
finite size. c) Energy profile due to the confinement of the system in y direction where y1 and
y2 are y coordinates of the lower and upper edge of the Hall bar, respectively. Filled circles
represent the filled electron states. Intersection of the Fermi energy with the LLs leads to 1D
edge channels at the edges of the 2DEG.
written as;
eVxx = µ3 − µ2 = 0 and eVxy = µ3 − µ5. (2.40)
Thus, the corresponding resistances are;
Rxx = 0 and Rxy =
h
e2ν
(2.41)
In General Hall resistance is the ratio of the potential at opposite edges to the current;
RH =
∆µ
e
M∆µ e
h
=
h
Me2
=
RK
M
(2.42)
For graphene M = 2(2N + 1) = 2, 6, 10.. is given by the number of occupied Landau
levels and we get the right quantization for N = 0, 1, 2.. level indexes. When the Fermi
level is shifted through a higher Landau level an additional channel is added to the system.
21
Chapter 3
BREAKDOWN OF THE QUANTUM HALL
EFFECT IN 2DEG
Shortly after the discovery of the quantum Hall effect [2], the physical limits of this effect
in various conditions such as sample mobility, temperature and bias current were widely
investigated in two dimensional electron gas (2DEG) structures [5]. In this chapter, first
we will try to give an overview of the earlier works on the breakdown of the quantum Hall
effect both in GaAs based 2DEG systems and graphene, respectively. A phenomenolog-
ical picture without addressing the physical process that causes the the breakdown of the
QHE will be discussed. Finally, We will shortly present widely used breakdown mecha-
nisms in the literature.
3.1 A brief overview of the earlier works on the break-
down of the quantum Hall effect.
First of the depth study was made by Ebert et al. in 1983 and he found an abrupt onset
of longitudinal voltage upon increasing bias current but only a smooth one by increasing
the temperature[12]. The breakdown of the quantum Hall effect, which is observed as the
abrupt increase in the longitudinal resistance with an associated loss in the quantization
of Hall voltage is the major obstacle against improving the precision of the electrical
resistance standard. It turned out that the most important parameters for the accuracy are
temperature and current biasing. In the middle of 1980’s, it has been observed a relatively
high critical current densities (10 times higher) in narrow constrictions (1 µmwide, 10 µm
lenght) compared to wide samples by Bliek et al. [40]. Later, it has been showed that the
breakdown occurs after a certain travelling distance of the electrons and attributed to a
heating effect that accumulates along the sample. Even when the current higher than
critical current value Ic passing thorugh a Hall bar device, the longitudinal voltage Vx
along the 2DES can remain as non-dissipative for the region close the electron-injection
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corner, but evolves to exhibit well defined breakdown characteristics as the distance from
injection corner increases[41, 42]. Another Striking features of the breakdown are its
width and length dependence on the sample geometry. It has been found that for low-
medium mobility samples (105 − 106 cm2/V s) the critical current depends linearly on
the width however, for medium-high mobility samples (106 − 107 cm2/V s) the critical
current follows a sub-linear trend over the sample width.[43–47]. Therefore, edge channel
transport in Büttiker’s formalism2.4 can not be in general applicable in the breakdown
regime. Moreover, for the Hall voltages exceeding the Landau gap, the tunnelling from
filled Landau level to next higher empty Landau level is pronounced, then the current
starts to spread into the two-dimensional bulk which leads to breakdown of the QHE[6].
This has been observed with narrow samples and with a pronounced inhomogeneity[48–
50].
Kaya et al. showed that the evolution of breakdown of the quantum Hall effect along
a macroscopic constriction on a GaAs/AlGaAs 2DEG heterostructure where breakdown
occurs as a longitudinal voltage drop only after a certain travelling length of the electrons
in the constricted area in which the current becomes over critical[51]. Moreover, it has
been also showed that the reverse process where hot electrons injected into an under-
critical sample area cooled down after a travelling length and the QHE is recovered[52,
53]. Although a comprehensive model that explains all the experimental results on the
breakdown of quantum Hall effect is still missing, the proposed models provide insight
to different aspects of the breakdown. Some of these models are intra [12] and inter
[6] Landau-Level transitions, electron heating [54–56], impurity mediated tunneling and
relaxation of the electrons [51, 52, 57] and electron phonon interactions [58, 59].
Graphene is a two dimensional conductor which has linear energy-momentum disper-
sion and much larger Landau-level (LL) separation than GaAs based 2DEG for the same
magnetic field [4]. This promises obtaining more precise quantization of the Hall resis-
tance, or under less strict conditions such as higher temperatures [14] or lower magnetic
fields. Therefore, graphene is a good candidate for the quantum Hall resistance metrology
towards better precision and wider applications. A relative uncertainty of a few parts per
billion (bpp) in the quantized resistance,
RK = h/e
2 = 25812.807... Ω (3.1)
can be achieved in GaAs based Hall devices [60, 61]. Early attempts in exfoliated graphene
yielded a relative uncertainty of 15 parts per million (ppm) in the quantized resistance
limited by the high contact resitance togerther with a low bias current before the break-
down of the quantum Hall effect occured[62]. Since then the measured uncertainty of
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RK in the graphene based samples has been improved. Exfoliated monolayer and bi-
layer graphene samples yielded 0.5 ppm on SiOx surface [15] and 6 pbb on GaAs surface
[16]. Recently, 0.3 ppb accuracy has been achieved in a large area epitaxial graphene
Hall device [17, 18]. Direct comparison of the resistance quantum in epitaxial graphene
and in GaAs 2DEG has shown no difference within the relative standard uncertainty of
8.6 parts in 1011 [19]. High-accuracy quantum Hall resistance measurments in epitaxial
grotwh graphene have also been recently produced by a number research groups[20–23]
and even in a cryogen-free table top system in the presence of relatively low (below 5T)
magnetic fields[24].
There is sufficient evidence that graphene can improve the precision in RK and for
this, the breakdown of the quantum Hall effect in graphene needs to be better under-
stood. The physical mechanisms for breakdown of the quantum Hall effect in graphene,
has been experimentally studied in a few publications. Singh et al. found the critical
current in monolayer graphene around 1 A/m and interpreted the results as the presence
of disorder-induced broadening of Landau levels and inhomogeneous charge distribu-
tion [63]. Guignard et al.[15] found the critical current values less then 1 µA in bilayer
graphene samples and interpreted the results through the enhanced inter-Landau- level
scattering, assisted by large local electric fields in the presence of charged impurities. On
the other hand, a significantly higher breakdown current density of 8 A/m has also been
observed in exfoliated monolayer graphene and it has been related to the high energy
loss rates of hot carriers which is order of mangnitude shorter than the conventional two
dimensional electron gas system[64]. In this work, the bootstrap-type electron heating
model proposed by Komiyama and Kawagucchi[56] has been modified according to the
graphene and a critical breakdown field is predicted as;
Ec = jcρxy =
√
4B~wc
ηeτe
, (3.2)
where η = 4 for graphene (two fold spin and valley degeneracy and τe is a characteristic
electron- phonon energy relaxation time. It was found that τe ∼ 3 ps is ∼ 30 times
smaller than GaAs which play an inmportant role in determing the high critical breakdown
current. It was also predicted that in monolayer graphene the breakdown currents could
be as high as 43 A/m. Soon after, remarkably high critical current density jc = 43 A/m
at 23 T has been observed in polymer gated epitaxial graphene samples in which resulting
critical current values scale with the magnetic field as Ic ∝ B3/2[65] consisted with the
studies and early experiment results[60, 66–68] on the 2DEG systems predicted by the
breakdown models[6, 56].
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Considering all the results, further work necessary in particular for the detailed under-
standing of the microscopic processes in the quantum Hall effect breakdown.
3.2 Current distribution and the electrical breakdown of
the quantum Hall effect
Since the quantum Hall effect[2] is observed at liquid helium temperatures for the con-
ventional 2DES, a sufficient increase in temperature certainly causes the breakdown of
the effect. Here, we will discuss only the electrical breakdown of the quantum Hall ef-
fect. When the sample current is increased, the quantum Hall plateaus and the regions of
ρxx = 0 starts to shrink[66, 69]. This shrinking is shown in Fig. 3.1(a) at filling factor
ν = 2, when the current is increased from 5 µA to 50 µA for this GaAs based 2DEG sam-
ple. The quantum Hall effect breaks down, if the current exceeds a critical value. When
this happens, the quantum Hall plateaus disappear simultaneously, and at the correspond-
ing magnetic field values the ρxx has finites values (ρxx 6= 0). This breakdown behaviour
can also be observed in the current-voltage (I- V) characteristics of the quantum Hall de-
vices as shown in Fig. 3.1(b) for ν = 2. When the sample current exceeds the critical
current Ic, a sudden increase of Vxx (or longitudinal resistance,ρxx) by several orders of
magnitude occurred and leads to the breakdown of the QHE.
The conductance of two-dimensional systems in the presence of high magnetic fields
had been evaluated from the theoretical point of view by Ando[70–73] and Gerhardts[74,
75] in the middle of seventies by taking a Kubo-formalism into consideration for homo-
geneous systems with short-range scatters. Here the transport was regarded in a local
picture by assuming the entire system involved in the charge transport. One of the first
theoretical works depending on the same idea was able to explain some of the exact prop-
erties of the Hall conductivity in the the 2DES in strong magnetic fields leading that the
σxy should be exactly the integral multiple of e2/h when the Fermi energy lies in the
localized regime[76]
As we discussed earlier, in the presence of magnetic filed, the electric transport prop-
erties of the 2DES are determined by conductivity ( or resistivity] tensors σ̂ ( or ρ̂). For
a homogeneous system, the components ρxx and ρxy of the resistivity tensor are indepen-
dent of the position inside the 2DES and define the relation between the electric field ~E
and the current density ~j according to ;
~E = ρ̂.~j (3.3)
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Figure 3.1: Breakdown of the quantum Hall effect in GaAs based 2DES. a) If the current
exceeds a critical value, quantum Hall effect breaks down as the Hall plateaus disappear and
ρxx shrinks and has a finite values. b) I-V characteristics of the QH device. For the critical
current Ic the longitudinal voltage Vx increases by several orders of magnitude rapidly rather
than a gradual transition. Figures adapted from Kaya, Nachtwei, von Klitzting, 1998.
Although, all the considerations are purely phenomenological which can not address the
physical process responsible for the sudden increase of ρxx, phenomenologically it is
possible to show how the breakdown evolves. In the ideal case of the QH regime, the
tensor components of ρxx and ρxy can be given as;
ρxx = 0, ρxy = h/ie
2. (3.4)
As the current flows only in the x-direction, the y-component of the current density is
always zero jy = 0, and the tensor relation ~E = ρ̂.~j then forms as;(
~Ex
~Ey
)
=
(
0 h
ie2
− h
ie2
0
)(
jx
0
)
=
(
0
− h
ie2
jx
)
(3.5)
The Hall angle Θ is defined as the angle between the Hall field and the current direction.
As shown in Fig. 3.2(a), in the quantum Hall regime the electric Hall field is perpendicular
to the current flow direction, hence the interior power dissipation per unit area is zero:
δPi
δA
= ~j. ~E =
(
jx
0
)
.
(
0
− h
ie2
jx
)
= 0 (3.6)
The current flows without dissipating in the sample interior when the Hall angle is
Θ = 90◦. Because of the voltage distribution, shown with "-" and "+" signs, the equipo-
tential lines have to cross through the diagonally opposite corners of the Hall bar. At these
corners the Hall angle is Θ 6= 90◦, so that dissipation takes place and leading strongly con-
fined hot spots[77]. Thus, the total power dissipation is not zero (Pt = ρxyI2) and occurs
only at the hot spots. It is obvious that ρxx is several order of magnitude smaller than
ρxy in the quantum Hall regime for the current densities below the breakdown current
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Figure 3.2: Schematic view of a Hall bar realized through a 2DES under QH conditions.
a) The Hall angle Θ is 90◦, all dissipation occurs near the current contacts not in the sample
interior in the QH regime where jx < jc. b) The Hall angle is Θ < 90◦, and the dissipation
occurs partially in the sample interior in the breakdown regime where jx > jc. Full, dahsed
lines correspond to equipotential lines. Figure is adapted from[5].
densities (j < Jc). As a result, the total dissipation is significantly high in contrast to the
dissipation occurred in the sample interior. Hence, the breakdown of the quantum Hall
effect can be described as a rapid increase in longitudinal resistance by several orders of
magnitude ρxx > 0 and ρxy ∼= h/ie2 if the current density exceeds the critical value,
j > jc. Above the critical current density, an onset of the dissipation in the inner area can
be observed due to the non-vanishing component of the electric field, ~Ex in the current
flow direction. Eventually, the Hall angle deviates from 90◦ in the interior of the sample
Fig. 3.2(b) and internal dissipation occurs. Tensor relation becomes;(
~Ex
~Ey
)
=
(
ρxx ρxy
−ρxy ρxx
)(
jx
0
)
=
(
ρxxjx
−ρxyjx
)
(3.7)
In the sample interior, the dissipated power per unit area then;
δPi
δA
= ~j. ~E = ρxxj
2
x. (3.8)
This internal dissipation over the entire sample can be evaluated as Pi = ρxxj2xLSD/w
and the total dissipation power including the dissipation near the contacts PH = ρxyI2,
then;
Pt = PH + PI = (ρxxLSD/w + ρxy)I
2. (3.9)
There is no ρxx term in the latter term, because ρxx  ρxy holds even for the breakdown
of the QHE (ρxx. ≈ 1 − 2 kΩ, ρxy ≈ 6.45 − 25.8 kΩ for the filling factors 4 ≥ ν ≥ 1).
Using the ρxy/ρxx = tanΘ, relative dissipation of the sample interior can be defined as;
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Pi
Pt
= [tan(Θ)w/LSD + 1)]
−1 =
(
ρxy
ρxx
w
LSD
+ 1
)−1
≈ ρxx
ρxy
LSD
w
. (3.10)
Final equation provides a useful experimental criterion for the definition of the break-
down in Hall bars[5]. There exists a pre-breakdown regime in which ρxx increases slightly
before the QHE breaks down[12]. The threshold value ρthxx which corresponds to a certain
Hall angle Θ or a limit of relative dissipation in the sample interior, should be chosen well
above the pre-breakdown values, typically of the order of a few Ω.
3.3 Physical Proposals for the breakdown of the QHE
The Critical Hall filed of the QHE breakdown in the experiments varies from sample to
sample (strongly depends on the local inhomogeneities[12, 13, 15, 63, 78–81] and most of
the models try to explain the sudden onset (which is absent in graphene) of the breakdown.
We will shortly present widely used breakdown mechanisms in the literature.
Quasi-elastic inter-Landau-level scattering
Eaves et al.[6] proposed a simple mode based on quasi-elastic inter-Landau-level scatter-
ing (QUILLS). Main idea of breakdown of the quantum Hall effect through the QUILLS
process is based on the electron tunnelling process from highest occupied to the lowest
unoccupied Landau level in the presence of strong Hall fields. The strong Hall filed bends
the Landau level and associated wave function, φn(y− y0) corresponding to highest filled
Landau level can overlap with an empty state, φn+1(y − y0′) of the next Landau level.
This leads to the tunnelling of the electron from n− th Landau level to the (n + 1)− th
Landau level [Fig. 3.3].
This tunnelling is being enhanced dramatically by the Landau level bending due to the
external strong enough electric field leading to the breakdown of the QHE. If the spatial
extent of the oscillator wave function Φn is given by the classical amplitude of motion as
An = (2n+ 1)
1/2lB. The overlap condition determines the critical field EC as ;
eEc(An + An+ 1) = ~ωc, Ec =
~ωc
elB[(2n+ 1)1/2 + (2n+ 3)3/2]
(3.11)
The resulting critical current then;
Icr =
e2
h
i
~ωc
elB[(2n+ 1)1/2 + (2n+ 3)3/2]
=
e2
h
i
√
~eB3/2
m?[(2n+ 1)1/2 + (2n+ 3)3/2]
(3.12)
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Although this formula succeeds to find the magnetic field dependence of B3/2 mea-
sured in some of the experiment, in general it gives a too high (2 order of magnitude
higher) critical current values. This is due to the fact that this simple model does not
consider the impurities and the microscopic inhomogeneities in the real sample. It has
been shown that the inter Landau level tunnelling can be strongly enhanced by spatially
extended impurities[15, 81–84].
Figure 3.3: Landau level bending under strong electric field along y-direction. The condition
for quasi-elastic scattering from filled Landau level n to empty level n+ 1 and spatial overlap
between the oscillator eigenfunctions. The wavefunctions shown here correspond to the two
lowest Landau levels. Adapted from Ref [6]
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Intra-Landau-Level scattering by phonon emission
Streda et al.[58] proposed a possible model for the breakdown of the quantum hall effect
by a spontaneous emission of phonons. An energy exchange has been considered between
the 2DES and the lattice phonon systems via collective intra Landau level transitions.
Here the electrons moving with a drift velocity higher than the speed of sound in GaAs
exhibit a Cherenkov-like phonon emission effect. The critical breakdown current derived
from this model;
Ic
d
=
e2
h
ivsB
dneff
d
(3.13)
where d is the sample width, vS = 2470ms−1 is the sound velocity of the GaAs, deff is the
effective current carrying width depends on the impurities and homogeneities. Although,
this model gives same order of magnitude critical current values as found in experiments,
magnetic field dependence is proportional to B rather than B3/2.
Electron heating
For the early experimental results, electron heating is attributed the breakdown of the
QHE[12]. However, for also other models depending on the electron heating do not re-
quire a precise knowledge about the actual heating mechanism[56, 85, 86]. Basic idea
is the balance between the energy gain and loss processes of the hot electrons near the
breakdown of the QHE. Experiments show that the Hall field Ey greater than the critical
field Ec, (not far away from the Ec, Hall angle is nearly 90◦), σxx is finite but σxx  σxy
and Ex  Ey still hold. The power per unit area generated by Joule heating is;
~j ~E = σxx(E
2
x + E
2
y) ≈ σxxE2y = ρxxj2. (3.14)
The energy gain from the Joule heating causes the increase of the local electron tem-
perature Te(~r) at position ~r from the lattice temperature TL. The energy loss rate is in
general a function of the local electric field and the local electron and lattice temperature,
Komiyama et al. described the energy difference of electron at temperature Te and TL
over a relaxation time τ [54, 56]. Thus the electron temperature can be determined from
the power balance equation;
Z(Te)− Z(TL)
τ
= σxxE
2
y = ρxxj
2. (3.15)
The energy Z can be calculated via the energetic distribution of the electrons within the
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bands;
Z(T ) =
∫ ∞
EF
(ε− EF )D(ε)f(E)dε (3.16)
Where D(ε) corresponds to density of the states and f(ε) = {exp[ε−EF )/kBT ] + 1}−1
the Fermi-Dirac distribution. Moreover, the conductivity, σxx(~r) can be assumed to be
position dependent where it depends on the local electron temperature and local electric
field Ey(~r) as
σxx(~r) = σxx[Te(~r), Ey(~r)]. (3.17)
Then heating model can be represented as a differential equation;
Z(Te)− Z(TL)
τ
= σxx[Te(~r), Ey(~r)]E
2
y(
~r). (3.18)
System can keep its equilibrium (stable) state for a stationary state fluctuations where the
small dissipation due to the small increase in electron temperature can be balanced with
energy loss rate. This condition can not be satisfied for a sudden increase in electron
temperature and conductivity. Komiyama et al.[56] used this model setting TL = 0 K
and considering infinitesimally small broadening in Landau levels a thermally activated
conductivity to calculate a critical electric field Ec where an abrupt jump of the electron
temperature happens.
σac(T ) =
e2
h
exp
(
− ~ωc
2kBT
)
, Ec =
√
2~
m∗τ
B (3.19)
Calculated curves for the conductivity are in qualitative agreement with the experimental
curves. In certain conditions, the function σxx(Ey) obtained by this method can be an
S-shaped multi-value function near the QHE breakdown.
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Chapter 4
DEVICE FABRICATION
In this chapter, micro/nano fabrication methods of the quantum devices are described in
detail. In this thesis, all the samples consist of exfoliated single layer graphene sheets.
The micro/nano scale devices fabricated during this thesis require advanced fabrication
techniques in a clean room environment, which are mainly performed in Sabanci Univer-
sity Nanotechnology Research and Application Center.
4.1 Substrate preparation and Cleaning
The fabrication procedure starts with placing the gold alignment marker system by fol-
lowing the standard metal lift-off process. Basic parts of the lift-off process are illus-
trated for the reader to understand the fabrication steps, which are given below as a recipe
[Fig. 4.1]. The marker system basically contains 5 µm size squares above the number
sets, separated by 250 µm from each other, for every 1cm x 1cm period on highly p-doped
thermally grown Si/SiO2 (285 nm) substrates (Supplied by Nova Electronic Materials)
[Fig. 4.2(a)]. This marker system provides very precise coordinate positioning while de-
signing the device contacts which will be discussed in the contact designing section 4.4.1.
In this thesis, most of the lithography processes have been carried out with Vistec
EBPG 5000+ES 100 kV Electron beam lithography (EBL) system which provides very
low spot size of ≈ 2 nm, high exposure currents (up to 200 nA) and very accurate align-
ment (Less than 20 nm in the second ebeam step) with its laser interferometer stage.
A standard operating procedure of the Vistec EBPG500+ EBL system is given in Ap-
pendix. A. EBL plays the most critical and flexible role for the micro-nano structuring
of the device applications, leading to the observation of various quantum related physi-
cal phenomena. Fabrication recipe for the cleaning and metal-marked substrate can be
summarized in the followings;
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Substrate
e-beam exposure
Chemical development Metal evaporation
Lift-off
Final structure
Spin-coated samplea) b)
c) d)
e)
f)
Figure 4.1: General illustrations of the standard metal lift-off process where the patterning
is utilized by ebeam lithography.
Step 1: First the wafer is spin-coated with a layer of 950 Polymethyl-methacrylate
(PMMA) A4 resist at 5000 rpm for 50 seconds, which results in a uniform 300 nm thick
resist layer [Fig. 4.1(a)].
Step 2: Wafer is baked on a hot-plate at 170◦ for 5 minute to remove the excess solvent.
Step 3: Electron beam lithography (EBL) is performed to expose the markers on the
wafer with an areal dose of 750 µC/cm2 at 100 kV [Fig. 4.1(b)].
Step 4: Wafer is develop in a solution of methy isobutly ketone (MIBK) and isopropyl al-
cohol (IPA) in 1 to 3 volume ratio for 60 seconds then immersed into IPA for 40 seconds,
rinse with IPA and dry in Nitrogen gas flow [Fig. 4.1(c)].
Step 5: After development, wafer is exposed to the O2 plasma in a reactive ion etcher
RIE (Oxford Instruments Cobra 100 Deep RIE) for a short time (≈ 5 s) to get rid of any
remained PMMA residue in the develop regions with the RIE parameters; 100 W forward
RF-power plasma at a pressure of 0.07 mBar with a 20 sccm of O2 flow in the chamber.
Step 6: Wafer is placed in a metal evaporator ( TORR Instruments, ebeam- thermal evap-
orator) then, chromium and gold metals Cr/Au (5/100 nm) are deposited after reaching
the vacuum level under ≈ 5× 10−6 mBar [Fig. 4.1(d)].
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Step 7: Wafer is immersed into acetone and left for a while in the acetone to let
the acetone diffusion underneath the metal, eventually lifts the metal off. [Fig. 4.1](e).
Depending on the final situation for the regions in which metal lifting problem occurs,
ultrasonic vibration can be very helpful.
Step 8: After a successful metal lift-off process, wafer is spin-coated with a thin layer of
950 PMMA A2 resist before cutting the wafer into small pieces (1cmx1cm). This is an es-
sential step which prevents the wafer surface from any damage, scratch and contamination
during the dicing operation.
250 mμ
2
5
0
m
μ
a) b)
Figure 4.2: (a) Gold marker system on the substrates after lift-off. (b) 1 cm × 1 cm diced
pieces from the metal marked 4" wafer
Step 9: Before cleaning the substares as final step, wafer is cut into small rectangular
pieces by wafer dicing machine (Disco Wafer Dicer) [Fig. 4.2(b)].
Step 10: Prior to graphene exfoliation, the substrates are cleaned following three steps.
These cleaning methods:
1. Standard Cleaning
• Ultrasonic ACE aggravation at room temperature for 5 minute.
• Each sample rinses consecutively in three ACE and 3 IPA beakers for 30 sec-
onds.
• Dry in N2 flow.
2. Piranha Cleaning
• Substrates are immersed in a mixture of 3:1 concentratedH2SO4 to 35%H2O2
aqueous solution on a 100◦C hot plate for 5 minutes.
• Transfer to 2 separate deionized water (DI) beaker consecutively.
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• Transfer to IPA, dry in N2 gas flow.
3. Oxygen Plasma
• The oxygen plasma parameters used in this step same as before; 20 sccm O2
flow, 0.07 mBar pressure and 100 W forward RF-power for 1 minute.
First step is a standard method of cleaning in semiconductor industry. Second is a more
aggressive one which cleans all the organic contaminations from the surface. Third one,
oxygen plasma etching is a chemical process which also etches organic residues from
the surface successfully. We generally perform oxygen plasma right before the graphene
exfoliation. After cleaning, substrates are always kept in vacuum desiccators either at lab
or cleanroom.
4.2 Graphene Exfoliation
The simple exfoliation technique to obtain a single layer isolated graphene from the bulk
graphite was introduced by A. Geim and K. Novoselov in 2004[10], then it led them to
win the Nobel Prize in 2010 for the the ground breaking experiments in this new inher-
ently 2D material. The graphene flakes obtained by this simple method are the most clean
and highest quality crystalline structure among all other production methods. Some reli-
able methods have been developed to produce large area graphene with high yield such as
epitaxial growth on silicon carbide (SiC) samples[87–89] and chemical vapour deposition
(CVD)[90]. However, these methods suffer from the defects, impurities or other challeng-
ing issues during the production. Epitaxial growth seems much promising method for the
electronic applications compared to the CVD graphene which has relatively lower carrier
mobilities. During my Phd studies, we also spent a significant amount of time on the
production of high quality epitaxial graphene in ultra high vacuum conditions (UHV). A
new technique which eventually provides a control mechanism on the thickness and the
quality of uniform graphene sheets was introduced. However, these studies are not the
main topics of this thesis. Interested readers can find the detail results in our published
works in Ref. [91, 92].
In the scoth-tape method, the number of graphene flakes per sample area and size of
these flakes are limited and relatively change from person to person depending on the
hands-on experience. Everyone has his/her own optimization techniques which can be
experienced with time. As a graphite source, Natural graphite flakes in various size (
2-5 mm, 5-10 mm, 20-25mm by NGS Naturgraphit GmbH), Kish Graphite or Highly
Oriented Pyrolytic Graphite (HOPG) can be used.
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Figure 4.3: The mechanical exfoliation of graphene: (a-d) shows the production of graphene
by mechanical cleavage method just using the scotch tape.
We generally use the natural Graphite flakes in 5-10 mm sizes. Here, I will try to
describe the technique that I use in the following steps;
Step 1: A piece of graphite is first put on the sticky tape (Scotch Magic tape) and the
tape is being stuck to itself and peeled off. Remaining thin graphite which has clean layers
on its end-surface is removed from the tape and placed in a new scotch tape [Fig. 4.3(a)].
Step 2: After this, tape is continuously stuck to the clean side of itself and peeled off,
thus the graphites can be divided into small and thin pieces [Fig. 4.3(b)].
Step 3: This process keeps continuing until the graphite is homogeneously covered on
the tape. To obtain an optimum graphite thickness (Contrast on the tape, "depends on
experience"), exfoliation can be repeated with a 2nd piece of clean tape by sticking it to
the 1st one, if necessary, then the 3rd one on the 2nd one [Fig. 4.3(c)].
Step 4: As a final step, second or third tape is put on the previously prepared clean SiOx
substrates and small pressure is applied by thumb finger then the tape is removed away
slowly [Fig. 4.3(d)].
Then the substrate is investigated under an optical microscope in order to find single layer
graphene flakes in suitable sizes for device fabrication. Interestingly, as a single atomic
thick graphene layer (thinnest material in the world) which has an optical transparency of
∼ %98[93], appropriate oxide thickness underneath ∼ 300 nm gives enough contrast for
the identification of graphene under white light optical microscope[94]. With this optical
characterization method, it is possible to identify the thickness and position (markers on
the substrate) of graphene. We are able to identify the thickness of the graphene sheets un-
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der optical microscope in general. In order to be sure about the number of layers, Atomic
Force microscopy (AFM)[10, 95] or Raman spectroscopy methods can be utilized[96].
In our facility, we use the Raman Spectroscopy (Renishaw’s Raman Spectroscopy Instru-
ment) to determine the number of graphene layers.
4.3 Raman Analysis of Graphene samples
Raman spectroscopy is a non-contact characterization which gives not only detailed in-
formation about the number of layers in graphene, but also provides information about
the doping level, strain percentage and defect concentration[96, 97]. Raman spectrum
of the graphene contains two significant peaks; G band at ∼ 1580 cm−1 and 2D band
at ∼ 2700 cm−1 [Fig. 4.4]. Graphene layers are determined depending on the intensity
ratio and full width at half maxima between these peaks. For single layer graphene; the
intensity of G peak is smaller than the intensity of 2D peak, the ratio almost approaches 2
where it is almost 1 for bilayer and less for few layer of graphene sheets. The full width at
half maxima (FWHM) and the position of 2D peak are also utilized to determine the num-
ber of layers. Shifts in the positions of these peaks can be used to determine the doping
and strain level in graphene, as well. D peak around ∼ 1370cm−1, so called defect peak,
is absent in high quality crystalline graphene, however it appears in defective graphene
sheets.
Figure 4.4: (a) Optical microscope image of the graphene sheets. Region A (red) shows the
thick graphene and region B (almost transparent) shows the monolayer graphene. (b) Raman
spectrum of the specified regions; 2D intensity is higher than the G peak intensity in region B
and the ratio between them exceeds 2 (single layer). 2D peak intensity is lower than G peak
in region A corresponds more than few layers of graphene. One can note that the defect peak
is absent for both regions around D peak ∼ 1370cm−1.
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4.4 Contact fabrication
After identifying a single layer graphene in suitable sizes for device fabrication, we design
the contacts on the graphene sheets by using the LayoutEditor Computer-Aided Design
(CAD) program. We use the bilayer resist process ( Low molecular weight as a bottom
layer (high sensitive), high molecular weight (less sensitive as a top layer), which provides
more pronounced undercut profile that makes the lift-off process easier. Design and the
fabrication of the contact processes flows will be given in the next subsections, in detail.
4.4.1 Designing the contacts
• We start taking the optical images of the graphene sheet on the substrate in various
magnifications ( 5X, 10X, 20X, 50X, 100X).
• Then, we open previously prepared 20 pads general contact design with the markers
that are same with previously evaporated metal markers on the substrate [Fig. 4.5(a)].
• We import the optical images into the background of the LayoutEditor program
and align them to the markers in the layout. These markers are going to be used
in the real alignment during e-beam exposure. We carefully make the designs on
the graphene sheets by considering the other graphite pieces around to prevent any
short-circuits between the probes [Fig. 4.5(b)].
Figure 4.5: (a) Previously prepared 20 pads generic contact design for the graphene fabri-
cation, Blue squares correspond to the main alignment markers to be used during the ebeam
exposure. (b) Adjusted contact design for the specific graphene sheet on the substrate after
aligning the 10X and 50X optical microscope images.
When the design is finished, it is exported as gdsII format and imported into the
BEAMER (GenISys) program which allows the one make all the ebeam corrections. Then
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the file is exported as a generated pattern file (gpf) which is a suitable exposure format for
the Vistec EBPG 5000+ EBL system.
4.4.2 Fabrication of the contacts
• We start by spin coating the MMA (8.5) EL11 co-polmyer (Low Molecular Weight)at
5000 rpm for 50 seconds, which results in a uniform ∼ 400 nm thick resist layer.
• Sample is baked on a hot-plate at 170◦ C for 5 minutes to remove the excess solvent.
• Then the second layer of 950K PMMA A2 (High Molecular Weight) is spin-coated
at 5000 rpm for 50 seconds which results in a uniform ∼ 70 nm resist layer.
• Sample is again baked on a hot-plate at 170◦ C for 5 minutes.
• Electron beam lithography (EBL) is performed to expose the contacts on the wafer
with an areal dose of 650 µC/cm2 at 100 kV. Vistec EBPG 5000+ ebeam lithogra-
phy system is purely dedicated to perform ebeam lithography rather than the image
inspection. It is very powerful and user friendly machine for the e-beam exposure in
comparison with the attached systems to scanning electron microscope. One only
needs to align the sample height and rotation of the sample (rotation alignment mis-
take must be less then 2◦) under a special optical microscope. After loading the sub-
strate into the system, it is just enough to tell the position of the lower left marker in
your substrate then it does the rest itself with its automatic software[Appendix. A].
• Sample is developed in a solution of MIBK:IPA (IPA) in 1:3 volume ratio for 60
seconds, then 5 seconds in 1:1 ratio of MIBK:IPA, immersed into IPA for 40 sec-
onds, rinsed and dried gently by Nitrogen gas flow [Fig. 4.6(b)].
a) b) c)
Figure 4.6: Optical microscope images from design to fabrication. (a) Completed contact
design on the single layer graphene sheet, inset: A closer look at the contact design. (b) Sam-
ple after developing, inset: A closer look at the develop regions. (c) After metal evaporation
and lift-off.
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• Sample is placed in thermal metal evaporator for the metal evaporation. Chromium
and gold metals Cr/Au (2.5/100 nm) are deposited after reaching a vacuum level of
≈ 2× 10−7 mBar.
• Sample is immersed to acetone in a glass petri-dish for lift-off process. We usu-
ally leave the sample inside the acetone overnight to let the acetone diffuse into the
resist layers completely for achieving a clean and successful lift-off [Fig. 4.6(c)].
Therefore, it does not require any ultra-sonic vibration which may cause some prob-
lems such as; flipping graphene over, detaching of graphene from the surface or any
damage to fine tuned contact structures.
After this final step, fabrication of a graphene hall-bar or giving any desired shape on
the graphene sheet requires another e-beam lithography and oxygen plasma steps which
will be discussed with combining the old fabrication procedure in the next section in
detail.
4.5 Fabrication before Vistec EBPG5000+ EBL System
During my first years at Sabanci University, Nanotechnology Research and Applica-
tion Center had not been present. We were carrying out our device fabrications in a
small cleanroom inside the Sabanci University Faculty of Engineering and Natural Sci-
ences building. E-beam applications were utilized by Nabity Pattern Generation System
(NPGS), which is attached to Zeiss Leo Supra 35VP field emission Scanning Electron
Microscopy(SEM) in faculty building.
4.5.1 Graphene Hall-bar Device Fabrication
• Exfoliated graphene on the substrate is aligned at the center of the designed marker
system via optical lithography. Negative lithography is performed to achieve a neg-
ative profile in the resist profile in order to have easy lift-off. Negative optical
lithography recipe: Sample is spin-coated with AZ5214E (Image reversal optical
resist) at 6000 rpm for 50 seconds leading 1.2 µm resist thickness. The sample is
then baked on a hotplate at 90◦ for 2 minutes. Then the sample is illuminated (UV)
through the optical-mask for 20 seconds ( corresponding ∼ 50mjoule) energy.
Sample is baked on hotplate 115◦ for 2 minute again and illuminated by a second
exposure to reverse the profile by UV with a corresponding energy > 150mjoule.
Finally sample is developed in AZ726MIF which is a Tetramethylammonium Hy-
droxide (TMAH) based developer for 70 seconds.
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• 5 nm Cr and 100 nm Au is evaporated and first lift-off process completed for the
markers around the graphene [Fig. 4.7(a)].
• Graphene Hall-bar and little contact designs are designed by DesignCAD program
[Fig. 4.7(c)].
• Sample is spincoated with 950 PMMA C2 at 5000 rpm which results in ∼ 90 nm
resist thickness.
• Sample is baked at 170◦ during 5 minutes.
• Little ohmic-contacts are exposed via NPGS system with an areal dose of 200 µC/cm2
and 20 pA beam current with 10 µm aperture of SEM at 20 kV. Before Vistec EBL
system, we were not able to expose all the contact design in one shot because of the
some issues such as long exposure times due to low beam current and precise po-
sitioning during the exposure. We could get max 30 pico A beam current at 20 kV
whereas we are able to write the full pattern with the high resolution adjustments
up to 50 nano A via Vistec EBPG 5000+.
• Sample is developed in MIBK:IPA- 1:3 for 1 minute. Then immersed into IPA for
1 minute, rinsed with IPA and dry in nitrogen gas flow.
• After development, 2 nm Cr and 30 nm Au are deposited when the vacuum level
reaches ≈ 3 × 10−7 mBar inside the evaporator and sample is put into acetone for
lift-off [Fig. 4.7(d)].
• After successful lift-off, second ebeam lithography is performed to give the hall-bar
shape. There exist two ways of performing this exposure step. One is considering
the positive tone(regions exposed to ebeam become soluble during development)
standard PMMA resist and the second one is negative tone (regions exposed to
ebeam become insoluble during development) Hydrogen Silsesqioaxene (HSQ) re-
sist. If the PMMA resist is preferred, the region out of the the Hallbar shape should
be exposed to let the PMMA on the graphene as a hall bar shape which will prevent
the shape during oxygen plasma etching. If the HSQ as Fox 12 (Flowable Oxide)
is preferred as a negative e-beam resist for this step, then only the Hall bar shape is
going to be exposed where the rest will be developed in a TMAH based developer.
For the PMMA, 950 PMMA C2 can be used and it follows the same exposure and
development procedures. For the HSQ procedure; Sample is spincoated with HSQ-
Fox 12 at 5000 rpm and baked at two steps; first at 150◦C for 2 minutes at 220◦C
for 5 min. E-beam exposure is performed with an areal dose of 250 µC/cm2 with
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30 pA beam-current at 20 kV acceleration voltage (800 µC/cm2 at 100 kV for 950
PMMA C2 via Vistec). Then the sample is developed for 70 seconds inside the
726MIF developer, rinsed in DI water then dried in nitrogen gas flow. A schematic
of the process flow is given in Fig. 4.8.
Figure 4.7: Optical microscope images of the graphene Hall-bar device fabrication flow; (a)
Graphene inside the metal Cr/Au( 5/100 nm) alignment markers aligned via optical mask. (b)
A closer look at the Graphene sheet with the double-square markers around it. (c) Graphene
contact pads and Hall-bar design (d) Graphene contact pads after lift-off. Inset: Graphene
Hall bar shape after oxygen plasma etching. (e) 20 pad Ohmic contacts after metal lift-off. (f)
A closer look at the Hall-bar region after lift-off.
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• As the shape is protected by resist on the graphene sheets, an oxygen plasma is
performed during 5 seconds to etch away the undesired graphene regions with the
parameters of 100 W forward RF-power plasma at a pressure of 0.07 mBar with a
20 sccm of O2 flow in the chamber. This recipe is enough to etch a few layers of
graphene sheets while it etches only 1-2 nm PMMA layer per minute and does not
etch HSQ [Fig. 4.7(d)- inset]. It has been known that the oxygen plasma crystallizes
the HSQ, which may become an issue while striping the HSQ from the graphene
surface just by immersing the sample in acetone. Very low concentration (DI Water:
HF- 50:1) of Hydrofluoric acid may help to remove the remained resist. When we
faced with this kind of stripping problem, we have developed a two-layer resist
combination as HSQ on top of 950 PMMA C2. After oxygen plasma, PMMA
leaves the surface easily in acetone and eventually takes away the HSQ at the same
time.
• Second optical lithography is performed to put the the big-Ohmic contact pads by
following same negative (image reversal recipe). After development, 5 nm Cr and
100 nm Au are deposited at the vacuum level of ≈ 5× 10−6 mBar inside the evap-
orator and sample is put into acetone for lift-off [Fig. 4.7(e),(f)].
Graphene on Substrate
Spincoated - substrate
(PMMA or HSQ)
ebeam exposrue Hall-bar region (HSQ)
ebeam exposure  out of the Hall-bar region
(PMMA)
Chemical development
MIBK:IPA for PMMA
726 MIF for HSQ
After Oxygen PlasmaGraphene Hall-bar structure 
after acetone
Figure 4.8: Shaping the graphene into Hall-bar: process flow for Positive (PMMA) and
negative (HSQ) tone resist.
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4.6 Pre-testing and Substrate etching
After completing the contact fabrication, device resistance values through all the contacts
are tested by DC probe station. For the devices which have a few k-Ohm resistance values
are processed to the etching procedure for the suspension. Before starting the etching
procedure, substrate has to be diced into small dimensions (less than 4mm x 4mm) to
attach it easily into the chip carrier (LCC02034- 20 pin chip carrier from SPECTRUM
Semiconductor material).
Figure 4.9: DC Probe station for pre-testing of the device resistance
7:1 Buffered oxide etcher (BOE) is used to etch the SiOx underneath the graphene
for the suspension. This etchant offers a very controlled etching process with an etch rate
of ≈ 1.2 nm/s. We usually etch ≈ 200 nm of SiOx by immersing the sample into the
BOE during 2.45 minutes. Remained oxide (≈ 85− 90 nm) is intentionally left in order
to eliminate any short-circuits through the contacts where the graphite pieces short to Si
layer which serves as a back gate. Sample is taken away from the BOE, then put into the
distilled water to stop the etching process after 2.45 minutes. Then, we put the sample into
hot isopropanol (IPA) which has a lower surface tension for 5 minutes. Finally sample is
taken away from the IPA, dried with gently blown very low pressure nitrogen gas flow.
Figure 4.10 shows free standing graphene sheets between the metal contacts.
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Figure 4.10: Scanning electron microscope pictures of 2-Terminal Suspended graphenes.
SEM Images in a) and b) were taken at 70 degree tilted angle.
Certainly, reducing the fabrication steps during the device fabrication can play a criti-
cal role on the electrical and mechanical performances of the fabricated device. Obtaining
a clean device after the fabrication is a challenging issue, especially for the graphene. One
can clearly see the cleanliness level between the graphene sheets after different fabrica-
tion steps. In Fig. 4.10, the devices were fabricated by Vistec EBPG500+ just one ebeam
step whereas in Fig. 4.11 device fabrication was completed with extra optical lithography
steps which were explained in the 4.5 section. Residues on the suspended graphene sheet
are mainly due to the remained optical resist residues which is harder to clean compared
to the ebeam resist residues.
Figure 4.11: SEM picture of 2- Terminal Suspended graphene fabricated before Vistec
EBPG5000+. Image was taken at 80 degree titled angle.
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4.7 Alternative Drying; Critical Point Dryer
It is almost impossible to suspend long graphene sheets due to the surface tension during
the drying process [Fig. 4.12]. An alternative way of drying can be the use of the crit-
ical point dryer (CPD) which provides a continuity of state where there is no apparent
difference between the liquid and gas state of a medium. Therefore, the surface tension
between this interface reduces to zero.
2 μm 2 μm
Figure 4.12: SEM images of the 2- Terminal Collapsed graphene sheets.
Quorum K850 CPD has been used for drying procedure [Fig. 4.13]. Drying operation
can be given in the following steps;
• After the substrate etching, sample is transferred into a special specimen basket
filled with isopropyl alcohol (IPA).
• Chamber is filled with IPA (15-20 ml) and the sample is transferred to chamber.
• All the screws are tightened up and the chambers is started cooling from the high-
pressure CO2 cylinder via cool valves.
• When the chamber reaches around ≈ 2◦C temperature, liquid CO2 transfer is
started. Chemical is purged throughout the exhaust line while the fresh liquid
CO2 transfer continues. This is repeated until the solvent exchange is completed.
• Chamber is filled with liquid CO2 up to desired level that is marked on the glass
side of the chamber for the final time for critical point drying. Heater is switched
on, then the temperature reaches 31◦C and 1072 psi in 45 minutes. Critical point is
achieved with this temperature and pressure values. One can observe from the glass
side of the chamber that the liquid level drops and eventually goes away completely.
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• System can be de-pressurized through the exhaust valve or bleed valve, 100psi/minute
in 10 minutes.
Chamber
Screws
Glass window
Figure 4.13: High pressure liquid CO2 cylinder and Quorom K850 Critical Point Dryer
(CPD).
However, we have realized some macroscopic contaminations which can be seen even
under optical microscope after the drying. Similar observations as heavy sample contam-
ination, have been reported after using the critical point dryer[28]. We have decided not
to use CPD and limited the device dimensions as L ≤ 1, W > L.
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4.8 Bonding
Wire bonding is one of the methods of making the wire-connections between the ohmic
contacts and the chip carrier pins. Before bonding, the substrate which was already diced
by diamond scriber into small dimensions is glued to the bottom gold plate(Silicon back-
gate connection will be made on this background gold plate region) region of the chip-
carrier by electrically conductive silver epoxy (EPO-TEK H20E; mixture of Part A and
Part B in same amount of mass ratio). The electrical connections between the ohmic
contacts of the device and the gold-pins of the chip carrier were achieved by using the
ball bonding mode of the Kulicke & Soffa wire bonder with 25 µm thick gold wires.
Figure 4.14: Image of the LCC02034 - 20 pin chip carrier (from SPECTRUM Semiconduc-
tor material) wire bonded to a graphene device chip.
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4.9 Cryostats & Electrical characterization setups
In this thesis, low temperature experiments were performed in the Oxford instruments
He4 wet cryostat ( 1.4-200 Kelvin; 14 Tesla) [Fig. 4.15(a)], and Triton 400 He3/He4
closed cycle dilution refrigerator (0.01-30 Kelvin; 12 Tesla) [Fig. 4.15(b)]. The standard
cool-down procedure of the wet cryostat from room temperature to liquid helium temper-
ature is described in Appendix. B.
a) b)
Figure 4.15: Cryostats for the low temperature measurements; a) Oxford 1.4 K He4 wet
cryostat b) Oxford Triton 400 He3/He4 dilution refrigerator with the electrical measurement
set up in the rack at the left side
For transport measurements, measurement setup is given for a Hall bar configuration
and 2- terminal suspended graphene in Fig. 4.16. Following electrical units were used for
the electrical characterization;
• SRS SR830 Lock-in amplifier
• Agilent B2912A Source Measure Unit (SMU)
• Agilent B2962A Power Source Unit
• Yokogawa GS200 DC Source
• Yokogowa GS610 SMU
• Keithley 22182A Nanovoltmeter
• Keithley 7001 Switch-box
Keithley switch box is used to measure all the pairs of the contacts through the Nano-
voltmeter (DC), subsequently. Back gate voltage is appliied with DC source unit though
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the SiO2 dielectric to tune the charge carrier density in graphene. For AC measurements,
an AC current at low frequencies (17 Hz) is applied to the sample using standard lock-
in techniques. All measurements are automated and controlled by Labview software of
National Instruments.
V
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Si ++ Back gate 
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Figure 4.16: Measurement setup; a) Schematic for the magneto-transport measurements in
a graphene Hall bar. In the presence of a perpendicular magnetic filed, a constant current is
applied between the contacts (S-D). The voltage drop through the longitudinal and transverse
contacts Vxx and Vxy are measured, respectively. b) Schematic for the 2 terminal suspended
graphene measurement set up with the lock-in technique. The lock-in excitation at 1 V AC
thorough the 100 MΩ resistor gives a current excitation of 100 nA.
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Chapter 5
LOCAL BREAKDOWN OF THE QUANTUM
HALL EFFECT IN NARROW SINGLE LAYER
GRAPHENE HALL DEVICES
In this work1, we investigated the breakdown phenomenon in narrow monolayer graphene
Hall bar samples addressing the role of the charge inhomogeneity. In the narrow graphene
samples of about one micrometer width, the charge inhomogeneity is quite prominent and
strongly affects the nondissipative transport in the quantum Hall regime. Microscopic in-
homogeneity of the dopant density in 2DEG causes potential fluctuations in the sample
interior. These microscopic inhomogeneities lead to slight spatial variations in the carrier
density and the current distribution in large area samples. Although they are small, these
fluctuations are enhanced near the breakdown of the quantum Hall effect in 2DEG and
result in large spatial variation of the critical currents [13]. The charge impurities have
been shown to significantly enhance the inter-LL scattering rates and reduce the critical
current in monolayer and bilayer graphene samples [15]. We observed that the quantiza-
tion of the Hall resistance can retain at high current densities in the excess of 5 A/m even
in the presence of a dissipative potential along the longitudinal probes.
1The results presented in this chapter are published in Solid State Communications c©2013 Elsevier B.
V., Volume 160, April 2013, pp. 47–51. C. Yanık, I. I. Kaya[81]
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5.1 Nonequilibrium Transport Results and Discussion
The graphene flake used in the experiments was exfoliated from a highly ordered pyrolytic
graphite (HOPG), transferred on to a silicon substrate coated with 285 nm of SiOx and
was verified to be monolayer by Raman spectroscopy. Electron beam lithography and
oxygen plasma etching were used to define the Hall bar geometry with w = 1 µm width
as shown in Fig. 5.1(a). The current leads were given a funnel shape to gradually reduce
the effect of the hot spots at the injection corners. The graphene arms were extended
outside the Hall bar to form the potential probes to prevent the electrode-induced doping
of the graphene. This geometry also helps to minimize the interference of the metal leads
with the current flow and provides a well defined bar width through the sample.
The contacts on the graphene were defined by electron beam lithography and Cr/Au
(5/30 nm) evaporation. Immediately before the cool down for measurements, the sample
was heat treated in 10−5 mbar vacuum by a combination of external heating up to 120 ◦C
and current heating by passing up to 1 mA dc current. The heat treatment cycles were
carried out inside a built-in chamber on top of the cryostat allowing the sample transfer
without breaking of the vacuum.
DC measurements were done within a temperature range of 1.4-300 K. The degener-
ately doped silicon substrate served as the back-gate to tune the density of carriers. After
the heat treatment, the Dirac point was settled to +15 V which indicated that the graphene
is p-type doped. The source of the persistent doping even after such an aggressive heat
treatment is probably due to residues trapped between the graphene and the substrate or
the impurities from the SiOx substrate itself. We have experienced in several samples that
the current annealing is quite delicate and may result in highly inhomogeneous graphene
if done excessively for devices on the SiOx.
The Hall mobility of the device was measured as 8300 cm2/V−s at n = 5×1011 cm−2
and the corresponding mean free path can be calculated from the Drude formula as;
lmfp = σh/(2e2kF ) =⇒ lmfp = 0.07 µm (5.1)
Since the mean free path and the size of the sample are comparable, there is an en-
hancement of the inhomogeneity over the Hall bar area. Fig. 5.1(b) shows the resistivity
of the sample ρxx = Rxxw/L as a function of the gate voltage measured between the two
adjacent voltage probes (6-7 and 7-8) when current is passed between the leads 1-5. at
T = 1.4 K. Both resistivity traces well coincide apart from the small fluctuations. These
conductance fluctuations are repeatable and represents the varying effects of the random
distribution of the scatterers on different potential probes. Inset in the Fig. 5.1(b) shows
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a)
b)
Figure 5.1: (a) The optical microscope image of the measured sample. Yellow pads are
Cr/Au contacts defined by electron beam lithography. Current leads are marked as 1 and
5. During the measurements the electrons are injected from the lead 5. Dashed lines mark
the borders of the graphene. Scale bar is 2 µm. (b) The longitudinal resistivity, ρxx versus
the back gate voltage, VGATE measured between the contacts 6-7 (L = 5 µm) and 7-8
(L = 7.5 µm) (ρ15,76, ρ15,87) at 1.4 K. Inset shows ρ15,76 versus VGATE for temperatures
275, 175, 135, 115, 77, 47, 37, 27, 10, 5 and 1.4 K.
the emergence of the conductance fluctuations as the temperature is lowered below 77 K.
In Fig. 5.2 the Hall conductance, σxy and the longitudinal resistivity, ρxx are plotted as
a function of the gate voltage at B = 11 T and T = 1.4 K. The quantum Hall plateaus in
σxy corresponding to filling factors of ν = ±2,±6 and±10 are well defined and confirms
that the sample is made of monolayer graphene. ν = ±2 plateaus are the sharpest and the
breakdown of the quantum Hall effect for the sample was studied in detail around these
filling factors.
The breakdown of the quantum Hall effect is characterized simultaneously for the
53
-18
-14
-10
-6
-2
2
6
10
14
18
-50 -40 -30 -20 -10 0 10 20 30 40 50 60 70 80
0
1
2
3
4
5
6
7
8
 xy
(e
2 /h
)
 
xx
(k
)
VGATE
Figure 5.2: Longitudinal resistivity ρ15,76 (black curve) and the Hall conductance σ15,46
(red curve) as a function of the gate voltage at B = 11 T and T = 1.4 K with a bias current
I = 0.7 µA. Hall plateaus at the fillings factors ν = ±2,±6,±10 indicate that the sample is
monolayer graphene.
longitudinal resistance between the probes 6-7, 7-8 and the Hall resistance between the
probes 4-6. The rest of the voltage probes, had too high contact resistances to perform
accurate measurements. Fig. 5.3(a) displays the evolution of the longitudinal resistance
minima, ρxx and the Hall resistance plateaus, Rxy around the filling factor ν = +2 when
the current is increased from 0.6 µA to 20 µA corresponding to maximum current density
jx = I/w = 20 A/m for the w = 1 µm sample width. The results of the same kind of
measurements for ν = −2 are shown in Fig. 5.3(b). In these graphs, the Hall resistance
and the longitudinal resistance were measured between the contacts 4-6 and 6-7 respec-
tively with a shared contact. Therefore, Rxy and ρxx measurements probe the adjacent
zones of the Hall bar; nevertheless not exactly the same as it is always the case for any
measurement with the Hall bar geometry. We observe quite different breakdown behavior
for the Hall and longitudinal resistances for this specific sample and attribute it to local
variations throughout the sample due to microscopic inhomogeneity of the unintentionally
doped graphene.
We observe that both ρxx andRxy follow a normal breakdown behavior. As the current
increases, longitudinal resistance minima increase from their nearly nondissipative value
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Figure 5.3: The evolution of the longitudinal resistivity ρ15,76 (black dots) and the Hall
resistance R15,46 (colored solid lines) around the filling factors (a) ν = 2 and (b) ν = −2 as
a function of the gate voltage, VGATE at B = 11 T , T = 1.4 K with currents I = 0.6, 0.8, 1,
1.5, 2, 5, 10, 20 (µA) as labeled in (b).
and reaches ρxx > 1 kΩ at I = 20 µA while the flat plateaus of the Rxy gradually shrink
and eventually vanish. The conductance fluctuations are still visible in these ρxx and
Rxy plots for relatively low currents, but with the increasing current they diminish and
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disappear rather erratically. Some of the fluctuations shift and may even enhance with the
increased current. This behavior is attributed to the shifting of the electron-hole puddles in
the graphene with the expansion of local dissipative regions [98]. A close examination of
the graphs indicates that the emergence of the breakdown clearly occurs at quite different
current values for ρxx and Rxy. While Rxy maintains its flatness up to 5-10 µA range, ρxx
nearly reaches 1 kΩ for such high currents and already exceeds 100 Ω around 1 µA.
Fig. 5.4(a) displays the longitudinal resistivity between the voltage probes 6-7 and 7-8
as a function of the current density, jx for the low current range and the full range of up
to 20 A/m. Unlike the familiar breakdown behavior in 2DEG samples, the longitudinal
resistivity makes a rather gradual transition into the dissipative regime with the increased
current. This behavior is similar to those can be seen in the previous publications with
exfoliated graphene [15, 63, 64]. Although there is a nonlinear increase of resistivity
below 1 A/m, an abrupt jump is missing in all of the traces. Therefore, it is quite difficult
to define the critical current for the breakdown. Here we set a threshold resistivity of 40 Ω
to determine the critical current values, Ic for ρ15,76 as 0.75 A/m (ν = +2) and 0.50 A/m
(ν = −2); for ρ15,87 as 0.50 A/m (ν = +2) and 0.65 A/m (ν = −2). A relatively high
resistivity is chosen as the threshold resistance to reduce the error from the conductance
fluctuations in this rather narrow sample. We attribute the large variation in the critical
current between the probes as well as between the filling factors to the inhomogeneity
of the sample. High local electric fields due to the applied gate voltages in the sample
should effect the charge distribution. For the filling factors ν = +2 and ν = −2 the
gate voltage has the values VGATE = 23 V and VGATE = 7.5 V . Due to the presence
of the electron-hole puddles in graphene, gate potential may alter the charge distribution
through the sample and cause the spatial variation of the critical current.
Fig. 5.4(b) displays the semilog plot of the σxx versus 1/jx. An exponential variation
of σxx between jx = 0.6 − 5 A/m can be seen in this graph for all the traces although
their current range and slope slightly vary. For lower currents longitudinal conductivity
saturates to its minimum value originating from the conductance fluctuations. For the high
current densities (jx > 5 A/m) σxx increases faster with the current. Inset in Fig. 5.4(b)
shows the fit of the measured conductance to a phenomenological function;
σxx = σ0exp[−∆Eeff/eVH ] (5.2)
between jx = 1− 2 A/m.
Here σ0 is a prefactor which is found to be 0.12±0.03 e2/h and ∆Eeff = 30±3meV
is the effective energy gap for the activation of the carriers, for the filling factors ν = ±2
and both of the sample regions measured.
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Figure 5.4: (a) ρxx versus current density, jx for ν = ±2 and between the contacts 6-7 and
7-8. Longitudinal resistivity makes a rather gradual transition into dissipative regime with the
increased current. Critical currents at filling factors ν = ±2 between the probes (6-7),(7-8) at
B = 11 T , T = 1.4 K. Inset shows ρ15,76 vs jx for ν = ±2 with the full range of currents.
(b) σxx versus 1/jx in semilog scale. Inset shows fittings at filling factors ν = ±2 between
the probes (6-7),(7-8) at B = 11 T , T = 1.4 K for the region jx = 1to2 A/m.
The exponential dependence of conductivity on ∆Eeff for this regime is due to quasi-
elastic inter-Landau level scattering (QUILLS) assisted by large local electric field. This
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behavior is also observed by Guignard et al. and analyzed within the variable range hop-
ping (VRH) model via the dependence of the energy gap on the filling factor [15]. The
measured effective gap ∆Eeff is very close to the experimentally observed thermally ac-
tivated gap value [99]. The difference between ~ωc/2 = 65 meV and ∆Eeff = 30 meV
can be attributed to potential fluctuations due to charge inhomogeneities. Spatially re-
solved measurements has demonstrated the existence of the potential fluctuations with
the intrinsic disorder length scale of≈ 30 nm in a monolayer graphene related to electron
hole puddles [98]. It has been measured by temperature dependent magneto transport
measurements that the potential fluctuations due to the electron hole puddles around the
charge neutrality point in graphene is about 20 meV [100]. Although QUILLS model
predicts larger breakdown currents than almost all the breakdown experiments due to the
relatively large separation between the LL’s, the impurity potential fluctuations in effect
reduces the spatial separation between the LL’ss and enhances the tunneling between
the localized puddles of compressible and incompressible states. Within this picture the
breakdown behavior of a sample strongly depends on the distribution and the strength of
the potential fluctuations which was also proposed by Sing et al. [63].
The breakdown behavior becomes more erratic in small samples as the one investi-
gated in this work. Here we argue that the ρxx measurements and Rxy measurements
should be very different in the narrow sample. In our experiments ρxx measurements
probe the partial areas of the sample (L7−8×w = 7.5×1 µm2 and L6−7×w = 5×1 µm2).
However the Hall measurements probe a much smaller sample area (wp × w = 1 ×
0.5 µm2) where ωp and ω are the width of the voltage probe and the width of the sample
respectively. We indeed observe a difference in the breakdown behavior of the longitudi-
nal and Hall resistances.
The deviation of the Hall resistance from its quantized value is known to be related
to the longitudinal resistance in 2DEG samples. This relation has been experimentally
analyzed by temperature driven and current driven dissipative regimes. An empirical
relation;
∆Rxy = −sρxx (5.3)
has been observed in numerous experiments and various mechanisms have been proposed
to explain the behavior [101–105]. At high temperatures quadratic dependence, ∆Rxy ∝
ρ2xx was also seen [105]. The observed value of the s in the linear relation varies but
typically is in the order of unity. One of the proposed mechanisms is the geometrical
effect, i.e. the mixing of the longitudinal resistivity to Hall resistance when the current
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density and the Hall field are not orthogonal under dissipative conditions,
∆Rxy = −(wp/w)ρxx[103]. (5.4)
In the temperature driven dissipative quantum Hall regime, Cage et al. experimentally
verified the linear relationship over four orders of magnitude change in resistivity and
determined the s values to vary in the range of 0.015-0.5 depending on the sample and
the configuration of the probes [102]. The behavior can be understood by the thermal
activation of electrons to higher Landau levels. The deviation of Rxy versus ρxx was
also analyzed when the 2DEG is driven into dissipative regime by increasing the current
and again a linear relation is observed. In the current driven dissipation the value of the
s and its variation with the filling factor verified the role of the variable range hopping
mechanism for the activation of the carriers [105].
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Figure 5.5: Relative deviation of the Hall resistance, ∆Rxy/Rxy versus the normalized lon-
gitudinal resistivity, ∆ρminxx /Rxy at the filling factor ν = 2. Semilog scale is used to clearly
display all data points. Red and black lines are the linear fits to two range of data correspond-
ing to jx ≤ 5 A/m and 5 A/m ≤ jx ≤ 20 A/m respectively.
We analyzed the current driven deviation of the quantized Hall resistance, ∆Rxy as
a function of the longitudinal ρxx for the filling factor ν = 2 as shown in Fig. 5.5. We
observe two regimes in this plot, for the current densities up to 5A/m the deviation follows
a linear behavior with a slope, s = 0.066 ± 0.008. For jx = 5 − 20 A/m however the
deviation in the Hall resistance shows an abrupt increase and the slope jumps to s = 0.40.
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The small value of s up to jx = 5 A/m is due to the weak dependence of Rxy on the
increased current compared to ρxx. Above jx = 5A/m, ∆Rxy suddenly starts to increase
with the current. This is consistent with the qualitative observation of the different onset
of the breakdown in the ρxx and Rxy plots in Fig. 5.3.
High critical current for the Hall resistance compared to the lower critical breakdown
current of longitudinal resistance is caused by the narrow, small and more homogeneous
region across the Hall probes 4-6. In this particular small region of the sample to Hall
plateaus remain flat well up to high fields possibly due to slower variation of the poten-
tial fluctuations. On the other hand, longitudinal resistance measurements probe wider
regions along which contains impurity induced potential fluctuations leading to smaller
breakdown currents. Especially, when the length scale of inhomogeneity becomes com-
parable with the sample width, inhomogeneity size effect leads to variation in the range
and distribution of the localized dissipative regions throughout the sample interior. This
leads to variation of the breakdown current throughout the sample area. Such inhomo-
geneity effects in the breakdown of the quantum Hall effect were also observed in narrow
GaAs 2DEG samples [106].
5.1.1 Collapse of quantized Hall resistance
Figure 5.6: Schematic one-dimensional super-lattice (periodic or aperiodic) structure in a
quantized Hall bar. Open area indicate ideal quantum Hall resistances Q and shaded stripes
indicate dissipative quasi-quantum Hall resistances D [7].
A similar phenomenon was observed by Kawaji et al. in a GaAs 2DEG samples with
35µmwidth, indicating "a phase separation between the quantum Hall resistance state and
the dissipative quasi-quantum Hall resistance state" [7]. The Hall resistance remained
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precisely quantised even when the longitudinal resistance was increasing exponentially
with the current. Then a collapse, a steep change in the quantized resistance occurred
while longitudinal resistance kept its gradual increase. They explained the results using a
phenomenological model which assumes that the Hall bar consists of alternating phases
of ideal quantum Hall and dissipative quasi-quantum Hall states along the bar [Fig. 5.6].
Collapse of quantized Hall resistance occurs when the quantum Hall phase disappears
near the voltage probes, hence it is a different phenomenon than breakdown.
5.1.2 Conclusions
We observed that in a narrow monolayer graphene Hall bar sample the critical current for
the breakdown of the quantum Hall effect varies between 0.50 and 0.75 A/m depending
on the probe set and the filling factor. The breakdown emerges as a gradual increase in the
longitudinal resistivity rather than an abrupt jump and its behavior strongly depends on
the location and the gate potential. The Hall resistance also displays a different behavior
with the increasing current. Its deviation with current remains very small until an abrupt
increase around jx = 5 A/m. The exponential dependence of the longitudinal resistiv-
ity on 1/jx is attributed to impurity mediated inter-Landau level tunnelling of carriers.
Charge induced inhomogeneity is critical for the breakdown of the quantum Hall effect,
especially when the length scale of the fluctuations becomes comparable with the sample
size in graphene devices. We interpret that the physical mechanism underlying the occur-
rence of local breakdown is the highly inhomogeneous distribution of impurity induced
potential fluctuations in the sample.
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Chapter 6
CHARACTERIZATION AND QUANTUM TRANS-
PORT IN SUSPENDED GRAPHENE DEVICES
One of the major drawbacks of graphene devices is its vulnerability to the environmental
effects. Even, the molecular level contaminants or the substrates that graphene resides
on can dramatically modify its electronic properties. In this thesis, in order to be able to
probe the electronic properties of ultra clean graphene, suspended graphene devices were
fabricated and electrically characterized at temperatures ranging from room temperature
(RT) to 20 mK, in the presence of magnetic fields up to 12 Tesla. Various techniques
have been developed to fabricate suspended graphene devices and treated them to reach
ultra-high cleanliness. These lead us to produce devices with charge mobility values in
excess of 106 cm2/V − s. We observed that in these devices, the minimum conductivity
around the Dirac point can exceed the theoretically predicted value of 4e2/pih. In such
monolayer graphene devices, quantum Hall filling factors ν = 0,±1 can also emerge
in the magneto-transport measurements in addition to the expected 2(2n + 1) plateaus.
The presence of these plateaus in these ultra high quality suspended samples indicates the
lifting of the valley and/or spin degeneracy in these devices.
6.1 Cleaning the suspended graphene
In order to set the graphene free from disorders and impurities, besides the chemical
cleaning treatments, there also exists some cleaning techniques in the literature such as
annealing the graphene around 200◦C in the H2 − Ar environment[107] or the current
induced annealing of graphene which can help to reach ultra clean devices[30]. Since
H2 − Ar annealing in a cryostat environment requires a separate system to proceed per-
forming the cleaning, it is very challenging and costly. However, current annealing in
a vacuum environment is more convenient to utilize and provides more effective clean-
ing on the suspended samples. This technique may not provide promising results for the
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graphene sheets on substrates due to the residues trapped on the interface between the
graphene and the substrate, or the impurities from the SiOx substrate itself. We have
performed the H2−Ar cleaning procedure on the suspended graphene samples, however,
we experienced that it does not give a remarkable effect in terms of the electronic mea-
surements compared to the current annealing technique. The cleaning procedure can be
given in these steps briefly;
Cleaning procedure in the H2 − Ar environment;
• Dry pump is started and waited to reach to vacuum levels down to 1× 10−2 mBar
inside the quartz furnace.
• A forming gas (1 : 9 −H2 : Ar) is sent through the furnace with a 300 sccm flow
rate and waited for the pressure stabilization around 2 mBar. When it is stabilized,
heating procedure can be started.
• Temperature is ramped from room temperature (RT) to 200◦C in 1 hour.
• Sample stays at 200◦C 1 hour.
• Temperature is ramped from 200◦C to 340◦C in 1 hour.
• Sample stays at 340◦C 2 hours.
• Finally, temperature is ramped down to RT in 2 hours.
Fabrication procedure of the suspended samples is as follows in the steps which were
already explained in the Device Fabrication chapter in detail. Briefly;
Suspended graphene devices are fabricated by mechanical exfoliation of natural graphite
transferred on to a p doped Si substrate covered by 285 nm of SiOx. Single-layer graphene
flakes are determined based on their contrast under the optical microscope, then confirmed
by Raman spectroscopy. Electron beam lithography is employed to pattern the electrical
contacts made from Cr/Au (3/100 nm) followed by a lift-off in acetone. Suspension is
achieved by dipping the SiOx in Buffered Oxide etch (BOE) to remove ≈ 200 nm SiOx.
The remaining oxide is allowed to avoid any shorts between the leads and Si layer. Device
is transferred from BOE to DI water then dipped into IPA and dried by nitrogen gas (N2)
gently.
In the current annealing technique, huge amount of current density (≈ 1 mA/1µm)
is passed through the device which leads to the heating of graphene up to temperatures
around 600◦C and helps to evaporate the dirt on the sample in the vacuum environment.
In Fig. 6.2 resistances R as a function of applied gate voltage VG before and after current
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b)
c)
Figure 6.1: Resistance vs Gate potential values after performing current annealing on the
suspended graphene devices. Insets show the optical microscope picture of the devices with
labeled contact numbers wire-bonded to the pins of the chip-carrier. Measurements were
carried out with the labeled contacts (subscription indicates Source- Drain).
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annealing are given for some of the suspended graphene samples in various pressure and
temperature conditions.
In Fig.6.2(a), the resistance behaviors of the suspended part of the sample (CY-17052015-
SUB1-1, width:2.5 µm, Length: 1.75 µm, Probes between 8-7) as a function of ap-
plied gate potential are shown after performing 4 current annealing steps at zero mag-
netic field and at 190 K temperature in the vacuum environment at a pressure value of
3× 10−4 mBar. Black line is the gate sweep before annealing, which does not exhibit a
pronounced shape of the Dirac point around the zero gate potential. One can clearly see
that a significant difference has been achieved on the resistance curve after 4th annealing
step by passing 1.4 mA DC current through the graphene sheet. We show another R vs
VG sweep curve of the suspended device (GC-2832015-SUB1-2, width:2 µm, Length:
1 µm, Probes between 2-1) at 175 K in Fig. 6.2(b). Initially, Dirac peak is not observable
in the range of applied gate potential(-5 V to +5 V), which indicates that the graphene is
heavily doped (black curve). It has not been achieved to obtain a remarkable shape on the
resistance for the currents ramped up to IS = 0.86 mA. Then the Dirac peak is obtained
at VG = 0.5 V after 2nd annealing with the current, IS = 0.86 mA. Fig. 6.2(c) shows
the resistance values as a function of gate potential at different temperature values before
and after current annealing for another suspended graphene samples (CY-1752016-S2-
1,width:2 µm, Length: 1 µm, Probes between 12-8). Blue curve shows the resistance
curve at base temperature (15 mK) in vacuum environment (P ≈ 1 × 10−6 mBar) after
applying just one annealing on the sample with current IS = 1.1 mA. We have experi-
enced that the current annealing provides much better results in the high vacuum and low
temperature environments.
6.2 Multi-source current annealing through the split de-
sign contacts
2-terminal suspended graphene devices can be successfully cleaned by current annealing
technique. However, it is almost impossible to achieve a uniform temperature gradient
on the suspended samples with the multi-terminal designs, since the side probes act like
a heat sink. It has been showed that annealing one part of the sample makes dirty the
other part and vice versa [108]. We consider a split contact design where we pass high
currents (40 mA) through the metal contacts, while passing an optimal current density
through the graphene for cleaning. Eventually, we expect the dirt near the contacts to
evaporate with an effective heating, and therefore, to obtain higher quality samples. We
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design the contacts as narrow as possible in order to ramp to temperatures with relatively
less current densities. On the other hand, narrowing the contacts too much may lead
to the collapse of the graphene during the etching due to the mechanical instability. Our
experiences have shown that gold contacts designed with widths around 1 µm are ideal for
an effective annealing, where it can reach to desired temperatures with the probe currents
around 30− 40 mA.
6.2.1 Automatic Annealing Software
We control the source-measurement units and the data acquisition during the annealing
procedure by LabVIEW software of National Instruments. The software first increases
the current on the contacts by an amount set on the program, and at the same time, keeps
a constant low current passing through the graphene to monitor the changes in the device
behavior during the annealing process.
Figure 6.2: Schematic of the electrical set-up for multi-source current annealing through the
split contacts and graphene.
2-terminal graphene device fabricated with split contacts are electrically connected
to source-measure units as is shown in Fig. 6.2, where Iprobe is the intended current to
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be passed through the metal contacts in order to heat up the probes, and Igraphene stands
for the current passing through the graphene during the heating up process of the probes.
Through Igraphene, which is usually a low current, we are able to probe the changes hap-
pening to the graphene while we reach high temperatures in probes. Annealing software
flows as follows:
1. Setting metal probe currents
• First set the upper left probe to Igraphene.
• Then increase I1, and decrease I2 by ∆I increments/decrements (Therefore,
only Igraphene amount of current will pass through graphene).
• Increase I3 by by ∆I increments. Since the other end of I3 is the drain, it does
not need to apply any current to the other end.
• Measure the voltages and currents of each probe and print.
• Repeat this procedure until I1 − Igraphene = −I2 = Iprobe
2. Graphene annealing (User controls)
• User is free to set the current I1 − Iprobe = Igraphene and probe the resistance
changes in graphene.
• Continuously measure the voltages and currents of each probe and print.
• User will press "Stop Annealing" when the user observes a significant jump/drop
in the graphene resistance.
3. Return back to the zero current state of the probes
• First, bring I1 − Iprobe = Igraphene to Iprobe by ∆I decrements.
• Then decrease I1, and increase I2 by ∆I decrements/increments.
4. Gate sweep (User controls)
• User is free to sweep the gate voltage in order to confirm if any affirmative
change has happened.
• If device needs further annealing, user can repeat the whole procedure.
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6.2.2 Effective annealing with the split contacts
A set of annealing experiments were organized in order to investigate whether the probe
annealing makes any change on the transport properties or not. All the annealing steps
have been performed individually in the suspended graphene sample (CY-792015-SUB1-
2)[Fig. 6.3(a)].
a) b)
c) d)
Figure 6.3: Multi-source current annealing through the split contacts of the suspended sam-
ple (CY-792015-SUB1-2). a) Optical image of the device, contact configuration and the mea-
surement schematic. R vs VG results for only the graphene annealing Iprobes = 0, probe
annealing IG = 0, graphene and probe annealing at 1.5K, b), c), d), respectively.
We first started with just passing current through the graphene (Probes between 14-
16) and caught the Dirac point on the resistance curve which is very close to the zero
gate voltage after passing a DC current of IS = 650 µA at 1.5 K [Fig. 6.3(b). Before the
current annealing, one can see that the sample resistance had almost no response to the
gate. After catching a desired shape on the resistance curve, we only heated the probes by
passing huge amount of currents through the probes (14-19) and (16-18, 18 at 0V) step
by step (From 5 mA to 35 mA) during 5 minutes. [Fig. 6.3(c).
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We could not observe a significant change on the resistance curve by passing currents
up to 30 mA. However, in the last ramp up to 35 mA, we observed a significant difference
on the resistance curve (black), where resistance curve got broadened and the peak value
almost dropped to half of it. We claim that the one highly possible reason for this can be
the graphene was contaminated by the residues located near the contacts, which migrated
into the center of the graphene region. After the observation of the probe annealing on
the graphene, we decided to keep the same 35 mA amount of current constant for the
probes and pass the current IG through the graphene simultaneously to be able to create
an effective heating on the total graphene region which may lead to better cleaning of
the graphene device. In Fig. 6.3(d), we show the results of the resistance curve as a
function of applied gate potential after performing the annealing steps while the probes
at 35 mA and graphene currents at IG = 200 µA (red), 300 µA (black), 400 µA (blue).
One can see that a remarkable shape on the resistance curve has been obtained ( better
than Fig. 6.3(b)) with the IG = 400 µA while the probes at 35mA indicating the effective
annealing has been achieved. Although, we were able to obtain an ultra-clean graphene
sample by this multi-source annealing technique, it definitely requires further imaging
and/or surface characterization in order to prove the real influence of the effective cleaning
on the samples.
6.3 Temperature dependence of the resistance
The temperature behavior of the resistance can be used to estimate the disorder level in the
system. Clean samples show higher peak resistances which increases as the temperature
is lowered and saturates when kBT is smaller than the Fermi energy fluctuations;
kBT . ~vF
√
pin. (6.1)
Non-suspended or dirty suspended samples (not annealed) have extrinsic sources of
disorders which induce pronounced inhomogeneity in the carrier density around;
n ∼ 1011 cm−2 ⇒ T = ~vF
√
pin/kB ∼ 400 K (6.2)
which explains the weak dependency of the resistance peak on the temperature in the
range of 0− 300 K[109].
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Figure 6.4: Temperature evolution of the resistance for not-annealed suspended graphene.
As the temperatures gets lowered, sample does not exhibit any improvement in its resistance
shape.
Fig. 6.4 shows the resistance as a function of gate voltage for a non-annealed sus-
pended sample at the indicated temperatures at zero magnetic field. Here the resistance
shape neither has an increment in its peak value nor the change in the full width at half
maximum as the temperature decreases, only conductance fluctuations emerge at 1.4 K.
However, Fig. 6.5 shows the resistance curves of an current-annealed suspended sam-
ple (CY-17052015-SUB1-1) as a function of VG in various temperatures (Surface Plot).
It can be clearly seen that the resistance peak gets narrower, while the peak values in-
creases as the temperature decreases. The full width at half maximum (FWHM) of the
resistance peak is significantly lowered from ∆WDirac ≡ ∆VG = 3.6 V at 200 K to
∆WDirac ≡ ∆VG = 0.4 V at 1.4 K with an almost order of magnitude reduced corre-
sponding fluctuations in the carrier density.
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Figure 6.5: Temperature evolution of the resistance for the current-annealed suspended
graphene. Surface color corresponds to resistance values as indicated in the scale bar.
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6.4 Quantum Hall Measurements
6.4.1 Carrier Mobility
Quantitatively, the resistance R vs VG can be fitted by the model[110, 111];
Rtot = RC +
L
weµ
√
n2res + n
2
, n(VG) = α(VG − VD) (6.3)
Here the parameters correspond respectively to: RC : Contact resistance, L: Length of
the sample between the midpoints of the contacts, w: Width of the sample, e: electron
charge, µ: Charge mobility, nres: residual carrier concentration, n: Gate induced carrier
concentration, α: Coupling factor between the carrier concentration and the applied gate
voltage. The coupling parameter, α can be calculated by using the serial capacitor model
as;
n
Vg − VDirac =
Cg
e
, Cg = 1/
(
1
0
tvacuum
+
1
0
toxide
)
(6.4)
where 0 and  represent the permittivity of free space and SiOx respectively.
This yields a coupling parameter of α ≈ 2.5×1010cm2V −1 for the suspended graphene
where the suspension of the sheet above ≈ 200 nm oxide layer, tvacuum ∼ 200 nm and
the remained oxide, toxide ∼ 85 nm). Theoretically calculated result by considering this
model is in good agreement with the one (α ∼ 2.71 × 1010 cm2V −1) calculated experi-
mentally from the quantum Hall measurements Fig. 6.6(a).
Fitting results on the resistance vs VG curves of the suspended sample (CY-17052015-
SUB1-1) are given separately for the electrons and holes in Fig. 6.6(b) and (c), re-
spectively. Here the fittings were achieved by considering the length of the sample
L : 1.75 µm, width L : 2.5 µm, Dirac point at VD = 0.45 V as the constant parameters
and the rests are free. The fittings yield very high mobilities for the holes and electrons,
µh ≈ 535000 cm−2V −1s−1 and electrons µe ≈ 359000 cm−2V −1s−1, respectively. More-
over, individual fittings yield a residual concentration fluctuations in the carrier density of
δne ≈ 5.5 × 109 cm−2 for the electrons, and δnh ≈ 3 × 109 cm−2 for the holes. These
residual carrier fluctuation values in the carrier density also agree with the one which is
calculated from the FWHM value of the resistance peak, ∆WDirac ≡ ∆VG = 0.4 V
which corresponds to the the carrier fluctuations ∆n = α∆VG with α = 2.71 × 1010.
Considering the symmetric resistance curve, the inhomogeneity fluctuations in the carrier
concentration gives δn = 5 × 109 cm−2, which is very small for the graphene sheets on
the substrates or dirty suspended samples (δn ≈ 1011 cm−2).
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a)
b)
c)
Figure 6.6: Carrier concentration and the mobility of the suspended graphene device (CY-
17052015-SUB1-1). a) Carrier concentration is calculated from the quantum Hall measure-
ments. b) Black line corresponds to hole branch of the resistance curve at 4.2 K. Hole mobility
is extracted by fitting (red-dashed line) the curve by the given model in the tex. c) Resistance
curve (black) and the fitting (red-dashed line) for the electron branch. Measurements were
performed with an AC 10 nA source current.
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6.4.2 Shubnikov-de Haas oscillations and the quantum mobility
In order to analyze the device quality from the onset of the Shubnikov-de Haas (SdH)
oscillations, one can confirm the development of a minimum in R(VG) where SdH os-
cillations first appear as two maxima around the neutrality point (develop to first filling
factors ν = ±2) as the magnetic field increases above the certain magnetic field. This
sets a lower mobility value of µQ ∼ 1/Bq extracted from the magnetic field at which the
carriers complete one cyclotron orbit without scattering using the equation;
µQBq ≡ ωcτq = 1 (6.5)
where, Bq corresponds to the onset of SdH oscillations, ωc is the cyclotron frequency, τ
is the scattering time and µQ is called the quantum mobility[29]
a) b)
Figure 6.7: SdH oscillations and the quantum mobility a) R(VG) at the indicated magnetic
fields. Arrows indicate the first quantization plateaus to be developed. b) 2D colour map of
R(VG, B).
Fig. 6.7(a) shows the Resistance R as a function of applied gate potential VG between the
magnetic fields 0-100 mT at 1.4 K with an AC current source of IS = 10 nA, respectively.
One can see the development of such a minimum in Fig. 6.7(a) where the minimum ap-
pears at Bq = 30 mT which sets a carrier mobility of around µ ≈ 330000 cm−2V −1s−1.
This is in agreement with the mobility values extracted from transport mobility (fittings)
in previous section. One should realize that the standard mobility calculations based on
the Drude formula are valid for the charge transport takes place in the diffusive regime.
In very high quality (high mobility) suspended samples, transport properties should be
considered through the ballistic regime rather than the diffusive one. Thus, the mobility
values calculated from the Drude formula may not give correct values for the mobility of
the suspended samples, whereas quantum mobility as an qualitative estimate can give an
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alternative way of quantifying graphene’s quality. The development of the first ν = ±2
filling factors is shown as a 2D surface plot in Fig. 6.7(b). Being able to observe such
a development for the filling factors at these low magnetic fields confirms the high qual-
ity of the suspended devices. Observing these quantizations in the graphene samples on
the SiOx substrates or dirty suspended devices require higher magnetic fields due to the
inhomogeneity fluctuations in the carrier concentration.
6.4.3 Quantizations by sweeping the gate potential
In the presence of a perpendicular magnetic field, the energy spectrum of two dimen-
sional electron system splits into a fan of Landau levels. When the Fermi energy is tuned
by changing the gate potential and lies between the Landau levels, system enters the in-
teger quantum Hall regime, in which transport is governed by the edge states and overall
conductanceG is quantized asG = νe2/h, where ν is the filling factor which takes integer
values, e is the elementary charge, and h is the Planck’s constant.
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Figure 6.8: G vs VG at indicated magnetic fields at 1.4K. Quantum Hall plateaus with
conductance values G = νe2/h appear at the correct filling factors ν = ±2,±6,±10 for the
single layer graphene.
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The sequence of the integer filling factors follows the values of ν = ±2,±6,±10, ...
in graphene in the quantum Hall regime due to the fourfold spin and pseudo- spin (valley)
degeneracy of the Landau levels which is explained in detail in Subsection. 2.3.3.
Conductance G of the suspended device (CY-17052015-SUB1-1) as a function of
applied gate potential VGATE is shown at 1.4 K by applying an AC source current IS =
10 nA in the magnetic field range of 0 T - 1.2 T with 100 mT increments in Fig. 6.8.
We start observing well developed plateaus in the conductance at 2e2/h, corresponding
to the filling factors of ν ± 2 after 0.3T. A fully developed sequence of the filling factors
at ν = ±2,±6,±10 can be seen at relatively low magnetic fields at B = 1 T . This
also confirms that the sample is certainly single layer graphene. 1.1 kΩ contact resistance
is determined by the deviation of the quantized plateaus from their correct quantization
values. One should realize that we were able to see these sequences in the graphene
Hall-bar samples on the SiOx substrates at very magnetic field values around B = 11 T .
6.4.4 Quantizations by sweeping the magnetic field
Although, the magneto-resistance measurements in two-terminal devices may not be as
straightforward to interpret as simultaneously observable longitudinal and transversal re-
sistance values in the multi-terminal devices, it is possible to observe the quantizations
when the longitudinal contributions vanishes, ρxx ≈ 0.
Fig. 6.9(a) shows the magneto-transport measurements of the suspended device at 1.4
K between 0-4 T magnetic field by applying two different gate voltages, VG = +3 V
and VG = −2 V , which correspond to the electron and hole regions, respectively. In
the electron branch, besides the normal sequence of the filling factors for single layer
graphene around 2.5 T, we observed a weak quantized plateau outside the normal se-
quence with R = 1
ν
h
e2
, ν = 1 which is not expected within a picture of noninteracting
quasi-particles[112]. The ν = ±1 symmetry broken states are associated with the valley
splitting of the n = 0 Landaul level due to the electron-electron interactions[112–114]. In
the hole branch, well-defined Shubnikov-de-Haas (SdH) oscillations are clearly observ-
able at low magnetic field values before entering the quantum Hall regime [Fig. 6.9(b)].
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a)
b)
SdH
Oscillations
Figure 6.9: Quantum Hall effect plateaus of a suspended graphene sample (CY-17052015-
SUB1-1). a) Red and blue curves correspond to electron and hole regime with a corresponding
carrier densities of ≈ 6.7 × 1010 cm−2 and ≈ 5.4 × 1010 cm−2, respectively at 1.4 K,
IS = 5 nA. Note that the ν = 1 plateau at the electron branch. b) Quantizations at higher
densities of the hole branch at 1.4 K, IS = 50 nA. Highlighted area exhibits the Shubnikov-de
Haas oscillations.
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Chapter 7
INSULATING BEHAVIOUR IN ULTRACLEAN
SUSPENDED MONOLAYER GRAPHENE
In this chapter, we present our transport measurements on a thermo-pressure-cycled ultra-
clean suspended monolayer graphene with extremely low potential fluctuations of δn .
109 cm−2 approaching the Dirac point. An insulating behavior developed during a thermo-
pressure cycle has been observed and the results are discussed through the conductance
fluctuations (CF) of a weakly disordered ultra-clean graphene sheet with strong short-
range potentials which results in localization via intervalley backscattering.
7.0.1 Introduction
The nature of the conductivity at Dirac point has been debated since graphene’s first
isolation[10]. The saturation of the minimum conductivity in monolayer graphene has
been observed even in ultra-clean high mobility suspended samples[25–29] well above the
ballistic limit (4e2/pih)[115, 116]. However, an insulating behavior around Dirac point
has been realized by screening the charge puddles in so-called double-layer graphene
heterostructures[117] or in top-gated graphene sheets on hBN substrates[118]. In dis-
ordered graphene, on the other hand, the minimum conductance is limited by satura-
tion of the average carrier density in the presence of charge impurities. Scattering of
the electrons off the impurity-induced potential leads to interesting quantum interference
phenomena such as conductance fluctuations (CF)[119–122], and weak (anti) and strong
localization[122–126].
A fundamental problem in quantum transport through mesoscopic devices is conduc-
tance fluctuations. Fluctuations of the conductance of electron systems have been widely
studied in metals and semiconductors[127, 128]. They originate from the interference
between phase-coherent electrons propagating in all possible paths through a mesoscopic
system. As the Fermi energy of the conducting electrons or the magnetic flux through
the sample is varied, the conductance can exhibit distinct fluctuations which can be either
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universal or non-universal. In diffusive phase-coherent systems the average amplitude of
these fluctuations is of the order of e2/h, independent of the mean conductance, which
is known as the universal conductance fluctuations (UCF)[127]. In conventional semi-
conductors and metals, the average amplitude of these fluctuations is a universal number
giving rise to UCF. In graphene, however, due to its unique band structure with Dirac-like
spectrum, the fluctuations of the conductance is highly dependent on the geometry of the
device[129] as well as the the spatial distribution[121] and the strength of the scattering
potentials in a disordered system[119, 130]. On the other hand, since the CF is a result of
the interference of the scattered electron wave, it is also sensitive to the disorder strength
and range, and spatial configuration of the scatterers[119, 121].
In general, there are two scattering mechanisms for graphene Dirac fermions which
are intra-valley and inter-valley scattering. In the presence of long-range disorder poten-
tials, for example in case of graphene on substrates, the electrons scatter in each of the two
valleys without backscattering[131–133]. However, with short-range or strong long-range
disorders[134], e.g., in graphene on hBN or suspended graphene, the dominant scattering
is inter-valley scattering giving rise to backscattering and localization[135–138].
7.0.2 Results and Discussion
Here we report, for the first-time, on the observation of an insulating behavior in a sus-
pended monolayer graphene around the charge neutrality point as a result of strong con-
ductance fluctuations of the order of e2/h which are the same order of the conductance
itself. This insulating behavior at zero magnetic field has been developed during a thermo-
pressure cycle of a high quality current-annealed[30] suspended sample. Moreover, we
observed that a direct transition from an insulator to a Quantum Hall conductor occurs
within ≈ 0.4 T . Another hallmark of our study is the emergence of ν = 0,±1 quan-
tum Hall plateaus at B ∼ 1 T besides the normal sequence of plateaux for single layer
graphene, which we believe is a result of broken valley and spin symmetries[28]. These
observations are described via weakly disordered ultra-clean graphene by strong short
range inter-valley scatterers which lead to backscattering and valley symmetry breaking.
The studied suspended graphene device was fabricated by mechanical exfoliation of
natural graphite transferred on to a p doped Si substrate covered by 285 nm of SiOx.
Single-layer graphene flakes are determined based on their contrast under the optical
microscope, then confirmed by Raman spectroscopy. Electron beam lithography is em-
ployed to pattern the electrical contacts made from Cr/Au (3/100 nm) followed by a lift-off
in acetone. Suspension is achieved by dipping the SiOx in Buffered Oxide etcher (BOE)
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Figure 7.1: Resistance (black curve), Conductance (red curve) at zero magnetic field and
Conductance (blue curve) at 300 mT as a function of carrier concentration after current an-
nealing of suspended graphene with channel length L = 1 µm and width W = 2 µm.
The resistance peak is significantly narrow with the full width at half maximum (FWHM) of
(δn ≈ 4×109 cm−2). The contact resistance of≈ 0.9 kΩ is subtracted from the deviation of
the expected conductance quantization values. Upper inset: R(VG) in various small B fields
in the range of 1 − 20 mT where the curves are shifted for clarity. Note that the Dirac point
starts to split at B fields less than 10 mT . Lower inset: The optical microscope image of the
measured device. Measurements were performed between the labelled Au leads as Source (S)
and Drain (D) with IS = 10 nA at 1.5 K. Dashed lines mark the borders of the suspended
graphene which is not clearly visible under the optical microscope. Scale bar is 1 µm.
to remove ≈ 185 nm of SiOx layer. The remaining oxide is allowed to avoid any shorts
between the leads and Si layer. Device is transferred from BOE to DI water then dipped
into isopropyl alcohol and dried by nitrogen gas (N2) gently. Electrical measurements
on suspended device is performed in 3He Dilution Refrigerator using the standard lock-in
techniques. We performed current annealing by applying a DC current, with current den-
sities of j ≈ 1 mA/µm, until the sample shows a remarkable feature on the resistance
curve where the Dirac point is very close to 0 gate voltage indicating low unintentional
doping [Fig. 7.1].
The resistance and conductance of the sample after current annealing is illustrated
as a function of carrier concentration in Fig. 7.1. Carrier concentration varying by gate
voltage, n(Vg) = αVg, is calculated with the coupling factor of α ≈ 2.7 × 1010cm−2
obtained from the quantum Hall (QH) measurements in agreement with the parallel-
plate capacitor model. As shown in Fig. 7.1, the sample was confirmed to be indeed a
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Figure 7.2: (a) Resistance as a function of Vg after thermo-pressure cycle at various tem-
peratures at zero magnetic field. Note that the insulating peaks appear at Vg = 0.15 V
and Vg = −0.3V . The resistance peaks at 20 mK are extremely narrow with FWHM of
δVg ≈ 0.07 V translating to (δn ≈ 1.9× 109 cm−2). The color scale corresponds to the sur-
face plot. (b) The temperature behavior of conductance at insulating points in log-log scale
labeled as Gmin1 and Gmin2 for Vg = 0.15 V and Vg = −0.3 V , respectively. Black dotted
line corresponds to a fit G ∝ T β , with β = 1 to Gmin1. Note that this power-law behav-
ior with β = 1 starts to diminish below 4K. Gmin2 behaves slightly different at T & 4 K
whereas at lower temperatures both conductance minima follow the same trend.
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monolayer graphene via QH measurements where conductance exhibits well developed
quantized plateaus at ν = ±2,±6,±10 already at 300 mT . Taking the aspect ratio of
W/L = 2 into consideration, it should be noted that the maximum resistivity in our
sample is ∼ 50 kΩ which can only be explained with an extremely clean sample with
strongly reduced electron-hole puddles[139]. From the onset of the Shubnikov-de Haas
oscillations at 8 mT , the mobility is estimated to exceed 106 cm2/(V − s) [Fig. 7.1upper
inset].
However, after a thermo-pressure cycle to room temperature back to sub-Kelvin tem-
peratures having the vacuum loosen up to maximum ∼ 10−2 mBar during the warm-up,
the sample adopted a strong CF leading to insulating behavior around the charge neu-
trality point with high resistance peaks approaching mega-ohm range. We believe that
the ultraclean sample has been weakly disordered during the thermo-pressure cycle by
some adsorbents accompanying strong short-range potentials leading to pronounced con-
ductance fluctuations and intervalley backscattering. In Fig. 7.2(a), the resistance as a
function of gate voltage is plotted at various temperatures. The resistance is highly tem-
perature dependent specially around the neutrality point with strong fluctuations leading
to an insulating behavior at very low density regime. With reference to Fig.7.2, the tem-
perature evolution of the resistance is addressed where the resistance fluctuation peaks
are strongly dependent on temperature. However, no activation behavior is observed for
these insulating peaks ruling out a gap-induced insulating behavior, which would lead to
otherwise an exponentially activated conductivity. Indeed, the power-law behavior of the
conductance [Fig. 7.2(b) is consistent with other experimental works on quality graphene
devices[117, 118].
As the temperature is lowered, the quantum transport of electrons becomes coherent
and leads to quantum interference corrections to the conductance. In Fig. 7.3, the relative
fluctuations of conductance is illustrated in low density regime at different temperatures
up to 25 K. It can be seen that by lowering the temperature the fluctuations of conduc-
tance is strongly pronounced around Dirac point corresponding to the insulating peaks in
Fig. 7.2(a). The fluctuations are also reproducible at different temperatures and becomes
so strong at lower temperatures that they can even diminish the conductance occasion-
ally around the Dirac point leading to an insulating behavior when the carriers are totally
localized in the bulk. The inset also shows the root mean square of the conductance fluc-
tuations with respect to temperature with an exponential decay, δGrms ∝ exp(T/T0),
where T0 ∼ 11 K above which the fluctuations start fading away.
Fig. 7.4 shows the field behavior of conductance as a function of carrier density. A
direct transition from the insulating behavior around the Dirac point to QH regime can be
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Figure 7.3: Relative conductance fluctuations at various temperatures with respect to the
conductance at 30 K at zero magnetic field. The plots are stacked for clarity. Inset: The root
mean square of conductance fluctuations as a function of temperature in log-normal scale.
The red dashed line shows the exponential fit.
seen by increasing the magnetic field up to 0.4 T where a single conductance minimum
at Dirac point appears with the development of ν = ±2 plateaus around it. This behavior
indicates that the bulk conductance is continuously vanishing with the current transport
through edge channels until it fully enters the quantum Hall regime. Moreover, the sample
displayed clear ν = 0,±1 plateaus besides the normal sequence of plateaux for a single
layer graphene at relatively low magnetic fields[Fig. 7.4]. The presence of inter-valley
scattering lifts the valley degeneracy and splitting the spin degeneracy at high enough
magnetic fields (& 1 T ) giving rise to this full symmetry-broken QH sequences[28, 140]
which can only be resolved in ultra-clean samples.
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Figure 7.4: Two-terminal conductance at different magnetic fields up to 2 T . Insulating
peaks declines monotonously to QH ν = ±2 plateaus. The ν = 0,±1 plateaus also appear at
around 1 T . The graphs are stacked with a constant amount.
7.0.3 Conlusions
In this chapter, we have investigated an unexpectedly high resistance peak in a current-
annealed micron-size suspended graphene sheet, which is well above the ballistic limit.
More interesting observation was a highly temperature-dependent insulating behavior in
the suspended device after being disordered weakly by sharp atomic-scale impurity poten-
tials during a thermo-pressure cycle. Such a low conductance around the charge neutrality
point well below the ballistic limit 4e2/pi h before and after thermal cycle indicates that
the sample is ultra clean and the transport is governed by the recently developed theory by
Das Sarma et. al[140] which predicts a vanishing conductance and metal-insulator tran-
sition in higher quality samples. This behavior arises from the suppression of Coulomb
disorder induced inhomogeneities near the charge neutrality point of very high quality
samples. We believe our sample after current annealing was readily clean enough to show
such an insulating behavior, however, after a thermal cycle, the adsorbent-induced inter-
valley scattering brought the sample into a completely insulating regime near Dirac point.
Lifting of the valley symmetry due to strong inter-valley scattering was also reflected in
the QH measurements as a ν = 0,±1 plateau appearing at relatively small fields of∼ 1 T .
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Chapter 8
SUMMARY
There are two novel outcomes of this thesis:
First; we have analysed the breakdown of the quantum Hall effect in 1 µm wide Hall
devices fabricated from an exfoliated monolayer graphene which is inherently 2D material
transferred on SiOx. We have observed that the deviation of the Hall resistance from its
quantized value is weakly dependent on the longitudinal resistivity up to current density of
5 A/m, where the Hall resistance remains quantized even when the longitudinal resistance
increases monotonously with the current. Then a collapse in the quantized resistance
occurs while longitudinal resistance keeps its gradual increase. The exponential increase
of the conductivity with respect to the current suggests impurity mediated inter-Landau
level scattering as the mechanism of the breakdown. The results are interpreted as the
strong variation of the breakdown behaviour throughout the sample due to the randomly
distributed scattering centers that mediates the breakdown.
Second; we have presented the transport measurements of successfully annealed sus-
pended graphene samples in which we achieved very high mobilities confirmed by an
early onset of the Shubnikov-de Haas oscillations. Early appearance of a fully developed
quantizations at low magnetic fields combined with broken symmetry states also con-
firm the quality of the devices. In one of these high quality samples which has a record
carrier mobility (estimated to exceed 106 cm2V −1s−1), an insulating behaviour at zero
magnetic field was investigated after thermo-pressure-cycle. Before the thermo-pressure
cycle, the sample was already in a high resistance regime by showing a peak resistivity of
over 50 kΩ at Dirac point after current annealing which provides an extremely clean sam-
ple with highly reduced electron-hole puddles. However, after the thermo-pressure cycle,
our current-annealed device acquired an insulating behavior around the neutrality point
with a strong power-law dependency on temperature approaching MΩ range at 20 mK.
This behavior is discussed through the conductance fluctuations (CF) of a weakly disor-
dered ultra-clean graphene sheet but with strong short-range potentials which results in
localization via intervalley backscattering. Moreover, by applying a perpendicular mag-
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netic field, a direct transition from insulator to quantum Hall conductor is observed within
≈ 0.4 T accompanied by broken-symmetry-induced ν = 0,±1 plateaux which confirms
our picture of intervalley scatterers.
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Appendix A
VISTEC EBPG 5000PLUSES STANDARD
OPERATING PROCEDURE
Figure A.1: Vistec EBPG5000+ES 100 kV electron beam lithography system at Sabanci
University Nanotechnology Research and Application Center’s clean-room.
• Activate the monitors by moving the mouse.
• Check the system situation by monitoring the "CSYS". If it is not open, click the
"EBPG5000+" icon on the desktop, "Cebpg" will be displayed on the screen then
click "CSYS" from the upper short-cut panel.
• Vent the airlock by pressing the "set lock vent" button in "CSYS". Airlock will
come to the atmosphere pressure in approx. 2 minutes [Fig. A.2(a)].
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• Check the airlock whether it is in atmosphere pressure or not by just moving the
arm up gently.
• Remove the cassette holder [Fig. A.2(b)].
• There are 2 holder in the "cassette holder". Upper side (Cassette 1) corresponds to
the mask holder, down side (casette 2) is the piece part sample holder.
• After taking the holder, close the airlock lid, then check the lid is closed properly.
Check the O-ring !
• Handle the holder carefully while carrying; NEVER TOUCH the calibration marker
& Faraday Cup regions [Fig. A.2(c) upper part].
• While trying to place the sample on the holder, system must be kept in vacuum.
From the "CYSY" press "set lock vacuum" button.
• You can put your sample either in low-y or high-y position via clipping with sample
clips [Fig. A.2(c)].
• One should be careful with the orientation of the holder, adjust your sample orien-
tation.
• After replacing your substrate properly, put the holder to the microscope stage care-
fully.
• Clamp the holder into the tray by just turning a quarter-clockwise( you will hear a
click noise then stop), gently turning the screw in the counter-clockwise direction
will release the spring and the holder [Fig. A.2(d)].
• Open the microscope and laser height meter, go to the faraday cup, put the cross on
the right eyepiece to the center of faraday cup hole [Fig. A.2(e)].
• Make the position meter of X an Y "zero". Any movement is going to be relative to
the faraday cup from now on [Fig. A.2(f)].
• Adjust your height with the three levelling set screws. If you turn fully in the
clockwise direction, stage will go down approximately 200 µm and vice versa. It
obeys the RIGHT HAND RULE [Fig. A.2(f)].
• Height should be between max −50 µm to +50 µm range.
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h)
Figure A.2: Vistec EBPG500+ electron beam lithography direct write operating flow.
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• If you have 1cm x 1cm substrate, from one side to other, height differences should
not be higher than 10 µm on the hight meter. (1 µm height/1 mm length).
• After you finish with the height alignment and taking the coordinate of your sam-
ples. ( Take the both coordinates from the edge of the samples as X1, X2 and
Y1, Y2, adding them up and dividing by 2, will give you the center of your substrate
as (X0, Y0). Remove the holder. Do not forget to release the "release lever". For
marker alignment, one should adjust the orientation and need to take the coordinate
of the lower left marker in the layout.
• Vent the system from "CSYS" by pressing the vent the lock button again.
• Place the holder to the cassette [Fig. A.2(g)].
• Place the cassette to the airlock from the rails gently, you will hear a "click" voice
when it is plugged properly, you can check also from the load arm head (T shape)
should fit the big screw head of the holder.
• Set lock vacuum in "CSYS" again. Pumping will started and you will have to wait
until the vacuum reaches the minimum required value of 5× 10−5 TORR.
• When it reaches the required vacuum level, airlock region will turn intro green and
cassette loading part in the "Cebpg" will highlighted [Fig. A.2(h)].
• You can select the holder type as Lowy (3) or highy (2) and strat loading the holder
by just pressing arrow icon under the cassette in "Cebpg".
• Copy your gpf file from the LayoutBeamer-Machine folder on the desktop and paste
it to the pattern file of your pg user account.
• Open a new terminal, change the environment to your environment by entering the
" ce username" command (like ce cenk).
• NEVER give any "set", "measure", "adjust" commands, if there exist no holder
inside the system. You can just give get information commands if there is no holder
inside.
• After you change the environment open "cjop" by just entering "cjob" command
into the terminal, then create your job file.
• In order to see archived currents in the system, enter the command as " pg informa-
tion archive beam" - short command "iarc beam". It will list the archived beams.
you can double click the one you would like to load.
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• To load the current, you should enter the command as "pg archive restore beam .......
(middle click)". In Linux, highlighted region by double clicking will be pasted after
middle clicking in the moue".
• To find the marker on the holder itself, you should enter "pg move marker" - "mvm"
in shot.
• Only after it finds the marker, you should enter " pg adjust table coordinate" - " atc"
in shot. This command should be entered only and only after " mvm" command !.
• To measure the the current, just enter " pg measure current" - "mcur" in short.
• Now you are on the faraday cup as your 0,0 position.
• Enter your center coordinates of X0, Y0 which are relative from the cup. "mpos /r
X0, Y0"
• Now your are at the center of your substrate, you can check whether you are on
the substrate or not by entering the "mpgm height" command. If it is in micron
range, you are on the substrate then. If you are going to perform an alignment for
the second ebeam step, then you have to enter your marker coordinate, go there and
check shortly whether you are on the marker or not by just opening SEM module
in "Cebpg".
• Take the coordinates of this point according to system’s reference system as an
absolute value by entering th" mpg tab" command.
• Copy this coordinates to parameters part in "Cebpg", chose your file, submit it then
drag the panel bar down to start the exposure [Fig. A.2(h)]. Do not forget to change
the environment in the "Cebpg" first.
• Leave the system in low beam currents ( 0.5 nA, 1 nA, etc.), high beam currents
may damage the beam-blanker over the time.
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Appendix B
OXFORD - 1.4 K- 12 TESLA CRYOSTAT
- COOLING PROCEDURE
• Pump the Outer vacuum Jacket (OVC) and Variable Temperature Insert (VTI) of
the cryostat ( < 10−5 mBar)
• Check T-sensor -1 shows room temperature (RT) & LN2 and LHe level sensors; -1
empty.
• insert the siphon pipe (sp) into he LHe refill ( 134 cm) connect the He gas to sp,
flash for few minutes. Open the needle valves let the He gas flow diffuses every
part.
• Pump the LHe reservoir (main bath) by Leybold rotary pump (< 1 mBar). Do not
pump helium reservoir unless the OVC is already under vacuum, it may collapse
if you do. Flush & pump Lambda Plate and VTI again. Repeat this process a few
times (There must be no air inside!).
• Fill the He gas.
• Insert LN2 transfer pipe into the LHe refill part then start LN2 transfer. Do not let
the pressure over 1 bar during the transfer.
• Check the ALLEN BRADLEY RESISTOR: Room temperature: 173.4 Ohm, 77 K:
195.95 Ohm [Fig. B.1].
• Stop LN2 transfer when liquid comes out of the exhaust port. First close LN2 dewar
then remove the transfer tube from cryostat. Close tap on LHe refill part and plug
the one-way vale to exhaust port.
• Leave the cryostat for a while for temperature stabilization.
• Approximately, % 40-50 of LN2 must be remained when the transfer is finished.
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Figure B.1: Schematic of the Fisher connector: Allen Bradley resistor pins. At 77K; 3-
Common, 4-100 mm above LPS: 195.75 Ohm, 5-On LPF: 196.20 Ohm, 6-Magnet Top:
194.70 Ohm. RLEAD +RCOIL = 34.37 Ω.
• Observe T drops at VTI slowly towards 77 K.
• Keep the VTI & LPF needle valves closed.
• Place LHe transfer tube between the LHe refill part & LN2 refill parts (Do not
forget to pump the tube before transferring !). Keeps to fill the He gas through the
butterfly valve part during the transfer, 200 mBar is enough).
• Pressurize the main LHe bath by He gas ( 0.1-0.2 bar).
• Leave one of 3 LN2 parts open, observe the coming out gas. Gas flow will slow
after 10-20 minutes as the LN2 jacket cools down, indicating liquid collections.
• Observe the LN2 level from the level sensors. If there is a problem with LN2
levelling probe, plug it out, unscrew it and clean the coppers with sand papers to
get rid of the oxidation. Hopefully, it should work.
• One has to be sure that there is no LN2 in the LHe bath. Pump the bath and VTI.
Then the pressure must go down around 1 mBar. If the pressure hesitates at any
value above 1 mBar, it indicates that there is still LN2 inside. You have to blow
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it out. Leave one pipe in the LHe reservoir and take the other one out then check
whether gas or LN2 is coming out. Fill He gas and pump it. Another way to
understand the remained LN2 in the bath is to measure the Allen Bradley resistor
which must be decreased compared to the 77 K values.
• Fill the He gas to sample stage and LHe bath before transferring the LHe and leaved
the system pressurized He gas. If there is N2 gas inside, needle valve might be
freezed while cooling down to 4.2 K.
• When LHe transfer is started, The pressure of the dewar must be between 0.05 and
0.07 (≈ 1 Psi). Transfer must be done slowly. Umplug the non-return valve during
the LHe transfer. When the transfer is finished, replace the non-return valve to the
helium reservoir exhaust.
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