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INTRODUCCIÓN 
El crecimiento del conocimiento en los últimos años ha estado apoyado en el 
constante acceso a la información gracias al gran desarrollo en los servicios de 
comunicaciones. Tecnologías como cable, xDSL o WiMax han proveído servicios 
con capacidades mayores a precios inferiores. Como apoyo a estas tecnologías, 
grupos diferentes a lo largo del mundo están trabajando en el desarrollo de PLC. 
Power Line Communication (PLC), Power Line Telecommunication (PLT), o 
Broadband over Power Line (BPL) es una tecnología que plantea el uso de las 
líneas de distribución eléctrica de baja y media tensión para la prestación de 
servicios de telecomunicaciones y banda ancha. Las líneas de distribución 
eléctrica no fueron diseñadas para la transmisión de datos, por lo cual presentan 
diferentes inconvenientes entre los que se destaca el ruido, el cual es 
caracterizado de manera diferente a como se modela en otros canales de 
comunicaciones que lo representan como ruido blanco gausiano: Esto se debe a 
que éste está compuesto por diferentes tipos de ruidos que afectan el desempeño 
del ya de por sí complejo canal. 
Este trabajo busca analizar el comportamiento del ruido en este canal de 
comunicaciones y de esta manera tratar de determinar la existencia de algún 
patrón recurrente de aparición del ruido impulsivo apoyado en el uso de series de 
tiempo. 
El documento está divido en 4 secciones. En la primera parte se explican 
algunos de las características del ruido en PLC. La segunda presenta algunos de 
los modelos que se han usado para caracterizar el canal PLC, esquemas de 
medición, y el proceso de toma de mediciones de ruido, incluyendo el modelo 
experimental. La tercera etapa presenta el análisis de los datos y la comparación 
entre los modelos sugeridos. Finalmente la cuarta parte presenta las conclusiones 
de la investigación. 
En los anexos se incluyen las especificaciones técnicas de los equipos, el 
estado del arte de la tecnología PLC, algunos aspectos técnicos básicos e 
información referente al uso de series de tiempo. 
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1. RUIDO EN PLC  
1.1 TIPOS DE RUIDO EN UN CANAL PLC 
A diferencia de otros canales de comunicación el ruido en el canal PLC no se 
puede representar solamente como un ruido blanco aditivo gausiano AWGN 
(Additive White Gaussian Noise). Diversos autores y estudios experimentales 
indican que en el rango de algunos cientos hasta 30 MHz el ruido presente en este 
canal es principalmente de banda angosta o impulsivo[8][10][12]. 
Los ruidos presentes en los canales PLC se pueden clasificar [8][9][10][26]: 
1) Ruido coloreado: tiene una relativa baja densidad espectral de potencia 
PSD (power spectral density) el cual varía con la frecuencia. Este tipo de 
ruido es principalmente causado por la suma de numerosas fuentes de 
ruido con baja potencia. Su PSD varía en el tiempo en términos de 
minutos u horas. 
2) Ruido en banda angosta: generalmente está constituido por señales 
sinusoidales con amplitudes moduladas. Este tipo de ruido es 
principalmente causado por el ingreso de estaciones de radio y de banda 
corta en el canal. Los niveles de recepción varían generalmente en el 
transcurso del día. 
3) Ruido periódico impulsivo asincrónico: estos impulsos tiene en la mayoría 
de los casos, una tasa de repetición entre los 50kHz a los 200kHz lo que 
resulta en un espectro con líneas discretas con una separación en 
frecuencia de acuerdo con la tasa de repetición. Este ruido es 
principalmente causado por fuentes de alimentación conmutadas. 
4) Ruido periódico impulsivo sincrónico: estos impulsos tienen una tasa de 
repetición de 60Hz o 120Hz1 y son sincrónicos a la frecuencia de la señal 
de potencia eléctrica. Son de corta duración (algunos microsegundos) y 
tienen un PSD decreciente con la frecuencia. Este tipo de ruido es 
causado por las fuentes de alimentación que operan en sincronía con la 
línea eléctrica. 
                                                 
 
 
1
 En el caso europeo seria de 50Hz o 100Hz. 
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5) Ruido asincrónico impulsivo: es causado por transientes de conmutación 
en la red. Tienen una duración desde algunos microsegundos hasta unos 
pocos milisegundos con tiempos de aparición aleatorios. El PSD puede 
alcanzar valores superiores a los 50dB. 
 
 
(a)  
(b)  
Figura 2. Ejemplo de ruido impulsivo en el dominio del tiempo. Fuente: Adaptado de 
Classification and Characterization of Impulsive Noise on Indoor Power Line Used for 
Data Communications [12] 
 
Figura 1. Análisis espectral del ruido en un canal PLC. Fuente: An analysis of the broadband 
noise scenario in powerline networks [8] 
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1.2 ANÁLISIS DE RUIDO 
Para analizar una señal eléctrica como la que se presenta en el canal PLC se 
cuenta con herramientas que aprovechan tanto el dominio del tiempo como el de 
la frecuencia. 
Un análisis en el tiempo permite entre otros determinar los siguientes 
parámetros característicos de una señal[9][11]: 
 Duración 
 Valor pico. 
 Tiempo de llegada. 
 Tiempo entre llegada de las señales. 
 Factor de atenuación. 
 Número de pulsos. 
 
 
El análisis en tiempo está basado en la recopilación de un gran número de datos 
a los cuales se les aplican procesos estadísticos. 
En el dominio de la frecuencia se pueden determinar entre otros los siguientes 
aspectos: 
 Densidad espectral de potencia. 
 Frecuencia principal o fundamental. 
 
Figura 3. Parámetros en una señal. Fuente: Adaptado de Analysis and Modeling of 
Impulsive Noise in Broad-Band Powerline Communications [10] 
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 Ancho de banda. 
 
 
1.3 RUIDO DE FONDO. 
Aprovechando las dos herramientas se han realizado experimentos que han 
buscado la captura de mediciones de ruido en diferentes entornos. Las mediciones 
han sido desarrolladas en sistemas de baja tensión como lo son ambientes 
domiciliarios[10][11][17], en laboratorios[9][19] o en redes de distribución eléctrica 
de media tensión[16]. A partir de estos datos se han planteado modelos para el 
ruido presente en el canal e indirectamente las causas que lo generan. 
Según estas investigaciones los tres primeros tipos de ruidos (o ruidos de fondo) 
presentados en 1.1 usualmente se mantienen estacionarios por periodos de 
segundos a minutos o incluso por horas, y pueden ser catalogados como ruido de 
fondo. Los otros dos, sin embargo, varían en términos de microsegundos y 
milisegundos. Durante la ocurrencia de este tipo de impulsos el PSD del ruido es 
perceptiblemente alto y puede causar datos erróneos en la 
transmisión[8][9][10][13][15][17][18]. 
Para modelar las amplitudes del ruido de fondo, [13] ha sugerido una 
distribución del tipo gausiano suponiendo que es casi estacionario, en cambio [9] 
ha planteado el uso de una función de distribución de probabilidad del tipo 
Nakagami. En [10] se plantea diferenciar el ruido de fondo, el ruido coloreado y el 
ruido en banda angosta. 
La distribución Nakagami se representa por medio de:  
 
Figura 4. Ejemplo de PSD de una señal. Fuente: Adaptado de: An analysis of the broadband 
noise scenario in powerline networks [8] 
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𝑝(𝑟) =
2
Γ 𝑚 
 
𝑚
Ω
 
𝑚
𝑟2𝑚−1𝑒−
𝑚𝑟2
Ω  
1-1 
Donde r es la variable aleatoria, p es la probabilidad de la variable, Γ( ) es la 
función gamma, m es el momento de la función y Ω es la media de la potencia de 
la variable aleatoria. 
 
Cuando m=1 la distribución Nakagami es igual a una distribución Rayleigh. Con 
m>1 la fdp Nakagami tiene una menor varianza y mayor media que una fdp 
Rayleigh. Cuando m<1 la fdp se comporta de manera contraria, teniendo una 
mayor varianza y menor media. 
Al aplicar a las mediciones la fdp Nakagami se determinó que el ruido de fondo 
se puede modelar con un m<1 a bajas frecuencias (hasta 5 MHz) y con m ≈ 1 para 
altas frecuencias (hasta 25 MHz). 
 
Figura 5. Ejemplo de distribuciones Nakagami. Fuente: Adaptado de: Modeling and Analysis of 
Noise Effects on Broadband Power-Line Communications [9] 
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La conveniencia de este tipo de distribución fue confrontada con los datos 
capturados experimentalmente como se puede observar en la Figura 6. 
 
 
Figura 6. Comparación del ruido medido y modelado a 5 MHz y 25 MHz. Fuente: Adaptado de: 
Modeling and Analysis of Noise Effects on Broadband Power-Line Communications [9] 
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En el caso en que se desee simular los ruidos que conforman el ruido de fondo 
(1.1) se puede utilizar como base ruido blanco que es coloreado por medio de un 
filtro pasabanda. 
 
La señal de ruido coloreado de fondo nback(t) puede ser sintetizada al pasar el 
ruido blanco generado por una fuente de acuerdo a la Figura 7. La función de 
transferencia del filtro sería: 
𝐻𝑚𝑜𝑑  𝑧 =
𝐵(𝑧)
𝐴(𝑧)
=
1 +  𝑏𝑖 ∙ 𝑧
−𝑖𝑚
𝑖=1
1 +  𝑎𝑖 ∙ 𝑧−𝑖
𝑚
𝑖=1
 
1-2 
El ruido en banda angosta puede ser descrito por medio de la superposición de 
N independientes senos: 
𝑛𝑛𝑎𝑟 𝑟𝑜𝑤  𝑡 =  𝐴𝑖(𝑡) ∙ sin(2𝜋𝑓𝑖𝑡 + 𝜑𝑖)
𝑁
𝑖=1
 
1-3 
Cada portadora es descrita por su frecuencia fi, amplitud Ai(t) y la fase φ. La 
amplitud puede ser una constante sobre el tiempo o modulada para una 
aproximación más verás a una emisora de AM. La fase de la portadora puede ser 
escogida arbitrariamente del intervalo [0; 2π] y no depende del tiempo. 
1.4 RUIDO IMPULSIVO. 
Los otros dos tipos de ruido (impulsos) son generados por transientes de 
conmutación en cualquier lugar de la red eléctrica. Tienen generalmente una 
forma de señal seno distorsionada o varias sobrelapadas. 
El ruido impulsivo se clasifica en ruido ráfaga y ruido sencillo. El ruido se 
considera de tipo ráfaga cuando a partir de un valor pico Amax en un instante de 
tiempo t0 la señal alcanza otro valor máximo igual o mayor a 0.7 Amax después de 
un tiempo, repitiéndose por mínimo 3 periodos. En caso contrario se considera 
 
Figura 7. Modelo para la generación de ruido de fondo. Fuente: Adaptado de An analysis of the 
broadband noise scenario in powerline networks [8] 
Fuente de ruido 
Blanco con 
varianza 
2
Filtro de ruido
Hmod(z)
Señal de ruido
de fondo
nBack(t)
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que el ruido es de tipo impulso sencillo[11]. Ejemplos de estos tipos de ruido son 
presentados en la Figura 2 impulso sencillo (a) impulso ráfaga (b). 
Para caracterizar estos tipos de ruido y así determinar el impacto en la 
comunicación es útil considerar la energía y la potencia del impulso[8][10]. La 
energía de un impulso para un tiempo de llegada tarr y tiempo de finalización tw es: 
𝐸𝐼𝑝 =  𝑛𝐼𝑝 𝑡 
2𝑑𝑡
𝑡𝑎𝑟𝑟 +𝑡𝑤
𝑡𝑎𝑟𝑟
 
1-4 
La energía del impulso está influenciada tanto por la forma de la señal como por 
el ancho del impulso. Por lo cual por facilidad para comparar el ruido impulsivo con 
el ruido de fondo es más fácil usar la potencia del impulso Pip: 
𝑃𝐼𝑝 =
1
𝑡𝑤
 𝑛𝐼𝑝 𝑡 
2𝑑𝑡
𝑡𝑎𝑟𝑟 +𝑡𝑤
𝑡𝑎𝑟𝑟
 
1-5 
La potencia media Pn(t) de una muestra de ruido de fondo n(t) en el periodo de 
observación Tb es: 
𝑃𝑛(𝑡) =
1
𝑇𝐵
 𝑛 𝑡 2𝑑𝑡
𝑇𝐵
0
 
1-6 
La energía y la potencia del impulso pueden ser una medida del impacto de un 
impulso en un receptor. La relación entre la potencia media Pn del ruido de fondo y 
la potencia del impulso Pip da una medida de la dinámica del cambio durante un 
evento impulsivo. 
Otra herramienta útil para mirar el comportamiento del ruido es por medio de la 
densidad espectral de potencia (PSD), la cual permite ver la potencia de la señal 
para cada frecuencia. 
10 
 
Se puede observar la diferencia entre la señal impulsiva y el ruido de fondo. Los 
valores de los parámetros característicos de las señales impulsivas del ejemplo 
indican un parecido al presentado por un bit de información, lo cual puede ser  
visto así por el sistema, generando errores en la transmisión. 
Dado el impacto que puede tener el ruido impulsivo en la transmisión de datos 
es esencial adquirir información que pueda indicar la probabilidad del ancho, 
amplitud y tiempo de llegada del impulso[13]. Para modelar el ruido impulsivos se 
han planteado el uso de un tren de pulsos usando la función impulso unitario[10] o 
una señal seno decreciente[15]. 
 
 
 
Figura 8. PSD de los eventos impulsivos de la gráfica Figura 2. Fuente: An analysis of the 
broadband noise scenario in powerline networks [8] 
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El tren de impulsos Nimp(t) con ancho de pulso tw, amplitud A y tiempo de arribo 
tarr sería: 
𝑛𝑖𝑚𝑝  𝑡 =  𝐴𝑖𝑖𝑚𝑝  
𝑡 − 𝑡𝑎 ,𝑖
𝑡𝑤 ,𝑖
 
𝑖
 
1-7 
Siendo los parámetros A, tw y tarr variables aleatorias. 
Utilizando una señal seno decreciente el ruido Nimp(t) se representaría: 
𝑛𝑖𝑚𝑝  𝑘 = 𝐴𝑒
 −𝛽𝑘 sin 2𝜋𝑓𝑐𝑘  
1-8 
Donde A es una variable aleatoria gausiana, fc la frecuencia central promedio 
del impulso y k la tasa de repetición. 
Otro autor ha planteado que el ruido impulsivo por sencillez se debería simular 
como un dato con una amplitud mayor que la que se tendría en una trama de 
información[13]. En este caso se tendría un ruido de fondo y una trama de datos 
que tiene una amplitud superior al ruido de fondo, pero el cual se puede ver 
afectado por ruidos impulsivos. La tasa de ocurrencia se modela como ruido 
blanco gausiano en el periodo T: 
 
 
 
 
Figura 9. Ruido impulsivo y ruido blanco. Fuente: adaptado de Analysis of Impulsive Noise and 
Multipath Effects on Broadband Power Line Communications[13] 
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2. ASPECTOS DE MEDICIÓN EN PLC 
2.1 MODELO DE LA RED PLC 
El grupo OPERA (Open PLC European Research Alliance) presentó el informe 
de un estudio que tenía como objetivo determinar el comportamiento de una red 
PLC en función de la frecuencia, distancia y topología de red[23]. Este estudio 
expuso algunos modelos de factores que pueden influenciar el comportamiento de 
la red. 
Atenuación: 
La atenuación (en dB) teóricamente incrementa linealmente con respecto a la 
frecuencia y a la distancia. OPERA sugiere el siguiente modelo para determinar el 
valor promedio de la atenuación A  como una función de la frecuencia y la 
distancia manteniendo al mínimo la desviación estándar σAO: 
𝜇𝐴 𝑓,𝐷 = 𝑎 𝐷 ∙ 𝑓 + 𝑏(𝐷) 
2-1 
Con a y b igual a: 
𝑎 𝐷 = 𝑐 ∙ 𝐷 + 𝑑 
𝑏 𝐷 = 𝑒 ∙ 𝐷 + 𝑔 
2-2 
Con lo cual la ecuación queda: 
𝜇𝐴 𝑓,𝐷 = 𝑐 ∙ 𝑓 ∙ 𝐷 + 𝑑 ∙ 𝑓 + 𝑒 ∙ 𝐷 + 𝑔 
2-3 
Donde f denota la frecuencia y d la distancia.  ,A f D  puede ser interpretado 
como la media de la atenuación para una frecuencia dada (en MHz) a una 
distancia (en metros) a la fuente. 
Para determinar los valores de c, d, e y g se utiliza la condición que AO  debe 
ser minimizado. 
13 
𝜎𝐴𝑂 =  
1
𝑁
  𝐴𝑖 − 𝜇𝐴𝑖 
2
𝑁
𝑖=1
 
2-4 
Ruido: 
Estudios previos para PLC en la banda de 2 a 30MHz revelaron que el nivel del 
ruido es superior para frecuencias bajas. Para describir matemáticamente el nivel 
de ruido se sugieren los siguientes modelos: 
Modelo Exponencial: 
𝜇𝑁 = 𝑎1∙𝑒
−𝑘∙𝑓 + 𝑎2 
2-5 
Modelo Lineal: 
𝜇𝑁 = 𝑎1∙𝑓 + 𝑎2 
2-6 
Donde µN es el valor de ruido promedio en dBm, f es la frecuencia en MHz y k, 
a1 y a2 son los coeficientes hallados utilizando mínimos cuadrados. 
Los análisis revelaron que el modelo exponencial se ajustaba con el ruido log-
normal mejor que el lineal. El modelo mejoró cuando se suprimieron 
selectivamente frecuencias de emisoras de onda corta. 
Relación señal a ruido SNR: 
Conociendo la potencia transmitida, la atenuación del canal y el nivel del ruido 
en el receptor es posible determinar el SNR. En general: 
𝑃𝑡𝑥 − 𝐴 = 𝑃𝑟𝑥  
𝑆𝑁𝑅 = 𝑃𝑟𝑥 − 𝑁𝑟𝑥  
𝑆𝑁𝑅 = 𝑃𝑡𝑥 − 𝐴 − 𝑁𝑟𝑥  
2-7 
Donde Ptx es la potencia de la señal transmitida en dBm/Hz en un ancho de 
banda específico, A es la atenuación del canal en dB y N es la potencia de ruido 
en dB en el receptor para el ancho de banda especificado. 
Se debe tener en cuenta: 
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 Los diferentes niveles de ruido en cada punta de un enlace; significa que 
el SNR no es una medida simétrica. Por lo tanto dos valores de ruido (A-
B y B-A) son necesarios para cada enlace. 
 El SNR debe ser definido en un determinado ancho de banda (se suele 
usar la resolución del ancho de banda del aparato de medición usado). 
 La última ecuación en 2 7 indica que el SNR depende de la potencia 
transmitida, por lo cual, un valor de Ptx que represente una aplicación de 
PLC debe ser escogido. El valor comúnmente aceptado para la densidad 
espectral de potencia para una señal PLC para un sistema PLC OFDM es 
de -50dBm/Hz.  
El valor medio de SNR para un particular escenario es calculado a partir de la 
potencia transmitida, el ruido medio y la atenuación media. 
𝜇𝑆𝑁𝑅 = 𝑃𝑡𝑥 − 𝜇𝐴 − 𝜇𝑁 
2-8 
Reemplazando los cálculos de atenuación y ruido queda: 
𝜇𝑆𝑁𝑅 = 𝑃𝑡𝑥 −  𝑐 ∙ 𝑓 ∙ 𝐷 + 𝑑 ∙ 𝑓 + 𝑒 ∙ 𝐷 + 𝑔 −  𝑎1∙𝑒
−𝑘∙𝑓 + 𝑎2  
2-9 
La expresión para la desviación estándar seria: 
𝜎𝑆𝑁𝑅 =  
1
𝑁
  𝑆𝑁𝑅𝑖 − 𝜇𝑆𝑁𝑅 2
𝑁
𝑖=1
 
2-10 
Estos modelos suponen que la atenuación es una línea recta con pendiente 
positiva y el ruido una función exponencial decadente. Los efectos por atenuación 
para unas frecuencias específicas son ignorados. 
2.2 MODELO EXPERIMENTAL 
Para asegurar la repetitividad de las pruebas de medición en PLC fue necesario 
definir el modelo que se usó en la captura de los datos. En 1.3 se expuso algunas 
de las investigaciones que han capturado tramas de ruido en redes distribución 
eléctrica. Todas estas plantean el uso de un esquema similar al implementado: 
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 Punta de prueba de alta impedancia (con acople inductivo o capacitivo). 
 Filtro pasa altos. 
 Osciloscopio digital de almacenamiento DSO (Digital Storage 
Oscilloscope) o conversor A/D con capacidad de conexión a un 
computador. 
 Computador portátil. 
 
Salvo por algunas modificaciones que dependen del tipo de señales y medidas 
que se deseaba capturar, el esquema de la Figura 10 ha sido utilizado por 
[10][11][12][15][16][17][19]. 
El grupo OPERA ha planteado un esquema similar al presentado pero busca 
compensar los inconvenientes con los que cuenta el canal en el manejo de 
impedancias y de acople entre fases. Con base en esto, se implementó el 
siguiente entorno de pruebas: 
 
Figura 10. Modelo de referencia para mediciones en un canal PLC. Adaptado de Analysis and 
Modeling of Impulsive Noise in Broad-Band Powerline Communications. [10] 
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Los equipos fueron seleccionados con base a lo documentado por 
[10][11][12][15][16][17][19] y en OPERA[28]. Los equipos usados fueron: 
 Acoplador de impedancias F66-013, Marca Eichhoff. 
 Pinza de acople PLC DC 060 – 119, Marca Eichhoff. 
 Lazo de acople CL 061 – 300, Marca Eichhoff. 
 Acoplador de fases KC002 – 923, Marca Eichhoff. 
 Osciloscopio de Almacenamiento Digital DSO TDS-2022, Marca 
Tektronix 
 Software de captura NI LabView SignalExpress Tektronix Edition. Versión 
2.5.1. 
Las especificaciones técnicas de los elementos se presentan en el anexo de 
ESPECIFICACIONES . 
El entorno de pruebas también está conformado por la configuración que 
presentaba el equipo de medición y el software de captura. Para este caso se 
seleccionaron ventanas de captura de 20 segundos, resolución de 100mV/d, 16ms 
de taza de muestreo, capacidad de almacenamiento de 1250 muestras por 
ventana y umbral de disparo de 145mV (este valor se selecciono a partir de las 
observaciones del ruido de fondo de las mediciones). También se activó la función 
de detección de pico la cual según el fabricante mejora la captura de señales con 
ruido. 
 
Figura 11. Entorno de pruebas usado en la captura de las señales. 
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Las mediciones fueron realizadas en una institución educativa, específicamente 
en el área de oficinas del departamento de ingeniería electrónica la cual contaba 
con más de 35 computadores, impresoras, equipos varios y dos ascensores. Las 
medidas fueron tomadas durante una semana (21 de julio de 2008 a 26 de julio de 
2008).Cada archivo fue nombrado con el dia, la hora inicial y la hora final de 
captura. 
Las siguientes figuras muestran el proceso de montaje del experimento: 
 
Figura 12. Una trama de ruido típica capturada en el modelo experimental. (Excel) 
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Figura 14. Conexión del DSO y el acoplador de impedancias 2. 
 
Figura 13. Conexión del computador, DSO, y acoplador de impedancias 1. 
Acoplador de 
Impedancias 
DSO 
 
F66 
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Figura 16. Conexión del lazo, punta de acople y acoplador de fases 2. 
 
Figura 15. Conexión del lazo, punta de acople y acoplador de fases 1. 
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La pinza de acople se conectó a una de las fases las cuales estaban 
interconectadas entre ellas por medio del acoplador de fases tal como se observa 
en la Figura 15. El lazo de acople se conectó a la pinza de acople y luego al 
acoplador de impedancias el cual terminaba en una carga de 50 ohmios Figura 14. 
Las mediciones capturadas por el DSO fueron exportadas al software LabVIEW 
signal express V2.5.1 (Tektronix Edition). Este software permitió concatenar cada 
una de las ventanas de medición, la configuración y automatización del equipo de 
medición y el análisis previo de los datos. Además permitió exportar los datos a un 
archivo plano txt. 
El entorno de captura y representación de los datos fue: 
 
Figura 17. Conexión del lazo, punta de acople y acoplador de fases 3. 
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Se capturaron 16 archivos con las siguientes características: 
No Nombre del 
archivo 
Tamaño Hora de inicio Hora final Longitud 
1 21_19_22.txt 14.629KB 7/21/2008 – 
19:45:32.485215 
7/21/2008 – 
22:44:57.257114 2:59:25 
2 21_1922m.txt 15.746KB 7/21/2008 – 
19:45:32.485215 
7/21/2008 – 
22:44:57.257114 2:59:25 
3 22_21_03.txt 31.965KB 7/22/2008 – 
21:20:04.433646 
7/23/2008 – 
03:54:07.525680 6:34:03 
4 22_2107m.txt 51.358KB 7/22/2008 – 
21:20:04.433646 
7/23/2008 – 
07:07:33.813988 9:47:29 
5 23_07_20.txt 63.945KB 7/23/2008 – 
07:19:24.281836 
7/23/2008 – 
20:23:22.993317 13:03:59 
6 23_0720m.txt 75.677KB 7/23/2008 – 
07:19:24.281836 
7/23/2008 – 
21:41:17.488271 14:21:53 
7 23_21_04.txt 31.965KB 7/23/2008 – 
21:52:32.305657 
7/24/2008 – 
04:31:56.609572 6:39:24 
8 23_2104m.txt 47.950KB 7/23/2008 – 
21:52:32.305657 
7/24/2008 – 
07:07:44.620627 9:15:12 
9 24_07_17.txt 47.955KB 7/24/2008 – 
07:16:42.791803 
7/24/2008 – 
17:04:37.949113 9:47:55 
 
Figura 18. Herramienta de captura de datos LabView. 
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10 24_0717m.txt 60.514KB 7/24/2008 - 
07:16:42.791803 
7/24/2008 - 
18:45:56.665489 11:29:14 
12 24_18_07.txt 59.228KB 7/24/2008 - 
18:56:43.913650 
7/25/2008 - 
07:07:50.872020 12:11:07 
12 24_1807m.txt 63.750KB 7/24/2008 - 
18:56:43.913650 
7/25/2008 - 
07:07:50.872020 12:11:07 
13 25_07_19.txt 59.708KB 7/25/2008 - 
07:17:57.027871 
7/25/2008 - 
19:31:17.166917 12:13:20 
14 25_0719m.txt 64.266KB 7/25/2008 - 
07:17:57.027871 
7/25/2008 - 
19:31:17.166917 12:13:20 
15 25_19_11.txt 75.123KB 7/25/2008 - 
19:43:25.818894 
7/26/2008 - 
11:08:00.975854 15:24:35 
16 25_1911m.txt 80.857KB 7/25/2008 - 
19:43:25.818894 
7/26/2008 - 
11:08:00.975854 15:24:35 
Total KB 844.636KB Total tiempo: 166:33:66 
Tabla 1 Características de los archivos capturados. 
La estructura de los archivos fue: 
 
La estructura presentada en la Figura 19 se repetía para cada una de las 
ventanas de 20 segundos que el sistema capturaba y que en algunos casos 
podían llegar a ser más de 2000 ventanas2, lo cual hizo necesario el 
procesamiento de los archivos buscando extraer y organizar los datos. Para esto 
se requirió de una herramienta que permitiera cargar los archivos usando 
eficientemente la memoria del equipo de cómputo y el posprocesamiento 
                                                 
 
 
2
 Para un archivo con una longitud superior a las 10 horas 
channel names: 
07/21/2008 07:39:46 PM - TDS 2022B(CH1) Min Fecha y hora de inicio de la 
medición, equipo y canal  
start times: 
7/21/2008 19:45:32.485215    Hora de inicio de la ventana 
dt: 
0.016000      Delta de la medición 
data: 
-1.160000E-1      Datos 
-1.120000E-1 
-1.120000E-1 
-9.200000E-2 
-1.240000E-1 
… 
Figura 19. Estructura interna del archivo. 
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matemático de los datos. Por lo tanto se seleccionó MatLab el cual permitió el 
desarrollo de un programa que tomaba cada archivo y extraía los valores 
superiores a un umbral definido por el usuario. El programa ordenaba los datos, 
indicaba la taza de muestra, el valor mínimo, el valor máximo y retornaba un 
archivo txt con los datos depurados. 
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3. MODELO DE RUIDO EN PLC USANDO SERIES DE TIEMPO 
Este capítulo busca presentar el análisis de los datos y los modelos que se 
aplicaron para determinar la tendencia de los datos. El proceso de análisis partió 
del filtrado de los datos dejando sólo aquellos que fueron considerados como 
eventos impulsivos. Posteriormente se calculó la tendencia usando modelos que 
se ajustaban a cada una de las series y de esta manera se podía presentar si 
había un patrón en los datos y cuál era el que mejor se ajustaba. Adicionalmente, 
se ajustó un modelo ARMA para estimar el comportamiento de la serie. Se 
compararon los errores medios cuadráticos y se determinó cual modelo representó 
mejor el patrón de recurrencia. 
3.1 ANÁLISIS DE LOS DATOS 
El análisis de cualquier serie ordenada en el tiempo parte de una observación 
inicial de la misma, por lo tanto antes de generar un modelo se debe proceder a 
observar la serie original. 
 
La serie contiene valores de voltaje en función del tiempo como los que se 
observan en la Figura 20, además, permite observar los niveles de ruido de la 
trama y en especial el ruido impulsivo, sin embargo no permite identificar 
 
Figura 20. Trama de ruido del archivo 21_19_22.txt. (LabView) 
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claramente el tiempo de separación entre los ruidos impulsivos. Estos archivos 
fueron “limpiados” buscando eliminar los datos que aparentemente no eran 
relevantes (como el ruido de fondo). Para esto, se definió un umbral y todos los 
datos inferiores a este fueron eliminados. 
 
La Figura 21 presenta los datos del archivo 21_19_22.txt ilustrada en la Figura 
20 después de haber sido filtrados los valores inferiores al umbral. En este caso se 
usó un umbral de 0.2V. 
A cada uno de los archivos se les realizó un análisis estadístico buscando 
determinar la media y la varianza en la amplitud tanto del archivo original como del 
depurado. La Tabla 2 presenta los valores para cada archivo: 
 
Figura 21. Trama de ruido del archivo 21_19_22.txt depurada con un umbral de 0.2V. (Matlab) 
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No Nombre del 
archivo 
Media 
original [v] 
Varianza 
original[v2] 
Media 
depurado
[v] 
Varianza 
depurado
[v2] 
1 21_19_22.txt 0.11087 0.00022437 0.3343 0.0108 
2 21_1922m.txt -0.1037 0.00018863 -0.3928 0.0138 
3 22_21_03.txt 0.10302 0.00021895 0.3576 0.0062 
4 22_2107m.txt -0.09962 0.00072782 -0.5056 0.0005801 
5 23_07_20.txt 0.11372 0.0016946 0.5054 0.0006117 
6 23_0720m.txt -0.10595 0.0016247 -0.5056 0.0005837 
7 23_21_04.txt 0.10145 0.00021071 0.3784 0.0104 
8 23_2104m.txt -0.1026 0.0028458 -0.5074 0.0001521 
9 24_07_17.txt 0.11338 0.001636 0.4649 0.0076 
10 24_0717m.txt -0.10624 0.0014416 -0.4659 0.0077 
11 24_18_07.txt 0.10805 0.0012669 0.4365 0.0099 
12 24_1807m.txt -0.10159 0.0011647 -0.4292 0.0114 
13 25_07_19.txt 0.11064 0.0012506 0.5050 0.0006814 
14 25_0719m.txt -0.10449 0.0012651 -0.5050 0.00070075 
15 25_19_11.txt 0.10624 0.00050255 0.5034 0.0011 
16 25_1911m.txt -0.10003 0.00048411 -0.5035 0.0011 
Tabla 2 Valores estadístico de la amplitud de las series capturadas y de la series filtradas con un 
umbral de 0.2 voltios. 
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Cabe resaltar el valor de la media en los archivos 4-6, 8, 13-16 la cual es 
superior a |0.5v|. Al revisar los archivos se observó que presentaban un ruido con 
una tasa de repetición constante pero que iniciaba aparentemente de forma 
aleatoria el cual era causado por dos ascensores ubicados en el edificio donde se 
tomaron las muestras. Por lo tanto se procedió a eliminar este ruido ya que no 
correspondía a ruido impulsivo. 
 
La Tabla 2 presentó las variaciones estadísticas de la magnitud al filtrar usando 
un umbral de 0.2 pero no indicó como es el comportamiento de los tiempos de 
separación entre los ruidos impulsivos. Por lo tanto, se tomaron los datos 
depurados y se calcularon los tiempos entre la ocurrencia de los mismos, lo cual 
permitió visualizar la separación entre dos ruidos impulsivos. 
 
Figura 22. trama de ruido del ascensor capturada en el archivo 25_19_11.txt (LabView). 
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Igual que con la media y la varianza de la amplitud (las cuales variaban al 
modificar el umbral de filtrado) los tiempos de separación entre impulsos también 
variaban al modificar el umbral. Por esta razón, se procedió a determinar el 
comportamiento de la separación de las muestras a la vez que se modificaba el 
nivel de filtrado. 
 
Figura 23. Separación entre los datos de la trama de ruido del archivo 21_19_22.txt depurada. 
(Matlab) 
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Los valores de la media y de la varianza cambiaron dependiendo del umbral que 
se seleccionó como se presenta en la Tabla 3, esto se debe a que al cambiar el 
umbral disminuye el número de valores seleccionados en el archivo. 
La autocorrelación y la función de distribución de los archivos depurados 
también van cambiando dependiendo del umbral con el que se procesó el archivo. 
No Nombre del 
archivo 
Umbral 0.2 Umbral 0.3 Umbral 0.4 
Media 
[s] 
Varianza 
[s
2
] 
Media 
[s] 
Varianza 
[s
2
] 
Media 
[s] 
Varianza 
[s
2
] 
1 21_19_22.txt 
413 144770 
 
607.32 352800
 
961.782 1485800
 
2 21_1922m.txt 
397 215510
 
544.23 219080
 
699.53 537700
 
3 22_21_03.txt 
1098.1 814790
 
1281.1 1510400
 
545.24 286470 
4 22_2107m.txt 
276.74 362780
 
394.90 543160
 
471.71 726670
 
5 23_07_20.txt 
96.38 15497
 
142.67 32614 184.49 58121 
6 23_0720m.txt 
101.46 17640
 
149.4 33912 183.22 56304
 
7 23_21_04.txt 
736.83 336450
 
1181.9 622450 1361.2 936730 
8 23_2104m.txt 
231.01 224880
 
298.84 394620
 
343.78 470840 
9 24_07_17.txt 
14.90 2933.5  18.312 5395.5
 
20.30 7962.6
 
10 24_0717m.txt 
15.18 2593.1 20.021 4895.9
 
24.257 7346.8 
11 24_18_07.txt 
15.06 5854.3
 
14.96 7073.3
 
16.66 9445.5
 
12 24_1807m.txt 
14.10 5409.9 16.10 7502.8 20.94 16738 
13 25_07_19.txt 
99.79 19806
 
131.86 31668
 
167.59 54678
 
14 25_0719m.txt 
99.79 17176
 
134.69 34930
 
167.05 53248
 
15 25_19_11.txt 
317.58 174180
 
517.2 335170 701.03 117500
 
16 25_1911m.txt 
313.62 166950
 
472.23 319460 610.19 489450
 
Tabla 3 Valores estadístico de la separación de las series filtradas para diferentes umbrales. 
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La Figura 24 presenta la autocorrelación y cómo se comporta a medida que se 
modifica el valor del umbral. Se ilustra sólo un caso, pero este comportamiento se 
repitió en varios de los archivos capturados. 
 
 
En la Figura 24 y la Tabla 4 se observa una tendencia a que la autocorrelación 
sea mayor a medida que el umbral es mayor, esto se debe a que se filtraban más 
 
UMBRAL 
Corrimiento 0.2 0.25 0.3 0.35 0.4 
0 1 1 1 1 1 
1 -0.10083 0.18266 0.065906 0.15102 -0.04681 
2 0.38274 -0.083946 -0.39809 -0.34732 -0.60336 
3 -0.1967 -0.31048 -0.13035 -0.21735 -0.029159 
4 -0.13295 -0.25187 0.028354 0.17241 0.52464 
5 -0.15558 0.014637 0.13896 0.2039 -0.17057 
6 -0.19985 0.13915 -0.17993 -0.25477 -0.26033 
7 -0.046611 -0.034662 -0.091737 -0.19975 -0.013415 
8 -0.072594 -0.010466 0.066852 -0.068589 0.13251 
9 0.022386 -0.14503 3.00E-05 6.04E-02 -0.033502 
Tabla 4 Valor de la autocorrelación para corrimientos desde 0 hasta 9 para diferentes umbrales 
para el archivo 23_21_04.txt 
 
Figura 24. Comportamiento de la autocorrelación para diferentes umbrales para el archivo 
23_21_04.txt. (Excel) 
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valores no deseados que podian disminuir la similitud entre la señal original y la 
misma desplazada un instante t. 
Con respecto a la distribución de las muestras se observó que ésta también 
cambia a media que el umbral es modificado lo cual es coherente con el 
comportamiento de la media y de la varianza las cuales como se indicó se ven 
subordinadas al número de muestras del archivo. 
 
 
Figura 25. Histograma de la distribución de los datos (tiempo entre impulsos) para diferentes 
umbrales en el archivo 24_07_17.txt. (Excel) 
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Aunque no se demuestra, se puede observar que el histograma de los intervalos 
de tiempo no presenta un comportamiento de ruido blanco gausiano. 
3.2 MODELOS APLICADOS[24] 
A partir del análisis estadístico de las series se procedió a visualizar cada una 
de las series depuradas buscando un patrón. Posteriormente se utilizaron algunas 
herramientas que permitieron determinar la tendencia de estas. Cada una de las 
herramientas tomaron Xt-n valores y estimaban un Xt+1. Dependiendo del modelo 
se ajustaba el número n y las constantes del mismo, para esto se tomaban 
diferentes valores de n y de k los cuales generaban diferentes versiones del 
 
Umbral 
Intervalo 0.2 0.25 0.3 0.35 0.4 
0 2097 1900 1731 1710 1573 
50 106 77 61 54 46 
100 53 30 28 23 22 
150 42 36 30 28 21 
200 15 16 12 9 7 
250 13 16 11 13 12 
300 11 13 10 12 14 
350 6 6 11 8 7 
400 5 9 8 6 6 
450 2 2 5 6 5 
500   2 3 4 3 
550         4 
600 2 2 2 4 3 
650   1 1     
700           
750     1     
800 1 1 1 2 1 
850           
900           
950         1 
1000           
1050     1 2 3 
Tabla 5 Tabla de la distribución de los datos para diferentes umbrales en el archivo 23_21_04.txt. 
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modelo. Los valores generados por los modelos fueron confrontados con los 
valores reales y el error medio cuadrático entre los dos determinó el grado de 
ajuste del modelo. A continuación se presentan cada uno de los modelos usados. 
3.2.1 Suavizado aritmético. 
En el suavizado aritmético se genera una serie s a partir de una serie x, para 
esto se toma un instante de tiempo en la serie xt a partir del cual se toman m 
valores tanto hacia delante como hacia atrás los cuales son sumados y 
promediados. 
La ecuación 3 1 describe el proceso: 
𝑠𝑡 =
1
2𝑚 + 1
 𝑥𝑡+𝑖
𝑚
𝑖=−𝑚
 
3-1 
En este tipo de procesos se pierden m observaciones de la serie st tanto al 
principio como al final de la serie original. 
Otra alternativa en el suavizado aritmético es el promedio aritmético rezagado el 
cual usa sólo las m+1 observaciones previas al instante de tiempo xt perdiéndose 
las m primeras observaciones de la serie. Es el más usado ya que por lo general 
hay más interés en la versión suavizada de la serie más reciente. 
𝑠𝑡 =
1
𝑚 + 1
 𝑥𝑡−𝑖
𝑚
𝑖=0
 
3-2 
En esta técnica, cuando mayor es m, más lentamente se reflejan los cambios en 
la tendencia, pero el comportamiento de la serie es más suave (presenta menos 
variaciones). Si la serie xt tiene una tendencia descendente (ascendente) la serie 
suavizada st que fue generada usando promedio aritmético rezagado estará 
encima (debajo) de la serie origen. 
Esta técnica se aplicó a las series tomando entre 2 y 10 muestras (m) lo que 
generaba 9 diferentes series st. Posteriormente se determinaba el error entre la 
serie xt y st buscando determinar con que valor de m se presentó el menor error o 
la mayor reducción del error. 
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Índice Separación [s] Aritmético 
1 856.17 0 
2 1432.1 0 
3 7.1644 0 
4 6.272 0 
5 29.171 0 
6 1477 0 
7 2163.2 0 
8 186.78 0 
9 919.29 769.73 
10 1482 777.62 
11 1668.9 783.85 
12 597.11 991.58 
13 1006.2 1065.4 
14 1561.1 1187.6 
15 1588.3 1198.1 
16 1546.2 1126.2 
17 2034.1 1296.1 
18 2713.2 1435.5 
Tabla 7 Valores del archivo 23_21_04.txt con umbral 0.3 y el modelo de suavizado aritmético para 
m igual a 8. 
 
 
Error modelo 
Aritmético [s] Diferencia 
1 0 
 2 855.73 -100.00% 
3 792.4 7.99% 
4 714.23 10.94% 
5 710.36 0.54% 
6 736.55 -3.56% 
7 624.87 17.87% 
8 610.98 2.27% 
9 650.22 -6.03% 
10 680.95 -4.51% 
Tabla 6 Error al comparar el archivo 23_21_04.txt con umbral 0.3 con el modelo de suavizado 
aritmético para m desde 2 hasta 10. 
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La Tabla 6 presenta los cálculos de error entre la serie estimada st y la serie 
origen xt. Cuando m es igual a 8 se observa que el promedio del error es el menor, 
por lo cual con ese valor de m se procedió a estimar la serie st, la cual es 
presentada en la Tabla 7 y la Figura 26. Cabe resaltar que este procedimiento es 
necesario realizarlo con cada una las series para estimar cual es el mejor valor de 
m dependiendo de la serie original. 
3.2.2 Suavizado Exponencial Holt-Winters. 
En el suavizado exponencial Holt-Winters se utilizan ponderaciones de la serie 
xt que caen exponencialmente formando la serie st: 
𝑠𝑡 = 𝐴𝑥𝑡 + 𝐴 1 − 𝐴 𝑥𝑡−1 + 𝐴(1 − 𝐴)
2𝑥𝑡−2 + 𝐴(1 − 𝐴)
3𝑥𝑡−3 ⋯ 
3-3 
La ecuación 3-3 se puede rescribir: 
𝑠𝑡 = 𝐴𝑥𝑡 +  1 − 𝐴 𝑠𝑡−1           0 < 𝐴 < 1 
3-4 
 
Figura 26 Comparación entre la serie original xt del archivo 23_21_04.txt y la serie .st estimada con 
m=8. (Excel) 
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En este caso st es calculada en cada instante de tiempo utilizando un promedio 
de xt y st-1 lo cual es parecido a un filtro Kalman salvo que en el H-W las 
ponderaciones son fijas. El valor de A afecta el comportamiento de la serie 
logrando que entre más bajo sea su valor más peso se le da al pasado y la serie st 
es más suave. 
Este modelo fue aplicado a varias de las tramas capturadas. Inicialmente se 
aplicó la técnica tomando A entre 0.1 y 0.9 con incrementos de 0.1 lo que generó 9 
diferentes series st. Posteriormente se determinó el error entre la serie xt y st 
buscando hallar con que valor de A se presentó el menor error o la mayor 
reducción del error. 
 
 
Error modelo 
Holt-Winters [s] Diferencia 
0.1 821.91 
 0.2 760.16 8.12% 
0.3 731.01 3.99% 
0.4 724.44 0.91% 
0.5 729.07 -0.64% 
0.6 738.96 -1.34% 
0.7 751.34 -1.65% 
0.8 764.8 -1.76% 
0.9 778.58 -1.77% 
Tabla 8 Error al comparar el archivo 23_21_04.txt con umbral 0.3 con el modelo de suavizado 
Holt-Winters para A desde 0.1 hasta 0.9. 
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Figura 27. Comparación entre la serie original xt del archivo 23_21_04.txt y la serie .st estimada 
con A=0.4. (Excel) 
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Índice Separación [s] Holt-Winters 
1 856.17 0 
2 1432.1 0 
3 7.1644 1086.5 
4 6.272 654.79 
5 29.171 395.38 
6 1477 248.9 
7 2163.2 740.12 
8 186.78 1309.4 
9 919.29 860.32 
10 1482 883.91 
11 1668.9 1123.1 
12 597.11 1341.5 
13 1006.2 1043.7 
14 1561.1 1028.7 
15 1588.3 1241.7 
16 1546.2 1380.3 
17 2034.1 1446.7 
18 2713.2 1681.7 
Tabla 9 Valores del archivo 23_21_04.txt con umbral 0.3 y el modelo de suavizado Holt - Winters 
para A igual a 0.4. 
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La Tabla 8 presenta los cálculos de error entre la serie estimada st y la serie 
origen xt. Cuando A es igual a 0.4 se observa que el error es mínimo, por lo cual 
con ese valor de A se procedió a estimar la serie st, la cual es presentada en la 
Tabla 9 y la Figura 27. Cabe resaltar que este procedimiento es necesario 
realizarlo con cada una las series para estimar cual es el mejor valor de A 
dependiendo de la serie original. 
3.2.3 Modelo Autorregresivo AR(p), promedio móvil MA(q) y Modelo 
ARMA(p,q)[24]. 
En el modelo autorregresivo AR(p) se determina el valor xt a partir de su 
pasado. La ecuación 3 5 denota el modelo: 
𝑥𝑡 + 𝛼1𝑥𝑡−1 + 𝛼2𝑥𝑡−2 + ⋯+ 𝛼𝑝𝑥𝑡−𝑝 = 𝜀𝑡 + 𝑐 
3-5 
Donde c es una constante, p es el orden o el rezago del modelo y εt es ruido 
blanco con media cero y varianza constante. 
El modelo de promedio móvil MA(p) expresa la serie xt en función del presente y 
el pasado de una serie de ruido blanco εt con media 0 y varianza finita. 
𝑥𝑡 = 𝑐 + 𝛽0𝜀𝑡 + 𝛽1𝜀𝑡−1 + 𝛽2𝜀𝑡−2 + ⋯+ 𝛽𝑞𝜀𝑡−𝑞 = 𝑐 +  𝛽𝑠𝜀𝑡−𝑠
𝑞
𝑠=0
 
3-6 
En este modelo los coeficientes β no tienen restricción en la estabilidad de la 
serie porque la suma finita de q términos con varianzas finitas no es inestable. 
El modelo ARMA nace del teorema de descomposición de Wold, el cual enuncia 
que cualquier proceso estocástico débilmente estacionario con media cero puede 
ser expresado como la suma: 
𝑥𝑡 = 𝐷𝑡 + 𝑆𝑡  
3-7 
Donde: 
1) Dt y St son procesos lineales no correlacionados. 
2) Dt es determinístico y puede ser predicho arbitrariamente usando sólo su 
pasado. 
3) St es estocástico y tiene la forma  
39 
𝑆𝑡 =  𝛽𝑣
∞
𝑣=0
𝜀𝑡−𝑣 
3-8 
Donde β0=1,  βv
2∞
v=0 < ∞, y εt es un proceso de ruido igual al error de 
proyección de xt sobre el espacio por xt. En el caso que el proceso no sea 
estacionario los coeficientes β dependen del tiempo. 
El modelo ARMA cumple la condición del teorema de Wold donde Dt es un 
modelo AR y St un modelo de promedio móvil MA. Su ventaja, es que genera un 
modelo con menos términos comparado con sus equivalentes en modelos AR y 
MA. 
𝑥𝑡 = 𝛼1𝑥𝑡−1 + 𝛼2𝑥𝑡−2 + ⋯+ 𝛼𝑝𝑥𝑡−𝑝 + 𝜀𝑡 + 𝛽1𝜀𝑡−1 + 𝛽2𝜀𝑡−2 + ⋯+ 𝛽𝑞𝜀𝑡−𝑞  
3-9 
𝑥𝑡 =  𝛼𝑗𝑥𝑡−𝑗
𝑝
𝑗=1
+  𝛽𝑗 𝜀𝑡−𝑗
𝑞
𝑗=0
 
3-10 
En este caso el valor esperado de xt es calculado tomando la esperanza de 
cada una de las sumatorias. 
Una variación del ARMA es el modelo autorregresivo de promedio móvil 
integrado ARIMA(p,q,i) el cual está compuesto de un proceso AR(p) y un MA(q) e 
incluye la diferenciación de la serie para eliminar el componente no estacionario. 
La I indica el número de veces que debe ser integrada la serie para retornarla a su 
estado inicial. 
Similar a las otras herramientas, esta fue aplicada a varias de las tramas 
capturadas. Se utilizó ARMA(p,q) por medio del software EasyReg. El software 
toma los datos en formato csv, y el usuario define el intervalo de repetición de las 
muestras (ej., si es por horas, días, semanas, etc.) y los valores máximos de p y q. 
Posteriormente calcula todas las posibles combinaciones de p y q y determina cual 
genera la función que más se aproxima a la serie original. El programa supone 
una solución de la forma: 
𝑠 𝑡 =  𝑏 1 𝑥 1 + 𝑢(𝑡) 
3-11 
 1 − 𝑎 1,1 𝐿⋯− 𝑎 1,𝑝 𝐿𝑝  1⋯− 𝑐 1, 𝑖1 𝐿
𝑖2 𝑢 𝑡 
=  1 − 𝑎 2,1 𝐿⋯− 𝑎 2, 𝑞 𝐿𝑞  1⋯− 𝑐 2, 𝑗1 𝐿
𝑗2 𝜀(𝑡) 
40 
3-12 
Donde el coeficiente a(1,p) corresponde a la parte no estacionaria y c(1,i1) la 
parte estacionaria del componente AR y a(2,q) corresponde a la parte no 
estacionaria y c(1,j2) la estacionaria del componente MA. 
 
Luego se determinó los coeficientes del modelo y se compararon para calcular 
el error medio cuadrático. 
 
Figura 28. EasyReg International, Selección de parámetros del modelo ARMA(p,q) 
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Índice Separación [s] ARMA 
1 856.17 1181.90277 
2 1432.1 888.295069 
3 7.1644 1433.35329 
4 6.272 355.897606 
5 29.171 -299.207373 
6 1477 1250.87681 
7 2163.2 2076.04299 
8 186.78 160.615076 
9 919.29 990.296085 
10 1482 1393.28344 
11 1668.9 1658.4412 
12 597.11 707.586607 
13 1006.2 875.691647 
14 1561.1 1598.62587 
15 1588.3 1372.00493 
16 1546.2 1059.36976 
17 2034.1 1583.109 
18 2713.2 2314.75448 
Tabla 10 Valores del archivo 23_21_04.txt con umbral 0.3 y el modelo ARMA(p,q). 
 
Figura 29. Comparación entre la serie original xt del archivo 23_21_04.txt y la serie .st estimada 
con ARMA(p,q) 
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Para la serie anterior el programa determinó que el modelo que más se ajusta a 
los datos es: 
𝑠 𝑡 =  𝑏 1 𝑥 1 + 𝑢(𝑡) 
3-13 
 1 −  𝑎 1,1 𝐿 −  𝑎 1,2 𝐿2 𝑢 𝑡 =   1 −  𝑎 2,1 𝐿 −  𝑎 2,2 𝐿2  1 −  𝑐 2,1 𝐿 −  𝑐 2,2 𝐿2 𝑒 𝑡  
3-14 
Donde L es el operador de retraso. Reemplazando los coeficientes se tiene: 
𝑠 𝑡 = −33.381091𝑥 1 + 𝑢(𝑡) 
3-15 
 1 + 0.350656𝐿 + 0.750346𝐿2 𝑢 𝑡 
=   1 –  1.830301𝐿 –  0.022793𝐿2  1 + 0.897190𝐿 + 1.372973𝐿2 𝑒 𝑡  
3-16 
Lo que corresponde a un ARMA(2,2). 
3.3 COMPARACIÓN DE RESULTADOS. 
Todos los anteriores modelos fueron aplicados a 10 de los archivos capturados. 
La Tabla 11 presenta las ecuaciones y el error medio de cada modelo. 
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Archivo Suavizado Aritmético Holt-Winters ARMA 
Error 
medio 
cuadrático 
[s] 
Ecuación Error 
medio 
cuadrático 
[s] 
Ecuación Error 
medio 
cuadrático 
[s] 
Ecuación 
21_19_22 611.75 
𝑠𝑡 =
1
5 + 1
 𝑥𝑡−𝑖
5
𝑖=0
 
654.92 𝑠𝑡 = 0.1𝑥𝑡 +  0.9 𝑠𝑡−1 178.44 
𝑠 𝑡 = 𝑏 1 𝑥 1 + 𝑢(𝑡) 
 1 −  𝑎 1,1 𝐿  1 −  𝑐 1,1 𝐿 −  𝑐 1,2 𝐿2 −  𝑐 1,3 𝐿3 𝑢 𝑡 
=   1 −  𝑎 2,1 𝐿 −  𝑎 2,2 𝐿2
−  𝑎 2,3 𝐿3  1 −  𝑐 2,1 𝐿 −  𝑐 2,2 𝐿2
−  𝑐 2,3 𝐿3 𝑒 𝑡  
𝑠 𝑡 = 410.39 + 𝑢(𝑡) 
 1 + 0.044𝐿  1 + 0.598𝐿 + 1.856𝐿2 −  1.473𝐿3 𝑢 𝑡 
=   1 –  0.661𝐿 –  2.632𝐿2 + 0.793𝐿3  1
+ 0.671𝐿 + 1.938𝐿2 −  1.303𝐿3 𝑒 𝑡  
ARMA(1,3)) 
21_1922m 525.21 
𝑠𝑡 =
1
4 + 1
 𝑥𝑡−𝑖
4
𝑖=0
 
493.58 𝑠𝑡 = 0.1𝑥𝑡 +  0.9 𝑠𝑡−1 308.16 
𝑠 𝑡 = 𝑏 1 𝑥 1 + 𝑢(𝑡) 
 1 −  𝑎 1,1 𝐿 −  𝑎 1,2 𝐿2  1 −  𝑐 1,1 𝐿 −  𝑐 1,2 𝐿2 𝑢 𝑡 
=   1 −  𝑎 2,1 𝐿   1 −  𝑐 2,1 𝐿
−  𝑐 2,2 𝐿2 −  𝑐 2,3 𝐿3 𝑒 𝑡  
𝑠 𝑡 = 501.449 + 𝑢(𝑡) 
 1 + 2.032𝐿 + 0.534𝐿2  1 + 1.020𝐿 + 0.374𝐿2 𝑢 𝑡 
=   1 + 1.721𝐿   1 + 1.238𝐿 + 0.079𝐿2
−  0.655𝐿3 𝑒 𝑡  
ARMA(2,1) 
22_21_03 1394.26 
𝑠𝑡 =
1
2 + 1
 𝑥𝑡−𝑖
2
𝑖=0
 
1189.19 𝑠𝑡 = 0.5𝑥𝑡 +  0.5 𝑠𝑡−1 592.57 
𝑠 𝑡 = 𝑏 1 𝑥 1 + 𝑢(𝑡) 
 1 −  𝑎 1,1 𝐿 −  𝑎 1,2 𝐿2 −  𝑎 1,3 𝐿3  1 −  𝑐 1,1 𝐿
−  𝑐 1,2 𝐿2 −  𝑐 1,3 𝐿3 𝑢 𝑡 
=   1 −  𝑎 2,1 𝐿 −  𝑎 2,2 𝐿2
−  𝑎 2,3 𝐿3  1 −  𝑐 2,1 𝐿 −  𝑐 2,2 𝐿2 𝑒 𝑡  
𝑠 𝑡 = 1281.124 + 𝑢(𝑡) 
 1 –  1.477𝐿 + 0.114𝐿2 + 0.622𝐿3  1 + 0.197𝐿 + 0.788𝐿2
+ 0,444𝐿3 𝑢 𝑡 
=   1 –  1.410𝐿 ∓ 0.335𝐿2 + 0.402𝐿3  1
+ 0.357𝐿 + 1.202𝐿2 𝑒 𝑡  
ARMA(3,3) 
44 
22_2107m 631.68 
𝑠𝑡 =
1
8 + 1
 𝑥𝑡−𝑖
8
𝑖=0
 
547.32 𝑠𝑡 = 0.4𝑥𝑡 +  0.6 𝑠𝑡−1 468.06 
𝑠 𝑡 = 𝑏 1 𝑥 1 + 𝑢(𝑡) 
 1 −  𝑎 1,1 𝐿  1 −  𝑐 1,1 𝐿 −  𝑐 1,2 𝐿2 −  𝑐 1,3 𝐿3 𝑢 𝑡 
=  𝑒 𝑡  
𝑠 𝑡 = 394 + 𝑢(𝑡) 
 1 –  0.928𝐿  1 ∓ 0.348𝐿 + 0.177𝐿2 + 0.501𝐿3 𝑢 𝑡 =  𝑒 𝑡  
ARMA(1,0) 
23_07_20 185.89 
𝑠𝑡 =
1
5 + 1
 𝑥𝑡−𝑖
5
𝑖=0
 
182.23 𝑠𝑡 = 0.2𝑥𝑡 +  0.8 𝑠𝑡−1 176.36 
𝑠 𝑡 = 𝑏 1 𝑥 1 + 𝑢(𝑡) 
 1 −  𝑎 1,1 𝐿 𝑢 𝑡 =   1 −  𝑎 2,1 𝐿  𝑒 𝑡  
𝑠 𝑡 = 142.669 + 𝑢(𝑡) 
 1 –  0.733𝐿 𝑢 𝑡 =   1 –  0.589𝐿  𝑒 𝑡  
ARMA(1,1) 
23_0720m 190.61 
𝑠𝑡 =
1
5 + 1
 𝑥𝑡−𝑖
5
𝑖=0
 
185.61 𝑠𝑡 = 0.1𝑥𝑡 +  0.9 𝑠𝑡−1 181.05 
𝑠 𝑡 = 𝑏 1 𝑥 1 + 𝑢(𝑡) 
 1 −  𝑎 1,1 𝐿 𝑢 𝑡 = 𝑒 𝑡  
𝑠 𝑡 = 149.403 + 𝑢(𝑡) 
 1 –  0.174𝐿 𝑢 𝑡 = 𝑒 𝑡  
ARMA(1,0) 
23_21_04 640.80 
𝑠𝑡 =
1
8 + 1
 𝑥𝑡−𝑖
8
𝑖=0
 
773.30 𝑠𝑡 = 0.3𝑥𝑡 +  0.7 𝑠𝑡−1 435.56 
𝑠 𝑡 = 𝑏 1 𝑥 1 + 𝑢(𝑡) 
 1 −  𝑎 1,1 𝐿 −  𝑎 1,2 𝐿2 𝑢 𝑡 
=   1 −  𝑎 2,1 𝐿 −  𝑎 2,2 𝐿2  1 
−  𝑐 2,1 𝐿 −  𝑐 2,2 𝐿2 𝑒 𝑡  
𝑠 𝑡 = −33.381 + 𝑢(𝑡) 
 1 + 0.350𝐿 + 0.750𝐿2 𝑢 𝑡 
=   1 –  1.830𝐿 –  0.0227𝐿2  1 + 0.897𝐿
+ 1.372𝐿2 𝑒 𝑡  
ARMA(2,2) 
24_07_17 60.30 
𝑠𝑡 =
1
7 + 1
 𝑥𝑡−𝑖
7
𝑖=0
 
60.99 𝑠𝑡 = 0.1𝑥𝑡 +  0.9 𝑠𝑡−1 61.03 
𝑠 𝑡 = 𝑏 1 𝑥 1 + 𝑢(𝑡) 
 1 −  𝑎 1,1 𝐿  1 −  𝑐 1,1 𝐿 −  𝑐 1,2 𝐿2 𝑢 𝑡 
=   1 −  𝑎 2,1 𝐿  𝑒 𝑡  
𝑠 𝑡 = 18.311 + 𝑢(𝑡) 
 1 –  0.996𝐿  1 –  0.134𝐿 −  0.048 𝑢 𝑡 =   1 –  0.956𝐿  𝑒 𝑡  
ARMA(1,1) 
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Tabla 11 Comparación del error medio cuadrático para distintos archivos. 
 
Verde: Menor error. 
Amarillo: Error Medio. 
Rojo: Mayor error 
 
24_18_07 58.61 
𝑠𝑡 =
1
6 + 1
 𝑥𝑡−𝑖
6
𝑖=0
 
58.62 𝑠𝑡 = 0.1𝑥𝑡 +  0.9 𝑠𝑡−1 55.56 
𝑠 𝑡 = 𝑏 1 𝑥 1 + 𝑢(𝑡) 
 1 −  𝑎 1,1 𝐿 −  𝑎 1,2 𝐿2  1 −  𝑐 1,1 𝐿 −  𝑐 1,2 𝐿2 𝑢 𝑡 
=   1 −  𝑎 2,1 𝐿   1 −  𝑐 2,1 𝐿
−  𝑐 2,2 𝐿2 𝑒 𝑡  
𝑠 𝑡 = 14.964 + 𝑢(𝑡) 
 1 –  0.666𝐿 −  0.308𝐿2  1 + 0.587𝐿 + 0.381𝐿2 𝑢 𝑡 
=   1 + 0.357𝐿   1 –  0.309𝐿
−  0.233𝐿2 𝑒 𝑡  
ARMA(2,1) 
24_1807m 59.44 
𝑠𝑡 =
1
6 + 1
 𝑥𝑡−𝑖
6
𝑖=0
 
59.87 𝑠𝑡 = 0.2𝑥𝑡 +  0.8 𝑠𝑡−1 55.84 
𝑠 𝑡 = 𝑏 1 𝑥 1 + 𝑢(𝑡) 
 1 −  𝑎 1,1 𝐿 −  𝑎 1,2 𝐿2  1 −  𝑐 1,1 𝐿 −  𝑐 1,2 𝐿2 𝑢 𝑡 
=   1 −  𝑎 2,1 𝐿   1 −  𝑐 2,1 𝐿
−  𝑐 2,2 𝐿2 𝑒 𝑡  
𝑠 𝑡 = 16.105 + 𝑢(𝑡) 
 1 − 0.114𝐿 −  0.841𝐿2  1 + 0.620𝐿 + 0.511𝐿2 𝑢 𝑡 
=   1 + 0.591𝐿   1 + 0.023𝐿
−  0.333𝐿2 𝑒 𝑡  
ARMA(2,1) 
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La Figura 30 presenta otra manera de comparar los modelos para una serie con 
pocos datos como la que contiene el archivo 23_21_04. En esta, se puede 
observar los tres modelos y como el ARMA sigue la trama de datos xt (serie 
púrpura). Este tipo de gráfica no se puede presentar usualmente, ya que las 
tramas de datos comúnmente contienen más de 100 medidas. 
 
Al revisar los resultados presentados en la  Tabla 11 se observa que en el 90% 
de los casos el modelo ARMA presentó un menor error medio cuadrático que los 
otros modelos seguido por el Holt Winters que en el 50% de las veces fue el 
segundo mejor. 
También se observa que la ecuación que describe el comportamiento del 
modelo no es única sino que depende de las condiciones de la serie y que debe 
ser calculada para cada serie. 
Este desarrollo permite observar los tiempos de ocurrencia del ruido impulsivo 
en un canal y tratar de determinar una tendencia en la aparición de los mismos, 
por medio de la aplicación de modelos usados en series de tiempo, esto con el fin 
de disminuir la tasa de errores en un canal, lo que podría llevar a menores 
consumos de potencia o mayores velocidades de transferencia de los datos.  
 
 
Figura 30. Comparación entre los tres modelos y la serie original xt del archivo 23_21_04.txt. 
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4. CONCLUSIONES 
Desde el momento que se planteó el problema de investigación a la fecha 
diversos avances se han hecho en el desarrollo de PLC. La tecnología ha 
empezado a popularizarse para servicios de domótica y de última milla. Sin 
embargo los problemas de canal siguen presentes. 
La revisión de algunos estudios previos, mostraron la tendencia que hay en 
investigar el comportamiento de la amplitud, encontrando modelos estadísticos 
que han sido determinados a partir de la captura en ambientes de medición de 
media y baja tensión. Con respecto al estudio de ocurrencia del ruido se usan 
modelos en los cuales la amplitud es constante con una función  de aparición 
modelada como ruido blanco gausiano. 
Para el proceso de captura se seleccionó un montaje experimental similar a los 
que se usaron en los estudios de diversos autores y grupos de investigación y fue 
implementado en un ambiente educativo durante una semana, permitiendo 
capturar más de 150 horas de información. 
Los datos fueron depurados y procesados permitiendo observar el 
comportamiento estadístico de las señales. Se encontró que la media y la varianza 
de la amplitud depende del umbral de filtrado. También se observó que el 
histograma de los intervalos de tiempo no se caracteriza por una función de 
distribución gausiana. 
A partir de los datos se seleccionaron tres herramientas para calcular la 
tendencia de una serie: suavizado aritmético, Holt – Winters y ARMA, los cuales 
fueron aplicadas a nueve series y se observó que el modelo ARMA se ajustó 
mejor a los datos originales tal como se observa con la medida del error medio 
cuadrático. 
Estas herramientas utilizaron los datos de las series y se ajustaron buscando 
tener el menor error medio cuadrático. 
Al analizar las tramas se observó que no hay un único modelo que represente 
una señal de ruido, sin embargo se ajustaron herramientas que a partir de la serie 
original generaban una representación de la tendencia de la serie tomando los 
datos de ruido impulsivo filtrados. 
La herramienta calculaba x número de posibles representaciones de la serie y 
se seleccionaba cual era la mejor representación de la misma a partir de los 
valores de la serie original. 
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Este estudio es una primera aproximación a un modelo que permita determinar 
la probabilidad de ocurrencia de un evento impulsivo, sin embargo se pueden 
aplicar otras herramientas de análisis como modelos genéticos y redes neurales. 
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ANEXOS 
1. ASPECTOS TÉCNICOS DE PLC 
1.1 RED DE DISTRIBUCIÓN ELÉCTRICA 
El sistema de distribución eléctrica consiste de de tres niveles que pueden ser 
usados como canal de transmisión en las redes PLC. 
 
Alta Tensión (110 – 380 kV) o sistema de transmisión: conectan las estaciones 
de potencia con los centros de generación o de grandes usuarios. Usualmente 
recorren grandes distancias permitiendo el intercambio energético dentro de un 
país o continente. Este tipo de redes son usualmente hechas con redes al aire 
libre. 
Media tensión (MV) (10-30kV) o sistema de distribución primario: son redes que 
proveen energía a grandes áreas como ciudades e industrias. Recorren distancias 
mucho menores que las redes de alta tensión. Estas redes son hechas tanto al 
aire libre como subterráneas. 
Baja tensión (LV) (110, 220/400 V) o sistema de distribución secundario: son las 
redes que suministran energía tanto al usuario individual como a grandes 
usuarios. Su longitud es usualmente hasta unos pocos cientos de metros. Estas 
redes son hechas tanto al aire libre como subterráneas. 
 
Figura 31. Estructura de la red de suministro de energía. Fuente: Adaptado de Broadband 
over Powerline Technology Ambient white paper[1] 
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Las redes de suministro eléctrico de baja tensión cubren los últimos metros 
entre el usuario y el transformador y ofrecen una solución alternativa usando PLC 
de lo que en comunicaciones se llama última milla[4]. 
1.2 ELEMENTOS DE LA RED PLC 
PLC usa las redes de potencia eléctrica convirtiéndolas en redes de 
comunicaciones. Para esto, PLC dirige la información generada por el elemento de 
comunicaciones (computador, teléfono IP, etc.) al ISP por medio de la red eléctrica 
y viceversa. 
 
 
Los elementos básicos necesarios en una red PLC son[5]: 
 NTU (Network Termination Unit) o PLC Modem 
 LV repeater 
 LV Head End o PLC base/master station. 
 
Figura 32. Arquitectura de un sistema PLC. Fuente: Adaptado Ambient[3] 
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 Celda o área PLC. 
Un PLC – MODEM, asegura la transmisión de las señales de datos sobre el 
tendido eléctrico. 
 
Un PLC – MODEM o NTU toma los datos generados por un elemento de 
comunicaciones como un computador o teléfono y los convierte para ser 
transmitidos sobre la Power Supply Network (PSN). En la otra dirección el 
MODEM recibe los datos desde la PSN y después de ser convertidos son 
enviados al elemento de comunicaciones. De esta manera, el PLC MODEM 
representa el elemento de comunicación, proveyendo una interfaz para 
interconectar varios elementos de comunicaciones dentro de la PSN. 
El PLC MODEM separa la red eléctrica del equipo de comunicaciones por medio 
de un acople seguro usando filtros pasa altos que separan la señal de 
comunicaciones (superior a 9kHz) y la señal de potencia eléctrica (50 o 60 Hz). 
Comúnmente este acople es por medio de un capacitor en serie, pero se está 
trabajando en el desarrollo del acople indirecto por medio de una inductancia. 
Para disminuir la emisión electromagnética de la PSN, el acople es realizado 
entre dos fases en el área de acceso (entre el transformador y la acometida 
eléctrica) o entre fase y neutro in-house[2]. El PLC MODEM implementa todas las 
funciones de la capa física del modelo OSI incluyendo modulación y codificación. 
También implementa la capa de enlace incluyendo su MAC (Medium Access 
Control) y LLC (Logical Link Control). 
El LV Head End es el equipo encargado de tomar las señales enviadas por los 
diferentes PLC MODEM y transmitirlas al ISP. Este equipo convierte las señales 
modulas sobre las líneas de potencia y las convierte al formato de tramas usado 
por la red backbone, el LV Head End permite la adaptación de diferentes 
 
Figura 33. Comunicación sobre redes de potencia  Fuente Adaptado Broadband 
Powerline Communications[2] 
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interfaces WAN como xDSL, SDH (Synchronous Digital Hierarch) o WLL 
dependiendo de la red backbone a usar. El LV Head End puede controlar el 
funcionamiento de la celda PLC, pero también es posible delegar estas funciones 
al PLC Modem. 
Las celdas son agrupaciones de varios NTU y repetidores conectados a un 
mismo LV Head End. Si la distancia entre el usuario PLC y el LV Head End es 
demasiado grande es necesario el uso de repetidores. Un LV Repeater divide una 
red de acceso PLC en varios segmentos de red de tal manera que la longitud de 
las redes permita ser usada por el sistema PLC. Los segmentos de red son 
separados por medio del uso de diferentes bandas de frecuencia o usando 
diferentes time slots. 
 
Cuando se usa segmentación basada en frecuencia, el receptor recibe la señal 
transmitida en la frecuencia f1, la amplifica y re inyecta a la red pero usando la 
frecuencia f2. En la dirección contraria el repetidor toma la frecuencia f2, la 
amplifica y la reinyecta usando la frecuencia f1. Dependiendo de los métodos de 
transmisión y modulación, el repetidor puede incluir funciones de demodulación y 
modulación sin modificar la información transmitida. 
1.3 EL CANAL DE COMUNICACIONES: EL CABLEADO ELÉCTRICO 
Las líneas de transmisión de potencia eléctrica no han sido diseñadas para la 
transmisión de datos. Su objetivo primario es el transporte de energía eléctrica 
 
Figura 34. Red PLC con repetidores. Fuente Broadband Powerline Communications[2] 
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desde 110V hasta cientos de miles a una frecuencia de 50 o 60 Hz. Por lo tanto 
para la transmisión de telecomunicaciones las PSN presentan un ambiente hostil 
en el cual se tienen variaciones de impedancia, altos niveles de ruido y 
atenuaciones[6][7]. 
Las características del canal dependen tanto del tiempo como de la frecuencia y 
de la ubicación de los receptores y transmisores, lo cual hace el canal complicado 
de modelar. Para modelar el canal de una forma simple, se representa como una 
función del tiempo y de la frecuencia con un ruido aditivo. 
 
La impedancia para este tipo de canales varía fuertemente con respecto a la 
frecuencia desde unos pocos ohmios hasta algunos miles dependiendo de la 
topología de la red PSN[27]. Estudios realizados en Europa y EEUU han mostrado 
que la impedancia |Z| tiene entre otras las siguientes características[6]: 
 |Z| se incrementa con respecto a la frecuencia en el rango de 5-20MHz. 
 Grandes cambios entre el mínimo y el máximo valor. 
 El valor medio se incrementa de 5 Ω @ 20kHz a 120 Ω @ 30MHz. 
 Dependiendo de la carga, cambia la impedancia de la PSN. 
Los factores de atenuación de los canales PLC están dados principalmente por 
las perdidas en los acoples y por las perdidas en la línea. Los estudios previos han 
determinado que las atenuaciones pueden estar entre 40 – 100 dB por km 
comúnmente. 
1.4 MODULACIÓN: OFDM Y CDMA 
El ancho de banda usado en PLC es comúnmente de 2 a 30 MHz, el cual no 
tiene un comportamiento uniforme para todo el intervalo de frecuencias, por lo cual 
se buscan modulaciones que puedan manejar estas irregularidades y que 
adicionalmente provean una buena señal a ruido (SNR). Entre los esquemas de 
 
Figura 35. Modelo de comunicaciones de un canal PLC. Fuente: Adaptado de PLC State of the 
art and future[6] 
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modulación usados en PLC se encuentra CDMA (code-division multiple access) 
pero principalmente OFDM[12][22] (orthogonal frequency division multiplexing). 
CDMA es un esquema de modulación basado en la tecnología de espectro 
extendido (SS)[20], el cual  tiene entre sus cualidades la capacidad para el manejo 
de interferencias y la habilidad para operar con acceso múltiple. SS es una 
solución con una relación costo beneficio buena con problemas de sincronización, 
pero los cuales pueden ser solucionados usando como referencia la frecuencia de 
la señal de energía eléctrica la cual es relativamente estable y con baja 
corruptibilidad. 
En OFDM el ancho de banda total es dividido en N subcanales paralelos y un 
numero de bits es asignado a cada subcanal en proporción a su SNR. El esquema 
de asignación de la energía y el número de bits es llamado algoritmo de carga. 
OFDM ha probado su habilidad para manejar propagación por multirrutas en 
comunicaciones inalámbricas como también interferencia de radio en ADSL 
(asymmetrical digital subscriber line)  
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2. SERIES DE TIEMPO  
2.1 SERIES DE TIEMPO 
La frase “serie de tiempo” se utiliza para denotar una secuencia de datos 
empíricos ordenados en función del tiempo[24], esto significa que puedan 
graficarse en función del tiempo. Las series de tiempo permiten el análisis y 
modelamiento de los datos, para esto se utilizan técnicas estadísticas que bajo 
ciertas condiciones permiten determinar el comportamiento pasado y futuro. 
Las series de tiempo se pueden clasificar por su naturaleza en estocásticas o 
determinísticas. Las primeras son aquellas que son impredecibles parcial o 
totalmente y las segundas aquellas que son completamente predecibles. Para 
modelar estos resultados es útil el uso de gráficas que dan pistas iniciales sobre 
cómo se comportan los datos permitiendo sugerir o descartar algún procedimiento. 
Para modelar usando series de tiempo se debe procurar cumplir las siguientes 
condiciones: 
 El fenómeno debe tener características muy particulares o sea con una 
persistencia marcada. 
 El proceso de selección de las muestras debe estar condicionado a tomar 
muestras consecutivas de una misma variable. 
El estudio por series de tiempo inicia al detectar la presencia de auto 
dependencia entre los valores de una variable. La estructura de esta auto 
dependencia está determinada por la función de la autocovarianza de la serie y 
define el tipo de modelo a ajustar. Otro aspecto a tener en cuenta es que la auto 
dependencia hace que las observaciones no sean independientes entre sí por lo 
cual las herramientas clásicas de ajuste deben ser adaptadas[25]. 
Los pasos a seguir si se desea utilizar el método de series de tiempo son: 
 Recoger historia de los datos (definición del experimento aleatorio) 
 Hallar una serie de tiempo que modelo el experimento aleatorio. 
 Modelar la serie de tiempo. 
 Determinar el algoritmo de reevaluación frecuente del modelo. 
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Varios conceptos son fundamentales para entender como una serie de tiempo 
puede representar un grupo de datos: 
 Tendencia, la cual en una serie de tiempo describe cómo se va a 
comportar la serie en un tiempo largo. Este término tiene una velocidad 
de cambio lenta y responde la pregunta ¿para dónde van los datos? 
 Ciclo permite visualizar comportamientos repetitivos a largo plazo en 
series que no tienen una tendencia clara.  
 Estacionalidad indica un comportamiento cíclico pero que está definido 
en instantes definidos de tiempo, como lo son días, meses u años. 
 Si en una serie la información pasada no ofrece ninguna información 
acerca del comportamiento futuro se le denomina ruido. 
 Un proceso estocástico {xt} es una secuencia de datos aleatorios 
ordenados por un índice t, usualmente el tiempo, y puede escribirse 
como: {xt}={…,x1, x2, x3,…}. Un proceso estocástico no es una serie de 
valores o datos ya conocidos a través del tiempo sino de variables 
aleatorias, una para cada instante de tiempo. No se puede predecir 
completamente para cada momento, pero se puede modelar por medio 
de probabilidades y acercarse por medio de una distribución de 
probabilidad. 
2.2 HERRAMIENTAS DE ANÁLISIS 
2.2.1 Estacionariedad 
El comportamiento de una serie de tiempo, dependen de la distribución de 
probabilidad que impera en el sistema de generación de los datos. Estas 
características pueden o no cambiar en el tiempo. En el caso de que no cambie en 
el tiempo se conoce como estacionariedad. Esto permite realizar predicciones y 
modelar el sistema fácilmente. 
Un proceso estocástico {xt} es estacionario si sus propiedades estadísticas o 
probabilísticas no cambian con el tiempo: esto es, si su función de distribución 
acumulativa F(x1, x2, x3,…, xn).es independiente del tiempo. En caso de que la 
serie no sea estacionaria se puede remover la tendencia estimando curvas como:  
59 
𝑥 𝑡 =∝ + 𝛽 𝑡 
𝑥 𝑡 = 𝑒
∝ +𝛽 𝑡  
𝑥 𝑡 =∝ + 𝛽 𝑡 + 𝛾 𝑡
2 
2-1 
Las cuales serán restadas de la serie original generando que la serie sea 
estacionaria. 
2.2.2 Ruido Blanco 
La serie estocástica más aleatoria posible se denomina ruido blanco. 
Formalmente se define el ruido blanco como un proceso estocástico independiente 
e idénticamente distribuido (iid). 
El ruido blanco no es pronosticable a partir de su pasado porque por definición, 
cada xt es independiente de los demás; por lo tanto es únicamente pronosticable 
incondicionalmente, lo cual de poco sirve, ya que la predicción incondicional es la 
media. 
2.2.3 Ajuste Estacional 
Una serie estacional presenta movimientos similares cada periodo 
aproximadamente por el mismo instante de tiempo. Con frecuencia interesa saber 
que parte del movimiento de una serie se debe al componente estacional y que 
parte a la tendencia subyacente. Los procedimientos de desestacionalización 
tienen por objeto remover, aislar o repartir el componente estacional de la serie. 
Una serie estacional muestra barras significativas en las frecuencias 
estacionales en su función de autocorrelación (ACF); por ejemplo, si la serie 
estacional es trimestral mostrará autocorrelaciones significativas para rezagos 4, 
8, 12, etc., y si es mensual mostrará autocorrelación significativas para rezagos 
12, 24, 36, etc. Es importante tener en cuenta que remover el efecto estacional no 
necesariamente remueve toda la autocorrelación en las frecuencias estacionales, 
ya que parte de esta autocorrelación puede provenir de factores diferentes a los 
estacionales. 
2.3 MODELO AUTORREGRESIVO. 
Un hecho observado en muchos fenómenos temporales es que el 
comportamiento pasado provee información sobre el comportamiento futuro. El 
pasado de una serie suele incorporar, y de esa manera reemplazar, la información 
de otras variables que pudieran intervenir en el proceso. La especificación 
relativamente sencilla, pero efectiva, que resulta de expresar una variable en 
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función de su propio pasado es conocida como autorregresiva y es parte del 
modelaje Box – Jenkins. Más información sobre este tipo de modelo fue 
presentada en la sección 3.2 MODELOS APLICADOS. 
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ESPECIFICACIONES TÉCNICAS 
 Acoplador de impedancias F66-013, Marca Eichhoff. 
 Pinza de acople PLC DC 060 – 119, Marca Eichhoff. 
 Lazo de acople CL 061 – 300, Marca Eichhoff. 
 Acoplador de fases KC002 – 923, Marca Eichhoff. 
 Osciloscopio de Almacenamiento Digital DSO TDS-2022, Marca 
Tektronix 
 Software de captura NI LabView SignalExpress Tektronix Edition. Versión 
2.5.1. 
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NI LabVIEW SignalExpress Tektronix Edition version 2.5.1 
 
Release Notes V2.5.1 
 
 
NI LabVIEW SignalExpress Tektronix Edition version 2.5.1 is fully interactive 
measurement acquisition, analysis, and documentation software. You can use LabVIEW 
SignalExpress Tektronix Edition to connect Tektronix instruments to a PC. With built-in 
USB plug-and-play capabilities in Windows XP and Vista, LabVIEW SignalExpress 
Tektronix Edition automatically detects when you connect a supported Tektronix 
instrument to the PC. With this functionality, you can immediately control the instrument 
and acquire data from the instrument. 
 
The Limited Edition (LE) version of LabVIEW SignalExpress Tektronix Edition is 
available free-of-charge.  In addition, you can try out the additional functionality of the full, 
Professional version for 30-days.  After the 30-day trial period, you may order your own 
copy of LabVIEW SignalExpress Tektronix Edition Professional version through a 
Tektronix Authorized Distributor. 
 
Using NI LabVIEW SignalExpress Tektronix Edition LE, you can take advantage of the 
following: 
• Ability to configure and connect Tektronix instruments with the industry’s first, true USB 
plug-and-play connectivity solution. 
• An intuitive drag-and-drop user interface that does not require any programming. 
• Capability to capture, transfer, and save measurement settings, waveforms, and screen 
images. 
• Measurement trending. 
• Support for hundreds of common benchtop instruments. 
• Connect and control multiple instruments from within one software environment. 
 
The Professional version adds the following capabilities: 
• Limit testing. 
• Data logging. 
• Advanced analysis and documentation capabilities. 
 
 
 
NI LabVIEW SignalExpress Tektronix Edition also comes with built-in support for the 
following: 
• Tektronix MSO4000, DPO4000, DPO3000, MSO2000, DPO2000, TDS3000, 
TDS2000B, and TDS1000B series oscilloscopes 
• Tektronix AFG3000 series arbitrary/function generator NOTE: If using the AFG3011 an 
update of the IVI driver to v3.1 is required. 
