The Hilbert space in PT -symmetric quantum mechanics is formulated as a linear vector space with a dynamic inner product. The most general PT -symmetric matrix Hamiltonians are constructed for 2 × 2 and 3 × 3 cases. In the former case, the PTsymmetric Hamiltonian represents the most general matrix Hamiltonian with a real spectrum. In both cases, Hermitian matrices are shown to be special cases of PTsymmetric matrices. This finding confirms and strengthens the early belief that the PT -symmetric quantum mechanics is a generalization of the conventional Hermitian quantum mechanics.
I. INTRODUCTION
the general PT -symmetric Hamiltonian represents the most general matrix Hamiltonian with a real spectrum. Interestingly, this is not true in the case of 3 × 3. In both cases, we show clearly that all Hermitian Hamiltonians are just special cases of PT -symmetric Hamiltonians. From these finite dimensional results, we conjecture that PT symmetry is a generalization of Hermiticity in general.
The paper is organized as follows. In Sec. II, we give our formulation of PT -symmetric QM. In Sec. III, we illustrate our ideas in the case of 2×2. All relevant operators or matrices are calculated explicitly. Special cases discussed in the literature are analyzed. In Sec. IV, we construct the P operator and the PT -symmetric Hamiltonian in the case of 3×3. Finally, in Sec. V, we give some concluding remarks.
II. PT -SYMMETRIC QUANTUM MECHANICS
In this section, we formulate PT -symmetric QM. We start with a brief summary on the inner product in QM. We adopt the notation used in Ref. [11] .
A. Inner Product
In quantum mechanics, the Hilbert space can be considered as a linear vector space associated with an inner product. The inner product between two quantum states, denoted (·, ·), must satisfy the following conditions [11] In general, we may define the inner product as (ψ, φ) ≡ ψ|W |φ , (2.1) where W is the weight function and the bra state is defined as the Hermitian conjugate of the ket state, ·| ≡ |· † [11] . From Eq. (2.1) and the first three properties of the inner product, it can be easily shown that W must be a Hermitian operator: W = W † . From the fourth property of the inner product, W has to be positive definite. That is, all the eigenvalues of W are positive.
In the Hilbert space defined above, a self-adjoint operator, such as the Hamiltonian H, satisfies (ψ, Hφ) = (Hψ, φ) (2.2)
for arbitrary states φ and ψ. All eigenvalues of a self-adjoint operator are real. And the eigenstates corresponding to different eigenvalues are orthogonal [11] . Plugging the self-adjoint condition (2.2) into the definition of the inner product in (2.1), we obtain
We may consider this equation as the definition of the weight function W for a given Hamiltonian H. Thus, the inner product is dynamic (Hamiltonian dependent) in general.
In conventional QM, the weight function can be chosen as the identity operator. In this case, the self-adjoint condition in (2.3) reduces to the Hermiticity condition: H = H † . Since the identity operator is independent on Hamiltonians, the inner product is no longer dynamic.
B. PT Symmetry
We define the time reversal operator, T as Dirac conjugate. That is, for an operator A,
It follows that T 2 = 1 1, here 1 1 is the identity matrix. Note that our definition of the T operator differs from Refs. [1, 2, 8] . This definition allows us to have a more general parity operator.
For the parity operator P, we demand it to commute with the time reversal operator and to be an involution. That is,
There are obviously two trivial solutions to these constraints,
We will discuss the non-trivial 2 × 2 solutions of P in Sec. III and 3 × 3 in Sec. IV. A PT -symmetric Hamiltonian commutes with the combination operator PT :
Using the trivial solutions of P 0 in (2.5), we get that a P 0 T -symmetric Hamiltonian is
In this sense, a Hermitian Hamiltonian is P 0 T -symmetric with P 0 to be the plus or minus identity matrix. In general, the eigenstates of a PT -symmetric Hamiltonian with different eigenvalues are not orthogonal with respect to the Dirac inner product. To solve this problem, one may define a PT inner product as
From the commutation relation between H and PT , it can be shown that the eigenstates of H with different eigenvalues are orthogonal with respect to the PT inner product [1, 3] . However, the norm with respect to the PT inner product is not positive definite. This is simply because P has negative eigenvalues. One has to normalize the eigenstates to ±1. To overcome this difficulty, one needs to find a positive-definite norm by introducing the C operator [2] . Here, we define the C operator as 9) where |E i are the eigenstates of H with the PT -norm +1 or −1.
Our definition of the C operator has the same properties as the one constructed in Ref. [2] . From the orthogonality and the (non-positive-definite) normalization of the PT inner product, it can be shown that |E i are eigenstates of C with eigenvalue equal to the PT -norm:
(2.10) Thus, C commutes with H. The C operator also commutes with PT : [C, PT ] = 0. This fact can be verified by using PC † P = C. Because the eigenvalues of C 2 are all unity, the C operator is an involution just like the P operator.
Note that we do not require |E i to be simultaneous eigenstates of PT and of H. In fact, this can only be achieved in the special cases of symmetric matrices, such as Hamiltonians constructed in Refs. [2, 8] . We will discuss more details about these two examples in Sec.III.
Equipped with the C operator, we are ready to construct an inner product with the positive-definite norm. We define the CPT inner product as
Comparing to the general inner product in (2.1), we recognize the weight function for the CPT -inner product is
Since the weight function is positive-definite, we may find its square root W = η 2 , where η is Hermitian, η † = η. Using the operator η, we may define a Hermitian Hamiltonian h, which has same spectrum as a PT -symmetric Hamiltonian H [9] ,
We would like to emphasize that the transformation η is Hermitian rather than unitary, hence the above relation is not unitary equivalence in the usual sense.
III. 2 × 2 CASE
In this section, we illustrate the ideas in the previous section by using 2 × 2 matrices. We find that any 2 ×2 Hermitian matrix is a special case of the general PT -symmetric matrices. Furthermore, it is found that the most general matrix with a real spectrum must coincide with the general PT -symmetric matrix we constructed. Since the P operator is an involution, it is a square root of the identity matrix. In 2 × 2 matrices, other than the trivial roots in (2.5), there is a non-trivial root with the form
where θ and ϕ are two real parameters. In terms of the Pauli matrices, the P operator can be written as P = n r · σ, where n r ≡ (sin θ cos ϕ, sin θ sin ϕ, cos θ) is a unit vector. To find the general PT -symmetric Hamiltonian, we use the following ansatz:
where ε and α ≡ (α x , α y , α z ) are complex numbers. Plugging the above ansatz into (2.6), we get the equations satisfied by ε and α:
3)
The first equation simply says that ε is real. The second equation can be written as
In this form, the searching for a PT -symmetric Hamiltonian becomes an eigenvalue problem. If we separate the real part and the imaginary part as α = A + i B, then A and B can be considered as the eigenvectors of the matrix M with eigenvalues +1 and −1, respectively. The matrix M always has one eigenvector with eigenvalue +1, and two eigenvectors with eigenvalue −1. It is easy to show that the eigenvector with positive eigenvalue is parallel to n r and the eigenvectors with negative eigenvalue are perpendicular to n r . Thus, the solutions to the eigenvalue problem are
where γ, µ, and ν are real parameters and n θ ≡ (cos θ cos ϕ, cos θ sin ϕ, − sin θ) and n ϕ ≡ (− sin ϕ, cos ϕ, 0) are two unit vectors.
Thereafter, plugging α = γn r + iµn θ + iνn ϕ into the ansatz in (3.2), we get the general PT -symmetric 2 × 2 Hamiltonian matrix,
This Hamiltonian has six real parameters: ε, γ, µ, ν, θ, and ϕ. All 2 × 2 Hermitian matrices can be recovered as special cases with µ = ν = 0. In other words, the PT symmetry is a generalization of Hermiticity. The eigenvalues of the Hamiltonian H are
For eigenvalues to be real, it requires γ 2 ≥ µ 2 + ν 2 . For simplicity, we only consider the non-degenerated case with γ 2 > µ 2 + ν 2 in this paper. The corresponding eigenstates are
where we have defined three angles and a normalization constant as
The normalization is chosen such that
The six-parameter-class of matrix in (3.6) with the condition γ 2 ≥ µ 2 + ν 2 coincides with the most general 2 × 2 matrix with only real eigenvalues. Qualitatively, this can be seen from parameter counting. A general complex 2 × 2 matrix has eight real parameters. The reallity of all eigenvalues puts two constraints on the matrix. Therefore, the most general 2 × 2 matrix with only real eigenvalues should consist of six real parameters.
This coincidence can also be proved rigorously. By direct computation, the eigenvalues of an arbitrary 2 × 2 matrix with the form of the ansatz in (3.2) are E ± = ε ± √ α · α. Imposing reality condition on the eigenvalues leads to
The first condition is the same constraint on the parameter ε as in the PT -symmetric Hamiltonian in (3.6). The second condition in (3.11) implies that the real part and the imaginary part of α are perpendicular to each other, A · B = 0, and that the real part vector is not shorter than the imaginary part vector, A · A ≥ B · B. Without loss of generality, we may parametrize the real part vector as A = γn r . Then the above conditions lead to a unique solution for the imaginary part vector which can be parametrized as B = µn θ + νn ϕ . Since A is not shorter than B, we have γ 2 ≥ µ 2 + ν 2 . Clearly then, the PT -symmetric Hamiltonian in (3.6) represents the most general 2 × 2 matrices with only real eigenvalues.
For the PT -symmetric Hamiltonian H in (3.6), the C operator can be calculated directly from its definition in (2.9). It is also straightforward to construct it from the relation in (2.10). Either way, the C operator is found to be
The form of the C operator is not a surprise because it is defined as an involution. Therefore, it must be a square root of the identity matrix just like the P operator. This fact can be easily verified by observing that (u/γ)α is a unit vector. Because the C operator has eigenvalues C|E ± = ±sign(γ)|E ± , the eigenstates in (3.8) are normalized to unity with respect to the CPT -inner product. Thus, we have a set of orthonormal eigenstates,
The weight function has the form
Note that β is a unit vector and it is perpendicular to α. Interestingly, the square root of W has the form
There are two solutions for η, which is not because of the arbitrary overall sign in the square root. Rather, it is corresponding to two choices of mapping the eigenstates during the similarity transformation in (2.13). In the Hermitian limit, W → 1 1, η is once again a square root of the identity matrix. The "+" sign in (3.15) has the limit η + → 1 1 and the "−" sign has the limit η − → β · σ.
Using the operator η, we find the Hermitian equivalence of PT -symmetric Hamiltonian H in (3.6),
Now let us consider some special cases. We show that both Hermitian Hamiltonians and several PT -symmetric 2 × 2 Hamiltonians studied in the literature can be reduced from our general PT -symmetric Hamiltonian in (3.6).
A. Special Case 1: Hermiticity
If we set µ = ν = 0, H becomes Hermitian, H = H † ,
This matrix Hamiltonian has four real parameters, and it includes all 2 × 2 Hermitian matrices. In this case, the weight function reduces to the identity matrix and the C operator coincides with the parity operator:
All these observations are consistent with the conventional QM. We may say that the Hermitian Hamiltonian is a special case of the PT -symmetric Hamiltonian with C = P. Or, equivalently, PT symmetry is a generalization of Hermiticity.
B. Special Case 2: Bender-Brody-Jones Hamiltonian
In Ref. [2] , Bender et al. studied a PT -symmetric Hamiltonian with real and symmetric off-diagonal matrix elements. Their choice of the parity operator is P BBJ = σ x . This case can be reduced from our general case by setting ν = ϕ = 0 and θ = π/2. In particular, we have
(3.19)
These expressions are equivalent to those in Ref. [2] by mapping our parameters ε, µ, and γ to r cos θ, −r sin θ, and s therein.
C. Special case 3: Bender-Meisinger-Wang Hamiltonian
In Ref. [8] , Bender et al. generalized the Hamiltonian matrix in Ref. [2] by choosing a oneparameter class of parity operator,
This can be recovered by setting ϕ = 0 in (3.1). If we consider only symmetric Hamiltonian as in Ref. [8] , we can further set ν = 0 in (3.6). With this choice of parameters, we have H BMW = ε + γ cos θ − iµ sin θ γ sin θ + iµ cos θ γ sin θ + iµ cos θ ε − γ cos θ + iµ sin θ ,
Once again, these are the same formulas as in Ref. [8] by properly mapping the parameters. The symmetric Hamiltonian, H in (3.6) with ν = ϕ = 0, has additional properties. In this case, the eigenstates of H are also the eigenstates of PT . By choosing a proper phase, the eigenvalue of PT can be set to unity:
One may think that our definition of CPT -inner product is slightly different from the one in the literature. In Refs. [2, 8] the CPT -inner product was defined as
where T denotes matrix transpose. This definition leads to a weight function W BBJ−BMW = P T C T . Since both P and C are symmetric in this case, the two definitions of the inner product are actually the same.
D. Special case 4: Mostafazadeh Hamiltonian
In Ref. [9] , Mostafazadeh introduced a five-parameter-class of Hamiltonians with the form
In this section, we reveal the general form of PT -symmetric 3 × 3 matrix Hamiltonians. In this case, we use the Gell-Mann matrices, which are the generalization of the Pauli matrices in 3 × 3. Any 3 × 3 matrix can be written as a linear combination of the identity matrix and the eight Gell-Mann matrices. If a matrix is Hermitian, the expansion coefficients are all real. There are two types of solutions for the P operator as well. The first type is the trivial solutions P 0 = ±1 1. The second type is the non-trivial solutions. If we expand the non-trivial solutions of P as
where λ i are Gell-Mann matrices for i = 1, · · · , 8. We find that
and that coefficients P i depend on four independent parameters. We thus choose the parametrization as P 4 = sin 2χ sin θ cos ϕ, P 5 = sin 2χ sin θ sin ϕ, P 6 = sin 2χ cos θ cos ρ, P 7 = sin 2χ cos θ sin ρ.
The other four components, P 1 , P 2 , P 3 , and P 8 depend on the sign of cos 2χ. For the case of cos 2χ ≥ 0, we have
Plugging P 0 and P i into (4.1), we get the non-trivial four-parameter solutions of the P operator with the form
− sin 2 χ sin 2θ e −i(ρ−ϕ) cos 2χ cos 2 θ + sin 2 θ sin 2χ cos θ e 
the PT symmetry leads to the conditions of ε = ε * and that α i satisfy the eigenvalue equation
where
with d ijk and f ijk being symmetric and antisymmetric structure constants of the SU(3) group.
Once again, the real part of α i forms eigenvectors of M with eigenvalue +1, and the imaginary part of α i forms eigenvectors with eigenvalue −1. There are always four eigenvectors with eigenvalue +1 and four eigenvectors with eigenvalue −1.
It is straightforward to show that the vector P i with components defined in (4.3) and (4.4) is an eigenvector of M with eigenvalue +1. All other eigenvectors can be constructed by the derivatives of P i . The set of all four first order derivatives, {∂ χ P i , ∂ θ P i , ∂ ρ P i , ∂ ϕ P i }, forms a subspace with eigenvalue −1. The remaining three eigenvectors with eigenvalue +1 can be constructed from the second derivatives. Below is a choice of orthonormal set of eigenvectors with eigenvalue +1,
sin 2χ sin θ cos ϕ, sin 2χ sin θ sin ϕ, sin 2χ sin θ cos ρ, sin 2χ sin θ sin ρ,
− sin 2χ sin θ cos ϕ, − sin 2χ sin θ sin ϕ, − sin 2χ cos θ cos ρ, − sin 2χ cos θ sin ρ,
i = − cos χ cos 2θ cos(ρ − ϕ), cos χ cos 2θ sin(ρ − ϕ), − cos χ sin 2θ, − sin χ cos θ cos ϕ, − sin χ cos θ sin ϕ, sin χ sin θ cos ρ, sin χ sin θ sin ρ, 0 , A
i = cos χ sin(ρ − ϕ), cos χ cos(ρ − ϕ), 0, − sin χ cos θ sin ϕ, sin χ cos θ cos ϕ,
Likewise, a set of eigenvectors with eigenvalue −1 can be chosen as
− sin 2χ sin 2θ cos(ρ − ϕ), sin 2χ sin 2θ sin(ρ − ϕ), sin 2χ cos 2θ, 2 cos 2χ sin θ cos ϕ, 2 cos 2χ sin θ sin ϕ, 2 cos 2χ cos θ cos ρ, 2 cos 2χ cos θ sin ρ, − √ 3 sin 2χ , B This construction has thirteen real parameters, four in P, four γ's, four µ's, and one ε. Any 3 × 3 Hermitian Hamiltonian can be considered as a special case with all µ's vanishing, which also has the correct number of parameters: nine. Unlike the 2 × 2 case, the general PT -symmetric matrix Hamiltonian in (4.11) does not present all 3 × 3 matrices with all real eigenvalues. This can be seen by a simple parameter counting. A 3 × 3 matrix with all real eigenvalues should have fifteen real parameters but H 3×3 in (4.11) only has thirteen parameters.
V. CONCLUSION
In this paper, we find the general P operator and construct the general PT -symmetric matrix Hamiltonians in 2 × 2 and 3 × 3. In both cases, PT symmetry can be considered as a generalization of Hermiticity. We conjecture that this statement is true in general.
We convert the searching for a general PT -symmetric Hamiltonian problem to an eigenvalue problem. This method also applies to higher dimensions. For example, the definition for the matrix M ki in (4.8) can be easily generalized to N dimensions by replacing 3 by N.
