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ABSTRACT

Author: Lin, Jinpin. MS
Institution: Purdue University
Degree Received: August 2018
Title: (Direct Numerical Simulation of Kelvin-Helmholtz Instability and Interfacial Stress Tensor
Modeling).
Committee Chair: Martin Lopez-De-Bertodano

The development of the Kelvin-Helmholtz instability for the stratified, large density ratio flow in
rectangular channels is investigated and the models for the interfacial shear stress and interfacial
pressure of small-amplitude waves based on the linear analysis are derived. A reduced geometrical
model is adopted, and the 2D and 3D simulation results are compared with previous experiments.
It is shown that the generation and development of the Kelvin-Helmholtz instability are
successfully captured. The numerical simulation tends to underestimate the wave length. The onset
of the instability for the experiment is earlier than that in the 2D simulation, while it is later when
compared to the 3D simulation. The models of the interfacial shear stress and interfacial pressure
are obtained for waves that have wave length comparable to the channel height. The derived
theoretical results are compared with numerical simulations of a single solid wave and interfacial
waves between immiscible fluids. It is presented that the simplified theoretical results are in good
agreement with the simulation results.

1

INTRODUCTION

When the relative velocity between two immiscible fluids exceeds the critical value determined
by properties of the fluids and flow conditions, the interface will become wavy and initiate the
propagation of small disturbances. This shear-driven interfacial phenomenon is known as the
Kelvin-Helmholtz Instability (KHI). The instability is generated when the stabilizing effect of the
surface tension and gravity is surpassed by the destabilizing effect of the interfacial shear stress.
KHI can significantly change the topology of the interface and lead to the flow regime transition
[1]. It will affect the distribution of the shear stress and pressure at the interface and complicate
the interfacial heat and mass transfer in two-phase flow systems. The characterization and
prediction of KHI in stratified shear flow is important to industrial processes such as compressor
design [2], chemical synthesis [3], and nuclear reactor analysis [4], and scientific research related
to space and astrophysical phenomena [5].
Theoretical research of KHI in stratified flow has been conducted extensively since it was first
summarized by Kelvin [6] and Helmholtz [7]. Early attempts to tackle the problem were based on
the linear perturbation theory. In the analysis, the flows were postulated to be incompressible and
inviscid, and the velocity potential was adopted to solve the Navier-Stokes equations. The waves
were assumed to have infinitesimal or very small amplitudes. The simplest model presumed that
the velocity profiles were uniform in the two immiscible fluids and discontinuous at the interface
[8]. The dispersion relation was derived and the critical wave number and minimum velocity
difference for a growing perturbation were obtained. Chandrasekhar [9] summarized the effects of
continuous density stratification, surface tension, rotation and applied magnetic field on the
generation of KHI in detail. Drazin et al. [10] used Fourier modes for the analysis and reviewed
the instability theories based on spatial and temporal modes. Alexakis et al. [11] extended the
analysis to both incompressible and compressible gas-liquid flows and studied two different kinds
of modes (Kelvin- Helmholtz modes and critical layer modes). Equations were developed to
determine the stability boundaries and the growing rates of the unstable surface waves with the
influence of the surface tension. Funana el al. [12] considered the effect of viscosity as well as
surface tension in their work related to viscous potential flow analysis. The growth rate, wave
speed, and neutral stability curves were given and compared with experimental results of air-water
flow. The shear stress was neglected in the discussion. Recently, Prathama et al. [13] presented
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the inviscid linear analysis for the vertical variable-density flow in a gravitational field. Timedependent accelerating free streams were described, which was different from the stationary or
weakly time-dependent flow encountered in the classic linear stability theory. The surface tension
was also included in the derivation, and the flow was shown to be unconditionally unstable due to
the continuously growing momentum. The linear perturbation theory was proven to be an effective
tool for the KHI study at small Weber numbers before the appearance of large amplitude waves
and more complicated unstable fluid structures such as fingering, roll-ups, etc.
Nonlinear analysis should be employed when the perturbations grow beyond the applicable range
of the infinitesimal or small amplitudes, which can often be encountered during the flow regime
transition. Hooper et al. [14] adopted the multiple scaling method to find the evolution of the
amplitude for large wavelength weakly nonlinear waves. Kuramoto-Sivashinsky (KS) equations
were derived for the co-current superposed viscous fluids. Tseluiko et al. [15] investigated the
liquid film in counter-current gas-liquid flow and obtained a set of models based on the modified
KS equation with an additional term accounting for the destabilizing effect of the turbulent gas.
The flooding phenomena was discussed with an integral-boundary-layer approximation that was
derived based on the large wavelength assumption and a weighted-residual method. Zhdanov [16]
found the precise singular solutions of 2D KHI with discontinuous boundary and extended the
discussion of the nonlinear instability analysis to the 3D cases. Alexakis et al. [17] considered the
effect of the critical layer in the wind-driven gravitational waves and presented the asymptotic
solutions for the finite-amplitude waves under low gas velocity and strong gravitation conditions.
These solutions usually included the long-wave assumption internally during the derivation.
Apart from the theoretical analysis, experiments on KHI were carried out in two-phase flow
systems with different directions and tube geometries. Most experimental work adopted gas-liquid
flow and was conducted in circular tubes due to practicality. Lin et al. [18] discussed the influence
of the viscosity in the linear analysis and conducted air-water flow experiments in circular tubes
for the result verification. It was found that the inviscid assumption for the classic linear theory
would lead to errors when the viscosity of the water was considered since it ignored the
destabilizing effect of the liquid inertia. Taitel te al. [19] developed a theoretical model for the
flow regime transition from stratified flow to annular flow based on the instability analysis of a
solitary wave and illustrated the effects of geometry and inclination on the transition boundaries.
The solution of the one-dimensional wave model for the transition from stratified to slug flow was
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presented by Crowley et al. [20] and the results were validated under different flow conditions.
Andritsos et al. [21] performed air-liquid flow in horizontal circular tubes and concluded that the
generation of large-amplitude waves were mainly related to the pressure change in phase with the
wave height. Barral et al. [22] developed methodology to measure and compute the power
spectrum of the interface in the stratified oil–water flow.
Experimental datasets in rectangular tubes are limited. Thorpe [23] investigated the wave
development in a tilted rectangular tube using fluids with small density difference. It was found
that the onset of the instability was well predicted by the theoretical analysis considering the
accelerating flow and viscosity, but the wave number was under-predicted by the theory. Kordyban
el al. [1] examined the propagation of finite amplitude waves in air-water flow in a horizontal
rectangular tube with large width-to-height ratio. It was assumed that the transition from wavy
flow to slug flow was attributed to a modified KHI in the confined channel. The suction amplified
by the existence of the upper wall was found to cause the instability. Wallis et al. [24] investigated
the onset of the slug flow with various geometrical parameters and flow conditions in rectangular
ducts. Derivation based on the linear analysis without surface tension was used to find the
transition correlation. Recently, Duponcheel et al. [25] conducted experiments of KHI in
rectangular tubes with apparatus similar to that of Thorpe [23] but with different fluids. Onset time
and wavelength were recorded with different fluid combinations and V-shape 3D waves were
observed.
The analytical solution of the full system of governing equations for the KHI in shear flow is a
challenging problem, therefore different sets of research with numerical simulation techniques
were conducted to study the phenomena and explain the experimental results. Atmakidis et al. [26]
used the Volume of Fluid (VOF) method and Level Set (LS) method for the KHI simulation at a
large density ratio. Both results agreed well with the linear stability theory and the differences were
discussed. Duponcheel et al. [25] utilized the two-fluid model for the calculation and adopted the
large bubble model with the conservative interface sharpening method developed by Fleau et al.
[27] to account for the surface tension, drag, and interface handling. The onset time of the initial
waves was earlier than the experimental results, and the wave amplitudes were much smaller than
those in the experiments. The use of direct numerical simulation is gaining popularity due to the
development of computation power and techniques. Most of these work adopted the VOF model
to track the interface. Li et al. [28] developed a parallelized semi-implicit Stokes solver based on

4
the VOF scheme and projection method and tackled immiscible flow problems at low Reynolds
Numbers. The instability of two-layer Couette flow was examined and 2D and 3D flow structures
such as fingers and sheets were explored qualitatively. Chen et al. [29] considered the time
evolution of the liquid-gas interface with short waves in 2D cases and presented the successive
wave development of break-up, splash-up, and entrainment after the initial steep waves. Hoepffner
et al. [30] investigated the self-similarity of an isolated wave with local disturbance. Orazzo et al.
[31] illustrated the generation of KHI under a sudden change of the boundary condition, and
discussed the spurious flow under small Ohnesorge number.
The deformation of the interface will greatly change the interfacial shear stress and interfacial
pressure, which would in turn affect the evolution of the interface location, therefore it is important
to propose suitable models to predict the shear stress and pressure at the interface. Miles [32]–[36]
discussed the wave generation under different wind velocity profiles and developed a model in
which the deep-wave gravity waves were driven unstable by the resonance interaction with the
wind. The equation of interfacial shear stress was given, and a component of the pressure
perturbation was found to be in phase with the wave slope. The energy transfer from the wind to
waves in the neighborhood of the interface was also examined. Benjamin [37] developed
theoretical models for the prediction of shear stress and pressure at wavy boundaries under large
Reynold numbers. The curvilinear boundary-layer coordinates were adopted. Three cases were
discussed, namely the rigid boundary, solid flexible boundary, and interface between two
immiscible fluids. The effect of wall friction-layer was studied and the solutions for linear velocity
profiles, laminar boundary-layer profiles and turbulent boundary-layer profiles were derived.
Bordner [38] investigated the variation of surface shear and pressure distribution over a single
solid cosine wave. Caponi et al. [39] followed the work of Benjamin [37] and validated the
analytical calculation of pressure distribution along a solid wave with numerical results. It is found
that pressure distribution would change significantly when a surface orbital velocity distribution
was included with steep waves. Thorsness et al. [40] extended Benjamin’s linear analysis [37] with
turbulence models and compared the results with experimental data. Andritsos et al. [21], Shi et
al. [41], Spedding et al. [42], and Tzotzi et al. [43] developed equations for the average surface
shear stress during the flow regime transition.
Despite the apparent simplicity of the flow pattern and large amount of literature on the subject,
the development of KHI at the interface of stratified flow and the consequent change of interfacial
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shear tensors are still not fully understood. Most research analyzed the gas-liquid flow, and less
results were obtained for the liquid-liquid flow where the viscosity and the surface tension both
play important roles [44]. Besides, the studies of interfacial instability inside rectangular tubes are
insufficient compared with those in circular tubes. It was pointed out that the experimental results
in round pipes are different than those in rectangular tubes and special consideration should be
taken into account during the comparison [12]. Thus, further research should be conducted to find
the KHI dynamics for the liquid-liquid flow in rectangular tubes.
The objective of the present work is to perform the direct numerical simulation (DNS) to study the
development of KHI in stratified, large density-ratio flow inside confined rectangular tubes and
obtain models for the interfacial stress tensor with laminar boundary layer under short waves
(where the wave length is comparable to the channel height). The numerical simulations for 2D
and 3D cases are validated and compared with recent experimental data from Duponcheel et al.
[25]. The analytical results of interfacial stress tensor modeling based on Benjamin’s [37] linear
analysis for small-amplitude waves are compared with simulations of solid waves as well as
interfacial waves in confined tubes before the appearance of unstable fluid structures (fingers, etc).
The thesis is structured as follows. Chapter 2 gives a brief description of the experimental setup
and characteristics of the fluids in the experiments conducted by Duponcheel et al. [25] which
serves as the benchmark for the numerical simulation. Chapter 3 derives the asymptotic equations
for the interfacial shear stress and interfacial pressure modeling under short waves based on the
linear perturbation theory by Benjamin [37]. Chapter 4 introduces the numerical methods and flow
conditions adopted in the simulation and presents the validation process. Chapter 5 discussed the
comparison between the experimental results and 2D and 3D numerical simulations. The analytical
results obtained from the Chapter 3 is further tested with the simulation results of a solitary solid
wave and interfacial waves. Chapter 6 summarizes the results and conclusions of the work and
provides recommendations for future research.

6

EXPERIMENTAL BENCHMARK

The experiment by Duponcheel et al. [25] was adopted as the benchmark for the DNS verification.
It was carried out to reproduce Thorpe’s experiment [23] of two-phase immiscible flow with newly
designed equipment and extend the database with results of different fluid combinations.
Fig. 1 presents the sketch of the experimental setup. The experiment takes place in a channel made
up of glass panels that allows laser sheet illumination and uninterrupted flow visualization. The
length, width, and height of the experimental region are 1830 mm, 100 mm, and 30 mm,
respectively. The channel is initially placed in a horizontal position so that the immiscible twophase flow reaches the stratified equilibrium with the same height. Then, as the experiment starts,
it is tilted to an angle of 4.129°, which is the same value used in the Thorpe’s experiment [23]. The
time required to complete the tilt process by the electric jack is 0.45 s, and is considered later
during the calculation of the onset time of the KHI. Due to the gravitational acceleration, the
heavier fluid in the bottom layer will flow to the lower end of the channel and push the lighter
fluid upward. This counter-current flow will induce shear at the two-phase interface and lead to
the instability. A 45° degree mirror was added to the top of the channel so both the top and side
views could be recorded simultaneously.

θ = 4.129°

Tilted channel

Electric jack

Fig. 1 Sketch of the experimental facility used by Duponcheel et al. [25]
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Two sets of immiscible fluids are chosen in the experiment, one of which is water and kerosene
purum, and the other is water and n-hexane. The first combination is selected to have physical
properties as comparable as possible to those used in the Thorpe’s experiment [23], and the second
one is picked to be significantly different from those used by Thorpe to extend the database. The
water is colored using blue dye that would not spread into the kerosene and n-hexane. The visual
difference between the liquids from the dye allows the interface to be recorded. The physical
properties measured in the experiments are density, dynamic viscosity, and surface tension
between the fluids. The viscosity was determined using the vibro-viscometer method, and the
surface tension was measured with the pendant drop technique. The measurements are all carried
out at room temperature at 20 °C. The physical properties are summarized in the Table 1.

Table 1. Physical properties of the operating fluids
Fluid

Water

Kerosene

n-hexane

𝜌 (𝑘𝑔/𝑚3 )

1000

783

659

𝜇 (𝑚𝑃𝑎 ⋅ 𝑠)

1.0

1.5

0.3

𝜎 (𝑚𝑁/𝑚)

/

29.5

36.0

Image processing algorithms are used to quantify wave characteristics form the visualization
results. The wave length is calculated from the top views using wave fronts, and the wave
amplitude is obtained from the maximum and minimum locations of the waves.
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INTERFACIAL SHEAR TENSOR MODELING

Benjamin’s linear perturbation analysis [37] is adopted to derive the models for the interfacial
shear stress and interfacial pressure with laminar boundary layers. Short waves are considered
where the wavelength is comparable to the channel height. The analysis is briefly discussed as
below.
A semi-infinite parallel primary flow with a velocity profile 𝑈(𝑦) is used as the main flow above
the boundary, and the laboratory-fixed system is utilized where the wave boundary with a speed 𝑐
is set at rest.
The wave is represented by the equation
𝑦 = 𝑎𝑒 𝑖𝑘𝑥

(3.1)

where 𝑎 is the wave amplitude and 𝑖 is the imaginary unit. The real part is taken as the physical
boundary of the wave. 𝑎 has the constrain that it should be much smaller than the wave length
2𝜋/𝑘, where 𝑘 is the wave number.
The boundary layer coordinates are adopted during the derivation, in which one axis is parallel to
the wave surface while the other axis is perpendicular to it. The coordinates (𝜉, 𝜂) are defined as
{

𝜉 = 𝑥 − 𝑖𝑎𝑒 −𝑘(𝑦−𝑖𝑥)
𝜂 = 𝑦 − 𝑎𝑒 −𝑘(𝑦−𝑖𝑥)

(3.2)

For the incompressible inviscid flow, 𝜉 and 𝜂 are the velocity potential and stream function for the
irrotational motion respectively. The stream function and pressure with the linear perturbation in
the current coordinates is thus
𝜂

𝜓 = ∫ [𝑈(𝜂) − 𝑐]𝑑𝜂 + 𝑎{𝐹(𝜂) + [𝑈(𝜂) − 𝑐]𝑒 −𝑘𝜂 }𝑒 𝑖𝑘𝜉
0

𝑝 = 𝑃(𝜂)𝑎𝑒 𝑖𝑘𝑥

(3.3)
(3.4)

where 𝐹(𝜂) and 𝑃(𝜂) are undetermined functions to be obtain from the momentum equation and
the boundary conditions.
The velocities along the axes are
1

𝑢 = 𝐽2 𝜓𝜂 = 𝑈 − 𝑐 + 𝑎{𝐹 ′ + 𝑈 ′ 𝑒 −𝑘𝜂 }𝑒 𝑖𝑘𝜉

(3.5)

1

𝑣 = −𝐽2 𝜓𝜉 = −𝑖𝑘𝑎{𝐹 + (𝑈 − 𝑐)𝑒 −𝑘𝜂 }𝑒 𝑖𝑘𝜉
The linearized momentum equation in the current coordinate with respect to 𝜓 is

(3.6)
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1
𝐽(𝜓𝜂 𝜓𝜂𝜉 − 𝜓𝜉 𝜓𝜂𝜂 ) + 𝐽𝜉 (𝜓𝜉2 + 𝜓𝜂2 ) = −𝑝𝜉 + 𝑅 −1 𝜁𝜂
2
1
𝐽(−𝜓𝜂 𝜓𝜉𝜉 + 𝜓𝜉 𝜓𝜉𝜂 ) + 𝐽𝜂 (𝜓𝜉2 + 𝜓𝜂2 ) = −𝑝𝜂 − 𝑅 −1 𝜁𝜉
2

(3.7)
(3.8)

where 𝑅 is the Reynolds number, 𝐽 is the Jacobian matrix for the transformation defined as
𝐽=

𝜕(𝜉, 𝜂)
= 1 + 2𝑘𝑎𝑒 −𝑘(𝜂−𝑖𝜉)
𝜕(𝑥, 𝑦)

(3.9)

and 𝜁 is the vorticity as
𝜁 = 𝐽(𝜓𝜉𝜉 + 𝜓𝜂𝜂 )

(3.10)

By substituting Eq. (3.4), (3.9) and (3.10) into Eq. (3.7) and (3.8), we can obtain two presentations
for the calculation of the pressure in the field as
𝑃 = 𝑈 ′ 𝐹 − (𝑈 − 𝑐)𝐹 ′ − 𝑖(𝑘𝑅)−1 [𝐹 ′′′ − 𝑘 2 𝐹 ′ + (𝑈 ′′′ − 𝑘𝑈′′)𝑒 −𝑘𝜂 ]
∞

(3.11)

∞

𝑃 = 𝑘 2 ∫ (𝑈 − 𝑐)𝐹𝑑𝜂 − 𝑖(𝑘𝑅)−1 [𝑘 2 𝐹 ′ + ∫ (𝑘 4 𝐹 − 𝑘 2 𝑈 ′′ 𝑒 −𝑘𝜂 )𝑑𝜂]
𝜂

𝜂

(3.12)

Equating the two results, an equation for 𝐹(𝜂) is derived as
(U − c)(𝐹 ′′ − 𝑘 2 𝐹) − 𝑈 ′′ 𝐹 = (𝑖𝑘𝑅)−1 [𝐹 𝑖𝑣 − 2𝑘 2 𝐹 ′′ + 𝑘 4 𝐹 + (𝑈 𝑖𝑣 − 2𝑘𝑈 ′′′ )𝑒 −𝑘𝜂 ]

(3.13)

The terms regarding 𝑈 at the right side of the equation can be neglected in the boundary layer
instability, which is validated by Lin [45]. Eq. (3.13) can thus be reduced to the Orr-Sommerfeld
equation
(U − c)(𝐹 ′′ − 𝑘 2 𝐹) − 𝑈 ′′ 𝐹 = (𝑖𝑘𝑅)−1 [𝐹 𝑖𝑣 − 2𝑘 2 𝐹 ′′ + 𝑘 4 𝐹]

(3.14)

The solution can be presented as
𝐹(𝜂) = 𝜙(𝜂) + 𝑓(𝜂)

(3.15)

where 𝜙(𝜂) is the solution of the equation
(U − c)(𝐹 ′′ − 𝑘 2 𝐹) − 𝑈 ′′ 𝐹 = 0

(3.16)

and 𝑓(𝜂) is the difference between the full solution of the Orr-Sommerfeld equation and 𝜙(𝜂).
𝑓(𝜂) mainly accounts for the effect of the viscosity near the wave boundary. The regions where
𝑓(𝜂) is important is called the wall friction layer, and the height is given as 𝜖.
Substituting Eq. (3.15) into (3.12), a good approximation of 𝑃 at the boundary can be expressed
as the pressure outside the wall friction layer given as
𝑃𝑠 = 𝑈 ′ (𝜖)𝜙(𝜖) − [𝑈(𝜖) − 𝑐]𝜙′(𝜖)
The shear stress is given by

(3.17)
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𝜏 = 𝜏0 + 𝑇𝑎𝑒 𝑖𝑘𝜉

(3.18)

where 𝜏0 is the stress caused by the unperturbed main flow, and 𝑇𝑎𝑒 𝑖𝑘𝜉 is the periodic variation
due to the disturbance. 𝜏0 and 𝑇 are obtained as
𝜏0 = 𝑅 −1 𝑈 ′

(3.19)

𝑇 = −𝑅 −1 (𝐹 ′′ + 𝑘 2 𝐹 + 𝑈 ′′ 𝑒 −𝑘𝜂 )

(3.20)

𝜏0𝑠 = 𝑅 −1 𝑈 ′ 𝑅 −1 𝑈 ′ (0)

(3.21)

𝑇𝑠 = −𝑅 −1 (𝐹 ′′ (0) + 𝑘 2 𝐹(0) + 𝑈 ′′ (0)𝑒 −𝑘𝜂 )

(3.22)

At the boundary 𝜂 = 0,

𝜏𝑠 = 𝜏0𝑠 + 𝑇𝑠 𝑎𝑒 𝑖𝑘𝜉 = 𝑅 −1 𝑈 ′ (0) − 𝑅 −1 (𝐹 ′′ (0) + 𝑘 2 𝐹(0) + 𝑈 ′′ (0)𝑒 −𝑘𝜂 )

(3.23)

Three kinds of wavy boundary are considered, namely the solid and rigid boundary, the solid but
flexible boundary, and the interface between the fluids.
For the solid wave in the laboratory system, 𝑈(0) = 0 and 𝑉(0) = 0. From Eq. (3.5) and (3.6),
we can get
𝐹(0) = 𝑐 = 0

(3.24)

𝐹’(0) = −𝑈’(0)

(3.25)

𝐹(0) = 𝑐

(3.26)

𝐹’(0) = −𝑈’(0)

(3.27)

𝐹(0) = 𝑐

(3.28)

𝐹’(0) = −𝑈’(0) − 𝛽

(3.29)

For the solid but flexible boundary,

For the interfacial wave between fluids,

where 𝛽 is caused by the variation of the tangential velocity due to the slip at the interface.
Different velocity profiles can be used to find the analytical solutions of 𝑇𝑠 and 𝑃𝑠 from Eq. (3.17)
and (3.22), and the interfacial shear stress and interfacial pressure can be easily obtained with the
Eq. (3.4) and (3.23).
The profile above the wave is laminar in the following chapters, therefore a laminar boundary layer
profile is adopted to derive the results for 𝑝𝑠 and 𝜏𝑠 . The semi-infinite primary flow with a laminar
profile near the boundary can be presented as
𝑈={

𝑈𝑚𝑎𝑥 𝑠𝑖𝑛(𝐾𝜂)
𝑈𝑚𝑎𝑥

(0 < 𝜂 < 𝛿)
(𝜂 ≥ 𝛿)

where 𝑈𝑚𝑎𝑥 is the maximum velocity, 𝛿 is the boundary layer thickness

(3.30)
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K = 𝜋/2𝛿

(3.31)

When 𝑐 = 0, the general solution of Eq. (3.16) in the boundary layer is
𝜙 = 𝑈𝑚𝑎𝑥 [𝐴𝑠𝑖𝑛(𝑙𝜂) + 𝐵𝑐𝑜𝑠(𝑙𝜂)]

(3.32)

𝑙 = √(𝐾 2 − 𝑘 2 )

(3.33)

𝜙 = 𝑐𝑜𝑛𝑠𝑡.× 𝑒 −𝑘𝜂

(3.34)

where

The solution in the main flow is
The solution must be continuous at 𝜂 = 𝛿, thus Eq. (3.32) should satisfy the constrain 𝜙 ′ (𝛿) =
−𝑘𝜙(𝛿) from Eq. (3.34). From Eq. (3.32), we can get that
𝐴 1 − (𝑘/𝑙)𝑐𝑜𝑡𝜃
=
𝐵
𝑐𝑜𝑡𝜃 + 𝑘/𝑙

(3.35)

𝜃 = 𝑙𝛿

(3.36)

where

With Eq. (3.15), (3.28), (3.29) and the relation derived by Benjamin for the solid surface
1
𝑓 ′ (0)
= −1.288𝑒 6𝜋𝑖 𝑚
𝑓(0)
1

(3.37)
1

𝑚 = [𝑘𝑅𝑈 ′ (0)]3 = (𝑘𝐾𝑅𝑈𝑚𝑎𝑥 )3

(3.38)

we can get
𝐵=−

1 𝑚 −1
𝐾 1 − (𝑘/𝑙)𝑐𝑜𝑡𝜃
[
+ 1.288𝑒 6𝜋𝑖 ]
𝑙 𝑐𝑜𝑡𝜃 + 𝑘/𝑙
𝑙

(3.39)

By neglecting the influence of the wall layer on the pressure near the boundary 𝑃 can be expressed
from Eq. (3.17) by setting 𝜖 = 0, which is
𝑃𝑠 = 𝑈

′ (0)𝜙(0)

=

2
𝐾𝐵𝑈𝑚𝑎𝑥

2
1 𝑚 −1
𝐾 2 𝑈𝑚𝑎𝑥
1 − (𝑘/𝑙)𝑐𝑜𝑡𝜃
=−
[
+ 1.288𝑒 6𝜋𝑖 ]
𝑙
𝑐𝑜𝑡𝜃 + 𝑘/𝑙
𝑙

(3.40)

We consider the case where the wave length is short enough to be comparable with the boundary
layer thickness (𝑘 is close to 𝐾 or λ/4 is close to δ). At this condition,
1

1−(𝑘/𝑙)𝑐𝑜𝑡𝜃
𝑐𝑜𝑡𝜃+𝑘/𝑙

is negligible

𝑚

compared with 1.288𝑒 6𝜋𝑖 𝑙 , and thus
2
2
1 𝑚 −1
5
𝐾 2 𝑈𝑚𝑎𝑥
𝐾 2 𝑈𝑚𝑎𝑥
𝜋𝑖
6
𝑃𝑠 ≈ −
(1.288𝑒
) =
𝑒 6𝜋
𝑙
𝑙
1.288𝑚

(3.41)
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𝑝𝑆 = 𝑅𝑒(𝑃𝑠 𝑎𝑒

𝑖𝑘𝜉

) ≈ 𝑅𝑒(𝑃𝑠 𝑎𝑒

𝑖𝑘𝑥

2
𝑎𝐾 2 𝑈𝑚𝑎𝑥
5
)=
cos(𝑘𝑥 + 𝜋)
1.288𝑚
6

(3.42)

For the interfacial shear stress, with Eq. (3.22) and the relation derived by Benjamin
1
𝑓 ′′ (0)
= 1.372𝑒 3𝜋𝑖 𝑚2
𝑓(0)

(3.43)

2
1 𝑚 −1
𝐾 2 𝑘𝑈𝑚𝑎𝑥
1 − (𝑘/𝑙)𝑐𝑜𝑡𝜃
[
+ 1.288𝑒 6𝜋𝑖 ]
𝑙𝑚
𝑐𝑜𝑡𝜃 + 𝑘/𝑙
𝑙

(3.44)

we can get
𝑇𝑠 ≈ −𝑅

−1 ′′ (0)

𝑓

=

1
−1.372𝑒 3𝜋𝑖

When the wave length is short,
1

𝑇𝑠 ≈ 1.372𝑒 3𝜋𝑖

2
2
1 𝑚 −1
1
𝐾 2 𝑘𝑈𝑚𝑎𝑥
𝐾 2 𝑘𝑈𝑚𝑎𝑥
(1.288𝑒 6𝜋𝑖 ) = 1.065
𝑒 6𝜋𝑖
2
𝑙𝑚
𝑙
𝑚

𝜏𝑠 = 𝜏0𝑠 + 𝑅𝑒(𝑇𝑠 𝑎𝑒 𝑖𝑘𝜉 ) = −𝜇𝑈∞ 𝐾 + 1.065

2
𝑎𝐾 2 𝑘𝑈𝑚𝑎𝑥
7
cos(𝑘𝑥 + 𝜋)
2
𝑚
6

(3.45)
(3.46)

When the wave is moving with a small velocity 𝑐,
𝜙

′ (0)

= 𝑙𝐴𝑈𝑚𝑎𝑥

1 𝑚 −1
1 − (𝑘/𝑙)𝑐𝑜𝑡𝜃
𝐾 1 − (𝑘/𝑙)𝑐𝑜𝑡𝜃
= 𝑙𝑈𝑚𝑎𝑥
{− [
+ 1.288𝑒 6𝜋𝑖 ] }
𝑐𝑜𝑡𝜃 + 𝑘/𝑙
𝑙 𝑐𝑜𝑡𝜃 + 𝑘/𝑙
𝑙

≈ −𝑈𝑚𝑎𝑥 𝐾

1 𝑚 −1
1 − (𝑘/𝑙)𝑐𝑜𝑡𝜃
(1.288𝑒 6𝜋𝑖 ) ≈ 0
𝑐𝑜𝑡𝜃 + 𝑘/𝑙
𝑙

(3.47)

from Eq. (3.17),
𝑃𝑠 = 𝑈 ′ (0)𝜙(0) + 𝑐𝜙 ′ (0) ≈ 𝑈 ′ (0)𝜙(0)

(3.48)

𝑃𝑠 and 𝑝 can still be approximated by Eq. (3.41) and (3.42).
From Eq. (3.22),
𝑇𝑠 = 𝑅 −1 [𝐹 ′′ (0) + 𝑘 2 𝐹(0)] = −𝑅 −1 (𝑓 ′′ (0) + 𝑘 2 𝑐)
𝜏𝑠 = 𝜏0𝑠 + 𝑅𝑒(𝑇𝑠 𝑎𝑒 𝑖𝑘𝜉 ) = −𝜇𝑈∞ 𝐾 − 𝑅 −1 𝑘 2 𝑐 + 1.065

2
𝑎𝐾 2 𝑘𝑈𝑚𝑎𝑥
7
cos(𝑘𝑥 + 𝜋)
2
𝑚
6

(3.49)
(3.50)
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NUMERICAL APPROACH AND VALIDATION

In this chapter, an open-source incompressible-flow CFD software Gerris [46]–[48] is utilized to
conduct the 2D and 3D numerical simulations with the flow conditions specified by Duponcheel
et al. [25]. A reduced geometrical model is adopted to eliminate unnecessary computation time
and resources, and the initial and boundary conditions are specified. The mesh convergence test is
implemented to validate the simulation results.

4.1

Numerical schemes

The time-dependent variable-density multi-phase solver in Gerris is utilized to solve the
incompressible Navier-Stokes equations. In the code, the VOF scheme [49] is used for the interface
capture and solid boundary representation. The surface tension is implemented with the balancedforce continuum-surface-force (CSF) model proposed by Hirt et al. [50], combined with the heightfunction curvature estimation introduced by Cummins et al. [51].
The governing equations are given as below:
Continuity equation:
∂ρ
+ ∇ ⋅ (ρ𝒖) = 0
∂t

(4.1)

𝜕𝒖
𝜌 ( + 𝒖 ⋅ ∇𝒖) = −∇𝑝 + ∇[𝜇(∇𝒖 + ∇𝑇 𝒖)] + 𝜎𝜅𝛿𝑠 𝒏 + 𝐹
𝜕𝑡

(4.2)

𝜌 = 𝑓𝜌1 + (1 − 𝑓)𝜌2

(4.3)

𝜇 = 𝑓𝜇1 + (1 − 𝑓)𝜇2

(4.4)

Momentum equation:

where

In the equations, 𝜌1 , 𝜌2 are the densities of the two fluids, and 𝜇1 , 𝜇2 are the dynamic viscosities.
At each location, 𝑓 is the volumetric ratio of one fluid, and the local density and viscosity 𝜌 and 𝜇
are represented by the linear combination of the two fluids. 𝒖 and 𝑝 are the flow velocity and
pressure. The surface tension is modeled by the term 𝜎𝜅𝛿𝑠 𝒏, with 𝜎, 𝜅 and 𝒏 corresponding to
the surface tension coefficient, interface curvature, and the unit norm vector of the surface. 𝛿𝑠 is
the Dirac delta function that has the unit value at the interface. 𝐹 includes all body forces other
than the surface tension, such as the gravity, etc.
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Second-order accuracy in time and space is achieved in the simulation [46]. The density, pressure,
and volume-fraction are discretized using a second-order accurate staggered time discretization.
Using the Chorin-Temam [51, 52] time-splitting projection method, the discretized equations are
simplified by decoupling the velocity and pressure field through an intermediate velocity field.
The Crank-Nicholson scheme and the Bell-Colella-Glaz second-order unsplit upwind scheme and
adopted for the viscous term and velocity advection term, respectively. At each time step, the
intermediate velocity is obtained from the discretized momentum equation, which is a Helmholtztype equation that can be solved by a variant of the Poisson solver. The fractional pressure is
calculated from a Poisson equation with the divergence of the intermediate velocity as the source
term. The new velocity at the next time step is computed by the intermediate velocity and the
fractional pressure.
Second-order accuracy in space is realized for the calculation of the Poisson equation. All the
variables are collocated at the cell center, and the integration of the Poisson equation is spatially
discretized. When computing the fractional pressure, the integral of the pressure gradient at the
boundary is equal to the volume integral of the divergence of the intermediate velocity at each cell.
Different stencils for the calculation of the face-centered pressure gradient are adopted when the
neighbor cell is at the same level, finer level, or coarser level. Parabolic interpolation of pressures
at nearby cells is used if the face is at the boundary between different levels, while the normal
difference quotient is chosen if the connected cells are at the same level of refinement. However,
when the cell is cut by solid boundaries, the pressure gradient is only first order accurate in space.
The calculation is implemented by a multilevel Poisson solver which uses iteration methods
(Gauss-Seidel, etc.) for the solution of system of linear equations and utilizes the multigrid
technique for the acceleration [53, 54].

4.2

Geometry and flow conditions

The geometry and flow conditions for the 2D and 3D simulations are illustrated in Fig. 2. The
length of the original channel in the experiment (1830 mm) is too large compared with the width
(100 mm) and the height (30 mm). A large amount of computation power and calculation time will
be consumed if we used the full length model directly in the simulation. Thus, a reduced
geometrical model is adopted, which only considers the middle part of the channel and neglects
the closed end parts in the original setting. The flow is considered periodic along the streamwise
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direction in the reduced model. The same method is also suggested by Tiselj et al. [56], [57]. The
length of the domain is chosen as 300 mm for the 2D and 3D cases. In the 2D simulation, the
height is set to be 30 mm. In the 3D simulation, the width and height of the domain are set to be
50 mm and 30 mm, respectively. The flow is considered symmetrical relative to the central plane,
and thus only half of the domain is modeled to further reduce the computation time. The tilted
angle in both cases is taken as 4.129°.
Special treatments of the body force term 𝐹 in Eq. (4.2) should be taken into account for the
reduced model to reproduce the results for the full length model. According to Thorpe’s linear
inviscid analysis [23], the velocity profile in the rectangular channel neglecting the closed-end
effect is given by
(𝜌2 − 𝜌1 )ℎ2 𝑔 sinα
𝑡
𝜌1 ℎ2 + 𝜌2 ℎ1
𝒖=
(𝜌2 − 𝜌1 )ℎ1 𝑔 sinα
𝑈2 =
𝑡
𝜌1 ℎ2 + 𝜌2 ℎ1
{
𝑈1 =

(0 < 𝑦 < ℎ1 )
(−ℎ2 < 𝑦 < 0)

(4.5)

When the reduced model is adopted, the applied external force along the 𝑥 axis should also
generate the same flow distribution in the computational domain as predicted by Eq. (4.5). To
achieve the goal, the driving force in the 𝑥 direction is obtained as
𝐹𝑥 (𝑦) = − (

2𝜌(𝑦)
− 1) 𝜌(𝑦)𝑔𝑠𝑖𝑛𝛼
𝜌1 + 𝜌2

(4.6)

where 𝜌(𝑦) is the density of the fluid along the 𝑧 direction. The force in the 𝑦 direction is given
by
𝐹𝑦 (𝑦) = −𝜌(𝑦)𝑔𝑐𝑜𝑠𝛼

(4.7)

which is the component of the gravitational force along the 𝑦 aixs.
Boundary conditions are specified for the simulations. For the 2D case, the periodic boundary
condition is adopted at the left and right sides of the rectangular region, while the no slip boundary
condition is imposed at the other two sides. For the 3D case, the inlet and outlet of the
computational region are also set to be periodic, and the no slip boundary condition is applied to
the top, bottom and back sides of the cuboid. The front side has the symmetrical boundary
condition.
During the initialization, the bottom half of the domain is set to be the water, and the top half is
set to be the kerosene or n-hexane. The flow is at rest at the beginning of the simulation. The
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physical properties of the fluids are the same as those in the experiment, which can be found in
Table 1.

Periodic
boundary
condition

No-slip wall
ρ1, µ1, u1
g

Periodic
boundary
condition

y

ρ2, µ2, u2

No-slip wall

x

α = 4.129°

(a) 2D case

No-slip wall
No-slip wall

h1

H = 30 mm

ρ1, µ1, u1
Periodic
boundary
condition

Periodic
boundary
condition

h2

ρ2, µ2, u2 No-slip wall

α = 4.129°

Symmetrical
boundary
conditon
y
x
z
g

W = 50 mm

(b) 3D case
Fig. 2 Geometry and boundary conditions for the 2D and 3D simulation

4.3

Validation

The mesh dependency test is conducted to attest the simulation accuracy. Gerris adopts a graded
quad/octree partitioning for the spatial discretization. The domain is consisted of several square
root cells, which are considered as the parent cells and divided into 22 and 23 children cells for
the 2D and 3D cases, separately. The obtained cells can also go through the same process and be
partitioned again, leading to a hierarchy of children cells. The root cell is considered at cell level
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zero, and each split process will increase the cell level by one. The minimum cell size is calculated
as 𝑙𝑐 /2𝑁 , where 𝑙𝑐 is the root cell size and 𝑁 is the maximum cell level. Different criteria can be
specified to realize adaptive cell refinement. For example, if we set a criterion that refines the
mesh to a certain cell level when the vorticity is larger than a threshold value, then locations where
the criterion is attained will be partitioned, while the cells at other locations will be coarsened.
For the 2D case, the computational domain is partitioned into 10 connected root cells, each with a
dimension of 30 mm × 30 mm. Refinement criteria for the vorticity, volumetric ratio, and the
gradient of the volumetric ratio are defined with the default thresholds. Three cases that have a
maximum refine level of 6 (case 1), 7 (case 2) and 8 (case 3) are compared, which have a minimum
cell size of 0.469 mm, 0.234 mm, and 0.117 mm, respectively. The time steps are also adapted to
ensure a CFL number under 0.8 for the simulation. A 10-core machine is used to perform the
calculation.
Fig. 3 shows the comparison of the wave amplitude for the three cases in the kerosene-water flow
and n-hexane-water flow. For the kerosene-water flow, the instability in the case 1 begins earlier
than that in the finer meshes, and the growth rate is smaller. For the n-hexane-water flow, the onset
time of the instability are the same for the three case, but the growth rate is also smaller for the
coarsest mesh. The simulation reaches the mesh independency for the case with a refinement level
of 7, the result of which is used for comparison to the experiments.

(a) Kerosene-water flow
Fig. 3 Mesh dependency test for the 2D case
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Fig. 3 continued

(b) n-hexane-water flow

The experiment results are given by duponcheel et al. [25] as in Fig. 4. The onset times in the
experiment are 2.10 s and 1.18 s for the kerosene-water flow and the n-hexane-water flow,
respectively. At the same amplitude in the simulation, the time are 2.20 s and 1.28 s, separately.
Thus, the onset time of the simulation is delayed by 0.1 s compared with the experiment. The
saturated wave amplitudes are 3.0 mm and 2.5 mm for the kerosene-water flow and n-hexane flow
in the simulation, which are smaller compared with the experimental results of 4.5 mm and 3.0
mm.
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(a) Kerosene-water flow

(b) n-hexane-water flow
Fig. 4 Experimental results for the wave amplitude from Duponcheel et al. [25]
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For the 3D case, the same refinement criteria for the vorticity, volumetric ratio, and the gradient
of the volumetric ratio are defined. The base cell is chosen to have a dimension of 10 mm × 10
mm and a refinement level of 6 is used in the simulation. The minimum mesh size is 0.156 mm,
which is smaller than that in the case 2 (0.234 mm) for the 2D simulation.
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NUMERICAL RESULT ANALYSIS

In this chapter, the 2D and 3D simulation results are compared with the experiment benchmark
and flow features are successfully captured. The analytical results for the interfacial shear stress
and interfacial pressure from Chapter 3 are then extended and compared with 2D simulation results
in a confined domain with a small-amplitude solid wave boundary. After that, the equations are
applied to the interfacial waves in the kerosene-water flow with a small tilted angle (0.3°) to
address the applicability of the theoretical results.

5.1

2D results

Fig. 5 illustrates the comparison between the 2D numerical simulation and the experimental sideview visualization of the kerosene-water flow. The upper blue region is the kerosene, while the
lower red region is the water. The interface is defined as the locations where the volumetric fraction
of the kerosene is 𝑓 = 0.5. The timestamps for the simulation in the comparison are shifted
forward with 0.1 s since the onset time of the instability is under-predicted in the 2D simulation as
discussed in Chapter Fig. 2 Geometry and boundary conditions for the 2D and 3D simulation

Validation. Only the initial generation of the instability up to the roll-up is considered. It is seen
that the simulation results are very similar to the experiments except that the numerical wave
lengths are smaller than their experimental counterparts. The wave lengths in the experiment are
around 30 to 32 mm, while in the simulation they are 25 to 30 mm. Small roll-up was observed at
the leeward side of the waves in the simulation by Duponcheel et al. [25] before the transition from
the small-amplitude wave to the large unstable fluid structures; this was not detected in the
experiment. In our 2D simulations, this irregular numerical results was not perceived.
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(a) Experimental result

(b) Simulation result
Fig. 5 Comparison of the 2D simulation with the experimental side-view visualization from
Duponcheel et al. [25] for the kerosene-water flow
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Fig. 6 presents the comparison between the 2D numerical simulation and the experimental sideview visualization of the kerosene-n-hexane flow. The upper blue region is the n-hexane, while
the lower red regions is the water. The timestamps for the simulation in the comparison are also
shifted forward with 0.1 s. The wavelengths in the experiment are also larger compared to those
in the simulation. It is presented that the experimental wavelengths range from 18 to 22 mm, while
they are 15 to 18 mm in the 2D simulation. Compared with the results for the kerosene-water flow,
the waves have much smaller wavelengths.

(a) Experimental result
Fig. 6 Comparison of the 2D simulation with the experimental side-view visualization from
Duponcheel et al. [25] for the n-hexane-water flow

24
Fig. 6 continued

(b) Simulation result
5.2

3D results

Fig. 7 demonstrates the generation of the instability in the 3D numerical simulation and its
comparison with the experimental top view for the kerosene-water flow. The interface is also
defined as the locations where the phase density function of the kerosene is 𝑓 = 0.5 in the
simulation. The simulation plot is colored by the height of the vertical position of the interface,
which ranges from -5.0 mm to 5.0 mm. The onset time of the instability is around 1.95 s, which is
0.15 s earlier than the experiment. The timestamps for the simulation in the comparison are thus
shifted forward with a time difference of 0.14 to 0.16 s. The saturated wave amplitude is 5.0 mm,
which is slightly larger than the experimental value. The wave lengths in the simulation are also
smaller when compared to those in the experiment. The experimental wavelengths are at around
30 to 32 mm, while they are 23 to 25 mm in the 3D simulation. The result is also smaller when
compared to the 2D simulation, where the wavelengths are around 25 to 30 mm. Moreover, nonuniform waves are observed in the 3D simulation even at the very beginning of the instability,
which is also encountered in the 3D simulation conducted by Duponcheel et al. [25].
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(a) Experimental result
Fig. 7 Comparison of the 3D case with the experimental visualization from Duponcheel et al.
[25] for the kerosene-water flow
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Fig. 7 continued

(b) Simulation result

Fig. 8 shows the comparison between the 3D numerical simulation and the experimental top view
for the n-hexane-water flow. The interface is the place where the phase density function of the nhexane is 𝑓 = 0.5 in the simulation. The onset time of the instability is at around 1.10 s, which is
0.08 s earlier than the experiment. The timestamps for the simulation are thus shifted forward with
a time difference of 0.08 s. The saturated wave amplitude is 3.0 mm, which is close to the
experimental value. The wavelengths in the experiment are also larger than those in the simulation.
The numerical wavelengths are 15 to 16 mm, while the experimental values are 18 to 22 mm. The
obtained result is close to that in the 2D simulation, where the wavelengths are 15 to 18 mm. The
waves are not two-dimensional and non-uniform waves are presented at the early stage of the
generation of the instability. The V-shape wave front structures in the experiment are also captured.
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(a) Experimental result
Fig. 8 Comparison of the 3D case with the experimental visualization from Duponcheel et al.
[25] for the n-hexane-water flow
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Fig. 8 continued

(b) Simulation result
5.3

Solitary solid wave analysis

2D steady-state numerical simulation of the kerosene flow in a confined domain with a solitary
solid wave boundary is constructed to test the applicability of the models for the interfacial shear
stress and interfacial pressure. The case is set up to mimic the flow condition in the upper layer of
the kerosene-water flow when the tilted angle is small (0.3°).
The geometry and boundary conditions of the test case is presented in the Fig. 9. The computational
2𝜋

domain is a rectangular box with the bottom side replaced by a cosine wave 𝑦 = 𝑎𝑐𝑜𝑠 ( 𝐿′ 𝑥) =
𝜋

0.4 𝑐𝑜𝑠 (15 𝑥) 𝑚𝑚, where 𝑘 =

2𝜋
𝐿′

𝜋

= 15 /𝑚𝑚. The wave length is 30 mm, which is the same value

as the length of the top side. The height of the left and right side is 𝐻 ′ + 𝑎 = 15.04 𝑚𝑚. The wave

29
amplitude is considered small since 𝑎/𝐻 = 0.4/30 = 0.013. The no slip boundary condition is
imposed on the top and bottom side, while the periodic boundary condition is set on the left and
right side. The kerosene is used as the operating fluid and the physical properties are listed in Table
1. The force along the 𝑥 and 𝑦 directions are
𝐹𝑥 (𝑦) = − (

2𝜌𝑘𝑒𝑟𝑜𝑠𝑒𝑛𝑒
− 1) 𝜌𝑘𝑒𝑟𝑜𝑠𝑒𝑛𝑒 𝑔𝑠𝑖𝑛𝛼
𝜌𝑘𝑒𝑟𝑜𝑠𝑒𝑛𝑒 + 𝜌𝑤𝑎𝑡𝑒𝑟

(5.1)

𝐹𝑦 (𝑦) = −𝜌𝑘𝑒𝑟𝑜𝑠𝑒𝑛𝑒 𝑔𝑐𝑜𝑠𝛼

(5.2)

where 𝛼 equals to 0.3°.

L’=H= 30 mm

a = 0.4 mm

Periodic
boundary
condition

H’=H/2= 15 mm

No-slip wall

Periodic
boundary
condition
y = a cos(2πx/L’) = 0.4 cos(πx/15) mm
y

x

No-slip wall

Fig. 9 Geometry and boundary conditions for the 2D single solid wave

Since the wave amplitude is small, the velocity profile in the domain can be approximated by the
parabolic velocity profile of the Poiseuille flow with a flat bottom. 𝑈𝑚𝑎𝑥 in the domain can be
estimated by the maximum velocity in the Poiseuille flow, which is
(𝐻 ′ /2)2
𝑈𝑚 =
𝐹 (𝑦)
2𝜇𝑘𝑒𝑟𝑜𝑠𝑒𝑛𝑒 𝑥

(5.3)

After substituting in the parameters, the value can be obtained as 𝑈𝑚 ≈ 0.0918 𝑚/𝑠 . The
Reynolds number is thus estimated as 𝑅 = 2𝜈

𝑈𝑚 𝐻 ′
𝑘𝑒𝑟𝑜𝑠𝑒𝑛𝑒

≈ 178, therefore the flow can be assumed as

laminar.
To apply the models for interfacial shear stress and interfacial pressure derived with the semiinfinite laminar boundary layer velocity profile, we make the assumption that the near-parabolic
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velocity profile above the solid wavy boundary up to 𝐻′/2 can be approximated by a laminar
2𝜋

boundary layer profile with 𝑈𝑚𝑎𝑥 𝑠𝑖𝑛 ( 𝛿 𝜂), where 𝑈𝑚𝑎𝑥 is the maximum velocity in the domain,
and 𝛿 = 𝐻’/2. 𝑈𝑚𝑎𝑥 = 0.0922 𝑚/𝑠 is obtained from the flow field, which is very close to that
predicted by Eq. (5.3). The assumption is reasonable since the shear stress and pressure at the
interface can be obtained by the flow profile near the boundary from Eq. (3.22) and (3.17). 𝑘 is
equal to 𝐾 under the assumption.
To find the differences of the value and phase angle between the simulation and the analytical
results, the least-square fitting is used to correlate the simulation data with the expressions
𝑝𝑆 = 𝐶𝑝 1

2
𝑎𝐾 2 𝑈𝑚𝑎𝑥
cos(𝑘𝑥 + 𝐶𝑝2 )
1.288𝑚

𝜏𝑠 = −𝐶𝜏1 𝜇𝑈∞ 𝐾 + 𝐶𝜏2 1.065

2
𝑎𝐾 2 𝑘𝑈𝑚𝑎𝑥
cos(𝑘𝑥 + 𝐶𝜏3 )
𝑚2

(5.4)
(5.5)

where 𝐶𝑝 1 is the coefficient accounting for the difference between the simulation and the analytical
result for the interfacial pressure, and 𝐶𝑝2 is the phase angle of the simulation data. Similarly, 𝐶𝜏1
and 𝐶𝜏2 accounts for the difference between the simulation and the analytical result for the
interfacial shear stress, while 𝐶𝜏3 is the phase angle of the simulation data. The 𝑝𝑆 and 𝜏𝑠 terms
obtained from the least-square fitting are considered as adjusted theoretical results.
Fig. 10 presents the comparison between the numerical simulation, theoretical result and the
adjusted theoretical result for the interfacial pressure. It is calculated that 𝐶𝑝 1 = 1.38 and 𝐶𝑝2 =
5.07𝜋/6. The theoretical result is observed to under-predict the simulation values, while the phase
angle is very close to that in the simulation. One reason for the discrepancy between the prediction
and simulation is the ignoring of the term
will reduce the theoretical result.

1−(𝑘/𝑙)𝑐𝑜𝑡𝜃
𝑐𝑜𝑡𝜃+𝑘/𝑙

during the derivation, the absence of which
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Fig. 10 Comparison between the simulation and the theoretical result for the interfacial pressure

Fig. 11 illustrates the comparison between the numerical simulation, theoretical result and the
adjusted theoretical result for the interfacial shear stress. It is calculated that 𝐶𝜏1 = 1.23, 𝐶𝜏2 =
1.25, 𝐶𝜏3 = 7.03𝜋/6. It is seen that the phase angle of the theoretical result and the simulation are
very close, while the theory also tends to under-estimate the value of the simulation. The neglect
of the term

1−(𝑘/𝑙)𝑐𝑜𝑡𝜃
𝑐𝑜𝑡𝜃+𝑘/𝑙

is also one reason for the disagreement.
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Fig. 11 Comparison between the simulation and the theoretical result for the interfacial shear
stress

5.4

Interfacial wave analysis

2D simulation of the kerosene-water flow was performed to find the applicability of the derived
stress tensor models for the interfacial waves. For the simulation results in Chapter 5.1 with a tilted
angle of 4.129°, the velocity profile in each phase does not reach the parabolic distribution along
the height direction when the KHI generates, which will lead to errors in the analytical calculation
if we use 1/4 of the channel height for the estimation of the boundary layer thickness 𝛿 as in
Chapter 5.3. Besides, the duration of the small-amplitude wave region is relatively short (~0.4 s)
and is not suitable to demonstrate a comprehensive comparison between the theoretical analysis
and numerical simulation. Thus, the simulation results in Chapter 5.1 were not adopted for the
model evaluation. Instead, a simulation with a tilted angle of 0.3° was conducted. Other parameters
were kept the same as those in Chapter 5.1.
The interfacial wave does not have exactly a sine or cosine shape, and thus the Fourier series is
used to obtain the theoretical result and the adjusted theoretical result. For the 2D interface of
length 𝐿, the Fourier expansion of the interface can be expressed as
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𝑁

𝑛𝜋
𝑛𝜋
𝑥) + 𝑏𝑛 𝑠𝑖𝑛 ( 𝑥)]
𝐿
𝐿

𝑦 = 𝑎0 + ∑[𝑎𝑛 𝑐𝑜𝑠 (
𝑛=1

1 𝐿
𝑎0 =
∫ 𝑦𝑑𝑥
2𝐿 −𝐿
𝑎𝑛 =
𝑏𝑛 =

1 𝐿
𝑛𝜋𝑥
∫ 𝑦𝑐𝑜𝑠
𝑑𝑥
𝐿 −𝐿
𝐿
1 𝐿
𝑛𝜋𝑥
∫ 𝑦𝑠𝑖𝑛
𝑑𝑥
𝐿 −𝐿
𝐿
𝑛𝜋
𝑘=
𝐿

(5.6)
(5.7)
(5.8)
(5.9)
(5.10)

where 𝑁 is the maximum number of modes, and 𝑛 is an integer from 1 to 𝑁.
We can get the theoretical result as
𝑁

2
𝑎𝐾 2 𝑈𝑚𝑎𝑥
1
𝑛𝜋
7
𝑛𝜋
7
𝑝𝑆 =
∑{ [𝑎𝑛 𝑐𝑜𝑠 ( 𝑥 + 𝜋) + 𝑏𝑛 𝑠𝑖𝑛 ( 𝑥 + 𝜋)]}
1.288
𝑚
𝐿
6
𝐿
6
𝑛=1

𝑁

𝜏𝑠 = −𝜇𝑈∞ 𝐾 − 𝑅

−1

(5.11)

𝑛𝜋
𝑛𝜋
𝑥) + 𝑏𝑛 𝑠𝑖𝑛 ( 𝑥)] 𝑘 2 }
𝐿
𝐿

𝑐 ∑{[𝑎𝑛 𝑐𝑜𝑠 (
𝑛=1
∞

2
+ 1.065 𝑎𝐾 2 𝑘𝑈𝑚𝑎𝑥
∑{
𝑛=1

𝑘
𝑛𝜋
7
𝑛𝜋
7
[𝑎
𝑐𝑜𝑠
(
𝑥
+
𝜋)
+
𝑏
𝑠𝑖𝑛
(
𝑥
+
𝜋)]}
𝑛
𝑛
𝑚2
𝐿
6
𝐿
6

(5.12)

and the adjusted theoretical results for the least-square fitting as
𝑁

2
𝑎𝐾 2 𝑈𝑚𝑎𝑥
1
𝑛𝜋
𝑛𝜋
𝑝𝑆 = 𝐶𝑝1
{∑ [𝑎𝑛 𝑐𝑜𝑠 ( 𝑥 + 𝐶𝑝2 ) + 𝑏𝑛 𝑠𝑖𝑛 ( 𝑥 + 𝐶𝑝2 )]}
1.288
𝑚
𝐿
𝐿
𝑛=1

(5.13)

𝑁

𝜏𝑠 = −𝐶𝜏1 𝜇𝑈∞ 𝐾 − 𝐶𝜏2 𝑅

−1

𝑛𝜋
𝑛𝜋
𝑐 ∑{[𝑎𝑛 𝑐𝑜𝑠 ( 𝑥) + 𝑏𝑛 𝑠𝑖𝑛 ( 𝑥)] 𝑘 2 }
𝐿
𝐿
𝑛=1
𝑁

+ 𝐶𝜏2 1.065 𝑎𝐾

2

2
𝑘𝑈𝑚𝑎𝑥

∑{
𝑛=1

𝑘
𝑛𝜋
𝑛𝜋
[𝑎𝑛 𝑐𝑜𝑠 ( 𝑥 + 𝐶𝜏3 ) + 𝑏𝑛 𝑠𝑖𝑛 ( 𝑥 + 𝐶𝜏3 )]}
2
𝑚
𝐿
𝐿

(5.14)

In the following calculation, 𝑁 = 20 is used for the Fourier expansion.
Fig. 12 is the result of the amplitude and the maximum velocity of the kerosene flow. It is seen
that the initial growing time for the KHI is extended to around 2.5 s, which is much longer than
that in Chapter 3. The saturated wave length is about 0.6 mm to 0.7 mm, and the wave does not go
further into the phases with large unstable fluid structures. The maximum velocity ranges from
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0.09 to 0.095 m/s. The Reynolds number is calculated as 𝑅 =

𝑈𝑚𝑎𝑥 𝐻
2𝜈𝑘𝑒𝑟𝑜𝑠𝑒𝑛𝑒

≈ 783, and the flow can

be assumed as laminar flow.

Fig. 12 Amplitude and maximum kerosene velocity for the kerosene-water flow at 𝛼 = 0.3°

The variations of the wave length and the wave speed are presented in Fig. 13. It is shown that the
wave length is in a range of 25 to 32 mm and does not change very much compared to the 2D case
with a tilted angle of 4.129°. The wave speed is at around -0.14 to -0.10 m/s.

35

Fig. 13 Wave length and wave speed for the kerosene-water flow at 𝛼 = 0.3°

Fig. 14 shows the change of the coefficient 𝐶𝑝1 and the phase angle 𝐶𝑝2 with respect to the time
for the interfacial pressure modeling. It is presented that 𝐶𝑝1 decreases with the time and reaches
a stable value at around 62 s, which is later than the appearance of the wave saturation. As
discussed before, the neglecting of the term

1−(𝑘/𝑙)𝑐𝑜𝑡𝜃
𝑐𝑜𝑡𝜃+𝑘/𝑙

will introduce errors and enlarge the

coefficients. Besides, the effect of the surface tension is not considered, which will also lead to
errors. Moreover, the magnitude of the wave speed 𝑐 is close to the maximum velocity 𝑈𝑚𝑎𝑥 .
Errors may occur when we derive Eq. (3.32) for the variation of 𝜙 along the 𝜂 (or 𝑦) direction.
The large variation of 𝐶𝑝1 is yet to be determined. The phase angle is close to the theoretical value
of 5𝜋/6.
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Fig. 14 Coefficients and phase angle in the interfacial static pressure prediction for the kerosenewater flow at 𝛼 = 0.3°

Fig. 15 demonstrates the variation of the coefficients 𝐶𝜏1 , 𝐶𝜏2 , and 𝐶𝜏3 with the time for the
interfacial shear stress modeling. It is seen that 𝐶𝜏1 and 𝐶𝜏2 are in the range of 1.0 to 1.50. Both
values decrease with the wave growing, and saturate with a value of about 1.10 as the wave reaches
the saturation. The phase angle of the interfacial shear stress caused by the perturbation is very
close to the theoretical value 7𝜋/6. The ignoring of the term

1−(𝑘/𝑙)𝑐𝑜𝑡𝜃
𝑐𝑜𝑡𝜃+𝑘/𝑙

will introduce errors and

enlarge the coefficients. Other errors may occur as in the discussion for the variation of 𝐶𝑝1 .
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Fig. 15 Coefficients and phase angle in the interfacial shear stress prediction for the kerosenewater flow at 𝛼 = 0.3°

Fig. 16 presents the relation between the coefficients 𝐶𝜏1 and 𝐶𝜏2 and the wave amplitude for the
interfacial shear stress modeling after the amplitude reaches the saturation at 58.5 s. The ranges of
𝐶𝜏1 and 𝐶𝜏2 are 0.97 to 1.12 and 0.97 to 1.17, respectively. It is shown that the coefficients do not
change very much with the wave amplitude after the saturation. The mean values of 𝐶𝜏1 and 𝐶𝜏2
are1.06 and 1.09, separately. The standard deviations of 𝐶𝜏1 and 𝐶𝜏2 are 0.04 and 0.05,
respectively, which are smaller than 5% of the corresponding mean values. Therefore, after the
amplitude saturation, the suggested values for the coefficients 𝐶𝜏1 and 𝐶𝜏2 are 1.06 and 1.09. Both
coefficients are close to 1, which shows the applicability of the simplified theory when addressing
the KHI flow features before the appearance of unstable fluid structures.
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(a) Coefficient 𝐶𝜏1

(b) Coefficient 𝐶𝜏2
Fig. 16 Relation between the coefficients 𝐶𝜏1 and 𝐶𝜏2 and the wave amplitude after amplitude
saturation in the interfacial shear stress prediction for the kerosene-water flow at 𝛼 = 0.3°
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CONCLUSION

The generation of the KHI and the consequent change of the interfacial shear stress and interfacial
pressure are important to system control and safety analysis. We have performed 2D and 3D
numerical simulations for the development of the KHI in rectangular channels and compared the
results with experiments conducted by duponcheel et al. [25]. Moreover, analytical results were
derived for the modeling of interfacial shear stress and interfacial pressure based on Benjamin’s
linear analysis [37].
The main results are summarized as follows:
1) The generation and development of the Kelvin-Helmholtz instability are successfully
captured for the 2D and 3D cases.
2) The 2D simulation over-predicts the onset time of the instability by 0.1 s. The wave
length in the simulation is smaller than that in the experiment by at around 5.0 mm.
The numerical saturation amplitude is smaller than its counterpart in the experiment.
3) The 3D simulation under-predicts the onset time of the instability by 0.15 s. The wave
length in the simulation is smaller than that in the experiment by at around 6.0 mm.
The numerical and experimental saturation amplitudes are very close.
4) The models for the interfacial shear stress and interfacial pressure are obtained and
applied to the small-amplitude waves in the confined channel with wave length
comparable to the channel height.
5) The derived theoretical result tends to underestimate the values from numerical
simulation due to the neglecting of certain terms in the simplification. Errors may also
occur due to some assumptions such as small wavelength, low wave speed, no surface
tension, laminar velocity profile can be estimated by the quarter-period sinusoid, etc.
The phase angle can be predicted accurately.
Further work can be done to find more accurate analytical presentations for the interfacial shear
stress and interfacial pressure with suitable assumptions. Besides, the results derived from the
kerosene-water flow at 𝛼 = 0.3° can be extended to larger tilted angles and flows with other fluid
pairs.
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