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Summary
In this thesis we use Molecular Dynamics computer simulations to investigate the effects of strong den-
sity inhomogeneities on shearing flow in unconfined simple atomic fluids. We use a sinusoidal longi-
tudinal force (SLF) to produce periodic, spatially oscillating density inhomogeneities, that have peri-
odic cycles of the order of single or few atomic diameters. We use a sinusoidal transverse force (STF)
to produce spatially periodic shearing flow. Using the SLF and STF in combination we can produce
shearing flow in strongly inhomogeneous fluids. This system is ideal for investigating the coupling re-
lationships that are known to exist between density and velocity gradients. It is ideal because we have
full control over the density profiles and because we can easily decompose the periodic density, velocity,
temperature and shear pressure profiles into individual Fourier components. Another system for studying
strongly inhomogeneous shearing fluids is a nanoconfined system, where a fluid is forced to flow through
a nanochannel or nanopore. In these systems, where it is known that the coupling between density and
velocity gradients has a significant effect on the fluid hydrodynamics, we do not have control over the
density and we can not easily decompose the flow profiles. This makes the combined STF-SLF method
a valuable tool for investigating density-velocity coupling in nanofluidic systems. Using the STF and
SLF we are able to probe the non-local density, strain rate and shear pressure response of an atomic fluid
to an external body force directly in Fourier space. In this way we can evaluate various linear and non-
linear response functions, which describe the formation of shearing flow and density inhomogeneities in
homogeneous, equilibrium fluids when perturbed by external body forces.
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1Introduction
Nanofluidics describes the behaviour of fluids that are confined to flow through and around solid struc-
tures that have spatial dimensions generally less than 100nm. These systems are characterised by having
a large surface area to volume ratio. As a result surface effects, which have characteristic length scales of
the order of atomic correlation lengths, can affect the structure and dynamics of the entire system. The
hydrodynamics of nano-confined fluids are remarkably different to the hydrodynamics of macro-confined
fluids, and even many micro-confined fluids. Flow structures with nanoscopic spatial dimensions are ac-
cessible to nanofabrication technology [1]. For example, the aspiring lab-on-a-chip technology employs
flow channels with spatial dimensions of the order of molecular length-scales [2]. In order to fully utilize
the potential of nanofluidic technology there is a need for complementary theoretical and computational
models. We are told that “there is a pressing need to develop analytical and simulation models that can
describe the complex physics that is inherent within the system”, and that there is a need for “a complete
theoretical understanding of both the individual physics, as well as the coupled physics of phenomena
occurring at the nanoscale” [3]. In this thesis we will be theoretically and computationally investigating
one such example of “coupled physics” that is known to have significant influence on the flow properties
of nano-confined fluids. Specifically, we will be investigating the coupling relationship that is known to
exist between strong density inhomogeneities and velocity gradients in shearing nanofluidic flow.
It is well known that at a fluid-solid interface the fluid will exhibit strong spatially oscillating density
profiles within the region directly neighbouring the solid wall [4, 5, 6, 7, 8, 9, 10]. These oscillations,
which can be attributed to the effects of atomic and molecular planar packing parallel to the wall, decay
in the direction normal to the wall. The density oscillation cycles are of the order of single atomic
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diameters and the decay lengths of the oscillations are generally less than 5 atomic diameters. When a
fluid is confined between two solid planar walls that are separated by less than 10 atomic diameters the
large density inhomogeneities that occur in the fluid, due the solid-fluid interface effects, extend across
the entire channel.
The solution to the classical Navier-Stokes equations of hydrodynamics for a fluid driven by a con-
stant gravitational field to flow between two parallel solid planar walls is a quadratic velocity profile. This
solution, known as the Poisueille flow profile, follows from the assumption of constant state variables
like density and temperature. In the nano-confinement channel the density is strongly inhomogeneous
across the entire channel and we cannot assume constant state variables. Neither can we assume con-
stant values of transport coefficients such as shear viscosity. Bitsanis et al. [4, 5] were the first to show
the effects of strong density inhomogeneities on the velocity profiles in nano-confined systems. Using
Molecular Dynamics (MD) computer simulations they showed that oscillations form in the velocity pro-
file that are aligned with the strong oscillations in the density profile. Travis, Todd and Evans [11, 12]
later confirmed these results. The most striking example of these coupling effects were shown by Travis
and Gubbins in their 2000 publication [13]. Using MD simulations they were able to clearly show that
the velocity profile in Poisueille flow under nano-confinement is not purely quadratic, but rather fun-
damentally quadratic with a superposition of short length-scale spatial oscillations. Furthermore, they
showed that under certain conditions the spatial oscillations in the velocity profile are so strong that the
velocity profiles display periodic gradient reversals, which oscillate over length-scales of the order of
single atomic diameters.
One significant problem when studying these systems is determining an accurate description of the
inhomogeneous density profiles. The most common method is to use density functional theory (DFT)
[14, 15, 16]. Here a variational method is used to exploit the fact that the actual density profile present
in the fluid is the one that minimizes a suitable chosen free energy functional. DFT has been applied to
the description of fluids near a solid wall, and inhomogeneous fluids in general, and has been successful
for predicting density profiles for simplified model fluids such as the hard sphere model [17, 18, 19, 20].
The difficulty faced by the DFT approach is that the functionals proposed for the variational method are
not necessarily known a priori, and can be quite difficult to construct . The difficulty increases for more
complex fluid models. This can make the DFT method impractical for many applications. In this thesis
we will consider an alternative phenomenological approach for describing and predicting strong density
inhomogeneities, which avoids the difficulties faced by the DFT method and which can be extended to
2 RMIT University, 2014
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any complex fluid model.
Current methods for predicting flow and transport properties for confined, strongly inhomogeneous
flow fall into two categories: the kinetic theory approach and the local average density model (LADM).
The kinetic theory approach has been pursued by various authors. Davis and co-workers used a modifi-
cation of the Enskog kinetic theory for dense hard spheres [21, 22, 23]. This purely theoretical approach
successfully predicts the density, as well as tracer diffusion coefficients and self diffusion coefficients.
Pozhar et al. used a generalized Langevin equation and have also provided rigorous results [24, 25, 26].
However much like the work of Davis, perhaps even more so, the approach of Pozhar is theoretically very
complicated and results for even the simplest of atomic systems are difficult to obtain. An extension of
these methods to complex fluids seems a daunting task. Guo et al. have proposed a generalized hydrody-
namic model for flow in inhomogeneous fluids, which is also only currently applicable to simple atomic
fluids [27, 28]. Furthermore, this method is limited to isothermal systems. We also mention the recent
work of Marconi and Melchionna [29], who have combined DFT with kinetic theory in an approach
which can, in principle, be extended to complex fluids such as colloids and molecular fluids. Finally, we
mention the earlier work on the dynamics density functional theory by Marconi and Tarazona in 2000
[30].
The LADM of Bitsanis et al. predicts the flow properties of a strongly confined fluid by using a
constitutive relation that relates the strain rate and shear stress via a density dependent viscosity [4, 5].
The viscosity at a point is a function of the average density in a volume around that point and in this
way the strong density peaks observed in the confined systems are smoothed out. Hoang and Galliero
extended the method by including various weighting functions in the calculation of the density averaging
[31, 32, 33]. The LADM has proven successful, but it is limited in its potential due to the smoothing
treatment of the density profile. The LADM cannot account for such extreme effects as the gradient
reversals recorded by Travis and Gubbins.
The limitations of the LADM may be due to its restricted treatment of non-locality. The density
non-locality implied by the density averaging calculation is not a complete account of the non-local
dependence and the LADM fails to consider the non-local dependence of the shear pressure on the strain
rate. It is known that when the velocity gradients in a shearing fluid vary greatly over length scales of
the order of few atomic diameters that the shear stress is a non-local functional of the strain rate. Hansen
et al. [34], Todd et al. [35, 36] and Puscasu et al. [37] have shown that this non-local relationship can
be modelled using an empirically determined non-local viscosity kernel. To avoid the effects of density
RMIT University, 2014 3
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inhomogeneities on the non-local viscosity kernel these investigations were performed using sufficiently
low strain rates such that the fluids could be assumed homogeneous in density. It is also possible that
the viscosity depends non-locally on the density and that this non-local dependence becomes significant
when the density varies greatly over length scales of the order of a few atomic diameters. In this thesis we
will consider a generalised non-local density dependent constitutive relations that represents the linear
response of the shear pressure to the strain rate as a non-local relationship. The viscosity then represents
the non-locality kernel which itself depends non-locally on the density inhomogeneities.
It is difficult to study the effects of strong density inhomogeneity on shearing nanofluidic flow using
nano-confined systems since the density profiles are not easily decomposable and cannot be controlled.
The strong density inhomogeneities are the natural response of the total solid-fluid system and are com-
plicated in form. In this thesis we investigate an idealised system where the density profiles can be
controlled and are much easier to decompose. In this idealised system the density, velocity, temperature
and shear pressure, can be expressed as Fourier series, often with few components. This simplification
allows us to investigate coupling relationships and nonlinearity at the level of single Fourier components.
To produce velocity profiles we use the sinusoidal transverse force (STF) method. This method was
originally introduced by Gosling et al. in 1973 and was one of the original methods for investigating
shear viscosity using nonequilibrium MD simulations [38]. The method was introduced as an alternative
to the Green-Kubo method for calculating shear viscosity which uses the time correlation function for
fluctuations in the traceless symmetric stress tensor [39]. The investigation by Baranyai et al. into
the appearance of heat flux in isothermal, non-equilibrium systems with velocity gradients provided
many advancements to the method [40], and it has since been used for various investigations into the
wave-vector dependence of shear viscosity [34, 35, 36, 41]. To produce the density profiles we use the
less known sinusoidal longitudinal force (SLF) method, which was previously used by Denniston and
Robbins in 2004 to investigate the density and concentration response in binary fluids [42]. The SLF
has also been recently used by Hoang and Galliero to investigate the LADM and the effects of density
inhomogeneities on shearing flow [31, 32]. Their approach is similar to the methods undertaken in this
thesis except that they used a Couette flow model for the shearing fluid.
By combining the STF with the SLF we are able to produce inhomogeneous shearing flow with sim-
plified profiles. In this thesis we will describe the methods for simulating the inhomogeneous shearing
flow and we will describe how to calculate the fluid flow properties using Fourier analysis. We will
consider how these methods can be used to calculate a variety of fluid response functions. We will cal-
4 RMIT University, 2014
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culate density, strain rate and shear pressure response functions to external body forces. These response
relationships are non-local and nonlinear. The response functions are characteristic properties of a fluid.
The method described in this thesis can be extended and applied to any fluid, whether ionic, molecular,
polymeric or colloidal, to describe the response of the fluids to external forces and to characterise the
coupling between the velocity and density profiles in strongly inhomogeneous, shearing nanofluidic flow.
The organization of this thesis is as follows: In Chapter 1 we introduce the relevant background theory
pertaining to this thesis. We consider the continuum theory of fluid mechanics and an atomic fluid model.
We introduce the statistical mechanical particle densities and distribution functions for equilibrium, ho-
mogeneous systems and finally describe various constitutive relations for shearing inhomogeneous flu-
ids. In Chapter 3 we introduce the MD method and the relevant equations of motion and we describe the
methods for calculating the Fourier series coefficients for the periodic fluid properties. In Chapter 4 we
begin to introduce results and we describe the SLF method for determining density response functions.
In Chapter 5 we combine the STF and SLF and look at the coupling relationship between the velocity
and density. We also investigate the potential for various feedback constraint mechanisms for imposing
additional levels of control on the fluid profiles. In Chapters 6 and 7 we turn our attention to the develop-
ment of a theoretical formalism for describing the nonlinear and non-local response of the density, strain
rate and shear stress to external body forces. We begin with single component STF and single component
SLF systems in Chapter 6 and advance to two and three component SLFs in Chapter 7. In Chapter 8 we
consider the limitations of the LADM for strongly inhomogeneous fluids. Finally, in Chapter 9 we offer
our summary and conclusions. Various appendices are included at the end of this thesis which provide
additional derivations and references.
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2The mechanics of an atomic fluid
In this thesis we will be investigating shearing flow in simple atomic fluids that have inhomogeneous
density profiles. Since we will be exclusively investigating fluid state matter it is important that we begin
with the fundamental theoretical description of fluid mechanics. This theoretical description provides
the framework for all of the theoretical development in this thesis. It is also important that we determine
a suitable atomic representation of the appropriate equation of fluid mechanics, which will provide the
theoretical foundation of the computer simulation method that we use to generate all numerical results
in this thesis. In this chapter we introduce the necessary fundamental equations of fluid mechanics, in
continuum and atomic representations, that are suitable for describing shearing flow in inhomogeneous
nanofluidic systems.
2.1 Continuum theory of fluid mechanics
We will introduce the fundamental equations of classical continuum fluid mechanics in 3-dimensions and
briefly consider the principles involved in their derivations. The theory discussed in this section is based
on the derivations found in Statistical Mechanics of Nonequilibrium liquids by Evans and Morriss [43],
Vectors, Tensors and the Basic Equations of Fluid Mechanics by Aris [44] and Continuum Mechanics by
Spencer [45].
We will consider the theory of continuum fluid mechanics in a 3-dimensional Cartesian space, where
x, y and z label the three Cartesian spatial dimensions. Any point P is identified by specifying the three
x, y, z coordinates such that P = (x, y, z) and r is a position vector relating any point to the origin at
P0 = (0, 0, 0). We can write the position vector as r = xi + yj + zk, where i, j and k are the unit vectors
7
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in the in the x, y and z dimensions respectively. We can describe the motion of a fluid particle using a
time evolving position vector r(t) = x(t)i + y(t)j + z(t)k. The velocity of the fluid particle is given by
u(t) = ux(t)i + uy(t)j + uz(t)k, where ux(t) = dx(t)/dt, uy(t) = dy(t)/dt and uz(t) = dz(t)/dt.
Note that when we are considering a continuum fluid then all thermal effects due to random atomic and
molecular motion are accounted for by some averaging process and do not contribute to u(t).
Let ρ(r, t) be a time varying scalar field representing the mass density of a fluid. V is an arbitrary
volume and so we can determine the total mass M(t) of the fluid within V at any instant by integrating
ρ throughout the volume:
M(t) =
∫∫∫
V
ρ(r, t)dr. (2.1)
The rate of change of the total mass in a stationary, non-deforming volume is given by
dM(t)
dt
=
d
dt
∫∫∫
V
ρ(r, t)dr =
∫∫∫
V
∂ρ(r, t)
∂t
dr. (2.2)
Due to the conservation of mass the only way that the total mass within a volume can change is due to
a non-zero total mass flux. The momentum density field is ρ(r, t)u(r, t) and the total mass flux across a
closed surface S is given by
dM
dt
= −
∫∫
S
(
ρ(r, t)u(r, t)
) · dS. (2.3)
Using the divergence we write
dM
dt
= −
∫∫∫
V
∇ · (ρ(r, t)u(r, t))dr, (2.4)
where u(r, t) is the streaming velocity field and ∇ = ∂/∂r = ∂∂x i + ∂∂y j + ∂∂zk is the vector gradient
operator. We can equate Eqs (2.2) and (2.4), which must be true for any arbitrary volume, and so we can
write
∂ρ(r, t)
∂t
= −∇ · (ρ(r, t)u(r, t)), (2.5)
which is the mass continuity equation due to the conservation of mass. Note that the total time derivative
of the mass density field at a point is given by
dρ(r, t)
dt
=
dr(t)
dt
· ∂ρ(r, t)
∂r
+
∂ρ(r, t)
∂t
(2.6)
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Using Eqs (2.5) and (2.6) we can show that the mass continuity equation is also given by
dρ(r, t)
dt
= −ρ(r, t)∇ · u(r, t), (2.7)
We let ρ(r, t)u(r, t) be the momentum density field. The total momentum G(t) of the fluid in volume V
is
G(t) =
∫∫∫
V
ρ(r, t)u(r, t)dr, (2.8)
and the rate of change of total momentum in V is
dG(t)
dt
=
d
dt
∫∫∫
V
ρ(r, t)u(r, t)dr =
∫∫∫
V
∂ρ(r, t)u(r, t)
∂t
dr. (2.9)
The total momentum can change due to the influence of an external body force field Fe(r, t) that acts
throughout the volume. The rate of change of momentum due to the external body force is given by
dGe(t)
dt
=
∫∫∫
V
ρ(r, t)Fe(r, t)dr. (2.10)
The total momentum can also change by forces acting at the fluid volume surface S. If we let f be the
force per unit area acting on the surface then the total force acting on the fluid over the whole volume
surface will be given by the surface integral of f. If n is the surface normal vector then we can define the
second rank pressure tensor P(r, t) such that f(r, t) ≡ −n · P(r, t). The rate of change of momentum for
the fluid volume due to surface forces will be
dGs(t)
dt
= −
∫∫
S
n · P(r, t)dS (2.11)
where dS is a differential element of the enclosing surface. Using the divergence theorem we can express
this contribution to the rate of change of momentum as a volume integral over the divergence of the
pressure tensor field
dGs(t)
dt
= −
∫∫∫
V
∇ · P(r, t)dr. (2.12)
Finally, the total momentum can also change by momentum convection across the surface. The total
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convection is given by
dGc(t)
dt
= −
∫∫
S
n · (ρ(r, t)u(r, t)u(r, t))dS, (2.13)
which can be expressed as a volume integral:
dGc(t)
dt
= −
∫∫∫
V
∇ · (ρ(r, t)u(r, t)u(r, t))dr. (2.14)
Summing all contributions to the rate of the change of momentum such that dG/dt = dGe/dt+dGs/dt+
dGc/dt we have
∫∫∫
V
∂ρ(r, t)u(r, t)
∂t
dr =
∫∫∫
V
ρ(r, t)Fe(r, t)dr
−
∫∫∫
V
∇ · P(r, t)dr
−
∫∫∫
V
∇ · (ρ(r, t)u(r, t)u(r, t))dr,
(2.15)
which must be true for any arbitrary volume so
∂ρ(r, t)u(r, t)
∂t
= ρ(r, t)Fe(r, t)−∇ · P(r, t)−∇ · (ρ(r, t)u(r, t)u(r, t)). (2.16)
Eq (2.16) is known as the momentum balance equation. Since
dρ(r, t)u(r, t)
dt
=
∂ρ(r, t)u(r, t)
∂t
+
dr(t)
dt
· ∂ρ(r, t)u(r, t)
∂r
(2.17)
and
ρ(r, t)
du(r, t)
dt
=
∂ρ(r, t)u(r, t)
∂t
+∇ · (ρ(r, t)u(r, t)u(r, t)) (2.18)
we can show that Eq (2.16) is equivalent to
ρ(r, t)
du(r, t)
dt
= ρ(r, t)Fe(r, t)−∇ · P(r, t). (2.19)
Finally we consider energy balance. If e(r, t) is the field describing the total energy per unit mass
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then the energy density field is given by ρ(r, t)e(r, t). The energy will be the sum of a streaming kinetic
term ek, an internal thermodynamic energy term U and a potential energy term due to an external field
ψ. We will only consider conservative external fields in this section and so it can be assumed that ψ
is associated with a conservative external force, which we denote Fe. The energy density field can be
written ρ(r, t)e(r, t) = ρ(r, t)ek(r, t) + ρ(r, t)U(r, t) + ρ(r, t)ψ(r, t).
To determine the total energy E(t) in a fluid volume we integrate the energy density throughout V :
E(t) =
∫∫∫
V
ρ(r, t)e(r, t)dr, (2.20)
The rate of change of the total energy density will be given by
dE(t)
dt
=
d
dt
∫∫∫
V
ρ(r, t)e(r, t)dr =
∫∫∫
V
∂ρ(r, t)e(r, t)
∂t
dr. (2.21)
There are four ways that the energy can change in a fluid volume. The first is by convection across the
surface boundary due to mass fluxes. The total change in convective energy is determined by a surface
integral over the whole boundary. Using the divergence theorem we can express the total change in
energy due to convection as a volume integral:
dEc(t)
dt
= −
∫∫
S
n · (ρ(r, t)e(r, t)u(r, t))dS = −∫∫∫
V
∇ · (ρ(r, t)e(r, t)u(r, t))dr. (2.22)
The total energy can also change by diffusion of internal energy across the boundary surface. If we let
Jq(r, ) be the heat flux vector field describing the propagation of heat through the fluid then we can again
use the divergence theorem and write the total change of energy due to the diffusion of heat as
dEd(t)
dt
= −
∫∫
S
n · Jq(r, t)dS = −
∫∫∫
V
∇ · Jq(r, t)dr. (2.23)
The third way that the energy can change is due to the work done by the stresses acting at the volume
boundary. Using the second rank pressure tensor the total change in energy due to surface stress is
dEs(t)
dt
= −
∫∫
S
n · (P(r, t) · u(r, t))dS = −∫∫∫
V
∇ · (P(r, t) · u(r, t))dr. (2.24)
Finally, the energy can change due to work done by external body forces acting throughout the fluid
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volume:
dEe(t)
dt
=
∫∫∫
V
ρ(r, t)u(r, t) · Fe(r, t)dr. (2.25)
We can sum these four contributions such that dE/dt = dEc/dt+ dEd/dt+ dEs/dt+ dEe/dt:
∫∫∫
V
∂ρ(r, t)e(r, t)
∂t
dr =−
∫∫∫
V
∇ · (ρ(r, t)e(r, t)u(r, t))dr
−
∫∫∫
V
∇ · Jq(r, t)dr
−
∫∫∫
V
∇ · (P · u(r, t))dr
+
∫∫∫
V
ρ(r, t)u(r, t) · Fe(r, t)dr.
(2.26)
This must be true for any arbitrary volume and so
∂ρ(r, t)e(r, t)
∂t
=−∇ · ρ(r, t)e(r, t)u(r, t)−∇ · J(r, t)−∇ · (P · u(r, t))+ ρ(r, t)u(r, t) · Fe(r, t).
(2.27)
Using the total rate of change of energy density d
(
ρ(r, t)e(r, t)
)
/dt we can show that
ρ(r, t)
de(r, t)
dt
=−∇ · Jq(r, t)−∇ ·
(
P · u(r, t))+ ρ(r, t)u(r, t) · Fe(r, t). (2.28)
We can also determine the specific internal energy continuity equation such that
ρ(r, t)
dU(r, t)
dt
= ρ(r, t)
de(r, t)
dt
− ρ(r, t)dek(r, t)
dt
− ρ(r, t)dψ(r, t)
dt
(2.29)
Since ρ(r, t)ek(r, t) = ρ(r, t)u(r, t)2/2 we can use the momentum balance to show that ρ(r, t)dek(r, t)/dt =
−u(r, t) · (∇ · P(r, t)). Also since dψ(r, t)/dt = u(r, t) · ∂ψ(r, t)/∂r for an external field that is does
not vary with time we can eliminate ρ(r, t)u(r, t) · Fe(r, t). The equation for the specific internal energy
is given by
ρ(r, t)
dU(r, t)
dt
=−∇ · Jq(r, t)− PT (r, t) : ∇u(r, t), (2.30)
where we have used the identity −u(r, t) · [∇ · P(r, t)] = PT (r, t) : ∇u(r, t)−∇ · [P(r, t) · u(r, t)].
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2.2 Atomic theory of fluid mechanics and the microscopic representation
To describe an atomic fluid we need to transform the continuum equations of fluid mechanics described
in the previous section to a discretized form, where the finite elements represent the fluid atoms with
unique mechanical trajectories. To do this we use a transformation that employs the properties of the
Dirac delta function to evaluate the fluid fields specific at points. To represent the points in the discrete
transformation we use atomic position vectors. This approach is taken by Evans and Morris [43], and by
Todd and Daivis in their 2007 review [46].
We say that ri(t) is the time evolving position vector of the ith atom in a fluid containing i =
1, 2, . . . , N distinct atoms. If r is any position in a 3-dimensional space then the Dirac delta function
δ(r− ri(t)) will have a value of∞ when the position of the ith atom is such that ri(t) = r, and 0 for all
other configurations ri(t) 6= r.
ρ(r, t) is the field describing the mass density distribution, which was introduced in Eq (2.2). The
instantaneous, discrete, atomic, mass density field for a fluid composed of N atoms is given by
ρ(r, t) =
N∑
i=1
miδ(r− ri(t)), (2.31)
where mi is the mass of the ith atom. For the remainder of this thesis we will simplify our notation
and let
∫∫∫
V . . . dr =
∫
. . . dr for a volume integral over differential volume element dr. We will also
simplify the time evolving atomic position vectors by omitting the time argument and letting ri(t) = ri
To determine the time rate of change of ρ(r, t) we note that the time dependence of the microscopic
mass density is implicit in the atomic position vector. From Eq (2.31) we have
∂ρ(r, t)
∂t
=
N∑
i=1
mi
dri
dt
∂
∂ri
δ(r− ri(t)) = − ∂
∂r
·
N∑
i=1
mir˙iδ(r− ri), (2.32)
where we have used the delta function identity ∂δ(x− y)/∂x = −∂δ(x− y)/∂y.
We find it useful to investigate atomic fluids using a Fourier space formalism. Again following Evans
and Morriss [43], and Todd and Daivis [46] we use the Fourier transform of the atomic representations
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of the fluid properties. For the mass density we have
ρ˜(k, t) =
∞∫
−∞
ρ(r, t)eik·rdr
=
∞∫
−∞
N∑
i=1
miδ(r− ri)eik·rdr
=
N∑
i=1
mie
ik·ri ,
(2.33)
where we have used the Dirac delta function integral property that
∫
f(x)δ(x− y)dx = f(y). We have
also introduced the imaginary number i =
√−1. This should not be confused with the atomic label
i, which only appears as a subscript and a summation index. The time rate of change of the k-space
representation of microscopic mass density is
∂ρ˜(k, t)
∂t
=
N∑
i=1
(
dmi
dt
eik·ri +mi
∂eik·ri
∂t
)
=
N∑
i=1
miik · r˙ieik·ri ,
(2.34)
where dmi/dt = 0.
The microscopic representation of the momentum density field is given by
ρ(r, t)u(r, t) =
N∑
i=1
mir˙iδ(r− ri), (2.35)
and the total momentum of a given volume of fluid will be given by
G(t) =
∫
V
N∑
i=1
mir˙iδ(r− ri)dr, (2.36)
which is a vector sum over all n atoms within volume V at time t. The rate of change of the momentum
density field is
∂ρ(r, t)u(r, t)
∂t
=
N∑
i=1
mi
∂r˙iδ(r− ri)
∂t
= − ∂
∂r
·
N∑
i=1
mir˙ir˙iδ(r− ri) +
N∑
i=1
mir¨iδ(r− ri).
(2.37)
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Fi = mir¨i is the total force acting on the ith atom. We can rewrite Eq (2.37) in terms of the total force:
∂ρ(r, t)u(r, t)
∂t
= − ∂
∂r
·
N∑
i=1
mir˙ir˙iδ(r− ri) +
N∑
i=1
Fiδ(r− ri). (2.38)
r˙i represents the total instantaneous velocity of the ith atom. It contains contributions from the net
streaming motion of the fluid and random, thermal motions. We can decompose the total instantaneous
velocity of an atom into a thermal component, also referred to as the peculiar component, which we shall
denote using ci for the ith atom, and a streaming component representing net flow which is a function of
an atom’s position u(ri, t). The instantaneous velocity of the ith atom is given by
r˙i = ci + u(ri, t). (2.39)
We can use this decomposition of velocities and Eq (2.38) to write the rate of change of the momentum
density as
∂ρ(r, t)u(r, t)
∂t
= − ∂
∂r
·
N∑
i=1
mic˙ic˙iδ(r− ri)− ∂
∂r
·
N∑
i=1
miu(ri, t)u(ri, t)δ(r− ri) +
N∑
i=1
Fiδ(r− ri),
(2.40)
where we have eliminated the cross terms of the expansion containing ciu and uci by identifying that
u(ri, t)δ(r − ri) = u(r, t)δ(r − ri), so long as u is a function and not an operator, and hence letting∑
imiciδ(r− ri) = 0.
We can also use Eq (2.16) and write a microscopic representation of the momentum continuity equa-
tion:
∂ρ(r, t)u(r, t)
∂t
=
N∑
i=1
Fei δ(r− ri)−
∂
∂r
· P(r, t)− ∂
∂r
·
N∑
i=1
miu(ri, t)u(ri, t)δ(r− ri). (2.41)
In the absence of any constraint forces then we can say that the total microscopic force acting on atom
i in Eq (2.40) is the sum of external body force contributions Fei and all inter-atomic interaction forces,
which we shall denote using FΦi , where Φ indicates the inter-atomic potential energy field of interaction.
We can write the total force acting on atom i due to inter-atomic interaction with all other atoms as a
sum over all individual interactions as FΦi δ(r − ri) = 1/2
∑
j 6=i F
Φ
ij [δ(r − ri) − δ(r − rj)], where we
have symmetrized the summation using the fact that Fji = −Fij . The full summation over microscopic
RMIT University, 2014 15
CHAPTER 2. MECHANICS OF AN ATOMIC FLUID
forces acting in the system is
N∑
i=1
Fiδ(r− ri) =
N∑
i=1
Fei δ(r− ri) +
1
2
N∑
i=1
N∑
j 6=i
FΦij [δ(r− ri)− δ(r− rj)]. (2.42)
If we substitute Eq (2.42) into Eq (2.40) and equate Eqs (2.40) and (2.41) we get
∂
∂r
· P(r, t) = ∂
∂r
·
N∑
i=1
mic˙ic˙iδ(r− ri)− 1
2
N∑
i=1
N∑
j 6=i
FΦij [δ(r− ri)− δ(r− rj)]. (2.43)
Following Evans and Morriss we identify that
δ(r− ri)− δ(r− rj) = ∂
∂r
· rij
1∫
0
δ(r− ri − λrij)dλ. (2.44)
By integrating the delta function for λ between 0 and 1 we are checking if position vector r resolves onto
a line that radially connects atoms i and j. If so the three vectors in the argument sum to zero and Eq
(2.44) is non-zero. In this way the force due to the inter-atomic potential is only evaluate for positions
that are on lines directly connecting atomic centres. rij is the separation vector between the ith and jth
atom given by rij = rj − ri. Substituting Eq (2.44) into Eq (2.43) and recognising that all terms contain
gradient operations we can solve for the microscopic pressure tensor:
P(r, t) =
N∑
i=1
mic˙ic˙iδ(r− ri)− 1
2
N∑
i=1
N∑
j 6=i
rijFΦij
1∫
0
δ(r− ri − λrij)dλ, (2.45)
To determine the Fourier transform representation of the microscopic pressure tensor we use the follow-
ing identity [43]:
∞∫
−∞
[ 1∫
0
δ(r− ri − λrij)dλ
]
eik·rdr =
(
eik·rij − 1
ik · rij
)
eik·ri . (2.46)
We can therefore write
P˜(k, t) =
N∑
i=1
mic˙ic˙ieik·ri − 1
2
N∑
i=1
N∑
j 6=i
rijFΦij
(
eik·rij − 1
ik · rij
)
eik·ri . (2.47)
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2.3 Periodic atomic fluids and periodic boundary conditions
In this section we will determine the form of the microscopic relationships developed in the previous
section that are suitable for periodic systems. For this we will closely follow Todd and Daivis [46]. All
of the simulations discussed in this thesis employ periodic boundary conditions (see Allen and Tildesley
[47]) and are therefore periodic systems. We will find that the periodic representation of the atomic
description of a fluid is very practical when it comes to measuring the relevant quantities in a simulation.
We introduce an orthogonal periodic cell volume that has spatial lengths Lx, Ly and Lz in the x, y
and z dimensions respectively. We say that this cell is repeated in an infinite lattice in all directions. We
align the origin of a cell with the origin of the axes (x, y, z) = (0, 0, 0) and call this cell the primary
cell. The cell neighbouring the primary cell in the positive x direction will have a cell origin at (Lx, 0, 0).
Likewise, this cell will have a neighbour in the positive x-direction with a cell origin positioned at
(2Lx, 0, 0). In this way we can label any cell in the infinite lattice by referring to its origin at position
(νxLx, νyLy, νzLz), where νx, νy and νz are any positive or negative integer in the range −∞ ≤ νx ≤
∞, −∞ ≤ νy ≤ ∞, −∞ ≤ νz ≤ ∞. We can use a bold font ν to indicate the set of cell labels
ν = (νx, νy, νz) and introduce a periodicity vector Υ = νxLxi + νyLyj + νzLzk. We define a periodic
system by saying that an atom with position vector ri, which has components (xi, yi, zi) such that 0 ≤
xi ≤ Lx, 0 ≤ yi ≤ Ly and 0 ≤ zi ≤ Lz , has a periodic image in every cell throughout the infinite
space with position vector given by ri,ν = ri + Υ for all possible ν. All atoms within a given cell have
a periodic image in all cells. Also all periodic images of an atom have equal momenta so each cell is
an exact replica of all other cells. Cells are not divided by a physical boundary so atoms can pass into
a neighbouring cell and are replaced by an image. When there are no external forces present the mass,
momentum and energy are conserved in all cells.
The microscopic mass density in an infinitely periodic system is given by
ρ(r, t) =
∞∑
ν=−∞
N∑
i=1
miδ(r− ri,ν), (2.48)
where the summation over ν represents a triple summation. Likewise we can write the microscopic,
periodic momentum density as
G(r, t) = ρ(r, t)u(r, t) =
∞∑
ν=−∞
N∑
i=1
mir˙iδ(r− ri,ν), (2.49)
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Any periodic function can be represented as a Fourier series so we also write the mass density as
ρ(r, t) =
∞∑
n=−∞
ρne
−ikn·r. (2.50)
where n = nx, ny, nz is the set of integers evaluating the discrete set of wave vectors with components
kn = (kx,nx , ky,ny , kz,nz) = (2pinx/Lx, 2piny/Ly, 2pinz/Lz). ρn = ρnx , ρny , ρnz is the set of coeffi-
cients for the Fourier series components of the mass density in the x, y and z directions respectively.
The Fourier coefficients of periodic properties play a significant role in this thesis. It is important
that we have a method for calculating them directly from the microscopic configuration of the atomic
system. For the mass density we do this by taking the Fourier transform of the two expressions for
periodic ρ(r, t). From Eq (2.48) we obtain
ρ(k, t) =
∞∫
−∞
∞∑
ν=−∞
N∑
i=1
miδ(r− ri,ν)eik·rdr
=
8pi3
V
∞∑
n=−∞
N∑
i=1
mie
ik·riδ(k− kn),
(2.51)
where we have used the identity
∑∞
ν=−∞ e
ik·Υ = 8pi3
∑∞
n=−∞ δ(k−kn)/V and where V = Lx×Ly×
Lz is the volume of a periodic cell. From Eq (2.50) we have
ρ(k, t) =
∞∫
−∞
∞∑
n=−∞
ρne
i(k−kn)·rdr
= 8pi3
∞∑
n=−∞
ρnδ(k− kn).
(2.52)
In both Eqs (2.51) and (2.52) we can see that due to the delta function ρ(k, t) = ρ(kn, t). Using these
equations we can show that the Fourier coefficients ρn describing the mass density in the primary periodic
cell must be given by
ρn =
1
V
N∑
i=1
mie
ikn·ri . (2.53)
We will find this expression for the Fourier coefficients for the periodic mass density useful since it is
this quantity that we will calculate in simulations. Likewise we can show that the Fourier coefficients of
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the periodic momentum density Gn are given by
Gn =
1
V
N∑
i=1
mivieikn·ri , (2.54)
where vi = pi/mi is the total instantaneous velocity of the ith atom and pi is the instantaneous momen-
tum of the ith atom .
The microscopic, periodic representation of the pressure tensor is not so simple. This is due to the
term involving the interactions due to the inter-atomic potential. In the most general case, where the inter-
atomic potentials can be assumed to extend spatially to infinity, we must include the interactions between
atom i and all images of atom j, and vice versa. In this way we can simply specify the k-space form of
the pressure tensor given in Eq (2.47) for a periodic system. Let ν = (νx, νy, νz) be the set of integers
labelling the image cell of the ith atom and µ = (µx, µy, µz) be the set of integers labelling the image
cell of the jth atom. We can extend the atomic separation vector so that we can describe the separation
between any image of the ith atom and any image of the jth atom such that riνjµ = rj+Υµ−(ri+Υν),
where Υν = νxLxi + νyLyj + νzLzk and Υµ = µxLxi + µyLyj + µzLzk. The force acting between
all images can be written as FΦiνjµ and so the Fourier space pressure tensor acting over all space will be
given by
P˜(k, t) =
∞∑
ν=−∞
N∑
i=1
mic˙ic˙ieik·riν − 1
2
∞∑
ν=−∞
N∑
i=1
∞∑
µ=−∞
N∑
j 6=i
FΦiνjµriνjµ
(
eik·riνjµ − 1
ik · riνjµ
)
eik·riν . (2.55)
We can simplify this by assuming that the force due to the inter-atomic potential is zero between any
two atoms that are separated by more than half of the shortest simulation cell length. For the specific
inter-atomic potentials used for the simulations in this thesis, this simplification is justified. In this way
we can say that atom i will only interact with the single image of atom j for which the separation
length between atom i and image j is shortest. The shortest separation image may be in the same cell
or in a neighbouring cell. Following Todd and Daivis [46] let mij = (mij,x,mij,y,mij,z) be the set
of integers describing the minimal image separation between atom i and some image of atom j. If the
minimum separation pair of atoms i and j are in the same cell then mij = (0, 0, 0) and FΦiνjµ = 0 for all
ν 6= µ. Letting Mij = mij,xLxi +mij,yLyj +mij,zLzk we can define the minimum distance vector as
dij = rij + Mij . Since all other terms will be zero in the potential contribution to the pressure tensor Eq
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(2.55) then we can write
P˜(k, t) =
∞∑
ν=−∞
N∑
i=1
mic˙ic˙ieik·riν − 1
2
N∑
i=1
N∑
j 6=i
FΦijdij
(
eik·dij − 1
ik · dij
)
eik·riν . (2.56)
We recall that eik·riν = eik·rieik·Υ and so from Eq (2.51) we can rewrite Eq (2.55) as
P˜(k, t) =
8pi3
V
∞∑
n=−∞
N∑
i=1
[
mic˙ic˙i − 1
2
N∑
j 6=i
FΦijdij
(
eik·dij − 1
ik · dij
)]
eik·riδ(k− kn), (2.57)
We note that due to the delta function in Eq (2.57) we can let P˜(k, t) = P˜(kn, t). Since P(r, t) is a
periodic function it has a Fourier series representation given by
P(r, t) =
∞∑
n=−∞
Pne−ikn·r, (2.58)
which has a Fourier transform:
P˜(k, t) = 8pi3
∞∑
n=−∞
Pnδ(k− kn). (2.59)
From Eqs (2.57) and (2.59) we can identify the instantaneous coefficients for a Fourier series represen-
tation of the pressure tensor as
Pn =
N∑
i=1
mic˙ic˙ieikn·ri − 1
2
N∑
i=1
N∑
j 6=i
FΦijdij
(
eikn·dij − 1
ikn · dij
)
eikn·ri . (2.60)
which is a complex number with real and imaginary contributions. Eq (2.60) is important since we use
it to evaluate the instantaneous pressure tensor components in simulations.
2.4 Statistical mechanical densities for homogeneous, equilibrium atomic
fluids
We will now consider the statistical mechanics of an equilibrium fluid that is homogeneous in density. It
is our intention to develop expressions for general n-particle densities, which can be used to determine
a variety of configurational correlation functions. The treatment that we use is based on an extended
discussion that can be found in Hansen and McDonald’s book Theory of Simple Liquids [16], but the
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content of this section can be found in many specialist texts on the subject of statistical mechanics. We
will return to the theory of statistical mechanics in Chapter 4 when we consider equilibrium fluids that
are inhomogeneous in density.
We consider a 6N -dimensional phase space, where rN = r1, r2, . . . , rN is the set of 3N position
degrees of freedom and pN = p1,p2, . . . ,pN is the set of 3N momentum degrees of freedom. A
phase point completely describes the instantaneous microscopic state of the system and the time evolving
trajectory of the phase point through the 6N -dimensional phase space describes the evolution of the entire
system. The total Hamiltonian for the microscopic system is given by
H(rN ,pN ) = K(pN ) + Φ(rN ), (2.61)
where K(pN ) is the total kinetic energy of the microscopic system and Φ(rN ) is the total potential
energy due to inter-atomic interactions.
The equilibrium phase space probability density function f(rN ,pN ) describes the likelihood that
at any instant a system with Hamiltonian given by Eq (2.61) will be found in a particular microscopic
state. More accurately we say that f(rN ,pN )drNdpN is the probability that the phase space vector for
a system will be found in the infinitesimal volume of phase space drNdpN . It is necessary that f0 must
satisfy ∫∫
f(rN ,pN )drNdpN = 1. (2.62)
We note that
∫∫
. . . drNdpN implies an integration over all 6N dimensions of phase space.
We choose for f the grand canonical ensemble distribution function such that
f(rN ,pN ) =
exp[−β(K(pN ) + Φ(rN )− µN)
Ξ
, (2.63)
where β = 1/kBT , kB is Boltzmann’s constant and µ is the chemical potential. Ξ is the grand partition
function
Ξ =
∞∑
N=0
1
h3NN !
∫∫
exp[−β(K(pN ) + Φ(rN )− µN)]drNdpN , (2.64)
which nomalizes the grand canonical ensemble distribution. h is Planck’s constant. We choose to use
the grand canonical ensemble because the corresponding thermodynamic potential, the grand potential
Ω, is a generating functional for a variety of relevant distribution functions for inhomogeneous fluids.
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This is the approach taken by many authors when treating the statistical mechanics of inhomogeneous
systems, for example Hansen and McDonald [16], Evans [15] and Lebowitz and Percus [48]. We discuss
the statistical mechanics of inhomogeneous fluids in Chapter 4.
We can simplify Eq (2.64) by factorizing the integrations with respect to position and momentum.
We can also take the contribution of the chemical potential out from the integration since it is not position
or momentum dependent. We define the kinetic energy function to be the sum of the kinetic energies in
the individual degrees of freedom
K(pN ) =
1
2
N∑
i=1
p2i
mi
, (2.65)
and so we can integrate the Gaussian function corresponding to each momentum degree of freedom,
where for any momentum degree of freedom pα, for any α = x, y, z, we have
∫ ∞
−∞
exp[−p2α/2mkBT ]dp =
√
2pimkBT . (2.66)
Each atom will contribute a factor of (2pimkBT )3/2 to the grand partition function and so we can simplify
Eq (2.64):
Ξ =
∞∑
N=0
1
h3NN !
eβµN
∫
exp[−βK(pN )]dpN
∫
exp[−βΦ(rN )]drN
=
∞∑
N=0
1
N !
zN
∫
exp[−βΦ(rN )]drN ,
(2.67)
where z = eβµ(2pimkBT )3/2.
We can relate the grand partition function to the macroscopic thermodynamic grand potential Ω by
Ω = −kBT ln Ξ, (2.68)
which is related to the Helmholtz free energy F by
Ω = F − µN. (2.69)
If A(rN (t),pN (t)) is a function of the instantaneous phase trajectory of the microscopic system then we
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can determine a time average 〈A〉t by averaging over the history of the system for that property:
〈A〉t = lim
T→∞
1
T
T∫
0
A(rN (t),pN (t))dt. (2.70)
For sufficiently long histories we can appeal to the ergodic principle and say that the average of A
calculated as a time average is equivalent to the ensemble average, which takes into account A evaluated
at all points in the available phase space. Using the grand canonical distribution function to weight the
probabilities of occurrence for all phase points the ensemble average is given by
〈A〉 = 1
Ξ
∞∑
N=0
1
h3NN !
∫∫
A(rN ,pN ) exp[−β(K(pN ) + Φ(rN )− µN)]drNdpN . (2.71)
If A only depends on atomic positions such that A(rN ,pN ) = A(rN ) then we can make the same
simplifications that led to Eq (2.67) and write for the ensemble average of A
〈A〉 = 1
Ξ
∞∑
N=0
1
N !
zN
∫
A(rN ) exp[−βΦ(rN )]drN . (2.72)
From Eq (2.72) we can determine 〈δ(r− rα)〉, where α is any arbitrary atomic label:
〈δ(r− rα)〉 = 1
Ξ
∞∑
N=0
1
N !
zN
∫
δ(r− rα) exp[−βΦ(rN )]drN
=
1
Ξ
∞∑
N=0
1
N !
zN
∫
exp[−βΦ(r, r(N−1))]dr(N−1).
(2.73)
Since Eq (2.73) is independent of atomic label each term in a summation over allN atoms will contribute
an equivalent term such that
〈∑N
i=1 δ(r− ri)
〉
= N 〈δ(r− rα)〉. This average is a function of a single
position vector r and it describes the likelihood of finding a single particle at position r given the positions
of all other atoms and the form of the interaction potential. We say that ρ(1)(r) =
〈∑N
i=1 δ(r− ri)
〉
is
the single particle density and so
ρ(1)(r) =
1
Ξ
∞∑
N=0
1
(N − 1)!z
N
∫
exp[−βΦ(r, r(N−1))]dr(N−1), (2.74)
where we have used N = N !/(N − 1)!.
We can also determine the ensemble average of the product of two delta functions 〈δ(r− rα)δ(r′ − rβ)〉,
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where r and r′ are position vectors and rα and rβ are arbitrary atomic position vectors, such that α 6= β.
The ensemble average, which is again independent of atomic label, is
〈
δ(r− rα)δ(r′ − rβ)
〉
=
1
Ξ
∞∑
N=0
1
N !
zN
∫
exp[−βΦ(r, r′, r(N−2))]dr(N−2). (2.75)
The sum over all atomic pairs yields N(N − 1) contributions, all equivalent to Eq (2.75). We can
introduce the 2-particle density ρ(2)(r, r′) =
〈∑N
i=1
∑N−1
j 6=i δ(r− ri)δ(r′ − rj)
〉
, which describes the
likelihood of finding a pair of atoms located at the two positions r and r′. For the 2-particle density we
write
ρ(2)(r, r′) =
1
Ξ
∞∑
N=0
1
(N − 2)!z
N
∫
exp[−βΦ(r, r′, r(N−2))]dr(N−2), (2.76)
where we have used N(N − 1) = N !/(N − 2)!.
We can write a general n-particle density in terms of the ensemble average of the sum over all
combinations of a product of n independent delta functions
ρ(n)(r, r′, · · · , r′(n−1)) =
〈
N∑
i=1
N−n∑
j 6=i
· · ·
N−1∑
l 6=···6=j 6=i
δ(r− ri)δ(r′ − rj) · · · δ(r′ − rl)
〉
. (2.77)
The exponential factor of (n−1) indicates the number of primes used to label the position vector r′(n−1).
For example the set of position vectors for the three particle density would be r, r′, r2′, which implies
r, r′, r′′. The general n-particle density is:
ρ(n)(r, r′, · · · , r′(n−1)) = 1
Ξ
∞∑
N=0
1
(N − n)!z
N
∫
exp[−βΦ(r, r′, · · · , r′(n−1))]dr(N−n). (2.78)
We can use the n-particle densities given in Eqs (2.74) and (2.78) to define particle distribution
functions. The general n-particle distribution g(n)(rn) is given by
g(n)(r, r′, · · · , r′(n−1)) = ρ
(n)(r, r′, · · · , r′(n−1))
ρ(1)(r)ρ(1)(r′) · · · ρ(1)(r′(n−1)) . (2.79)
Using n = 2 and hence Eq (2.76) we have the 2-particle distribution
g(2)(r, r′) =
ρ(2)(r, r′)
ρ(1)(r)ρ(1)(r′)
, (2.80)
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and so define a pair correlation function:
h(2)(r, r′) = g(2)(r, r′)− 1. (2.81)
In the case of a homogeneous and isotropic system g(2)(r, r′) only depends on the magnitude of the
relative particle separation r = |r− r′| and so Eq (2.80) can be used to determine the radial distribution
function g(r). Under these conditions the pair correlation function simplifies to
h(r) = g(r)− 1 (2.82)
2.5 Pressure tensor and constitutive relations for inhomogeneous, shear-
ing fluids
In this section we investigate a functional expansion approach to approximating the pressure tensor for
shearing fluids that are inhomogeneous in density. We will follow the approach of Glavatskiy [49] and
use a functional expansion to determine a generalised approximation to the density dependent viscosity
that is defined as the contribution to the viscous pressure tensor from the linear response to the strain
rate. We will also show how the general functional expansion can be reduced to various known local
and non-local constitutive relations for homogeneous and inhomogeneous fluids. In particular we will
consider the cases of the non-local viscosity for shearing fluids that are homogeneous in density, which
is investigated by Hansen et al. [34] in (2007) and Todd et al. [35, 36] (2008). We also consider the local
average density dependent viscosity that is local in strain rate, which is equivalent to the Local Average
Density Model (LADM) of Bitsanis et al. [4, 5]. Additional notes showing a more detailed derivation of
the relationship discussed in this section can be found in Appendix A.1.
2.5.1 Functional gradient expansion of the shearing, inhomogeneous pressure tensor
We begin by defining the pressure tensor as a functional that depends on the density profile and the strain
rate profile, where both the density and strain rate are functions of position vector r:
P = P[ρ(r); γ˙(r)]. (2.83)
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The strain rate is a second rank tensor given by the symmetric traceless part of the velocity gradient
tensor γ˙(r) =
(∇u(r))ts, where we are using bold font for γ˙ to indicate that the strain rate is a tensor.
The functional expansion of the steady-state pressure tensor for variations in the density and strain rate
is given by
P(r) =
∞∑
m=0
∞∑
n=0
1
(n+m)!
∞∫
−∞
· · ·
∞∫
−∞
δ(n+m)P[ρ(r); γ˙(r)]
δρ(q′) · · · δρ(qm′)δγ˙(r′) · · · δγ˙(rn′)
∣∣∣∣ρ=ρ0
γ˙=0
× δρ(q′) · · · δρ(qm′)δγ˙(r′) · · · δγ˙(rn′)dq′ · · · dqm′dr′ · · · drn′
(2.84)
where the derivatives are functional derivatives. Variations in the density are given by δρ(r) = ρ(r)− ρ0
and variations in the strain rate are given by δγ˙(r) = γ˙(r)− γ˙0. γ˙0 refers to the case of zero strain rate
γ˙0 = 0 and so δγ˙(r) = γ˙(r). In Eq (2.84) we introduce integration variables q′ · · · qm′. The choice of
distinct symbol is used to identify the non-local dependence of the pressure tensor on the density.
We can use the expansion given in Eq (2.84) to collect terms that have a common order of contri-
bution from variations in strain rate. The series of terms that are zeroth order in strain rate represent
the equilibrium pressure tensor P0. When there are no gradients in the density then P0 = P[ρ0; 0],
which is the equilibrium, homogeneous pressure tensor. From Eqs (2.84) and (A.2) we can see that the
equilibrium pressure tensor depends non-locally on variations in the density.
If we collect all terms from Eq (2.84) that have a first order contribution from variations in the strain
rate then we can define the shear viscosity as the linear strain rate response in the shear pressure. From
Eqs (2.84) and (A.3) we can see that the shear viscosity is density dependent and is expressed as a series
of increasing orders of contribution for density perturbation. We can define a unique density dependent
viscosity kernel for each order of contribution from the density perturbation. Using the definitions of the
viscosity response kernels given in Eq (A.4) we write:
η([ρ(r)]; r, r′) =η(0)(ρ0; r, r′)
+
∞∫
−∞
η(1)(ρ0; r, r′,q′)δρ(q′)dq′
+
1
2
∞∫
−∞
∞∫
−∞
η(2)(ρ0; r, r′,q′,q′′)δρ(q′)δρ(q′′)dq′dq′′
+ · · · ,
(2.85)
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where η([ρ(r)]; r, r′) is the total density dependent shear viscosity that has a functional dependence on
the density field. The ρ0 argument appearing in the set of kernels indicates that the kernels are evaluated
at homogeneous density which, from Eq (A.3), corresponds to a functional derivative in variations of
density evaluated at ρ0. The subscript 0 indicates that the kernels are evaluated at zero strain rate.
The first term in Eq (2.85) represents the shear viscosity for a fluid that is homogeneous in density.
The higher order terms show that the viscosity has a non-local dependence on the density perturbations,
which is represented by the integration variables q′ · · · qm′. Thus we have two levels of non-locality
where the shear pressure explicitly depends non-locally on the strain rate via the viscosity kernel, and
where the viscosity kernel depends non-locally the density.
Using these definitions for the equilibrium pressure tensor expansion and the linear strain rate de-
pendence of the pressure tensor we can rewrite Eq (2.84) so that we explicitly show the zeroth and first
order dependence of the pressure tensor expansion on strain rate:
P(r) = P0(r)−
∞∫
−∞
η([ρ(r)]; r, r′)γ˙(r′)dr′ + · · · . (2.86)
If we truncate this expansion after the linear dependence on the strain rate then we can define the shear
pressure as Π(r) = P(r)− P0(r), and so
Π(r) = −
∞∫
−∞
η([ρ(r)]; r, r′)γ˙(r′)dr′, (2.87)
2.5.2 Local and non-local strain rate dependent viscosity for homogeneous fluids
We can use Eq (2.87) to determine the viscous pressure for some specific, well known systems. First we
consider two cases where the fluid density is homogeneous. Since there is assumed to be no variation
in the density, Eq (2.85) reduces to η([ρ(r)]; r, r′) = η(0)(ρ0; r, r′), which is the viscosity kernel for
homogeneous density.
The first constitutive relation that we will consider for a fluid that is homogeneous in density is for
the case that viscous pressure depends locally on the strain rate. We can define the viscosity as
η(0)(ρ0; r, r′) = η(0)(ρ0)δ(r− r′), (2.88)
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where η(0)(ρ0) is the homogeneous viscosity of an equilibrium fluid which will vary depending on ho-
mogeneous density ρ0.
Using Eq (2.87) for the constitutive relation we get
Π(r) = −η(0)(ρ0)γ˙(r), (2.89)
which describes a Newtonian fluid at homogeneous density ρ0.
Next we consider the constitutive relation that is non-local in strain rate and homogeneous in density.
η(0)(ρ0; r, r′) is an integration kernel of finite width. In the most general case we have
Π(r) = −
∞∫
−∞
η(0)(ρ0; r, r′)γ˙(r′)dr′. (2.90)
We can simply this non-local relationship by assuming that the fluid is uniform when it is homogeneous
and in the equilibrium state. We can change the argument of the non-local viscosity kernel to depend on
the relative separation of positions rather then absolute positions and write
Π(r) = −
∞∫
−∞
η(0)(ρ0; r− r′)γ˙(r′)dr′. (2.91)
This constitutive relation is suggested by Evans and Morriss [43] to be a general linear relationship
between the strain rate and viscous pressure for a steady state fluid. However such relationships were
discussed prior to Evans and Morriss. For example, Boon and Yip [50] consider generalized transport
properties in detail in their book Molecular Hydrodynamics. Also, in 1983 Alley and Alder considered
the Fourier space representation [51]. Hansen et al. [34] (2007) and Todd et al. [35, 36] (2008) have
investigated the finite width of the viscosity kernel and have shown it to be of the order of less than 5
atomic diameters. When the strain rate varies rapidly over these length scales then it is necessary to use
Eq (2.91). When the variation in strain rate is weaker over these length scales then Eqs (2.89) and (2.91)
will be equivalent.
Using classical Molecular Dynamics (MD) computer simulations for single component, Lennard-
Jones type fluids Hansen et al. determined two alternative functional fits for the non-local viscosity
kernel that could be parameterized at various state points. For a simplified system where the velocity
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only varies in one dimension the wave vector dependence of the shear viscosity is given by
η˜(k) = −Π˜(k)˜˙γ(k) , (2.92)
By calculating this ratio over a range of k values the authors showed that the k-space viscosity kernel
could be fitted using a sum of two Gaussians:
η˜G(k) =
η(0)(ρ0)
2
[
e−k
2/2σ21 + e−k
2/2σ22
]
, (2.93)
where σ1 and σ1 are temperature and density dependent constants to be parameterized, or alternatively a
generalized Lorentzian:
η˜L(k) =
η(0)(ρ0)
1 + α|k|β , (2.94)
where again α and β are temperature and density dependent constants to be parameterized. The Gaussian
kernel given by Eq (2.93) can be inverse Fourier transformed to give a sum of two Gaussians in y-space:
ηG(y) =
η(0)(ρ0)
2
√
2pi
[
σ1e
−(σ1y)2/2 + σ2e−(σ2y)
2/2
]
, (2.95)
which is an even function. This treatment was later extended by Puscasu et al. [37] for a kernel repre-
sented by a series over a set of arbitrarily many Gaussian functions.
When suitably parameterized, the kernel width is of the order of three atomic diameters. The non-
local dependence of the viscous pressure on the strain rate will only be significant when the strain rate
varies appreciably over this length scale. The non-locality will have no effect for constant and linear
strain rate functions, such as in the case of Couette flow and Poiseuille flow respectively, as was described
in detail by Todd and Hansen [35]. Therefore the effects of non-locality only manifest under very specific
flow conditions, such as in the case of strongly confined fluids, where the velocity profiles are known to
have strong gradients and spatial oscillations, as is most clearly illustrated by Travis and Gubbins [13].
Under these conditions, however, we find that a fluid is also strongly inhomogeneous in density and so
the constitutive relation given by Eq (2.91) is insufficient.
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2.5.3 Local and local-average density and local strain rate dependent viscosity
In this thesis we are concerned with the role of the inhomogeneous density profile in shearing fluids.
We need to go beyond the constitutive relations described in the previous section and consider consti-
tutive relations that have some explicit dependence on density variations. We here briefly consider two
examples and shall return to this consideration in the later chapters of this thesis.
The first and simplest description of a shearing fluid that is inhomogeneous in density is given by a
constitutive relation that is local in both strain rate and density. η(0)(ρ0) is a function of homogeneous,
unperturbed density so from Eqs (2.85) and (A.4) we can write a viscosity that is local in strain rate and
density as
η([ρ(r)]; r, r′) =η(0)(ρ0)δ(r− r′)
+
∞∫
−∞
∂η(0)(ρ0)
∂ρ0
δ(r− r′)δ(r− q′)δρ(q′)dq′
+
1
2
∞∫
−∞
∞∫
−∞
∂2η(0)(ρ0)
∂ρ20
δ(r− r′)δ(r− q′)δ(r− q′′)δρ(q′)δρ(q′′)dq′dq′′
+ · · ·
(2.96)
The viscous pressure will be
Π(r) = −η(0)(ρ0)γ˙(r)− ∂η
(0)(ρ0)
∂ρ0
γ˙(r)δρ(r)− ∂
2η(0)(ρ0)
∂ρ20
γ˙(r)δρ(r)δρ(r) + · · · (2.97)
Finally we consider a constitutive relation that has a local dependence on the strain rate and partial
non-local dependence on the density. In this relationship the viscosity at a point depends on the local
average of the density in a volume surrounding that point. This is the premise of the LADM of Bitsanis
et al. [4, 5], which is currently the most successful method for representing a density dependent vis-
cosity suitable for modelling inhomogeneous shearing fluids. The contribution of the density distributed
throughout the averaging volume can be non-uniformally weighted using a weighting function. Hoang
and Galliero [31, 32, 33] have investigated various weighting functions. We will not consider weighting
functions in this thesis. However we will briefly discuss the general local average density constitutive
relation here and we will reduce the general form to the form of Bitsanis et al.. We consider the LADM
again in the final chapter of this thesis.
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For the local average density viscosity we propose the following viscosity expansion:
η([ρ(r)]; r, r′) =η(0)(ρ0)δ(r− r′)
+
∞∫
−∞
∂η(0)(ρ0)
∂ρ0
δ(r− r′)w(1)(r− q′)δρ(q′)dq′
+
1
2
∞∫
−∞
∞∫
−∞
∂2η(0)(ρ0)
∂ρ20
δ(r− r′)w(1)(r− q′)w(2)(r− q′′)δρ(q′)δρ(q′′)dq′dq′′
+ · · · ,
(2.98)
where the set of w(n) functions are the weighting functions. The weighted local average density consti-
tutive relation is given by
Π(r) = −η(0)(ρ0)γ˙(r)
− ∂η
(0)(ρ0)
∂ρ0
γ˙(r)
∞∫
−∞
w(1)(r− q′)δρ(q′)dq′
− ∂
2η(0)(ρ0)
∂ρ20
γ˙(r)
∞∫
−∞
∞∫
−∞
w(1)(r− q′)w(2)(r− q′′)δρ(q′)δρ(q′′)dq′dq′′
+ · · · .
(2.99)
To acquire the LADM of Bitsanis et al. [4, 5] we let each of the weighting functions be
w(n)(r− q) =
 1/V |r− q| ≤ R0 |r− q| > R (2.100)
where R is some arbitrarily chosen radius for a spherical weighting function and V is the volume of the
sphere. With these weighting functions the LADM is equivalent to
Π(r) = −η(0)(ρ¯(r))γ˙(r), (2.101)
which is the the LADM of Bitsanis et al.. ρ¯(r) is the average density calculated in the volume and
η(0)
(
ρ¯(r)
)
is the evaluation of the viscosity for the homogeneous, equilibrium fluid using the local aver-
age density as the input.
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3Molecular Dynamics computer simulations of unconfined
atomic fluids under the influence of external body forces
All numerical results presented in this thesis are generated using Molecular Dynamics (MD) computer
simulations. MD simuations are used to model atomic and molecular systems by solving the time evolv-
ing deterministic trajectories of all interacting atoms and molecules in the system. Molecular Dynamics
is the mathematical process of numerically solving the classical equations of motion that describe the
mechanics of the atomic and molecular system. It is therefore important that we accurately determine
the classical equations of motion that represent our system. In this chapter we derive the equations of
motion that describe the mechanics of an atomic fluid from fundamental mechanical principles. In the
following chapters we will investigate the response of unconfined, periodic atomic fluids that are per-
turbed by various periodic external body forces. We include these external forces in our equations of
motion. In this chapter we will also describe the computational algorithm that we use to numerically
solve the classical equations of motion at each instant in the MD simulation. In the final section we will
describe the methods for numerically calculating the density, velocity, temperature and shearing pressure
profiles using the MD simulation. Specifically, we calculate the Fourier coefficients of the Fourier series
representation of these properties. These Fourier coefficients are the principle quantities used for our
numerical investigations in this thesis.
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3.1 Equations of motion for an unconfined simple atomic fluid under the
influence of periodic external fields
In this section we determine the classical equations of motion that describe the time evolution of the
atomic fluid. We begin with the equations of motion for an unperturbed, equilibrium fluid. We then
introduce a conservative external field and show the equations of motion for the case where the external
field is spatially periodic. Finally we introduce a non-conservative external field that can be used to
produce non-equilibrium states by driving the fluid to flow. We also introduce two control feedback
mechanisms that can be be used to control the inhomogeneities in the kinetic temperature and density.
3.1.1 Unperturbed, equilibrium atomic fluid
Eq (2.61) shows the Hamiltonian for an unperturbed, equilibrium system of N atoms with total kinetic
energy KN (pN ) and total potential energy due to inter-atomic interactions ΦN (rN ). We determine the
equations of motion for this system using Hamilton’s method. Hamilton’s equations of motion are given
by
r˙i =
∂H(rN ,pN )
∂pi
; p˙i = −
∂H(rN ,pN )
∂ri
, i = 1, 2, · · · , N. (3.1)
r˙i is the first order differential equation describing the rate of change of the position vector of the ith
atom and p˙i is the first order differential equation describing the rate of change of the momentum of the
ith atom. The total kinetic energy is given by Eq (2.65). We can determine the conservative force acting
on each atom due to inter-atomic interactions using the total instantaneous inter-atomic potential field
such that
FΦi = −
∂Φ(rN )
∂ri
(3.2)
Using Eqs (2.65), (3.1) and (3.2) for the Hamiltonian given in (2.61), Hamilton’s equations of motion are
r˙i =
pi
mi
; p˙i = F
Φ
i , i = 1, 2, · · · , N. (3.3)
Eq (3.3) is a set of 6N 1st order differential equations. It describes the time evolution of 3N interacting
atoms depending on the initial conditions, boundary conditions and the form of the inter-atomic interac-
tion potential. Periodic boundary conditions [47] are used throughout this thesis. For initial conditions
we use a Face Centered Cubic (FCC) crystalline structure with randomized initial momenta.
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3.1.2 Equilibrium atomic fluid under the influence of periodic, conservative external
fields
We let Ψ(rN ) be the total potential energy due to some external, conservative field. The Hamiltonian for
a system under the influence of an external, conservative field is given by
H(rN ,pN ) = K(pN ) + Φ(rN ) + Ψ(rN ). (3.4)
Using Hamilton’s equations Eq (3.1) we obtain the following equations of motion:
r˙i =
pi
mi
; p˙i = F
Φ
i + F
Ψ
i , i = 1, 2, · · · , N. (3.5)
FΨi is the force on the ith atom due to the external field given by
FΨi = −
∂Ψ(rN )
∂ri
. (3.6)
Following Hansen and McDonald [16] we relate the total potential energy Ψ to a macroscopic potential
field ψ(r) using a microscopic external potential energy density
Ψ(rN ) =
∫ N∑
i=1
ψ(r)δ(r− ri)dr, (3.7)
where it is assumed that mi = 1.0 for all atoms due to reduced units. We write FΨi in terms of the
potential field using Eq (3.6):
FΨi = −
∂
∂ri
∫ N∑
i=1
ψ(r)δ(r− ri)dr = −∂ψ(ri)
∂ri
, (3.8)
which has the position of the ith atom as an argument.
In this thesis we restrict our investigation to external fields that vary in the y-dimension only and so
we can simplify the external field such that ψ(r) = ψ(y). We use periodic fields that can be expressed
as a Fourier series and which satisfy periodic boundary conditions. We make another simplification by
using external potential fields that only contain cosine components. In general the conservative external
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fields used in this thesis have the following form:
ψ(y) =
∑
α=1
ψα cos(kαy), (3.9)
where kα = 2piα/Ly is the wave number for any positive integer α and Ly is the length of the simulation
box in the y direction.
Using Eq (3.8) the force acting on the ith atom due to the potential field given in Eq (3.9) is
FΨi =
∑
α=1
Fψα sin(kαyi)j. (3.10)
where Fψα = −ψα/kα. We write the equations of motion as
r˙i =
pi
mi
; p˙i = F
Φ
i +
∑
α=1
Fψα sin(kαyi)j, i = 1, 2, · · · , N. (3.11)
3.1.3 Nonequilibrium atomic fluid under the influence of periodic conservative and non-
conservative external fields
Finally we determine the equations of motion for an atomic fluid that is under the influence of the
conservative external field described in the previous section, plus a non-conservative external field. We
also introduce two constraint forces that can be used to control temperature and density inhomogeneities.
Since the non-conservative field and the constraint forces do not relate to a potential field we can not use
Hamilton’s method as we did in the previous two sections. To determine the equations of motion for this
constrained system we use Gauss’s principle of least constraint, which is described in detail by Evans
and Morriss [43]. Appendix A.2 includes some additional information relating to this section.
Gauss’s principle of least constraint allows us to determine the equations of motion for a system under
the action of constraint forces by minimizing the difference between an acceleration dependent function,
called the curvature C, and an acceleration dependent form for the constraint equations, with respect
to variations in the acceleration. It is important to develop the correct expressions for the constraint
equations. First we will consider a thermostat constraint, which allows us to control the homogeneous
and inhomogeneous kinetic temperature profiles in periodic systems. We will then consider a pycnostat
constraint that allows us to control inhomogeneous single-particle periodic density profiles. The inho-
mogeneous kinetic thermostat for periodic temperature profiles was originally proposed by Baranyai et
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al. [40] in 1992. The following derivation of the equations of motion of a shearing, inhomogeneous
atomic fluid with inhomogeneous kinetic thermostat and pycnostat was originally published by Dalton
et al. [52] in (2013).
In this thesis we will consider non-conservative external body force fields that vary as a function of
y only and act in the x direction only. For low enough Reynolds number, which we expect to apply for
the systems investigated in this thesis, we will assume that the streaming velocity induced by the non-
conservative external field will also vary as a function of y only and will only have an x component. We
can simplify the streaming velocity such that u(r) = ux(y)i and from Eq (2.39) we can write the thermal
velocity in terms of the total instantaneous velocity and the streaming velocity ci = p˙i/mi − ux(y)i. To
determine the appropriate constraint equation for the kinetic temperature we use the y-dependent thermal
kinetic energy density given in Eq (A.9) and write
T (y) =
1
gkBAy
N∑
i=1
mi
ρ(y)
[
pi
mi
− ux(yi)i
]2
δ(y − yi), (3.12)
where g is the dimensionality of the system and kB is Boltzmann’s constant. Ay = LxLz is the area of
the simulation cell normal to the y dimension.
Since the system is periodic, T (y) can be expressed as a Fourier series. The coefficients for the
cosine components for the Fourier series are given by
T cν =
2
gkBV
∫ N∑
i=1
mi
ρ(y)
[
pi
mi
− ux(yi)i
]2
δ(y − yi) cos(kνy)dy
=
2
gkBV
N∑
i=1
mi
ρ(yi)
[
pi
mi
− ux(yi)i
]2
cos(kνyi),
(3.13)
where ν is any positive integer labelling the Fourier component and kν = 2piν/Ly. Likewise, the sine
components are given by
T sν =
2
gkBV
N∑
i=1
mi
ρ(yi)
[
pi
mi
− ux(yi)i
]2
sin(kνyi). (3.14)
For the case that ν = 0 the equation for the cosine components reduces to the zero wave-vector compo-
nent.
In this thesis we will only consider temperature profiles that are periodic and that are fully represented
by a Fourier cosine series. T sν = 0 for all ν and so we do not consider Eq (3.14) any further. When
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non-zero sine components are present in the inhomogeneous kinetic temperature profile, the following
procedure can be suitably adapted.
The inhomogeneous kinetic temperature thermostat controls the temperature profile by maintaining
selected cosine components of the Fourier series temperature profile at a desired amplitude. Note that
this desired amplitude may be zero or non-zero. Eq (3.13) is the specific constraint equation for the
thermostat to be used for the Gauss’s principle derivation. However, to be implemented in the constraint
derivation of the equations of motion for a constrained, non-conservative system all specific constraint
equations need to be expressed in an acceleration dependent form. We can see that T cν depends on the
atomic velocities. The acceleration dependent form can be determined by dT cν/dt = 0 (see Eq (A.11)).
To determine the constraint equation for the pycnostat we use the y-dependent density. From Eq
(A.12) we can write
ρ(y) =
1
Ay
N∑
i=1
miδ(y − yi) (3.15)
For the periodic density profile we can write the Fourier cosine coefficients
ρcµ =
1
Ay
∫ N∑
i=1
miδ(y − yi) cos(kµy)dy = 2
V
N∑
i=1
mi cos(kµyi) (3.16)
where µ is any positive integer and kµ = 2piµ/Ly. The zero wave vector component can not change due
to the fixed number of atoms and simulation volume, so we do not consider µ = 0. The sine components
are given by
ρsµ =
2
V
N∑
i=1
mi sin(kµyi) (3.17)
We will only be considering systems that have cosine component density profiles, so it will be assumed
that ρsµ = 0 for all µ.
The pycnostat is used to control the density profile by forcing selected cosine components of the
Fourier density series to have a desired amplitude, which may or may not be zero. As with the thermostat
constraint we need an acceleration dependent representation of the pycnostat constraint equation. ρcµ is
determined by a position dependent function so the acceleration dependent form is given by d2ρcµ/dt
2 =
0 (see Eq (A.13)).
In order to use Gauss’s principle of least constraint to determine the equations of motion for the
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constrained system we introduce the acceleration dependent curvature:
C(r¨N ) =
1
2
N∑
i=1
(
r¨i − Fi
mi
)2
. (3.18)
r¨N = (r¨1, r¨2, · · · , r¨N ) is the instantaneous microscopic acceleration vector. According to Gauss’s fun-
damental principle of mechanics the curvature is a stationary function with respect to variations in the
components of the acceleration vector. In the absence of constraint forces the actual acceleration of the
ith atom under the influence of total force Fi is r¨i. IfGn(r¨N ) = 0 is an acceleration dependent constraint
equation, where n = 1, 2, · · · , nmax labels the set of constraints present, then the instantaneous acceler-
ation will be that which satisfies the following Lagrangian-type minimization with respect to variations
in the acceleration vector:
∂
∂r¨N
[
C(r¨N )−
∑
n
λnGn(r¨N )
]
= 0. (3.19)
λn is the nth scalar valued Gaussian constraint multiplier. A unique multiplier is calculated to scale each
of the n constraints. The acceleration gradient operator is given by
∂
∂r¨N
=
(
∂
∂x¨1
,
∂
∂y¨1
,
∂
∂z¨1
, · · · , ∂
∂x¨N
,
∂
∂y¨N
,
∂
∂z¨N
)
. (3.20)
Using the acceleration gradient operator we acquire a system of 3N second order differential equations of
motion. UsingGν = dT cν/dt for the set of acceleration dependent thermostat constraintsGµ = d
2ρcµ/dt
2
for the set of acceleration dependent pycnostat constraints we can rewrite Eq (3.19)
∂
∂r¨N
[ N∑
i=1
(
r¨i − Fi
mi
)2
−
∑
ν
αν
dT cν
dt
−
∑
µ
βµ
d2ρcµ
dt2
]
= 0, (3.21)
where αν and βµ are the scalar Gaussian constraint multipliers for the thermostat components and the
pycnostat components respectively.
Eqs (A.14) and (A.15) in Appendix A show the specific forms for the derivatives dT cν/dt and
d2ρcµ/dt
2 with respect to the the acceleration vector. Using these final forms and Eq (3.21) we can write
the system of 3N second order equations of motion in terms of the three separate Cartesian components
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of each atom:
mix¨i = Fx,i − 4
gkBV
∑
ν
αν
mi
ρ(yi)
[
px,i
mi
− ux(yi)
]
cos(kνyi)
miy¨i = Fy,i − 4
gkBV
∑
ν
αν
mi
ρ(yi)
py,i
mi
cos(kνyi)−
∑
µ
βµkµ
V
mi sin(kµyi)
miz¨i = Fz,i − 4
gkBV
∑
ν
αν
mi
ρ(yi)
pz,i
mi
cos(kνyi).
(3.22)
Fi = (Fx,i, Fy,i, Fz,i) is the total force acting on atom i due to the sum of the conservative external
body forces FΨi , the non-conservative forces Fnci , and the forces due to inter-atomic interactions FΦi . We
therefore write Fi = FΦi + FΨi + Fnci .
If we let r˙i = pi/mi then we can express Eq (3.22) as a system of 6N coupled first order differential
equations:
r˙i =
pi
m
p˙i =F
Φ
i + F
Ψ
i + F
nc
i −
4
gkBV
[
α0
ρ(yi)
+
∑
ν
αν
ρ(yi)
cos(kνyi)
]
[pi −mux(yi)i]
−
∑
µ
βµkµ
V
sin(kµyi)j.
(3.23)
To determine the thermostat multipliers αν we follow Baranyai [40] and use a Nose´-Hoover integral
feedback approach [53, 54, 55]. For each multiplier we introduce an additional degree of freedom and
solve the following additional equation of motion
α˙ν =
Tν − T 0ν
ζν
. (3.24)
Tν is the instantaneous value of the νth Fourier coefficient of the temperature profile. T 0ν is the target
value for the coefficient chosen as an input parameter. We can control the average temperature of the
whole system by setting the zero wave-vector multiplier T 00 to the desired homogeneous value. ζν is
chosen for each constraint and is used to vary the rigidity of the feedback.
We consider two methods for determining the pycnostat multipliers βµ. The first is a Nose´-Hoover-
type integral feedback analogous to Eq (3.24):
β˙µ =
ρµ − ρ0µ
ξµ
. (3.25)
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ρµ is the instantaneous value of the µth Fourier coefficient for the density profile, ρ0µ is the target value
and ξµ the feedback constant.
The second method is a proportional feedback method analogous to the Berendsen thermostat [56]
where
βµ =
ρµ − ρ0µ
ξµ
. (3.26)
Using Eq (3.26) has the disadvantage that it is not reversible, but as we will discuss in a later chapter it
has the advantage of being able to maintain a more rigid control over larger density perturbations.
3.2 Inter-atomic potentials
In this thesis all atoms are assumed to interact via a pair-wise potentials. This interaction is included in
the equations of motion as an inter-atomic interaction force FΦ. The interaction potentials are assumed
to be spherically symmetric and so we can write them as a function of scalar variable r, where r is the
radial distance from the center of an atom. φ(r) is the inter-atomic potential describing the mechanical
interaction between a pair of atoms separated by radial distance r.
We use a WCA potential, originally introduced by Weeks, Chandler and Andersen in 1971 [57]. The
WCA potential is a shifted and truncated Lennard-Jones potential. The standard 6-12 Lennard-Jones
(LJ) potential is given by
φLJ(r) = 4
[(
σ
r
)12
−
(
σ
r
)6]
, (3.27)
where  represents the depth of the potential well and sigma represents the radial distance at which the
potential is zero. Figure 3.1a shows the LJ potential plotted as a function of r. The LJ potential is
strongly repulsive for small values of r and is weakly attractive for values of r greater than the position
of the potential well minimum, which is positioned at r = 21/6σ.
Figure 3.1a shows the WCA potential. We construct this potential by truncating the LJ 6-12 po-
tential at r = 21/6σ, and then shifting it in the positive y direction so that the potential minimum is at
φ(21/6σ) = 0. We then let the potential function equal zero for all values of r greater than r = 21/6σ.
In this way we can construct a purely repulsive interaction potential that is continuous and short ranged
in interaction. Also, the force associated with the WCA potential is continuous since the gradient of
the potential does not exhibit and discontinuities, as it would if it were truncated at any point other than
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Figure 3.1: Two simple inter-atomic interaction potentials: a) the Lennard-Jones (LJ) potential b) the
Weeks-Chandler-Andersen (WCA) potential.
21/6σ. The WCA potential is given by
φWCA(r) =
 4
[(
σ
r
)12 − (σr )6]+  r ≤ 21/6σ
0 r > 21/6σ
(3.28)
For all of the simulations in this thesis we use the WCA potential. The reason for this is that simula-
tions using the WCA potential are computationally less expensive in comparison to simulations that use
the full LJ potential. This is due to the relatively short range of the interaction and hence the reduction
of the total number of calculations performed at each time step. The increased computational efficiency
makes it easier to investigate the novel simulation methods that we propose in this thesis. It is assumed
that the weak attractive component of the LJ potential will have little effect on the particular flow prop-
erties that we investigate. However, once the method has been explored in detail it is a simple matter to
advance the investigation and use the full LJ potential.
It should also be noted that for all of the simulations that are performed in this thesis we are clearly
in the liquid state for the WCA fluid. We use two state points in this thesis: the first is for a reduced
temperature of T = 1.0 and a reduced density of ρ = 0.84 and the second is for a reduced temperature
of T = 0.765 and a reduced density of ρ = 0.685. Reduced units are discussed in detail in Appendix
A.4. To ensure that we are in the liquid state we refer to Ahmed and Sadus [58], who have investigated
the phase diagram and liquid-solid coexistence for the WCA systems over a large range of temperatures.
They show that for a reduced temperature of 1.0 the density of the liquid in the liquid-solid coexistence
is ρ = 0.95. They also show that for a reduced temperature of 0.70 the density of the liquid in the
liquid-solid coexistence is ρ = 0.91. From this we can confirm that for the temperatures of each state
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point we simulate in this thesis the density of the unperturbed fluid is representative of the liquid state.
3.3 Gear predictor-corrector algorithm
The equations of motion developed in the previous sections describe the deterministic time evolution of a
mechanical system composed of many interacting particles. In Eq (3.23) we also included two constraint
mechanisms. The time evolution of the position and momentum degrees of freedom, as well as the
Nose´-Hoover constraint feedback multipliers, must be determined by solving a set of coupled first-order
differential equations. In this thesis we numerically solve the equations of motion using the fifth order
Gear predictor-corrector algorithm. This algorithm was introduced by Gear [59] in 1966 for numerically
solving systems of differential equations of any order. We follow the more simplified presentation of the
method offered by Allen and Tildesley [47].
For each generalised coordinate X in the dynamic system at time t, where X might represent the
position, momentum or constraint multiplier, we predict its value at a future time t + δt using a Taylor
series expansion up to the fourth order rate of change. We also predict each of the higher order derivatives
using Taylor series expansions:
Xp(t+ δt) = X(t) + δt
dX(t)
dt
+
1
2
δt2
d2X(t)
dt2
+
1
6
δt3
d3X(t)
dt3
+
1
24
δt4
d4X(t)
dt4
dXp(t+ δt)
dt
=
dX(t)
dt
+ 2δt
d2X(t)
dt2
+
3
2
δt2
d3X(t)
dt3
+
2
3
δt3
d4X(t)
dt4
d2Xp(t+ δt)
dt2
=
d2X(t)
dt2
+ 3δt
d3X(t)
dt3
+ 3δt2
d4X(t)
dt4
d3Xp(t+ δt)
dt3
=
d3X(t)
dt3
+ 4δt
d4X(t)
dt4
d4Xp(t+ δt)
dt4
=
d4X(t)
dt4
.
(3.29)
Note that some of the coefficients have been scaled by integer values. This scaling is a convention and it
allows us to use the commonly quoted values for the Gear corrector coefficients introduced below.
For the equations of motion given by Eqs (3.3) and (3.11), the mechanical degrees of freedom are the
three position components of each atom and the three momentum components of each atom. In (3.23)
we included additional degrees of freedom for the thermostat constraint multipliers and, if we choose to
use the Nose´-Hoover integral feedback pycnostat, we also need additional degrees of freedom for each
pycnostat constraint. The prediction for each degree of freedom is calculated using Eq (3.29).
Due to the finite truncation in the Taylor series the prediction step provides an approximation to the
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exact value of X at t + δt. We correct the error in the approximation using the equations of motion
describing the evolution of X . In this thesis all equations of motion are written as first order differential
equations. If X˙ = F (X) is the equation of motion describing the evolution of X then the corrected first
order derivative of X at t+ δt is evaluated by
dXc(t+ δt)
dt
= F
(
Xp(t+ δt)
)
(3.30)
The difference in the prediction and correction of the first order rate of change is given by
dX∆
dt
=
(
dXp(t+ δt)
dt
− dX
c(t+ δt)
dt
)
(3.31)
and so using Eqs (3.29) and (3.30) we say that at t+ δt the degree of freedom X and its rates of change
up to the fourth order are given by
X(t+ δt) = Xp(t+ δt)− c0dX
∆
dt
dX(t+ δt)
dt
=
dXp(t+ δt)
dt
− c1dX
∆
dt
d2X(t+ δt)
dt2
=
d2Xp(t+ δt)
dt2
− c2dX
∆
dt
d3X(t+ δt)
dt3
=
d3Xp(t+ δt)
dt3
− c3dX
∆
dt
d4X(t+ δt)
dt4
=
d4Xp(t+ δt)
dt4
− c4dX
∆
dt
.
(3.32)
The cn coefficients are the Gear corrector coefficients. For a fifth order predictor-corrector approximation
to a first order system we use c0 = 251/720, c1 = 1, c2 = 11/12, c3 = 1/3 and c4 = 1/24 [47].
3.4 Calculating Fourier coefficients for an atomic fluid
In this section we will introduce the methods for calculating the instantaneous properties of the fluid
in the MD simulations and show how the local instantaneous properties can be used to calculate the
time average of the macroscopic flow profiles. Since all properties are periodic we find it convenient to
perform calculations directly in Fourier space.
For the periodic single particle density, streaming velocity, kinetic temperature and shear pressure
component of the pressure tensor we calculate the instantaneous Fourier series coefficients of a truncated
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Fourier decomposition of each property. The arbitrary truncation produces the coarse-graining, or spatial
averaging. The time averages of these coefficients are then used as the coefficients for a Fourier series
construction of the steady-state continuum profiles, where by continuum we mean both spatially and
time averaged. We consider two methods: an instantaneous Fourier decomposition of the microscopic
state and a least squares fit of the microscopic state.
3.4.1 Single particle density
To determine the continuum mass density profiles we use a method of instantaneous Fourier decomposi-
tion of the atomic positions. Eq (2.53) gives the instantaneous complex coefficients for the Fourier series
representation of the periodic, atomic density profile. Separating this equation into real and imaginary
components we write
Re{ρν(t)} = 1
V
N∑
i=1
mi cos(kνyi)
Im{ρν(t)} = 1
V
N∑
i=1
mi sin(kνyi).
(3.33)
We use the time argument since the coefficients are instantaneous.
The instantaneous coefficients will be nonzero due to fluctuations in the atomic configurations. The
time average of the coefficients for a homogeneous fluid will be zero since fluctuations with positive and
negative coefficients will be equally frequent. When an external field is used to perturb the fluid then
the time average of the coefficients for particular wavelengths will be nonzero. The time averages of the
instantaneous coefficients are given by
Re{ρν} = 〈Re{ρν(t)}〉t = 1
T
Nt∑
j
Re{ρν(tj)}
Im{ρν} = 〈Im{ρν(t)}〉t = 1
T
Nt∑
j
Im{ρν(tj)}.
(3.34)
For the conservative field given by Eq (3.9) the time average of Im{ρν(t)} will be zero for any ν. This is
conducive to the notion that we should not expect the continuum density to contain imaginary terms. Due
to the form of the conservative field Eq (3.9) all density profiles considered in this thesis will consist of
cosine components only. We can simplify the notation by letting Re{ρ0} = ρ0 for the zero wave vector
density, and ρν = 2Re{ρν} for all positive integers n. The factor of 2 accounts for negative values of n
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and the symmetry of the cosine function. The continuum density is given as a cosine Fourier series with
coefficients calculated as the time average of the instantaneous atomic y positions:
ρ(y) = ρ0 +
∑
ν=1
ρν cos(kνy), (3.35)
where many coefficients may be zero.
3.4.2 Streaming velocity and kinetic temperature
To determine the continuum streaming velocity and the kinetic temperature we use a least squares fitting
method. This is the approach originally described by Baranyai et al. [40]. We define a residual R
by proposing that the streaming velocity will have the form of a sine series such that the instantaneous
streaming velocity at the position of the ith atom will be given by ux(yi) =
∑
n un(t) sin(knyi). Using
px,i/mi for the instantaneous total x-component velocity of the ith atom then
R =
N∑
i=1
[
px,i
mi
−
∑
n
un(t) sin(knyi)
]2
. (3.36)
The instantaneous streaming velocity is a sine series with coefficients un(t) that minimize R. The opti-
mal coefficients are given by
∂R
∂um(t)
= 2
N∑
i=1
[
px,i
mi
−
∑
n
un(t) sin(knyi)
]
sin(kmyi) = 0. (3.37)
Rearranging Eq. (3.37) we obtain the following linear system:
∑
n
un(t)
N∑
i=1
sin(knyi) sin(kmyi) =
N∑
i=1
px,i
mi
sin(kmyi). (3.38)
This system has a general form Ax = b, where A is a n× n array, and x and b are n× 1 arrays. We can
solve this system at each time step of the MD simulation to give the instantaneous streaming velocity
field. The solution can be obtained using a LU solver algorithm [60]. The steady-state streaming velocity
is then given as a sine series with coefficients that are time averages of the instantaneous coefficients
un = 〈un(t)〉t. In general the x-component streaming velocity will be given by
ux(y) =
∑
n=1
un sin(kny) (3.39)
46 RMIT University, 2014
CHAPTER 3. MD SIMULATIONS OF AN ATOMIC FLUID
where the series will continue up until some arbitrary truncation n = nmax.
It is important to note that Eq (3.38) can be obtained by an entirely different approach. Unlike the
density and momentum density, which have microscopic representations, the streaming velocity is an
intrinsically coarse grained property: it is a continuum property that can only be obtained by some av-
eraging procedure. The x-component of the momentum density is given by Gx(y) = ρ(y)ux(y), where
the microscopic representations of the density and momentum density are given by Eqs (2.48) and (2.49)
respectively for a periodic system. For a periodic system all three properties can be expressed as Fourier
series. Using Fourier transforms to determine the coefficients of Gx and then using the microscopic
calculations for the coefficients Gx,n and ρn from Eqs (2.53) and (2.54) respectively, we can obtain an
equation identical to Eq (3.38), which can hence be solved for the streaming velocity Fourier coefficients
un. Note that in order to obtain Eq (3.38) in this way we need to assume that the streaming velocity is
given by a sine series and that the density is given by a cosine series. This relationship between the two
method for determining Eq (3.38) was described in the first edition of Evans and Morriss’s book [61],
however the discussion was removed from the second edition.
The importance of the foregoing discussion is in regards to the determination of the Fourier coeffi-
cients of the peculiar kinetic temperature. To use the least squares method we need to propose a residual
R, analogous to Eq (3.36). a priori there is no analogy. However we can use that fact that the kinetic
energy density is given by K(y) = (3/2)T (y)ρ(y) which, like the momentum density, is a product of
the function we seek to evaluate T (y), and the density. Forming our own analogy then we can write a
residual relating the instantaneous peculiar kinetic energy density, which for the ith atom is given by
Ki =
mi
2
[(
px,i
mi
− ux(yi)
)2
+
(
py,i
mi
)2
+
(
pz,i
mi
)2]
, (3.40)
and the temperature. We can make the assumption that the instantaneous temperature profile will be
given by a cosine series T (y) =
∑
n Tn(t) cos(knyi) and hence propose a least squares residual
R =
N∑
i=1
[
2Ki
3mi
−
∑
n
Tn(t) cos(knyi)
]2
. (3.41)
The linear system required to obtain the coefficients for the instantaneous temperature profile can be
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found by letting ∂R/∂Tm(t) = 0:
∑
n
Tn(t)
N∑
i=1
cos(knyi) cos(kmyi) =
N∑
i=1
2Ki
3mi
cos(kmyi). (3.42)
The continuum temperature profile is determined using the time average of the instantaneous Fourier
coefficients Tn = 〈Tn(t)〉t and so:
T (y) =
nmax∑
n=0
Tn cos(kny). (3.43)
3.4.3 Shear pressure
Finally we consider the method for calculating the Fourier coefficients of the microscopic pressure tensor,
specifically the Pyx component. Eq (2.60) defines the complex Fourier coefficients of the pressure tensor
in a periodic system in terms of a minimum distance vector dij separating atom i and the nearest image
of atom j. Much the same as we did for the density we can use this microscopic calculation to determine
the instantaneous microscopic Fourier decomposition.
To determine the the real and imaginary components of the instantaneous Fourier coefficients we can
see that the kinetic contribution can just be separated using Euler’s relationship. For the potential term
we let eikn·dij = eikn·rij = eikn·rje−ikn·ri and so use the following identity:
(
eikn·dij − 1
ikn · dij
)
eikn·ri =
1
kn · dij
[
sin(kn · ri)− sin(kn · rj)
]
+
1
ikn · dij
[
cos(kn · ri)− cos(kn · rj)
] (3.44)
For the y-dependent Pyx coefficients we only need the y component of dij , which we shall write dy,ij .
The appropriate term from the dyadic of the peculiar velocities will be cy,icx,i. Likewise dijFΦij will
reduce to dy,ijFΦx,ij , where F
Φ
x is the x-component of the force due to the inter-atomic potential. Defining
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ky,n = kn we can write the instantaneous coefficients
PReyx,n(t) =
1
V
N∑
i=1
micy,icx,i cos(knyi)
− 1
2V
N∑
i=1
N∑
j 6=i
dy,ijF
Φ
x,ij
[
sin(knyi)− sin(knyj)
]
· 1
kndy,ij
P Imyx,n(t) =
1
V
N∑
i=1
micy,icx,i sin(knyi)
− 1
2V
N∑
i=1
N∑
j 6=i
dy,ijF
Φ
x,ij
[
cos(knyi)− cos(knyj)
]
· 1
kndy,ij
(3.45)
The coefficients for the continuum profiles will be Re{Pyx,n} = 〈Re{Pyx,n(t)}〉t and Im{Pyx,n} =
〈Im{Pyx,n(t)}〉t.
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4Linear and nonlinear density response for equilibrium fluids
4.1 Introduction
The fluid at a fluid-solid interface exhibits large spatial density oscillations [4, 5, 6, 7, 8, 9, 10]. The width
of each peak in the oscillating density profiles is of the order of a single atomic diameter. The amplitude
of the oscillations decays as a function of increasing distance from the wall, with characteristic decay
lengths generally less than 5 atomic diameters. This structuring of the fluid occurs because the wall
imposes constraints on the possible configurations of the atoms. The result is planar packing of the fluid
atoms in the regions directly neighbouring the wall, in the direction parallel to the wall. The strong
density inhomogeneities that form at the fluid-solid interface are known to have a large effect on the flow
of fluids in the direction parallel to the wall in nano-confined systems [13].
It is possible to represent a wall using an effective external field. In this way the large spatial density
oscillations can be considered as a density response to the wall. It is difficult to decompose the density
profiles that form in response to a solid wall, so the fluid-solid interface is not an ideal system for
investigating the density response to external fields. In this chapter we investigate a simplified system
for investigating the density response to external fields. We use single Fourier component external forces
and show that the density profiles that form in response to these forces can be expressed as Fourier series
with few terms. Using the single Fourier component external fields we show that the linear and nonlinear
density responses manifest as excitations in specific Fourier modes with wavelengths that are related to
the wavelength of the external field. By varying the wavelength of the external fields we are able to
evaluate the density response functions directly in Fourier space. This greatly simplifies the evaluation
of the response functions. In real space the response functions relate the density inhomogeneities to the
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external fields via non-local convolution integrals. These are far more difficult to evaluate directly. Using
these simplified external fields we can probe the non-local dependence of the density on the external
fields and clearly separate the various orders of linear and nonlinear response. Such a decomposition of
the density response relationship to external fields is not possible using the fluid-solid interface system.
We are given great insight into the formation of strongly inhomogeneous density perturbations at the
nanoscopic length scale. This chapter is based on a publication by Dalton et al. [62] in which we
originally presented the results that are found in section 4.5.
4.2 Statistical mechanics of an atomic fluid in an external field
We begin by reviewing the theory of statistical mechanics for a fluid in an external conservative field. We
adhere closely to the work of Hansen and McDonald [16], who in the relevant section of their textbook
Theory of simple liquids state that they draw freely from the 1979 review article by Evans [15]. We
continue with the formalism and notation introduced in section 2.4. The statistical mechanics of fluid
in external fields is also described by Lebowitz and Percus [18] and by Davis in his textbook Statsitical
mechanics of phases, interfaces, and thin films [63].
4.2.1 Single particle density for fluids in an external field
The Hamiltonian for a fluid in a conservative external field is given by
H(rN ,pN ) = K(pN ) + Φ(rN ) + Ψ(rN ), (4.1)
where Ψ(rN ) as the total potential energy due to the conservative external field. We can rewrite the grand
canonical ensemble distribution function Eq (2.63) including the external field as
f(rN ,pN ) =
exp[−β(K(pN ) + Φ(rN ) + Ψ(rN )− µN)
Ξ
. (4.2)
The grand partition function Eq (2.64) becomes
Ξ =
∞∑
N=0
1
h3NN !
∫∫
exp[−β(K(pN ) + Φ(rN ) + Ψ(rN )− µN)]drNdpN , (4.3)
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which, following Eqs (2.64) to (2.67), can be simplified to
Ξ =
∞∑
N=0
1
N !
zN
∫
exp[−β(Φ(rN ) + Ψ(rN ))]drN . (4.4)
where z = eβµ(2pimkBT )3/2. The ensemble average of some property A(rN ,pN ) will then be
〈A〉 = 1
Ξ
∞∑
N=0
1
h3NN !
∫∫
A(rN ,pN ) exp[−β(K(pN ) + Φ(rN ) + Ψ(rN )− µN)]drNdpN . (4.5)
For the simplified case that A is just a function of the system configuration A(rN ,pN ) = A(rN ) then
we can write for the property ensemble average
〈A〉 = 1
Ξ
∞∑
N=0
1
N !
zN
∫
A(rN ) exp[−β(Φ(rN ) + Ψ(rN ))]drN . (4.6)
In section 2.4 we showed how the n-particle densities could be determined as the ensemble averages of
products of n delta functions. Specifically we showed how the single particle density could be determined
using ρ(1)(r) =
〈∑N
i=1 δ(r− ri)
〉
. Using Eq (4.6) we write the single particle density distribution for a
fluid in an external field using
ρ(1)(r) =
1
Ξ
∞∑
N=0
1
N !
zN
∫ N∑
i=1
δ(r− ri) exp[−β(Φ(rN ) + Ψ(rN ))]drN , (4.7)
From here on we will simplify notation by omitting the superscript label for the single particle density
and simply write ρ(1)(r) = ρ(r).
4.2.2 Linear and nonlinear density response functions
We wish to express the density profile ρ(r) as an expansion in orders of external field contribution.
We use a Taylor series expansion about the zero external field contribution. Ψ(rN ) represents the total
potential energy contained in the system with an instantaneous atomic configuration vector rN due to the
external conservative field. We relate the total potential energy Ψ, which is a single scalar value, to the
macroscopic form of the external potential field ψ(r) by
Ψ(rN ) =
∫ N∑
i=1
ψ(r)δ(r− ri)dr. (4.8)
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Eq (4.8) shows that the external potential showing that the total potential energy due to the external
field is the sum of contributions from each atom due to its position in the macroscopic field. Zero field
corresponds to ψ(r) = 0 and so the Taylor series expansion of the external field contribution to the single
particle density, expanded about ψ = 0, is given by
exp[−βΨ(rN )] = exp[−βΨ(rN )]|ψ=0
+
1
1!
Ψ(rN )
d exp[−βΨ(rN )]
dΨ(rN )
∣∣∣∣
ψ=0
+
1
2!
Ψ2(rN )
d2 exp[−βΨ(rN )]
dΨ(rN )2
∣∣∣∣
ψ=0
+ · · ·
=1− βΨ(rN ) + β
2
2
Ψ2(rN ) + · · ·
(4.9)
We can substitute Eq (4.8) for the total potential energy due to the external field giving
exp[−βΨ(rN )] =1− β
∫ N∑
j=1
ψ(r′)δ(r′ − rj)dr′
+
β2
2
∫∫ N∑
j=1
N∑
k=1
ψ(r′)ψ(r′′)δ(r′ − rj)δ(r′′ − rk)dr′dr′′
+ · · · ,
(4.10)
where r′, r′′, · · · represent integration variables.
Using this expansion for the external field contribution to the single particle density Eq (4.7) we can
write ρ(r) as a series, that also depends nonlinearly on increasing orders of external field contribution,
expanded about the zero field:
ρ(r) =
1
Ξ
∞∑
N=0
1
N !
zN
∫ N∑
i=1
δ(r− ri) exp[−βΦ(rN )]drN
− β
Ξ
∞∑
N=0
1
N !
zN
∫ ∫ N∑
i=1
N∑
j=1
δ(r− ri)δ(r′ − rj)ψ(r′) exp[−βΦ(rN )]dr′drN
+
β2
2Ξ
∞∑
N=0
1
N !
zN
∫ ∫ ∫ N∑
i=1
N∑
j=1
N∑
k=1
δ(r− ri)δ(r′ − rj)δ(r′′ − rk)×
ψ(r′)ψ(r′′) exp[−βΦ(rN )]dr′dr′′drN
+ · · · .
(4.11)
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The grand partition function, present in each term of Eq (4.11), can also be expanded in the same
way. The expansion of the partition function would yield a common factor of a homogeneous grand
partition function equal to Eq (2.67). Using a binomial expansion of the grand partition function we
obtain a product of two series in the numerator of Eq (4.11). We can expand this product and collect all
terms that have the same order of external field contribution. After rearranging we can express Eq (4.11)
in such a way that it satisfies the following form:
ρ(r) =ρ0
+
∫
χ(1)(r, r′)ψ(r′)dr′
+
1
2
∫∫
χ(2)(r, r′, r′′)ψ(r′)ψ(r′′)dr′dr′′
+
1
6
∫∫∫
χ(3)(r, r′, r′′, r′′′)ψ(r′)ψ(r′′)ψ(r′′′)dr′dr′′dr′′′
+ · · · .
(4.12)
This explicit expansion to the third order is suggestive and we shall consider each of the three inhomoge-
neous density response functions terms in detail in this chapter. In general this expansion can be written
as an infinite series:
ρ(r) = ρ0 +
∞∑
q=1
1
q!
∫
χ(q)(r, r′, · · · , rq′)ψ(r′) · · ·ψ(rq′)dr′ · · · drq′. (4.13)
where rq′ just implies an integration variable labelled with q primes, for example when q = 3, r3′ = r′′′.
The set of χ(q) functions are the density response functions. They are properties pertaining to each
specific fluid. The density response functions describe the way that the fluid density will form when the
fluid is under the influence of a perturbing external field. χ(1) is the linear density response function
which relates the density to the first order contribution of the external field. χ(2) is the second order
response function, which relates the fluid density to the second order contribution of the external field.
χ(3) represents the third order density response to the external field. This pattern can be continued for
higher values of q.
Eqs (4.12) and (4.13) show that the χ(q) functions represent nonlocal integration kernels. These
kernels describe the influence of the external field at all points in space on the single particle fluid density
at a point. We can see from this formalism that the relationship between the external field and the density
is nonlinear and nonlocal in that each distinct order of contribution from the external field is related to
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the density at a point using a unique nonlocality kernel.
4.2.3 Density correlation functions
An alternative way of defining the hierarchy of response functions is in terms of functional derivatives of
the density profile with respect to variations in the external field:
χ(q)(r, r′, · · · , rq′) = δ
qρ[ψ(r)]
δψ(r′) · · · δψ(rq′) , (4.14)
where ρ[ψ(r)] implies that the density is a functional of the external field. One could use the equation
for density given in Eq (4.7) as a density function since it explicitly contains the contribution from the
external field in the Hamiltonian.
Many of the relationships in this section are well known and can be found in [15, 16, 18, 48]. Often
the relationships that we write here, such as Eq (4.14), are implied but not explicitly written. We therefore
also cite an unpublished note by Glavatskiy [64], where we can find many of these relationships explicitly
written
An important property of the hierarchy of density response functions is its relationship to the hierar-
chy of density-density correlation functions, which we shall denote H(q+1) for any q = 0, 1, · · · , qmax.
The H(q+1) functions provide an important general approach to describing structure in a fluid. Since the
structure of a fluid provides an intrinsic length scale for a fluid we should expect some relationship be-
tween structure and the density response, which as we will show is strongly length scale dependent. The
relationship between the density response functions and density-density correlation functions is given by
χ(q)(r, r′, · · · , rq′) = (−β)qH(q+1)(r, r′, · · · , rq′). (4.15)
H(q+1) provides a description of the (q + 1)-particle structure of a fluid. One way of determining
the (q+ 1)th term in the hierarchy is to use the ensemble average of the fluctuations in the single particle
densities at q + 1 independent positions:
H(q+1)(r, ..., rq′) = 〈[ρ(r)− 〈ρ(r)〉]...[ρ(rq′)− 〈ρ(rq′)〉]〉 (4.16)
Another way of determining H is to use the grand potential given by Eq (2.68) as a generating function
and relate H(q+1) to the (q + 1)th functional derivative of Ω with respect to variations in the external
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field:
(−β)qH(q+1)(r, · · · , rq′) = δ
(q+1)Ω
δψ(r)δψ(r′) · · · δψ(rq′) (4.17)
From Eqs (4.14) and (4.15) we can show that
δqρ[ψ(r)]
δψ(r′) · · · δψ(rq′) =
δ(q+1)Ω
δψ(r)δψ(r′) · · · δψ(rq′) (4.18)
which implies that for q = 0
ρ(r) =
δΩ
δψ(r)
. (4.19)
Eq (4.19) tells us that when q = 0 we can use Eqs (4.16) and (4.17) to show that H(1) is equivalent to
the single-particle density, which must also be true for the zeroth order response function: χ(0)(r) =
H(1)(r) = ρ(r).
Finally we will introduce another hierarchy of functions that contribute to the atomic description of
fluids. The direct correlations functions C(q) are given by
C(q+1)(r, ..., rq′) = −β δ
(q+1)F ex
δρ(r)...δρ(rq′)
. (4.20)
F ex = F−F id is the excess free energy due to atomic interactions and F = −β−1 lnZ is the Helmholtz
free energy for a canonical ensemble with partition function Z, which is related to the grand potential via
Eq (2.69). F id is the Helmholtz free energy for an ideal gas. The direct correlation functions provide the
contribution to the chemical potential µ due to interactions between particles. It follows from Eq.(4.20)
that for a given external field
C(1)(r) = ln[eβµρ(r)/z] + β[ψ(r)− µ] (4.21)
and that
C(q+1)(r, ..., rq′) = −β δ
qC(1)(r)
δρ(r′)...δρ(rq′)
(4.22)
General relationships between the C(q) functions and χ(q) and H(q) for all q are not known. We will
investigate some specific relationships for low orders of q. We will end this section by mentioning that
for the case of q = 2 we can obtain a relationship between C(2) and h(2), which is the pair correlation
RMIT University, 2014 57
CHAPTER 4. LINEAR AND NONLINEAR DENSITY RESPONSE
function given by Eq (2.81), such that
h(2)(r, r′) = C(2)(r, r′) +
∫
C(2)(r, r′′)ρ(1)(r′′)h(2)(r′′, r′)dr′′, (4.23)
which is the well known Ornstein-Zernike relation. For a uniform fluid we can simplify this relation to
give
h(r) = C(r) + ρ0
∫
c(2)(|r− r′|)h(r′)dr′ (4.24)
where C(2)(r, r′) = c(2)(|r− r′|) for a homogeneous, isotropic fluid with homogeneous density ρ0.
4.2.4 Fourier transform of the density response for periodic systems
In chapter 2 we introduced the periodic system and showed how the equations describing a fluid with
periodic boundary conditions could be represented as a Fourier series. In chapter 3 we considered
the equations of motion governing the mechanical evolution of the atomic fluid for periodic systems
which evolve under the influence of periodic external forces. We will now consider the Fourier space
representation of the nonlinear relationship between the density and the external field, which will provide
a formalism that is practical for the discussion of the results presented in this chapter.
The response functions Eqs (4.12) and (4.13) are properties of an unperturbed, homogeneous fluid.
For the simple atomic fluids considered throughout this thesis we can assume that the homogeneous fluid
is translationally invariant. This allows us to simplify the density response series such that
ρ(r) =ρ0
+
∫
χ(1)(r− r′)ψ(r′)dr′
+
1
2
∫∫
χ(2)(r− r′, r− r′′)ψ(r′)ψ(r′′)dr′dr′′
+
1
6
∫∫∫
χ(3)(r− r′, r− r′′, r− r′′′)ψ(r′)ψ(r′′)ψ(r′′′)dr′dr′′dr′′′
+ · · · ,
(4.25)
Eq (4.25) is an example of a Volterra series, which accounts for both nonlinearity and nonlocality. The
Volterra series are frequently used to describe the nonlinear signal response of systems such as electrical
circuits and communications systems. For example the distortion effect in an amplifying circuit is a
nonlinear response to the input signal in the time domain. The nonlinear response of time domain systems
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to harmonic and Gaussian input signals is described in detail by Bedrosian and Rice [65].
Before we consider the Fourier space representation of Eq (4.25) specifically for the periodic system,
we will first determine the general Fourier transform, which is then easy to simplify to the case of periodic
systems. The Fourier transform of Eq (4.25) is given by
ρ˜(k) =
∞∫
−∞
ρ0e
−ik·rdr
+
∞∫
−∞
[ ∞∫
−∞
χ(1)(r− r′)ψ(r′)dr′
]
e−ik·rdr
+
1
2
∞∫
−∞
[ ∞∫
−∞
∞∫
−∞
χ(2)(r− r′, r− r′′)ψ(r′)ψ(r′′)dr′dr′′
]
e−ik·rdr
+
1
6
∞∫
−∞
[ ∞∫
−∞
∞∫
−∞
∞∫
−∞
χ(3)(r− r′, r− r′′, r− r′′′)ψ(r′)ψ(r′′)ψ(r′′′)dr′dr′′dr′′′
]
e−ik·rdr
+ ...
(4.26)
The first term is simply a Fourier transform of 1 multiplied by a constant representing the homogeneous
density
ρ0
∞∫
−∞
e−ik·rdr = ρ0δ(k). (4.27)
The second term is just a Fourier transform of a convolution. Changing variables to s = r− r′ we get
∞∫
−∞
∞∫
−∞
χ(1)(r− r′)ψ(r′)e−ik·rdrdr′ =
∞∫
−∞
∞∫
−∞
χ(1)(s)ψ(r′)e−ik·(s+r
′)dsdr′ = ψ˜(k)χ˜(1)(k). (4.28)
This is the linear density response relationship that is discussed by Hansen and McDonald [16] and
is introduced in an appendix by Evans [15]. Higher order terms are not so simple since they involve
multiple convolutions. Each convolution involves a common dependence on position vector r. If all of
the convolution arguments were independent then we could treat each convolution individually like Eq
(4.28). To account for the common dependence on r we will follow Bedrosian and Rice [65] and use the
RMIT University, 2014 59
CHAPTER 4. LINEAR AND NONLINEAR DENSITY RESPONSE
definition of the inverse Fourier transform of the response function
χ(q)(r− r′, ..., r− rq′)
=
1
(8pi3)q
∞∫
−∞
· · ·
∞∫
−∞
χ˜(q)(k′, ...,kq′)eik
′·(r−r′)...eik
q′·(r−rq′)dk′...dkq′.
(4.29)
Using this definition we can rewrite the second order term in the density expansion. We will express
the χ(2) response function as an inverse Fourier transform, but only in the r − r′ argument, leaving the
function in the original form with respect to the r− r′′ argument:
∞∫
−∞
∞∫
−∞
∞∫
−∞
χ(2)(r− r′, r− r′′)ψ(r′)ψ(r′′)e−ik·rdrdr′dr′′
=
1
(8pi3)
∞∫
−∞
∞∫
−∞
∞∫
−∞
[ ∞∫
−∞
χ(2)(k′, r− r′′)eik′·(r−r′)dk′
]
ψ(r′)ψ(r′′)e−ik·rdrdr′dr′′.
(4.30)
We can perform the Fourier transform of the external field over the r′ vector such that
ψ˜(k′) =
∞∫
−∞
ψ(r′)e−ik
′·r′dr′, (4.31)
and we can also use a change of variable like we did for the first order term, here defining s = r − r′′.
This gives
∞∫
−∞
[ ∞∫
−∞
∞∫
−∞
χ(2)(k′, s)ψ(r′′)e−i(k−k
′)·(s+r′′)dsdr′′
]
ψ˜(k′)dk′
=
∞∫
−∞
χ(2)(k′,k− k′)ψ˜(k− k′)ψ˜(k′)dk′.
(4.32)
The third and higher order terms are to be treated in the same way. We now write the Fourier transform
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of the density response expansion
ρ˜(k) = ρ0δ(k)
+ ψ˜(k)χ˜(1)(k)
+
1
2
∞∫
−∞
χ(2)(k′,k− k′)ψ˜(k− k′)ψ˜(k′)dk′
+
1
6
∞∫
−∞
∞∫
−∞
χ˜(3)(k′,k′′,k− k′ − k′′)ψ˜(k− k′ − k′′)ψ˜(k′)ψ˜(k′′)dk′dk′′
+ ...
(4.33)
Since we are concerned with periodic systems we will consider the case that the external fields, and
density profiles, are periodic functions. We can express the periodic external field as a Fourier series:
ψ(r) =
∞∑
α=−∞
ψαe
ikα·r . (4.34)
α = αx, αy, αz indicates a triple summation over the three reciprocal space dimensions kα = kαx , kαy , kαz
with the Fourier coefficients in each dimension such that ψα = ψαx , ψαy , ψαz .
The Fourier transform of a Fourier series is given by a delta comb identity. For the external field we
have
ψ˜(k) =
∞∫
−∞
[ ∞∑
α=−∞
ψαe
−ikα·r
]
eik·rdr =
∞∑
α=−∞
ψαδ(k− kα) (4.35)
The Fourier series for the periodic density profile is given by
ρ(r) =
∞∑
ν=−∞
ρνe
ikν ·r, (4.36)
which has a Fourier transform
ρ˜(k) =
∞∑
ν=−∞
ρνδ(k− kν). (4.37)
ν = νx, νy, νz again indicates a triple summation over reciprocal dimensions kν = kνx , kνy , kνz with
corresponding Fourier coefficients ρν = ρνx , ρνy , ρνz .
We can use Eq (4.35) and substitute expressions for ψ˜(k′) and ψ˜(k − k′) in the χ(2) integral Eq
(4.33), and for ψ˜(k′), ψ˜(k′′) and ψ˜(k − k′ − k′′) in the χ(3) integral. Using Eq (4.37) for the Fourier
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transform of the density we rewrite Eq (4.33) for periodic external fields and density as
∞∑
ν=−∞
ρνδ(k− kν) = ρ0δ(k)
+
∞∑
α=−∞
ψαχ˜
(1)(k)δ(k− kα)
+
1
2
∞∑
α=−∞
∞∑
β=−∞
ψαψβχ˜
(2)(kα,k− kα)δ(k− kα − kβ)
+
1
6
∞∑
α=−∞
∞∑
β=−∞
∞∑
γ=−∞
ψαψβψγ χ˜
(3)(kα,kβ,k− kα − kβ)
× δ(k− kα − kβ − kγ)
+ · · · ,
(4.38)
where β = βx, βy, βz and γ = γx, γy, γz .
This final Fourier space form of the nonlinear density response relationship is central to the following
discussions in this chapter. It will also appear as part of an extended formalism in chapter 6 and will play
a central role in the discussions of the results presented throughout this thesis. This final equation allows
us to predict which Fourier components will appear in a Fourier series representation of a periodic density
profile due to any arbitrary periodic external field, taking into account all orders of nonlinear response.
We will also find that it is ideally suited for investigation by the simulation method described in the
following section.
4.3 The sinusoidal longitudinal force (SLF) method
In section 3.1 we described the classical equations of motion for a simple atomic fluid under the influence
of spatially periodic conservative external fields. Specifically, we used external potential fields that are
composed of cosine components only and we showed that the conservative fields had corresponding
force fields that are composed of sine components only. In that section we represented the external fields
in their most general form, that is, as summations over an arbitrary number of periodic components in all
three dimensions.
In this chapter we only consider the density response of atomic fluids to single component SLFs in
one dimension and so the summations in Eqs (3.9) and (3.10) will reduce to a single term. In chapter 6
we will introduce multiple component SLFs and we will find that for each pair of Fourier components
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present in the external field for a single dimensional force there exist two bilinear response functions, in
addition to the linear and quadratic response functions discussed in this chapter. In this chapter we will
also consider density response in terms of external potential fields. In this way we can use Eq (4.38)
and describe our results in the context of traditional liquid matter theory. In chapters 6, 7 and 8 we will
express density response in terms of the external force fields. This will make our results consistent with
the general theory for predicting flow in strongly inhomogeneous fluids in terms of external forces, which
is the subject matter of that chapter.
A single cosine component potential field that depends only on the y-dimension is given by
ψ(y) = ψαy cos(kαyy). (4.39)
We considered this field in Section 3.1.2. Since we only consider properties that vary as a function of y
we will simplify our notation and so it can be assumed that α = αy, where α is any positive or negative
integer. The corresponding conservative force field will be
Fψ(y) = Fψα sin(kαy)j, (4.40)
and we can write the force acting on the ith atom due to its position in the field as
Fψi = F
ψ
α sin(kαyi)j. (4.41)
Eqs (4.40) and (4.41) are examples of a sinusoidal longitudinal force (SLF), since the direction of the
force is parallel to the dimension used as the spatial input variable to the sinusoidal function. It should
be noted that there is no explicit time dependence in these functions and so the fields do not vary with
time.
Sinusoidally varying external forces have been used recently by Hoang and Galliero [31] to inves-
tigate the effects of nanoscopic length-scale periodic density perturbations of shear flow. Thus the SLF
discussed in this thesis is equivalent to the sinusoidally varying potential (SVP) described in the ref-
erence just cited. Here the authors used the external field as a method for perturbing the density and
investigating the density dependence of shear viscosity. This method is quite similar to the method that
we use in Chapters 5 and 6 of this thesis. However in this thesis we also use sinusoidally varying forces
to produce shear flow whereas Hoang and Galliero investigate the effects of periodic density profiles on
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Figure 4.1: Single component sinusoidal longitudinal force as a function of y for αy = 1. The force and
potential energy field inputs are shown for arbitrary force amplitude F1. The responding density profile
is a perturbation about the homogeneous density ρ0.
shearing Couette flow. The authors make no systematic consideration of the relationship between the
external field and the density as we do in this chapter. An equivalent external field approach to density
perturbation was also used by Denniston and Robbins [42] to investigate density and concentration re-
sponse to external fields for the squared gradient model of a binary fluid. Again we find no systematic
study of the density response relationship.
Figure 4.1 shows a sinusoidal longitudinal force for the case that α = 1. The force is therefore given
by Fψ1 sin(k1y)j and has one full cycle over the simulation cell length in the y-dimension. The arrows
indicate the direction and magnitude of the force. Also shown is the potential energy field and the density
response. For an SLF applied in the y direction the density profile will be given by a cosine series
ρ(r) = ρ0 +
∞∑
ν=1
ρν cos(kνy), (4.42)
where the coefficients can be zero or non-zero. Figure 4.1 shows that the density profile for an SLF
with α = 1 has a fundamental ν = 1 component as a perturbation about ρ0, which represents the
homogeneous density. Figure 4.1 schematically illustrates the relationship between the force, potential
energy field and density for the simple α = 1 system but does not represent any actual data. The point
that is being illustrated is that the density is a cosinusoidal function with a wavelength that is equal to
the wavelength of the external field, but with an amplitude that is opposite in sign to the amplitude of the
potential field. No higher order terms have been included the density profile so ρ(y) = ρ0 +ρ1 cos(k1y).
We will see that this is an example of a purely linear density response relationship. In general the density
series will contain higher terms. We will show in this chapter that the contributions of the higher terms
become more pronounced for larger field strengths, i.e. for large values of Fψm.
Figure 4.2 shows three example density profiles representing actual data obtained from molecular
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Figure 4.2: Three examples of density profiles produced using single component SLFs. Plots a, c and e
on the left show the y-space density profiles and the plots b, d and f on the right are the corresponding
Fourier space cosine coefficient spectra. The three y-space plots are for ν = 1, 2 and 3 respective. Each
plot shows the density profile produced for three different field strengths: Fψα = 0.5, 2.0, 4.5.
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dynamics simulations for a system of N = 4000 atoms with homogeneous temperature T0 = 1.0 in
reduced units and homogeneous density ρ0 = 0.84. The simulation procedure will be described in detail
in the next section. The different plots in the figure represent density profiles produced using SLFs with
different wavelengths. The three plots on the left hand side of Figure 4.2 show the density profiles in
y-space and the three plots on the right hand side show the Fourier coefficient spectra for the cosine
series of each of the density profiles.
Figure 4.2a shows the density profile produced using an SLF with wave number k1 = 2pi/Ly =
0.498, such that Fψ(y) = Fψ1 sin(k1y)j. This is equivalent to the SLF in Figure 4.1 which has one
full wave cycle across the simulation cell length in the y-direction. The density profiles are shown for
three different force amplitudes: Fψ1 = 0.5, 2.0, 4.5. Figure 4.2b shows that as the force amplitude is
increased the fundamental component of the density also increases. Also, we can see that components
with wavelengths that are shorter than the wavelength of the fundamental component are excited for
larger field strengths. For F1 = 2.0 we can see that the cosine density component with wave number k2 =
4pi/Ly = 0.996 has a significant contribution to the density profile. For F
ψ
1 = 4.0 we can see that the
cosine density component with wave number k3 = 6pi/Ly = 1.494 has a significant contribution. Thus
for the largest field strength considered here the density profile produced using a single sine component
force, and hence a single cosine component potential, is given by a density series with three significantly
contributing terms: ρ(y) = ρ0 + ρ1 cos(k1y) + ρ2 cos(k2y) + ρ3 cos(k3y).
Figure 4.2c shows the density profiles produced using a SLF with wave number k2 such that Fψ(y) =
Fψ2 sin(k2y)j. This force has two full wave cycles across the cell length. As a result we can see that the
fundamental component of the density also has two full wave cycles across the cell length. For larger
field strengths we excite the k4 component of the density, and even the k6 component very slightly
for the largest field strength. For this single component force we have a density profile ρ(y) = ρ0 +
ρ2 cos(k2y) + ρ4 cos(k4y) + ρ6 cos(k6y). Figure 4.2e shows the density produced by the SLF given
by Fψ(y) = Fψ3 sin(k3y)j, which has three full wave cycles across the cell. The corresponding density
profile is given by ρ(y) = ρ0 + ρ3 cos(k3y) + ρ6 cos(k6y) + ρ9 cos(k9y), where the higher order terms
are significant for larger field strength. In general, Figure 4.2 shows that the fundamental component
of the density profiles has a wavelength that is equal to the wavelength of the SLF that is used for the
perturbation. It also shows that for larger SLF field strengths higher order harmonics are excited in the
density profile and that the wave numbers for the higher order harmonics are given by integer multiples
of the wave number of the fundamental component.
66 RMIT University, 2014
CHAPTER 4. LINEAR AND NONLINEAR DENSITY RESPONSE
For each of the three systems shown in Figure 4.2 the fundamental cosine component in the den-
sity profile provides the largest contribution to the total density profile. This is the linear-order density
response to the external field. We can also see that the second largest contribution to the total density
profile is given by a cosine component with a wave number k2α, which is two times the wave number of
the fundamental component, and hence the external field, kα. This is the second order density response
to the external field. The third largest contribution to the total density is given by a cosine component
with a wave number k3α, which is three times the wave number of the fundamental component. This
is the third order density response contribution to the density profile. For larger field strengths there
will be very small contributions from higher-order nonlinear density responses. We shall only consider
linear, second order and third order density response in this thesis and we shall consider how each of
these orders of contribution are excited by single component external fields in the results section of this
chapter.
4.4 Simulation details
All results in this chapter are generated using MD simulations. The equations of motion for the system
are given by
r˙i =
pi
mi
p˙i = F
Ψ
i + F
ψ
α sin(kαyi)j− ζpi
(4.43)
These equations of motion are described in Section 3.1. FΨi is the total force acting on the ith atom
due to inter-atomic potentials. We use the WCA potential described in Section 3.2. We have included
a homogeneous thermostat term which is equivalent to the zero wave-vector term in Eq (3.23) for an
equilibrium fluid. ζ is the homogeneous thermostat multiplier which we calculate using Nose-Hoover
differential feedback, also described in Section 3.1. For all simulations N = 4000. We choose homoge-
neous density ρ0 = 0.84 in reduced units and homogeneous average temperature T0 = 1.0. The reduced
units are discussed in detail in Appendix A.4. We use periodic boundary conditions in a cubic simulation
cell which has cell lengths Lx = Ly = Lz = 16.824 in reduced length units. We have chosen this sys-
tem size to ensure that the radial distribution describing pair-structure has decayed to exhibit very little
oscillation within less than half of the cell length. In this way an atom will have no correlation with its
periodic image. To solve the equations of motion we use the Gear predictor-corrector algorithm [59, 47],
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which is described in detail in section 3.3. We use a discrete time step δt = 0.001.
All simulations have an FCC crystal initial state with randomized momenta. We allow the system to
evolve for 5×104 time steps, where δt = 0.001, using the equations of motion given by Eq (3.3) in order
to reach equilibrium. We use ensemble averaging for all simulations with 10 macroscopically identical
systems, all initiated with unique atomic momenta. Once equilibrium has been reached for all systems
in an ensemble we switch to the equations of motion given by Eq (4.43). We then allow each member of
the ensemble to evolve for another 1 × 104 time steps so that each system can pass through a transient
state induced by applying the external field. Once each system is in a state of equilibrium with the
conservative external field we begin to accumulate data. A production run for each microscopic system
is 2× 106 time steps. The ensemble average over 10 microscopically different systems is equivalent to a
production run of 2× 107 time steps.
To determine the density profiles given in Figure 4.2 and the density profiles discussed in the results
section of this chapter we use the method of instantaneous Fourier decomposition of atomic configura-
tion described in Section 3.4. For a given SLF with wavelength corresponding to kα we use Eq (3.33)
to determine the instantaneous Fourier components of the density and Eq (3.34) to determine the time
average. We do this for each member of the ensemble and then average over the time averaged coeffi-
cients calculated for each ensemble. For the results shown in Figure 4.2 we calculate the real parts of Eqs
(3.33) and (3.34) for α = 1, 2, · · · , 10. The spectral plots clearly show that for a given SLF the majority
of density components have zero contribution. Regardless, the y-space profiles have been constructed
by a Fourier series summation ρ(y) = ρ0 + ρ1 sin(k1y) + ρ2 sin(k2y) + · · · + ρ10 sin(k10y), which
explicitly includes the calculated values for all 10 coefficients obtained from the MD simulations. It is
often unnecessary to calculate the density coefficients for all wavelengths up some some value of k. This
may be computationally wasteful since many of the components have zero amplitudes. Therefore if it
is known in advance which components of a density profile will have non-zero amplitudes, it is more
efficient to only calculate the coefficients for the expected components.
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4.5 Results and discussion
4.5.1 Linear density response
Using Eq (4.25) we say that the density profile for a fluid under the influence of a perturbing external
field is fully described by linear density response when
ρ(r) = ρ0 +
∫
χ(1)(r− r′)ψ(r′)dr′. (4.44)
This is a linear non-local relationship and χ(1)(r − r′) is the nonlocality kernel. If χ(1)(r − r′) =
χ
(1)
0 δ(r− r′), for some constant value χ(1)0 , then we have a local relationship between the external field
and the density. Eq (4.44) will be sufficient for small external field strengths.
From Eq (4.38) we can write the Fourier transform of Eq (4.44) for periodic systems:
∞∑
ν=−∞
ρνδ(k− kν) = ρ0δ(k) +
∞∑
α=−∞
ψαχ˜
(1)(k)δ(k− kα). (4.45)
By inspection we can use the delta functions to indicate which terms will be present in the density
coefficient series on the left hand side of Eq (4.45) when we have an external field with a specific Fourier
series. When k = 0 then the only term in the infinite series on the left hand side that will have a delta
function with zero argument will be for ν = 0, which will equate with the homogeneous density value
ρ0. For any non-zero potential energy coefficient ψαm 6= 0, where αm just implies any arbitrary choice
of either αx, αy or αz , the k-space linear perturbation will reduce to ραm = ψαmχ˜(1)(kαm). If χ˜(1)(k)
is known for all of kα then for any periodic external potential energy field, that can be expressed as a
Fourier series with sufficiently small amplitudes ψα, we could use Eq (4.45) to predict the corresponding
density profile by calculating the set of non-zero density coefficients and then using Eq (4.42) to construct
the real space density profile.
To determine χ˜(1)(k) for a discrete set of kα we use the SLF given in Eq (4.40). Since the force
is applied only in the y direction we expect that the density perturbations will only vary with y and
so we measure χ˜(1)(kαy). In section 4.2.3 we showed how the response functions were related to
the density-density correlation functions. These correlation functions are evaluated for an unperturbed,
homogeneous fluid. Since the fluid model used throughout this thesis is isotropic when unperturbed then
the correlation functions are not direction dependent and so we can determine the response functions in
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any arbitrary direction and say that that they will be equal for all directions. By evaluating χ˜(1)(kαy) we
also obtain χ˜(1)(kαx) and χ˜
(1)(kαz).
Using the single component SLF given in Eq (4.40) we measure the Fourier coefficient of the density
profile as previously described and the linear density response relationship in ky will be given by
χ˜(1)(kαy) =
ραy
ψαy
. (4.46)
Since we only consider the density response in the y-dimension we can recall our previous simplification
such that α implies αy and, in reference to density profiles, that ν implies νy.
The simplicity of Eq (4.46) presents the attractiveness of the SLF method. We can see that the linear
density response for any wavelength is just the ratio of the coefficients to the Fourier series of the density
and potential at that wavelength, which is just the ratio of the amplitudes of the two profiles given in
Figure 4.1b and 4.1c. By performing simulations using single dimension, single component SLFs over a
range of kα we can map out a discretized full k-space response function.
In section 4.2.3 we showed that the hierarchy of response functions is related to a hierarchy of
density-density correlation functions. We can use this relationship to provide an alternative method for
determining the k-space linear response function, which we can use as a comparison to the SLF method.
Using Eq (4.15) for q = 1 we find that the first order response function is proportional to the second
order density-density correlation function χ(1)(r, r′) = −βH(2)(r, r′). This means that we can use Eq
(4.16) and write the linear response function as a correlation of single particle density fluctuations at two
points
χ(1)(r, r′) = −β〈[ρ(r)− 〈ρ(r)〉][ρ(r′)− 〈ρ(r′)〉]〉. (4.47)
From Eq (2.74) we can write 〈ρ(r)〉 = ρ(1)(r) and 〈ρ(r′)〉 = ρ(1)(r′). Also, from Eq (2.76) we can write
〈ρ(r)ρ(r′)〉 = ρ(2)(r, r′) + ρ(1)(r)δ(r − r′), where ρ(1)(r)δ(r − r′) = 〈∑Ni=1 δ(r − ri)δ(r′ − ri)〉. Eq
(4.47) then becomes
χ(1)(r, r′) = −β[ρ(2)(r, r′) + ρ(1)(r)δ(r− r′)− ρ(1)(r)ρ(1)(r′)]. (4.48)
(note that we consider these relationships in more detail in Appendix A.3 where we consider Eq (4.15)
for q = 2).
Using Eqs (2.80) and (2.81) for the definitions of the 2-particle distribution function and the pair
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correlation function such that
h(2)(r, r′) =
ρ(2)(r, r′)
ρ(1)(r)ρ(1)(r′)
− 1, (4.49)
we write
χ(1)(r, r′) = −β[ρ(1)(r)ρ(1)(r′)h(2)(r, r′) + ρ(1)(r)δ(r− r′)]. (4.50)
The direct correlation function is calculated for an unperturbed fluid. When the unperturbed fluid is
homogeneous ρ(1)(r) = ρ(1)(r′) = ρ0, which is just the homogeneous density. Furthermore, if the
unperturbed fluid is isotropic, i.e. it is rotationally and translationally invariant, χ(1) and h(2) are in-
dependent of absolute position. This means that they depend only on the magnitude of the separation
between the two position vectors r and r′. Rewriting Eq (4.50) for a homogeneous, isotropic fluid we
have
χ(1)(|r− r′|) = −βρ20h(2)(|r− r′|)− βρ0δ(|r− r′|). (4.51)
which is just a function of a scalar variable r = |r − r′|. In order to determine the Fourier transform of
Eq (4.51) we convert to polar coordinates since h(r) = g(r)−1, where g(r) is the spherically symmetric
radial distribution function for an isotropic fluid. Using spherical polar coordinates the Fourier transform
of h(r) is
h˜(k) =
4pi
k
∞∫
0
rh(r) sin(kr)dr, (4.52)
and so the Fourier transform of Eq (4.51) is given by
χ˜(1)(k) = −βρ0 − 4piβρ
2
0
k
∞∫
0
rh(r) sin(kr)dr. (4.53)
Figure 4.3a shows the Fourier space χ˜(1)(k) calculated using the two methods just described. The
discrete points are the results for the SLF calculations given by Eq (4.46). The ratio between ρα and ψα
is calculated for α = 1, 2, · · · , 50 and we use a force amplitude of Fψα = 0.8. We choose this force
amplitude since it can be considered a large force amplitude with relatively negligible nonlinear effects.
As we will see this choice is arbitrary since the nonlinear response in the density is only truly zero in
the limit of zero force amplitude , but the nonlinear contributions to the density for increasing force
amplitudes at this value can be considered negligible when compared to the linear response.
The continuous relationship shown in Figure 4.3a is given by Eq (4.53). Figure 4.3b shows the
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Figure 4.3: Fourier space representation of the linear density response function calculated using the SLF
method Eq (4.46) for α = 1, 2, · · · , 50, and from the Fourier transform of the pair correlation function Eq
(4.53). The pair correlation function h(r) calculated for the radial distribution function using Molecular
Dynamics is also shown. The inset shows the low wavevector region where Eq (4.53) is oscillating due
to the truncation of h(r).
pair correlation function h(r) calculated using molecular dynamics simulations of an equilibrium, un-
perturbed fluid. Since the radial distribution function used to determine h(r) is calculated using MD
simulations with periodic boundary conditions, there is a necessary finite truncation in the decay of h(r)
imposed by the simulation box length. Figure 4.3b shows that the truncation is made at cut-off length
rc = 8.0, which is approximately half of the length of the simulation box. The inset in Figure 4.3a shows
a magnification of the linear response for the low wave vectors. The relationship given by Eq (4.53) has
slight oscillations that grow as k → 0, which is an artefact of the finite trunction of h(r). To reduce
these oscillations we would need to extend the simulation box size and hence also the number of atoms.
The calculation time for the radial distribution function would also increase and so there is a trade-off
between a convenient h(r) calculation, and quality at long wavelengths. Alternatively, we could also use
a fit to the tail of the radial distribution function, as was described in detail recently by Miller et al. [66].
The main plot in Figure 4.3a suggests that for our calculation of χ˜(1)(k) that h(r) with cut-off rc = 8.0 is
sufficient. Overall we can say that there is excellent agreement between the two methods for calculating
the k-space linear response function except perhaps in the low wave-vector limit where the SLF method
is more accurate.
We can relate the linear density response function to the static liquid structure factor using
S(k) = −(βρ0)−1χ˜(1)(k). (4.54)
S(k) is a useful quantity since it is often measured in neutron scattering experiments. The static liquid
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Figure 4.4: The k-space second order direct correlation function c˜(k) for an isotropic fluid determined
using the linear response function calculated via (4.46) and the Fourier transform of the direct correlation
function Eq (4.53). The large oscillations in the Fourier transform of h(r) data at low k are due to the
finite truncation of the radial distribution function calculated using MD.
structure factor is also often used as a way of calculating the isothermal compressibility κT , which is
given by the zero wavevector limit of S,
κT =
1
ρ0kBT
lim
k→0
S(k) (4.55)
From the inset of Figure 4.3a we can again suggest that the SLF method is more appropriate for deter-
mining the zero wave-vector limit of S(k) since the extrapolation is clear, whereas the oscillations due
to the truncation of the radial distribution function dominate this region when using Eq (4.53).
Finally, we can use the linear density response function to determine the second order direct correla-
tion function for an homogeneous, isotropic fluid C(2)(r, r′) = c(2)(|r− r′|), where
c˜(k) =
1
ρ0
+
β
χ˜(1)(k)
(4.56)
Fig. 4.4 shows c˜(k) for the two sets of linear response data presented in Fig. 4.3. β is equal to 1 in reduced
units. We again see clear agreement between the two methods except at small k. Due to the reciprocal
relationship between χ˜(1) and c˜, the oscillations in the response function at small k are magnified and
dominate the small k region of c˜.
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4.5.2 Nonlinear density response
In section 4.3 we showed that for a single dimension, single sine component SLF given by Fψ(y) =
Fψ1 sin(k1y)j the profile of the perturbed density would be given as a cosine series. We showed that
as well as the linear response component, shorter wavelength components are also excited and that
these higher order harmonics have an increasing significance in the total density profile for larger field
strengths. We will now consider the nature of the relationship between the external fields and the higher
order, shorter wavelength, density components.
Figure 4.5a shows the coefficients ρ1, ρ2 and ρ3 for the lowest three components, of the density profile
for SLF with wave number k1 plotted against the field strengths used to produce the perturbation F
ψ
1 =
0.1, 0.2, 0.3, · · · , 3.0. ρ1 represents the Fourier coefficient for the linear response density component
which, as we saw in section 4.5.1, has a wavelength equal to the wavelength of the external field. ρ1
clearly increases linearly with increasing force amplitude. For smaller values of Fψ1 the relative increase
of ρ2 compared to ρ1 is much less than it is for large F
ψ
1 . The difference in the relative increase is even
more pronounced when we consider ρ3 as compared to ρ1. The onset of the ρ2 and ρ3 coefficients with
increasing external field strength, which describe higher order cosine harmonics in the real space density
profiles, represents the physical manifestation of the second order and third order density response to a
single cosine component external field. The excited harmonics occur with wave numbers given by kqα,
where kα is the wave number of the external field and q is an integer value representing the order of
response. We will show later that the second order density coefficient ρ2 increases quadratically with
field strength and that the third order density coefficient ρ3 increases cubically with field strength. We
have also included in the figure a linear fit to the first 10 data points of the linear relationship and a
quadratic fit to the first 10 data points of the second order relationship. By including these fits only over
the lower field strengths we can see whether there are any additional, unidentified contributions to the
response at these wavelengths. We see a slight deviation for the second order response, however the
linear response is consistent with the linear fit
In Figure 4.5b we use an external field with α = 18 and plot the coefficients of the cosine density
series against the same set of field strengths that we used for Figure 4.5a, i.e. Fψ18 = 0.1, 0.2, 0.3, · · · , 3.0.
The density profile produced by this field, including the first order, second order and third order response
components, are expected to be given by ρ(y) = ρ18 cos(k18y)+ρ36 cos(k36y)+ρ54 cos(k54y). α = 18
corresponds to the peak linear response value in Figure 4.3, which means that the Fourier coefficients in
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Figure 4.5: Coefficients for the density Fourier series showing linear, first order nonlinear and second
order nonlinear response for increasing SLF amplitude. Polynomial fit shown for linear and first order
nonlinear coefficients. (a) The three density coefficients for an external field with α = 1. The linear
density response component has wave number k1 equal to the external field. The nonlinear density
response components appear at k2 and k3. (b) The three density coefficients for an external field with
α = 18 for increasing force amplitude. Thus the linear response component is at k18 and the nonlinear
density response components appear at k36 and k54
the density are far more sensitive to the external field. It is interesting to note that the linear response
density component actually deviates from the linear relationship for large field strengths. For large field
strengths at this wavelength we are no longer weakly perturbing the average density but rather forcing
the periodic density profile into planar packing. Thus we are beginning to approach the upper limit on the
possible variation between the maxima and minima of the density profile, where eventually an increase in
field strength would have less and less influence on the linear response density coefficient. We have also
included the linear polynomial fit and quadratic fit. we clearly see the fundamental component diverging
from linearity.
Fig. 4.6 shows how the cosine series for the density using the first, second and third order response
terms converges to give the actual density as we include increasing orders of perturbation. The field
used to perturb the fluid has α = 1 with Fψ1 = 3.0, so the coefficients of the series are those given
for the greatest Fψ1 values in Fig. 4.5a. The actual density is determined using a histogram method
where we have time averaged the density in 100 equal-volume planar bins that divide the simulation cell
volume into volume-slices perpendicular to the y-dimension. We found that histograms of 100 bins had
sufficient resolution to give accurate density profiles for the density wavelengths investigated and the
results remained the same when the number of bins was increased. The first order series includes the
zero wave-vector and linear term only, so that ρ(y) = ρ0 + ρ1 cos(k1y). The second order series also
includes ρ2 cos(k2y) and then the third order series also includes ρ3 cos(k3y). We can see that as we
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Figure 4.6: Convergence of the density series to histogram data for large field strength SLF amplitude
Fψ1 = 3.0 and α = 1. The filled circles show the histogram accumulations. ·− shows the Fourier series
construction of the density for the first order linear response term only. −− shows the linear and second
order series and the solid line shows the linear, second order and third. The inset is a magnification of
the right hand end of the box showing the finer details of the convergence.
include increasing orders into the cosine series representation the density profile converges very closely
to the actual density profile if we include terms up to the third order in the series. The inset of Fig. 4.6
is a magnification of the data at the right hand end of the main plot. Here we can see the subtle effects
of the third order contribution. For even larger fields it is conceivable that a fourth order term may be
required.
From Eq (4.38) we can see that the second order response density coefficients will be given by
∞∑
ν=−∞
ρνδ(k − kν) = 1
2
∞∑
α=−∞
∞∑
β=−∞
ψαψβχ˜
(2)(kβ, k − kβ)δ(k − kα − kβ), (4.57)
where we have forgone the vector notation in keeping with our previous simplification that we are only
perturbing the system in a single dimension.
By inspection we can see that when we use a single component SLF then α = β and so
χ˜(2)(kα, kα) =
2ρ2α
ψαψα
. (4.58)
This confirms that for a single component external field the density component associated with second
order density response occurs with wave number k2α. We can also see that the coefficient of the second
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Figure 4.7: k-space representation of the first order nonlinear response function. Fψα = 2.0 for all
α = 1, 2, . . . , 50. Density pertubation is a cosine component with wave number k2α. Using single
component external field we can only access the reduced kα = kβ region of the full response function.
The inset shows a magnification of the low wave number region of the main plot.
order perturbation in the density is quadratic in field strength, with the response function at χ˜(2)(kα, kα)
providing the coefficient of proportionality.
Using Eq (4.58) we can determine χ˜(2) over a range of wavelengths. This is done in Figure 4.7 for the
same range of α used in section 4.5.1, however we now use Fψα = 2.0. This makes the response stronger
and we can collect data with minimal noise. The inset in Figure 4.7 shows a magnification of the response
function for small k. We can see that at a critical wavelength the second order response changes sign.
The critical wavelength is of the order of a single atomic diameter and so the change in sign of the second
order coefficient represents a transition to a planar packing scheme. When the external field wavelength
is longer than this critical length we see a peak broadening in the density profile for larger fields. This
is due to the inter-atomic forces opposing the compressive action of the longer wavelength fields, which
are driving bulk collections of atoms toward a potential minimum. However, for shorter wavelengths the
external field supports planar packing. This appears as a peak narrowing effect. Clearly the large positive
peak suggests that the atomic fluid is more susceptible to short wavelength planar compressions than to
longer wavelength bulk compressions.
We note that by only using single component external fields we are restricting our investigation
to a reduced dimension of the full second order response function, which in k-space is a function of
two variables kα, kβ . In Figure 4.7 we only show results for χ˜(2)(kα, kα), which is the response func-
tion only calculated for kα = kβ . In order to probe the whole response function we would need to
use two-component external fields such that the conservative potential would be of the form ψ(y) =
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ψα cos(kαy) + ψβ cos(kβy). From Eq (4.38) we can see that for each cosine component in ψ(y) we
would induce a corresponding linear response component in the density, which would have coeffi-
cients given by ψαχ˜(1)(kα) and ψβχ˜(1)(kβ), and we would also induce a corresponding second order
response component in the density, which would have coefficients given by ψαψαχ˜(2)(kα, kα)/2 and
ψβψβχ˜
(2)(kβ, kβ)/2, and which would occur with wave numbers given by k2α and k2β respectively. We
can also see from the current formalism that we would obtain mixed bilinear terms, one with a wave
number that is the modulus of the sum of the external field wave numbers k|α+β|, and one which is
the modulus of the difference of the external field wave numbers k|α−β|. It is with these bilinear terms
that we would be able to probe the k-space response function for the regions where α 6= β and a full
exploration of the response function would require these results. We will not consider these bilinear
components here but will discuss them in detail in chapter 7 when we investigate density response to
multiple component external fields. However we mention them now to emphasise the point that with a
single component external field we can only investigate the reduced region of a second order response
function, as shown in Figure 4.7.
In the case of the second order response function it is not so easy to determine any practical relation-
ships to the density-density correlation functions or the direct correlation functions. From Eq (4.15) we
have χ(2)(r, r′, r′′) = β2H(3)(r, r′, r′′) and so from Eq (4.16) we can write
χ(2)(r, r′, r′′) = β2〈[ρ(r)− 〈ρ(r)〉][ρ(r′)− 〈ρ(r′)〉][ρ(r′′)− 〈ρ(r′′〉]〉 (4.59)
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In Appendix A.3 we show that
1
β2
χ(2)(r, r′, r′′) =ρ(3)(r, r′, r′′)
− ρ(1)(r)ρ(2)(r′, r′′)− ρ(1)(r)ρ(1)(r′)δ(r′ − r′′)
− ρ(1)(r′)ρ(2)(r, r′′)− ρ(1)(r′)ρ(1)(r′′)δ(r− r′′)
− ρ(1)(r′′)ρ(2)(r′, r)− ρ(1)(r′′)ρ(1)(r)δ(r′ − r)
+ ρ(2)(r, r′)δ(r′ − r′′)
+ ρ(2)(r′′, r)δ(r− r′)
+ ρ(2)(r′, r′′)δ(r′′ − r)
+ ρ(1)(r, r′)δ(r− r′)δ(r− r′′)
+ 2ρ(1)(r)ρ(1)(r′)ρ(1)(r′′)
(4.60)
and go on to show that
1
β2
χ(2)(r, r′, r′′)
ρ(1)(r)ρ(1)(r′)ρ(1)(r′′)
= h(3)(r, r′, r′′)
+ h(2)(r, r′)
δ(r′ − r′′)
ρ(1)(r′′)
+ h(2)(r′′, r)
δ(r− r′)
ρ(1)(r′)
+ h(2)(r′, r′′)
δ(r− r′′)
ρ(1)(r)
+
δ(r− r′)δ(r− r′′)
ρ(1)(r′)ρ(1)(r′′)
.
(4.61)
Once the full density response function has been determined in k space then we can inverse Fourier
transform the results to obtain the χ(2)(r, r′, r′′) function and so Eqs (4.15) and (4.61) can be used to
determine H(3) and h(3) respectively. As Lee has already shown [67], having obtained h(3) by Eq (4.61)
and by using Eq (4.56) to determine C(2), again by inverse Fourier transform, then we can determine
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C(3) using
C(3)(r, r′, r′′) = h(3)(r, r′, r′′)
− ρ30
∫
h(3)(r′′′, r′′′′, r′′′′′)C(2)(r, r′′′′)C(2)(r′, r′′′′′)C(2)(r′′, r′′′)dr′′′dr′′′′dr′′′′′
+ ρ20
∫
h(3)(r′′, r′′′′, r′′′′′)C(2)(r, r′′′′)C(2)(r′, r′′′′′)dr′′′′dr′′′′′
+ ρ20
∫
h(3)(r′, r′′′, r′′′′)C(2)(r, r′′′′)C(2)(r′′, r′′′)dr′′′dr′′′′
+ ρ20
∫
h(3)(r, r′′′, r′′′′′)C(2)(r′, r′′′′′)C(2)(r′′, r′′′)dr′′′dr′′′′′
− ρ0
∫
h(3)(r′, r′′, r′′′′)C(2)(r, r′′′′)dr′′′′
− ρ0
∫
h(3)(r, r′′, r′′′′′)C(2)(r′, r′′′′′)dr′′′′′
− ρ0
∫
h(3)(r, r′, r′′′)C(2)(r′′, r′′′)dr′′′
+ 2ρ0
∫
C(2)(r, r′′′′)C(2)(r′, r′′′′)C(2)(r′′, r′′′′)dr′′′′
− C(2)(r, r′)C(2)(r, r′′)− C(2)(r, r′′)C(2)(r′, r′′)− C(2)(r, r′)C(2)(r′, r′′)
(4.62)
Finally we briefly consider third order density response. For single component SLF with sufficiently
large fields we find that cosine harmonics in the density profile with wavelengths shorter than the first
order response components are also excited. This can be seen in Figure 4.2 where for the largest field
strengths the spectral plots have a third nonzero component. It is clear that for the wavelengths used
in Figure 4.2 the third order component has relatively small amplitudes, even for the largest amplitude
SLFs. In Figure 4.5 we can see the onset of this third order response component with increasing field
strength. For SLF with wave number k1 the coefficient for this density component only appears to make
significant contribution to the total density profile for the largest field strengths in the range used for that
data. For the largest field strength Fψ1 = 3.0 we can see the effect of including the third order term in the
cosine series density profile in Figure 4.6. The inset of this figure shows that the inclusion of the third
order term only varies the total density profile slightly, but that the variation improves the agreement with
the histogram data. From Figure 4.5 we can see that the third order response is much more pronounced
when we use an SLF with a wavelength corresponding to the peak linear response. In this case the third
order component will contribute greatly to the correct representation of the full density profile.
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From Eq (4.38) we can see that the third order density response coefficient can be determined using
∞∑
ν=−∞
ρνδ(k − kν)
=
1
6
∞∑
α=−∞
∞∑
β=−∞
∞∑
γ=−∞
ψαψβψγχ˜
(3)(kα, kβ, k − kα − kβ)δ(k − kα − kβ − kγ).
(4.63)
By inspection we can see that for single component SLF such that α = β = γ we have
χ˜(3)(kα, kα, kα) =
6ρ3α
ψαψαψα
, (4.64)
which says that the relationship between the density coefficient and the external field is cubic in the ex-
ternal field. Eq (4.64) also confirms that the second order nonlinear response component in the density
for single cosine component external potential fields is manifested in real space as a cosine density com-
ponent with a wave number that is a factor of 3 times greater than the wave number of the fundamental
density component, and hence the external field.
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Figure 4.8: k-space representation of the third order density response function. Fψα = 3.0 for all α =
1, 2, . . . , 50. Density pertubation is a cosine component with wave number k3α.
Figure 4.8 shows χ˜(3)(kα, kα, kα) over the same range of external field wavelengths as were used
in Figures 4.3 and 4.7 for Fψα = 3.0. This plot only shows results for the reduced, single-dimension
(kα, kα, kα) region of a three-dimensional relationship. In order to investigate the three-dimensional
χ˜(3) response we would need to use external fields with three cosine components given by ψ(y) =
ψα cos(kαy) + ψβ cos(kβy) + ψγ cos(kγy). We do not consider χ(3) in any more detail in this thesis.
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4.6 Conclusions
In this chapter we have investigated the density response of atomic fluids to single Fourier component
conservative external fields. Using single Fourier component external fields greatly reduces the problem
of investigating the density response, when compared to an approach that investigates density response
using a fluid-solid interface. With the single Fourier component longitudinal forces we are able to sep-
arate the different orders of linear and nonlinear density response. We have shown that the density
perturbations that form under the influence of the SLF can be expressed as a Fourier cosine series with
few terms. We have also shown that each term in the cosine density series is excited due to a unique order
of response. By calculating the amplitudes of the terms in the cosine density series over a range of SLF
wavelengths we were able to calculate the k-space representations of the linear and nonlinear density
response functions. We have shown that the linear density response function calculated in this way is in
excellent agreement with results calculated using other well known methods. For the nonlinear density
response functions we showed that we could only access a reduced region of the k-space representation
of the function. To investigate the full k-space nonlinear density response functions we need to apply
external forces that are a superposition of multiple wavelength SLFs. In order to probe the full second
order response function we would need a two-component SLF and in order to probe the full third order
response function we would need a three-component SLF. The methods described in this chapter for
probing the density response functions provide a valuable tool for decomposing the relationship between
fluid density perturbations and external fields. These methods have the benefit that they can be applied
to any fluid system such as colloidal fluids, polymeric fluids, aqueous fluids and ionic fluids. Finally,
these results can help us to understand the formation of the very strong density inhomogeneities at the
fluid-solid interface and hence in nano-confined systems.
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5The effects of density inhomogeneity on shear flow: the
combined STF-SLF method
5.1 Introduction
In the previous chapter we investigated the formation of density perturbations due to spatially sinu-
soidally varying longitudinal external fields. We gained insight into the nature of strongly inhomoge-
neous density profiles, which are a characteristic property of fluids in the region directly neighbouring a
fluid-solid interface. In this chapter we will begin our investigation of the effects of these strong density
inhomogeneities on shearing flow. The motivation for this investigation again comes from nano-confined
systems. A fluid confined to a nano-channel, or a nano-pore, or even in a nano-tube, can be forced to
flow parallel to the confining walls. The large density inhomogeneities that form due to the fluid-solid
interfaces, which have characteristic oscillating decay length of the order of the spatial dimensions of
these nano-scale systems, are known to effect the flow profiles of the fluid [4, 5, 10, 13]. Although we
are motivated by the desire to understand the effects of the strong density inhomogeneities on flow in the
nano-confined system it is difficult to use the nano-confined system to investigate these effects. We saw
in the previous chapter that investigating density response was much simpler using single Fourier compo-
nent external fields because we can not control the density response in a fluid-solid interface system. We
will take a similar approach in this chapter and investigate the effects of strong density inhomogeneities
on shearing flow using single Fourier component external forces. We will find that such simplifications
provide us with an idealised system for investigating the coupling between density and velocity gradi-
ents. In this chapter we will introduce this idealised system and show results for the density, velocity,
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temperature and shearing pressure profiles. We will show how all of the fluid profiles can be expressed
as simple Fourier series which are easily decomposed. In later chapters we will employ the system de-
scribed in this chapter to investigate the nature of the coupling in more detail. Here we simply describe
the simplified system. We will also consider two feedback constraint mechanisms for controlling tem-
perature and density inhomogeneities and show how additional control over the fluid profiles can also
help us to understand the coupling relationships in shearing inhomogeneous fluids. This chapter is based
on a previous publication [52] where we introduced the simulation method and originally presented the
results.
5.2 Description of a fluid under STF and SLF
We are interested in the coupling between density inhomogeneities and shearing flow. In the previous
chapter we introduced the SLF for producing periodic density perturbation. In this chapter we employ
a sinusoidal transverse force (STF) for producing periodic shearing flow. The STF is a sinusoidally
varying, position dependent, time independent, external body force that acts on each atom in the system.
The STF external force method was originally introduced by Gosling et al [38] and has been used many
times since [34, 35, 36, 40, 41]. The STF method was described in Chapter 1. We will choose the
convention that the force is applied to an atom in the x-direction and its magnitude is a function of the
atom’s position in the y-dimension. We can write the STF as:
Ft(y) = F tn sin(kny)i, (5.1)
where i is the unit vector in the x-direction and kn = 2pin/Ly. Ly is the length of the MD simulation
cell in the y-direction and n is an integer. The superscript t indicates a transverse force.
The SLF was described in detail in the previous chapter (Eqs (4.39) - (4.41)). We will maintain the
superscript ψ to indicate that the SLF is associated with a potential field ψ(y). In this chapter we will
also consider multi-component SLF’s so in general we will say that the SLF is given by
Fψ(y) =
∑
m=1
Fψm sin(kmy)j, (5.2)
which is a summation over the set of Fourier components.
The STF is applied only in the x-direction, so for fluids with sufficiently small Reynolds num-
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ber the streaming flow produced by the STF will also only be in the x-direction. The velocity pro-
file will be a periodic function and can therefore be represented as a Fourier series. The STF is such
that Fx(y) = −Fx(−y) and so we expect that the velocity profile will have the same symmetry:
ux(y) = −ux(−y). This implies that the Fourier series representation of the streaming velocity can
only contain sine components. Furthermore, the velocity profile must be symmetric about the points
of zero gradient in the force field. This will be satisfied for sine components in the streaming velocity
profile that have an odd number of full cycles within the wavelength of one full cycle of the STF. For any
n in Eq (5.1) we will obtain a streaming velocity profile with a Fourier series given by
ux(y) =
∞∑
p=1
uxp sin(kpy), p = n, 3n, 5n, · · · . (5.3)
The strain rate is given by γ˙(y) = dux(y)/dy and so
γ˙(y) =
∞∑
p
kpuxp cos(kpy), p = n, 3n, 5n, · · · , (5.4)
where we can write the Fourier coefficients of the strain rate as γ˙p = kpuxp.
Inhomogeneities in the density can be caused by the SLF or can result from the shearing flow. The
only assumptions that we shall make about the density profile is that it will vary in the y direction and
that it must be symmetric about Ly/2. In general the density profile will be given by
ρ(y) = ρ0 +
∞∑
ν
ρν cos(kνy), ν = 1, 2, 3, · · · . (5.5)
Fig 5.1 shows (a) the STF for n = 1 and (c) the SLF for m = 2. The arrows represent the direction
and magnitude of each of the forces. Note that Fig 5.1 is an illustration and does not represent any actual
data. (b) shows a streaming velocity profile induced by the STF. The direction of the flow is the same as
the direction of the STF. (d) shows the density profile induced by the SLF. The velocity profile and the
density profile both vary with y. When both forces are applied simultaneously we can generate streaming
flow in a fluid that is inhomogeneous in density.
To determine the temperature we use the equation for the internal energy Eq (2.30) for a steady state
system and let
∇ · Jq(r, t) = −PT : ∇u(r, t), (5.6)
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where Jq is the heat flux vector. In the simplest description we say that the heat flux vector is described
by Fourier’s law, which for our particular geometry will be Jq,y = −λdT (y)/dy, where λ is the thermal
conductivity. From the right hand side of Eq (5.6) we get PT : ∇u(r, t) = Pyxγ˙(y). If we assume a
local Newtonian constitutive relation such that Pyx = −η0γ˙(y) then we can rewrite Eq (5.6) as
d2T (y)
dy2
=
1
λ
η0γ˙(y)
2. (5.7)
Integrating twice and using (5.4) for the strain rate we find that the temperature is proportional to γ˙2(y),
which will be a cosine series with even components. In terms of n the temperature profile will be:
T (y) = T0 +
∞∑
p
T2p cos(k2py), p = n, 2n, 4n, · · · , (5.8)
Note that the coefficients for the temperature profile will change depending on the definition of the heat
flux vector or constitutive relation. For example Baranyai et al. showed that the heat flux vector for a
shearing fluid should contain a term that depends on the gradient of the square of the strain rate [40]. We
might also use the nonlocal constitutive relation of Todd et al. [35, 36] and Hansen et al [34]. In either of
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Figure 5.1: a) STF with n = 1 applied in the x direction. b) x component of the streaming velocity
induced by the STF. c) SLF with m = 2 applied in the y direction. d) Inhomogeneous density profile
induced by the SLF.
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these cases we would still obtain an even-component cosine series of the form given by Eq (5.8), however
the relationships describing the coefficients would differ. Since we compute the coefficients directly from
the MD simulations we are satisfied with Eq (5.8) which, as we will find, is a correct representation of
the simulated temperature profiles.
To describe the pressure tensor we consider Eq (2.16). We can assume that the convective term is
zero and so in the steady state we have ∇ · P = ρFt. Here Ft is a non-conservative field, i.e. it does
not have a corresponding potential energy field. Since the STF is applied in the x direction and since the
Fourier components in the pressure tensor are constant in the zx plane the momentum balance equation
will reduce to ∂Pyx(y′)/∂y = ρ(y′)F tx(y′), where the primes indicate an integration variable. We obtain
the y-dependence of Pyx by
Pyx(y) =
∫ y
0
F tx(y
′)ρ(y′)dy′ + Pyx(0). (5.9)
We can see that Pyx is indiscriminant of the source of the density perturbations. The density profile can
be induced by the SLF, or by any other source. In this thesis we only consider density profiles that can be
represented as a Fourier cosine series. From the previous chapter we know that the density perturbations
that form due to the SLF are represented by a cosine series. In the results section of this chapter we
will find that the density perturbations that form in an STF-induced, steady state shearing flow are also
represented by a cosine series. Eq (5.5) is general since it can represent density perturbations bought
about by both of these sources. Using Eq (5.5) and using a single component STF given by Eq (5.1) we
can write the momentum balance as
Pyx(y) = ρ0F
t
0
∫ y
0
sin(kny
′)dy′
+ F t0
∞∑
ν=1
ρν
∫ y
0
sin(kny
′) cos(kνy′)dy′
+ Pyx(0).
(5.10)
Using the trigonometric identity sin(kny) cos(kνy) =
(
sin
[
(kn + kν)y
]
+ sin
[
(kn − kν)y
])
/2 we can
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integrate Eq. (5.10) to obtain
Pyx(y) =− ρ0F
t
0
kn
cos(kny)− ρ0F
t
0
kn
− F
t
0
2
∞∑
ν=1
[
ρν cos(kn+νy)
kn+ν
+
ρν cos(kn−νy)
kn−ν
]
− F
t
0
2
∞∑
ν=1
[
ρν
kn+ν
+
ρν
kn−ν
]
+ Pyx(0).
(5.11)
In this chapter we only consider combinations of n and ν such that n is odd and ν is even. Under these
conditions we can use Pyx(ly/4) = 0 to show that the constants of integration must cancel. For all
systems considered in this chapter it is sufficient to write
Pyx(y) =− ρ0F
t
0
kn
cos(kny)− F
t
0
2
∞∑
ν=1
[
ρν cos(kn+νy)
kn+ν
+
ρν cos(kn−νy)
kn−ν
]
. (5.12)
where kn + kν ≡ kn+ν and kn − kν ≡ kn−ν .
Eq (5.12) tells us that in the absence of a density perturbation a single component STF will excite
a single cosine component in the shear pressure that has a wavelength equal to the wavelength of the
external field. This equation does not allow for nonlinear response in the shear pressure due to large
field STFs. However the presence of a single cosine component density perturbation will excite two
additional cosine components in the shear pressure, where the wavelength of each additional component
is evaluated using the wavelength of the STF and the wavelength of the density component. We will find
in Chapter 6 that this is not a nonlinear response due to the STF, but rather a bilinear coupling between
the inhomogeneous velocity profile and the inhomogeneous density.
5.3 Simulation of atomic fluids under STF and SLF with thermostat and
pycnostat constraints
The equations of motion for a fluid under the influence of a conservative and a non-conservative force are
developed in Chapter 3. In this chapter we let the conservative force be the SLF and the nonconservative
force be the STF. The force acting on the ith atom due to the STF is given by Fti = F tn sin(knyi)i and
the force on the ith atom due the SLF is given by Eq (4.41). In section 3.1.3 we introduced various
constraints into the equations of motion. The thermostat can be used to remove excess thermal energy
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that is introduced by the STF. Since the velocity induced by the STF is inhomogeneous there is an
inhomogeneous temperature profile. The inhomogeneous thermostat, originally introduced by Baranyai
et al [40], can be used to remove gradients from the temperature profile. The zero wave-vector thermostat
maintains a constant average temperature.
The pycnostat is used to control the cosine components of the density profile. It can be used to
excite specific Fourier components of the density profile to have a particular amplitude, or it can be used
to suppress specific components such that they are forced to have a zero amplitude. The equations of
motion for a fluid under STF and SLF with an inhomogeneous thermostat and pycnostat are
r˙i =
pi
m
p˙i =F
Φ
i + F
t
n sin(knyi)i + F
ψ
m sin(kmyi)j
− 2
gkB
[
α0
ρ(yi)
+
∑
ν
αν
ρ(yi)
cos(kνyi)
]
[pi −mux(yi)i]
−
∑
µ
βµkµ sin(kµyi)j.
(5.13)
The α multipliers are calculated by the Nose`-Hoover differential feedback method Eq (3.24). The β
multipliers are calculated by the Berendsen proportional feedback method Eq (3.26). We choose to use
the Berendsen-type pycnostat, as opposed to the Nose`-Hoover-type pycnostat Eq (3.25), since for very
large density perturbations the former is most able to maintain stability. We find that for the Nose`-
Hoover-type pycnostat calculation the MD integrator fails when we employ the pycnostat to suppress
very large density inhomogeneities. The Berendsen method is more reliable in these extreme cases and
so for consistency we use the Berendsen method throughout.
The density, velocity and temperature profiles are calculated using the methods described in section
3.4. The method for calculating the density profile was also considered in detail in Chapter 4. The
methods for calculating the instantaneous streaming velocity and kinetic temperature profile for a system
under the influence of the STF were originally described by Baranyai et al. [40] and subsequently by
Travis et al. [41] in 1999 and Hansen et al. [34] in 2007. For the streaming velocity Fourier coefficients, a
system of linear equations is constructed by minimizing the sum of the squares of the differences between
the instantaneous x-direction total velocities of each atom and a proposed general sine series as a function
of each atom’s y position Eqs (3.36) - (3.38). At each time step the linear system is solved to evaluate the
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coefficients for the proposed sine series. The coefficients for the temperature series are calculated in the
same manner, whereas now we minimize the square residual of the instantaneous peculiar kinetic-energy
density Eqs (3.40) - (3.42).
5.4 Simulation details
For all simulations in this chapter the system consists of N = 1372 identical atoms interacting via the
WCA potential described in section 3.2. All simulations are performed at a single state point with a
constant reduced average temperature of T0 = 0.765 and reduced average density ρ0 = 0.685. The
reduced units are discussed in detail in Appendix A.4. Note that this state point is different to the state
point simulated in the previous chapter. This state point is chosen so that our results can be verified by
comparing with the results presented by Hansen et al [34]. We will continue to use this state point for the
remainder of this thesis. The reduced temperature is determined by T0 = kBT/ and the reduced density
is ρ0 = ρσ3. In reduced units all atoms have identical mass mi = 1.0. Each system is prepared from a
7 × 7 × 7 unit cell FCC crystal state and the cubic simulation box has equal side lengths Lx = Ly =
Lz = 12.605. We define periodic boundary conditions all in three dimensions and solve the equations
of motion with the Gear predictor-corrector algorithm described in Section 3.3 with δt = 0.001. For the
Nose`-Hoover thermostat multipliers we take ζν = 1 × 10−3 for all ν and for the Berendsen pycnostat
multiplier we take ξµ = 1× 10−3 for all µ.
Initially each system is melted from a crystal state until it reaches an equilibrium fluid state with
the above macroscopic state parameters. This transition occurs in less than 5 × 104 time steps. Once a
system is in the equilibrium state we apply the external fields. The system evolves through a transient
period before it reaches a desired steady state. We allow 1 × 105 time steps to ensure that the system is
at steady state before production runs. For production runs we ensemble average over 5 or 10 systems,
each running for 2× 106 time steps. By randomizing the initial momenta we ensure that each system in
the ensemble average has a different microscopic state but the same macroscopic state.
5.5 Results and discussion
In this chapter we consider three distinct systems. In section 5.5.1 we consider an STF only system.
There is no SLF present and so any density perturbations are shear-induced. This will allow us to in-
vestigate the contribution to the density profile from the STF. In section 5.5.2 we use a combination of
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Table 5.1: A summary of the four systems under simulation in section 5.5.1. F t1 is the amplitude of the
STF given in Eq. (5.1). n = 1 for all simulations. The pycnostat column shows the target values for βµ.
For ρ0µ, µ indicates the wave number of the density component being controlled. The thermostat column
shows the target values for αν . T 00 = 0.765 for all simulations and is not displayed.
System F tn (STF) n Pycnostat Thermostat (k 6= 0)
1 a 0.05,0.10,· · · ,1.0 1 - -
1 b 0.05,0.10,· · · ,1.0 1 - T 02 , T 04 = 0
1 c 0.05,0.10,· · · ,1.0 1 ρ02, ρ04 = 0 -
1 d 0.05,0.10,· · · ,1.0 1 ρ02, ρ04 = 0 T 20 , T 04 = 0
STF and SLF, where the SLF is used to produce a long wavelength density perturbation. In this section
we use the SLF to produce density perturbations that are the same wavelength as the shear induced den-
sity profiles produced by the STF. In 5.5.3 we consider short wavelength density perturbations. We use
single-component SLFs to produce short wavelength density perturbations and we also investigate short
wavelength density perturbations that are superpositions of multiple Fourier components.
5.5.1 STF only: Long wavelength density perturbation
In this section we consider a fluid under the influence of an STF only. We wish to investigate the velocity,
kinetic temperature, density and shear pressure profiles that form in the steady state. Table 5.1 shows a
summary of the parameters used in this section. For all simulations in this chapter we use an STF with
n = 1 such that kn = k1 = 0.498. In this section the STF field strength is the varying parameter, where
F t1 = 0.05, 0.10, · · · , 1.0. With Eq (5.4) and n = 1 the steady state streaming velocity will be:
ux(y) = u1 sin(k1y) + u3 sin(k3y) + u5 sin(k5y) + · · · , (5.14)
where we have dropped the subscript x from the coefficients since we will only be considering flow in
the x-direction. u1 sin(k1y) is the linear response component of the streaming velocity due to the STF.
u3 sin(k3y), u5 sin(k5y) and higher terms represent the nonlinear response, which is excited for higher
field strengths. We have confirmed that for the STF field strengths used in this thesis terms higher than
u5 are negligible. From Eq (5.4) the strain rate profile is
γ˙(y) = γ˙1 cos(k1y) + γ˙3 cos(k3y) + γ˙5 cos(k5y) + · · · , (5.15)
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and from Eq (5.8) the temperature profile is
T (y) = T0 + T2 cos(k2y) + T4 cos(k4y) + · · · . (5.16)
The density profile is given by
ρ(y) = ρ0 + ρ2 cos(k2y) + ρ4 cos(k4y) + · · · . (5.17)
Figure 5.2 shows the velocity, density and temperature profiles for the STF only system with fixed
STF field strength F 1 = 0.5. In this figure we consider the relationships between the three profiles for
different combinations of temperature and density constraint. The four different systems are labelled in
reference to Table 5.1. All systems have a zero-wave-vector thermostat included to maintain the average
kinetic temperature. All discussions of thermostats in the following section refer to nonzero-wave-vector
thermostats.
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Figure 5.2: Velocity (a), density (b) and temperature (c) profiles for a system under STF only. Different
profiles represent different combinations of the thermostat and pycnostat. The different systems are
described in Table 5.1.
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The system referred to as system 1a has neither thermostat or pycnostat included in the equations
of motion. αν = 0 and βµ = 0 for all ν 6= 0 and for all µ so the density and temperature profiles
are unconstrained. In Figure 5.2 system 1a is labelled using open circles. We see that both the density
and temperature profiles have the greatest amplitudes for this system. For system 1b (triangles) using
the thermostat suppresses all temperature inhomogeneities but inhomogeneity is allowed to form in the
density. For the calculation of α˙2 and α˙4 we set target values T 02 = 0 and T
0
4 = 0. Eq. (5.16)
reduces to T (y) = T0. This is the system that was originally introduced by Baranyai et al. [40]. In
system 1c (squares) the pycnostat suppresses density inhomogeneities but the temperature profiles are
unconstrained. In the calculations of β˙2 and β˙4 we set target values ρ02 = 0 and ρ
0
4 = 0. Eq. (5.17)
reduces to ρ(y) = ρ0. In system 1d (crosses) we simultaneously suppress the temperature and density
inhomogeneities with the thermostat and pycnostat.
In Figure 5.2a we see that the velocity profiles for the four different systems are not greatly different.
The inset is a magnification of the positive peak. The greatest velocity is measured for the system with
neither thermostat nor pycnostat and the two systems with suppressed density profiles have the smallest
velocity amplitudes. We will find that these results are consistent when we introduce the SLF.
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Figure 5.3: Fourier coefficients for the T2 cos(k2y) and T4 cos(k4y) components of the temperature
profile. Suppressing the density perturbations using the pycnostat also reduces the temperature inhomo-
geneities and completely eliminates T4.
Figure 5.2b and 5.2c show that there is a relationship between the density and temperature profiles.
When neither profile is constrained then both profiles have the largest amplitude. By suppressing the
temperature profile we find that the amplitude of the unsuppressed density profile decreases. Likewise,
when we suppress the density profile there is a decrease in the amplitude of the temperature profile. It
is interesting to note that when we suppress the density profile then we also completely suppress the
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T4 cos(k4y) component from the temperature profile. This is shown in Figure 5.3 where we show the T2
and T4 coefficients as a function of STF field strength for system 1a and 1c. Elimination of the density
perturbations has the effect of reducing the T2 coefficient, as we see in Figure 5.3a. Figure 5.3b shows
that by using the pycnostat we get complete reduction of T4 without using the thermostat.
In Figure 5.4 we show the relationship between the Fourier coefficients of the temperature and density
for equal wavelength for system 1a, i.e. neither temperature nor density is constrained. Figure 5.4a shows
that T2 and ρ2 increase linearly and Figure 5.4b shows that T4 and ρ4 increase linearly. This result is
consistent with the thermodynamic equation of state and is partially due to thermal expansion. It is
interesting then that when we eliminate the density perturbations the T2 coefficient does not reduce to
zero like the T4 coefficient. In fact, we can see from Figure 5.2c that for system 1c the temperature
inhomogeneity is still quite large, despite the constrained density. We notice also that for system 1b,
where we use a thermostat to suppress the temperature profile but allow the density profile to form
unconstrained, we still have a substantial density perturbation forming in the fluid. These results imply
that thermal expansion due to viscous heating can not alone account for the temperature and density
variations. Additionally we may find that either a purely kinetic definition of the temperature is not
sufficient for these systems, in which case we may need to consider the configurational temperature, see
for example Jepps et al. 2000 [68], or perhaps it might be necessary to consider the effects of normal
stress differences as discussed by Daivis et al. in 2012 [69].
In Figure 5.5 we show a variety of density and velocity Fourier coefficients for the four different
systems presented in Table 5.1 plotted against the STF field strength. Figure 5.5a shows the ρ2 and ρ4
density coefficients. The ρ2 values are shown in the main plot for all four systems. We can see that the
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Figure 5.4: The linear relationships between T2 and ρ2, and T4 and ρ4 for a system with no thermostat
or pycnostat present.
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increase is greatest for system 1a, which is the unconstrained system. When we introduce the thermostat
we greatly reduce the increase in ρ2. The values of ρ4 for these two systems are shown in the inset. The
inset for Figure 5.5a shows a magnification of the results in the main plot that lie between -0.001 and
0. The circles in the inset show ρ4 for the unconstrained system and the triangles in the inset show ρ4
for the system with the thermostat. There is a slight increase for large STF field strengths so although
this higher order response in the density is relatively weak, it is clearly present. Again we find that when
the thermostat is included the density response at this higher order is weaker than when the temperature
profile is unconstrained.
For systems 1c and d, which are the two systems with the pycnostat present, we have confirmed that
ρ4 = 0 for all field strengths so the results for these coefficient are not plotted in either the main plot
or the inset. In the main plot we can see that ρ2 for both of these systems is very close to zero, which
is as we should expect if the pycnostat is performing the function that is expected of it. In the inset we
also show the ρ2 coefficients for these two systems since they fall between -0.001 and 0. By inspecting
the inset we find that for system 1c, which has a pycnostat but no thermostat and is represented in the
inset using squares, ρ2 actually increases slightly. However system 1d, which has both pycnostat and
thermostat present and has ρ2 represented in the inset using crosses, is clearly zero for all field strengths.
This raises an interesting point about the application of the pycnostat. When there is no thermostat
present then the density perturbations are much larger and the pycnostat needs to work harder to oppose
the formation of density inhomogeneities. For our choice of feedback strength ξ2 = 1 × 10−3 we can
see that the pycnostat is not able to fully withhold the tendency of the shearing fluid to form density
perturbations. When the thermostat is used this tendency is lessened and so this pycnostat feedback
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Figure 5.5: Density and velocity Fourier coefficients plotted as a function of STF field strength. The
insets are magnifications showing the data points for the smaller values of ρν and up.
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strength is sufficient, which is the case for system 1d. We have confirmed that for smaller values of ξ2,
i.e. for an increased feedback strength, that the increase in ρ2 for system 1c is greatly reduced. However
for values less than ξ2 = 1 × 10−5 we find that the MD integrator for the equations of motion becomes
unstable and the simulations fail. We have included the results for ξ2 = 1× 10−3 to illustrate this point.
From Eq (5.12) we can see that if we only consider the lowest order density perturbation such that
ρ(y) = ρ0 + ρ2 cos(k2y) then we should expect a shear pressure profile given by
Pyx(y) =− ρ0F
t
0
k1
cos(k1y) +
ρ2F
t
0
2k1
cos(k1y)− ρ2F
t
0
2k3
cos(k3y), (5.18)
where the first term is due to the homogeneous shear, which has a wave number equal to the STF, and
the remaining two terms are due to the coupling with the density inhomogeneity. Since Pyx is related
to the velocity gradients via a constitutive relation it is interesting to note the behaviour of the velocity
profile, in comparison to the expected shear pressure profile given by Eq (5.18), as we eliminate the
density perturbations using the pycnostat. Eliminating the density perturbations will reduce the shear
pressure to Pyx(y) = −ρ0F t0/k1 cos(k1y), so long as we are using Eqs (5.10)-(5.12) to describe the
shear pressure. From Figure 5.5 we can see that eliminating the density perturbations does not reduce
the velocity profile to a single linear response component, since clearly there are additional nonlinear
terms. The dashed line shows a linear extrapolation from the first three data points of system 1d. We
can see that for all systems the lowest order velocity component increases nonlinearly. The higher order
component with wave number k3 is excited at lower field strengths when the density perturbations are
excited. When the density is constrained the higher order effects are greatly reduced, but not eliminated.
In the case that the density is homogeneous then for small strain rates and long wavelengths we can
expect a Newtonian constitutive relation Pyx = η0γ˙(y), where η0 is a constant that will vary for different
homogeneous densities. For the homogeneous fluid this relationship fails for large field strengths since
there are components in the strain rate that are not present in the shear pressure. It is difficult to make
assertions at this point as to the density dependence of the constitutive relation between the velocity
gradients and shear pressure. We described in Section 2.5 that the density dependent constitutive relation
can be given by a nonlinear and nonlocal expansion. It is possible that Eq (5.12) provides an inadequate
description of the constitutive relationship between the velocity gradients and shear pressure. In this
chapter, however, we will maintain this relationship since it is consistent with the formalism of Hansen
et al.. The important point to be raised by the results in this section is that there is an apparent coupling
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Table 5.2: Summary of the three combined STF-SLF systems considered in Section 5.5.2.
System F tn (STF) n F
ψ
m (SLF) m Pycnostat Thermostat (k 6= 0)
2 a 0.5 1 0.0,0.2,0.4,· · · ,3.0 2 - -
2 b 0.5 1 0.0,0.2,0.4,· · · ,3.0 2 ρ04 = 0 -
2 c 0.5 1 -3.0 2 ρ04 = 0 -
between the velocity and density profiles such that the nonlinearities in the velocity profile are greatly
reduced when we eliminate the density inhomogeneities. There is also a strong coupling between the
density and the temperature profiles, however this coupling will not be investigated in this thesis. The
results for this temperature-density coupling, and the nature of the temperature profiles in general, have
been included because they provide valuable insight into the physics of the system being used throughout
this thesis.
To complete this section we can compare our results with those obtained by Hansen et al. [34].
Using the u1 coefficients for system 1a for the lowest 7 field strength data points we assume that
density inhomogeneities are negligible. From Eq (5.18) and by considering the Newtonian model we
calculate the nonzero wave-vector dependent viscosity for n = 1 extrapolating to zero strain rate
ηn=1 = limγ˙→0 ρ0F t0/k21u1. We obtain a value of ηn=1 = 0.912 ± 0.005 using a least squares fit
of a linear function to the data points. Using the generalized Lorentzian function with parameters given
by Hansen et al. for the same ρ0 and T0 we find ηn=1 = 0.912 ± 0.002, where we have estimated their
error bars at that data point. We can see that our results are in excellent agreement.
5.5.2 Combined STF-SLF: Long wavelength density perturbation
In this section we introduce the combined STF and SLF. In the previous section we were able to inves-
tigate the effects of density inhomogeneities by using the pycnostat to suppress shear-induced density
perturbations. In this section we go a step further by using the SLF, described in detail in the previous
chapter, to impose large density perturbations of the shearing systems. We also use the pycnostat to elim-
inate nonlinear density response contributions to the density profile. In this way we have greater control
over the density profile and so we can observe the effects of individual density Fourier components on
the velocity, temperature and shear pressure profiles.
Table 5.2 provides a summary of the systems covered in this section. We keep the STF field strength
fixed at F t0 = 0.5 and vary the SLF field strength over the range F
ψ
0 = 0.0, 0.2, 0.4, · · · , 3.0. We set
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n = 1 for the STF and m = 2 for the SLF such that km = k2 = 0.996. With m = 2 we are using the
SLF to generate the same Fourier components in the density that were formed in response to the shearing
flow in the previous section. From Chapter 4 we know that when m = 2 we will obtain a density profile
equal to Eq (5.17) due to nonlinear density response. Both the STF and SLF will now contribute to the
density profile. αν = 0 for all ν 6= 0 so we can assume inhomogeneous temperature profiles.
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Figure 5.6: Density and velocity profiles for combined STF-SLF system. For STF we use F t1 = 0.5
and n = 1. a) y-space density profiles. Systems are defined in Table 5.1. b) y-space velocity pro-
files for fluid under the influence of the density profiles in a. c) Density coefficient spectrum showing
ρ2, ρ4, ρ6, ρ8, ρ10 for profiles in a (F l0 = −3.0 system not shown). d) Velocity coefficient spectrum
showing u1, u3, u5, u7, u9 for profiles in b (F l0 = −3.0 system not shown).
Figure 5.6a shows four density profiles. The triangles represent system 1a from the previous section
so the density profiles are purely shear induced. The profile shown with crosses represents system 2a
from Table 5.2 for Fψ2 = 3.0. No pycnostat is used for this system so the density exhibits linear and
nonlinear contributions from the SLF, and the shearing flow. The circles represent system 2b, which has a
pycnostat suppressing the second and third order density response component such that ρ4 = 0 and ρ6 =
0. In this way we can use the pycnostat to maintain single component density profiles even for large SLF
field strengths. A k-space spectral plot of the first five density Fourier coefficients (ρ2, ρ4, ρ6, ρ8, ρ10) is
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Table 5.3: Numerical values for the Fourier coefficients of the density and velocity profiles shown in Fig.
5.6.
1a 2a 2b 2c
ρ0 0.685 0.685 0.685 0.685
ρ2 -0.022 -0.206 -0.198 0.139
ρ4 0.000 -0.032 0.000 0.000
ρ6 0.000 -0.005 0.005 0.001
v1 1.662 3.143 2.938 1.043
v3 0.029 0.442 0.332 -0.123
v5 0.000 0.083 0.022 0.010
T0 0.765 0.809 0.800 0.761
T2 0.084 0.290 0.261 0.025
T4 0.003 0.104 0.075 -0.009
T4 0.003 0.036 0.013 0.000
shown for systems 1a, 2a and 2b in Figure 5.6c. We have conducted simulations to confirm that ρν = 0
for all odd values of ν. Table 5.3 shows the numerical values for a variety of the density and velocity
coefficients from Figure 5.6.
We clearly observe the significance of the coupling relationship between density and velocity in
Figures 5.6b and d, which show the y-space velocity profiles and k-space velocity spectrum respectively.
Again, the STF is fixed and we vary the SLF field strength so the large increase in the amplitude of the
velocity profile is due to the increase in the density perturbations. We see that as we increase the density
perturbations we excite the u1 sin(k1y) and u3 sin(k3y) harmonics in the velocity profile. We will later
discuss the relationship between the wavelengths of the excited harmonics of the velocity profile and the
wavelengths of the two forces. The harmonics that we observe here satisfy this relationship.
To interpret these results, consider that the SLF drives more of the fluid atoms towards the regions
of maximum STF magnitude, i.e. y = Ly/4 and 3Ly/4. Greater mass density in the regions where the
force is strongest means that there is greater work being done on the system as a whole. This increase of
energy input manifests as increased streaming motion of the two streams that are flowing in the opposite
directions. Furthermore, there is less dissipative interaction between these two opposing streams since
the density is greatly reduced in the regions where the flow changes direction, i.e. y = 0, Ly/2 and
Ly, which are also the regions where the velocity gradients are greatest. With this combination of
reduced resistance and increase of energy input it is not surprising that we should see such a remarkable
increase in the velocity amplitude. To support this interpretation consider system 2c, which has SLF with
amplitude Fψ2 = −3.0. We can see that the density is greatest where the velocity gradients are greatest
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and the density is least where the STF field strength is greatest. The result is a reduction in the total
velocity amplitude and hence a reduced total flow.
Figure 5.7 shows the first and second Fourier coefficients for the density and velocity, plotted against
SLF field strength, showing the effect of including the pycnostat to eliminate the higher order density
components. Figure 5.7a shows that as we increase the SLF field strength the pycnostat is successful in
opposing the excitation of the ρ4 cos(k4y) component. This is just another indication that the pycnostat is
working well and is able to maintain single component density perturbations for suitable field strengths.
In Figure 5.7a we decompose the velocity profile and show the effects of the pycnostat. We show the
lowest three components and we can see that each component is reduced when we eliminate the nonlinear
density response. This is also indicated in Figure 5.6bwere we can see the slight difference in the velocity
profile for systems 2a and 2b, which is equivalent to the results shown in Figure 5.6 for the largest SLF
field strength.
Figure 5.8 shows the temperature profiles for systems shown in Figure 5.6. The large density vari-
ations cause very large variations in the temperature. The large peaks in the temperature represent the
regions of density minima, where the velocity gradients and viscous heating are the greatest. We see that
the velocity peaks are flatter for these systems with large density perturbation, and so the smaller veloc-
ity gradients result in less viscous heating in the regions of density maxima. This is evident from the
large reduction in temperature in the regions of the density peaks. It is also quite interesting to note that
for system 2c the temperature profile is essentially flat in the regions of maximum density and that the
temperature profile is greatly reduced overall. This is a result of the reduced velocity gradients produced
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Figure 5.7: Fourier coefficients for density and velocity plotted as a function of SLF field strength. The
plots show the effect of eliminating the nonlinear density components using the pycnostat. a) ρ2 and ρ4
density coefficients. The labels on plot indicate the coefficients. b) Velocity coefficients showing u1, u3
and u5. The inset shows a magnification of u3 and u5 values.
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Figure 5.8: Temperature profiles for the four systems shown in Figure 5.6.
by shifting the density profile by half a cycle relative to the STF.
The coefficients of the temperature profile are also shown in Table 5.3. These values reveal an
interesting point. For systems 2a and 2b we see that the zero-wave-vector component of the temperature
has increased significantly from T0 = 0.765, which is our intended input parameter for the average
temperature, to 0.809. This is a problem and it indicates a potential danger in the use of this system.
Essentially, F x1 = 0.5 is a very large field strength. By including this large density perturbation we allow
large increases in the velocity and its gradients, and hence viscous heating. It would appear that the zero-
wave-vector thermostat is not sufficiently performing its task and a more appropriate ζ0 value should be
chosen. Such field strengths are common in the literature. For example, Baranyai et al. [40] vary their
STF field strengths over the range of F x1 = 0.05− 0.8. Todd and Hansen [35] use F xn = 0.25 and Todd,
Hansen and Daivis [36] use F xn = 0.15 and 0.25. In the absence of large density variations these authors
were able to avoid the enormous temperature profiles that we encounter. We advise avoiding such large
field strengths in the STF when the intention is to work with large density perturbations, as is done in
this section.
Finally we consider the corresponding shear pressure profiles, which are shown in Figure 5.9. Using
Eq (5.12) for the case that there is no pycnostat present we will assume only first and second order density
response. The shear pressure profile will be given by
Pyx(y) =− ρ0F
t
1
k1
cos(k1y) +
ρ2F
t
1
2k1
cos(k1y)
− ρ2F
t
1
2k3
cos(k3y) +
ρ4F
t
1
2k3
cos(k3y)
− ρ4F
t
1
2k5
cos(k5y).
(5.19)
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Using the appropriate values from Table 5.3 we can evaluate the coefficients in Eq. (5.19). These values
are presented in Table 5.4. For the STF only system 1a there is a small density perturbation and only small
contributions from the higher order terms. We can see that the large density perturbations correspond to a
reduction in the amplitude of the shear pressure profile. The largest contribution to this reduction is from
the lowest order term that is excited by the density inhomogeneity. By comparing Figure 5.9 with Figure
5.6 we see that the large density peaks have the effect of significantly reducing the gradients in the shear
pressure. When we shift the phase of the SLF by half of a cycle by letting Fψ2 = −3.0 then the gradients
in the shear pressure are greatest due to the reduction of the density in those regions. Consequently, the
phase shift of the SLF produces the greatest shear pressure amplitude.
It should be noted that in the paper where these results were first published [52] the authors made the
erroneous comment that “due to the symmetry of the cosine function kn−ν will be equivalent to k|n−ν|
to account for ν > n”, which is true when kn−ν is an argument of a cosine function, but not when it
contributes to the amplitude of a cosine function. The signs of the second and fourth terms in Eq (5.19)
change depending on this erroneous definition as will the higher order contributions to the profiles given
in Figure 5.9. For this reason the results presented here slightly differ to those presented in the cited
article.
5.5.3 Combined STF-SLF: Short wavelength density perturbation
We now consider the effect of short wavelength density perturbations on shear flow. Fig. 5.10 shows
the density and velocity profiles for a fluid under STF with n = 1 and SLF with m = 10 such that
km = k10 = 4.980. For the STF we use F t1 = 0.1. Results are shown for the set of SLF field strengths
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Figure 5.9: Shear pressure profiles for the four systems shown in Figure 5.6. Coefficients for the Fourier
series are caculated using Eq (5.19) with values from Table 5.3.
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Table 5.4: Numerical values for the Pyx(y) pressure tensor component corresponding to systems pre-
sented in Fig. 5.6. F t1 = 0.5 and density coefficients are taken from Table 5.3.
1a 2a 2b 2c
ρ0F
t
1/k1 0.687 0.687 0.687 0.687
ρ2F
t
1/2k1 0.011 0.103 0.099 -0.069
ρ2F
t
1/2k3 -0.004 -0.034 -0.033 0.023
ρ4F
t
1/2k3 0.000 0.005 0.000 0.000
ρ4F
t
1/2k5 0.000 -0.003 0.000 0.000
Fψ10 = 2.5, 4.0 and 5.5. We have applied a pycnostat to the 2nd and 20th density components such that
ρ2 cos(k2y) = 0 and ρ20 cos(k20y) = 0. ρ2 represents the shear-induced perturbation and ρ20 represents
the second order density response. We could have equally allowed these terms to appear but have chosen
to present results for single component density perturbations. Only the zero wave-vector thermostat has
been employed so the temperature profile is inhomogeneous.
Fig. 5.10a shows the density profiles for the short wavelength SLF. We have also included results for
the case of Fψ0 = 0.0. Fig. 5.10b shows the corresponding velocity profiles. The effect of the density
inhomogeneity on the velocity profiles is clear. As we introduce the density perturbations we see higher
order harmonics appear in the velocity profile. For the single wavelength density perturbations used in
these simulations the additional velocity components are u9 sin(k9y) and u11 sin(k11y). This can be
seen clearly in Figure 5.11, which is a spectral plot of the velocity profile. Note that only the coefficients
for odd values of p are shown in this spectrum. We have confirmed that all coefficients for even values
of p are zero. We also see in the spectral plot a very small excitation of u19 sin(k19y) and u21 sin(k21y).
We will find in the next chapter that these components, along with the u9 and u11 components, are the
expected excited components for this choice of n and m. u1 sin(k1y) also varies depending on the STF
field strength. We will discuss this excitation of the fundamental component of the velocity profile due
to the SLF in the next chapter.
For these short wavelengths the SLF confines the fluid atoms to planes that periodically divide the
simulation cell normal to the y-dimension. For sufficiently large SLF amplitudes it is conceivable that
atoms in any of the periodic potential minima will not have enough kinetic energy to overcome the
large potential energy barriers imposed by the SLF. The STF does work on the atoms in each plane,
accelerating them in the x-direction. If we completely prevent dissipative interactions between neigh-
bouring planes by applying large SLF fields then the atoms in each region will continue to accelerate in
the x-direction proportional to the STF field strength. In the extreme case no steady-state is possible.
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Figure 5.10: Density and velocity profiles for n = 1 and m = 10 over a range of SLF field strengths
F l10 = 2.5, 4.0 and 5.5, with fixed STF field strength F
t
1 = 0.1. A pycnostat has been used to suppress
density components ρ2 and ρ20.
From Figure 5.10a we see that the density minima are greater than zero for all simulations. Dissipa-
tive interactions are greatly reduced but still occur, therefore we simulate a steady state. The regions of
lesser gradient in the velocity profile are regions of density maxima where the centres of planes are posi-
tioned. The planar regions share a common streaming velocity with reduced viscous interaction between
neighbouring planes. The regions of greater gradient in the velocity represent regions where atoms are
passing across potential energy maxima and hence passing between planes. The large gradients represent
the large changes in x-direction velocity that the atoms undergo as they pass between these regions of
density maxima.
The density profiles that form in response to short wavelength SLFs have qualities analogous to the
density profiles that form in nano-confined fluids. In both cases the oscillations cycle over length scales
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Figure 5.11: Fourier coefficient spectrum for the velocity profile in Figure 5.10 for SLF field strength
of the order of single atomic diameters. For a large amplitude SLF we can produce density variations
comparable to those at the wall-fluid interface. In the case of the largest density perturbation in Figure
5.10a the density minimum occurs at approximately ρmin = 0.2 and the maximum at approximately
ρmax = 1.15. From Travis and Gubbins [13] we can see that the greatest peaks in the density for a
confined fluid, which occur at the peak closest to the wall, have maximum values of anywhere between
0.9 to 1.3 for a mean density of slightly lower than 0.75. For a confined fluid the minimum in the density
closest to the wall necessarily goes to zero due to the excluded volume. The first minimum away from the
wall has values between 0.4 and 0.6. From Todd et al. [10] we see a first peak maximum of around 1.57
and minimum of 0.53 for an average value of 0.8362, and a first peak maximum of 0.51 and minimum
of 0.39 for an average value of 0.4181.
5.5.4 Single component STF and multi-component SLF: Fourier channels
A significant difference between the density profiles produced by the single component SLF, such as
those shown in Figure 5.10, and the density profiles that are observed in a nano-confined fluid, such as
those reported by Travis and Gubbins [13], is that the oscillations in the density profiles for the confined
system decay in magnitude as the distance from the solid wall is increased. For the single component
SLF systems we can see that there is no variation in the envelope of the density profile. We can extend
our analogy of the nano-confined system by introducing variations to the density profile envelope via a
superposition of multi-component SLFs. We shall refer to these systems as Fourier channels since we
are using Fourier synthesis to produce density profiles that are analogous to the density profiles that form
in nano-confinement channels. In principle we could Fourier synthesise channel-like density profiles
using any number of Fourier density components, and hence using any number of SLF components.
However we are interested in the coupling relationships between single and few Fourier cosine density
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components and single Fourier sine velocity components so we will limit ourselves Fourier channels that
are a synthesis of few a Fourier density components. We will describe some simple examples here and
we shall return to the method in chapters 7 and 8.
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Figure 5.12: Density and velocity profiles for pycnostat induced, multi-component Fourier channels.
The density profile is described by Eq (5.22) and the Berendsen pycnostat is used to maintain the ν =
6, 8, 10 density coefficients for A = 0.16, 0.24 and 0.40. The flow is produced with STF for n = 1 and
F t1 = 0.05.
Consider a short wavelength density profile ρ(y) = ρ0 + ρ2α cos(k2αy) where α is some integer. In
Figure 5.10 α = 5. We can introduce a long wavelength harmonic envelope by letting
ρ(y) = ρ0 −A[cos(k2y) + 1] cos(k2αy) (5.20)
where cos(k2y)+1 will oscillate between 0 and 2. Using k2 we can superimpose one full long wavelength
envelope across each half cycle of the STF. The value of A scales the magnitude of the total profile. We
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Figure 5.13: Density and velocity Fourier coefficient spectra for the pycnostat induced Fourier channels
shown in Fig 5.13.
can expand Eq (5.20) to obtain
ρ(y) = ρ0 − A
2
cos(k2α−2y)−A cos(k2αy)− A
2
cos(k2α+2y). (5.21)
Using the pycnostat we can perturb density components with specific wavelengths to a desired amplitude.
The amplitude can be adjusted by using the pycnostat as an alternative to the SLF. We know that for large
field strength that we must necessarily incur higher order nonlinear response components in the density
profile. Since the pycnostat is a force, when we use it to produce large density perturbation, i.e. when we
are using a large pycnostat force amplitude, we excite nonlinear harmonics. If we do not use pycnostat
feedback to also suppress the shorter wavelength nonlinear harmonics then when we attempt to produce
Eq (5.21) with the pycnostat we will need allow for the inclusion of additional terms. We will simply say
that these terms can be collected in a function N(y) and so letting α = 5 we get
ρ(y) = ρ0 − A
2
cos(k8y)−A cos(k10y)− A
2
cos(k12y) +N(y), (5.22)
where N(y) is a series of shorter wavelength harmonics. Figure 5.12a shows density profiles produced
using the pycnostat and Eq (5.22) for A = 0.16, 0.24, 0.40. Thus we have set the target values for the
densities in the Berendsen pycnostat feedback terms given in Eq (3.26) to ρ08 = A/2, ρ
0
10 = A and
ρ012 = A/2. We can clearly see the decaying envelope. Figure 5.12b shows the corresponding velocity
profiles produced using the STF with F t0 = 0.05.
Our analogy to the nano-confined channel is that each half of the velocity profile produced by the
STF with n = 1 represents flow through one of our Fourier channels, which is therefore represented
by the density profile between either 0 and Ly/2, or between Ly/2 and Ly. The Newtonian solution to
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Poiseuille flow in a quadratic velocity profile, which is similar to half of the cycle of the homogeneous
STF-induced velocity profile in that it is zero at the boundaries, has a zero gradient at the centre point
and is continuous. The effects of the decaying oscillations in the density profile on the velocity profile
are clear. The inset of Figure 5.12b, which is a magnification of one of the shoulders of the largest veloc-
ity profile, shows the most striking result obtained for this system: the characteristic gradient reversals
which were reported by Travis and Gubbins [13]. Figure 5.13 shows the Fourier coefficient spectra for
the density and velocity profiles given in Figure 5.12 for A = 4.0. The coefficients for the density com-
ponents that are excited by the pycnostat are dominant, but we can clearly see the nonlinear components
appearing. The excited harmonics in the velocity profile are also clear.
Alternatively we can use a combination of SLFs of different wavelengths where the force amplitudes
are again the input parameter, rather than the target density coefficients for the pycnostat. We can use two
component SLFs and reproduce similar characteristics as we did in the previous three component system.
In Figure 5.14 we show results for a two component SLF such that F l(y) = F l6 sin(k6y) + F
l
8 sin(k8y).
Using an STF with n = 1 and force amplitude F t1 = 0.05 we vary the SLF over five amplitudes, keeping
the amplitudes for the two components equal, such that F l6 = F
l
8 = 1.0, 2.0, 3.0, 4.0, 5.0.
In Figure 5.15 we use a two component SLF such that F l(y) = F l8 sin(k8y)+F
l
10 sin(k10y). We use
the same STF and the same set of equal SLF amplitudes. Both the density and velocity profiles are more
responsive. We can see that we even get a significant flattening out of the shoulder of the velocity profile,
which we have confirmed has a very slight gradient reversal. We will return to these systems again in
chapter 7 when we attempt to extend the generalized fluid-response formalism developed in chapter 6 to
two Fourier component conservative forces.
0 2 4 6 8 10 12
0.2
0.4
0.6
0.8
1
1.2
y
ρ
(y
)
0 2 4 6 8 10 12
−0.2
−0.1
0
0.1
0.2
y
u
(y
)
Figure 5.14: Density and velocity profiles for a 2-component SLF Fourier channel with m = 6 and 8 for
F l6 = F
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Figure 5.15: Density and velocity profiles for a 2-component SLF Fourier channel with m = 8 and 10
for F l8 = F
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5.5.5 Shear pressure and temperature for short wavelength density perturbations
Finally we present results for the shear pressure and temperature profiles for the system with single
component SLF for m = 10 given in Figure 5.10 and the 3-component, pycnostat-induced Fourier
channel given in Figure 5.12. Figure 5.16 shows the Pyx(y) profile for these two systems. In both cases
we have chosen to display results for the largest density perturbations. The specific systems are indicated
in the figure legend. Note that different STF field strengths have been used for the two systems, which
is why the amplitudes are so different. For the single component SLF system we use the pycnostat to
eliminate all nonlinear density response. We calculate the shear pressure using Eq (5.12) which reduces
to
Pyx(y) = −F
t
0ρ0
k1
cos(k1y) +
F t0ρ10
2k9
cos(k9y)− F
t
0ρ10
2k11
cos(k11y), (5.23)
where ρ10 = −0.483. Again, these profiles are slightly different to those presented by Dalton et al.
because of the sign error with the amplitude due to the kn−ν contribution when ν > n.
From the Fourier coefficient spectrum for the density profile given in Figure 5.13 we can see that
there are many contributions to the density profiles in Figure 5.12. Thus we sum over all possible density
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Figure 5.16: Pyx(y) profiles for systems shown in Figures 5.10 and 5.12.
components and express the Pyx(y) profile as
Pyx(y) =− F
t
0ρ0
k1
cos(k1y)
+
F t0ρ2
2k1
cos(k1y)− F
t
0ρ2
k3
cos(2k3y)
+ · · ·
+
F t0ρ40
2k39
cos(k39y)− F
t
0ρ40
k41
cos(2k41y),
(5.24)
where we have calculated the first 20 even density coefficients from the MD simulations.
Figure 5.17 shows preliminary results for the kinetic temperature profiles for these systems. For these
results we have used a histogram binning method. For each of the two systems we compare results for
the temperature profiles in a relatively small density perturbation to those in a relatively strong density
perturbation. The figure legends can be used to identify the specific systems being presented. We can
see that there are large decreases in kinetic temperature in the regions of low density. It should be kept in
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Figure 5.17: Histogram data for the kinetic temperature of systems shown in Figures 5.10 and 5.12.
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mind that since there are less particles in these regions there will be less accumulations of data due to the
histogram method and so the errors in these regions may be great. The STF field strengths are different
for the two different systems which explains the large difference in the amplitude between the two plots.
Furthermore, the results for the single SLF component m = 10 system are obtained using 100 histogram
bins, whereas the multi-component, pycnostat induced Fourier channel results are obtained using 200
histogram bins. These inconsistencies do not obscure the general trends displayed.
5.6 Conclusions
In this chapter we have introduced a simplified MD simulation method for investigating the strong cou-
pling relationship between density and velocity gradients in shearing, inhomogeneous nanofluidic sys-
tems. Using single Fourier component external forces to produce periodic density perturbations and
periodic shearing flow we were able to produce density, velocity, temperature and shearing pressure pro-
files that are expressed as Fourier series with few terms. This Fourier decomposition method greatly
simplifies the investigation of density-velocity coupling when compared to an investigation involving a
nano-confined system, where both the density profile and the velocity profile are difficult to decompose,
and even more difficult to control. The results obtained using this method provide insight into the nature
of shearing flow in strongly inhomogeneous nanofluidic systems, which can help us to understand flow
under nano-confinement.
Using single component STFs with no SLF we are able to determine the nature of the shear induced
density profile and investigate the relationships between velocity, density, temperature and shear pressure
for a system under sinusoidal, steady state flow. Using the thermostat and pycnostat constraint mecha-
nisms we could investigate the effects of controlling the temperature and density profiles by suppressing
individual Fourier components in these profiles respectively. Using the SLF we introduced a large den-
sity perturbation into the fluid and showed how higher order harmonics are excited in the velocity profile
due to the density inhomogeneities. By using single component SLFs we showed that the wavelengths of
the velocity harmonics depended on the wavelength of the density perturbations. Using multi-component
SLFs we produced density profiles with large, short wavelength peaks and long wavelength envelopes.
In doing so we were able to extend our analogy to the nano-confined system where the oscillating den-
sity profiles are known to spatially decay in the direction normal to the wall. As a result we were able
to produce strongly oscillating velocity profiles which exhibit many characteristics similar to flow in
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nano-confinement.
We briefly presented results for the shear pressure of the strongly inhomogeneous fluid and we used
the momentum balance equation to determine a linear description of the shear pressure that depends on
the STF and cosinusoidal density profiles. Although we made a brief mention of the Newtonian consti-
tutive relation, we did not investigate a more general constitutive relation for strongly inhomogeneous
fluids. From the results presented in this chapter however we can see that an investigation of a density
dependent constitutive relationship between the velocity gradients and shear pressure using the combined
STF-SLF system will face a major difficulty in that due to the strong coupling between the density and
velocity profiles we cannot hope to use the strain rate and density as independent system inputs. We
address this difficulty in the next chapter.
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6Density, strain rate and shear pressure response to external
body forces: single component STF and single component
SLF
6.1 Introduction
In Chapter 2 we introduced a generalised constitutive relation between the shear pressure and the strain
rate of a shearing fluid in the presence of strongly inhomogeneous density profiles. The relationship is
derived using a functional expansion of the shear pressure, expressed as a functional of the strain rate
and density profile, expanded about the homogeneous, equilibrium state. For the density and velocity
profiles described in previous chapters we can use Eqs (2.85), (2.87) and (A.4) and write the general
non-local, density dependent constitutive relation as:
Π(y) =−
∞∫
−∞
η(0)(ρ0; y − y′)γ˙(y′)dy′
−
∞∫
−∞
∞∫
−∞
η(1)(ρ0; y − y′, y − q′)γ˙(y′)δρ(q′)dq′dy′
− 1
2
∞∫
−∞
∞∫
−∞
∞∫
−∞
η(2)(ρ0; y − y′, y − q′, y − q′′)γ˙(y′)δρ(q′)δρ(q′′)dq′dq′′dy′
+ · · · ,
(6.1)
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where η(0) is the non-local viscosity kernel of Hansen et al. [34] and Todd et al. [35, 36] for fluids with
homogeneous density, and η(1), η(2), · · · are the higher order viscosity response? kernels that describe
the non-local dependence of the viscosity on perturbations in the density. If we had accurate representa-
tions of all of the non-local response functions included in this equation for a particular fluid we could
determine the shear pressure for any shearing inhomogeneous steady state of that fluid. This would
include the case of flow in nano-confinement.
To investigate Eq (6.1) using MD simulation we would like to have the density and strain rate as inde-
pendent functions. However we recall from Chapter 5 that the density and velocity profiles are strongly
coupled. This means that we can not hope to use the density and velocity gradients as independent input
functions to investigate Eq (6.1). The natural input functions to our MD system are the external forces. In
this chapter we will follow Glavatskiy [49] and consider a theoretical formalism that allows us to express
the density, strain rate and shear pressure as response outputs to STF and SLF inputs. Much like Eq
(6.1) we will determine the response relationships using functional expansions. We express the density,
strain rate and shear pressure as functionals of the external forces and determine the non-local, nonlinear
response of these properties to the forces using functional expansions about the homogeneous, equilib-
rium state. We can then use the MD simulations to evaluate the non-local response functions directly in
Fourier space.
We find that various coupling relationships arise between the STF and SLF. For example, specific
modes that are excited in the Fourier series velocity profiles are due to bilinear coupling between the two
forces. These harmonics, which are excited when the two forces are used in combination, are not present
when the forces are used in isolation. These coupling modes were observed in the previous chapter. We
will show that in the case of the linear response to the STF we can use the response functions for the
linear strain rate and the linear shear pressure response to obtain the non-local homogeneous viscosity
kernel η(0). This indicates that it is possible to use the linear and nonlinear response functions for the
density, strain rate and shear pressure to the external body forces to produce the higher order density
dependent viscosity kernels η(1), η(2), · · · . The determination of these higher order viscosity kernels in
terms of the density, strain rate and shear pressure response functions is beyond the scope of this thesis,
however we mention the possibility as a motivation for the theoretical formalism investigated in this
chapter. In this chapter we begin by investigating the response of shearing inhomogeneous fluids to a
single component STF and single component SLF. In the next chapter we will extend this investigation
to include multi-component SLFs.
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6.2 Theory: Nonlinear response to external body forces
In this section we introduce the functional expansions for the force dependence of the density, strain rate
and shear pressure inhomogeneities, for an external body force that is a combination of conservative and
non-conservative components. We follow the theoretical formalism originally introduced by Glavatskiy
[49].
6.2.1 General formalism for forces that vary in one dimension
We will consider a shear-inducing and a density inhomogeneity-inducing body force, both of which are
functions of y only. The non-conservative force is applied in the x-direction and is written Fx(y). This
force produces shearing flow. The conservative component is applied in the y-direction and is written
as Fy(y). This force component produces density perturbations in the fluid. No force is applied in the
z-direction. We will write the total force as a two-component vector that is a function of y:
F(y) =
(
Fx(y), Fy(y)
)
. (6.2)
The density, strain rate and shear pressure are functionals of the external field: ρ[Fx(y);Fy(y)],
γ˙[Fx(y);Fy(y)] and Π[Fx(y);Fy(y)]. We are interested in the variation of these properties about the
homogeneous, equilibrium state. The variations in the force components are about the zero forces and so
we can write the force variations as δFx(y) = Fx(y)−Fx,0(y) = Fx(y) and δFy(y) = Fy(y)−Fy,0(y) =
Fy(y), since Fx,0(y) = 0 and Fy,0(y) = 0.
6.2.2 Density response
We begin with the expansion of the density about the homogeneous state. We will use this expansion
to identify a set of nonlinear and non-local density response functions that are unique for a fluid. The
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functional expansion of the density for variations in the external field is given by
ρ(y) =ρ0(y)
+
∑
α1=x,y
∫
δρ[Fx(y);Fy(y)]
δFα1(y
′)
∣∣∣∣
Fx,Fy=0
Fα1(y
′)dy′
+
1
2
∑
α1=x,y
∑
α2=x,y
∫ ∫
δ2ρ[Fx(y);Fy(y)]
δFα1(y
′)δFα2(y′′)
∣∣∣∣
Fx,Fy=0
Fα1(y
′)Fα2(y
′′)dy′dy′′
+
1
6
∑
α1=x,y
∑
α2=x,y
∑
α3=x,y
∫ ∫ ∫
δ3ρ[Fx(y);Fy(y)]
δFα1(y
′)δFα2(y′′)δFα3(y′′′)
∣∣∣∣
Fx,Fy=0
× Fα1(y′)Fα2(y′′)Fα2(y′′′)dy′dy′′dy′′′
+ ...
(6.3)
We can define a set of response functions
χ
(n)
α1···αn(y, · · · , yn′) =
δnρ[Fx(y);Fy(y)]
δFα1(y
′) · · · δFαn(y′′)
∣∣∣∣
Fx,Fy=0
, αi = x, y; i = 1, 2, · · · , n. (6.4)
where the coefficient n preceding the prime indicates the number of primes, for example y2′ = y′′.
Combining Eqs 6.3 and 6.4 we have
ρ(y) =ρ0(y)
+
∑
α1=x,y
∫
χ(1)α1 (y, y
′)Fα1(y
′)dy′
+
1
2
∑
α1=x,y
∑
α2=x,y
∫ ∫
χ(2)α1α2(y, y
′, y′′)Fα1(y
′)Fα2(y
′′)dy′dy′′
+
1
6
∑
α1=x,y
∑
α2=x,y
∑
α3=x,y
∫ ∫ ∫
χ(3)α1α2α3(y, y
′, y′′, y′′′)
× Fα1(y′)Fα2(y′′)Fα3(y′′′)dy′dy′′dy′′′
+ · · · .
(6.5)
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The unperturbed fluid is translationally invariant. This allows us to simplify Eq (6.5) such that the non-
local response function depends on relative positions. Rewriting Eq (6.5) for a uniform fluid we have
ρ(y) =ρ0(y)
+
∑
α1=x,y
∫
χ(1)α1 (y − y′)Fα1(y′)dy′
+
1
2
∑
α1=x,y
∑
α2=x,y
∫ ∫
χ(2)α1α2(y − y′, y − y′′)Fα1(y′)Fα2(y′′)dy′dy′′
+
1
6
∑
α1=x,y
∑
α2=x,y
∑
α3=x,y
∫ ∫ ∫
χ(3)α1α2α3(y − y′, y − y′′, y − y′′′)
× Fα1(y′)Fα2(y′′)Fα3(y′′′)dy′dy′′dy′′′
+ · · · .
(6.6)
χ
(1)
y (y−y′), χ(2)yy (y−y′, y−y′′) and χ(3)yyy(y−y′, y−y′′, y−y′′′) are related to the first, second and third
order response function that were described in Chapter 4. In this chapter we are considering response
to external forces, whereas in Chapter 4 we considered the density response to potential fields. In this
chapter we will not be investigating any third-order contributions to the density and so we we disregard
χ
(3)
yyy and all other terms that are third-order and higher.
We know from Chapter 5 that shear may induce density inhomogeneities due to thermal expansion,
and possibly normal stress differences. A coordinate inversion will lead to the change in sign of F x(y)
but not the sign of the density. The dependence of the density on Fx must therefore be of an even order.
This means that all linear contributions of Fx to the density must be zero and we can write
χ(1)x (y − y′) = 0
χ(2)xy (y − y′, y − y′′) = 0
χ(2)yx (y − y′, y − y′′) = 0
· · · ,
(6.7)
which will continue for all odd-order contributions of Fx. This means that the shear induced density
inhomogeneity can be expanded in terms of the even order contributions of Fx(y). Since we do not con-
sider third-order response or response of any higher order in the density the only remaining contribution
to the density from Fx(y) is second-order response χ
(2)
xx . The density profile, expressed as a functional
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expansion of the external forces, truncated at the second order, is given by
ρ(y) =ρ0(y)
+
∫
χ(1)y (y − y′)Fy(y′)dy′
+
1
2
∫ ∫
χ(2)yy (y − y′, y − y′′)Fy(y′)Fy(y′′)dy′dy′′
+
1
2
∫ ∫
χ(2)xx (y − y′, y − y′′)Fx(y′)Fx(y′′)dy′dy′′.
(6.8)
6.2.3 Strain rate and shear pressure response
The functional expansion of the strain rate about the zero field contribution is given by
γ˙(y) =
∑
α1=x,y
∫
δγ˙[Fx(y);Fy(y)]
δFα1(y
′)
∣∣∣∣
Fx,Fy=0
Fα1(y
′)dy′
+
1
2
∑
α1=x,y
∑
α2=x,y
∫ ∫
δ2γ˙[Fx(y);Fy(y)]
δFα1(y
′)δFα2(y′′)
∣∣∣∣
Fx,Fy=0
Fα1(y
′)Fα2(y
′′)dy′dy′′
+
1
6
∑
α1=x,y
∑
α2=x,y
∑
α3=x,y
∫ ∫ ∫
δ3γ˙[Fx(y);Fy(y)]
δFα1(y
′)δFα2(y′′)δFα3(y′′′)
∣∣∣∣
Fx,Fy=0
× Fα1(y′)Fα2(y′′)Fα2(y′′′)dy′dy′′dy′′′
+ · · · .
(6.9)
We can write a set of response functions relating the strain rate to the external forces as
ξ
(n)
α1···αn(y, · · · , yn′) =
δnγ˙[Fx(y);Fy(y)]
δFα1(y
′) · · · δFαn(y′′)
∣∣∣∣
Fx,Fy=0
, αi = x, y; i = 1, 2, · · · , n, (6.10)
Likewise the functional expansion of shear pressure expanded about the unperturbed state is given by
Π(y) =
∑
α1=x,y
∫
δΠ[Fx(y);Fy(y)]
δFα1(y
′)
∣∣∣∣
Fx,Fy=0
Fα1(y
′)dy′
+
1
2
∑
α1=x,y
∑
α2=x,y
∫ ∫
δ2Π[Fx(y);Fy(y)]
δFα1(y
′)δFα2(y′′)
∣∣∣∣
Fx,Fy=0
Fα1(y
′)Fα2(y
′′)dy′dy′′
+
1
6
∑
α1=x,y
∑
α2=x,y
∑
α3=x,y
∫ ∫ ∫
δ3Π[Fx(y);Fy(y)]
δFα1(y
′)δFα2(y′′)δFα3(y′′′)
∣∣∣∣
Fx,Fy=0
× Fα1(y′)Fα2(y′′)Fα2(y′′′)dy′dy′′dy′′′
+ · · · ,
(6.11)
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with the corresponding response functions:
pi
(n)
α1···αn(y, · · · , yn′) =
δnΠ[Fx(y);Fy(y)]
δFα1(y
′) · · · δFαn(y′′)
∣∣∣∣
Fx,Fy=0
, αi = x, y; i = 1, 2, · · · , n. (6.12)
The strain rate and shear pressure response functions are also evaluated in the unperturbed state. Since
the homogeneous, equilibrium fluid is translationally invariant we can simplify the expansion of the
strain rate such that
γ˙(y) =
∑
α1=x,y
∫
ξ(1)α1 (y − y′)Fα1(y′)dy′
+
1
2
∑
α1=x,y
∑
α2=x,y
∫ ∫
ξ(2)α1α2(y − y′, y − y′′)Fα1(y′)Fα2(y′′)dy′dy′′
+
1
6
∑
α1=x,y
∑
α2=x,y
∑
α3=x,y
∫ ∫ ∫
ξ(3)α1α2α3(y − y′, y − y′′, y − y′′′)
× Fα1(y′)Fα2(y′′)Fα3(y′′′)dy′dy′′dy′′′
+ · · · ,
(6.13)
and shear pressure such that
Π(y) =
∑
α1=x,y
∫
pi(1)α1 (y − y′)Fα1(y′)dy′
+
1
2
∑
α1=x,y
∑
α2=x,y
∫ ∫
pi(2)α1α2(y − y′, y − y′′)Fα1(y′)Fα2(y′′)dy′dy′′
+
1
6
∑
α1=x,y
∑
α2=x,y
∑
α3=x,y
∫ ∫ ∫
pi(3)α1α2α3(y − y′, y − y′′, y − y′′′)
× Fα1(y′)Fα2(y′′)Fα3(y′′′)dy′dy′′dy′′′
+ · · · .
(6.14)
When Fx(y) = 0 the fluid is in equilibrium and so γ˙(y) = 0 and Π(y) = 0. This is true for any
Fy(y). We can eliminate all contributions to γ˙ and Π that depend only on perturbations in Fy such that
ξ(1)y (y − y′) = 0
ξ(2)yy (y − y′, y − y′′) = 0
· · ·
(6.15)
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and
pi(1)y (y − y′) = 0
pi(2)yy (y − y′, y − y′′) = 0
· · · .
(6.16)
In Chapter 5 we saw that for sufficiently large field strengths in the longitudinal force, higher-order
nonlinear terms are induced in the velocity profile of shearing fluids. This effect is independent of the
transverse force. In the current formalism these effects are represented by the nonlinear response of the
strain rate to Fx. Nonlinear response in the strain rate to the transverse force is accounted for by ξ
(2)
xx , ξ
(3)
xxx
and so on. It is possible that for large enough field strengths the flow of the fluid may become unstable
and that this could result in broken space-time symmetry. In such extreme conditions it is possible that the
current formalism might break down. We avoid such conditions by limiting our investigation to the linear
and near linear regime. In this chapter and the remaining chapters of this thesis we only consider systems
that have negligible contributions in the strain rate and shear pressure from the nonlinear response to Fx.
Thus we let:
ξ(2)xx (y − y′, y − y′′) = 0
ξ(3)xxx(y − y′, y − y′′, y − y′′′′) = 0
· · ·
(6.17)
and
pi(2)xx (y − y′, y − y′′) = 0
pi(3)xxx(y − y′, y − y′′, y − y′′′′) = 0
· · · .
(6.18)
Furthermore we will consider that all response due to ξ(3)xxy, ξ
(4)
xxyy, ξ
(4)
xxxy and likewise pi
(3)
xxy, pi
(4)
xxyy, pi
(4)
xxxy,
will be negligible.
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In this thesis we will consider systems that have a strain rate profile that can be described by
γ˙(y) =
∫
ξ(1)x (y − y′)Fx(y′)dy′
+
∫ ∫
ξ(2)xy (y − y′, y − y′′)Fx(y′)Fy(y′′)dy′dy′′
+
∫ ∫ ∫
ξ(3)xyy(y − y′, y − y′′, y − y′′′)Fx(y′)Fy(y′′)Fy(y′′′)dy′dy′′dy′′′,
(6.19)
and a shear pressure profile that is given by
Π(y) =
∫
pi(1)x (y − y′)Fx(y′)dy′
+
∫ ∫
pi(2)xy (y − y′, y − y′′)Fx(y′)Fy(y′′)dy′dy′′
+
∫ ∫ ∫
pi(3)xyy(y − y′, y − y′′, y − y′′′)Fx(y′)Fy(y′′)Fy(y′′′)dy′dy′′dy′′′.
(6.20)
6.2.4 Fluid response to single Fourier component external body forces
In this chapter we will consider external body forces where both the longitudinal contribution F y and
the transverse contribution F x are composed of single sine components. We let Fx(y) = F xn sin(kny) be
the STF and Fy(y) = F
y
m sin(kmy) be the SLF. The general 2-component external body force Eq (6.2)
can then be specified as
F(y) =
(
F xn sin(kny), F
y
m sin(kmy)
)
. (6.21)
Recall that kn = 2npi/Ly is the wave number of the STF and km = 2mpi/Ly is the wave number of the
SLF.
In general the density, strain rate and shear pressure for a fluid under the influence of the force given
by Eq (6.21) are given by the following Fourier series:
ρ(y) =
∞∑
p=0
ρp cos(kpy)
γ˙(y) =
∞∑
p=1
γ˙p cos(kpy)
Π(y) =
∞∑
p=1
Πp cos(kpy),
(6.22)
We can also express the response functions for the density, strain rate and shear stress, given by Eqs
(6.4), (6.10) and (6.12) respectively, with a Fourier series. The linear density response function must be
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an odd function and so we can represent it as a sine series:
χ(y) =
∞∑
p=1
χy,sp sin(kpy) (6.23)
The Fourier series for the nonlinear density response function to the conservative field Fy has the follow-
ing general form:
χ(2)yy (y, y
′) =
∞∑
p=1
∞∑
q=1
χyy,ssp,q sin(kpy) sin(kqy
′) +
∞∑
p=1
∞∑
q=1
χyy,scp,q sin(kpy) cos(kqy
′)
+
∞∑
p=1
∞∑
q=1
χyy,csp,q cos(kpy) sin(kqy
′) +
∞∑
p=1
∞∑
q=1
χyy,ccp,q cos(kpy) cos(kqy
′).
(6.24)
χ
(2)
yy must be an even function and so the terms with coefficients given by χ
yy,sc
p,q and χ
yy,cs
p,q must be zero.
This will be the same with the second order density response function to Fx. The appropriate Fourier
series representations of the second order density response functions are:
χ(2)yy (y, y
′) =
∞∑
p=1
∞∑
q=1
χyy,ssp,q sin(kpy) sin(kqy
′) +
∞∑
p=1
∞∑
q=1
χyy,ccp,q cos(kpy) cos(kqy
′)
χ(2)xx (y, y
′) =
∞∑
p=1
∞∑
q=1
χxx,ssp,q sin(kpy) sin(kqy
′) +
∞∑
p=1
∞∑
q=1
χxx,ccp,q cos(kpy) cos(kqy
′).
(6.25)
Similarly, we expect the linear strain rate and shear pressure response functions to Fx to be odd,
the second order strain rate and shear stress response functions to FxFy to be even and the response
functions that are linear in Fx and quadratic in Fy to be odd. We determine ξ
(2)
xy using the same method
as we did for the second order density response function in Eq (6.24). ξ(3)xyy can also be represented as
a Fourier series. We can simplify these expansions using the parity of each term. The Fourier series
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representations of the strain rate response functions are given by
ξ(1)x (y) =
∞∑
p=1
ξx,sp sin(kpy)
ξ(2)xy (y, y
′) =
∞∑
p=1
∞∑
q=1
ξxy,ssp,q sin(kpy) sin(kqy
′)
+
∞∑
p=1
∞∑
q=1
ξxy,ccp,q cos(kpy) cos(kqy
′)
ξ(3)xyy(y, y
′, y′′) =
∞∑
p=1
∞∑
q=1
∞∑
r=1
ξxyy,sssp,q,r sin(kpy) sin(kqy
′) sin(kry′′)
+
∞∑
p=1
∞∑
q=1
∞∑
r=1
ξxyy,sccp,q,r sin(kpy) cos(kqy
′) cos(kry′′)
+
∞∑
p=1
∞∑
q=1
∞∑
r=1
ξxyy,cscp,q,r cos(kpy) sin(kqy
′) cos(kry′′)
+
∞∑
p=1
∞∑
q=1
∞∑
r=1
ξxyy,ccsp,q,r cos(kpy) cos(kqy
′) sin(kry′′)
(6.26)
Likewise, the shear pressure response functions are given by
pi(1)x (y) =
∞∑
p=1
pix,sp sin(kpy)
pi(2)xy (y, y
′) =
∞∑
p=1
∞∑
q=1
pixy,ssp,q sin(kpy) sin(kqy
′)
+
∞∑
p=1
∞∑
q=1
pixy,ccp,q cos(kpy) cos(kqy
′)
pi(3)xyy(y, y
′, y′′) =
∞∑
p=1
∞∑
q=1
∞∑
r=1
pixyy,sssp,q,r sin(kpy) sin(kqy
′) sin(kry′′)
+
∞∑
p=1
∞∑
q=1
∞∑
r=1
pixyy,sccp,q,r sin(kpy) cos(kqy
′) cos(kry′′)
+
∞∑
p=1
∞∑
q=1
∞∑
r=1
pixyy,cscp,q,r cos(kpy) sin(kqy
′) cos(kry′′)
+
∞∑
p=1
∞∑
q=1
∞∑
r=1
pixyy,ccsp,q,r cos(kpy) cos(kqy
′) sin(kry′′)
(6.27)
We wish to determine which Fourier components will be present in the density, strain rate and shear
stress when we use the combined STF-SLF given by Eq (6.21). We can substitute the forces and the
Fourier series representations of the appropriate response functions into Eqs (6.8), (6.19) and (6.20) for
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the density, strain rate and shear stress respectively to obtain the periodic representations of each fluid
property. We then take the Fourier transforms of these expressions. For a specific pair of n and m for
the STF and SLF the Fourier space representations for each expansion can be used to determine which
Fourier components are present in the perturbations.
Combining Eqs (6.8), (6.23) and (6.25) and using the STF-SLF forces Eq (6.21) and the density
Fourier series Eq (6.22) we find that the Fourier transform of the density for single component STF and
SLF is given by:
ρα = ρ0δα,0 − Ly
2
F ymχ
y
mδα,m +
L2y
8
F ymF
y
mχ
yy
m,mδα,2m +
L2y
8
F xnF
x
nχ
xx
n,nδα,2n. (6.28)
This relationship is similar to Eq (4.38) except that here we truncate the series at the second order
and include the shear induced density perturbation. The Kronecker delta functions δα,β match each
contribution of the response to the appropriate Fourier density coefficient. The linear response function
is χym ≡ χy,sm and the nonlinear response coefficients are defined as
χyym,m ≡ χyy,ssm,m − χyy,ccm,m
χxxn,n ≡ χxx,ssn,n − χxx,ccn,n .
(6.29)
Combining Eqs (6.19) and (6.26) with the STF-SLF Eq (6.21) and the strain rate Fourier series Eq
(6.22) we can show that the Fourier transform of the strain rate is given by
γ˙α =− Ly
2
F xn ξ
x
nδα,n
+
L2y
8
F xnF
y
m
[
ξxy−n,m δα,|n−m| + ξ
xy+
n,m δα,n+m
]
+
L3y
32
F xnF
y
mF
y
m
[
ξxyy−n,m,mδα,|n−2m| + ξ
xyy0
n,m,mδα,n + ξ
xyy+
n,m,mδα,n+2m
]
.
(6.30)
The linear response function is ξxn = ξ
x,s
n . We will refer to the lowest order coupling between the two
forces, which is a product of linear contributions for the STF and SLF F xnF
y
m, as the bilinear response.
We can see that for each n and m there are two bilinear contributions to the strain rate. We define the
bilinear response functions as
ξxy−n,m ≡ ξxy,ssn,m + ξxy,ccn,m
ξxy+n,m ≡ ξxy,ssn,m − ξxy,ccn,m .
(6.31)
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The − and + signs in the superscripts indicate that that strain rate Fourier components are excited with
wave numbers k|n−m| and kn+m respectively, as seen in Eq (6.30).
There are three terms that depend on the product of a linear contribution from the STF and quadratic
contribution from the SLF F xnF
y
mF
y
m. We will refer to these terms as third order response terms. It is
important to note that one of these third order response terms, identified by ξxyy0n,m,m, will contribute to the
strain rate at the fundamental wavelength, i.e. the same wavelength as the linear response contribution
from the STF. We define the third order strain rate response functions by
ξxyy−n,m,m ≡ ξxy,sccn,m,m − ξxy,sssn,m,m − ξxy,cscn,m,m − ξxy,ccsn,m,m
ξxyy+n,m,m ≡ ξxy,sccn,m,m − ξxy,sssn,m,m + ξxy,cscn,m,m + ξxy,ccsn,m,m
ξxyy0n,m,m ≡ −2(ξxyy,sccn,m,m + ξxy,sssn,m,m).
(6.32)
We can make these definitions since the related coefficients each pertain to terms in Fourier components
with equal wavelengths. Since we calculate the total excitation of a given harmonic we are actually
calculating the terms on the left hand side of Eq (6.32). This is also true for Eqs (6.28) and (6.28). These
definitions allow us to relate of MD simulation calculations of the response function to the coefficients
of the Fourier series expansions of the response functions.
Likewise, we can combine Eqs (6.20) and (6.27) with the STF-SLF Eq (6.21) and the shear pressure
Fourier series Eq (6.22) and show that the Fourier transform of the of the shear pressure is given by
Πα =− Ly
2
F xnpi
x
nδα,n
+
L2y
8
F xnF
y
m
[
pixy−n,m δα,|n−m| + pi
xy+
n,m δα,n+m
]
+
L3y
32
F xnF
y
mF
y
m
[
pixyy−n,m,mδα,|n−2m| + pi
xyy0
n,m,mδα,n + pi
xyy+
n,m,mδα,n+2m
]
.
(6.33)
The linear shear pressure response function is defined as pixn = pi
x,s
n and the bilinear response functions
are defined as
pixy−n,m ≡ pixy,ssn,m + pixy,ccn,m
pixy+n,m ≡ pixy,ssn,m − pixy,ccn,m .
(6.34)
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The third order shear pressure response functions are given by
pixyy−n,m,m ≡ pixy,sccn,m,m − pixy,sssn,m,m − pixy,cscn,m,m − pixy,ccsn,m,m
pixyy+n,m,m ≡ pixy,sccn,m,m − pixy,sssn,m,m + pixy,cscn,m,m + pixy,ccsn,m,m
pixyy0n,m,m ≡ −2(pixyy,sccn,m,m + pixy,sssn,m,m),
(6.35)
which has the same form as Eq (6.32).
6.3 Response functions
In this section we provide the results for the response function calculations obtained from MD simula-
tions. We calculate Fourier series coefficients for the response functions as they appear in Eqs (6.28),
(6.30) and (6.33) for a particular set of n and m. In section 6.4 we will use these evaluated response
function coefficients to predict some simple density, velocity and shear pressure profiles produced using
pairs of n and m, such that we have a combination of a single component STF and single component
STF. First we study the STF and SLF separately. We then combine the STF-SLF. In this way we calculate
particular response functions step-by-step.
The simulation methods used are similar to those described in chapters 4 and 5. We use the SLF to
produce cosine series density perturbations and the STF to produce sine series shearing velocity profiles.
The equations of motion are given by
r˙i =
pi
m
p˙i =F
Φ
i + F
x
n sin(knyi)i + F
y
m sin(kmyi)j− α0[pi −mux(yi)i]
(6.36)
which are similar to the equations of motion given by Eq (5.13) except that here there is no pycnostat and
we only thermostat the homogeneous temperature. α0 is calculated using the Nose`-Hoover differential
feedback method Eq (3.24). We use the force amplitudes and wavelengths as the variable input param-
eters and in this way we probe the wave-vector dependent response of the fluid properties to the forces.
We calculate all of the relevant Fourier coefficients using the methods described in section 3.4. For all
simulations we use the same system parameters as those given in section 5.4.
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6.3.1 Density, strain rate and shear presssure response to transverse forces
We begin by considering the response of the fluid to the STF only. Figure 6.1 shows three response
functions that have been determined using single component STFs for n = 1, 2, · · · , 15. Figure 6.1a
shows the Fourier series coefficients for the linear strain response ξn calculated using the following zero
field strength extrapolation:
ξxn = − lim
Fxn→0
2γ˙n
LF xn
. (6.37)
The strain rate coefficients are calculated using the streaming velocity coefficients such that γ˙n = knun.
To determine the zero field strength extrapolation we use F xn = 0.05, 0.10, 0.15, 0.20 and calculate the
strain rate for each field strength. The axis intercept of a linear fit of ξn versus F xn is then used for the
F xn → 0 limit. The extrapolations for ξ1 and ξ2 are shown in Figure 6.2. If the relationship between
the strain rate and the external field strength were truly linear then the plot of ξn versus F xn for each n
would be constant. The linear dependence of ξn on the field strength implies that there is some additional
nonlinear contribution to the strain rate at the fundamental wavelength.
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Figure 6.1: Fourier series coefficients for linear response functions to the STF. a) strain rate response
function coefficients ξn and b) the shear spressure response function coefficients pin. Also shown is c)
the wave-vector viscosity, calculated such that ηn = −pin/ξn.
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Figure 6.2: Strain rate and shear pressure response coefficients for n = 1 and 2 calculated over a range
of STF field strengths. The axis intercept for the linear fit represents the zero STF field strength extrapo-
lation.
Figure 6.1b shows the Fourier series coefficients for the linear shear pressure response pin. We
determine the values for the pin coefficients using a zero field strength extrapolation:
pixn = − lim
Fxn→0
2Πn
LF xn
. (6.38)
The linear fit extrapolations for pi1 and pi2 are also shown in Figure 6.2.
We can compare these results to Hansen et al. [34] by calculating the k-dependent viscosity for the
zero strain rate limit such that ηn = −pin/ξn. This is shown in Figure 6.1c. From our data we find
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Figure 6.3: Nonlinear density response to the STF. Density perturbations are shear induced and calculated
using zero STF field strength extrapolations.
128 RMIT University, 2014
CHAPTER 6. SHEAR AND DENSITY RESPONSE TO EXTERNAL FORCES
0 0.2 0.4 0.6 0.8 1
−5
−4.5
−4
x 10−3
F x1
χ
x
x
1
,1
0 0.2 0.4 0.6 0.8 1
−5.5
−5
−4.5
x 10−4
F x2
χ
x
x
2
,2
Figure 6.4: Nonlinear density response to STF calculated over a range of STF field strengths for n = 1
and 2. The axis intercept is used for zero STF field strength extrapolations.
ηn=1 = 0.908. From Hansen et al. we use the parameterized Lorenzian for the same state point and
calculate ηn=1 = 0.912± 0.002. This confirms that our results are in agreement with previous work.
Figure 6.3 shows the Fourier series coefficients for the nonlinear, shear-induce density response
function χxxn,n. These density perturbations are discussed in detail in section 5.5.1. We only consider
the lowest order density response to the STF which we can see from Eq (6.28) is quadratic in F xn . The
density perturbations due to this order of response will have a wavelength that is half as long as the
wavelength of the STF field and so for STF with wave number kn the density perturbation component
will be ρ2n cos(k2ny). The response function coefficients are calculated from zero field strength extrap-
olations. The production of significant density perturbations with the STF requires large field strengths.
We evaluate χxxn,n by extrapolating over the range F
x
n = 0.2, 0.4, 0.6, 0.8, 1.0. We evaluate the nonlinear,
shear-induced density response function coefficients with
χxxn,n = lim
Fxn→0
8ρ2n
L2F xnF
x
n
. (6.39)
In figure 6.4 we show examples of the zero field extrapolations of χxxn,n for n = 1 and 2. For n = 2
there are larger errors in the small field strength calculations. This behaviour continues for large values
of n. For n = 1 we fit all field strengths of the extrapolation. For all other n values we fit only the three
highest field strengths.
6.3.2 Linear and nonlinear density response to longitudinal forces
The density response functions calculated in this section are similar to the density response functions
calculated in Chapter 4. The main difference is that in this chapter the formalism is expressed in terms
of body forces, whereas in Chapter 4 the formalism is expressed in terms potential fields. The simulation
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Figure 6.5: Fourier coefficients for the first and second order density response functions calculated over
m = 1, 2, · · · , 40. Data represented with filled circles is for non-zero SLF field strength calculations.
The plus symbols show the values for m = 6, 8, 10 calculated using the extrapolation to zero field
strength.
state point in this chapter is also different to the state point simulated in Chapter 4.
Figure 6.5 shows the first and second order density response functions for a single component SLF.
We can evaluate the coefficients in two ways. The first is to use the same method as we did in chapter 4.
For a large set of wavelengths we can evaluate the linear density response coefficients from single field
strengths such that
χym = −
2ρm
LF ym
. (6.40)
In Figure 6.5a we show the linear response coefficients χym for m = 1, 2, · · · , 40 calculated by Eq (6.40)
with F ym = 0.8. We can compare these results to the linear response function calculated in Figure 4.3.
Note that the behaviour of the force response function at low wave numbers is quite different from the
potential response function. This is due to the factor of k that distinguishes the conservative force and
the potential in Fourier space. The low wave number behaviour is representative of the inclusion of the
1/k due to our body force formalism.
Likewise we can calculate the second order density response coefficients for a single field strength
such that
χyym,m =
8ρ2m
L2F ymF
y
m
. (6.41)
In Figure 6.5b we show χyym,m calculated over the same range of m values for F
y
m = 2.0.
The benefit of using single field strength perturbations for calculating the response components is
that it can be applied over a large range of wavelengths with reduced computation cost. Alternatively
we can calculate zero field strength extrapolations like we did in the previous section. For the first and
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Figure 6.6: Coefficients for first and second order density response functions calculated over range of
SLF field strengths form = 6, 8, 10. Axis intercepts used to determine zero field strength extrapolations.
second order density response functions the extrapolations are written as
χym = − lim
F ym→0
2ρm
LF ym
, χyym,m = lim
F ym→0
8ρ2m
L2F ymF
y
m
. (6.42)
In Figure 6.5 we also include the first and second order response functions calculated with Eq (6.42)
for m = 6, 8, 10, 12, 14, over the range F ym = 0.2, 0.4, 0.6, 0.8, 1.0, 1.2. In Figure 6.6 we show the
field strength dependence of the response functions over this range of F ym for m = 6, 8, 10. The zero
field strength extrapolations are calculated with a linear fit (excluding the F ym = 0.2 data point). The
numerical values for the axis intercepts are presented in Table 6.1 and are plotted on Figure 6.5 with the
plus symbols.
There are two reasons for considering the extrapolation method. The first is that it allows us to
calculate the response function without any influence from possible nonlinear contributions. These con-
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Table 6.1: First and second order density response coefficients calculated using axis intercepts linear
fitting in Figure 6.6
m χym(×10−3) χyym,m(×10−4)
6 5.23 (0.00) -0.88 (0.37)
8 7.52 (0.06) 0.89 (0.26)
10 1.53 (0.02) 2.01 (0.08)
12 3.64 (0.19) 8.40 (0.58)
14 3.22 (0.05) 7.76 (0.19)
tributions are less concerning in the case of the density response functions, however we see from Figure
6.6 that the linear density response functions do appear to have a very slight dependence on the SLF field
strength. The second reason for using the extrapolation method is that it allows us to calculate the re-
sponse functions from a several independent data point and in this sense provides us with a more reliable
evaluation. We will continue to compare zero field strength extrapolation methods with simplified single
field strength calculations for all response functions in this chapter.
6.3.3 Bilinear strain rate and shear pressure response to combined STF-SLF
In chapter 5 we combined the STF and SLF to produce shear flow in the presence of inhomogeneous
density. We showed for each single component STF and SLF applied in combination we produced two
higher order nonlinear harmonics in the velocity and shear stress profiles. One of these harmonics has a
wave number that is the sum of STF and SLF wave numbers and the other harmonic has a wave number
that is the modulus of the difference between the two force wave numbers. Eqs (6.28) and (6.30) show
that these excited Fourier components are due to the bilinear coupling between the two forces. This
bilinear response represents the lowest order coupling between the velocity and density profiles.
Each harmonic due to bilinear response is related to the force coupling by a unique response function.
From Eq (6.28) we can see that ξxy−n,m represents the bilinear response of the strain rate Fourier component
with wave number k|n−m| to the STF and SLF. ξ
xy+
n,m represents the bilinear response of the strain rate
Fourier component with wave number kn+m to the STF and SLF. From Eq (6.28) we can see that using
a single value for F xn and F
y
m, for any n and m, we can calculate the response coefficients using:
ξ−n,m =
8γ˙|m−n|
L2F xnF
y
m
; ξ+n,m =
8γ˙(n+m)
L2F xnF
y
m
. (6.43)
In the remainder of this thesis we will only consider STFs for n = 1 and so we will investigate the
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bilinear response functions in a reduced region of k-space such that ξxy−n,m = ξxy−1,m and ξ
xy+
n,m = ξ
xy+
1,m , i.e.
along the line n = 1.
Consider ξxy−1,m and ξ
xy+
1,m calculated with Eq (6.43) over a range of STF field strengthsF
x
1 = 0.05, 0.10,
0.15, 0.20 and a range of SLF field strengths F ym = 1.0, 2.0, 3.0, 4.0, 5.0. As an example we will inves-
tigate the behaviour of ξxy+1,6 as a function of STF and SLF field strength. This combination excites the
γ˙7 cos(k7y) component of the strain rate, and hence the u7 sin(k7y) component of the streaming velocity.
Figure 6.7 shows the results for ξxy+1,6 calculated over this range of field strengths. Each plot represents
a different STF field strength. The value of F x1 is indicated on the plots. For each of the four STF field
strengths we show how ξxy+1,6 varies as a function of SLF field strength F
y
6 . We also show equivalent
results for the SLF dependence of ξxy+1,10 over the same range of field strengths in Figure 6.8. We have
confirmed using simulations that for any m, ξxy−1,m displays a linear dependence on the SLF field strength.
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Figure 6.7: Bilinear response function coefficients ξxy+1,6 calculated over a range of SLF field strengths
for four different STF field strengths.
From Eq (6.30) we can see that pixy−n,m evaluates the bilinear relationship between the STF and SLF and
the cosine shear pressure component with wave number |n−m|. ξxy+n,m evaluates the bilinear relationship
between the STF and SLF and the cosine shear pressure component with wave number n+m. From Eq
(6.30) we can see that
pi−n,m =
8Π|n−m|
L2F xnF
y
m
; pi+n,m =
8Π(n+m)
L2F xnF
y
m
, (6.44)
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Figure 6.8: Bilinear response function coefficients ξxy+1,10 calculated over a range of SLF field strengths
for four different STF field strengths.
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Figure 6.9: Zero SLF field strength extrapolation values for the bilinear response function coefficients
plotted with STF field strength. m = 6 (dots), m = 8 (crosses), m = 10 (circles), m = 12 (pluses),
m = 14 (triangles). Numerical values for the average of each set of four data points are shown in Table
6.2.
Since we only consider n = 1 we restrict our investigation of the bilinear shear pressure response
functions to pixy−n,m = pixy−1,m and pi
xy+
n,m = pi
xy+
1,m . We have confirmed the appearance of a linear dependence
of pixy±1,m on the SLF field strength for any F
x
1 , much the same as we observed for ξ
xy+
1,m in Figures 6.7 and
6.8.
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In Figure 6.9 we show the results for the axis intercepts of the linear dependence of ξxy±1,m and pi
xy±
1,m ,
calculated for the range of STF field strengths, for m = 6, 8, 10, 12, 14. We see that there is no apparent
trend in the STF dependence of the zero SLF field strength extrapolations. Rather than extrapolate these
results to zero STF field strength we simply calculate the average of the four data points for each m. The
results for these average values are shown in Table 6.2.
We can use single field strength calculations and explore a greater set of m values, as we did for
the density response functions in Section 6.3.2. We know that the bilinear response function varies with
SLF field strength but we can choose a single value of F x1 and F
y
m and calculate ξ
xy±
1,m and pi
xy±
1,m as
an approximation. Choosing F x1 = 0.25 and F
y
m = 1.0 we calculate the bilinear response function
over m = 1, 2, · · · , 15. The results are shown in Figure 6.10. We also display the values presented
in Table 6.2. We can see that the two methods are in good agreement. This tells us that it is a good
approximation to use the single field strength calculation method for evaluating the bilinear response
function coefficients, which is especially convenient when we need to evaluate the coefficients for a
Table 6.2: Fourier coefficients for the strain rate and shear pressure bilinear response function coefficients
calculated using Eqs (6.43) and (6.44) for n = 1 and m = 6, 8, 10.
m ξxy−1,m (×10−3) ξxy+1,m (×10−3) pixy−1,m (×10−4) pixy+1,m (×10−4)
6 5.88 (0.48) 5.26 (0.11) -3.47 (0.57) 2.54 (0.31)
8 7.05 (0.23) 6.29 (0.17) -3.60 (0.51) 2.78 (0.61)
10 10.16 (0.48) 8.08 (0.32) -5.53 (0.21) 4.50 (0.18)
12 13.89 (1.29) 10.07 (1.09) -11.23 (0.32) 9.49 (0.52)
14 4.51 (0.63) 4.33 (0.25) -8.14 (0.09) 7.21 (0.40)
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Figure 6.10: Approximation to the bilinear response coefficients calculated over an extended range m =
1, 2, · · · , 15 using single STF and single SLF field strengths. Values from Table 6.2 are also plotted using
plus symbols for ξxy+1,m and pi
xy+
1,m , and crosses for ξ
xy−
1,m and pi
xy−
1,m .
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large range of m values, and possibly n values.
Note that when n = 1 and m = 2, |n −m| = |1 − 2| = 1, and so the linear response and bilinear
response both contribute to the fundamental components for u1 and Π1. Later we show that there is also
a third order response that simultaneously contributes to the fundamental velocity and shear pressure
components when n = 1 and m = 2. It is not possible to decouple these contributions and hence we do
not display results for ξxy−1,2 and pi
xy−
1,2 . We also neglect ξ
xy−
1,1 and pi
xy−
1,1 since they both equal zero.
6.3.4 Third order strain rate and shear pressure response that is linear in STF and
quadratic in SLF
Eqs (6.30) and (6.33) show that there are three third order response contributions in the strain rate and
shear pressure profiles for a combined single component STF and SLF at sufficiently small amplitude
STF. For a given pair of n and m the three third order response function coefficients for the strain rate
are ξxyy−n,m,m, ξxyy0n,m,m and ξxyy+n,m,m. For the shear pressure we have pixyy−n,m,m, pixyy0n,m,m and pixyy+n,m,m. We can see
that the response corresponding to ξxyy±n,m,m and pixyy±n,m,m manifests as short wavelength harmonics. ξxyy0n,m,m
and pixyy0n,m,m manifest as nonlinear contributions at the fundamental component of the strain rate and shear
pressure respectively. We will first consider ξxyy0n,m,m and pi
xyy0
n,m,m.
Figure 6.11 shows the Fourier coefficients for the fundamental components of the streaming velocity
and shear pressure profiles. As with the previous section we are only considering the case that n = 1.
The coefficients, which are measured directly from the MD simulations, are plotted against SLF field
strength. Each curve represents a fixed STF field strength. The curves represent quadratic fitting and are
shown to highlight the quadratic relationships. The SLF force amplitude F ym labelling the horizontal axis
of each plot can be used to indicate the wavelength of the SLF such thatm = 6, 8 or 10. Each plot shows
four data sets, which correspond to the different STF field strengths. When either F y6 = 0, F
y
8 = 0
or F y10 = 0 the coefficients u1 and Π1 reduce to the linear response contribution due to the STF. The
velocity coefficient clearly increases with SLF amplitude for all SLF wavelengths. It is interesting that
this behaviour is absent in the shear pressure profile, which maintains a constant fundamental Fourier
coefficient regardless of the amplitude or wavelength of the SLF.
To calculate ξxyy0n,m,m we need to account for the linear response contribution to the fundamental
Fourier velocity component due to the STF. We do this by using the linear response function coefficients
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Figure 6.11: Fundamental velocity and shear pressure coefficients for fixed STF field strength with
n = 1. Coefficients are plotted as a function of SLF field strength for m = 6, 8, 10. The subscript of
the dependent variable F ym is used to indicate the SLF wavelength. Results are shown for four different
STF field strengths, which are indicated in the figure legend. The curves are calculated using quadratic
fitting.
presented in Figure 6.1. For any n and m we let
ξxyy0n,m,m =
32
L3F xnF
y
mF
y
m
(
knun − L
2
F xn ξ
x
n
)
. (6.45)
We will assume that pixyy0m,m,m = 0. To evaluate ξ
xyy0
1,m,m using Eq (6.45) we take ξ
x
1 = −0.2397, which can
be found in Figure 6.1.
Figures 6.12 and 6.13 show ξxyy01,6,6 and ξ
xyy0
1,10,10 calculated over a range of STF and SLF field strengths.
The SLF field strengths are displayed on the horizontal axis and the STF field strengths are indicated on
each plot. We can see that for smaller SLF field strengths the data seems unreliable. If there were
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Figure 6.12: Third order strain rate response function coefficient ξxyy01,6,6 calculated over a range of SLF
field strengths for four different STF field strengths.
additional nonlinearities present then we should expect the field strength dependence of the response
function to tend to some limiting zero field strength value. We neglect the data points for F ym = 1.0 and
2.0. Our results show that for each system the data for F ym = 3.0, 4.0 and 5.0 appear to be constant and
so we will calculate the average of ξxyy01,6,6 and ξ
xyy0
1,10,10 over these data points assuming a constant SLF
0 2 4 6
2
4
6
8
x 10−4
F x1 = 0 . 05a
F y10
ξ
x
y
y
0
1
,1
0
,1
0
0 2 4 6
2
4
6
8
x 10−4
F x1 = 0 . 10b
F y10
ξ
x
y
y
0
1
,1
0
,1
0
0 2 4 6
2
4
6
8
x 10−4
F x1 = 0 . 15c
F y10
ξ
x
y
y
0
1
,1
0
,1
0
0 2 4 6
2
4
6
8
x 10−4
F x1 = 0 . 20d
F y10
ξ
x
y
y
0
1
,1
0
,1
0
Figure 6.13: Third order strain rate response function coefficient ξxyy01,10,10 calculated over a range of SLF
field strengths for four different STF field strengths.
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Figure 6.14: Average of ξxyy01,m,m calculated for F
y
m = 3.0, 4.0, 5.0 for each STF field strength. m = 6
(dots), m = 8 (crosses), m = 10 (circles), m = 12 (pluses), m = 14 (triangles). A linear fit is used to
determine the zero STF field strength extrapolation. Numerical values for the axis intercetps shown in
Table 6.3.
dependence.
In Figure 6.14 we plot these averages as a function of STF field strength for m = 6, 8, 10, 12, 14.
There appears to be a linear trend for each value of m. We assume that the true response function
coefficient is the zero STF field strength extrapolation, which we calculate using the axis intercepts of
the linear fit of each set of data points. The values for the axis intercepts are shown in the first column of
Table 6.3.
We can also consider a simplified method for calculating ξxyy01,m,m. From Figures 6.12 and 6.13 we
can justify using a single SLF field strength that is greater than F ym = 2.0. When F
y
m = 4.0, ξ
xyy0
1,m,m can
be treated as constant with respect to variations in F ym. Using this single SLF field strength we compute
ξxyy01,m,m over the same range of STF field strengths and calculate the axis intercepts. In Figure 6.15 we
show the results for ξxyy01,m,m calculated this way for m = 3, 4, · · · , 20. We have excluded the results for
m = 1 and 2 since for these combinations of n and m there are multiple contributions to u1 from linear,
Table 6.3: Third order strain rate and shear pressure response function Fourier coefficients calculated by
zero field strength extrapolation
m ξxyy01,m,m (×10−3) ξxyy−1,m,m (×10−4) ξxyy+1,m,m (×10−4) pixyy−1,m,m (×10−5) pixyy+1,m,m (×10−5)
6 1.031 (0.04) 0.782 (0.41) 0.592 (0.35) -0.165 (0.23) 1.316 (0.25)
8 1.452 (0.03) 0.454 (0.36) 0.410 (0.44) -0.147 (0.18) -1.622 (0.16)
10 4.168 (0.07) 1.164 (0.41) 1.043 (0.67) 0.278 (0.17) -2.977 (0.21)
12 8.128 (0.09) 2.634 (0.77) 2.115 (0.79) 1.043 (0.21) -9.779 (0.29)
14 0.178 (0.07) 0.697 (1.03) 0.383 (1.23) 0.754 (0.29) -7.331 (0.24)
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Figure 6.15: Third order response function ξxyy01,m,m plotted over m = 3, 4, · · · , 20. Dots represent the
data calculated using single SLF field strength F ym = 4.0 and a zero STF field strength extrapolation.
The crosses are the data presented in Table 6.3 for m = 6, 8, 10, 12, 14.
bilinear and third order responses. For example, when m = 1 we have a contribution to u1 from the
linear response and from one of the other third order responses. Whenm = 2 we have linear and bilinear
contributions to u1. We are unable to decouple these contributions so we cannot calculate a correction.
We have also plotted the values for ξxyy01,m,m that are presented in Table 6.3 for m = 6, 8, 10, 12, 14. We
can see that the two methods are in good agreement.
We will now consider the remaining third order contributions to the velocity and shear pressure
profiles. These contributions are represented by ξxyy±n,m,m and pixyy±n,m,m in Eqs (6.30) and (6.33) respectively.
For any pair of n and m we will measure one Fourier component in both the velocity and shear pressure
with wave number k|n−2m|, and one Fourier component with wave number kn+2m. In Figure 6.16 we
show the coefficients for the two velocity components excited using n = 1 and m = 10. For this
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Figure 6.16: Fourier series velocity coefficients for the short wavelength harmonics excited due to the
third order response. Only results for n = 1 and m = 10 are shown.
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Figure 6.17: Fourier series shear pressure coefficients for the short wavelength harmonics excited due to
third order response. Results are shown for n = 1 and m = 10.
combination of n and m we can see that the corresponding velocity harmonics are u17 sin(k17y) and
u19 sin(k19y). We plot each coefficient as a function of SLF field strength for four different STF field
strengths. The dependence of the velocity Fourier coefficients on F y10 appears to be quadratic, which is
as we should expect. In Figure 6.17 we show the coefficients for the Π17 cos(k17y) and Π19 cos(k19y)
components of the shear pressure profiles for the same set of simulations. Again we can see that the
relationship between the shear pressure Fourier coefficients and F y10 appears to be quadratic.
Eq (6.30) shows that for any n and m the third order strain rate response function coefficients can be
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Figure 6.18: SLF dependence of third order strain rate response function coefficient ξxyy−n,m,m for n = 1
and m = 6. Results shown for Four STF field strengths.
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calculated from
ξxyy−n,m,m =
32γ˙|n−2m|
L3F xnF
y
mF
y
m
; ξxyy+n,m,m =
32γ˙(n+2m)
L3F xnF
y
mF
y
m
. (6.46)
Likewise, from Eq (6.33) we can write the shear pressure response function coefficients as
pixyy−n,m,m =
32Π|n−2m|
L3F xnF
y
mF
y
m
; pixyy+n,m,m =
32Π(n+2m)
L3F xnF
y
mF
y
m
. (6.47)
Figures 6.18 and 6.19 show the response function coefficients ξxyy+1,m,m for m = 6 and 10, calculated
over a range of STF and SLF field strengths. If we choose to disregard the data points for F ym = 1.0
then the dependence on F ym is apparently constant and so there is no significant contribution from any
higher orders of response to the velocity at these wavelengths and so we calculate the average of the
constant, SLF dependent values and plot the results as a function of STF field strength. This is done in
Figure 6.20. The relationships are again constant and so we calculate the averages of ξxyy±1,m,m and pi
xyy±
1,m,m
for each STF field strength. The numerical values for ξxyy±1,m,m and pi
xyy±
1,m,m obtained using this method for
m = 6, 8, 10, 12, 14 are presented in Table 6.3.
We also consider a simplified approach to calculating these third order functions. Since both ξxyy±1,m,m
and pixyy±1,m,m appear to have no dependence on the SLF amplitude we can just choose a single SLF field
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Figure 6.19: SLF dependence of third order strain rate response function coefficient ξxyy−n,m,m for n = 1
and m = 10. Results shown for Four STF field strengths.
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Figure 6.20: Zero STF field strength extrapolations for all third order response functions (excluding the
fundamental component third order response functions). We only include m = 6, 8, 10 for clarity.
strength and calculate Eqs (6.46) and (6.47) over a range of m values. We could equally choose a single
STF value, since there is no apparent STF dependence either, however we have used the same range of
STF values as we did to calculate the values in Table 6.3 to obtain an average over the STF field strengths.
In Figure 6.21 we show the results for ξxyy±1,m,m and pi
xyy±
1,m,m calculated over m = 3, 4, · · · , 20. We also
plot the results from in Table 6.3.
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Figure 6.21: Third order strain rate and shear pressure response function Fourier coefficients. Results
are only shown for n = 1.
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6.4 Predicting flow due to single component STF and single component
SLF using response functions
We will now apply the response functions derived in Section 6.2 and evaluated in Section 6.3 to predict
real-space profiles for density, velocity and shear pressure. We will use the results presented in Tables
6.1, 6.2 and 6.3. However we see from Figures 6.5, 6.10, 6.15 and 6.21 that in many instances using
the approximate methods for the response function, calculated using a non-zero field strength rather than
zero field strength extrapolations and averages, would be sufficient at the STF field strengths chosen.
6.4.1 Density profiles
From Eq (6.28) the density profile induced by a single component STF with n = 1 and a single compo-
nent SLF for any m, truncated at the second order, is given by
ρ(y) = ρ0 +
L2
8
F xnF
x
nχ
xx
n,n cos(k2ny)−
L
2
F ymχ
y
m cos(kmy) +
L2
8
F ymF
y
mχ
yy
m,m cos(k2my). (6.48)
We consider two example density profiles. For the case that m = 6 the density profile up to the second
order is given by:
ρ(y) = ρ0 +
L2
8
F x1 F
x
1 χ
xx
1,1 cos(k2y)−
L
2
F y6 χ
y
6 cos(k6y) +
L2
8
F y6 F
y
6 χ
yy
6,6 cos(k12y), (6.49)
and when m = 10 we have
ρ(y) = ρ0 +
L2
8
F x1 F
x
1 χ
xx
1,1 cos(k2y)−
L
2
F y10χ
y
10 cos(k10y) +
L2
8
F y10F
y
10χ
yy
10,10 cos(k20y). (6.50)
In Figure 6.22 we compare our response function predictions for these two density profiles with profiles
measured using MD simulations. We use STF with F x1 = 0.02 and show results for SLFs with F
y
m =
0.5, 2.0 and 4.0.
The y-space profiles are shown in Figures 6.22a for m = 6 and 6.22c for m = 10. The density
profiles predicted from the response functions are plotted using thin lines, labelled with symbols that
indicate the SLF field strength (see figure caption for definition). It should be kept in mind that these
profiles are Fourier series constructions. The profiles represent functions and so the symbols do not
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Figure 6.22: Comparison between density profiles measured using MD simulation and density profiles
predicted using first and second order response functions. a and c show the y-space density profiles for
m = 6 and 10 respectively. STF with n = 1 and F x = 0.02 is used. MD simulation profiles shown using
bold lines. Three different SLF field strengths are used: 0.5 (triangles), 2.0 (crosses) and 4.0 (circles).
b and d show the relative residuals between the simulated and predicted profiles for the m = 6 and 10
SLFs respectively, normalised using the zero wave vector density.
indicate discrete data points but are only being used to label the curves. For each field strength we
also plot the MD results using an unlabelled, bold curve. It is difficult to distinguish the predicted
profiles from the simulation results, however slight deviations can be seen in Figure 6.22a at the regions
of maxima and minima for the F y6 = 4.0 profile. We also show the relative residuals for each plot,
calculated from the difference between the prediction and the simulations results, scaled using the zero
wave vector density ρ0 = 0.685. The relative residuals can be used as an indication of the error in the
predictions.
It is interesting to note the difference in the density profiles for the two different m values, i.e. the
broad peaks for m = 6 as opposed to the sharp peaks for m = 10. This difference is due to the sign of
the second order response function, which is negative when m ≤ 6 but is positive when m > 7. This is
seen in Figure 6.5. We considered this behaviour in Chapter 4 and mentioned that the sharper peaks for
m = 10 imply that the SLF supports a planar packing scheme, whereas the flatter peaks for m = 6 are
representative of the bulk compression response of the longer wavelength SLFs.
In figure 6.23 we show a single cycle of each of the density profiles in Figure 6.22. The bold curves
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Figure 6.23: Convergence of Fourier density series over a single cycle for SLF with (a) m = 6 and (b)
m = 10. For both systems we show the linear response component, the linear plus second order response
and results measured from simulation.
show the MD simulation data. With the thin, labelled curves we show the convergence of the response
function predictions as we add increasing orders of response. We show linear response only and linear
response plus nonlinear response. For both values of m we see that the linear response alone is insuf-
ficient to predict the density profiles. The inclusion of the second order response greatly improves the
predictions. We could include third order density response, as we did in Chapter 4, but second order is
sufficient for our current purpose.
6.4.2 Velocity profiles
From Eq (6.30) we find that the velocity profile for a given n and m, up to the third order, is given by:
u(y) =− L
2
F xn
ξxn
kn
sin(kny)
+
L2
8
F xnF
y
m
[
ξxy−n,m
k|n−m|
sin(k|n−m|y) +
ξxy+n,m
kn+m
sin(kn+my)
]
+
L3
32
F xnF
y
mF
y
m
[
ξxyy−n,m,m
k|n−2m|
sin(k|n−2m|y) +
ξxyy0n,m,m
kn
sin(kny) +
ξxyy+n,m,m
kn+2m
sin(kn+2my)
]
.
(6.51)
For the case that n = 1 and m = 10 the streaming velocity is given by
u(y) =− L
2
F x1
ξx1
k1
sin(k1y)
+
L2
8
F x1 F
y
10
[
ξxy−1,10
k9
sin(k9y) +
ξxy+1,10
k11
sin(k11y)
]
+
L3
32
F x1 F
y
10F
y
10
[
ξxyy−1,10,10
k19
sin(k19y) +
ξxyy01,10,10
k1
sin(k1y) +
ξxyy+1,10,10
k21
sin(k21y)
]
.
(6.52)
In Figure 6.24 we compare predictions calculated using Eq (6.52) with simulation results for three
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Figure 6.24: Comparison between streaming velocity profiles measured using MD simulation and re-
sponse function predictions for n = 1 and m = 10. a and c show the y-space velocity profiles for
STF field strengths F x1 = 0.02 and 0.08 respectively. Three different SLF field strengths are used: 0.5
(triangles), 2.0 (crosses) and 4.0 (circles). b and d show the relative residuals.
different SLF field strengths F y10 = 0.5, 2.0, 4.0, and for two different STF field strengths F
x
1 =
0.02, 0.08. The STF field strengths are indicated on the plots. Notice that we are only showing the
velocity profiles over half of the simulation box length in the y-dimension and so we only show half
of the full cycle of the velocity profile. We also show the relative residuals indicating the error in the
prediction, which are scaled using the amplitudes of the MD simulation profiles.
In Figure 6.25 we show the convergence of the series given by Eq (6.52) as we add increasing orders
of response. Results are shown for F x1 = 0.08 and F
y
10 = 4.0. These results present some very interesting
observations. First, we can see that the third order response represented by ξxyy01,10,10, which manifests at
the fundamental Fourier velocity component, provides a large contribution to the total velocity profile.
Second, we can see that the vast majority of the shorter wavelength, strong oscillation is due to the
bilinear response. This leads us to our third point, that the other two third order response contributions
due to ξxyy±1,10,10 are negligible. This is clear when we try to distinguish between the two profiles referred
to as the 1st, 2nd and 3rd order fundamental only profile, which does not contain the short wavelength
third order terms, and the 1st, 2nd and 3rd order fundamental all profile, which does contain these terms.
Clearly the two profiles can be considered equivalent. We can suggest then that to predict the velocity
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profile resulting from single component, long wavelength STF and single component SLF it is sufficient
to consider the strain rate response for linear, bilinear and third order response, but neglecting the ξxyy±1,m,m
terms. The benefit of neglecting these terms is that we can avoid the computational difficulty involved in
determining them.
6.4.3 Shear pressure profiles
From Eq (6.33) we can write the shear pressure for a given n and m up to third order as:
Π(y) =
L
2
F xnpi
x
n sin(kny)
+
L2
8
F xnF
y
m
[
pixy−n,m sin(k|n−m|y) + pi
xy+
n,m sin(kn+my)
]
+
L3
32
F xnF
y
mF
y
m
[
pixyy−n,m,m sin(k|n−2m|y) + pi
xyy+
n,m,m sin(kn+2my)
]
.
(6.53)
Notice that we have neglected pixyy0n,m,m since we have shown that there is no contribution to the fun-
damental component of the shear pressure from third order response. When n = 1 and m = 10 we
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Figure 6.25: Convergence of the Fourier series velocity profile, constructed using the response functions,
to the MD simulation profile for increaseing orders of response. n = 1, m = 10, F x1 = 0.08 and
F y10 = 4.0. The third order response is shown for the fundamental component only (squares), and for the
fundamental plus shorter wavelength components (pluses).
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Figure 6.26: Comparison between the shear pressure profiles measured using MD simulations and the
response function predicted profiles using Eq (6.54) for n = 1 and m = 10. Results are shown for single
STF field strength F x1 = 0.08 and single SLF field strength F
y
10 = 4.0.
have
Π(y) =
L
2
F x1 pi
x
1 sin(k1y)
+
L2
8
F x1 F
y
10
[
pixy−1,10 sin(k9y) + pi
xy+
1,10 sin(k11y)
]
+
L3
32
F x1 F
y
10F
y
10
[
pixyy−1,10,10 sin(k19y) + pi
xyy+
1,10,10 sin(k21y)
]
.
(6.54)
Figure 6.26 shows the shear pressure profile calculated using Eq (6.54) for F x1 = 0.08 and F
y
10 = 4.0
compared with MD simulation results for the same field strengths. We only include results for half
of the simulation box length in the y-dimension. The bilinear response of the shear pressure is less
sensitive than the bilinear response of the strain rate so the shorter wavelength oscillations have smaller
amplitudes. For this reason we only include results for a single SLF field strength, since the profiles do
not vary greatly as we vary F y10. The residual between the simulated and predicted shear pressure profile
is also shown. We have scaled this residual using the peak of the simulation profile.
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Figure 6.27: Convergence of the shear pressure Fourier series to the MD simulation profile.
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Finally, we also show the convergence of the shear pressure series given by (6.54) for increasing
orders of response. We can see that by using a Fourier series construction just including the linear and
bilinear response terms we can produce excellent agreement with the MD simulation profile. The third
order series is also included but we can see that it provides no significant contribution to the already ex-
cellent prediction. From this we can conclude that linear and bilinear response is sufficient for predicting
the shear pressure profile for single component, long wavelength STF and short wavelength SLF.
6.5 Conclusions
We have introduced a formalism for describing the density, strain rate and shear pressure response to
external body forces in terms of nonlinear and non-local response functions. This formalism was mo-
tivated by the non-local density dependent constitutive relation that we derived for describing the shear
pressure in strongly inhomogeneous fluids. This constitutive relation can describe the coupling between
density and velocity gradients using various non-local density dependent viscosity kernels. However we
found that it was difficult to investigate this relationship since the strong density-velocity coupling made
density and strain rate profiles inappropriate as independent input functions. Our formalism, which uses
the STF and SLF as independent input functions, describes the density, strain rate and shear pressure as
response output functions. Using this formalism we were able to describe the coupling in the density and
velocity as a response in the density and strain rate to couplings between the STF and SLF. As a result
the formalism proves to be very useful in isolating and characterising the many coupling relationships
the manifest in shearing inhomogeneous fluids.
In this chapter we only consider single component STFs and single component SLFs. We found
that the density response relationships were similar to those investigated in Chapter 4. Here we only
considered density response up to the second order and we also included the shear induced density as a
second order response to the STF. We can Fourier synthesise density profiles with the response function
coefficients and compare the results with MD simulations. We found that it was often sufficient to
represent a density profile just using first and second order response. For very large fields at particular
wavelengths there were observable differences between the simulation density profile and the Fourier
synthesis using the response function coefficients, but these differences are negligible. We conclude that
it is generally sufficient to represent a density profile due to combined STF and SLF using the first and
second order response.
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We found that when we combined single component STF and single component SLF we excited two
bilinear response Fourier components in the streaming velocity and shear pressure. We also excited three
third order response Fourier components in the velocity. One of the third order contributions excites
the fundamental velocity Fourier component whereas the other two third order contributions manifest
as short wavelength harmonics with negligible contribution to the total velocity profile. The third or-
der contribution to the fundamental Fourier component of the velocity does contribute significantly to
the total velocity profile. In order to predict the velocity profiles accurately for a given pair of single
component STF and SLF we need to account for the linear response, bilinear response and third order
response, although we are free to neglect two of the third order contributions. Interestingly we found
that we only excite two third order response Fourier components in the shear pressure. There is no third
order contribution to the fundamental shear pressure Fourier component. Similar to the third order strain
rate response we find that the two third order response terms for the shear pressure have negligible con-
tribution to the total shear pressure profile. In order to accurately predict the shear pressure profile due
to a pair of single component STF and SLF it is sufficient to include the linear and bilinear responses.
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7Density, strain rate and shear pressure response to external
body forces: single component STF and multi-component
SLF
7.1 Introduction
The density profiles that form in nano-confined systems due to the surface effects of the fluid-solid in-
terface are more complex than the density profiles that can be produced using single component SLFs.
We showed in Chapter 5 that by combining as few as two or three SLF components with specific wave-
lengths we could produce density profiles that exhibited the characteristics of the density profiles in
nano-confined systems. For example, we can Fourier synthesise density profiles that have the character-
istic short length scale, large amplitude oscillations of nano-confined fluids. But it is possible to produce
these oscillations using single component SLFs. Using multi-component SLFs we could also reproduce
the decaying envelope in the amplitudes of the short length scale oscillations. It is possible that using
Fourier synthesis of many SLF components we could produce very specific density profiles. For this
reason it is important to understand any additional coupling relationships that manifest when we use two
or more SLF components in combination.
In the previous chapter we introduced a formalism that describes variations in the density, stain rate
and shear pressure about the homogeneous, equilibrium state using functional expansions, in terms of a
longitudinal body force and a transverse body force. This formalism allowed us to identify a variety of
non-local response functions that describe how each property depends on the external forces. We showed
that when we use a single sine component SLF to produce the density inhomogeneity and a single sine
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component STF to produce the shearing flow we could Fourier transform the non-local relationships and
hence calculate the Fourier series coefficients for the non-local response functions. We then predicted
density, velocity and shear pressure profiles for the case of a single component STF and single component
SLF. In this chapter we extend the approach introduced in the previous chapter to account for fluids
perturbed by single component STFs and multi-component SLFs.
In this Chapter use the same MD system as we did in the previous chapter. The only difference is that
in this chapter there are multiple Fourier components in the longitudinal force. The equations of motion
are an extension of Eq (6.36):
r˙i =
pi
m
p˙i =F
Φ
i + F
x
n sin(knyi)i +
∑
m
F ym sin(kmyi)j− α0[pi −mux(yi)i].
(7.1)
All terms in Eq (7.1) are described in Sections 3.1.3, 5.3 and 6.3.
7.2 Response due to single component STF and two component SLFs
In this first section we identify additional harmonics in the density, strain rate and shear pressure profiles
that are excited due to coupling between two component SLFs. We also show how we evaluate the
Fourier coefficients of the response functions that correspond to these addition terms.
7.2.1 Bilinear density response functions
To evaluate the Fourier coefficients for the bilinear density response we use a two component SLF given
by:
Fy(y) = F
y
m1 sin(km1y) + F
y
m2 sin(km2y), (7.2)
where km1 = 2pim1/Ly and km2 = 2pim2/Ly such that m1 and m2 are positive integers. With this
force and a periodic density we follow the process described in Chapter 6 that leads to Eq (6.28) and so
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Figure 7.1: Two examples of the SLF field strength dependence of the bilinear density response functions.
Both SLF components have equal amplitude such that F ym1 = F
y
m2 = 0.5, 1.0, 1.5, 2.0, 2.5.
obtain the following Fourier transform of Eq (6.8):
ρα = ρ0δα,0
− Ly
2
F ym1χ
y
m1δα,m1 −
Ly
2
F ym2χ
y
m2δα,m2
+
L2y
8
F ym1F
y
m1χ
yy
m1,m1δα,2m1 +
L2y
8
F ym2F
y
m2χ
yy
m2,m2δα,2m2
+
L2y
8
F ym1F
y
m2χ
yy−
m1,m2δα,|m1−m2| +
L2y
8
F ym1F
y
m2χ
yy+
m1,m2δα,m1+m2 .
(7.3)
Note that there is no χxxm,m term because we have not yet included the STF in Eq (7.2). χ
y
m and χ
yy
m,m
were evaluated in the previous chapter. We see that there are two additional terms due coupling between
the force components which we denote χyy+m1,m2 and χ
yy−
m1,m2 . Each force component contributes linearly
to these additional density harmonics and so we say that these terms are due to a bilinear response.
χyy+m1,m2 and χ
yy−
m1,m2 are the Fourier coefficients for the bilinear density response functions. We evaluate
the coefficients such that:
χyy−m1,m2 =
8ρ|m1−m2|
L2F ym1F
y
m2
, χyy+m1,m2 =
8ρm1+m2
L2F ym1F
y
m2
. (7.4)
Figure 7.1 shows χyy±6,10 and χ
yy±
6,14 evaluated over a range of SLF field strengths such that the am-
plitudes of both SLF force components are equal: F ym1 = F
y
m2 = 0.5, 1.0, 1.5, 2.0, 2.5. The bilinear
response functions appear to be independent of the SLF amplitudes so we calculate the average of all
coefficients over the range of amplitudes. We exclude the lowest amplitude F ym1 = F
y
m2 = 0.5 since in
many cases the error is large. We show the values for the two bilinear response functions calculated this
RMIT University, 2014 155
CHAPTER 7. SHEAR AND DENSITY RESPONSE DUE TO MULTI-COMPONENT SLF
Table 7.1: Fourier series coefficients for a range of bilinear density response functions, evaluated using
the average of Eq (7.4) over a range of SLF amplitudes F ym1 = F
y
m2 = 0.5, 1.0, 1.5, 2.0, 2.5.
m1,m2 χ
yy+
m1,m2 (×10−4) χyy−m1,m2 (×10−5)
6, 8 0.857 (0.12) −4.104 (0.23)
6, 10 2.102 (0.06) −5.656 (0.20)
6, 12 3.866 (0.21) −3.356 (0.60)
6, 14 2.014 (0.04) 4.888 (0.29)
8, 10 2.308 (0.04) −4.991 (0.13)
8, 12 4.907 (0.09) −3.989 (0.55)
8, 14 2.863 (0.07) 3.616 (0.40)
10, 12 7.141 (0.28) −2.437 (0.81)
10, 14 6.367 (0.28) 5.515 (0.18)
12, 14 14.969 (1.86) 11.409 (0.97)
way for all pair combinations of m = 6, 8, 10, 12, 14 in Table 7.1.
Since the bilinear response coefficients are independent of SLF amplitude we can simplify the cal-
culation and just use a single amplitude for the SLF components, as opposed to calculating the aver-
age over a range of amplitudes, as we did for the values in Table 7.1. Using single amplitude values
F ym1 = F
y
m2 = 2.0 we save computational resources and explore a greater range of the two dimensional
(km1 , km2) Fourier space representation of the bilinear response functions. In Figure 7.2 we show five
one-dimensional slices of χyy±m1,m2 . We show χ
yy±
6,m2
, χyy±8,m2 , χ
yy±
10,m2
, χyy±12,m2 and χ
yy±
14,m2
, evaluated over a
range of m2 such that m2 = 1, 2, · · · , 20.
We need to make various corrections when evaluating χyy−m1,m2 . For example, when m1 = 6 and
m2 = 12 the density Fourier component ρ6 cos(k6y) will have a linear response contribution from
F y6 and bilinear response contribution since |m1 − m2| = 6. We correct χyy−6,12 by letting χyy−6,12 =
0 2 4 6 8
−5
0
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x 10−4
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Figure 7.2: Fourier space bilinear response function shown for reduced one-dimensional slices through
the full two-dimensional space.
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8(ρ6 + LF
y
6 χ
y
6)/L
2F y6 F
y
12, where χ
y
6 is given in Table 6.1. As a second example, consider the case that
m1 = 6 and m2 = 2. In this case the density Fourier component ρ4 cos(k4y) will have a second order
response contribution from F y2 and bilinear response contribution since |m1 −m2| = 4. To correct we
calculate χyy−6,2 such that χ
yy−
6,2 = 8(ρ4 − L2F y2 F y2 χyy2,2/8)/L2F y6 F y2 .
7.2.2 Trilinear strain rate and shear pressure response functions
The total force composed of a single component STF with n = 1 and a two component SLF is given by:
F(y) =
(
F x1 sin(k1y), F
y
m1 sin(km1y) + F
y
m2 sin(km2y)
)
. (7.5)
With this total force and a periodic strain rate we follow the process described in Chapter 6 that leads to
Eq (6.30) and so Fourier transform Eq (6.19). This gives:
γ˙α = −Ly
2
F x1 ξ
x
1 δα,1
+
L2y
8
F x1 F
y
m1
[
ξxy−1,m1δα,|1−m1| + ξ
xy+
1,m1
δα,1+m1
]
+
L2y
8
F x1 F
y
m2
[
ξxy−1,m2δα,|1−m2| + ξ
xy+
1,m2
δα,1+m2
]
+
L3y
32
F x1 F
y
m1F
y
m1
[
ξxyy−1,m1,m1δα,|1−2m1| + ξ
xyy0
1,m1,m1
δα,1 + ξ
xyy+
1,m1,m1
δα,1+2m1
]
+
L3y
32
F x1 F
y
m2F
y
m2
[
ξxyy−1,m2,m2δα,|1−2m2| + ξ
xyy0
1,m2,m2
δα,1 + ξ
xyy+
1,m2,m2
δα,1+2m2
]
+
L3y
32
F x1 F
y
m1F
y
m2
[
ξxyy−+1,m1,m2δα,|1−(m1+m2)| + ξ
xyy−−
1,m1,m2
δα,|1−|m1−m2||
+ ξxyy+−1,m1,m2δα,1+|m1−m2| + ξ
xyy++
1,m1,m2
δα,1+(m1+m2)
]
(7.6)
We notice four additional terms that were not considered in Chapter 6. These terms each have a linear
contribution from the STF force amplitude and each of the two SLF force amplitudes. We say that
these terms are due to trilinear response and we denote the Fourier coefficients for the trilinear response
function by ξxyy±±1,m1,m2 . For any combination of n = 1,m1 and m2 we evaluate the trilinear response
function Fourier coefficients by
ξxyy++1,m1,m2 =
32γ˙1+(m1+m2)
L3F x1 F
y
m1F
y
m2
ξxyy+−1,m1,m2 =
32γ˙|1+|m1−m2||
L3F x1 F
y
m1F
y
m2
ξxyy−+1,m1,m2 =
32γ˙|1−(m1+m2)|
L3F x1 F
y
m1F
y
m2
ξxyy−−1,m1,m2 =
32γ˙|1−|m1−m2||
L3F x1 F
y
m1F
y
m2
(7.7)
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To determine the trilinear shear pressure response functions we Fourier transform Eq (6.20) with the
composite force Eq (7.5) and a periodic shear pressure. This gives
Πα = −Ly
2
F x1 pi
x
1δα,1
+
L2y
8
F x1 F
y
m1
[
pixy−1,m1δα,|1−m1| + pi
xy+
1,m1
δα,1+m1
]
+
L2y
8
F x1 F
y
m2
[
pixy−1,m2δα,|1−m2| + pi
xy+
1,m2
δα,1+m2
]
+
L3y
32
F x1 F
y
m1F
y
m1
[
pixyy−1,m1,m1δα,|1−2m1| + pi
xyy+
1,m1,m1
δα,1+2m1
]
+
L3y
32
F x1 F
y
m2F
y
m2
[
pixyy−1,m2,m2δα,|1−2m2| + pi
xyy+
1,m2,m2
δα,1+2m2
]
+
L3y
32
F x1 F
y
m1F
y
m2
[
pixyy−+1,m1,m2δα,|1−(m1+m2)| + pi
xyy−−
1,m1,m2
δα,|1−|m1−m2||
+ pixyy+−1,m1,m2δα,1+|m1−m2| + pi
xyy++
1,m1,m2
δα,1+(m1+m2)
]
.
(7.8)
Note that we do not include either pixyy01,m1,m1 or pi
xyy0
1,m2,m2
since we in Chapter 6 showed that these coeffi-
cients are zero. We calculate the trilinear shear pressure response coefficients using:
pixyy++1,m1,m2 =
32Π1+(m1+m2)
L3F x1 F
y
m1F
y
m2
pixyy+−1,m1,m2 =
32Π|1+|m1−m2||
L3F x1 F
y
m1F
y
m2
pixyy−+1,m1,m2 =
32Π|1−(m1+m2)|
L3F x1 F
y
m1F
y
m2
pixyy−−1,m1,m2 =
32Π|1−|m1−m2||
L3F x1 F
y
m1F
y
m2
.
(7.9)
We wish to consider whether our values of the Fourier components of the response functions de-
pend on the force amplitudes. As an example, in Figure 7.3 we show ξxyy++1,6,10 calculated over a range
of STF and SLF force amplitudes. Each plot shows results for a particular STF amplitude F x1 =
0.05, 0.10, 0.15, 0.20. For the two component SLF we use equal force amplitudes such that F y6 = F
y
10 =
1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0. In Figure 7.4 we show pixyy++1,6,10 over the same range of STF and SLF
amplitudes. The coefficients are calculated such that:
ξxyy++1,6,10 =
32k17u17
L3F x1 F
y
6 F
y
10
; pixyy++1,6,10 =
32Π17
L3F x1 F
y
6 F
y
10
. (7.10)
For smaller SLF amplitudes there are larger uncertainties in our calculations so we will neglect data
for F y6 = F
y
10 = 1.0, 1.5, 2.0. In the region of F
y
6 = F
y
10 = 2.5, 3.0, 3.5, 4.0 the coefficients are
essentially independent of the SLF amplitude. We calculate the averages of ξxyy++1,6,10 and pi
xyy++
1,6,10 in this
region, which we then plot as a function of STF field strength. This is done in Figure 7.5 where we
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Figure 7.3: One example of the SLF dependence of the trilinear strain rate response function Fourier
coefficients. SLF dependence of ξxyy++1,6,10 is shown for four different STF field strengths, which are
indicated on each figure.
show the dependence on the STF amplitudes of all ξxyy±±1,6,10 and pi
xyy±±
1,6,10 coefficients, calculated as the
average over the range of SLF amplitudes. Note that in the case of ξxyy+−1,6,10 and pi
xyy+−
1,6,10 we need to
calculate a correction due to bilinear contributions at the same wave number. For the strain rate response
we calculate ξxyy+−1,6,10 = 32(k5u5 − L
2
8 F
x
1 F
y
6 ξ
xy−
1,6 )/L
3F x1 F
y
6 F
y
10 and for the shear pressure response we
calculate pixyy+−1,6,10 = 32(Π5 − L
2
8 F
x
1 F
y
6 ξ
xy−
1,6 )/L
3F x1 F
y
6 F
y
10.
From Figure 7.5 we can see that all ξxyy±±1,6,10 and pi
xyy±±
1,6,10 coefficients appear to be independent of
the STF amplitude. For a single value representation of these coefficients we calculate the average of
the STF dependent values. In this way we are calculating two averages: the average over the range of
SLF amplitudes and the average of this average over the range of STF amplitudes. We can reduce the
number of simulations used to evaluate the coefficients. Instead of calculating ξxyy±±1,m1,m2 and pi
xyy±±
1,m1,m2
over a range of SLF amplitudes, we use a single amplitude F ym1 = F
y
m2 = 3.0, which we can see from
Figures 7.3 and 7.4 is in the region where the trilinear coefficients are independent of the SLF amplitude.
With the same range of STF amplitudes as above, F x1 = 0.05, 0.10, 0.15, 0.20, we calculate ξ
xyy±±
1,m1,m2
and
pixyy±±1,m1,m2 for the single SLF amplitude and then calculate the average over the range of STF amplitudes.
In Table 7.2 we show ξxyy±±1,m1,m2 and pi
xyy±±
1,m1,m2
calculated in this way for various pairs of m1 and m2.
We must be careful when calculating the values in Table 7.2 to account for the many cases where
there are multiple response contributions to particular Fourier coefficients of the strain rate and shear
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Figure 7.4: SLF dependence of pixyy++1,6,10 is shown for four different STF field strengths.
pressure. There are many occurrences. For example, when |m1 −m2| = 2 then ξxyy−−n,m1,m2 and pixyy−−n,m1,m2
represent coefficients for harmonics with wave number k1. In this case we need to correct for the linear
response and, in the case of the strain rate, third order response due to ξxyy0n,m1,m1 and ξ
xyy0
n,m2,m2 .
Finally, it is interesting to note the small magnitudes of all pixyy±±1,m1,m2 terms. In many cases the uncer-
tainty in the coefficient is of the same order of magnitude, or are perhaps even larger than, the coefficient.
For example, we see that pixyy±±1,6,12 = 0.18(1.77). There are various examples of the uncertainty in the
calculation of a coefficient being comparable or greater than the value of the coefficient. The trilinear
shear pressure response provides negligible contribution to the total shear pressure since the response
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Figure 7.5: STF dependence of the four ξxyy±±1,6,10 coeffcients and the four pi
xyy±±
1,6,10 coefficients.
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function’s Fourier coefficients are barely discernible from the noise.
Table 7.2: Third order trilinear strain rate and shear pressure response function Fourier coefficients for a
pairs of two component SLFs. All single component STF with n = 1
m1,m2 ξ
xyy++
n,m1,m2 (×10−4) ξxyy+−n,m1,m2 (×10−4) ξxyy−+n,m1,m2 (×10−4) ξxyy−−n,m1,m2 (×10−4)
6, 8 0.91 (0.27) 2.53 (0.27) 1.05 (0.33) 2.73 (0.44)
6, 10 1.27 (0.30) 4.18 (0.22) 1.89 (0.34) 3.82 (0.49)
6, 12 3.00 (0.50) 7.37 (0.63) 3.26 (056) 8.00 (0.58)
6, 14 1.34 (0.65) 0.62 (0.17) 1.46 (0.53) 1.39 (0.30)
8, 10 1.48 (0.27) 3.97 (0.41) 1.59 (0.35) 4.99 (0.67)
8, 12 2.87 (0.57) 6.00 (0.63) 2.92 (0.25) 6.89 (0.81)
8, 14 1.44 (0.39) 1.38 (0.28) 1.18 (0.74) 1.47(0.18)
10, 12 4.50 (0.77) 8.42 (1.18) 5.25 (0.71) 11.63 (1.94)
10, 14 1.42 (0.68) 2.19 (0.34) 1.55 (0.66) 2.74 (0.42)
12, 14 1.38 (0.54) 1.33 (0.63) 0.87 (0.89) 0.59 (1.08)
m1,m2 pi
xyy++
n,m1,m2 (×10−6) pixyy+−n,m1,m2 (×10−6) pixyy−+n,m1,m2 (×10−6) pixyy−−n,m1,m2 (×10−5)
6, 8 −1.81 (1.31) 5.38 (3.37) 2.06 (1.45) −1.61 (0.56)
6, 10 −3.32 (2.63) 5.77 (0.98) 4.24 (2.16) −0.42 (0.23)
6, 12 −7.10 (0.65) 0.18 (1.77) 7.97 (0.95) 0.07 (0.16)
6, 14 −3.02 (1.21) −1.41 (1.53) 3.21 (0.88) 0.00 (0.15)
8, 10 −4.09 (1.07) 6.64 (3.18) 3.94 (1.49) −1.99 (0.59)
8, 12 −5.18 (0.92) 1.64 (1.84) 6.03 (0.90) −0.20 (0.30)
8, 14 −3.65 (2.08) 2.21 (1.55) 3.72 (0.94) 0.17 (0.19)
10, 12 −9.55 (1.21) 4.47 (4.27) 10.06 (1.31) −1.19 (0.99)
10, 14 −7.63 (1.24) −2.26 (2.13) 7.95 (1.33) 0.66 (0.19)
12, 14 −16.23 (1.13) −9.25 (2.58) 17.11 (1.56) 0.27 (0.79)
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7.3 Predicting density, velocity and shear pressure profiles for single com-
ponent STF and two component SLFs
In this section we use the Fourier coefficients for the response functions calculated in Section 7.2 and in
Chapter 6 to predict some density, velocity and shear pressure profiles produced using single component
STF and two component SLFs. We will compare the results with profiles calculated directly from MD
simulations.
7.3.1 Density profiles
For the force given by Eq (7.5) we should expect a density profile given by
ρ(y) = ρ0
− L
2
F ym1χ
y
m1 cos(km1y)−
L
2
F ym2χ
y
m2 cos(km2y)
+
L2
8
F ym1F
y
m1χ
yy
m1,m1 cos(k2m1y) +
L2
8
F ym2F
y
m2χ
yy
m2,m2 cos(k2m2y)
+
L2
8
F ym1F
y
m2χ
yy−
m1,m2 cos(k|m1−m2|y) +
L2
8
F ym1F
y
m2χ
yy+
m1,m2 cos(km1+m2y)
+
L2
8
F x1 F
x
1 χ
xx
1,1 cos(k2y).
(7.11)
This expression can be determined using Eq (7.3) and by including the shear induced term due to the
STF. We can reconstruct the density profiles produced with single component STF and two component
SLFs using the values of the response functions given in Tables 6.1 and 7.1. In Figure 7.6 we show
example density profiles. In Figure 7.6a we use m1 = 6 and m2 = 10. The STF with n = 1 has
amplitude F x1 = 0.08. We show results for SLF amplitude F
y
6 = 1.0, F
y
10 = 0.5 and F
y
6 = 1.0,
F y10 = 3.0. In Figure 7.8c we use m1 = 8 and m2 = 10. The STF has amplitude F
x
1 = 0.08 and we
show results for SLF amplitude F y8 = F
y
10 = 1.0, 3.0 and 4.0. The bold lines are for MD simulation
results and the thin lines with labels show the Fourier series predictions. The symbols do not indicate
discrete data points since all of the profiles are functions constructed by Fourier synthesis. We use the
symbols only to distinguish the different profiles. The relative residuals for each system are shown to
the right. The legend on the residuals can be used to identify the labels. The MD simulations and the
response function predictions are in very good agreement so it is difficult to distinguish the compared
profiles. However in Figure 7.6c we can see at the density minima of the profile for F y8 = F
y
10 = 4.0
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Figure 7.6: Comparison between MD simulation density profiles and response function prediction den-
sity profiles for two component SLFs. Bold lines are MD simulations, thin lines with labels are re-
sponse function predictions. The legends in b and d identify the labels in a and c respectively. STF has
F x1 = 0.08 for all profiles. a)m1 = 6 andm2 = 10 with F
y
6 = 1.0, F
y
10 = 0.5 and F
y
6 = 1.0, F
y
10 = 3.0.
c) m1 = 8 and m2 = 10 with F
y
8 = F
y
10 = 1.0, 3.0 and 4.0.
that there is an observable difference between the prediction and the MD profile. This is emphasised in
the relative residual shown in Figure 7.6d where for this profile the relative difference has a magnitude
of 0.05 in these regions. It should be noted that the force amplitudes are relatively large and so we may
be observing third order effects.
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Figure 7.7: Convergence of the Fourier series density profile, calculated using response functions, and
the density profile calculated using MD simulations. The density profiles are a magnification of the first
peaks in Figures 7.6a and 7.6c for the largest field strengths.
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In Figure 7.7 we show the convergence of the Fourier series Eq (7.11) to the MD simulation results as
increasing orders of response are included. Figure 7.7a shows a magnification of the first peak in Figure
7.6a for the largest field strength. Figure 7.7b shows a magnification of the first peak in Figure 7.6c for
the largest field strength. The bold line represents the density profile calculated using MD simulations.
We see in both profiles that linear response alone (crosses) is insufficient for describing the density
profiles. This is to be expected. The circles show second order predictions but without the inclusion
of the bilinear response terms described in the previous section. When we include the bilinear terms in
Figure 7.7a (triangles) there is not a large change in the total profile, however by adding these terms we
have slightly improved the prediction. In Figure 7.7b there is a significant difference between the second
order profile without the bilinear terms and the second order profile with the bilinear terms. The inclusion
of the bilinear terms greatly improves the prediction, however we see that additional contributions, such
as third order effects, are probably required.
7.3.2 Velocity profiles
For the force given by Eq (7.5) we expect a velocity profile given by
u(y) =− L
2
F x1
ξx1
k1
sin(k1y)
+
L2
8
F x1 F
y
m1
[
ξxy−1,m1
k|1−m1|
sin(k|1−m1|y) +
ξxy+1,m1
k1+m1
sin(k1+m1y)
]
+
L2
8
F x1 F
y
m2
[
ξxy−1,m2
k|1−m2|
sin(k|1−m2|y) +
ξxy+1,m2
k1+m2
sin(k1+m2y)
]
+
L3
32
F x1 F
y
m1F
y
m1
[
ξxyy−1,m1,m1
k|1−2m1|
sin(k|1−2m1|y) +
ξxyy01,m1,m1
k1
sin(k1y) +
ξxyy+1,m1,m1
k1+2m1
sin(k1+2m1y)
]
+
L3
32
F x1 F
y
m2F
y
m2
[
ξxyy−1,m2,m2
k|1−2m2|
sin(k|1−2m2|y) +
ξxyy01,m2,m2
k1
sin(k1y) +
ξxyy+1,m2,m2
k1+2m2
sin(k1+2m2y)
]
+
L3
32
F x1 F
y
m1F
y
m2
[
ξxyy++1,m1,m2
k1+(m1+m2)
sin(k1+(m1+m2)y) +
ξxyy+−1,m1,m2
k|1+|m1−m2||
sin(k|1+|m1−m2||y)
+
ξxyy−+1,m1,m2
k|1−(m1+m2)|
sin(k|1−(m1+m2)|y) +
ξxyy−−1,m1,m2
k|1−|m1−m2||
sin(k|1−|m1−m2||y)
]
.
(7.12)
In the second and third lines we see the bilinear coupling between the single component STF and each
single component SLF. Next we see the third order coupling between the single component STF and
quadratic contributions from each single component SLF. These terms were described in the previous
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Figure 7.8: Comparison between MD simulation velocity profiles and response function prediction ve-
locity profiles for single component STF and two component SLFs. Bold lines represent MD simulations,
thin lines with labels represent response function predictions. The legends in b and d identify the labels
in a and c respectively. The system parameters are the same as those used in Figure 7.6.
chapter. In addition, we see the inclusion of the four trilinear terms that were described in Section 7.2.
We use the values for the response functions given in Tables 6.2, 6.3 and 7.2 to consider the effects of
these terms in predicting the velocity profiles.
In Figure 7.8 we show some examples of velocity profiles produced using the force given by Eq
(7.5). We show the velocity profile over half of the simulation box length so we are only considering one
half of the full cycle of the velocity profile. The velocity profiles are for the same systems used in the
previous section where we presented the density profile predictions in Figure 7.6. The relative residuals
are also shown, where the residuals are scaled using the peak amplitude of the MD simulation profiles.
In Figure 7.8a, where m1 = 6 and m2 = 10, we see that the response function predictions are accurate.
In Figure 7.8c, where m1 = 8 and m2 = 10, we can see that for the larger SLF amplitudes there is a
small difference between the MD simulations and response function predictions. The difference in the
two profiles is observable when F y8 = F
y
10 = 3.0, however the difference greatly increases when we
increase the SLF amplitudes such that F y8 = F
y
10 = 4.0. These are relatively large force amplitudes.
In Figure 7.9 we consider the convergence of the response function prediction profile and the MD
simulation profile for the case where m1 = 8 and m2 = 10, F x1 = 0.08 and F
y
8 = F
y
10 = 3.0, which
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Figure 7.9: Convergence of the Fourier series velocity profile Eq (7.16) towards the MD simulation
profile for m1 = 8, m2 = 10, F x1 = 0.08 and F
y
8 = F
y
10 = 3.0. a) convergence for increasing orders of
response. b) convergence for addition of shorter wavelength harmonics.
is the second largest profile in Figure 7.8c. We show the convergence in two different ways. The first,
in Figure 7.9a, shows how the series in Eq (7.16) approaches the MD simulation profile as we add
increasing orders of response. We also show the difference between the series that only includes the
third order response terms that are due to quadratic contributions from each single component SLF, as
described in previous chapter, and the series that contains all third order contributions, which includes
the trilinear terms. The former is labelled as ”no trilinear” in the figure legend. This plot is interesting
for two reasons. Firstly, it shows that the short wavelength oscillations in the velocity profile are largely
due to the second order bilinear terms. Secondly, it shows the magnitude of the contribution to the total
velocity profile from the third order terms that contribute to the fundamental velocity component. There
are three third order response contributions to the fundamental velocity component: one given by ξxyy01,8,8 ,
one by ξxyy01,10,10, and one due to the third order trilinear response ξ
xyy−−
1,8,10 .
In Figure 7.9b we show how the series in Eq (7.16) approaches the MD simulation profile as we add
terms with shorter wavelengths. We show u1 sin(k1y) for the linear response only, and also for the linear
plus all third order contributions. We then add u3 sin(k3y) and show that this term has only a small
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effect on the total profile. Next we add u7 sin(k7y), u9 sin(k9y) and u11 sin(k11y). These terms are the
wavelengths that are excited due to the bilinear response when n = 1, m1 = 8 and m2 = 10. Figure
7.9b confirms that the short wavelength oscillations in the velocity profile are mostly due to the bilinear
terms. Including shorter wavelength terms in the series has little effect on the total profile. We are able
to concluded that the inadequacy in the response function prediction of the velocity profile, which is
clearest where the velocity oscillations are greatest, is due to additional contributions to the velocity at
the u7 sin(k7y), u9 sin(k9y) and u11 sin(k11y) components, which are not accounted for by the bilinear
response alone. We see this effect in Figures 6.7 and 6.8 where our calculations of the Fourier coefficients
of the bilinear response function clearly increase as we increase SLF amplitude. We conclude that there
are unidentified higher order contributions to the velocity profile at these wavelengths and that for large
SLF amplitudes these effects provide a significant contribution to the velocity profile.
7.3.3 Shear pressure profiles
For the force given by Eq (7.5) we expect a shear pressure profile given by:
Π(y) =− L
2
F x1 pi
x
1 cos(k1y)
+
L2
8
F x1 F
y
m1
[
pixy−1,m1 cos(k|1−m1|y) + pi
xy+
1,m1
cos(k1+m1y)
]
+
L2
8
F x1 F
y
m2
[
pixy−1,m2 cos(k|1−m2|y) + pi
xy+
1,m2
cos(k1+m2y)
]
+
L3
32
F x1 F
y
m1F
y
m1
[
pixyy−1,m1,m1 cos(k|1−2m1|y) + pi
xyy+
1,m1,m1
cos(k1+2m1y)
]
+
L3
32
F x1 F
y
m2F
y
m2
[
pixyy−1,m2,m2 cos(k|1−2m2|y) + pi
xyy+
1,m2,m2
cos(k1+2m2y)
]
+
L3
32
F x1 F
y
m1F
y
m2
[
pixyy++1,m1,m2 cos(k1+(m1+m2)y) + pi
xyy+−
1,m1,m2
cos(k|1+|m1−m2||y)
+ pixyy−+1,m1,m2 cos(k|1−(m1+m2)|y) + pi
xyy−−
1,m1,m2
cos(k|1−|m1−m2||y)
]
.
(7.13)
Unlike the velocity profile this does not include the pixyy01,m1,m1 and pi
xyy0
1,m2,m2
terms since we have shown
that these terms are zero. The pixyy±±1,m1,m2 coefficients are evaluated in Table 7.2 for n = 1 and various pair
combinations of m1 and m2.
In Figure 7.10 we show two examples of shear pressure profiles produced using the force given by Eq
(7.5). We only show the profiles over half of the simulation box length. Figure 7.10a shows a comparison
between the response function prediction, given by Eq (7.13) for m1 = 6, m2 = 10, F
y
6 = 1.0 and
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Figure 7.10: Comparison between MD simulation shear pressure profiles and response function predic-
tion profiles for single component STF and two component SLFs. Bold lines represent MD simulations,
thin lines with labels represent response function predictions. Both plots are for F x1 = 0.08. a) m1 = 6
and m2 = 10 with F
y
6 = 1.0, F
y
10 = 3.0. c) m1 = 8 and m2 = 10 with F
y
8 = F
y
10 = 3.0.
F y10 = 3.0, and the MD simulation results. Figure 7.10a shows the comparison for m1 = 8, m2 = 10
and F y6 = F
y
10 = 3.0. We can see that there is excellent agreement between the response function
prediction and the MD simulation results. We show the relative residuals in Figures 7.10b and 7.10d
where we have scaled the residuals with the peak amplitude of the MD simulation shear pressure profile.
The shear pressure response is quite different to the velocity response. There are two reasons for this.
First, each term in the velocity series is scaled by a factor of its corresponding wave number, which comes
from the relationship between the velocity and the strain rate via differentiation. The second reason is
that the third order response is less significant for the shear pressure. As we mentioned previously, the
terms due to pixyy01,m,m are zero. From Table 7.2 we see that the third order response functions for shear
pressure are generally an order of magnitude smaller than the third order strain rate response functions.
As a result, the shear pressure profiles are mostly due to linear and bilinear response.
The convergence plot in Figure 7.11 shows the contribution of the different orders of response to
the shear pressure. The plot shows only a small part of the full profile. We see that, unlike the velocity
profile, there is no apparent contribution to the fundamental component from the nonlinear response.
Most of the oscillation in the shear stress is due to the bilinear response but the third order response does
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slightly improve the accuracy of the prediction.
7.4 Predicting density, velocity and shear pressure profiles for single com-
ponent STF and three component SLFs
In this final section we investigate whether the density, velocity and shear pressure profiles for a fluid
under the influence of a single component STF and three component SLF can be described using a
combination of the single component STF and two component SLF results introduced in the earlier
sections of this chapter and Chapter 6. That is, can we consider a system perturbed by a single component
STF and three component SLF as a combination of three single component STF and two component SLF
perturbations, or are there additional four force component couplings that cannot be neglected?
For this investigation we will use the following specific composite force with single component STF
and three component SLF:
F(y) =
(
F x1 sin(k1y);F
y
6 sin(k6y) + F
y
8 sin(k8y) + F
y
10 sin(k10y)
)
, (7.14)
where n = 1, and m1 = 6,m2 = 8 and m3 = 10. For the predictions, we will use the values for the
response functions presented in Chapter 6 and Section 7.2 of this chapter.
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7.4.1 Density profiles
For the force given in Eq (7.14) we would like to know whether it is sufficient to express the density as
follows:
ρ(y) = ρ0
− L
2
F y6 χ
y
6 cos(k6y)−
L
2
F y8 χ
y
8 cos(k8y)−
L
2
F y10χ
y
10 cos(k10y)
+
L2
8
F y6 F
y
6 χ
yy
6,6 cos(k12y) +
L2
8
F y8 F
y
8 χ
yy
8,8 cos(k16y) +
L2
8
F y10F
y
10χ
yy
10,10 cos(k20y)
+
L2
8
F y6 F
y
8 χ
yy−
6,8 cos(k2y) +
L2
8
F y6 F
y
8 χ
yy+
6,8 cos(k14y)
+
L2
8
F y6 F
y
10χ
yy−
6,10 cos(k4y) +
L2
8
F y6 F
y
10χ
yy+
6,10 cos(k16y)
+
L2
8
F y8 F
y
10χ
yy−
8,10 cos(k2y) +
L2
8
F y8 F
y
10χ
yy+
8,10 cos(k18y)
+
L2
8
F x1 F
x
1 χ
xx
1,1 cos(k2y).
(7.15)
We see the three linear response components on the second line and the three second order response
components for each of the single SLF components on the third line. We then include the three pairs
of bilinear coupling terms: one pair for the coupling between m1 = 6 and m2 = 8, one pair for the
coupling between m1 = 6 and m3 = 10 and one pair for the coupling between m2 = 8 and m3 = 10.
On the final line we include the shear induced density response due to the STF. It is important to note that
we have not included any terms that couple all three of the SLF components. It is our intention to test
whether three SLF component coupling is necessary and to use our comparisons against MD simulation
profiles to determine the extent to which they can be neglected.
In Figure 7.12a we show a comparison between the MD simulation density profiles and the response
function Fourier series predictions using Eq (7.15). We show profiles produced such that F y6 = F
y
8 =
F y10 = 0.5, 1.5 and 2.5, and for the STF F
x
1 = 0.08. We see that Eq (7.15) provides a good represen-
tation of the simulation density profile. The greatest deviation, which is clearest at the lowest density
minima, occurs for the largest field strength. This deviation is emphasised in Figure 7.12b which shows
the relative residuals between the simulation and prediction profiles, scaled using the zero wave vector
density. The relative residuals are shown for the systems with the two larger force amplitudes. Although
the errors are significant for the results produced with the largest field strength, we see that Eq (7.15) still
provides an accurate representation of the density profiles.
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Figure 7.12: Comparison between MD simulation density profiles produced using three component SLFs
and predictions using Eq (7.15). Bold lines show MD simulations, thin lines with labels are for Eq
(7.15) predictions. a) shows three profiles indicating three different sets of SLF amplitudes. We use
F y6 = F
y
8 = F
y
10 = 0.5, 1.5 and 2.5. b) shows the relative residuals for the systems with the two larger
force amplitudes. the residuals are scaled using the zero wave vector density.
In Figure 7.13 we show the convergence of the Fourier series density profile Eq (7.15) to the MD
results. Figure 7.13a shows results for F y6 = F
y
8 = F
y
10 = 1.5 and Figure 7.13b shows results for
F y6 = F
y
8 = F
y
10 = 2.5. Both plots show a magnification of the first peaks of the respective profiles in
Figure 7.12a. In Figure 7.13a we see that including the three pairs of bilinear response provides excellent
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Figure 7.13: Convergence of the predicted Fourier series density profile Eq (7.15) for increasing orders
of response and the MD simulation density profile for single component STF and three component SLF.
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agreement with the simulation profile. In Figure 7.13b we see that including the three pairs of bilinear
response greatly improves the agreement, however there is a slight discrepancy. It is possible that this
discrepancy is due to the third order response to each of the single component SLFs, in which case the
discrepancy is not due to the exclusion of three component SLF coupling. Regardless, even in the case of
the largest field strengths Eq (7.15) provides a very good representation of the density profile. We can say
then that the prediction of the density profile is not greatly disadvantaged by neglecting any consideration
of three SLF component coupling. This is a promising result when we consider the possibly of producing
density profiles with many-component SLFs.
7.4.2 Velocity profiles
For the force given in Eq (7.14) we consider the following Fourier series representation of the velocity
profile:
u(y) = −L
2
F x1
ξx1
k1
sin(k1y)
+
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8
F x1 F
y
6
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]
+
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8
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y
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]
+
L2
8
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y
10
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sin(k9y) +
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sin(k11y)
]
+
L3
32
F x1 F
y
6 F
y
6
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ξxyy+1,6,6
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sin(k13y)
]
+
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32
F x1 F
y
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y
8
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ξxyy−1,8,8
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sin(k15y) +
ξxyy01,8,8
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sin(k1y) +
ξxyy+1,8,8
k17
sin(k17y)
]
+
L3
32
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y
10F
y
10
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ξxyy−1,10,10
k19
sin(k19y) +
ξxyy01,10,10
k1
sin(k1y) +
ξxyy+1,10,10
k21
sin(k21y)
]
+
L3
32
F x1 F
y
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8
[
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sin(k15y) +
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sin(k3y) +
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.
(7.16)
We see the linear response contribution due to the single component STF, followed by the three
bilinear response pairs for each single component STF and single component SLF coupling. We then
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Figure 7.14: Comparison between MD simulation velocity profiles and Fourier series prediction using Eq
(7.16) for combined single component STF and three component SLF. Bold lines show MD simulations,
thin lines with labels are for predictions. a) Velocity profiles for F x1 = 0.08 and F
y
6 = F
y
8 = F
y
10 =
0.5, 1.5 and 2.5. b) Relative residuals scaled using peak amplitude of the MD simuation velocity profile.
include the third order response terms that are quadratic in the SLF for each single component STF and
single component SLF coupling. Finally we see the three sets of four trilinear coupling terms for each
single component STF and two component SLF coupling. Again, there are no terms that couple all four
force components to a velocity harmonic.
Figure 7.14 shows the velocity profiles produced using the force given by Eq (7.14) for the same
combinations of force amplitudes used to produce the density profiles shown in Figure 7.12. We com-
pare the MD simulations with predictions using Eq (7.16). The results are similar to the results for two
component SLFs shown in Section 7.3.2. We see that the prediction is accurate for smaller force am-
plitude, but is less accurate for the largest force amplitude, especially in the regions where the density
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Figure 7.15: Convergence of the predicted Fourier series velocity profile Eq (7.16) for increasing orders
of response and the MD simulation velocity profile for single component STF and three component SLF.
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perturbations are greatest. The convergence plot shown in Figure 7.15 confirms the similarity with the
two component SLF system. The convergence, shown for the system with F y6 = F
y
8 = F
y
10 = 2.5, shows
that the oscillatory behaviour is predominantly provided by the bilinear response. It also shows that there
is no significant error in the fundamental velocity component. This means that the contributions to the
fundamental component are from sources previously discussed and that there is no additional contribu-
tion from a four force component coupling. This is an encouraging result, however it should be kept
in mind that for some other combination of m1,m2,m3 we may find an excitation at the fundamental
velocity component. It should be noted that we now have five third order contributions to the fundamen-
tal velocity component: ξxyy01,6,6 , ξ
xyy0
1,8,8 and ξ
xyy0
1,10,10, and two third order trilinear response contributions
ξxyy−−1,6,8 and ξ
xyy−−
1,8,10 . Given that there are so many contributions to the velocity at this wave number it is
a testament to the accuracy of the method that there is such little error in the velocity at this component.
We can suggest that Eq (7.16) provides an accurate prediction of the velocity profiles produced using
single component STF and three component SLF. The decrease in accuracy due to large force amplitudes
is similar in nature to the decrease in accuracy observed in the two SLF component systems shown in
Figure 7.8. For the particular combination of wavelengths used in this section there do not appear to be
any significant contributions from additional unidentified sources. This is an encouraging result if it is
our intention to predict velocity profiles for systems involving many component SLFs using, at most,
single component STF and two component SLF coupling terms.
7.4.3 Shear pressure
Finally, we consider the shear pressure profiles for fluids under single component STF and three compo-
nent SLF. For the force given in Eq (7.14) we consider the following Fourier series representation of the
shear pressure profile:
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(7.17)
Similar to the Fourier series velocity profile shown in Eq (7.16) we see the set of bilinear and third order
contributions due to the three possible single component STF and single component SLF couplings, and
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Figure 7.16: Comparison between MD simulation shear pressure profiles and Fourier series prediction
using Eq (7.17) for combined single component STF and three component SLF. Bold lines show MD
simulations, thin lines with labels are for predictions. F x1 = 0.08 and F
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2.5.
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then the set of all possible couplings for single component STF and two component SLFs.
In Figure 7.16 we show the shear pressure profile for one particular system. We show only the case
of F x1 = 0.08 and the largest SLF amplitudes, i.e. F
y
6 = F
y
8 = F
y
10 = 2.5. It is clear from this profile
that Eq (7.17) provides an accurate representation of the shear pressure produced by a single component
STF and three component SLF.
7.5 Conclusions
In this chapter we investigated the density, velocity and shear pressure of a fluid under the influence of
single component STF and multi-component SLFs. We extended the methods described in the previous
chapter where we considered a single component STF and single component SLF. We are interested in
extending our treatment to multi-component SLFs because it leads the way toward understanding the
formation of more complex density profiles, such as those that form under nano-confinement. It also
helps to understand the coupling relationships between density profiles and shearing flow. It allows us
to determine which orders of response are important when describing strongly inhomogeneous fluids
and the role of coupling between the different orders of response for the shearing flow and the density
inhomogeneity.
We have shown that for each pair of SLF components used in superposition we excite two additional
harmonics in the density profile due to bilinear coupling. We evaluated two bilinear density response
functions. These bilinear response functions are two-dimensional in Fourier space. For simplicity we
have only evaluated these bilinear response functions over a small number of one dimensional slices
through the two dimensional surface. We have shown that for each combination of single component STF
and two component SLF we excite four additional harmonics in the velocity profile and four additional
harmonics in the shear pressure profile. These harmonics depend linearly on each force amplitude. We
have evaluated the Fourier series coefficients for these trilinear response functions for a range of SLF
wavelengths.
Using these additional response functions we have predicted density, velocity and strain rate profiles
for various combinations of single component STF and two component SLFs. We showed that our
predictions are very accurate, except for the case of the velocity profiles when large SLF amplitudes are
used. We were able to indicate that the source of the error is unidentified higher order contributions to the
velocity profile in the same harmonics that are excited by the bilinear response, as described in Chapter
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6.
We showed that in the case of the density profiles, the inclusion of the bilinear response greatly
improved the predictions. For the systems with the largest SLF amplitudes the error in the predictions
increases and we have suggested that this is due to the neglect of the third order response. For the
velocity profiles we confirmed that most of the oscillatory behaviour is due to second order bilinear
response. However there are unidentified higher order contributions to the velocity profile that excite
harmonics with the same wavelengths as the bilinear response excitations. We showed that the velocity
profile is greatly affected by multiple third order contributions to the fundamental velocity component.
It is possible to neglect most of the short wavelength contributions to the velocity due to the third order
response. For the shear pressure we show that including third order terms does slightly increase the
accuracy of the predictions, but the profiles are already well described by the linear and bilinear response.
Finally, we showed that it is possible to accurately describe fluids that are under the influence of single
component STF and three component SLFs without needing to account for any four force component
couplings. This result opens the way for describing shearing fluids with inhomogeneous density profiles
using only the second order response in the density and third order response in the velocity and shear
pressure.
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8Limitations of the LADM in strongly inhomogeneous
shearing fluids: The need for a non-local, density dependent
constitutive relation
8.1 Introduction
In Chapter 2 we introduced a generalized constitutive relation for shearing inhomogeneous fluids where
the shear pressure is expressed as a functional expansion in terms of variations in the density and strain
rate profiles, expanded about the homogeneous, equilibrium state. We showed that in general the vis-
cosity could be expressed as a non-local functional of the inhomogeneous density profile (Eq (2.85)).
By making certain assumptions about the viscosity kernel and the density we could reduce the general
constitutive relation to various known constitutive relations. For example, if we assumed that the density
was homogeneous and the viscosity kernel was a Dirac delta function, then we acquired the local Newto-
nian model. If the density was homogeneous then we acquired the homogeneous, non-local constitutive
model by Hansen et al. [34], Todd et al. [35, 36] and Puscasu et al. [37]. We also described a local aver-
age density model (LADM) which assumes an inhomogeneous density and a local relationship between
the shear pressure and strain rate. The LADM was introduced by Bitsanis et al. [4, 5] and was later
extended by Hoang and Galliero [31, 32]. In this model the viscosity depends on the locally averaged
density. By averaging the density in a region we are taking into account the neighbouring atoms, however
this is only a restricted form of non-locality.
In this final chapter we investigate the validity of the LADM for shearing fluids with strong density
inhomogeneities. We have seen in this thesis that strong density inhomogeneities, occurring over length
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scales of the order of one or few atomic diameters, greatly affect the velocity profiles of the shearing
fluids as well as the shearing pressure. We wish to determine whether it is sufficient to represent the she
pressure in these strongly inhomogeneous fluids by a constitutive relation where the viscosity depends
on the local average density and where the strain rate non-locality of Hansen et al. and Todd et al. is
neglected.
8.2 The LADM for strongly inhomogeneous fluids
In Section 2.5.3 we introduce the LADM as a density dependent constitutive relation for inhomogeneous
fluids. From Eq (2.101) we write the local average density constitutive relation as
Π(y) = −η(ρ¯(y))γ˙(y). (8.1)
ρ¯ is the local average density. To calculate the local average density Bitsanis gives the following:
ρ¯(r) =
1
piσ3/6
∫
s<σ/2
ρ(r + s)ds (8.2)
where σ is the Lennard-Jones parameter. This employs a uniform weighting. Averaging the density has
the effect of smoothing strongly inhomogeneous density profiles. If a density profile has a large, narrow
peak and if the width of the averaging volume is comparable to the width of the density peak, then
the average density in the region of the peak will be considerably less than the peak density value. The
density dependent function in Eq (8.1) is a function that describes the density dependence of the viscosity
η(ρ) but rather uses the average density ρ¯ as the input. In this way we avoid the need for viscosities at
extremely low and high densities. It is important to note that the relationship between the shear pressure
and strain rate in Eq (8.1) is local and that the non-local density dependence is implicit in the dependence
of the viscosity on the average density rather than the local density.
8.2.1 Inhomogeneous shearing flow profiles
To test the validity of the LADM for the case of strongly inhomogeneous fluids we use results that
have already been discussed in this thesis. In Chapter 6 we considered the case of a single component
STF and a single component SLF applied in combination. In this chapter we recall a particular system
presented in Figure 6.22c such that the STF is Fx(y) = F x1 sin(k1y) with F
x
1 = 0.08 and the SLF is
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Fy(y) = F
y
10 sin(k10y) with F
y
10 = 4.0. In Chapter 7 we considered the case of a single component
STF and a two component SLF applied in combination. In this chapter we recall a particular system
presented in Figure 7.12c such that the STF is Fx(y) = F x1 sin(k1y) with F
x
1 = 0.08 and the SLF is
Fy(y) = F
y
8 sin(k8y) +F
y
10 sin(k10y) with F
y
8 = F
y
10 = 3.0. The density profiles for these two systems,
calculated directly from the MD simulation, are plotted in Figure 8.1. Note that we only show the density
profiles over half of the simulation box length, which is why we only see five peaks in each profile. Note
also that we do not show results for the response function predictions.
In Figure 8.1 we also show local average density profiles corresponding to the two MD density pro-
files. To calculate the local average density ρ¯(y) we simply integrate the density throughout a spherical
volume centred at y and divide by the volume. This is the approach taken by Bitsanis et al and so our
approach is equivalent to Eq (8.2). [4, 5]. It is not necessary to use a spherical volume since the planar
symmetry in our particular system reduced the calculation to a one-dimensional problem, however we
have performed our calculation in this way for consistency with Bitsanis et al.. For the system in Figure
8.1a we use a spherical averaging volume with radius R = 0.5 and for Figure 8.1b we use R = 0.54.
We choose these radii since they provide the most accurate results for the LADM to be discussed below.
Changing R has the effect of changing the amplitude of the local average density profile. For a larger
radii we calculate smaller amplitudes in the oscillations of ρ¯(y). For smaller radii ρ¯(y) approaches ρ(y).
Notice that the density maximum in b is slightly greater than the maxima in a, but that the two local
average density profiles have approximately equal maxima. This is due to the slightly larger radius in the
calculation of the local average density for the two component SLF system in Figure 8.1b.
It is possible to employ various weighting functions when calculating the local average density. For
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Figure 8.1: The local average density profiles (circles) calculated for two MD simulation density profiles
(full line). The MD density profiles are the same as shown in Figures 6.22c and 7.12c for a and b
respectively. The radius of the averaging volume is R = 0.5 for a and R = 0.54 for b.
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Figure 8.1a we see that, while maintaining R = 0.5, a weighting function can only have the effect of
varying the amplitude of the average density profile, since the density profile is itself periodic. We could
simply vary R and achieve the same average density profile. Therefore, we do not investigate weighted
density averaging.
In Figures 6.24c and 7.14a from previous chapters we show the velocity profiles for the two systems
described above. Since the constitutive relation relates the strain rate to the shear pressure we need to
determine the corresponding strain rate profiles. These are shown in Figure 8.2. Profiles are shown
for half of the simulation box length. The bold lines show profiles calculated directly from the MD
simulations such that γ˙(y) =
∑
n knun cos(kny), where un is calculated directly from the simulations
using the methods described in Section 3.4. We also show the predicted strain rate profiles calculated
with the response functions described in Chapters 6 and 7. To obtain the strain rate profiles we multiply
each term in Eqs (6.52) and (7.16) by its wave number. We show the comparison between the MD
simulation results and the response function predictions since it is interesting to see the accuracy of our
predictions. To test the LADM we will use the MD simulation strain rate profiles.
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Figure 8.2: Strain rate profiles for MD simulations (bold lines) and response function predictions (cir-
cles). The strain rate profiles correspond to velocity profiles presented in previous chapters. The force
amplitudes and wave numbers are indicated on the plots.
8.2.2 Calculating the homogeneous density dependent viscosity
We evaluate the density dependence of the viscosity using the Green-Kubo formula [70] which gives the
zero wave-vector viscosity, calculated at homogeneous density ρ0, as:
η(ρ0) =
V
10kBT
∞∫
0
〈Pts(t) : Pts(0)〉dt, (8.3)
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Figure 8.3: Density dependent viscosity calculated using the Green-Kubo method for homogeneous
systems. Viscosity is evaluated over a large range of densities. Data is fit with an exponential polynomial
function. Results are compared with Hansen et al [34]. for four data points.
where 〈Pts(t) : Pts(0)〉 is the traceless, symmetric shear pressure auto-correlation function. We can
perform this calculation over a range of homogeneous densities to obtain the density dependent homoge-
neous viscosity. Figure 8.3 shows the results for Eq (8.3) calculated over ρ0 = 0.05, 0.10, · · · , 1.05. For
all simulations THE reduced temperature T = 0.765 and the number of atoms is N = 4000. For each
density we ensemble average over 20 systems with the same macroscopic state parameters but unique
microscopic trajectories. For each individual simulation we accumulate correlation function data for a
total of 5 × 106 time steps with δt = 0.001. To calculate the correlation functions we use delay time
intervals of 0.005 for 1000 delay time values.
We see that for the highest densities the viscosity drops dramatically. It is likely that the system is in
a solid state for these high densities. We do not consider these data points in the following discussion.
These high density values also help to illustrate one particular limitation of the LADM since for such
large densities, which as we have seen are quite common in our strongly inhomogeneous systems, the
LADM breaks down.
We follow Hartkamp et al. [71] and fit the density dependent viscosity with an exponential polyno-
mial given by
η(ρ0) = A exp
( d∑
i=1
Biρ
i
0
)
(8.4)
where d is the degree of the polynomial. We take d = 4 and so calculate A = 0.139, B1 = 0.271,
B2 = 6.371, B3 = −7.138 and B4 = 4.568. We plot this function in Figure 8.3. For comparison we
also include data reported by Hansen et al. [34] for the same state point. For four homogeneous densities
ρ0 = 0.375, 0.45, 0.48, 0.685 Hansen et al. calculated η(ρ0) = 0.273, 0.354, 0.39, 0.929 with Eq (8.3).
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Figure 8.4: Local average density dependent viscosity profiles calculated with Eq (8.5). The local aver-
age density profiles in Figure 8.1 are used as the density input.
These results are plotted in Figure 8.3. We do not include these data points in our fit but we see that the
two sets of results are in excellent agreement.
We make a position dependent form of Eq (8.4) with the local average density as input:
η(ρ¯(y)) = A exp
( d∑
i=1
Bi
(
ρ¯(y)
)i)
. (8.5)
We choose d = 4 and we use the same A and Bi coefficients as above. With this equation and the local
average density profiles given in Figure 8.1 we calculate the local average density dependent viscosity
profiles. These are shown in Figure 8.4. We see that the maximum viscosity is approximately the same
for the two profiles. This is because the two local average density maxima for the two systems are also
approximately equal, as we discussed in relation to Figure 8.1. We briefly mention again that various
weighting functions could be used when calculating the average density, which would have the effect
of varying the amplitudes of the viscosity profiles. However the general form of the viscosity profiles
would not be greatly affected.
8.2.3 Calculating the local average density dependent constitutive relation
With the local average density dependent viscosity profiles given in Figure 8.4 and the MD strain rate
profiles given in Figure 8.2 we can calculate the shear pressure for the local average density dependent
constitutive relation given in Eq (8.1). This is shown in Figure 8.5 where Figure 8.5a shows the shear
pressure profiles for the system with single component STF and single component SLF and Figure 8.5b
shows shear pressure profiles for the system with single component STF and two component SLF. In both
plots we are comparing the shear pressure profiles calculated using the LADM with the shear pressure
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Figure 8.5: LADM shear pressure profiles compared with MD simuation results.
calculated directly from the MD simulations. The MD simulation results are the same as those shown in
Chapters 6 and 7 for the corresponding systems.
The most obvious feature of these plots is that the LADM profiles have significant oscillations
whereas the MD simulation results do not. We only show results for single values of R for each system
but it should be noted that we have performed these calculations over a range ofR values for both profiles
and found that the values used here result in shear pressure profiles that have the smallest oscillations. In
Figures 8.2 and 8.4 we see that both the strain rate profiles and the average density dependent viscosity
profiles are strongly oscillating. The product of these two profiles does not result in a sufficiently smooth
shear pressure profile and so the LADM does not accurately represent the shear pressure profiles calcu-
lated using MD simulations. Our results indicate that for shearing systems with strongly inhomogeneous
density and strain rate profiles the LADM breaks down.
8.3 Conclusions
We have shown that for sufficiently strong density inhomogeneities the LADM is unable to accurately
predict the shearing pressure profiles using the strain rate as an input. We suggest that this is due to two
reasons. Firstly, the LADM does not correctly account for the non-local dependence of the viscosity on
the density. Calculating a viscosity that depends on the average density is partially a non-local relation-
ship, since it does take into account the atoms in the region around the point where the viscosity is being
determined. However we know from Section 2.5 and from Appendix A.1 that the viscosity is a non-local
functional of the density. Secondly, the LADM does not take into account the non-local dependence of
the shear pressure on the strain rate, which is known to occur even in the case of homogeneous density.
The homogeneous, non-local model of Hansen et al. [34] and Todd et al. [35, 36] shows that this non-
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locality is important when the the strain rate varies appreciably over length scales of the order of atomic
diameters. We see in Figure 8.2 that the strain rate profiles for the systems investigated in this chapter
do indeed vary appreciably over atomic length scales. In order to accurately calculate the shear pressure
using an inhomogeneous density dependent constitutive relation it is necessary to determine the correct
non-local dependence of the viscosity on the density, including linear and nonlinear contributions, and
to include the homogeneous density non-local relation that is known to exist between the shear pressure
and strain rate at these nanoscopic length scales.
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9Conclusions
In this thesis we have investigated the effects of strong density inhomogeneities in shearing, unconfined
simple atomic fluids. The motivation for our investigation has been the need to understand the effects of
strong density inhomogeneities in nano-confined flow. In nano-confined systems, such as nano-channels
or nano-pores, the strong density inhomogeneities occur due to surface effects at the fluid-solid interface
and it is known [4, 5, 11, 12, 13] that strong coupling relationships exist between the density and velocity
profiles when a fluid is forced to flow along the channel. Since the density profiles that form at the fluid-
solid interface are complex, difficult to decompose and cannot be controlled, the nano-confined system
is not ideal for studying the velocity-density coupling in strongly inhomogeneous nanofluidic systems.
In this thesis we have developed an idealised Molecular Dynamics (MD) computer simulation method
that allows us to investigate the density-velocity coupling by controlling the density and velocity profiles
and where the density, velocity, temperature and shear pressure can be easily decomposed. This ease
of decomposition allows us to isolate the various orders of fluid response to external body forces and to
clearly identify coupling relationships between different properties.
Currently the most accepted constitutive relation that describes shearing flow in inhomogeneous flu-
ids is the local average density model (LADM). We have shown that the LADM breaks down when
density and strain rate inhomogeneities are sufficiently strong. We have suggested an alternate gener-
alised form for the constitutive relation that is a functional expansion of the shear pressure in terms of
density and strain rate. This model can be written in a form in which the linear shear pressure response
to the strain rate is a non-local relationship, where the viscosity is a non-local response function. The
viscosity itself depends non-locally and nonlinearly on the density perturbations. In the LADM the non-
local dependence of the viscosity on the density is restricted. Furthermore, the LADM completely fails
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to account for the non-local dependence of the shear pressure on the strain rate, which has been shown to
be important when the strain rate varies significantly over length scales of the order of atomic diameters
[34, 35, 36, 37]. We have shown that it is difficult to investigate this non-local density dependent consti-
tutive relation directly using MD simulations since the strong coupling between the density and velocity
gradients makes these properties unsuitable as independent input functions. To avoid these difficulties
we have investigated a theoretical formalism that describes the density, strain rate and shear pressure as
the fluid response to longitudinal and transverse external body forces. These response relationships are
non-local, and are linear in the transverse force and nonlinear in the longitudinal force. We have shown
that the linear shear pressure and strain rate response functions reproduce the well known non-local vis-
cosity kernel for homogeneous fluids. It remains to be investigated whether the non-linear shear pressure
and strain rate response function, as well as the density response functions, can be used to represent the
general non-local density dependent constitutive relation for shearing inhomogeneous fluids.
We have investigated two spatially sinusoidally varying external body forces: the sinusoidal longi-
tudinal forces (SLF) for producing density inhomogeneities and the sinusoidal transverse forces (STF)
for producing shearing flow. By perturbing a homogeneous, equilibrium fluid with these forces we were
able to produce periodic density, velocity, temperature and shearing pressure profiles. We were also able
to avoid surface effects by using unconfined, infinitely periodic systems, implemented using periodic
boundary conditions. Since all of the fluid properties are periodic we can express them as Fourier series,
which allows us to clearly separate unique orders of linear and nonlinear response. This is possible since
the different orders of response manifest as particular harmonics in the fluid flow profiles. We investi-
gated many relationships that describe the wavelengths of these harmonics in terms of the wavelengths
of the external forces. The Fourier decomposition approach also allowed us to clearly identify various
coupling relationships, which also manifest as specific harmonics in the flow profiles. It is precisely this
Fourier decomposition of the fluid properties that makes the combined STF-SLF method so useful for
studying coupling phenomena and nonlinear response, especially when compared to the nano-confined
system where the fluid profiles are not easy to decompose.
Using the SLF we have evaluated the linear and nonlinear density response functions directly in
Fourier space. We showed that the linear density response function is related to other well known den-
sity correlation functions used in the study of liquid matter. We have also shown that the SLF method
could be used as an alternate method for probing liquid structure using MD simulations. We found that
in order to evaluate the full second order density response function in Fourier space we need longitu-
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dinal forces that are a superposition of two sinusoidal components. By varying the wavelengths of the
two SLF components we could evaluate the two dimensional second order density response function in
Fourier space using the amplitudes of the bilinear response terms. Without the bilinear terms we can only
explore a reduced region of the two dimensional k-space response function. We also explored a reduced
region of the Fourier space representation of the third order density response function. By comparing our
predictions of strongly inhomogeneous density profiles with density profiles calculated using MD simu-
lations we showed that the third order response is negligible, except ar very large field strengths, in which
case its contribution is still quite small. We showed that density profiles produced using three compo-
nent SLFs could be accurately described using only the first and second order response. This means that
bilinear coupling is the only coupling that needs to be accounted for when Fourier synthesising density
profiles corresponding to many-component longitudinal forces.
Using the combined STF-SLF method we have explored the non-local dependence of the strain rate
and shear pressure on the external body forces. We have evaluated the linear strain rate and shear pres-
sure response functions directly in Fourier space over a range of wavelengths. We showed that this is
equivalent to evaluating the non-local viscosity kernel for homogeneous fluids. Using a single compo-
nent STF and a single component SLF in combination we showed that the greatest contribution to the
oscillations in the velocity profile that appear in the presence of strongly inhomogeneous density profiles
can be attributed to a second order response that is bilinear in STF and SLF amplitudes. We showed that
the third order response, which is linear in STF and quadratic in SLF, is also important when describing
the velocity profile. The most significant contribution from the third order response is excitation in the
fundamental component of the velocity Fourier series. The short wavelength harmonics that are excited
due to third order response have a small contribution to the total velocity profile and can often neglected.
We found that in the case of the shear pressure there was no third order contribution to the fundamental
component. The short wavelength contributions to the shear pressure from the third order response are
also negligible. We found that in the case of a single component STF and a two component SLF we excite
additional harmonics in the velocity and shear pressure profile due to three force component couplings.
These additional effects can significantly influence the velocity profile but only have a small effect on the
shear pressure. We kept the STF wavelength fixed and varied the SLF wavelength to evaluated various
nonlinear, non-local strain rate and shear pressure response functions directly in Fourier space. These
response functions, plus the linear and nonlinear density response functions, can be used to describe the
formation of periodic shearing flow and density inhomogeneity in simple atomic fluids that are perturbed
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by external body forces. These response functions can also be used to describe flowing nano-confined
fluids.
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AA.1 Expansion of the inhomogeneous, shearing pressure tensor for vari-
ations in strain rate and density
In this appendix we provide addition information on the functional expansion of the pressure tensor and
the descriptions of the density dependent constitutive relations discussed in section 2.5. In that section
we define the pressure tensor as a functional of the density and the strain rate P = P[ρ(r); γ˙(r)]. We
perform a functional expansion in orders of the density perturbations and strain rate, where the variations
in the density are given by δρ(r) = ρ(r)−ρ0 and variations in the strain rate are given by δγ˙(r) = γ˙(r),
since γ˙0 = 0.
The full expansion of P for all orders in density and strain rate is given by Eq (2.84). The explicit
expansion of Eq (2.84) showing only the terms that are zeroth order in strain rate and the series of terms
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that are linear in strain rate is given by:
P(r) =
[
P[ρ0; 0]
+
∞∫
−∞
δP[ρ(r); γ˙(r)]
δρ(q′)
∣∣∣∣ρ=ρ0
γ˙=0
δρ(q′)dq′
+
1
2
∞∫
−∞
∞∫
−∞
δ2P[ρ(r); γ˙(r)]
δρ(q′)δρ(q′′)
∣∣∣∣ρ=ρ0
γ˙=0
δρ(q′)δρ(q′′)dq′dq′′ + · · ·
]
+
[ ∞∫
−∞
δP[ρ(r); γ˙(r)]
δγ˙(r′)
∣∣∣∣ρ=ρ0
γ˙=0
γ˙(r′)dr′
+
∞∫
−∞
∞∫
−∞
δ2P[ρ(r); γ˙(r)]
δρ(q′)δγ˙(r′)
∣∣∣∣ρ=ρ0
γ˙=0
δρ(q′)γ˙(r′)dq′dr′
+
1
2
∞∫
−∞
∞∫
−∞
∞∫
−∞
δ3P[ρ(r); γ˙(r)]
δρ(q′)δρ(q′′)δγ˙(r′)
∣∣∣∣ρ=ρ0
γ˙=0
δρ(q′)δρ(q′′)γ˙(r′)dq′dq′′dr′ + · · ·
]
+ · · · .
(A.1)
From this expansion we can see that the equilibrium pressure tensor is given by
P0(r) = P[ρ0; 0] +
∞∫
−∞
δP[ρ(r); γ˙(r)]
δρ(q′)
∣∣∣∣ρ=ρ0
γ˙=0
δρ(q′)dq′
+
1
2
∞∫
−∞
∞∫
−∞
δ2P[ρ(r); γ˙(r)]
δρ(q′)δρ(q′′)
∣∣∣∣ρ=ρ0
γ˙=0
δρ(q′)δρ(q′′)dq′dq′′ + · · · .
(A.2)
In general Eq (A.2) tells us that the equilibrium pressure tensor is nonlinear and non-local in the density
perturbations. The integration variables q′ · · · qm′ are used specifically to denote the non-local depen-
dence of the pressure tensor on the density perturbations.
The terms in the second set of brackets in Eq (A.1) are all linear in strain rate. The strain rate response
kernel can be written a series of functional derivatives in orders of density perturbation. We write the
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shear viscosity as
η([ρ(r)]; r, r′) =
δP[ρ(r); γ˙(r)]
δγ˙(r′)
∣∣∣∣ρ=ρ0
γ˙=0
+
∞∫
−∞
δ2P[ρ(r); γ˙(r)]
δρ(q′)δγ˙(r′)
∣∣∣∣ρ=ρ0
γ˙=0
δρ(q′)dq′
+
1
2
∞∫
−∞
∞∫
−∞
δ3P[ρ(r); γ˙(r)]
δρ(q′)δρ(q′′)δγ˙(r′)
∣∣∣∣ρ=ρ0
γ˙=0
δρ(q′)δρ(q′′)dq′dq′′
+ · · · ,
(A.3)
where η = ηαβνµ is a fourth rank tensor and η
(0)
αβµν = δP/δγ˙ = δPαβ/δγ˙µν . For sufficiently low wave
vector [72] we know that the fourth rank viscosity tensor can be expressed as a linear combination of
fourth rank isotropic tensors η(0)αβνµ = η
(0)(−2δαβδµν/3+δαµδβν+δανδβµ), where η(0) = η(0)(ρ0; r, r′)
is a scalar. For planar flow geometry the viscosity will also be a scaler value. For scalar η(0)(ρ0; r, r′)
and the expansion of the viscosity in Eq (A.3) we can define a hierarchy of scalar viscosity response
kernels describing the non-local dependence of the viscosity on the density:
η(1)(ρ0; r, r′,q′) =
δη(0)(ρ0; r, r′)
δρ(q′)
η(2)(ρ0; r, r′,q′) =
δη(1)(ρ0; r, r′,q′)
δρ(q′)δρ(q′′)
· · · ,
(A.4)
These kernels represent the scalar, non-local density dependent viscosity in Eq (2.85).
Eq (2.86) in section 2.5 defines the viscous pressure tensor Π(r). For completion we will write
explicit expansions of Π using the two different representations. The first representation uses the func-
tional derivative notation. Note that since the equilibrium component of the pressure tensor P0(r) does
not depend on the strain rate it will have zero derivatives with respect to δγ˙. Using the stress tensor
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instead of the pressure tensor we have the general form:
Π(r) =−
∞∫
−∞
δΠ[ρ(r); γ˙(r)]
δγ˙(r′)
∣∣∣∣ρ=ρ0
γ˙=0
γ˙(r′)dr′
−
∞∫
−∞
∞∫
−∞
δ2Π[ρ(r); γ˙(r)]
δρ(q′)δγ˙(r′)
∣∣∣∣ρ=ρ0
γ˙=0
δρ(q′)dq′δρ(q′)γ˙(r′)dq′dr′
− 1
2
∞∫
−∞
∞∫
−∞
∞∫
−∞
δ3Π[ρ(r); γ˙(r)]
δρ(q′)δρ(q′′)δγ˙(r′)
∣∣∣∣ρ=ρ0
γ˙=0
δρ(q′)ρ(q′′)dq′dq′′δρ(q′′)γ˙(r′)dq′dq′′dr′
+ · · ·
(A.5)
The second representation of the expansion of Π(r) is in terms of the set of density dependent
response kernels given in Eq (2.85), which are determined using Eq (A.4):
Π(r) =−
∞∫
−∞
η(0)(ρ0; r, r′)γ˙(r′)dr′
− 1
2
∞∫
−∞
∞∫
−∞
η(1)(ρ0; r, r′,q′)δρ(q′)γ˙(r′)dq′dr′
− 1
2
∞∫
−∞
∞∫
−∞
∞∫
−∞
η(2)(ρ0; r, r′,q′,q′′)δρ(q′)δρ(q′′)γ˙(r′)dq′dq′′dr′
+ · · · .
(A.6)
This form is satisfied at the zero wave vector limit and is suitable for determining constitutive relations
for planar flow geometries.
A.2 Gauss’s principle of least constraint: equations of motion with inho-
mogeneous thermostat and pycnostat
To apply Gauss’s principle of least constraint we need to be careful to propose the correct form for the
constaint equations. To determine the thermostat constraint equation we follow Baranyai et al. [40]. The
y-dependence of the kinetic temperature is given by
T (y) =
2K(y)
gkBρ(y)
, (A.7)
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where ρ(y) is the single particle density and g is the dimensionality of the system. K(y) is the peculiar
kinetic energy density. We use the peculiar velocity ci = p˙i/mi − ux(yi)i to define the peculiar kinetic
energy K =
∑N
i=1mic
2
i /2 and so the peculiar kinetic energy density as a function of r is given by
K(r) =
1
2
N∑
i=1
mi
[
p˙i/mi − ux(yi)i
]2
δ(r− ri). (A.8)
To get K(y) we integrate both sides of Eq (A.8) with respect to dxdz over the 0 ≥ x ≥ Lx and 0 ≥ z ≥
Lz . There is no explicit dependence on x or z so the integrations over the left hand side of Eq (A.8) will
yield a factor of Ay = LxLz , where Ay is the area of the space normal to y. The integration over the
right hand side will yield a factor of 1 for each term in the sum since
∫
δ(x− xi)δ(z − zi)dxdz = 1 for
each i. The kinetic energy density as a function of y is
K(y) =
1
2Ay
N∑
i=1
mi
[
p˙i/mi − ux(yi)i
]2
δ(y − yi) (A.9)
We can combine Eqs (A.7) and (A.9) to get the y-dependent kinetic temperature given in Eq (3.12).
Eq (3.13) shows the Fourier cosine series coefficients for the periodic kinetic temperature profile. To
determine the appropriate form of the constraint equation we let the time derivative of T cν equal zero:
dT cν
dt
=
2
gkBV
d
dt
N∑
i=1
mi
ρ(yi)
[
pi
mi
− ux(yi)i
]2
cos(kνyi) = 0 (A.10)
If we treat the thermal velocity as a single term then the differentiation requires a triple product rule
where the time dependence is implied in the atomic y position:
dT cν
dt
=
4
gkBV
N∑
i=1
p˙i
ρ(yi)
[
pi
mi
− ux(yi)i
]
cos(kνyi)
− 2kν
gkBV
N∑
i=1
mi
ρ(yi)
dyi
dt
[
pi
mi
− ux(yi)i
]2
sin(kνyi)
− 2
gkBV
N∑
i=1
mi
ρ(yi)2
dρ(yi)
dt
[
pi
mi
− ux(yi)i
]2
cos(kνyi)
= 0
(A.11)
Note that in the first line we have assumed a steady state streaming velocity and so dux(yi)/dt = 0.
Similarly the density constraint equation to be used for the pycnostat is determined using the single
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particle density, which is given as a function of r:
ρ(r) =
N∑
i=1
miδ(r− ri) (A.12)
If the density does not depend explicitly on either x or z then we can integrate both sides of Eq (A.12)
with respect to dxdz to obtain the y-dependent single-particle density, given by Eq (3.15).
Eq (3.16) shows the Fourier cosine coefficients for the y-dependent, periodic single particle density.
The acceleration dependent form of the pycnostat constraint equation comes from letting d2ρcµ/dt
2 = 0.
This is given by:
d2ρcµ
dt2
=− 2kµ
V
d
dt
N∑
i=1
mi
dyi
dt
sin(kµyi)
=− 2k
2
µ
V
N∑
i=1
mi
(
dyi
dt
)2
cos(kµyi)− 2kµ
V
N∑
i=1
mi
d2yi
dt2
sin(kµyi)
= 0
(A.13)
Eq (3.21) shows the Gaussian minimization equation for the mechanical system with acceleration de-
pendent representations of the thermostat and pycnostat constraints. The acceleration gradient operator
given by Eq (3.20) is used to determine a set of 3N second order constrained equations of motion. We
can see from Eq (A.11) that there is only a single acceleration dependent term contributing to dT cν/dt.
The other two terms have zero derivatives with respect to acceleration. If we operate on Eq (A.11) with
the acceleration gradient operator one term in the summation over all N atoms will be non-zero for each
atomic component of the operator. For the ith atom the non-zero component will be
∂
∂r¨i
dT cν
dt
=
4
gkBV
∂
∂r¨i
p˙i
ρ(yi)
[
pi
mi
− ux(yi)i
]
cos(kνyi)
=
4
gkBV
mi
ρ(yi)
[
pi
mi
− ux(yi)i
]
cos(kνyi)
(A.14)
The pycnostat equation Eq (A.13) also has only one term contributing to the acceleration dependence.
We can also see that the acceleration dependence is only in the y direction. The derivatives with respect
to acceleration in the x and z directions are zero. If we operate on Eq (A.13) with the acceleration
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gradient operator then for the ith atom the non-zero component will be
∂
∂y¨i
d2ρcµ
dt2
=− 2kµ
V
mi
∂
∂y¨i
d2yi
dt2
sin(kµyi)
=− 2kµ
V
mi sin(kµyi)
(A.15)
These derivatives with respect to the components of the acceleration vector are used to determine the
equations of motion for the atomic fluid under thermostat and pycnostat constraints, as given by Eqs
(3.22) and (3.23).
A.3 Density-density correlation functions
We here provide a more detailed derivation of χ(2)(r, r′, r′′) from the ensemble average of single particle
density fluctuations given in Eq (4.59).
From Eq (2.74) we have 〈ρ(r)〉 = ρ(1)(r), 〈ρ(r′)〉 = ρ(1)(r′) and 〈ρ(r′′)〉 = ρ(1)(r′′) and so expand-
ing Eq (4.59) we have
1
β2
χ(2)(r, r′, r′′) =〈ρ(r)ρ(r′)ρ(r′′)〉 − 〈ρ(1)(r)ρ(1)(r′)ρ(1)(r′′)〉
− 〈ρ(1)(r)ρ(r′)ρ(r′′)〉 − 〈ρ(r)ρ(1)(r′)ρ(r′′)〉 − 〈ρ(r)ρ(r′)ρ(1)(r′′)〉
+ 〈ρ(1)(r)ρ(1)(r′)ρ(r′′)〉+ 〈ρ(r)ρ(1)(r′)ρ(1)(r′′)〉+ 〈ρ(1)(r)ρ(r′)ρ(1)(r′′)〉.
(A.16)
Since 〈ρ(1)(r)〉 = ρ(1)(r) we can write 〈ρ(1)(r)ρ(r′)ρ(r′′)〉 = ρ(1)(r)〈ρ(r′)ρ(r′′)〉 and from Eq (2.76)
we have
〈ρ(r′)ρ(r′′)〉 = 〈
N∑
i=1
δ(r′ − ri)
N∑
j=1
δ(r′′ − rj)〉
= 〈
N∑
i=1
N∑
j 6=i
δ(r′ − ri)δ(r′′ − rj)〉+ 〈
N∑
i=1
δ(r′ − ri)δ(r′′ − ri)〉
= ρ(2)(r′, r′′) + ρ(1)(r′)δ(r′ − r′′)
(A.17)
and so
ρ(1)(r)〈ρ(r′)ρ(r′′)〉 = ρ(1)(r)ρ(2)(r′, r′′) + ρ(1)(r)ρ(1)(r′)δ(r′ − r′′). (A.18)
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Next we note that
〈ρ(r)ρ(r′)ρ(r′′)〉 = 〈
N∑
i=1
δ(r− ri)
N∑
j=1
δ(r′ − rj)
N∑
k=1
δ(r′′ − rk)〉. (A.19)
We need to separate the summation as follows:
N∑
i=1
δ(r− ri)
N∑
j=1
δ(r′ − rj)
N∑
k=1
δ(r′′ − rk)
=
N∑
i=1
N∑
j 6=i
N∑
k 6=j 6=i
δ(r− ri)δ(r′ − rj)δ(r′′ − rk) +
N∑
i=1
δ(r− ri)δ(r′ − ri)δ(r′′ − ri)
+
N∑
i=1
N∑
j 6=i
δ(r− ri)δ(r′ − rj)δ(r′′ − rj) +
N∑
i=1
N∑
j 6=i
δ(r− rj)δ(r′ − ri)δ(r′′ − rj)
+
N∑
i=1
N∑
j 6=i
δ(r− rj)δ(r′ − rj)δ(r′′ − ri)
(A.20)
From Eq (2.77) we have
ρ(3)(r, r′, r′′) = 〈
N∑
i=1
N∑
j 6=i
N∑
k 6=j 6=i
δ(r− ri)δ(r′ − rj)δ(r′′ − rk)〉. (A.21)
We also note that
ρ(2)(r, r′)δ(r′ − r′′) = 〈
N∑
i=1
N∑
j 6=i
δ(r− ri)δ(r′ − rj)δ(r′′ − rj)〉 (A.22)
and
ρ(1)(r, r′)δ(r− r′)δ(r− r′′) = 〈
N∑
i=1
δ(r− ri)δ(r′ − ri)δ(r′′ − ri)〉. (A.23)
Finally we note that 〈ρ(1)(r)ρ(1)(r′)ρ(1)(r′′)〉 = ρ(1)(r)ρ(1)(r′)ρ(1)(r′′), as does 〈ρ(r)ρ(1)(r′)ρ(1)(r′′)〉 =
ρ(1)(r)ρ(1)(r′)ρ(1)(r′′). We can continue the pattern for the terms that were not explicitly considered and
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so putting everything together we have
1
β2
χ(2)(r, r′, r′′) =ρ(3)(r, r′, r′′)
− ρ(1)(r)ρ(2)(r′, r′′) + ρ(1)(r)ρ(1)(r′)ρ(1)(r′′)
− ρ(1)(r′)ρ(2)(r, r′′) + ρ(1)(r)ρ(1)(r′)ρ(1)(r′′)
− ρ(1)(r′′)ρ(2)(r′, r) + ρ(1)(r)ρ(1)(r′)ρ(1)(r′′)
− ρ(1)(r)ρ(1)(r′)ρ(1)(r′′)
+ ρ(2)(r, r′)δ(r′ − r′′)− ρ(1)(r)ρ(1)(r′)δ(r′ − r′′)
+ ρ(2)(r′′, r)δ(r− r′)− ρ(1)(r′′)ρ(1)(r)δ(r− r′)
+ ρ(2)(r′, r′′)δ(r− r′′)− ρ(1)(r′)ρ(1)(r′′)δ(r− r′′)
+ ρ(1)(r, r′)δ(r− r′)δ(r− r′′).
(A.24)
We can then rewrite (A.24) in terms of pair correlation functions h(2) and triplet correlation functions
h(3). First we note that from Eq (2.79)
g(2)(r, r′) =
ρ(2)(r, r′)
ρ(1)(r)ρ(1)(r′)
and g(3)(r, r′, r′′) =
ρ(3)(r, r′, r′′)
ρ(1)(r)ρ(1)(r′)ρ(1)(r′′)
. (A.25)
and we define h(2)(r, r′) = g(2)(r, r′)− 1. The triplet correlation function is given by
h(3)(r, r′, r′′) = g(3)(r, r′, r′′)− g(2)(r, r′)− g(2)(r, r′′)− g(2)(r′, r′′) + 2
= g(3)(r, r′, r′′)− h(2)(r, r′)− h(2)(r, r′′)− h(2)(r′, r′′)− 1.
(A.26)
Dividing Eq (A.24) by ρ(1)(r)ρ(1)(r′)ρ(1)(r′′)
1
β2
χ(2)(r, r′, r′′)
ρ(1)(r)ρ(1)(r′)ρ(1)(r′′)
= g(3)(r, r′, r′′)− (g(2)(r′, r′′)− 1)− (g(2)(r, r′′)− 1)− (g(2)(r′, r)− 1)− 1
+ (g(2)(r, r′)− 1)δ(r
′ − r′′)
ρ(1)(r′′)
+ (g(2)(r′′, r)− 1)δ(r− r
′)
ρ(1)(r′)
+ (g(2)(r′, r′′)− 1)δ(r− r
′′)
ρ(1)(r)
+
δ(r− r′)δ(r− r′′)
ρ(1)(r′)ρ(1)(r′′)
(A.27)
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and so we can write
1
β2
χ(2)(r, r′, r′′)
ρ(1)(r)ρ(1)(r′)ρ(1)(r′′)
= h(3)(r, r′, r′′)
+ h(2)(r, r′)
δ(r′ − r′′)
ρ(1)(r′′)
+ h(2)(r′′, r)
δ(r− r′)
ρ(1)(r′)
+ h(2)(r′, r′′)
δ(r− r′′)
ρ(1)(r)
+
δ(r− r′)δ(r− r′′)
ρ(1)(r′)ρ(1)(r′′)
.
(A.28)
A.4 Reduced Units
In this thesis we use reduced units that are reduced in terms of the Lennard-Jones parameters σ and 
(see section 3.2). For the reduction formulas we follow Allen and Tildesley [47].
Property Reduction Formula
Length L/σ
Mass m/matom
Number density ρσ3
Temperature kBT/
Energy E/
Pressure σ3P/
Time t
√
/mσ2
Table A.1: Table of unit reduction formulas
For context we can consider the real units for liquid argon given by McDonald and Singer [73].
Although we are not simulating argon, it is helpful to maintain a sense of real units and for a Lennard-
Jones or WCA fluid it is common to compare against liquid argon since argon is a chemically inert,
noble element. We let  = kB × 119.76K = 1.6534 × 10−21J, where kB = 1.3806 × 10−23JK−1
is Boltzmann’s constant, and σ = 3.405 × 10−10m. For the state point simulated in Chapter 4 we use
reduced temperature of 1.0 and reduced density of 0.84. Using argon parameters the real unit conversions
for these state parameters are TAr = 119.76K and ρAr = 1411.5kg/m3, where the mass of a single argon
atom is taken to be mAr = 6.633 × 10−26kg. In this system we used a reduced cubic simulation box
length L = 16.824 which for liquid argon will be LAr = 5.544×10−9m. In Chapters 5,6,7 and 8 we use
reduced temperature 0.765 and reduced density 0.685. The liquid argon parameter conversions for this
state parameters are TAr = 91.61K and ρAr = 1150kg/m3. For this second system the cubic simulation
box length L = 12.605 which converts to LAr = 4.292× 10−9m
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