The objective of this paper is to construct and investigate smooth orientable surfaces in R N 2 −1 by analytical methods. The structural equations of surfaces in connection with CP N −1 sigma models on Minkowski spacetime are studied in detail. This is carried out using a moving frame adapted to the surface immersed in su(N ) algebra. The first and second fundamental forms of the surface as well as the relations between them as expressed in the Gauss-Weingarten and Gauss-Codazzi-Ricci equations are found. The Gauss curvature, the mean curvature vector and the Willmore functional expressed in terms * email address: grundlan@crm.umontreal.ca † email address: Libor.Snobl@fjfi.cvut.cz 1 of a solution of CP N −1 sigma model are formulated. A new procedure for constructing solutions to this system of equations leading to diverse types of surfaces is proposed and illustrated by an example of surface associated to the CP 1 model.
Introduction
Over the last two decades the problems related to surfaces immersed in R n in connection with integrable systems have been researched extensively (for a review see [1] and the references therein). The motivation for this activity came largely from applications in various branches of physical, biological and chemical sciences as well as from engineering. The progress in the analytic treatment of surfaces obtained from nonlinear differential equations has been rapid and resulted in many new techniques and theoretical approaches. Some of the most interesting developments have been in the study of surfaces immersed in Lie algebras, using techniques of completely integrable systems [2, 3, 4, 5, 6] . These surfaces are characterized by fundamental forms whose coefficients satisfy Gauss-Weingarten and Gauss-Codazzi-Ricci equations.
In this paper we apply the group-theoretical approach to surfaces associated to the CP N −1 sigma models. This line of investigation was initiated in [7, 8, 9, 10, 11] where it has been shown that two-dimensional constant mean curvature surfaces in three and eight-dimensional spaces are associated with the CP 1 and CP 2 sigma models defined on Euclidean spaces. It was then demonstrated in [8] that any surface described by CP N −1 models on Euclidean space can be constructed by a choice of a moving frame based on su(N) algebra representation parametrized by a corresponding solution of the model. As these types of surfaces, immersed in Lie algebras, are known to have many fundamental applications (for details and references see Section 5) we have been motivated to extend the above mentioned approach to the case of the CP N −1 sigma models defined on Minkowski spacetime. Sigma models defined on Minkowski spacetime together with their supersymmetric extensions play a crucial role in string theory. The action governing the propagation of strings in fixed background is exactly of this type (see e.g. [12] ).
In the process we have further developed the method originaly formulated in [8] which now enables us to find the structural equations of surfaces and their general geometric characterization.
The paper is organized as follows. In the next section we recall some basic facts about CP N −1 models and fix the notation. Then we investigate in great detail surfaces associated to the CP 1 sigma models, construct their characteristics and moving frame, and show that they are in fact pseudospheres immersed in R
3 . An explicit example is presented. In Section 4 we generalize our construction to the case N > 2. The properties of the surfaces and the construction of a moving frame are described and the results are given in a form as explicit as possible.
Finally, we summarize our results and present a list of possible applications in Section 5.
Some technical details of computations and basic relations between Pauli σ-matrices are relegated to the appendix (Section 6).
CP

N−1 sigma models and their equations of motion
The points of the complex coordinate space C N will be denoted by z = (z 1 , . . . , z N ) and the hermitian inner In what follows we suppose that ξ L = ξ 1 + ξ 2 , ξ R = ξ 1 − ξ 2 are the light-cone coordinates in R 2 , i.e. ds 2 = dξ L dξ R .
(2.2)
We shall denote by ∂ L and ∂ R the derivatives with respect to ξ L and ξ R , respectively, i.e.
In the study of CP N −1 sigma models we are interested in maps
where Ω is an open, connected subset in R 2 with Minkowski metric (2.2), which are stationary points of the action functional (see e.g. [13] )
3)
The covariant derivatives D µ act on z : Ω → C N according to the formula 6) where the N × N matrix
is an orthogonal projector on C N P 2 = P, P † = P.
It is useful to notice that the action (2.6) has, in addition to the local (gauge) U(1) × R symmetry
corresponding to the fact that the model is defined on
the invariance under the conformal transformations (including the Poincaré transformations) of the 2-dimensional spacetime
where α, β :
, and under the parity transformation
The invariance is naturally reproduced also on the level of equations of motion. 12) or, equivalently, in terms of hermitian conjugate
Proposition 1 The equations of motion in terms of f read
and can be also expressed in the matrix form
or in the form of a conservation law
Proof: The equation (2.12) follows directly from the variation of (2.6), the equation (2.13) is derived by expressing
where
By multiplication by P from left, resp. right, and using P f = f † P = 0, we find P A = A † P = 0, i.e. the equations of motion (2.12). The equivalence of (2.13) and (2.14) is evident. Q.E.D.
Other equivalent forms of the equations of motion (2.12) include also
The proof is easily accomplished using the identity
which is a direct consequence of the definition of the projector P given in (2.7). By explicit calculation one can check that the real-valued currents
for any solution f of the equations of motion (2.12). The currents J L , J R are invariant under local U(1) × R and global U(N) transformations (2.8) and (2.9). Now we would like to have also some global information about solutions of the equations of motion (2.12). The first object that comes into one's mind is the energy of the system which is conserved due to invariance under time translation.
Proposition 2
The energy of the CP N −1 system (2.6) is given by
Proof: The energy is calculated straightforwardly from the definition,
where (2.17) and shift of integration variables were used. Q.E.D.
One may easily observe that the energy is not invariant under Lorentz transformations 2 , therefore it is not suitable for distinguishing nonequivalent solutions of the equations of motion (2.12). Also its integral R Edξ 1 is not useful because it is either 0 or diverges.
Nevertheless, there is another quantity which can be used for this purpose.
Proposition 3
The CP N −1 sigma model (2.6) admits a topological charge Proof: By explicit calculation one finds that
where Q L , Q R are defined by
In the language of differential forms we may write
and consequently using Stokes' theorem we find
proving that the value of Q depends only on the values of the fields and their derivatives on the boundary ∂Ω. Q.E.D.
One shall notice that the equations of motion (2.12) were not used in the proof. This is a characteristic property of the topological charge. Also it is useful to note that
Nevertheless, Q is gauge invariant because
As was shown by Zakharov and Mikhailov in [14, 15] , equations of motion (2.12) for the CP N −1 sigma model are the compatibility conditions for two linear spectral equations for an N-component auxiliary vector ψ
where λ is a spectral parameter. Derivation of this result, i.e. that
as a consequence of the equations of motion (2.12) follows directly from the equations of motion written in the form (2.15). 
where w is a complex-valued function of real variables ξ L , ξ R .
Proposition 4 Any solution w of the CP
determines a surface F : Ω → R 3 with a moving frame of the form
where the vectors are expressed in the matrix form using the isomorphism
The first and second fundamental forms of the surface F are
where the currents
The principal, Gaussian and mean curvatures of the surface F are 
The topological charge density 2-form is
The energy density 1-form takes the form
Proof: We start by recalling the conservation laws (2.14) and expressing them in the CP 1 case. Consider the orthogonal projector (2.7) in C 2 which if expressed in terms of w,w reads
and put
i.e.
The conservation law (2.14) now reads
three of its components (diagonal, and real and imaginary offdiagonal component) are independent. Using the isomorphism R 3 ↔ su(2) : X ↔ i X. σ we may to any solution of the equation of motion (3.3) associate a surface F by the following construction:
1. We identify tangent vectors to the surface F with the matrices of conserved currents:
2. We see immediately from (3.14) that the necessary and locally also sufficient condition for existence of X, i.e. the closedness of the vector-
is satisfied for any solution w of the equation of motion (3.3).
3. Now we may construct explicit formulae for X by integration along a curve γ in R 16) finding the expressions introduced in Proposition 4. By construction as integrals of closed 1-forms, X k are independent of deformations of the curve γ, i.e. locally depend only on its endpoints.
Thus we have associated the surface F to any solution of the equation of motion (3.3) provided ∂ L X, ∂ R X are not colinear. The normal to the surface F is computed by means of the vector product
Computation of the fundamental forms and curvatures is now straightforward. The explicit form of detI shows that provided the regularity condition (3.4) is satisfied, the surface F has two independent tangent vectors, i.e. exists. Were it not satisfied in some open set Ω, i.e.
the first fundamental form would be singular in Ω, the tangent vectors to the "surface" would be linearly dependent and the constructed surface would degenerate to a curve or a point. If the regularity condition (3.4) fails to be satisfied in isolated points, the surface F might still exist depending on the circumstances (compare e.g. polar coordinates on a sphere).
Because the Gaussian curvature is a negative constant, the surface F is a pseudosphere immersed in
It is also useful to note that
i.e. flat points and singularities of the surface F coincide.
In the following we shall not explicitly distinguish between a vector and the corresponding element of su (2), i.e. we write
3.1 Moving frame of a surface in su(2) algebra Proposition 5 Using the isomorphism su(2) ↔ R 3 the moving frame τ = (∂ L X, ∂ R X, n) of the smooth orientable surface F is described by the formulae
with
and
Φ satisfies the linear equations (2) of the form
.
Proof: By explicit calculation of matrix products one establishes the equivalence of prescriptions (3.5) and (3.18).Ũ,Ṽ are found as
Their usefulness will become clear in Proposition 7. Q.E.D.
Proposition 6 Let F be any smooth orientable surface immersed in 3-dimensional Euclidean space R 3 with the first and second fundamental forms
where 20) and the complex-valued function w is assumed to be a solution of the equation of motion (3.3) . Then the surface F has the moving frame
on it satisfying the following Gauss-Weingarten equations
H is the mean curvature of the surface F and
,
(3.23)
The Gauss-Codazzi equations
are identically satisfied. The converse statement can be formulated as follows: any solution of (3.24) defines a surface F via moving frame (3.21) with the first and second quadratic form (3.19) .
If the solution U, V can be written in terms of a complex-valued function w as above, then w satisfies the equation of motion (3.3).
Proof: All the statements of the proposition are obtained by straightforward, if tedious, calculation using su(2)-matrix expressions for ∂ L X, ∂ R X, n. The converse statement follows from the general theory [16] stating that GaussCodazzi equations (3.24) are necessary and locally also sufficient conditions for the existence of the surface F and from the fact that the consistency of the definition of the moving frame 
are elements of su(2) algebra.
Proof: The matrix-valued functionsŨ,Ṽ of ξ L , ξ R can be nontrivially extended to a one-parameter familyŨ λ ,Ṽ λ given in (3.26). These satisfy (3.24)-like equation for any solution w of the equation of motion (3.3) since by explicit calculation one finds that the compatibility condition for (3.25)
and its complex conjugate. These terms are zero identically for λ = 1 and for λ = 1 coincide with the equation of motion (3.3). Therefore we can identifyŨ λ ,Ṽ λ as su (2)
-valued Lax operators for the equation (3.3). Q.E.D.
A Lax pair for the equation (3.3) can be also written in the form (2.21)
It is interesting to note that the compatibility conditions for both linear systems (3.25) and (3.27) gives us exactly the equation (3.3) but the structure of Lax operators is different. In both cases they involve first order derivatives of w,w, but (3.27) involves the spectral parameter λ in an overall factor whereas (3.26) has λ only in some of the matrix entries. This means that for some purposes one Lax pair may be more suitable that the other one.
Connection between CP 1 sigma model and the sineGordon equation
Given the fact that any solution of CP 1 model (3.3) represents a parametrized pseudosphere in R 3 one can expect that there is a link between the model (3.3) and sine/sinh-Gordon equation. 5 We now demonstrate that the equation (3.3) can be decoupled into a direct sum of the sine-Gordon equation and conservation equations of currents (3.7). In fact if we introduce a new real variable
then the first, second and third partial derivatives of q with respect to w and w take the form
It allows us to write the equation (3.3) in a more convenient form
Thus the first logarithm derivatives of ∂ D w and ∂ Dw are
and their complex conjugates. The second mixed logarithm derivatives of
and their respective complex conjugate equations. By adding and subtracting these four equations we get
Thus we have 34) where the following notation has been used
we are free to define new independent variables 
Equations (3.38) are the Gauss-Codazzi equations of a surface in η L , η R parametrization since they are the compatibility condition of the GaussWeingarten equations (3.22) .
To sum up, we have
together with
using the change of independent (3.37) and dependent (3.35) variables.
We note that the transformations (3.35),(3.37) are not invertible, i.e. it is not possible to deduce a solution of the CP 1 sigma model from a solution of sine-Gordon equation and two arbitrary functions J L (η L ), J R (η R ).
Similar formulae to the ones given in Proposition 8 can be found in [11] 
This assumption simplifies the considerations. We then have the equation of motion (3.3) in the form
Dividing by ∂ R w and integrating firstly with respect to ξ L , then ξ R , one finds a general solution in the form 
(without any apriori requirement on the magnitude of α(ξ L ), β(ξ R )) is necessarily a solution with |w(ξ l , ξ r )| = 1.
Other solutions which are not usable for construction of surfaces include solutions expressible in the form
where u : R × R → R and W : R → C, because such solutions evidently violate the regularity condition (3.4).
Therefore, more involved examples of solutions of the equation of motion (3.3) are needed.
Using the symmetry reduction of the equation of motion (3.
and a, b, c, d are real parameters. The corresponding surface can be written in the integral form
its tangent and normal vectors are
The properties of the surface are characterized by the first fundamental form
the second fundamental form
the principal, mean and Gaussian curvatures
and the values of entries in matrices U, V in the Gauss-Weingarten equations (3.22) , namely
The transformation Φ in (3.18) reads
sigma model and surfaces
Now we consider a more general situation when the action is given by (2.3) with an N component vector f . Generalizing the results
Explicitly we have
From Proposition 1 we know that if f is solution of the equations of motion (2.12) then
6 We prefer to write CP N −1 because the associated group is SU (N ).
Therefore we can again make the identification
and we have a closed su(N)-
We introduce on su(N) a scalar product 
Now we can locally associate to CP N −1 model a surface F by integration of the locally exact form dX:
By computation of traces we immediately find the components of the induced metric on the surface F
This definition is chosen for later convenience. Had we used the more natural definition
we would had have a common factor 2 N in most of the expressions later.
i.e. the first fundamental form of the surface F is
One can immediately make several observations, summarized in the following propositions
Proposition 9 The first fundamental form I defined by (4.6) is positive semidefinite for any solution f of the equations of motion (2.12). It is positive definite in the point
are linearly independent. The conditions (4.7,4.8 valid for any two vectors a, b ∈ C N and any positive hermitean operator A (see e.g. [17] ). Also note that equality in (4.9) holds only if α ∈ C exists such that either αa + b, A(αa + b) = 0 or a + αb, A(a + αb) = 0.
) are the sufficient conditions for the existence of the surface F associated to the solution f of the equations of motion (2.12) in the vicinity of the point (ξ
We note that an othogonal projector P is, of course, hermitean and positive. Therefore we may write
Therefore the eigenvalues of G have both the same signature, i.e. the form I is semidefinite, and from G LL ≥ 0, G RR ≥ 0 we see that it must be positive semidefinite.
Analyzing the cases when equalities hold we arrive at the conditions of positive definiteness.
The existence or nonexistence of the surface follows from the explicit construction in (4.4). If the form I is positive definite in the point (ξ 0 L , ξ 0 R ), the vectors X L , X R are linearly independent and by integration we locally find the surface. If the form I is not positive definite in the whole neighborhood of (ξ 0 L , ξ 0 R ), the induced metric would be singular, i.e. the vector fields which we integrate are colinear and we obtain some curve or point instead of a surface. In isolated points or along curves the singularity may be only a problem of unsuitable parametrization and possibly might be avoided by a suitable choice of the integration curve γ. Q.E.D.
Proposition 10 If we put for simplicity
J L (ξ L , ξ R ) = C L > 0 and J R (ξ L , ξ R ) = C R > 0 then
such assumption is compatible with the equations of motion (2.12),
and differentiating with respect to ξ R one arrives, using the equations of motion (2.12) to
which is satisfied by assumption. Similarly for J R = C R . The second statement follows directly from Proposition 9, the third from
then, since P f = 0 and C L = 0, we immediately get f = 0, i.e. a contradiction with the formulation of CP N −1 model. Q.E.D.
Proposition 11 If we put the offdiagonal part of the first fundamental form to constant
and the consistency requires
If we moreover assume either
then the surface F is flat, i.e. its Gaussian curvature (4.10) vanishes.
Proof: The Gaussian curvature is obtained by straightforward, if tedious, calculation, the consistency conditions (4.11) are obtained by differentiating
and using the equations of motion (2.12).
If we assume e.g.
then after a short calculation we find
i.e. the surface F is flat, as follows from (4.10). Q.E.D.
Gauss-Weingarten equations
Now we may formally determine a moving frame on a surface and write the Gauss-Weingarten equations in the CP N −1 case. It takes the form
Proposition 12 Let f be a solution of (2.12) such that det(G) is not zero in a neighborhood of a regular point
Then in this neighborhood the properties of the associated surface F can be described by the moving frame
where the vectors ∂ L X, ∂ R X, n 3 , . . . , n N 2 −1 are assumed to satisfy the normalization conditions
The moving frame satisfies the Gauss-Weingarten equations 
Equivalently, the Gauss-Weingarten equations can be written in the
The Gauss-Codazzi-Ricci equations take the form
and are identically satisfied for any solution f of (2.12) .
Proof: Let ∂ L X, ∂ R X be defined by (4.3) for an arbitrary solution f of the equations of motion (2.12). By straightforward calculation, using the equations of motion (2.12), one finds that
we prove that ∂ L ∂ R X is perpendicular to the surface F and consequently it has the form given in the proposition. It is worth noting that the equation (4.19) is invariant under discrete reflection L ↔ R.
The remaining nontrivial statements in the proposition follow as differential consequences from the assumed normalizations of the normals (4.12), e.g.
(n j , n k ) = 0, j = k
by differentiation leads to 
computing the traces in the relations expressing that ( The Gauss-Codazzi-Ricci equations are compatibility conditions for the Gauss-Weingarten equations (4.13) which are the necessary and sufficient conditions for the local existence of the corresponding surface. We know that their solution exists (and is given formally by X in terms of f, f † and an arbitrary choice of normals to ∂ L X, ∂ R X), they must be therefore satisfied whenever (2.12) is satisfied. Q.E.D.
The second fundamental form of the surface F at the regular point p takes in the higher dimensional case the shape of a map
where T p F , N p F denotes the tangent and normal space to the surface F at the point p, respectively 8 . According to [16, 18] , the second fundamental form can be formulated as
where ( ) ⊥ denotes the normal part of the vector. The mean curvature vector is
Unfortunately, it is clear that after explicit calculation of (
⊥ in the case N > 2 both the second fundamental form and the mean curvature vector will contain terms like P ∂ L ∂ L f ⊗ f † etc., since they are not in T p F and they have nothing to cancel with. Therefore the resulting expressions are rather complicated and we present the results only in a formal way in the following (4.14) and ∂ C ∂ D X are expressed explicitly in (4.18) , (4.20) . The mean curvature vector is
Proposition 13 The second fundamental form of the surface F in the reg
The Willmore functional [18] takes the form
Proof: The proposition follows from the expressions (4.21), (4.22) and the decomposition of ∂ C ∂ D X into the tangent and normal parts given in the Gauss-Weingarten equations (4.13). Q.E.D.
The moving frame of a surface in the algebra su(N )
Now we would like to generalize the moving frame constructed in Proposition 5 to higher dimensional cases. It turns out that such generalization is indeed possible, albeit the construction becomes considerably more computationally involved.
Proposition 14 Let us choose an orthonormal basis in su(N) in the following form
(A jk ) ab = i(δ ja δ kb + δ jb δ ka ), j < k ≤ N, (B jk ) ab = (δ ja δ kb − δ jb δ ka ), j < k ≤ N, (C p ) ab = i 2 p(p + 1) p d=1 δ da δ db − pδ p+1,a δ p+1,b , p < N. (4.26)
Let f be a solution of the equations of motion (2.12) and let
If any of the denominators vanishes then the corresponding matrix Φ k is defined to be the unit matrix. Then
where 0 denotes null (N − 1) × (N − 1) matrix and the vectors
are defined by
Assume that one finds orthonormal vectors (using a variant of GrammSchmidt orthogonalization procedure)
Then the moving frame of F at the point
both the normalization conditions (4.12) and the Gauss-Weingarten equations (4.13) is given by
Proof: The existence of Φ ∈ SU(N) such that
T follows from the fact that the SU(N) group acts transitively on the set {a ∈ C N , a † a = α}, where α ∈ R + . It should be noted that such Φ is not unique. The concrete form of Φ constructed in the proposition can be derived as follows: starting from a general element a = (a 1 , . . . , a N ) T of C N one firstly finds a transformation Φ † N −1 which transforms a into the vector
It is easy to see that the desired transformation is
In next step one eliminates the last but one element of a (N −1) using the transformation
The transformation is a natural generalization of (aā + bb)
This gives The construction of the moving frame (4.30) is now straightforward. From (4.28) directly follows that
and as a result of Gramm-Schmidt orthogonalization
Taking into account that tr (A) = tr (ΦAΦ −1 ), ∀A ∈ su(N) one finds that (4.30) is a moving frame satisfying (4.12) and consequently must satisfy also the Gauss-Weingarten equations (4.13). Q.E.D.
Note that the first two lines of (4.30) are just a tautology but the remaining ones give a rather explicit description of normals to the surface F . In the case N = 2 this construction of the moving frame (4.30) coincides with the one given in Proposition 5. In the case N > 2 the moving frame (4.30) might be quite complicated to write explicitly because of the orthogonalization process involved in the construction of 
then the constructed normals would had been rotated by a local (gauge) transformation from the subgroup of
It is also worth noting that from the equations (4.18), (4.20) immediately follows that
Concerning other possible constructions of the normals, one can observe that he may construct immediately two unit normals
In the su(2) case n P , n [∂ L X,∂ R X] , n C 1 coincide up to the choice of orientation, but in general the relation of n P , n [∂ L X,∂ R X] to n A jk , n B jk , n C p is rather complicated and difficult to express in a closed form. In principle one could attempt to construct the moving frame directly from these normals by taking normal parts of commutators of them with ∂ L X, ∂ R X etc.
11 , without the need to construct the group element Φ. Unfortunately, such procedure does not seem to be computationally feasible at the moment, leaving this subject open for further investigation.
Conclusions and potential applications
The main purpose of this paper was to provide the structural equations of 2-dimensional orientable smooth surfaces immersed in su(N) algebra. The surfaces were obtained from the CP N −1 sigma model defined on 2-dimensional Minkowski spacetime.
The most important advantage of the method presented is that it gives effective tools for constructing surfaces without reference to additional considerations, proceeding directly from the given CP N −1 model equations (2.12). We demonstrated through the use of Cartan's language of moving frames that one can derive via the CP N −1 model the first and second fundamental forms of the surface as well as the relations between them as expressed in the Gauss-Weingarten and Gauss-Codazzi-Ricci equations. In the case of N > 2, part of the results is not expressible in explicit form, because the procedure involves construction of an orthonormal basis of the 2(N − 1)-dimensional vector subspace (4.29) of su(N). We presented an extension of the classsical Enneper-Weierstrass representation of surfaces in multidimensional spaces, expressed in terms of any nonsingular 12 solution of the CP N −1 sigma model. In particular, we showed that for N = 2 such a description of surfaces on su(2) algebra leads to constant negative Gaussian curvature. Furthermore, this geometrical setting allows us to provide explicit formulae for the principal and mean curvatures, topological charge and energy of the surface. The results were corroborated by a concrete example of a surface associated to the CP 1 sigma model. Potential applications of the theory of surfaces associated to CP N −1 sigma models are diverse.
In physics, the CP N −1 sigma models have found applications in such varied areas as two-dimensional gravity [19] , quantum field theory, string theory (both bosonic [12, 20, 21] and superstrings [22] ) statistical physics, e.g. Ising model [23] , gauge field theories, e.g. reduction of selfdual Yang-Mills fields to the Ernst model for cylindrical gravitational waves [24, 25] , phase transitions (e.g. growth of crystals, deformations of membranes , dynamics of vortex sheets, surface waves etc. [26, 27] ), fluid dynamics, e.g. the motion of boundaries between regions of different densities and viscosities [28] .
In biochemistry and biology, surfaces have been shown to play an essential 12 i.e. such that det G = 0 role in several applications to nonlinear phenomena in the study of biological membranes and vesicles, for example long protein molecules [29, 30, 31] , the Canham-Helfrich membrane models [32] . These macroscopic models can be derived from microscopic ones and allow us to explain basic features and equilibrium shapes both for biological membranes and for liquid interfaces [33] . In chemistry there are applications e.g. to energy and momentum transport along a polymer molecule [30] .
In mathematics, the analysis described in this paper could be extended to a systematic description of surfaces in Lie algebra/Lie group framework, isomonodromic deformations in connection with surfaces and higher order Painlevé type equations [34] . and that the vector product is expressed using su(2) matrices as
The unit vector in the direction of X × Y is expressed as
tr (X 2 Y 2 − XY XY ) .
Useful properties of the projector P
The projector P satisfies the following algebraic and differential relations, useful from the computational point of view. P † = P, P N = P, (1 − 2P ) 2N = 1, N ∈ N ∂ D P N = {∂ D P, P } = ∂ D P, P (∂ D P ) P = 0, D = L, R, P (∂ L ∂ R P ) P = −P {∂ L P, ∂ R P }P.
Symmetry reduction of the equation of motion of the CP 1 model
For the purpose of investigation of symmetries it appears to be useful to write the equation of motion (3.3) in terms of real and imaginary part. Let us denote w = u + iv.
Then the equation of motion (3.3) reads
The algebra of symmetry generators 13 is infinite dimensional, consisting of
where C ξ D , D = L, R denote infinite dimensional algebras of conformal transformations
and su (2) is generated by transformations involving only dependent coordinates
For the construction of solutions invariant under some 1-parametric subgroup the conformal factors f D (ξ D ) can be absorbed into a suitable choice of independent variables, so that we are free to consider only one generator in
One finds that all solutions invariant under aΞ L + bΞ R are of the form (3.44), i.e. not usable for construction of the associated surface. Therefore we have to consider a solution invariant under a vector field which is a combination of Ξ L , Ξ R , L k . Exploiting the SU(2) symmetry we can fix the su(2) part of the vector to be L 1 and consider only the vector field
Using the method of characteristics one finds that a solution invariant under (6.3) must be of the form
where R, f : R → R. Substituting this form of w into the equation of motion (3.3) one finds two coupled ordinary differential equations
5)
6) R ′ , f ′ etc. denote derivatives with respect to χ. The system (6.5),(6.6) has a similar form as the one obtained by the symmetry reduction of the equations of the CP 1 sigma model in (1+2)-dimensions in [35] . We shall now proceed in a way analogous to [35] .
By integrating we rewrite (6.6) in an equivalent form
A being a constant of integration. Substituting (6.7) into (6.5) we get a single second order ODE
= 0. (6.8)
Analysing the singularity structure of the equation (6.8) we find that we can transform it into one of the standard Painlevé forms listed in [36] . Performing the change of the dependent variable R(χ) = −U(χ) (6.9)
we find that the function U obeys the Painlevé equation P XXXVIII
The order of (6.10) can be reduced by integration
A considerable number of solutions of (6.11) exists [35] , unfortunately most of them result either in R being a complex function or f not expressible in terms of elementary functions. Taking into account that R, f are required to be real functions, we select for the construction of an example of associated surface a special solution of (6.11)
Consequently, we find from (6.9), (6.7) that 
