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Abstract
Let M be a complete Riemannian manifold. Let Px,y(M) be the space of continuous
paths on M with fixed starting point x and ending point y. Assume that x and y is close
enough such that the minimal geodesic cx,y between x and y is unique. Let −Lλ be the
Ornstein-Uhlenbeck operator with the Dirichlet boundary condition on a small neighbor-
hood of the geodesic cx,y in Px,y(M). The underlying measure ν¯
λ
x,y of the L
2-space is the
normalized probability measure of the restriction of the pinned Brownian motion measure
on the neighborhood of cx,y and λ
−1 is the variance parameter of the Brownian motion. We
show that the generalized second lowest eigenvalue of −Lλ divided by λ converges to the
lowest eigenvalue of the Hessian of the energy function of the H1-paths at cx,y under the
small variance limit (semi-classical limit) λ→∞.
1 Introduction
Let (M,g) be an n-dimensional complete Riemannian manifold. Let x, y ∈ M . Let νλx,y be the
pinned Brownian motion measure on the pinned path space Px,y(M) = C([0, 1] → M | γ(0) =
x, γ(1) = y), where λ is a positive parameter such that the transition probability of the Brownian
motion is given by p(t/λ, x, y), where p(t, x, y) denotes the heat kernel of the L2-semigroup et∆/2
on L2(M,dx). Here dx denotes the Riemannian volume and ∆ is the Laplace-Beltrami operator.
The parameter λ coincides with the inverse number of the variance parameter of the Brownian
motion on a Euclidean space which is obtained by the stochastic-development of the Brownian
motion on M to the tangent space TxM at the starting point x. Let D0 be the H-derivative on
Px,y(M) and consider the Dirichlet form in L
2(Px,y(M), dν
λ
x,y):
E(F,F ) =
∫
Px,y(M)
|D0F (γ)|2dνλx,y. (1.1)
Note that the H-derivative is defined by using the Levi-Civita connection. Let −Lλ be the non-
negative generator of the above Dirichlet form. This is a generalization of the usual Ornstein-
Uhlenbeck operator in the case where M is a Euclidean space. We are interested in the spectral
properties of the operator −Lλ. For example, are there eigenvalues?, are there spectral gaps,
where the essential spectrum is ?, and so on. In particular, the limit λ → ∞ is a kind of
semi-classical limit since formally the Brownian motion measure is written as
dνλx,y(γ) =
1
Zλ
exp
(
−λ
2
∫ 1
0
|γ′(t)|2dt
)
dγ.
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Therefore one may expect that the asymptotic behavior of the low-lying spectrum of −Lλ is
related with the critical points of the energy function E(γ) = 12
∫ 1
0 |γ′(t)|2dt, that is, the set of
geodesics. However, of course, this naive observation is not true in general since the space of
paths Px,y(M) is non-compact and unbounded set and we need to put some assumptions at the
infinity. Hence we study the Ornstein-Uhlenbeck operators on a certain domain with Dirichlet
boundary condition in this paper which still captures essential points of the problem. We explain
what kind of subsets of Px,y(M) we are interested in. Let D = Br(y) = {z ∈ M | d(z, y) < r},
where d stands for the Riemannian distance function on (M,g). We assume that x ∈ D and the
closure of D does not contain the cut-locus of y. Actually we put stronger assumptions on D
which we will explain in the next section. Let Px,y(D) be the all paths γ ∈ Px,y(M) satisfying
γ(t) ∈ D (0 ≤ t ≤ 1). Let cx,y = cx,y(t) (0 ≤ t ≤ 1) be the uniquely defined minimal geodesic
between x and y. Then cx,y ∈ Px,y(D) and the set Px,y(D) is an open neighborhood of cx,y. We
study the Ornstein-Uhlenbeck operator −Lλ with Dirichlet boundary condition (we call just it
a Dirichlet Laplacian) on L2(Px,y(D), dν¯λx,y), where ν¯λx,y is the normalized probability measure
of the restriction of νλx,y to Px,y(D). It is well-known that the pinned measure converges weakly
to the atomic measure δcx,y at cx,y. This implies that the bottom of spectrum of the Dirichlet
Laplacian converges to 0. The aim of this paper is to show that the second generalized lowest
eigenvalue divided by λ converges to the bottom of the spectrum of the Hessian of the energy
function E(γ) at cx,y as λ → ∞ which is naturally conjectured by an analogy of semi-classical
analysis in finite dimensional cases. We note that a rough lower and upper bound was already
given by Eberle [10]. See also [8, 9]. Also I gave a rough lower bound by using a Clark-Ocone-
Haussman (=COH) formula in [3]. Our result is a refinement of such results and the proof is
based on the COH formula.
The paper is organized as follows. In Section 2, we explain the assumptions on the Rie-
mannian manifold and the domain D. Next we give the definitions of Dirichlet Laplacian , the
second generalized lowest eigenvalue and we state our main theorem. Also, we recall our COH
formula. In Section 3, we identify the semi-classical limit of the coefficient operator A(γ)λ in
the COH formula. To this end, the Jacobi fields along the geodesic cx,y play important roles.
In particular we show that the limit of A(γ)λ is related with the square root of the Hessian
of the energy function of E at cx,y. This observation is important in our proof. After these
preparations, we prove our main theorem in Section 4.
2 Statement of results
We assume that the Ricci curvature of (M,g) is bounded which implies the non-explosion of the
Brownian motion. Actually, our problem is local one and this assumption is not important for
our problem. We mention this local property later.
The Sobolev space H1,2(Px,y(M), ν
λ
x,y) is the completion of the vector spaces of smooth
cylindrical functions by the H1-Sobolev norm:
‖F‖H1 =
(
‖F‖2L2(νλx,y) + E(F,F )
)1/2
,
where E is the Dirichlet form which is defined in the introduction. As already defined, let D be
a metric open ball centered at y with radius r. Throughout this paper, we always assume the
following.
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Assumption 1. (1) Let us denote the set of cut-locus of y by Cut(y). Then there are no
intersection of the closure of D and Cut(y). Also x ∈ D.
(2) The Hessian of k(z) = 12d(z, y)
2 satisfies that infz∈D∇2k(z) > 1/2.
Since ∇2zk(z)|z=y = ITyM , the above assumption (1), (2) hold in a small domain containing y.
Under the above assumptions, clearly the minimal geodesic cx,y = cx,y(t) (0 ≤ t ≤ 1) (cx,y(0) =
x, cx,y(1) = y) belong to D. Let
Px,y (D) = {γ ∈ Px,y(M) | γ(t) ∈ D for all 0 ≤ t ≤ 1} (2.1)
which is an open neighborhood of cx,y in Px,y(M). By the assumption, there are no geodesics
other than cx,y in Px,y(D). Let
H1,20 (Px,y(D), νλx,y) =
{
F ∈ H1,2(Px,y(M), νλx,y) | F = 0 outside Px,y(D)
}
(2.2)
which is a closed linear subspace of H1,2(Px,y(M), ν
λ
x,y). We denote the normalized probability
dνλx,y/ν
λ
x,y (Px,y(D)) on Px,y(D) by dν¯λx,y. The non-positive generator Lλ corresponding to the
densely defined closed form
E(F,F ), F ∈ H1,20 (Px,y(D), ν¯λx,y)
in the Hilbert space L2(Px,y(D), ν¯λx,y) is the Dirichlet Laplacian on Px,y(D). Let
eλDir,1,Px,y(D) = inf
F (6=0)∈H1,2
0
(Px,y(D))
∫
Px,y(D)
|D0F |2dν¯λx,y
‖F‖2
L2(ν¯λx,y)
. (2.3)
This is equal to inf σ(−Lλ), where σ(−Lλ) denotes the spectral set of −Lλ. Next we introduce
eλDir,2,Px,y(D)
= sup
G(6=0)∈L2(ν¯λx,y)
inf
{∫
Px,y(D)
|D0F |2dν¯λx,y
‖F‖2
L2(ν¯λx,y)
∣∣∣∣∣ F ∈ H1,20 (Px,y(D)) ,
(F,G)L2(ν¯λx,y) = 0
}
(2.4)
which is the generalized second lowest eigenvalue of −Lλ. Let Px,y(M)H1 be the subset of
Px,y(M) consisting of H
1-paths. Let us consider the energy function of H1-path:
E(γ) =
1
2
∫ 1
0
|γ′(t)|2dt γ ∈ Px,y(M)H1 . (2.5)
We use the same notation D0 for the H-derivative of the smooth function on Px,y(M)
H1 . The
following is our main theorem.
Theorem 2. We have
lim
λ→∞
eλDir,2,Px,y(D)
λ
= e0, (2.6)
where e0 = inf σ((D
2
0E)(cx,y)).
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Remark 3. If the sectional curvature on each points of the geodesic cx,y is positive, then
inf σ(D20E(cx,y)) < 1 and the bottom of the spectrum is an eigenvalue and is not an essen-
tial spectrum. While the curvature is strictly negative, inf σ(D20E(cx,y)) = 1 and 1 is not an
eigenvalue and belongs to essential spectrum. This suggests that the second lowest eigenvalue, or
more generally, some low-lying spectrum of the Dirichlet Laplacian on Px,y(D) over a positively
curved manifold belongs to the discrete spectrum. Also if some isometry group acts M with the
fixed points x and y, we may expect the discrete spectrum have some multiplicities. We show
these kind of results in the case where M is a compact Lie group in a forthcoming paper. As for
general Riemannian manifold cases, we need more works.
In the proof of Theorem 2, we use a short time behavior of logarithmic derivative of heat
kernels which is due to Malliavin and Stroock.
Theorem 4 (Malliavin-Stroock [12]). Assume that M is compact and let z ∈ Cut(y)c. Then
lim
t→0
t∇2z log p(t, y, z) = −∇2zk(z) (2.7)
uniformly on any compact subset of Cut(y)c.
Clearly, the same result holds on Rn with a Riemannian metric which coincides with the
Euclidean metric outside a certain compact subset. Of course, similar result might hold in more
general non-compact cases but the result for the perturbation of the Euclidean metric is enough
for our purpose because we are concerned with Dirichlet Laplacian on a small domain. We
explain this meaning more precisely. We already consider a metric ball Br(y) which includes x
inM . In addition to (M,g), let (M ′, g′) be another Riemannian manifold and x′, y′ be points on
M ′. Let d′ be the distance function on (M ′, g′). Let r∗ be a positive number which is greater than
r. We denote by Br∗(y
′) the metric ball centered at y′ with radius r∗ inM
′. Assume that Br∗(y
′)
is diffeomorphic to an open Euclidean ball. Also assume that x′ ∈ Br∗(y′) and there exists an
bijective Riemannian isometry Φ from Br∗(y) to Br∗(y
′) such that Φ(x) = x′ and Φ(y) = y′. Let
us define Px′,y′(Br(y
′)) and the normalized probability measure ν¯λx′,y′ on Px′,y′(Br(y
′)) in a similar
manner to Px,y(Br(y)) and so on. Define a mapping Ψ from Px,y(Br∗(y)) to Px′,y′(Br∗(y
′))) by
(Ψγ)(t) = Φ(γ(t)) γ ∈ Px,y(Br∗(y)). Note that the image of Px,y(Br(y)) by Ψ is exactly
Px′,y′(Br(y
′)). Then using the uniqueness of the solution of the stochastic differential equation,
we see that
(1) Ψ : (Px,y(Br(y)), ν¯
λ
x,y)→ (Px′,y′(Br(y′)), ν¯λx′,y′) and its inverse map are measure preserving
map.
(2) Let F ∈ H1,2(Px′,y′(M ′)). If F ∈ H1,20 (Px′,y′(Br(y′))), then
F˜ (γ) := (F ◦Ψ)(γ)χ( sup
0≤t≤1
d′(Ψ(γ)(t), y)) ∈ H1,20 (Px,y(Br(y))),
where χ = χ(t) is a non-negative smooth function such that χ(t) = 1 for t ≤ r+r∗2
and χ(t) = 0 for t ≥ r+2r∗3 . Moreover ‖F‖L2(ν¯λ
x′,y′
) = ‖F˜‖L2(ν¯λx,y) and ‖D0F‖L2(ν¯λx′,y′) =
‖D0F˜‖L2(ν¯λx,y).
The above observation implies that
eλDir,2,Px,y(Br(y)) = e
λ
Dir,2,Px′,y′(Br(y
′)).
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Hence, there are some freedom of varying the Riemannian metric outside a certain compact
subset to study our problem. Hence, we may assume that M is diffeomorphic to Rn and the
Riemannian metric is flat outside a certain bounded subset and the short time asymptotics in
(2.7) holds. The key ingredient of the proof of Theorem 2 is a version of the Clark-Ocone-
Haussman formula in [3] which can be extended to the above non-compact Rn case with a nice
Riemannian metric. Since the formula is strongly related with the heat kernel p(t, x, y) on M
itself, the above observation is important.
Let us recall the COH formula in [3]. See also [5], [11], [1]. Let Ft = σ({γ(s) | 0 ≤ s ≤ t}).
Let τ(γ)t : TxM → Tγ(t)M be the stochastic parallel translation along the semi-martingale γ(t)
under νλx which is defined by the Levi-Civita connection. Then b(t) =
∫ t
0 τ(γ)
−1
s ◦ dγ(s) is an
Ft-Brownian motion with the covariance E
νλx [(b(t), u)(b(s), v)] = (u, v) t∧sλ (u, v ∈ TxM) on
TxM under ν
λ
x . We recall the notion of the trivialization. Let T ∈ Γ((⊗pTM) ⊗ (⊗qT ∗M))
be a (p, q)-tensor on M . Using the (stochastic)-parallel translation τ(γ)t : TxM → Tγ(t)M ,
T (γ(t)) ∈ (⊗pTγ(t)M) ⊗ (⊗qT ∗γ(t)M) can be naturally identified with a tensor in ⊗pTxM ⊗q
T ∗xM which we denote by T (γ)t. For example, for the time dependent vector field V
λ
y (t, z) =
gradz log p
(
1−t
λ , y, z
)
(0 ≤ t < 1) we denote
V λy (t, γ)t = τ(γ)
−1
t V
λ
y (t, γ(t)) ∈ TxM.
Also we denote ∇V λy (t, γ)t = τ(γ)−1t ∇zV λy (t, z)|z=γ(t). More explicitly,
∇V λy (t, γ)t = τ(γ)−1t ∇zgradz log p
(
1− t
λ
, y, z
) ∣∣∣∣∣
z=γ(t)
τ(γ)t. (2.8)
Let w(t) = b(t)− 1λ
∫ t
0 V
λ
y (s, γ)sds. This process is defined for t < 1 and it is not difficult to
check that this can be extended continuously up to t = 1. Let N x,y,t be the set of all null sets
of νx,y|Ft and set Gt = Ft ∨ N x,y,1. Then w is an Gt-adapted Brownian motion for 0 ≤ t ≤ 1
such that Eν
λ
x,y [(w(t), u)TxM (w(s), v)TxM ] =
t∧s
λ (u, v) for any u, v ∈ TxM . Let
K(γ)λ,t = − 1
2λ
Ric(γ)t +
1
λ
∇V λy (t, γ)t. (2.9)
Let M(γ)λ,t be the linear mapping on TxM satisfying the differential equation:
M(γ)′λ,t = K(γ)λ,tM(γ)λ,t 0 ≤ t ≤ 1, (2.10)
M(γ)λ,0 = I. (2.11)
Using M and K, we define
J(γ)λϕ(t) = (M(γ)
∗
λ,t)
−1
∫ 1
t
M(γ)∗λ,sK(γ)λ,sϕ(s)ds.
Then J(γ)λ is a bounded linear operator on L
2 for every γ. Also let
A(γ)λ = IL2 + J(γ)λ. (2.12)
Now, we state our Clark-Ocone-Haussman formula for F ∈ H1,20 (Px,y(D)) and its immediate
consequences. We refer the readers to [6] [7] for further related developments in analysis in path
spaces.
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Theorem 5.
(1) Let
ξλ = esssup {‖A(γ)λ‖op | γ ∈ Px,y(D)} . (2.13)
Then there exists λ0 > 0 such that supλ≥λ0 ξλ <∞.
(2) For any F ∈ H1,20 (Px,y(D)), D0F (γ) = 0 for νλx,y-almost all γ ∈ Px,y(D)c.
(3) Let λ ≥ λ0. For any F ∈ H1,20 (Px,y(D)), the following COH formula holds:
Eν
λ
x,y [F |Gt] = Eνλx,y [F ] +
∫ t
0
(H(s, γ), dw(s)) , 0 ≤ t ≤ 1,
where
H(s, γ) = Eν
λ
x,y
[
A(γ)λ(D0F (γ)
′)(s)|Gs
]
. (2.14)
(2.14) denotes the predictable projection and D0F (γ)
′
t =
d
dt(D0F )(γ)t.
(4) The following inequalities hold.
Eν¯
λ
x,y
[
F 2 log
(
F 2/‖F‖2L2(ν¯λx,y)
)]
≤ 2ξλ
λ
Eν¯
λ
x,y
[|D0F |2] , (2.15)
λ
ξλ
Eν¯
λ
x,y
[(
F − Eνλx,y [F ]
)2] ≤ Eν¯λx,y [|D0F |2] . (2.16)
(2.16) implies that eλDir,2,Px,y(D) diverges to +∞ at least of the order of O(λ). There-
fore, eλDir,1,Px,y(D) is a simple eigenvalue. We denote the normalized non-negative eigenfunction
(ground state function) by Ω. It is clear that Ω ∈ H1,20 (Px,y(D), ν¯λx,y). Also we have
eλDir,2,Px,y(D) = inf
{∫
Px,y(D)
|D0(F − (Ω, F )Ω)|2dν¯λx,y
‖F − (Ω, F )Ω‖2
L2(ν¯λx,y)
∣∣∣∣∣ F ∈ H1,20 (Px,y(D))
and ‖F − (Ω, F )Ω‖L2(ν¯λx,y) 6= 0
}
. (2.17)
It is plausible that Ω is a strictly positive for νλx,y almost all γ which follows from the positivity
improving property of the corresponding L2-semigroup. However, we do not need such a property
in this paper and we do not consider such a problem.
3 Square root of Hessian of the energy function and Jacobi fields
Let ξ be the tangent vector at x such that expx(tξ) = cx,y(t) (0 ≤ t ≤ 1), where expx stands
for the exponential mapping at x. Clearly it holds that d(x, y) = ‖ξ‖TxM . We denote cy,x(t) =
cx,y(1 − t) which is a reverse geodesic path from y to x. By the assumption that x is not in
the cut-locus of y, when λ → ∞, the pinned Brownian motion measure converges weakly to
the atomic measure δcx,y at cx,y. Also by Theorem 4, when γ and cx,y are close and λ is large
enough, K(γ)λ,t can be approximated with K(t) where
K(t) = − 1
1− t∇
2k(cx,y)t. (3.1)
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Hence when λ → ∞, the coefficient operator I + J(γ)λ in the COH formula converges to the
corresponding non-random I+J0 (or (S
−1)∗) which is defined using the Hessian of the square of
the distance function k along the geodesic cx,y. In fact, this observation leads our main results.
We refer the readers for the notations J0 and (S
−1)∗ to Lemma 7 and Lemma 10. In order to
see the explicit expression of the Hessian of k(z) (z ∈ cx,y), we recall the notion of Jacobi fields.
Let R be the curvature tensor and define R(t) = R(cx,y)t(·, ξ)(ξ) which is a linear mapping
on TxM . Also we define R
←(t) = R(1 − t). Let v ∈ TxM and W (t, v) be the solution to the
following ODE:
W ′′(t, v) +R←(t)W (t, v) = 0 0 ≤ t ≤ 1, W (0, v) = 0, W ′(0, v) = v. (3.2)
Since t → W (t, v) is linear, by denoting the corresponding matrix by W (t), we may write
W (t, v) = W (t)v. Of course, W (0) = 0,W ′(0) = I. By the assumption that there are no cut-
locus on {cy,x(t)}, W (t) is invertible linear map for all 0 < t ≤ 1 and J(t, v) =W (t)W (1)−1v is
the solution to
J ′′(t, v) +R←(t)J(t, v) = 0, J(0, v) = 0, J(1, v) = v
and (∇2k(cy,x))1(v, v) = (J ′(1, v), v) = (W ′(1)W (1)v, v). Let 0 < T ≤ 1. We can obtain explicit
form of the Jacobi field along cy,x(t) (0 ≤ t ≤ T ) with given terminal value at T using W . Let
JT (t, v) =W (T t)W (T )
−1v. Then JT (t, v) 0 ≤ t ≤ 1 satisfies the Jacobi equation
J ′′T (t) +R
←(tT )T 2JT (t) = 0, JT (0) = 0, JT (1) = v. (3.3)
Hence ∇2k(cy,x)t(v, v) = t
(
W ′(t)W (t)−1v, v
)
. Therefore the Hessian of k at cy,x(t) is given by
∇2k(cy,x)t = tW ′(t)W (t)−1.
This can be checked by the following argument. It suffices to show that A(t) = tW ′(t)W (t)−1
is a symmetric operator for 0 < t ≤ 1. We have
A′(t) = W ′(t)W (t)−1 + tW ′′(t)W (t)−1 − tW ′(t)W (t)−1W ′(t)W (t)−1
= −tR←(t)− A(t)
2
t
+
A(t)
t
. (3.4)
Note that limt→0A(t) = I. If we extend A = A(t) by setting A(0) = I, then A(t) is continuously
differentiable on [0, 1] and A′(0) = 0. One can show this by the equation of W (t). Let B(t) =
A(t) − A(t)∗, where A(t)∗ denotes the adjoint operator. Since R←(t) is a symmetric matrix,
B(t) satisfies
B(t) =
1
t
∫ t
0
(I −A(s)∗)B(s)ds+ 1
t
∫ t
0
B(s)(I −A(s))ds. (3.5)
Noting that
1
t
∫ t
0
(I −A(s)∗)B(s)ds
=
I −A(t)∗
t
∫ t
0
B(s)ds− 1
t
∫ t
0
(A(s)∗)′
(∫ s
0
B(r)dr
)
ds (3.6)
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and using Gronwall’s inequality, we obtain B(t) = 0 for all t which we want to show. Let
f(t) =W (1− t). Then f satisfies
f ′′(t) +R(t)f(t) = 0 0 ≤ t ≤ 1, f(1) = 0, f ′(1) = I (3.7)
and we have ∇2k(cx,y)t = −(1−t)f ′(t)f(t)−1 and K(t) = − 11−t∇2k(cx,y)t = f ′(t)f(t)−1. Clearly
f(t) has the expansion around t = 1,
f(t) = (1− t)I + 1
2
(1− t)2R(1) + (1− t)2f2(t),
where f2(t) is a matrix-valued smooth mapping. Therefore, when t is close to 1,
∇2k(cx,y)t =
(
I + (1− t)R(1) + 2(1− t)f2(t)− (1− t)2f ′2(t)
)
×
(
I +
1
2
(1− t)R(1) + (1− t)f2(t)
)−1
. (3.8)
Let
K˜(t) = K(t) +
1
1− t . (3.9)
Using (3.8), we see that K˜(t) (0 ≤ t ≤ 1) is a matrix-valued smooth mapping. Let M(t) be the
solution to
M ′(t) = K(t)M(t), M(0) = I.
Let N(t) be the solution to
N ′(t) = K˜(t)N(t), N(0) = I.
Then M(t) = (1 − t)N(t). Note that supt(‖N(t)‖op + ‖N−1(t)‖op) < ∞. Also we have M(t) =
f(t)f(0)−1. Let
L20([0, 1] → TxM) := L2
{
[0, 1]→ TxM
∣∣∣∣∣
∫ 1
0
ϕ(t)dt = 0
}
.
We may denote this set by L20 for simplicity. Then (Uϕ) (t) =
∫ t
0 ϕ(s)ds is a bijective linear
isometry from L20([0, 1] → TxM) to H10 ([0, 1] → TxM). Also U−1h(t) = h˙(t). Let us introduce
an operator
(Sϕ) (t) = ϕ(t)− f ′(t)f(t)−1
∫ t
0
ϕ(s)ds, (3.10)
D(S) = L20. (3.11)
By Hardy’s inequality, S is a bounded linear operator from L20 to L
2. Also we have the following
lemma.
Lemma 6. For any ϕ ∈ L20,
‖Sϕ‖2 = ((I + T )ϕ,ϕ), (3.12)
where I denotes the identity operator on L20 and
Tϕ(t) = −
∫ 1
t
R(s)
∫ s
0
ϕ(u)duds +
∫ 1
0
∫ 1
t
R(s)
∫ s
0
ϕ(u)dudsdt. (3.13)
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Also we have
(D20E)(cx,y) = U (I + T )U
−1, (3.14)
where E is the energy function of the path (2.5).
Proof. We calculate ‖Sϕ‖2. Using limt→1 11−t |
∫ 1
t ϕ(s)ds|2 = 0 for any ϕ ∈ L2, f ′′(t) = −R(t)f(t)
and (f(t)−1)′ = −f(t)−1f ′(t)f(t)−1, we have
‖Sϕ‖2 = ‖ϕ‖2 − 2
∫ 1
0
(
f ′(t)f(t)−1
∫ t
0
ϕ(s)ds, ϕ(t)
)
dt
+
∫ 1
0
∣∣∣∣f ′(t)f(t)−1
∫ t
0
ϕ(s)ds
∣∣∣∣
2
dt
= ‖ϕ‖2 +
∫ 1
0
((
f ′(t)f(t)−1
)′ ∫ t
0
ϕ(s)ds,
∫ t
0
ϕ(s)ds
)
dt
+
∫ 1
0
∣∣∣∣f ′(t)f(t)−1
∫ t
0
ϕ(s)ds
∣∣∣∣
2
dt
= ‖ϕ‖2 −
∫ 1
0
(
R(t)
∫ t
0
ϕ(s)ds,
∫ t
0
ϕ(s)ds
)
dt
= ((I + T )ϕ,ϕ) . (3.15)
Finally, it is well-known that (D20E)(cx,y)(Uϕ,Uϕ) is equal to ((I + T )ϕ,ϕ).
Let
(S2ϕ)(t) = ϕ(t) + f
′(t)
∫ t
0
f(s)−1ϕ(s)ds. (3.16)
Then again by Hardy’s inequality S2 is a bounded linear operator on L
2. Moreover it is easy to
see that Image(S2) ⊂ L20, SS2 = IL2 and S2S = IL2
0
. Therefore, S2 = S
−1 and Image(S) = L2.
Moreover we have S∗S = I + T by (3.12). Note that by identifying the dual space of a Hilbert
space with the Hilbert space itself using Riesz’s theorem, we view S∗ : (L2)∗ → (L20)∗ as the
operator from L2 to L20. We have the following explicit expression of S
−1, S∗ and (S−1)∗.
Lemma 7. (1) S−1 : L2 → L20, S∗ : L2 → L20 are bijective linear isometries and we have for
any ϕ ∈ L2,
(
S−1ϕ
)
(t) = ϕ(t) + f ′(t)
∫ t
0
f(s)−1ϕ(s)ds (3.17)
(S∗ϕ) (t) = ϕ(t)−
∫ 1
0
ϕ(t)dt +
∫ t
0
f ′(s)f(s)−1ϕ(s)ds
−
∫ 1
0
(∫ t
0
f ′(s)f(s)−1ϕ(s)ds
)
dt. (3.18)
(2) (S−1)∗ is a bijective linear isometry from L20 to L
2. If we define (S−1)∗ is equal to 0 on the
subset of constant functions, then for any ϕ ∈ L2,
(
(S−1)∗ϕ
)
(t) = ϕ(t) + (f(t)∗)−1
∫ 1
t
f(s)∗f ′(s)f(s)−1ϕ(s)ds. (3.19)
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Also (S−1)∗ϕ can be written using M(t) and K(t) as
(
(S−1)∗ϕ
)
(t) = ϕ(t) + (M(t)∗)−1
∫ 1
t
M(s)∗K(s)ϕ(s)ds. (3.20)
Proof. All the calculation are almost similar and so we show how to calculate (S−1)∗ only. Using
(f ′(t)f(t)−1)∗ = f ′(t)f(t)−1, we have for ϕ ∈ L2 with supp ϕ ⊂ (0, 1) and ψ ∈ L2,(
S−1ϕ,ψ
)
L2
= (ϕ,ψ) −
∫ 1
0
(∫ t
0
f(s)−1ϕ(s)ds,
(∫ 1
t
f(s)∗f ′(s)f(s)−1ψ(s)ds
)′)
dt
= (ϕ,ψ) +
∫ 1
0
(
ϕ(t),
(
f(t)−1
)∗ ∫ 1
t
f(s)∗f ′(s)f(s)−1ψ(s)ds
)
dt. (3.21)
This shows (3.19). Also (S−1)∗const = 0 follows from f(1) = 0.
We summarize the relation between S and T in the proposition below.
Proposition 8. (1) I + T = S∗S, (S−1)∗(I + T ) = S and (I + T )−1 = S−1(S−1)∗.
(2)
inf σ(I + T ) = inf
{‖Sϕ‖2 | ‖ϕ‖L2 = 1, ϕ ∈ L20} = 1‖(S−1)∗‖2op . (3.22)
Proof. I+T = S∗S follows from Lemma 6. (I+T )−1 = S−1(S−1)∗ follows from (S−1)∗ = (S∗)−1.
(2) follows from (1).
The relation inf σ((I + T )) ≤ 1
‖(S−1)∗‖2op
plays important role to prove the lower bound
estimate in Theorem 2, while the relation inf σ(I + T ) ≥ inf {‖Sϕ‖2 | ‖ϕ‖L2 = 1, ϕ ∈ L20} is
used to prove the upper bound estimate.
4 Proof of Main Theorem
Lemma 9. Let Ω be the normalized ground state function of −Lλ. Then ‖Ω−1‖L2(Px,y(M),νλx,y) ≤
Ce−C
′λ, where C,C ′ are positive constants.
Proof. Let ϕδ(γ) = χ(max0≤t≤1 d(γ(t), cx,y(t))), where χ is a non-negative smooth function such
that χ(u) = 1 for |u| ≤ δ and χ(u) = 0 for |u| ≥ 2δ. Here δ is a sufficiently small positive number.
Then ‖ϕδ‖L2(νλx,y) ≥ 1− Ce−C
′λ and ‖D0ϕδ‖L2(νλx,y) ≤ Ce−C
′λ. Hence
eλDir,1,Px,y(D) ≤ Ce−λC
′
. (4.1)
By the COH formula,
‖Ω− (Ω, 1)L2(νλx,y) ‖L2(νλx,y) ≤ Ce
−C′λ.
This implies
1− (Ω, 1)2L2(νλx,y) =
(
Ω,Ω− (Ω, 1)L2(νλx,y)
)
L2(νλx,y)
≤ Ce−C′λ
which shows ‖Ω − 1‖2
L2(Px,y(M),νλx,y)
≤ 2Ce−C′λ.
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Lemma 10. As already defined, let K(t) = −∇2k(cx,y)t1−t . Also we consider a perturbation of K(t)
such that
Kε(t) = K(t) +
Cε(t)
(1− t)δ ,
where 0 < δ < 1 is a constant and Cε(t) (0 ≤ ε ≤ 1) be a symmetric matrices valued function
satisfying supt ‖Cε(t)‖ ≤ ε. Let Mε(t) be the solution to
M ′ε(t) = Kε(t)Mε(t) (4.2)
Mε(0) = I (4.3)
Define
Jεϕ(t) = (Mε(t)
∗)−1
∫ 1
t
Mε(s)
∗Kε(s)ϕ(s)ds. (4.4)
Then for sufficiently small ε, there exists a positive constant C which is independent of ε such
that
‖Jε − J0‖op ≤ Cε. (4.5)
Also J0 = (S
−1)∗ holds.
Proof. First, we recall that K(t) is the sum of − 11−tI and K˜(t) as in (3.9). Taking this into
account, we rewrite
Kε(t) = − 1
1− t + K˜ε(t),
where K˜ε(t) = K˜(t) +
Cε(t)
(1−t)δ
. Let Nε(t) be the solution to
N ′ε(t) = K˜ε(t)Nε(t), Nε(0) = I. (4.6)
Note that K˜0(t) = K˜(t) and N0(t) = N(t). Then Mε(t) = (1− t)Nε(t). To estimate Jε− J0, we
need to estimate Nε −N0. Note that
Nε(t) = N0(t)
(
I +
∫ t
0
N0(s)
−1 Cε(s)
(1− s)δ ds
)
.
This implies
sup
t
|Nε(t)−N0(t)| ≤ Cε.
The constant C depends δ. Nε(t)
−1 −N0(t)−1 has also similar estimates. By this estimate and
Hardy’s inequality, we complete the proof of (4.5).
Let us apply the lemma above in the case where Kε(t) = K(γ)λ,t. In this case, we have
K(γ)λ,t
= K(t) +
1
1− t
(
1− t
λ
∇2 log p
(
1− t
λ
, y, γ
)
t
+∇2k(cx,y)t
)
− 1
2λ
Ric(γ)t
= K(t) +
1
1− t
(
1− t
λ
∇2 log p
(
1− t
λ
, y, γ
)
t
+∇2k(γ)t
)
+
1
1− t
(
∇2k(cx,y)t −∇2k(γ)t
)
− 1
2λ
Ric(γ)t. (4.7)
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Hence
Cε(t) =
1
(1− t)1−δ
(
1− t
λ
∇2 log p
(
1− t
λ
, y, γ
)
t
+∇2k(γ)t
)
+
1
(1− t)1−δ
(
∇2k(cx,y)t −∇2k(γ)t
)
−(1− t)
δ
2λ
Ric(γ)t. (4.8)
Now, we are in a position to prove our main theorem.
Proof of Theorem 2. Let lξ(t) = tξ. Let χ be a non-negative smooth function such that χ(t) = 1
for t ≤ 1 and χ(t) = 0 for t ≥ 2. Let κ > 0 and χ1,κ(γ) = χ(κ−1‖b− lξ‖2mT 2,B,2m,θ) and
χ2,κ(γ) =
(
1− χ1,κ(γ)2
)1/2
. Here ‖ ‖T 2,B,2m,θ (0 < θ < 1,m is a large positive integer) denotes
the norm for the Brownian rough path b− lξ over b − lξ. See Definition 7.2 in [2]. Actually,
we need quasi-sure version of Brownian rough path as in Theorem 3.1 in [4] because we are
considering the pinned Brownian motion measure. By Lemma 7.11 in [2], there exists a positive
constant Cκ such that
|D0χ1,κ(γ)|H1
0
+ |D0χ2,κ(γ)|H1
0
≤ Cκ νλx,y − a.s.γ. (4.9)
First we prove the upper bound estimate. Let us fix a positive number ε > 0. Let us choose
ϕε ∈ L20 with ‖ϕε‖ = 1 such that
max
(|‖(I + T )ϕε‖ − e0| , ∣∣‖Sϕε‖2 − e0∣∣) ≤ ε. (4.10)
This is possible because of Lemma 6 and Proposition 8. Let ψε = Uϕε. Let Fε(γ) =
√
λ (b− lξ, ψε)H1
0
and F˜ε = Fεχ1,κ. Note that
(D0)hb(t) = h(t) +
∫ t
0
∫ s
0
R(γ)u(h(s), ◦db(u))(◦db(s)).
Hence
D0Fε(γ)
′
t =
√
λψ′ε(t) +
√
λ
∫ 1
t
R(γ)s
(∫ 1
s
ϕε(r)db
i(r), ◦db(s)
)
εi
−
√
λt
∫ 1
0
∫ 1
t
R(γ)s
(∫ 1
s
ϕε(r)db
i(r), ◦db(s)
)
εidt
=
√
λψ′ε(t)−
√
λ
∫ 1
t
R(s) (ψε(s), ξ) ξds
+
√
λ
∫ 1
0
∫ 1
t
R(s) (ψε(s), ξ) ξdsdt+ I(λ)
=
√
λ(I + T )(ϕε)(t) + I(λ). (4.11)
By applying the Cameron-Martin formula to the translation b → b + lξ and using the similar
argument to page 33 in [13], we obtain Eν
λ
x,y [|I(λ)|p] ≤ Cp,κ. Here the constant Cp,κ is inde-
pendent of λ. Also we have E[|D0χ1,κ|2H1
0
] ≤ Ce−C′λ for some C,C ′ > 0 which follows from the
Schilder type large deviation principle. This implies
‖D0F˜ε‖2L2(νλx,y) = λ‖(I + T )ϕε‖
2
L2 + o(λ). (4.12)
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Combining ‖D0Ω‖ ≤ Ce−C′λ, we obtain
‖D0F˜ε −
(
F˜ε,Ω
)
D0Ω‖2L2(νλx,y) = λ‖(I + T )ϕε‖
2
L2 + o(λ). (4.13)
On the other hand, by the continuity theorem of rough path, there exists ε′ > 0 such that for
‖b− lξ‖T 2,B,2m,θ ≤ ε′,
‖∇2k(cx,y)t −∇2k(γ)t‖ ≤ ε|1− t|θ/2. (4.14)
By Lemma 3.3 in [11], for any compact subset F ⊂ Cut(y)c,
sup
z∈F
∣∣t∇2 log p(t, z, y)−∇2k(z)∣∣ ≤ CF t1/2. (4.15)
Therefore, by setting κ to be sufficiently small, Cε(t) which is defined in (4.8) satisfies the
assumption in Lemma 10 for certain δ > 1/2. Hence, by Lemma 10, by taking κ to be sufficiently
small,
A(γ)λ(D0F˜ε(γ)
′)t =
(
S−1
)∗ (
D0F˜ε(γ)
′
)
t
+ (J(γ)λ − J0)(D0F˜ε(γ)′)t
=
√
λSϕε(t) + I2(λ), (4.16)
where |I2(λ)|L2([0,1]) ≤ Cε
√
λ. Also we have used that (S−1)∗(I + T ) = S. This estimate, (4.9)
and the COH formula (2.14) implies that
‖F˜ε − Eνλx,y [F˜ε]‖2L2(νλx,y) = ‖Sϕε‖
2 +Cε. (4.17)
Using Lemma 9,
‖F˜ε −
(
F˜ε,Ω
)
Ω‖2L2(νλx,y) = ‖Sϕε‖
2 + Cε+ Ce−C
′λ. (4.18)
By using the estimates (4.13), (4.18) and (4.10), we complete the proof of the upper bound. We
prove lower bound. Take F ∈ H1,20 (Px,y(D)) such that ‖F‖L2(ν¯λx,y) = 1 and (F,Ω) = 0. By the
IMS localization formula,
E(F,F ) =
∑
i=1,2
E(Fχi,κ, Fχi,κ)−
∑
i=1,2
Eν¯
λ
x,y [|D0χi,κ|2F 2]. (4.19)
By Lemma 9,
|Eνλx,y [F ]| = |Eνλx,y [F (1 − Ω)]| ≤ ‖1 −Ω‖ ≤ Ce−C′λ. (4.20)
Again by taking κ to be sufficiently small, by Lemma 10 and the COH formula
‖Fχ1,κ − Eνλx,y [Fχ1,κ]‖2L2(Px,y(M))
≤
(‖(S−1)∗‖op + Cε)2
λ
Eν
λ
x,y
[|D0(Fχ1,κ)|2] . (4.21)
Consequently, we have
‖Fχ1,κ‖2L2(Px,y(D)) ≤
(‖(S−1)∗‖op + Cε)2
λ
Eν
λ
x,y
[|D0(Fχ1,κ)|2]+ Ce−C′λ. (4.22)
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Now we estimate the Dirichlet norm of Fχ2,κ. The log-Sobolev inequality (2.15) implies that
there exists a positive constant C such that for any F ∈ H1,20 (Px,y(D)) and bounded measurable
function V ,
E(F,F ) + Eν¯λx,y [λ2V F 2] ≥ − λ
C
logEν¯
λ
x,y
[
e−CλV
]
‖F‖2L2(ν¯λx,y). (4.23)
We apply this inequality. Take a non-negative smooth function χ˜ on R such that χ˜ = 1 on a
neighborhood of the support of 1−χ2 and χ˜ = 0 on a neighborhood of 0. Let δ be a sufficiently
small positive number δ and define
V (γ) = δχ˜(κ−1‖b− lξ‖2mT 2,B,2m,θ).
By (4.23), there exists δ′ > 0 such that
E(Fχ2,κ, Fχ2,κ)
= E(Fχ2,κ, Fχ2,κ)− λ2Eν¯λx,y
[
V (Fχ2,κ)
2
]
+ λ2Eν¯
λ
x,y
[
V (Fχ2,κ)
2
]
≥ − λ
C
logEν¯
λ
x,y
[
eCλV
]
‖Fχ2,κ‖2 + λ2δ‖Fχ2,κ‖2
≥ − λ
C
log
(
1 + e−λδ
′
)
‖Fχ2,κ‖2 + λ2δ‖Fχ2,κ‖2
≥ (λ2δ − Cλe−λδ′)‖Fχ2,κ‖2. (4.24)
By the estimates (4.9), (4.22), (4.24) and by Proposition 8, we complete the proof.
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