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MODERATE AND LARGE DEVIATIONS FOR THE ERDO˝S-KAC
THEOREM
BEHZAD MEHRDAD AND LINGJIONG ZHU
Abstract. The Erdo˝s-Kac theorem is a celebrated result in number theory
which says that the number of distinct prime factors of a uniformly chosen
random integer satisfies a central limit theorem. In this paper, we establish
the large deviations and moderate deviations for this problem in a very general
setting for a wide class of additive functions.
1. Introduction
Let V (n) be a random integer chosen uniformly from {1, 2, . . . , n} and let X(n)
be the number of the distinct primes in the factorization of V (n). A celebrated
result by Erdo˝s and Kac [9], [10] says that
(1.1)
X(n)− log log n√
log log n
→ N(0, 1),
as n→∞. This is a deep extension of Hardy-Ramanujan Theorem (see [15]).
In addition, the central limit theorem holds in a more general setting for additive
functions. A formal treatment and proofs can be found in e.g. Durrett [7].
In terms of rate of convergence to the Gaussian distribution, i.e. Berry-Esseen
bounds, Re´nyi and Tura´n [21] obtained the sharp rate of convergenceO(1/
√
log logn).
Their proof is based on the analytic theory of Dirichlet series. Recently, Harper
[16] used a more probabilistic approach and used Stein’s method to get an upper
bound of rate of convergence of the order O(log log logn/
√
log logn).
In terms of large deviations, Radziwill [20] used analytic number theory approach
to get a series of asymptotic estimates. Fe´ray et al. [14] proved precise large
deviations using the mod-Poisson convergence method developed in Kowalski and
Nikeghbali [18].
In this paper, we study the large deviation principle and moderate deviation
principle in the sense of the Erdo˝s and Kac. Instead of precise deviations that have
been studied in Fe´ray et al. [14], our large deviations and moderate deviations
results are in the sense of Donsker-Varadhan [22], [3], [4], [5], [6]. Our proofs are
probabilistic and require only elementary number theory results, in contrast to the
analytical number theory approach in Radziwill [20]. Since in this paper, we are
considering the Donsker-Varadhan type large deviations, we only obtain the leading
order term for the tail estimates, in contrast to the more precise estimates in the
works by Radziwill [20] and Fe´ray et al. [14]. Because of this, we need much
weaker assumptions on the additive functions in our paper. Both large deviations
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and moderate deviations in our paper will be proved for a much wider class of
additive functions than what have been studied in Radziwill [20] and Fe´ray et al.
[14]. It is also worth mentioning that the large deviations theory from probability
theory has been recently applied to study other problems in number theory, see e.g.
[19, 24, 12, 13, 17]. It might have the potential to become a useful tool in analytic
number theory.
Before we proceed, let us introduce the formal definition of large deviations. A
sequence (Pn)n∈N of probability measures on a topological space X satisfies the
large deviation principle with speed bn and rate function I : X → R ∪ {∞} if I is
non-negative, lower semicontinuous and for any measurable set A, we have
(1.2) − inf
x∈Ao
I(x) ≤ lim inf
n→∞
1
bn
logPn(A) ≤ lim sup
n→∞
1
bn
logPn(A) ≤ − inf
x∈A
I(x).
Here, Ao is the interior of A and A is its closure. We refer to Dembo and Zeitouni
[2] or Varadhan [23] for general background of large deviations and the applications.
Let X1, . . . , Xn be a sequence of R
d-valued i.i.d. random vectors with mean 0
and convariance matrix C that is invertible. Assume that E[e〈θ,X1〉] < ∞, for θ
in some ball around the origin. For any sequence an so that
√
n
an
and an
n
→ 0 as
n→∞, a moderate deviation principle says that for any Borel set A,
−1
2
inf
x∈Ao
〈x,C−1x〉 ≤ lim inf
n→∞
n
a2n
logP
(
1
an
n∑
i=1
Xi ∈ A
)(1.3)
≤ lim sup
n→∞
n
a2n
logP
(
1
an
n∑
i=1
Xi ∈ A
)
≤ −1
2
inf
x∈Ao
〈x,C−1x〉.
In other words, P( 1
an
∑n
i=1Xi ∈ ·) satisfies a large deviation principle with the
speed
a2n
n
. The above classical result can be found for example in [2]. Moderate
deviation principle fills in the gap between central limit theorem and large deviation
principle.
In this paper, we are interested to prove both large deviations and moderate
deviations for the Erdo˝s-Kac theorem for a wide class of additive functions.
2. Main Results
Throughout this paper, p always denotes a prime number.
Assumption 1. Let g be a strongly additive, i.e. g(pk) = g(p) for all primes p and
integers k ≥ 1, and g(mn) = g(m) + g(n) whenever gcd(m,n) = 1. In addition, we
assume that there exists a probability measure ρ on R so that
• For any θ ∈ R, ∫
R
eθyρ(dy) <∞.
• For any θ ∈ R, ∫
R
eθyρn(dy)→
∫
R
eθyρ(dy), where
(2.1) ρn(A) =
∑
g(p)∈A,p≤n
1
p∑
p≤n
1
p
,
for any Borel set A ⊂ R.
Let V (n) be a uniformly chosen random integer from {1, 2, . . . , n} and Zp = 1
if V (n) is divisible by p and Zp = 0 otherwise. Then, for any strongly additive
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function g, we have g(V (n)) =
∑
p≤n g(p)Zp. Let X(n) := g(V (n)). We have the
following large deviations result.
Theorem 2. Under Assumption 1, P( X(n)log log n ∈ ·) satisfies a large deviation prin-
ciple with speed log logn and rate function
(2.2) I(x) := sup
θ∈R
{
θx−
∫
R
(eθy − 1)ρ(dy)
}
.
When g(p) → λ ∈ (0,∞) as p → ∞, ρ(dy) tends to a point mass at λ and the
supremum in I(x) in Theorem 2 is achieved at θ = λ−1 log(x/λ), which gives the
following corollary.
Corollary 3. Assume that g(p) → λ ∈ (0,∞) as p → ∞. P( X(n)log log n ∈ ·) satisfies
a large deviation principle with speed log logn and rate function
(2.3) I(x) :=
{
x
λ
log x
λ
− x
λ
+ 1 if x ≥ 0,
+∞ otherwise.
For the special case g(p) ≡ 1, X(n) denotes the number of distinct prime factors of
a random integer uniformly chosen from {1, 2, . . . , n} and P( X(n)log logn ∈ ·) satisfies a
large deviation principle with speed log logn and rate function
(2.4) I(x) :=
{
x log x− x+ 1 if x ≥ 0,
+∞ otherwise.
Remark 4. (i) If Assumption 1 fails, Theorem 2 may not hold. For example, we
can define
(2.5) g(p) =
{
λ1 α2k < p ≤ α2k+1
λ2 α2k+1 < p ≤ α2k+2
,
where 0 < λ1 < λ2 and k = 0, 1, 2, . . . and αi − αi−1 are sufficiently large so that
for some small δ > 0, and some fixed θ > 0, we have
(2.6)
1
log logαn
∑
p≤αn
eθg(p) − 1
p
≤ λ1 + δ
along the subsequence αn when n is odd and
(2.7)
1
log logαn
∑
p≤αn
eθg(p) − 1
p
≥ λ2 − δ
along the subsequence αn when n is even. This shows that for any fixed θ > 0,
the limit 1log log n logE[e
θX(n)] does not exist. Therefore there is no large deviation
principle as a result of Varadhan’s lemma, see e.g. Dembo and Zeitouni [2].
(ii) The assumption that for any θ ∈ R, ∫
R
eθyρ(dy) <∞ basically says that the
density of primes p such that g(p) is large should be small. For example, if g(p)
grows to infinity as p→∞, then, the scaling of ∑p≤n eθg(p)−1p will depend on θ and
thus there is no f(n) → ∞ independent of θ so that the limit 1
f(n)
∑
p≤n
eθg(p)−1
p
exists. On the other hand, if g(p) → 0 as p → ∞. Then, eθg(p)−1
p
∼ θg(p)
p
as
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p→∞. Now, if also ∑p≤n g(p)p →∞ as n→∞, then, we have
(2.8) lim
n→∞
1∑
p≤n
g(p)
p
∑
p≤n
eθg(p) − 1
p
→ θ,
and the rate function for the large deviations is then trivial. Again, if
∑
p
g(p)
p
<∞,
there is no Donsker-Varadhan type large deviations.
(iii) Let p1 < p2 < p3 < · · · be the ordered sequence of all the prime numbers.
Prime number theorem implies that pk+1 − pk ≤ pk(log pk)2 for sufficiently large k.
This shows that
(2.9)
∑
pk≤n
(
1
pk
− 1
pk+1
)
=
∑
pk≤n
pk+1 − pk
pkpk+1
≤ C
∑
pk≤n
1
pk(log pk)2
for some universal constant C and the series is convergent. Therefore, we have∑
p2k≤n
1
p2k
∼ 12 log logn and
∑
p2k+1≤n
1
p2k+1
∼ 12 log logn. Let 0 < λ1 < λ2 < ∞.
Define g(pk) = λ1 if k is odd and g(pk) = λ2 if k is even. Thus, we have
(2.10) lim
n→∞
∫
R
(eθy − 1)ρn(dy) = 1
2
(eθλ1 − 1) + 1
2
(eθλ2 − 1).
Hence, we conclude that P( X(n)log logn ∈ ·) satisfies a large deviation principle with
speed log logn and rate function
(2.11) I(x) :=
{
supθ∈R
{
θx− 12 (eθλ1 − 1)− 12 (eθλ2 − 1)
}
if x ≥ 0,
+∞ otherwise.
In some special cases, there is an explicit expression for the rate function. For
example, consider λ2 = 2λ1 ∈ (0,∞). In this case, the optimal θ is given by
(2.12) θ∗ =
1
λ1
log
(
−λ1 +
√
λ21 + 16λ1x
4λ1
)
.
Hence, for x ≥ 0,
I(x) = θ∗x− 1
2
(eθ∗λ1 − 1)− 1
2
(eθ∗λ2 − 1)
(2.13)
=
x
λ1
log
(
−λ1 +
√
λ21 + 16λ1x
4λ1
)
+ 1
− 1
2
(
−λ1 +
√
λ21 + 16λ1x
4λ1
)
− 1
2
(
−λ1 +
√
λ21 + 16λ1x
4λ1
)2
.
Here are some examples in which we can get an explicit expression for the rate
function I(x).
Example 5. (i) Assume that ρ(dy) = 12δλ1 +
1
2δ2λ1 . Then, from Remark 4 (iii),
for x ≥ 0, the rate function I(x) has explicit expression as given in (2.13).
(ii) Assume that ρ(dy) has Poisson distribution with parameter λ > 0. Then, we
have
(2.14) θx−
∫ ∞
0
(eθy − 1)ρ(dy) = θx+ 1− eλ(eθ−1).
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Differentiating with respect to θ and setting the derivative as zero, we get x =
λeθeλ(e
θ−1). Then, we get the optimal θ∗ = log( 1λW (xe
λ)), where W (z) is the
Lambert W function defined as z = W (z)eW (z) for any z ∈ C, see e.g. Corless et
al. [1]. Hence, for x ≥ 0, we have
(2.15) I(x) = x log
(
1
λ
W (xeλ)
)
+ 1− eW (xeλ)−λ.
(iii) Assume that ρ(dy) has binomial distribution with parameters n and β. Then,
we get
∫∞
0
eθyρ(dy) = (1− β+ βeθ)n. Thus, the optimal θ∗ satisfies x = n(1− β +
βeθ∗)n−1βeθ∗. For n = 1, I(x) = x log(x/β) + β − x. For n = 2,
(2.16)
I(x) = x log
(
−(1− β) +
√
(1− β)2 + 2x
2β
)
−
(
1− β +
√
(1− β)2 + 2x
2
)2
.
(iv) Assume that ρ(dy) has Gaussian distribution with mean 0 and variance 1.
Then, we get
∫∞
−∞ e
θyρ(dy) = e
1
2 θ
2
. Thus, the optimal θ∗ satisfies x = θ∗e
1
2 θ
2
∗ ,
which is equivalent to x2 = θ2∗e
θ2∗. Therefore, we have θ∗ =
√
W (x2), where W (·)
is the Lambert W function and
(2.17) I(x) =
√
W (x2)x+ 1− x√
W (x2)
.
We conclude this section by stating a moderate rate deviation principle, which
fills in the gap between central limit theorem and large deviation principle.
Theorem 6. Let µn :=
∑
p≤n
g(p)
p
and σ2n :=
∑
p≤n
g(p)2
p
. Let an be a posi-
tive sequence so that σn
an
→ 0 and an
σ2n
→ 0 as n → ∞. Under Assumption 1,
P(X(n)−µn
an
∈ ·) satisfies a large deviation principle with speed a2n/σ2n and rate func-
tion
(2.18) J(x) :=
x2
2
.
3. Proofs
3.1. Proof of Large Deviation Principle. In this section, we will prove Theorem
2. The proof consists of a series of superexponential estimates, i.e. Lemma 7,
Lemma 8 and Lemma 9, and an application of Ga¨rtner-Ellis theorem (see e.g.
Chapter 2 in Dembo and Zeitouni [2]). For the convenience of the readers, we state
here a special case of the Ga¨rtner-Ellis theorem (Theorem 2.3.6 [2]) that we will
use in the proofs in our paper.
Theorem (Ga¨rtner-Ellis Theorem [2]). Let Zn be a sequence of random variables
on R and an is a positive sequence that goes to infinity as n goes to infinity. As-
sume that for any θ ∈ R, the limit Λ(θ) := limn→∞ 1an logE[eθanZn ] exists and is
differentiable for every θ ∈ R. Then, P(Zn ∈ ·) satisfies a large deviation principle
with rate function I(x) := supθ∈R{θx− Λ(θ)} with speed an.
Write X(n) =
∑
p≤n g(p)Zp, where Zp = 1 if V (n) is divisible by p and 0
otherwise. The first step is to show that
∑
p≤n g(p)Zp can be approximated by∑
|g(p)|≤C g(p)Zp in the following sense.
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Lemma 7. for any ǫ > 0,
(3.1) lim sup
C→∞
lim sup
n→∞
1
log logn
logP


∣∣∣∣∣∣
∑
|g(p)|>C,p≤n
g(p)Zp
∣∣∣∣∣∣ ≥ ǫ log log n

 = −∞.
Proof. Note that (3.1) holds if we can prove the following two estimates,
(3.2) lim sup
C→∞
lim sup
n→∞
1
log logn
logP

 ∑
g(p)>C,p≤n
g(p)Zp ≥ ǫ log logn

 = −∞,
and
(3.3) lim sup
C→∞
lim sup
n→∞
1
log logn
logP

 ∑
g(p)<−C,p≤n
g(p)Zp ≤ −ǫ log logn

 = −∞.
Before we proceed, let us define independent random variables Yp, so that
(3.4) Yp =
{
1 with probability 1
p
,
0 with probability 1− 1
p
.
For distinct primes p1, p2, . . . , pℓ,
(3.5) E[Zp1Zp2 · · ·Zpℓ ] =
1
n
⌊
n
p1p2 · · · pℓ
⌋
≤ 1
p1p2 · · · pℓ = E[Yp1Yp2 · · ·Ypℓ ],
where ⌊x⌋ denotes the largest integer less than or equal to x. Therefore, for any
non-negative sequence θp, by Taylor’s expansion, we have
(3.6) E
[
e
∑
p≤n θpZp
]
≤ E
[
e
∑
p≤n θpYp
]
.
This fact will be used repeatedly later on in the paper.
For g(p) > C > 0, for any θ > 0, by Chebychev’s inequality, we have g(p)θ > 0
and
lim sup
n→∞
1
log logn
logP

 ∑
g(p)>C,p≤n
g(p)Zp ≥ ǫ log log n

(3.7)
≤ lim sup
n→∞
1
log logn
logE
[
eθ
∑
g(p)>C,p≤n g(p)Zp
]
− θǫ
≤ lim sup
n→∞
1
log logn
logE
[
eθ
∑
g(p)>C,p≤n g(p)Yp
]
− θǫ
= lim sup
n→∞
∑
g(p)>C,p≤n log(
eθg(p)−1
p
+ 1)∑
p≤n
1
p
− θǫ
≤ lim sup
n→∞
∑
g(p)>C,p≤n
eθg(p)−1
p∑
p≤n
1
p
− θǫ
= lim sup
n→∞
∫
y>C
(eθy − 1)ρn(dy)− θǫ
=
∫
y>C
(eθy − 1)ρ(dy)− θǫ,
MODERATE AND LARGE DEVIATIONS FOR THE ERDO˝S-KAC THEOREM 7
and the limit goes to −θǫ as C → ∞. By letting θ → ∞, we obtained (3.2).
Similarly, for g(p) < −C < 0, by taking θ < 0, we get
lim sup
n→∞
1
log logn
logP

 ∑
g(p)<−C,p≤n
g(p)Zp ≤ −ǫ log logn

(3.8)
≤
∫
y<−C
(eθy − 1)ρ(dy) + θǫ,
where the limit goes to θǫ as C →∞. By letting θ → −∞, we obtain (3.3). 
Let
(3.9) kn := n
1
(log logn)2 .
The second step is to show that
∑
p≤n,|g(p)|≤C g(p)Zp can be approximated by∑
p≤kn,|g(p)|≤C g(p)Zp in the following sense.
Lemma 8. For any ǫ > 0,
(3.10) lim sup
n→∞
1
log logn
logP


∣∣∣∣∣∣
∑
p∈A(n,C)
g(p)Zp
∣∣∣∣∣∣ ≥ ǫ log logn

 = −∞,
where A(n,C) := {p : kn ≤ p ≤ n, |g(p)| ≤ C}.
Proof. For any θ > 0,
E
[
eθ|
∑
p∈A(n,C) g(p)Zp|
]
≤ E
[
eθ
∑
p∈A(n,C) |g(p)|Zp
]
(3.11)
≤ E
[
eθC
∑
p∈A(n,C) Zp
]
≤ E
[
eθC
∑
p∈A(n,C) Yp
]
.
Therefore, for any θ > 0, we have
logE
[
eθ|
∑
p∈A(n,C) g(p)Zp|
]
≤ logE
[
eθC
∑
p∈A(n,C) Yp
]
(3.12)
=
∑
p∈A(n,C)
log
(
(eθC − 1)1
p
+ 1
)
≤ (eθC − 1)
∑
kn≤p≤n
1
p
.
We also have ∑
kn≤p≤n
1
p
= log logn− log log kn + o(1)(3.13)
= log logn− log
(
1
(log logn)2
logn
)
+ o(1)
= 2 log log logn+ o(1),
where we used the fact that
∑
p≤n
1
p
− log logn converges to the Meissel-Mertens
constant. Notice that 2 log log lognlog logn → 0 as n → ∞. Therefore, by Chebychev’s
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inequality,
(3.14) lim sup
n→∞
1
log logn
log P


∣∣∣∣∣∣
∑
p∈A(n,C)
g(p)Zp
∣∣∣∣∣∣ ≥ ǫ log logn

 ≤ −ǫθ.
This proves (3.10) since it holds for any θ > 0. 
Next, let us show that E
[
eθ
∑
p≤kn,|g(p)|≤C
g(p)Zp
]
can be approximated by E
[
eθ
∑
p≤kn,|g(p)|≤C
g(p)Yp
]
in an appropriate way.
Lemma 9. For any θ ∈ R,
(3.15) lim
n→∞
1
log logn
log
∣∣∣E [eθ∑p∈B(n,C) g(p)Zp]− E [eθ∑p∈B(n,C) g(p)Yp]∣∣∣ = −∞,
where B(n,C) := {p : p ≤ kn, |g(p)| ≤ C}.
Proof. For any θ ∈ R, and any K (which will later be chosen sufficiently large in
terms of θ and C),
∣∣∣E [eθ∑p∈B(n,C) g(p)Zp]− E [eθ∑p∈B(n,C) g(p)Yp]∣∣∣
(3.16)
≤
∑
r≤K log logn
|θ|r
r!
|E[Srn]− E[S˜rn]|+
∑
r>K log logn
|θ|r
r!
E[Srn] +
∑
r>K log logn
|θ|r
r!
E[S˜rn],
where
(3.17) Sn :=
∑
p∈B(n,C)
g(p)Zp, S˜n :=
∑
p∈B(n,C)
g(p)Yp.
We claim that |E[S˜rn]− E[Srn]| ≤ (Ckn)
r
n
. To see this, notice that
(3.18) E[S˜rn] =
r∑
k=1
∑
ri
r!
r1! · · · rk!
1
k!
∑
pj
g(p1)
r1 · · · g(pk)rkE[Y r1p1 · · ·Y rkpk ].
We observe that
(3.19) E[Y r1p1 · · ·Y rkpk ] = E[Yp1 · · ·Ypk ] =
1
p1 · · · pk ,
which differs from
(3.20) E[Zr1p1 · · ·Zrkpk ] = E[Zp1 · · ·Zpk ] =
1
n
⌊
n
p1 · · · pk
⌋
,
by at most 1
n
. Therefore,
|E[S˜rn]− E[Srn]| ≤
r∑
k=1
∑
ri
r!
r1! · · · rk!
1
k!
∑
pj
Cr1+···+rk
n
(3.21)
≤ 1
n

 ∑
p∈B(n,C)
C


r
≤ (Ckn)
r
n
.
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Thus, we can bound the first term in (3.16) by
∑
r≤K log log n
|θ|r
r!
|E[Srn]− E[S˜rn]|(3.22)
≤
∑
r≤K log logn
|θ|r
r!
(Ckn)
r
n
≤ C0e− logn
∑
r≤K log logn
er(log |θ|+logC+log kn+1)−r log r
≤ C0e− lognK log logn · max
r≤K log logn
er(log |θ|+logC+log kn+1)−r log r.
Let F (r) := r(log |θ| + logC + log kn + 1) − r log r. Since kn = n
1
(log logn)2 and
kn
r
→∞ as n→∞, it is straightforward to compute that
(3.23) F ′(r) = (log |θ|+ logC + log kn + 1)− log r − 1 > 0,
for any r ≤ K log logn and it is true for n sufficiently large in terms of C,K, θ.
Therefore the maximum of F (r), r ≤ K log logn is achieved at K log logn and,
hence,
∑
r≤K log logn
|θ|r
r!
|E[Srn]− E[S˜rn]| ≤ C1 log logn · e− log n · eK log logn
logn
(log logn)2(3.24)
≤ e− 12 log n,
for sufficiently large n.
The second term in (3.16) is bounded above by the third term.
(3.25)
∑
r>K log logn
|θ|r
r!
E[Srn] ≤
∑
r>K log logn
|θ|r
r!
E[S˜rn].
To bound the third term in (3.16), first observe that
(3.26) E[S˜rn] =
∑
p1,p2,...,pℓ≤kn
g(p1) · · · g(pℓ)E[Yp1 · · ·Ypℓ ],
where the sums are over primes p1, . . . , pℓ ≤ kn that may not be distinct. Notice
that kn ≤ n and for distinct p1, . . . , pℓ, we have
(3.27) E[Yp1 · · ·Ypℓ ] =
1
p1 · · · pℓ .
Therefore, it is not difficult to see that
E[S˜rn] ≤ Cr



∑
p≤n
1
p

+

∑
p≤n
1
p


2
+ · · ·+

∑
p≤n
1
p


r

(3.28)
≤ rCr

∑
p≤n
1
p


r
.
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For r > K log logn,
|θ|r
r!
E[S˜rn] ≤ C2er log |θ|+r logC−r log r+r+log r+(log log logn)r(3.29)
≤ C2e(log |θ|+logC+1−logK)r+log r
≤ C2e− 12 (logK)r,
for sufficiently large K, where C2 is a positive constant. Hence, the third term in
(3.16) is bounded above by
(3.30)
∑
r>K log logn
e−
1
2 (logK)r ≤ C3e− 12 logK log log n,
where C3 is a positive constant. The proof is completed by letting K →∞. 
Finally, we are ready to prove Theorem 2.
Proof of Theorem 2. Recall that B(n, c) = {p : |g(p)| ≤ C, p ≤ kn}. For any θ ∈ R,
we have
logE
[
eθ
∑
p∈B(n,C) g(p)Yp
]
= log
∏
p∈B(n,C)
E
[
eθg(p)Yp
]
(3.31)
=
∑
p∈B(n,C)
log
(
1
p
eθg(p) + 1− 1
p
)
.
For sufficiently large p,
(3.32) log
(
1
p
eθg(p) + 1− 1
p
)
+ (eθg(p) − 1)1
p
= O
(
1
p2
)
,
where O( 1
p2
) depends on C and θ, and it is well known that 1log logn
∑
p≤n
1
p
→ 1
as n→∞, and we also have
(3.33) lim
n→∞
log log kn
log logn
= lim
n→∞
log logn− 2 log log logn
log logn
= 1.
Therefore, by Assumption 1 and definition of ρn and ρ
(3.34) lim
n→∞
1
log logn
logE
[
eθ
∑
p∈B(n,C) g(p)Yp
]
=
∫ C
−C
(eθy − 1)ρ(dy),
if ρ({−C}) = ρ({C}) = 0 since convergence of moment generating functions implies
weak convergence. Here we can assume that ρ({−C}) = ρ({C}) = 0 since there
are at most countably many atoms for ρ, we can assume that we choose a sequence
of C that goes to infinity so that −C and C are not atoms of ρ.
By lemma 9, we have
lim
n→∞
1
log logn
logE
[
eθ
∑
p∈B(n,C) g(p)Zp
]
= lim
n→∞
1
log logn
logE
[
eθ
∑
p∈B(n,C) g(p)Yp
](3.35)
=
∫ C
−C
(eθy − 1)ρ(dy).
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By Ga¨rtner-Ellis theorem, see e.g. Dembo and Zeitouni [2], P(
∑
p∈B(n,C) g(p)Zp
log logn ∈
·) satisfies a large deviation principle with the rate function
(3.36) IC(x) = sup
θ∈R
{
θx−
∫ C
−C
(eθy − 1)ρ(dy)
}
.
By the approximation estimates developed in Lemma 7 and Lemma 8, the trun-
cated errors are superexponentially small. Hence, P( X(n)log logn ∈ ·) satisfies a large
deviation principle with the rate function
(3.37) I(x) = lim
C→∞
IC(x) = sup
θ∈R
{
θx−
∫ ∞
−∞
(eθy − 1)ρ(dy)
}
.

3.2. Proof of Moderate Deviation Principle. We conclude this section by
giving a proof of the moderate deviation principle.
Proof of Theorem 6. Recall that Yp are independent Bernoulli random variables
with parameter 1
p
and Zp = 1 if V (n) is divisible by p and Zp = 0 otherwise, where
V (n) is an integer uniformly distributed on {1, 2, . . . , n}.
Let
(3.38) kn := n
an
σ2n .
Similar to the proof of Lemma 7, we can show that, for any ǫ > 0,
(3.39) lim sup
C→∞
lim sup
n→∞
σ2n
a2n
logP


∣∣∣∣∣∣
∑
|g(p)|>C,p≤n
g(p)Zp
∣∣∣∣∣∣ ≥ ǫan

 = −∞,
and also similar to the proof of Lemma 8, we can show that, for any ǫ > 0,
(3.40) lim sup
n→∞
σ2n
a2n
logP

 ∑
kn<p≤n,|g(p)|≤C
g(p)Zp ≥ ǫan

 = −∞,
where we used the facts that an
σ2n
→ 0 and σn
an
→ 0.
Let us define
(3.41) Sn =
∑
p∈B(n,C)
g(p)Zp, and S˜n =
∑
p∈B(n,C)
g(p)Yp,
where we recall that B(n,C) = {p : p ≤ kn, |g(p)| ≤ C}.
Let
(3.42) µCn := E[S˜n] =
∑
p∈B(n,C)
g(p)
p
,
and recall that
(3.43) σ2n :=
∑
p≤n
g(p)2
p
.
Following the proof of Lemma 9, for any θ ∈ R, we can also prove that
(3.44) lim
n→∞
σ2n
a2n
log
∣∣∣∣E
[
e
θan
σ2n
(Sn−µCn )
]
− E
[
e
θan
σ2n
(S˜n−µCn )
]∣∣∣∣ = −∞.
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Finally, for any θ ∈ R,
σ2n
a2n
logE
[
e
θan
σ2n
(S˜n−µCn )
](3.45)
= − θ
an
µCn +
σ2n
a2n
∑
p∈B(n,C)
log
[(
e
θan
σ2n
g(p) − 1
)
1
p
+ 1
]
= − θ
an
µCn +
σ2n
a2n
∑
p∈B(n,C)
(
e
θan
σ2n
g(p) − 1
)
1
p
+
σ2n
a2n
O
(
an
σ2n
)
= − θ
an
µCn +
σ2n
a2n
∑
p∈B(n,C)
(
θan
σ2n
g(p) +
1
2
θ2a2n
σ4n
g(p)2 + g(p)2O
((
an
σ2n
)3))
1
p
+O
(
1
an
)
=
θ2
2
1
σ2n
∑
p∈B(n,C)
g(p)2
p
+ o(1),
where C, θ are being viewed as fixed while n→∞. Therefore, by Assumption 1,
(3.46) lim
n→∞
σ2n
a2n
logE
[
e
θan
σ2n
(S˜n−µCn )
]
=
θ2
2
∫ C
−C y
2ρ(dy)∫∞
−∞ y
2ρ(dy)
.
By letting C →∞ and applying Ga¨rtner-Ellis theorem, we complete the proof. 
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