In this note we show how one can obtain results from the nabla calculus from results on the delta calculus and vice versa via a duality argument. We provide applications of the main results to the calculus of variations on time scales.
Introduction
The time scale delta calculus was introduced for the first time in 1988 by Hilger [9] to unify the theory of difference equations and the theory of differential equations. It was extensively studied by Bohner [4] and Hilscher and Zeidan [10] who introduced the calculus of variations on the time scale delta calculus (or simply delta calculus). In 2001 the time scale nabla calculus (or simply nabla calculus) was introduced by Atici and Guseinov [2] .
Both theories of the delta and the nabla calculus can be applied to any field that requires the study of both continuous and discrete data. For instance, the nabla calculus has been applied to maximization (minimization) problems in economics [1, 2] . Recently several authors have contributed to the development of the calculus of variations on time scales (for instance, see [3, 11, 12] ).
To the best of the author's knowledge there is no known technique to obtain results from the nabla calculus directly from results on the delta calculus and vice versa. In this note we underline that, in fact, this is possible. We show that the two types of calculus, the nabla and the delta on time scales, are the "dual" of each other. One can reciprocally obtain results for one type of calculus from the other and vice versa without making any assumptions on the regularity of the time scales (as it was done in [8] ). We prove that results for the nabla (respectively the delta) calculus can be obtained by the dual analogous ones which will be in the delta (respectively nabla) context. Therefore, if they have already been proven for the delta case (respectively the delta), it is not necessary to reprove them for the nabla setting (respectively nabla).
This article is organized as follows: in second section we review some basic definitions. In third section we introduce the dual time scales. In the fourth section we derive a few properties related to duality. In the fifth section we state the Duality Principle, which is the main result of the article, and we apply it to a few examples. Finally, in the last section, we apply the Duality Principle to the calculus of variations on time scales.
Review of basic definitions
We first review some basic definitions and hence introduce both types of calculus (for a complete list of definitions for the delta calculus see the pioneering book by Bohner and Peterson [5] ).
A time scale T is any closed nonempty subset T of R.
The jump operators σ, ρ : T → T are defined by σ(t) = inf{s ∈ T : s > t}, and ρ(t) = sup{s ∈ T : s < t},
The forward graininess µ : T → R is defined by µ(t) = σ(t) − t, and the backward graininess ν : T → R is defined by ν(t) = t − ρ(t).
Given a time scale T, we denote
Of course, R itself is one trivial example of time scale, but one could also take T to be the Cantor set. For more interesting examples of time scales we suggest reading [5] .
Let f be a function defined on T, we say that:
Definition 2.1. f is rd-continuous (or right-dense continuous) (we write f ∈ C rd ) if it is continuous at the right-dense points and its left-sided limits exist (finite) at all left-dense points; f is ld-continuous (or left-dense continuous) if it is continuous at the left-dense points and its right-sided limits exist (finite) at all right-dense point.
Definition of derivatives Definition 2.2.
A function f : T → R is said to be delta differentiable at t ∈ T κ if for all ǫ > 0 there exists U a neighborhood of t such that for some α, the inequality
is true for all s ∈ U. We write f ∆ (t) = α.
It is easy to show that, if f is delta differentiable on T, then the following formula holds
where f σ = f • σ (the proof can be found in [5] ).
Definition 2.4.
A function f : T → R is said to be nabla differentiable at t ∈ T κ if for all ǫ > 0 there exists U a neighborhood of t such that for some β, the inequality
is true for all s ∈ U. We write f ∇ (t) = β.
It is easy to show that, if f is nabla differentiable on T, then the following formula holds
where
Definition 2.6. f is rd-continuously delta differentiable (we write f ∈ C 1 rd ) if f ∆ (t) exists for all t ∈ T k and f ∆ ∈ C rd , and f is ld-continuously nabla differentiable (we
Remark 2.7. If T = R, then the notion of delta derivative and nabla derivative coincide and they denote the standard derivative we know from calculus, however, when T = Z, then they do not coincide (see [5] ).
Dual time scales
In this section we introduce the definition of dual time scales. We will see that our main result develops merely from this basic definition. A dual time scale is just the "reverse" time scale of a given time scale. More precisely, we define it as follows:
In the following example we derive a well known formulas for derivatives. We will deduce the formula for the nabla derivative using the one for the delta derivative. It is well known (see [4] ) that if f is delta differentiable on T, with µ the associated forward graininess, then the formula holds
where f σ = f • σ. We will use it to derive the analogous formula for the nabla derivative. Suppose that h is nabla differentiable on T , with ν its associated backward graininess, then its dual function h ⋆ is delta differentiable on T ⋆ . Hence, we apply (4.1) to h ⋆ :
We observe thatμ = ν ⋆ , while (h ⋆ )σ = h ρ by Lemma 4.2, and Lemma 4.4, with
We recall that this formula (4.3) has appeared in the nabla context in [1] . Next, using Lemma 4.5 and Lemma 4.6, we show in the following proposition how to compare nabla and delta integrals. Proof. Proof of (i). By definition of integral,
We have seen in Lemma 4.6 that :
It follows that: G = −F ⋆ + c, where c ∈ R, and
Since (f ⋆ ) ⋆ = f , (ii) follows immediately.
Main Result
The main result of this article will be the following Duality Principle which asserts that given certain results in the nabla (resp. delta) calculus under certain hypotheses, one can obtain the dual results by considering the corresponding dual hypotheses and the dual conclusions in the delta (resp. nabla) setting.
Given a statement in the delta calculus (resp. nabla calculus), the corresponding dual statement is obtained by replacing any object in the given statement by the corresponding dual one. Duality Principle For any statement true in the nabla (resp. delta) calculus in the time scale T there is an equivalent dual statement in the delta (resp.nabla) calculus for the dual time scale T ⋆ . In the next example we further illustrate how the Duality Principle applies.
Example 5.1. (Integration by parts.)
We show how the Duality Principle can be applied to prove the integration by parts formula. In delta settings the integration by parts formula is given by the following identity:
because of the identity ((j ⋆ )σ) ⋆ (s) = j ρ (s). To obtain the desired formula we substitute the RHS of (5.3) in the integration by parts formula (5.1):
It follows that the identity (5.4) is the integration by parts formula for the nabla setting.
Application of the Duality Principle to the calculus of variations on time scales

Euler-Lagrange equation
We consider the Euler-Lagrange equation using the identity of Proposition 4.10. We will use Bohner's results in [4] in the delta settings to prove similar results in the nabla settings as done in [1] (one could also do the vice versa). We review a few definitions. 
Definition 6.2.
A function f is delta regulated if the right-hand limit f (t+) exists (finite) at all right-dense points t ∈ T and the left-hand limit f (t−) exists at all left-dense points t ∈ T; f is regulated if the left-hand limit f (t+) exists (finite) at all left-dense points t ∈ T and the right-hand limit f (t−) exists at all right-dense points t ∈ T.
Definition 6.3.
A function f is delta piecewise rd-continuous (we write f ∈ C prd ) if it is regulated and if it is rd continuous at all, except possibly at nitely many, right-dense points t ∈ T; f is nabla piecewise ld-continuous (we write f ∈ C pld ) if it is nabla regulated and if it is ld continuous at all, except possibly at nitely many, left-dense points t ∈ T.
Definition 6.4. f is delta piecewise rd-continuously differentiable (we write f ∈ C 1 prd ) if f is rd continuous and f ∆ ∈ C prd ; f is delta piecewise ld-continuously differentiable (we write f ∈ C 1 pld ) if f is ld continuous and f ∇ ∈ C pld . Definition 6.5. Assume the function L : T × R × R → R is of class C 2 in the second and third variable, and rd continuous in the first variable. Then, y 0 is said to be a weak (resp. strong) local minimum of the problem
where a, b ∈ T, with a < b; α, β ∈ R, and L :
rd with y(a) = α, y(b) = β and ||y − y 0 || C 1 rd ≤ δ (resp. ||y − y 0 || 0,r ≤ δ) for some δ > 0.
We refer to the function L as to the Lagrangian for the above problem. Moreover, if L = L(t, x, v), then L v , L x represent, respectively, the partial derivatives of L with respect to v, and x. Definition 6.6. Assume the functionL : T × R × R → R is of class C 2 in the second and third variable, and rd continuous in the first variable. Then, y 0 is said to be a weak (strong) local minimum of the problem 
As a consequence of the definition of the dual Lagrangian and Proposition 4.10 we have the following useful lemma:
Next theorem is a result by Bohner [4] in one dimension (the results we will present can be obtained without this restriction, but we prefer one dimension to have an immediate comparison with the results in [1] ).
Theorem 6.9. (Euler-Lagrange Necessary Condition in Delta Setting). If y 0 is a (weak) local minimum of the variational problem (6.1), then the Euler-Lagrange equation
L ∆ v (t, y σ 0 (t), y ∆ 0 (t)) = L x (t, y σ 0 (t), y ∆ 0 (t)), for all t ∈ [a, b] κ ,
holds.
Now, we will use Bohner's theorem to prove the Euler-Lagrange equation in the nabla context. We recall that the Euler-Lagrange equation in the nabla context was shown in [1] . Here we will reprove it using our technique. (Also, see Remark 6.11.) 
A Table of dual objects
Based on the above definitions, remarks and lemmas we summarize in the following table for each "object" its dual one. Naturally, this table may be extended to more objects. 
−t 0 left-dense (right-dense ) t 0 right-scattered (left-scattered) −t 0 left-scattered (right-scattered)
