There are two main aims of the paper. The first one is to extend the criterion for the precompactness of sets in Banach function spaces to the setting of quasi-Banach function spaces. The second one is to extend the criterion for the precompactness of sets in the Lebesgue spaces Lp(R n ), 1 ≤ p < ∞, to the so-called power quasi-Banach function spaces. These criteria are applied to establish compact embeddings of abstract Besov spaces into quasi-Banach function spaces. The results are illustrated on embeddings of Besov spaces B s p,q (R n ), 0 < s < 1, 0 < p, q ≤ ∞, into Lorentz-type spaces.
Introduction
The well-known criterion for the precompactness of sets in a Banach function space states that a subset K of the absolutely continuous part X a of a Banach function space X is precompact in X if and only if K is locally precompact in measure and K has uniformly absolutely continuous norm (cf. [2, Chap. 1, Exercise 8]).
Such a criterion was, for example, used in [18] to establish compact embeddings W k X(Ω) ֒→֒→ Y (Ω) (here k ∈ N, Ω is a bounded domain in R n , X(Ω) and Y (Ω) are rearrangement-invariant Banach function spaces and W k X(Ω) is the Sobolev space modelled upon the space X(Ω)). Another paper using such a criterion is, e.g., [19] , where the authors applied it to get the so-called dominated compactness theorem for regular linear integral operators.
There is a natural question whether the above mentioned criterion characterizing precompact subsets in Banach function spaces can be extended to the setting of quasi-Banach function spaces even when elements of these spaces are not locally integrable (we refer to Section 3 for the definition of quasi-Banach function spaces). The positive answer is given in Theorem 3.17 below. In particular, when the given quasi-Banach function space is the Lebesgue space L p (R n ) with 0 < p < 1, we recover [13, Lem. 1.1].
We also establish an extension of a criterion characterizing precompact sets in the Lebesgue space L p (R n ), 1 ≤ p < ∞, (cf., e.g., [1, Thm. 2 .32] or [5, Thm. IV. 8 .21]) to the case when the space L p (R n ) is replaced by a power quasiBanach function space over R n (see Theorem 4.9 and Remark 4.10; we refer to Definition 4.5 for the notion of a power quasi-Banach function space).
We apply our criteria to establish compact embeddings of abstract Besov spaces into quasi-Banach function spaces over bounded measurable subsets Ω of R n (see Theorem 5.3 and Corollary 5.4; abstract Besov spaces are introduced in Definition 5.1).
Finally, we illustrate our results on embeddings of Besov spaces B s p,q (R n ), 0 < s < 1, 0 < p, q ≤ ∞, into Lorentz-type spaces over bounded measurable subsets of R n (see Theorem 6.3; we refer to Section 2 for the definition of Lorentz-type spaces).
Notation and Preliminaries
For two non-negative expressions A and B, the symbol A B (or A B) means that A ≤ cB (or cA ≥ B ), where c is a positive constant independent of appropriate quantities involved in A and B. If A B and A B, we write A ≈ B and say that A and B are equivalent.
Given a set A, its characteristic function is denoted by χ A . For a ∈ R n and r ≥ 0, the symbol B(a, r) stands for the closed ball in R n centred at a with the radius r. The notation | · | n is used for Lebesgue measure in R n . Let (R, µ) be a measure space (with a non-negative measure µ). The symbol M(R, µ) is used to denote the family of all complex-valued or extended real-valued µ-measurable functions defined µ-a.e. on R. By M + (R, µ) we mean the subset of M(R, µ) consisting of those functions which are non-negative µ-a.e. on R. If R is a measurable subset Ω of R n and µ is the corresponding Lebesgue measure, we omit the µ from the notation. Moreover, if Ω = (a, b), we write simply M(a, b) and M + (a, b) instead of M(Ω) and M + (Ω), respectively. Finally, by W(Ω) (or by W(a, b)) we mean the class of weight functions on Ω (resp. on (a, b)), consisting of all measurable functions which are positive a.e. on Ω (resp. on (a, b)). A subscript 0 is added to the previous notation (as in M 0 (Ω), for example) if in the considered class one restricts to functions which are finite a.e..
Given two quasi-normed spaces X and Y , we write X = Y (and say that X and Y coincide) if X and Y are equal in the algebraic and the topological sense (their quasi-norms are equivalent).
Let p, q ∈ (0, ∞], let Ω be a measurable subset of R n with |Ω| n > 0 and let w ∈ W(0, |Ω| n ) be such that
(and also for t = |Ω| n when |Ω| n < ∞),
where · q;E is the usual L q -(quasi-)norm on the measurable set E. The Lorentztype space L p,q;w (Ω) consists of all (classes of) functions f ∈ M(Ω) for which the quantity f p,q;w;Ω := t
is finite; here f * denotes the non-increasing rearrangement of f given by
We shall also need the inequality (cf. [2, p. 41])
and the maximal function f * * of f * defined by
One can show that the functional (2) is a quasi-norm on L p,q;w (Ω) if and only if the function B p,q;w given by (1) satisfies
that is, B p,q;w (2t) B p,q;w (t) for all t ∈ (0, |Ω| n /2 
yield the result. (Note also that equality (6) follows on interchanging the essential suprema on its right-hand side.) In particular, one can easily verify that (5) is satisfied provided that w(2t) w(t) for a.e. t ∈ (0, |Ω| n /2).
Moreover, since the relation w ∈ W(0, |Ω| n ) yields B p,q;w (t) > 0 for all t ∈ (0, |Ω| n ), one can prove that the space L p,q;w (Ω) is complete when (5) 
If Ω = R n , we sometimes omit this symbol in the notation and, for example, simply write · p,q;w or L p,q;w instead of · p,q;w;R n or L p,q;w (R n ), respectively.
A compactness criterion in quasi-Banach function spaces
In what follows, the symbol (R, µ) stands for a totally σ-finite measure space and in M 0 = M 0 (R, µ) we consider the topology of convergence in measure on sets of finite measure (see [2, p. 3] ), which we briefly refer to as the topology of local convergence in measure.
, for all constants a ≥ 0 and for all µ-measurable subsets E of R, the following properties hold:
If ρ is even a function quasi-norm, then we also call X(ρ) a quasi-Banach function space (q-BFS, for short) over (R, µ) (or, simply, over R).
In what follows we shall use the fact that in any quasi-normed linear space (X, · X ) there is a λ-norm ||| · ||| (with λ ∈ (0, 1] satisfying (2C) λ = 2, where C is from Definition 3.1) such that
(cf., e.g., [7, p. 2] ).
Lemma 3.3. Let X = X(ρ) be a q-BFL. Then X ⊂ M 0 and under the natural vector space operations (X, · X ) is indeed a quasi-normed linear space.
measure, and hence some subsequence converges pointwise µ-a.e. to f .
Proof. Given any f ∈ X, the set A where f is infinite has a measure 0. (Indeed, as N χ A ≤ |f | for any N ∈ N, properties (P1) and (P2) imply that
and thus ρ(χ A ) = 0. Together with (P1), this shows that χ A = 0 µ-a.e..) Therefore, X is a part of M 0 and so X inherits the vector space operations from M 0 (where, as usual, any two functions coinciding µ-a.e. are identified). Moreover, by (P1), the space (X, · X ) is a quasi-normed linear space. It remains to prove the continuous embedding X ֒→ M 0 . This can be done using some ideas of [14, Chap. II, Thm. 1, pp. 41-42]. However, since our setting and that of [14] are different, we prove it here for the convenience of the reader.
It is sufficient to show that the condition
On the contrary, assume that there are a set E, with 0 < µ(E) < ∞, and ε > 0 such that µ{x ∈ E : |f k (x)| > ε} fails to converge to 0 as k → ∞. Then there exists δ > 0 and a subsequence {f σ(k) } k such that the inequali-
Hence, εχ E k (x) ≤ |f σ(k) (x)|, and, on using (P2) and (P1), we obtain that ε χ E k X ≤ f σ(k) X for all k ∈ N. Without loss of generality, we may assume that the sequence {σ(k)} k is chosen so that ∞ k=1 f σ(k) λ X < ∞, where λ ∈ (0, 1] corresponds to the λ-norm ||| · ||| considered in (7) . Consequently,
Thus, if we show that
we arrive at a contradiction and the proof will be complete. In order to prove (9) , it is enough to verify that
(Indeed, (10) and (P3) imply that
As it is obvious that the sequence { N k=1 χ E k } N is non-decreasing, all what remains to prove in order to establish (10) is that f / ∈ M 0 . Again we proceed by contradiction and assume that f ∈ M 0 . Recalling that E k ⊂ E, k ∈ N, and µ(E) < ∞, we see that we can use Egorov's Theorem to state that there exists a set
, on which the convergence of N k=1 χ E k to f is uniform. As a consequence, the boundedness of each
However, since the inequalities
for all N ∈ N, which contradicts (11).
Remark 3.4. (i) In contrast to [17, p. 9] , in our definition of a q-BFS we do not require a priori that X ֒→ M 0 and that X is complete since these two properties are consequences of axioms (P1)-(P4)(cf. Lemma 3.3 and Lemma 3.6 below).
(ii) Recall that (cf. [2] ) a function norm is a mapping ρ :
for some constant c E , 0 < c E < ∞, depending on E and ρ but independent of f ∈ M + (R, µ). Thus, any function norm is a function quasi-norm. Hence, taking a function norm ρ and defining the Banach function space (BFS) as the family of those f ∈ M(R, µ) for which ρ(|f |) < ∞, we see that any BFS is a q-BFS.
The first example of q-BFS (and, a fortiori, of q-BFL) is the Lebesgue space L p (Ω) with 0 < p ≤ ∞, which is also a BFS when p ≥ 1. The next example of q-BFS is the Lorentz-type space L p,q;w (Ω) introduced in Section 2 provided that (1) and (5) Lemma 3.5. Let X = X(ρ) be a q-BFL and assume that
(ii) (Fatou's lemma) If f k → f µ-a.e., and if lim inf k→∞ f k < ∞, then f ∈ X and f X ≤ lim inf k→∞ f k X .
We shall also need the following counterpart of [2, Chap. 1, Thm. 1.6], where the number λ ∈ (0, 1] corresponds to the λ-norm ||| · ||| appearing in (7). Lemma 3.6. Let X = X(ρ) be a q-BFL. Assume that f k ∈ X, k ∈ N, and that
In particular, X is complete.
Since, by (7),
it follows from (12) and Lemma 3.5(i) that t ∈ X. In particular, since
e., and hence so does
, which tends to 0 as M → ∞, because of hypothesis (12) . Then, by Fatou's lemma (Lemma 3.5(ii)), f − s M ∈ X (therefore also f ∈ X) and f − s M X → 0 as M → ∞. Finally,
and (13) follows by letting M tend to infinity. Completeness follows by standard arguments as in the normed case. However, for the convenience of the reader, we provide a proof here.
Consider a Cauchy sequence {f k } k in X. Then there exists a subsequence {g j } j , g j := f kj , j ∈ N, such that
Thus, by the already proved part of Lemma 3.6, the partial sums
f ∈ X. Since {g j } j is a subsequence of the Cauchy sequence {f k } k , it is easy to see that also
As a consequence of this lemma, a q-BFL is a quasi-Banach space (i.e., a complete quasi-normed space). Definition 3.7. A sequence {E n } n of µ-measurable subsets of a measure space (R, µ) is said to converge µ-a.e. to the empty set (notation
. The set of all functions in X which have absolutely continuous quasinorm is denoted by X a . If X a = X, then the space X is said to have absolutely continuous quasi-norm.
Analogously as in the case of BFS, one can prove the next assertion (cf. [2, Chap. 1, Prop. 3.2]. Proposition 3.9. A function f in a q-BFL X has absolutely continuous quasinorm if and only if f χ En X ↓ 0 for every sequence {E n } ∞ n=1 such that E n ↓ ∅ µ-a.e. (which means, besides E n −→ n ∅ µ-a.e., that the sequence {E n } ∞ n=1 is non-increasing).
Example 3.10. If 0 < p ≤ ∞, 0 < q < ∞ and the weight w satisfies (1) and (5), then the space L p,q;w (Ω) has absolutely continuous quasi-norm. This follows immediately from Proposition 3.9 and the Lebesgue dominated convergence theorem.
Proposition 3.11. The set X a of functions from the q-BFL X with absolutely continuous quasi-norm is a closed linear subspace of X.
The proof follows by the same arguments as that of [2, Chap. 1, Thm. 3.8].
Definition 3.12. Let X be a q-BFL and let K ⊂ X a . Then K is said to have uniformly absolutely continuous quasi-norm in X (notation K ⊂ UAC(X)) if, for every sequence
As in Definition 3.8, it is indifferent in Definition 3.12 whether we consider all sequences of sets satisfying E n −→ n ∅ or E n ↓ ∅ µ-a.e..
The following assertion is a consequence of Definition 3.12.
Proof. Assume that K ⊂ UAC(X) and that (14) is false. Then there exists ε > 0 such that for any n ∈ N there exists f n ∈ K and E n ⊂ R satisfying
Hence, µ(∪
, and thus E n → ∅ µ-a.e.. Together with the fact that K ⊂ UAC(X), this shows that there is N ∈ N such that f n χ En X < ε for all n ≥ N . However, this contradicts (15) and the result follows.
Remark 3.14. (i) When R has finite measure, the converse of the preceding result is also true.
(ii) For the sake of completeness, let us mention that, similarly to Proposition 3.13, any function f with absolutely continuous quasi-norm in a q-BFL X satisfies
The converse is also true when R has finite measure.
Lemma 3.15. Let X be a q-BFS. The sequence {f k } k ⊂ X a is convergent in X if and only if {f k } k converges locally in measure and {f k } k ⊂ UAC(X). Moreover, in the case of convergence the two limits coincide.
Proof. Assume that {f k } k ⊂ X a and that it converges in quasi-norm to f ∈ X. Then it follows from Lemma 3.3 that {f k } k converges locally in measure to f . We now show that {f k } k ⊂ UAC(X). Let ε > 0 and consider any {E m } ∞ n=1
where C is the constant from Definition 3.1.
Together with (16) and properties (P1) and (P2) this implies that
Conversely, assume now that {f k } k converges locally in measure to some function f ∈ M 0 (R, µ) and that {f k } k ⊂ UAC(X). We start by observing that the first of these two hypotheses guarantees that f σ(k) −→ k f µ-a.e. for some subsequence {f σ(k) } k of {f k } k . Let ε > 0. Since our measure space (R, µ) is totally σ-finite, there is a non-decreasing sequence of sets F n such that ∪ ∞ n=1 F n = R and µ(F n ) < ∞. Without loss of generality, we can assume that 0 < µ(F n ). Then R \ F n → ∅ and the hypothesis {f k } k ⊂ UAC(X) implies that there exists N ∈ N such that f k χ R\Fn X < ε 6C 2 for all f k and all n ≥ N . Hence, on putting P := F N , we see that µ(P ) < ∞ and
Then Fatou's lemma applied to f σ(k) χ R\P implies that also
On the other hand, together with property (P4) applied to P , the convergence of {f k } k locally in measure to f guarantees that
Now the hypothesis that {f k } k ⊂ UAC(X), Proposition 3.13 and (19) imply that there exists J ∈ N such that f k χ Ej X < ε 6C 3 for all k ∈ N and all j ≥ J.
Thus, another application of Fatou's lemma, to f σ(k) χ Ej , allows us to conclude that also f χ Ej ∈ X and f χ Ej X ≤ ε 6C 3 for all j ≥ J.
Estimates (17)- (21) and properties (P1) and (P2) imply that
Therefore, f ∈ X and {f k } k converges to f in X. Theorem 3.17. Let X be a q-BFS and K ⊂ X a . Then K is precompact in X if and only if it is locally precompact in measure and K ⊂ UAC (X).
Proof. Since the topologies involved are metrizable, we can prove precompactness using the notion of sequential precompactness.
The sufficiency follows immediately from Lemma 3.15.
As for the necessity, observe that if K is precompact in the space X, then, by Lemma 3.15, it is locally precompact in measure. Thus, it only remains to show that K ⊂ UAC(X). Assume that it is not the case. Then there exists a sequence of sets E n ↓ ∅ µ-a.e. and ε > 0 such that for each k ∈ N there exists a function
On the other hand, by the precompactness of K in X, there is a subsequence {f σ(k) } k which converges in X, say to f . Since K ⊂ X a and X a is a closed subspace of X (cf. Proposition 3.11), the function f also has absolutely continuous quasi-norm and therefore f χ
which contradicts (22).
Remark 3.18. Taking into account Remark 3.16, for future reference we would like to note here that the hypothesis K ⊂ X a was not needed in the proof of the assertion that precompactness in quasi-norm implies locally precompactness in measure.
The following is an immediate consequence of Theorem 3.17. Note that the terminology "operator locally compact in measure" means an operator for which the image of the closed unit ball is precompact in the topology of local convergence in measure. In what follows we shall often consider a q-BFS over R n with the Lebesgue measure and we shall denote it simply by L(R n ).
Proof. Using the properties of norm in L and Fubini Theorem, we obtain
(where L ′ stands for the associate space of L).
Proof. With appropriate modifications, we follow the arguments which prove the well-known characterization of the compactness in Lebesgue spaces (cf., e.g., [1, Thm. 2.32]).
Suppose first that K ⊂ L a is precompact. Then, given ε > 0, there exists a finite set N ε ⊂ K such that
where B r (f ) stands for the open ball in L of radius r > 0 and centred at f . [6, Rem. 3.13] ) and, by hypothesis, L a ⊃ K, there exists a finite set S of continuous functions with compact support in R n such that for each u ∈ K there exists φ ∈ S satisfying u − φ L < ε/3. Let G be the union of the supports of the finitely many functions from S.
Since continuous functions with compact supports in R n are L-mean continuous and the set S is finite, there exists δ > 0 such that
Then, for any u ∈ K and φ ∈ S such that u − φ L < ε/3,
(we have also used the fact that L is r.i.).
We have shown that conditions (ii) and (iii) hold. Of course, being precompact, K is also bounded (in L). Therefore (i) is also verified.
We now prove the converse result, i.e., that conditions (i)-(iii) are sufficient for the precompactness of K in L.
Let ε > 0 be given. By condition (ii), there is a compact set
Let J be a non-negative function in
Then, for any u ∈ L (recall that, by (P5), u is locally integrable), the function J η * u defined by
In particular, its restriction to G belongs to C(G). By Lemma 4.2 and properties of J,
Thus, according to condition (iii), there is δ > 0 such that
Now we are going to show that the set {(J δ * u)| G : u ∈ K} satisfies the conditions of the Arzelà-Ascoli Theorem in C(G).
First, denoting by G δ the neighbourhood of radius δ of G and using condi-tions (P5) and (i), we arrive at
Second,
for all x, x + h ∈ G and all u ∈ L. Thus, by condition (iii), given any ε 1 > 0 there exists δ 1 > 0 such that
for all u ∈ K and x, x + h ∈ G with |h| < δ 1 . By the Arzelà-Ascoli Theorem, the set {(J δ * u)| G : u ∈ K} is precompact in C(G). Therefore, there exists a finite set {ψ 1 , . . . , ψ m } of functions in C(G) with the following property: given any u ∈ K, there exists j ∈ {1, . . . , m} such that
Thus, denoting byψ j the extension of ψ j by zero outside G, we obtain from (23), (24) and (25) that
which finishes the proof of the precompactness of K in L. Now we would like to extend Theorem 4.3 to a q-BFS more general than the one considered in Remark 4.4. To this end, start by observing that, given a totally σ-finite measure space (R, µ), a function quasi-norm ρ and a positive number b, the function σ defined by
is also a function quasi-norm and the space
is, according to Definition 3.2, the corresponding q-BFS. Since
we shall denote X(σ) also by X(ρ) b , or simply by X b if it is clear that X refers to X(ρ). Of course, any BFS is a power q-BFS (take b = 1 in (26)). However, more interesting is to note that a Lebesgue space L p (R n ) with 0 < p < 1 is also a power q-BFS. Indeed, choosing b = p, we obtain f X(σ) =´R n |f |, and thus the space X(σ) is the BFS L 1 (R n ) (which means that X(ρ) := L p (R n ) is a power q-BFS). Another, less trivial, example is given by a Lorentz space L p,q (R n ) with 0 < p ≤ 1 or 0 < q ≤ 1. In this case we have, for each fixed positive b,
Therefore, X(σ) is L p/b,q/b (R n ), depending on the choice of b. Since this coincides with a BFS if p/b, q/b > 1 (cf. [2, Chap. 4, Thm. 4.6]), the given Lorentz space L p,q (R n ) is a power q-BFS (one takes b ∈ (0, min{p, q})). The notion of power q-BFS is closely related to the so-called lattice convexity. We recall the latter in the following definition. [10] ) If X = X(ρ) is a q-BFL and b ∈ (0, ∞), then X is said to be b-convex if for some C ≥ 0 and any
We have the following result. X is equivalent to a norm in X b , the b-convexity of X follows immediately. On the contrary, assume now that X is a b-convex q-BFL and define
where the infimum is taken over all possible decompositions f = X for all f ∈ X b . As for the reverse inequality, given any f ∈ X b and any ε > 0, there exists a decomposition
Therefore, using the b-convexity of X,
Since ε > 0 is arbitrary, we conclude that |f | Remark 4.8. Note that criteria for b-convexity of some function lattices X have been studied -see, e.g., [12] , [11] for the case when X is one of the Lorentz spaces Λ q (ω) or Γ q (ω), 0 < q < ∞.
Proof. With the hypotheses assumed, the proof of the necessity of conditions (i)-(iii) of Theorem 4.3 follows essentially the corresponding part of the proof of that theorem, with slight modifications. Therefore, we prove only that these conditions are sufficient for the precompactness of K ⊂ L a in L when L is a power q-BFS. Since the result follows immediately from Remark 4.4 if b = 1 in Definition 4.5, suppose that b ∈ (0, 1).
We shall assume first that K contains only real functions. Denote 
Similarly, condition (ii) for K b + and L b follows from condition (ii) for the K and L, due to the inequality
Finally, condition (iii) for K b + and L b follows from the corresponding condition for the K and L and the estimate
the first one is a consequence of the fact that b ∈ (0, 1). Hence, as mentioned
the symbol − in subscript indicating negative parts of functions and sets. Now take any sequence {f k } k ⊂ K and consider the sequence
Due to the precompactness of
Since L b coincides with a BFS, denoting by λ the Lebesgue measure in R n and using (P5), we obtain that
Consequently, there are subsequences
We recall that g ∈ L b therefore |g| 1/b ∈ L. Now repeating the procedure above, however starting with
Conclusions (33) and (34) imply
According to what was mentioned above, |g|
Since convergence λ-a.e. yields local convergence in measure, we have just proved that K is locally precompact in measure.
The hypothesis K ⊂ L a implies that both K 
for any f ∈ K and any sequence {E m } m of λ-measurable subsets of R n with E m −→ m ∅ λ-a.e., we see that K ⊂ UAC(L). This fact, (35) and Theorem 3.17
In the case when K contains complex functions, we get the result applying the above method successively to the real parts and then to the imaginary parts of functions. coincides with an r.i. BFS, L = L a and K ⊂ L instead of the hypotheses that L coincides with an r.i. q-BFS and K ⊂ C 0 (R n ). Indeed, from the assumptions made now one can prove that C 0 (R n ) = L ⊃ K, with arguments similar to the ones used above (replacing Theorem 3.17 by Lemma 3.15), and that L coincides with an r.i. q-BFS.
Abstract Besov spaces and compact embeddings
In what follows, R n and (0, 1) are endowed with the corresponding Lebesgue measures. The modulus of continuity of a function f in a q-BFS L = L(R n ) over R n is given by
The following is an extension of the definition of generalized Besov spaces considered in [8] to the setting of q-BFS.
be a q-BFS and let Y be a q-BFL over (0, 1)
The abstract Besov space B(L, Y ) is the set of all f ∈ L such that the quasinorm
is finite. Proof. We are going to prove that
is precompact in L(Ω).
Since Ω is bounded, there is R 0 ∈ (0, ∞) such that Ω ⊂ B(0, R 0 ). Take a Lipschitz continuous function ϕ on R n satisfying 0 ≤ ϕ ≤ 1, ϕ = 1 on Ω and ϕ = 0 on R n \ B(0, R 0 + 1). Then, for all f ∈ L,
Therefore, it is sufficient to prove that the set
is precompact in L. By Theorems 4.3, 4.9 and Remark 4.4, it is enough to verify that conditions (i)-(iii) of Theorem 4.3 hold for the K and L considered here.
(
(ii) The set G := B(0, R 0 +1) is compact in R n . If ϕf ∈ K, then ϕf χ R n \G L = 0 < ε for all ε > 0.
(iii) Given f ∈ L and x, h ∈ R n ,
Hence, ω L (f, T ) = 0 uniformly with respect to f such that ϕf ∈ K.
Combining with (37) and recalling that f L ≤ f B(L,Y ) , we get that
Applying Theorem 4.3 and Remark 4.4, or Theorem 4.9, we obtain the precompactness of K in L and the proof is complete. ess sup t∈(0,δ) w(t).
Hence, the assumption lim t→0+ w(t) = 0 (for the mentioned conjugation of parameters) guarantees that B s p,q (R n ) ֒→֒→ L r,u;w (Ω).
