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Abstract—We present a new distributed fuzzy partitioning
method to reduce the complexity of multi-way fuzzy decision
trees in Big Data classification problems. The proposed algorithm
builds a fixed number of fuzzy sets for all variables and adjusts
their shape and position to the real distribution of training
data. A two-step process is applied : 1) transformation of the
original distribution into a standard uniform distribution by
means of the probability integral transform. Since the original
distribution is generally unknown, the cumulative distribution
function is approximated by computing the q-quantiles of the
training set; 2) construction of a Ruspini strong fuzzy partition
in the transformed attribute space using a fixed number of
equally distributed triangular membership functions. Despite the
aforementioned transformation, the definition of every fuzzy set
in the original space can be recovered by applying the inverse cu-
mulative distribution function (also known as quantile function).
The experimental results reveal that the proposed methodology
allows the state-of-the-art multi-way fuzzy decision tree (FMDT)
induction algorithm to maintain classification accuracy with up
to 6 million fewer leaves.
Index Terms—Fuzzy Decision Trees; Probability Integral
Transform; Quantile Function; MapReduce; Apache Spark; Big
Data
I. INTRODUCTION
Decision trees (DTs) [1] are popular non-parametric su-
pervised machine learning tools used for classification and
regression tasks. They have been applied in a wide variety
of problems such as finance [2], image classification [3],
intrusion detection [4], astronomy [5], bioinformatics [6], or
medicine [7]. The main feature of DTs is the ability to explain
the reasoning behind their decisions by means of tree-like
graphs. Each node is a question or a test on an attribute
(e.g. is x > 0.5?), each branch represents the answer or the
outcome of the test, and terminal nodes (or leaves) contain
the final decisions. Trees are usually built by applying a top-
down strategy called recursive partitioning [1], in which input
data is recursively partitioned (split) into two or more sub-
spaces that increase the homogeneity of class distributions. In
the case of continuous attributes, the tree induction algorithm
can apply either a brute-force search to test all possible cut
points or a discretization process to split the attribute domain
into a discrete set of intervals (also called bins). Since brute-
force solutions might be too computationally heavy when
dealing with Big Data problems, discretization strategies are
usually applied to speed up the algorithm and reduce the model
complexity.
Fuzzy logic [8] has proven to be an effective way to enhance
the classification performance of machine learning algorithms
when dealing with uncertainty, including decision trees [9]–
[11]. In fuzzy decision trees (FDTs), a continuous attribute
is characterized by a fuzzy variable instead of a discrete set
of intervals. Therefore, a given input value might belong to
one or more fuzzy sets with a certain membership degree and
activate multiple branches at the same time. This way, the
FDT is able to create soft decision boundaries and handle
smooth transitions between adjacent intervals. In addition to
classification performance, fuzzy logic allows the user to
translate the whole tree into a number of IF-THEN rules
composed of human-readable linguistic labels such as ”IF
Temperature is High AND Sugar level is Very low THEN
Class = Sick”, which might improve the interpretability of
the model.
In the context of Big Data, the excessive time and space
requirements of FDTs seriously affect the scalability of these
algorithms. Segatori et al. came up with a MapReduce solution
consisting of a new fuzzy partitioning method (discretizer)
and a distributed FDT learning scheme [12]. The discretizer
generates a strong triangular fuzzy partition for each contin-
uous attribute based on fuzzy entropy, which is then used to
construct the tree. The authors proposed two versions of FDT
that differ in the splitting strategy: the binary (or two-way)
FDT (FBDT) and the multi-way FDT (FMDT). The former
recursively partitions the attribute space into two subspaces
(child nodes), while the latter might generate more than two
subspaces. Although accurate, the solution of Segatori et al.
generally builds large and complex trees containing hundreds
of thousands of leaves.
In this work, we present a new fuzzy partitioning method
that reduces the complexity of trees constructed by the FMDT
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scheme, in terms of both the number of fuzzy sets used per
variable and the number of leaves. The proposed algorithm
applies the probability integral transform [13], [14] to adjust
a fixed number of fuzzy sets to the real distribution of the
training data. This transformation allows the algorithm to
convert the variables of the training set into (approximately)
uniform random variables regardless of their original distri-
bution. Next, the Ruspini strong fuzzy partitions [15] are
built in the new transformed dataset using equally distributed
triangular membership functions. The resulting fuzzy sets are
then used by the original FMDT to construct the tree.
In order to assess the benefits of our proposal, we carried out
an empirical study using 4 Big Data classification problems
available at UCI [16] and OpenML1 repositories. We compared
the accuracy rate and the model complexity of FMDT when
using the original and the proposed fuzzy partitioning methods.
The experimental results show a significant reduction in model
complexity when applying our strategy.
This paper is organized as follows. Section II recalls the
basics of the MapReduce algorithm and the Apache Spark
framework and briefly describes the distributed solution of
Segatori et al. to build FDTs for Big Data. In Section III
we introduce the proposed fuzzy partitioning method. The
experimental framework and the analysis of the results are
shown in Sections IV and V, respectively. Finally, Section VI
contains concluding remarks.
II. PRELIMINARIES
In this section we recall some concepts about the MapRe-
duce algorithm and the Apache Spark framework (Section
II-A) and we briefly describe the distributed solution presented
by Segatori et al. to build fuzzy decision trees for Big Data
(Section II-B).
A. MapReduce and Apache Spark
MapReduce is a programming paradigm [17] for processing
large-scale datasets in a distributed fashion. It is composed of
two stages called Map and Reduce, which are executed by the
so-called mappers and reducers, respectively:
1) Map stage: input data is partitioned into several logical
splits that are associated with certain physical blocks
(preferably with local ones, in favor of data locality).
Each split is then processed by a single mapper on a
given computing node. The mapper transforms the input
data into multiple key-value pairs and calls the map()
function (defined by the user) for each pair. The result
of this function is another key-value pair that is part of
the so-called intermediate data. Finally, this intermediate
data is prepared to be sent to the reducers by applying
the following operations:
a) Sorting and Merging: outputs are sorted by key
and all the values corresponding to the same key
are merged in a list of values.
1https://www.openml.org/search?type=data
b) Partitioning: a target reducer is selected for each
key.
c) Shuffle: previous intermediate data is copied to the
reducers.
2) Reduce stage: the reducer is responsible for aggregating
the outputs of the mappers when they all have finished.
To this end, all the key-value pairs received from the
mappers are sorted and merged by key. Then, the re-
duce() function (defined by the user) is called for every
single key, where all its values are aggregated. Finally,
the reducer returns the final result for each key.
Spark [18] was introduced as a generalization and an
extension of the MapReduce paradigm. It is built around the
concept of Resilient Distributed Datasets (RDDs) [19], which
represent distributed immutable data (partitioned data) and
lazily evaluated operations (transformations). The execution
of a user-defined algorithm consists of a sequence of stages
composed of a number of transformations that are split into
tasks. One stage consists only of transformations that do
not require any shuffling/repartitioning process (e.g., map
and filter operations). Tasks are executed by the so-called
executors, which represent independent processes in the Java
Virtual Machine (JVM) of a worker node. Finally, the result
of all transformations is obtained by calling an action that
computes and returns the result to the driver node. This data
flow allows the user to run an indefinite number of MapReduce
jobs within the same main program, supporting a wide variety
of algorithms and methods.
B. Fuzzy decision trees for Big Data
Decision trees (DTs) [1] are popular supervised machine
learning algorithms used for both classification and regression.
In this work we focus on classification tasks, which consist
in building a model called classifier that is able to classify
unlabeled (unknown) examples (also called instances), on the
basis of a training set containing previously labeled examples.
Each example x = (x1, . . . , xF ) contained in the training set
TR belongs to a class y ∈ C = {C1, ..., CM} (M being the
number of classes of the problem) and is characterized by a set
of F variables (also called attributes or features), where each
variable xf can take on any value contained in the set Ff .
Therefore, the construction of a classifier consists in finding a
decision function h : F1 × . . .×FF → C that maximizes the
classification accuracy.
A DT is a directed acyclic graph where each internal node
is a test on an attribute, each branch represents the outcome
of the test, and each terminal node (or leaf) contains the final
decision (class label). DTs are usually built by applying a
top-down recursive partitioning [1] of the attribute space. The
selection of the attribute considered in the decision node is
based on metrics that measure the difference between the
level of homogeneity of the class labels contained in the
parent and child nodes. For continuous attributes, either brute-
force solutions or discretization strategies can be applied. The
former test all the possible cut points in the training set, while
the latter divide the attribute domain into a discrete set of
intervals (also called bins). Since brute-force strategies are
computationally heavy, the DTs designed for Big Data usually
apply discretization methods to speed up the algorithm and
reduce the model complexity.
Fuzzy decision trees (FDTs) [9], [10] make use of fuzzy
logic [8] to better deal with uncertainty and create soft decision
boundaries that improve classification performance. FDTs use
fuzzy partitions to characterize continuous attributes instead
of considering a discrete set of intervals. As a consequence, a
given input value might belong to one or more fuzzy sets with
a certain membership degree and activate multiple branches
at the same time. Fuzzy partitions allow FDTs to handle
smooth transitions between adjacent intervals in continuous
attributes, which might lead to more accurate predictions when
handling numeric data. When classifying a new example x, the
strength of activation of each leaf (called matching degree) is
computed. To this end, the matching degree of every internal
node must be calculated as well. Given the current node CN
that considers xf as the splitting attribute, the matching degree
mdCN (x) between x and CN is computed as:
mdCN (x) = T
(
µCN (xf ),md
PN (x)
)
, (1)
where T is a T-norm, µCN (xf ) is the membership degree
of xf to the fuzzy set associated with the node CN , and
mdPN (x) is the matching degree between x and the parent
node PN . Next, the association degree ADLNm (x) of x with
the class Cm at the leaf node LN is calculated as:
ADLNm (x) = md
LN (x) · wLNm , (2)
where mdLN (x) is the matching degree between x and the
leaf node LN and wLNm is the class weight associated with
Cm at LN . Different definitions have been proposed for wLNm
in the literature [20]. In this work we consider
wLNm =
∑
x∈TRCm
mdLN (x)
∑
x∈TR
mdLN (x)
, (3)
where TRCm is the set of all training examples belonging
to the class Cm. Finally, the class label of x is predicted
according to different criteria, the most common being the
following:
• Maximum matching: the class corresponding to the max-
imum association degree is returned.
• Weighted vote: the sum of all association degrees is
computed for each class. The one getting the maximum
sum is predicted.
The excesive time and space requirements of FDTs can
cause serious scalability issues when tackling large-scale
problems. In this work, we consider the distributed solution
proposed by Segatori et al. in [12] to build FDTs for Big Data,
which comprises two stages:
1) Fuzzy partitioning. A strong triangular fuzzy partition is
constructed for each continuous attribute based on fuzzy
entropy. To this end, the algorithm selects the candidate
fuzzy partition that minimizes the fuzzy entropy and
splits the attribute domain into two subsets in a recursive
fashion, until a stopping condition is met. Although
accurate, the partitions built by this methodology might
contain many fuzzy sets per variable, increasing the
complexity of the model.
2) FDT learning. An FDT is built by applying one of the
two splitting strategies considered by the authors: the
binary (or two-way) FDT (FBDT), which always gen-
erates two child nodes, or the multi-way FDT (FMDT),
which might create more than two child nodes. Another
difference is that in FBDTs an attribute can appear
several times in the same path. Both methods use the
fuzzy information gain [21] for the attribute selection.
In this work we focus on FMDTs.
The whole pipeline is built on top of Apache Spark and the
MLlib [22] machine learning library and is publicly available
at GitHub2.
III. APPLYING THE PROBABILITY INTEGRAL TRANSFORM
TO REDUCE THE COMPLEXITY OF MULTI-WAY FUZZY
DECISION TREES
In this work we propose a new distributed fuzzy partitioning
method that reduces the complexity of FDTs generated by the
FMDT algorithm presented in [12]. The proposed solution
replaces the original partitioning method used by FMDT
without altering the FDT learning algorithm. The goals of our
approach are the following:
• To build a few fuzzy sets per attribute. The original
method adds fuzzy sets to the fuzzy partition until the
fuzzy information gain is below a certain threshold,
increasing the complexity of the model. Our approach
uses a fixed number of fuzzy sets for all attributes.
• To adjust the fuzzy sets to the real distribution of the
attributes. The proposed solution modifies both the shape
and the position of the fuzzy sets to enhance the discrim-
ination capability of the model.
In order to achieve the aforementioned goals, we propose a
two-step algorithm consisting of a pre-processing stage that
directly leads to a self-adaptive fuzzy partitioning process:
• Pre-processing: the variables of the training set are
converted into standard uniform random variables by
applying the probability integral transform theorem [13],
[14], described in Theorem 1. This theorem states that
any continuous random variable can be converted into a
standard uniform random variable.
Theorem 1. If X is a continuous random variable with
cumulative distribution function (CDF) FX(x) and if
Y = FX(X), then Y is a uniform random variable on
the interval [0,1].
2https://github.com/BigDataMiningUnipi/FuzzyDecisionTreeSpark
Proof. Suppose that Y = g(X) is a function of X where
g is differentiable and strictly increasing. Thus, its inverse
g−1 uniquely exists. The CDF of Y can be derived using
FY (y) = Prob (Y ≤ y) = Prob
(
X ≤ g−1(y))
= FX
(
g−1(y)
)
and its density is given by
fY (y) =
d
dy
FY (y) =
d
dy
FX(g
−1(y))
= fX(g
−1(y)) · d
dy
g−1(y).
This procedure is called the CDF technique and allows
the distribution of Y to be derived as follows:
FY (y) = Prob (Y ≤ y) = Prob
(
X ≤ F−1X (y)
)
= FX
(
F−1X (y)
)
= y

However, since the original distribution of the training
set is unknown, we cannot compute the exact CDF.
Instead, we propose computing the q-quantiles of the
training set to obtain an approximate CDF. To this end,
for each variable, all the values are sorted and each
quantile is extracted. If q is smaller than the number of
examples in the training set, the CDF of a certain value is
linearly interpolated on the interval [Qi−1, Qi], Qi being
the first quantile greater than the value. If the value is
smaller than the first quantile (Q1) or greater than the
last quantile (Qq−1), the CDF is 0 or 1, respectively. This
way, the new transformed dataset will be approximately
uniform regardless of the original distribution. Of course,
the transformation of the testing set is performed by
interpolating the CDF using the quantiles extracted from
the training set.
• Partitioning: a Ruspini strong fuzzy partition [15] is
created by uniformly distributing a fixed number of
triangular membership functions across the interval [0,1].
It is worth noting that the definition of every single
fuzzy set in the original space can be recovered by
applying the inverse cumulative distribution function or
quantile function [23]. In this case, for every point
defining the triangular membership function, we would
linearly interpolate the corresponding value between the
two closest quantiles by computing the inverse of the
linear function used to compute the CDF. Figure 1 shows
an illustrative example of how fuzzy sets are distributed
in the original and transformed spaces of the attribute
jet 1 eta and jet 1 phi of HIGGS. Solid lines and bar
plots represent the membership functions of the fuzzy sets
and the original distribution of the variables, respectively.
Notice that both steps (pre-processing and partitioning) are
closely interrelated. Given that, from our point of view, a Rus-
pini strong fuzzy partition with equally distributed membership
functions is a suitable way to model a uniform distribution,
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(c) Original space of the attribute jet 1 phi
Fig. 1: Fuzzy sets built for jet 1 eta and jet 1 phi on HIGGS.
our hypothesis is that if we are able to transform any attribute
into a uniform distribution and likewise carry out the inverse
process, we would obtain a self-adapted partition for the
original distribution of each attribute. Interestingly, this result
is obtained without specifically developing a new partitioning
method. The whole pipeline is written in Scala 2.113 on top
of Apache Spark 2.0.2 and is publicly available at GitHub4
under the GPL license.
IV. EXPERIMENTAL FRAMEWORK
In this section, we first describe the datasets and perfor-
mance metrics used to evaluate the methods considered in the
experiments (Section IV-A). Next, we specify the parameters
and the environment configuration used for the executions of
the algorithms (Section IV-B).
A. Datasets and performance metrics
In order to develop the experimental study, we considered
4 Big Data classification problems available at UCI [16]
3http://www.scala-lang.org/
4https://github.com/melkano/uniform-fuzzy-partitioning
and OpenML5 repositories. Table I shows the description
of the datasets indicating the number of instances (#In-
stances), real (R)/integer(I)/categorical(C)/total(T) attributes
(#Attributes), and classes (#Classes). The names of BNG Aus-
tralian (BNG) and HEPMASS (HEPM) have been shortened.
All the experiments were carried out using a 5-fold stratified
cross-validation scheme. To this end, we randomly split the
dataset into five partitions of data, each one containing 20%
of the examples, and we employed a combination of four of
them (80%) to train the system and the remaining one to test
it. Therefore, the result of each dataset was computed as the
average of the five partitions.
TABLE I: Description of the datasets.
Dataset #Instances #Attributes #Classes
R I C T
BNG 1,000,000 8 6 0 14 2
HEPM 10,500,000 28 0 0 28 2
HIGGS 11,000,000 28 0 0 28 2
SUSY 5,000,000 18 0 0 18 2
Classification performance was measured based on the so-
called confusion matrix (Table II), which stores the number of
correctly classified and misclassified examples for each class.
From this matrix we can obtain the following four metrics:
TABLE II: Confusion matrix for a binary problem.
Positive prediction Negative prediction
Positive class True Positive (TP) False Negative (FN)
Negative class False Positive (FP) True Negative (TN)
• True positive rate: percentage of correctly classified pos-
itive examples.
TPrate =
TP
TP + FN
(4)
• True negative rate: percentage of correctly classified
negative examples.
TNrate =
TN
TN + FP
(5)
• False positive rate: percentage of misclassified negative
examples.
FPrate =
FP
FP + TN
(6)
• False negative rate: percentage of misclassified positive
examples.
FNrate =
FN
FN + TP
(7)
Based on these metrics, the classification performance of each
method was measured with the well-known accuracy rate and
5https://www.openml.org/search?type=data
the Area Under the ROC Curve (AUC) [24], which are defined
as:
Accuracy rate =
TP + TN
TP + FN + FP + TN
(8)
AUC =
1 + TPrate + FPrate
2
(9)
B. Parameters and environment configuration
As for the parameters used for FMDT, we set the values
suggested by the authors in the original paper:
• Measure to compute the impurity of nodes: fuzzy entropy
• T-norm: product
• Maximum number of bins for numeric attributes: 32
• Maximum depth of the tree: 5
• γ = 0.1%; φ = 0.02 · N ; λ = 10−4 ·N
The computing cluster used for running the algorithms is
composed of 6 slave nodes and a master node connected via
1Gb/s Ethernet LAN network. Half of the slave nodes have
2 Intel Xeon E5-2620 v3 processors at 2.4 GHz (3.2 GHz
with Turbo Boost) with 12 virtual cores in each one (where
6 of them are physical). The other half are equipped with 2
Intel Xeon E5-2620 v2 processors at 2.1 GHz with the same
number of cores as the previous ones. The master node is
composed of an Intel Xeon E5-2609 processor with 4 physical
cores at 2.4 GHz. All slave nodes are equipped with 64 GB of
RAM memory, while the master works with 32 GB of RAM
memory. With respect to the storage specifications, all nodes
use Hard Disk Drives featuring a read/write performance of
128 MB/s. The entire cluster runs on top of CentOS 6.5 +
Apache Hadoop 2.6.0 + Apache Spark 2.0.2.
We found that using more than 24 cores had a negative im-
pact on runtimes when setting the configuration recommended
by the authors. Consequently, the number of cores used in
the experiments was 24 and we assigned 4 cores to every
single executor in order to ensure full HDFS write throughput
while minimizing memory replication overhead (e.g. broadcast
variables).
V. EXPERIMENTAL STUDY
In order to assess the performance of our approach, we
carried out an empirical study covering three aspects: clas-
sification performance (Table III), model complexity (Table
IV), and runtimes (Table V). In all cases we consider four
methods: the original FMDT proposed by Segatori et al. in
[12] and three different configurations of the proposed method
that differ in the number of fuzzy sets (X) used for numeric
attributes (denoted as FMDTX ). We must point out that the
original FMDT ran out of memory while tackling HEPMASS
due to the excessive number of leaves built during training,
and thus no results are given for this method on HEPMASS.
Tables III and IV reveal that the proposed fuzzy partition-
ing method (FMDTX ) is able to maintain the classification
performance of FMDT while leading to significantly simpler
models. The different configurations of our approach yield
similar results in terms of accuracy rate and AUC (except
for HIGGS), although there is a positive trend in favor of
the usage of more fuzzy sets. However, using more fuzzy sets
often causes the learning algorithm to build more leaves, which
increases the model complexity. Next, we analyze the results
obtained on each dataset separately:
• BNG: the proposed method improves the accuracy rate
and the AUC of FMDT by 6% and 8%, respectively.
Although the trees built by FMDTX are deeper, they have
8-80K times fewer leaves than FMDT’s.
• HEPM: the original FMDT builds too many leaves to
handle this dataset on the cluster described in Section
IV-B and ran out of memory during the experiments. This
fact suggests that our approach is a potential solution to
avoid the explosion in the number of leaves during the
induction of FDTs.
• HIGGS: the classification performance of FMDT5 on this
dataset drops by nearly 1% with respect to the rest of
methods, which reveals that 5 fuzzy sets are not enough
to capture the complexity of this problem. However, the
rest of configurations (FMDT7 and FMDT9) are able to
maintain the classification performance of FMDT with
trees composed of 15K and 50K leaves, respectively,
while FMDT generates 6M leaves. Furthermore, the
original fuzzy partitioning method builds almost twice
as many fuzzy sets as FMDT7.
• SUSY: all the configurations perform similarly to FMDT
in terms of discrimination capability. However, our
method leads to simpler trees composed of 3K, 15K, and
50K leaves, while FMDT builds 5M leaves. In this case,
the difference between the number of fuzzy sets used by
each method is even larger, since FMDT uses nearly 23
fuzzy sets on average for each attribute.
TABLE III: Classification performance of each method.
Accuracy rate %
Dataset FMDT FMDT5 FMDT7 FMDT9
BNG 80.23±0.05 86.79±0.06 86.93±0.07 86.97±0.06
HEPM - 91.13±0.02 91.25±0.02 91.33±0.02
HIGGS 71.54±0.02 70.61±0.02 71.32±0.03 71.69±0.03
SUSY 79.29±0.05 79.15±0.04 79.49±0.04 79.66±0.04
AUC
Dataset FMDT FMDT5 FMDT7 FMDT9
BNG .7896±.0004 .8649±.0006 .8658±.0007 .8662±.0007
HEPM - .9113±.0002 .9125±.0002 .9133±.0002
HIGGS .7143±.0001 .7033±.0002 .7114±.0003 .7155±.0003
SUSY .7859±.0004 .7847±.0004 .7880±.0004 .7898±.0004
Table V shows the time required by each method to perform
three different stages: the partitioning process, the FDT induc-
tion, and the whole learning algorithm. In general, there are no
significant differences among the methods when it comes to
the partitioning stage, though the proposed algorithm is 30%
TABLE IV: Complexity of each model.
Number of leaves
Dataset FMDT FMDT5 FMDT7 FMDT9
BNG 83,044 1,211 4,807 9,492
HEPM - 2,854 13,472 43,339
HIGGS 6,414,575 3,005 15,876 53,489
SUSY 5,225,134 2,977 14,989 49,038
Avg. depth
Dataset FMDT FMDT5 FMDT7 FMDT9
BNG 3.02 4.67 5.00 4.35
HEPM - 4.52 4.03 3.93
HIGGS 3.25 5.00 5.00 4.89
SUSY 3.68 5.00 5.00 4.76
Avg. number of fuzzy sets
Dataset FMDT FMDT5 FMDT7 FMDT9
BNG 6.04 5.00 7.00 9.00
HEPM - 5.00 7.00 9.00
HIGGS 13.01 5.00 7.00 9.00
SUSY 22.60 5.00 7.00 9.00
TABLE V: Runtimes(s) of each method.
Partitioning
Dataset FMDT FMDT5 FMDT7 FMDT9
BNG 58 41 40 40
HEPM - 295 292 294
HIGGS 252 273 274 276
SUSY 110 77 72 77
Learning
Dataset FMDT FMDT5 FMDT7 FMDT9
BNG 25 23 22 24
HEPM - 149 158 153
HIGGS 4,984 176 167 158
SUSY 1,282 76 75 77
Total time
Dataset FMDT FMDT5 FMDT7 FMDT9
BNG 84 65 63 65
HEPM - 445 450 448
HIGGS 5,238 450 441 435
SUSY 1,392 154 148 155
faster than the original method on SUSY. However, when the
FDT induction is considered, the reduction in model com-
plexity coming from the proposed fuzzy partitioning algorithm
results in much faster runtimes.
VI. CONCLUDING REMARKS
In this work we have presented a new distributed fuzzy par-
titioning method that reduces the model complexity of multi-
way fuzzy decision trees (FDTs) in Big Data classification
problems. The proposed algorithm consists in transforming the
original training set in such a way that all numeric variables
follow an approximately standard uniform distribution. To this
end, the probability integral transform is applied, which states
that any continuous random variable can be converted into a
standard uniform random variable based on the original cumu-
lative distribution function (CDF). Since the CDF is generally
unknown, we approximate this function by computing the q-
quantiles of the training set and linearly interpolating between
such quantiles. After this transformation, Ruspini strong fuzzy
partitions are created by equally distributing a fixed number
of triangular membership functions across the [0,1] interval.
To recover the points defining the fuzzy sets in the original
space, the inverse cumulative distribution function or quantile
function can be applied. The proposed two-step partitioning
process is able to adjust both the position and shape of fuzzy
sets to the real distribution of training data.
In order to test the performance of our approach, we
carried out an empirical study focused on the MapReduce
FDT induction algorithm introduced by Segatori et al. for Big
Data. To this end, we replaced the fuzzy partitioning method
used in the original paper with the proposed algorithm, without
modifying the FDT learning stage. The experimental results
reveal that the proposed methodology leads to simpler FDTs
that maintain classification performance while providing much
faster runtimes.
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