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ABSTRACT
While the shape of the extinction curve on the infrared is considered to be set and the extinction
ratios between infrared bands are usually taken to be approximately constant, a recent number of
studies point either to a spatially variable behavior on the exponent of the power law or to a different
extinction law altogether. In this paper, we propose a method to analyze the overall behavior of the
interstellar extinction by means of the red-clump population, and we apply it to those areas of the
Milky Way where the presence of interstellar matter is heavily felt: areas located in 5◦ < l < 30◦
and b = 0◦. We show that the extinction ratios traditionally used for the near infrared could be
inappropriate for the inner Galaxy and we analyze the behavior of the extinction law from 1µm to
8µm.
Subject headings: Galaxy: general — ISM: general — Techniques: photometric — Infrared: stars —
Infrared: ISM
1. INTRODUCTION
The extinction law is a useful analytical formula that
expresses the amount of light from a given source, in
magnitude units, absorbed by the interstellar medium
as a function of wavelength. In the infrared, this func-
tion Aλ is usually modeled as a simple power law of
the form3 Aλ ∝ λ
−β (see for example Rieke & Lebofsky
1985; Cardelli et al. 1989), although other more complex
relations have also been proposed (Fitzpatrick & Massa
2009).
When the bandpasses under consideration are wide
(as in most photometric systems, often several hundred
angstroms), Aλ is often computed at a given wavelength
representative of each filter. The calculation of this value
is problematic: it should be the isophotal wavelength
(as defined, for example, in Golay 1974), a value that
depends on the considered spectral energy distribution.
This implies that for every spectral type there is a differ-
ent isophotal wavelength, and normally an average over
several types or the value for a given one (normally a
solar-like star) are used instead, or simply the central
bandpass’ wavelength, much more easily calculated but
less representative of the behavior of the extinction under
said filter.
Ideally, the extinction law should be tailored for ev-
ery photometric system, but usually a standard relation
(such as the one proposed by Rieke & Lebofsky 1985)
is used instead. This relation is normally parameter-
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ized through several Aλ/AV ratios, relating the extinc-
tion for a given band to that of the visible V filter. In
this paper, we propose a method for the calculation of
these coefficients, assuming a (λ,Aλ) relation, through
the use of red clump giants (RCGs hereafter), and we
apply it to 2MASS data (Skrutskie et al. 2006) in the
inner Galactic plane (5◦ < l < 30◦, |b| ≤ 0.25◦), where
extinction is more severe. Although 2MASS has cov-
erage of the whole disk, this range complements that
of Stead & Hoare (2009), avoiding the innermost Galaxy
where source density severely affects 2MASS’ depth. Fur-
ther on, these results will be extended to the mid-infrared
using GLIMPSE (Benjamin et al. 2003) data.
2. THE DATA
We retrieve all the available data for such fields from
the 2MASS, UKIDSS (DR7), GLIMPSE and GLIMPSE-
II point source catalogs using the GATOR engine4. It
should be noted that GLIMPSE data are only avail-
able for fields with |l| ≥ 10◦; beyond this range, we use
GLIMPSE-II.
In these fields, the limiting magnitudes are dictated
mostly by source confusion. As the source density is
variable, they must be calculated for each pointing. This
high stellar density allows us to calculate completeness
limits quite easily: using only sources bright enough to be
far away from the instrumental limits, we fit the number
of stars per magnitude bin with a third degree polyno-
mial. Then, we see at which point prediction and obser-
vations differ more than a given threshold. Assuming an
80% completeness, the typical limiting magnitudes for
2MASS are mJ ∼ 15.5, mH ∼ 14.1 and mKS ∼ 13.3.
4 http://irsa.ipac.caltech.edu/applications/Gator/
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For the four bandpasses of GLIMPSE, these values are
[3.6] ∼ 14.0, [4.5] ∼ 13.7, [5.8] ∼ 12.1 and [8.0] ∼ 11.3.
Because UKIDSS uses a detector with higher spa-
tial resolution, it is less affected by crowding; thus us-
ing data from its Galactic Plane Survey (Lucas et al.
2008), we can probe deeper into the Galaxy. Using the
procedure outlined before, we see that for our lines of
sight, UKIDSS-GPS is complete down to mJ ∼ 18.5,
mH ∼ 17.5 and mKS ∼ 16.5.
All along this study, these surveys will be broken into
square 0.25 deg2 fields, and we will label them with the
coordinates of their centers. Thus, when we refer, for
example, to the (27, 0) field, we are talking about stars
that verify 26.75◦ ≤ l ≤ 27.25◦ and |b| ≤ 0.25◦.
Prior to our analysis, we need to crossmatch both cat-
alogs. To do this, we opt for a critical radius of 1.5”,
which is more than enough to account for the possible
differences in astrometry between the two without intro-
ducing too many spurious matches.
3. CALCULATION OF Aλ/AV
3.1. Isolating the Red Clump Giants
RCGs are the dominant population among the giants of
our Galaxy, and they have a narrow luminosity function
that makes them an ideal subject to study the properties
of the Milky Way (see Cabrera-Lavers et al. 2008, for a
detailed description of the properties of these stars).
Due to their abundance, they appear as a clear strip on
a color-magnitude diagram (CMD henceforth, see Figure
1), particularly in disk fields. This makes it possible to
isolate them from other populations. The method we use
to do this is an evolution of that in Cabrera-Lavers et al.
(2005). To determine the position of a RCG in the
(J −K,mK) space, we first use the extinction provided
by the SKY model (Wainscoat et al. 1992) and the ex-
tinction law of Rieke & Lebofsky (1985). With these, a
theoretical trace is obtained for the RCGs. The CMD
is then sliced into strips across the magnitude axis, and
using this trace as a reference, we rotate the CMD so
that for each strip we generate a new coordinate system
in which the Y axis is tangent to the RCG trace. This
allows us to map precisely the position of the RCGs even
in regions of high extinction, where they would occupy
an almost horizontal strip in the (J −K,mK) diagram.
We then find the maximum of the distribution of stars
along the X axis, and transform this point back to the
(J −K,mK) system, defining the fiducial position of the
red clump at the magnitude under consideration.
Once the position (J − K,mK) of the red clump is
measured over the entire CMD (the solid white line in
Figure 1), we are ready to filter the RCGs. We compute
several pairs of traces parallel to (J − K,mK)RC but
displaced a given distance r above and below it (the white
dashed lines in Figure 1). We then calculate the derivate
dN/dr of the number of stars contained between each
pair. The minimum of this derivate yields the region
that optimizes the number of giants: as we move away
from (J−K,mK)RC the number of giants decays until we
start introducing dwarf disk stars, at which point dN/dr
begins to rise again.
Within these frontiers fall most of the RCGs along the
line of sight, and so in this range they are the most abun-
dant population. Dwarfs are the major contaminant for
Fig. 1.— CMD corresponding to the field l=27◦, b=0◦ for 2MASS
(top) and UKIDSS (bottom). The blue dashed line denotes the
completeness limit. The fiducial line tracing the position of an
ideal red clump star is marked with a solid white line, while the
dashed ones denote the area occupied where these stars are the
dominant population. Note that the color scale changes slightly
between plots.
our analysis (this will be explored in Section 3.3), but
the lower limit of the RCG trace will filter them out, as
their fainter absolute magnitudes puts them below this
region; in fact, depending on the field, 60 − 80% of all
the stars will be discarded with this filter.
The upper boundary, on the other hand, cuts out
sources that at the same magnitude as the RCGs ap-
pear redder. These will be either RCGs that are under
particularly high extinction, causing them to appear to
the lower right of the main body of RCGs on a CMD, or
giants (as they still need to be intrinsically bright) with
later spectral types. Since we don’t want our analysis to
be biased against sources under high extinction, we will
only use the lower boundary as a filter. This has the dis-
advantage of introducing late-type giants in our sample,
but as can be seen in Figure 4, if we consider them to
be RCGs, all late giants have very similar color excess
ratios, so their effect will be to increase the dispersion of
our sample without changing its mean value, as can be
seen in Figure 2.
There will be some contaminants passing our filtering.
In the dimmer parts of the CMD the interlopers will
be dwarfs, as it is discussed in Lo´pez-Corredoira et al.
(2002) and Cabrera-Lavers et al. (2005) (Figure 6 of this
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paper is particularly relevant to this discussion). The
fraction of these contaminants is only significant close
to the completeness limit (in this case, imposed by the
J band, as can be seen in Figure 1). In heavily ob-
scured fields this effect becomes lower, as the reddening
shifts the giants farther to the right on the CMD while
dwarfs are less affected, so the dwarf-giant separation is
improved.
Fig. 2.— Sample of E(J −H)/E(J −K) for selected sources in
Figure 1. The RCGs (i.e., those stars falling in the area delimited
by the striped lines in Figure 1) are marked with red dots, while all
the late giants (i.e., those stars beyond the lower limit) are plotted
with black dots. Compare with Figure 4.
With this we guarantee that most of the dwarfs are fil-
tered out of our sample while the majority of the late
giant population (roughly beyond G8III) will still be
present. As can be seen in Figure 2, this more ample
selection also includes more reddened bright giants that
extend the sample to lower magnitudes and potentially
to more heavily obscured environments.
3.2. Modeling the Red Clump
At the core of our method lies the necessity of a spec-
tral template representative of the stars isolated in the
previous step. As shown in Cabrera-Lavers et al. (2008),
the late giant population is dominated by RCG stars.
We examine this population using the data of Alves
(2000), consisting of 238 RCGs identified in the Hippar-
cos catalog. As can be seen in Figure 3, the mean and
modal spectral type of the sample is K0; this distribu-
tion has mean intrinsic colors of (J −H)0 = 0.54± 0.09,
(H − K)0 = 0.12 ± 0.09 and (J − K)0 = 0.65 ± 0.11,
where the errors are simply the standard deviation of the
sample for each color. This includes both the intrinsic
dispersion in color associated with the population and
other astrophysical factors such as the variation intro-
duced by interstellar extinction. The expected intrinsic
dispersion in color is closer to ±0.05, as it is shown in
Straizˇys & Lazauskaite˙ (2009). We will use this value as
the uncertainty for all the intrinsic colors in this work.
This will be a slight overestimation in the mid-infrared,
where star to star differences tend to be smaller.
As we perform synthetic photometry to invert the ex-
tinction law, we choose a model from Castelli & Kurucz
(2004) representative of a K0III star. According to
Straizys et al. (1997), the best synthetic spectra for
TABLE 1
Synthetic colours obtained for a K0III star.
Phot. System
Colour 2MASS UKIDSS
J-H 0.58 0.53
H-K 0.07 0.08
J-K 0.65 0.61
[3]-K -0.04 -0.05
[4]-K 0.01 0.00
[5]-K -0.01 -0.02
[8]-K -0.06 -0.07
this purpose has solar metallicity, Teff = 4750K and
log(g) = 3.0. We cross-check the magnitudes derived
by us with Hewett et al. (2006) and Tokunaga & Vacca
(2005) (with typical differences of a few hundredths of
magnitude, associated with the different models chosen
for Vega), and obtain for our K0III template the intrin-
sic colors in all the photometric systems used (Table 1),
consistent, within the errors, with those derived for the
near-infrared for the Alves (2000) sample.
Fig. 3.— Spectral type histogram and cumulative distribution
function of the sample of RCGs from Alves (2000).
3.3. The Extinction Law
In this work we use the law described in
Fitzpatrick & Massa (2009). The authors find that
the extinction along several lines of sight can be
modeled by:
k(λ−V ) =
E(λ− V )
E(B − V )
=
Aλ −AV
AB −AV
= kIR
1
1 + (λ/λ0)α
−RV
(1)
where λ0 = 0.507 µm and kIR are constants. It follows
that for any given three filters at wavelengths λ1, λ2 and
λ3, the ratio of color excesses fulfills:
R1223 =
A1 −A2
A1 −A3
=
m1 −m2 − (M1 −M2)
m1 −m3 − (M1 −M3)
= f(α) (2)
where (M1−M2) is the intrinsic color represented as the
difference of two absolute magnitudes.
Although this expression is model-dependent, in most
of the extinction laws found in the literature Aλ is pro-
portional to a power of λ, and so the method is applicable
4 Gonza´lez-Ferna´ndez et al.
to any of them. Along these lines, we will refer to the
exponent of Equation (1) as α, while β will always be
used for the traditional λ−β model.
To obtain RJHJK we have to assume an intrinsic color
for the population under analysis. As we have shown
in Section 3.1, while our sample is dominated by RCGs,
there will be interlopers, particularly at dimmer magni-
tudes. This it is convenient to analyze the results ob-
tained for different stellar populations when calculating
the color excess ratio assuming a fixed intrinsic color, so
that we can interpret diagrams similar to that of Figure
2. Using the absolute magnitudes for different dwarfs
(from B1 to late M types) and giants (G2 to M7) from
Wainscoat et al. (1992) and the extinction coefficients
from Rieke & Lebofsky (1985) we can construct the syn-
thetic diagram of Figure 4. In this plot, each trace rep-
resents the effect of increasing the extinction for a given
population while assuming a constant distance. The ef-
fects of the mixture of populations translate mainly into
two features: giants occupy a rather narrow band around
the locus of the K0III, more tightly packed below it; very
late dwarfs (beyond M2) are indistinguishable from gi-
ants, while younger ones tend to spread over the lower
part of the diagram (but these ones are preferentially fil-
tered out in the selection scheme outlined in sect. 3.1).
Once we take into account the effect of distance spread,
we obtain a diagram similar to that of Figure 2 in which
the area of the plot below the assumed RJHJK value for an
RCG is more or less uniformly populated by interloping
dwarfs, while giants occupy a rather narrow band around
this value.
Although as has been discussed before, there are some
interlopers, the sample will always be dominated by
RCGs, down to the completeness limit of 2MASS. If
we assume that the population distribution from Alves
(2000) can be extrapolated to the inner Milky Way, the
modal RJHJK will be associated with the assumed K0III
model. This enables us to invert the exponent α of the
subjacent extinction law from color excess ratios.
Fig. 4.— RJHJK as a function of AK for several spectral types of
giants (blue lines) and dwarfs (red lines). The color excess ratio is
computed against the intrinsic colors of a K0III star (black line).
Before proceeding to the analysis of color excess,
we need to take into account the variation of the in-
trinsic color of the RCGs with metallicity. As this
value decreases, RCGs become slightly bluer, but the
measured color variation is very low, around 0.02
mag in (J − K)0 for a difference of 0.1 dex (see
Lo´pez-Corredoira et al. 2002, for a discussion on this).
In Gonza´lez-Ferna´ndez et al. (2008), the authors find
that the variation of the mean metallicity for a sam-
ple of RCGs in these inner disc regions is low, around
0.2 dex. Furthermore, this effect is already present in
Straizˇys & Lazauskaite˙ (2009), and since our assumed
uncertainties are the ones derived there, they will include
the effect of variable metallicity.
Sadly, there is a lack of similar studies for the mid-
infrared, although since our population selection is in the
near-infrared, we can guarantee that the sample is the
same. Extinction effects are less severe at these wave-
lengths, and as the spectral energy distribution of the
stars starts to follow closely a Raleigh-Jeans law, differ-
ences in intrinsic color are also mitigated. In fact, using
the measurements from Tokunaga (2000) we can see that
for a uniform distribution of the expected populations in
our sample (roughly, giants with types later than G8)
the dispersion in (J −K)0 is 0.22 magnitudes, while for
(K−L)0, (K−L
′)0 and (K−M)0 it drops to 0.05 mag,
although these bands are between 3.0 and 5.0 µm, it is
reasonable to expect that this behavior can be extrap-
olated to the GLIMPSE photometric system. As our
sample is heavily dominated by a small range of spectral
types, even without deriving synthetic colors in the MIR,
it is reasonable to assume that the uncertainties derived
for 2MASS colors will also serve as an envelope for the
GLIMPSE intrinsic colors.
4. RESULTS
4.1. Spatial Variability of the Extinction Model
For each field we construct a diagram as the one in
Figure 2. We choose the (J-H) versus (J-K) ratio because
it minimizes the effect of errors. Standard propagation
of uncertainties over Equation 2 yields:
∆(R1213)
R1213
∝
1
[m1 −m2 − (M1 −M2)] · [m1 −m3 − (M1 −M3)]
(3)
Assuming that the errors in magnitude are equal for all
three filters and that the uncertainties in the intrinsic
colors are similar, RJHJK puts the greater excess on the
denominator of Equation 3, and thus yields a smaller
relative error.
In order to see if there is evidence of a variable RJHJK
along the line of sight, we use the distance modulus µ as
a proxy for distance, as we do not want to assume an a
priori extinction law (this would allow us to transform
from magnitude to distance). At each of the Galactic
coordinates we slice our sample into bins of 0.25 mag in
µ, and we obtain the modal value of this ratio for each
bin. We require all the stars included in these bins to
have good photometry (i.e. AAA grade in 2MASS), so
to avoid possible saturation effects. We average over all
the lines of sight, so that we can see how the color excess
ratio behaves with µ even at the bright end of our data
(as these stars will be near us, we need to cover a wider
solid angle to get a meaningful sample). The results are
plotted in Figure 5.
We can see in Figure 5 that it seems that while for stars
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Fig. 5.— Variation of RJHJK with distance modulus, averaged over
all the lines of sight. Black dots are for 2MASS stars with good pho-
tometry (grade A in all three bands), and the red dashed line marks
the ratio predicted by Rieke & Lebofsky (1985). Cardelli et al.
(1989) predicts R = 0.54, outside the plotting range.
with large distance modulus, probing the inner Galaxy,
the color excess ratio remains more or less constant,
while at lower µ it tends towards the values predicted
by Rieke & Lebofsky (1985). Although is tempting to
assume that this is the result of a variable extinction
law, a model with spatially variable coefficients bears an
statistical tax that we need to take into account before
choosing what function best fits our data. It is possi-
ble to evaluate this with a variation of the Minimum
Description Length (MDL) principle (Rissanen 1978;
Asensio Ramos 2006), based on a clustering algorithm.
As we don’t know the dependency RJHJK with µ, or even
if there is one, we cannot construct a family of models
to check against the observations. We rely instead on
substituting this family of models by successive cluster-
ings of the data using Ward’s method. At each iteration
we partition the dataset in n clusters (with n increasing
from 1 to 10), and our ”model” consists in substitut-
ing each cluster by its mean. We can calculate the total
length of the message needed to transmit this model and
the significant residuals (i.e. those that are over their re-
spective dispersions), and see how this length varies with
the number of clusters.
If all the differences in the dataset fall below the dis-
persion of the data, the optimal description of the system
will consist of a single cluster, but if there is significant
structure above the error level, even if RJHJK depends on
some unknown variables, it would show up through an
optimal partition consisting of several clusters, in a way
that minimizes the more significant residuals.
The results of this procedure are shown in Figure 6,
in which the message length for each successive divi-
sion of the datasets is plotted. The optimal partition
requires two clusters: the first containing values close to
Rieke & Lebofsky (1985) and the second including the
higher RJHJK present at dimmer magnitudes. These calcu-
lations also show that the regime change occurs between
µ ∼ 9 and µ ∼ 10.
In view of this result, it is tempting to conclude that
the extinction law from Rieke & Lebofsky (1985) is ap-
plicable to the first kiloparsecs along the line of sight and
that for the innermost Galaxy we need a new expression.
Although the authors of this study sampled high extinc-
tion stars in order to make their results as universal as
possible, only two of their stars have measurements in
all three infrared filters used here, and they have val-
ues of RJHJK (0.63 and 0.69) that span a range compatible
with our results. Furthermore, Rieke & Lebofsky (1985)
assumed a priori that the extinction law is constant in
order to be able to derive color excesses and AV for stars
without photometry in the visible, which biased their cal-
culation against stars with non-standard behavior. The
data at hand show clearly that the extinction law indeed
varies along the line of sight, yet to properly characterize
this (and to find where this change in behavior occurs)
more data are needed, as it would be necessary to disen-
tangle extinction and distance effects.
Fig. 6.— Description length of the RJHJK data for Figure 5. The
solid line is the total description length for model and residuals,
plotted separately with dashed and dot-dashed lines respectively.
It should be noted that using the color excess ratios
for all the lines of sight introduces some extra disper-
sion. One should expect the amount of interstellar ma-
terial along the line of sight to have a dependence with
galactocentric distance, but we are averaging over dis-
tance modulus. This will result in some mixing of stars
at various galactocentric distances and under different
amounts of obscuration but the same apparent magni-
tude. Yet this does not affect our conclusions. First, our
range in Galactic latitude is modest and so for a given
µ all the stars will come from a rather small range in
RGC . Second, the final result of this effect should be an
increase in the dispersion at each µ, and so it could mask
any underlying spatial variation, but we are able to de-
tect it even above this artificially increased variance. In
fact, if we compare the dispersions of the averaged values
to those at each line of sight we find that the former are
of the same order of magnitude, if not slightly smaller,
than the latter. This indicates us that the possible extra
variance introduced remains below the one intrinsic to
the use of 0.25 bins in µ.
There are few stars with µ < 9, roughly 5% of the
whole sample (hence the need to average over all the
lines of sight in Figure 5). Being so, we can calculate a
mean value for RJHJK (or any other excess ratio) for each
line of sight, excluding these stars. With these ratios,
we can look for differences between lines of sight. With
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the same analysis used before, we find that the optimal
partitioning of the sample only requires one cluster, im-
plying that there is no evidence of a large scale variation
with Galactic latitude in the range 5◦ < l < 30◦.
Two facts about this result should be highlighted.
First, our method is only sensible to large scale varia-
tions. Other studies, such as Gosling et al. (2009), find
significant changes on the slope of the extinction law.
These changes occur at very small scales, around 5”. As
our analysis deals with fields 0.25 degrees across, such
variations will be blurred. Second, the key of our calcu-
lations is the derivation of a meaningful dispersion mea-
surement for the color excess ratios. Looking at Figure
7 one could conclude that a σ ∼ 0.02 is too high a value
and that this will mask any significant variation between
lines of sight. Indeed, as at each Galactic longitude we
measure RJHJK using a large number of stars, the error will
surely be well below the 0.06 expected from simple error
propagation. But in constructing Figure 7 we assume
that RJHJK is constant at each line of sight, and so the dis-
persion observable between all the stars for a given field
is a good measurement of the precision of our method.
It is also worth noting that we limit ourselves to a
rather narrow range in Galactic longitude. As we move
away from the Galactic center, the regions of the Galaxy
we sample become less homogeneous as, for example,
some of them will be almost tangent to spiral arms while
others will mostly cross only inter-arm regions. This re-
sults in a more much divergent behavior of the extinction
law, as can be seen, for example, in Zasowski et al. (2009)
or Stead & Hoare (2009).
If there is no evidence of a variation with l, we can
derive a mean RJHJK for each line of sight. This value will
be dominated by stars with dimmer magnitudes (hence
farther away from us), and we can use it to check whether
there is an azimuthal variation. As can be seen in Figure
7, any variation with Galactic longitude is too small to
be detected with this our method. Although for a given
line of sight the dispersion is relatively high, around 0.02,
the modal RJHJK remains notably homogeneous for all the
lines of sight.
Fig. 7.— Variation of RJHJK with Galactic longitude. As can be
seen, any azimuthal gradient is swallowed by the intrinsic disper-
sion within a given line of sight.
Consequently, it is meaningful to derive a mean value
TABLE 2
Mean color excess ratios derived from our sample.
Phot. System
Ratio 2MASS UKIDSS
(J-H)/(J-K) 0.661±0.003 0.644±0.013
(H-K)/(J-H) 0.517±0.006 0.56±0.03
(H-K)/(J-K) 0.343±0.003 0.360±0.013
of the color excess ratios for all the lines of sight (table
2), including all the stars. The uncertainties represent
only the dispersion between lines of sight. On top of it
there is a systematic ±0.07 associated with the error on
the intrinsic colors for the RCGs.
4.2. Derivation of the exponent
The total extinction Aλ for a given filter with trans-
mission curve T (λ), in the range (λ0, λ1) is given by:
Aλ = −2.5 · log
∫ λ1
λ0
T (λ)f(λ)10−0.4·A(λ)dλ
∫ λ1
λ0
T (λ)f(λ)dλ
(4)
where f(λ) is the spectral energy distribution of the
source under consideration and A(λ) the extinction
model assumed. The derivation of A(λ) from k(λ − V )
(Equation 1) requires knowledge of the proportionality
constant kIR; according to Fitzpatrick & Massa (2009)
it can be parameterized as:
kIR = 0.349 + 2.087 ·RV (5)
But then a value for the selective to total extinction ra-
tio RV and an absolute value for the extinction at some
wavelength, given for example through AV, are needed
to evaluate A(λ). One can carry out Bayesian inference
over the three parameters, α, RV and AV, using all the
color excess ratios and their σ from Table 2 and an unin-
formative prior for all three. Assuming Gaussian errors
for the observations, we can set up a likelihood function
for the values of (AJ −AH)/(AJ −AK).
Using the selected SED in 3.2 and the total efficiency of
the photometric system in each passband T (λ), a value
for Aλ can be obtained through numerical integration.
To evaluate a given excess ratio R1223 this operation needs
to be performed three times. To speed up the calculation,
the sampling of the full posterior distribution is carried
out using a Markov Chain Monte Carlo method, which
automatically computes the marginal posterior distribu-
tions5 from which statistically relevant confidence mar-
gins can be correctly defined. Uniform priors are set
over the three parameters in the ranges 1 < RV < 5,
10 < AV < 100 and 2 < α < 5 (the same range was used
for β) and a Markov Chain of length 50000 is computed.
Using the ratios from Table 2, the marginal posteriors
of Figure 8 are obtained. As the marginal posterior dis-
tributions for RV and AV are compatible with the prior
distributions, these parameters are not constrained at all
using RJHJK, just as expected. On the other hand, α is very
5 For a brief introduction to Bayesian inference, see Loredo
(1999)
IR extinction through RC giants 7
well constrained by the data:
αNIR = 2.76± 0.04
Fig. 8.— Marginalized posterior distribution, normalized to its
maximum, for RV (top), E(B−V ) (middle) and α (bottom). The
behavior of the first two indicates that both parameters have little
influence in the determination of the optimal exponent, even in
a wide range of variation, enough to cover the values expected
through the whole Galaxy.
It should be noted that this uncertainty derives only
from the integration of the posterior distribution taking
into account the variance derived from averaging all our
lines of sight, as it is shown in Table 2. This is not the
only source of error, as these will be dominated by the
systematics introduced by the uncertainties over the in-
trinsic colors of the RCGs. As it is discussed in Section
3.2 these are typically of 0.05 mag. This introduces an
error of 0.07 on any color-to-color ratio. If we feed this
into the Bayesian inversion, we come up with a system-
atic of ±0.15 to be added to the uncertainty of all the
derived exponents.
4.3. Extension to the MIR
It is possible to extend this analysis to the mid-
infrared, using data from GLIMPSE. The limiting mag-
nitudes in the two reddest MIR bands are noticeably
smaller than those of 2MASS. This implies that, for our
lines of sight, while around 99% of the RCGs detected
in the NIR have a counterpart at 3.6 and 4.5 µm, this
fraction drops to 86% at 5.8 µm and 60% for the 8.0 µm
band. This implies that our probe into the Milky Way
will be shallower at these wavelengths, although this ef-
fect is mitigated partly due to the transparency of the
interstellar material at these magnitudes. Being so, the
limiting magnitude is mostly dominated by crowding ef-
fects, and in fact the ratio of detected RCGs at 8.0 µm
drops from 77% at l = 30◦ to 40% at l = 5◦. But as
we will use azimuthally aggregated values for the color
ratios, these differences are smeared out.
We select our color ratios following Indebetouw et al.
(2005), and we use the synthetic intrinsic colors from ta-
ble 1. There are two caveats for this analysis. First, we
lack an observational confirmation of the suitability of
the stellar model used redward of 3µm, although, as we
have seen, the variations of intrinsic color in this regime
are very low. Second, the law from Fitzpatrick & Massa
(2009) has been derived for shorter wavelengths, and the
validity of an extrapolation is by no means guaranteed.
Being so, results derived here values should be inter-
preted with care.
Averaging for all the lines of sight, we obtain the values
in Table 3. Using these and the same Bayesian inversion
described previously, we obtain:
αMIR = 2.73± 0.04
TABLE 3
Colour excess ratios for the crossmatch of GLIMPSE
data with 2MASS.
Ratio Value
([3]-K)/(J-K) -0.289±0.012
([4]-K)/(J-K) -0.290±0.010
([5]-K)/(J-K) -0.277±0.014
([8]-K)/(J-K) -0.310±0.010
4.4. λ−β law
The same calculations described before can be ex-
tended directly to a law following Aλ ∝ λ
−β .
We can fully parametrize this relation following
Fitzpatrick & Massa (2009):
k(λ− V ) =
Aλ −AV
AB −AV
= kIRλ
−β −RV (6)
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And so again A(λ) has a dependence on AV and RV.
Even if they share notation, the proportionality con-
stants kIR are different for this and the aforementioned
law, and so a new calibration of the (kIR,RV) is needed.
Using the data from Fitzpatrick & Massa (2009) we
reach:
kIR = −1.045 + 0.721 · RV (7)
After this calculation, we can invert the values for β from
the previously obtained color excesses:
βNIR = 2.52± 0.06
βMIR = 2.64± 0.07
5. DISCUSSION
5.1. Comparison between Extinction Laws
To test how both laws describe the overall behavior of
the interstellar material, we have to repeat the previous
analysis for the whole wavelength range. Repeating the
Bayesian inference scheme used in previous sections with
all the values from Tables 2 and 3, we obtain a posterior
distribution similar to that of Figure 8; a Gaussian fit to
the posterior distribution gives us the values for all our
wavelength range:
αtotal = 2.73± 0.02
βtotal = 2.52± 0.02
As discussed previously, there is a systematic ±0.15 to
be added to these errors.
Using these values and those from Sections 4.2, 4.3 and
4.4, we can check the residuals of each fit (Figure 9) and
the χ2 statistic (Table 4) to evaluate the behavior of both
laws.
Fig. 9.— Differences in the color excess ratios ∆E between the
modeled values and the measured ones for the 2MASS photometric
system. The first two points (at arbitrary wavelengths λ ∼ 0.5µm
and λ ∼ 1.5µm) represent E(H−K)
E(J−H)
and E(J−H)
E(J−K)
. For the rest, the
wavelength represents
E(λ−K)
E(J−K)
.
According to Figure 9 and table 4, it seems that both
laws represent equally well the behavior of the extinction
between 1.5 and 3 µm, while they underperform in the
mid-infrared. Although this gives us a hint that there is
TABLE 4
χ2 for the color
excess ratios derived
from eqs. 1 and 6.
Range χ2(α) χ2(β)
NIR 1.2 1.4
MIR 23.8 25.1
Total 24.9 29.1
a change in the extinction law beyond 3 µm, there is also
the chance that these differences arise from a poor cali-
bration of the intrinsic colors of the RCGs. As we have
shown previously, there is a systematic 0.05mag error on
the intrinsic colors that could add up to a 0.07 error on
the color excess ratios, swallowing completely any differ-
ence between laws in Figure 9. This is unlikely to be the
case: in the NIR this error is most likely to translate into
a common offset (as metallicity will turn the stars redder
or bluer) and in the MIR it will be greatly attenuated.
Yet to completely roule out this hypothesis, we need a
good calibration of the intrinsic colors of the RCGs at
longer wavelengths.
Beyond calibration issues, the remaining possibility
is a change in the extinction law beyond 3 µm. This
could translate into either a simple change in the slope
of the law (as modeled by its exponent) or a change in
the shape of the law (and hence the whole functional).
To test this we have to take into account that following
Indebetouw et al. (2005), all the color ratios in the MIR
are referred to (J −K), effectively mixing both regimes.
We can circumvent this by defining a new set of purely
MIR color ratios, as can be seen in Table 5. We opt to use
([3]− [5]) as a common denominator as it is the pair with
the larger color excess for our sample, hence minimizing
relative errors. We can see that the ([5]− [8])/([3]− [5])
ratio yields a negative value. Yet it follows from Equa-
tion 1 that any color excess ratio:
E(λ1 − λ2) ∝
1
1 + (λ1/λ0)−α
−
1
1 + (λ2/λ0)−α
(8)
it follows that since λ[8] > λ[5] and λ[5] > λ[3], the ex-
cess ratio is defined positive, no matter what choice of
exponent. The reasoning holds also for a λ−β law. Al-
though this effect is much less severe for all the other
ratios, our selected laws are not able to reproduce these
ratios. This matches what is shown in Figure 6 from
Indebetouw et al. (2005): lines of sight crossing regions
of higher extinction deviate severely from the extinction
law, particularly at ∼ 3 µm, ∼ 6 µm and λ > 8 µm.
TABLE 5
Color excess ratios for GLIMPSE data.
Ratio Value
([3]-[4])/([3]-[5]) 0.23±0.08
([3]-[8])/([3]-[5]) 0.59±0.06
([4]-[5])/([3]-[5]) 0.71±0.06
([4]-[8])/([3]-[5]) 0.45±0.06
([5]-[8])/([3]-[5]) -0.35±0.05
If we restrict ourselves to the NIR, the model from
Fitzpatrick & Massa (2009) yields a slightly better fit.
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Even if it requires one more free parameter (as the wave-
length normalization λ0 of Equation 1 expression needs
to be tuned properly), as is noted in Fitzpatrick & Massa
(2009), the extinction from Equation 1 holds down to 0.3
µm, while the authors show that this is not the case for
a λ−β law.
It should be noted that along these calculations no use
of any reference wavelength (central, isophotal, etc.) for
the filters is made, and instead the ratios are calculated
through direct integration of the appropriate efficiencies,
extinction laws and stellar synthetic spectra.
5.2. Aλ/AV ratios
Assuming a profile for the Johnson V filter, one can ap-
ply Equation 4 to derive the Aλ/AV values displayed in
Table 6. While the color excess ratios do not depend on
AV or RV, Aλ/AV does so. This means that to get a re-
alistic vale for this ratio we need to assume a meaningful
value for them. As we do not have any a priori informa-
tion about which RV or AV best represent our data, we
limit ourselves to evaluate Aλ/AV over all the full varia-
tion range used in Section 4.2 and we obtain means and
deviations using the posterior distribution (as it gives us
those areas in the parameter space that correspond to
our measurements with more probability) as a weight-
ing function for all the (RV ,E(B − V )) combinations.
These results are detailed in table 6. The differences
between the two laws come, in part, from the fact that
these values are calculated extrapolating to ∼ 0.5 µm,
and we have noted that a λ−β dependence of the extinc-
tion with the wavelength may not be representative of
this regime. The Aλ/AV are calculated mostly to offer
an easy comparison with other works as Cardelli et al.
(1989) or Rieke & Lebofsky (1985) (Table 7).
TABLE 6
Extinction ratios derived using the law from
Fitzpatrick & Massa (2009) (α) and a power law (β).
α
Ratio 2MASS Sys. error
AJ/AV 0.197±0.009 0.02
AH/AV 0.097±0.006 0.016
AK/AV 0.048±0.003 0.011
AH/AJ 0.494±0.004 0.02
AK/AJ 0.243±0.003 0.02
β
Ratio 2MASS Sys. error
AJ/AV 0.167±0.025 0.012
AH/AV 0.084±0.013 0.009
AK/AV 0.040±0.007 0.006
AH/AJ 0.5046±0.0002 0.018
AK/AJ 0.2376±0.0016 0.019
The two laws under consideration here come closer to
agreement if we calculate the ratios against AJ (pointing
to the effects induced when extrapolating to the visible
wavelengths, which also may account for part of the dif-
ference with the classical coefficients).
In any case, our results, both AK/AV and AK/AJ, dif-
fer significantly with those of the classic literature (Table
7). Although some of the discrepancies are due to the dif-
ferences in the photometric systems under consideration,
it is obvious that these ratios are not representative of the
TABLE 7
Extinction ratios for
Rieke & Lebofsky(1985)
and Cardelli et al.
(1989).
Aλ/AV RL85 C89
J 0.282 0.282
H 0.175 0.190
K 0.112 0.114
extinction in the inner Milky Way. Although the main
conclusions from studies such as Cabrera-Lavers et al.
(2008) or Babusiaux & Gilmore (2005) are not affected
by this extinction ratio, these authors rely on AJ/AK to
derive distances along the line of sight. Taking into ac-
count the results from this paper, these values should
then be revised.
Values such as those of Table 6 are not unheard of.
A growing number of papers point reach similar conclu-
sions as those here exposed. Gosling et al. (2009) derive
a ratio AV/AK of 28.7±14, which yields β = 2.64±0.52,
in good agreement with our values, although the au-
thors support a model in which β varies spatially over
(l,b), behavior for which no statistical evidence is found
here. We use 0.25◦×0.25◦ fields, so our method is biased
against small scale variations, like those found by the au-
thors; it is possible, then, that these variations exist, but
in a scale small enough to be smeared out in our data.
Nishiyama et al. (2006) found that β = 1.99±0.01 for the
bulge, which implies that AK/AJ = 0.331± 0.004, close
to our ∼ 0.24 value. The same authors, basing their work
on simultaneous observations in V and the NIR, find the
ratios AV : AJ : AH : AKs = 1 : 0.188 : 0.108 : 0.062
(Nishiyama et al. 2008); these values–directly estimated
and not extrapolated–are closer to those derived using
the Fitzpatrick & Massa (2009) model.
More recently, Stead & Hoare (2009), using UKIDSS
data for fields with l > 27◦ infer β = 2.14 ± 0.05, an
exponent that implies RJHHK = 1.86± 0.11, quite similar
to our ratio of RJHHK = 1.79± 0.09.
Again, part of the variation between results will come
from the inhomogeneous photometric systems, but the
reader should take into account two aspects of the anal-
ysis. According to Equation 4, some variation is expected
to be caused by the different stellar sample used, as color
excess ratios are dependent on the stellar population un-
der study. These differences are, nonetheless, very small,
and most of the time fall within the error bars.
Also, and more important, most of the literature re-
viewed relies on the manipulation of Equation 6 to ob-
tain an expression that links wavelength, β and ratios of
the form A1/A2 or R
12
23. This relation is then fitted to
a given set of data measured along one or various lines
of sight. To do this, it is necessary to assume a rep-
resentative wavelength for each passband against which
ratios are calculated. The usual choices are the effective
passband wavelength or the isophotal λ, calculated with
some spectral distribution (this even has the added diffi-
culty that the isophotal wavelength itself depends on the
shape of the extinction and its absolute value, AV ). In
the case at hand, the selection of (λJ, λH, λK) should be
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considered not only when calculating β, but also when
comparing different results.
In fact, with Equation 6 we can obtain the following
relation:
R1223 =
A1 −A2
A2 −A3
=
λ−β1 − λ
−β
2
λ−β2 − λ
−β
3
(9)
And with this and the results from table 2 for the near-
infrared, one can set the three wavelengths as free pa-
rameters and do inference over them and β, in the very
same fashion as in Section 4.2. This yields the results in
Figure 10. While the marginalized posterior for the ex-
ponent is reasonably similar to a Gaussian, with µ = 2.8
and σ = 0.3, the distributions for each wavelength are
more or less flat. This implies that these three param-
eters are not tied by (RJHHK, R
JH
JK, R
HK
JK ) and so for any
combination of filter wavelengths there is always an ex-
ponent within an interval spanning at least 0.8 units that
can provide a good fit of the data. When marginalizing
over the wavelengths, (i.e. taking the mean of all the so-
lutions for any possible combination of λJ, λH and λK),
the result comes in concordance with those in Section
4.2.
It follows that when comparing exponents obtained
with different sets of wavelengths, say isophotal (as in
Indebetouw et al. (2005)) or the central value for each
filter (Stead & Hoare 2009), much of the observed varia-
tion can be due to the inhomogeneity of these choices.
The method used here evaluates the pertinent integrals
of Equation 4 instead of relying in a fixed reference value
of λ, and so it does not suffer of these problems.
5.3. Probing deeper into the Galaxy with UKIDSS
In these inner galactic fields, the depth of 2MASS is
greatly diminished by the presence of high stellar density.
Because UKIDSS uses a detector with higher spatial res-
olution, it is less affected by crowding, reaching deeper
into the Galaxy. This survey is calibrated with 2MASS
data, but as 2MASS uses a slightly different filter set, a
magnitude transformation is needed between both pho-
tometric systems. Following Hodgkin et al. (2009), these
transformations are:
JUK = J2M − 0.065(J −H)2M + 0.015E(B − V )(10)
HUK = H2M + 0.07(J −H)2M + 0.005E(B − V )− 0.03(11)
KUK = K2M + 0.01(J −K)2M + 0.005E(B − V )(12)
The color terms over (J − H)2M and (J − K)2M are
determined in low extinction fields, and the dependency
on E(B − V ) (derived from the maps of Schlegel et al.
1998) tries to model the effect of interstellar extinction
over the different band-passes of both surveys.
Overall, the calibration is good down to a few hun-
dredths of a magnitude, but in fields such as the ones we
study here, where the interstellar contribution is high,
these equations introduce an extinction dependent error
(as Schlegel et al. 1998, overestimates E(B − V )) that
will affect any derived extinction law. In fact, studies
such as Stead & Hoare (2009) avoid the innermost lines
of sight.
To directly compare UKIDSS ratios with 2MASS data,
we need to translate magnitudes from the former into the
later. If we want to avoid the outlined problem, this re-
quires a star-by-star independent estimate of E(B − V ).
It is possible to do so (or at least obtain a good approxi-
mation) using populations of know intrinsic color, such as
RCGs, but it is a complex and very time consuming pro-
cedure. We can still use UKIDSS data, nonetheless, using
our previously selected RCGs and obtaining with them a
spatially averaged E(J −KS) with which we can trans-
form extinction ratios from one system into the other.
The results of this are presented in Figure 11. This proce-
dure has the added bonus that it removes the extinction
related calibration problems addressed in UKIDSS DR86.
As can be seen, once transformed into 2MASS system,
UKIDSS ratios follow smoothly the behavior present in
Figure 5, and the color excess ratio seems to remain con-
stant (except for saturation/completeness effects). In
fact, if we repeat the statistical analysis of section 4.1,
the results show that all UKIDSS ratios can be grouped
into a single cluster. This means that the data can be
described by a single mean value and there is no statis-
tically significant variation.
6. CONCLUSIONS
In this work we study the large scale behavior of the
infrared extinction on the inner Milky Way. We present
a method to obtain extinction ratios that does not rely
on the choice of wavelength for a given set of filters, and
applying it to 2MASS and GLIMPSE data, we find that:
- The interstellar matter seems to be more trans-
parent in the infrared than previously thought,
and the traditional visible to infrared ratios of
Rieke & Lebofsky (1985) and Cardelli et al. (1989)
do not provide a good representation of its evolu-
tion over wavelength.
- Using this method, there is no evidence for an az-
imuthal variation of the extinction law toward the
innermost Galaxy (0◦ < l < 30◦). These variations
are present either on a spatial scale that is too small
(hence smeared out in our data) or too large (when
comparing the inner and outer disk, for example).
- This change happens in RGC , as near the solar
system the color excess ratios are quite similar to
those of Rieke & Lebofsky (1985), while towards
the Galactic center these change to higher values.
Although a physical explanation for this is beyond
the scope of this paper, an obvious hypothesis is to
tie this change in behavior with the first cross of
a spiral arm, where high density molecular regions
are likely to affect light in a different way than lo-
cal, diffuse interstellar medium.
- Neither a single exponent for a power law nor the
expression from Fitzpatrick & Massa (2009) seem
to be able to account for the overall shape of Aλ
between 1 and 8µm, although a proper calibration
of the intrinsic colors for the red clump stars is
needed to further assess this claim.
All of this has profound implications on what we know
about the structure of our Galaxy, particularly regard-
ing its large-scale geometry, as much of the studies on
6 See http://surveys.roe.ac.uk/wsa/knownIssues.html
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Fig. 10.— Marginalized posterior distribution, normalized to its maximum, for the three wavelengths and the exponent β of Equation 9.
For the implications of the shapes of these distributions, see text.
Fig. 11.— Variation of RJHJK with mK averaged over all the lines of sight. Black dots are for 2MASS data and red dots for UKIDSS
transformed into 2MASS system. The red line marks the ratio predicted by Rieke & Lebofsky (1985).
the bulge and bar assume a much smaller AJ/AK ratio
than the one found here. This implies that the distances
estimated using this ratio will be underestimated if com-
pared when compared to the values that could be derived
with the AJ/AK from this paper. It can be easily shown
that:
d
dRL
∼ 100.34·E(J−KS) (13)
Where dRL is the distance derived with the extinction
law from Rieke & Lebofsky (1985) and d the same value
but using the results from this paper. For very reddened
fields, this ratio can be as high as 2. Yet there is an extra
element that we should take into account: as can be seen
in Figure 5, there is evidence that the color excess ratio
(and also AJ/AK) is not constant along the line of sight
and that for the first few kiloparsecs from the Sun, values
from Rieke & Lebofsky (1985) work well. Being so, we
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cannot do a straight comparison between distances along
the line of sight derived using the classical extinction law
and the one presented here, as there is only a fraction of
the light path where they differ.
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