A size-biased version of Polya-Eggenberger distribution is introduced explicitly and by a mixture model. The proposed distribution is unimodal with positive integer moments. The recurrence relation between moments (about the origin) of the proposed distribution is established and its relationship with other distributions is discussed. Different estimation techniques are proposed to estimate the parameters of the distribution.
Introduction
The Polya-Eggenberger distribution (PED), introduced by Polya and Eggenberger (1923) through an urn model and further analyzed by Polya (1930) , is a discrete frequency distribution that was originally considered in connection with contagious distributions. The genesis of this distribution is expressed in terms of random drawings of colored balls from an urn: Initially, it is supposed that there are a white balls and b black balls in the urn; one ball is drawn at random and then replaced together with s balls of the same color. If this procedure is repeated n times and x represents the total number of times a white ball is drawn, then the distribution of x is given by: 
, results in an alternative form of (1.1) in ascending factorials as:
2) is the most convenient form of PED for computational purposes. Another way to represent (1.1) is
and an alternative form of (1.1) in terms of parameters
0,1, 2,..., .
It is possible for s (and therefore δ ) to be negative, however s must satisfy the inequality Srodka (1964) gave the recurrence relation among the moments about zero of the Polya-Eggenberger distribution (1.3) as:
) . 
The r th factorial moment is given by (1 2 )(1 3 )(1 3 )
Models of Size-Biased Polya-Eggenberger Distribution (SBPED) Size-biased distributions are a special case of the more general form known as weighted distributions. First introduced by Fisher (1934) to model ascertainment bias, weighted distributions were later formalized in a unifying theory by Rao (1965) . Such distributions occur naturally in practice when observations from a sample are recorded with unequal probability, such as from probability proportional to size (PPS) designs. Briefly, if a random variable X has distribution ) , x ( f θ , with unknown parametersθ , then the corresponding weighted distribution is of the form (Patil&Ord, 1976; Patil, 1981; Mahfoud&Patil, 1982) and are written as:
If X is a Polya-Eggenberger variate with a probability mass function as given by (1.2), then its mean is given by (1.6). The sizebiased version of X , known as the size-biased Polya-Eggenberger distribution (SBPED), can be obtained directly by taking 1 = β in (2.2) and using (1.6). The resulting equation is:
which can be put into the form:
1, 2,..., .
3) Equation (2.3) gives the probability mass function (PMF) of the size-biased PolyaEggenberger distribution (SBPED).
The Mixture Model The size-biased Polya-Eggenberger distribution can also be regarded as a beta mixture of size-biased binomial distribution. The PMF of the size-biased binomial distribution is given by
and the PDF of the beta distribution of first kind is 
which gives the recurrence relation between probabilities as: ( , , ) ( 1)!
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Using (3.4), the k th factorial moment is obtained as ( 1) [ 1]
( ) [ 1] ( 1) ( 1)
and the first four factorial moments are
( 1)( 2)( 3)( 4)( 1)( 2)( 3)( 4)
. These equations do not provide direct solutions, thus an iterative solution method, such as Newton-Rampson or Fisher's scoring method, are required to solve these equations. The following system of equations may also be solved:
