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I. Introduction
The flexibility of labour markets is an important feature of well-functioning market economies. Haltiwanger (1999, 1992) and Baldwin, Dunne and Haltiwanger (1998) report that in the U.S. and in Canada roughly one in every ten jobs is created and one in every ten jobs is destroyed each year. Flexibility of the labour market is important because it permits the rapid reallocation of resources to the most efficient uses and thus it may be vital for economic growth. Labour reallocation is to a large extent driven by job creation and job destruction. Businesses react continuously to shocks by changing output and input levels at a high pace leading to substantial destruction and creation of jobs at high frequencies. Job creation and job destruction are thus intimately linked to productivity growth. Firms (sectors) that engage in restructuring destroy low productivity jobs and create high productivity ones, leading to large job turnover, an increase in labour productivity and better general performance.
A high degree of job reallocation, while beneficial for an economy as a whole, can, however, have large negative effects for those unfortunate workers who are displaced from their jobs. There is ample evidence, in particular from Anglo-Saxon labour markets, that the average displaced worker faces prolonged non-employment spells and long-term earnings losses (see e.g. Kuhn (2002) and Jacobson, Sullivan (1993a, 1993b) ).
Labour reallocation, brought on by the reallocation of jobs across firms and sectors, is an especially pertinent issue in transition economies. The reallocation of labour from inefficient firms (usually non-restructured state and privatised firms) to efficient ones (usually new private and restructured state and privatised firms) increases overall labour productivity and enhances efficiency during the transition from plan to market (Blanchard (1997) ). How job creation and destruction have contributed to this reallocation process across businesses and sectors has been the subject of a growing literature on job gross flows in Central Europe and the CIS, which is summarised in Haltiwanger, Lehmann and Terrell (2003) . Like in mature capitalist economies, the welfare gains generated by the ongoing process of labour reallocation are, however, not distributed evenly. Many low-skilled and older workers who are displaced from their jobs incur large costs above all in the form of long spells of non-employment, as Lehmann, Philips and Wadsworth (2002) have shown for Estonia where data on displacement are readily available.
Beneficial and detrimental outcomes of labour reallocation induced by changing trade patterns have been widely discussed in the literature on the impact of globalisation on Western domestic labour markets. However, there are only a few papers that look at how trade affects job creation and job destruction directly. While Klein, Schuh and Triest (2003) estimate the effects of real exchange rates on job creation and job destruction for the US manufacturing industry, Lewinsohn (1999) investigates the influence of trade liberalisation on job creation and destruction in Chile.
With respect to the impact of shifting trade patterns on domestic labour markets, transition economies provide something of a quasi-natural experiment. Under central planning the state had a foreign trade monopoly, so firms were in principle not acting autonomously in export markets. At the same time, enterprises were sheltered from import competition. So firms in most centrally planned economies were completely isolated from world markets. (Konings, Kupets and Lehmann (2003) ). The present paper is 1 In Poland and Hungary, economic reforms of the central planning system gave some autonomy to state-owned enterprises in the eighties. Some of the Hungarian and Polish enterprises did have trade relationships with Western firms already in the eighties as a consequence of these reforms (see e.g. Repkine and Walsh (1999) who study Polish enterprises). In the Soviet Union, on the other hand, where the Classical Planning System was rather unaffected by economic reform throughout the complementary insofar as it extends the analysis to the sectoral level and augments the time dimension to nearly the entire last decade. With data that have a substantial time series dimension we hope to better control for cyclical and idiosyncratic shocks.
Using an GMM estimator we thus might be able to better isolate the effect of trade liberalisation on job gross flows.
The following section gives a short account of the developments of the industrial sector in Ukraine over the nineties and looks at the evolution of trade flows over the same period. In the subsequent section we describe our data sources, briefly review the job flow measures that we employ in the analysis and sketch the construction of indices of trade openness at the sector level. This is followed by a discussion of the raw correlations of the trends of job flows and of trade orientation of sectors. Section four develops the estimation framework and reports results from GMM estimations.
The final section offers some conclusions.
II. Ukrainian Industry and trade in the nineties
Reform efforts to transform the Ukrainian economy have been either non-existent or very inconsistent since Ukraine gained its independence in December 1991. The capture of the state by a few oligarchic groups, the exclusion of the majority of the population from the decision making process and weak property rights resulted in stagnancy, corruption and a collapse in output for most of the decade (Aslund (2002) .
In the first half of the nineties runaway inflation, bordering for a prolonged period on hyperinflation, was one of the manifestations of the poor economic policies that brought Ukraine on the brink of collapse. Only towards the end of the nineties were
Communist regime, the foreign trade monopoly of the state was not touched until the implosion of the centrally planned economy.
serious reforms undertaken that loosened the grip of the oligarchs and that spurned robust growth for the first time since the collapse of the Soviet Union. By the end of the decade industrial output had "recovered" to only about 60% of the pre-transition level, which points to a dismal performance in comparison with all those European transition countries that have not been affected by armed conflict.
It is also striking that employment shows a steady decline hinting at substantial labour shedding throughout the period. This labour shedding was driven by large job destruction as Table 1 
III. Data
The empirical analysis is based on industry-level data for a panel of 100 threedigit NACE mining and manufacturing industries in Ukraine over the [1994] [1995] [1996] [1997] [1998] [1999] [2000] period, containing information from 3 diverse sources. The panel is restricted to the subset of Ukrainian industries for which data on job and trade flows are available over the whole period.
Annual sectoral data on job creation, destruction and reallocation are constructed from the establishment-level registry data set from 1993 to 2000 provided by the State Statistical Committee of Ukraine ("Derzhkomstat") 2 . Although the initial registry data also cover establishments from some non-industrial sectors (4.84% of the initial sample), we restrict our analysis of job flows to firms in mining, manufacturing industries and electricity, gas and water supply (i.e. to 3-digit NACE sectors from 101 to 410) 3 . The manufacturing sample covers about 80% of officially reported total industrial employment. The data set that we use in the analysis comprises only firms that we can identify with certainty as continuing firms, i.e. firms that have positive employment at least for the two adjacent years. Information on ownership is based on the ownership codes of the enterprises in the registries and is available only for 2000 4 .
Annual data on import and export flows come from the Ukrainian Customs Office data on import and export volumes in US dollars by countries of origin and destination disaggregated by the six-digit commodity groups according to the Harmonised Commodity Description and Coding System (HS) 5 .
Since we attempt to compare and contrast the role played by trade with the EU countries from that of trade with the CIS countries in altering employment in Ukrainian manufacturing, we focus our analysis on the data set consisting of export and import volumes in three trading areas: CIS countries, EU countries and the rest of the world (ROW). We construct three different indices of openness as explained in Following Haltiwanger (1992, 1999) gross job creation (pos) is defined as the sum of all employment gains in all expanding firms, while gross job destruction (neg) is the sum of all employment losses in all contracting firms in an economy or sector. Usually gross job destruction is expressed as a positive number.
These gross job flows can be expressed as rates by dividing them by the total amount of jobs available in an economy or sector. The sum of the gross job creation rate and the gross job destruction rate is the gross job reallocation rate (gross), while the difference is the net aggregate employment growth rate (net) that can be observed in aggregate statistics. A measure of churning or reallocation of jobs which is over and above the amount of job reallocation necessary to accommodate a given net aggregate employment growth rate is the excess job reallocation rate (excess) and is defined as the gross job reallocation rate minus the modulus of the net aggregate employment growth rate. We interpret excess as a measure of genuine labour reallocation within a sector.
IV. Theoretical Framework, Empirical Specification and Results
There is little theoretical and empirical work relating gross job flows and international trade (Klein, et. al., 2002) . In addition, Haltiwanger, et. al. (1996) establish "no systematic relationship" between job flows and openness to trade in US manufacturing for 1973 to 1986. To study the employment effects of exposure to international trade in Ukrainian industrial sectors, we closely follow Klein, et. al. (2003) who study the costly adjustment to trade flows using detailed data on US manufacturing for the period 1973-1993. We specify job flows as a function of trade flows that vary systematically by industry and control for other industry-specific effects (including privatisation) and explicitly model dynamic adjustment of labour reallocation in sectors by including lagged dependent variables. Earlier work has
shown that adjustment costs in transition tend to differ in non-trivial ways according to industry and ownership. We expect that opening of essentially closed (former CMEA) markets to international trade will affect different industries disproportionately.
Thus, we study the effects of trade liberalization on job creation, destruction, and labour reallocation by analysing differences in international exposure of industrial sectors in Ukraine controlling for idiosyncratic shocks and ownership structure at the end of period. We construct three different measures of trade openness towards three different groups of countries (EU, CIS (former Soviet Union countries) and the rest of the world (ROW)). In addition, we interact these indexes with a trade weighted (multilateral) real exchange rate to isolate the effects of relative prices and productivity differences according to industrial sectors at 3-digit level. See Appendix 2 for definition of these and other variables used in our estimation.
We estimate these specifications using generalized method of moments (GMM) estimator to account for potential endogeneity problems. The resulting general specification is 6 :
This equation is motivated by the model presented in Klein, et. al.(2003) , where JF it is the job flow rates in 3-digit NACE industry i at time t. These include job creation, destruction, net employment growth and excess reallocation rate. OI it is defined as the trade openness variable (see Appendix 2) and E it is the industry-specific real exchange rate. D i captures the effect of privatisation and ownership at the end of period. We also include other industry-specific variables that affect job reallocation rates and time dummies to account for aggregate shocks.
The panel structure (100 e-digit level industries over 6 years) of our sample allows us to study the dynamics of partial adjustment in the transition period as well as differing exposure to trade openness, with the inclusion of a lagged dependent variable among the other regressors in the model. It is well accepted that in such dynamic models with relatively large cross-sections over a short time period, 1994-2000, the fixed effects model yields inconsistent estimates. Thus, as pointed out in Eq. 1 above, we specify an error components model (random effects) with ε it =λ t +η i +ν it . In the presence of lagged dependent variables, this raises well-known additional problems. Earlier work has used maximum likelihood estimators (MLE) and a simple instrumental variable (IV) approach (Bhargava and Sargan, 1983 and Anderson and Hsiao, 1981) to address the issues (endogeneity and inconsistency).
The relatively strong assumptions on the distributions of the individual effects and the initial conditions necessary to implement the MLE approach, and the lack of efficiency of the IV, has encouraged the use of the Generalized Method of Moments (GMM) (Hansen, 1982) estimation in recent studies of dynamic panel regressions.
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In what follows we use the asymptotically efficient (one-step) GMM advocated by Arellano and Bover (1995) and more recently by Blundell and Bond (1998) . This type of GMM estimator usually exploits a different number of instruments in each time period. Under weak assumptions the additional orthogonality conditions that become available here have not been previously used with IV estimators. Therefore, we use transformations of the data that allow lagged endogenous or predetermined variables as instruments in the transformed equations, where the transformed error term does not contain η i and orthogonality among the (1) with the growth rate of the real exchange rate rather than the level, and found no significant differences.
errors is preserved (the original errors may be heteroskedastic but not autocorrelated and we treat all variables in our models as endogenous). To ensure consistency, we check for serial correlation in the errors. If ε it are serially uncorrelated, then ∆ε it =∆λ t +∆ν it may be moving average errors but should not be second-order serially correlated to assure the reliability of our results. Diagnostics, reported in Tables 5 and   6 , show that neither the robust Sargan nor MA(1) and MA (2) tests provide evidence to suggest that the assumption of serially uncorrelated errors (second-order) is unrealistic. These tests also show that the choice of the instruments used appears to be appropriate 8 . We use MA(1) and Sargan jointly to determine the validity of our instruments and the correctness of our assumptions. These are reported in the diagnostics section of Tables 5 and 6 to whose main findings we now turn.
The four sector-level job flow measures appear to be mainly driven by the lagged values of job creation and destruction. This finding suggests that idiosyncratic factors explain most of the variation of employment adjustment. In addition, ownership structure seems to be strongly correlated with job flows, as revealed by the significant and large coefficients on the variable Privshare in both Tables 5 and 6 . A larger private share in an industry leads to less job creation and more job destruction resulting in an increased labour shedding. It is also appears that an industry with a larger private share exhibits less excess job reallocation. From these results we should not, however, infer a causal effect of ownership structure of industries on employment adjustment since the variable Privshare does not capture the evolving ownership distribution in industrial sectors over time. It is instead an-end-of-period 7 For background and a detailed discussion see Baltagi (1995, Ch.8) . For an overview, see Bond (2002) and Hall (2003) .
variable controlling for the cumulative ownership changes that have occurred in an industry.
Does trade liberalisation affect these job flows? In Table 5 , we report a significant positive coefficient on the lagged openness index for EU trade in the job creation and excess job reallocation regressions. Other things equal, sectors engaging in more trade with the rest of the world show increased job destruction rates.
In Table6, where we interact the industry-specific real exchange rate with the openness indices, we find a small positive effect on job destruction for sectors trading with the rest of the world. We also establish that sectors with more trade to CIS countries have a smaller job destruction rate. The positive effect of openness for EU trade does not disappear when the index is interacted with the real exchange rate.
Finally, net employment growth occurs in sectors that maintain strong trade ties in the CIS area.
VI. Conclusions
To follow 
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