We continue the study started by the first author of the semiclassical Kac Operator. This kind of operator has been obtained for example by M. Kac as he was studying a 2D spin lattice by the so-called "transfer operator method". We are interested here in the thermodynamical limit Λ(h) of the ground state energy of this operator. For Kac's spin model, Λ(h) is the free energy per spin, and the semiclassical regime corresponds to the mean-field approximation. Under suitable assumptions, which are satisfied by many examples comming from statistical mechanics, we construct a formal asymptotic expansion for Λ(h) in powers of h, from which we derive precise estimates. We work in the setting of standard functions introduced by J. Sjöstrand for the study of similar questions in the case of Schrödinger operators.
Introduction
We study here the spectral properties of a class of integral operators, often called Kac operators or transfer operators. These operators appear in particular in statistical mechanics, for example when studying gaussian-like measures exp(−Φ(x))dx by the so-called transfer matrix method (see e.g. [Pa] or [He4, Section 6] ). As already noticed in the case of the Ising spin model, it appears indeed that thermodynamical properties of some statistical systems can be described in terms of spectral quantities attached to a transfer operator (a matrix in the Ising case). Let us for example describe briefly the case of a spin model introduced by M. Kac (see [Ka] , Section 7).
We write Λ m,n = {1, . . . , n} × (Z/mZ) and we consider the following Hamiltonian E n,m for a configuration of spins σ ∈ {−1, 1} Λn,m :
E n,m (σ) = P,P ′ ∈Λn,m w P,P ′ σ P σ P ′ , where, with P = (k, l), P ′ = (k ′ , l ′ ) ∈ Λ n,m , w P,P ′ = 0 if P = P ′ , γe
To make it short, M. Kac considers a nearest neighbor interaction between rows, with an exponential decay with respect to the distance between columns. The constant γ is positive, and measures the rate of decay of the interaction. The regime γ → 0 corresponds to the so-called mean field approximation.
Defining as usual (see for example [El] ) the partition function Z n,m as What is certainly more challenging is that phase transitions may also be seen looking at the behavior of ratio µ as m → +∞. Indeed this quantity is directly related to the correlation function between two spins in the same row (see [Ka, Section 7] ). Note that T. Bodineau has obtained in [Bo] a positive answer to a conjecture of M. Kac, concerning the existence of phase transitions for this model, without following this spectral strategy.
Our concern in this paper is the semiclassical Kac operator 2) that is the operator on L 2 (R m ) whose kernel is
As the reader will see, most of our intermediate statements and constructions will be of local nature. However to fix the ideas, we will suppose that V (m) can be written as
v(x j ) + w(x j − x j+1 ), (1.4) and we will work under the following general assumptions.
(H1) The functions v and w are non-negative C ∞ functions on R.
(H2) The function w is convex, and -either w ′′ is bounded,
-or there exists a > 1 such that w(s) ≤ (1 + |s|) a .
(H3) There exist R > 0, b ≥ 0 when w ′′ is bounded or b > max(a − 2, 0), and C > 0 such that |s| ≥ R ⇒ v ′′ (s) ≥ C|s| b .
Example 1.1 The function V (m) (x) = j∈Z/mZ x 2 j + J(x j − x j+1 ) 2 , where J is a positive constant, satisfies these assumptions. This also true for Kac's potential given in (1.1).
Under these assumptions, the operator K (m) (h) is compact with positive kernel, and throughout the paper, we will denote by µ
1 (h) its highest eigenvalue. It has been shown by J. Bellissard and R. Høegh-Krohn (see Section 6] , [Ru] , or [He-Sj] , [He3] where a control on the speed of convergence is given for Kac-like potentials) , that, when (H1), (H2) and (H3) hold, the following thermodynamical limit Λ(h) exists. Here we study the behavior of Λ(h) as h → 0, and more precisely we want to obtain an asymptotic expansion for Λ(h) in powers of h.
We would like to mention that another asymptotical regime (the low temperature limit) for this kind of operator is studied in a recent paper [Mø1] by J. Møller. Both that work and the present one have been initiated in [He5] , and follow a strategy which has been successfully used in [Sj1] , [He-Sj] , [So] in the case of Schrödinger operators, and in [Sj1] (at least implicitly, as a technical tool) , [He2] for Laplace integrals:
1. For each fixed m, achieve a WKB-type construction for the first eigenfunction and the logarithm of the corresponding eigenvalue:
2. Show that for each j the sequence (F (m) j /m) m converges towards a certain Λ j .
3. Show that Λ(h) does indeed have j≥0 Λ j h j as an asymptotic expansion as h → 0.
Of course, there is little hope (but may be in the convex case, where J. Møller have announced encouraging statements (see [Mø2] )) that a WKB-type construction can be achieved globally. On the other hand, the first author has shown in [He1] , using h-pseudodifferential techniques, that, when the dimension is fixed, the eigenfunctions of Kac's operators are localized near the minima of V . Thus we can hope that a WKB-type construction for the first eigenfunction inside a small neighborhood of a minimum of V will be relevant for the determination of Λ(h).
This local construction has been performed in [He5] , and it was also shown that the sequences (F (m) j /m) m are bounded. We describe carefully these constructions in Section 3, and we complete the second step of the program above in Section 4. In Section 5, we attack the third step, but complete it only for what concerns a Kac operator localized to the vicinity Ω of the minimum of V where we are able to perform the WKB constructions. We provide also an upper bound for Λ(h) in terms of the Λ j 's, and we hope to come back soon to the question of getting a lower bound. What is missing here is a way to compare the localized Λ Ω (h) to the global one.
Our study will strongly rely on the notion of standard functions, which has been introduced by J. Sjöstrand in [Sj3] for the study of Schrödinger operators in high dimension. We recall in Section 2 their definitions and some of their properties.
These results have been announced at the conference: "Journées Equations aux Dérivées Partielles, Nantes, June 2000" (cf. [He-Ra] ).
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Standard functions
The notion of standard function is due to J. Sjöstrand. It has been introduced in [Sj3] in order to replace the assumptions of analyticity used in [Sj1] for the study of Schrödinger operators with potential wells as the dimension goes to infinity. The estimates below corresponds indeed exactly to the estimates deduced from Cauchy's inequalities which are relevant in [Sj1] .
We begin with some notations. For x ∈ R m and for p ∈ [1, +∞[, we shall write
is an open subset of R m , we will write Ω = (Ω (m) ) m . Most often we will be concerned with
or more generally with an Ω = (Ω (m) ) m such that, for some 0 < R 1 < R 2 , and any m B (m)
It will also be convenient to use tensorial notations for successive gradients of a real-valued C ∞ function f on R m . For k ≥ 2, we define by induction
where u 1 , . . . , u k are vectors in R m . Notice that all our tensors are symmetric.
S k 0 -functions
Let Ω = (Ω (m) ) be a sequence of open sets as in (2.1).
The important point here is of course that the constants C k in (2.2) are independent of m. Notice also that there is no assumption on a itself, but only on its derivatives (k ≥ 1).
Notation 2.2 For k ∈ N * and p ∈ [1, +∞], we will denote by I k (p) the set
k , we will also write for short
where, for u in R m , u(j) is the j-th component of the u. With Ω = B ∞ (0, R) and for C k = sup |s|≤R |f (k) (s)|, we get, using the multilinear Hölder inequality,
. This is obviously still true for any Ω satisfying (2.1).
The function a belongs to S 0 (Ω) for any Ω satisfying (2.1).
We will also meet successive gradients of functions from R m to R or directly mappings from R m to (R m ) k0 for some k 0 ∈ N * , in particular vector fields or change of variable (k 0 = 1). We will need the following definition.
Notice that the estimates (2.3) are precisely those one gets for 
Then the set R (m) defined by
satisfies the above properties.
Definition 2.7 We denote by R the set of sequences ρ = (ρ (m) ) m where ρ (m) belongs to R (m) . The elements of R will be called weights.
From now on, we work with a fixed set of weights R and we will denote by ℓ and ρ ∈ R (m) , given by
Hölder's inequality shows that the dual space of ℓ
The notion of S 0 R -function is only a slight modification of that of an S 0 -function.
Notation 2.9 For k ∈ N * and ρ ∈ R, we will denote by R k (ρ) the set
We have a corresponding definition for S k0 R -functions.
for any (p, p ′ ) ∈ I k0+k (1) and for any (ρ, ρ ′ ) ∈ R k0+k (1).
2.3 One-parameter families of S k 0
R -functions
As often in statistical mechanics, we will prove our results by comparison with a case for which the analyzis is staightforward. This will lead us to introduce an interpolating family which will depend on a parameter θ ∈ [0, 1]. In order to have a precise control on this family with respect to the parameter θ, the following definition of one-parameter families of S 0 R -functions will be quite useful.
Let R be a fixed set of weights, and σ = (σ (m) ) ∈ R be such that
for any (p, p ′ ) ∈ I k0+k (1) and for any (ρ, ρ ′ ) ∈ R k0+k (1/σ ℓ ).
To make it short, we impose that the functions of the family are S 0 R -functions uniformly with respect to θ, as well as their derivatives with respect to θ, for which moreover we ask for a gain of σ in the estimates.
At last, we also need the notion of one-parameter families of S k0 R -functions.
It might be useful to note already the two following consequences of our definitions, since this will be the main way they enter in our proofs. In the case of one-parameter families of S 1 -functions, identifying the dual of ℓ 9) where p ∈ I k (p ′ ) and ρ ∈ R k (ρ/σ ℓ ), with ℓ = 0, 1. One can also identify S 2 -functions with (sequences of) linear operators on R m . In this particular case, (2.8) may be read as follows:
where (p, q 1 ) ∈ I k+1 (q 2 ) and (ρ, τ 1 ) ∈ R k+1 (τ 2 /σ ℓ ), with ℓ = 0, 1.
Differential calculus for S-functions
These standard function classes inherit a very natural calculus. We recall here some of the properties of one-parameter families of S-functions that we will need later on. Most of them can be found in Sjöstrand's original paper [Sj3] .
We will need the following elementary lemma from [Sj1] at many places.
In particular, using this lemma, we obtain the following basic result.
Proof: Notice first that, for any ℓ ∈ {0, 1} and any k ∈ N * ,
Thus, for any (u 1 , . . . , u k ) ∈ (R m ) k , we get, with Lemma 2.13,
Now, for any v ∈ R m , and since b ∈ S k0 R,σ , we have
Taking v ∈ R m with |v| ∞ = |v| ∞,1 = 1, it follows from the standardness of
) the sequence of functions given by
Proof: It is easy to check by induction that, for any (
for some constants c k α which do not depend on the dimension m.
For ℓ ∈ {0, 1}, we get, for any (
(2.12) Let us begin with the terms where ℓ 0 = 0. Using the standardness of a we have
Using the standardness of b, in particular as given in (2.9), we obtain
For the term where ℓ 0 = 1 (it occurs only when ℓ = 1), we notice first that
Thus we have
Eventually, with (2.13) and (2.14), we obtain that for any (p, p ′ ) ∈ I k+k0 (1) and
where the constant C k,ℓ is independent of m,p, p ′ , ρ and ρ ′ .
Proposition 2.16 Suppose a and b are two
Proof: We denote by G j k the set of permutations α of {1, . . . , k} such that α(1) < α(2) . . . < α(j) and α(j + 1) < . . . < α(k). We have, for any ℓ ∈ {0, 1},
(2.15) Using Hölder's inequality, we get for any (
Using the standardness of a and b we obtain
in the above inequality, and we obtain
and this shows that (
is also a S 0 R,σ -function. The following proposition shows that the function
is then also a S 0 R,σ -function.
Proposition 2.17 Suppose a and b are two
Proof: We use the notations of the proof of Proposition 2.16. For any k ≥ 1 and any ℓ ∈ {0, 1}, we have, with (2.15),
Let us, for brevity, denote by a ℓ1,j,α , b ℓ2,k−j,α the general term in the above sum. Thanks to Lemma 2.13 we have
Now, since a and b are S 2 -functions, we get as in the proof of Proposition 2.16, with (2.10),
for any p ∈ I k (1) and any ρ ∈ R k (1/σ ℓ ). We obtain the Proposition by summing these estimates for all j, α and ℓ 1 , ℓ 2 .
is defined on ] − T, T [. Moreover for any t ∈] − T, T [, and any 0 < R ′ < R, the
depends only on the upper bound for v (m) on the closed ballB
Since v is 1-standard, this bound can be chosen independently of m, and this proves the first part of the proposition.
In order to show the 1-standardness of Φ t : B (m)
we start with the definition of the flow:
(2.16)
We will write for short, for k ∈ N and ℓ ∈ {0, 1},
Differentiating (2.16) we get We shall prove the proposition by induction on k.
-For k = 1, Equation (2.18) reads:
(2.19) When ℓ = 0, we have ℓ 0 = ℓ 1 = 0 and, since v is S 1 , by (2.9),
we obtain by Gronwall's lemma
When ℓ = 1, Equation (2.19) gives:
Then, using the standardness of v (see again (2.9)), we obtain:
where τ = ρ/σ. Using now (2.20), Gronwall's lemma gives:
-Suppose now k ≥ 2, and that, for all j < k and for any ℓ ∈ {0, 1}, the required estimates for ∂ ℓ θ ∇ j Φ t (x) are true. There are two kinds of terms in the right hand side of (2.18):
-Those where all the α i are strictly less than k.
They are controlled thanks to the induction hypothesis.
-Those where one of the α i is equal to k.
Then necessarily j = 1 and the only term of this type is
As when k = 1, we have to treat successively the cases where ℓ = 0 and ℓ = 1, and the proof runs exactly the same way.
We end this section with the key property that will enable us to solve the transport equations appearing in Section 3 within the class of S-functions.
by Proposition 2.18) satisfies the following estimates of 1-standardness:
22)
for any p in I k (p), and any ρ in R k (1/σ ℓ ).
Then the Cauchy problem
Proof: We know, by Proposition 2.15, that the sequence
is a S 1 R,σ -function. Moreover, using (2.12), we obtain the following estimates.
where
Then, thanks to the standardness of g, we get
for any (q 1 , . . . , q j ) ∈ I j (1) and any (τ 1 , . . . , τ j ) ∈ I j (1/σ l0 ). Now, using the assumption (2.22), we obtain:
At last, choosing the q and τ suitably (as in the proof of Proposition 2.15), we obtain, for some constantC > 0 independent of m, 24) for any p ∈ I k (1) and ρ ∈ R k (1/σ ℓ ).
Since we know, by the estimates (2.24), that this integral converges and that we can differentiate under the integral sum, it is immediately clear that the solution of the Cauchy problem (2.23) is
where we also use the fact that g(0) = 0. We obtain that f = (f (m) ) is a S 
WKB constructions
In order to study the thermodynamical limit of µ (m) 1 (h), we need to reconsider now the formal WKB construction given in [He5] for the ground state of Kac's operator. Notice however that the formulas here are slightly different, since as the reader will see, we find it more convenient to use only derivatives with respect to y.
We recall from the introduction that our aim here is to get a semiclassical expansion for − ln µ 
and we suppose that the assumptions (H1), (H2) and (H3) hold. Then V (m) has a global minimum, and in order to fix the ideas, we make the following further assumption.
(H4) For each m, the function V (m) presents a non-degenerate minimum at 0, with V (m) (0) = 0.
We want to construct locally near 0 ("in a neighborhood of the well") a WKB expansion for the eigenfunction associated to µ
1 (h). Since the highest eigenfunction can be chosen positive (by Krein-Rutman's Theorem), we put
and we want
It is then natural to write also
and (3.2) gives as a starting point the equation
Since we know from [He1] that there is a localization at the minimum of V , at least in fixed dimension, we treat the left hand side as a Laplace integral near 0. We are interested here only on formal expansions in h, and we will use in fact a formal Laplace method. We suppose that φ (m) and F (m) are given by formal asymptotic expansions:
and we look for a formal change of variable y → z (m) (x, y; h) which allows us to compute the left hand side of (3.3) as
It is convenient to search for a map z (m) of the form
where we can also impose that, for any x,
Taking the Jacobian into account, we get the following equation
We want to consider this equality between asymptotic expansions term by term. For the expansion of ln det(∇ 2 yy f (m) (x, y; h)), we will use the following lemma.
has an asymptotic expansion as h → 0, and the coefficient L k of h k in this expansion only depends on the M j 's for j ≤ k. More precisely one has L 0 = ln det M 0 , and, for k ≥ 1:
so what we really have to do is to compute the asymptotic expansion of ln M (h), which is well-known to exist. Thus it is sufficient to work at the level of formal series in h. We write
and we note for brevity
Since we have
we obtain
where the L k 's are those given in the lemma.
The following direct consequence of this lemma will be also useful. If we denote by M N (h) the following finite sum,
we see immediately that, since this quantity vanishes to the N -th order, we have
(3.8)
Going back to the study of (3.7), we use Lemma 3.1 for
We will see (cf. Equation (T 0 ) below) that
(3.9)
1. The h −2 term.
We need |∇ y f 2. The h −1 term.
We must have φ
Notice that at this point neither φ are known. However differentiating (T 1 ) with respect to y and choosing y = x gives also
3. The h 0 term.
Equation (3.7) gives
0 (x, y) = −m ln 2, so that we must have
• Take now y = x in (T 2 ). We get
, and with (T
The reader may recognize here again the usual eikonal equation that one obtains for example in the WKB construction of a solution for a Schrödinger equation. The solution of this equation within the class of S-functions is due to J.Sjöstrand (see [Sj1, 2] , and also [He-Sj] ). Here follow the assumptions:
(A2) V (0) = ∇V (0) = 0 and there exist two constants r 0 > r 1 > 0, a diagonal matrix D such that D > r 0 , and such that, for any p ∈ [1, +∞]:
Notice that (A2) implies (H4). A necessary condition for (T ′
2 ) to have a solution is then of course F 0 = 0, and this condition is also sufficient as can be seen from the following theorem. 2 ) with φ 0 (0) = 0. Moreover, the flow Φ t of the vector field ∇φ 0 is defined on the whole negative real axis, and satisfies the following estimates of 1-standardness. There is a constant C > 0 such that, for all t < 0,
10)
for any p ∈ I k (p).
From now on, we let φ 0 = (φ (m) 0 ) be the function in S 0 (B ∞ (0, R 0 )) given by the above theorem. Then (T 1 ), together with the normalization condition (3.6) give, for each m, the following Cauchy problem
The following proposition enables us to solve this problem in the S 0 -function class.
has a unique smooth solution f (m) . Moreover the sequence f = (f (m) ) belongs to S 0 (B ∞ (0, R) × B ∞ (0, R)).
Proof: First we perform the following S 1 -change of variable:
Then we are left with the following (sequence of) Cauchy problem(s):
The control of the derivatives with respect to u is straightforward, since it only appears now as a parameter. On the other hand the flow of v, ∇ v is v → e t v, so that we can use Proposition 2.19 to control the derivatives with respect to v.
We can apply this proposition to the equation (3.11), since the sequence of
We will denote by f 1 = (f
) the unique S 0 (B ∞ (0, R 0 ) × B ∞ (0, R 0 ))-function which satisfies (3.11).
• For later needs, let us differentiate (T 2 ) with respect to y and choose y = x. We get
4. The h 1 term. Equation (3.7) gives now
• Taking again y = x in (T 3 ), we obtain
, and, together with (T
In particular for x = 0, and because ∇φ 
Notice in particular that e At last we go back to (T 2 ), that we can write:
1 (x, y),
(3.14)
This equation is exactly of the same type than Equation (3.11) for
Then Proposition 3.3 shows that (3.14) has a unique smooth solution f (m) 2 for each m, and that moreover f 2 = (f
• Again for later needs, we differentiate (T 3 ) with respect to y and choose y = x. This gives:
We need
• We choose y = x in (T 4 ). We obtain
, and using also (T ′′ 1 ), we obtain:
2 )(x, x) .
In particular for x = 0, and because ∇φ (m) 0 (0) = 0, we get:
is known, and (T 
2 ) is an S 0 -function, we obtain, with Proposition 3.3, and under the normalization (3.6), a unique
).
• We differentiate (T 2 ) with respect to y and choose y = x. We get:
6. The general term.
The procedure giving the φ are also well-defined for j ≤ k − 1. We also have at our disposal the equation
We also have the equation (T ′′ k+1 ) which relates ∇φ
• We choose y = x in (T k+2 ) and get
k+1 (x, x) by an expression where the only unknown is ∇φ 
where e that we have already determined: 19) and (T ′ k+2 ) together with the normalization condition φ (m)
At last (T k+1 ) gives the following transport equation for f
(3.20)
We know from Proposition 3.3 that this equation, together with the normalization condition (3.6), can be solved uniquely in the S 0 -function class.
Summing up the results of this section we can state the Theorem 3.5 Suppose V = (V (m) ) satisfies assumptions (A1) and (A2) for some R > 0. Then there exists an 0 < R 0 < R, and for each m a unique sequence of real numbers (F
3. Equation (3.7) holds at the level of asymptotic expansions in h.
Moreover for each j, the function φ j = (φ
As an immediate consequence we have the 
With Lemma 2.13 we have first, for any (
But since all the f j 's are standard, there exists for any j a constant C j > 0, independent of (x, y) and m such that
Thus for someC k > 0 independent of (x, y) and m, we have
The standardness of the f j 's ensures the existence of constants
and the corollary follows easily.
As the reader may have noticed, we have only used in this section the notion S-functions without parameter. The full machinery of one-parameter families of S-functions will be an essential tool in the next section.
A formal asymptotic expansion
So far we have proved that the sequences (F (m) k /m) m are bounded as m → ∞, and we want now to show that they converge. We recall from the introduction that the potentials we have in mind can be written as
and our study will now strongly rely on this particular form.
Let us first consider the case where w = 0 (no interaction). For each fixed n we write (V
Then, and because we have uniqueness at each step of the procedure, it is straightforward that if we denote by f
and F (m,n) k the objects which were defined in Section 3 but now for the standard potential
But when w = 0, we get immediately
It is then immediatly clear that
When w is not identically 0, (4.3) does not hold anymore, but
and we can hope that the analysis will not be too different from the previous nointeraction case. We introduce a sequence of one-parameter family of standard potentials (V n,θ ) n where V n,θ is defined for θ ∈ [0, 1] by:
and we want to obtain the result for the case with interaction (θ = 1) by a deformation argument starting from the case with partial decoupling (θ = 0). Notice that
Our first task is to go back to the WKB constructions of Section 3 for this sequence of one-parameter family of S 0 -potential (V n,θ ). Here follow our precise assumptions.
Let α be a positive number. For each n ∈ N, omitting explicit reference to α, we let
and
We denote by σ n the weight in R n defined by
We shall suppose that the potential V satisfies the following assumptions for some α > 0.
. Moreover the constants in the estimates of standardness (see (2.7)) can be chosen independent of n.
(B2) For all θ ∈ [0, 1] and any n, V n,θ (0) = ∇V n,θ (0) = 0. Moreover there exist two constants r 0 > r 1 > 0 such that for all θ ∈ [0, 1] and any n there is a diagonal matrix D n,θ such that D n,θ > r 0 and for any p ∈ [1, +∞], any ρ ∈ R n :
Notice that for n = 0 these assumptions coincide with (A1) and (A2) in Section 3. We would like to mention that, even if it is not immediately clear, the assumptions above fit perfectly within the general framework of one-parameter families of S-functions. Indeed what we are dealing with, is a family
with the corresponding properties each time we split p into m + n. We have prefered this presentation since we find it slightly more transparent. The price we have to pay is that we have to specify, at each step, that "all the constants are also independent of n".
First we have the following refined version of Theorem 3.2 (see [Sj1, 2] and [HeSj] ).
Theorem 4.1 Suppose the assumptions (B1) and (B2) are satisfied. There exists a positive constant R 0 ≤ R and for each n a unique non-negative function
Moreover, the flow Φ t,n of the vector field ∇φ 0,n is defined on the whole negative real axis, and satisfies the following estimates of uniform 1-standardness.
There exists a constant C > 0, such that, for all t < 0,
Then, as in Section 3, and using the results of Section 2 in their full generality, we obtain uniform estimates of standardness for all the functions we have defined there.
Theorem 4.2 Let us suppose that the assumptions (B1) and (B2) are satisfied. Let also R 0 > 0 be the real number defined in Theorem 4.1. Then for each k ∈ N, the sequence of functions (f
Now we add an assumption about the isotropy of the interaction which is natural in the framework of statistical mechanics:
(B3) For all m, and for all x = (x 1 , x 2 , . . . ,
When the assumptions (H1), (H2) and (H3) hold, the first eigenfunction of Kac's operator, is simple since K (m) (h) is a compact operator with positive kernel. If morever we assume (B3), this first eigenfunction must have the same invariance property. Thus we can search for a function u wkb (x, h) = exp(−φ(x; h)/h) having also this property. Then the f n,1,k (in fact those written in Section 3) are also invariant by circular shift of the coordinates. This fact is an easy consequence of the uniqueness established in Theorem 3.5. We are now able to prove our main result. Theorem 4.3 Let us suppose that the assumptions (B1), (B2) and (B3) are satisfied. Then for any k ≥ 1, the sequence (F (m) k /m) converges. Moreover, denoting by Λ k its limit, there exists a constant C k > 0 such that
Proof: We recall from Corollary 3.6 that:
n,θ,j (0, 0).
Let us treat the D k 's. Under the assumption (B3), we have first
for any i ∈ {1, . . . , m}. Since each f n,θ,j is an S R,σn -function uniformly with respect to n, we also have,
for some constant A j independent of m and n. Integrating with respect to θ ∈ [0, 1] we get
Using again the uniform standardness of the f (m) n,θ,j , we obtain that for some constant C > 0 independent of m and n, since σ
We can choose now any i ≤ n. To get the optimal error bound, we pick i = [n/2], and we obtain
This shows that (D (n) k /n) n is a Cauchy sequence and, denoting by ∆ k its limit, we have
The other term L k can be handled with similar arguments (see the proof of Corollary 3.6).
It is of course essential to provide examples of potentials which satisfies the assumptions of the theorem. Though we have not check all the details, we believe that this is the case for many potentials appearing in spin models (as, for example, those described in [He4, Section 2]). In any case, it is true for the two examples of potentials we gave in the introduction.
Example 4.4 The two potentials given in Example 1.1 satisfy (B1), (B2) and (B3). The verification is easy for
and a complete proof for Kac's potential can be found in [He-Sj, Section 6].
Estimates for the thermodynamic limit
We now want to obtain estimates on the thermodynamic limit
We follow a classical procedure. Starting from the formal WKB solution, we can define approximate solutions considering finite sums. For each N ∈ N, we let u N be the function defined on Ω = B ∞ (0, R 0 ) by
and the φ j 's are the S 0 -functions we have defined on B ∞ (0, R 0 ) in Section 3. We introduce also
where the
) are the sequences of real numbers we have defined in Section 3.
With the min-max principle, it is immediately clear that, since µ
Here we have denoted by K Ω (m) (h) the restriction of the operator
Estimating the right-hand side from below, and letting m → ∞, we obtain the following result.
Proposition 5.1 Let us suppose that the assumptions (H1), (H2), (H3) and (B1), (B2), (B3) hold. Then there exists an h 0 > 0 such that, for any N ∈ N, there is a constant C N > 0 such that,
Proof: For N in N * , we denote by f N the S 0 -function given by
where the f j 's are defined in Section 3. We consider the linear combination of equations (T 0 ) to (T N+1 ) (see Section 3), which is obtained multiplying (T j ) by h j−2 . This reads This estimate is a direct consequence of Lemma 3.1 through Equation (3.8), and of the standardness of the f j 's. Here,Ω(x, h) is the image of Ω under the map y → z(x, y, h). Notice that, for any h small enough, this map z is a C 1 -diffeomorphism in B ∞ (0, R 0 ) since det ∇ 2 yy f N+1 (x, y, h)
Then, using Lemma 2.13 and (5.5), we get (5.6) since
for some C N > 0 independent of m.
We have proved that, for some constantC N > 0, We will obtain a lower bound for the inner integral if we integrate on a ball B ∞ (0, r) contained in all the Ω(x, h) for x ∈ Ω and h small enough. That such a ball exists follows easily from the uniform estimates on z and z −1 we have mentioned above (see (5.5)). With that choice of domain we get, for some ε > 0, (K Ω (m) It would be quite natural that a similar lower bound held for the thermodynamic limit, at least when the potential V is globally convex. At this time however we were not able to get such a result. To begin with, we will give a lower bound for the localized operator K Ω (m) as defined in (5.2), where Ω is the neighborhood of the origin where we have been able to construct our WKB solution.
Let us recall that the highest eigenvalue µ (m) 1 (h) of the positive, compact operator K Ω (m) is precisely its L 2 norm (this is part of the Krein-Rutman theorem). We will use the following version of Schur's lemma, that can be proved along the same lines.
Proposition 5.2 Let U be an open bounded set in R m , and u a nowhere vanishing smooth function on U . Let also K be an integral operator on L 2 (R m ), whose kernel is k. Then
|k(x, y)|dy.
Now let Λ Ω (h) be the thermodynamic limit of the first eigenvalue µ 1,Ω (m) (h) of the operator K Ω (m) (h):
Λ Ω (h) = − lim m→∞ ln µ 1,Ω (m) (h) m .
With the above lemma, and mimicking the proof of Proposition 5.1, we obtain the following result. Let us finaly notice that Proposition 5.1 and Proposition 5.3 together, give that the localized thermodynamic limit Λ Ω (h) does have an asymptotic expansion
We would like of course to prove such a result for the global thermodynamic limit Λ(h). As we already mentionned in the introduction, one way would be to have a global WKB construction (cf. [Mø2] ), but this surely excludes non-convex situations. Another way would be to adapt the localization arguments from [Sj1, Section 5] for Schrödinger operators, or from [He2] for Laplace integrals.
