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Capítulo 3
CARACTERÍSTICAS DE LAS DISTRIBUCIONES DE FRECUENCIAS
1. CARACTERÍSTICAS DE UNA DISTRIBUCIÓN UNIVARIANTE
Hasta ahora hemos utilizado representaciones gráficas para explicar los fenómenos y 
para realizar comparaciones entre las distribuciones de frecuencias.
Con las gráficas podemos observar los rasgos principales de las distribuciones: la tendencia 
(central) o posición, la variación y la forma de un manera aproximada pero nunca exacta.
Ahora vamos a hacer lo mismo pero utilizando mecanismos más compactos y más 
precisos que las técnicas gráficas. Para ello utilizaremos medidas o números índice que 
indican la tendencia central, variación y la forma de una distribución.
Con todo ello podremos diferenciar las distribuciones y precisar mejor los aspectos en 
que se asemejan y diferencian las distribuciones de frecuencias.
2. MEDIDAS DE TENDENCIA CENTRAL DE UNA DISTRIBUCIÓN. POSICIÓN
La posición o “tendencia central” de una distribución, se refiere al lugar donde se centra 
un distribución particular en la escala de valores.
Hay tres tipos de medidas de tendencias central: Moda, Mediana, y Media y dentro de 
esta, nos encontramos tres más: Media Geométrica, Media Armónica y Media Cuadrática.
2.1. MODA.
Se define la Moda, como el valor que se presenta u ocurre con mayor frecuencia. Es 
decir la Moda es el valor más común de una distribución. La moda puede no existir en 
una distribución determinada o bien puede ser única. En una representación gráfica, la 
Moda será el rectángulo más alto, en el caso de un histograma o el pico más alto en el 
caso de un polígono.
Grupo a 2 3 3 3 5 5 N=6
Grupo b 2 2 4 5 5 6 N=6
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En el ejemplo anterior, vemos que la Moda en el grupo a es el valor 3, es el valor que 
más se repite en la distribución. Mientras que en el grupo b, tenemos dos Modas, el 
valor 2 y el 5.
Si aparecen varias modas, se llamará MULTIMODAL, si solo se observan dos, se llamará 
BIMODAL, y por último, si sólo observamos una moda será UNIMODAL.
Cuando los datos están agrupados en intervalos, a la clase (intervalo) que contiene la 
moda, se llama CLASE MODAL. La moda será el punto intermedio de esa clase modal.
Intervalos fi
De 9 a 11 6
7 a 8 10
4 a 6 15
1 a 3 4
TOTAL N=35
Con variables nominales la moda es la categoría con mayor frecuencia.
Con variables ordinales, la moda es el valor ordinal con mayor frecuencia.
La moda tiene la virtud de ser fácilmente reconocible por simple inspección, por lo 
que se utiliza como el índice más rápido y directo para determinar la posición de una 
distribución, pero tiene el inconveniente de no ser necesariamente única.
2.2. MEDIANA.
La mediana es el punto o valor numérico que deja por debajo (y por encima) a la mitad 
de las puntuaciones de una distribución, ósea, el 50% de valores.
CLASE MODAL
LA MODA SERÁ EL PUNTO 
INTERMEDIO DE ESTA 
CLASE = 5
FRECUENCIA
QUE MÁS SE REPITE
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Si el número de puntuaciones es impar, el valor de la mediana, es el valor que queda 
en el centro exactamente. De esta forma, la mediana se calcula de la siguiente forma:
Ejem: 5 6 7 8 9 N=5
La mediana corresponderá a la puntuación que se encuentra en la 3ª posición de la 
distribución que hemos tomado como ejemplo.
En el caso de que la distribuciones de puntuaciones fuera par, tendríamos que coger 
las dos puntuaciones centrales, sumarlas y dividirlas entre dos.
Ejem: 10 15 50 75 90 100 N=6
En este caso la mediana es un valor o puntuación que se encuentra entre las dos 
puntuaciones centrales de la distribución y se obtiene mediante esta operación y cuyo 
resultado da exactamente el valor de la mediana.
Cuando las distribuciones que utilizamos vienen agrupadas por intervalos, se calcula 
bajo el supuesto que los casos del intervalo que contiene la mediana se distribuyen 
homogeniamente (si tenemos 4 casos, cada un de ellos ocupará la cuarta parte del 
mismo).
De esta forma tenemos la siguiente ecuación para calcular la mediana en el caso de 
distribuciones agrupadas por intervalos:
N+1
2
50+75
2
5+1
125
3
62,5
K=
Md =
=
=
=
=
2
2
lim inf ·  W
·  N - F
1
Md = +
fmd( )
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Intervalos fi
Frec. 
Acumulada
F
Límites 
Reales
Amplitud
De 32 a 36 18 88 31,5 - 36,5 5
27 a 31 21 70 26,5 - 31,5 5
22 a 26 26 49 21,5 - 26,5 5
17 a 21 15 23 16,5 - 21,5 5
12 a 16 8 8 11,5 - 16,5 5
TOTAL N=88
Con esta distribución, vamos a calcular la mediana y teniendo en cuenta que la distribución 
viene organizada por intervalos. El número de caso por debajo de la mediana son: N/2, 
ósea, 88/2=44.
El intervalo que contiene la mediana será aquel cuya frecuencia acumulada está más 
próxima a 44 y en el ejemplo que tenemos, será el intervalo de 22 a 26: su frecuencia 
es 49 y es el valor más cercano a 44. Sustituimos en la ecuación y calculamos cual es 
el valor intermedio de la distribución que deja por debajo de sí 44 valores o dicho de 
otra forma la mitad de las puntuaciones.
Tenemos por tanto, que, lim inf corresponde al limite inferior del intervalo o categoría 
que contiene la mediana; N corresponde al número total de casos; F (acum fmd) es 
la frecuencia acumulada del intervalo anterior ; fmd es la frecuencia del intervalo que 
contiene la mediana y por último W corresponde a la amplitud o distancia de la categoría 
que contiene la mediana. Con todo ello calculas el valor de la mediana.
lim inf ·  W
·  N - F
1
Md = +
fmd
2( )
21,5 ·  5 =  25,53
·  88 - 23
1
Md = +
26
2( )
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Por todo ello, queda claro que los valores de una distribución de frecuencias deben tener, 
como mínimo, un nivel de medición ordinal para que se pueda calcular la mediana, ya 
que el concepto de la misma implica dirección (puntuaciones por arriba y por debajo). 
Ahora bien, la mediana es un índice de posición que no presupone conocimiento de 
la distancia, excepto para el caso de la amplitud del intervalo en el que cae la mediana 
cuando tiene datos agrupados por intervalos (no pasa así con las variables nominales).
Esto quiere decir, que si utilizamos datos medidos a un nivel de intervalo, se pierde 
algo de información, al igual que ocurre si utilizamos la moda con tal tipo de datos. 
Esto constituye una ventaja de la mediana, ya que es poco influida por la existencia de 
valores extremos altos y erráticos, ya que es simplemente el punto que divide a todos 
los datos en dos mitades.
La mediana se podrá calcular aunque la categoría o intervalo máximo no tenga límite 
superior ni la categoría o intervalo mínimo no tenga el inferior, siempre y cuando, la 
media no caiga en estas categorías, lo que no suele ocurrir.
2.3. MEDIA ARITMÉTICA.
La media aritmética (común) es la suma de todas las puntuaciones de una distribución 
dividida por el número total de casos.
Es la medida más ampliamente utilizada, debido a que posee una serié de ventajas, es un 
buen ejemplo del uso de las razones como una forma valida para hacer comparaciones. 
De alguna forma realizamos una estandarización, esto permite hacer comparaciones de 
medias de grupos de diferente tamaño.
En el caso del calculo de la media, si nos encontraramos con el problema de las 
puntuaciones extremas. Las puntuaciones con valores más altos tendrán más peso en 
la distribución, contribuyen en mayor medida a la suma de las puntuaciones que los 
valores más bajos de la distribución.
Ejemplo a 2 2 4 6 8 14 20 56/7 X=8
Ejemplo b 2 2 4 6 8 14 30 66/7 X=9,4
X 1+X 2+.. .+X n
N
∑ Xi ∑ X
i=1
n
X= = =
N N
Socioestadística I
Capítulo 3. CARACTERÍTICAS DE LA DISTRIBUCIONES DE FRECUENCIAS
6
D P T O .  S O C I O L O G Í A  I   |   U n i v e r s i d a d  d e  A l i c a n t e
Se puede decir que la media es atraída por los valores extremos altos en un distribución 
y por esta razón se puede describir a la media como el “centro de gravedad” de las 
distribuciones de frecuencias.
En algunas ocasiones, interesa asociar a cada número o caso un factor o peso que 
depende de la importancia de cada uno de los números, esto es lo que llamamos 
MEDIA ARITMÉTICA PONDERADA.
Su calculo es aconsejado, cuando se pretende calcular la media en una distribución cuyos 
valores tienen diferente significado o importancia de cara al resultado final.
Por ejemplo, tenemos los resultados de tres exámenes que tienen diferente peso o 
importancia de cara a la nota final del alumno. La nota del primer ejercicio equivale a un 
20% de la nota total, el segundo ejercicio, lo mismo, corresponde a un 20% de la nota 
final y por último, el tercer ejercicio, corresponde al 60% de la nota final del alumno. Si 
el alumno a obtenido respectivamente la siguientes calificaciones (6, 5 y 7) ¿Cuál será 
la nota final del alumno?.
Cuando las datos se representan agrupados mediante una distribución de frecuencias, 
todos los valores caen dentro de unos intervalos de clase, que, a efectos de cálculo, se 
consideran coincidentes con los puntos medios de cada intervalo. En el caso que todos 
lo intervalos tengan la misma amplitud y siendo Xi el punto intermedio y f la frecuencia, 
Tendríamos la siguiente ecuación de la media aritmética de datos agrupados:
W 1X 1+W 2X 2+.. .+W nX n
(2 ·  6) + (2 ·  5) + (6 ·  7)
W 1+W 2+.. .+W n
2 + 2 + 6
∑ WX
12+10+42
X=
X=
=
= = 6,4
∑ W
10
fXi
N
X=
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Veamos un ejemplo con datos agrupados en intervalos:
Intervalos
Punto Medio
Xi
Frecuencia
f
De 22 a 26 24 18
17 a 21 19 21
12 a 16 14 26
7 a 11 9 15
2 a 6 4 8
TOTAL N=88
2.3.1. Tipos especiales de medias.
Existen otras medidas de tendencia central que son apropiadas para situaciones especiales, 
son más corrientes en las ciencias físicas:
La MEDIA GEOMÉTRICA de una serie N de números X 1, X 2, . . . , X n , es la raíz n-ésima 
del productos de los números.
La MEDIA ARMÓNICA es el número recíproco de la media aritmética de los recíprocos 
de los números.
24·18+19·21+14·26+9·15+4·8
88
1362
X  = = = 15,5
88
(X 1) (X 2) . . . (X n)
n
X= =
1 N
=X=
∑
i=1
n1
N
1
Xi
∑
i=1
n 1
Xi
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Y por último, tenemos la MEDIA CUADRÁTICA que es importante para el calculo 
de la varianza que veremos más adelante. Es un valor tal que su cuadrado es igual a la 
media aritmética de los cuadrados de los número.
2.4. Relación de comparación entre índices de Tendencia Central.
Comparando las características de una u otra medida (entre la media y la mediana), en 
muchos casos, podremos tomar una decisión sobre cuál de ellas resulta más apropiada 
a la hora de utilizarla.
La media utiliza más información que la mediana, puesto que en la media entran todas 
la puntuaciones que tenemos y en la mediana tan sólo las puntuaciones intermedias 
de la distribución.
La media queda afectada por los cambios en los valores extremos y esto no sucede 
cuando calculamos la mediana.
En principio, parece más interesante el uso de la media, porque utilizamos todos los 
valores de la distribución de frecuencias.
La media es una medida más estable que la mediana puesto que varia menos de una 
muestra a otra de la misma población. Esto en estadística inferencial es importante porque 
trabajamos con una muestra cuyos resultados se quieren extrapolar a la población a la 
que pertenece la muestra.
Cuando hablamos de distribuciones asimétricas es recomendable utilizar la mediana 
debido a que los casos extremos influyen menos y distorsiona la información. Cuando 
son más simétricas las distribuciones más parecida serán la media, la mediana y la moda.
En las distribuciones simétricas, la media y la mediana coinciden, mientras que las 
distribuciones asimétricas, las posiciones relativas de ambos índices varían según el sesgo 
de la asimetría, tal y como se observa en las siguientes figuras:
X 12+X 22+. . .+X n2
N
X=
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Este es el caso de distribuciones perfectamente simétricas, en el que la media y la mediana 
coinciden perfectamente, en cambio, las dos siguientes se tratan de distribuciones que 
están sesgadas hacia uno u otro lado, según los datos se agrupen hacia uno u otra lado 
de la distribución.
3. VARIACIÓN O DISPERSIÓN DE UNA DISTRIBUCIÓN
4. 
Mientras que las medidas de tendencia central o posición indican donde se sitúa un grupo 
de puntuaciones, los índices de variabilidad o dispersión, indican si esas puntuaciones 
son muy parecidas o muy distintas entre sí.
Por ejemplo, si tenemos esta tres distribuciones:
X Md
Ejemplo a 51 52 53 54 55 N=5 53 53
Ejemplo b 52 53 53 53 54 N=5 53 53
Ejemplo c 47 50 53 56 59 N=5 53 53
Si calculamos la media y la mediada de cada una de las distribuciones, obtenemos para 
las tres, la misma media y mediana en cada ejemplo (53), sin embargo, los tres grupos 
Md
X
M
od
a
M
ed
ia
na
M
ed
ia
M
od
a
M
ed
ia
na
M
ed
ia
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difieren entre sí en el grado de agrupamiento-dispersión de sus puntuaciones alrededor 
del valor medio. Sin hacer ningún calculo, podemos observar que el ejemplo c) es 
claramente más disperso que los otros dos ejemplos.
Existen diferentes formas de cálculo para la medición de la variabilidad de un grupo de 
puntuaciones distinguiéndose las diferentes formas de cálculo según se trate de datos 
nominales, ordinales o de intervalo. Con datos ordinales, se suele utilizar las mismas 
que con datos de intervalo.
Con medidas de intervalo se siguen dos procedimientos para obtener la variación o 
dispersión:
a. El recorrido o amplitud.
b. O se deriva la variación por medio de las diferencias que se producen entre las 
puntuaciones y un índice de tendencia central, la Desviación y Varianza.
3.1. RECORRIDO.
El recorrido o rango de un conjunto de números, es la diferencia entre el mayor y el 
menor de todos ellos.
La principal desventaja de esta medida es que sólo depende de los valores extremos 
y no tiene en cuenta los valores intermedios.
Para evitar precisamente esto, utilizamos el RECORRIDO INTERCUARTÍLICO o diferencia 
entre los cuartíles tercero y primero. Esto mejora la medida porque es más sensible a 
la propia concentración de los datos. Q3-Q1 (el Q3 deja el 75 por ciento de los datos, 
mientras que el Q1 deja el 25 por ciento de los datos por debajo de él). Por tanto el 
recorrido intercuartílico Q3-Q1 deja el 50 por ciento de los casos. En este recorrido de 
casos se encuentra la mayoría de las personas que analizamos.
A veces se utiliza como medida de dispersión el recorrido semi-intercuartílico o desviación 
cuartílica y que se obtiene de:
En ocasiones, también podemos utilizar el recorrido intercuartílico entre los percentiles 
10 y 90, tiene parecidas ventajas al recorrido entre los caurtíles.
Q3 - Q1
2
=Recorrido
semi-intercuartilico
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3.2. DESVIACIÓN MEDIA.
Es otra medida de dispersión y viene dada por la media aritmética de los valores absolutos 
de las desviaciones observadas a un determinado valor medio (DM).
Donde  es la media aritmética de los números dados y  |Xi - | es el valor absoluto 
de las desviaciones de los diferentes valores de X al valor medio .
Ejemplo: para calcular la desviación media de los números o conjunto de observaciones 
siguientes (2,4,6,8,10), se realizan los siguientes pasos:
1. Primero calculamos la media aritmética:
2. Segundo, calculamos la desviación media respecto a la media aritmética.
Si los números se presentan agrupados en frecuencias, la ecuación de la desviación 
media se representa de la siguiente manera:
Donde N=∑fi=∑f. Esta expresión es útil cuando se dispone de datos agrupados en donde 
los diferentes Xi representan los valores medios de clase y las fi las correspondientes 
frecuencias de clase.
N
DM=
∑ |X i   - X|
N N
DM= =∑ f i|X i   - | ∑ f |X   - |
5
= = 6
2+4+6+8+10
5
MD= = 
|2-6|+|4-6|+|6-6|+|8-6|+|10-6|
5 5
= = = 2,4
|-4|+|-2|+|0|+|2|+|4| 4+2+0+2+4
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3.3. DESVIACIÓN TÍPICA Y VARIANZA.
La Varianza y la Desviación Típica son medidas similares a la desviación media, en el 
sentido de que se basan en las diferencias existentes entre la media aritmética y cada 
puntuación, pero se diferencia de ella en que, en lugar de tomar el valor absoluto de 
tales desviaciones, se utiliza el cuadrado de las mismas.
La VARIANZA es simplemente el valor medio del cuadrado de las desviaciones de las 
puntuaciones a la media aritmética, mientras que la DESVIACIÓN TÍPICA es la raíz 
cuadrada de la varianza.
VARIANZA:
DESVIACIÓN TÍPICA:
Estas medidas si operan sobre datos muestrales se representa con las letras s2 y s, si los 
datos se refieren que provienen de una población la representación es σ2 y σ. Ejemplo:
Xi
Diferencias
Xi - (Xi - )
2
2 2-8=-6 36
2 2-8=-6 36
4 4-8=-4 16
6 6-8=-2 4
8 8-8=0 0
14 14-8=6 36
20 20-8=12 144
N=7 272
N
s2= ∑  (X i   - )
2
N
s2= ∑  (X i   - )
2
7
= 38,9=
272
= 8
N
s= =s2 ∑  (X i   - )
2
s = = =  6,2s2 38,9
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De momento el significado de estos valores, simplemente es que a mayor valor, mayor 
será la dispersión de las puntuaciones al rededor de la median aritmética. Normalmente 
no utilizaremos estás ecuaciones puesto que requieren un calculo adicional añadiendo 
una posible fuente más de error en el calculo. En tal caso, las ecuaciones necesarias serán:
1. Si los datos no están agrupados en intervalos:
Donde ∑X i2  es la suma de las puntaciones al cuadrado y (∑  X i)2 es el cuadrado de la 
suma de las puntuaciones. La desviación típica no varia, es la raíz cuadrada de la varianza.
En nuestro ejemplo será:
      ∑X i2 =720 y (∑X i)2/N= 448 y N=7
Xi Xi2
2 4
2 4
4 16
6 36
8 64
14 196
20 400
56 720
2. Cuando los datos vienen agrupados, se calcula del mismo modo pero utilizamos los 
puntos medios de clase y las correspondientes frecuencias.
N
s2 = 
∑  X i2   - (∑  X i)2/N
N
s2=
∑  f iX i2   - (∑ f i X i)2/N
7
s2= = 38,9
720   - 448
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Propiedades de las desviaciones típicas:
1. Si todos los valores de la distribución fueran iguales, las desviaciones de todos los 
datos al rededor de la media valen cero y este será el valor de la desviación típica.
2. Los valores extremos tiene mucho peso. Cuando la distribución tenga casos extremos, 
conviene utilizar la mediana o la desviación intercuartílica como mejor medida de 
dispersión.
Alguna veces resulta deseable comparar diversos grupos en relación a su relativa 
homogeneidad cuando los grupos tienen medias diferentes. En estos caso resulta 
conveniente la comparación de la desviación típica en relación a la media. En tal caso 
se puede obtener una medida de variabilidad relativa dividiendo la desviación típica por 
la media, lo que se denomina cociente de variabilidad (V).
3.3.1. Puntuación normalizada y referencias tipificadas.
Las puntuaciones normalizadas las utilizamos para comparar grupos. Una puntuación 
típica o normalizada es el número de unidades de desviación típica que un individuo 
queda por encima o por debajo de la media de su grupo y se representa con z.
En las puntuaciones normalizadas se elimina el efecto de la media (por sustracción) 
y se expresa la diferencia en unidades de desviación típica, al dividir por ella. Por esta 
razón, las cantidades de las puntuaciones normalizadas son adimensionales, esto es, son 
independientes de las unidades empleadas. Las propiedades de estas medidas son:  que 
la media de dichas puntuaciones es cero y su desviación típica vale la unidad. Y otra 
propiedad, es que la suma de los cuadrados de las puntuaciones z es igual al número 
de casos N. ∑  z2=N.
V=
s
x 100
s
z= (X i   - )
Socioestadística I
Capítulo 3. CARACTERÍTICAS DE LA DISTRIBUCIONES DE FRECUENCIAS
15
D P T O .  S O C I O L O G Í A  I   |   U n i v e r s i d a d  d e  A l i c a n t e
4. FORMAS DE UNA DISTRIBUCIÓN.
Podemos caracterizar una distribución con algún índice de tendencia central o de 
variabilidad, pero quedará mejor caracterizada si conocemos su grado de asimetría-
simetría y su apuntamiento.
4.1. Asimetría y apuntamiento. Características de la forma.
1. Por un lado tenemos los picos o puntas (modas). Si observamos un histograma 
o polígono de frecuencias, podemos observar estos picos o puntas que tiene la 
distribución. En el caso de un solo pico, se llamaría Unimodal y es aquella que tiene 
sólo una moda. Bimodal con dos puntas o modas y por último, Multimodal con más 
de dos puntas o modas.
2. Otra característica es observar la simetría. Si la mediana divide en dos parte iguales 
(dos áreas iguales) será la distribución simétrica cuando una de las áreas es igual que 
la otra. La mediana coincide con la media, si la distribución es unimodal, la moda 
coincide con la media y la mediana. Será asimétrica positiva cuando tenemos muchas 
puntuaciones bajas y pocas altas y por el contrario, será asimétrica negativa con pocas 
puntuaciones bajas y muchas altas. 
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3. Y por último, tenemos el grado de apuntamiento de los casos al rededor de un 
punto de la distribución. Es lo que llamamos CURTOSIS. Si hacemos referencia a una 
distribución simétrica y unimodal, nos podemos encontrar con:
 Mesocurtica: cuando la distribución de frecuencias presenta las puntuaciones más 
normalmente distribuidas, la curva no es muy apuntada ni achatada.
 Leptocurtica: aparece cuando presenta un apuntamiento relativo alto, es decir, cuando 
tiene una distribución de frecuencias altamente concentrada.
 Y por último, Platicurtica: si la distribución de frecuencias es más uniforme, la forma 
de la curva es más achatada.
Existen tres formas de curvas y que se denominan según la forma que adquieren y 
podemos clasificar en las siguientes:
1. La curva J: casi todos lo casos se encuentran concentrados en un extremo de la 
escala Y, y se representa con la siguiente forma.
Curva J
f
0
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2. Rectangular: es la distribución que tiene idénticas frecuencias en todas las categorías, 
de ahí que su representación gráfica sea una linea paralela al eje X.
3. Finalmente en forma de U otra curva que aparece con cierta frecuencia en los análisis 
estadísticos, curva que aparece en las distribuciones bimodales con las modas en 
ambos  extremos y un área de bajas frecuencias en el entro de la distribución.
4.2. Medidas de las formas de una distribución. MOMENTOS.
Es lo mismo que hacemos en el apartado anterior pero utilizando una serie de medidas 
o índices que nos permiten calcular de forma más precisa esto.
Para ello vamos a utilizar los MOMENTOS (se calcula respecto a la media aritmética). 
La desviación de las puntuaciones en relación a la media de una distribución se suele 
expresar mediante x=(Xi -  ) .
Rectangular
f
0
Forma de U
f
0
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El momento de primer orden, será:  x=(Xi - ).
Dado que la suma de las desviaciones respecto a la media es siempre cero, el momento 
de primer orden es también cero, lo que representa una característica definidora de 
la media. Si se utiliza potencias más elevadas, se obtienen nuevas medidas que ofrecen 
mayor información estadística. Así el momento de segundo orden es la varianza.
Tenemos otros dos momentos más, el de tercer y cuarto orden de las desviaciones 
respecto a la media
Este mide el sesgo o asimetría:
Este mide la curtosis:
El momento de tercer orden es un índice de asimetría porque es un momento impar. 
Además, como se trata de un momento elevado, acentúa las desviaciones extremas con 
respecto a la media que pueda existir. El momento de cuarto orden es un momento 
par, por lo que no diferencia entre las desviaciones por encima o por debajo de la escala 
media. Resulta útil como media del grado de curtosis en un distribución.
Los momentos vienen medidos en las unidades de medición de las puntuaciones de 
la distribución correspondiente. Pero con frecuencia hace falta medidas relativas a la 
curtosis y a la asimetría que no tengan en cuenta la unidad de medición, en tal caso se 
utilizan dos medidas, B1 y B2 cuyas ecuaciones son:
N
m1= = 0
∑x
N
m2= = VARIANZA
∑x2
N
m3=
∑x3
N
m4=
∑x4
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B1 se utiliza como medida del sesgo o asimetría y B2 como medida de curtosis. Estas 
dos medidas tienen una serie de propiedades:
El sesgo es el grado de asimetría, o falta de simetría, de una distribución. Si la curva de 
frecuencias de una distribución tiene una cola más larga a la derecha del máximo central 
que a la izquierda, se dice que la distribución que esta sesgada a la derecha o que tiene 
un sesgo positivo. Si ocurre lo contrario, se dice que la curva está sesgada a la izquierda 
o tiene un sesgo negativo. También sabemos que según el grado y el tipo de simetría, 
así se sitúa en orden relativo la moda, la media y la mediana. Pues bien, otra forma de 
medir el sesgo es precisamente conociendo la media, la moda y la desviación típica. 
De todas forma no se utiliza por la gran cantidad de medida que debemos conocer 
previamente, por ese motivo utilizamos una formula en base a momentos de segundo 
y tercer orden.
    Coeficiente de sesgo =
En cuanto a B2, se utiliza como coeficiente de curtosis o medida del grado de apuntamiento 
de una distribución. Los valores pequeños de B2 representan una curva platicúrtica (más 
baja que la curva normal), mientras que los valores altos de B2 indican una distribución 
leptocúrtica o apuntada. La curva normal tiene un valor de B2 igual a tres.
    Coeficiente de curtosis =
B2= =
m4 m4
m2
2 S4
B2=
m4
B1=
m3
m2
3
=
m3
S3
B1= =
m3 m3
S3
=
m4
S4
=  S2  =  VARIANZA
=  S  =  DESVIACIÓN TÍPICA
B1=
valor +,  Asimetría positiva
0 simetrica
valor -,  Asimetria negatica
B2=
<3 platicúrtica
=3 normal, mesocúrtica
>3 lectocúrtica
m2 
2
m2
m2 
3
m2
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5. LA DISTRIBUCIÓN NORMAL
Antes de empezar con las distribuciones normales, vamos a ver las diferencias entre 
una distribución de frecuencias finitas (como las que hemos visto hasta ahora) y las 
distribuciones de frecuencias infinitas. Estas últimas vendrán representadas por curvas 
cuyos extremos se van acercando suavemente al eje X, pero sin cruzarse con él. Es 
necesario entender este tipo de distribución porque gran parte de la estadística inferencial 
e basa en este tipo de distribuciones.
La curva normal es perfectamente simétrica y basada en un número infinito de casos 
y tiene una forma acampanada.
Por tratarse de una curva completamente simétrica coinciden la media, mediana y la 
moda.
La ecuación de la curva normal es la siguiente:
Y representa la altura de la curva para cualquier valor de X y exp expresa la base e de 
los logaritmos naturales. No se suele utilizar porque existen unas tablas para determinar 
el área que queda por debajo de la curva. Sólo hay que saber que interviene la media y 
la desviación típica. Las tablas se han podido construir basandose en una propiedad de la 
curva normal, y es que, con independencia de los valores particulares que tome la media 
y la desviación típica de una curva normal cualquiera, habrá siempre un área constante 
(o proporción de casos) entre la media y una ordenada que se encuentre situada a 
una distancia dada respecto a la media en terminos de unidades de desviación típica.
Y= exp
1
s   2π 2s2
- (X i   - )
2
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Resulta conveniente considerar la curva normal cuyas puntuaciones se expresen en 
puntuaciones típicas (puntuaciones z), en lugar de las unidades originales (euros, años, 
etc). Esto es lo que se llama una curva normal tipificada donde la variable X viene 
expresada en unidades de desviación, z = | X -  | / s. De esta forma la ecuación 
quedaría, tal que así:
En esta caso se dice que la curva se distribuye normalmente con media cero y varianza 
uno. Un gráfico de esta curva normal tipificada indicando en el mismo las áreas incluidas 
entre s=-1 y +1, s=-2 y +2 y entre s=-3 y +3, que son, respectivamente, el 68,27%, el 
95,45% y el 99,73% del área total, que como hemos dicho antes, vale uno.
Dicho de otra manera, alejándonos una unidad, dos unidades o tres unidades de 
desviación típica con respecto a la media, se encuentra el 68,27, el 95,45 y el 99,73 %, 
respectivamente, del área total.
Y= e
1
   2π
– 1/2z2
X
68,27%
X—1 X+1 X
95,45%
X—2 X+2 X
99,73%
X—3 X+3
z
sz=1
sz=2
sz=3
—3 —2 —1 12 3
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De esta forma y utilizando las tablas de la curva normal, sabiendo el valor de la media y 
el de la desviación típica puedo establecer la proporción de casos que queda dentro del 
área que nos da. Por ejemplo, si la media es =100 y la desviación típica s=16, si quiero 
saber el número de casos que hay entre la media y 125 se calculará de la siguiente forma:
Primero tipificamos:
A continuación buscamos en la tabla de la curva normal el área que corresponde. Las 
dos primeras cifras de 1,56 (1,5), las buscamos en la columna de z y la siguiente cifra 
(0,06) en la columna correspondiente y obtenemos el valor 44,06% (ver tabla). Es decir 
que apróximadamente el 44% de los casos de encuentran entre el valor de la media y 
la puntuación 125, con una media de 100 y una desviación de 16.
TABLA DE LA DISTRIBUCIÓN NORMAL TIPIFICADA N(0,1)
La tabla proporciona el área comprendida entre 0 y z
0 1 2 3 4 5 6 7 8 9
0.0 0.0000 0.0040 0.0080 0.0120 0.0160 0.0199 0.0239 0.0279 0.0319 0.0359
0.1 0.0398 0.0438 0.0478 0.0517 0.0557 0.0596 0.0636 0.0675 0.0714 0.0753
0.2 0.0793 0.0832 0.0871 0.0910 0.0948 0.0987 0.1026 0.1064 0.1103 0.1141
0.3 0.1179 0.1217 0.1255 0.1293 0.1331 0.1368 0.1406 0.1443 0.1480 0.1517
0.4 0.1554 0.1591 0.1628 0.1664 0.1700 0.1736 0.1772 0.1808 0.1844 0.1879
0.5 0.1915 0.1950 0.1985 0.2019 0.2054 0.2088 0.2123 0.2157 0.2190 0.2224
0.6 0.2257 0.2291 0.2324 0.2357 0.2389 0.2422 0.2454 0.2486 0.2517 0.2549
0.7 0.2580 0.2611 0.2642 0.2673 0.2703 0.2734 0.2764 0.2793 0.2823 0.2652
0.8 0.2881 0.2910 0.2939 0.2967 0.2995 0.3023 0.3051 0.3078 0.3106 0.3133
0.9 0.3159 0.3186 0.3212 0.3238 0.3264 0.3289 0.3315 0.3340 0.3364 0.3389
1.0 0.3413 0.3438 0.3461 0.3485 0.3508 0.3531 0.3554 0.3577 0.3599 0.3621
1.1 0.3643 0.3665 0.3686 0.3708 0.3729 0.3749 0.3770 0.3790 0.3810 0.3830
1.2 0.3849 0.3869 0.3888 0.3907 0.3925 0.3944 0.3962 0.3980 0.3997 0.4015
1.3 0.4032 0.4049 0.4066 0.4082 0.4099 0.4115 0.4131 0.4147 0.4162 0.4177
1.4 0.4192 0.4207 0.4222 0.4236 0.4251 0.4265 0.4279 0.4292 0.4306 0.4319
1.5 0.4332 0.4345 0.4357 0.4370 0.4382 0.4394 0.4406 0.4418 0.4429 0.4441
1.6 0.4452 0.4463 0.4474 0.4485 0.4495 0.4505 0.4515 0.4525 0.4535 0.4545
1.7 0.4554 0.4564 0.4573 0.4582 0.4591 0.4599 0.4608 0.4616 0.4685 0.4633
1.8 0.4641 0.4649 0.4656 0.4664 0.4671 0.4678 0.4686 0.4693 0.4699 0.4706
1.9 0.4713 0.4719 0.4726 0.4732 0.4738 0.4744 0.4750 0.4756 0.4762 0.4767
2.0 0.4773 0.4778 0.4783 0.4788 0.4793 0.4798 0.4803 0.4808 0.4812 0.4817
2.1 0.4821 0.4826 0.4830 0.4834 0.4838 0.4842 0.4846 0.4850 0.4854 0.4857
2.2 0.4861 0.4865 0.4868 0.4871 0.4875 0.4878 0.4881 0.4884 0.4887 0.4890
2.3 0.4893 0.4896 0.4898 0.4901 0.4904 0.4906 0.4909 0.4911 0.4913 0.4916
2.4 0.4918 0.4920 0.4922 0.4925 0.4927 0.4929 0.4931 0.4932 0.4934 0.4936
2.5 0.4938 0.4940 0.4941 0.4943 0.4945 0.4946 0.4948 0.4949 0.4951 0.4952
2.6 0.4953 0.4955 0.4956 0.4957 0.4959 0.4960 0.4961 0.4962 0.4963 0.4964
2.7 0.4965 0.4966 0.4967 0.4968 0.4969 0.4970 0.4971 0.4972 0.4973 0.4974
2.8 0.4975 0.4975 0.4976 0.4977 0.4978 0.4978 0.4979 0.4980 0.4980 0.4981
2.9 0.4981 0.4982 0.4983 0.4984 0.4984 0.4985 0.4985 0.4985 0.4986 0.4986
3.0 0.4987 0.4987 0.4987 0.4988 0.4988 0.4989 0.4989 0.4989 0.4990 0.4990
3.1 0.4990 0.4991 0.4991 0.4991 0.4992 0.4992 0.4992 0.4992 0.4993 0.4993
3.2 0.4993 0.4993 0.4994 0.4994 0.4994 0.4994 0.4994 0.4995 0.4995 0.4995
3.3 0.4995 0.4995 0.4995 0.4996 0.4996 0.4996 0.4996 0.4996 0.4996 0.4997
3.4 0.4997 0.4997 0.4997 0.4997 0.4997 0.4997 0.4997 0.4997 0.4997 0.4998
3.5 0.4998 0.4998 0.4998 0.4998 0.4998 0.4998 0.4998 0.4998 0.4998 0.4998
3.6 0.4998 0.4998 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999
3.7 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999
3.8 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999
3.9 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000
16
z= = 1,56
125-100
0 z
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