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 Una señal es cualquier magnitud que podamos medir de alguna forma y que contiene 
información sobre el comportamiento o la naturaleza de algún fenómeno. Las señales están presentes 
en nuestra vida diaria; por ejemplo, sirven para controlar nuestra salud (electrocardiogramas, 
ecografías, fotografías de rayos X), mostrar la tendencia del índice de precios, estudiar el 
comportamiento de huracanes u otros fenómenos relacionados con el tiempo atmosférico, detectar 
bolsas de petróleo en el interior de la Tierra, almacenar y recuperar información sobre los accidentes 
geográficos de una región, comunicarnos con otras personas a través del teléfono o vía Internet y 
presenciar acontecimientos que se producen a miles de kilómetros del lugar en que nos encontramos a 
través de la televisión. Basten estos ejemplos como muestra de la ubiquidad de las señales al comienzo 
del siglo XXI. 
 
 Desde el punto de vista matemático una señal es una función de una o varias variables cuyo 
dominio de definición puede ser un continuo o una cantidad finita de puntos. La forma de una señal 
sonora o de una producida por un electrocardiograma cambia con el paso del tiempo, de manera que su 
amplitud es una función de una sola variable, es decir una señal unidimensional. Una imagen fija es, 
por el contrario, una señal bidimensional porque está definida sobre un entramado de dos dimensiones. 
Si nos fijamos en una imagen en movimiento, por ejemplo, un video, además de las dos dimensiones 
de cada fotograma hay que añadir el movimiento en el tiempo, lo que hace que estas señales sean 
tridimensionales. 
 
 
 
 
 
 
 
 
 
 
 
 
 Figura 2. Señal de un huracán tomada 
desde un satélite.  
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 Figura 1. Señal procedente de 
un  electrocardiograma. LES UNIDIMENSIONALES PERIÓDICAS. SERIES DE FOURIER. 
s señales unidimensionales periódicas más simples definidas sobre un continuo son las 
, )2cos()( tats πω=  o )2sin()( tats πω= , que se representan con una onda con amplitud  
cuencia es 
a
ω ; esta magnitud indica el número de oscilaciones de una señal en una unidad de 
l tiempo y las frecuencias de una señal unidimensional son variables independientes que 
 papel destacado en su tratamiento. Cuando la frecuencia no depende del tiempo se dice que 
s estacionaria. Estas sinusoides tienen, además, la particularidad de que son periódicas de 
ω/1= , porque su gráfica se repite cada T unidades de tiempo.   
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Figura 3 
 
 
 En general, tanto la amplitud de un señal como su frecuencia pueden variar con el tiempo. En 
1812 Jean Baptiste Joseph Fourier (1768-1830) publicó un tratado titulado Teoría analítica del calor, 
en el que asegura que toda señal periódica de periodo T, es decir que satisface )()( Ttsts += , puede 
representarse como una suma infinita de señales estacionarias elementales de la forma: 
 
 
 
Si bien la fórmula es correcta en cierto sentido, ha requerido un gran esfuerzo de destacadas 
figuras de la matemática de los siglos XIX y XX poder distinguir en qué sentido la representación dada 
en (1) es cierta. Esta representación es correcta en el sentido de la convergencia en el espacio  
de las señales de energía finita. En cuanto a la representación punto a punto o en casi todo punto, la 
formula (1) ha inspirado brillantes desarrollos matemáticos que culminaron con el trabajo de Lennart 
Carleson sobre la convergencia puntual de la serie (1) para las funciones del espacio de energía finita 
en la década 1950-60. Por su contribución en este campo y en el de los sistemas dinámicos, Lennart 
Carleson ha recibido el premio Abel 2006 que concede la Academia Noruega de Ciencias y Letras. 
),0(2 TL
 
 
 
 
 
 
 
 
 
 
 
Figura 4. Aproximación mediante series de Fourier  
 
 
 En (1) la función periódica f(x) se representa mediante infinitas señales sinusoidales de 
frecuencias 0 y k/T, k=1,2,3, .... con amplitudes ak y bk. Considerar una señal desde el punto de vista de 
sus componentes frecuenciales ha sido un artilugio usado por físicos, ingenieros y matemáticos para 
manipularlas. Por ejemplo, es posible limpiar el ruido de la grabación de una conversación telefónica, 
lo que se usa para detectar nítidamente la voz de un secuestrador pidiendo un rescate desde una cabina 
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telefónica pública. Esta aplicación se basa en eliminar de la señal aquellas componentes frecuenciales 
de menor presencia y reconstruir la señal sin ellas, como se muestra en la figura 5. 
 
 
 
 
 
 
 
 
 
 
Figura 5. De la señal s(t)= cos(2πt) + cos(6πt) + 0.1cos(60πt) +0.3 cos(80πt), dibujada con
trazo negro, se han eliminado las componentes frecuenciales de valores 30 y 40 para obtener
la señal nítida dibujada en rojo. 
 
 
2. SEÑALES UNIDIMENSIONALES NO PERIÓDICAS. TRANSFORMADA DE FOURIER. 
 herramienta que mide la cantidad 
ue la señal tiene de fre
 
 Para señales no periódicas f(t) definidas en la recta real, la
 q cuencia ω  es la transformada de Fourier: 
 
 
 
 
 
donde eiα = cos α + i sen α, por lo que (2) es una generalización de las fórmulas que definen ak y bk en 
(1).  Bajo ciertas condiciones sobre la señal y su transformada de Fo
 
urier, aquella puede recuperarse 
 partir de sus valores d
 
 valores de 
u transforma ula: 
 
ntos equidistantes la cantidad 1/B, esto es, con un total de B valores de la señal por 
nidad de tiempo. 
a e frecuencias usando el teorema de inversión: 
 
 
 
 
Para señales cuya transformada de Fourier tiene soporte compacto se puede reconstruir una 
señal a partir de sus valores en unos puntos determinados. Este resultado publicado por Claude E. 
Shannon en 1949 ([Sh]), y que se conoce con el nombre de Teorema de muestreo de Shannon, es la 
base de la comunicación digital. Este teorema establece que si una señal es integrable y los
s da de Fourier son nulos fuera del intervalo [-B/2 , B/2] se cumple la fórm
 
 
 
 
El teorema de muestreo de Shannon se aplica a señales cuyo rango de frecuencias está limitado 
a un intervalo finito, que es siempre el caso en las señales que aparecen en la práctica (por ejemplo, los 
valores no nulos de frecuencia máxima transmitida por una línea telefónica está alrededor de 4000 
ciclos por segundo). Con conocimientos elementales sobre las propiedades de la transformada de 
Fourier, el Teorema de muestreo de Shannon tiene una demostración sencilla ([HW], páginas 257 y 
258). Es, sin embargo, la base de la tecnología digital puesto que permite reconstruir la señal a partir 
de sus valores en pu
u
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 Otra forma de tratar las señales cuya forma a lo largo del tiempo cambia es dividir la recta del 
tiempo en varios intervalos y hacer en cada uno de ellos un análisis del tipo de las series de Fourier. El 
ejemplo más sencillo es dividir la recta real en los intervalos [n, n+1), n ∈Z,  con lo que la 
representación de una función se hace con una doble suma infinita cuyos coeficientes marcan la 
antida
 
ece que si se cumple (5) con una función g en lugar 
e la función indicadora, en
 
ás rápido que la 
nción 1/x2. Una demostración de este resultado puede verse en ([HW], sección 8.2). 
3.  DE LAS SEÑALES DISCRETAS. LA TRANSFORMADA RÁPIDA DE 
FOURIER. 
 
datos atmosféricos obtenidos al medir la 
presión, la temperatura o la humedad son algunos ejemplos. 
 
 donde N es el nú remos 
una señal discreta de la form
c d de la señal a una frecuencia dada relativa a uno de estos intervalos:  
 
 
 
Este método se llama Análisis de Fourier con ventanas. Sin embargo al tratar de aproximar la 
señal f por una suma de cantidades finitas usando la fórmula (5) aparecen discontinuidades debidas a 
los cortes bruscos de la señal hechos con la función indicadora del intervalo [n, n+1). Para superar esta 
dificultad J. Von Neumann en sus trabajos sobre mecánica cuántica ([Ne]) y D. Gabor en sus trabajos 
sobre sonido y comunicaciones ([Ga]) propusieron sustituir la función indicadora que aparece en (5) 
por una función g más suave adaptada a este intervalo y sus trasladadas enteras, de manera que g fuera 
localizada en cuanto a sus variables de tiempo y de frecuencia. Este deseo lo impide el teorema de 
Balian-Low (ver [Ba] y [Lo]). Este teorema establ
d tonces se ha de tener: 
 
 
 
Por tanto, o bien la función g o su transformada de Fourier no puede decaer m
fu
 
EL MUNDO
Las señales que se obtienen midiendo cantidades a intervalos igualmente separados en el 
tiempo (cada minuto, cada hora, cada día, …) producen un valor para cada medición y se llaman 
señales discretas. Los valores del índice de precios o los 
Desde el punto de vista matemático son también funciones, pero ahora definidas sobre un 
conjunto discreto ,.....,2,1,0{ N mero total de datos obtenidos. Representa}1− ,
a ],[ 1,....,2,1,0 −= Nnnf , para distinguirla de una señal continua. 
 
ada de Fourier de una función continua, la 
transformada de Fourier discreta (TFD) de la señal f es: 
 
De manera análoga a como se define la transform
 
 
lo que produce otra sucesión de N valores que de nuevo indica la cantidad de tiene la señal de la 
frecuencia k. Con estos valores frecuenciales se puede volver a recuperar los datos originales con la 
rmfó ula de inversión: 
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2N2=2.097.152 operaciones, mientras que la TFR hace 4N log2 N=40.960 
unas 50 veces menos!). 
senos y cosenos y sus correspondientes transformadas rápidas (ver [Ma], página 345 y 
iguientes). 
4. NA NUEVA FORMA DE ESTUDIAR LAS SEÑALES. LAS ONDÍCULAS. 
 
r sistemas en los que la anchura de la ventana variara, para poder 
studiar la señal a distintos niveles. 
 
tervalo I en 2j partes iguales cada una de ellas de longitud 1/2j, 
bteniendo los intervalo
 
uno de estos intervalo
El cálculo directo de la TFD con la fórmula (6) requiere 2N2 operaciones (N2 multiplicaciones y 
N2 sumas). La transformada de Fourier rápida (TFR) es un algoritmo que reduce la complejidad del 
cálculo de la TFD a 4N log2 N operaciones haciendo una reordenación de los cálculos. Por ejemplo, si 
N=1024, la TFD realiza 
(¡
 
 La transformada de Fourier rápida es uno de los algoritmos más usados en los cálculos con 
señales unidimensionales. En señales continuas, donde el cálculo de la transformada de Fourier 
mediante la integral dada en (2) puede resultar complicado, el valor de la señal se muestrea a intervalos 
igualmente espaciados y se usa la TFR. Si el número de muestras N es grande la percepción visual de 
la señal reconstruida con estos valores es similar a la señal original y en muchas casos indistinguible 
para el ojo humano. Compañeros inseparables de la transformada de Fourier discreta son las bases 
discretas de 
s
 
U
Una forma de detectar las capas petrolíferas del interior de la tierra es enviar vibraciones o 
impulsos y analizar el eco recibido. En la práctica, este análisis debería ayudar a decidir dónde y de 
qué están compuestas las distintas capas del subsuelo. El análisis de Fourier con ventanas que desde 
1960 se usaba para estudiar estos ecos no satisfacía a  Jean Morlet, que trabajaba en la compañía de 
petróleo francesa Elf-Aquitaine. En el análisis como en (5) el tamaño de las ventanas permanece 
constante y éstas se rellenan con oscilaciones e2ππmt de todas las frecuencias enteras. Como alternativa, 
J. Morlet propuso en 1975 considera
e
Vamos a tratar de explicar esta nueva forma de estudiar las señales en un caso muy sencillo. 
Consideremos que tenemos una señal f(t) definida en un intervalo de tiempo unidad I=[0,1). Para cada 
j = 0, 1, 2, 3, …. Dividimos el in
o s diádicos: 
 
 
 
Las ventanas para realizar el análisis de la señal son ahora las funciones indicadoras de cada 
s, kj ,ϕ , que valen 1 si en el intervalo kjI ,  y 0 fuera de él. Observar que 
)2()( 0,0, kxxkj −= ϕϕ j
de la ventana original 
, de manera que todas las funciones se obtienen por dilataciones y traslaciones 
ϕ .  0,0
 
0,1ϕ
0,0ϕ 1,1ϕ
0,2ϕ 1,2ϕ 1,2ϕ 2,2ϕ
 
 Figura 6. Ventanas de tamaño variable para el análisis de señales  
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Una aproximación de la señal f(t) al nivel de la ventanas de tamaño 1/2j es: 
 
 
 
de manera que si j es grande fj(t) y f(t) son indistinguibles para el ojo humano. La señal f(t) = 
[sen(2πt)]2 ha sido aproximada con ventanas de tamaño 1/27 = 1/128 en la imagen de la parte superior 
de la figura 7, mientras que la de la parte inferior se ha hecho con ventanas de tamaño 1/210 = 1/1024 y 
sulta indistinguible de la señal original. re
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 7.  
 
 
 
 La aproximación de la señal f(t) al nivel de la ventanas de tamaño 1/2j-1 es: 
 
Como no podía ser de otra manera, el cálculo: 
subintervalos en los que se divide Ij-1,k , y su magnitud coincide con la magnitud de la 
emidiferencia. 
 
 
 
 
 
 
 
 
 
 
 
 
 
muestra que los valores de tj-1,k son la media de los valores de la aproximación de la señal en los dos 
subintervalos diádicos en los que se subdivide Ij-1,k . Lo que se ha perdido al pasar de la aproximación fj 
a fj-1  son los detalles de la señal. En la figura 8 se observa que estos detalles tienen distinto signo en 
cada uno de los 
s
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onsiderando las funciones: 
 pérdida de información al pasar de una aproximación a otra se escribe de la forma: 
 
C
 
Figura 8. Obtención de los detalles
Figura 9. Ondícula 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
la
 
 
 
 
 
 
a uno de los pasos. La figura 10 es una representación esquemática de este 
procedimiento. 
Este proceso puede repetirse otra vez con los coeficientes tj-1,k de la aproximación de la señal f 
en el nivel de las ventanas de tamaño 1/2-(j-1) para obtener los coeficientes tj-2,k de la aproximación de la 
señal f en el nivel de las ventanas de tamaño 2-(j-2) y los detalles  dj-2,k, que describen la perdida de 
información en este paso. El proceso puede repetirse tantas veces como se desee. Si se comienza con 
una aproximación al nivel de las ventanas con j=10 y se realiza este procedimiento 3 veces, tendremos 
27 coeficientes para determinar la aproximación al nivel de las ventanas j=7 y los detalles de cada uno 
de los niveles sobre los que se han ido haciendo las descomposiciones. Es fácil convencerse de que la 
cantidad de información almacenada es la misma que la original, pero reordenada para disponer de los 
detalles en cad
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 Figura 10. Representación esquemática del algoritmo de 
descomposición de una señal en su tendencia y sus detalles   
 
 Si bien la cantidad de información almacenada por este procedimiento es la misma que la que 
tenía la imagen original, el reordenamiento realizado permite manipular fácilmente la función. En 
aquellos lugares en que la señal tiene oscilaciones de frecuencia similar al nivel de la descomposición 
los detalles serán grandes, mientras que estos serán pequeños en aquellas zonas en las que la señal 
tenga pocas oscilaciones. La eliminación de los detalles pequeños permite reducir el número de datos 
almacenados y obtener, por lo tanto, una imagen comprimida. El mismo procedimiento permite 
eliminar el ruido de una señal. Además, el algoritmo de la figura 9 es fácilmente invertible, de manera 
que disponiendo de la tendencia y los detalles se puede reconstruir la señal. 
 
 La función dada en (12) es un pariente de la ondícula de Haar, un objeto que Alfred Haar había 
usado en un artículo de 1910 para representar funciones ([Ha]). Tiene la desventaja de que es una 
función discontinua, mientras que para las aplicaciones es a veces deseable tener ondículas continuas. 
Los matemáticos franceses P.G. Lemarié e Y. Meyer ([LM]) fueron los primeros en dar una 
construcción de ondículas suaves, pero difícilmente utilizables para los cálculos con ordenador.  
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 La posibilidad de usar las ondículas en la tecnología moderna partió de una idea de S. Mallat, 
quien en 1986 trabajaba en su tesis doctoral sobre visión con ordenador en la Universidad de 
Pennsylvania en Philadelphia. Durante tres días, en el otoño de 1986, en la Universidad de Chicago, S. 
Mallat e Y. Meyer sentaron las bases de un modelo, llamado Análisis Multirresolución (AMR), con el 
que, mediante una receta se pueden construir las ondículas que se están actualmente usando en 
numerosas aplicaciones. La construcción de ondículas similares a la de A. Haar, pero más suaves, fue 
un trabajo realizado por Ingrid Daubechies. El lector interesado en conocer los detalles matemáticos de 
este procedimiento puede consultar los libros y artículos [Da1], [Da2], [Ma1], [Ma2] y [HW], a la vez 
que la lectura de  [Bu] y [He] es recomendada para comenzar. 
 
5. EL MARAVILLOSO MUNDO DE LAS IMÁGENES. 
 
La compresión de imágenes, basada en algoritmos similares a los presentados en la sección 4, 
extendidos al contexto bidimensional, es un campo en el que se han llevado a cabo numerosas 
aplicaciones de las ondículas a la tecnología actual. La necesidad, impuesta por el mercado, de 
disponer de cámaras fotográficas digitales de gran capacidad de almacenamiento y reducido tamaño, 
así como el deseo de almacenar digitalmente imágenes en movimiento, para su reproducción en 
aparatos DVD, ha desembocado inevitablemente en la necesidad de disponer algoritmos de 
compresión que permitan reconstruir la imagen o el video sin perdida de nitidez aparente.  
 
 Para representar una imagen en un ordenador se divide el rectángulo que contiene a la imagen 
en pequeños rectángulos, llamados píxeles, y se indica para cada uno de ellos su color. Cualquier color 
puede obtenerse a partir de los colores fundamentales rojo, verde y azul (sistema  RGB) 
superponiéndolos con distintas luminosidades. La luminosidad de cada uno de estos colores se indica 
con un número desde 0 (para la luminosidad nula) hasta el 255 y se representan en base 2 en el 
ordenador.  
 
 
 
 
 
 
 
 
 
 
 
Figura 11. Obtención de colores a partir de los colores fundamentales  
 
 
 De manera más precisa, el largo l de una imagen y su ancho a se dividen en 2N partes iguales, 
lo que produce 2N ×2N  píxeles. Cada uno de estos píxeles en que se ha dividido la imagen se escribe de 
la forma: 
 
 
 
 
 
A cada uno de estos píxeles se le asignan tres números,  
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que corresponden a su representación con los colores fundamentales rojo, verde y azul, y cuya 
superposición produce el color del pixel. La representación matemática de la imagen es 
 
 
 
 
 
Para el caso N=10 la imagen se ha representado con 3×210×210 números. Ésta es una 
representación similar a la dada en (9) para señales unidimensionales y con ella se pueden hacer 
manipulaciones similares a las efectuadas en la sección 4. En particular se pueden obtener su tendencia 
y sus detalles. La primera tendencia es una representación de la imagen al nivel de resolución 2N-1 
donde el color de cada uno de los nuevos píxeles es la media aritmética de los colores de los cuatro 
píxeles que le componen. Los detalles de esta aproximación son la diferencia entre la señal original y 
la nueva. El algoritmo puede repetirse cuantas veces se desee para obtener la misma cantidad de datos 
que se tenía al comienzo, pero reordenados de manera que sencillas manipulaciones puedan producir 
una gran compresión de la imagen.  
 
 Las flores de la parte izquierda de la figura 12 es una imagen de 210×210 píxeles; la parte central 
de la misma figura muestra el resultado de aplicar este procedimiento tres veces a la figura original. La 
nueva tendencia tiene 27×27 = 16.384 píxeles, por lo que al almacenarla en un ordenador ocupa 1/64 
del tamaño original. Aunque se haya conseguido una gran compresión la imagen final es de mala 
calidad. Las ondículas unidimensionales, usadas a lo largo y a lo ancho de la imagen, permiten 
resolver el problema de obtener una imagen similar a la original, pero a la vez comprimida. La idea es 
que muchos de los detalles son superfluos. Eliminando aquellos detalles cuya representación en la 
escala 0-255 son menores que 20 y aplicando el algoritmo descrito anteriormente con las ondículas que 
se utilizan en la versión comercial de JPEG2000 (la misma que se usa en las imágenes de extensión 
JPG) se obtiene la imagen de la derecha de la figura 12. En este caso se consigue que el 85,9641% de 
os datos sean nulos, reduciéndose de esta manera el tamaño de la imagen. l
  
 
 
 
 
 
 
 Imagen reconstruida eliminando los detalles pequeños 
Tendencia con 27x 27 
píxeles 
Imagen original 
con 
10 10 
 
Figura 12: Una imagen y sus representaciones comprimidas.        
 El tratamiento comercial de la imágenes está basado en la aplicación reiterada de algoritmos 
unidimensionales. Durante los últimos 10 años se han hecho varios intentos de buscar algoritmos 
típicamente bidimensionales que permitan detectar características  bidimensionales de una imagen. 
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Uno de estos intentos es las curvelets, presentadas por E. J. Candès y D. L. Donoho en el año 2000, 
que tratan de solucionar el problema de representar con pocos coeficientes los bordes curvos de una 
imagen (ver [CD]). Otro son las contourlets, presentadas por M. N. Do y M. Vetterli en el año 2003, 
que permiten obtener buenas aproximaciones de funciones suaves bidimensionales con algoritmos que 
son eficientes cuando se hacen en un ordenador (ver [DV]). 
 
6. EPÍLOGO 
 
Durante más de 200 años el Análisis de Fourier y sus variantes, como la transformada de 
Fourier con ventanas y la transformada rápida de Fourier, han sido una poderosa herramienta en 
muchos campos de la ciencia y de la industria. La llegada de las ondículas, el Análisis Multiresolución 
y sus variantes han permitido disponer de una nueva herramienta con la que trabajar tanto en campos 
ya explorados por las técnicas de Fourier como en otros nuevos. 
 
La industria del cine y del entretenimiento no es ajena a estos desarrollos. La necesidad de 
comprimir sus archivos se pone de manifiesto si se tiene en cuenta que el almacenamiento de una sola 
imagen requiere 12 Megabytes y que para que el movimiento sea aceptable se requiere pasar 24 
imágenes por segundo por delante de los ojos del espectador. Con estos números, se necesitarían 1800 
Gigabytes para almacenar una película de 100 minutos, por lo que es necesario usar técnicas de 
compresión de imágenes. También se utilizan las ondículas para producir efectos especiales, como en 
el caso de la película Toy Story II.  
 
Todo tipo de imágenes invade nuestras vidas. El encontrar algoritmos eficientes para 
comprimir tanto imágenes fijas como en movimiento es uno de los grandes retos del siglo XXI.  
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