Lattice Quantum Chromodynamics close to the light cone by Grünewald, Daniel
Dissertation
submitted to the
Combined Faculties for the Natural Sciences and for Mathematics
of the Ruperto–Carola University of Heidelberg, Germany
for the degree of
Doctor of Natural Sciences
presented by
Dipl.-Phys. Daniel Gru¨newald
born in Zell a.d. Mosel, Germany
Oral examination: June 18, 2008
Lattice
Quantum Chromodynamics
close to the
Light Cone
Referees: Prof. Dr. Hans-Ju¨rgen Pirner
Prof. Dr. Michael G. Schmidt
Quantenchromodynamik auf dem Gitter
in der Na¨he des Lichtkegels
Zusammenfassung
Wir benutzen “Nahe dem Lichtkegel” Koordinaten um eine Gitter Formulierung von Yang-Mills The-
orien a la Wilson einzufu¨hren die auf den Lichtkegel extrapoliert werden kann. Diese Art von For-
mulierung ist predestiniert um nicht perturbative Hochenergiephysik wie z.B. Strukturfunktionen
auf dem Gitter zu beschreiben. Die numerische Standardmethode der Gittereichtheorie, na¨mlich
das Monte Carlo Sampling des Euklidischen Pfad Integrals scheitert jedoch in dieser Formulierung
an dem “sign” Problem genauso wie bei der numerischen Behandlung der Quantenchromodynamik
(QCD) bei endlicher baryonischer Dichte. Dieses Problem kann in unserem Fall jedoch dadurch um-
gangen werden, daß wir zu einer Hamilton‘schen Formulierung u¨bergehen. Wir leiten einen effektiven
Hamilton Operator auf dem Gitter her, der die Dynamik der QCD im reinen Eichfeldsektor bestimmt
und der prinzipiell dazu benutzt werden kann, Operatorerwartungswerte im Grundzustand mittels
eines Quanten Diffusions Monte Carlo Algorithmus numerisch zu bestimmen. Wir bestimmen die
Grundzustands-Wellenfunktion analytisch im starken und im schwachen Kopplungs Limes. Diese bei-
den Limites motivieren einen Grundzustands-Wellenfunktions-Ansatz, gegeben durch das Produkt von
einzelnen Plaquette Wellenfunktionen, der in Bezug auf die Energie mittels dem Ritz‘schen Variation-
sprinzip optimiert wird und dann auf den Lichtkegel extrapoliert werden kann. Zusa¨tzlich dazu bes-
timmen wir die Grundszustands-Wellenfunktion des Hamilton Operators im Kontinuum im Lichtkegel
Limes. Wir entwickeln eine Methode die Gluonen Verteilungsfunktion von Mesonen, die durch ihre
Valenzquark Verteilungen modelliert sind, mittels der optimierten Grundzustands-Wellenfunktion im
Lichtkegellimes zu bestimmen.
Lattice Quantum Chromodynamics
close to the Light Cone
Abstract
We use near light cone coordinates in order to establish a Wilsonian lattice formulation of Yang-
Mills theories which can be extrapolated onto the light cone. Such a formulation is predestinated
for the description of non-perturbative high energy physics like structure functions on the lattice.
The numerical standard approach of lattice gauge theory namely the Monte Carlo sampling of the
Euclidean path integral fails because of a sign problem similar to Quantum Chromodynamics (QCD)
at finite baryonic density. However, we can circumvent the sign problem by switching to a Hamiltonian
formulation. We develop an effective lattice Hamiltonian describing the dynamics of the pure gauge
sector of QCD which is in principle capable of determining ground state expectation values by means
of Quantum-Diffusion-Monte Carlo methods. We analytically compute the ground state in the weak
and strong coupling limit. These two analytical limits motivate a single plaquette ground state
ansatz valid over the whole coupling range which is optimized with respect to the energy by the Ritz
variational principle and which can be extrapolated onto the light cone. In addition, we compute the
continuum ground state wave functional of the near light cone Hamiltonian in the light cone limit.
We develop a method to determine gluon distribution functions of mesons modeled by their valence
quark distribution applying the optimized near light cone ground state wave functional in the light
cone limit.
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Chapter 1
Introduction
Quantum Chromo Dynamics (QCD) is predominantly accepted to be the fundamental
theory of the strong interaction. It is a Lorentz invariant gauge theory with quarks
and gluons as fundamental degrees of freedom. In contrast to quantum electrodynam-
ics (QED), the gauge group of QCD is non-Abelian. As a result, the gauge bosons, i.e.
the gluons carry color charge themselves and can interact with each other. This yields
to asymptotic freedom of the QCD coupling constant [1]. Asymptotic freedom means,
that the coupling of quarks and gluons is large at large distances so as to confine quarks.
At the same time the coupling is predicted to be small at short distances so that quarks
behave as free particles at asymptotic energies. In this regime, perturbation theory is
applicable.
One of the great achievements of QCD is the successful description of the deviations
from the naive parton model seen in experiment. In the parton model the deep in-
elastic scattering (DIS) cross section is given by the incoherent sum of the scattering
off point-like constituents of the hadron. The existence of approximately point-like
constituents inside the hadrons was demonstrated by the classic electron DIS exper-
iments performed at SLAC [2, 3, 4]. The surprising result was that the measured
cross-sections did not fall off exponentially as the inelasticity of the reaction increased.
Instead, they had a scaling behavior, i.e. the structure functions became independent
of the virtuality Q2 in the Bjorken limit in which the virtual photon energy ν and the
virtuality tend to infinity at fixed Bjorken variable x = Q2/(2M ν). Here M denotes
the target hadron mass. This was indicative for a point-like structure inside the target
nucleons and gave rise to the parton model. Today, we identify the partons with the
coloured quarks and gluons, i.e. the fundamental degrees of freedom of QCD. A plot [5]
of the electromagnetic structure function of the proton as a function of the virtuality
for different Bjorken x including the most recent DIS data for a fixed proton target
[6, 7, 8, 9] is shown in Fig. 1.1. Bjorken scaling is observed at high x, but is gradually
broken towards low x. These deviations can be explained by the QCD improved par-
ton model in which perturbation theory is applied to calculate corrections to the naive
1
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Figure 1.1: The structure function F2 measured by ZEUS, H1 and various fixed target
experiments plotted against Q2 [5]. Bjorken scaling is observed at high x, but is
gradually broken towards low x. The line represents a QCD based fit to the data .
parton model predictions. In order to achieve that, one uses the QCD factorization
theorem (cf. [10] and references therein) which states that it is possible to separate the
non-perturbative long distance physics from the perturbative short distance physics in
the calculation of any physical cross section involving large momentum transfers. This
implies that the observable cross sections can be written in factorized form, namely as
a convolution of a hard partonic cross section and of the soft hadronic matrix elements
like the parton distribution functions for example. While the partonic cross section
is governed by the hard scale and can be calculated perturbatively, the parton dis-
tributions are of completely non-perturbative origin. Their most important property
is that they are independent of the particular hard process under consideration and
depend only on the hadron. Today, several collaborations exist which provide param-
eterizations of these distributions [11, 12, 13]. The parton distributions are typically
3parameterized at some semi-hard input scale Q20 by some fit functions. The evolution
of the parton distributions to any other scale Q2 is then described by the DGLAP1
evolution equations [14, 15, 16, 17] at which they are fitted to the actual experimental
data. An example of such a fit is given in Fig. 1.1 which perfectly describes the given
DIS data and its evolution with Q2. Although the successful description by perturba-
tive QCD is very convincing and is actually one of the reasons for the break through
of QCD as the accepted theory of the strong interaction, it is still unsatisfactory from
a theoretical point of view to describe the non-perturbative part by a fit function. Is
there no way to obtain the structure function from a first principle QCD calculation?
For sure, non-perturbative methods are needed in order to manage this among which
there are the functional renormalization group [18, 19, 20] and the Dyson-Schwinger
equations [21, 22], for example. However, from the numerical point of view there is
one method predestinated. In 1974, Wilson [23] advocated an approach that allows a
non-perturbative treatment of QCD in which the theory is formulated on a discrete
lattice of points in Euclidean space-time. The quarks occupy lattice sites and the gauge
fields correspond to gauge links connecting the sites. Since no new parameters or field
variables are introduced in this discretization , lattice QCD retains the fundamental
character of QCD. Lattice QCD can serve two purposes. First, the discrete space-time
lattice acts as a non-perturbative regularization scheme. At finite values of the lattice
spacing a, which provides an ultraviolet cut-off at π/a, there are no infinities. Fur-
thermore, renormalized physical quantities have a finite well behaved limit as a → 0.
Thus, in principle, one could do all the standard perturbative calculations using lat-
tice regularization, however, these calculations are far more complicated and have no
advantage over those done in a continuum scheme. Second, the pre-eminent use of
transcribing QCD on to a space-time lattice is that lattice QCD can be simulated on
the computer using methods analogous to those used for Statistical Mechanics. These
simulations allow one to calculate correlation functions of hadronic operators and ma-
trix elements of any operator between hadronic states in terms of the fundamental
quark and gluon degrees of freedom. There is a variety of very successful applications.
For example, lattice computation can be used to test the standard model of particle
physics by computing CKM-matrix elements which helps to constrain possible new
physics beyond the standard model. Another example, among many other ones, is
hadron spectroscopy and the determination of mesonic decay constants. However, one
can not directly compute structure functions by standard numerical lattice methods as
they describe physics close to the light cone and Monte Carlo computations are done
in Euclidean space where the light cone defined by the points with xµ xµ = 0 shrinks to
a single point, namely the origin. One can however compute their moments by using
the Operator Product Expansion (OPE) introduced by Wilson [24]. With the help of
the OPE the moments of the parton distribution functions can be related to certain
1DGLAP abbreviates Dokshitzer-Gribov-Lipatov-Altarelli-Parisi
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hadron matrix elements of local operators. There are full, i.e. unquenched lattice QCD
computations of the first few moments of the pion parton distribution functions [25]
for example and the pion generalized parton distribution functions [26] based on the
pioneering work of Martinelli and Sachrajda [27]. Despite these impressive results one
might still ask: Does it mean that computation of the entire parton distribution with
lattice methods is impossible at all? Is there possibly a complementary approach which
might supplement the OPE approach?
The Lorentz covariance of QCD discloses a possible route towards a solution. It allows
one to work in any reference frame in order to describe physics. It is easy to imagine that
there are reference frames which are more appropriate for the description of a specific
problem than others. Light cone coordinates for example which were first introduced
by Dirac [28] in order to construct the most convenient Hamiltonian formulation for
a relativistic system, are especially suited for the description of high energy physics,
i.e. physics of relativistic particles. This is already seen by solving the ordinary wave
equation (for simplicity we consider the wave equation only in one spatial dimension)(
∂2t − v2 ∂2x
)
Ψ(x, t) = 0
where v is the velocity which is assumed to be constant. It is well known, that this
equation is most easily solved by introducing a new set of variables ξ = t + x/v and
ρ = t− x/v. In the limit of v = c this definition turns into the definition of light cone
coordinates. With these new variables, the wave equation reduces to ∂ξ ∂ρΨ = 0 and
must have the solution Ψ(x, t) = f(t + x/v) + g(t − x/v). Physically, this solution
indicates that the system, i.e. the lines of constant phase, are moving along x = ±v t
with velocity v. In the non-relativistic limit, i.e. for small values of v << 1, the lines
of constant phase propagate along straight lines parallel to the t-axes, i.e. lines charac-
terized by x ≈ 0 which implies that the usual evolution along t is the most natural way
in order to describe it. However, in the ultra relativistic limit with velocities v close to
the speed of light c = 1, the lines of constant phase are characterized by x− = t−x ≈ 0
or x+ = t + x ≈ 0 and propagate along straight lines parallel to the x+ or x− axis
respectively which implies that an evolution along the light cone is natural in order to
describe the system. This argumentation may seem to be restricted to the above ex-
ample of the wave equation. and may hence seem to be somewhat artificial. However,
this is not the case. Indeed, the operator definitions of parton distribution functions
for example are given by correlation functions along the light cone. There are many
other examples showing that the light cone coordinates are the most convenient choice
for the description of high energy scattering.
In the following chapters we attempt to take advantage of Hamiltonian lattice meth-
ods in light cone field theory (LCFT) in order to provide a possible non-perturbative
approach for the description of high energy physics. The Hamiltonian formulation of-
fers the possibility to stay in Minkowski time which implies that the light cone does
5not shrink to single point. Although the Hamiltonian is not Lorentz invariant, the
light cone Hamiltonian [29, 30] offers the advantage of being boost invariant and has
– naively interpreted – a trivial vacuum. On the other hand, one would be surprised
if QCD looses its non-perturbative vacuum structure in the light cone limit. In our
opinion much of the complicated vacuum structure of QCD is hidden in the constraint
equations appearing in light cone QCD. The constraint equations contain zero mode
solutions which are difficult to solve. These quantum constraint equations have been
attacked in lower dimensions for scalar theories, but gauge theories still escape a so-
lution in higher dimensions. In Nambu Jona Lasinio models [31] one has been able to
solve these zero mode equations in the large Nc approximation.
There have been lattice approaches on the light cone already. A quantisation of scalar
light cone field theory on the lattice has been first analysed in ref. [32] where also the
time coordinate has been discretized. In this reference, special care has been devoted
to the constraints which arise on the light cone. This approach has not found applica-
tions. In particular, it is not easily extendable to gauge theories.
Remarkable progress has been made in light cone QCD with a color dielectric lattice
theory as a starting point [33, 34, 35]. This approach is based on “fat” links which
arise from averaging gluon configurations by a block spinning procedure [36, 37]. With
this method the spectrum of glue balls and the pion light cone wave function have been
calculated [38]. In a Lagrangian equal time framework the connection to the original
QCD Lagrangian can be easily made, although the numerical accuracy is limited. On
the light cone, however, one is prevented from approaching the continuum limit, since
an effective potential for the link matrices M ∈ GL(N) with a non vanishing vacuum
expectation value is not allowed. The norm of the link matricesM ∈ GL(N), however,
should approach unity in the continuum limit.
In the following work, we try to circumvent these problems by formulating QCD near
the light cone (nlc), i.e. in a tilted reference frame whose coordinate representation
contains a parameter η 6= 0 parameterizing the distance to the light cone. By changing
η one can smoothly interpolate between equal time and light cone quantisation. Hence,
the light cone can be approached by a limiting procedure. In contrast to a direct light
cone quantisation, no constraint equations do appear which is very advantageous. In
the near light cone framework, there have been already investigations concerning scalar
theories [39] and QCD [40, 41] in the zero mode sector of the longitudinal gauge field
obtained from a maximal gauge fixing procedure outlined by the Erlangen group [42].
This way to eliminate all gauge degrees of freedom looks very attractive analytically,
but numerically it is not advantageous. It includes solutions of constraint equations
which complicate the form of the Hamiltonian. However, the most appealing feature
of the near light cone framework is, that it allows a description of the dynamics in
terms of unitary matrices describing the gauge degrees of freedom [43] in the spirit
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of the ordinary Wilsonian approach [23] which does not require any gauge fixing. In
this lattice prescription, the near light cone time is left continuous. It plays a similar
role as ordinary Minkowski time, therefore, one can follow the conventional method of
the transfer matrix in order to derive the lattice Hamiltonian of the pure gauge sector
from the lattice action [43]. This is the starting point of our investigations trying to
establish a lattice formulation of QCD close to the light cone which is capable of deter-
mining light cone correlation functions non-perturbatively needed for the computation
of structure functions for example.
The detailed outline of this thesis is as follows. In Chap. 2 we shortly introduce Yang-
Mills theory and give an brief overview on light cone coordinates and the correspon-
dent field quantisation. We emphasize the advantages of this special choice of reference
frame for the description of high energy scattering experiments. Furthermore, we give
a short review on the transverse lattice method combining light cone quantisation with
lattice methods in an effective field theory approach by applying a color dielectric lat-
tice formulation. Then, we define the near light cone framework and give a review on
Hamiltonian dynamics of Yang-Mills theory applied to nlc coordinates. We discuss the
recent continuum and lattice investigations of the zero mode sector of the longitudinal
gauge field obtained from a maximal gauge fixing procedure of the nlc Hamiltonian.
In the proximate chapter, i.e. Chap. 3 we describe the Wilsonian lattice approach in
terms of links as fundamental degrees of freedom described in nlc coordinates. The
standard numerical method for lattice gauge theory, namely the Monte Carlo sampling
of the Euclidean path integral fails. Therefore, we switch to a Hamiltonian formu-
lation and derive the lattice Hamiltonian with the transfer matrix method from the
lattice action. We construct the generator of longitudinal translations on the lattice,
i.e the longitudinal momentum operator and provide an effective lattice Hamiltonian
which is convenient for numerical simulations by means of Monte Carlo methods. In
Chap. 4 we compute analytically the ground state of the effective nlc Hamiltonian on
the lattice in the weak and strong coupling limit. This motivates a simple variational
Ansatz for the ground state wave functional valid in the whole coupling regime. This
ground state wave functional Ansatz is optimized variationally on the lattice by the
Ritz variational principle and can be extrapolated onto the light cone. In Chap. 5 we
compute analytically the ground state of the continuum Hamiltonian in the light cone
limit. In Chap. 6 we apply our formulation to DIS. We formulate the hadronic gluon
distribution function of a meson in terms of a Wilson loop correlation function along
the light cone and translate it onto the lattice. We utilize the variationally optimized
ground state wave functional which we extrapolate onto the light cone and perform a
strong coupling analysis of these correlation functions. In Chap. 7 we summarize the
results of this thesis, formulate our conclusions and give an outlook to future work.
Chapter 2
Light cone field theory
In this chapter, we introduce the framework used throughout this thesis and discuss
existing work. First of all, we sketch the construction of the Yang-Mills action as an
extension of quantum electrodynamics to non-Abelian gauge symmetries. We discuss
its quantisation by the Feynman path integral and the resulting qualitative features
of perturbation theory. Then, we introduce light cone coordinates and briefly dis-
cuss canonical quantisation of generic field theories described with these coordinates.
Canonical equal time and light cone quantisation differ in the quantisation hypersur-
faces and the directions in space time along which the systems evolve. We try to
motivate that light cone quantisation is the natural choice for the description of high
energy physics. Then, we discuss the transverse lattice method. This is an existing
Hamiltonian approach based on canonical quantisation which utilizes non-perturbative
lattice methods on the light cone. Afterwards, we introduce near light cone coordi-
nates which are capable of interpolating smoothly between equal time and light cone
quantisation by adjusting an external parameter. Near light cone quantisation accu-
mulates the advantages of both the equal time quantisation and light cone quantisation
approach. We discuss the Yang-Mills action formulated in near light cone coordinates
and perform the Legendre transformation to the Hamiltonian. We canonically quantise
the Yang-Mills Hamiltonian and construct an effective Hamiltonian which is in princi-
ple capable of being used for a numerical implementation of a ground state projection
operator by means of Monte-Carlo methods. There have been already investigations
of the Yang-Mills near light cone Hamiltonian. We discuss the zero mode dynamics of
the gauge fixed near light cone Hamiltonian.
2.1 Yang Mills theory
In this section, we shortly introduce the basic properties of Yang-Mills theory and its
most important specific qualitative features. For a complete review we refer to standard
textbooks [44]. Yang-Mills theory is a generalization of Dirac-Maxwell’s theory of
quantum electrodynamics (QED) being subject to an Abelian local gauge symmetry to
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a non-Abelian local gauge symmetry. One assigns additional internal degrees of freedom
to the fermionic Dirac field Ψ(x), like color or isospin for example, and demands that
the theory is invariant with respect to local SU(N) gauge transformations V (x) of the
Dirac field Ψ(x) parameterized by arbitrary real valued functions ωa(x)
Ψ(x) → V (x)Ψ(x) , V (x) = exp (iω(x)) , ω(x) = ω(x)a λa
Ψ¯(x) → Ψ¯(x)V †(x) , Ψ¯(x) = Ψ†(x) γ0 . (2.1)
We apply the Einstein summation convention here and in the following. According to
this convention, when an index variable appears twice in a single term, it implies that
one sums over all of its possible values. The matrices λa denote the generators of the
group SU(N) which obey the following commutation relations involving the structure
constants fabc of the associated su(N) Lie-Algebra
[
λa, λb
]
= i fabc λc , Tr
[
λa λb
]
=
1
2
δab . (2.2)
In addition to the commutation relation we have also presented their orthogonality
relation with respect to the trace of the product of two generators λa and λb. In
a theory with local gauge invariance it does not make sense to compare fields like
the Dirac field for example at two different space-time points because they transform
completely differently under the symmetry transformation. Hence, one can not define
derivatives by the usual difference quotient. One has to introduce the connection Aµ(x),
often referred to as the gauge field, which is capable of compensating for the difference
in the gauge transformations from one point to the next along the direction µ. Thus,
a sensible derivative is given by the covariant derivative Dµ
Dµ = ∂µ 1− i g Aµ . (2.3)
Here g represents the Yang-Mills coupling constant describing the interaction strength.
The gauge field Aµ itself is an element of the Lie algebra su(N) of the gauge group
SU(N) similar to the matrices ω(x) parameterizing the gauge transformation. Hence, it
can be expanded in terms of the basis of the Lie algebra, i.e. in terms of the generators
λa of the group SU(N)
Aµ(x) = A
a
µ(x)λ
a . (2.4)
In order to make the gauge field compensate for the difference in the local gauge
transformations of the Dirac field one has to demand the following transformation
property which implies that the covariant derivative transforms homogeneously under
the gauge transformation
Aµ(x)→ V (x)
(
Aµ(x) + i
1
g
∂µ
)
V †(x)⇒ Dµ → V (x)Dµ V †(x) . (2.5)
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In close analogy to the QED action, one can write down the Lorentz and gauge invariant
Yang Mills action SYM[A,Ψ, Ψ¯] describing the dynamics of the gauge fields Aµ(x) and
the Dirac field Ψ. It is given by
SYM[A,Ψ, Ψ¯] =
∫
d4x
{
Ψ¯(x) (i γµDµ −m)Ψ(x)− 1
2
Tr [Fµν(x)F
µν(x) ]
}
. (2.6)
The field strength tensor Fµν(x) is defined as the commutator of the covariant deriva-
tives Dµ and Dν which implies that it does also transform homogeneously under the
local gauge transformations
Fµν(x) = [Dµ, Dν ] = ∂µAν(x)− ∂ν Aµ(x)− i g [Aµ(x), Aν(x)]
Fµν(x) = F
a
µν(x)λ
a , F aµν(x) = ∂µA
a
ν(x)− ∂νAaµ(x) + g fabcAbµ(x)Acν(x) . (2.7)
In the U(1) theory, i.e. in QED, the commutator vanishes which implies that the trace
of the field strength tensor squared appearing in the Yang-Mills action is simply a
kinetic energy term for the gauge field. The gauge field does only interact with the
Dirac field. However, if the commutator does not vanish which is generally the case
for SU(N) gauge groups other then U(1), then the trace of the field strength tensor
squared does also involve self interactions of the gauge fields beside the kinetic energy
terms. In the following sections, we are going to restrict ourselves to the pure gauge
theory part Sg of the Yang-Mills action, i.e.
Sg[A] =
∫
d4x
{
−1
2
Tr [Fµν(x)F
µν(x) ]
}
. (2.8)
In order to quantise the Yang-Mills theory described by ordinary Minkowski coordi-
nates, one usually uses the Feynman path integral instead of canonical quantisation
because it turns out to be more convenient. Of course, the two approaches are equiv-
alent and the path integral can be derived from canonical quantisation. The Feynman
path integral of Yang-Mills theory is given by
Z =
∫
DΨ¯DΨDAµ eiSYM[A,Ψ,Ψ¯] . (2.9)
Here, the path integration DAµ over the bosonic gauge fields is an integration over
all classical field configurations. This is essentially the same for the fermionic path
integrations DΨ and DΨ¯. However, due to the canonical anti commutation relations
which the spinor fields have to obey, even the classical fields have to be represented by
anti commuting numbers. Hence, the integration over the spinor fields is implemented
by an integration over Grassmann numbers, i.e. anti commuting numbers. The Feyn-
man path integral can be used to construct a systematic perturbative series expansion
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in the Yang-Mills coupling. However, in order to define the path integral properly,
one has to impose a gauge fixing condition in order to get rid of the unphysical de-
grees of freedom. In any theory with a local symmetry, some degrees of freedom of
the fields that appear in the Lagrangian are unphysical, in the sense that they can be
adjusted arbitrarily by gauge transformations. By the gauge fixing, one ideally selects
exactly one representant of each gauge orbit such that the path integration covers only
physically distinct gauge field configurations. Without the gauge fixing one would be
integrating over infinitely many equivalent gauge field configurations having the same
value of the action which would make the path integration ill defined. The gauge fixing
is achieved by the Fadeev-Popov trick which factors out these redundant integrations.
It introduces bosonic auxiliary fields, the so called ghost fields. These fields are also
unphysical. However, they enter the perturbative expansion in such a way that they
cancel exactly the unphysical contributions of the gauge fields.
The dominant qualitative feature of QCD, i.e. Yang-Mills theory with Nc = 3 color de-
grees of freedom and up to Nf = 6 quark flavor degrees of freedom, seen in perturbation
theory is asymptotic freedom. The effective coupling constant of QCD shrinks as the
momentum scale Q2 grows. This means that processes involving only high momentum
or short distance are accessible to analysis with perturbative methods. To one loop
order, the beta function representing the rate of change of the QCD coupling constant
with respect to variations of the momentum scale for Nc colors and Nf flavors is given
by
β(g) = µ
∂g
∂µ
= − g
3
16π2
[
11
3
Nc − 2
3
Nf
]
. (2.10)
Hence, the coupling constant runs as
g2(Q2)
4π
=
4π
(11Nc/3− 2Nf/3) log
(
Q2/ΛQCD2
) (2.11)
Asymptotic freedom implies that the effective coupling constant for QCD grows at
lower momentum scales or longer distances. The quantity “ΛQCD” expresses the scale
at which the strong interactions become strong. There, the perturbative expansion
breaks down and one needs non-perturbative methods like lattice gauge theory in order
to make predictions of the theory.
2.2 Light cone quantisation
In the last section, we have introduced and quantised the Yang-Mills action with the
Feynman path integral which is the most convenient method in order to perform per-
turbation theory. However, there are also other methods of quantisation. The original
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method is canonical quantisation and actually, the Feynman path integral can be de-
rived from canonically quantised field operators. Canonical quantisation preserves the
symplectic structure of the classical theory by substituting poisson brackets between
canonically conjugate operators by commutators. In this respect, field theory is an
initial value problem. One defines the fields and there commutation relations at a
hypersurface of constant “time” and evolves them along the “time” direction by the
equations of motion. Of course, there are different possibilities for these hypersurfaces
and for the space time directions along which the systems may evolve. Light cone
quantisation is one of them.
2.2.1 Definition
In this section, the light cone coordinates are defined and the formal steps for the field
quantisation on the light cone are sketched. For a complete disquisition on this topic
we refer the interested reader to the literature [30, 45, 46].
It is one of the guiding principles of physics that physics must not depend on a specific
choice of coordinates. Therefore, one is free to choose any reference frame for the
description of a particular problem. Light cone coordinates are one possibility. They
were introduced by Dirac [28] in order to construct the most convenient Hamiltonian
formulation for a relativistic system. Most convenient in this respect means that the
formulation has a maximal number of Poincare generators which leave the quantisation
surface invariant, i.e. which do not involve any time evolution of the system. The
light cone coordinates are defined in the Kogut-Soper convention [47] by the following
transformation from an arbitrary Minkowski four-vector xµ
x+ =
1√
2
(
x0 + x3
)
x− =
1√
2
(
x0 − x3) . (2.12)
The coordinate x+ is usually referred to as the temporal light cone coordinate whereas
x− is denoted by the longitudinal light cone coordinate. The transversal part ~x⊥
of the Minkowski coordinates remains unchanged. Obviously, the ordinary Minkowski
coordinates xµ and the light cone coordinates are not related to each other by a Lorentz
transformation. The transition to light cone coordinates induces the following metric
gµν =

0 0 0 1
0 −1 0 0
0 0 −1 0
1 0 0 0
 gµν =

0 0 0 1
0 −1 0 0
0 0 −1 0
1 0 0 0
 (2.13)
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with µ, ν = +, 1, 2,−, det g = 1. This defines the scalar product
xµy
µ = x−y+ + x+y− − ~x⊥~y⊥
= x−y+ + x+y− − ~x⊥~y⊥ . (2.14)
The metric implies that we have the following relation between the covariant and contra
variant light cone coordinates
x+ = x−
x− = x+ . (2.15)
The dispersion relation for an on-shell particle of mass m with light cone energy p+
and light cone longitudinal momentum p− is given by
p+ =
m2 + ~p⊥2
2 p−
. (2.16)
In contrast to the dispersion relation in ordinary Minkowski coordinates, the light
cone dispersion relation does not involve a square root. Hence, also the Hamiltonian
eigenvalue problem does not involve a square root which makes it much more easier
to handle than in ordinary coordinates. Furthermore, the light cone energy decreases
with increasing longitudinal momentum in contrast to ordinary coordinates where the
energy increases with increasing momentum. Therefore, a high momentum cut-off in-
troduced by a lattice for the longitudinal coordinate does not provide a high energy
cut-off of the field theory.
Having defined the coordinate system, we can proceed with the canonical quantisation
of the physical system we want to describe. In general, for arbitrary coordinates, one
usually starts from the action S in order to quantise a theory canonically
S =
∫
d4xL(Φ, ∂µΦ) . (2.17)
The Lagrangian density L of a theory determines the equations of motion and the
constants of motion. Here, we have introduced dummy field variables Φ representing
the actual degrees of freedom in a specific theory. After selecting a time direction τ
one determines the momenta π which are canonically conjugate to the fields Φ. The
momenta π are given by the functional derivative of the Lagrange density with respect
to the temporal derivative ∂τ of the field
π(x) ≡ δL
δ∂τΦ
. (2.18)
Then, one constructs the Hamilton operator of the system by a Legendre transforma-
tion of the Lagrangian. In order to quantise the theory one postulates equal “time”
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Figure 2.1: Hypersurface of equal light cone time x+ = 0 tangent to the light cone.
Light cone time evolution is along lines orthogonal to the hypersurface. The figure is
from [45].
commutation relations between the fields and the canonically conjugate momenta.
Thus, one has completely specified the dynamics and one can start solving the equa-
tions of motion.
Until one selects the canonically conjugate momenta and postulates equal τ commu-
tation relations, i.e. at the level of the classical Lagrangian, the transition from equal
time to the light front consists of a mere rewriting. After quantisation, the independent
degrees of freedom consist of the fields and their conjugate momenta on the initial sur-
face τ = 0. Thus different degrees of freedom are employed to expand physical states
in the equal time and light front approach. The quantisation surface for light cone
quantisation is shown in Fig. 2.1. Of course, after solving the equations of motion,
physical observables must not depend on the choice of quantisation plane. However,
it may turn out that one approach is more efficient than the other one. In the next
section, we try to convince the reader that light cone quantisation is a natural choice
for the description of high energy physics. However, there are also problems appearing
in light cone quantisation. If one has a closer look at the light cone metric Eq. (2.13),
one observes that there is no diagonal entry for the temporal index +, i.e g++ is equal
to zero. This implies that the kinetic energy of scalar field theory for example con-
tains no terms in which the temporal derivative of the field is appearing quadratically.
Therefore, the definition of the canonically conjugate momentum operator Eq. (2.18)
does not contain temporal derivatives. Hence, the canonically conjugate momentum
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operator is a dependent variable which does not provide any new dynamical informa-
tion. The result is that one has to quantise a constraint system which complicates the
whole quantisation procedure. It turns out that this problem is not restricted to scalar
field theory but is a general feature of light cone quantisation.
The fields Φ obey the Heisenberg equations of motion
−i ∂µΦ = [Pµ,Φ] . (2.19)
which implies that Pµ denotes the generator of translations along space time direc-
tion µ. This justifies our nomenclature for the light cone energy and the longitudinal
momentum. Namely, we refer to p+ as light cone energy and to p− as light cone longitu-
dinal momentum because it is an eigen value of the generator of time translations or an
eigen value of the generator of translations along the longitudinal light cone coordinate
x− respectively.
2.2.2 Advantages
Light cone quantisation has a lot of physically very appealing features which we would
like to present in the following.
One of these features is the triviality of the light front vacuum. In an interacting theory
the vacuum is in general an extremely complicated state and not known a priori. The
light front formulation provides a dramatic simplification at that point. While all com-
ponents of the momentum in normal coordinates can be positive as well as negative,
the longitudinal light front momentum P− is always positive. In free field theory, the
vacuum is the state which is annihilated by all annihilation operators ak. In general,
in an interacting theory, excited states (excited with respect to the free Hamiltonian)
mix with the trivial vacuum state (i.e. the free field theory vacuum) resulting in a
complicated physical vacuum. Of course, there are certain selection rules and only
states with the same quantum numbers as the trivial vacuum can mix with this state.
In normal coordinates, this has no deep consequences because there are many excited
states which have zero momentum. On the light front, the situation is completely dif-
ferent Except for pure zero mode excitations, i.e. states where only the zero mode is
excited, all excited states have positive longitudinal momentum P−. Thus only these
pure zero mode excitations can mix with the trivial light front vacuum. Therefore,
with the exception of the zero modes the physical light front vacuum of an interacting
field theory must be trivial. Of course, this cannot mean that the vacuum is entirely
trivial. Otherwise it seems impossible to describe the many interesting problems which
are related to spontaneous symmetry breaking within the light front formalism. For
example, one knows that chiral symmetry is spontaneously broken in QCD and that
this is responsible for the relatively small mass of the pions which play an important
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role in strong interaction phenomena at low energies.
Light cone wave functions Ψn/h(µ) are projections of a definite hadronic state vector Ψh
onto a given Fock state with n constituents. It is possible to show, that the light cone
Hamiltonian P− separates into a center of mass term and a term containing only the
relative coordinates [45]. Therefore, the center of mass motion can be separated from
the wave function and the light cone wave functions describing the properties of the
hadron do only depend on the relative coordinates. In the following we would like to
derive the transformation properties of the relative coordinates with respect to Lorentz
boost along the longitudinal direction. With respect to ordinary Lorentz boosts along
the longitudinal x3 direction, the Minkowski coordinates transform like(
x′ 0
x′ 3
)
=
(
γ −β γ
−β γ γ
)
·
(
x0
x3
)
, γ =
(
1− β2)−1/2 . (2.20)
Under this Lorentz boost, the light cone coordinates transform in correspondence with
x′+ =
√
1− β
1 + β
x+ , p′+ =
√
1 + β
1− β p+
x′ − =
√
1 + β
1− β x
− , p′− =
√
1− β
1 + β
p− . (2.21)
This implies that under boosts along the longitudinal direction the temporal light cone
coordinate and the longitudinal light cone coordinate do not mix. They are rescaled
by a certain factor. Here the factor in front of x′ − is the inverse of the factor in front
of x′ −. The same argument applies for the momenta p+ and p−. However, this implies
that the light cone momentum fraction x given by
x =
p−
P−
. (2.22)
is a boost invariant quantity which means that the light cone wave functions are boost
invariant. Strictly speaking, we have proved this statement for boosts along the longi-
tudinal direction only. However, a straight forward extension of the above procedure
can be used to show that this is true for general boosts.
Light cone coordinates are very advantageous in order to describe high energy scatter-
ing. There are various examples which show that the application of light cone coor-
dinates is a natural choice there, because they make the formulations very easy. As a
first example let us consider inelastic scattering of an unpolarized lepton on unpolarized
nucleons. The process which is shown in Fig. 2.2 can be written as
l +N → l′ +X (2.23)
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Figure 2.2: Deep Inelastic scattering of an unpolarized lepton l with four momentum
k on unpolarized nucleons with momentum P . The lepton emits a virtual photon γ∗
with four momentum q which interacts with a parton f carrying momentum fraction
x of the nucleon. The probability to find a parton inside the nucleon is given by the
parton distribution function. The struck parton and the target remnants hadronize
into the hadronic final state X.
where an incident lepton scatters of the nucleon N and will be detected in its final
state l′. The nucleon fragments into the hadronic final state X. The final hadronic
state is not detected, however. The lepton mass is denoted by m, k = (E,k) is the
initial lepton four momentum and k′ = (E ′,k′) is the final one. The four momentum
of the nucleon is P = (M,0). Assuming one photon exchange, the differential cross-
section for detecting the final lepton in the solid angle dΩ and in the final energy range
(E ′, E ′ + dE ′), can be written as [48]
d2σ
dΩdE ′
=
(
α
q2
)2
E ′
E
LµνW
µν (2.24)
where q = k − k is the four momentum transfer, mediated by the virtual photon, and
α is the electromagnetic coupling constant. q2 is always space like, which is seen easily
in the electrons’ rest frame
q2 = 2me − 2kk′ = 2me − 2me
√
m2e +
~k′ 2 < 0 . (2.25)
One therefore usually introduces the photon virtualityQ2 := −q2 as a positive quantity.
The term ”deep inelastic” refers to the kinematical domain where both Q2 and the
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invariant mass W 2 of the hadronic system are large compared with typical hadron
masses.
W 2 ≡ (P + q)2 =M2 + 2Mν −Q2 >> M2 . (2.26)
Here ν = E − E ′ is the energy of the virtual photon in the lab frame. Aside from
the energy of the initial lepton, the cross-section can be taken to depend on any two
of the variables Q2,ν and W 2. Normally, combinations of them are used. The most
important are:
x ≡ Q
2
2P · q
Lab.
=
Q2
2Mν
y ≡ 2P · q
2P · k
Lab.
=
ν
E
. (2.27)
where x is the well known Bjorken scaling variable and y is the fraction of the energy
of the lepton transferred to the nucleon. The leptonic tensor Lµν , which describes the
virtual photon emission vertex, has the simple form
Lµν = 2
[
kµk
′
ν + k
′
µkν − gµν(kk′ −m2)
]
. (2.28)
The hadronic tensor W µν describes the coupling of the photon to the nucleon. Since
the nucleon is not a point-like particle, two structure functions W1(P · q,Q2) and
W2(P · q,Q2) enter the hadronic tensor. Therefore, its most general structure (making
use of Lorentz covariance, gauge invariance and parity conservation) is given by :
Wµν(q;P ) =
(
−gµν + qµqν
q2
)
W1(P · q,Q2)
+
[(
Pµ − P · q
q2
qµ
)(
Pν − P · q
q2
qν
)]
W2(P · q,Q2)
M2
. (2.29)
We have omitted the antisymmetric part of the hadronic tensor, since it does not
contribute to the cross section when contracted with the symmetric tensor Lµν in (2.24).
The cross-section (2.24) in the laboratory frame, can then be written , explicitly using
eqn. (2.28,2.29), as:
d2σ(k, P ; k′)
dΩdE ′
=
4α2E
′ 2
q4
[
2W1(P · q,Q2) sin2
(
θ
2
)
+W2(P · q,Q2) cos2
(
θ
2
)]
. (2.30)
where θ is the Lab scattering angle of the lepton. It is convenient to substitute the
structure functions by the dimensionless structure functions
F1(x,Q
2) = MW1(P · q,Q2) (2.31)
F2(x,Q
2) = ν W2(P · q,Q2) . (2.32)
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Once inserted, the dimensionless structure functions can be extracted from the hadronic
tensor by the ”projectors” Pαβ1 and P
αβ
2
F1 = P
αβ
1 Wαβ , P
αβ
1 ≡
1
4
[
1
a
PαP β − gαβ
]
(2.33)
F2 = P
αβ
2 Wαβ , P
αβ
2 ≡
3P · q
4a
[
1
a
PαP β − 1
3
gαβ
]
a =
P · q
2x
+M2 . (2.34)
This can be verified by using eqn.(2.29). Up to now, the hadronic tensor has been
investigated in its most general form. However, it has a field theoretic definition as
well
Wµν(q;P ) =
1
2π
∫
d4x eiq·x
1
2
∑
pol.
〈N(P )| Jµ(x)Jν(0) |N(P )〉c . (2.35)
Here N(P ) denotes the nucleon state vector with momentum P , J denotes the elec-
tromagnetic current operator which couples to the photon and the sum represents the
average over the incoming nucleon spin. The subscript c on the hadronic matrix element
Eq. (2.35) means that the “connected” matrix element is considered. The connected
matrix element for an arbitrary operator O is defined in the following way
〈h(P )| O |h(P )〉c = 〈h(P )| O |h(P )〉 − 〈0| O |0〉 〈h(P ) | h(P )〉 . (2.36)
This definition ensures that disconnected pieces are excluded, i.e. irrelevant vacuum
transitions of the form 〈0| O |0〉 〈h(P )| h(P )〉 are subtracted from the expectation
value.
In the rest system of the nucleon, the four momenta of the nucleon and the virtual
photon can be chosen to be given by
Pµ = (M, 0, 0, 0) , qµ = (q0, 0, 0, q3) =
(
ν, 0, 0,
√
ν2 +Q2
)
. (2.37)
One can prove that the matrix element 〈N(P )| Jµ(x)Jν(0) |N(P )〉 only contributes for
space- and time like separations, i.e. x2 ≥ 0. One rewrites the current expectation
value as the expectation value of the commutator
Wµν(q;P ) =
1
2π
∫
d4x eiq·x
1
2
∑
pol.
〈N(P )| [Jµ(x), Jν(0)] |N(P )〉c . (2.38)
This is possible due to the fact that the current product expectation value which has to
be subtracted, does not contribute. This is obvious for the vacuum transition part of
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the connected matrix element. In order to prove this for the hadronic matrix element
we consider ∫
d4x eiq·x 〈N(P )| Jν(0) Jµ(x) |N(P )〉
=
∑
X,PX
(2π)4δ4 (q + PX − P ) 〈N(P )| Jν(0) |X(PX)〉
· 〈X(PX)| Jµ(0) |N(P )〉 . (2.39)
Here we have inserted a complete set of eigen states of the QCD Hamiltonian and
momenta in between and have rewritten the current Jµ(x) in terms of the current
Jµ(0) with the help of the Heisenberg equations of motion. The energy delta function
requires that the energy of the state P 0X = P
0
N − q0 < M is smaller than the nucleon
mass. However, such a state does not exist with baryon number equal to one (the
current conserves baryon number). Therefore, Eq. (2.39) vanishes. The commutator
in Eq. (2.38) vanishes for space like separations x2 < 0 due to causality which proves
the statement.
In the Bjorken limit (B.l.)
ν,Q2 →∞ for fixed x , (2.40)
measurements of the dimensionless structure functions showed that they scale [2, 3, 4],
i.e. they only show a weak logarithmic dependence on Q2 and the dynamics is governed
by light cone dynamics. In order to see that the hadronic tensor Wµν(q;P ) is governed
by light cone dynamics, we rewrite the exponential factor in front of the matrix element
in Eq. (2.35) in terms of light cone coordinates Eq. (2.12)
eiq·x = ei q+ x
++i q− x−−i ~q⊥ ~x⊥ . (2.41)
In the Bjorken limit Eq. (2.40), the light cone momenta of the virtual photon are given
by
q± =
1√
2
(
ν ± ν
√
1 +
2M x
ν
)
⇒ q+ B.l≈
√
2 ν , q−
B.l≈ − 1√
2
M x = −xP− . (2.42)
Here P− is the longitudinal light cone momentum of the target in the target rest frame.
This implies that the light cone energy q+ of the virtual photon diverges q+ → ∞ in
the Bjorken limit whereas the light cone momentum q− remains finite and is fixed. The
Fourier transform of a smooth function has the property that it vanishes for conjugate
momenta q+ → ±∞ due to the rapidly oscillating factor exp(i q+x+) which kills all
contributions to the integral. However if the function has a singularity, then the Fourier
20 Chapter 2. Light cone field theory
transform in the q+ → ±∞ limit is dominated by the behavior of the function close
to the singularity [49]. As we have seen, the matrix element of the currents vanishes
for space like separations, i.e. x2 < 0, and the current product is singular at x+ = 0,
~x⊥ = 0 which is immediately seen already in the case of the free current [50]. Therefore,
the hadronic tensor reduces to a correlation function along the light-cone longitudinal
space direction x− at constant temporal light-cone coordinate x+
Wµν(q;P )
B.l.
=
1
2π
∫
dx− eiq−·x
− 1
2
∑
pol.
〈N(P )| [Jµ(x) , Jν(0)] |N(P )〉c
∣∣∣∣∣
x+=0,~x⊥=~0
. (2.43)
This implies that there is no evolution along the light cone time x+ during the en-
tire scattering process. Therefore, if one quantises on the light cone, deep inelastic
scattering becomes a “static” problem which is much easier to handle than dynamical
problems.
Another example for the naturalness of light-cone coordinates for the description of
high energy scattering experiments is elastic hadron-hadron scattering. In [51, 52],
the loop-loop correlation model is developed which describes elastic hadron-hadron
interactions of the hadron h with the hadron h′
h(p1) + h
′(p2)→ h(p3) + h′(p4) . (2.44)
If one considers the limit of large energies s → ∞ and small momentum transfer t,
the following assumptions can be justified during the interaction time [51]. The parton
states of the hadrons do not change qualitatively. The partons travel on straight light
like trajectories and the partons may undergo “soft” interactions. These assumptions
imply that the S matrix of the hadronic reaction can be described by the correspondent
S matrix at the partonic level folded with the light cone wave functions of the initial
and final states.
The partons pick up a phase factor along their path [51] along the light cone given by a
Schwinger string. To a good approximation, the meson can be described by its valence
structure, i.e. as a bound state of a quark and an antiquark. Hence, the world line of
the meson is given in the partonic picture by the transversally separated world lines of
the quark and the anti-quark along the light cone. The Schwinger strings correspond-
ing to the quark and the antiquark can be connected at t = ±∞ with a Schwinger
string in order to make the meson color singlet if one assumes that the gauge field is
adiabatically turned off at t = ±∞. Therefore, the world sheet of the meson at the
partonic level is given by a Wegner-Wilson loop along the light cone and the S matrix
for elastic hadron-hadron scattering is essentially the correlation function of two light
like Wegner-Wilson loops. The method is easily extended to baryons described as a
diquark quark system.
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Here again, the usefulness of light cone coordinates is obvious. The quark trajectories
are most easily described in terms of light cone coordinates because then, they simply
follow either the light cone time coordinate axes x+ or the light cone longitudinal co-
ordinate axis x−.
The non-perturbative expectation values of Wegner-Wilson loop correlators have been
mostly computed analytically within the stochastic vacuum model [53, 54, 55]. Never-
theless, it would be very convenient to have a first principle method like lattice gauge
theory to compute them. However, in the standard Euclidean equal time approach to
lattice gauge theory, one can not implement light like Wegner Wilson-loops because
there, the light cone shrinks to a single point.
To summarize, many very interesting observables concerning high energy reactions can
be related to the non-perturbative expectation value of light like Wegner-Wilson loops
or correlation functions of light like Wegner-Wilson loops. Therefore, it is physically
very appealing to have a first principle method like lattice gauge theory which is capable
of computing numerically non-perturbative expectation values on the light cone. In
the following chapters we intend to construct such a method.
2.3 Transverse lattice method
The transverse lattice approach is an existing method which is in principle capable of
computing non-perturbative operator expectation values on the light cone. It was first
introduced by Bardeen et al. [56, 33]. It combines lattice and light front formulations of
QCD. It is a Hamiltonian method which implies that the temporal coordinate x+ stays
continuous. However, in contrast to the usual lattice approach which is introduced in
Sec. 3.1, also the longitudinal coordinate x− stays continuous and only the transversal
coordinates are discretized by introducing a lattice with lattice spacing a. Therefore, it
is called the transverse lattice method. Discretizing the longitudinal coordinate x− is
not appropriate since it would cut-off large values of the conjugate momentum variable
P−. However, due to the dispersion relation Eq. (2.16), large values of P− correspond
to small values of the energy P+. In order to remove the high-energy region in a gauge
invariant way one can impose anti-periodic boundary conditions on x− [57]. Therefore,
the transverse lattice introduces two scales, namely the lattice spacing a and the lon-
gitudinal period L.
The temporal and longitudinal gauge fields keep their continuum form and one intro-
duces complex matrices Mj(x
+, x−, ~x⊥) ∈ GL(N,C) for the link attached to the site
~x⊥ in one of the transversal directions j = 1, 2. These matrices might be considered
as being obtained from a sequence of several block smearings of a transverse lattice of
smaller lattice constant a′ < a [36, 37] which involves the unitary Wilson link variable
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[23]. Indeed, in the continuum limit, M has to tend asymptotically to the unitary
Wilson link variable [23].
lim
a→0
Mj(x) = 1+ i g Aj(x) +O(a2) . (2.45)
One does not use the ordinary Wilson link variable [23] which is an element of SU(N)
right from the beginning because these matrices are hard to quantise canonically. The
determinant constraint is a non-linear constraint which makes the quantisation tech-
nically very involved if not impossible. Therefore, one uses ordinary complex matrices
which are unconstrained.
The following gauge-invariant transverse lattice action is the simplest that reduces to
the continuum QCD action Eq. (2.6) in the naive continuum limit a→ 0 and L → ∞
S =
∫
dx+dx−
∑
~x⊥
{
2∑
j=1
Tr
[
D¯αMj
(
D¯αMj
)† ]− a2
2
Tr
[
FαβF
αβ
]− V [M ]} .
(2.46)
Here D¯αMj is the covariant derivative in one of the light cone directions α = +,−
D¯αMj = (∂α + i g Aα(~x⊥))Mj(~x⊥)− i gMj(~x⊥)Aα(~x⊥ + a~ej) . (2.47)
In its simplest implementation, the potential V [M ] is given by the plaquette term
for the fields M , i.e. it is given by the trace of the ordered product of the matrices
M around a unit square on the transversal lattice which yields the longitudinal field
strength squared F a12(x)
2 in the naive continuum limit. Furthermore, it has to contain
a potential energy term U [M ] that forces M into SU(N) as a→ 0, such as
U [M ] =
N
λ
2∑
j=1
(
Tr
[(
1−M †j (~x⊥)Mj(~x⊥
)2 ]
+ (det [Mj(~x)]− 1)2
)
. (2.48)
where λ→ 0. The first part of the potential U [M ] is enforcing the unitarity constraint
and the second part of the potential enforces the determinant constraint. The action
is gauge invariant with respect to the following unitary gauge transformations which
are induced by the continuum gauge transformations Eq. (5.7)
Aα(~x⊥) → V (x) (Aα(~x⊥) + i g ∂α)V †(~x⊥)
Mj(~x⊥) → V (x)Mj(~x⊥)V †(~x⊥ + a~ej) . (2.49)
Having defined the action, one uses the light cone gauge A− = 01, derives the Hamil-
tonian and the longitudinal momentum operator from the energy momentum tensor
1The light cone gauge is not compatible with anti-periodic boundary conditions, however [38]
justifies its use.
2.3. Transverse lattice method 23
and performs canonical quantisation of the remaining dynamical fields Mj(~x⊥) by im-
posing the usual equal light cone time commutation relations. Then, one may perform
numerical computations of operator matrix elements with the help of the method of
discretized light cone quantisation [58, 59].
The potential energy Eq. (2.48) is a specific choice. In principle there are infinitely
many other operators allowed as long as they obey the demanded symmetry require-
ments that have not been violated by the cut-offs. These include gauge invariance,
invariance with respect to boosts along the x3 direction and discrete Z4 rotations
around x3. The coupling constants have to be tuned in such a way that the remaining
Lorentz symmetries which are broken by the cut-offs are restored in an ideal world or
are enhanced at least. Then, one usually restricts one self to operators which involve
products of links of total length 2 and 4 in V [M ].
The quadratic loop Tr[Mj(x)M
†
j (x)] plays a special role, i.e. the mass squared term of
the Mj(x) fields, because it must have a negative (tachyonic) coefficient in the contin-
uum limit. Otherwise, the vacuum expectation value of Mj(x) is equal to zero which
implies that Eq. (2.45) can not be obeyed in the continuum limit. The non-vanishing
vacuum expectation value is easily verified because the action Eq. (2.46) is nothing but
the summation over linear sigma models at each transversal lattice point ~x⊥. However,
one needs a positive mass or at least a mass equal to zero in order to obtain the trivial
vacuum on the light cone which is highly desirable from the point of view of canonical
quantisation which expands around the right vacuum of the fully interacting theory
then. Otherwise, for negative mass, the light cone momentum p− does not need to be
positive and the usual argumentation for a trivial light cone vacuum (besides the zero
mode excitations) breaks down, i.e. it is possible to have vacuum fluctuations out of
the free field Fock vacuum which mix with the trivial vacuum state (i.e. the free field
theory vacuum) resulting in a complicated physical vacuum as in ordinary equal time
quantisation and the advantage of light cone quantisation is lost.
The transverse lattice method is an effective field theory for QCD. It is tuned in
such a way that the Lorentz symmetry is recovered. However, the continuum limit of
the transversal lattice is not reachable by construction, i.e. there is always a cut-off
involved which implies that the transverse lattice method is not fundamental. Never-
theless, there has been impressive progress in the approximate restoration of Lorentz
symmetries in the limit of large N → ∞ by a one parameter scaling trajectory in
coupling space. Here scaling means, that the extracted physical observables are inde-
pendent of the lattice spacing [29]. There are also computations involving fermions,
now. The small-x behavior of light cone wave functions could be determined on the
transverse lattice [60] and the generalised parton distribution functions of the pion [61]
has been investigated.
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2.4 Near light cone coordinates
In the last section, we have seen that the canonically quantised transverse lattice
method does not allow for a continuum limit. One can not use SU(N) link vari-
ables similar to the ordinary Wilsonian approach right from the beginning if one wants
to apply canonical quantisation to the link variables. The non-linear constraint from
the determinant condition of the SU(N) link variable makes a canonical quantisation
almost impossible. Therefore, we propose to switch to near light cone coordinates
which allow for an ordinary description in terms of SU(N) link variables a la Wilson
[23] and with which the light cone can be reached by a limiting procedure.
2.4.1 Definition
We would like to introduce near light cone coordinates similar to the coordinates first
proposed by [62, 63]. The nlc coordinates have been introduced in order to investi-
gate light cone quantisation as a limiting procedure of ordinary equal time quantisation.
The transition to near light cone (nlc) coordinates might be considered as a two-step
process. Consider a physical system described in ordinary Minkowski coordinates xµ,
for example the laboratory frame, in a finite box of longitudinal length L with periodic
boundary conditions in the spatial direction (cf. Fig. 2.3). The corners of the box are
given by the points Pbl,Pbr,Ptl and Ptr and have the following coordinate representation
in the laboratory frame where the first entry represents the temporal coordinate x0 and
the second entry represents the longitudinal coordinate x3
Pbl = (0, 0) , Pbr = (0, L)
Ptl = (T, 0) , Ptr = (T, L) . (2.50)
This system is observed from another inertial frame described by primed coordinates
x′µ which moves with relative velocity β along the longitudinal direction to the right
relative to the laboratory frame. The relative velocity β is measured in units of the
speed of light and is chosen to be given by
β =
1− η2
1 + η2
, η ∈ [0, 1] . (2.51)
The associated Lorentz transformation expressing the primed coordinates in terms of
laboratory frame coordinates reads
x′0 = γ
(
x0 − β x3)
x′3 = γ
(
x3 − β x0) , γ = (1− β2)−1/2 . (2.52)
Here x0 and x3 denote the temporal coordinate and the longitudinal spatial coordinate
respectively in usual Minkowski coordinates. Hence the corners of the spatial box con-
taining our physical system have the following coordinate representation with respect
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PblPbl PbrPbr
PtlPtl PtrPtr
x3
x0
x−
x+
Figure 2.3: Finite box with corners Pbl,Pbr,Ptl and Ptr resting in the laboratory frame
described by two different coordinate frames. The left panel shows the system described
by laboratory frame coordinates. Here horizontal lines represent lines of constant
x0 whereas vertical lines represent lines of constant x3. In the right panel, the nlc
coordinate axes are shown with respect to the laboratory frame basis. The horizontal
lines represent lines of constant x+ whereas the tilted lines along light like trajectories
represent lines of constant x−. Coordinate axes ticks are such that they correspond to
integer ∆x0,∆x3,∆x− and ∆x+.
to the moving frame
Pbl = (0, 0) , Pbr = γ (−βL, L)
Ptl = γ (T,−β T ) , Ptr = γ (T − β L, L− β T ) (2.53)
In order to describe the same physical system as in the laboratory frame, the very
same boundary conditions have to be taken into account. However, the corners are
no longer at equal time. In order to avoid time dependent boundary conditions which
complicate the description, the moving observer may redefine its coordinates by a linear
transformation such that the end points are at equal time in the new coordinates again.
Therefore, one performs an additional linear transformation from the boosted frame to
nlc coordinates. The transformation is not included in the Lorentz group and rotates
the temporal and longitudinal coordinates. It is given by
x+ =
1
2
[(
1 + η2
)
x′0 +
(
1− η2) x′3]
x− =
[
x′0 − x′3
]
. (2.54)
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Here, x+ is defined to be the new temporal coordinate along which the system evolves
and x− is defined to be the new spatial longitudinal coordinate. The transversal co-
ordinates x1 and x2 remain unchanged. By quantising a theory on a hypersurface of
constant x+, one can smoothly interpolate between an equal time quantisation and
light cone quantisation by varying the external near light cone parameter η from 1 to
0. In the equal time limit η = 1, the temporal coordinate x+ is given by the ordi-
nary Minkowski time coordinate x+ = x0′ and β = 0, i.e. the new reference frame
is not moving relative to the laboratory frame. In the light cone limit η → 0, x+ is
proportional to the usual temporal light cone coordinate Eq. (2.12) and β approaches
β = 1. Originally, the near light cone coordinates have been introduced with another
“normalization”, i.e. with other pre-factors such that both x+ and x− recover the
definition Eq. (2.12) in the light cone limit η → 0. However, this is just an η indepen-
dent rescaling of the coordinates. For us, it is more convenient to have the definition
Eq. (2.54). Then the nlc Yang-Mills Hamiltonian at vanishing longitudinal momentum
and at η = 1 coincides with the ordinary equal time Hamiltonian which is shown in
Sec. 2.4.2. It makes a direct comparison with equal time results more easy.
In terms of the original laboratory frame coordinates, the near light cone coordinates
Eq. (2.54) are given by
x+ = η x0
x− =
1
η
(
x0 − x3) . (2.55)
This implies that the temporal coordinate x+ is proportional to the laboratory frame
temporal coordinate x0. Therefore, the two end points of the interval are at the same
time again and the boundary conditions are at equal near light cone time again.
The nlc energy p+ and longitudinal momentum p− expressed in terms of the laboratory
energy E and longitudinal momentum p3 are given by
p+ =
1
η
(
E − p3)
p− = η p3 . (2.56)
The second relation in Eq. (2.56) shows that the magnitude of longitudinal momenta
is reduced by transforming to nlc coordinates. In other words, large longitudinal mo-
menta in the lab frame p3 ∝ 1/(a−η) become accessible by a nlc lattice with longitudinal
lattice spacing a− for η → 0. This makes nlc coordinates physically very attractive.
The definition of nlc coordinates Eq. (2.54) induces the following metric:
gµν =

0 0 0 1
0 −1 0 0
0 0 −1 0
1 0 0 −η2
 gµν =

η2 0 0 1
0 −1 0 0
0 0 −1 0
1 0 0 0
 . (2.57)
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with µ, ν = +, 1, 2,−, det g = 1. This defines the scalar product which induces a norm
xµy
µ = x−y+ + x+y− − η2x−y− − ~x⊥~y⊥
= x−y+ + x+y− + η2x+y+ − ~x⊥~y⊥ . (2.58)
Note, that the metric has off-diagonal terms which implies that there are terms mixing
temporal and longitudinal spatial coordinates in the scalar product. This has severe
consequences for a standard Euclidean lattice approach as it is shown in Sec. 3.2. The
dispersion relation for an on-shell particle with mass m is given by
p+ = −p−
η2
±
√(
p−
η2
)2
+ ~p⊥2 +m2 . (2.59)
Therefore, for finite values of η, large values of the longitudinal momentum p− do
correspond to large values of the energy p+. In contrast to exact light cone quantisation
a nlc lattice regularization provides the field theory with a high energy cut-off. If one
introduces a lattice with lattice constant a and Nnlc,− sites in the longitudinal direction
in order to describe the physical system shown in Fig. 2.3, the end points of our physical
box Pbr and Pbl at x
+ = 0 are separated by the distance ∆ which corresponds to the
longitudinal extension of the box measured in the nlc frame
∆ =
√
(Pbr − Pbl)µ(Pbr − Pbl)µ = η Nnlc− a . (2.60)
However, this is a Lorentz invariant quantity and corresponds also to the length of the
box measured in the laboratory frame because the end points of the interval are at
equal laboratory frame time. Hence, a decrease of η at a fixed value of the number
of lattice sites in longitudinal direction and at a fixed value of the lattice spacing a
implies a squeezing of the physical system which one is describing. Therefore, in order
to keep the extension of the physical system constant one has to increase the number
of lattice sites simultaneously, i.e.
Nnlc− (η) =
N3
η
N3 =
L
a
. (2.61)
Here N3 is the number of lattice sites needed to exceed the length of the box at η = 1.
Hence, one is describing the same physical system for all values of η. The increase of
lattice points in order to describe the entire box is also visualized in Fig. 2.3. If one
considers the lattice spacing as the maximal resolution with which one can study a
physical system, then the transition onto the light cone corresponds to an increase in
the resolution.
2.4.2 Dynamics
In the following, we restrict ourselves to the color gauge group SU(2) for which the
structure constants fabc are given by the three-dimensional totally antisymmetric Levi-
Cevita symbol ǫabc. In the following, we explicitly rewrite the pure gluonic part of the
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Lagrange density which is given by the integrand of the action integral Eq. (2.8) in
terms of nlc coordinates. By using the nlc metric Eq. (2.57) we obtain for
L =
∑
a
[
1
2
F a+−F
a
+− +
2∑
k=1
(
F a+kF
a
−k +
η2
2
F a+kF
a
+k
)
− 1
2
F a12F
a
12
]
. (2.62)
Note, that there is a term in the Lagrange density which is only linear in one of the
temporal field strengths, namely F a+kF
a
−k. Exactly this term causes some problems if
one tries to apply the numerical standard approach for lattice gauge theory, namely
the Monte Carlo sampling of the Euclidean path integral. We are going to discuss the
problem in Sec. 3.2. We perform a Legendre transformation to switch to a Hamiltonian
formulation , i.e. we have to express the temporal derivatives of the fields by their
canonical conjugate momenta in particular which are given by the functional derivatives
of the Lagrange density with respect to the temporal derivative of the correspondent
fields:
Πaµ ≡
δL
δ
(
∂+Aaµ
) . (2.63)
Therefore, the canonical momenta conjugate to the gauge fields are given by
Πak =
δL
δ∂+Aak
=
δL
δF a+k
= F a−k + η
2F a+k ,
Πa− =
δL
δ∂+Aa−
=
δL
δF a+−
= F a+− . (2.64)
Here, we have chosen the axial gauge Aa+ = 0 which is quite natural because the
temporal gauge field Aa+ is not dynamical, i.e. there is no temporal derivative appearing
in the Lagrange function. It acts like a Lagrange multiplier which multiplies the Gauss
law Ga = 0 with Ga given by:
Ga = Dac− Πc− +Dack Πck . (2.65)
Here Dacµ denotes the ordinary covariant derivative - in the adjoint representation - in
spatial direction µ
Dacµ = ∂µδ
ac + gfabcAbµ . (2.66)
In order to recover the full Lagrangian dynamics, we have to supplement the equations
of motion by Gauss’ law. Hence, the Gauss law has to be imposed as a constraint
equation on physical states. We express the temporal derivatives of the gauge fields in
terms of the canonical conjugate momenta by using Eq. (2.64), which yields
∂+A
a
k = F
a
+k =
1
η2
(
Πak − F a−k
)
,
∂+A
a
− = F
a
+− = Π
a
− . (2.67)
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Similar to ordinary equal time electrodynamics, the canonically conjugate momenta
Πj(x) are often referred to as chromo-electric fields, longitudinal (j = −) and transver-
sal (j = 1, 2), whereas the purely spatial components of the field strength tensor are
referred to as chromo-magnetic fields. Similar to the chromo-electric fields, one also has
transversal and longitudinal components. The field strength tensor F−k is called the
transversal chromo-magnetic field and F12 is called the longitudinal chromo-magnetic
field. We may obtain the QCD Hamiltonian and the momentum operator via the en-
ergy momentum tensor, where we have to substitute the temporal derivatives of the
gauge fields by the corresponding expressions involving the canonical conjugate mo-
menta Eq. (2.67). If the Lagrange density for an arbitrary field theory with fields Φr
defined by the Lagrangian density L is a function of the fields itself and derivatives
of the fields only, namely L = L(Φr, ∂µΦr), the energy momentum tensor in its most
general form is given by
T µν =
∑
r
δL
δ (∂µΦr)
∂νΦr − gµνL , (2.68)
It defines the Hamiltonian density H and the longitudinal momentum density P− by
H = T++ ,
P− = T+− . (2.69)
Therefore, for the nlc QCD Lagrangian Eq. (2.62) we find the Hamiltonian density
H = 1
2
∑
a
[
Πa−Π
a
− + F
a
12F
a
12 +
2∑
k=1
1
η2
(
Πak − F a−k
)2]
(2.70)
Here, the η structure of the Hamiltonian density arises naturally from the Lorentz-boost
performed in order to transform to nlc coordinates. The behavior of the chromo-electric
and chromo-magnetic field under Lorentz boosts along the longitudinal coordinate axes
is such that the longitudinal fields are invariant and the transversal fields scale with
γ ∝ 1/η. The longitudinal momentum density is given by
P− = Πa−∂−Aa− +
2∑
k=1
Πak∂−A
a
k . (2.71)
This form of the local integrand for the generator P− of longitudinal translations is not
manifestly gauge invariant. However, if one uses Gauss’ law and the definition of the
field strength tensor one can rewrite P− as
P− = ΠakF a−k + ∂k
(
ΠakA
a
−
)
+ ∂−
(
Πa−A
a
−
)
. (2.72)
So, the longitudinal momentum density P− may be expressed as a manifestly gauge
invariant object plus some total derivatives along the spatial directions which disappear
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after integration with periodic boundary conditions. We use the symmetrized form
P− = 1
2
(
ΠakF
a
−k + F
a
−kΠ
a
k
)
. (2.73)
The integrated Hamiltonian density H is the generator of nlc “time” translations and
the integrated longitudinal momentum operator P− is the generator of spatial transla-
tions in longitudinal direction:
H =
∫
d2x⊥dx−H , P− =
∫
d2x⊥dx−P− . (2.74)
We quantise the theory by choosing the following commutation relations at equal light
cone time x+ : [
Πam(~x), A
b
n(~y)
]
= −i δabδmn δ(3)(~x− ~y) ,[
Πam(~x),Π
b
n(~y)
]
= 0 ,[
Aam(~x), A
b
n(~y)
]
= 0 . (2.75)
These commutator relations respect the Heisenberg equations of motion
i [H,Aam(~y)] = ∂+A
a
m(~y) , i [P−, A
a
m(~y)] = ∂−A
a
m(~y)
i [H,Πam(~y)] = ∂+Π
a
m(~y) , i [P−,Π
a
m(~y)] = ∂−Π
a
m(~y) . (2.76)
In the Hilbert space, time independent gauge transformations with parameter Θa(~x)
are generated by the operator G[Θ] given by the convolution of the Gauss’ law operator
Ga with Θa(~x)
G[Θ] =
∫
d2x⊥dx−Θa(~x)Ga , Ga = Dab− Πb−(~x) +
2∑
k=1
Dabk Π
b
k(~x) . (2.77)
The quantum transformation rules of the local fields are
i [G[Θ], Aam(~x)] =
1
g
∂mΘ
a(~x) + fabcAbm(~x)Θ
c(~x)
i [G[Θ],Πam(~x)] = f
abcΠbm(~x)Θ
c(~x)
i [G[Θ], F amn(~x)] = f
abc F bmn(~x)Θ
c(~x) . (2.78)
Hence the gauge transformation of an operator O, like the chromo-electric field oper-
ators, the gauge field operators themselves or the Hamiltonian for example, is imple-
mented by the unitary transformation
O → Ω(Θ)OΩ†(Θ) , Ω(Θ) = e−iG[Θ] . (2.79)
Note, analogously for Quantum Mechanics, one has to supplement the Heisenberg
equations of motion by the Gauss law constraint. In Quantum Mechanics, the Gauss
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law constraint translates into a restriction of the Hilbert space to the subspace of
physical states i.e. states Ψ satisfying the Gauss law(
Dab− Π
b
−(~x) +
2∑
k=1
Dabk Π
b
k(~x)
)
|Ψ〉 = 0 ∀ ~x, a . (2.80)
Since the Gauss law operator is the generator of gauge transformations the physical
subspace is given by that part of the entire Hilbert space which is spanned by gauge
invariant states.
The 1/η2-term in the Hamiltonian Eq. (2.70) favors expectation values of transverse
chromo-electric fields Πak and transverse chromo-magnetic fields F
a
−k to be equal in
order to have a minimal energy. On the other hand, this term introduces terms linear
in the conjugate momentum which are difficult to handle, for example with a numerical
Quantum Diffusion Monte Carlo algorithm [64, 65, 66] which exploits the fact that the
time evolution operator is a projector onto the ground state when analytically continued
to imaginary times. The terms linear in the momentum enforce the wave functional
to be complex valued in general which spoils the whole procedure. These are exactly
the same terms which make the nlc action complex valued after the Wick rotation
in the action based formulation. Hence, the problem reappears in the Hamiltonian
formulation. However, for Hamiltonian nlc QCD it is possible to define an effective
Hamiltonian converging to the exact ground state which avoids the problematic terms.
Obviously, the Hamilton operator H in Eq. (2.74) is translation invariant and gauge
invariant. Hence, it commutes with the longitudinal momentum operator P− and with
generator of gauge transformations G:
[H,P−] = 0 ,
[H,G] = 0 . (2.81)
Therefore, common eigen states exist which diagonalize the Hamiltonian and the lon-
gitudinal momentum operator simultaneously and in addition fulfill the Gauss law. In
particular, momentum is a good quantum number which is left invariant by time evolu-
tion. In order to solve the Hamiltonian we are interested in translation-invariant states
which are eigen states of the longitudinal momentum operator, i.e. with eigenvalue
equal zero. In vacuum, with light cone momentum P− = 0, we can add (1/η2) P− to
define an effective Hamiltonian density Heff which is only quadratic in momenta:
Heff = H + 1
η2
P−
=
1
2
∑
a
[
Πa−Π
a
− + F
a
12F
a
12 +
2∑
k=1
1
η2
(
ΠakΠ
a
k + F
a
−kF
a
−k
)]
. (2.82)
In the limit η = 1, i.e. in the limit in which the nlc quantisation recovers ordinary equal
time quantisation, the effective nlc Hamiltonian is given by the ordianary equal time
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Hamiltonian. The effective Hamiltonian density is still symmetric under the exchange
Πak ←→ F a−k , (2.83)
but it does not enforce the equality between transverse chromo electric and transverse
chromo magnetic fields commonly used in the light cone limit also for the quantum
field theoretic system.
One finds the ground state |Ψ0〉 of H by evolving a translation invariant trial state |Φ〉
not orthogonal to |Ψ0〉 with the effective time evolution operator
|Ψ0〉 = lim
τ→∞
exp [− (Heff − Eeff ) τ ] |Φ〉 (2.84)
related to the effective Hamiltonian. Please note, that the described construction of
the effective Hamiltonian Heff from the Hamiltonian H may be extended to states
orthogonal to the vacuum, i.e. hadrons or glue ball states with definite momentum p−,
as well. By applying the time evolution operator in imaginary time x+ onto a specific
glue ball trial state |ΨTg (p−) >, i.e. a state with a definite symmetry and given mo-
mentum, we project on the lowest energy glue ball state |Ψg(p−) > with this symmetry.
A hadron or glue ball ground state may be obtained by applying the ground state
projection operator on a trial state having the quantum numbers of the hadron. A
specific hadron is classified by the eigenvalues (quantum numbers) of a maximal set of
commuting observables. In particular, this set of observables contains the Hamiltonian
and the longitudinal momentum operator.
A trial glue ball state may be constructed by applying a local, gauge invariant exci-
tation like a plaquette onto the trial vacuum ground state. Then, one sums over the
appropriate translations, rotations and reflections to reproduce the desired quantum
numbers.
By applying the time evolution operator in imaginary time onto a specific glue ball trial
wave functional ΨTg (p−) with a definite longitudinal momentum p− we may substitute
the Hamiltonian H by the effective Hamiltonian Heff in the same manner as in the
vacuum case.
|Ψg(p−)〉 ∝ lim
x+→∞
e−(H−E)x
+ ∣∣ΨTg (p−)〉
= lim
x+→∞
e−(Heff−E)x
+
e+P−/η
2 x+
∣∣ΨTg (p−)〉
= lim
x+→∞
e−(Heff−E−p−/η
2)x+ ∣∣ΨTg (p−)〉
= lim
x+→∞
e−(Heff−Eeff)x
+ ∣∣ΨTg (p−)〉
Eeff ≡ E + p−
η2
(2.85)
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Here upper case letters refer to operators whereas lower case letters refer to the corre-
spondent eigenvalues.
For the details of an explicit implementation of the ground state projection opera-
tor with a guided Quantum Diffusion Monte Carlo algorithm, we refer the reader to
[64, 65, 66]. In order to direct the Monte Carlo into regions of the configuration space
which have large acceptance rates, i.e. which have a large exact ground state prob-
ability density for the given configuration, one introduces a guidance wave functional
which is an approximation of the exact ground state. Instead of evolving the trial
state itself, one evolves a probability density in imaginary time which converges to the
product of the exact ground state wave functional and the guidance wave functional for
asymptotic times. Obviously, the application of a guidance wave functional introduces
some bias in the computation of expectation values. However, in principle one can get
rid of this bias by applying forward walking techniques [67, 68].
The algorithm preserves Gauss’ law as long as the guidance/trial wave functional is
gauge invariant. In the following two chapters, our primary objective is to translate the
discussed methodology onto the lattice (Chap. 3) and to determine variationally a good
starting and guidance wave functional |Φ〉 (Chap. 4) for the Quantum Diffusion Monte
Carlo evolution based on Eq. (2.84) which is motivated by analytical computations in
the strong and weak coupling limit.
2.5 Zero mode dynamics
The nlc Hamiltonian Eq. (2.70) describes the dynamics of the gauge fields. However,
the dynamics of the gauge fields is constrained by Gauss’ law Eq. (2.65). In order
to obtain a Hamiltonian formulated in terms of unconstrained variables one needs to
resolve the Gauss’ law constraint. Via unitary gauge fixing transformations [42], one
can achieve this resolution [40]. There, the nlc Hamiltonian was considered in a spatial
box of finite extension L in each direction with periodic boundary conditions for the
gauge fields. The unitary gauge fixing transformation can indeed be chosen in such
a way that the longitudinal gauge field A− becomes cyclic, i.e. that the transformed
Hamiltonian becomes independent of A−, apart from the zero mode. The reason is
that the zero modes of A− carry information on gauge invariant quantities, such as the
eigenvalues of the spatial Polyakov loop. Thus, these zero modes a−(~x⊥) have to be
kept as dynamical variables. The zero modes can be chosen to point into the SU(2)
three direction such that a−(~x⊥) = a3−(~x⊥)λ
3.
The principal advantage of an exact light front formulation is the apparent triviality of
the ground state which simplifies calculations of the hadron spectrum. The light front
vacuum, however, is not guaranteed to be trivial in the zero mode sector. In using the
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near light front coordinate system, the authors have investigated the light front limit
of the zero mode sector of the gauge fixed Hamiltonian. The pure zero mode part of
the gauge fixed nlc Hamiltonian in the Schro¨dinger representation is given by
hzm =
∫
d2x
[
− 1
2L
1
J (a3−(~x⊥))
δ
δa3−(~x⊥)
J
(
a3−(~x⊥)
) δ
δa3−(~x⊥)
+
L
2η2
(
~∇⊥a3−(~x⊥)
)2 ]
. (2.86)
It contains the Jacobian J(a−) which stems from the gauge fixing procedure taking
into account curvilinear coordinates and equals the Haar measure of SU(2)
J
(
a3−(~x⊥)
)
= sin2
(
g L
2
a3−(~x⊥)
)
. (2.87)
The Jacobian also appears in the integration volume element for calculating matrix
elements.
Having the zero mode Hamiltonian at hand, one can introduce a transverse lattice and
find vacuum solutions in the strong and weak coupling limit. In the weak coupling
limit the zero mode Hamiltonian supports solutions which are similar to QED, i.e.
the eigen functions are spin waves. However, in the strong coupling limit the solution
differs from the QED solution. The energy gaps between the excited gluon states and
the ground state are large in contrast to QED. Furthermore, one finds a linear rising
quark-antiquark potential for longitudinally separated charges which is not merely a
gauge artefact.
If one reduces the lattice to two sites, it is possible to solve for the energies of the
discretized Hamiltonian in the entire coupling regime analytically via a coupled cluster
method. The solutions recover the weak and strong coupling limits.
In order to have some insights into the behavior of the zero mode Hamiltonian at
larger lattices, there have been investigations by means of numerical lattice [41] meth-
ods. The Euclidean path integral is sampled by a standard Metropolis algorithm [69]
and the expectation value of the longitudinal Polyakov loop, i.e. the order parameter
differentiating the strong and weak coupling phase, its susceptibility and its temporal
correlation function is computed. The authors perform a finite size scaling analysis of
the mentioned observables and conclude that there are indications of a second order
phase transition between a massive phase at strong coupling and a phase with mass-
less excitations at weak coupling. By the finite size scaling analysis it is possible to
extract the critical coupling. Furthermore, they show that there is the possibility of a
simultaneous light cone and continuum limit motivating us to proceed in this direction
for the entire Hamiltonian.
Chapter 3
Lattice formulation
In the last chapter we have seen that a lot of interesting non-perturbative physics is
very naturally described by light cone coordinates. However, there is no first principle
tool like lattice gauge theory available in order to make numerical non-perturbative
computations. Therefore, we establish a lattice formulation in terms of nlc coordinates
in the following. In contrast to exact light cone quantisation the nlc lattice provides
the field theory with a high energy cut-off.
In the following chapter, we show how to construct the nlc ground state numerically.
First, we discretise nlc Yang-Mills theory. Then, we investigate the possibility of a
Monte-Carlo sampling of the Euclidean path integral. The Monte-Carlo sampling is
not feasible due to the fact, that the Euclidean action is complex valued. Then, we
switch to a Hamiltonian formulation and construct the near light cone Hamiltonian
on the lattice from the path integral by the transfer matrix method. Furthermore,
we construct the longitudinal momentum operator on the lattice as the generator of
lattice translations. Similar to the continuum we construct an effective Hamiltonian
applicable to states having definite longitudinal momentum which is quadratic in the
chromo electric fields.
3.1 Introduction
In the following, we describe how to discretise the nlc action which is given by the four
volume integral of Eq. (2.62).
We introduce a hypercubical lattice G in order to discretise nlc space-time
G = aZ4 = (x ‖xµ/aµ ∈ Z) . (3.1)
Here aµ is the lattice constant in direction µ representing the distance between two
adjacent lattice sites in that direction. In general, it may be different for different
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x x+ êµ x x+ êµ
Uµ(x) U
†
µ(x)
Figure 3.1: Link Uµ(x) connecting the site x with the site x+ êµ in forward µ-direction.
The Hermitian conjugate U †µ(x) connects the same sites in the opposite direction.
directions. Furthermore, we impose periodic boundary conditions for each of the nlc
directions. The lattice supplies a field theory naturally with a cut-off. The Fourier
transform of a function on the lattice has to obey the periodicity condition which we
have imposed. Therefore, the lattice momenta pµ are quantised, can be restricted to
the first Brillouin zone B and the momentum cut-off is π/aµ for each of the coordinate
directions
B = {p| − π/aµ ≤ pµ < π/aµ} . (3.2)
As a result, loop integrations in perturbation theory yield finite results. In order to
obtain the theory in the continuum, the lattice spacing has to be sent to zero. At the
same time the cut-off goes to infinity and renormalization is necessary to obtain finite
results for physical quantities.
Scalar fields can be put on the lattice in a straight forward fashion. One defines a field
at each point of the lattice. Derivatives are substituted by finite difference operators.
To discretise gauge theories such as QCD onto a lattice requires a little additional
thought because of the paramount importance of local gauge invariance. The role of
the gluon (gauge) field Aµ in QCD is to transport colour from one place to another so
that one can rotate the colour basis locally.
We introduce in four-dimensional space SU(N) link variables Uµ(x) connecting the site
x with the 4D site x+ êµ (êµ, µ = +,−, 1, 2, is a unit vector in 4D space-time) in the
following way:
Uµ(x) ≡ P exp
i g x+beµ∫
x
dyν Aaν(y)
σa
2
 , (3.3)
where P is implementing path ordering from left to right with increasing yν and σa
are Hermitian color generators. It is the extension of the gauge connection Aµ to finite
distances. Therefore, the link transports colour from one lattice site to the adjacent
one so that one can rotate the colour basis locally. It “lives” naturally in between the
lattice sites. In the following, we restrict to SU(2) where the σa are given by the Pauli
matrices. The Hermitian conjugate of the link variables, U †µ(x), connect the site x+ êµ
with the site x in reverse order. Under gauge transformations, the links transfo
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x x+ êµ
x+ êµ + êνx+ êν
Uµ(x)
Uν(x+ êµ)
U †µ(x+ êν)
U †ν(x)
Figure 3.2: The plaquette Uµν(x) is given by the ordered product of four links.
Uµ(x) → V (x)Uµ(x)V †(x+ êµ)
U †µ → V (x+ êµ)U †µ(x)V †(x) . (3.4)
Plaquettes Uµν(x) are related to the field strengths Fµν(x) and have the usual form
Uµν(x) = Uµ(x)Uν(x+ êµ)U
†
µ(x+ êν)U
†
ν(x) . (3.5)
The path enclosed by the plaquette forms a closed loop. Therefore, the trace of the
plaquette is a gauge invariant quantity due to the cycle property of the trace. Ex-
panding a plaquette around its center x + beµ
2
+ beν
2
in orders of the lattice spacing one
obtains
Uµν(x) = 1+ igaµaνF
a
µν
σa
2
− 1
2
g2a2µa
2
νF
a
µnuF
b
µν
σa
2
σb
2
+ . . . . (3.6)
Here aµ denotes the lattice spacing for direction µ, i.e. we allow in general for different
lattice spacings in the temporal, longitudinal and transversal directions. A correspon-
dent expansion is obtained for U †µν(x). Therefore, the sum over color indices a = b of
a product of field strengths is given in the limit aµ → 0 as follows
F aµνF
a
µν(x) =
4
g2a2µa
2
ν
Tr
[
1− Re
(
Uµν(x)
) ]
. (3.7)
Or more general
F aµνF
a
κρ(x) =
2
g2aµaνaκaρ
Tr
[
Im
(
Uµν(x)
)
Im
(
Uκρ(x)
) ]
. (3.8)
Here, Re (U) and Im (U) are defined as
Re (U) ≡ U + U
†
2
, Im (U) ≡ U − U
†
2i
. (3.9)
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In Eq. (3.8) the two plaquettes Uµν and Uκρ begin and end at the common site x.
Note, that Eq. (3.7) and Eq. (3.8) are representations of the field strength squared
terms which are only valid in leading order of the lattice spacing. So far, there is no
improvement included. Possible improvements could follow the standard procedures
like Symanzik improvement [70, 71] or tadpole improvement [72]. The standard pla-
quette representations of the field strength squared Eq. (3.7) and Eq. (3.8) contains
deviations which are of order O(a2) and O(a2 g2). The tree level Symanzik improve-
ment is a simple and effective method of eliminating lowest order discretisation errors
by calculating the field strength from a combination of, for example, the plaquette,
2 a× a and a× 2 a rectangles. Since the plaquette and rectangles have different O(a2)
errors (terms involving derivatives of the field strength tensor) they may be added in a
linear combination in such a way that the leading error terms cancel and one is left with
the term corresponding to the desired field strength squared plus O(a4) and O(g2 a2)
errors. This process eliminates classical error terms of order O(a2) arising from the
finite lattice spacing. Non-classical O(a2 g2) arising from the self couplings of the gluon
fields may be dealt with to some extent with the tadpole improvement. One redefines
the value of each link by scaling it by the mean link u0 to account for the significant
tadpole-style self-interactions of the gluon fields introduced on the lattice via the link
operators.
By using the relations Eq. (3.7), Eq. (3.8) and introducing the coupling β = 4/g2, we
may rewrite the continuum nlc Lagrange density Eq. (2.62) in terms of plaquettes such
that the continuum nlc action is recovered in the naive continuum limit aµ → 0.
Slat(β, η) =
∑
x
β
{
1
2
Tr
[
1− Re
(
U+−(x)
) ]
− 1
2
Tr
[
1− Re
(
U12(x)
) ]
+
∑
k
1
2
Tr
[
Im
(
U+k(x)
)
Im
(
U−k(x)
) ]
(3.10)
+
1
2
η2
∑
k
Tr
[
1− Re
(
U+k(x)
) ]}
, β ≡ 4
g2
.
Here, we use an equal lattice spacing aµ = a for all the space-time directions. Slat
is gauge invariant, as will be clear from our earlier discussion. The nlc lattice action
does only depend on β and η. These are the bare input parameters for a nlc QCD
calculation involving only gluon fields. Notice that the lattice spacing is not explicit
anywhere and one does not know its value until after the calculation. It is the only
dimensionful parameter on the lattice. The lattice predictions are always dimensionless
numbers and the correct dimensions are restored with the help of the lattice spacing.
For example, a mass prediction is going to have the form
m =
1
a
f(β, η) . (3.11)
Here, f(β, η) is some generic functional describing the physical mass in lattice units in
dependence of β and η. In the naive a → 0 limit, all the masses would go to infinity.
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In order to keep the physical mass m constant as a→ 0, the bare coupling constants β
and η must also be tuned. However, this is beyond the scope of this thesis and is not
discussed further in the following.
3.2 Euclidean path integral
The Yang Mills path integral on the lattice with the action Slat given by Eq. (3.11)
reads
Z =
∫ [∏
x,µ
dUµ(x)
]
eiSlat . (3.12)
Here dUµ(x) denotes the SU(2) Haar measure which yields an integral over all elements
of the group. It is introduced in App. B.1 for each parameterization of SU(2). The
Haar measure is invariant with respect to the left or right multiplication of U with an
arbitrary element V of SU(2).
dU = d(V U) = d(U V ) (3.13)
i.e. the integral is independent with respect to translations on the group manifold.
In particular, this implies that the Haar measure is invariant with respect to gauge
transformations of the links Uµ(x) → V (x)Uµ(x)V (x + êµ)†. Notice that there is no
need to gauge fix the path integral due to the fact that one is integrating over a com-
pact group of gauge degrees of freedom. In the continuum limit the gauge degrees
of freedom are not compact and one obtains an infinite measure. Consequently, the
continuum path integral requires Fadeev-Popov gauge fixing to obtain a sensible result.
In ordinary equal time quantisation, it is very advantageous from a computational
point of view to perform a Wick rotation to imaginary times in quantum field theory.
If the time coordinate is purely imaginary the space time metric for the coordinates
x0E, x
1, x2, x3 is a Euclidean one, whence the name “Euclidean quantum field theory”
x0 = −ix0E . (3.14)
The Wick rotation Eq. (3.14) implies a similar transformation law for the temporal
gauge field Aa+(x)
A0 = iA0,E . (3.15)
This is immediately seen if one considers a pure gauge configuration Ap.g.µ = V (x)
∂µV
†(x) which emerges from the exactly vanishing field configuration by a gauge trans-
formation. The transition to imaginary times has the advantage that the Euclidean
action remains purely real valued due to the fact that temporal gauge fields and tem-
poral derivatives do always appear quadratically in the action. The additional factor
40 Chapter 3. Lattice formulation
i originating from the Jacobian d4x → d4xE cancels the factor of i in front of the ac-
tion such that the integrand of the path integral becomes purely real valued. Hence,
it may be interpreted as a probability density for the distribution of the quantum
fields in configuration space which can be sampled with an ordinary Monte-Carlo al-
gorithm. Therefore, Greens functions and other ground state expectation values can
be computed via a Markov process. Osterwalder and Schrader have shown [73, 74],
that Greens-functions in Minkowski space time may be reconstructed from the corre-
spondent Euclidean versions under rather general conditions which are obeyed by the
Yang-Mills action. This implies that the whole quantum field theory can be recon-
structed from the Euclidean one. Hence the two approaches are equivalent to each
other.
However, in the case of nlc quantisation, the situation is different. In order to make this
obvious we firstly investigate the continuum scenario. If one performs a Wick rotation
of the temporal nlc coordinate, i.e. a change of coordinates
x+ = −ix+E ⇒ d4x = −i d4xE , AE,+ = iA+ (3.16)
then, the action expressed in Euclidean coordinates is given by
S = i
∫
d4xE LE ≡ iSE
LE ≡ 1
2
F a+−F
a
+− +
∑
k
(
η2
2
F a+kF
a
+k − iF a+kF a−k
)
+
1
2
F a12F
a
12 (3.17)
Hence the Euclidean nlc action is complex valued. The reason is, that the nlc Lagrange
density Eq. (2.62) contains also terms which are linear in the chromo-electric fields, i.e.
which are linear in the temporal field strength F+µ. Therefore, the integrand of the
Euclidean path integral is prevented from being interpreted as a probability density
and one can not apply a standard Monte Carlo sampling. A similar problem arises for
lattice gauge theory at finite baryonic densities which is usually referred to as the sign
problem. Up to now, no convenient solution has been found for this problem.
The partition function Eq. (3.12) analytically continued to imaginary times is given by
ZE =
∫ [∏
x,µ
dUµ(x)
]
e−SE,lat[U ]
SE,lat[U ] =
∑
x
β
{
1
2
Tr
[
1− Re
(
U+−(x)
) ]
+
1
2
Tr
[
1− Re
(
U12(x)
) ]
−i
∑
k
1
2
Tr
[
Im
(
U+k(x)
)
Im
(
U−k(x)
) ]
(3.18)
+
1
2
η2
∑
k
Tr
[
1− Re
(
U+k(x)
) ]}
.
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One way to perform a Monte-Carlo sampling of the path itegral anyhow is the so called
reweighting method [75, 76]. In the reweighting method, one ascribes the phase factor
originating from the purely complex part of the action to the operator expectation
value. If we denote the expectation value of an operator O with respect to an arbitrary
probability distribution P by 〈O〉P , then we may rewrite the expectation value with
respect to SE as
〈O〉SE =
∫ DU O e−SE,R[U ]−iSE,I [U ]∫ DU e−SE,R[U ]−iSE,I [U ] = 〈O e−iSE,I [U ]〉SE,R〈e−iSE,I [U ]〉SE,R
SE,R [U ] = Re (SE [U ])
SE,I [U ] = Im (SE [U ]) (3.19)
Notice, that the formula as it is written is still exact. However, by doing a Monte-Carlo
sampling in the described fashion, one may run into trouble if the phase factor, i.e. the
imaginary part of the action, is not restricted to a peaked and very sharp value by the
generated configurations. Otherwise, the phase factor is rapidly oscillating and both
the numerator as well as the denominator average to zero. One needs a tremendous
large number of configurations which grows exponentially fast with the lattice volume
in order to obtain non-vanishing expectation values. In order to check the feasibility
of a reweighting method for nlc coordinates, we sample configurations with respect
to the probability distribution given by the real part of the action on a 164 lattice at
fixed β = 2.7 for different values of η2 and check how much this probability density
constrains the imaginary part of the action. The chosen value of β = 2.7 corresponds
to the scaling regime of ordinary equal time lattice gauge theory [77], i.e. the regime
in which the continuum limit is possible. We begin with a cold start, i.e. each link is
set to the unit matrix and perform 500 thermalization sweeps before the actual mea-
surement begins. For the update, we use an ordinary local heat bath algorithm [77]
which is explained in App. C. After thermalization, we perform a sequence of 10000
measurements of the real and imaginary part of the action with a single update cycle
in between of each of them. The result is shown in Fig. 3.3. The real part of the
Euclidean action has a small variance for all three values of η2. The imaginary part
modulo π however, is uniformly distributed in the interval [−π, π) which implies that
the reweighting method fails. With increasing system size, i.e. with increasing four
volume, the fluctuations of SE,I are assumed to become worse.
Therefore, one needs a different approach in order to obtain operator expectation values
in the nlc vacuum. In the following sections, we stay in Minkowski time and switch to
a Hamiltonian formulation.
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Figure 3.3: Real part SE,R and imaginary part SE,I modulo π of the Euclidean near
light cone action as a function of the number of performed update sweeps obtained
from a simulation on a 164-lattice for β = 2.7 and three different values of η2
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3.3 Hamiltonian formulation
3.3.1 Hilbert space of SU(2) lattice gauge theory
The Hilbert space of a spatial lattice with link degrees of freedom contains general
states |Ψ〉 which can be expanded in the link basis, i.e. the basis in which the link
operator Uj(~x) is diagonal
Uj(~x) |U〉 = Uj(~x) |U〉 ∀j, ~x
|Ψ〉 =
∫
DU Ψ(U) |U〉 . (3.20)
Here |U〉 is the state specifying an entire lattice configuration of links U = {Ui(~x)}.
The wave functional Ψ(U) is an element of the space of SU(2)-class functions. A class
function is a function which is invariant under the conjugation map U → V U V †. Here
and in the following operators are written explicitly in boldface in order to discrim-
inate them from ordinary matrices. This is similar to the coordinate representation
in ordinary Quantum Mechanics and is often referred to as the configuration space
representation. The measure DU in Eq. (3.20) refers to the correspondent product of
SU(2) Haar measures which we introduce in App. B.1 for each parameterization of
SU(2)
DU =
∏
~x,j
dUj (~x) . (3.21)
Completeness is written as
1 =
∫
DU |U〉 〈U | . (3.22)
The inner product in this Hilbert space is given by
〈Ψ′| Ψ〉 =
∫
DU Ψ′(U)∗ Ψ(U) . (3.23)
We introduce the momenta canonically conjugate to the links as generators of transla-
tions in the group manifold similar to the momentum operator canonically conjugate
to the coordinate operator in ordinary quantum mechanics. However, please note, that
the translation we are discussing here has nothing to do with translations in space-time.
A translation of a group element U in the group manifold of SU(2) corresponds to the
left or right multiplication of Uj(~x) by some other group element gj(~x). Since the group
is non-commutative, we have to consider both the left and the right translation. We
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define with the group elements gj(~x) ∈ SU(2) the following operator [78]
RL
(
gj(~x)
)
|U〉 = |U ′L〉
|U ′L〉 = |. . . , gj(~x)Uj(~x), . . .〉
RR
(
gj(~x)
)
|U〉 = |U ′R〉
|U ′R〉 = |. . . , Uj(~x) gj(~x), . . .〉 . (3.24)
Here all links in |U ′L〉 (|U ′R〉) coincide with the correspondent links in |U〉 except for
the link Uj(~x) which is left (right) multiplied by gj(~x). The operator RL,R(gj(~x)) is
similar to the translation operator in Quantum Mechanics. It is a unitary operator
and satisfies the group representation property, i.e.
RL
(
gj(~x)
)
RL
(
g′j(~x)
)
= RL
(
gj(~x) · g′j(~x)
)
RR
(
gj(~x)
)
RR
(
g′j(~x)
)
= RR
(
g′j(~x) · gj(~x)
)
. (3.25)
Due to the fact that the group translation operators satisfy the group representation
property Eq. (3.25), the group translation operators may be written as
RLR
(
gj(~x)
)
= e−iω
a
j (~x)Π
a
LR,j(~x) , gj(~x) = e
iωaj (~x)σ
a/2 . (3.26)
Here, we have introduced the left ΠaL,j(~x) and right Π
a
R,j(~x) generator of group trans-
lations which are canonically conjugate to Uj(~x).
The links and their conjugate momenta obey the following commutation relations which
are proven in App. D.1[
ΠaLj(~x),Uj(~x)
]
= σa
2
Uj(~x) ,
[
ΠaRj(~x),Uj(~x)
]
= Uj(~x)
σa
2[
ΠaL,j(~x),U
†
j(~x)
]
= −U†j(~x) σa2 ,
[
ΠaR,j(~x),U
†
j(~x)
]
= −σa
2
U
†
j(~x)[
ΠaL,j(~x),Π
b
L,j′(~x)
]
= i εabc ΠcL,j(~x) ,
[
ΠaR,j(~x),Π
b
R,j(~x)
]
= −i εabc ΠcR,j(~x)
.
Note that these commutators vanish if they involve operators at different spatial posi-
tion ~x or different direction j. Furthermore, the conjugate momentum operator squared
is the Casimir operator, i.e. it commutes with all the generators of the group and, of
course, the left and right generator of group translations commute[
ΠL,j(~x)
2,ΠbL,j′(~x
′)
]
= 0[
ΠR,j(~x)
2,ΠbR,j′(~x
′)
]
= 0[
ΠaL,j(~x),Π
b
R,j′(~x
′)
]
= 0 . (3.27)
In the following, we construct an explicit representation of the conjugate momenta
in terms of differential operators [65] similar to ordinary Quantum Mechanics where
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the momentum operator canonically conjugate to the coordinate operator is simply a
derivative operator in the coordinate representation with respect to that coordinate. If
we use the parameterization Eq. (B.1) of SU(2) for the links introduced in App. B.1,
i.e.
U = exp
(
i ~ω · ~λ
)
= cos
(ω
2
)
+ 2 i~n(Θ,Φ) · ~λ sin
(ω
2
)
, ~ω = ω ~n , ~n2 = 1 .
(3.28)
we may construct an explicit configuration space representation ΠaLR for the conjugate
momentum operator ΠaLR. In terms of (ω,Θ,Φ) the commutation relation Eq. (D.12)
can be realized via differential operators acting on the group manifold by requiring
ΠaL U =
[
caL,ω ∂ω + c
a
L,Θ ∂Θ + c
a
L,Φ ∂Φ
] !
= λa U
ΠaR U =
[
caR,ω ∂ω + c
a
R,Θ ∂Θ + c
a
R,Φ ∂Φ
] !
= Uλa . (3.29)
By comparing the coefficients in front of the λ‘s on both sides of the equation, the
coefficients can be determined to be given by
Π1LR = −
1
2
i
[
2 sinΘ cosΦ ∂ω +
(
cot
ω
2
cosΘ cosΦ± sinΦ
)
∂Θ
+
(
± cotΘ cosΦ− cot ω
2
sinΦ
sinΘ
)
∂Φ
]
Π2LR = −
1
2
i
[
2 sinΘ sinΦ ∂ω +
(
cot
ω
2
cosΘ sinΦ∓ cosΦ
)
∂Θ
+
(
± cotΘ sinΦ + cot ω
2
cosΦ
sinΘ
)
∂Φ
]
Π3LR = −
1
2
i
[
2 cosΘ ∂ω − cot ω
2
sinΘ ∂Θ ∓ ∂Φ
]
. (3.30)
Here, the upper (lower) sign is for ΠL (ΠR). The Casimir operator Π
aΠa is the same
for the left and the right generators of translations and is given by
∆ = − 1
4 sin2
(
ω
2
) [∂ω (4 sin2 (ω
2
)
∂ω
)
+
1
sinΘ
∂Θ (sinΘ ∂Θ) +
1
sin2Θ
∂2Φ
]
. (3.31)
For small values of ω, sinω/2 ≈ ω2/4, one may perform a Taylor expansion of the
Casimir operator Eq. (3.31) which may be safely cut after the first term. Then, one
recovers the negative of the ordinary Laplace operator ∆ of three dimensional flat
space in spherical coordinates (ω,Θ,Φ) which can be recasted into a form involving
the ordinary cartesian coordinates ωa of the vector ~ω parameterizing the link
∆
ω<<1≈ − 1
ω2
[
∂ω
(
ω2∂ω
)
+
1
sinΘ
∂Θ (sinΘ ∂Θ) +
1
sin2Θ
∂2Φ
]
= −
∑
a
d2
d(ωa)2
. (3.32)
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The complete set of states Djmm′(ρ,Φ,Θ) of SU(2) can be labeled by the eigenvalues
of the operators −∆(= j(j + 1)), Π3L = m and Π3R = m′ with j ∈ (0, 1/2, 1, . . .) and
−j ≤ m,m′ ≤ j
Djmm′(ρ,Φ,Θ) = 〈j,m,m′|U〉1−link . (3.33)
For the moment, we restrict ourselves to a single link lattice where |U〉1−link denotes a
link basis state. Each eigenvalue j of the Casimir operator is (2 j+1)2-fold degenerated.
The states corresponding to j = 1/2 and j = 1 have particular names, namely the
fundamental (j = 1/2) and the adjoint (j = 1) representation of SU(2). The entire
Hilbert space of a single link lattice may be constructed from the singlet ground state
|0〉1−link
|0〉1−link = |0, 0, 0〉 , D000(ρ,Φ,Θ) = const.
⇒ Π2 |0〉1−link = Π3L |0〉1−link = Π3R |0〉1−link = 0 (3.34)
by using the link operator as “ladder” operator creating excited states [79]. In general, a
ladder operator is an operator which lowers or raises the eigenvalue of another operator.
Suppose two operators N and X obey the commutation relation [N,X] = cX with
some constant c, then X is the ladder operator of N because it is easily shown that X
shifts the eigenvalue n of an eigen state |n〉 of N by c
N X |n〉 = (c+ n) X |n〉 . (3.35)
In that sense, the link operator itself is strictly speaking not the ladder operator of
Π3L, Π
3
R or Π
2. However, each eigen state |j,m,m′〉 may be represented as functional of
the link operators (the functional behavior is given by Djmm′) applied onto the singlet
ground state. Since these form a complete set, each state |Ψ〉1−link in the Hilbert space
may be constructed from the singlet ground state |0〉1−link by applying an appropriate
functional of the links onto the singlet ground state
|Ψ〉1−link = Ψ(U) |0〉1−link . (3.36)
In particular, Ψ(U) is a functional of the link operator whose functional behavior
coincides with that of the wave functional Ψ(U) = 〈U |Ψ〉1−link. Of course, the same
construction holds for larger lattices with more than one link degree of freedom. For
a more general lattice, the entire Hilbert space can be constructed from |0〉 which is
given by the direct product of the single link singlet ground states |0〉1−link. Hence, |0〉
is the state which is annihilated by all the momentum operators and excited states can
be constructed by applying functionals of the links onto this state
Π2(~x) |0〉 = ΠaL(~x) |0〉 = ΠaR(~x) |0〉 = 0 , ∀~x, j (3.37)
and
|Ψ〉 = Ψ({U}) |0〉 . (3.38)
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Furthermore, one needs to discuss how gauge transformations of state vectors are im-
plemented in the Hilbert space [65]. Time independent gauge transformations param-
eterized by an arbitrary function ωa(~x) are implemented by the following operator
Ω (ωa(~x)) = exp
{
−i
∑
~x
ωa(~x)
∑
j
[
ΠaL,j(~x)−ΠaR,j(~x− ~ej)
]}
. (3.39)
The effect of Ω is to multiply each link Ui(~x) in a lattice configuration state |U〉
from the left with V (~x) = exp (iωa(~x)λa) and from the right with V †(~x + ~ei) =
exp (−iωa(~x+ ~ei)λa) which shifts the link Ui(~x) to Ui(~x) → V (~x)Ui(~x)V †(~x + ~ei).
Gauge invariant states are eigen states of Ω with eigenvalue equal to one.
Ω |Ψ〉 = |Ψ〉 ⇔ |Ψ〉 is gauge invariant (3.40)
Hence, gauge invariant states |Ψ〉 are annihilated by all of the generators of the gauge
transformation ∑
j
[
ΠaL,j(~x)−ΠaR,j(~x− ~ej)
] |Ψ〉 = 0 . (3.41)
To simplify matter, we refrain from writing operators explicitly in boldface in the
following sections. In general, it should be clear from the context whether the operator
or the correspondent eigen value is meant.
3.3.2 Transfer matrix construction of the Hamiltonian
Having defined the Hilbert space in the last section, we may construct the Hamiltonian
from the path integral with the help of the transfer matrix method. The method pre-
sented here follows closely [43]. The transfer matrix propagates the system from one
time slice to the next, i.e. it is closely related to the time evolution operator which is
connected to the Hamiltonian.
As we wish to consider the continuous time limit of the transfer matrix of the theory,
we introduce the lattice spacing a+ for the temporal direction which is allowed to
differ from the lattice spacings of the spatial directions. Furthermore, we allow for
an asymmetry in the spatial lattice spacings, i.e. we introduce the lattice spacing a−
for the longitudinal direction and the lattice spacing a⊥ for the transversal directions.
Then, one may define the asymmetries ξ+ and ξ−
ξ+ =
a+
a⊥
, ξ− =
a−
a⊥
. (3.42)
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The lattice action is then given by
Slat(β, η, ξ+, ξ−) =
∑
x
{
β
ξ+ ξ−
1
2
Tr
[
1− Re
(
U+−(x)
) ]
−β ξ+ ξ− 1
2
Tr
[
1− Re
(
U12(x)
) ]
+β
∑
k
1
2
Tr
[
Im
(
U+k(x)
)
Im
(
U−k(x)
) ]
(3.43)
+β
η2 ξ−
ξ+
∑
k
1
2
Tr
[
1− Re
(
U+k(x)
) ]}
.
In order to proceed toward the Hamiltonian, we now fix the gauge in a convenient
way. Similar to the equal time case [78], one can fix inside the path integral on the
lattice a maximal tree of links to arbitrary group elements. A maximal tree of links is
a tree to which no more links can be added without forming a loop. By doing so, the
path integral itself and expectation values of gauge invariant operators are not affected.
Hence, we fix all time-like links U+(x) to U+(x) ≡ 1 in the following. This corresponds
to the temporal gauge A+ = 0 and one obtains for the lattice action
Slat(β, η, ξ+, ξ−) =
∑
x
{
β
ξ+ ξ−
1
2
Tr
[
1− Re
(
U−(x+ ê+)U
†
−(x)
) ]
−β ξ+ ξ− 1
2
Tr
[
1− Re
(
U12(x)
) ]
+β
∑
k
1
2
Tr
[
Im
(
U−(x+ ê+)U
†
−(x)
)
Im
(
U−k(x)
) ]
(3.44)
+β
η2 ξ−
ξ+
∑
k
1
2
Tr
[
1− Re
(
Uk(x+ ê+)U
†
k(x)
) ]}
.
In order to obtain the lattice Hamiltonian, we would like to go over from the action-
based path-integral to a Hilbert-space formulation of the near light cone QCD lattice
gauge theory in the following, letting the time-like lattice constant approach zero. The
method is similar to the transition from the action to the Hamiltonian in ordinary
Euclidean SU(2) lattice gauge theory carried out by Creutz [78].
The procedure consists of two steps. First, we construct the transfer matrix T . Sec-
ond, we rewrite the transfer matrix in terms of the conjugated momenta of the links
and extract the lattice Hamiltonian by identifying the transfer matrix with the time
evolution operator which propagates the system from one time slice to the next.
Note, that the lattice action Eq. (3.44) is local in the temporal direction. Each piece is
connecting two adjacent time slices x′+ = x+ + a+ and x+ which means that the path
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integral factorizes into a product of transfer matrices T (x′+, x+).
T =
[∏
~x
exp
{
i
2
g2
1
ξ+ ξ−
Tr
[
1− Re
(
U−(~x, x′+)U
†
−(~x, x
+)
) ]}]
×[∏
~x,k
exp
{
i
2
g2
η2
ξ−
ξ+
Tr
[
1− Re
(
Uk(~x, x
′+)U †k(~x, x
+)
) ]}
×
exp
{
i
2
g2
Tr
[
Im
(
Uk(~x, x
′+)U †k(~x, x
+)
)
Im
(
U−k(~x, x+)
) ]}]
×[∏
~x
exp
{
−i 2
g2
ξ+ ξ− Tr
[
1− Re
(
U12(~x, x
+)
) ]}]
. (3.45)
We define the operator T such that its matrix elements in the link basis are given by
the transfer matrix Eq. (3.45)
〈U(x′+)∣∣T ∣∣∣U(x+)〉 ≡ T (x′+, x+) . (3.46)
The path integral for finite lattice of Nτ time slices with periodic boundary conditions
can be written as the trace of the Nτ -fold product of transfer matrices
∫
DU eiSlat = Tr [TNτ ] . (3.47)
The transfer-matrix operator T is related to the Hamiltonian, the generator of time
translations
T = e−i a+ H ⇒ H = lim
a+→0
− 1
i a+
log (T ) . (3.48)
Here, ~x denotes a lattice vector in the three dimensional spatial sub lattice. If we denote
by the set of links U(x+) an entire spatial lattice configuration at time x+, the transfer
matrix T evolves the configuration U(x+) at the time slice x+ to the configuration
U(x′+) at the neighboring time slice x′+ in our convention. The construction of the
Hilbert space and the transcription of the temporal plaquettes in terms of momenta
canonically conjugate to the links is similar to the steps performed in [78]. By using
the operators RL introduced in Sec. 3.3.1 and we may write for the transfer matrix
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operator
T =
[[∏
~x
∫
dg−(~x) RL
(
g−(~x)
)
exp
{
i
2
g2
1
ξ+ ξ−
Tr
[
1− Re
(
g−(~x
) ]}]]
×[[∏
~x,k
∫
dgk(~x) RL
(
gk(~x)
)
exp
{
i
2
g2
η2
ξ−
ξ+
Tr
[
1− Re
(
gk(~x)
) ]}
× exp
{
i
2
g2
Tr
[
Im
(
gk(~x)
)
Im
(
U−k(~x)
) ]}]]
× (3.49)[[∏
~x
exp
{
−i 2
g2
ξ+ ξ− Tr
[
1− Re
(
U12(~x)
) ]}]]
.
It still has the right matrix elements Eq. (3.46). In order to arrive at Eq. (3.49)
one uses the fact that RL(gj(~x)) parameterizes the translation in group space from
Uj(~x, x
+)→ Uj(~x, x′+), i.e.
gj(~x) = Uj(~x, x
′+)U †j (~x, x
+) . (3.50)
Note, that we could have used equivalently the right translation operator RR which
makes no difference in the derivation of the Hamilton operator. Now, one may perform
the group integrations in Eq. (3.49) explicitly. In the limit a+ → 0, the time evolution
along one temporal step a+ induces rotations gj(~x) which are of the order a+ and are
close to 1. This implies that the parameters γaj (~x) parameterizing these shifts are of the
order a+ as well. Therefore, it is convenient to make an expansion around γ
a
j (~x) = 0
up to order O(a2+). In this limit, the Haar measure is approximately given by the
integration measure of three dimensional flat space dgj(~x) = d
3γj(~x) and the integrals
become Gaussian integrals which can be analytically computed. One obtains
Hlat = lim
a+→0
[
− 1
ia+
log (T )
]
=
∑
~x
[[
g2
2
1
a−
∑
k,a
1
η2
{
Πak(~x)−
2
g2
Tr
[ σa
2
Im
(
U−k(~x)
) ]}2
+
g2
2
a−
a2⊥
∑
a
Πa−(~x)
2 +
2
g2
a−
a2⊥
Tr
[
1− Re
(
U12(~x)
) ]]]
. (3.51)
Here
Πaj (~x) ≡ ΠaL,j(~x) . (3.52)
In analogy to the continuum Hamiltonian density cf. Eq. (2.70) we introduce the lattice
Hamiltonian density
Hlat ≡ Hlat
Vlat
=
1
ξa3⊥
Hlat
N−N2⊥
. (3.53)
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The lattice anisotropy parameter ξ is given by ξ−
ξ ≡ ξ− . (3.54)
Furthermore, in order to simplify the notation, we have introduced the coupling con-
stant λ which is related to the ordinary SU(2) lattice gauge theory coupling β by
λ ≡ 4
g4
=
(
1
2
β
)2
, β =
4
g2
. (3.55)
Therefore, we obtain for the Hamiltonian density on the lattice
Hlat = 1
N−N2⊥
1
a4⊥
2√
λ
∑
~x
{∑
a
1
2
Πa−(~x)
2 +
1
2
λ Tr
[
1− Re
(
U12(~x)
) ]
+
∑
k,a
1
2
1
ξ2η2
[
Πak(~x)−
√
λ Tr
[ σa
2
Im
(
U−k(~x)
) ]]2 . (3.56)
One observes that the energy density Hlat only depends on the effective constant η˜
defined as the product of the anisotropy parameter ξ = a−/a⊥ with η instead of both
of them separately
η˜ ≡ ξ · η . (3.57)
Very clearly one can vary two independent parameters λ = 4/g4 and η˜. The η˜ variation
may be interpreted in two parametrically distinct but physically equivalent ways. If
one chooses η = 1 and varies ξ, one simulates an effective equal time theory with a ratio
of lattice constants ξ = a−/a⊥. In the limit ξ → 0 one ends up with a system, which
is contracted in the longitudinal direction. Verlinde and Verlinde [80] and Arefeva [81]
have advocated such a set-up to describe high energy scattering. A contracted longitu-
dinal system means that the minimal momenta become high in longitudinal direction
and this looks a promising starting point for high energy scattering. It is obvious that
this limit leads to the same physics as the limit η → 0 and ξ = 1, i.e. as the light cone
limit with equal lattice constants in longitudinal and transverse directions.
In both limiting cases, i.e. for η˜ → 0, the near light cone Hamiltonian is dominated
by the term proportional to (1/η˜2). Therefore, in the light cone limit the transverse
chromo electric fields Πk should become equal to the scaled transverse chromo mag-
netic fields Tr[σa/2 Im(U−k)]. This is a form of electromagnetic duality characteristic
of light cone gauge field theory.
In the following we set ξ = 1 bearing in mind that the physical ratio of longitudinal
to transverse lattice spacings for η 6= 0 may be modified by quantum corrections from
the QCD dynamics.
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3.4 Longitudinal Momentum Operator
Now, having the lattice Hamiltonian at hand we proceed with the derivation of the
longitudinal momentum operator P−,lat. It is the generator of lattice translations and
is related to the translation operator T−(a−) which translates the system from one x−
slice to the next in a similar way as the Hamiltonian is related to the transfer matrix
(cf. Eq. (3.48))
P−,lat = − 1
ia−
log
(
T−(a−)
)
. (3.58)
Since the lattice is discrete, the only allowed translations are given by a multiple of
the longitudinal lattice spacing a−. Of course, P−,lat commutes with Hlat due to the
fact that the Hamiltonian is translation invariant with respect to translations which
are multiples of the lattice spacing[
Hlat , P−,lat
]
= 0 . (3.59)
Per definition, the lattice translation operator T−(a−) applied to a link basis state |U〉
yields
T−(a−) |U〉 = |U ′〉 with U ′j(~x) = Uj(~x+ ~e−) ∀ ~x, j . (3.60)
This means that the link connecting the sites ~x and ~x + ~ej is replaced by its coun-
terpart from the next x−-slice. Since the link basis |U〉 spans the Hilbert space, this
defines the operator. The discussed substitution of links might be achieved by the left
multiplication of each link Uj(x) in the configuration space state |U〉 with a special
SU(2)-element gj(~x) given by
gj(~x) = Uj(~x+ ~e−) Uj(~x)†
T−(a−) : |U〉 → |U ′〉
U ′j(~x) = gj(~x)Uj(~x) = Uj(~x+ ~e−) , ∀~x, j . (3.61)
The correspondent operator might be implemented with the help of the left translation
operator RL defined in Eq. (3.24) where the group element gj(~x) with which the link
Uj(~x) is multiplied is given by Eq. (3.61). The associated color vector γ
a
j (~x) from
Eq. (3.26) is then given by
γaj (~x) = 2 ·
arccos
(
1
2
Tr
[
Re
(
gj(x)
) ])
[
1− 1
4
(
Tr
[
Re
(
gj(x)
) ])2]1/2
·Tr
[
σa
2
Im
(
gj(x)
)]∣∣∣∣
gj(~x)=Uj(~x+~e−) Uj(~x)†
. (3.62)
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Here we have rewritten the components of the color vector γaj (~x) parameterizing the
group element gj(~x) as a product of the length of the color vector and the components of
the unit vector pointing into the same color direction as γaj (~x). However, one has to keep
in mind that the SU(2) matrix gj(~x) = Uj(~x+~e−) Uj(~x)† differs for each configuration
space state |U〉 on which T−(a−) acts on. Therefore, gj(~x) needs to be treated as an
operator itself which has to “pick up” the right value from the configuration space vector
|U〉 appropriate for that specific state. This needs to be done before the momentum
operators act on that state and “disturb” the original state |U〉. Hence an operator
ordering problem arises. A convenient definition of the lattice translation operator
which translates the system one slice in minus direction is given by
T−(a−) =
∥∥∥∥∥∥exp
−i a− ∑
~x,j,a
1
a−
Πaj (~x) γ
a
j (~x)

∥∥∥∥∥∥ . (3.63)
Here the sum over j denotes the sum over the spatial directions {1, 2,−}. Further-
more, we have introduced the operator ordering ‖ · ‖ which locates all the momentum
operators to the left of all the link operators in the Taylor expansion of the exponential
regardless of the commutation relations. The operator ordering guarantees that all
the link operators can be substituted by their correspondent eigenvalues for the given
configuration space state before the momentum operator acts on that state. After
the substitution of link operators by their eigenvalues, the Taylor expansion can be
reexponentiated and one recovers the desired left translations operators with appropri-
ate γaj (~x)’s. Close to the identity of gj(~x) or equivalently for small a−, γ
a
j (~x) may be
expanded
γaj (~x) = 2 Tr
[
σa
2
Im
(
gj(x)
)]∣∣∣∣
gj(~x)=Uj(~x+~e−) Uj(~x)†
+O(a3−) . (3.64)
Obviously, the lattice translation operator is not gauge invariant. However, if we
restrict ourselves to the application of the translation operator in the physical sub
sector of the entire Hilbert space, i.e. in the sub sector of gauge invariant operators
and wave functionals, then we may substitute gj(~x) in Eq. (3.62) and Eq. (3.64) by
the plaquette U−j(~x) without an alteration of the action of the translation operator
Eq. (3.63)
T−(a−)|gj(~x)=Uj(~x+~e−)Uj(~x)†
phys.
subspace⇒ T−(a−)|gj(~x)=U−j(~x) . (3.65)
The above relation is easily proven by observing that operators and wavefunctionals
in the physical subspace are constructed of traces of closed loops of path ordered
links only, which is necessary in order to guarantee gauge invariance. Then, using the
identity Eq. (3.65), the application of the translation operator Eq. (3.63) results in the
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x−
x2
x1
U2(~x)
U−(~x)U2(~x+ ~e−)U
†
−(~x+ ~e2)
Figure 3.4: Closed string of gauge links laying in the x1-x2-plane (black) appearing
in the Taylor expansion of a wave functional or operator in the configuration space
representation. The blue path shows the same string after the application of the
translation operator Eq. (3.63) with gj(~x) = U−j(~x). The links in x− direction are
traversed back and forth in succession and yield unity, i.e. they do not contribute,
apart from the first and the last one. However, due to gauge invariance, the string has
to appear under a trace which cancels also these two contributions due to the cyclicity
of the trace.
substitution of each link inside such a closed loop by the following product of links
which is shown in Fig. 3.4
Uj(~x) → U−(~x)Uj(~x+ ~e−)U †−(~x+ ~ej) . (3.66)
Therefore, inside of the trace all insertions of links along the longitudinal direction
cancel identically because each longitudinal link U− is followed by its Hermitian con-
jugate U †− yielding the unit operator which is easily seen in Fig. 3.4. This implies for
the translation operator
T−(a−) =
∥∥∥exp{− i a− · P−,lat}∥∥∥+O(a3−) (3.67)
where P−,lat and the respective density P−,lat is defined by
P−,lat ≡
P−,lat
Vlat
=
1
N−N2⊥
1
ξ2
1
a4⊥
∑
~x,k,a
(
Πak(~x) · Tr
[ σa
2
Im
(
U−k(~x)
) ]
+ Tr
[ σa
2
Im
(
U−k(~x)
) ]
· Πak(~x)
)
. (3.68)
Note, in order to make P−,lat Hermitian, we have symmetrized the operator appearing
in the exponential of Eq. (3.63) by adding its Hermitian conjugate. This has no effect
on the action of T−(a−) due to the operator ordering. Furthermore it is worth to
mention that we recover the continuum expression of the generator of translations P−
in the naive continuum limit of Eq. (3.68). By using Eq. (3.58) we finally obtain the
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lattice longitudinal momentum operator density P−,lat. Unfortunately, it is not straight
forward to take the logarithm explicitly due to the operator ordering. However, in the
limit in which we are interested in, namely in the a− → 0 continuum limit the operator
ordering becomes unimportant and may be neglected. In order to prove this, we have to
show that T−(a−) implemented without the operator ordering acts in the same way as
T−(a−) implemented with the operator ordering in the continuum limit. This is easily
seen if one takes into account that in the continuum limit one may substitute the lattice
operators by their naive continuum limit counterparts, i.e. P− is given by Eq. (2.73)
and that only the linear term in the expansion of T−(a−) survives. Furthermore the link
configuration states as well as the links themselves are substituted by the correspondent
gauge field configuration states and the gauge fields themselves. We first show, how
T (a−) acts in the continuum limit
Aj(~x) T−(a−) |Aj(~x)〉 = (Aj(~x)− i a− [Aj(~x) , ‖P−‖ ]
−i a− Aj(~x) ‖P−‖) |Aj(~x)〉+O(a2−)
=
(
Aj(~x) + a− ∂−Aj(~x)
)
· (1− i a− ‖P−‖) |Aj(~x)〉+O(a2−)
= Aj(~x+ a−~e−) T−(a−) |Aj(~x)〉+O(a2−) . (3.69)
Again, we have explicitly written operators in boldface. If we omit the operator or-
dering we obtain the same result because the commutator of the gauge field operator
with the respective P− is invariant with respect to the operator ordering
i [Aj(~x) , ‖P−‖ ] = i [Aj(~x) , P− ] = −∂−Aj(~x) . (3.70)
Hence, the difference of the operator ordered exponential and the standard exponential
in the application onto some state vector is of order O(a2−). Hence P exact−,lat is given by
P−,lat except for some higher order correction in the lattice spacing
P exact−,lat = P−,lat +O(a2−)[
P−,lat, Hlat
]
= 0 +O(a2−) . (3.71)
Of course, P−,lat does not commute with Hlat and a translation invariant state does
not need to be an eigen state of P−,lat. However, in the naive continuum limit these
statements come true. This is exactly in the same spirit as the employment of a latti-
cized version of the action instead of the continuum one in order to describe real QCD.
They do coincide only up to some higher order corrections in the lattice spacing as well.
Note, that the generator of translations can be used to project onto a definite longitu-
dinal momentum state with longitudinal momentum p−
Pr(p−) =
1
N−
∑
x−
ei(p−−P−,lat) . (3.72)
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Here we have used the Fourier representation of the Kronecker delta in order to project
onto the state with longitudinal momentum p−. The application of the projection
operator Pr(p−) onto an arbitrary state yields a sum over translations of that state by
the relative distance x− modulated by the correspondent phase factor exp (i p− x−). For
example, if one projects onto the zero momentum state then the final state is simply a
summation over all possible lattice translations of the initial state. Of course, similar
projection operators can be derived for the transversal momenta.
3.5 The effective Hamiltonian
The Monte-Carlo sampling of the Euclidean path integral does not work for nlc coordi-
nates as we have seen in Sec. 3.2. In order to obtain numerical ground state expectation
values we have switched to the Hamiltonian formulation where a Quantum Diffusion
Monte Carlo algorithm is in principle capable of doing this. These algorithms use the
time evolution operator analytically continued to imaginary time as a projector onto
the ground state when applied to an arbitrary trial state. However, the Quantum Dif-
fusion Monte Carlo algorithm does not apply for Hamiltonians involving terms which
are linear in the conjugate momenta because these terms enforce the ground state
wave functional to be complex valued in general which spoils the procedure. In the
continuum formulation in Sec. 2.4.2, we have argued that the Hamiltonian can be sub-
stituted by an effective Hamiltonian which does not contain the problematic terms if
the projection operator is applied to translation invariant states. This is possible since
the problematic terms correspond to the longitudinal momentum operator to which
translation invariant states are eigen states with eigen value equal to zero. To obtain
the same cancellation of linear terms in Πk in the effective lattice Hamiltonian as in
the continuum Eq. (2.82), we add P−,lat to the lattice Hamiltonian density
Heff,lat = Hlat + 1
η2
P−,lat . (3.73)
Here the densities Hlat and P−,lat are given by Eq. (3.56) and Eq. (3.68) respectively.
In the naive continuum limit, i.e. for infinitesimal a− Eq. (3.68) becomes the genera-
tor of translations along the longitudinal direction. However, P−,lat does not generate
translations on the lattice for finite lattice spacings. As a consequence, translation
invariant states on the lattice are not exact eigen states of P−,lat. There are higher
order corrections in a− which prevent P−,lat from being the exact longitudinal lattice
translation operator. In a numerical simulation with an explicit implementation of the
ground state projection operator one has to ensure that the substitution of the lattice
Hamiltonian by the effective lattice Hamiltonian is justified.
In these algorithms, one applies an elementary evolution kernel Gρ successively to the
probability distribution ρ(x, t) which is a product of the guidance wave functional Φ(x)
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and the wave functional Ψ(x, t). Here, Ψ(x, t) encounters the time evolution and Φ(x)
is fixed in time. The wave functional Ψ(x, t) is given by an arbitrary trial state ΨT (x)
at t = 0 which converges to the ground state wave functional Ψ0(x) for asymptotically
large imaginary times t→∞ if the energy E is tuned to the ground state energy E0
ρ(x, t+∆t) =
∫
dx′Gρ(x, x′,∆t) ρ(x′, t) , Gρ(x, x′,∆t) = 〈x| Φ e−(H−E)∆tΦ−1 |x′〉
ρ(x, t) = Φ(x)Ψ(x, t) , Ψ(x, 0) = ΨT (x) , lim
t→∞
ρ(x, t)
E=E0= ρ0(x) = Φ(x)Ψ0(x) .
(3.74)
Here, the Hilbert space vectors 〈x| and |x′〉 denote an entire spatial lattice configura-
tion. The Hamiltonian is given by the product of the lattice volume with the lattice
Hamiltonian density Hlat. Note, that the imaginary time evolution kernel Eq. (3.74)
preserves any symmetry of the Hamiltonian as long as the guidance wave functional
shares this symmetry as well. Especially, this means that gauge invariance is preserved
in each small time evolution step ∆t and hence by the entire algorithm. Having the
elementary evolution kernel Eq. (3.74), it is possible to specify conditions under which
a substitution of the lattice Hamiltonian by its effective counterpart is legitimate, i.e.
the corrections are of higher order in the time evolution step size ∆t. Hence, it is
important to quantify the effect given by the time evolution operator, i.e. to measure
the “rate of change” of ρ(x, t).
In order to quantify the effect of an arbitrary evolution kernel with arbitrary generator
of time evolution O, we determine the norm of the difference of the states before and
after the application of the evolution operator, i.e.
|Ψ(t+∆t)〉 = e−O∆t |Ψ(t)〉 = (1−∆t O) |Ψ(t)〉+O(∆t2)
⇒ ∆t2 (δOΨ(t))2 = ∆t2 ‖|Ψ(t+∆t)〉 − |Ψ(t)〉‖
2
∆t2
. (3.75)
Here, we have explicitly extracted the ∆t2 dependence of the norm from the definition
of (δOΨ(t))
2. Note that it is sufficient to consider the evolution of the wave functional
Ψ(x, t) instead of the full probability density ρ(x, t) = Φ(x)Ψ(x, t) because the entire
time evolution is given by the wave functional alone. The guidance wave functional is
just a factor. Then, of course, (δOΨ(t))
2 is given by
(δOΨ(t))
2 = 〈Ψ(t)|O2 |Ψ(t)〉+O(∆t) ≈ 〈Φ|O2 |Φ〉+O(∆t) .
Here, we have approximated the expectation value with respect to Ψ(t) by the expec-
tation value with respect to the guidance wave functional Φ. Hence, we have a tool
at hand in order to quantify the effect of an arbitrary evolution kernel which we may
apply to our special situation now. The entire evolution kernel Eq. (3.74) may be writ-
ten as the successive application of the evolution kernel corresponding to the effective
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lattice longitudinal momentum operator and the evolution kernel corresponding to the
effective Hamiltonian
Gρ(x, x′,∆t) =
∫
dx′′ 〈x| Φ e−(Heff,lat−Eeff )∆tΦ−1 |x′′〉
· 〈x′′| Φ e−(p−/η2−P−/η2)∆tΦ−1 |x′〉+O(∆t2) . (3.76)
The average effect of the entire evolution kernel on the wave functional Ψ(t) is then
given by
Ψ(t)→ Ψ(t+∆t) = Ψ(t) + ∆tOδHeff,latΨ(t) + ∆tOδP−,latΨ(t) +O(∆t3/2) (3.77)
= Ψ(t) + ∆tO (δHeff,latΨ(t))
(
1 +
(
δP−,latΨ(t)
)(
δHeff,latΨ(t)
))+O(∆t3/2) .
Here, OδOΨ(t) denotes a correction to Ψ(t) which is of order δOΨ(t). This equation
implies, that if one can justify that
(
δP−,latΨ
)
/
(
δHeff,latΨ
)
is of the order of the square
root of the time evolution step size, then one may safely neglect the contribution
originating from P− due to the fact that the Quantum Diffusion Monte Carlo algorithm
itself is only correct up to order ∆t3/2. Therefore, the following relation has to be obeyed
if one wants to legitimate the substitution of the lattice Hamiltonian by the effective
lattice Hamiltonian in the Quantum Diffusion Monte Carlo
〈Φ|P 2−,lat |Φ〉
η4 〈Φ|H2eff,lat |Φ〉
!
= O(∆t) . (3.78)
If this relation is obeyed, then the effective lattice Hamiltonian can be chosen to be
given by
Heff,lat = 1
N−N2⊥
1
a4⊥
2√
λ
∑
~x
{
1
2
∑
a
Πa−(~x)
2 +
1
2
λ Tr
[
1− Re
(
U12(~x)
) ]
+
∑
k,a
1
2
1
η˜2
[
Πak(~x)
2 + λ
(
Tr
[ σa
2
Im
(
U−k(~x)
) ])2] . (3.79)
If one does not use a Quantum Diffusion Monte Carlo algorithm in order to compute
ground state expectation values of operators, one needs a more general condition in
order to decide whether the substitution of the lattice Hamiltonian by its effective
counterpart is justified or not for translation invariant states. In order to quantify the
deviations of P−,lat from being the exact lattice generator of translations, we measure
the variance of P−,lat with respect to a translation invariant trial state Φ and normalize
it to the only energy scale of the problem, namely the expectation value of the effective
Hamiltonian squared
〈Φ|P 2−,lat |Φ〉 − 〈Φ|P−,lat |Φ〉2
η4 〈Φ|Heff,lat |Φ〉2
!≪ 1 . (3.80)
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For deviations much less than one, the substitution is justified. In order to be con-
sistent in the order of η˜, we have multiplied P−,lat by 1/η˜2 in Eq. (3.80) since this is
essentially the operator which is added to Hlat in order to obtain Heff,lat. Both ex-
pectation values, i.e. 〈P 2−,lat〉 and 〈P−,lat〉2 are equal to zero for the exact generator of
longitudinal translations. This is not true for P−,lat.
By construction, the effective lattice Hamiltonian Eq. (3.79) is equivalent to a naively
latticized version of the effective continuum Hamiltonian Eq. (2.82). For η˜ = 1 this ef-
fective lattice Hamiltonian is very similar to the traditional Hamiltonian used in equal
time lattice theory. They differ in the potential energy terms for the U−k plaquettes.
Instead of the usual Tr[1−Re(U−k)] term resembling the field strength squared in the
naive continuum limit, the effective nlc Hamiltonian has the form (Tr[σa/2 Im(U−k)])2
which corresponds to the plaquette in the adjoint representation. These terms which
coincide in the continuum limit have different finite lattice spacing corrections.
Note that the effective Hamiltonian Eq. (3.79) has a symmetry which the original
Hamiltonian Eq. (3.56) did not have, namely it is invariant under a Z(2) transformation
of the following form
Uk(~x⊥, x−)→ z Uk(~x⊥, x−) ∀ ~x⊥ and x− fixed , z ∈ Z(2) . (3.81)
Under this transformation, the longitudinal-transversal plaquettes
U−k(~x⊥, x−) and U−k(~x⊥, x− − 1) involving transversal links belonging to the longitu-
dinal slice x− transform like
U−k(~x⊥, x−) → z U−k(~x⊥, x−)
U−k(~x⊥, x− − 1) → z U−k(~x⊥, x− − 1) . (3.82)
Of course, this symmetry can be spontaneously broken. In order to preserve the sym-
metry properties of the original Hamiltonian we have to restrict ourselves to the phase
in which the symmetry is spontaneously broken. The order parameter of the phase
transition is the expectation value of Tr Re U−k. In the symmetric phase, the ex-
pectation value is equal to zero and in the broken phase it acquires a non-vanishing
expectation value〈
Tr
[
Re
(
U−k
) ]〉{ = 0 Z(2) symmetric phase
6= 0 Z(2) broken phase . (3.83)
The light cone limit η˜ → 0 enhances the importance of transverse chromo electric and
magnetic fields similar to the full nlc Hamiltonian without the unwanted linear terms
in the momenta. The resulting vacuum solution should be a plausible extrapolation of
the vacuum solution of QCD.
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Chapter 4
The nlc ground state on the lattice
With regard to a subsequent implementation of a guided diffusion Monte Carlo algo-
rithm it is important to have a good approximation of the ground state in order to
guide the algorithm into those parts of the configuration space which have large exact
ground state probabilities. Analytical solutions of the effective lattice Hamiltonian are
possible in certain regions of the parameter space given by (λ, η). In particular, we
would like to analyze the behavior of the ground state wave functional, i.e. the vacuum
state, when the effective parameter η˜ → 0 makes the vacuum approach the light cone
vacuum. Therefore, we have a closer look on the strong (λ << 1) and weak coupling
(λ >> 1) solution of the Schro¨dinger equation for the effective lattice Hamiltonian in
the following. Having these two limits at hand, we motivate a parameter dependent
Ansatz for the ground state wave functional which is capable of interpolating between
the two different regimes in coupling space. Then, we variationally optimize this ground
state and check the quality of the approximation we have made by using the effective
nlc Hamiltonian instead of the full nlc Hamiltonian for translation invariant states.
4.1 Strong coupling solution
In this section we investigate the strong coupling limit of the Schro¨dinger equation for
which we are able to find analytic solutions. In the strong coupling limit g >> 1, i.e.
λ << 1 the effective Hamiltonian density Eq. (3.79) is dominated by chromo electric
fields which represent the kinetic energy terms. In comparison with the kinetic energy,
the potential energy terms are suppressed by factors of λ = 4/g4. Therefore, we may
interpret the effective Hamiltonian density as an unperturbed part T plus a small
perturbation λ Vpot
Heff,lat = T + λVpot. (4.1)
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Here the kinetic energy density T is given by the sum over the Casimir operators of
SU(2) weighted by the correspondent factors
T = 1
N−N2⊥
1
a4⊥
2√
λ
∑
~x,a
[
1
2
1
η˜2
∑
k
Πak(~x)
2 +
1
2
Πa−(~x)
2
]
. (4.2)
The potential energy density λ Vpot represents a small perturbation to the kinetic
energy part of the Hamiltonian
Vpot = 1
N−N2⊥
1
a4⊥
2√
λ
∑
~x
{
1
2
1
η˜2
∑
k
[
1−
(
1
2
Tr
[
Re
(
U−k(~x)
) ])2]
+
[
1− 1
2
Tr
[
Re
(
U12(~x)
) ]]}
. (4.3)
In order to write the potential energy density λ Vpot in the given form Eq. (4.3), we
have used the following identity∑
a
(
Tr
[
σa
2
Im
(
U−k(~x)
)])2
= 1−
(
1
2
Tr
[
Re
(
U−k(~x)
) ])2
. (4.4)
We perform perturbation theory in λ. Then the ground state |Ψ0〉 as well as the ground
state energy density ǫ0 are written as a power series in λ where “(n)” denotes the n-th
order correction
|Ψ0〉 =
∞∑
n=0
λn
∣∣∣Ψ(n)0 〉
ǫ0 =
∞∑
n=0
λnǫ
(n)
0 . (4.5)
The unperturbed Hamiltonian T is a sum of quantum rigid rotators, one for each lattice
site and for each spatial direction [79]. As we have seen in Sec. 3.3.1, the spectrum of
each
∑
aΠ
a 2 is given by El = l(l+1) with l ∈ (0, 1/2, 1, . . .) in SU(2). Each eigenvalue
El is (2l + 1)
2-fold degenerate. Therefore, the unperturbed ground state |Ψ(0)0 〉 of T
is the state which has l = 0 for each rotator. It is annihilated by all the momentum
operators ∣∣∣Ψ(0)0 〉 = |0〉
⇒ Πaj (~x)
∣∣∣Ψ(0)0 〉 = 0 ∀ ~x, a ∧ ∀ j ∈ {1, 2,−} . (4.6)
This state does not depend on the Uj(~x) in the link-coordinate representation, i.e. is
a constant and is non-degenerate. The corresponding ground state energy is given by
ǫ
(0)
0 = 0. (4.7)
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Due to the non-degenerate ground state we may apply standard Raleigh-Schro¨dinger
perturbation theory. In general, the first order correction to the ground state reads∣∣∣Ψ(1)0 〉 = 1
ǫ
(0)
0 − T
Vpot
∣∣∣Ψ(0)0 〉
= − 1T Vpot
∣∣∣Ψ(0)0 〉 . (4.8)
The correspondent first order correction to the ground state energy density is given by
ǫ
(1)
0 =
〈
Ψ
(0)
0
∣∣∣Vpot ∣∣∣Ψ(0)0 〉 . (4.9)
It is a Haar integral over the whole configuration space which is given by
ǫ
(1)
0 =
∫
Vpot (U)
∏
~x,j
dUj(~x)
=
1
η˜2
1
a4⊥
2√
λ
(
3
4
+ η˜2
)
λ . (4.10)
This yields a total ground state energy density in the strong coupling limit
ǫ0 =
1
η˜2
1
a4⊥
[(
3
2
+ 2 η˜2
)√
λ+O(λ3/2)
]
. (4.11)
In order to compute Eq. (4.8) we use the fact that the trace of the plaquette U12(~x)
and the squared trace of the plaquette U−k(~x) minus one are eigen states of the kinetic
energy operator with eigenvalues t− and t⊥, respectively (cf. Eq. (D.16) and Eq. (D.17)
in App. D.2)
T Tr
[
Re
(
U12(~x)
) ] ∣∣∣Ψ(0)0 〉 = t− Tr [Re(U12(~x)) ] ∣∣∣Ψ(0)0 〉
T
[(
Tr
[
Re
(
U−k(~x)
) ])2
− 1
] ∣∣∣Ψ(0)0 〉 = t⊥ [(Tr [Re(U−k(~x)) ])2 − 1] ∣∣∣Ψ(0)0 〉 .
(4.12)
The eigenvalues t− and t⊥ are given by
t− =
[
1
N−N2⊥
1
a4⊥
2√
λ
2
η˜2
]
· 3
4
t⊥ =
[
1
N−N2⊥
1
a4⊥
2√
λ
(
1 +
1
η˜2
)]
· 2 . (4.13)
The factor 3/4 in t− is related to the fundamental representation (l = 1/2) of the
plaquette and the factor of 2 in t⊥ arises from the squared trace of the plaquette minus
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one in the fundamental representation which is equivalent to the trace of the plaquette
in the adjoint representation (l = 1). Hence, the first order correction to the ground
state wave functional is given by∣∣∣Ψ(1)0 〉 = ∑
~x
{
1
3
η˜2 Tr
[
Re
(
U12(~x)
) ]
+
1
16
1
1 + η˜2
∑
k
(
Tr
[
Re
(
U−k(~x)
) ])2}∣∣∣Ψ(0)0 〉 . (4.14)
The state |Ψ(1)0 〉 does not contain any products of plaquettes involving field strengths at
different spatial positions. Therefore, to this order in perturbation theory, the ground
state wave functional factorizes in a product of single plaquette wave functionals similar
to the vacuum wave functional obtained for an equal time lattice Hamiltonian [65]
|Ψ0〉 =
{
1+ λ
∑
~x
[
1
3
η˜2Tr
[
Re
(
U12(~x)
) ]
+
1
16
1
1 + η˜2
∑
k
(
Tr
[
Re
(
U−k(~x)
) ])2]
+O(λ2)
}∣∣∣Ψ(0)0 〉
=
∏
~x
exp
{
1
3
λ η˜2Tr
[
Re
(
U12(~x)
) ]
(4.15)
+
1
16
λ
1 + η˜2
∑
k
(
Tr
[
Re
(
U−k(~x)
) ])2}∣∣∣Ψ(0)0 〉+O(λ2) .
In the wave functional, the purely transversal plaquettes U12 involving the longitudinal
chromo magnetic fields are suppressed by η˜2 in the light cone limit η˜ → 0. To this order
in perturbation theory, the strong coupling ground state wave functional Eq. (4.15)
respects the Z(2) symmetry of the effective Hamiltonian which the full Hamiltonian,
however, does not share. For an alternative derivation of the strong coupling ground
state wave functional Eq. (4.15) and the associated ground state energy density we
refer the interested reader to App. E.2.
4.2 Weak coupling solution
In the weak coupling regime, i.e. g → 0 or λ → ∞ the effective lattice Hamiltonian
Eq. (3.79) in SU(2) depends on a triplet of free U(1) gauge fields and their correspond-
ing momenta. To reduce the Hamiltonian into this form it is convenient to substitute
the gauge field g Aai (~x) parameterizing the link Ui(~x) in Eq. (3.3) by a rescaled gauge
field A˜ai (~x) (cf. Eq. (4.16)). Note that all vector indices throughout this section refer
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to a flat space metric equal to the unit matrix. Furthermore, ǫijk is the totally anti-
symmetric Levi-Cevita symbol with ǫ12− = 1. In the g → 0 limit, the field strength
tensor reduces to the chromo magnetic field Bai (~x), which is the i-th spatial component
of the lattice curl of ~Aa (~x) and which is rescaled to B˜ai (~x)
g Aai (~x) =
A˜ai (~x)√
λ
g Bai (~x) = g ǫilm [A
a
m(~x)− Aam(~x− ~el)] =
1
2
g ǫilmF
a
lm(~x) +O(g2)
g Bai (~x) =
B˜ai (~x)√
λ
with i, l,m = 1, 2,−. (4.16)
Similarly to the equal time theory [64, 65] one can expand the effective lattice Hamilto-
nian in a power series in λ−1. For a detailed derivation, we refer the reader to App. E.3.
The expansion of the potential energy is straightforward. The kinetic energy of the
effective lattice Hamiltonian is a sum of the Casimir operators acting on SU(2). Each
of them represents a Laplace-Beltrami operator on the curved manifold of SU(2). The
expansion in a power series of this operator yields in leading order a flat space Laplacian
in three dimensions (c.f. Eq. (3.32)) given by∑
a
Π˜aj (~x)
2 = −
∑
a
δ2
δA˜aj (~x)
2
. (4.17)
The described expansion of the effective lattice Hamiltonian in the weak coupling limit
yields in leading order
Heff,lat = 1
N−N2⊥
1
a4⊥
1√
λ
∑
~x,a
{
λ Π˜a−(~x)
2 +
1
4
B˜a−(x)
2
+
∑
k
1
η˜2
[
λ Π˜ak(~x)
2 +
1
4
B˜ak(x)
2
]}
+O
(
1
η˜2λ
)
. (4.18)
This Hamiltonian is equivalent to the Abelian limit and the order λ−1 corrections rep-
resent the triple gluon vertex g AAA.
Instead of solving the ground state in terms of the gauge variant fields A˜k as done in
ref. [82], we express the kinetic energy operator acting on the gauge fields in terms of
effective operators which act on chromo magnetic fields B˜k. This turns out to be more
convenient with respect to the construction of a gauge invariant ground state wave
functional at the end. After transforming the Hamiltonian into Fourier space, several
unitary transformations convert the Hamiltonian into a Hamiltonian of decoupled har-
monic oscillators. The necessary unitary transformations are similar to transformations
performed for a compact equal time U(1) Hamiltonian in ref. [82]. However, additional
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Figure 4.1: Rescaled dimensionless energy density ǫ0a
4η˜2 of the effective nlc Hamil-
tonian in leading order of the weak coupling limit for a 163-lattice as a function of
η˜
factors due to the nlc metric appear which can be traced in the computation. Once
the harmonic oscillator Hamiltonian is obtained, the ground state wave functional and
the ground state energy ǫ0 are easily found
ǫ0 =
1
a4⊥
6
η˜2
1
N−N2⊥
∑
~k
[
η˜2 sin
(
k1
2
)2
+ η˜2 sin
(
k2
2
)2
+ sin
(
k−
2
)2]1/2
. (4.19)
Here ki denote the lattice momentum values
ki ≡ 2π
Ni
ni ni = 0, . . . , Ni − 1 . (4.20)
In Fig. 4.1 we show the dimensionless energy density Eq. (4.19) for a 163-lattice as
a function of η˜. A leading 1/η˜2 -dependence of the effective energy density is obvious
from Eq. (4.19) and arises from the 1/η˜ dependence of the light cone energy and the η˜
dependence of the volume V = N2⊥N−a
2
⊥a−. This dependence is scaled out in the figure.
In the Abelian limit, the energy density is given by the dispersion relation summed
over all modes, times the color degeneracy factor. If we identify pi = sin(π ni/Ni) with
the latticized version of the i-th component of the gluon momentum pi, then the nlc
dispersion relation ωnlc of free gluons is given by (cf. Eq. (2.56))
ωnlc =
1
η˜
(√
p21 + p
2
2 + p
2
3 − p3
)∣∣∣∣
p3=p−/η˜
. (4.21)
Here p3 refers to the longitudinal mode in the laboratory frame and p− refers to the
longitudinal mode in the nlc frame. Hence, by summing ωnlc over all modes and
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taking into account that the total longitudinal momentum adds up to P− = 0 we
obtain Eq. (4.19). The ground state wave functional is a multivariate Gaussian wave
functional in the chromo magnetic fields where Γijη˜ (~x− ~x′) denote the matrix elements
of the covariance matrix
Ψ0 = exp
−12∑
~x,~x′
∑
i,j
Γijη˜ (~x− ~x′) Tr [Bi(~x)Bj(~x′) ]
 , Bi(~x) = Bai (~x)λa
Γη˜(~x− ~x′) ≡
 γη˜(~x− ~x′) 0 00 γη˜(~x− ~x′) 0
0 0 η˜2γη˜(~x− ~x′)
 . (4.22)
Here γη˜ denotes the spatial part of the covariance matrix. It depends only on the
relative distance ~x− ~x′ of the chromo magnetic fields in the wave functional
γη˜(~x− ~x′) ≡ 1
2
1
N−N2⊥
∑
~k 6=~0
[
η˜2 sin (k1/2)
2 + η˜2 sin (k2/2)
2 + sin (k−/2)
2]−1/2 ei~k·(~x−~x′) .
(4.23)
The ground state wave functional Eq. (4.22) is essentially gauge invariant in the given
order of the coupling constant. This is easily proven by observing that Bi(~x) is propor-
tional to the field strength (cf. Eq. (4.16)) and the Schwinger string SC(~x, ~x′), being the
gauge connection connecting the space point ~x with the space point ~x′ along the path
C, is equal to the unit operator up to higher order corrections in the weak coupling
limit
SC(~x, ~x′) = P exp
i g
~x′∫
~x
dyj(C)Aj(~y)
 = 1+O(g) . (4.24)
Therefore, the ground state wave functional Eq. (4.22) may be written in a manifestly
gauge invariant way as
Ψ0 = exp
−12∑
~x,~x′
∑
i,j
ǫlmi
2
Γijη˜ (~x− ~x′)
ǫjno
2
Tr [ 〈S(~x′, ~x)〉 Flm(~x) 〈S(~x, ~x′)〉 Fno(~x′) ]

〈S(~x′, ~x)〉 =
∑
C
wC(~x, ~x′)SC(~x, ~x′) , wC(~x, ~x′) =
1
#(C) (4.25)
Since the weak coupling solution does not admit any selection criterion of the possible
paths of the gauge connection, we have to sum over each of them with equal weight
wC(~x, ~x′). Therefore wC(~x, ~x′) is given by one over the total number of #(C) of paths
yielding the average 〈S(~x, ~x′)〉 of these Schwinger strings. The higher order corrections
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in the Schro¨dinger equation determine the weights.
For η˜ = 1 the 3 × 3 covariance matrix Γη˜ Eq. (4.22) equals the covariance matrix
which was found by Chin et al. [64, 65] for an equal time theory since our Hamiltonian
coincides with the correspondent equal time Hamiltonian in the weak coupling limit.
For small values of η˜ the chromo magnetic field in the longitudinal direction Ba− ∝ F a12
is suppressed in the wave functional by a factor of η˜ in comparison with the transversal
chromo magnetic field strengths Ba1 ∝ F a−2 and Ba2 ∝ F a−1 which are of order zero with
respect to η˜. Therefore, in the light cone limit, the wave functional becomes a Gaussian
wave functional in F a−k only.
In the following we would like to have a closer look on the spatial part of the covariance
matrix γη˜(~x − ~x′) defined in Eq. (4.23). It is real due to the invariance under space
reflections (~x− ~x′) → (~x′− ~x). In order to discuss the η˜ behavior of the spatial part of
the covariance matrix γη˜(~x−~x′) we have to discriminate two different scenarios for the
light cone limit. In the first scenario, we keep the number of longitudinal lattice sites
fixed, i.e. N− = const., such that the physical extension of the system is squeezed along
the longitudinal direction with a decrease of η˜ as discussed in Sec. 2.4.1. For this kind
of scenario, we show γη˜(~0) for a 16
3-lattice as a function of η˜ in the left panel of Fig. 4.2.
The asymptotic behavior of γη˜(~0) in the light cone limit η˜ → 0 can be computed by
summing all modes with ~k 6= ~0 and k− = 0 in Eq. (4.23). For a 163-lattice, it is given
by
γη˜(~0) ∼ 0.038
η˜
, η˜ → 0 . (4.26)
The summation over the transversal modes ki with i = 1, 2 in the definition of the
spatial part of the covariance matrix in Eq. (4.23) is dominated by the summation
over the phase factors exp(i kj ·∆xj) for vanishing η˜. This yields a delta function for
each component of the transversal separation ∆xj = xj − x′ j. Hence, there are solely
correlations of transversal chromo magnetic field strengths which are separated along
the longitudinal direction in the light cone limit. This is quite natural from a physical
point of view since a Schwinger string in the transversal plane which is necessarily
needed to connect the transversely separated field strengths in a gauge invariant way
“costs” a lot of energy due to the chromo-electric field operators in the Hamiltonian
which scale like one over η˜ in the light cone limit. Therefore, these correlations have
to be suppressed. Similar energetic considerations may also be applied for the weight
functions wC(~x, ~x′) in Eq. (4.25) representing the relative weight for a given Schwinger
string. Here as well, straight paths along the longitudinal direction without “fluctua-
tions” into the transversal plane are the energetic most favorable configurations close
to the light cone. In the light cone limit, these string configurations are even the only
ones which are allowed.
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Figure 4.2: Diagonal element γη˜(~0) of the spatial part of the covariance matrix as a
function of η˜ for the two different scenarios discussed in the text. Left panel: γη˜(~0) with
fixed number of lattice sites for a 163-lattice (solid line). The correspondent asymptotic
behavior in the light cone limit η˜ → 0, γη˜(~0) ∼ 0.038/η˜ is shown by the dashed line.
Right panel: γη˜(~0) with fixed physical extension along the longitudinal direction under
the variation of η˜ determined by a 163-lattice at η˜ = 1 (solid blue line). For a direct
comparison, we also plot γη˜(~0) with a fixed number of lattice sites (solid black line).
In order to visualize the spatial part of the correlation matrix, we compare correlation
matrix elements γη˜(~x− ~x′) for ∆~x 6= 0 with the matrix element at ∆~x = 0 by forming
the ratio R(∆~x)
R(∆~x) ≡ γη˜(∆~x)
γη˜(~0)
. (4.27)
In the left panel of Fig. 4.3, R(∆~x) is shown for a 16x16-lattice and for three different
values of η˜, namely η˜ = 1, η˜ = 10−1 and η˜ = 10−2. For reasons of presentability, we
have restricted ourselves to a 2-dimensional section through the 3-dimensional lattice
spanned by x⊥ = x1 and x− at x2 = 0. This representation allows to see the anisotropy
developing for very small η˜. Here and in the following, the notion “off-diagonal in po-
sition space” refers to ∆~x 6= 0 whereas “diagonal in position space” refers to ∆~x = 0.
For η˜ = 1, the covariance matrix has only weakly-off diagonal contributions in position
space. For decreasing η˜ one observes that the correlations among plaquettes sepa-
rated along the longitudinal direction become more and more important whereas the
transversal ones fade out. Therefore, one can watch the transversal delta distribution
developing which was discussed above. In the light cone limit, every plaquette is equally
correlated with any other plaquette which is longitudinally separated from the first one.
We discuss the second scenario for the spatial part of the covariance matrix in the
light cone limit, now. In the second set up, we readjust the number of lattice sites in
the longitudinal direction in such a way that the physical extension of the box is held
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fixed under the variation of η˜, i.e. N− = N−(η˜) = N3/η˜ and N⊥ = const. for a fixed
lattice constant a as discussed in Sec. 2.4.1. Here, N3 is the number of lattice sites in
longitudinal direction at η˜ = 1. The number of lattice sites in the transversal direction
stays independent of η˜ and is given by N⊥.
This has consequences for the behavior of γη˜(~x−~x′) in the light cone limit. Also in this
scenario, we visualize the spatial part of the correlation matrix by forming the ratio
R(∆~x). This is shown in the right panel of Fig. 4.3. Again, R(∆~x) is plotted for three
different values of η˜, namely η˜ = 1, η˜ = 10−1 and η˜ = 10−2. The physical extension
of the box is determined by a 163-lattice at η˜ = 1 and is invariant with respect to a
variation of η˜. Additionally, we rescale the longitudinal axis by a factor of η˜ such that
each of the tick marks corresponds to a fixed physical separation under the variation
of η˜. Therefore, the right panel shows R(∆~x) as a function of the physical distances
for a fixed physical box size. In this set up, R(∆~x) becomes almost independent of η˜.
This is most easily seen from the definition of the spatial part of the covariance matrix
if one leaves ~x continuous. Then, one gets rid of the sin term in the definition of the
momentum pi and the spatial part of the covariance matrix is given by
γη˜(∆~x) =
∑
~n 6=~0
1
L− L⊥
(
η˜2 ~k2⊥ + k
2
−
)−1/2
ei
~k∆~x , Li = Ni a , ki =
2π
Li
ni . (4.28)
The rescaling factor of 1/η˜ originating from L− and multiplying L3 cancels the factors
η˜ in front of the transversal momenta inside of the square root and rescales k− to
k3 = 2π/L3 n−, i.e. the longitudinal momentum at η˜ = 1. Hence γη˜(∆~x⊥,∆x−) for
η˜ 6= 1 is given by the correspondent equal time expression γη˜=1(∆~x⊥, η˜∆x−) however
distances are rescaled to physical distances ∆~x⊥ and η˜∆x−
γη˜(∆~x⊥,∆x−) =
∑
~n 6=~0
1
L3 L⊥
(
~k2⊥ + k
2
3
)−1/2
ei
~k⊥∆~x⊥+i k3 η˜∆x− , k3 =
2π
L3
n−
= γη˜=1(∆~x⊥, η˜∆x−) . (4.29)
The above equation also shows that the normalization of R, namely γη˜(~0) is indepen-
dent of η˜. However, this is only true for continuous values of ~x. On the lattice, there is
some dependence on η˜ as shown in the right panel of Fig. 4.2. In order to have a direct
comparison, also γη(~0) for a fixed number of lattice sites is shown. Both variants of
the normalization coincide approximately down to values of η˜ = 0.2. For even smaller
values of η˜, γη˜(~0) diverges for both the variants, however the slope is steeper for fixed
number of lattice sites. Eq. (4.29) shows, if we impose the constraint that the physical
extension of the box which we are considering is invariant with respect to variations
of η˜ then we really obtain the same physics. On the other hand, this implies that
the development of long range correlations along the longitudinal coordinate with a
decrease of η˜ observed for a fixed number of lattice sites in the longitudinal direction,
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i.e. in the first scenario, is a finite size effect. The reasoning in a quite pictorially way
is as follows. The system has a fixed physical correlation length. Measured in lattice
units, this correlation length increases with a decrease of η˜. At a critical value of η˜ it
is eventually extended over the entire longitudinal extension of the lattice. Then, each
field strength is equally correlated with any other field strength which is longitudinally
separated from the first one. This is exactly what one observes in the first scenario.
Re expressed in terms of link and plaquette variables we may write for the ground state
wave functional Eq. (4.25)
Ψ0 = exp
−12 √λ ∑
~x,~x′
Γijη˜ (~x− ~x′) Rij(~x, ~x′) .
 . (4.30)
Rij(~x, ~x
′) is essentially the latticized version of the gauge invariant trace of the field
strength correlator in the exponent of the weak coupling ground state wave functional
Eq. (4.25)
Rij(~x, ~x
′) =

−Tr [Uij(~x) ] , ~x = ~x′ , i = j
1
2
ǫilm
2
ǫjno
2
Tr
[
〈S(~x′, ~x)〉 Im
(
Ulm(~x)
)
〈S(~x, ~x′)〉 Im
(
Uno(~x
′)
) ]
, else .
(4.31)
Rk(~x, ~x
′) is manifestly gauge invariant and has the following expansion in the weak
coupling limit which justifies Eq. (4.30)
Rij(~x, ~x
′) =
g2
2
Tr [Bi(~x)Bj(~x
′) ] +O(g3) . (4.32)
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Figure 4.3: Left panel: Ratio of covariance matrix elements R(∆~x) as a function of the
separation ∆~x for a 2 dimensional 16x16 lattice at three different values of η2. Right
panel: Ratio of covariance matrix elements R(∆~x) as a function of the separation ∆~x
for a 2 dimensional 16x16/η˜ lattice at three different values of η2. Here, the physical
extension of the lattice is kept fixed due to an increase of the number of lattice sites in
longitudinal direction which compensates the decrease by the metric.
4.3 Variational optimization
In the last two sections we have analyzed the strong and weak coupling behavior of
the Hamiltonian and its ground state. We have seen that in the strong coupling limit
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the ground state wave functional may be approximated by a product of single site
wave functionals. Also in the weak coupling limit for not too small η˜ the bilocality
of the chromo magnetic field strength is less important. In the following we construct
an effective wave functional which smoothly interpolates between the strong and weak
coupling solution. In addition we would like to choose the ground state wave functional
in such a way that it is not invariant under the unwanted additional Z(2) symmetry
of the effective Hamiltonian in which the linear momentum terms are compensated
by the translation operator. Therefore, me make a variational ansatz of the ground
state wave functional for the whole coupling range which contains a product of single
site plaquettes with two variational parameters ρ and δ. We denote the normalization
constant by N
Ψ0(ρ, δ) =
√
N
∏
~x
exp
{
2∑
k=1
ρTr
[
Re
(
U−k(~x)
) ]
+ δTr
[
Re
(
U12(~x)
) ]}
.
(4.33)
With this normalized wave functional we variationally optimize the energy expecta-
tion value ǫ0(ρ, δ) of the effective Hamiltonian which is given in terms of plaquette
expectation values
ǫ0(ρ, δ) = 〈Ψ0|Heff |Ψ0〉
=
1
N−N2⊥
1
a4⊥
2√
λ
∑
~x
[(
3
4
δ
η˜2
− λ
2
)〈
Tr
[
Re
(
U12(~x)
) ]〉
+ λ
]
+
1
N−N2⊥
1
a4⊥
2√
λ
∑
~x,k
[
3
8
ρ
(
1 +
1
η˜2
)〈
Tr
[
Re
(
U−k(~x)
) ]〉]
+
1
N−N2⊥
1
a4⊥
2√
λ
∑
~x,k
[
λ
2
1
η˜2
(
1− 1
4
〈(
Tr
[
Re
(
U−k(~x)
) ])2〉)]
.
(4.34)
The explicit computation of the kinetic energy operator expectation value with respect
to the wave functional Eq. (4.33) in terms of plaquette expectation values is given in
App. D.2. The explicit dependence of the energy expectation value on ρ and δ comes
from the kinetic energy terms inHeff . There is an implicit dependence in the plaquette
expectation values which are computed as averages over link configurations generated
by the probability density
dP (U) = |Ψ0(ρ, δ)|2
∏
~x,j
DUj(~x) . (4.35)
With the special form of our trial ground state wave functional Eq. (4.33), the energy
expectation value of the effective Hamiltonian Eq. (3.79) coincides with the energy ex-
pectation value of the full Hamiltonian Eq. (3.56). Even if we do not use the invariance
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of the trial wave functional under translations, the expectation value of the longitudi-
nal momentum operator with respect to the trial wave functional Eq. (4.33) vanishes
identically. This is due to the fact that the expectation value of the chromo electric
field operator Πaj (~y) times an arbitrary functional G({U}) of the links with respect to
a purely real valued exponential wave functional obeys
〈Ψ0|Πaj (~y) G({U}) |Ψ0〉 = −〈Ψ0|G({U}) Πaj (~y) |Ψ0〉 . (4.36)
The above relation Eq. (4.36) may be interpreted as a “partial” integration rule and
is proven in App. D.2. Hence, the ground state wave functional Eq. (4.33) minimiz-
ing the energy density Eq. (4.34) optimizes simultaneously the effective and the full
Hamiltonian. In order to optimize the ground state wave functional we sample the prob-
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Figure 4.4: Average transversal and longitudinal plaquette as a function of the longi-
tudinal number of lattice sites at fixed value of η˜2 = 0.2 and at a fixed value of the
coupling constant λ.
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ability distribution Eq. (4.35) with a local heat bath algorithm [77] on a 163-lattice and
measure the expectation values of the plaquettes and the squared plaquettes with the
bootstrap method [83] using an initial sample size of 500 and a bootstrap sample size of
1000. We compute these expectation values as a function of the parameters ρ and δ on
a 50×50 grid where each of the parameters varies in the interval [0, 10] with a step size
of 0.2. This yields a set of 2500 distinct expectation values which we interpolate with
polynomials of fifth order. For a first coarse estimate of the optimized parameters, we
find the minimum of Eq. (4.34) with a standard Mathematica minimization routine.
For the fine determination of the optimal parameters we then generate 50 different
pairs with energy expectation values less than three percent higher than the energy at
the coarse estimate of ρ0, δ0. Finally, we fit these energy values with a quadratic form
Eq. (4.37) centered at the optimal values (ρ0, δ0) where the linear term in the taylor
series vanishes due to the minimum condition
ǫ0(ρ, δ) ≈ ǫ0(ρ0, δ0) + 1
2
(
ρ− ρ0
δ − δ0
)T
·
(
∂2ǫ0
∂ρ∂ρ
∂2ǫ0
∂ρ∂δ
∂2ǫ0
∂δ∂ρ
∂2ǫ0
∂δ∂δ
)
·
(
ρ− ρ0
δ − δ0
)
. (4.37)
The described method is tested by applying it to the variational optimization of the
standard equal time Hamiltonian density containing only plaquette terms without
anisotropy
HET,lat = 1
N−N2⊥
1
a4⊥
2√
λ
∑
~x
{
1
2
∑
a
Πa−(~x)
2 + λ
1
2
Tr
[
1− Re
(
U12(~x)
) ]
+
∑
k
[
1
2
∑
a
Πak(~x)
2 + λ
1
2
+ Tr
[
1− Re
(
U−k(~x)
) ]]}
. (4.38)
lattice with respect to the wave functional Eq. (4.33). The results can be compared
to the results of Chin et. al. [65] who optimized the equal time Hamiltonian density
Eq. (4.38) multiplied by
√
λ/2 with respect to a one parameter wave functional of the
same form as Eq. (4.33) but where ρ and δ are set to 2ρ = 2δ ≡ αChin. Note that Chin’s
results have been obtained on a 43-lattice, but the dependence of the energy density and
the optimal wave functional parameter on the lattice size is small as we are going to see
later on. The result is shown in Table 4.1. We find 0.5% agreement between the results
of our method and the values obtained by Chin et al. [65]. Next we apply the described
optimization method to the nlc Hamiltonian. In the case of nlc coordinates, one needs
to adjust the number of lattice sites along the longitudinal direction under the variation
of η˜ such that the physical extension of the lattice remains constant as discussed in
Sec. 2.4.1. However, the plaquette expectation values are almost invariant with respect
to a variation of the number of longitudinal lattice sites as shown in Fig. 4.4. Here,
the parameters ρ and δ correspond to the optimal parameters at λ = 10 and η˜2 = 0.2
on a 163-lattice. Beside the small elopers at N− = 16 for the transversal plaquettes
U−k and N− = 32 for the longitudinal plaquette U12, the plaquette expectation value
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Chin et. al [65] This work (ET Hamiltonian)
λ ǫ0,Chin a
4 αChin
√
λ/2 ǫ0,ET a
4 2 ρ0 2 δ0
0.3 0.28510(0001) 0.197(01) 0.28518(0006) 0.200(00) 0.200(01)
0.4 0.37365(0001) 0.262(02) 0.37373(0016) 0.266(01) 0.267(01)
0.5 0.45903(0002) 0.326(01) 0.45911(0036) 0.331(02) 0.333(02)
0.6 0.54136(0002) 0.393(02) 0.54147(0074) 0.396(03) 0.398(04)
0.7 0.62073(0004) 0.453(02) 0.62084(0123) 0.460(04) 0.462(06)
0.8 0.69727(0006) 0.516(04) 0.69734(0197) 0.523(05) 0.526(08)
0.9 0.77079(0005) 0.583(04) 0.77097(0277) 0.585(07) 0.590(10)
1.0 0.84171(0007) 0.646(03) 0.84192(0392) 0.648(09) 0.653(13)
Table 4.1: Variationally optimized ground state energy density and optimal wave func-
tional parameters for an equal time Hamiltonian obtained by Chin et al. [65] for a
43-lattice and by the method described in this article for a 163-lattice. Statistical
errors are enclosed in parentheses.
is essentially constant which implies that it is sufficient to perform the optimization of
the ground state wave functional parameters on a 163 lattice, i.e. independent of the
value of η˜. The optimized energy density is presented in Fig. 4.6 as a function of λ for
different values of η˜2. The 1/η˜2 divergence is scaled out. The curve has a
√
λ behavior
for strong coupling and is independent of λ for weak coupling as found in Sec. 4.1 and
Sec. 4.2
ǫ0|strong coupling = 1
η˜2
1
a4⊥
(
3
2
+ 2 η˜2
)√
λ (4.39)
ǫ0|weak coupling = 1
a4⊥
6
η˜2
1
N−N2⊥
∑
~k
[
η˜2 sin
(
k1
2
)2
+ η˜2 sin
(
k2
2
)2
+ sin
(
k−
2
)2]1/2
.
In Figs. 4.7 and 4.8, we present the variationally optimized wave functional parameters
ρ0 and δ0 as a function of λ for different values of η˜
2. The parameters are divided
by a factor
√
λ such that they become constant in the weak coupling limit (λ →
∞). By using the strong coupling solution from Eq. (4.15) and the diagonal part of
the covariance matrix at ∆~x = ~0 of the weak coupling solution Eq. (4.25), we get
analytically the following estimates for ρ0 and δ0
ρ0(λ, η˜) =
{
0 for λ << 1√
λ γη˜(~0) for λ >> 1
δ0(λ, η˜) =
{
1
3
λ η˜2 for λ << 1√
λ η˜2 γη˜(~0) for λ >> 1
γη˜(~0)
{ ∼ 0.038/η˜ for η˜ → 0
= 0.454 for η˜ → 1 . (4.40)
The variationally determined parameters are in good agreement with the analytic pre-
dictions in the strong coupling regime. In the weak coupling regime the optimal pa-
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rameters differ from the analytical estimates Eq. (4.40). In both cases the analytic
predictions disagree more for small η˜. This is natural, since the light cone limit η˜ → 0
builds up correlations among plaquettes separated along the longitudinal direction.
The parameters optimizing our product of single plaquette wave functionals effectively
describe these correlations and adopt values which differ from the weak coupling esti-
mate given by the diagonal entries of the covariance matrix Eq. (4.40).
One nicely observes especially in Fig. 4.7 the indication of a phase transition. The op-
timal wave functional parameter ρ0 is identically equal to zero for small values of λ up
to some value of λ depending on η˜2 at which ρ0 jumps to some finite value. A vanishing
value of ρ0 implies a vanishing expectation value of the longitudinal-transversal pla-
quette whereas a non-vanishing value of ρ0 implies a non-vanishing expectation value
of Tr Re U−k. Hence, the phase transition is related to the Z2 symmetry of the ef-
fective Hamiltonian discussed in Sec. 3.5 which has Tr Re U−k as an order parameter.
In Fig. 4.5 we show the energy density in lattice units at a fixed value of η˜2 = 1 as a
function of the trial wave functional parameter ρ for four different values of λ. The trial
wave functional parameter δ is kept fixed at its optimal value δ0. One observes that
the energy density has a single global minimum for small values of λ. The ground state
is non-degenerate and it is symmetric with respect to the Z2 transformation Eq. (3.81)
introduced in Sec. 3.5. With increasing λ two new nonzero local minima of same mag-
nitude in the energy density appear which are reflection symmetric with respect to the
ordinate. At the critical point, the minimum at ρ = 0 has the same magnitude as
the two minima at ρ 6= 0. Beyond the critical point, there is no longer a minimum
at ρ = 0 and the two minima at ρ 6= 0 become global minima which determine the
ground state. Therefore, the ground state is degenerate and the two possible vacua
differ by the discussed Z2 transformation Eq. (3.81). Hence, at the critical point, there
is a first order phase transition due to the Ehrenfest classification because the optimal
ground state wave functional parameter ρ jumps discontinuously from zero to some
finite value at the critical coupling constant λc. This implies that the first derivative of
the energy density with respect to the coupling constant which , at zero temperature,
is equivalent to the free energy density is discontinuous. Close to the critical point,
the uncertainty in the ground state energy density and the optimal parameters ρ0 and
δ0 becomes large. This is due to the fact that it is not sufficient to approximate the
energy density by the quadratic form Eq. (4.37) in the transition region. As we have
seen, there is much more structure in the functional behavior of the energy density as
can be modeled by the quadratic form. Hence, our presented algorithm is not able to
resolve the different minima close to the critical coupling and the uncertainty becomes
large.
Furthermore, in Fig. 4.7 one observes that the critical coupling λc decreases with de-
creasing η˜2. In order to estimate the η˜-dependence of the critical coupling more quan-
titatively, we perform an analytical strong coupling analysis, i.e. a single plaquette
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wave functional analysis. Such an analysis is reasonable due to the fact that the Z2
symmetric phase is the strong coupling phase for the U−k-plaquettes, i.e. ρ0 = 0 << 1.
And even beyond the critical coupling, ρ0 << 1 is still valid in a finite coupling range
close to the critical coupling. Then, plaquette correlations can be neglected and the
expectation value of the longitudinal-transversal plaquette is given by〈(
1
2
Tr
[
Re
(
U−k
) ])〉
Ψ0(ρ,δ)
≈ I2(4 ρ)
I1(4 ρ)〈(
1
2
Tr
[
Re
(
U12
) ])〉
Ψ0(ρ,δ)
≈ I2(4 δ)
I1(4 δ)〈(
1
2
Tr
[
Re
(
U−k
) ])2〉
Ψ0(ρ,δ)
≈ I2(4 ρ)
4 ρ I1(4 ρ)
+
I3(4 ρ)
I1(4 ρ)
(4.41)
where In(x) denotes the modified Bessel function of first kind. To be complete we quote
the strong coupling expansion for U12 as well. The strong coupling estimates of the
plaquette expectation values Eq. (4.41) are single plaquette wave functional expectation
values for which the computation is standard. We have the following series expansion
of the plaquette expectation values〈(
1
2
Tr
[
Re
(
U−k
) ])〉
Ψ0(ρ,δ)
≈ ρ
(
1− 2
3
ρ2 +
2
3
ρ4
)
〈(
1
2
Tr
[
Re
(
U−k
) ])2〉
Ψ0(ρ,δ)
≈ 1
4
+
1
2
ρ2 − 1
2
ρ4 +
8
15
ρ6 . (4.42)
In the following we restrict ourselves to a sixth order polynomial in ρ in the expansion of
the energy density. This corresponds to the minimal order of the polynomial capable of
describing the extreme value structure of the ground state energy density as a function
of ρ (c.f. Fig. 4.5). In order to find the minimum of the energy Eq. (4.34) we have to
look for roots of the first derivative of the energy. The first derivative is given by
∂
∂ρ
ǫ ≈ 2√
λ
1
η˜2
ρ
{[
3
2
(
1 + η˜2
)− λ
2
]
+
[
λ− 2 (1 + η˜2) ]ρ2 + [3 (1 + η˜2)− 8
5
λ
]
ρ4
}
(4.43)
Indeed, there is an extremum of the energy at ρ = 0. From the second derivative of
the energy density at ρ = 0
∂2
∂ρ2
ǫ
∣∣∣∣
ρ=0
≈ 2√
λ
1
η˜2
[
3
2
(
1 + η˜2
)− λ
2
]
(4.44)
we can read off that the extremum at ρ = 0 is a local minimum for sufficient small
values of λ which turns over into a local maximum at some given value of λ. There are
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four other values of ρ which correspond to two further minima and two maxima of the
energy. At the critical point, the energy of the other minima is equal to the energy of
the minimum at ρ = 0. In principle, in order to determine the critical coupling of the
phase transition, one has to compute the other values of ρ at which the energy becomes
extremal. Having these values at hand, one has to compute the energy corresponding
to these values of ρ which needs to be equated with the energy of the extremum at
ρ = 0. Then, one obtains equations which only depend on λ and η˜ and which can be
used to solve for λc as a function of η˜. If one performs the described procedure one
obtains the critical coupling
λc(η˜
2) ≈ 3 (1 + η˜2) . (4.45)
This critical coupling corresponds to the coupling at which Eq. (4.44) changes the
sign, i.e. where the local minimum turns into a local maximum. To summarize, for
λ < λc(η˜
2) there is a minimum of the energy density at ρ = 0. At λ > λc there are
two reflection symmetric minima at nonzero values of ρ. Therefore, at λ = λc there
is a phase transition from the Z2 symmetric phase into the spontaneously broken phase.
Indeed, by inspecting Eq. (4.45) one observes that the magnitude of the critical coupling
decreases with decreasing η˜2, i.e. in the light cone limit. Therefore, by setting λ ≥ λc
at η˜2 = 1 one always stays in the Z2 broken phase when varying λ which is the phase
having the correct symmetry with respect to the complete Hamiltonian. Hence, a
simultaneous light cone and continuum limit is possible without having to run through
a phase transition.
The uncertainties on the variational parameters are typically 5% and are larger in the
region where the Hamiltonian with the adjoint plaquette in (−k)-direction induces a
phase transition. Therefore, in principle only couplings in the weak coupling region
above λ = 7 are meaningful where the Z(2) symmetry is spontaneously broken. In the
following we analyze the η˜ dependence of the optimal wave functional parameters for
fixed values of λ which lie in the physical relevant region above λ = 7. We show in
Figs. 4.9 and 4.10 the optimal wave functional parameters ρ0, δ0 divided by
√
λ γ1(~0),
i.e.
√
λ γη˜(~0) for η˜ = 1, which is the expected behavior for the equal time Hamiltonian.
This way we can show the variations of the wave functional parameters in the light
cone limit. For a direct comparison, we plot the analytical weak coupling prediction
Eq. (4.40) by dotted lines in the same figures. The analytical results for ρ0 (Eq. (4.40))
overestimate the variationally determined values, whereas the analytical predictions for
δ0 (Eq. (4.40)) underestimate the optimized parameters as a function of η˜. Here again,
the large difference for small η˜ originates from the effective description of long range
correlations by the parameters of our ground state wave functional in this parameter
region. For sufficiently large values of λ, the η˜ behavior for ρ0 and δ0 becomes universal
and independent of λ. We determine functions fρ and fδ which describe the deviations
of the variationally optimized wave functional parameters from the weak coupling limit
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Figure 4.5: Ground state energy density in lattice units at η˜2 = 1 as a function of the
trial wave functional parameter ρ for four different values of λ. The wave functional
parameter δ is kept fixed at its optimal value δ0(λ, η˜).
√
λ γ1(~0) at η˜ = 1 (cf. Figs. 4.9 and 4.10)
ρ0(λ, η˜) =
√
λ γ1(~0) fρ(λ, η˜)
δ0(λ, η˜) =
√
λ γ1(~0) fδ(λ, η˜) . (4.46)
In the extreme weak coupling limit λ→∞ and close to η˜ → 1, each of the functions fρ
and fδ may be described by linear functions of η˜. Therefore, it is reasonable to assume
that fρ and fδ can be approximated by expansions around λ→∞ and η˜ = 1
fi(λ, η˜) = c0,i
[
1 +
c1,i
λ
+ c2,i (1− η˜) + c3,i
λ2
+ c4,i
(1− η˜)
λ
+ c5,i (1− η˜)2
]
i = ρ, δ . (4.47)
The coefficients c0,i represent the effective single plaquette equal time wave functional
parameters. A good fit of the parameters c0,i, ..., c5,i minimizing χ
2 in the range λ ∈
[10, 95] and η˜ ∈ [0.15, 1] gives the coefficients tabulated in Table 4.2. This analytical
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i c0,i c1,i c2,i c3,i c4,i c5,i
ρ 0.90 -1.74 0.72 4.06 -0.40 -0.14
δ 0.95 0.93 -1.21 -3.22 -0.83 0.32
Table 4.2: Coefficients of Eq. (4.47) obtained from least square minimization.
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Figure 4.6: Optimized energy density as a function of λ obtained from the simulation
on a 163 lattice for three different values of η˜2. The red shaded area corresponds to
the phase transition region for all values of η˜2. The dotted lines show the predicted
analytical strong coupling behavior. The arrows indicate the expected asymptotic
behavior for weak coupling which is a constant independent of λ.
parameterization of the ground state wave functional allows to smoothly interpolate
between ground state wave functionals belonging to different coupling constants and
different values of η˜ in the physical relevant coupling constant region. Furthermore,
the given form induces generically a vanishing expectation value of P−,lat which makes
it optimal for the use in a guided diffusion Monte Carlo as discussed in Sec. 3.5. Since
it is an approximation to the exact ground state it may be used for further qualitative
investigations. With the parameterization of Eq. (4.47) we are able to extrapolate the
parameters of the wave functional to η˜ = 0
ρ0(λ, 0) =
(
0.65− 0.87
λ
+
1.65
λ2
)√
λ
δ0(λ, 0) =
(
0.05 +
0.04
λ
− 1.39
λ2
)√
λ . (4.48)
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Figure 4.7: Optimal wave functional parameter ρ0(λ, η˜) as a function of λ obtained from
the simulation on a 163 lattice for three different values of η˜2. The red shaded area
corresponds to the phase transition region for all values of η˜2. The dotted lines show
the predicted analytical strong coupling behavior. The arrows indicate the expected
asymptotic behavior for weak coupling which is proportional to
√
λ, i.e. a constant
independent of λ in the plot. The solid lines show the actual analytic parameterizations
in the weak coupling regime (cf. Eq. (4.47)).
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Figure 4.8: Optimal wave functional parameter δ0(λ, η˜) as a function of λ obtained from
the simulation on a 163 lattice for three different values of η˜2. The red shaded area
corresponds to the phase transition region for all values of η˜2. The dotted lines show
the predicted analytical strong coupling behavior. The arrows indicate the expected
asymptotic behavior for weak coupling which is proportional to
√
λ, i.e. a constant
independent of λ in the plot. The solid lines show the actual analytic parameterizations
in the weak coupling regime (cf. Eq. (4.47)).
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Figure 4.9: Optimal wave functional parameter ρ0(λ, η˜) as a function of η˜ obtained from
the simulation on a 163 lattice for four different values of λ. The expected λ1/2 γ1(~0)
behavior for the equal time Hamiltonian with η˜ = 1 is scaled out. The solid lines show
the analytical parameterizations. The dotted line corresponds to the “naive” analytical
weak coupling prediction.
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Figure 4.10: Optimal wave functional parameter δ0(λ, η˜) as a function of η˜ obtained
from the simulation on a 163 lattice for four different values of λ. The expected
λ1/2 γ1(~0) behavior for the equal time Hamiltonian with η˜ = 1 is scaled out. The
solid lines show the analytical parameterizations. The dotted line corresponds to the
“naive” analytical weak coupling prediction.
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4.4 Quality of the effective Hamiltonian
Having optimized the variational ground state wave functional, we are able to compute
expectation values of observables in this ground state. In the following we would like
to determine the quality of the substitution of the lattice Hamiltonian by the effective
lattice Hamiltonian for translation invariant states like the variational ansatz Ψ0 given
in Eq. (4.33). In order to measure the quality we use the method described in Sec. 3.5
by Eq. (3.80), which demands that the fluctuations of P−,lat normalized to the effective
energy squared and η˜4 are much less than one
〈Ψ0|P 2−,lat |Ψ0〉 − 〈Ψ0|P−,lat |Ψ0〉2
η4 〈Ψ0|Heff,lat |Ψ0〉2
!≪ 1 . (4.49)
We have seen in Sec. 4.3 that the expectation value of P−,lat with respect to the ground
state wave functional ansatz Eq. (4.33) are equal to zero due to the special form of the
wave functional. Therefore, on the average, there is no difference between P exact−,lat and
P−,lat. We only need to compute the expectation value of the longitudinal momentum
operator squared P 2−,lat. If P−,lat would be the exact generator of translations then
the expectation value of P 2−,lat with respect to the Ansatz Eq. (4.33) would vanish too
because of the translation invariance of the ground state wave functional ansatz.
It is essential for the justification of the applicability of the described substitution of
the full lattice Hamiltonian by the effective lattice Hamiltonian in a quantum diffusion
Monte-Carlo algorithm, that the fluctuations of P−,lat around its desired mean value
zero are small in comparison to the total energy expectation value. In order to compute
the expectation value of the momentum operator squared we exploit the fact that it is
self adjoint
〈Ψ0|P 2−,lat |Ψ0〉 = 〈Ψ0|P †−,latP−,lat |Ψ0〉 (4.50)
which implies that the expectation value of P 2−,lat is equal to the norm of the state
given by P−,lat applied onto the ground state. The longitudinal momentum operator
applied to the ground state wave functional Ψ0(ρ, δ) yields with the help of Eq. (D.18).
P−,lat |Ψ0〉 = −i
∑
~x,k,a
Tr
[
σa
2
Im
(
U−k(~x)
)]{
ρ Tr
[
σa
2
Im
(
U−k(~x)
)]
+
∑
j
ǫ3jk δ Tr
[
σa
2
Im
(
U12(~x)
)]
− ρ Tr
[
σa
2
Im
(
U †−(~x− ~e−)U−k(~x− ~e−)U−(~x− ~e−)
)]
−
∑
j
ǫ3jk δ Tr
[
σa
2
Im
(
U †j (~x− ~ej)U12(~x− ~ej)Uj(~x− ~ej)
)]}
|Ψ0〉
+i
∑
~x,k
3
4
Tr
[
Re
(
U−k(~x)
) ]
|Ψ0〉 . (4.51)
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Figure 4.11: The expectation value of P 2− normalized to the energy expectation value
squared as a function of λ obtained from the simulation on a 163 lattice for three
different values of η˜2.
The resulting state is still gauge invariant. In Fig. 4.4 we show the ratio of expectation
values Eq. (4.49) as a function of λ for different values of η˜. The expectation value of
the momentum operator squared normalized to the energy expectation value squared is
smaller than 7.5 10−5 for all values of λ > λc and for all values of η˜2. This implies that
the fluctuations of P−,lat are always less than 0.9 percent of the total energy around its
mean value equal to zero. Hence, the fluctuations are negligible and the substitution
of the total lattice Hamilton operator by its effective counterpart is justified over the
entire coupling constant range.
Chapter 5
Ground state in the light cone limit
In the following, we compute the ground state wave functional of the nlc Hamiltonian
in the η˜ → 0 limit. There, the dominant part of the nlc Hamiltonian is given by
H =
1
2η2
∑
k,a
∫
V
d3x
[
Πak(~x)− F a−k(~x)
]2
+O(η0). (5.1)
In order to keep in touch with a lattice formulation, we consider the system to be
restricted to a spatial box with periodic boundary conditions for the bosonic fields.
Hence, the integration volume covers a finite box of edge length L in each spatial
direction. The color components of the field strengths tensor F a−k(~x) are given by
F a−k(~x) = ∂−A
a
k(~x)− ∂kAa−(~x) + gfabcAb−(~x)Ack(~x) . (5.2)
For SU(2), the structure constants fabc are given by the Levi-Cevita symbol ǫabc which
is totally anti-symmetric with respect to permutations of its indices and which has
ǫ123 = 1. We have the following elementary commutation relations involving the gauge
field and the electric field operator[
Πak(~x), A
b
k′(~y)
]
= −i δab δkk′ δ(3) (~x− ~y) . (5.3)
In the light cone limit, the gauge field A−(~x) is not a dynamical field since there is
no kinetic term appearing in the Hamiltonian Eq. (5.1). Therefore, the Hamiltonian
Eq. (5.1) describes the dynamics of the transversal gauge fields Ak(~x) in the external
background field A−(~x).
As we have already seen in Sec. 2.4.2, the Hamiltonian is invariant with respect to
spatial gauge transformations A → A′, i.e. gauge transformations which are indepen-
dent of the temporal coordinate. These gauge transformations are implemented via
the unitary operator Ω (cf. Eq. (2.79)). The unitarity of the gauge transformation op-
erator includes the opportunity to solve an unitarily equivalent Schro¨dinger equation
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along with the correspondingly unitarily transformed Gauss’ law constraint GΨ = 0
by choosing a specific gauge
H Ψ(A) = EΨ(A) , GΨ(A) = 0
gauge trafo⇔ H ′Ψ′(A′) = EΨ′(A′) , G′Ψ′(A′) = 0
H ′ = ΩH Ω† , G′ = ΩGΩ† , Ψ′(A′) = ΩΨ(A) . (5.4)
Here and in the following we work in the configuration space representation, i.e. that
the wave functionals Ψ(A) are functionals of the gauge fields. The spectrum of the
gauge transformed Hamiltonian is the same as the spectrum of the original Hamilto-
nian, however the wave functionals differ by the unitary transformation. In order to
recover the wave functional Ψ of the original problem, one has to apply Ω† to Ψ′ at the
end. The application of Ω† onto the gauge fixed wave functional Ψ′ inverts the gauge
fixing procedure. This inversion can be achieved by integrating over all possible gauge
transformations applied to the gauge fixed wave functional such that one recovers the
entire gauge orbit of each of the elements of the gauge fixed gauge configuration
Ψ(A) = ΩΨ′(A′) =
∫
DΘ(~x) eiG[Θ]Ψ′(A′) . (5.5)
In the following, we use the freedom to fix the gauge in a convenient way such that the
Hamiltonian has a more simple structure in order to solve the stationary Schro¨dinger
equation. In order to simplify the problem further, we would like to work in the light
cone gauge A−(~x) = 0. However, some care has to be taken [84, 85] if one considers the
system in a finite box with periodic boundary conditions. We show, that the light-cone
gauge cannot be reached in this set up. The gauge field Aµ(~x) transforms under a
general gauge transformation as (cf. Eq. (2.5))
Aµ(~x)→ A′µ(~x) = V (~x)
(
Aµ(~x) +
i
g
∂µ
)
V †(~x) . (5.6)
In order to transform a general gauge field configuration into a gauge field configu-
ration with A′−(~x) = 0, the transformation matrices V (~x) have to obey the following
differential equation
V (~x)
(
A−(~x) +
i
g
∂−
)
V †(~x) = 0⇒ V (~x) = P exp
−i g x
−∫
−L/2
dy−A−(y−, ~x⊥)
 . (5.7)
The solution corresponds to a Schwinger string connecting a point located at y− = x−
with the boundary of the spatial box at y− = −L/2. Here P denotes the path ordering
from right to the left, i.e. that matrices corresponding to points later in the path
appear to the left. Note that this solution is not periodic in x− which immediately
implies that the light cone gauge ”A− = 0” is not compatible with periodic boundary
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conditions of the gauge fields in a finite spatial box. However, a modification of the
gauge transformation Eq. (5.7) being compatible with periodic boundary conditions is
given by
V˜ (~x) ≡ exp
[
+i g a−(~x⊥)
x− + L/2
L
]
· V (~x) . (5.8)
Here a−(~x⊥) is related to the Polyakov line along the longitudinal direction
exp [+i g a−(~x⊥)] ≡ P exp
+i g
 L/2∫
−L/2
dy−A−(y−, ~x⊥)

 (5.9)
where we have multiplied the gauge transformation with a global phase factor contain-
ing the integral over the gauge field, i.e. the zero mode a−(~x⊥), scaled by the position in
x−-direction [63]. This gauge transformation obeys the following differential equation
V˜ (~x)
(
Aµ(~x) +
i
g
∂µ
)
V˜ †(~x) =
a−(~x⊥)
L
(5.10)
This equation shows that A−(~x) can not be completely gauged away. The zero mode
remains, which is quite natural since the zero mode carries information about gauge
invariant quantities like the trace of the Polyakov loop for example. Therefore, it has to
be kept. Of course, one still has the freedom to perform a rotation in color space on the
zero mode without disturbing the periodicity of the gauge transformation. This color
rotation is independent of x− and can be chosen to rotate the zero mode into the color
3-direction. Therefore, in the case of SU(2), we fix the gauge to Aa−(~x) = δ
a3A−(~x⊥).
The above procedure appears to have completely fixed the gauge. However, there are
still residual gauge transformations possible generating shifts in the gauge field
V (~x) = exp
(
ix−
(
2π
L
n(~x⊥)
)
λ3
)
, n(~x⊥) = 0,±1,±2, . . .
⇒ A−(~x⊥)→ A−(~x⊥) + 2π
g L
n(~x⊥) . (5.11)
These equations imply that the “fundamental” domain of the zero mode A−(~x⊥), i.e.
the domain containing all physically distinct gauge field configurations which can not
be related to each other by an additional gauge transformation, is given by an interval
of length 2π/(g L) which may be chosen to be centered around zero
A−(~x⊥)|phys. distinct ∈
[
− π
g L
,
π
g L
)
. (5.12)
All other possible values of A−(~x⊥) correspond to the gauge orbit of one of the gauge
fields in the fundamental domain, i.e. they are connected by a gauge transformation
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of the form Eq. (5.11) to the gauge field in the “fundamental” domain. Therefore, in
the following, it is sufficient to assume that the zero mode A−(~x⊥) does only vary in
the fundamental domain Eq. (5.12).
Note, that the entire gauge transformation transferring an arbitrary gauge configura-
tion Aa−(~x) into the fundamental domain of the zero mode δ
a3A−(~x⊥) does only depend
on the longitudinal gauge field A−(~x) and its zero mode. Furthermore, in the L→∞
limit, the fundamental domain for the zero mode shrinks to zero which implies that
one recovers the ordinary axial gauge in the continuum limit.
The commutation relation of the transformed transversal chromo-electric field operator
and the transformed transversal gauge field operator remains untouched and is given
by [
Π′ ak (~x), A
′ b
k′(~y)
]
= −i δa,b δk,k′ δ(3)(~x− ~y) , k = 1, 2 and k′ = 1, 2,− (5.13)
This is easily seen by expressing the transversal fields after the gauge transformation
by the original ones
Π′ ak = 2Tr
[
λa V (~x)λcΠck(~x)V
†(~x)
]
A′ ak (~y) = 2Tr
[
λa V (~y) (λcAck(~y) + i/g ∂k) V
†(~y)
]
(5.14)
and using the original commutation relation Eq. (5.3). The gauge fixing transfor-
mation is like a coordinate transformation for the fields from cartesian coordinates
to curvilinear coordinates. In general, this coordinate transformation induces a non-
trivial Jacobian which manifests itself in non-trivial commutation relations between
the transformed chromo-electric and the transformed gauge-field. Usually, this yields
a non-trivial kinetic energy in the Hamiltonian [86] which complicates its analytical
computability. However, due to the fact that the gauge transformation does only de-
pend on the longitudinal gauge field and its zero mode, the Jacobian is simply equal
to unity, at least for the kinetic transversal gauge fields. Therefore, the relevant part
of the Hamiltonian in the light cone limit remains “simple”.
In the following we assume the gauge to be fixed as discussed above. Therefore, it is no
longer necessary to explicitly indicate the transformed fields by a prime and we forbear
from doing this below, simply for reasons of presentability. The commutation relation
Eq. (5.13) implies for the commutation relation of the transversal chromo-electric field
operator with the transversal chromo magnetic field operator[
Πak(~x), F
b
−k′(~y
′)
]
= −i δab δkk′ ∂y− δ(3) (~x− ~y)
−i g fabcAc−(~x⊥) δkk′ δ(3) (~x− ~y) . (5.15)
Here, ∂y− implies that the derivative is acting on y
−. Due to the fact that the fields
obey periodic boundary conditions, we perform a Fourier transformation of the field
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strength and the conjugate momenta. The Fourier transformation and its inverse are
given by
Πak(~x) =
∞∑
n=−∞
Π˜ak(n, ~x⊥) e
−2π in x−
L , Π˜ak(n, ~x⊥) =
1
L
L/2∫
−L/2
dx−Πak(~x) e
2π in x
−
L
F a−k(~x) =
∞∑
n=−∞
F˜ a−k(n, ~x⊥) e
2π in x
−
L , F˜ a−k(n, ~x⊥) =
1
L
L/2∫
−L/2
dx− F a−k(~x) e
−2π in x−
L .
(5.16)
The exponential phase factors obey the orthogonality relations
δ(x− − y−) =
∞∑
n=−∞
e−2π in
(x−−y−)
L , δn,m =
1
L
L/2∫
−L/2
dx− e−2π i (n−m)
x−
L . (5.17)
The hermiticity of the transversal chromo electric field operator Πak(~x) and the transver-
sal chromo magnetic field operator F a−k(~x) implies that their correspondent Fourier
modes obey the following relation
Π˜a†k (n, ~x⊥) = Π˜
a
k(−n, ~x⊥)
F˜ a†−k(n, ~x⊥) = F˜
a
−k(−n, ~x⊥) . (5.18)
By using the inverse transformation we are able to compute the commutator of the
Fourier mode of the transversal chromo electric field operator Π˜ak(n, ~x⊥) and the Fourier
mode of the transversal chromo magnetic field operator F˜ a−k(m,~y⊥). One obtains by
introducing the discrete longitudinal momentum kn the following commutation relation[
Π˜ak(n, ~x⊥), F˜
b
−k′(m,~y⊥)
]
=
i
L
D˜ab− (−n, ~x⊥) δkk′ δ(2) (~x⊥ − ~y⊥) δn,m . (5.19)
Here we have introduced the Fourier representation D˜ab− (n, ~x⊥) of the covariant deriva-
tive in the adjoint representation Eq. (2.66) which involves the discrete longitudinal
momentum kn
D˜ab− (n, ~x⊥) = δ
ab i kn − g fabcAc−(~x⊥) with kn =
2π
L
n . (5.20)
As a matrix in color space, it may be written in our choice of gauge Aa−(~x) ≡ δa3A−(~x⊥)
as
D˜ab− (n) =
 i kn −g A−(~x⊥) 0g A−(~x⊥) i kn 0
0 0 i kn
 . (5.21)
Now, we may plug in the Fourier transformation of the fields into the Hamiltonian
and one may diagonalize the non zero mode part of the Hamiltonian by performing a
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Bogoliubov transformation which is derived and applied to the Hamiltonian Eq. (E.1) in
App. E.1.1 which is expressed in terms of the Fourier modes. After the transformation,
the Hamiltonian is given by
H =
1
η2
∑
k
∫
d2x⊥
{ ∞∑
n=1
2
[
W †k (n, ~x⊥)M(n, ~x⊥)Wk(n, ~x⊥) +
3 kn
2
δ(2)(~0⊥)
]
+
L
2
∑
a
[
Π˜ak(0, ~x⊥)− F˜ a−k(0, ~x⊥)
]2}
+O(η0) . (5.22)
The operators W ak (n, ~x⊥) and W
† b
k′ (n, ~x⊥) are linear superpositions of the operators
Π˜ak(n, ~x⊥) and F˜
a
−k(n, ~x⊥) given in App. E.1.1, which obey the usual independent har-
monic oscillator commutation relations between the annihilation operators W ak (n, ~x⊥)
and the creation operators W † bk′ (n, ~y⊥)[
W ak (n, ~x⊥),W
† b
k′ (m,~y⊥)
]
= δa,b δn,m δ
(2)(~x⊥−~y⊥) , ∀n,m > |gA−(~x⊥)L/(2π)| = 1/2[
W ak (n, ~x⊥),W
b
k′(m,~y⊥)
]
=
[
W † ak (n, ~x⊥),W
† b
k′ (m,~y⊥)
]
= 0 . (5.23)
Here, the matrix M(n, ~x⊥) contains the dispersion relations for the different color
components of W and is given by
M(n, ~x⊥) =
 kn 0 00 kn + gA−(~x⊥) 0
0 0 kn − gA−(~x⊥)
 , ∀ n > 0 . (5.24)
The three color components have different dispersion relations, i.e. they couple dif-
ferently to the “external” non-dynamical field A−(~x⊥) which yields a constant off-set
for the color component 2 and 3 in contrast to the ordinary QED dispersion relation
En ∝ kn, i.e. the dispersion relation which one would obtain for the Abelian coun-
terpart of theory. Each of the three different dispersion relations is positive for all
values of n > 0. This implies, that the ultraviolet behavior of the Hamiltonian, i.e.
the behavior for large momenta or small distances is similar to QED since the effect of
the constant off-set is negligible. However, the infrared behavior of the Hamiltonian,
i.e. the behavior for small momenta or large distances, is changed in comparison to
ordinary QED.
The Hamiltonian Eq. (5.22) is essentially given by a superposition of independent
harmonic oscillators. The ground state of the above Hamiltonian can be constructed
in the usual way. Since W a†k W
a
k (n, ~x⊥) and [Π˜
a
k(0, ~x⊥)−F a−k(0, ~x⊥)]2 are positive semi-
definite operators for each k, a, ~x⊥ and n, their spectrum is bounded from below by 0,
i.e. the ground state of the above Hamiltonian is given by the state which is annihilated
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by each of the W ak (n, ~x⊥) and by [Π˜
a
k(0, ~x⊥)− F a−k(0, ~x⊥)]
W ak (n, ~x⊥) |Ψ0〉 = 0 ∀ n > 0 and ∀ k, a, ~x⊥
and
[
Π˜ak(0, ~x⊥)− F a−k(0, ~x⊥)
]
|Ψ0〉 = 0 n = 0 and ∀ k, a, ~x⊥ . (5.25)
Then the ground state energy for a box with transversal cross-sectional area V⊥ is given
H |Ψ0〉 = E0 |Ψ0〉 with E0 = 6V⊥
η2
∞∑
n=1
kn +O(η0) and V⊥ =
∫
d2x⊥ . (5.26)
Eq. (5.25) defines the nlc ground state in the light cone limit. The entire spectrum
of the Hamiltonian may be constructed from the ground state by the subsequent ap-
plication of creation operators W † ak (n, ~x⊥). In order to obtain a configuration space
representation of the ground state, i.e. a wave functional in terms of the gauge fields,
one has to translate Eq. (5.25) into configuration space. Due to the commutation rela-
tion Eq. (5.19), the Fourier mode of the chromo electric field operator Π˜ak(n, ~x⊥) may
be represented by the following differential operator
Π˜ak(n, ~x⊥) =
i
L
D˜ab− (−n, ~x⊥)
δ
δF˜ b−k(n, ~x⊥)
. (5.27)
The ground state condition Eq. (5.25) translates into the following configuration space
equation as shown in App. E.1.1(
F˜ a−k(n, ~x⊥)− i Sign(n)
1
L
D˜ab− (n, ~x⊥)
δ
δF˜ b−k(−n, ~x⊥)
)
Ψ0(F˜−k) = 0 ∀n ≥ 0, k, a, ~x⊥ .
(5.28)
Here, the Sign function is defined as follows
Sign(n) =
{
1 n ≥ 0
−1 n < 0 , sign(n) =

1 n > 0
0 n = 0
−1 n < 0
. (5.29)
This may not be confused with the ordinary sign function which is defined equivalently
for positive and negative values of n, however, for n = 0 it returns 0 in contrast to the
above definition of Sign. Eq. (5.28) shows, that the equations involving the zero mode
part n = 0 and the non-zero mode part n 6= 0 of the Hamiltonian can be casted into the
same form in the configuration space representation. This differential equation can be
solved by inverting the covariant derivative. However, the covariant derivative matrix
is only invertible if its determinant is non-vanishing. Otherwise the matrix is singular
and cannot be inverted. The covariant derivative has a vanishing determinant for the
following critical values of n = ncr∣∣∣D˜ab− (n)∣∣∣
n=ncr
= 0 ⇐⇒ ncr = 0 and ncr = ± gA−(~x⊥) L
2π
. (5.30)
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Since the zero mode A−(~x⊥) is restricted to the fundamental domain Eq. (5.12) the
modulus of the critical values ncr is always smaller than one half which implies that
there is only one integer valued ncr making an inversion of the covariant derivative
impossible, namely ncr = 0. For n = 0 the functional differential equation Eq. (5.28)
specifying the ground state wave functional has no non-trivial solutions. For n = 0,
Eq. (5.28) can only be obeyed, if the field strength F˜ a−k(0, ~x⊥) itself is equal to zero
for all ~x⊥. Therefore, for n = 0, we have to impose a constraint equation involving
F˜ a−k(0, ~x⊥), namely
L F˜ a−k(0, ~x⊥)
!
= 0 . (5.31)
By imposing this constraint equation, the Fourier mode of the transversal field strength
F˜ a−k(0, ~x⊥) itself and the derivative of the ground state wave functional with respect
to F˜ a−k(0, ~x⊥) is equal to zero since the Fourier mode is constant. Hence Eq. (5.28) is
obeyed for n = 0, too. This constraint equation may be implemented by a delta distri-
bution which multiplies the wave functional involving the left over field strength modes.
Then, the solution to Eq. (5.28) in accord with the constraint equation Eq. (5.31)
implemented by a delta distribution is given by a Gaussian wave functional in the
transversal field strength with covariance matrix g˜ab(n, ~x⊥) and normalization N
Ψ0 = lim
σ→0
N√
2π σ
exp
{∫
d2x⊥
[∑
n>0
F˜ a−k(n, ~x⊥) g˜
ab(n, ~x⊥) F˜ b−k(−n, ~x⊥)
−L
2 F˜ a−k(0, ~x⊥)
2
2σ
]}
.
g˜ab(n, ~x⊥) = −iL sign(n)
[
D˜−1−
]ba
(n, ~x⊥) . (5.32)
Here, we have represented the delta distribution by a sequence of standard distributions
of the Fourier mode F˜ a−k(0, ~x⊥) in the limit of a vanishing variance σ. In order to return
to configuration space, we reexpress the Fourier modes by the actual configuration
space fields with help of Eq. (5.16). Therefore, we may write for the ground state
wave functional in configuration space and the correspondent spatial covariance matrix
gab (∆x−, ~x⊥)
Ψ0 = lim
σ→0
N√
2π σ
exp
{
− 1
2
∫
d2x⊥
L/2∫
−L/2
dx−dy−F a−k(x
−, ~x⊥)
[
gab
(
x− − y−, ~x⊥
)
+
δab
σ
]
F b−k(y
−, ~x⊥)
}
gab
(
∆x−, ~x⊥
)
=
1
L
∑
n6=ncr
i sign(n)
[
D˜−1−
]ab
(n, ~x⊥) e2πin∆x
−/L . (5.33)
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The summation over n in the definition of the covariance matrix has been extended to
negative values which is possible due to the symmetry properties of D˜ab− (n, ~x⊥) defined
in Eq. (5.20) with respect to a substitution of n by −n
D˜ab− (n) = −D˜ba− (−n) → g˜cb(n, ~x⊥) = g˜bc(−n, ~x⊥) . (5.34)
In appendix E.1.2 we evaluate the wave functional correlator Eq. (5.33). One obtains
gab
(
∆x−, ~x⊥
)
=
∞∑
m=−∞
γǫ(∆x
− +mL,~x⊥)Rab(∆x− +mL,~x⊥) . (5.35)
γǫ is a regularized function given by
γǫ(z
−) =
1
π
∞∫
0
dk−
k−
Θ
(
k− − π
L
)
cos
(
k− z−
)
. (5.36)
The regulator, given by the Heaviside step function Θ, cuts-off the divergent infrared
modes. Furthermore, the matrix elements Rab(z−, ~x⊥) represent a rotation in color
space around the color three axis
Rab(z−) =
 cos [g A−(~x⊥) z−] sin [g A−(~x⊥) z−] 0− sin [g A−(~x⊥) z−] cos [g A−(~x⊥) z−] 0
0 0 1
 . (5.37)
Apparently, the wave functional correlator gab(∆x−, ~x⊥) is periodic in ∆x− with period
L. A shift of ∆x− by L can always be reabsorbed into a re-definition of the summation
index m which has no effect on the final result since the summation is not restricted.
The color structure of the wave functional correlator implies that the color compo-
nents of the field strength tensor at longitudinal coordinate y− are rotated around the
color three axis. Then the result is contracted with the color components of the field
strength tensor at longitudinal coordinate x−. In appendix B.2 we show that the color
components of a field strength tensor which is rotated in color space correspond to
the components of the field strength tensor after a specific “gauge transformation”.
Therefore, we obtain the following result for the ground state wave functional
Ψ0 = lim
σ→0
N√
2π σ
exp
{
− 1
2
∫
d2x⊥
∫
dx−dy−
2
σ
Tr
[
F−k(x−, ~x⊥)F−k(y−, ~x⊥)
]}
· exp
{
− 1
2
∫
d2x⊥
∫
dx−dy−
∞∑
m=−∞
γǫ(x
− +mL− y−) (5.38)
·Tr [F−k(x−, ~x⊥)U(x− +mL, y−, ~x⊥)F−k(y−, ~x⊥)U †(x− +mL, y−, ~x⊥) ]
}
.
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Here U(x−, y−, ~x⊥) is the Schwinger string in the given gauge which is an element of
SU(2) and which is given by
U(x−, y−, ~x⊥) = exp
{
i g A−(~x⊥) (x− − y−)λ3
}
. (5.39)
The first part of the wave functional implements the constraint equation in configura-
tion space. This part of the wave functional is not gauge invariant. The second part
of the wave functional however is gauge invariant, i.e. independent of the used gauge.
In the L→∞ limit, the Greens function of the modulus of the longitudinal derivative
simplifies drastically. For large values of L the integrand of Eq. (5.36) is oscillating
rapidly such that the only non-vanishing contribution to the integral is originating
from m = 0. Furthermore, in the L → ∞ limit the Heaviside unit step function
becomes obsolete and the Greens function becomes scale independent because then,
any rescaling of the distance ∆x− → c∆x− can be reabsorbed in a rescaling of k−
without changing the value of the integral, i.e. the Greens function. In particular, one
can rescale the longitudinal distance ∆x− by c = 1/[∆x−] where [∆x−] denotes the
unit length. Therefore, one obtains
lim
L→∞
γǫ(∆x
− +mL) = δm,0 · lim
L→∞
γǫ(∆x
−) =
δm,0
π
[
γ + log(|∆x̂−|)
]
∆x̂− = ∆x−/[∆x−] . (5.40)
γ is the Euler-Mascheroni-constant. We have plotted γǫ(∆x̂
−) in Fig. 5.1. The regu-
lated Greens function γǫ(∆x̂
−) is increasing logarithmically with increasing longitudi-
nal distance ∆x̂− of the two transversal field strengths, i.e. the transversal chromo-
magnetic fields, in the ground state wave functional. This implies, that chromo-
magnetic field configurations which are longitudinally separated from each other by
a large distance are highly suppressed by the wave functional.
Furthermore, in the L→∞ limit, the zero mode becomes equal to zero (cf. Eq. (5.12))
which implies that the constraint equation Eq. (5.31) is automatically obeyed in this
limit and does not need to be implemented explicitly in the wave functional. This is
easily seen by rewriting the constraint equation in configuration space where we use the
periodicity of Aak(x) for a finite extension of the box along the longitudinal direction
and we assume the gauge field to be adiabatically turned off at ±∞ for an infinite
extension respectively∫
dx− F a−k(x
−, ~x⊥) = −
∫
dx−Dabk A
b
−(~x⊥) = 0 . (5.41)
Hence, the ground state wave functional in the infinite volume limit is given by the
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Figure 5.1: limL→∞ γǫ(∆x−) as a function of ∆x− = x− − y−.
following expression
lim
L→∞
Ψ0 = N exp
{
− 1
2
∫
d2x⊥
∞∫
−∞
dx−dy−
1
π
[
γ + log(|x̂− − ŷ−|)]
·Tr [F−k(x−, ~x⊥)U(x−, y−, ~x⊥)F−k(y−, ~x⊥)U †(x−, y−, ~x⊥) ]
}
.(5.42)
In order to obtain the wave functional of the original problem one needs to apply Ω†
onto the ground state wave functional Eq. (5.42) as discussed at the beginning of this
section. Due to the gauge invariance of Eq. (5.42), the application of Ω† results in the
multiplication of the wave functional by a simple factor corresponding to the volume
of the gauge group. However, this pre-factor is cancelled by the normalization of the
ground state wave functional. Therefore, the ground state wave functional Eq. (5.42)
turns out to be the ground state wave functional of the full problem, too. Note, that
this solution is in line with the first scenario of the light cone limit of the weak coupling
solution Eq. (4.22) of the effective lattice Hamiltonian obtained in Sec. 4.2. The first
scenario is such that the system is squeezed along the longitudinal direction in the light
cone limit. There, the argument of the exponential is given by a distance dependent
factor multiplied by the trace of two field strengths at different spatial points ~x and
~y which are connected back and forth by Schwinger strings (cf. Eq. (4.25)) such that
the trace becomes gauge invariant similar to Eq. (5.42). For finite values of η˜ the two
field strengths do not need to be separated solely along the longitudinal direction as in
Eq. (5.42) and the wave functional does also depend on the longitudinal field strength
F12. In the η˜ → 0 limit however, the distance dependent pre-factor factorizes into two
parts. The first part does only involve the transversal separation vector of the two
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field strength tensors and reduces to a delta distribution. The second part does only
involve the longitudinal separation and is given by the Greens function of the modulus
of the longitudinal derivative. Furthermore, the wave functional becomes independent
of the longitudinal field strength. From an energetic point of view, we have argued in
Sec. 4.2 that the Schwinger strings ensuring the gauge invariance of the wave functional
follow straight paths along the longitudinal coordinate axis in the light cone limit such
that the ground state energy is minimized. Therefore, the solutions Eq. (4.22) and
Eq. (5.42) obtained in different limits of the Hamiltonian do coincide in the light cone
limit.
Chapter 6
Application: Gluon distribution
functions
6.1 Introduction
In the following, we would like to apply the variationally optimized ground state wave
functional Eq. (4.33) which we have found in the nlc formalism in order to determine
the gluon distribution functions of hadrons in a non-perturbative way.
In general, parton distribution functions arise quite naturally from the hadronic tensor
Wµν(q, P ) introduced in Sec. 2.2.2 for DIS. The hadronic tensor couples electromagnet-
ically the virtual photon with four momentum q to the hadron with three momentum
P . We work throughout this section in the laboratory frame in which the hadronic
target is at rest and the virtual photon has no transverse momentum (cf. Eq. (2.37))
similar to Sec. 2.2.2. By inserting the quark current Jµ(x) = Ψ¯α(x) γµ Qα Ψα(x) of free
quarks of flavor α and electric charge Qα into the current commutator appearing in
the hadronic tensor Eq. (2.43), one obtains after the projection of the hadronic tensor
with Eq. (2.34) onto the structure function F1(xB) depending on the Bjorken scaling
variable xB the following expression [49]
F1(xB) =
1
2
1
4π
∫
dy− e−ixB P− y
−
Q2α
〈
h(P )
∣∣∣Ψ¯α(y−) γ+Ψα(0)− Ψ¯α(0) γ+Ψα(y−)∣∣∣h(P )〉
c
. (6.1)
Here, the subscript c on the hadronic matrix element Eq. (6.5) means that one has to
take the “connected” matrix element. The connected matrix element is defined in the
following way
〈h(P )| O |h(P )〉c = 〈h(P )| O |h(P )〉 − 〈Ψ0| O |Ψ0〉 〈h(P ) | h(P )〉 . (6.2)
This ensures that disconnected pieces are excluded, i.e. irrelevant vacuum transitions
of the form 〈Ψ0| O |Ψ0〉 〈h(P )| h(P )〉 are subtracted from the expectation value. Since
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the operator Ψ¯Ψ is essentially counting the number of quarks and Ψ Ψ¯ counts the
number of anti-quarks of a given state, the structure function F1(xB) is essentially
given by the sum over the different quark flavors weighted with the electric charge
squared and the probabilities to find a quark or an antiquark in a given hadron, i.e. it
is weighted by Q2α and the parton distribution functions fqα/h(xB) and fq¯α/h(xB)
F1(xB) =
1
2
Q2α
(
fqα/h(xB) + fq¯α/h(xB)
)
. (6.3)
Here, the parton distribution functions are given by
fqα/h(xB) =
1
4π
∫
dy− e−ixB P− y
−
〈
h(P )
∣∣∣Ψ¯α(y−) γ+Ψα(0)∣∣∣h(P )〉
c
fq¯α/h(xB) =
1
4π
∫
dy− e−ixB P− y
−
〈
h(P )
∣∣∣Ψα(y−) γ+ Ψ¯α(0)∣∣∣h(P )〉
c
. (6.4)
This is the famous parton model interpretation of the structure function based on the
quark current of free field theory. In general, one could also think of Eq. (6.4) as the
defining equation for the quark and anti-quark distribution functions. Of course, these
matrix elements are not gauge invariant. However, there is a gauge invariant extension
[87] of the above matrix element which simply consists of an insertion of a gauge
connection in between the fermion operators. Similar to Eq. (6.4), one can also define
the gluon distribution function. A gauge invariant definition of the gluon distribution
function fg/h(xB) for gluons carrying the longitudinal light cone momentum fraction
xB of a hadron h [87] motivated by canonical field theory in A
+ = 0 gauge is given by
fg/h(xB) =
1
2π xB P−
∫
dy− e−ixB P− y
−
〈
h(P )
∣∣∣F+νa (y−,~0⊥)Rab(y−, 0)F b+ν (0,~0⊥)∣∣∣h(P )〉
c
Rab(y
−, 0) =
[
P exp
{
i g
∫ y−
0
dz−Ac−(z
−,~0⊥)λcadj
}]
ab
. (6.5)
HereRab(x
−, 0) is given by the Schwinger string in the adjoint representation connecting
the origin (0,~0⊥) with the longitudinally separated point (y−,~0⊥) along a straight path
following the longitudinal coordinate axes. The gauge invariant extension of Eq. (6.4)
and Eq. (6.5) are the starting equations for any non-perturbative computation of the
distribution functions. Since our simulations have been done in the pure gauge sector of
QCD, we restrict ourselves to the determination of the gluon distribution function in the
following. As we have already seen in Sec. 2.2.2, the hadronic target is probed at equal
light cone time x+ = 0. This has the advantage, that one does not need to perform any
temporal evolution of the hadronic wave function during the entire scattering process
if one works in the light cone quantisation framework. In the following, it is convenient
to define the gluon distribution function as the Fourier transformation of the function
f˜g/h(x
−)
fg/h(xB) =
1
xB
1
2π
∫
dx−e−ixB P− x
−
f˜g/h(x
−) . (6.6)
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The function f˜g/h(x
−) is defined as the correlation function of longitudinally separated
transversal field strength operators normalized to the longitudinal momentum P− of
the target
f˜g/h(x
−) =
1
P−
〈h(P )|G(x−) |h(P )〉c , G(x−) = Rab(y−, 0)F+νa (y−,~0⊥)F b+ν (0,~0⊥) .
(6.7)
Of course, the gluon distribution function is invariant with respect to boosts along the
longitudinal direction. In order to compute f˜g/h(x
−), one needs to know the asymptotic
single particle hadron states |h(P )〉. The hadronic states |h(P )〉 and 〈h(P )| have to be
understood as “in” and “out” states, i.e. eigen states of the fully interacting Hamil-
tonian defined in the asymptotic past and future of the scattering event respectively.
The Lorentz invariant normalization of |h(P )〉 is given by the standard continuum
normalization for eigen states of the momentum operator
〈h(P )|h(K) 〉 = 16π3 P− δ(3)(P −K) ⇒ 〈h(P )|h(P ) 〉 = 2P− V , P = (P−, ~P⊥) .
(6.8)
The second relation for identical momenta P = K involving the spatial three volume
V of the system is easily derived by using the Fourier representation of the delta
distribution
δ(p− k) = 1
2π
∞∫
−∞
dy ei (p−k) y ⇒ δ(0) = Vy
2π
. (6.9)
Here, Vy denotes the length of the integration interval which is infinitely long in our
case. In the Schro¨dinger picture, a stable relativistic bound state such as a hadron is
an eigen vector of the Hamiltonian generator of time evolution. It can be expanded
in the light-cone Fock space of its parton constituents. If the Fock space amplitude
is denoted by Ψn/h(xi, ~k⊥,i) for n partons carrying longitudinal momentum fractions
xi, relative transverse momenta ~k⊥,i and helicity λi, then the hadronic state |h(P )〉 is
given by
|h(P )〉 =
∑
n,λi
∫ ∏
i
dxi d
2k⊥,iΨn/h(xi, ~k⊥,i, λi)
∣∣∣n : xi P−, xi ~P⊥ + ~k⊥,i, λi〉 .(6.10)
Here, the i-th parton carries transversal momentum ~p⊥,i = xi ~P⊥ + ~k⊥,i and the inte-
gration measure takes into account that the given hadron longitudinal and transversal
momenta are obtained∏
i
dxi ≡
∏
i
dxi δ
(
1−
∑
j
xj
)
,
∏
i
d2k⊥,i ≡
∏
i
d2k⊥,i δ(2)
(∑
j
~k⊥,j
)
.(6.11)
Each Fock state is an eigen state of the longitudinal momentum operator P− and the
transversal momentum operator P⊥,k with k = 1, 2. The convergence with the number
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of constituents n of the Fock expansion is usually very fast [45] and one may restrict
oneself to the lowest Fock component in the hadronic state. In the following, we restrict
ourselves to the description of mesons. Then, the meson state is approximately given
by the following superposition of quark q and anti-quark q¯ Fock states with probability
amplitude Φh(x,~k⊥) for the given configuration
|h(P )〉 ≈
∫
dx d2k⊥Φh(x,~k⊥)
∣∣∣qα(xP−, ~k⊥), q¯α((1− x)P−,−~k⊥)〉 . (6.12)
Here, except for the momenta, we have not explicitly listed all the other quantum num-
bers specifying the state, like the helicities for example. In accordance with the chosen
frame, i.e. the laboratory frame, the meson has no transversal momentum. The delta
functions accompanying the integration measure in Eq. (6.11) are evaluated already.
The quark carries the longitudinal light cone momentum fraction x and the relative
transversal momentum ~k which implies that the anti-quark carries the longitudinal
light cone momentum fraction 1 − x and the transversal momentum −~k. The upper
index α represents the color index which is summed over in order to obtain a color sin-
glet state. If the hadron states in Eq. (6.7) are substituted by the Fock state expansion
Eq. (6.12), then the quark-anti-quark states have to be understood as the correspon-
dent “in” and “out” states respectively. By using Eq. (6.12), the hadronic matrix
element Eq. (6.7) turns into a quark-antiquark transition matrix element q q¯ → q q¯ for
the operator G(x−) folded with the respective light cone wave functions of the meson.
The physical interpretation of this matrix element is the following. One measures the
distribution function of gluons in presence of the valence partons of the desired meson.
One may use the boost invariance of the entire expression in order to transform into
a reference frame in which the hadrons are highly energetic. In particular one may
boost along the longitudinal direction in order to keep the transversal momentum of
the hadron invariant, i.e. equal to zero. This choice of frame turns out to be more
convenient in order to rewrite the transition matrix element. However, the final result
does not depend on the special choice of the frame.
Due to the fact that the operator G(x−) is a pure gauge field operator which does not
affect any fermion operator, one may apply the same formalism to the transition matrix
element Eq. (6.7) as applied to the pure quark antiquark transition matrix element in
[51] which would correspond to G(x−) ≡ 1 in our notation. There, the quark antiquark
transition matrix element is related by the Lehmann-Symanzik-Zimmermann reduction
formula to the four-point function of the quark field with respect to the full QCD path
integral. The functional integral over the quark and antiquark fields can be carried out
immediately and one obtains the expectation value of the product of the quark to quark
and antiquark to antiquark scattering amplitudes in the same fixed gluon potential.
The addressed expectation value is with respect to the remaining functional integral
over the gauge fields including the fermion determinant. We work in the quenched ap-
proximation which implies that we neglect the fermion determinant, i.e. we set it equal
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to unity in the functional integral. The quark and anti-quark scattering amplitudes are
given by a complete incoming wave obeying the Dirac equation with interaction which
is folded with the gluon potential and the free outgoing wave. For a detailed derivation
we refer the reader to [51]. A suitable high energy approximation to the complete
incoming wave can be found with the help of the eikonal expansion. There, quarks and
anti-quarks propagate in the high energy limit along their classical trajectories close
to the light cone. Along their worldlines, they pick up a phase factor corresponding
to the respective Schwinger strings. Therefore, the complete incoming wave is simply
given by the free incoming wave decorated by the Schwinger string along the light cone.
Then, the transition amplitude for the operator matrix element Eq. (6.7) between the
hadronic “in” and “out” states is given by the following expression which reduces to
the expression obtained in [88] for G(x−) ≡ 1〈
h(P−,~0⊥)
∣∣∣G(x−) ∣∣∣h(P−,~0⊥)〉 = 2P− V− 1
Nh
∫
d2R⊥
∫
d2d⊥wh(~d⊥)
·
〈
Ψ0
∣∣∣G(x−)W− (~R⊥, ~d⊥) ∣∣∣Ψ0〉 . (6.13)
Here we define W−(~R⊥, ~d⊥) to be the normalized trace of a light like rectangular
Wegner-Wilson loop along the path C− in the plane x+ = 0 which is infinitely ex-
tended in the longitudinal direction and which is centered in the transversal plane at
~R⊥. The transversal extension and orientation of the Wegner Wilson loop is given by
the diameter vector ~d, i.e.
W−
(
~R⊥, ~d⊥
)
=
1
2
Tr
[
P exp
{
i g
∫
dyµ(C−)Aµ(yµ)
}]
.
C− = Cq ∪ C⊥,1 ∪ Cq¯ ∪ C⊥,2
Cq/q¯ = ~R⊥ ±
(
1/2 ~d⊥
τ
)
, C⊥,1/2 = ~R⊥ ±
(
1/2 ρ ~d⊥
∞
)
τ = −∞ . . .∞ , ρ = 1 . . .− 1 . (6.14)
The Schwinger strings along the paths Cq and Cq¯ are the remnants of the worldlines of
the quark and the anti-quark forming the meson which follow the longitudinal spatial
light cone coordinate x− axis in the high energy limit and have an offset ~R⊥ ± 1/2 ~d⊥
in the transversal plane respectively. These can be supplemented by the Schwinger
strings along the paths C⊥,1 and C⊥,2 at x− = ±∞ where the gauge field is assumed to
be turned off adiabatically yielding the entire Wegner-Wilson loop. Furthermore, we
have defined the profile function wh(~d⊥) representing the probability to find the quark
and the antiquark separated by the transversal vector ~d⊥ in the meson which is given
by
wh(~d⊥) ≡
1∫
0
dξ φh(ξ, ~d⊥)∗ φh(ξ, ~d⊥) ⇒
∫
d2d⊥wh(~d⊥) = 1 . (6.15)
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Of course, being a probability, the integral of wh(~d⊥) over all transversal separations
is normalized. Here, φh(ξ, ~d⊥) is the appropriately normalized Fourier transformation
[88] of the lowest Fock component of the hadronic wave function
φh(ξ, ~d⊥) ≡
√
2 ξ (1− ξ) 1
2π
∫
d2k⊥ ei
~k⊥·~d⊥ Φh(ξ,~k⊥) . (6.16)
The normalization constant Nh of the matrix element is needed in order to satisfy the
normalization condition Eq. (6.8) for the hadronic matrix element. It can be computed
by setting G(x−) ≡ 1 in Eq. (6.13), i.e. it is given by
Nh =
∫
d2d⊥wh(~d⊥)
〈
Ψ0
∣∣∣W− (~0⊥, ~d⊥) ∣∣∣Ψ0〉 . (6.17)
Here, we have used the translation invariance of the ground state expectation value of
the Wegner Wilson loop W−(~R⊥, ~d⊥) with respect to translations of its center ~R⊥ in
the transversal plane. Hence, only the expectation value of the Wegner-Wilson loop
centered at ~R⊥ = ~0⊥ is needed and the integration over the loop centers can be factor-
ized, which yields the transversal volume.
Therefore, the Fourier mode f˜g/h(x
−) of the gluonic distribution function becomes
manifestly independent of the longitudinal hadron momentum P− and one obtains
f˜g/h(x
−) = 2V−
1
Nh
∫
d2R⊥
∫
d2d⊥wh(~d⊥)
(〈
Ψ0
∣∣∣W− (~R⊥, ~d⊥) G(x−)∣∣∣Ψ0〉
−
〈
Ψ0
∣∣∣W− (~R⊥, ~d⊥) ∣∣∣Ψ0〉〈Ψ0∣∣∣G(x−)∣∣∣Ψ0〉) . (6.18)
If one uses the nlc metric Eq. (2.57), one may rewrite the correlation function G(x−)
in terms of purely contra variant operators and one may perform the light cone limit
η˜ → 0 such that one obtains
G(x−) =
2∑
k=1
Rab(x
−, 0)Πak(x
−,~0⊥)Πbk(0,~0) . (6.19)
Here, we have used Eq. (2.64) in order to rewrite temporal field strength operators
in terms of canonically conjugate momentum operators Πak(~x) and Π
a
−(~x). Note that
Rab(x
−, 0) commutes with each of the Πak(~x) since the canonically conjugate momenta
Πak(~x) of the transversal gauge fields do only affect the transversal gauge fields. For
a similar reason, the light cone correlation function G(x−) does commute with the
Wegner-Wilson loop representing the hadronic target. The transversal gauge fields do
only appear at the boundaries of the Wegner Wilson loop at x− = ±∞. There, the
transversal Schwinger strings have been introduced artificially under the assumption
that the gauge field is adiabatically turned off at x− = ±∞, which implies that[
G(x−),W−
(
~R⊥, ~d⊥
)]
= 0 , ∀x−, ~R⊥, ~d⊥ . (6.20)
6.2. Lattice description 105
Note that the correlation function G(x−) corresponds to the longitudinal momentum
density P− in the light cone limit. If one assumes that the ground state wave functional
Ψ0 in the configuration space representation is given by an exponential of a generic
real valued functional E(χ) of generic configuration space fields χ (the generic configu-
ration space field represents the gauge field in the continuum and is equal to the links
on the lattice), then one can directly apply the conjugate momentum operators onto
the ground state wave functional which reproduces the ground state wave functional
multiplied by some functional of the configuration space fields. Then, the Fourier mode
of the correlation function is given by
f˜g/h(x
−) = 2V−
1
Nh
∫
d2R⊥
∫
d2d⊥wh(~d⊥)
(〈
Ψ0
∣∣∣W− (~R⊥, ~d⊥) G˜(x−)∣∣∣Ψ0〉
−
〈
Ψ0
∣∣∣W− (~R⊥, ~d⊥) ∣∣∣Ψ0〉〈Ψ0∣∣∣G˜(x−)∣∣∣Ψ0〉) (6.21)
G˜(x−) =
1
2
2∑
k=1
Rab(x
−, 0)
[
Πak(x
−,~0⊥) ,
[
Πbk(0,~0) , f(χ)
]]
for Ψ0(χ) = e
E(χ) .
In order to arrive at this result we have first applied the two conjugate momentum
operators appearing in the definition of the correlation function solely to the ket vector
in the matrix element. On the other hand, one may also apply one of these conjugate
momentum operators to the bra vector whereas the other one is applied to the ket
vector. Of course, both procedures have to yield the same result. By “averaging” over
both methods one obtains the above result. The requirement of a real valued exponent
in the wave functional is obeyed by all our ground state wave functionals, namely the
strong coupling wave functional, the weak coupling wave functional and the light cone
limit wave functional. Together with Eq. (6.6), our final result for the Fourier mode
Eq. (6.21) defines the gluon distribution for the given hadron h in our model.
6.2 Lattice description
Having defined the model in the continuum in the last section, we determine the gluon
distribution function on the lattice with the variationally optimized nlc ground state
wave functional Eq. (4.33) in the light cone limit in the following.
In order to transcribe the continuum definition of the gluon distribution function
Eq. (6.6) in combination with Eq. (6.21) onto the lattice, we first note, that the nor-
malization factor 1/(2π) in Eq. (6.6) corresponds to the normalization of the Fourier
transformation. On the lattice, the Fourier transformation becomes discrete and is nor-
malized to the number of lattice sites. Hence, one has to substitute each integral over a
spatial variable by a sum over all lattice sites times the correspondent lattice spacing.
Furthermore, the factor 1/(2π) in front of the integral has to be substituted by 1/N−,
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the number of lattice sites in longitudinal direction. Of course, the longitudinal hadron
momentum P− is quantised as usual on the lattice. In order to ensure L-periodicity,
P− has to be an integer multiple n of 2π/L− where L− = N− a− is the extension of the
lattice along the longitudinal direction, as usual. In principle, the domain of n is rang-
ing from −N−/2 to N−/2 − 1. However, since the longitudinal light cone momentum
for an on shell particle like the target hadron is always positive, we have to restrict
ourselves to positive values of n. Since the longitudinal target momentum P− is the
largest momentum scale in the problem, it is natural to set it to the largest momentum
available on the lattice, i.e.
P− =
2π
N− a−
(N−/2− 1) . (6.22)
The Bjorken scaling variable xB has to be chosen in such a way that the product of the
Bjorken scaling variable and the longitudinal lattice momentum xB P− yields a valid
lattice momentum. This restricts the possible values of xB and one obtains
xB =
2n
N− − 2 , n = 0, . . . , N−/2− 1
⇒ xB P− = 2π
N− a−
n . (6.23)
Of course, in addition to the momenta also the operators appearing in the ground
state expectation values Eq. (6.21) have to be substituted by the correspondent lattice
operators. The Wegner Wilson loop W−(~R⊥, ~d⊥) can be directly mapped onto the
lattice. The longitudinal quark and anti-quark world lines have to be connected by
transversal paths at the boundary of the lattice in contrast to the continuum definition
where they are transversely connected at x− = ±∞. The transcription of the field
strength correlation function G˜(x−) Eq. (6.21) is more sophisticated. The functional
Elat(U) of the gauge links representing the exponent of the variationally optimized
ground state wave functional Eq. (4.33) in the light cone limit is given by
Elat(U) =
∑
~x
∑
k
ρ0(λ, 0)Tr
[
Re
(
U−k(~x)
) ]
. (6.24)
Due to the fact that the commutator is linear with respect to its arguments and that
the exponent of the ground state wave functional is a linear superposition of single
plaquette traces, there are only non-vanishing contributions to G˜lat if Π
a
k(x
−,~0⊥) and
Πbk(0,~0⊥) act on the same plaquette. This is only possible for x
− = −1, 0, 1. In order
to explicitly compute G˜lat(x
−) we use the commutation relations Eq. (D.12) and the
relation Eq. (B.36) relating the Schwinger string in the adjoint representation to the
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fundamental representation. Then, G˜lat(x
−) is given by
G˜lat(x
−) =

−3 ρ0
8
∑
k
Tr
[
U−k(−1,~0⊥)
]
, x− = −1
3 ρ0
8
∑
k
Tr
[
U−k( 0,~0⊥)
]
+ 3 ρ0
8
∑
k
Tr
[
U−k(−1,~0⊥)
]
, x− = 0
−3 ρ0
8
∑
k
Tr
[
U−k( 0,~0⊥)
]
, x− = 1
0 , else
(6.25)
Then, the lattice transcription fg/h,lat(xB) of the gluon distribution function Eq. (6.6)
in combination with Eq. (6.21) is given by
fg/h,lat(xB) =
1
xB
∑
x−
f̂g/h,lat(x
−) e−ixB P− x
−
. (6.26)
The Fourier mode f̂g/h,lat(x
−) which is normalized to the number of lattice sites in the
longitudinal direction such that it becomes independent of the lattice size is given by
f̂g/h,lat(x
−) ≡ f˜g/h,lat(x
−)
V−
(6.27)
=
2
Nh,lat
∑
~R⊥
∑
~d⊥
wh(~d⊥)
(〈
Ψ0
∣∣∣W− (~R⊥, ~d⊥) G˜lat(x−)∣∣∣Ψ0〉
−
〈
Ψ0
∣∣∣W− (~R⊥, ~d⊥) ∣∣∣Ψ0〉〈Ψ0∣∣∣G˜lat(x−)∣∣∣Ψ0〉) .
The hadronic state normalization Nh is given by
Nh,lat =
∑
~d⊥
wh(~d⊥)
〈
Ψ0
∣∣∣W− (~0⊥, ~d⊥) ∣∣∣Ψ0〉 . (6.28)
f̂g/h,lat(x
−) does not explicitly depend on any parameter of the lattice like the lattice
volume for example. It is entirely characterized by the hadronic target through the
profile function as it should. Since, both the expectation value of the field strength
correlator in the presence of the Wilson loop and the expectation value of the field
strength correlator with respect to the vacuum are translation invariant along the
longitudinal direction, the expectation value is reflection symmetric, i.e.
f̂g/h,lat(−x−) = f̂g/h,lat(x−) . (6.29)
This implies that the Fourier transformation is real. The only ingredient which is still
missing is the profile function wh(~d) defined in Eq. (6.15). Its essential ingredient is
the Fourier transform of the light cone wave function of the lowest Fock state. A good
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approximation to the light cone wave function of a meson capable of describing a lot
of phenomenological data is the Gaussian model [89] which is given by
Φh(x,~k⊥) = NΦ,h exp
(
− 1
Λ2h
~k2⊥ +m
2
x (1− x)
)
. (6.30)
This is a scalar wave function that drops exponentially with the free invariant mass
squared of two constituents with mass m. NΦ,h denotes the normalization constant
and Λh represents the width of the transversal momentum distribution. Therefore,
this width is related to the root mean square radius rrms of the hadron by Fourier
transformation into transversal coordinate space. Hence, the profile function for the
Gaussian light cone wave function is essentially again a Gaussian in the transversal
separation ~d of the quark and anti-quark world lines with a half width equal to twice
the root mean square radius rrms of the hadron. In a first explorative approach, we
model the Gaussian profile function wh(~x⊥) by a delta distribution in transversal space
wh(~d⊥) =
1
4
2∑
k=1
[
δ(2)
(
~d⊥ − 2 · rrms,h · ~e⊥,k
)
+ δ(2)
(
~d⊥ + 2 · rrms,h · ~e⊥,k
)]
. (6.31)
Therefore, the profile function Eq. (6.31) is a projection of the hadron on the two
transversal coordinate axes with average hadron radius given by its root mean square
radius rrms. We have also included the possibility of an interchange of the quark with
the anti-quark line, i.e. our profile function is reflection symmetric with respect to an
interchange of ~d with −~d.
6.3 Strong coupling analysis
In the following, we compute the expectation values relevant for the gluon distribu-
tion function with ordinary strong coupling methods. In order to keep things sim-
ple, we restrict ourselves for a moment to a single layer on the lattice located in the
longitudinal-transversal plane. The number of longitudinal lattice sites is assumed to
be given by N− = 3 whereas the number of transversal lattice sites is N⊥ = 2. Hence
the number of links is manageable and one may explicitly write down all the link inte-
gration appearing in the computation of the correlators. Furthermore, we neglect the
periodic boundary conditions in the following which simplifies the computations and
makes the strategy more evident. On this lattice the longitudinal Wegner-Wilson loop
W (3) representing the mesonic target is given by
W (3) = U1 U2 U3 U4 U5 U6 U7 U8 . (6.32)
Here, the argument refers to the area enclosed by the Wegner-Wilson loop which is
given by 3 elementary lattice units squared. The three plaquettes P1, P2 and P3 on our
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U1 U2 U3
U4
U5U6U7
U8 U9 U10
P1 P2 P3
Figure 6.1: Simplified lattice with 8 sites given by a layer in the longitudinal transversal
plane. The Wegner Wilson loop representing the meson encloses the entire lattice.
lattice are given by
P1 = U1 U9 U7 U8 , P2 = U2 U
†
10 U6 U
†
9 , P3 = U3 U4 U5 U10 . (6.33)
Operator expectation values of operators O being functionals of the links on this lattice
with respect to the variationally optimized ground state wave functional Eq. (4.33) are
given by
〈O〉 = 1
N
∫ 10∏
j=1
dUj O e
2 ρ (Tr[P1 ]+Tr[P2 ]+Tr[P3 ]) . (6.34)
In order to compute the expectation values, we want to rewrite the expectation values of
the extended operators like the Wilson loop in terms of expectation values of elementary
plaquette operators. In order to achieve this, we frequently use relations for link
integrations involving the traced product of the link U over which is integrated and
some remnant SU(2)-variable R which does not depend on U . The entire trace may
still be multiplied by some functional of the link f(U) which is assumed to be invariant
with respect to the simultaneous left and right multiplication of that link with V and
V †
f(U) = f(V U V †) . (6.35)
Then, we obtain the following relation∫
dU
1
2
Tr [U R ] f(U) =
∫
dU
1
2
Tr [U ]
1
2
Tr [R ] f(U) . (6.36)
The relation Eq. (6.36) is easily proven by introducing an additional integration over a
link V and by substituting the link U by V U˜ V †. This does not change the value of the
original group integral since the additional integration over V is simply a resolution
of unity and a shift in the integration variable U → V U˜ V † does not affect the result
since one is integrating over the entire group. Of course, f(U) and the Haar measure
(dU → dU˜) are invariant under these shifts. Then one may use Eq. (B.12) in order to
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split the trace of the product of the matrices into the product of two traces. One of
them involves the link U and the other one the remnant R. This is often referred to
as the Gross-Witten trick [90].
We compute the expectation value of the Wilson loop first. We consider the integration
of the link U8 which is completing the Wegner-Wilson loop on the left. We perform a
variable transformation U8 = (U1 U9 U7)
† U˜ such that the expectation value is given by〈
1
2
Tr [W (3) ]
〉
=
1
N
∫ ∏
j 6=8
dUj dU˜
1
2
Tr
[
U1 U2 U3 U4 U5 U6 U
†
9 U
†
1 U˜
]
·e2 ρ (Tr[ eU ]+Tr[P2 ]+Tr[P3 ]) . (6.37)
We have essentially transformed the link integration into a plaquette integration, i.e. U˜
behaves like a plaquette in the wave functional. Now, we are in the situation to apply
Eq. (6.36) for the integration over the link U˜ because the ground state wave functional
interpreted as a function of U˜ obeys the demanded condition. Then, the expectation
value is given by〈
1
2
Tr [W (3) ]
〉
=
1
N
∫ ∏
j 6=8
dUj dU˜
1
2
Tr
[
U˜
] 1
2
Tr [W (2) ] e2 ρ (Tr[
eU ]+Tr[P2 ]+Tr[P3 ])
W (2) = U2 U3 U4 U5 U6 U
†
9 . (6.38)
W (2) is again a Wegner-Wilson loop whose area is reduced by the area of one plaquette,
i.e. it is the original Wegner-Wilson loop without the plaquette P1. One may reverse
the variable transformation in order to factorize the expectation value of the Wegner
Wilson loop〈
1
2
Tr [W (3) ]
〉
=
〈
1
2
Tr [W (2) ]
1
2
Tr [P1 ]
〉
=
〈
1
2
Tr [P1 ]
1
2
Tr [P2 ]
1
2
Tr [P3 ]
〉
.
(6.39)
We have achieved to extract the trace of the plaquette P1 from the trace of the Wegner-
Wilson loop. The whole procedure may be repeated such that the expectation value of
the trace of the Wegner-Wilson loop is given by the expectation value of the products
of the traces of single plaquettes forming that Wegner-Wilson loop. Note, that the en-
tire procedure is only possible because each plaquette forming the Wegner-Wilson loop
contains at least one link which is contained only in that specific single plaquette in
the definition of the ground state wave functional (in our set up, all but the inner links
U9 and U10 of the Wegner Wilson loop appear solely in a single plaquette). Then, it is
possible to rewrite the link integration dU over such a link into the associated plaquette
integration dU˜ similar to the example above (cf. Eq. (6.37)) such that the ground state
wave functional is invariant with respect to transformations U˜ → V U˜ V † required for
the application of Eq. (6.36). If there are plaquettes forming the Wegner-Wilson loop
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which solely include links that are contained in at least two different plaquettes appear-
ing in the definition of the ground state wave functional then this is no longer possible.
One can not find a common variable transformation which reduces the trace of each
of these wave functional plaquettes to the trace of a single link. However, this would
be necessary to obey the transformation constraint Eq. (6.35). This implies that the
procedure breaks down for periodic boundary conditions and if we allow several slices
on our lattice for example. However, if one expands the ground state wave functional
in powers of ρ and δ, one observes that the product of single plaquette wave function-
als shows the desired behavior in leading order in ρ and δ which is merely spoilt by
higher orders in the expansion. Therefore, this is essentially a strong coupling analysis
for which ρ and δ are small. In the following we assume that we can always substi-
tute a link integration by a convenient plaquette integration in the ground state wave
functional such that Eq. (6.36) can be applied. Of course, this is only correct up to
some higher order corrections in ρ and δ. However, we want to mention that numerical
simulations of the ground state wave functional show that these strong coupling ap-
proximations are valid even far beyond the strong coupling region. Therefore, in order
to have first estimate, our considerations should be fine.
The correlation function of a single plaquette with the Wegner-Wilson loop is given by〈
1
2
Tr [P1 ]
1
2
Tr [W (3) ]
〉
=
〈(
1
2
Tr [P1 ]
)2
1
2
Tr [P2 ]
1
2
Tr [P3 ]
〉
. (6.40)
Here we have extracted the plaquettes P2 and P3 from the Wegner-Wilson loop which
do not coincide with the plaquette P1 for which the correlation is measured at first.
Then, the remaining plaquette P1 yields the trace of the plaquette squared. For larger
loops on the left hand side this formula can be extended by inserting on the right hand
side the traces of the missing plaquettes which are also enclosed by that Wegner-Wilson
loop. Therefore, we have achieved to write the expectation values of the operators in
terms of products of elementary plaquette expectation values. In the strong coupling
limit, the expectation values of the product of plaquettes even factorizes into the prod-
uct of single plaquette expectation values. This implies that there are no correlations
among plaquettes in the strong coupling limit.
Now, one may apply the above relations in order to compute the connected correlation
function Eq. (6.27) on a realistic lattice with more than one slice and with periodic
boundary conditions. Due to the fact that there are no correlations among plaquettes
in the strong coupling limit, we have only nonzero contributions to the connected cor-
relation function if the plaquette operators and the “hadronic” Wegner-Wilson loop
overlap. A typical situation is shown in Fig. 6.2. The correlated plaquette expectation
values and the Wilson loop expectation values are simply obvious generalizations of
Eq. (6.39) and Eq. (6.40). The expectation value of the trace of the hadronic Wegner-
Wilson loop alone is simply given by the trace of the single plaqu
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x2
x1
x− ~R
+rrms,h ~e1
−rrms,h ~e1
Glat(x
−)
W−
Figure 6.2: Field strength correlator Glat(x
−) (blue plaquette) and hadron modeled
by the Wegner Wilson loop W−(~R⊥, ~d⊥) with center at ~R⊥ and transversal extension
vector ~d⊥ (grey rectangle) which we have chosen to be given by ~d⊥ = 2 rrms,h ~e1.
exponentiated by its area. The correlated plaquette expectation value is given by the
trace of the single plaquette expectation value exponentiated by the area of the loop
minus one unit times the expectation value of the trace of a single plaquette squared.
Having all these expectation values, one can easily compute the connected correla-
tion function. One has to take into account that the hadronic Wegner-Wilson loop is
translated over the entire transversal plane by the ~R⊥ summation that one obtains the
correlation function d times. Here d denotes the transversal extension of the hadron in
lattice units.
Then, the normalized Fourier mode f̂g/h,lat(x
−) (cf. Eq. (6.27)) in the strong coupling
limit is given by the transversal extension dh,⊥ of the meson times some coefficient
depending on x−
f̂g/h,lat(x
−)
dh,⊥
=
3
8
ρ0(λ, 0)
〈 (
1
2
Tr [U−k ]
)2 〉− 〈1
2
Tr [U−k ]
〉2
〈
1
2
Tr [U−k ]
〉 ·

−1 , x− = −1
2 , x− = 0
−1 , x− = 1
0 , else
(6.41)
The explicit evaluation of the single plaquette expectation values can be done by the
strong coupling estimates Eq. (4.41) with ρ substituted by the light cone extrapola-
tion of the optimized parameter ρ0(λ, 0) given in Eq. (4.48). Therefore, the gluon
distribution itself is given by
fg/h,lat(xB)
N−>>1
= dh,⊥ · c(λ) · 1− cos(π xB)
xB
(6.42)
with
c(λ) =
3
4
ρ0(λ, 0)
〈 (
1
2
Tr [U−k ]
)2 〉− 〈1
2
Tr [U−k ]
〉2
〈
1
2
Tr [U−k ]
〉 . (6.43)
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Figure 6.3: Upper panel: Coefficient function c(λ) normalized to the transversal exten-
sion dh,⊥ of the target hadron h as a function of λ. Lower panel: Functional behavior of
the gluon distribution function xB fg/h(xB) from our mesonic model on the nlc lattice
and the correspondent functional behavior of a realistic gluon distribution function
xB f
exp.
g/π (xB) of a pion fitted to experimental data [91].
Here, we have assumed large values of N− such that P− is approximately given by
P− ≈ π/a−. The gluon distribution function is proportional to the transversal size of
the hadron d⊥,h and to some coefficient function c(λ) depending on single plaquette
expectation values. We show the coefficient function as a function of λ for physical
relevant coupling constants larger than λ = 10 in Fig. 6.3. Its magnitude is close to
zero over the entire coupling constant range. Furthermore, we show the functional
behavior on xB of the lattice gluon distribution function Eq. (6.42) together with an
experimental fit [91] to the gluon distribution function of the pion given by
xB f
exp.
g/π (xB) ∝ (1− xB)2.75 . (6.44)
Obviously, the functional behavior of the experimental fit and of our lattice distribu-
tion is in the opposite direction. There are no gluons at small values of xB in our
distribution. On the contrary, most of the gluons sit at xB = 1 in our model.
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In the following, we are going to argue, that the gluon distribution function of a meson
in our model is actually equal to zero and that the deviations from this behavior are
merely lattice artefacts.
The operator definition of the parton distribution functions obey a momentum sum
rule [87], namely if one integrates the gluon distribution function multiplied by xB
over the Bjorken scaling variable xB, one obtains the hadronic expectation value of the
longitudinal momentum operator density P− at ~x = 0∫ 1
0
dxB xB fg/h(xB) =
1
2
1
P 2−
〈h(P )| P−(~0) |h(P )〉c . (6.45)
In our case, the Wegner-Wilson loop representing the hadron commutes with the lon-
gitudinal momentum operator P−(~0) which implies that P− is essentially measuring
the longitudinal momentum density of the vacuum. In other words, the longitudinal
momentum does not “feel” the presence of the hadron. Hence the average momentum
carried by the gluons is zero by construction. Even the hadron momentum itself mea-
sured with the gluonic longitudinal momentum operator is equal to zero under this
condition. If one uses a more realistic ground state wave functional like Eq. (5.42)
obtained in the light cone limit of the nlc Hamiltonian Eq. (5.1) for the computation of
the gluon distribution function, then one obtains a gluon distribution function which
is exactly equal to zero for all values of xB. There are no gluons present. This implies
that it is quite natural that the magnitude of the coefficient function c(λ) measured
on the lattice and shown in Fig. 6.3 is close to zero for finite lattice spacing since the
deviation from zero is just a discretization effect. The magnitude has to tend to zero
in the continuum limit.
Therefore, the detour to the path integral in order to describe the mesons in terms of
Wegner-Wilson loops without the necessity to explicitly introduce fermions in the com-
putation of the gluon distribution function on the lattice does not apply. At least in
the way it is described above. An average longitudinal gluon momentum equal to zero
is an unsatisfying starting point right from the beginning. Therefore, a purely Hamil-
tonian method is probably more appropriate. For the computation of the hadronic
matrix element representing the gluon distribution, one may perform the same steps
concerning the decomposition of the mesonic state into quark anti-quark states folded
with the hadronic profile function. However, in the Hamiltonian approach, one explic-
itly constructs the correspondent quark antiquark states on the lattice seperated in the
transversal plane by the vector ~d⊥ and connected by a Schwinger string. These states
can be equipped with an explicit longitudinal momentum by applying the momentum
projection operator Eq. (3.72) generalized to include also the fermionic sector on that
state. This results in translations of the model state modulated by the correspondent
phase factors. However, in order to apply the described method, one needs to extent
the entire theory to include also the fermionic sector.
Chapter 7
Summary and conclusions
Light cone coordinates are especially suited to parameterize high energy reactions for
which perturbative QCD calculations have reached an unprecedented accuracy. In this
thesis we have addressed the question how to compute non-perturbative features of
QCD on the light cone by means of a first principle numerical simulation. We are espe-
cially interested in hadronic structure functions for which we try to find a direct method
supplementing the existing operator product expansion approach on Euclidean lattices.
We propose to use lattice gauge theory formulated in terms of near light cone coordi-
nates which allow to tune the distance to the light cone by the adjustment of an external
parameter η. This has the advantage that one does not need to handle any constraint
equations typical for light cone quantization and that one may use ordinary SU(N)
link matrices as the fundamental gluonic degrees of freedom on the lattice similar to
the well-established Wilsonian approach. The light cone limit can be performed within
a limiting procedure. We argue that a decrease of η at a fixed lattice coupling constant
λ is accompanied with a decrease of the physical extension of the box described by the
lattice. Therefore, a simultaneous readjustment of the number of longitudinal lattice
sites is required under the variation of η in order to describe the same physical system
for all values of η. This seems to immediately rule out the light cone limit on the lattice
with respect to realistic lattice simulations on a computer. However, this is not the
case as we are going to explain later on.
We start from the standard lattice action written in terms of near light cone coordi-
nates such that the continuum action is recovered up to some higher order corrections
in the lattice spacing. A Wick rotation to Euclidean metric in this framework turns
out to be problematic from a numerical point of view due to the fact that the Eu-
clidean action remains complex which means that the integrand of the path integral
cannot be interpreted as a probability density anymore. Nevertheless, we have tried
to apply the reweighting technique in order to compute operator expectation values in
the nlc ground state. There, the phase factor originating from the purely complex part
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of the action is ascribed to the measured operator. The operator expectation values
themselves are generated with respect to the probability distribution corresponding to
the real part of the action. However, the resulting phase factor turns out to oscillate
rapidly for all values of η such that operator expectation values essentially average to
zero in realistic computations on a 163-lattice. A similar problem arises for QCD at
finite baryonic density where it is generally referred to as the sign problem. There,
no convenient solution is known up to the moment. In our case, this problem can be
circumvented by applying the following strategy. We stay in Minkowski time, but we
switch to a Hamiltonian formulation. Then the time evolution operator can be analyt-
ically continued to imaginary times and acts as a projector onto the exact ground state
when it is applied to an arbitrary trial state. The only condition which the trial state
has to obey is that it must have a non-vanishing overlap with the exact ground state.
Hence, instead of sampling the Euclidean path integral one manipulates a probabil-
ity distribution in a Quantum Diffusion Monte Carlo algorithm which is given by the
product of the exact ground state wave functional and a guidance wave functional. In
principle, the forward walking technique [67, 68] can be used to determine ground state
expectation values of operators which are independent of the guidance wave functional.
For an improvement of the convergence of the Quantum Diffusion Monte Carlo, the
guidance wave functional should be sufficiently close to the exact ground state. Of
course, there are also other Hamiltonian methods like the connected diagram expan-
sion [92] or the t-expansion [93, 94]. However, the Quantum Diffusion Monte Carlo
Method is the only method capable of producing exact ground state expectation values
of operators, at least in principle.
In order to construct a convenient ground state projection operator capable of being
simulated on a computer, we first work out the more obvious continuum formulation.
The continuum near light cone Hamiltonian has an asymmetry in the longitudinal and
transversal fields. The transversal fields are “enhanced” in comparison to the longitu-
dinal ones by a factor of 1/η2. This is due to the Lorentz transformation underlying the
transition from ordinary Minkowski coordinates to nlc coordinates. The enhanced part
of the Hamiltonian turns into the mentioned light cone constraint equation in the light
cone limit. Furthermore, the obtained nlc Hamiltonian has a structure similar to the
Hamiltonian of a charged particle moving in an electromagnetic background field. In
particular, it contains terms linear in the particle momentum. Such terms yield com-
plex branching ratios in a Quantum Diffusion Monte Carlo algorithm which cannot be
interpreted as probabilities and make it fail. However, this problem can be avoided
by compensating the linear terms in the nlc QCD Hamiltonian with the generator of
longitudinal translations. The QCD ground state is translation invariant, i.e. it is an
eigen state of the longitudinal translation operator with eigenvalue equal to zero. Since
the Hamiltonian commutes with the longitudinal momentum operator, the longitudinal
momentum is not affected by time evolution. Therefore, one is able to construct an
effective Hamiltonian feasible for a Quantum Diffusion Monte Carlo having the same
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ground state as the exact Hamiltonian if it is applied to a translation invariant trial
state by adding the longitudinal momentum operator to the exact Hamiltonian.
Having checked feasibility in the continuum we first review the derivation of the nlc
lattice Hamiltonian from the action via the transfer matrix method [43]. One allows
in general for different lattice spacings in longitudinal and transversal directions. We
find it remarkable that the parameter η controlling the distance to the light cone mul-
tiplies the lattice anisotropy parameter ξ which represents the ratio of the longitudinal
lattice spacing and the transversal lattice spacing. Since these two parameters always
appear together, there is no difference between the light cone limit and the anisotropic
lattice limit. While the longitudinal chromo electric field and the longitudinal chromo
magnetic field appear in their usual form [79] in the light cone Hamiltonian, the Hamil-
tonian contains the transverse chromo magnetic field squared in an unusual quadratic
Z(2) invariant form. The entire near light cone Hamiltonian, however, does not obey
the Z(2) invariance because the chromo magnetic fields also appear linearly together
with the transverse chromo electric field which “breaks” this invariance. In addition,
we explicitly construct for the first time the generator of longitudinal lattice transla-
tions, i.e. the longitudinal momentum operator. Close to the continuum limit, the
longitudinal momentum operator can be represented by an effective longitudinal mo-
mentum operator having the same form as the terms linear in the momentum appearing
in the lattice Hamiltonian. We can construct an effective Hamiltonian similar to the
continuum case by adding the effective longitudinal momentum operator to the lattice
Hamiltonian. This effective lattice Hamiltonian is feasible for the implementation of a
guided Quantum Diffusion Monte Carlo algorithm in order to generate numerically ex-
act ground state expectation values similar to the Euclidean path integral. We develop
a validity criterion for the substitution of the full lattice Hamiltonian by the effective
one. The effective lattice Hamiltonian has an additional Z(2) symmetry in compari-
son with the total Hamiltonian which is artificial. Therefore, the ground state has to
be chosen in such a way that this invariance is broken either explicitly or spontaneously.
We analytically compute the lattice ground state wave functional of the effective Hamil-
tonian in the strong and weak coupling limit. In the strong coupling limit we perform
standard Raleigh Schro¨dinger perturbation theory around the strong coupling ground
state which is given by the state which is annihilated by all the canonically conjugate
momentum operators. We obtain a product of single plaquette wave functionals similar
to the considerations in the equal time scenario [65]. In the weak coupling limit, the
solution is equivalent to the solution of the near light cone Hamiltonian for a triplet of
non-interacting Abelian fields, i.e. it is a multivariate Gaussian wave functional with a
covariance matrix weighting correlations of field strengths at different spatial separa-
tions. The field strengths can be connected back and forth by Schwinger strings in order
to make the solution gauge invariant since the Schwinger strings are given by the unit
operator in leading order of the coupling constant. In order to solve the Schro¨dinger
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equation we apply a method similar to the one which was used in ref. [82] for an equal
time U(1) Hamiltonian. However, we trace down the effects of the non-trivial nlc met-
ric and we express the kinetic energy operator acting on the gauge fields in terms of
effective operators which are canonically conjugate to the chromo magnetic fields. This
turns out to be more convenient with respect to the construction of a gauge invariant
wave functional at the end. For η = 1, the covariance matrix coincides with the corre-
spondent covariance matrix of equal time theory [64, 65]. In the light cone limit, both
the strong coupling solution as well as the weak coupling solution become independent
of the longitudinal chromo-magnetic field which is given by F12. The discussion of the
covariance matrix of the weak coupling solution in the light cone limit is subtle. If
one performs the naive light cone limit without an readjustment of the box length in
the longitudinal direction, then the covariance matrix becomes a delta distribution in
the transversal separation and long range correlations along the longitudinal direction
develop. However, the behavior is different if one increases simultaneously the box
size with a decrease of η such that the physical extension of the box does not change
and if one considers correlations at fixed physical separations. Then, the correlation
matrix is essentially independent of the distance to the light cone. This implies that
the development of long range correlations is simply a finite size effect. If one assumes
a fixed correlation length in physical units than a decrease of the physical extension
of the box corresponds to an increase of the correlation length in lattice units. At a
“critical” value of η, the correlation length is eventually extended over the entire lattice
and each field strength is equally correlated with any other field strength.
Motivated by the strong and weak coupling solutions, we have constructed an effective
ground state wave functional which smoothly interpolates between these two extreme
results and which can be used as a guidance wave functional for a Quantum Diffusion
Monte Carlo algorithm. It is a variational ansatz for the whole coupling range which
contains a product of single plaquette wave functionals with two variational parameters.
We optimize the parameters variationally by minimizing the energy expectation value
of the effective Hamiltonian with respect to the ground state wave functional. The
energy expectation value can be expressed in terms of plaquette expectation values.
We show, that the plaquette expectation values in a realistic simulation essentially do
not depend on the number of longitudinal lattice sites such that their required increase
for decreasing values of η can be neglected. It is sufficient to perform the optimiza-
tion and the subsequent computations on an η independent 163-lattice. The ground
state wave functional shares the artificial Z(2) symmetry of the effective Hamiltonian
for small values of the coupling constant. By increasing the coupling constant one
reaches the critical value at which a first order phase transition in terms of the Ehren-
fest classification occurs and the Z(2) invariance is spontaneously broken. Therefore,
the ground state wave functional is only physical for coupling constants beyond the
critical value which we have computed as a function of η in a strong coupling analysis.
It can be shown that there is a simultaneous light cone and continuum limit possible
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without crossing the critical line. The effective ground state wave functional serves as a
starting point for further qualitative explorations. It can also be extrapolated to η˜ = 0.
In addition to the considerations for the effective lattice Hamiltonian, we do also com-
pute analytically the ground state wave functional of the continuum near light cone
Hamiltonian in a finite dimensional box in the light cone limit. In the light cone limit,
the Hamiltonian is essentially given by the transversal chromo-electric and chromo
magnetic field strength alone. The longitudinal gauge field A−(~x) is not dynamical
and enters solely into the leading part of the Hamiltonian via the transversal chromo-
magnetic field strength F−k(~x). In order to simplify the computation, we fix the gauge
by a unitary gauge fixing transformation such that the longitudinal gauge field is sub-
stituted by its zero mode in the Hamiltonian. This is a gauge invariant quantity for
periodic boundary conditions and has to be kept as a “dynamical” variable. The asso-
ciated gauge transformation does only depend on the longitudinal gauge field. Hence,
the gauge fixing transformation does not involve any Jacobians which would modify the
kinetic part of the Hamiltonian and which would make the computation more involved
in general. We solve the Hamiltonian by a Bogoliubov transformation with which it
can be represented by a sum over independent harmonic oscillators. The dispersion
relations for the harmonic oscillators contain a constant off-set given by the zero mode
of the longitudinal gauge field in contrast to the respective QED dispersion relations
which yields a modification of the infrared behavior in comparison to QED. The entire
spectrum can be obtained by applying the creation operators onto the ground state
which is defined as that state with eigen value equal to zero for the annihilation opera-
tor of each mode. In configuration space representation, this state can be constructed
by the inversion of the covariant derivative which is possible for almost all momentum
modes beside the zero mode (here and in the following we mean the zero mode of the
field strength tensor and not of the longitudinal gauge field) for which the covariant
derivative becomes singular. For a finite box length, the zero mode has to obey a con-
straint equation, i.e. the integral along the longitudinal coordinate of the transversal
chromo-magnetic field strength has to vanish. The solution to all other modes can be
written as multivariate Gaussian wave functional in terms of the trace of longitudinally
separated transversal chromo-magnetic field strengths which are connected back and
forth in a gauge invariant way by Schwinger strings. Of course, this wave functional
has to be supplemented by the constraint equation which is achieved by multiplying
the solution by a delta distribution in the zero mode implemented by a limiting proce-
dure of Gaussian functionals with vanishing variance. This part of the wave functional
is not gauge invariant. However, in the infinite volume limit, the constraint vanishes
and the entire solution becomes gauge invariant which makes it also to a solution of
the initial Hamiltonian without the unitary gauge fixing transformation. This solution
coincides exactly with the ground state solution of the effective lattice Hamiltonian in
the weak coupling and naive light cone limit, i.e. without an readjustment of the box
length under the variation of η.
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We apply the near light cone ground state in the light cone limit in order to determine
the gluon distribution function of hadrons on the lattice. We take the ordinary op-
erator definition of the gluon distribution function in terms of a gauge invariant field
strength correlation function along the light cone with respect to the desired hadronic
state as a starting point. We restrict ourselves to mesons and approximate the latter by
their lowest Fock components, i.e. by their light cone valence quark amplitude folded
with the correspondent quark antiquark state. Therefore, the physical interpretation
is the following. One measures the gluon distribution in presence of the valence quarks
of the meson. We express the resulting transition matrix element of the asymptotic
quark-antiquark states with the help of the LSZ reduction formula by the correspon-
dent path integral expectation value involving the four point function of the Dirac
operators similar to ref. [51]. The fermionic degrees of freedom can be integrated out
directly which yields the expectation value of the product of the quark to quark and
antiquark to antiquark transition amplitudes in the presence of a background gauge
field over which one still has to integrate over. This product can be represented in the
eikonal approximation by a Wegner-Wilson loop along the light cone valid in the high
energy regime. Therefore, the gluon distribution function is given by the connected
matrix element of the field strength correlator in presence of a Wegner-Wilson loop of
transversal extension ~d folded with the mesonic profile function representing the prob-
ability to find a quark-antiquark pair inside the meson which is transversely separated
by the vector ~d. This form of the gluon distribution function can be latticized. We
analytically compute the distribution functions with strong coupling methods for the
variationally optimized ground state wave functional on the lattice. The functional
form of the gluon distribution function which we obtain in our model is in the opposite
direction as the experimentally measured gluon distribution function of the pion. For
small values of xB, there are no gluons present whereas for values of xB close to unity,
the gluon distribution function reaches its maximum. The numerical pre-factor of the
gluon distribution function multiplying the functional form is close to zero. We argue
that the average momentum carried by the gluons has to be equal to zero in our model.
Furthermore, we indicate that even the entire gluon distribution function is equal to
zero if one uses a more realistic ground state wave functional like the one which we
have obtained in the light cone limit of the continuum nlc Hamiltonian. Hence the
observed deviation from zero on the lattice is a discretization defect. The model turns
out to be too simplistic and fails to describe the experimental data.
The vanishing of the gluon distribution function in the continuum in our model is due
to the fact that the light cone correlation function which is given in terms of chromo-
electric field operators does commute with the Wegner-Wilson loop representing the
hadron. Therefore, one essentially measures only vacuum effects which cancel in the
computation of connected matrix elements. Hence, also the hadron state itself has
eigenvalue equal to zero with respect to the longitudinal momentum density P−(~0) at
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~x = ~0. This is an unsatisfying starting point for the computation of gluon distribu-
tion functions. They obey a sum rule stating that the average momentum carried by
the gluon is given by the expectation value of P−(~0) with respect to a specific hadron
state which is zero in our model. Hence, one can not expect much more for the gluon
distribution function itself in our model. At least the hadron itself should have a non-
vanishing longitudinal momentum density expectation value.
In future work we plan to get rid of this problem in a direct Hamiltonian approach. One
may explicitly construct the correspondent quark-antiquark states forming the hadron
on the lattice separated in the transversal plane by the vector ~d⊥ and connected by a
Schwinger string. These states can be equipped with an explicit longitudinal momen-
tum by applying the momentum projection operator generalized to include also the
fermionic sector on that state. This results in translations of the model state modu-
lated by the correspondent phase factors. However, in order to apply the described
method, one needs to extend the entire theory to include also the fermionic sector.
While the variational optimization of a fermionic trial state still seems to be man-
ageable, the implementation of a Hamiltonian Monte Carlo ground state projection is
not straight forward and yields a “sign problem” again. Due to the Pauli exclusion
principle, the wave functionals have to be totally anti-symmetric with respect to an
interchange of two fermions. The Diffusion Monte Carlo method lacks this constraint
crucial for the simulation of fermionic systems. In general, the ground state wave func-
tion of a fermionic system has nodes and consequently regions of positive and negative
sign. These regions are essential for a wave function to be anti-symmetric with respect
to the interchange of any two fermions. The Diffusion Monte Carlo approach however,
relies on a probability or particle distribution which by definition is positive definite. If
the constraint of anti-symmetry is not imposed, the application of the Diffusion Monte
Carlo method results in a bosonic solution of lower energy than the true fermionic
ground state energy being obtained.
Beside the problem concerning the gluon distribution function, one needs to think
about a renormalization prescription of the nlc lattice in general. The challenge is that
one has to deal with two coupling constants. On the one hand there is the ordinary
gauge coupling and on the other hand there is the distance to the light cone η which
might both receive quantum corrections. Since there is the close connection between
the near light cone lattice and an ordinary equal time lattice with asymmetric lat-
tice constants in the longitudinal and transversal directions one might apply similar
methods to ref. [95, 96, 97, 98, 99] which relate the exponential fall off of Wilson
loops extended into different planes to each other in order to determine a renormalized
anisotropy (light cone distance) from the lattice. However, in general it seems to be
delicate to obtain scaling behavior of observables in a Hamiltonian formulation with
a single plaquette wave functional. There have been also investigations of glue ball
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masses with improved wave functionals [100] including larger loops which “approach”
scaling behavior. Only Quantum Diffusion-Monte-Carlo simulations including a si-
multaneous optimization of parameters of an improved ground state wave functional
including larger loops [101, 102] show scaling behavior of the string tension. Therefore,
it seems as if there is no way around an improved guidance wave functional and the
application of a guided Quantum Diffusion Monte Carlo with a simultaneous optimiza-
tion of the guidance wave functional.
The effective variational ground state wave functional can be improved by allowing also
long range correlations in the wave functional. This is motivated by the observation
that in the weak coupling limit as well as in the light cone limit, the ground state
wave functional is given by an exponential of longitudinally separated field strengths
operators. An exponential ansatz may contain plaquettes which are connected back
and forth via long strings of gauge links. In the light cone limit the energetically most
favorable string configurations are elongated along the minus direction. Such an ansatz
may interpolate in the whole coupling range by allowing a covariance matrix with ad-
justable parameters. So it may be possible to construct on the basis of an improved
weak coupling solution a reasonable numerical procedure to obtain a good ground state
for the effective lattice Hamiltonian.
To summarize, we have achieved to formulate the pure gauge sector of nlc QCD on
the lattice such that it can be treated by means of numerical Quantum Diffusion
Monte Carlo algorithms which are in principle capable of generating unbiased operator
expectation values in the ground state like the sampling of the Euclidean path integral.
We have investigated the nlc ground state in different limits of parameter space and
we have extrapolated a variationally optimized ground state wave functional onto the
light cone. We have tried to apply our approach to the determination of mesonic gluon
distribution functions. Our model meson turns out to be too simplistic in this respect
which opens the door for many interesting continuative investigations.
Appendix A
Notations and conventions
A.1 Units
Throughout this work we set ~ = c = 1. As a consequence of this convention, the SI
units for length (meter, m), mass (kilogramm, kg) and time (second, s) are related to
the energy unit GeV by
1m =
1
0.1973× 10−15 GeV
−1 ≈ 5.1× 1015GeV−1
1 kg =
1
0.1783× 10−27 GeV ≈ 5.6× 10
26GeV
1 s =
1
0.1973× 10−15 GeV
−1 ≈ 5.1× 1015GeV−1 .
(A.1)
A.2 Minkowski Space-Time
We write contra variant four-vectors of position xµ in ordinary equal time Minkowski
coordinates as
xµ = (x0, x1, x2, x3) = (t, x, y, z) = (x0, ~x⊥, x3) = (x0, ~x) . (A.2)
The covariant four-vector xµ is given by
xµ = (x0, x1, x2, x3) = (t,−x,−y,−z) = gµν xν (A.3)
and obtained from the contra variant vector by the metric tensor
gµν =

+1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 = gµν . (A.4)
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The metric tensor gµν raises the indices. Implicit summation over repeated Lorentz
(greek letters) or space (latin letters) indices is understood. Scalar products are
x · p = xµ pµ = x0 p0 + x1 p1 + x2 p2 + x3 p3 = t E − ~x ~p . (A.5)
with four-momentum pµ = (p0, p1, p2, p3) = (E, ~p).
A.3 Abbreviations
nlc near light cone
DIS deep inelastic scattering
QCD quantum chromo dynamics
QED quantum electro dynamics
OPE operator product expansion
LCFT light cone field theory
lgt lattice gauge theory
QDMC Quantum Diffusion Monte Carlo
Appendix B
Color Algebra
B.1 The group SU(2)
The group SU(2), i.e. the special unitary group of degree 2, is the group of unitary
2×2 matrices with unit determinant. The group operation is the matrix multiplication.
Each element U of SU(2), can be parameterized by a three dimensional vector ~ω, i.e.
by three real numbers ωa with a = 1, 2, 3 or equivalently by the modulus ω of ~ω and
the three dimensional unit vector ~n parameterized by two independent variables and
pointing into the same direction as ~ω. First we discuss the fundamental representation
of the group. In the fundamental representation, the group elements can be written as
U(~ω) = ei ~ω·
~λ = cos(ω/2) + 2 i~n · ~λ sin(ω/2) , λa = σ
a
2
(B.1)
~ω = ω ~n , ~n2 = 1 , ω ∈ [0, 2π) . (B.2)
Here, the set of λa are the generators of the fundamental representation of the group
which are proportional to the Pauli matrices σa
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (B.3)
The generators λa of the fundamental representation of the group form the Lie algebra
su(2) [
λa, λb
]
= λa λb − λb λa = i ǫabc λc . (B.4)
The structure constants ǫabc of the Lie algebra are given by the totally antisymmetric
Levi-Cevita symbol in three dimensions
ǫabc =

+1 , if abc is an even permutation of (1, 2, 3)
−1 , if abc is an odd permutation of (1, 2, 3)
, if at least two of the indices do coincide
, (B.5)
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which obeys the following relations (a sum over repeated indices is implicit)
ǫabc ǫdec = δad δbe − δae δbd , ǫabc δac = 0 , ǫabc ǫdbc = 2 δad , ǫabc ǫabc = 6 . (B.6)
The generators of the fundamental representation of the group are traceless and they
obey an orthogonality relation
Tr [λa ] = 0 , Tr
[
λa λb
]
=
1
2
δab . (B.7)
Furthermore, the generators of the fundamental representation of the group obey the
following relations
λa λb =
1
4
δab 1+
1
2
i ǫabc λc ⇒ λa λa = 1
4
1{
λa, λb
}
= λa λb + λb λa =
1
2
δab 1∑
a
[
λa
]
αβ
[
λa
]
γρ
=
1
2
(
δαρ δβγ − 1
2
δαβ δγρ
)
. (B.8)
The Haar measure dU , i.e. the group integration measure dU which is invariant with
respect to left U → V U and right translations U → U V of U by another element of
SU(2) V , is given by
dU(~ω) =
1
π
sin2 (ω/2) dω
1
4π
dΩ(~n) . (B.9)
Here dΩ(~n) represents the surface integration over the three dimensional unit sphere
parameterized by ~n in Eq. (B.2). The unit vector is most conveniently expressed in
terms of spherical coordinates. Then, the surface integration measure dΩ(~n) is given
by
dΩ(~n) = dΦ sin(Θ) dΘ for ~n = (cos(φ) sin(Θ), sin(φ) sin(Θ), cos(Θ)) (B.10)
φ ∈ [0, 2π) , Θ ∈ [0, π] . (B.11)
The Haar measure Eq. (B.9) is normalized in such a way that the integration over all
the group elements yields unity. The group integral obeys the following integration
rules ∫
dU
[
U
]
ij
[
U †
]
kl
=
1
2
δil δjk (B.12)∫
dU
[
U
]
ij
[
U †
]
kl
[
U
]
mn
[
U †
]
op
=
1
6
(
δij δkl δmn δop + δil δjk δmp δno +
δin δjm δkp δlo + δip δjo δkn δlm −
δin δjm δkl δop − δij δkp δlo δmn
)
. (B.13)
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By using the above integration rules one can show the following relations for link
integrations involving the traced product of the link U over which is integrated and
some remnant SU(2)-variable R which does not depend on U . The entire trace may
still be multiplied by some functional of the link f(U) which is assumed to be invariant
with respect to the simultaneous left and right multiplication of that link with V and
V †
f(U) = f(V U V †) . (B.14)
Then, we obtain the following relation∫
dU
1
2
Tr [U R ] f(U) =
∫
dU
1
2
Tr [U ]
1
2
Tr [R ] f(U) . (B.15)
The relation Eq. (B.15) is easily proven by introducing an additional integration over
a link V and by substituting the link U by V U˜ V †. This does not change the value of
the original group integral since the additional integration over V is simply a resolution
of unity and a shift in the integration variable U → V U˜ V † does not affect the result
since one is integrating over the entire group. Of course, f(U) and the Haar measure
(dU → dU˜) are invariant under these shifts. Then one may use Eq. (B.12) in order
to split the trace of the product of the matrices into the product of two traces. One
of them involves the link U and the other one the remnant R. This is often referred
to as the Gross-Witten trick [90]. Under the very same conditions, a similar relation
can be obtained for the product of the dumbbell operators which is an extension of the
Gross-Witten trick and which we have found, namely∫
dU
(
1
2
Tr
[
U †R
] 1
2
Tr [U R ]− 1
2
Tr [U R ]
1
2
Tr [U R ]
)
f(U)
= −2
3
∫
dU
[(
1
2
Tr [U ]
)2
− 1
] [(
1
2
Tr [R ]
)2
− 1
]
f(U) , (B.16)
and ∫
dU
(
1
2
Tr [U R ]
1
2
Tr [U R ]
)
f(U)
=
1
3
∫
dU
{[(
1
2
Tr [U ]
)2
− 1
4
] [(
1
2
Tr [R ]
)2
− 1
4
]
+
3
4
}
f(U) . (B.17)
These relations are a little bit more tedious to show since the link over which is inte-
grated over is appearing twice in each summand. However, one can still introduce the
additional integration over V and the correspondent shift of the integration variable
U . Then, one can use Eq. (B.13) in order to rewrite the integral. The whole procedure
needs to be done several times until the final result Eq. (B.16) is obtained.
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Besides the parameterization Eq. (B.1), there is another very useful parameterization
of SU(2) group elements given by
U(u) = u0 1+ 2 i ~u · ~λ , u20 + ~u2 = 1 . (B.18)
Here u is a four dimensional vector with components u0 and the residual components
are given by the components of the three dimensional vector ~u. The four dimensional
vector u is restricted to the four dimensional unit sphere. This parameterization has
the following Haar measure
dU(u) =
1
π2
d4u δ(u20 + ~u
2 − 1) = 1
2π2
√
1− u20Θ(1− |u0|) du0 dΩ(~n)
~u =
√
1− u20 ~n . (B.19)
Similar to the parameterization Eq. (B.1), we have parameterized the vector ~u by its
modulus
√
1− u20 times the three dimensional unit vector ~n pointing into the same
direction as ~u.
Sometimes, we also use the adjoint representation of the group. In the adjoint rep-
resentation, the generators of the group are given by the following matrix elements
involving the structure constants fabc of su(2)[
λaadj
]
bc
= −i fabc . (B.20)
Then, the matrix elements of an element U of SU(2) parameterized by a three dimen-
sional vector ~ω with the modulus ω of ~ω and direction given by the three dimensional
unit vector ~n is given by the following rotation matrix in three dimensional real vector
space[
U(~ω)
]
ab
=
[
ei ~ω·
~λadj
]
ab
= cos (ω) δab + sin (ω) nc f cab + [1− cos (ω)] na nb . (B.21)
B.2 Gauge transformation as rotation in color space
In this section, we show that a general local gauge transformation of the field strength
tensor corresponds to a rotation of the components of the field strength tensor in color
space. The color components of the field strength tensor are given by a projection onto
the basis vectors, i.e. the generators of SU(2)
F a−k(~x) = 2 Tr [λ
a F−k(~x) ] . (B.22)
In order to prove the correspondence of a gauge transformation with a rotation in
color space we investigate the color components of the field strength tensor F
|V,a
−k after
a general local gauge transformation
F
|V,a
−k = 2 Tr
[
λa V (~x) F−k(~x) V †(~x)
]
. (B.23)
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Here, the local gauge transformation V (~x) is a SU(2) matrix and may be parameterized
by the parameterization Eq. (B.1) given in App. B.1
V (~x) = exp
{
i θa(~x)λa
}
= cos
(
Θ(~x)
2
)
1+ i sin
(
Θ(~x)
2
)
~n · ~σ . (B.24)
The parameters θa(~x) may be parameterized by an angle Θ(~x) and a unit vector ~n(~x)
which can interpreted as the rotation angle and the rotation axis in color space as we
see later on
θa(~x) = Θ(~x) na(~x) ~n(~x)2 = 1 (B.25)
Therefore, we obtain for the a-th color component of the gauge transformed field
strengths
F
|V,a
−k = R
ab(~x)F b−k(~x) . (B.26)
The matrix Rab(~x) is given by
Rab(~x) = 2 Tr
[
λa V (~x) λb V †(~x)
]
= 2 cos2
(
Θ(~x)
2
)
Tr
[
λa λb
]
−2 i sin
(
Θ(~x)
2
)
cos
(
Θ(~x)
2
)
Tr
[ [
λa, λb
]
~n(~x) · ~σ ]
+2 sin2
(
Θ(~x)
2
)
Tr
[
λa ~n(~x) · ~σ λb ~n(~x) · ~σ ] . (B.27)
Now, in order to obtain the color structure we have to explicitly evaluate the traces.
We obtain
2 Tr
[
λa λb
]
= δab
2 Tr
[
λa ~n(~x) · ~σ λb ] = −i fabc nc(~x)
2 Tr
[
λa ~n(~x) · ~σ λb ~n(~x) · ~σ ] = 2 na(~x) nb(~x)− δab . (B.28)
Therefore, the matrix Rab(~x) is given by
Rab(~x) = cos2
(
Θ(~x)
2
)
δab + 2 sin
(
Θ(~x)
2
)
cos
(
Θ(~x)
2
)
nc(~x) f cab
+2 sin2
(
Θ(~x)
2
)
na(~x) nb(~x)− sin2
(
Θ(~x)
2
)
δab . (B.29)
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Now, we may use the following relations for the trigonometric functions
2 sin
(
Θ(~x)
2
)
cos
(
Θ(~x)
2
)
= sin
(
Θ(~x)
)
cos2
(
Θ(~x)
2
)
− sin2
(
Θ(~x)
2
)
= cos
(
Θ(~x)
)
2 sin2
(
Θ(~x)
2
)
= 1− cos
(
Θ(~x)
)
(B.30)
in order to obtain
Rab(~x) = cos
(
Θ(~x)
)
δab + sin
(
Θ(~x)
)
nc(~x) f cab +
[
1− cos
(
Θ(~x)
)]
na(~x) nb(~x)
=
[
ei Θ
a(~x)λaadj
]
ab
. (B.31)
This is nothing but the matrix elements of the gauge transformation V (~x) in the
adjoint representation (cf. Eq. (B.21)). Furthermore, this is a representation of a
general rotation matrix rotating by an angle Θ(~x) around the rotation axes ~n(~x). If we
choose the gauge transformation in such a way that it points in SU(2) 3-direction, i.e.
V (~x) = exp
{
i Θ(~x) λ3
} ⇔ ~n(~x) =
 00
1
 (B.32)
then we obtain the following transformation matrix for the color vector with compo-
nents F a−k
R(~x) =

cos
(
Θ(~x)
)
sin
(
Θ(~x)
)
0
− sin
(
Θ(~x)
)
cos
(
Θ(~x)
)
0
0 0 1
 . (B.33)
This implies that the gauge transformation corresponds to a rotation of the color vector
with components F a−k(~x) around the three axes in color space. One may use the relation∑
a
[λa]ij [λ
a]kl =
1
2
(
δilδjk − 1
2
δijδkl
)
(B.34)
in order to finally obtain
F a−k(~x)R
ab(~x)F b−k(~x) = 4 Tr [λ
a F−k(~x) ] Tr
[
λa V (~x) F−k(~x) V †(~x)
]
= 2 Tr
[
F−k(~x)V (~x) F−k(~x) V †(~x)
]
. (B.35)
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In general, one can show with Eq. (B.31), Eq. (B.27) and Eq. (B.13) that the following
relations hold for the matrix elements of an element of SU(2) in the adjoint repre-
sentation contracted with the projection of general 2 × 2 matrices A and B onto the
generators of the fundamental representation of SU(2)
[
ei ~ω·
~λadj
]
ab
Tr
[
λaA
]
Tr
[
λbB
]
=
1
2
Tr
[
Aei ~ω·
~λB e−i ~ω·
~λ
]− 1
2
Tr
[
A
] 1
2
Tr
[
B
]
[
ei ~ω·
~λadj
]
ab
Tr
[
λaAλbB
]
=
1
2
Tr
[
Ae−i ~ω·
~λ
]
Tr
[
B ei ~ω·
~λ
]− 1
4
Tr
[
AB
]
.(B.36)
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Appendix C
Local heat bath algorithm
A probability distribution given by an exponential of a linear gauge invariant functional
f [U ] of the links like the ordinary Wilson action can be sampled with the local heat
bath algorithm [77]. The gauge invariance implies that the function is a superposition
of traces of closed strings Si[U ] of gauge links and linear means that each link appears
only once in such a string.
f [U ] =
∑
i
ciTr [Si[U ] ] . (C.1)
Here, ci denote ordinary coefficients multiplying the trace of the string. In the following,
we parameterize SU(2) elements U by the real four-vector aµ of unit length in the form
U = a0 1+ i~a · ~σ
dU =
1
2π2
δ(a2 − 1)d4a . (C.2)
Here, dU is the invariant group measure which takes a simple form. One updates
the entire lattice configuration by sweeping over each link of the configuration. While
working on a particular link, one only needs to consider the contribution to the function
coming from the strings Sα which involve that link. Hence, the probability distribution
dP (U) for a link U is given by
dP (U) ∼ dU exp
(
1
2
Tr
[
U
∑
α
cα U˜α
])
. (C.3)
Here, we have splitted each closed string Sα into a product of the link and the rest U˜α
such that Sα = U U˜α. A useful property of elements of the group SU(2) is that any
linear combination of them is proportional to another SU(2) element. In particular, it
follows from the representation Eq. (C.2), that
∑
α
cα U˜α = k U¯ k = det
1/2
(∑
α
cα U˜α
)
. (C.4)
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The utility of this observation appears when one uses the invariance of the group
measure to write
dP (U = U ′ U¯ †) ∼ dU ′ exp
(
1
2
kTr [U ′ ]
)
=
1
2π2
δ4(a2 − 1)d4a exp(k a0) . (C.5)
The problem reduces to generating points randomly on the surface of the unit sphere
in four dimensions with exponential weighting along the a0 direction. Generating an
element U ′ in this manner, we replace the link variable U on the lattice by the product
U → U ′ U¯ † . (C.6)
To generate the appropriately weighted points on the four-dimensional sphere repre-
senting U ′, first note that the integration over |~a| can be done using the δ function
δ(a2 − 1)d4a exp(k a0) = 1
2
da0
√
1− a20 exp(k a0) dΩ . (C.7)
where dΩ is the differential solid angle of ~a and ~a has length
√
1− a20. Thus we need
to generate a0 stochastically in the interval [−1, 1] with probability
P (a0) ∼
√
1− a20 exp (k a0) (C.8)
and the direction of ~a is chosen randomly. A suitable algorithm is the following. Choose
a trial value for a0 of the form
a0 = 1 +
1
k
log(x) , e−2 k < x < 1 (C.9)
where x is a random number uniformly distributed in the given region. This generates
a0 distributed with the exponential weight e
k a0 . To correct for the factor
√
1− a20 in
Eq. (C.8) , reject this a0 with probability 1−
√
1− a20 and select a new trial a0. Repeat
this until an a0 is accepted. The three vector ~a is easily computed by using spherical
coordinates at a fixed radius r =
√
1− a20
a1 =
√
1− a20 sinΦ cosΘ
a2 =
√
1− a20 sinΦ sinΘ
a3 =
√
1− a20 cosΦ
dΩ = −(1− a20)2 d cosΦ dΘ , 0 ≤ Φ ≤ π , 0 ≤ Θ < 2π . (C.10)
Therefore, one uniformly generates the random variable Θ in the interval [0, 2π) and the
random variable cosΦ in the interval [−1, 1] with which ~a is computable by Eq. (C.10).
Appendix D
Hilbert space
D.1 Elementary commutation relations
In the following, we would like to derive the commutation relations for the generators
of group translations ΠaLR,j(~x) introduced in Sec. 3.3.1 which are the momenta canon-
ically conjugate to the link operators. For the moment, we restrict ourselves to the
generator of left translations ΠaL,j(~x). Furthermore, we restrict ourselves for notational
simplicity but without loss of generality to the Hilbert space of a single link. The
lattice momentum operator is introduced as the generator of translations in the SU(2)
group manifold, i.e. it induces infinitesimal translations like the momentum operator
in ordinary quantum mechanics.
RL
(
δgj(~x)
)
|Uj(~x)〉 =
(
1− i δΘaj (~x)ΠaL,j(~x)
) |Uj(~x)〉
= |δgj(~x)Uj(~x)〉 (D.1)
where the SU(2) group element δgj(~x) is parameterized in the standard way
δgj(~x) = e
i δΘaj (~x)
σa
2 . (D.2)
A finite translation can be constructed as a series of infinitesimal ones:
RL
(
gj(~x)
)
= lim
N→∞
(
1− i Θ
a
j (~x)
N
ΠaL,j(~x)
)N
= e−i Θ
a
j (~x)Π
a
L,j(~x) . (D.3)
The commutator of the operators Uk(~x) and RL
(
δgj(~x
′)
)
is given by[
Uk(~x),RL
(
δgj(~x
′)
)]
= Uk(~x)RL
(
δgj(~x
′)
)
−RL
(
δgj(~x
′)
)
Uk(~x)
= −i δΘaj (~x)
[
Uk(~x),Π
a
L,j(~x
′)
]
(D.4)
where we choose without loss of generality all δΘaj (~x) to be equal to zero except for
one color index a, such that there is no explicit sum over the color index a. On the
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other hand the application of the commutator of the left generator of translation to an
arbitrary state vector yields[
Uj(~x),RL
(
δgj(~x)
)]
|Ψ〉
=
∫
dUj(~x)Ψ
(
Uj(~x)
) [
Uj(~x),RL
(
δgj(~x)
)]
|Uj(~x)〉
=
∫
dUj(~x)Ψ
(
Uj(~x)
)(
δgj(~x)− 1
)
Uj(~x) |δgj(~x)Uj(~x)〉
= iδΘaj (~x)
∫
dUj(~x)Ψ
(
Uj(~x)
) σa
2
Uj(~x) |Uj(~x)〉+O
(
δΘaj (~x)
2
)
= i δΘaj (~x)
σa
2
Uj(~x) |Ψ〉+O
(
δΘaj (~x)
2
)
. (D.5)
Due to the fact, that this relation is true for every arbitrary state vector |Ψ〉 we
may conclude for the commutation relation of the momentum operator with the link
operator:
−i δΘaj (~x)
[
Uk(~x),Π
a
L,j(~x
′)
]
=
[
Uk(~x),RL
(
δgj(~x
′)
)]
= i δΘaj (~x)
σa
2
Uj(~x) (D.6)
which yields [
ΠaL,j(~x),Uj(~x)
]
=
σa
2
Uj(~x) . (D.7)
By demanding that the translation operator is a unitary operator it follows that the
momentum operator is Hermitian. By taking the adjoint on both sides of Eq. (D.7),
we arrive at the commutation relation for the momentum operator and the adjoint link
operator [
ΠaL,j(~x),U
†
j′(~x
′)
]
= −U†j(~x)
σa
2
δj,j′ δ~x,~x′ . (D.8)
In contrast to the continuum commutation relations Eq. (2.75), the lattice momentum
operators canonically conjugate to Uj(~x) do not commute.
[[
ΠaL,j(~x),Π
b
L,j′(~x
′)
]
,Uk(~y)
] |Ψ〉 = [[σa
2
,
σb
2
]
,Uk(~y)
]
|Ψ〉 δj,k δ~x,~y δj′,k δ~x′,~y
= i ǫabc
[
σc
2
, Uk(~y)
]
|Ψ〉 δj,j′ δ~x,~x′ δj,k δ~x,~y
= i ǫabc
[
ΠcL,j(~x), Uk(~y)
] |Ψ〉 δj,j′ δ~x,~x′ .
(D.9)
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Since this relation is true for arbitrary Uk(~y) and |Ψ〉, we get[
ΠaL,j(~x),Π
b
L,j′(~x
′)
]
= i εabc ΠcL,j(~x) δj,j′ δ~x,~x′ , (D.10)[
ΠL,j(~x)
2,ΠbL,j′(~x
′)
]
= 0 . (D.11)
The last equation implies that ΠL,j(~x)
2 is the Casimir operator. Furthermore, we have[
ΠaL,j(~x),Uj′(~x
′)
]
=
σa
2
Uj(~x) δj,j′ δ~x,~x′ ,[
ΠaL,j(~x),U
†
j′(~x
′)
]
= −U†j(~x)
σa
2
δj,j′ δ~x,~x′ . (D.12)
Note that we have defined the translation operator on the group manifold R with an
opposite sign inside of the exponential in comparison with [78]. Our definition yields
the same commutation relations as [79] which reproduce the continuum commutation
relations Eq. (2.75) with the gauge field Aaj (~x) in the naive continuum limit. Similar
considerations can be applied to the generator of right translation.
D.2 Computation of expectation values
In this section we collect some useful formulae for the computation of matrix elements.
First, we want to apply an arbitrary conjugate momentum operator Πaj (~y) to an excited
state given by an arbitrary functional f({U}) of the links applied to |0〉 (cf. Sec. 3.3.1)
Πaj (~y) f({U}) |0〉 =
[
Πaj (~y) , f({U})
] |0〉 . (D.13)
Here, we have used the definition of |0〉 as the state which is annihilated by all the
conjugate momentum operators. Note, that the commutator of the conjugate momen-
tum operator with some arbitrary functional of the links is again solely a functional
of the links which has no explicit dependence on the conjugate momentum operator.
Analogously, one obtains for the conjugate momentum operator applied to the dual
state of the above example
〈0| f({U})Πaj (~y) = −〈0|
[
Πaj (~y) , f({U})
]
. (D.14)
Next, we want to apply an arbitrary kinetic energy operator to an excited state given
by an arbitrary functional f({U}) of the links applied to |0〉∑
j,a,~y
cj Π
a
j (~y)
2f({U}) |0〉 =
∑
j,a,~y
cj
[
Πaj (~y)
2, f({U})] |0〉
=
∑
j,a,~y
cj Π
a
j (~y)
[
Πaj (~y), f({U})
] |0〉
=
∑
j,a,~y
cj
[
Πaj (~y),
[
Πaj (~y), f({U})
]] |0〉 . (D.15)
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The following double commutators are of special interest in this respect∑
j,a,~y
cj
[
Πaj (~y),
[
Πaj (~y),Tr
[
Re
(
Ukl(~x)
) ]]]
=
3
2
(ck + cl) Tr
[
Re
(
Ukl(~x)
) ]
(D.16)
and ∑
j,a,~y
cj
[
Πaj (~y),
[
Πaj (~y),
(
Tr
[
Re
(
Ukl(~x)
) ])2]]
= 4 (ck + cl)
[(
Tr
[
Re
(
Ukl(~x)
) ])2
− 1
]
. (D.17)
For the elementary plaquette, we have the following commutation relation[
Πaj (~y),Tr
[
Re
(
Ukl(~x)
) ]]
= i Tr
[
σa
2
Im
(
Ukl(~x)
)]
δ~y,~xδjk
+i Tr
[
σa
2
Im
(
U †k(~x)Ukl(~x)Uk(~x)
)]
δ~y,~x+~ekδjl
−i Tr
[
σa
2
Im
(
U †l (~x)Ukl(~x)Ul(~x)
)]
δ~y,~x+~elδjk
−i Tr
[
σa
2
Im
(
Ukl(~x)
)]
δ~y,~xδjl . (D.18)
In the following, we would like to compute the expectation value of an arbitrary kinetic
energy operator with respect to a state |Ψ〉.〈
Ψ
∣∣∣∑
j,a,~y
cj Π
a
j (~y)
2
∣∣∣Ψ〉 . (D.19)
We assume the state |Ψ〉 to be given by an exponential wave functional with exponent
F ({U}) where F ({U}) is some arbitrary real valued functional of the links and N is
the appropriate normalization constant∣∣∣Ψ〉 = N exp [F ({U})] |0〉
⇒
〈
Ψ
∣∣∣ = 〈0| exp [F ({U})] N . (D.20)
In order to compute this expectation value Eq. (D.19), we may use Eq. (D.15) with
f({U}) given by exp(F ({U}). Therefore, the computation of the double commutator
of the conjugate momentum operator with the exponential is the only thing which
remains. We may use the following relation which we prove afterwards[
Πaj (~y), exp(F ({U})
]
=
[
Πaj (~y), F ({U})
]
exp(F ({U}) . (D.21)
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Then, the double commutator is given by
[
Πaj (~y) ,
[
Πaj (~y) , exp(F ({U})
]]
=
[
Πaj (~y) ,
[
Πaj (~y) , F ({U}
]
exp(F ({U})]
=
[
Πaj (~y) ,
[
Πaj (~y) , F ({U}
]]
exp(F ({U})
+
[
Πaj (~y) , exp(F ({U})
] [
Πaj (~y) , F ({U}
]
=
{[
Πaj (~y) ,
[
Πaj (~y) , F ({U}
]]
+
[
Πaj (~y) , F ({U}
]2}
exp(F ({U}) .(D.22)
The expectation value of the kinetic energy operator is given by
〈
Ψ
∣∣∣∑
j,a,~y
cj Π
a
j (~y)
2
∣∣∣Ψ〉 = ∑
j,a,~y
cj
〈
Ψ
∣∣∣ [Πaj (~y) , [Πaj (~y) , F ({U}]] ∣∣∣Ψ〉
+
∑
j,a,~y
cj
〈
Ψ
∣∣∣ [Πaj (~y) , F ({U}]2 ∣∣∣Ψ〉 . (D.23)
On the other hand, the expectation value of the kinetic energy operator may be alter-
natively computed by splitting the square of the conjugate momentum operator and
applying Eq. (D.13) and Eq. (D.13) to each of the two factors of the conjugate mo-
menta, again with f({U}) given by exp(F ({U}). Then, one obtains by using Eq. (D.21)
once more
〈
Ψ
∣∣∣∑
j,a,~y
cj Π
a
j (~y)
2
∣∣∣Ψ〉 = −∑
j,a,~y
cj
〈
Ψ
∣∣∣ [Πaj (~y) , F ({U}]2 ∣∣∣Ψ〉 . (D.24)
Therefore, the combination of Eq. (D.23) with Eq. (D.24) yields our final result for the
expectation value of the kinetic energy operator with respect to the state |Ψ〉 given by
Eq. (D.20)
〈
Ψ
∣∣∣∑
j,a,~y
cj Π
a
j (~y)
2
∣∣∣Ψ〉 = ∑
j,a,~y
1
2
cj
〈
Ψ
∣∣∣ [Πaj (~y) , [Πaj (~y) , F ({U}]] ∣∣∣Ψ〉 .(D.25)
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The expectation value of the momentum operator Πaj (~y) times an arbitrary functional
G({U}) of the links with respect to the state |Ψ〉 defined in Eq. (D.20) is given by〈
Ψ0
∣∣∣Πaj (~y) G({U})∣∣∣Ψ0〉 = 〈0∣∣∣ exp [F ({U})] Πaj (~y) G({U})
· exp
[
F ({U})
]∣∣∣0〉
= −
〈
0
∣∣∣ [Πaj (~y), exp [F ({U})]] G({U})
· exp
[
F ({U})
]∣∣∣0〉
= −
〈
0
∣∣∣ exp [F ({U})] G({U})
·
[
Πaj (~y), exp
[
F ({U})
]] ∣∣∣0〉
= −
〈
0
∣∣∣ exp [F ({U})] G({U}) Πaj (~y)
· exp
[
F ({U})
]∣∣∣0〉
= −
〈
Ψ0
∣∣∣G({U}) Πaj (~y)∣∣∣Ψ0〉 . (D.26)
We still have to prove the commutation relation Eq. (D.21) of a conjugate momentum
operator with the exponential of a functional of the links. This relation is easily proven
by expanding the exponential in a Taylor series[
Πaj (~y) , exp(F ({U})
]
=
∞∑
n=0
1
n!
[
Πaj (~y) , F ({U})n
]
. (D.27)
Now, we can use the fact that for a functional of link matrices the following relation
holds [
Πaj (~y) , F ({U})n
]
= n
[
Πaj (~y) , F ({U})
]
F ({U})n−1 . (D.28)
The above statement is proven by complete induction:
• The relation is true for n=1:[
Πaj (~y) , F ({U})1
]
= 1
[
Πaj (~y) , F ({U})
]
F ({U})0 (D.29)
• Then, we have to show that the relation is obeyed for n + 1 if we assume that
the relation holds for n[
Πaj (~y) , F ({U})n+1
]
=
[
Πaj (~y) , F ({U})n
]
F ({U})
+F ({U})n [Πaj (~y) , F ({U})]
= (n+ 1)
[
Πaj (~y) , F ({U})
]
F ({U})n (D.30)
q.e.d.
Appendix E
Ground state calculations
E.1 Continuum
In the following section, we supplement the considerations about the continuum Hamil-
tonian in the light cone limit. We explicitly show the construction of the transformation
of Bogoliubov type which diagonalizes the continuum Hamiltonian Eq. (E.1) in the light
cone limit. Furthermore, we show how to compute the correlation matrix Eq. (5.32)
for the ground state wave functional.
E.1.1 Bogoliubov transformation
The continuum nlc Hamiltonian in the light cone limit Eq. (5.1) in terms of the Fourier
modes Eq. (5.16) is given by
H =
L
η2
∑
k,a
∫
d2x⊥
{ ∞∑
n=1
[
Π˜ak(n, ~x⊥)Π˜
a
k(−n, ~x⊥)− F˜ a−k(n, ~x⊥)Π˜ak(n, ~x⊥)
−F˜ a−k(−n, ~x⊥)Π˜ak(−n, ~x⊥) + F˜ a−k(n, ~x⊥)F˜ a−k(−n, ~x⊥)
]
+
1
2
[
Π˜ak(0, ~x⊥)− F˜ a−k(0, ~x⊥)
]2}
+O(η0) . (E.1)
We make the following Ansatz for the transformation which is supposed to diagonalize
the continuum Hamiltonian Eq. (E.1) in the light cone limit
F˜ a−k(n, ~x⊥) = α(n)B
a
k(n, ~x⊥) + β(−n)Ba†k (−n, ~x⊥)
Π˜ak(n, ~x⊥) = γ(−n)Bak(−n, ~x⊥) + ρ(n)Ba†k (n, ~x⊥) . (E.2)
Note, in order to keep things as simple as possible, we do not introduce different
coefficient functions for different color components. It is convenient to choose the
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coefficients α, β, γ and ρ in Eq. (E.2) in such a way that the operators Bak(n, ~x⊥) and
B† bk′ (m,~y⊥) obey the following canonical commutation relations[
Bak(n, ~x⊥), B
b†
k′ (m,~y⊥)
]
= δabδk,k′δ
(2)
~x⊥−~y⊥δn,m[
Bak(n, ~x⊥), B
b
k′(m,~y⊥)
]
= 0[
Ba†k (n, ~x⊥), B
b†
k′ (m,~y⊥)
]
= 0 . (E.3)
Furthermore, the operator B† ak (n, ~x⊥) should be the Hermitian conjugate of the oper-
ator Bak(n, ~x⊥)
(Bak(n, ~x⊥))
† = Ba†k (n, ~x⊥) . (E.4)
After the transformation, the Hamiltonian H should be given as a linear combination
of the “number”-operator Ba†k (n, ~x⊥)B
a
k(n, ~x⊥). Then, it can be interpreted as a super-
position of independent ordinary quantum mechanical harmonic oscillators for which
the operators Bak(n, ~x⊥) and B
† a
k (n, ~x⊥) are the usual annihilation and creation oper-
ators respectively. Therefore, if one achieves to construct the above transformation,
then the problem is solved. If the transformation is chosen to be given by Eq. (E.2)
then the inverse transformation reads
Bak(n, ~x⊥) =
ρ(−n)F˜ a−k(n, ~x⊥)− β(−n)Π˜ak(−n, ~x⊥)
ρ(−n)α(n)− β(−n)γ(n)
Ba†k (n, ~x⊥) =
α(−n)Π˜ak(n, ~x⊥)− γ(−n)F˜ a−k(−n, ~x⊥)
ρ(n)α(−n)− β(n)γ(−n) . (E.5)
If we impose the hermiticity condition to the inverse transformation Eq. (E.5), we
obtain the following relation which has to be obeyed(
Bak(n, ~x⊥)
)†
=
ρ(−n)∗F˜ a−k(−n, ~x⊥)− β(−n)∗Π˜ak(n, ~x⊥)
ρ(−n)∗α(n)∗ − β(−n)∗γ(n)∗
!
=
γ(−n)F˜ a−k(−n, ~x⊥)− α(−n)Π˜ak(n, ~x⊥)
β(n)γ(−n)− ρ(n)α(−n) = B
a†
k (n, ~x⊥) . (E.6)
In order to obey this relation, one has to impose the following conditions to the coef-
ficient functions α, β, γ and ρ of Eq. (E.2)
ρ(−n)∗ = γ(−n)⇐⇒ ρ(n)∗ = γ(n)
β(−n)∗ = α(−n)⇐⇒ β(n)∗ = α(n) . (E.7)
In order to keep things simple and readable in the following, we introduce the abbre-
viation Nn for the denominators appearing in Eq. (E.5)
Nn ≡ α(n)γ(−n)∗ − α(−n)∗γ(n) . (E.8)
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Here, we have already substituted dependent coefficient functions with the help of
Eq. (E.7). Next, we compute the commutation relation between the dedicated annihi-
lation operators by inserting the transformation Eq. (E.5)[
Bak(n, ~x⊥), B
b
k′(m,~y⊥)
]
=
1
Nn
1
N−n
(α(n)∗γ(−n)∗ + α(−n)∗γ(n)∗)
1
L
(
kn δ
ab + i g fabcAc−(~x⊥)
)
δk,k′ δ
(2)(~x⊥ − ~y⊥) δ−n,m
!
= 0 . (E.9)
In order to obey this relation, we choose
α(−n) = −α(n)⇐⇒ α(−n)∗ = −α(n)∗
γ(−n) = γ(n)⇐⇒ γ(−n)∗ = γ(n)∗
⇒ Nn = α(n)γ(n)∗ + α(n)∗γ(n) = N∗n ∈ Reals . (E.10)
The other possible choice for the set of relations between the coefficient functions is
given by a set of relations in which the role of α and γ is interchanged. Of course, the
final result for the transformation does not depend on this specific choice. By choosing
the relations of the coefficients in either of the two ways, the commutation relation
between the dedicated creation operators does automatically vanish, too, because of
the hermiticity condition. Next, we compute the commutation relation between the
dedicated annihilation and creation operators[
Bak(n, ~x⊥), B
b†
k′ (m,~y⊥)
]
= − 1
Nn
1
L
(
δa,b kn + i g f
abcAc−(~x⊥)
)
δk,k′ δ
(2)(~x⊥ − ~y⊥) δn,m .
(E.11)
Since this relation has a non-trivial color structure because of the term involving the
longitudinal gauge field Ac−(~x⊥), one can not realize the canonical commutation rela-
tions Eq. (E.3) with the given simple Ansatz involving color independent coefficient
functions. The maximum one can demand is that the commutation relation is canonical
for the same color component[
Bak(n, ~x⊥), B
a†
k′ (m,~y⊥)
]
!
= δk,k′ δ
(2)(~x⊥ − ~y⊥) δn,m . (E.12)
Nevertheless, this downgraded condition should be sufficient for our purposes, since the
Hamiltonian which we want to diagonalize is diagonal in the color components already.
Therefore, only commutators between operators having the same color component are
needed in order to diagonalize the Hamiltonian. In order to obey this condition, we
choose
Nn = −kn
L
⇒
[
Bak(n, ~x⊥), B
b†
k′ (m,~y⊥)
]
=
(
δab + i g fabc
Ac−(~x⊥)
kn
)
(E.13)
·δk,k′ δ(2)(~x⊥ − ~y⊥) δn,m .
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Therefore, one obtains for the Hamiltonian in terms of the dedicated creation and
annihilation operators the following expression
H =
L
η2
∑
k,a
∫
d2x⊥
{ ∞∑
n=1
[(
γ(n)2 − α(n)2)Bak(n, ~x⊥)Bak(−n, ~x⊥)
+
(
γ(n)∗2 − α(n)∗2)Ba,†k (n, ~x⊥)Ba,†k (−n, ~x⊥)
+ |γ(n) + α(n)|2Ba,†k (−n, ~x⊥)Bak(−n, ~x⊥)
+ |γ(n)− α(n)|2Ba,†k (n, ~x⊥)Bak(n, ~x⊥)
+
(|γ(n)|2 + |α(n)|2)]
+
1
2
[
Π˜ak(0, ~x⊥)− F˜ a−k(0, ~x⊥)
]2}
+O(η0) . (E.14)
In order to cancel the off-diagonal terms one has to choose α and γ in such a way, that
γ(n)2 − α(n)2 = 0 . (E.15)
Then, the Hamiltonian is indeed diagonal and is given by
H =
L
η2
∑
k,a
∫
d2x⊥
{ ∞∑
n=−∞,n6=0
[∣∣∣γ(n)− α(n)∣∣∣2Ba†k (n, ~x⊥)Bak(n, ~x⊥)
+
1
2
(|γ(n)|2 + |α(n)|2)]+ 1
2
[
Π˜ak(0, ~x⊥)− F˜ a−k(0, ~x⊥)
]2}
+O(η0) .(E.16)
All in all, we have the following four conditions which have to be obeyed by the coef-
ficient functions
Nn = γ(n)
∗α(n) + α(n)∗γ(n) = −kn
L
α(−n) = −α(n)
γ(−n) = γ(n)
γ(n)2 − α(n)2 = 0 . (E.17)
A solution to this set of equations is given by
α(n) =
1√
2
sign(n)
√
|kn|
L
, γ(n) = − 1√
2
√
|kn|
L
, sign(n) ≡

1 , n > 0
0 , n = 0
−1 , n < 0
.
(E.18)
Here, we have also introduced the sign function. Then, the Hamiltonian is given by
H =
1
η2
∑
k,a
∫
d2x⊥
{ ∞∑
n=1
2 kn
[
Ba†k (n, ~x⊥)B
a
k(n, ~x⊥) +
1
2
]
+
L
2
[
Π˜ak(0, ~x⊥)− F˜ a−k(0, ~x⊥)
]2}
+O(η0) . (E.19)
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The transformation itself is given by
F˜ a−k(n, ~x⊥) =
1√
2
sign(n)
√
|kn|
L
(
Bak(n, ~x⊥)−Ba†k (−n, ~x⊥)
)
Π˜ak(n, ~x⊥) = −
1√
2
√
|kn|
L
(
Bak(−n, ~x⊥) +Ba†k (n, ~x⊥)
)
. (E.20)
Then, the inverse transformation reads
Bak(n, ~x⊥) = sign(n)
√
L
2|kn|
(
F˜ a−k(n, ~x⊥)− sign(n) Π˜ak(−n, ~x⊥)
)
Ba†k (n, ~x⊥) = sign(n)
√
L
2|kn|
(
F˜ a−k(−n, ~x⊥)− sign(n) Π˜ak(n, ~x⊥)
)
. (E.21)
The annihilation operator and the creation operator obey the following commutation
relations[
Bak(n, ~x⊥), B
b†
k′ (m,~y⊥)
]
=
(
δab + i g fabc
Ac−(~x⊥)
kn
)
δk,k′ δ
(2)(~x⊥ − ~y⊥) δn,m (E.22)
[
Bak(n, ~x⊥), B
b
k′(m,~y⊥)
]
=
[
Ba†k (n, ~x⊥), B
b†
k′ (m,~y⊥)
]
= 0 . (E.23)
It looks, as if the Hamiltonian Eq. (E.19) has completely decoupled into a superposition
of independent harmonic oscillators. This is not quite correct. Due to the commutation
relations Eq. (E.23), there is still some interaction left between the effective color
degrees of freedom described by the Bak and their Hermitian conjugates. However, one
can get rid of this interaction by an additional transformation in color space. The key
observation is that the commutator defines a Hermitian matrix in color space which
may be diagonalized by a unitary transformation. Therefore, we define the operator
W ak (n, ~x⊥) by
W ak (n, ~x⊥) = [T (n, ~x⊥)]
ab
√
|kn|Bbk(n, ~x⊥) . (E.24)
Here, T (n, ~x⊥) is given by the product of the unitary transformation U(n, ~x⊥) which
diagonalizes the commutator in color space and a “rescaling” transformation S(n, ~x⊥)
setting the diagonal elements of the commutator to unity
T (n, ~x⊥) = S(n, ~x⊥) · U(n, ~x⊥)
S(n, ~x⊥) =
 1√kn 0 00 1√
kn+gA−(~x⊥)
0
0 0 1√
kn−gA−(~x⊥)
 , U(n, ~x⊥) = 1√
2
(
0 0
√
2
−i 1 0
i 1 0
)
.
(E.25)
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Then, the inverse transformation is given by
Bak(n, ~x⊥) =
[
T−1(n, ~x⊥)
]ab 1√
|kn|
Bbk(n, ~x⊥) . (E.26)
The operators W ak (n, ~x⊥) and W
† b
k′ (n, ~x⊥) obey the usual independent harmonic os-
cillator commutation relations between the annihilation operators W ak (n, ~x⊥) and the
creation operators W † bk′ (n, ~y⊥)[
W ak (n, ~x⊥),W
† b
k′ (m,~y⊥)
]
= δa,b δn,m δ
(2)(~x⊥−~y⊥) , ∀n,m > |gA−(~x⊥)L/(2π)| = 1/2[
W ak (n, ~x⊥),W
b
k′(m,~y⊥)
]
=
[
W † ak (n, ~x⊥),W
† b
k′ (m,~y⊥)
]
= 0 . (E.27)
Then, the Hamiltonian is given by
H =
1
η2
∑
k
∫
d2x⊥
{ ∞∑
n=1
2
[
W †k (n, ~x⊥)M(n, ~x⊥)Wk(n, ~x⊥) +
3 kn
2
δ(2)(~0⊥)
]
+
L
2
∑
a
[
Π˜ak(0, ~x⊥)− F˜ a−k(0, ~x⊥)
]2}
+O(η0) . (E.28)
Here, the matrix M(n, ~x⊥) is given by
M(n, ~x⊥) =
 kn 0 00 kn + gA−(~x⊥) 0
0 0 kn − gA−(~x⊥)
 , ∀ n > 0 . (E.29)
The ground state of the above Hamiltonian can be constructed in the usual way. Since
W a†k W
a
k (n, ~x⊥) and [Π˜
a
k(0, ~x⊥) − F a−k(0, ~x⊥)]2 are positive semi-definite operators for
each k, a, ~x⊥ and n, their spectrum is bounded from below by 0, i.e. the ground state
of the above Hamiltonian is given by the state which is annihilated by each of the
W ak (n, ~x⊥), or equivalently by each B
a
k(n, ~x⊥) which differ only by a unitary and a
scaling transformation, and by [Π˜ak(0, ~x⊥)− F a−k(0, ~x⊥)]
Bak(n, ~x⊥) |Ψ0〉 = 0 ∀ n > 0 and ∀ k, a, ~x⊥
and
[
Π˜ak(0, ~x⊥)− F a−k(0, ~x⊥)
]
|Ψ0〉 = 0 n = 0 and ∀ k, a, ~x⊥ . (E.30)
By using the configuration space representation Eq. (5.27) of the chromo electric field
operator Π˜ak(n, ~x⊥) as a differential operator, the ground state condition Eq. (E.30)
translates with the help of the inverse Bogoliubov transformation Eq. (E.21)(
F˜ a−k(n, ~x⊥)− i sign(n)
1
L
D˜ab− (n, ~x⊥)
δ
δF˜ b−k(−n, ~x⊥)
)
Ψ0(F˜−k) = 0 ∀n ≥ 0, k, a, ~x⊥ .
(E.31)
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E.1.2 Computation of the wave functional correlator
In this section, we compute the correlation matrix gab (∆x−, ~x⊥) with ∆x− given by
x−−y− of the Gaussian ground state wave functional Eq. (5.32) of the nlc Hamiltonian
in a finite spatial box with extension L in the longitudinal direction and in the light
cone limit . It is given by
gab
(
∆x−, ~x⊥
)
=
1
L
∑
n6=0
i sign(n)
[
D˜−1−
]ab
(n, ~x⊥) e2πin∆x
−/L , ∆x− = x−−y− . (E.32)
The Fourier components of the color matrix elements of the inverse of the covariant
derivative in the adjoint representation are given by
[
D˜−1−
]ab
(n, ~x⊥) = −

i kn
k2n−g2A−(~x⊥)2
gA−(~x⊥)
k2n−g2A−(~x⊥)2 0
− gA−(~x⊥)
k2n−g2A−(~x⊥)2
i kn
k2n−g2A−(~x⊥)2 0
0 0 i
kn
 . (E.33)
Due to the periodic boundary conditions of the bosonic fields, the wave vectors kn are
quantised and are given by
kn =
2π
L
n , n = 0,±1,±2, . . . (E.34)
The correlation matrix gab in Eq. (E.32) obeys the following important symmetry
relation with respect to an interchange of x− and y−, i.e. with respect to a substitution
of ∆x− by −∆x−
gab
(
∆x−, ~x⊥
)
= gba
(−∆x−, ~x⊥) . (E.35)
In order to compute the correlation matrix Eq. (E.32), essentially three different sums
have to be computed which are functions of x− − y−.
S1(∆x
−) =
1
L
∑
n6=0
sign(n)
kn
k2n − g2A−(~x⊥)2
e2πin∆x
−/L (E.36)
S2(∆x
−) = −i 1
L
∑
n6=0
sign(n)
gA−(~x⊥)
k2n − g2A−(~x⊥)2
e2πin∆x
−/L (E.37)
S3(∆x
−) =
1
L
∑
n6=0
sign(n)
1
kn
e2πin∆x
−/L . (E.38)
The summation has to exclude the critical values ncr = 0 of the summation index n
for which the covariant derivative is singular and for which it can not be inverted.
Each one of the three sums Si(∆x
−), with i = 1, 2, 3, has basically the same structure.
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Each of them may be rewritten by introducing an additional integration over generic
functions fi(n− s)
Si(∆x
−) =
1
L
∑
n6=0
sign(n)
∫
|s|≥1/2
ds
1
ks
f˜i(n− s) e2πin∆x−/L , ks = 2π
L
s . (E.39)
The functions fi(t) are given by
f˜1(t) =
1
2
[
δ
(
t− A˜−(~x⊥)
)
+ δ
(
t+ A˜−(~x⊥)
)]
f˜2(t) =
1
2 i
[
δ
(
t− A˜−(~x⊥)
)
− δ
(
t+ A˜−(~x⊥)
)]
f˜3(t) = δ
(
t
)
. (E.40)
Here, A˜−(~x⊥) is defined by a rescaling of the zero mode A−(~x⊥) of the longitudinal
gauge field such that its values are in the interval between minus one half and one half.
The integration over s is regularized in the infrared such that its value remains finite
by excluding the interval between s = −1/2 and s = 1/2 from the integration regime
by the Heaviside unit step function Θ(x)
A˜−(~x⊥) ≡ g L
2π
A−(~x⊥) ∈
[
−1
2
,
1
2
]
,
∫
|s|≥1/2
=
∞∫
−∞
dsΘ
(
|s| − 1
2
)
Θ(x) =
{
1 x ≥ 0
0 x < 0
. (E.41)
The regularization is chosen in such a way that one has a contribution from the delta
distributions appearing in the definition of f˜i for all possible values of the rescaled zero
mode and for all possible values of the summation index n such that Si can be written
in the form given by Eq. (E.39). This requirement implies that the chosen interval
s ≥ 1/2 is the maximally allowed symmetric interval which can be excluded in order
to regularize the integral. In principle, also smaller intervals are allowed. However, the
chosen interval length turns out to be the most convenient choice in order to perform
an analytical continuation of the integrand into the complex plane which we need in
order to apply the Residue theorem later on. Note that one really needs an integration
over s instead of an ordinary summation. The reason is that the rescaled gauge field
A˜−(~x⊥) is in general not an integer which implies that non-integer values of s have to
be allowed in order to obtain a contribution from the delta distribution. We introduce
a further integration by inserting another delta distribution and use the orthogonality
relation of the Fourier phase factors in order to rewrite the delta function in terms of
an integral over a new spatial variable z−
Si(∆x
−) =
1
L
∑
n6=0
sign(n)
∫
|s|≥1/2
ds
1
ks
∞∫
−∞
dt f˜i(t) δ (t− n+ s) e2πin∆x−/L
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δ (t− n+ s) = 2π
L
δ
(
2π
L
[t− n+ s]
)
=
1
L
∞∫
−∞
dz− e2π i (t−n+s)z
−/L . (E.42)
By introducing the integral representation of the delta distribution, Si(∆x
−) factorizes
into the product of three independent Fourier transformations
Si(∆x
−) =
1
L2
∞∫
−∞
dz−
(∑
n6=0
sign(n) e2πin (∆x
−−z−)/L
)
·
( ∫
|s|≥1/2
ds
ks
e2πi s z
−/L
)( ∞∫
−∞
dt f˜i(t) e
2πi t z−/L
)
. (E.43)
Now, each sum/integral is separately computable and one obtains
∑
n6=0
sign(n) e2πin z
−/L = i cot
[π
L
z−
]
,
∞∫
−∞
dt f˜i(t) e
2πi t z−/L = fi(z
−) (E.44)
f1(z
−) = cos
(
g A−(~x⊥) z−
)
, f2(z
−) = sin
(
g A−(~x⊥) z−
)
, f3(z
−) = 1 . (E.45)
Therefore, Si(∆x
−) is given by the following expression
Si(∆x
−) = − i
L
∫
|s|≥1/2
ds
ks
∞∫
−∞
dz′ − cot
[π
L
z′ −
]
fi(∆x
− + z′ − L) e2πi s (∆x
−+z′ − L)/L .
(E.46)
In order to arrive at this result, we have made a variable transformation of the form
z′ − = (z− −∆x−)/L. The integrand has first order poles at each integer value of z′ −
which is most easily seen with the help of the following series representation of the
cotangent which is valid in the entire complex plane
π cot
[
π z′ −
]
=
∞∑
m=−∞
1
z′ − −m . (E.47)
This implies that Si(∆x
−) is given by
Si(∆x
−) = − i
L
∞∑
m=−∞
∫
|s|≥1/2
ds
ks
Im(s,∆x
−, L)
Im(s,∆x
−, L) =
e2πi s∆x
−/L
π
∞∫
−∞
dz′ −
fi(∆x
− + z′ − L)
z′ − −m e
2πi s z′ − . (E.48)
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Therefore, one has to deal with integrals of the following type
∞∫
−∞
dx
ei q x g(x)
x−m . (E.49)
Here g(x) is either a trigonometric function, i.e. sin(x) or cos(x), or it is equal to one.
The integrand of the x integration in Eq. (E.49) has a single pole of first order on the
real axis at x = m, i.e. a pole in the integration regime. In order to define the integral,
we use the principal value prescription which coincides with the ordinary Lebesgues
integral for smooth and regular functions. The principal value of the integral is given
by
PV
∞∫
−∞
dx
ei q x g(x)
x−m = limǫ→0
 m−ǫ∫
−∞
dx+
∞∫
m+ǫ
dx
 ei q x g(x)
x−m . (E.50)
In order to actually compute the principal value, we use the Residue theorem. We
close the integration contour by a continuation into the complex plane such that the
additional path does not contribute to the integral, i.e. that the integrand is equal
to zero for that part of the integration path. In order to do that we have to choose
different contours for positive and negative values of q. For positive values of q we have
to choose the integration contour C1 shown in Fig. E.1. It is split into four different
sub-contours∮
C1
dz = lim
R→∞
 ∫
a(R)
dz + lim
ǫ→0
 m−ǫ∫
−R
dz +
∫
a(ǫ)
dz +
R∫
m+ǫ
dz

 . (E.51)
Here, a (r) denotes an integration contour given by a half circle in the upper half
of the compelx plane with radius r which is centered at z = 0. Therefore, the first
integral is along a half circle lying in the upper part of the complex plane with radius
R. It does not contribute to the entire integral since the integrand vanishes due to the
denominator and the exponential fall off (i Im(z) = i∞) in the limit of infinite large
values of R. In order to prove the exponential fall off of the integrand one has to take
into account that there may be also divergent contributions from the trigonometric
functions fi in addition to the Fourier phase factors. If one writes the trigonometric
functions as linear superpositions of phase factors exp(±i gA− Lx) one observes that
the asymptotic behavior of the numerator in the R → ∞ limit, i.e. the Im(x) → ∞
limit is given by
lim
i Im(x)→i∞
g(x) ei q(s)x∼ei (2π s+gA− L)x ± ei (2π s−gA− L)x → 0 , q(s) = 2π s . (E.52)
However, for values of s which are larger than one half, i.e. s > 1/2, both exponential
factors vanish in the upper half of the complex plane in the R → ∞ limit due to the
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ǫ
ǫ
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C1: C2:
Figure E.1: Integration contours C1 and C2 in the complex plane in order to compute
the principal value. The contour C1 is closed in the upper half whereas the contour C2
is closed in the lower half of the complex plane. The principal value is not affected by
the inclusion of the pole in the area surrounded by the integration path.
fact that the expressions in the brackets are always larger than zero. This justifies the
special choice of the regulator function Eq. (E.41). The second and the fourth integral
represent the principal value of the integral which we want to calculate. The third
integral represents a small half circle with radius epsilon in the upper part half of the
complex plane such that the pole is excluded. Due to the residue theorem, the integral
over the entire path is equal to zero because there is no singularity of the integrand.
Therefore, the principal value of the integral is given by the negative value of the third
contour integral in Eq. (E.51) which implies
∞∫
−∞
dx
ei q x g(x)
x−m = iπ g(m) e
i q m for q > 0 . (E.53)
In principle, we could have also bypassed the pole at z = m with a half circle of radius ǫ
in the lower half of the complex plane such that the pole is included. However, the final
result is the same. For negative values of q we have to choose the integration contour
C2 shown in Fig. E.1 such that the integrand vanishes on the large half circle for infinite
R. Once again, the integration contour is split into four different sub-contours
∮
C2
dz = lim
R→∞
 ∫
(`R)
dz + lim
ǫ→0
 a−ǫ∫
−R
dz +
∫
(`ǫ)
dz +
R∫
a+ǫ
dz

 . (E.54)
Here, ` (r) denotes an integration contour given by a half circle in the lower half of the
complex plane with radius r which is centered at z = 0. The different contributions to
the entire integral can be computed in a similar fashion as for the contour C1. Now,
the numerator of the integrand vanishes in the lower half of the complex plane since
the brackets in Eq. (E.52) are less than zero for all values of s < −1/2. If one would
close the contour in the upper half of the complex plane, then the integrand diverges.
152 Chapter E. Ground state calculations
One finally obtains for the integral Eq. (E.49) computed with the second contour C2
∞∫
−∞
dx
ei q x g(x)
x−m = −iπ g(m) e
i q m for q < 0 . (E.55)
Here again, the final result does not alter if one bypasses the pole at z = m with a half
circle of radius ǫ in the upper half of the complex plane such that the pole is included.
Therefore, the entire integral Eq. (E.49) for all values of q is given by
∞∫
−∞
dx
ei q x g(x)
x−m = iπ sign(q) g(m) e
i q m . (E.56)
This result can be applied to Im(s,∆x
−, L) which yields
Im(s,∆x
−, L) = i sign(s) fi(∆x− +mL) e2πi s (∆x
−+mL)/L . (E.57)
Therefore, we obtain for the entire Si(∆x
−)
Si(∆x
−) =
∞∑
m=−∞
fi(∆x
− +mL) γǫ(∆x− +mL) (E.58)
with the regularized function γǫ
γǫ(∆x
− +mL) =
1
2π
∫
|s|≥1/2
ds
|s| e
2πi s (∆x−+mL)/L
=
1
π
∞∫
0
dk−
k−
Θ
(
k− − π
L
)
cos
(
k− (∆x− +mL)
)
. (E.59)
Putting everything together, one obtains finally the correlator gab
gab
(
∆x−, ~x⊥
)
=
∞∑
m=−∞
γǫ(∆x
− +mL)Rab(∆x− +mL,~x⊥) . (E.60)
Here the matrix Rab(x−, ~x⊥) is given by
Rab(x−, ~x⊥) =
 cos [gA−(~x⊥)x−] sin [gA−(~x⊥)x−] 0− sin [gA−(~x⊥)x−] cos [gA−(~x⊥)x−] 0
0 0 1
 . (E.61)
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E.2 Alternative strong coupling
In this appendix, we would like to supplement the strong coupling solution found
with ordinary Rayleigh Schro¨dinger perturbation theory in section 4.1 by solving the
single plaquette Schro¨dinger equations for the two different types of plaquettes. The
underlying idea is the following. In the strong coupling limit, the potential energy is
a small correction to the kinetic energy. Therefore, correlations among the elementary
degrees of freedom, i.e. the links, at different lattice sites induced by the potential
energy are small and may be neglected in this limit. The links decouple from each other
and the wave functional factorizes approximately. In order to have a gauge invariant
formulation we fix the ground state to depend only on elementary gauge invariant
objects namely the trace of plaquettes. Then we make the following ansatz for the
ground state wave functional given by a product of single plaquette wave functionals
Ψ0 =
∏
~x
[
Ψ−1
(
B−1(~x)
)
Ψ−2
(
B−2(~x)
)
Ψ12
(
B12(~x)
)]
. (E.62)
Here, the variables Bkl(~x) represent the gauge invariant radial part of the color vector
parameterizing the plaquette Ukl(~x) as an element of SU(2) (cf. App. B.1)
Ukl(~y) = cos
(
1
2
Bkl(~y)
)
+ 2 i~nkl(~y) · ~λ sin
(
1
2
Bkl(~y)
)
. (E.63)
~nkl(~y) is a unit vector in color space and Bkl(~y) is restricted to the interval [0, 2π].
The kinetic energy operator T Eq. (4.2) applied to a generic single plaquette wave
functional Ψ(Bkl(~y)) depending on Bkl(~y) can be rewritten as a derivative operator
with respect to Bkl(~y) and one obtains∑
~x,j,a
cj
[
Πaj (~x),
[
Πaj (~x),Ψ(Bkl(~y))
]]
= −2 (ck + cl)
(
∂2
∂Bkl(~y)2
+ cot
(
Bkl(~y)
) ∂
∂Bkl(~y)
)
Ψ
(
Bkl(~y)
)
. (E.64)
In order to arrive at this result, we have used the fact, that the color sum of Πak(~x)
is given by the Laplace-Beltrami operator on SU(2) Eq. (3.31). If one applies the
effective Hamiltonian density to the entire product of single plaquette wave function-
als Ψ0 Eq. (E.62) in order to solve the Schro¨dinger equation, one obtains from the
kinetic energy operator a sum of terms of the form Eq. (E.64), one for each plaque-
tte, multiplied by the remaining single plaquette wave functionals. In addition, there
are also terms containing the product of derivatives of different single plaquette wave
functionals sharing a common link. The derivative is with respect to the common link
of the two different plaquettes. However, these terms can be neglected as we show
a posteriori. Hence, if one divides both sides of the Schro¨dinger equation by Ψ0 one
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obtains a separation of variables. Therefore, one has to solve the following two types
of single plaquette Schro¨dinger equations
1
N−N2⊥
1
a4⊥
2√
λ
{
− 2
η˜2
[
∂2
∂B2p
+ cot
(
Bp
2
)
∂
∂Bp
]
(E.65)
+λ
[
1− cos
(
Bp
2
)]}
Ψ12(Bp) = ǫ12Ψ12(Bp)
and
1
N−N2⊥
1
a4⊥
2√
λ
{
− 1
η˜2
(
1 + η˜2
) [ ∂2
∂B2p
+ cot
(
Bp
2
)
∂
∂Bp
]
(E.66)
+
1
4
λ
η˜2
(1− cos (Bp))
}
Ψ−k(Bp) = ǫ−kΨ−k(Bp) .
First, we solve the single plaquette Schro¨dinger equation for the purely transver-
sal plaquettes U12. Beside the additional factor of 1/η˜
2 in front of the radial part
of the Laplace-Beltrami operator, this equation is equivalent to the single plaquette
Schro¨dinger equation considered by Chin et al. [65] for an equal time Hamiltonian.
Similar to the considerations presented there, we make the following product ansatz
to cancel the cot-term appearing with the first derivative in the radial part of the
Laplace-Beltrami operator in SU(2)
Ψ12(Bp) ≡ Φ12(Bp)
sin (Bp/2)
. (E.67)
Notice that keeping the whole ground state wavefuntional finite everywhere requires
the function Φ12(Bp) to be odd. Equivalently, this means that the function has to
vanish at the origin in order to cancel the singularity originating from the sin-term in
the denominator. For the same reason, the solution Φ12(Bp) has to be periodic with
period 4π. The Schro¨dinger equation for Ψ12 transforms into a Schro¨dinger equation
for Φ12 [
∂2
∂B2p
+ cot
(
Bp
2
)
∂
∂Bp
]
Ψ12(Bp) =
1
sin (Bp/2)
[
∂2
∂B2P
+
1
4
]
Φ12(Bp) . (E.68)
By introducing a new variable x, the parameters a, q and E12
x ≡ Bp
4
, q ≡ −4λ η˜2 , a ≡ 4 + 2 q + 8 η˜2E12 , E12 ≡ 1
2
N−N2⊥ a
4
⊥
√
λ ǫ12 (E.69)
the Schro¨dinger equation for Φ12 Eq. (E.68) can be recasted into the canonical form of
the Mathieu equation which is given by[
∂2
∂x2
+ a− 2 q cos (2x)
]
y(x) = 0 . (E.70)
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In general, the solutions to the Mathieu equation obey the following relations [103]
which we are going to illustrate now. For fixed a, q and for fixed initial conditions, the
Mathieu equation has unique solutions which are even, namely the Mathieu cosine or
odd, namely the Mathieu sine functions. Hence, the general solution to the Mathieu
equation is a linear combination of the Mathieu cosine and Mathieu sine functions.
The required periodicity of the solution yields a quantisation condition for the energy.
Namely, for a given q, there are countably many special values of the parameter a which
is connected to the energy by Eq. (E.69), called the characteristic values, for which the
Mathieu equation admits solutions which are periodic. The characteristic values of
the Mathieu cosine, sine functions respectively are written an(q), bn(q) where n is a
natural number and n = 0, 1, 2, . . .. The respective solutions to the Mathieu equation
are written as cen(q, x) for the periodic Mathieu cosine functions and sen(q, x) for the
periodic Mathieu sine functions. Both the Mathieu cosine and sine have a periodicity
of π for even n and a periodicity of 2π for odd n. Furthermore, the values of an(q)
and bn(q) are strictly monotonic increasing with n for fixed q.
The required 4π-periodicity in Bp of the solution translates into a π-periodicity in x.
Furthermore, the solution has to be odd. These requirements identify the Mathieu
sine function y(x) = se2(q, x) as the function appropriate for the ground state wave
functional
Ψ12,0(Bp) =
se2 (q, Bp/4)
sin (Bp/2)
. (E.71)
The quantisation condition a = a2(q) yields for E12,0 which is related to the ground
state energy density
E12,0 =
1
8η˜2
(a2(q)− 4− 2q) . (E.72)
In the strong coupling limit λ << 1, |q| << 1 the following expansion [103] of the
Mathieu function can be used
se2(q, z) = sin (2z)− 1
12
sin (4z) q
+
(
1
384
sin (6z)− 1
288
sin (2z)
)
q2 +O (q3) . (E.73)
This yields for the ground state wave functional
Ψ12,0(Bp) = 1− 1
6
cos (Bp/2) q +O
(
q2
)
(E.74)
= exp
[
2
3
λ η˜2 cos (Bp/2)
]
+O (λ2 η˜4) . (E.75)
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The expansion [103] of the characteristic value a2(q) = 4− q212 +O (q4) translates into
an expansion of E12,0
E12,0 = λ
(
1− 1
6
λ η˜2 +O (λ2 η˜4)) . (E.76)
The effective Hamiltonian for the U−k-plaquette can be treated in an analogous way.
By the same Ansatz as for the purely transversal plaquette wave functional Eq. (E.67)
one cancels the cot-term in the radial part of the Laplace-Beltrami operator in SU(2).
A convenient choice of variables yields again to the Mathieu equation, however with
different parameters a, q due to the different potential energy term and the asymmetry
in the pre-factors of the longitudinal and the transversal conjugate momentum operator
x ≡ Bp
2
, q ≡ −1
2
λ
(1 + η˜2)
, a ≡ 1 + 2 q + 4η˜
2E−k
1 + η˜2
, E−k ≡ 1
2
N−N2⊥a
4
⊥
√
λ ǫ−k .(E.77)
In this case, the solution y(x) of the Mathieu equation has to be odd. Furthermore, the
4π-periodicity in Bp similar to the U12 plaquette translates into a 2π-periodicity in x.
This identifies the Mathieu function y(x) = se1(q, x) as the appropriate function for
the ground state yielding the following single plaquette ground state wave functional
Ψ−k,0(Bp) =
se1 (q, Bp/2)
sin (Bp/2)
. (E.78)
The quantisation condition a = a1(q) yields for E−k,0 which is related to the ground
state energy density
E−k,0 =
1 + η˜2
4 η˜2
(a1(q)− 1− 2q) . (E.79)
For small |q| << 1, there is an expansion [103] of the Mathieu sine function which is
given by
se1(q, z) = sin (z)− 1
8
sin (3z) q +O (q2) . (E.80)
There is also an expansion [103] of the characteristic value in this limit
a1(q) = 1− q − q
2
8
+O (q3) . (E.81)
Therefore in the strong coupling limit with λ << 1, q << 1 the ground state wave
functional and E−k,0 are given by
Ψ−k,0(Bp) = exp
[
−q
2
(
cos2 (Bp/2)− 1
4
)]
+O (q2) (E.82)
E−k,0 =
1
η˜2
[
3
8
λ− 1
128
· λ
2
1 + η˜2
+O
(
λ3
(1 + η˜2)2
)]
. (E.83)
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As we have already seen in section 4.1, we may neglect the coupling between different
plaquettes in the strong coupling limit since this is a higher order effect in λ. Therefore,
the full ground state wave functional may be approximated by the following product
state of the single plaquette wave functionals
Ψ0 ≈
∏
~y
exp
{
1
3
λ η˜2 Tr
[
Re
(
U12(~y)
) ]}
× exp
{
1
16
λ
1 + η˜2
∑
k
(
Tr
[
Re
(
U−k(~y)
) ])2}
. (E.84)
This ground state wave functional is exact up to order O(λ) due to the fact that
the single site wave functionals are exact up to this order. In addition, the term[
Πj,Ψ1(B
1
p)
] [
Πj,Ψ2(B
2
p)
]
(B1p and B
2
p are plaquettes sharing a common link j) which
we have discussed at the beginning is of order O(λ2) since the plaquette terms inside of
the single site wave functionals are of order O(λ). Therefore, it can be safely neglected.
The correspondent energy density is given by
ǫ0 ≈
∑
~x
[
ǫ12,0 + 2 ǫ−k,0
]
=
1
η˜2
1
a4⊥
(
3
2
+ 2 η˜2
)√
λ+O(λ3/2) . (E.85)
Therefore, we recover with the presented method the ground state wave functional and
the ground state energy in the strong coupling limit obtained by ordinary Rayleigh-
Schro¨dinger perturbation theory in Sec. 4.1.
E.3 Weak coupling
In this appendix, we explicitly compute the ground state wave functional in the weak
coupling limit of the effective Hamiltonian density as it was partially discussed in
Sec. 4.2. The effective Hamiltonian density in terms of the plaquette variables is given
by
Heff,lat = 1
N−N2⊥
1
a4⊥
2√
λ
∑
~x
{
1
2
∑
a
Πa−(~x)
2 +
1
2
λ Tr
[
1− Re
(
U12(~x)
) ]
+
∑
k,a
1
2
1
η˜2
[
Πak(~x)
2 + λ
(
Tr
[ σa
2
Im
(
U−k(~x)
) ])2] . (E.86)
where the plaquettes Uij(~x) are given by
Uij(~x) = exp
(
g iF aij(~x)λ
a
)
(E.87)
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Here F aij(~x) is the lattice discretized version of the non Abelian field strength tensor
F aij(~x) = A
a
j (~x)− Aaj (~x− ~ei)− Aai (~x) + Aai (~x− ~ej)
+g fabcAbi(~x)A
c
j(~x) . (E.88)
It is convenient to rewrite the field strength tensor with the help of the totally anti-
symmetric Levi-Cevita symbol ǫijk defined in Eq. (B.5) in the following form
F aij(~x) = ǫijk B
a
k(~x) + g f
abcAbi(~x)A
c
j(~x) (E.89)
where Bak(~x) is the k-th component of the lattice curl of
~Aa (~x):
Bak(~x) = ǫklm [A
a
m(~x)− Aam(~x− ~el)] . (E.90)
In the weak coupling limit, the SU(2) field strength tensor reduces to the field strength
tensor of an U(1) theory for each color component in leading order in the coupling
constant plus a non-abelian higher order correction. In order to perform a systematic
weak coupling analysis, we rescale the vector potential by a factor of
√
λ
g Aai (~x) =
A˜ai (~x)√
λ
⇒ g Bai (~x) =
B˜ai (~x)√
λ
. (E.91)
By doing the rescaling, the argument of the exponential in Eq. (E.87) defining the
plaquette becomes small and one may expand it in orders of 1/
√
λ. For the same
reason, the links themselves are close to unity and one may apply the expansion of
the Casimir operator Πaj (~x)
2 Eq. (3.32) acting on the link which yields the flat space
Laplacian in leading order given by
∑
a
Πaj (~x)
2 ≈ −λ
∑
a
δ2
δA˜aj (~x)
2
= λ
∑
a
Π˜aj (~x)
2 , Π˜aj (~x) ≡ −i
δ
δA˜aj (~x)
. (E.92)
Here, we have introduced the operator Π˜aj (~x) defined as the derivative with respect to
A˜aj (~x). Therefore, one obtains the following commutation relations among the gauge
potentials and the conjugate momenta
Π˜aj (~x) = −i
δ
δA˜aj (~x)
⇒
[
Π˜ai (~x), A˜
b
j(~y)
]
= −i δabδijδ~x,~y[
Π˜ai (~x), Π˜
b
j(~y)
]
= 0[
A˜ai (~x), A˜
b
j(~y)
]
= 0.
(E.93)
E.3. Weak coupling 159
Hence, the Hamiltonian density in leading order of the coupling constant is given by
Heff,lat = 1
N−N
1
a4
1√
λ
∑
~x,a
[
λ ~Ea(~x)† · ~Ea(~x) + 1
4
~Qa(~x)† · ~Qa(~x)
]
+O
(
1
η˜2 λ
)
.
(E.94)
where we have reabsorbed factors of 1/η˜ into the definition of the vectors ~E, ~B which
have the components
Qai (~x) = cij B˜
a
j (~x) , E
a
i (~x) = cij Π˜
a
j (~x) . (E.95)
Here cij are the matrix elements of the matrix which contains the metric factors
c =
 1η˜ 0 00 1
η˜
0
0 0 1
 . (E.96)
The Hamiltonian Eq. (E.94) depends on the fields Eai (~x) which, in ”coordinate” rep-
resentation, are given by
Eai (~x) = −i cij
∂
∂A˜aj (~x)
. (E.97)
Eai (~x) is given by the functional derivative with respect to the correspondent gauge po-
tential. Therefore, the ground state wave functional obtained by solving for the smallest
eigenvalue of the Schro¨dinger equation for the Hamiltonian Eq. (E.94) is a functional
of the gauge field in “coordinate” representation or configuration space representation.
Since the gauge field itself is not a gauge invariant object one possibly has to project
the wave functional onto the subspace of physical states, i.e. gauge invariant states, if
the solution is not gauge invariant by chance. One can not circumvent this problem
right from the beginning without fixing the gauge and explicitly inverting Gauss’ law
such that one is working with unconstrained variables. The gauge fixing introduces
complicated Jacobians and the inversion of Gauss’ law yields a non-local structure of
the Hamiltonian which make analytical computations without variational optimization
almost impossible. Therefore, we do not fix the gauge. However, instead of describing
the configuration space by the gauge field it turns out to be more advantageous to de-
scribe the configuration space in terms of Bak(~x), a dependent variable on the original
configuration space. Of course, Bak(~x) is also not gauge invariant. However, it may be
thought of as transforming homogeneously with respect to gauge transformations in
the weak coupling limit, i.e. Bk(~x)→ V (~x)Bk(~x)V †(~x) since Bk(~x) can be substituted
by a field strength tensor which transforms homogeneously each time it appears. Of
course, this is only correct up to a higher order correction in the coupling constant g.
However, for our leading order analysis it should be fine. Furthermore, in the weak
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coupling limit Bak(~x) can be connected back and forth along the paths C1 and C2 to
any other arbitrarily chosen space-time point ~x ′ by Schwinger strings SC1(~x, ~x
′) and
SC2(~x
′, ~x) without changing its value in leading order of the coupling constant
Bak(~x) = 2Tr [λ
aBk(~x) ] = 2Tr
[
λa SC2(~x
′, ~x)Bk(~x)S
†
C1(~x
′, ~x)
]
+O(g) . (E.98)
This is possible, because the Schwinger strings are given by the unit operator in leading
order of the coupling constant (cf. Eq. (4.24)). This implies that any colorless combi-
nation of the magnetic fields Bak(~x) which may even involve magnetic fields at different
lattice sites is gauge invariant. Colorless means that there are no uncontracted color
indices. Therefore, for Bak(~x), there is at least a chance that the solution is gauge invari-
ant. The action of the electric field on functionals Ψ(B) or equivalently on functionals
Ψ(Q) is determined by the chain rule and involves the Jacobian
Eai (~x) = −i cij
∑
b,k,~y
∂Qbk(~y)
∂A˜aj (~x)
∂
∂Qbk(~y)
. (E.99)
By using Eq. (E.95) for evaluating the Jacobian and defining the conjugate momentum
to the fields Qai (~x) by
P ai (~x) = −i
∂
∂Qai (~x)
(E.100)
such that the commutation relation among the P ai (~x) and Q
b
j(~y) are standard, we
obtain
Eai (~x) = cij ǫjkl ckm [P
a
m(~x)− P am(~x+ êl)] . (E.101)
In the above Eq. (E.101) we observe, that the momentum operators P ai (~x) are coupled
via a nearest neighbor coupling in position space as we would expect in the weak
coupling limit. In order to decouple the P ai (~x), we perform a Fourier transformation
P ai (~x) =
1
(N−N2⊥)
1/2
∑
~k
Pai (~k)e−i~k·~x
Qai (~x) =
1
(N−N2⊥)
1/2
∑
~k
Qai (~k)e+i~k·~x (E.102)
where
~k ≡ 2π
L
~n ni = 0, . . . , Ni − 1 . (E.103)
The Fourier coefficients obey the following commutation relation[
Pai (~k),Qbj(~k′)
]
= −i δabδijδ~k,~k′[
Pai (~k),Pbj (~k′)
]
= 0[
Qai (~k),Qbj(~k′)
]
= 0 . (E.104)
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Note, that due to the hermeticity of P andQ, the Fourier Coefficients obey the following
relations:
Pai (~k)† = Pai (−~k)
Qai (~k)† = Qai (−~k) . (E.105)
After expressing the fields by their Fourier components, the Hamiltonian is given by
Heff,lat = 1
N−N
1
a4
1√
λ
∑
~x,a
[
λ ~Pa(~k)† ·R(~k) · ~Pa(~k) + 1
4
~Qa(~k)† · ~Qa(~k)
]
+O
(
1
η˜2 λ
)
(E.106)
where the matrix R(~k) is given by
R(~k) =
4
η˜4
 η˜2 s22 + s23 −η˜2 s1 s2 e−i1+i2 −η˜ s1 s3 e−i1+i3−η˜2 s2 s1e−i2+i1 η˜2 s21 + s23 −η˜ s2 s3 e−i2+i3
−η˜ s3 s1e−i3+i1 −η˜ s3 s2 e−i3+i2 η˜2 s21 + η˜2 s22
 (E.107)
with
si ≡ sin
(
ki
2
)
, ii = i
ki
2
. (E.108)
The structure of the Hamiltonian Eq. (E.106) is similar to the compact U(1) equal
time Hamiltonian considered in the harmonic approximation by Hamer et. al. [82].
Therefore, we perform analogous steps in order to solve for the ground state wave
functional and the ground state energy. The matrix R(~k) is a Hermitian matrix and
may be diagonalized by a unitary transformation
U(~k)R(~k)U(~k)† =
 ∆(~k) 0 00 ∆(~k) 0
0 0 0
 , ∆(~k) ≡ 4
η˜4
(
η˜2 s21 + η˜
2 s22 + s
2
3
)
. (E.109)
The unitary transformation matrix U(~k) is given by
U(~k) =
 i
s2
n1
e−i1 −i s1
n1
e−i2 0
− s1 s3
n2
e−i1 − s2 s3
n2
e−i2 η˜ s
2
1+η˜ s
2
2
n2
e−i3
i η˜ s1
n3
e−i1 i η˜ s2
n3
e−i2 i s3
n3
e−i3
 (E.110)
with
n1 ≡
(
s21 + s
2
2
)1/2
n2 ≡ n1 n3
n3 ≡
(
η˜2 s21 + η˜
2 s22 + s
2
3
)1/2
. (E.111)
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One may introduce the following operators
~La(~k) ≡ U(~k) · ~Pa(~k)
~ωa(~k) ≡ U∗(~k) · ~Qa(~k) . (E.112)
By choosing the unitary transformations in the above way, the commutation relations
between the components of Lai (~k) and ωbj(~k) are simple[
Lai (~k), ωbj(~k′)
]
= −iδa,bδi,jδ~k,~k′ (E.113)
and the effective Hamiltonian reduces to
Heff,lat = 1
N−N
1
a4
1√
λ
∑
~k,a
{
λ∆(~k)
2∑
j=1
[
Laj (~k)†Laj (~k) +
1
4
ωaj (
~k)†ωaj (~k)
]}
+O
(
1
η˜2λ
)
. (E.114)
Note, in the above Eq. (E.114) we have discarded the third component of ~ωa(~k) which
is given by
ωa3(
~k) =
[
U∗(~k)
]
3m
Qam(~k) =
i
n3
3∑
j=1
sj e
−ij Baj (~k) . (E.115)
In position space, this is proportional to the lattice divergence of Baj (~x) due to the
convolution theorem. Therefore it vanishes identically and can be discarded.
The Hamiltonian Eq. (E.114) is equivalent to a Hamiltonian of uncoupled harmonic
oscillators, which may be diagonalized by an Bogolioubov transformation. Therefore,
we introduce the following operators
αaj (
~k) ≡ 1√
2
[
c(~k)Laj (~k)− i
1
c(~k)
ωaj (
~k)†
]
αaj (
~k)† ≡ 1√
2
[
c(~k)Laj (~k)† + i
1
c(~k)
ωaj (
~k)
]
(E.116)
where c(~k) is given by
c(~k) ≡
(
4∆(~k)λ
)1/4
. (E.117)
They have the following commutation relation[
αaj (
~k), αbm(
~k′)†
]
= δa,bδj,mδ~k,~k′ . (E.118)
E.3. Weak coupling 163
This transformation has the following inverse transformation
Laj (~k) =
1√
2
1
c(~k)
[
αaj (
~k) + αaj (−~k)†
]
ωaj (
~k) = − i√
2
c(~k)
[
αaj (−~k)− αaj (~k)†
]
. (E.119)
Then, the Hamiltonian is in the standard form for a chain of harmonic oscillators
Heff,lat = 1
N−N
1
a4
1√
λ
∑
~k
c(~k)2
4
3∑
a=1
2∑
j=1
[
αaj (
~k)†αaj (~k) + α
a
j (−~k)†αaj (−~k) + 1
]
+O
(
1
η˜2 λ
)
. (E.120)
It has reduced to two spatial degrees of freedom. This reflects the fact, that there
are only two physical polarizations degrees of freedom. By inspecting the Hamiltonian
Eq. (E.120), the ground state is given by the condition
αaj (
~k) |Ψ0〉 = 0 (E.121)
and the ground state energy density is given by
ǫ0 =
1
N−N
1
a4
1√
λ
3
2
∑
~k
c(~k)2
=
1
N−N
1
a4
6
η˜2
∑
~k
(
η˜2 s21 + η˜
2 s22 + s
2
3
)1/2
. (E.122)
The ground state wave functional is given by
Ψ0 = exp
−12∑
~k 6=~0
1
c(~k)2
3∑
a=1
2∑
j=1
ωaj (
~k)† ωaj (~k)
 . (E.123)
In terms of the original variables, we have
Ψ0 = exp
−√λ∑
~x,~x′
∑
a
g
2
~Ba(~x)Γη(~x− ~x′)g
2
~Ba(~x′)
 (E.124)
with
Γη(~x− ~x′) ≡
 γη(~x− ~x′) 0 00 γη(~x− ~x′) 0
0 0 η˜2γη(~x− ~x′)
 (E.125)
and
γη(~x− ~x′) ≡ 1
2
1
N−N2⊥
∑
~k 6=~0
ei
~k·(~x−~x′)
(η˜2s21 + η˜
2 s22 + s
2
3)
1/2
. (E.126)
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