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Introduction
In this paper we study the existence and nonexistence of travelling waves to the reaction-diffusion system of the form where a, b are functions of (x, t); D > 0, E > 0, k > 0, q > 1 are constants. System (1.1) arises from the two-dimensional iodate-arsenous-acid (IAA) reaction with a constant electric field applied. The full PDE system of (IAA) reaction takes the form The (IAA) model is a good example of simple chemical reactions which demonstrates the interesting phenomenon of instability driven by buoyancy of front wave. Extensive experiments are done in recent years for the pure cubic reaction; see [3, 4, 9, 11, 12, 16, 18] .
With the introduction of the stream function ψ, elimination of pressure from the equations and dimensionless transformation, we derive
where
and Γ a parameter proportional to the field-free pressure difference of reactant and product.
Since we are mainly interested in the existence and nonexistence of a planar travelling wave, we shall only consider the one-dimensional case with the pressure difference Γ = 0. In this case, the system (1.3) reduces to (1.1).
A nonnegative solution (a, b) of system (1.1) is called a travelling wave of speed c if a(x, t) = α(z), b(x, t) = β(z), with z = x − ct and c a positive constant, satisfying system (1.1) in classical sense and taking the boundary conditions
The organization of the rest of the paper is as follows. In Section 2, we perform some preliminary analysis to demonstrate various features of system (1.1). In Section 3, we prove the main results.
We note that in spite of the large amount of studies on the travelling wave of single equations, see [21] for an excellent review, the rigorous mathematical study of similar systems to ours appears only recently. We refer the reader to the works of Ai and Huang [1] , Chen and Guo [5] , Focant and Gallay [8] , Guo and Tsai [10] , Hosono [13] , Hou and Li [14] , Huang [15] , Nolen and Xin [17] , Shi and Wang [19] and Wu and Xing [20] for the most recent progress.
Preliminary

Necessary conditions of travelling waves
To obtain the existence and nonexistence of travelling waves to system (1.1), we need to consider the corresponding travelling wave equations. These are derived by introducing the travelling coordinate z = x − ct, where c > 0 is the wave speed and then assuming that a(x, t) = α(z), b(x, t) = β(z). This leads to the ordinary differential equations
To normalize the situation, it is chosen in this paper that β 0 = 1. Hence, finding a travelling wave of system (1.1) is to
where α 0 > 0 is a constant to be determined. 
with strict inequality if z 2 ≪ −1, which shows α z (z) > 0 if z ≪ −1, and hence everywhere. This implies 0 < α < α 0 on R. Similarly, β z < 0 and 0 < β < 1 on R. Furthermore, we have
This is impossible since α z > 0 on R. Hence c > E. Similarly, it can be proved that c > DE. Therefore, c > E max{1, D}. Next, we prove that α 0 = (c − DE)/(c − E). Adding the two equations in (2.2) together, we have
Remark 2.1. It is easy to show that
if there exists a solution to system (2.1) with the boundary condition (1.4).
Properties of travelling wave
Assume that (2.3) holds and (α, β) solves system (2.2). From the proof of Proposition 2.1, we have
With the new variable γ = β z , the system which is comprised of the second equation of (2.2) and (2.5) is transformed to an equivalent ODE system
It is clear that in the (α, β, γ ) phase space, there are two equilibrium points (0, 1, 0) and (α 0 , 0, 0).
Proposition 2.2.
Any solution (α, β) to system (2.2) or (α, β, γ ) to system (2.6) has the following properties. 
(v) The equilibrium point (α 0 , 0, 0) is a sink. The eigenvalues and associated eigenvectors are
Proof. Property (i) is shown in the proof of Proposition 2.1. Now we prove Property (ii). It follows from (2.5) that
(2.7)
Note that α z > 0 and 0 < β < 1 on R. Suppose D < 1. Integrating (2.7) from −∞ to z yields
Hence, α + Dβ > D on R. In addition, from (2.5), we also have For (iii), from (2.2), we have
For (iv) and (v), the proof is a routine exercise, and we omit it.
Remark 2.2. Property (iv) shows that the travelling wave we are looking for is indeed the one dimensional unstable manifold associated with the equilibrium (0, 1, 0). Hence, given c > E max{1, D}, a travelling wave of speed c, if it exists, is unique up to a translation.
if there exists a solution to system (2.2). We also note
A non-autonomous second order system
Assume that (2.9) holds and α 0 = (c − DE)/(c − E). By using a suitable transformation and change of variables, we shall turn the third order autonomous system (2.6) into a second order non-autonomous system. To make the resulting system as simple as possible, we also scale the other variables. First, we introduce
This changes system (2.6) to
(2.10)
Since u y > 0 for the solution of interest, we can use u as the independent variable. Let N(u) = u y and M(u) = w(y); thus system (2.10) with the right boundary condition at y = −∞ is equivalent to the following system of second order non-autonomous ODEs 11) where N ′ and M ′ denote the derivatives to u.
Lemma 2.1. Assume that (2.9) holds. Then for every k > 0, σ > 0, q > 1 and δ > 0, system (2.11) has a unique solution. In addition,
12) Proof. The first result can be verified by the Taylor expansion at u = 0 using elementary analysis. When N(1) > 0, N and M can be continued passing through u = 1, which yields β < 0 at some point, a violation of the basic requirement that 0 < β < 1 on R. When N(1) = 0, it can be checked that
It means, in the original variables,
For more details, see the proof of Lemma 2.2 in [6].
A scalar equation
Next we review the existence of solutions to the following equation
where h is a positive constant. This is the special case of D = 1 in system (2.11) since M is proportional to u. For given q and k, we seek upper bounds on h for the existence of a solution. Since a solution to (2.13), if it exists, satisfies u y > 0 on R, we can write u y = G(u) and work on the (u, G) phase plane. The resulting equation on the (u, G) phase plane is
(2.14)
There is a one-to-one correspondence between solutions to (2.13) and solutions to (2.14) satisfying the additional requirement G(1) = 0. 
(2.15)
Proof. By the comparison principle, we can obtain the existence of G and H(q, k). The exact value of H(q, k) is calculated in [2] . We omit details, because it is a standard argument.
Main results
Proof. If D = 1, then δ = 1. From statement (ii) of Proposition 2.2, we have
which, together with (2.12), implies that δM(u) > σ 2 u for sufficiently small positive u.
Proof. A second order Taylor expansion near u = 0 shows that
for all sufficiently small positive u. Set
 .
Now we prove that B = 1. Suppose to the contrary that B < 1. For u ∈ (0, B] ,
In addition, Proof. If D < 1, then δ < 1 and
which, together with (2.12), yields that δM(u) < σ 2 u for sufficiently small positive u. By Gronwall's inequality, δM(u) ≤ σ 
where J = max{4, 1/H(q, k)};
(ii) there exists a travelling wave of speed c to system (1.1) if c ≥ max
where F = −1 + 
From Lemma 2.1, there exists no solution to system (2.2). Hence, there exists no travelling wave of speed c to system (1.1).
Next, we prove statement (ii). If
It follows from (2.11) and Lemma 3.4 that
. By the Taylor expansion near u = 0, one can show that
for sufficiently small positive u. By Lemma 2.2 and the comparison principle, constants, we get a more general system with artificial advection. We believe that most of the arguments of this paper can be carried through to cover this more general case. But, since we are lacking conviction that such a system arises from an interesting physical model, we will not discuss the case here. Another concern is that the statements of our result is already too complex to warrant intuitive interpretation at this time for us. Therefore, we choose to stick with the present case.
