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7 Comparison morphisms between two projectiveresolutions of monomial algebras
Mar´ıa Julia Redondo and Lucrecia Roma´n ∗†
Abstract
We construct comparison morphisms between two well-known projective res-
olutions of a monomial algebra A: the bar resolution BarA and Bardzell’s reso-
lution ApA; the first one is used to define the cup product and the Lie bracket on
the Hochschild cohomology HH∗(A) and the second one has been shown to be
an efficient tool for computations of these cohomology groups. The constructed
comparison morphisms allow us to show that the cup product restricted to even
degrees of the Hochschild cohomology has a very simple description. Moreover,
for A = kQ/I a monomial algebra such that dimk eiAej = 1 whenever there
exists an arrow α : i → j ∈ Q1, we describe the Lie action of the Lie algebra
HH1(A) on HH∗(A).
2010 MSC: 16E40 16W99
1 Introduction
Hochschild cohomology of associative algebras was introduced by G. Hochschild
in [9] and since then it has been studied by many authors in different areas of
mathematics. In the case where A is an algebra over a ring k such that A is
k-projective, Cartan and Eilenberg give a useful interpretation of the Hochschild
cohomology groups HHn(A,A) with coefficients in A. They prove that these groups
can be identified with the groups ExtnAe(A,A) and thus be calculated using arbi-
trary projective resolutions of A over its enveloping algebra Ae, see [5]. Despite
this freedom of choice to calculate cohomology groups, it is not the case with some
of the structures defined in cohomology: the sum HH∗(A) = ⊕n≥0HH
n(A) is a
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Gerstenhaber algebra, that is, it is a graded commutative ring via the cup prod-
uct ∪ : HHn(A) × HHm(A) → HHn+m(A), a graded Lie algebra via the bracket
[−,−] : HHn(A) × HHm(A) → HHn+m−1(A), and these two structures are related,
see [7]. One wants to understand the structure of HH∗(A) as a ring and as graded
Lie algebra but the problem is that these structures are defined in terms of the bar
resolution BarA of A, where historically the cohomology groups were defined, and
the computations of these groups are made, in general, using a convenient projective
resolution.
Important improvements have been made when considering the cup product: it
has another description, the Yoneda product, which can be transported easily to the
complex obtained by using any other projective resolution. This has been used to
described the ring structure of HH∗(A) for many algebras A such as radical square
zero algebras [6], truncated quiver algebras [1], Koszul algebras [4] and so on.
On the other hand, so far, the bracket has no similar description; for this rea-
son there are only a few classes of algebras in which the bracket has been deter-
mined. The question about finding a way to compute the Gerstenhaber bracket on
Hochschild cohomology in terms of arbitrary projective resolutions, was raised by
Gerstenhaber and Schack in [8, p. 256]. Ten years later, Schwede gave in [12] a beau-
tiful interpretation of the bracket in terms of bimodule self-extensions of A, based
on Retakh’s description of extension categories. Recently, Negron and Witherspoon
succeeded in finding, under some conditions, a definition of Gerstenhaber’s graded
Lie bracket on complexes other than the bar complex (see [10]) and Sua´rez-Alvarez
gave a way to compute the Lie brackets restricted to HH1(A)×HH∗(A) in terms of
arbitrary projective resolutions of A, see [14].
In this paper we concentrate on the particular case of monomial algebras, that
is, algebras A = kQ/I where I can be chosen as generated by paths. For this family
of algebras one has a detailed description of a minimal resolution of the Ae-module
A given by Bardzell in [3]; we will denote it by ApA and recall it in Section 2.
Although the construction of this resolution has hard combinatorial calculations, it
has been shown to be an efficient tool for many computations because it can be
described directly from paths in the quiver Q. Then it is natural to try to define
both structures, the cup product and the Lie bracket, using this resolution. In this
article we construct explicit comparison morphisms
BarA
G //
ApA
F
oo
between the two resolutions involved. Thus using the quasi-isomorphisms between
the derived complexes we can transport structures on the complex HomAe(BarA,A)
to the complex HomAe(ApA,A) and as an application we are able to define the
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Gerstenhaber algebra structures on the complex obtained using Bardzell’s minimal
resolution.
When restricting to truncated quiver algebras, a subclass of monomial algebras,
our comparison morphisms F and G restrict to those defined in [1].
The paper is organized as follows. In Section 2 we introduce all the neces-
sary terminology, we recall the two projective resolutions and the definition of a
Gerstenhaber algebra. In Section 3 we define the maps F : ApA → BarA and
G : BarA → ApA, and we establish the main result of this work: for a monomial
algebra A, F and G are comparison morphisms. We also present some properties
of these morphisms for the subsequent proof in Sections 4 and 5. The last section
provides a small example to show our technique together with two more general
applications: in the first one, we study the Lie action of the Lie algebra HH1(A)
of outer derivations of A on HH∗(A), when A is a monomial algebra that satisfies
the following property: dimk eiAej = 1 if there exists α : i → j ∈ Q1. In the sec-
ond one, we show that the cup product restricted to even degrees of the Hochschild
cohomology has a very simple description.
2 Preliminaries
2.1 Quivers, relations and monomial algebras
We briefly recall some concepts concerning quivers and monomial algebras; for un-
explained notions we refer the reader, for instance, to [2].
A finite quiver Q is a finite set of vertices Q0, a finite set of arrows Q1, and two
maps s, t : Q1 → Q0 associating to each arrow α its source s(α) and its target t(α).
A path w of length l is a sequence of l arrows α1 . . . αl such that t(αi) = s(αi+1).
We denote by |w| the length of the path w. We put s(w) = s(α1) and t(w) = t(αl).
For any vertex x we consider ex the trivial path of length zero and we put s(ex) =
t(ex) = x.
We say that a path w divides a path u if u = L(w)wR(w), where L(w) and R(w)
are not simultaneously paths of length zero.
The path algebra kQ is the k-vector space with basis the set of paths in Q;
the product on the basis elements is given by the concatenation of the sequences of
arrows of the paths w and w′ if they form a path (namely, if t(w) = s(w′)) and zero
otherwise. Vertices form a complete set of orthogonal idempotents of kQ. Let F be
the two-sided ideal of kQ generated by the arrows of Q. A two-sided ideal I of kQ
is said to be admissible if there exists an integer m ≥ 2 such that Fm ⊆ I ⊆ F 2.
The elements in I are called relations, and kQ/I is called a monomial algebra if the
ideal I is generated by paths.
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By a fundamental result in representation theory it is well known that if A is an
associative, basic, indecomposable, finite dimensional algebra over an algebraically
closed field k, there exists a finite quiver Q such that A is Morita equivalent to kQ/I,
where kQ is the path algebra of Q and I is an admissible two-sided ideal of kQ.
From now on we will assume that A = kQ/I is a monomial algebra. We also
assume that the ideal I is generated by paths of minimal length, and we fix a minimal
set R of paths, of minimal length, that generate the ideal I. Moreover, we denote
by P the set of paths in Q such that the set {γ + I, γ ∈ P} is a basis of A = kQ/I.
It is clear that Q0 ∪Q1 ⊆ P since I ⊆ F
2.
2.2 The standard bar resolution BarA
The bar resolution BarA = (Bn, bn+1)n≥0 is the following resolution of A by A
e-
modules, where Ae = A ⊗ Aop is the enveloping algebra and ⊗ = ⊗k. To begin
with, Bn = A
⊗(n+2) is the (n + 2)-fold tensor product of A with itself over k. The
Ae-linear map bn+1 : Bn+1 → Bn,
bn+1(α0⊗α1⊗· · ·⊗αn+1⊗αn+2) =
n+1∑
i=0
(−1)iα0⊗α1⊗· · ·⊗αiαi+1⊗· · ·⊗αn+1⊗αn+2,
turns BarA into a complex, which is acyclic in all degrees except in degree 0, wherein
its homology is isomorphic to A. The multiplication map ε : A ⊗ A → A given by
ε(a⊗ b) = ab provides an augmentation BarA→ A→ 0.
For a path algebra A = kQ/I, we can consider E = kQ0 the subalgebra of A
generated by the set of vertices Q0, and in this case the standard bar resolution can
be redefined using tensor products over E. We also denote this resolution by BarA.
It is a very well-known fact that the Hochschild cohomology HH∗(A) is isomor-
phic to H∗(HomAe(BarA,A)).
2.3 Bardzell’s resolution ApA
Bardzell’s resolution ApA = (A⊗ kAPn ⊗ A, dn+1)n≥0 is a minimal resolution that
was introduced by Bardzell in [3] for monomial algebras.
Given a monomial algebra A = kQ/I with R a minimal set of paths, of minimal
length, that generate the ideal I, let AP0 = Q0, AP1 = Q1 and for n ≥ 2 let APn
be the set of supports of n-concatenations which are defined inductively as follows:
given any directed path T in Q, consider the set of vertices that are starting and
ending points of arrows belonging to T , and consider the natural order < in this set.
Let R(T ) be the set of paths in R that are contained in the directed path T . Take
p1 ∈ R(T ) and consider the set
L1 = {p ∈ R(T ) : s(p1) < s(p) < t(p1)}.
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If L1 6= ∅, let p2 be such that s(p2) is minimal with respect to all p ∈ L1. Now
assume that p1, p2, . . . , pj have been constructed. Let
Lj+1 = {p ∈ R(T ) : t(pj−1) ≤ s(p) < t(pj)}.
If Lj+1 6= ∅, let pj+1 be such that s(pj+1) is minimal with respect to all p ∈ Lj+1.
Thus (p1, . . . , pn−1) is an n-concatenation and we denote by w(p1, . . . , pn−1) the
support of the concatenation, that is, the path from s(p1) to t(pn−1) along the
directed path T .
These concatenations can be pictured as follows:
p1 //
p2
//
p3 //
p4
//
p5 //
. . .
For any w ∈ APn define Sub(w) = {w
′ ∈ APn−1 : w
′ divides w}.
We can dualize the construction of the sets APn: given q1 ∈ R(T ) consider the
set
Lop1 = {q ∈ R(T ) : s(q1) < t(q) < t(q1)}.
If Lop1 6= ∅, let q2 be such that t(q2) is maximal with respect to all q ∈ L
op
1 . Now
assume that q1, q2, . . . , qj have been constructed. Let
Lopj+1 = {q ∈ R(T ) : s(qj) < t(q) ≤ s(qj−1)}.
If Lopj+1 6= ∅, let qj+1 be such that t(qj+1) is maximal with respect to all q ∈ L
op
j+1.
Thus (qn−1, . . . , q1) is an n-op-concatenation, we denote by w
op(qn−1, . . . , q1) the
support of the concatenation, that is, the path from s(qn−1) to t(q1) along the
directed path T , and AP opn is the set of supports of n-op-concatenations. Moreover,
we denote wop(qn−1, . . . , q1) = w
op(q1, . . . , qn−1). It is shown in [3, Lemma 3.1] that
APn = AP
op
n .
Now we are ready to describe Bardzell’s resolution ApA = (A⊗kAPn⊗A, dn+1)n≥0.
To begin with, kX is the vector space generated by the set X and all tensor products
are taken over E = kQ0, the subalgebra of A generated by the vertices. In order to
define the Ae-linear maps dn : A⊗kAPn⊗A→ A⊗kAPn−1⊗A we need the following
notations: if n ≥ 2, for any w ∈ APn and ψ ∈ Sub(w) we denote w = L(ψ)ψR(ψ).
In particular, if n = 2m+ 1, then Sub(w) = {ψ1, ψ2} and w = ψ1R(ψ1) = L(ψ2)ψ2,
see [3, Lemma 3.3]. Then
d1(1⊗ α⊗ 1) = α⊗ et(α) ⊗ 1− 1⊗ es(α) ⊗ α,
d2m(1⊗w ⊗ 1) =
∑
ψ∈Sub(w)
L(ψ)⊗ ψ ⊗R(ψ),
d2m+1(1⊗w ⊗ 1) = L(ψ2)⊗ ψ2 ⊗ 1− 1⊗ ψ1 ⊗R(ψ1).
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The multiplication map µ : A⊗ kQ0 ⊗A→ A given by µ(1⊗ ei ⊗ 1) = ei, provides
an augmentation ApA→ A→ 0.
We are interested in algebras that are projective over k, and in this case it is
well known that the Hochschild cohomology HH∗(A) is isomorphic to Ext∗Ae(A,A) =
H∗(HomAe(ApA,A)).
2.4 The Gerstenhaber algebra HH∗(A)
In [7] Gerstenhaber introduced two structures on the Hochschild cohomology HH∗(A),
namely the cup product ∪ and the bracket [−,−]. They are defined using explicit
formulas in terms of cochains in the complex HomAe(BarA,A) as follows: given f ∈
HomAe(A
⊗n+2 , A) and g ∈ HomAe(A
⊗m+2 , A) we have f ∪ g ∈ HomAe(A
⊗m+n+2 , A)
defined by
f ∪ g(1⊗ v1⊗ · · · ⊗ vn+m⊗ 1) = f(1⊗ v1⊗ · · · ⊗ vn⊗ 1)g(1⊗ vn+1⊗ · · · ⊗ vn+m⊗ 1)
and [f, g] ∈ HomAe(A
⊗m+n+1 , A) defined by
[f, g] = f ◦ g − (−1)(n−1)(m−1)g ◦ f
where
f ◦ g =
n∑
i=1
(−1)(i−1)(m−1)f ◦i g
and
f ◦i g(1 ⊗ v1 ⊗ · · · ⊗ vn+m−1 ⊗ 1)
= f(1⊗ v1 ⊗ · · · ⊗ vi−1 ⊗ g(1⊗ vi ⊗ . . . vi+m−1 ⊗ 1)⊗ vi+m ⊗ . . . vn+m−1 ⊗ 1).
These products induce well defined products on Hochschild cohomology
∪ : HHn(A)×HHm(A)→ HHn+m(A)
[−,−] : HHn(A)×HHm(A)→ HHn+m−1(A)
in such a way that (HH∗(A),∪, [−,−]) becomes a Gerstenhaber algebra, that is,
(HH∗(A),∪) is a graded commutative ring, (HH∗(A), [−,−]) is a graded Lie algebra,
and the bracket is compatible with the cup product since it acts through graded
derivations, see [7].
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3 The comparison morphisms
A comparison morphism between two projective resolutions of an algebra A is a
morphism of chain complexes that lifts the identity map on A. The existence of
such morphisms is clear, see for example [5]. However, an explicit construction of
these morphisms is not always easy. In the next two subsections we will define maps
F : ApA→ BarA and G : BarA→ ApA
that allow us to obtain the main result of this article, that is, for a monomial algebra
A the maps F and G are comparison morphisms.
We will start with the definition of the Ae-linear maps:
A⊗E kAPn ⊗E A
Fn //
A⊗
n+2
E
Gn
oo
for n ≥ 0 and then we will show the commutativity of the diagrams
A⊗ kAPn ⊗A
Fn

dn // A⊗ kAPn−1 ⊗A
Fn−1

A⊗
n+2
Gn

bn // A⊗
n+1
Gn−1

A⊗
n+2 bn // A⊗
n+1
, A⊗ kAPn ⊗A
dn // A⊗ kAPn−1 ⊗A.
This proof is not immediate, and Sections 4 and 5 are devoted exclusively to it.
3.1 The map F : ApA→ BarA
We define the Ae-linear maps Fn : A⊗ kAPn ⊗A −→ A
⊗n+2 as follows:
F0(1⊗ e⊗ 1) = e⊗ 1,
F1(1⊗ α⊗ 1) = 1⊗ α⊗ 1,
Fn(1⊗ w ⊗ 1) =
m−1∑
i=1
1⊗ Li+1Fn−1(1⊗ ζi+1 ⊗ 1)Ri+1, if n ≥ 2
where Sub(w) = {ζ1, . . . , ζm} ⊂ APn−1 is an ordered set such that if i < j then
s(ζi) < s(ζj) with respect to the order given in the support of w, and Li, Ri are the
paths defined by
w = LiζiRi for i = 1, . . . ,m.
Remark 3.1.
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1) If n = 2 and w = α1 . . . αs ∈ AP2 , αi ∈ Q1, then Sub(w) = {α1, . . . , αs}.
Thus
F2(1⊗ w ⊗ 1) =
s−1∑
i=1
1⊗ α1 . . . αiF1(1⊗ αi+1 ⊗ 1)αi+2 . . . αs
=
s−1∑
i=1
1⊗ α1 . . . αi ⊗ αi+1 ⊗ αi+2 . . . αs.
2) If Sub(w) = {ζ1, ζ2} for w ∈ APn with w = L(ζ2)ζ2, we have that
Fn(1⊗ w ⊗ 1) = 1⊗ L(ζ2)Fn−1(1⊗ ζ2 ⊗ 1).
In particular this is true if n is odd, see [3, Lemma 3.3].
3) If c ∈ A and w ∈ APn then
bn+1(1⊗ cFn(1⊗ w ⊗ 1)) = cFn(1⊗ w ⊗ 1)− 1⊗ cbnFn(1⊗ w ⊗ 1),
since bn+1 is linear and
bn+1(1⊗ c(a0 ⊗ · · · ⊗ an+1)) = c(a0 ⊗ · · · ⊗ an+1)− 1⊗ bn(c(a0 ⊗ · · · ⊗ an+1))
= c(a0 ⊗ · · · ⊗ an+1)− 1⊗ cbn(a0 ⊗ · · · ⊗ an+1).
3.2 The map G : BarA→ ApA
Since the sought morphism G is a morphism of A-bimodules, we only have to define
it on basis elements
1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1, vi ∈ P, t(vi) = s(vi+1)
of A⊗n+2. For this, we will need to distinguish certain n-sequences (v1, . . . , vn) in
Pn.
Definition 3.2. An n-sequence (v1, . . . , vn) ∈ P
n is called well-concatenated if
t(vi) = s(vi+1) for i = 1, . . . , n−1. For any well-concatenated n-sequence (v1, . . . , vn)
we define the sets
Modd =Modd(v1, . . . , vn) = {j : v2j−1.v2j 6∈ I},
Meven =Meven(v1, . . . , vn) = {j : v2j .v2j+1 6∈ I}.
The well-concatenated n-sequence (v1, . . . , vn) is called good if n is even andModd =
∅ or if n is odd and Meven = ∅. Otherwise, the well-concatenated n-sequence
(v1, . . . , vn) is called bad.
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For any good n-sequence (v1, . . . , vn), we consider the subset of APn:
χ(v1, . . . , vn) = {w ∈ APn : v1 . . . vn = L(w)wR(w)}.
Now the Ae-linear maps Gn : A
⊗n+2 −→ A⊗ kAPn ⊗A are given by
G0(1⊗ 1) = 1⊗ 1⊗ 1 =
∑
i∈Q0
1⊗ ei ⊗ 1,
G1(1⊗ v ⊗ 1) =
{∑s
i=1 α1 . . . αi−1 ⊗ αi ⊗ αi+1 . . . αs, if v = α1 . . . αs,
0, if |v| = 0.
If 1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1 is a basis element in A
⊗n+2 and the n-sequence (v1, . . . , vn)
is bad or χ(v1, . . . , vn) = ∅, then
Gn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) = 0.
Otherwise, if χ(v1, . . . , vn) 6= ∅,
Gn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) = L(w1)⊗ w1 ⊗R(w1), if n is even,
where w1 is such that s(w1) = min {s(w) : w ∈ χ(v1, . . . , vn)} and
Gn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) =
∑
w∈χ(v1,...,vn)
s(v1)≤s(w)<t(v1)
L(w)⊗ w ⊗R(w), if n is odd.
4 The map F is a comparison morphism
First we establish some preliminary results about the sets APn that will be used
in the forthcoming proof. In the first lemmas we describe right and left divisors of
paths of the form aw and wb respectively, for w the support of a concatenation and
a, b ∈ P.
Lemma 4.1. Let w = wop(q1, . . . , q2n−1) ∈ AP2n.
(i) If v = v(p1, . . . , p2n−2) ∈ AP2n−1 is such that aw = vb with a, b paths in Q
and a ∈ P then t(p2n−2) ≤ s(q
2n−1), and therefore b ∈ I.
(ii) If u = u(p1, . . . , p2n−1) ∈ AP2n is such that aw = ub with a, b ∈ P then there
exists z ∈ AP2n+1 such that z divides the path ub and s(z) = s(u).
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Proof. (i) We use an inductive procedure to show that
s(q2j−1) < t(p2j−1) (1)
s(p2j) ≤ s(q
2j−1) (2)
t(p2j) ≤ t(q
2j−1) (3)
for all j = 1, . . . , n−1. It is clear that the second inequality implies the third because
p2j , q
2j−1 are minimal relations. The hypothesis a ∈ P implies that
s(p1) < s(q
1) < t(p1). (4)
Since p2 has been chosen in the set L1 = {γ ∈ R(v) : s(p1) < s(γ) < t(p1)} with
s(p2) minimal with respect to all γ ∈ L1, from (4) it follows that s(p2) ≤ s(q
1) and
therefore, t(p2) ≤ t(q
1).
By induction hypothesis we assume that the inequalities (1), (2) and (3) are
satisfied. By construction of v it follows that t(p2j−1) ≤ s(p2j+1) < t(p2j) and using
the inequalities of the inductive hypothesis we obtain that s(q2j−1) < s(p2j+1) <
t(q2j−1). These last inequalities imply that
t(q2j−1) < t(p2j+1). (5)
Since q2j−1 has been chosen in the set Lop2j−1 = {γ ∈ R(w) : s(q
2j) < t(γ) ≤ s(q2j+1)}
with t(q2j−1) maximum with respect to all γ ∈ Lop2j−1, (5) implies that p2j+1 6∈ L
op
2j−1,
and since s(q2j) < t(q2j−1) < t(p2j+1) we have that
s(q2j+1) < t(p2j+1). (6)
Therefore, from (3), (6) and by construction of wop we have that
t(p2j) ≤ t(q
2j−1) ≤ s(q2j+1) < t(p2j+1).
Since p2j+2 has been chosen in the set L2j+2 = {γ ∈ R(v) : t(p2j) ≤ s(γ) < t(p2j+1)}
with s(p2j+2) minimal with respect to all γ ∈ L2j+2, we can conclude that
s(p2j+2) ≤ s(q
2j+1) and therefore t(p2j+2) ≤ t(q
2j+1). (7)
In particular, we have that t(p2n−2) ≤ t(q
2n−3) ≤ s(q2n−1).
(ii) To prove the existence of z we have to show that there exists p2n ∈ R such
that z = z(p1, . . . , p2n−1, p2n) belongs to AP2n+1, that is, we must verify that the
set
{q ∈ R(aw) : t(p2n−2) ≤ s(q) < t(p2n−1)}
is not empty. Since b ∈ P we have that s(q2n−1) < t(p2n−1), and from (i) we know
that t(p2n−2) ≤ s(q
2n−1). Therefore q2n−1 ∈ {q ∈ R(aw) : t(p2n−2) ≤ s(q) <
t(p2n−1)}. 
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Lemma 4.2. Let w = w(p1, . . . , pn−1) ∈ AP2n.
(i) If v = vop(q2, . . . , q2n−1) ∈ AP2n−1 is such that wb = av with a, b paths in Q
and b ∈ P then t(p1) ≤ s(q
2), and therefore a ∈ I.
(ii) If u = uop(q1, . . . , q2n−1) ∈ AP2n is such that wb = au with a, b paths in P
then there exists z ∈ AP2n+1 such that z divides the path au and t(z) = t(u).
Proof. The proof is dual to that of the previous lemma. 
Proposition 4.3. Let w ∈ AP2n+1, Sub(w) = {ψ1, ψ2} with w = ψ1R(ψ1) =
L(ψ2)ψ2. If w = w(p1, . . . , p2n) = w
op(q1, . . . , q2n), we have:
(i) If γ ∈ Sub(ψ2) is such that t(ψ1) < t(γ), then t(p1) ≤ s(γ).
(ii) If γ ∈ Sub(ψ1) is such that s(γ) < s(ψ2), then t(γ) ≤ s(q
2n).
Proof. (i) Let a, b be such that ψ1b = aγ. Then b ∈ P because b divides R(ψ1)
and the result follows from Lemma 4.2(i).
(ii) Similarly, it follows from Lemma 4.1(i).

In the following lemma we show that we can weaken the assumptions on item
(ii) in the previous lemmas.
Lemma 4.4. Let w, u ∈ AP2n be such that wb = au, with a, b paths in Q. Then
a ∈ P if and only if b ∈ P.
Proof. Let w = w(p1, . . . , p2n−1), u = u
op(q1, . . . , q2n−1) and suppose that a ∈ P.
To show that b ∈ P it is enough to verify that s(q2n−1) < t(p2n−1) = s(b). From the
proof of Lemma 4.1(i) we have that
s(q2n−3) < t(p2n−3) and t(p2n−2) ≤ t(q
2n−3),
and the construction of w imply that t(p2n−3) ≤ s(p2n−1) < t(p2n−2). These in-
equalities imply that
s(q2n−3) < s(p2n−1) ≤ t(q
2n−3)
and therefore, t(q2n−3) < t(p2n−1). Now the maximality of t(q
2n−3) implies that
s(q2n−1) < t(p2n−1). Similarly one can show that if b ∈ P then a ∈ P. 
Thus, item (ii) of Lemmas 4.1 and 4.2 can be written as follows:
Lemma 4.5. Let w, u ∈ AP2n, such that wb = au with a or b in P.Then:
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(i) There exists z ∈ AP2n+1 such that z divides the path au and t(z) = t(u).
(ii) There exists z ∈ AP2n+1 such that z divides the path wb and s(z) = s(w).
Lemma 4.6. Let w ∈ APn and Sub(w) = {ζ1, . . . , ζm} with w = Lmζm. If ψ ∈
Sub(ζm) is such that ζm = L(ψ)ψ, then LmL(ψ) ∈ I.
Proof. From [3, Lemma 3.1] we know that APn = AP
op
n , thus
w = w(p1, . . . , pn−1) = w
op(q1, . . . , qn−1)
and then ζm = ζ
op
m (q2, . . . , qn−1) and ψ = ψop(q3, . . . , qn−1). So t(q1) ≤ s(q
3) = s(ψ)
and therefore q1 divides LmL(ψ). 
Lemma 4.7. Let {ζ1, . . . , ζm} be the ordered set of all the concatenations in AP2n−1
contained in a path T and satisfying T = aiζibi, with ai, bi ∈ P, s(ζi) < s(ζi+1). For
each i, let Sub(ζi) = {ψ
i
1, ψ
i
2} ⊆ AP2n−2, ζi = ψ
i
1R(ψ
i
1) = L(ψ
i
2)ψ
i
2. Then ψ
i
2 = ψ
i+1
1
for all i = 1, . . . ,m− 1.
Proof. We consider ζi, ζi+1. The situation can be pictured as follows:
✤ T ✤
ai ✤ ζi
|
L(ψi2) ψ
i
2
✤ bi
ai+1 ✤ ζi+1
|
ψi+11 R(ψ
i+1
1 )
✤ bi+1
If s(ψi+11 ) < s(ψ
i
2) we should have
s(ζi+1) = s(ψ
i+1
1 ) < s(ψ
i
2) < t(ψ
i
2) = t(ζi) < t(ζi+1).
Then ψi2 ∈ Sub(ζi+1) with ψ
i
2 6= ψ
i+1
1 , ψ
i
2 6= ψ
i+1
2 . This is a contradiction since
Sub(ζi+1) = {ψ
i+1
1 , ψ
i+1
2 }, see [3, Lemma 3.3].
If s(ψi2) < s(ψ
i+1
1 ), let δ = ψ
i
2b = aψ
i+1
1 . Then a and b belong to P since a divides
ai+1 and b divides bi. From Lemma 4.5(i) we deduce that there exists z ∈ AP2n−1
such that z divides δ and satisfies
s(ζi) < s(ψ
i
2) ≤ s(z) < t(z) = t(ψ
i+1
1 ) < t(ζi+1)
Then z 6∈ {ζ1, . . . , ζm}, a contradiction. 
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Now we will show that F : ApA → BarA is a comparison morphism. It is clear
that ε ◦ F0 = µ ◦ idA. For n ≥ 1 we will show that Fn−1 ◦ dn = bn ◦ Fn inductively.
If n = 1,
b1 ◦ F1(1⊗ α⊗ 1) = α⊗ 1− 1⊗ α
= F0(α⊗ et(α) ⊗ 1− 1⊗ es(α) ⊗ α)
= F0 ◦ d1(1⊗ α⊗ 1).
If n = 2 and w = α1 . . . αs ∈ R, then
b2 ◦ F2(1⊗ w ⊗ 1) =b2(
s−1∑
i=1
1⊗ α1 . . . αi ⊗ αi+1 ⊗ αi+2 . . . αs)
=
s−1∑
i=1
α1 . . . αi ⊗ αi+1 ⊗ αi+2 . . . αs
−
s−1∑
i=1
1⊗ α1 . . . αi+1 ⊗ αi+2 . . . αs
+
s−1∑
i=1
1⊗ α1 . . . αi ⊗ αi+1αi+2 . . . αs
=
s∑
i=1
α1 . . . αi−1 ⊗ αi ⊗ αi+1 . . . αs
=F1(
s∑
i=1
α1 . . . αi−1 ⊗ αi ⊗ αi+1 . . . αs)
=F1 ◦ d2(1⊗ w ⊗ 1).
If n ≥ 3, we will first show that bn◦Fn = Fn−1◦dn for n odd. Let Sub(w) = {ψ1, ψ2},
s(ψ1) < s(ψ2). Then
bn ◦ Fn(1⊗ w ⊗ 1) = bn(1⊗ L(ψ2)Fn−1(1⊗ ψ2 ⊗ 1))
= L(ψ2)Fn−1(1⊗ ψ2 ⊗ 1)− 1⊗ L(ψ2)bn−1Fn−1(1⊗ ψ2 ⊗ 1)
= L(ψ2)Fn−1(1⊗ ψ2 ⊗ 1)− 1⊗ L(ψ2)Fn−2dn−1(1⊗ ψ2 ⊗ 1),
where the first and the second equalities follow from Remark 3.1(2-3) and the last
equality follows by the induction hypothesis.
On the other hand,
Fn−1dn(1⊗ w ⊗ 1) = Fn−1(L(ψ2)⊗ ψ2 ⊗ 1)− Fn−1(1⊗ ψ1 ⊗R(ψ1))
= L(ψ2)Fn−1(1 ⊗ ψ2 ⊗ 1)− Fn−1(1⊗ ψ1 ⊗ 1)R(ψ1).
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Then we only have to prove that
Fn−1(1⊗ ψ1 ⊗ 1)R(ψ1) = 1⊗ L(ψ2)Fn−2dn−1(1⊗ ψ2 ⊗ 1).
In fact
Fn−1(1⊗ ψ1 ⊗ 1)R(ψ1) =
∑
γ∈Sub(ψ1)
|Lγ |>0
1⊗ LγFn−2(1⊗ γ ⊗ 1)RγR(ψ1)
and
1⊗ L(ψ2)Fn−2dn−1(1⊗ ψ2 ⊗ 1) = 1⊗ L(ψ2)Fn−2

 ∑
γ∈Sub(ψ2)
L(γ)⊗ γ ⊗R(γ)


=
∑
γ∈Sub(ψ2)
1⊗ L(ψ2)L(γ)Fn−2(1⊗ γ ⊗ 1)R(γ).
If γ ∈ Sub(ψ1) ∩ Sub(ψ2) the equality of the corresponding summands is clear. If
γ ∈ Sub(ψ1) and γ 6∈ Sub(ψ2), then s(γ) < s(ψ2) and, from Proposition 4.3(ii), we
have that RγR(ψ1) ∈ I. If γ ∈ Sub(ψ2) and γ 6∈ Sub(ψ1) then t(ψ1) < t(γ), and
from Proposition 4.3(i) we have that L(ψ2)L(γ) ∈ I. This finishes the proof for n
odd.
If n is even
bn◦Fn(1⊗ w ⊗ 1) = bn(
m−1∑
i=1
1⊗ Li+1Fn−1(1⊗ ζi+1 ⊗ 1)Ri+1)
=
m−1∑
i=1
Li+1Fn−1(1⊗ ζi+1 ⊗ 1)Ri+1 −
m−1∑
i=1
1⊗ Li+1bn−1Fn−1(1⊗ ζi+1 ⊗ 1)Ri+1
=
m−1∑
i=1
Li+1Fn−1(1⊗ ζi+1 ⊗ 1)Ri+1 −
m−1∑
i=1
1⊗ Li+1Fn−2dn−1(1⊗ ζi+1 ⊗ 1)Ri+1
where the second equality follows by Remark 3.1(3) and the third equality follows
by the induction hypothesis. Since ζi+1 ∈ APn−1 and n − 1 is odd, Sub(ζi+1) =
{ψi+11 , ψ
i+1
2 }. Then, the above sum is equal to
m−1∑
i=1
Li+1Fn−1(1⊗ ζi+1 ⊗ 1)Ri+1 −
m−1∑
i=1
1⊗ Li+1L(ψ
i+1
2 )Fn−2(1⊗ ψ
i+1
2 ⊗ 1)Ri+1
+
m−1∑
i=1
1⊗ Li+1Fn−2(1⊗ ψ
i+1
1 ⊗ 1)R(ψ
i+1
1 )Ri+1.
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From Lemma 4.7 we have that ψi2 = ψ
i+1
1 , for i = 1, . . . ,m− 1. After cancelling the
corresponding terms in the above sum, we obtain that it is equal to
m−1∑
i=1
Li+1Fn−1(1⊗ ζi+1 ⊗ 1)Ri+1− 1⊗ LmL(ψ
m
2 )Fn−2(1⊗ ψ
m
2 ⊗ 1)
+1⊗ L2Fn−2(1⊗ ψ
2
1 ⊗ 1)R(ψ
2
1)R2.
From Lemma 4.6 we get that LmL(ψ
m
2 ) ∈ I, and from Lemma 4.7 we have that ψ
2
1 =
ψ12 . This implies that R(ψ
2
1)R2 = R1. Since n − 1 is odd and Sub(ζ1) = {ψ
1
1 , ψ
1
2},
Remark 3.1(2) implies that
Fn−1(1⊗ ζ1 ⊗ 1)R1 = 1⊗ L2Fn−2(1⊗ ψ
2
1 ⊗ 1)R(ψ
2
1)R2.
Finally, the sum we are interested in is equal to
m−1∑
i=1
Li+1Fn−1(1⊗ ζi+1 ⊗ 1)Ri+1 + Fn−1(1⊗ ζ1 ⊗ 1)R1 = Fn−1 ◦ dn(1⊗ w ⊗ 1)
and in this way we have completed the proof for bn ◦ Fn = Fn−1 ◦ dn.
5 The map G is a comparison morphism
First we will prove some preliminary results that will make the computation of the
map G easier. Let (v1, . . . , vn) be a well-concatenated n-sequence. If vjvj+1 ∈ I,
there exists γ ∈ R such that γ divides the path vjvj+1 and it satisfies
s(vj) ≤ s(γ) < t(vj) and s(vj+1) < t(γ) ≤ t(vj+1).
From now on, we will call γj one of these relations (we choose one). Thus for
each well-concatenated n-sequence such that Meven(v1, . . . , vn) = ∅ we associate a
sequence (γ2, γ4, . . . ):
. . .
v2i−2
//
γ2i−2
!!
v2i−1
//
v2i
//
γ2i
!!
v2i+1
//
v2i+2
//
γ2i+2
!!
v2i+3
// . . .
and if Modd(v1, . . . , vn) = ∅, we associate a sequence (γ1, γ3, . . . ) constructed in the
same way.
Suppose that there exists w ∈ APn−1 such that v1 . . . vn = awb with a, b paths
in P. We have the following question:
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Does there exist z ∈ APn such that w ∈ Sub(z) and z ∈ χ(v1, . . . , vn) ?
In the following lemmas we get conditions that ensure a positive answer to the
previous question.
Lemma 5.1. Let (v1, . . . , vn) ∈ P
n be a well-concatenated n-sequence and w ∈
APn−1 such that v1 . . . vn = awb.
(i) If w = w(p1, . . . , pn−2), s(w) < t(v1), Meven = ∅ and (γ2, γ4, . . . ) is a sequence
associated to (v1, . . . , vn), then t(pn−2) ≤ t(γn−2) if n is even and t(pn−3) ≤
t(γn−3) if n is odd.
(ii) If n is odd, w = wop(q1, . . . , qn−2), s(vn) < t(w), Modd = ∅ and (γ1, γ3, . . . ) is
a sequence associated to (v1, . . . , vn), then s(γ3) ≤ s(q
2).
Proof. (i) For i ≥ 1, we will prove the inequalities t(p2i) ≤ t(γ2i). Since s(w) =
s(p1) < t(v1) = s(v2) ≤ s(γ2) then s(p1) < s(γ2), and therefore t(p1) < t(γ2). By
construction of p2 we have that p2 = γ2 or s(p2) < s(γ2), so t(p2) ≤ t(γ2).
Suppose we have already proved that t(p2i−2) ≤ t(γ2i−2). Since t(γ2i−2) < s(γ2i)
we have that t(p2i−2) ≤ t(γ2i−2) < s(γ2i). By construction of p2i we deduce that
p2i = γ2i or s(p2i) < s(γ2i), and therefore, t(p2i) ≤ t(γ2i).
(ii) The proof is analogous to (i). 
From now on let T be the path v1 . . . vn.
Lemma 5.2. Let n odd, (v1, . . . , vn) ∈ P
n a well-concatenated n-sequence, and
w ∈ APn−1 such that v1 . . . vn = cwb. Then
(i) If b ∈ P, s(w) < t(v1) and Meven = ∅, then there exists z ∈ APn with
z = wR(w) such that R(w) divides the path b.
(ii) If c ∈ P, s(vn) < t(w) and Modd = ∅, then there exists z ∈ APn, with
z = L(w)w such that L(w) divides the path c.
Proof. (i) If w = w(p1, . . . , pn−2), we have to show that there exists δ such that
z = z(p1, . . . , pn−2, δ) ∈ APn. From Lemma 5.1(i) we know that t(pn−3) ≤ t(γn−3)
and since b ∈ P, we have that s(γn−1) < t(w) = t(pn−2).
. . .
vn−3
//
γn−3
""
vn−2
•
t(pn−3) //
vn−1
•
t(pn−2) //
γn−1
""
vn
//
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Thus the set L = {γ ∈ R(T ) : t(pn−3) ≤ s(γ) < t(pn−2)} is not empty, since
γn−1 ∈ L. If δ ∈ L is such that s(δ) is minimal with respect to all γ ∈ L, we have
that z = z(p1, . . . , pn−2, δ) ∈ APn satisfies the desired conditions.
(ii) The proof is analogous to the previous one; in this case we use Lemma 5.1(ii).

Lemma 5.3. Let n even and let (v1, . . . , vn) ∈ P
n be a well-concatenated n-sequence.
If Meven = ∅ and there exist w ∈ APn−1 such that s(v1) ≤ s(w) < t(v1), then
t(w) ≤ t(γn−2) ≤ t(vn−1).
Proof. If w = w(p1, . . . , pn−2), from Lemma 5.1(i) we have that t(pn−2) ≤ t(γn−2).
Hence t(w) = t(pn−2) ≤ t(γn−2) ≤ t(vn−1). 
Proposition 5.4. Let n even and let (v1, . . . , vn) ∈ P
n be a well-concatenated
n-sequence. If Modd = ∅ and there exists w = w(p1, . . . , pn−2) ∈ APn−1 with
v1 . . . vn = awb, a, b ∈ P, then there exists z ∈ APn such that z divides the path
v1 . . . vn and w ∈ Sub(z).
We need some preliminary lemmas to prove this last result. First, we define a
set of relations {p′2i−1, p
′′
2i−1}1≤2i−1≤n−3 satisfying:
1) p′n−1 = γn−1 and p
′
2i−1 is an element in the set T2i−1 = {γ ∈ R(T ) : t(γ) ≤
s(p′2i+1)} such that t(p
′
2i−1) is maximal with respect to all γ ∈ T2i−1;
2) p′′2i−1 is an element in the set S2i−1 = {γ ∈ R(T ) : s(p
′
2i−1) < s(γ)} such that
s(p′′2i−1) is minimal with respect to all γ ∈ S2i−1.
In addition to the assumptions in Proposition 5.4, we assume that s(γn−1) < t(pn−3).
Under these conditions we can prove the following two lemmas.
Lemma 5.5. The sets T2i−1 are not empty, more precisely, γ2i−1 ∈ T2i−1, and the
relations p′2i−1 satisfy
s(γ2i−1) ≤ s(p
′
2i−1) < t(p2i−3) (8)
for 2i− 1 = 1, . . . , n− 3, where t(p−1) := s(p1).
Proof. By construction t(γn−3) < s(γn−1) and, since p
′
n−1 = γn−1 we have that if
2i−1 = n−3 then γn−3 ∈ Tn−3 and hence p
′
n−3 exists. So, the maximality of t(p
′
n−3),
the fact that γn−3 ∈ Tn−3 and the assumption s(γn−1) = s(p
′
n−1) < t(pn−3), imply
that
t(γn−3) ≤ t(p
′
n−3) ≤ s(p
′
n−1) < t(pn−3)
and hence
s(γn−3) ≤ s(p
′
n−3) < s(pn−3). (9)
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From the construction of w we know that pn−3 is such that s(pn−3) is minimal with
respect to all the relations in the set {γ ∈ R(T ) : t(pn−5) ≤ s(γ) < t(pn−4)}. So,
from (9) we get that p′n−3 does not belong to the previous set and hence s(p
′
n−3) <
t(pn−5). Then s(γn−3) ≤ s(p
′
n−3) < t(pn−5).
By induction hypothesis, suppose there exists p′n−2i−1 verifying (8). Now we shall
find p′n−2i−3. From (8), s(γn−2i−1) ≤ s(p
′
n−2i−1) and since t(γn−2i−3) < s(γn−2i−1),
γn−2i−3 ∈ Tn−2i−3 and this shows the existence of p
′
n−2i−3. From the the maximality
of t(p′n−2i−3) in Tn−2i−3 we have that t(γn−2i−3) ≤ t(p
′
n−2i−3) and with (8) we get
that
t(γn−2i−3) ≤ t(p
′
n−2i−3) ≤ s(p
′
n−2i−1) < t(pn−2i−3)
therefore
s(γn−2i−3) ≤ s(p
′
n−2i−3) < s(pn−2i−3). (10)
From the construction of w we know that pn−2i−3 is such that s(pn−2i−3) is minimal
with respect to all the relations in {γ ∈ R(T ) : t(pn−2i−5) ≤ s(γ) < t(pn−2i−4)},
where t(pn−2i−5) should be replaced by s(p1) when n−2i−4 = 1. Then from (10) we
get that s(p′n−2i−3) < t(pn−2i−5) and hence s(γn−2i−3) ≤ s(p
′
n−2i−3) < t(pn−2i−5). 
Lemma 5.6. The sets S2i−1 are not empty, more precisely, p2i−1 ∈ S2i−1, and the
relations p′′2i−1 satisfy
s(p′2i+1) < t(p
′′
2i−1) ≤ t(p2i−1), (11)
t(p′2i−1) ≤ s(p
′
2i+1) < t(p
′′
2i−1), (12)
for 2i− 1 = 1, . . . , n− 3.
Proof. It is clear that S2i−1 6= ∅ because from (8), s(p
′
2i−1) < t(p2i−3) and by
construction of w, t(p2i−3) ≤ s(p2i−1), so p2i−1 ∈ S2i−1. From the minimality of
s(p′′2i−1) in S2i−1 we have that s(p
′′
2i−1) ≤ s(p2i−1) and therefore t(p
′′
2i−1) ≤ t(p2i−1).
Also s(p′2i+1) < t(p
′′
2i−1), because if t(p
′′
2i−1) ≤ s(p
′
2i+1) then the maximality of
t(p′2i−1) in T2i−1 says that t(p
′′
2i−1) ≤ t(p
′
2i−1) and therefore s(p
′′
2i−1) ≤ s(p
′
2i−1), and
this contradicts the definition of p′′2i−1. Then we have that s(p
′
2i+1) < t(p
′′
2i−1) ≤
t(p2i−1). Finally, from the definition of p
′
2i−1 and the previous inequality we get that
t(p′2i−1) ≤ s(p
′
2i+1) < t(p
′′
2i−1). 
Remark 5.7. The relations p′1, p
′′
1 satisfy w(p
′
1, p
′′
1) ∈ AP3.
Proof of Proposition 5.4. We assume first that t(pn−3) ≤ s(γn−1). By hypothesis
v1 . . . vn = awb with b ∈ P then s(γn−1) < t(pn−2)
pn−3 //
γn−1 //
pn−2
>
b ✤ .
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So, the set L = {γ ∈ R(T ) : t(pn−3) ≤ s(γ) < t(pn−2)} is not empty because
γn−1 ∈ L. If δ is such that s(δ) is minimal with respect to all the relations in the
set L, we have that w = w(p1, . . . , pn−2, δ) ∈ APn satisfies the desired condition.
Assume now that s(γn−1) < t(pn−3). We will construct z = z(z1, . . . , zn−1) ∈
APn with z1 = p
′
1. From Remark 5.7 we have that z2 = p
′′
1 and, by (11), z2 satisfies
the inequality t(p′′1) = t(z2) ≤ t(p1).
We have to see that the set Li = {γ ∈ R(T ) : t(zi−2) ≤ s(γ) < t(zi−1)} is not
empty for i = 3, . . . , n−1 and then we will choose zi ∈ Li such that s(zi) is minimal
with respect to all γ ∈ Li. From (12) we have that p
′
3 ∈ L3, then L3 6= ∅ and the
minimality of s(z3) says that s(z3) ≤ s(p
′
3), and therefore t(z3) ≤ t(p
′
3). So we have
that
t(p2) ≤ t(z3) ≤ t(p
′
3) (13)
where the first inequality follows from the fact that a ∈ P, so s(p1) < t(γ1), and by
(8), s(γ1) ≤ s(p
′
1) so t(γ1) ≤ t(p
′
1). Then s(p1) < t(p
′
1) = t(z1) ≤ s(z3) and finally
the construction of p2 says that s(p2) ≤ s(z3), so t(p2) ≤ t(z3).
By inductive hypothesis we assume that there exist zj such that
t(pj−1) ≤ t(zj) ≤ t(p
′
j) if j is odd, (14)
t(p′′j−1) ≤ t(zj) ≤ t(pj−1) if j is even (15)
and now we shall find zj+1 for j + 1 = 2i and for j + 1 = 2i+ 1.
If j + 1 = 2i, the construction of w says that t(pj−2) ≤ s(pj) < t(pj−1), and by
(14) and (15) we have that t(zj−1) ≤ s(pj) < t(zj). So pj ∈ Lj+1 and this shows the
existence of zj+1. The minimality of s(zj+1) says that s(zj+1) ≤ s(pj) and therefore
t(zj+1) ≤ t(pj). (16)
By (11) and (15) we have that s(p′j) < t(zj−1) ≤ s(zj+1), then the minimality of
s(p′′j ) in Sj says that s(p
′′
j ) ≤ s(zj+1) and so t(p
′′
j ) ≤ t(zj+1). This last inequality
with (16) says that t(p′′j ) ≤ t(zj+1) ≤ t(pj).
If j + 1 = 2i + 1, by (12), (14) and (15) we have that t(zj−1) ≤ t(p
′
j−1) ≤
s(p′j+1) < t(p
′′
j−1) ≤ t(zj), then p
′
j+1 ∈ Lj+1 and this shows the existence of zj+1.
By the minimality of s(zj+1) we have that s(zj+1) ≤ s(p
′
j+1), and therefore t(pj) ≤
t(zj+1) ≤ t(p
′
j+1), where the first inequality follows from the fact that s(pj) is
minimal with respect to all relations in {γ ∈ R(T ) : t(pj−2) ≤ s(γ) < t(pj−1)} and
zj+1 belongs to this set.
In this way we have constructed an element z = z(z1, z2, . . . , zn−1) ∈ APn with
zj satisfying (14) and (15) respectively.
To finish the proof we must verify that w ∈ Sub(z). For this, it suffices to
show that s(z) ≤ s(w) and t(w) ≤ t(z). By (8), s(z) = s(z1) = s(p
′
1) < t(p−1) =
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s(p1) = s(w), so we get the first inequality. By (14), t(pn−2) ≤ t(zn−1) and therefore
t(w) ≤ t(z). 
Now, we give some remarks that will make the computation of the map G easier
to approach. For any well-concatenated n-sequence (v1, . . . , vn) ∈ P
n we define, if
they exist,
j0 = min(Modd), j1 = max(Modd)
i0 = min(Meven), i1 = max(Meven).
Remark 5.8. Using the sets Modd,Meven we can cancel terms in the sum
Gn−1 ◦ bn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) = Gn−1(v1 ⊗ v2 ⊗ · · · ⊗ vn ⊗ 1)
+
∑
{j : 2 ≤ 2j < n}
Gn−1(1⊗ v1 ⊗ · · · ⊗ v2jv2j+1 ⊗ · · · ⊗ vn ⊗ 1)
−
∑
{j : 1 ≤ 2j−1 < n}
Gn−1(1⊗ v1 ⊗ · · · ⊗ v2j−1v2j ⊗ · · · ⊗ vn ⊗ 1)
+ (−1)nGn−1(1⊗ v1 ⊗ · · · ⊗ vn).
1) If Meven = ∅ and Modd = ∅ then
Gn−1 ◦ bn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) =Gn−1(v1 ⊗ v2 ⊗ · · · ⊗ vn ⊗ 1)
+ (−1)nGn−1(1⊗ v1 ⊗ · · · ⊗ vn),
because vjvj+1 ∈ I for any j.
2) If Modd = ∅ and Meven 6= ∅ then
Gn−1 ◦ bn(1⊗v1 ⊗ · · · ⊗ vn ⊗ 1) = Gn−1(v1 ⊗ v2 ⊗ · · · ⊗ vn ⊗ 1)
+
∑
{j: 2i0≤2j≤2i1}
Gn−1(1⊗ v1 ⊗ · · · ⊗ v2jv2j+1 ⊗ · · · ⊗ vn ⊗ 1)
+ (−1)nGn−1(1⊗ v1 ⊗ · · · ⊗ vn),
because v2j−1v2j ∈ I for any j and v2jv2j+1 ∈ I if j < i0 or j > i1.
3) If Meven = ∅ and Modd 6= ∅ then
Gn−1 ◦ bn(1⊗v1 ⊗ · · · ⊗ vn ⊗ 1) = Gn−1(v1 ⊗ v2 ⊗ · · · ⊗ vn ⊗ 1)
−
∑
{j: 2j0≤2j≤2j1}
Gn−1(1⊗ v1 ⊗ · · · ⊗ v2j−1v2j ⊗ · · · ⊗ vn ⊗ 1)
+ (−1)nGn−1(1⊗ v1 ⊗ · · · ⊗ vn),
because v2jv2j+1 ∈ I for any j and v2j−1v2j ∈ I if j < j0 or j > j1.
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4) If Meven 6= ∅ and Modd 6= ∅ then
Gn−1 ◦ bn(1⊗v1 ⊗ · · · ⊗ vn ⊗ 1) = Gn−1(v1 ⊗ v2 ⊗ · · · ⊗ vn ⊗ 1)
+
∑
{j: 2i0≤2j≤2i1}
Gn−1(1⊗ v1 ⊗ · · · ⊗ v2jv2j+1 ⊗ · · · ⊗ vn ⊗ 1)
−
∑
{j: 2j0≤2j≤2j1}
Gn−1(1⊗ v1 ⊗ · · · ⊗ v2j−1v2j ⊗ · · · ⊗ vn ⊗ 1)
+ (−1)nGn−1(1⊗ v1 ⊗ · · · ⊗ vn),
because v2jv2j+1 ∈ I if j < i0 or j > i1 and v2j−1v2j ∈ I if j < j0 or j > j1.
The following remark allow us to characterize the kernel of Gn.
Remark 5.9. Let (v1, . . . , vn) ∈ P
n be a well-concatenated n-sequence. Then
Gn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) = 0
if and only if one and only one of the following conditions is satisfied:
1) (v1, . . . , vn) is a bad n-sequence,
2) (v1, . . . , vn) is a good n-sequence and χ(v1, . . . , vn) = ∅,
3) (v1, . . . , vn) is a good n-sequence, χ(v1, . . . , vn) 6= ∅ and
i) if n is even, L(w1) or R(w1) ∈ I for w1 ∈ APn such that s(w1) =
min{s(w) : w ∈ χ(v1, . . . , vn)};
ii) if n is odd, L(w) or R(w) ∈ I for any w ∈ χ(v1, . . . , vn) with s(v1) ≤
s(w) < t(v1).
Remark 5.10.
1) If Modd 6= ∅ then
∑
{j: 2j0≤2j≤2j1}
Gn−1(1⊗ v1 ⊗ · · · ⊗ v2j−1v2j ⊗ · · · ⊗ vn ⊗ 1)
is equal to
Gn−1(1⊗ v1 ⊗ · · · ⊗ v2j0−1v2j0 ⊗ · · · ⊗ vn ⊗ 1) if n is odd,
Gn−1(1⊗ v1 ⊗ · · · ⊗ v2j1−1v2j1 ⊗ · · · ⊗ vn ⊗ 1) if n is even
because (v1, . . . , v2j−1v2j , . . . , vn) is a bad (n− 1)-sequence if j > j0 when n is
odd since v2j0−1v2j0 6∈ I, and if j < j1 when n is even since v2j1−1v2j1 6∈ I.
The same argument can be used to affirm that
Gn−1(1⊗ v1 ⊗ · · · ⊗ vn) = 0 if n is odd, and
Gn−1(v1 ⊗ · · · ⊗ vn ⊗ 1) = 0 if n is even and j1 6= 1.
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2) Analogously if Meven 6= ∅ then
∑
{j: 2i0≤2j≤2i1}
Gn−1(1⊗ v1⊗ · · · ⊗ v2jv2j+1⊗
· · · ⊗ vn) is equal to
Gn−1(1⊗ v1 ⊗ · · · ⊗ v2i0v2i0+1 ⊗ · · · ⊗ vn ⊗ 1) if n is even,
Gn−1(1⊗ v1 ⊗ · · · ⊗ v2i1v2i1+1 ⊗ · · · ⊗ vn ⊗ 1) if n is odd,
and
Gn−1(1⊗ v1 ⊗ · · · ⊗ vn) = 0 if n is even,
Gn−1(v1 ⊗ · · · ⊗ vn ⊗ 1) = 0 if n is odd.
Now we will show that G : BarA→ ApA is a comparison morphism. It is clear
that µ ◦G0 = ε ◦ idA and G0 ◦ b1 = d1 ◦G1 since
d1 ◦G1(1⊗ v ⊗ 1) = 0 = G0 ◦ b1(1⊗ v ⊗ 1)
if |v| = 0 and, if v = α1 . . . αs,
d1 ◦G1(1⊗α1 . . . αs ⊗ 1) = d1(
s∑
i=1
α1 . . . αi−1 ⊗ αi ⊗ αi+1 . . . αs)
=
s∑
i=1
α1 . . . αi−1αi ⊗ et(αi) ⊗ αi+1 . . . αs
−
s∑
i=1
α1 . . . αi−1 ⊗ es(αi) ⊗ αiαi+1 . . . αs
=α1 . . . αs ⊗ et(αs) ⊗ 1− 1⊗ es(α1) ⊗ α1 . . . αs = G0 ◦ b1(1⊗ v ⊗ 1).
For n > 1, the proof of dn ◦ Gn = Gn−1 ◦ bn will be done in four steps taking into
account Remarks 5.8 and 5.10.
Case 1: Meven(v1, . . . , vn) = ∅ and Modd(v1, . . . , vn) = ∅.
In this case
Gn−1 ◦ bn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) =Gn−1(v1 ⊗ v2 ⊗ · · · ⊗ vn ⊗ 1)
+ (−1)nGn−1(1⊗ v1 ⊗ · · · ⊗ vn).
(i) If Gn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) = 0 we must show that
Gn−1(v1 ⊗ v2 ⊗ · · · ⊗ vn ⊗ 1) = −(−1)
nGn−1(1⊗ v1 ⊗ · · · ⊗ vn). (∗)
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Assume n is odd. First we observe that if Gn−1(1⊗ v1 ⊗ · · · ⊗ vn) 6= 0 then
Gn−1(1⊗ v1 ⊗ · · · ⊗ vn) = L(w) ⊗w ⊗ L(w),
with L(w), R(w) ∈ P and w ∈ APn−1. If s(v1) ≤ s(w) < t(v1), by Lemma 5.2(i)
there exists z ∈ APn with s(z) = s(w) and therefore s(v1) ≤ s(z) < t(v1) contra-
dicting that Gn(1 ⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) = 0. Then t(v1) = s(v2) ≤ s(w). So, in this
case, equality (∗) holds since w ∈ χ(v2, . . . , vn).
Assume now that
Gn−1(1⊗v1⊗· · ·⊗vn) = 0 and Gn−1(v1⊗v2⊗· · ·⊗vn⊗1) = L(w)⊗w⊗R(w) 6= 0
with w ∈ χ(v2, . . . , vn) and s(w) minimal. Since (v1, . . . , vn−1) is a good (n − 1)-
sequence, the first equality says that we are in case (2) or (3.i) of Remark 5.9.
In the first case, χ(v1, . . . , vn−1) = ∅ and therefore w ∈ APn−1 satisfies s(vn) <
t(w) ≤ t(vn). Then by Lemma 5.2(ii) there exists z ∈ APn, with t(z) = t(w) and
w ∈ Sub(z). If t(v1) ≤ s(z), we have that there exists w
′ ∈ Sub(z) with s(w′) = s(z),
and this contradicts the minimality of s(w). If s(z) < t(v1) we get a contradiction
to Gn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) = 0.
In the second case χ(v1, . . . , vn−1) 6= ∅, and if u ∈ APn−1 is such that s(u) is
minimal with respect to the elements in χ(v1, . . . , vn−1) then L(u) or R(u) ∈ I.
Observe that u and w verify that aw = ub, with a ∈ P because a divides L(w):
✤ u
|
b ✤
✤ a
|
w ✤
Then, by Lemma 4.5(i), there exists z ∈ APn such that t(z) = t(w): If s(v1) ≤
s(z) < t(v1), then Gn(1 ⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) 6= 0, a contradiction; if s(v2) ≤ s(z)
we have that there exists w′ ∈ Sub(z) with s(w′) = s(z), and this contradicts the
minimality of s(w).
Now assume that n is even. Since (v1, . . . , vn) is a good n-sequence, we are in
case (2) or (3.i) of Remark 5.9.
If χ(v1, . . . , vn) = ∅ then Gn−1(v1 ⊗ v2 ⊗ · · · ⊗ vn ⊗ 1) = 0 and Gn−1(1 ⊗ v1 ⊗
· · · ⊗ vn) = 0 because otherwise using Proposition 5.4 we obtain a contradiction.
If χ(v1, . . . , vn) 6= ∅, we know that L(w) ∈ I or R(w) ∈ I, where w ∈ APn is
such that s(w) is minimal with respect to χ(v1, . . . , vn). Suppose that
Gn−1(v1 ⊗ v2 ⊗ · · · ⊗ vn ⊗ 1) 6= 0 or Gn−1(1⊗ v1 ⊗ · · · ⊗ vn) 6= 0;
then there must exists u ∈ APn−1 with v1 . . . vn = L(u)uR(u), and L(u), R(u) ∈ P
and again using Proposition 5.4 we construct z ∈ APn with u ∈ Sub(z). Observe
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that w 6= z because L(w) ∈ I or R(w) ∈ I. Since s(w) is minimal, then s(w) < s(z)
and since L(w) divides L(u), we have that L(w) ∈ P. Then R(w) ∈ I and so
t(w) < t(u)
uL(u)∈P R(u)∈P
| |
✤ z ✤
wL(w) R(w)
| |
Now we compare w with z and w with u: since az = wb with a ∈ P, because a
divides L(u), by Lemma 4.4 we have that b ∈ P,
✤ a
|
z ✤
✤ w
|
b ✤
so, since wb′ = cu we have that b′ ∈ P because b′ divides b. Finally, applying Lemma
4.2(i) we get that c ∈ I, a contradiction because c divides L(u) and L(u) ∈ P.
(ii) Assume that Gn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) 6= 0. If n is odd
Gn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) =
m∑
i=1
ai ⊗ ζi ⊗ bi , s(v1) ≤ s(ζi) < t(v1),
where {ζ1, . . . , ζm} ⊆ APn is an ordered set with s(ζi) < s(ζj) if i < j. If Sub(ζi) =
{ψi1, ψ
i
2} by Lemma 4.7 we have that ψ
i+1
1 = ψ
i
2 for i = 1, . . . ,m− 1. Then we can
cancel terms in dn ◦Gn:
dn ◦Gn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) =
m∑
i=1
aiL(ψ
i
2)⊗ ψ
i
2 ⊗ bi −
m∑
i=1
ai ⊗ ψ
i
1 ⊗R(ψ
i
1)bi
= amL(ψ
m
2 )⊗ ψ
m
2 ⊗ bm − a1 ⊗ ψ
1
1 ⊗R(ψ
1
1)b1.
We shall prove that
Gn−1(v1 ⊗ v2 ⊗ · · · ⊗ vn ⊗ 1) = amL(ψ
m
2 )⊗ ψ
m
2 ⊗ bm, and (17)
Gn−1(1⊗ v1 ⊗ · · · ⊗ vn) = a1 ⊗ ψ
1
1 ⊗R(ψ
1
1)b1. (18)
Suppose first that amL(ψ
m
2 )⊗ ψ
m
2 ⊗ bm 6= 0, that is, amL(ψ
m
2 ), bm ∈ P. We will see
that ψm2 is such that
s(ψm2 ) = min{s(w) : w ∈ χ(v2, . . . , vn)}
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and this proves equality (17). If s(v1) ≤ s(ψ
m
2 ) < t(v1) by Lemma 5.2(i) there exists
z ∈ APn with s(z) = s(ψ
m
2 ), and this contradicts the maximality of s(ζm), because
s(ζm) < s(ψ
m
2 ) = s(z). Then t(v1) ≤ s(ψ
m
2 ) and ψ
m
2 ∈ χ(v2, . . . , vn). It only remains
to see that s(ψm2 ) is minimal. If δ ∈ χ(v2, . . . , vn) satisfies s(δ) < s(ψ
m
2 )
✤ δ
|
b ✤
✤a∈P
|
ψm2 ✤
by Lemma 4.5(i), there exists z ∈ APn with t(z) = t(ψ
m
2 ). Hence z = ζm and since
t(v1) ≤ s(δ) ≤ s(z) = s(ζm) we obtain a contradiction with s(ζm) < t(v1).
On the other hand, suppose that amL(ψ
m
2 )⊗ ψ
m
2 ⊗ bm = 0 and Gn−1(v1 ⊗ v2 ⊗
· · · ⊗ vn ⊗ 1) = a⊗ δ ⊗ b 6= 0. Then we have two posibilities, that is, s(ψ
m
2 ) < s(δ)
or s(δ) < s(ψm2 ):
✤
ψm2 ✤
✤ δ ✤
or ✤
δ ✤
✤
ψm2 ✤
and again, by Lemma 4.5(i) there exists z ∈ APn. In the first case, z satisfies
t(z) = t(δ) and this contradicts the maximality of s(ζm), because s(ζm) < s(ψ
m
2 ) ≤
s(z) < t(v1) (observe that if t(v1) ≤ s(z), taking w1 ∈ Sub(z) with z = w1R(w1)
should imply that s(δ) is not minimum). In the second case, t(z) = t(ψm2 ) and this
contradicts that s(ζm) < t(v1), because it should be ζm = z and t(v1) ≤ s(δ) ≤ s(z).
The proof for equality (18) is similar to that for (17): first assume that a1 ⊗
ψ11 ⊗ R(ψ
1
1)b1 6= 0, then we use Lemmas 5.2(ii) and 4.5(ii) to see that s(ψ
1
1) =
min{s(w) : w ∈ χ(v1, . . . , vn−1)}. On the other hand, if a1 ⊗ ψ
1
1 ⊗R(ψ
1
1)b1 = 0 and
Gn−1(1 ⊗ v1 ⊗ v2 ⊗ · · · ⊗ vn) = a ⊗ δ ⊗ b 6= 0 we have that s(δ) < s(ψ
1
1), and by
Lemma 4.5(ii) we obtain a contradiction with the minimality of s(ζ1).
If n is even we have that Gn(1 ⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) = a⊗ w ⊗ b with w ∈ APn,
s(w) minimal and a, b ∈ P. Then
dn ◦Gn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) = dn(a⊗ w ⊗ b) =
∑
wi∈Sub(w)
aL(wi)⊗ wi ⊗R(wi)b.
Since v1v2 ∈ I, because Modd = ∅, we only have to consider wi ∈ Sub(w) with
s(v1) ≤ s(wi) < t(v2). Hence the above sum can be written as
J =
∑
wi∈Sub(w)
s(v1)≤s(wi)<t(v1)
aL(wi)⊗ wi ⊗R(wi)b+
∑
wi∈Sub(w)
s(v2)≤s(wi)<t(v2)
aL(wi)⊗wi ⊗R(wi)b
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and we must show that J = Gn−1(v1 ⊗ v2 ⊗ · · · ⊗ vn ⊗ 1) +Gn−1(1⊗ v1⊗ · · · ⊗ vn).
If wi ∈ Sub(w) and s(v1) ≤ s(wi) < t(v1) from Lemma 5.3 we deduce that t(wi) ≤
s(vn) = t(vn−1), then the desired equality will follow by the equalities∑
wi∈Sub(w)
s(v1)≤s(wi)<t(v1)
aL(wi)⊗ wi ⊗R(wi)b = Gn−1(1⊗ v1 ⊗ · · · ⊗ vn), and
∑
wi∈Sub(w)
s(v2)≤s(wi)<t(v2)
aL(wi)⊗ wi ⊗R(wi)b = Gn−1(v1 ⊗ v2 ⊗ · · · ⊗ vn ⊗ 1).
It is clear that any term in the sums on the left hand corresponds to a term in
the sums on the right hand. Reciprocally, let δ ∈ APn−1 with c ⊗ δ ⊗ d be a term
in the sums on the right hand, and assume that δ 6∈ Sub(w), then s(w) < s(δ) or
s(δ) < s(w):
w
|
a
|
b
δ
| |
or
w
|
a
|
b
δ
| |
In the first case we have that wb′ = c′δ, with b′ a divisor of b and therefore b′ ∈ P.
By Lemma 4.2(i) we have that c′ ∈ I and then c ∈ I. So c⊗ δ ⊗ d = 0. Similarly in
the second case one sees that d ∈ I using Lemma 4.1(i).
Case 2: Meven(v1, . . . , vn) 6= ∅ and Modd(v1, . . . , vn) = ∅.
(i) Assume that Gn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) = 0. If n is odd then
Gn−1 ◦ bn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) =Gn−1(1⊗ v1 ⊗ · · · ⊗ v2i1v2i1+1 ⊗ · · · ⊗ vn ⊗ 1)
−Gn−1(1⊗ v1 ⊗ · · · ⊗ vn)
and hence we must show that
Gn−1(1⊗ v1 ⊗ · · · ⊗ v2i1v2i1+1 ⊗ · · · ⊗ vn ⊗ 1) = Gn−1(1⊗ v1 ⊗ · · · ⊗ vn). (∗)
Since χ(v1, . . . , vn−1) ⊆ χ(v1, . . . , v2i1 .v2i1+1, . . . , vn), clearly if χ(v1, . . . , vn−1) 6= ∅
we obtain the equality (∗).
If χ(v1, . . . , vn−1) = ∅ and
Gn−1(1⊗ v1 ⊗ · · · ⊗ v2i1v2i1+1 ⊗ · · · ⊗ vn ⊗ 1) = L(w)⊗ w ⊗R(w) 6= 0,
with w ∈ APn−1 and s(w) minimal, we should have that s(vn) < t(w) ≤ t(vn). Then
by Lemma 5.2(ii) there would exist z ∈ APn with s(z) < s(w). In this case we can
take w′ ∈ Sub(z) with s(w′) = s(z) and this contradicts the minimality of s(w).
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If n is even the proof follows exactly as in the case Modd =Meven = ∅.
(ii) If Gn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) 6= 0, n must be even because (v1, . . . , vn) is a good
n-sequence and the proof follows as in the case Modd = Meven = ∅ (note that in
this case it is not necessary to use Lemma 5.3).
Case 3: Meven(v1, . . . , vn) = ∅ and Modd(v1, . . . , vn) 6= ∅.
(i) Assume Gn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) = 0. If n is odd then
Gn−1 ◦ bn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) =Gn−1(v1 ⊗ v2 ⊗ · · · ⊗ vn ⊗ 1)
−Gn−1(1⊗ v1 ⊗ · · · ⊗ v2j0−1v2j0 ⊗ · · · ⊗ vn ⊗ 1).
and the proof follows as in the case Modd =Meven = ∅.
If n is even then
Gn−1bn(1⊗v1 ⊗ · · · ⊗ vn ⊗ 1) = Gn−1(v1 ⊗ v2 · · · ⊗ vn ⊗ 1)
−Gn−1(1⊗ v1v2 ⊗ . . . vn ⊗ 1) +Gn−1(1⊗ v1 ⊗ · · · ⊗ vn)
if j1 = 1, and
Gn−1bn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) = Gn−1(1⊗ v1 ⊗ · · · ⊗ vn)
−Gn−1(1⊗ v1 ⊗ · · · ⊗ v2j1−1v2j1 ⊗ · · · ⊗ vn ⊗ 1)
if j1 6= 1. By Lemma 5.3, if w ∈ APn−1 and s(w) < t(v1) then t(w) ≤ s(vn) =
t(vn−1). Then using the definition of Gn−1 it is clear that
Gn−1(1⊗ v1v2 ⊗ . . . vn ⊗ 1) = Gn−1(v1 ⊗ v2 · · · ⊗ vn ⊗ 1) +Gn−1(1⊗ v1 ⊗ · · · ⊗ vn)
in the first case, and
Gn−1(1⊗ v1 ⊗ · · · ⊗ vn) = Gn−1(1⊗ v1 ⊗ · · · ⊗ v2j1−1v2j1 ⊗ · · · ⊗ vn ⊗ 1)
in the second case.
(ii) If Gn(1 ⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) 6= 0, by definition (v1, . . . , vn) is a good n-sequence
and therefore n must be odd. In this case we have that
Gn−1bn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) =Gn−1(v1 ⊗ v2 ⊗ · · · ⊗ vn ⊗ 1)
−Gn−1(1⊗ v1 ⊗ · · · ⊗ v2j0−1v2j0 ⊗ · · · ⊗ vn ⊗ 1).
The proof follows as in the case Modd =Meven = ∅.
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Case 4: Meven(v1, . . . , vn) 6= ∅ and Modd(v1, . . . , vn) 6= ∅.
In this case the n-sequence is bad and so Gn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) = 0. If n is odd
then
Gn−1 ◦ bn(1⊗ v1 ⊗ · · · ⊗ vn ⊗ 1) =Gn−1(1⊗ v1 ⊗ · · · ⊗ v2i1v2i1+1 ⊗ · · · ⊗ vn ⊗ 1)
−Gn−1(1⊗ v1 ⊗ · · · ⊗ v2j0−1v2j0 ⊗ · · · ⊗ vn ⊗ 1).
Observe that the (n − 1)-sequence (v1, . . . , v2i1v2i1+1, . . . , vn) is good if and only if
the (n− 1)-sequence (v1, . . . , v2j0−1v2j0 , . . . , vn) is good, thus
χ(v1, . . . , v2i1v2i1+1, . . . , vn) = χ(v1, . . . , v2j0−1v2j0 , . . . , vn)
and, by definition, we get that
Gn−1(1⊗v1⊗· · ·⊗v2i0v2i0+1⊗· · ·⊗vn⊗1) = Gn−1(1⊗v1⊗· · ·⊗v2j0−1v2j0⊗· · ·⊗vn⊗1).
If n is even we have that
Gn−1 ◦ bn(1⊗v1 ⊗ · · · ⊗ vn ⊗ 1) = Gn−1(v1 ⊗ v2 · · · ⊗ vn ⊗ 1)
−Gn−1(1⊗ v1v2 ⊗ · · · ⊗ vn ⊗ 1)
+Gn−1(1⊗ v1 ⊗ · · · ⊗ v2i0v2i0+1 ⊗ · · · ⊗ vn ⊗ 1)
if j1 = 1 and
Gn−1 ◦ bn(1⊗v1 ⊗ · · · ⊗ vn ⊗ 1) = Gn−1(1⊗ v1 ⊗ · · · ⊗ v2i0v2i0+1 ⊗ · · · ⊗ vn ⊗ 1)
−Gn−1(1⊗ v1 ⊗ · · · ⊗ v2j1−1v2j1 ⊗ . . . vn ⊗ 1),
if j1 6= 1, and again by definition we get that
Gn−1(1⊗ v1v2 ⊗ · · · ⊗ vn ⊗ 1) =Gn−1(v1 ⊗ v2 · · · ⊗ vn ⊗ 1)
+Gn−1(1⊗ v1 ⊗ · · · ⊗ v2i0v2i0+1 ⊗ · · · ⊗ vn ⊗ 1)
in the first case and
Gn−1(1⊗v1⊗· · ·⊗v2i0v2i0+1⊗· · ·⊗vn⊗1) = Gn−1(1⊗v1⊗· · ·⊗v2j1−1v2j1⊗. . . vn⊗1)
in the second case.
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6 The Gerstenhaber algebra HH∗(A) for a monomial al-
gebra A
We use the comparison morphisms to obtain formulas that allow us to calculate
the ring and the Lie algebra structure of the Hochschild cohomology of monomial
algebras.
The technique consists in transporting the two structures defined on the complex
HomAe(BarA,A) to structures defined on the complex HomAe(ApA,A), using the
quasi-isomorphisms
F• = HomAe(F, A) =
(
Fn : HomAe(A
⊗n+2 , A) −→ HomAe(A⊗ kAPn ⊗A,A)
)
n≥0
and
G• = HomAe(G, A) =
(
Gn : HomAe(A⊗ kAPn ⊗A,A) −→ HomAe(A
⊗n+2 , A)
)
n≥0
induced by the morphisms F and G respectively. This is done as follows (we
still denote ∪ and [ , ] the products defined using Bardzell’s complex): given
f ∈ HomAe(A⊗ kAPn ⊗A,A) and g ∈ HomAe(A⊗ kAPm ⊗A,A),
f ∪ g ∈ HomAe(A⊗ kAPn+m ⊗A,A) and
f ◦i g ∈ HomAe(A⊗ kAPn+m−1 ⊗A,A), 1 ≤ i ≤ n
are defined by
f ∪ g = Fn+m(Gn(f) ∪Gm(g)) and f ◦i g = F
m+n−1(Gn(f) ◦i G
m(g)).
The same idea has been used in [11, Section 4] in order to describe the Gersten-
haber structure of the Hochschild cohomology of a quadratic string algebra.
Now we present an example to show this technique and later we conclude with
two applications.
Example 6.1. Let A = kQ/I where the quiver Q is an oriented cycle of length r
2
α2
''
3
1
α1
HH
r
αr
gg
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and I =< α1α2 . . . αrα1 >. In this case, the Hochschild complex obtained by applying
the funtor HomAe(−, A) to Bardzell’s resolution is the following
0→ HomAe(A⊗ kQ0 ⊗A,A)
d1
→ HomAe(A⊗ kQ1 ⊗A,A)
d2
→ HomAe(A⊗ kI ⊗A,A)→ · · · → HomAe(A⊗ kAPn−1 ⊗A,A)
dn
→ HomAe(A⊗ kAPn ⊗A,A)→ . . .
where APn = {(α1 . . . αr)
n−1α1} for n ≥ 2. A direct calculation shows that the maps
dn = HomAe(dn, A) are zero for n ≥ 2. To describe the map d
1, observe that the
Ae-linear maps hi, gi : A⊗ kQ0 ⊗A→ A, 1 ≤ i ≤ r, defined by
hi(1⊗ ej ⊗ 1) = δij ei
gi(1⊗ ej ⊗ 1) = δij αi . . . αrα1 . . . αi−1,
with δij the Kronecker delta, are generators of the vector space HomAe(A ⊗ kQ0 ⊗
A,A) and Ker d1 = 〈
∑r
i=1 hi,
∑r
i=1 gi〉. So dimk Im d
1 = 2r− 2. Finally a straight-
forward computation shows that dimkHH
n(A) = 1 for each n ≥ 1, and the class of
the Ae-linear map fn : A⊗ kAPn ⊗A→ A defined by
fn(1⊗ (α1 . . . αr)
n−1α1 ⊗ 1) = α1
is a generator of HHn(A).
Now we will compute the Lie bracket and the cup product using the previous
formulae that arose from the comparison morphisms. For this, we observe that, for
n ≥ 3, Sub((α1 . . . αr)
n−1α1) = {ψ1, ψ2} with ψ1 = ψ2 = (α1 . . . αr)
n−2α1 because
(α1 . . . αr)
n−1α1 = (α1 . . . αr)ψ2 = ψ1(α2 . . . αrα1). By Remark 3.1(2) we have that
Fn(1⊗ (α1 . . . αr)
n−1α1 ⊗ 1) = 1⊗ LFn−1(1⊗ (α1 . . . αr)
n−2α1 ⊗ 1)
where we denote L = α1 . . . αr. Thus, if we continue applying this remark we get
that
Fn(1⊗ (α1 . . . αr)
n−1α1 ⊗ 1) = 1⊗ L
⊗n−3 ⊗ LF2(1⊗ α1 . . . αrα1 ⊗ 1)
=
r−1∑
j=1
1⊗ L⊗n−2 ⊗ α1 . . . αj ⊗ αj+1 ⊗ αj+2 . . . αrα1 + 1⊗ L
⊗n−1 ⊗ α1 ⊗ 1
and this formula holds for any n ≥ 1. By definition of the morphism G, we have
that
G1(1⊗ α⊗ 1) = 1⊗ α⊗ 1, for any α ∈ Q, and for n ≥ 2,
Gn(1⊗ L
⊗n−2 ⊗ α1 . . . αj ⊗ αj+1 ⊗ 1) = 0, if 1 ≤ j ≤ r − 1,
Gn(1⊗ L
⊗n−1 ⊗ α1 . . . αj ⊗ 1) = 1⊗ (α1 . . . αr)
n−1α1 ⊗ α2 . . . αj, if 1 ≤ j ≤ r.
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So, taking into account the above considerations, we get that if 1 ≤ j ≤ r − 1,
Gn(fn) ◦i G
m(fm)(1 ⊗ L
n+m−3 ⊗ α1 . . . αj ⊗ αj+1 ⊗ αj+2 . . . αrα1) = 0
for 1 ≤ i ≤ n,
Gn(fn) ∪G
m(fm)(1 ⊗ L
n+m−2 ⊗ α1 . . . αj ⊗ αj+1 ⊗ αj+2 . . . αrα1) = 0
and
Gn(fn) ◦i G
m(fm)(1 ⊗ L
⊗n+m−2 ⊗ α1 ⊗ 1) = α1
Gn(fn) ∪G
m(fm)(1 ⊗ L
⊗n+m−1 ⊗ α1 ⊗ 1) = 0.
So
fn ∪ fm = F
n+m(Gn(fn) ∪G
m(fm)) = 0,
fn ◦i fm = F
n+m−1(Gn(fn) ◦i G
m(fm)) = fn+m−1, and
fn ◦ fm =
n∑
i=1
(−1)(i−1)(m−1)fn+m−1.
Finally we get that, for any n,m ≥ 1,
[fn, fm] =


(n −m)fn+m−1, if n,m are odd;
(n − 1)fn+m−1, if n is even and m is odd;
0, if n,m are even.
If we only consider odd degrees, that is,
HHodd(A) =
⊕
q≥0,
HH2q+1(A),
then HHodd(A) is isomorphic, as Lie algebras, to the infinite dimensional Witt alge-
bra.
In order to get more general results concerning the cup product and the Lie
bracket for the Hochschild cohomology groups of monomial algebras, we will start
by studying more carefully the morphism F. This description will imply thatG◦F =
IdAp.
Lemma 6.2. Let w ∈ APn, n ≥ 2 and ψi ∈ APn−i given by
w = L(ψ1)ψ1
ψi = L(ψi+1)ψi+1, i = 1, . . . , n− 2,
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that is, w = L(ψ1)L(ψ2) . . . L(ψn−1)ψn−1. Then
Fn(1⊗ w ⊗ 1) =
∑
(a1,a2,...,an,b)∈K
1⊗ a1 ⊗ a2 ⊗ · · · ⊗ an ⊗ b
+ 1⊗ L(ψ1)⊗ L(ψ2)⊗ · · · ⊗ L(ψn−1)⊗ ψn−1 ⊗ 1
where K is a subset of {(a1, a2, . . . , an, b) : a1, . . . , an, b ∈ P : |b| > 0, w = a1 . . . anb}.
Proof. The result will be proved using induction on n. If n = 2 the result is clear
from Remark 3.1(1). Assume n > 2 and let w ∈ APn with Sub(w) = {ζ1, . . . , ζm},
where ζm = ψ1. Then
Fn(1⊗ w ⊗ 1) =
m−2∑
i=1
1⊗ Li+1Fn−1(1⊗ ζi+1 ⊗ 1)Ri+1 + 1⊗ L(ψ1)Fn−1(1⊗ ψ1 ⊗ 1).
By induction hypothesis we have that
Fn−1(1⊗ ψ1 ⊗ 1) =
∑
(a2,...,an,b)∈K′
1⊗ a2 ⊗ a3 ⊗ · · · ⊗ an ⊗ b
+ 1⊗ L(ψ2)⊗ L(ψ3)⊗ · · · ⊗ L(ψn−1)⊗ ψn−1 ⊗ 1
where K′ is a subset of {(a2, . . . , an, b) : a2, . . . , an, b ∈ P : |b| > 0, ψ1 = a2 . . . anb}
and hence the result follows since w = L(ψ1)ψ1. 
Proposition 6.3. The comparison morphisms defined in Subsections 3.1 and 3.2
respectively, satisfy the equality G ◦ F = IdApA.
Proof. A direct computation shows that
G0 ◦ F0(1⊗ e⊗ 1) = G0(e⊗ 1) = e⊗ 1⊗ 1 = 1⊗ e⊗ 1, and
G1 ◦ F1(1⊗ α⊗ 1) = G1(1⊗ α⊗ 1) = 1⊗ α⊗ 1.
If w ∈ APn with n ≥ 2, the previous lemma says that
Gn ◦ Fn(1⊗ w ⊗ 1) =
∑
(a1,a2,...,an,b)∈K
Gn(1⊗ a1 ⊗ a2 ⊗ · · · ⊗ an ⊗ b)
+Gn(1 ⊗ L(ψ1)⊗ L(ψ2)⊗ · · · ⊗ L(ψn−1)⊗ ψn−1 ⊗ 1).
If w = a1 . . . anb with |b| > 0, it is clear that χ(a1, . . . , an) = ∅, since otherwise there
would exist z ∈ APn a divisor of a1 . . . an and hence z and w would belong to APn
with z a proper divisor of w, a contradiction. Thus∑
(a1,a2,...,an,b)∈K
Gn(1⊗ a1 ⊗ a2 ⊗ · · · ⊗ an ⊗ b) = 0.
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On the other hand, if w = wop(q1, . . . , qn−1) then ψi−1 = (q
i, . . . , qn−1) and ψi−1 =
L(ψi)L(ψi+1)ψi+1. Hence the n-sequence (L(ψ1), . . . , L(ψn−1), ψn−1) is good be-
cause qi divides L(ψi)L(ψi+1). Thus
Gn(1⊗ L(ψ1)⊗ L(ψ2)⊗ · · · ⊗ L(ψn−1)⊗ ψn−1 ⊗ 1) = 1⊗ w ⊗ 1
since w = L(ψ1)L(ψ2) . . . L(ψn−1)ψn−1. 
6.1 The module structure of HH∗(A) over the Lie algebra HH1(A)
The first cohomology group HH1(A) is a Lie algebra and the Lie bracket induces a
module structure of HH∗(A) over the Lie algebra HH1(A). For any f ∈ HomAe(A⊗
kAPn ⊗A,A) and δ ∈ HomAe(A⊗ kQ1⊗A,A), the description of [δ, f ] involves the
following computations
Fn(Gn(f) ◦i G
1(δ)) (i = 1, . . . , n) and Fn(G1(δ) ◦1 G
n(f)).
For any w ∈ APn, using Lemma 6.2 we get that
Gn(f)◦iG
1(δ)(Fn(1⊗ w ⊗ 1))
=
∑
(a1,a2,...,an,b)∈K
Gn(f)(1⊗ a1 ⊗ · · · ⊗G
1(δ)(1 ⊗ ai ⊗ 1)⊗ · · · ⊗ an ⊗ b)
+ Gn(f)(1⊗ L(ψ1)⊗ · · · ⊗G
1(δ)(1 ⊗ L(ψi)⊗ 1)⊗ · · · ⊗ ψn−1 ⊗ 1).
and
G1(δ) ◦Gn(f)(Fn(1⊗ w ⊗ 1)) = G
1(δ) (1⊗ f(Gn ◦ Fn(1⊗ w ⊗ 1))⊗ 1)
= G1(δ) (1⊗ f(1⊗ w ⊗ 1)⊗ 1)
where the second equality follows from the fact that Gn ◦ Fn = IdAPn .
In the particular case of a monomial algebra A that satisfies the property
dimk eiAej = 1 if there exists α : i → j ∈ Q1, the group HH
1(A) is generated
by the set (Q1//Q1) = {(α,α), α ∈ Q1}, see [13]. The map δα : A ⊗ kQ1 ⊗ A → A
defined by
δα(1⊗ β ⊗ 1) =
{
α, if β = α;
0, otherwise
represents the generator (α,α) of HH1(A). If v = α1 . . . αs , αi ∈ Q1 we denote
by C(α, v) = |{i : α = αi, i = 1, . . . , s}|, and we extend by linearity to a map
C(α,−) : A→ k.
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By definition, G1(δα)(1 ⊗ w ⊗ 1) = C(α,w)w and a direct computation shows
that
Gn(f) ◦i G
1(δα)(Fn(1⊗ w ⊗ 1)) = C(α,L(ψi))f(1⊗ w ⊗ 1).
Hence
Fn(Gn(f) ◦G1(δα))(1⊗ w ⊗ 1) = C(α,w)f(1 ⊗ w ⊗ 1)
and
G1(δα) ◦G
n(f)(Fn(1⊗ w ⊗ 1)) = C(α, f(1⊗ w ⊗ 1))f(1 ⊗ w ⊗ 1),
so
[δα, f ](1⊗w ⊗ 1) = (C(α,w) − C(α, f(1⊗ w ⊗ 1))) f(1⊗ w ⊗ 1).
This result has also been proved in [14].
6.2 The cup product in ⊕n≥0 HH
2n(A)
Using our formulas we will show that the cup product restricted to even degrees of
the Hochschild cohomology has a very simple description.
Theorem 6.4. Let f ∈ HH2n(A), g ∈ HH2m(A). Then
f ∪ g(1⊗w⊗ 1) = f(1⊗w(p1, . . . , p2n−1)⊗ 1)ag(1⊗w
op(q2n+1, . . . , q2n+2m−1)⊗ 1),
where w = w(p1, . . . , p2n−1)aw
op(q2n+1, . . . , q2n+2m−1).
Proof. For any f ∈ HomAe(A⊗ kAP2n ⊗A,A) and g ∈ HomAe(A⊗ kAP2m ⊗A,A)
we have already seen that the cup product f ∪ g is given by
F 2n+2m(G2n(f) ∪G2m(g))
and for any w ∈ AP2n+2m we can compute it using Lemma 6.2 as follows:
F 2n+2m(G2n(f) ∪G2m(g))(1 ⊗ w ⊗ 1) = G2n(f) ∪G2m(g)(F2n+2m(1⊗ w ⊗ 1))
=
∑
(a1,a2,...,a2n+2m,b)∈K
G2n(f)(1⊗ a1 ⊗ · · · ⊗ a2n ⊗ 1)
×G2m(g)(1 ⊗ a2n+1 ⊗ · · · ⊗ a2n+2m ⊗ b)
+ G2n(f)(1⊗ L(ψ1)⊗ · · · ⊗ L(ψ2n)⊗ 1)
×G2m(g)(1 ⊗ L(ψ2n+1)⊗ · · · ⊗ ψ2n+2m−1 ⊗ 1).
All the terms in the previous sum that contain the path b vanish, since otherwise
G2m(g)(1 ⊗ a2n+1 ⊗ · · · ⊗ a2n+2m ⊗ 1) 6= 0
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and in this case there should exist u ∈ AP2m a divisor of a2n+1 . . . a2n+2m. Since
|b| > 0, we have that t(u) ≤ t(a2n+2m) < t(ψ2n+2m−1). Applying Lemma 4.1(ii) to
the concatenations u and
wop(q2n+1, . . . , q2n+2m−1) = L(ψ2n+1) . . . L(ψ2n+2m−1)ψ2n+2m−1
in AP2m we know that there exists z ∈ AP2m+1 with s(z) = s(u). We can picture
this situation as follows:
✤ w
op(q2n+1,...,q2n+2m−1) ✤
✤ u ✤
✤ z ✤ .
Now we are going to compare s(u) and s(q2n). Assume s(q2n) < s(u); then
z ∈ AP2m+1 should be a proper divisor of w
op(q2n, . . . , q2n+2m−1) ∈ AP2m+1, a
contradiction. Then s(u) ≤ s(q2n), and since G2n(f)(1 ⊗ a1 ⊗ · · · ⊗ a2n ⊗ 1) 6= 0
there should exist v ∈ AP2n a divisor of a1 . . . a2n and hence
s(a1) ≤ s(v) and t(v) ≤ t(a2n) ≤ s(u).
From [3, Lemma 3.1] we deduce that
w = wop(q1, . . . , q2n+2m−1) = w(p1, . . . , p2n+2m−1)
and s(q2n) < t(p2n−1), so
s(p1) = s(a1) ≤ s(v) ≤ t(v) ≤ s(u) ≤ s(q
2n) < t(p2n−1).
Hence v ∈ AP2n is a proper divisor of w(p1, . . . , p2n−1) ∈ AP2n, a contradiction.
Now we can conclude that
F 2n+2m(G2n(f) ∪G2m(g))(1 ⊗ w ⊗ 1)
=G2n(f)(1⊗ L(ψ1)⊗ · · · ⊗ L(ψ2n)⊗ 1)
×G2m(g)(1 ⊗ L(ψ2n+1)⊗ · · · ⊗ ψ2n+2m−1)⊗ 1).
Using that L(ψ2n+1) . . . L(ψ2n+2m−1)ψ2n+2m−1 = w
op(q2n+1, . . . , q2n+2m−1) ∈ AP2m
we have that
G2m(g)(1⊗ L(ψ2n+1)⊗ · · · ⊗ ψ2n+2m−1 ⊗ 1) = g(1⊗w
op(q2n+1, . . . , q2n+2m−1)⊗ 1).
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On the other hand, [3, Lemma 3.1] says that t(p2n−1) ≤ t(q
2n−1) < s(q2n+1) and then
w(p1, . . . , p2n−1) ∈ χ(L(ψ1), . . . , L(ψ2n)), and since s(p1) = s(L(ψ1)), its starting
point must be minimal with respect to all the concatenations considered in the
previous set. Hence
G2n(f)(1⊗ L(ψ1)⊗ · · · ⊗ L(ψ2n)⊗ 1) = f(1⊗ w(p1, . . . , p2n−1)⊗ a).

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