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Mid-shell nuclei in the mass region A≈100 show collective behavior. For instance, neutron rich even-even molybdenum
isotopes are associated with a shape-phase transition. A spherical vibrator nucleus is observed for N=48 neutrons, while
measurements indicate a deformed rotor nucleus for N=64 neutrons. In order to characterize the shape of molybdenum
nuclei better, thus the shape-phase transition in molybdenum isotopes, a PreSPEC-AGATA experiment was performed
at GSI. In particular, the experiment aimed at measuring the lifetime of the 4+1 excited state of
108Mo to deduce the
decay transition rate of the 4+1 state.
The production of 108Mo was performed in two steps. First, the GSI Fragment-Separator (FRS) selected 109Tc ions
produced via ﬁssion of a 238U beam. Then, 109Tc ions underwent a fragmentation reaction on a beryllium secondary tar-
get. Half-speed of light fragments produced in this second reaction were identiﬁed by the Lund-York-Cologne CAlorimeter
(LYCCA). γ-rays were detected by the AGATA array positioned around the secondary target at forward angles. A com-
plex electronics and data-acquisition system was set up to record the coincidences between a ﬂying ion and the γ-rays it
emitted.
The interaction position of γ-rays inside an AGATA crystal is determined with good resolution. Therefore, combined
with the large Doppler shift of the γ-ray, it provides a unique possibility to measure lifetime with the Geometrical-
Doppler-Shift-Attenuation method.
From the data analysis which included several new techniques, the half-life of T1/2 = 11
+16
−6 ps was extracted for the
ﬁrst 4+1 state of
108Mo. The statistics recorded in this experiment is relatively low which leads to a large uncertainty on
this measurement.
With this large uncertainty, it is not possible to conclude on the exact behavior of the 108Mo nucleus, even though
the comparison of our measurement with geometrical models would favor a transitional nucleus with approximate X(5)
solution of the Bohr-Hamiltonian.
However, this measurement proves the possibility of lifetime determination coupling relativistic ion beams with the
AGATA array. Therefore, it represents a crucial step towards more precise measurements that will be performed at




Kerne in der Schalenmitte im Massenbereich von A≈100 zeigen kollektive Verhaltensweisen. Zum Beispiel sind
Neutronen-reiche gerade-gerade Molybdän-Isotope mit einem Gestaltphasenübergang verbunden. Für Kerne mit N=48
Neutronen wurden sphärische Zustände mit Vibrationsmoden beobachtet, während experimentelle Daten auf deformierte
Zustände mit Rotationsbanden bei Kernen mit N=64 Neutronen hinweisen. Um die Form der Molybdänisotope besser
zu charakterisieren, und damit den Phasenübergang zu beschreiben, wurde ein PreSPEC-AGATA Experiment an der
GSI durchgeführt. Dieses Experiment zielte insbesondere darauf ab, die Lebensdauer des angeregten 4+1 Zustands von
108Mo zu messen und daraus die Übergangsrate abzuleiten.
Die Produktion von 108Mo Kernen wurde in zwei Schritten durchgeführt. Zuerst werden mit Hilfe des GSI Fragment-
Separators (FRS) 109Tc Ionen, welche durch Kernspaltung eines 238U Strahls erzeugt wurden, selektiert. An einem
zweiten Target aus Beryllium werden die 109Tc Ionen fragmentiert. In dieser Reaktion bei halber Lichtgeschwindigkeit
erzeugte Rückstoss-Fragmente wurden mittels des Lund-York-Cologne-CAlorimeter (LYCCA) identiﬁziert. Die γ-
Strahlen wurden von dem um das sekundäre Target in Vorwärtswinkeln angeordneten AGATA Array detektiert. Um
Koinzidenzen zwischen einem ﬂiegenden Ion und von ihm emittierten γ-Strahlen zu messen, wurde komplexe Elektronik
und eine aufwändige Datenaufnahme entwickelt.
Da die Wechselwirkung der γ-Strahlung innerhalb eines AGATA Kristalls sehr gut beschrieben ist, und die Dopplerver-
schiebung sehr gross ist, bietet das Experiment eine einzigartige Möglichkeit, Lebensdauern mit der Geometrical-Doppler-
Shift-Attenuation Methode zu messen.
Nach einer detaillierten Datenanalyse, welche mehrere neue Techniken umfasst, konnte für den ersten 4+1 Zustand von
108Mo eine Halbwertszeit von T1/2 = 11
+16
−6 ps bestimmt werden. Die in diesem Experiment aufgenommene Statistik ist
relativ niedrig, wodurch die Messung mit grossen Unsicherheiten behaftet ist.
Mit dieser grossen Unsicherheit ist es nicht möglich, genaue Rückschlüsse auf die Eigenschaften des 108Mo Kerns zu
ziehen. Dennoch würde ein Vergleich unserer Messung mit dem geometrischen Modell eine Beschreibung der Kern nahe
der X(5) Lösung favorisieren.
Die Messung bestätigt die prizipielle Möglichkeit der Lebensdauerbestimmung mithilfe von relativistischen Ionen-
strahlen und dem AGATA Array. Daher ist diese Arbeit grundlegend für genauere Messungen, die bei HISPEC mit
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Protons and neutrons are arranged inside a nucleus by several forces that come into play. In order to have a deeper
understanding of these forces, nuclear structure studies investigate nuclei outside the valley of stability. One of the
facilities in the world that allows to experimentally access these nuclei is the FRagments Separator (FRS) [1] at GSI.
The nuclear structure physics program conducted with the FRS at GSI and planned with the Super-FRS at FAIR
is organised within the NUclear-STructure, Astrophysics and Reactions (NUSTAR) [2] collaboration. One of the sub-
collaborations of NUSTAR is the HIgh-Resolution In-ﬂight SPECtroscopy (HISPEC) collaboration [3]. The precursor
of HISPEC, PreSPEC, aims at ﬁnding instrumentation solutions, at developing methodologies and at performing γ-ray
spectroscopy experiments at the FRS.
From 2012 to 2014, the γ-spectroscopy group of GSI was operating the Advanced GAmma Tracking Array (AGATA) [4]
for a two years experimental campaign called the PreSPEC-AGATA campaign. The experimental setup was coupling
the FRS, the Lund York Cologne CAlorimeter (LYCCA) [5] and the High Energy γ deteCTOR (HECTOR+) [6] with
AGATA.
The PreSPEC-AGATA campaign addressed nuclear structure topics about closed-shell nuclei, dipole responses and
collective phenomena, with in total seven large-scale experiments [7–9]. One of theses experiments, named “S428”,
studied the nuclear collective behavior in the mass region A≈100 via lifetime measurements [10] and it is the subject of
this thesis.
In the ﬁrst chapter of this thesis, I introduce the notion of the collective phenomena that occurs in the mass region
A≈100. In order to explain the physics phenomena at play in this region, I ﬁrst describe the deformation formalism and
then I brieﬂy review nuclear structure geometrical models.
In the following chapter, I describe the experimental setup of the PreSPEC-AGATA campaign. In this chapter, the
complexity of large-scale γ-ray spectroscopy experiments is presented together with the advantages it provides in terms
of lifetime measurements.
A complex experimental setup implies, on the other hand, a large number of electronic channels. Therefore, I detail
in Chapter 3 the coupling of the data acquisition system of the AGATA detectors with the FRS-LYCCA-HECTOR+
detectors (that allowed the data-taking). This technical chapter answers to the three following questions:
• How to couple a digital with an analog system?
• How to optimize the data-taking?
• How to ensure proper data correlation between all the detectors?
Chapter 4 provides the data analysis procedure I developed and applied to observe the γ-ray transitions of the “S428”
experiment.
The determination of the lifetime of the excited state is based on a Monte-Carlo simulations that are described in
Chapter 5. In addition to the lifetime determination, an interpretation in terms of Geometrical models is provided in
this chapter.
At last, in Chapter 6, I provide a conclusion and perspectives of this work.
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Chapter 1: Nuclear structure studies in the mass region A≈100
The mass region A≈100 corresponds to nuclei with a number of neutrons between the magic numbers 50 and 82 and
with a number of protons between the magic numbers 28 and 50. On the nuclear chart shown in Fig. 1.1, this mass



























Figure 1.1: Shape predictions for the nuclei in the nuclear chart. The color code provides the deformation of
each nucleus of the chart. The value of the deformation parameter (β) is obtained with Hartree-Fock-
Bogoliubov calculations [11]. The area circled in green corresponds to the mass region A≈100 which is
the subject of this thesis. The dashed lines indicate the nuclear magic numbers at stability. The black
line corresponds to the valley of stability. The figure is adapted from [12].
From the color code, which indicates the predicted level of deformation, we can notice that the mass region of interest
is subject to nuclear deformation. This region is interesting for additional collective phenomena such as rapid-shape
changes, shape-coexistence, triaxialty and exotic shapes. In order to have a deeper understanding of the phenomena that
occurs in this region, the measurement of both energies and lifetimes of excited states is required.
In Section 1.1, the formalism needed to parametrize the shape of a nucleus is described. Section 1.2 contains a
discussion of the geometrical models applied to even-even nuclei. In Section 1.3, the nuclear structure observables use
for these nuclear studies are discussed. In Section 1.4, I conclude this chapter with a status on the measurements that
has been performed in the mass region A≈100.
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1.1 Deformation formalism
In order to derive an Hamiltonian that describes a deformed nucleus, the shape of the nucleus need to be parametrised.
The nuclear surface, noted R(θ, φ), describes the nuclear shape in the spherical coordinate system: θ is the polar angle
with respect to the z axis and φ is the azimuthal angle. We expand the nuclear surface R in terms of spherical harmonics:







where R0 is the radius of a spherical nucleus with the same volume. The function Yλ,µ is the spherical harmonic of
order λ, µ (see Annexe 7.4 for a deﬁnition of the spherical harmonics). The expansion coeﬃcients αλ,µ describe the
deformation of the nuclear surface. Since the nuclear surface R is a physical property of the nucleus, it has to be a real
number. Thus we have αλ,µ = (−1)µα∗λ,ν .
The orders λ = 0 and λ = 1 correspond to a spherical nucleus and to its translation respectively. The second order
(λ = 2) describes the quadrupole deformation of the nuclear shape. The third order (λ = 3) corresponds to an octupole
deformed nucleus. A schematic view of the diﬀerent nuclear shapes for the ﬁrst deformation orders is shown in Fig. 1.2.
Sphere Octupole Hexadecapole
Parity breaking
Figure 1.2: Representation of the nuclear shapes for the first deformation orders. The order λ = 1 is not represented
here since it corresponds to a translation of the nucleus. The figure is adapted from [13].
In this work, we consider only quadrupole deformation λ = 2, hence the shape of a nucleus is assumed to be an
ellipsoid (see Fig. 1.2). In this case, ﬁve deformation coeﬃcients, the α2,µ variables, are needed to characterize the shape
of a nucleus.
The spherical harmonics expansion given in Equation 1.1 describes the nuclear surface in the laboratory reference
system K . In order to match the deformation axis of the ellipsoid with the axis of the reference system, we rotate the
laboratory reference system K with three Euler angles1.
After the rotation, the nucleus is described in its frame of reference that we note K ′. In the nucleus frame of reference
K
′, we note a2,ν the ﬁve deformation parameters. The judicious choice of the axis of the frame of reference K ′ with
the principal axis of deformation of the nucleus reduces the number of parameters needed to describe the shape of the
nucleus. Indeed, the axial symmetry induces that non-diagonal moments of inertia are null, thus the relations [14]:
a2,2 = a2,−2
a2,1 = a2,−1 = 0
In order to simplify the notations, we adopt the variable substitution as suggested by Hill and Wheeler [15]:
a0 = β cos(γ)




1 The definition of the Euler angles together with the frame of rotation are given in Annexes 7.2 and 7.3 respectively.
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where β corresponds to a measurement of the elongation parameter of the nucleus and γ corresponds to the degree
of axial asymmetry, i.e., γ is a variable that describes how much the deformation of a nucleus diverges from the axial
symmetry.
In order to express the surface R(θ, φ) of a quadrupole (λ = 2) deformed nucleus in its frame of reference, we substitute
the variable a0, a2 and a−2 into Equation 1.1. Thus, the following equation results for the nuclear surface:







cos(γ) · (3 cos2(θ) + 1) +
√
2 sin(γ) · sin2(θ) · cos(2φ)
)]
, (1.3)
where the dependency on trigonometric functions of the angle θ and φ arises from the expression of the ﬁrst order
spherical harmonic (given in Annexe 7.4).
The nuclear radius can be also expressed along the axis of the nucleus’ frame of reference [16]. Thus, an equation














where k = 1, 2, 3 denotes the index of the frame of reference axis.
A deformation parameter couple (β, γ) is associated with diﬀerent nuclear shape. The scheme in Fig. 1.3 shows the
diﬀerent nuclear shapes inside the plane deﬁned by the deformation parameters (β, γ).
Figure 1.3: The shape of the nucleus is represented by a function of the two deformation parameters β and γ.
(x, y, z) corresponds to the axis of the frame of reference K′ of the nucleus. The color code highlights
the deformation axis: green for z, red for y and blue for x. The figure is taken from [17].
The nucleus has a spherical shape for β = 0. The nuclear shapes described with an axial asymmetry parameter
γ = 30° have a maximum axil asymmetric.
In the plot shown in Fig. 1.3, the Lund convention in which the elongation parameter β ≥ 0 is adopted. With this
convention, the nucleus is axially deformed for γ multiple of π/3. In this way, the parametrization by (β, γ) of the
nuclear shapes have a “rotational symmetry” in γ = k · (π/3) for k ∈ [1, 2, 3, 4, 5, 6].
• A symmetrically deformed nucleus with γ = 2k · (π/3) is oblate, which corresponds to a nucleus that is deformed
along the major axis z of the ellipsoid.
• A symmetrically deformed nucleus with γ = (2k + 1) · (π/3) is prolate, which corresponds to a nucleus that is
deformed along the minor axis x or y of the ellipsoid.
An other convention used in Fig. 1.1 put a limit to the deformation space to γ ∈ [0, π/3]. With this convention:
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• the shape of the nucleus is oblate deformed for β > 0;
• the shape of the nucleus is prolate deformed for β < 0.
The symmetries present in the (β, γ) shape parametrization of the nuclear shape need to be ﬁxed by a convention. We
chose to limit the region of interest of the (β, γ) deformation space to γ ∈ [0°, 60°], with the elongation parameter β > 0.
In this case, the oblate deformed nuclei are obtained in γ = 0° and the prolate deformed nuclei have γ = 60°. A nucleus
with an elongation parameter β ∼ 0.3 has a pronounced deformation. A nucleus is instead named “super-deformed”
with a β ∼ 0.6.
To summarize this section, the potentially quadrupole-deformed shape of the nucleus in the laboratory frame of
reference can be described by ﬁve parameters: three Euler angles used for the orientation of the nucleus and the two
deformation parameters (β and γ). These latter describe the shape of a nucleus.





The quantum mechanics of a deformed nucleus can be described by the so called “Bohr Hamiltonian” that was ﬁrst
derived by A. Bohr in 1952 [16]. In general, the Hamiltonian is expressed as the sum of the kinetic energy T and the
potential energy V of the system hence:
H = T + V. (1.5)














Bλ | ˙αλ,µ|2, (1.7)
where Cλ and Bλ are quantities that depend on the nuclear matter properties. These are described in more details in
reference [16].
In the previous paragraph, we have seen the coordinate transformation of the coeﬃcient αλ=2,µ in terms of the
deformation parameters β, γ that belongs to the frame of reference K ′. Thus, after a time derivation of the αλ,µ
coeﬃcients in terms of the deformation parameters (details of the calculation are given in both references [14] and [16]),
the Bohr Hamiltonian can be expressed as a sum of three energy terms:
H = Tv ib + Trot + V. (1.8)
Tv ib is the vibrational energy term:



























0, with ρ0 the charge density
and R0 the radius of the nucleus. The (β, γ) variables are the deformation parameters and ħh the Planck constant.








where Ik are the moments of inertia of the nucleus and Jk is the orbital angular momentum of the nucleus. The
summation over k, the axis of deformation, arises from the change of coordinate system ,i.e., from the laboratory to the
nucleus coordinate system. The moment of inertia Ik is expressed in terms of deformation parameters of the nucleus by:
Ik = 4B β
2 sin2(γ − k 2π
3
); k = 1, 2, 3. (1.11)
The last term in Equation 1.8 is the potential energy and is given by a generic function [17] of the two deformation
parameters β and γ:
V = V (β, γ). (1.12)
At this point the terms and the equations required to describe the diﬀerent collective behaviours in a nucleus are
described. The Bohr Hamiltonian of Equation 1.8 provides a description of the nucleus in terms of nuclear vibrations,
rotations and coupling of the two. Nevertheless, the solution of the Schroedinger equation with the Bohr-Hamiltonian
from Equation 1.8 is rather complex. To overcome this, we provide simpliﬁed descriptions of the nucleus in the following
paragraphs. Simpliﬁed models are obtained applying diﬀerent conditions on the deformation parameters β, γ and on the
potential V (β, γ).
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Moreover, the geometrical models are commonly compared and interchanged with the Interacting Boson Models2
(IBM) [18]. Contrary to the geometrical models, where the nucleus is described collectively with the Bohr Hamiltonian,
the IBM models for even-even nuclei are based on fermions couples described in terms of eﬀective bosons. Each boson
can have an angular momentum 0 (s type) or 2 (d type). The IBM models consist of one dimension for the boson s and
ﬁve dimensions for the boson d, therefore have a group structure with six dimensions. In this group, one can construct
three sub-groups, named U(5), O(6) and SU(3). Each of the sub-groups provides a description of the nucleus with large
similarities with the corresponding cases of the geometrical models [19].
The geometric models for diﬀerent collective behaviors and the corresponding IBM sub-groups are the following:
• spherical vibrator – U(5)
• axially deformed rotor – SU(3)
• γ-soft or γ-unstable rotor– O(6)
In addition to these three limiting case, it exists: (i) shape-phase transitional critical points that can be described by
the E(5) and X(5) analytical solution of the Bohr-Hamiltonian; (ii) transitional situations.
1.2.2 Nuclear collectivity
Spherical vibrator
The vibration modes are related to a closely spherical nucleus that have surface oscillations. The harmonic spherical





where C is the quantity Cλ from Equation 1.6 for λ = 2.
Under this condition on the energy potential, i.e., V depends only on the deformation parameter β, it is possible to
separate the Bohr Hamiltonian into two parts [17]: one depending only on β and one depending only on γ. With this
method, we can derive the vibrational energies for a spherical harmonic vibrator [17]:







B and N corresponding to the excitation level or phonon state. For example, the ﬁrst phonon state N = 1
corresponds to the ﬁrst 2+1 excited state in a pure vibrator. Similarly to the case of a rigid rotor, we can calculate the
energy ratio of the ﬁrst 4+1 excited state over the energy of the ﬁrst excited 2
+
1 :
R4/2 = E4/E2 ∼ 2.0. (1.15)
Axially deformed rotor
Before describing the axially deformed rotor, a simpliﬁed theoretical case of a rigid rotor is considered. This case will
help us in the forthcoming explanation of a general axially deformed rotor. Moreover, the Bohr Hamiltonian for a rigid
rotor is very simple and an easy analytical solution can be obtained.
Since we assume a rigid rotor, there is no variation of the deformation parameter β, thus ∂∂β = 0. Moreover, as we
assume that the deformation occurs only along the axis of the ellipsoid, therefore the parameter of axial asymmetry is
null: γ = 0. Under these assumptions, only the rotation term Trot remains in the Bohr Hamiltonian of Equation 1.8.






where R is the rotational angular momentum that consists of both intrinsic excitation and nuclear rotation. I is the
moment of inertia of the nucleus. For a small deformation parameter β, assuming an homogeneous rigid body and




AM R20 (1 + 0.31β), (1.17)
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Figure 1.4: Schematic drawing of a deformed rotating nucleus. The nucleus rotates along the z axis, perpendicular
to the symmetry axis y. The total spin of the nucleus is I = R + J with R the rotation vector and
J the intrinsic excitation spin. K indicates the projection of the intrinsic excitation on the symmetry
axis. The figure is taken from [20].
with A the number of nucleons in the nucleus, M the mass of the nucleus and R0 the hypothetic radius of a spheric
nucleus with the same volume. A schematic view of a deformed nucleus with its quantization axis y and rotational axis
z is shown in Fig. 1.4.
For a nucleus in the ground state, the intrinsic spin is Jpi = 0+ and the projection of the intrinsic excitation is K = 0.
In this case, the rotational angular momentum is equal to the angular momentum [19]: R = J. The solution of the





J (J + 1). (1.18)
The rotational energy Erot depends only on the total angular momentum of the state J and on the structure parameter:
the moment of inertia. The energy ratio of the ﬁrst excited 4+1 state over the energy of the ﬁrst excited 2
+
1 state is in
this case
R4/2 = E4/E2 ∼ 3.33. (1.19)
When an intrinsic excitation occurs, the total angular momentum takes the value of the projection K of the intrinsic





J(J + 1)−K(K + 1)] . (1.20)
The construction of the axially deformed rotor comes now relatively simply from the coupling of a rigid rotor with a
spherical vibrator. In this case, the nucleus is deformed and it can have phonon vibrations.
Two types of excitations arise. The ﬁrst one, the β vibration, where the phonon excitation is along the deformation
axis, with K = 0 and the phonon excitation can induce change of the quadrupole deformation β. The second one, the γ
vibration, which corresponds to an excitation with K = 2 perpendicular to the deformation axis and in which the axial
symmetry is broken.
Axially asymmetric rotors
It is possible to distinguish two asymmetric rotors. The ﬁrst one has the potential V (γ) with a steep and deep minima
at a given γ value. This case is called “rigid triaxial rotor”. The second one, similar to the O(6) solution of the IBM, is
the γ-soft rotor, which corresponds to a potential V (γ) completely ﬂat in γ degree of freedom. In this case, the nucleus
can oscillate freely in γ with a mean value < γ >= 30°. Due to the independence on γ of the nuclear potential, a similar
energy spacing as in the rotor case can be derived [19]. The energy ratio in this case [19] is given by:
R4/2 = E4/E2 ∼ 2.5. (1.21)
2 The interacting boson models are sometimes referred to algebraic models.
23
1.2.3 Summary of the collective modes
The discussions held above on the three collective nuclear behavior are summarized in one diagram shown in Fig. 1.5.
In the ﬁgure are also shown the typical γ-ray cascades, the energy ratios R4/2 and the reduced transitions strengths
implied by these limiting cases.
Figure 1.5: Representation of the collective behaviors of the nucleus. The correspondence of the collective geomet-
rical models with the IBM models is indicated at the corners of the triangle. Typical γ-ray cascades
obtained in these limits are shown in the figure together with the energy ratios between the first 4+1
and 2+1 state. The reduced transition strengths normalized to one are indicated on the right hand side
of the arrows. The figure is adapted from [22].
Moreover, we can notice two circled areas: X(5) and E(5) that correspond to critical points, that provide a description
for shape-phase transitional nuclei. They both have an analytical solution of the Bohr Hamiltonian that can be associated
with a sub-group of the IBM models (thus their names).
In the case of E(5), the transition from vibrator to γ-soft rotor is described. The details of the calculation are given
in Reference [23]. The X(5) case corresponds to the shape-phase transition between a vibrator and a rotor, as explained
in Reference [24]. Analytical solutions that approximate the Bohr-Hamiltonian between X(5) and SU(3) and between
E(5) and O(6) are described in References [25] and [26] respectively.
In this paragraph, we have described the nuclear collectivity behavior with three limiting cases of the geometrical
models and more particularly the assumptions –on the deformation parameters β and γ and on the energy potential of
the Bohr Hamiltonian V (β, γ)– that are implied by these limiting cases. These models help us to understand the type
of nuclei we are dealing with in the mid-shell region A ≈100.
Aside the geometrical models, more sophisticated models exists such as the one based on mean-ﬁeld theories [27].
Before providing an brief overview of the measurements in this particular mass region, we describe the nuclear observ-
ables that are of particular interest for the description of the mass region A≈100.
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1.3 Useful observables for nuclear structure studies
In the previous paragraph, we mentioned the importance of the energy ratio between the ﬁrst 4+1 and 2
+
1 excited level
of the nucleus as a method to characterize its collective behavior: rotational, vibrational or γ-soft. We can obtain more
detailed information on these behaviors by measuring the lifetime of excited levels. Indeed, the lifetime of an excited
state is related to its transition probability, thus to the matrix element that allows a sensitive comparison between
measurements and models.
In the following paragraph, before developing the formalism on the transition probabilities and their typical units, we
ﬁrst remind the selection rules of electromagnetic transitions.
1.3.1 Selection rules
Let us consider an excited state with spin and parity Jpiii that decays to a lower state with spin parity J
pif
f . The decay
can occur via emission of a γ-ray with an energy Eγ = Ei −Ef , where Ei and Ef are the energy of the initial and ﬁnal
state respectively. The electromagnetic decay is characterized by its multipole order L and by its character: Electric
(E) or Magnetic (M). The decay can occur if the photon of multipole order L follows the quantum mechanical selection
rules on angular momentum and parity conservation [28]:
|Ji + Jf | ≥ L ≥ |Ji − Jf |. (1.22)
The parity of a transition of order L is
• π = πi · πf = (−1)L+1 for magnetic decay
• π = πi · πf = (−1)L for electric decay.
1.3.2 Transition probabilities








B(Πλ;Ji → Jf ), (1.23)
where B(Πλ;Ji → Jf ) is the transition strength between the state i and f . It is deﬁned by:
B(Πλ;Ji → Jf ) = 12Ji + 1
∣∣∣ 〈ψf ∣∣OΠ,λ∣∣ψi〉∣∣∣2, (1.24)
where OΠ,λ is the electromagnetic operator (a description of the operator can be found in [29]) and ψi (ψf ) corresponds to
the wave-functions of the state with spin Ji (Jf ). For example, in the case of electric dipole transition (E2), Equation 1.24
is expressed as:
B(E2;Ji → Jf ) = 12Ji + 1
∣∣∣ 〈ψf ∣∣E2∣∣ψi〉∣∣∣2, (1.25)
and it is commonly called B(E2) value.





The reduced matrix element depends on the wave-function of the initial and ﬁnal state, therefore the lifetime of an
excited state is an ideal observable to compare experimental observation with model predictions.
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1.3.3 Units and conversions
The unit of the reduced transition strength, in the case of an E2 transition is e2fm4, where e = 1.6 · 10−19 C and




= 1.223 · 109 · E5γ ·B(E2) (1.27)
An other commonly used unit for the B(E2) value is the Weisskopf unit (W.u.). It is deﬁned by [19]:
1W.u. = 0.0594 ·A4/3e2fm4, (1.28)
where A is the mass number.
The advantage of the Weisskopf unit compare to the e2fm4 unit lies in the description of the collectivity: the W.u.
highlights the single particle contributing to the deformation. A value larger than one W.u. is associated with a collective
behavior.
Moreover, the Grodzins relation [30] states that the B(E2) value is inversely proportional to the energy of the
ﬁrst 2+1 state. Thus, the measurement of the energy of the ﬁrst excited state in a nucleus provides an indication
of the B(E2; 2+1 , 0
+
1 ) value. A generalisation of the Grodzins relation for higher spin state can be derived from the
Bohr-Hamiltonian and is provided in Reference [31].
1.3.4 Relation between the quadrupole moment and the B(E2) value
The measurement of the lifetime of an excited state is useful to characterize the charge distribution, or quadrupole
moment, inside the nucleus. Indeed, from the parametrization of the surface of the nucleus given in Equation 1.1, we can




Z R20 β (1 + 0.16β), (1.29)
with Z is the proton number of the nucleus.
We cannot observe experimentally the intrinsic quadrupole moment of the nucleus which is expressed in the reference
frame (K ′) of the nucleus, but the spectroscopic quadrupole moment, noted Q, which is related to the measurement in
the laboratory frame (K ). The relation between the two is given by [19]:
Q = Q0
3K2 − J(J + 1)
(J + 1)(2J + 3)
. (1.30)
In the limiting case of a rigid rotor with R4/2 = 3.33, the relation between the quadrupole moment and the B(E2)
value is [21]:









∣∣JfK〉 is a Clebsh-Gordan coeﬃcient connecting the state of spin Ji and Jf . A more general relation
between the B(E2) values and intrinsic quadrupole moments for axially deformed nuclei with R4/2 < 3.33 is given in
Reference [32].
To summarize, if we measure the lifetime of an excited state that decays via E2 transition, we can estimate its reduced
matrix element from Equations 1.27 and introduce the value into Equation 1.31 in order to calculate the quadrupole
moment. We can also introduce the quadrupole moment into Equation 1.29 and 1.30 in order to determine the deformation
parameter β of a nucleus with the help of the geometrical models.
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1.4 Mass region A≈100
The inverse of the energy of the ﬁrst 2+1 is plotted in Fig. 1.6 for the even-even nuclei with Z ∈ [36, 50]. The nuclear
Figure 1.6: Plot of the systematics of the first 2+1 energy in the mass region A≈100. The color code, given in the
insert, is related to the different isotopic chains. The energy values plotted here are the adopted ones
from Reference [33]. The figure is taken from [34].
structure in the mass region A≈100 is therefore highlighted. The number of protons of the tin (50Sn) isotopes is a magic
number. The energy of its ﬁrst 2+1 state is close to one and constant along the isotopic chain. Thus, according to the
Grodzins relation, the B(E2) values are closed to one and tin isotopes have a spherical shape. If we remove protons
from the tin isotopes and keep constant the neutron number, we observed a decrease of the ﬁrst 2+1 energy, which is an
indication of a collective excitation behavior. If we now focus on a mid shell isotope, e.g. zirconium (40Zr), we can notice
that for 58 neutrons the energy of the ﬁrst 2+1 is high. While adding neutrons to
98Zr, we observe a fast decrease of
the ﬁrst 2+1 state energy. This energy change occurs only by adding two neutrons and is therefore called “rapid” shape
transition from a spherical to a deformed nucleus. We observe a similar rapid shape transition also in other isotopes in
the region, e.g. krypton (36Kr), strontium (38Sr) and molybdenum (42Mo). To conclude, this plot shows the importance
of the energy of the ﬁrst 2+1 state in relation to the collective behavior observed in the mass region A≈100.
1.4.1 Shape-phase transition
If we consider on the zirconium isotopic chain, we notice that a lot of theoretical eﬀorts have been put into explaining
the rapid shape transition. For example, Hartree-Fock-Bogoliubov (HBF) calculations using a DS1 Gogny interaction [11]
predict that the zirconium isotopes with N ≥ 60 are deformed with a prolate and oblate minimum very close in energy.
A calculation from Xu et al. [35] predicts a stable oblate shape for N ≥ 70, using both cranked and conﬁguration-
constrained shell models. The work of Schunck et al. [36] predicts a spherical potential for 106Zr and a tetrahedral
ground state for 108,110Zr nuclei.
One can notice from the previous examples that the theoretical works in the zirconium isotopes do not fully agree
and predict diﬀerent shapes and shape-phase transitions. Moreover, the predicted number of neutrons for which the
shape-phase transition occurs is diﬀerent depending on the model that we consider.
Similar behavior is expected in the strontium, molybdenum and ruthenium isotopes. For example, in a recent lifetime
measurement by A.G. Smith et al. [37], the competition between oblate-prolate shapes for various isotopes in the mass
region A≈100 is highlighted. For nuclei with a higher Z, we can quote the work of A. M. Bruce et al. [38], in which the
measurement of the lifetime of the ﬁrst 2+1 state in
112,113Tc isotopes suggests an oblate ground state.
The systematics of energy ratios R4/2 in the mass region A≈100 depicted in Fig. 1.7 shows, for the zirconium and
molybdenum isotopes, a shape transition from a spherical nucleus at N∼58 to a deformed nucleus at N∼62.
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Figure 1.7: Systematics of the energy ratio of the first 4+1 over the first 2
+
1 . The color code, given in the insert is
related to the different isotopic chains. The energies values are the adopted ones from Reference [33].
The dotted grey lines indicate the energy ratios for the three limiting case mentioned in Paragraph 1.2.2.
The figure is taken from [12].
1.4.2 Triaxiality
In the mass region A≈100, triaxial behavior is also expected. For instance, in the recent work of P.-A. Söderström
et al. [39] the question of triaxiality is raised for the 116,118Ru nuclei. Furthermore, it is in the even-odd molybdenum
isotopes that triaxial behavior is most often observed, e.g. J.A. Pinston et al. [40] obtained a triaxial deformation
parameter γ ≈ 17° for 105,107Mo.
1.4.3 Particularity of Mo isotopes
In the previous paragraphs, we discussed the importance of deformation in the understanding of the nuclear structure
in the mass region A≈100. The present work concerns the molybdenum isotopic chain and in particular 108Mo. The
adopted energy values of the ground state band (up to spin 6) of molybdenum isotopes is plotted in Fig. 1.8. The lifetime
of the excited states are given inside the green box.
The measurement of Hutter et al. [41] is of particular interest for the present work. Indeed, it provides a systematic
measurement of the B(E2) values up to spin 10+ of the 104,106Mo nuclei. Furthermore, Hutter et al. compared his
results with the critical point symmetry X(5). Their results favor a rotational interpretation of 104,106Mo. Nevertheless,
in the search for a critical point symmetry X(5) suggested by Caprio et al. [42], the neutron rich molybdenum isotopes
remain good candidates.
In this Chapter, we presented the collective behavior that occurs in the mass region A≈100. Moreover, we discussed
the importance of the collective models in order to understand the nuclear structure in these nuclei. Furthermore, we
stressed the importance of the lifetime measurement focussing our discussion onto the lifetime of the excited 108Mo, the
subject of the present work.
In order to further test the possibility of a critical point-symmetry, we need to measure the lifetime of the ﬁrst 4+1
excited state of 108Mo. From the comparison between the half-life of the ﬁrst 4+1 excited state of both
104Mo and 106Mo
isotopes, we can expect a half-life value of the 4+1 state of
108Mo to be close to ∼25 ps. The present work is focussed on
the determination of this speciﬁc half-life.
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Figure 1.8: Energy of the excited levels of the ground state band of the molybdenum isotopes up to spin 6. The
lifetime values given in the green boxes are expressed in ps. They are the adopted values taken from
the ENSDF database [33]. The unknown values are marked with a question mark.
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Chapter 2: Experimental setup
The production of the molybdenum isotopes was performed in a multi-stage process depicted in Fig. 2.1.
Figure 2.1: Schematic view of the experimental setup used to produce the radioactive molybdenum isotopes. The
figure is taken from [43].
At ﬁrst, the UNiversal LINear ACcelerator (UNILAC) pre-accelerated an uranium beam that was injected in the
SIS-18 synchrotron [44]. The uranium was further accelerated by the SIS-18 synchrotron up to an energy of 600 MeV/u.
The extraction of the uranium beam out of the SIS-18 was taking about one second. Thus, at this stage, the extracted
beam from the SIS-18 had a speciﬁc time structure in bunches (or spills) with a typical one second extraction and three
seconds ramping time. The beam was then transmitted to the FRagment Separator (FRS) [1]. Here the SEETRAM1
measured a beam intensity up to 2 · 109 particles per spill.
The uranium beam underwent a ﬁssion reaction on a 1033 mg/cm2 thick beryllium target positioned at the entrance of
the FRS, the primary target of the FRS. 109Tc ﬁssion fragments were selected by the FRS set in mono-energetic mode2.
The FRS provided, in addition, identiﬁcation and tracking of all species passing through it. It is worth noting that, at
the ﬁnal focal plane of the FRS, three species were identiﬁed and centered: 107Nb, 108Mo and 109Tc. The total beam
intensity measured by a plastic scintillator positioned at the last focal plane of the FRS was 1900 particles per spill.
This multi-species beam, with an energy ∼150 MeV/u, was sent to a 700 mg/cm2 thick beryllium secondary target.
The fragments of the second-step fragmentation were tracked and identiﬁed by the Lund York Cologne CAlorimeter
(LYCCA) [5]. The secondary target was surrounded by two types of γ-ray detectors: the Advanced GAmma Tracking
Array (AGATA) [4] and the High Energy γ-ray deteCTOR (HECTOR+) [6]. The 109Tc beam underwent a fragmentation
onto the secondary target to produce, e.g. 108Mo in a 1-proton knockout reaction.
The data were written onto disk for events in which a γ-ray was detected in coincidence with a particle passing through
the FRS and LYCCA. The number of coincidence trigger reached up to 320 Hz.
In this chapter, I describe each of the apparatus above mentioned. I start in Section 2.1 with the FRS. It is followed
by a description of the LYCCA calorimeter in Section 2.2. I explain the γ-ray detector AGATA in Section 2.3 and
HECTOR+ in Section 2.4.
In the last Section of this chapter I describe the experimental methods that are used for lifetime measurements and I
detail the one that can be applied with our experimental setup.
1 SEETRAM stands for SEcondary Electron TRAnsmission Monitor [45].
2 We further explain the reason and the advantages/disadvantages of this mode in Paragraph 2.1.1.
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2.1 The GSI fragment separator
The relativistic ion beam delivered by the SIS is transported to the entrance of the FRS where it undergoes ﬁssion
or fragmentation reactions on a primary target. After the primary target, the four dipole magnets of the FRS select
reaction products of interest using the Bρ−∆E−Bρ method explained in Paragraph 2.1.1. After each dipole, slits can
be inserted into the beam line in order to cut contaminants. Optimal beam quality and focussing are obtained with a
series of quadrupole and sextupole magnet before and after each dipole magnet.
The identiﬁcation of the fragments is performed by the FRS standard detectors described in Paragraph 2.1.2.



































































Figure 2.2: Schematic view of the FRS. The four dipoles are drawn in red and the quadrupoles in blue. The
sextupoles are not drawn here. A fragment from the beam cocktail produced at the target level is
selected by the four dipoles of the FRS. The boxes in the lower part of the drawing show the FRS
detectors needed for the full identification and tracking of the fragments. The detector positions are
not to scale but there relative positions are respected. The distances are given in Annexe 7.1. The
drawing is inspired from [46].
The selection of a fragment of interest AZX with a momentum p0 is performed in three steps. In the ﬁrst part of the
FRS, the ﬁrst two dipoles of Fig. 2.2, select an ion according to its magnetic rigidity: Bρ0 where B is the magnetic ﬁeld
and ρ0 is the bending radius of the ion trajectory. Indeed, the homogeneous magnetic ﬁeld ~B of a dipole magnet induces
a Lorentz force to a moving charge Qe (e the electron charge) with mass Au (u is the atomic mass unit) [47]:
~FLorentz = Qe · ~v × ~B, (2.1)






The combination of Equations 2.1 and 2.2 provides the following equation showing the explicit dependence of the AQ








where β = vc , with c the speed of light in vacuum and γ the Lorentz factor. Therefore, each fragment with a diﬀerent
AoQ ratio has a diﬀerent bending radius ρ and the ﬁrst selection stage make use of this relation to select all species with
similar AoQ. The momentum acceptance of the ﬁrst FRS dipole determines the number of species passing around the
selected AoQ. A representation of the selection through the momentum acceptance of the dipole of the species is shown
in red in Fig. 2.3.
AoQ
Figure 2.3: Selection of an isotope with the FRS. The slits permit to reduce the transmission of a given section,
thus allowing to narrow the space between the “green lines” or the “red/blue” lines. The first selection
after the first two dipoles is between the two red lines. The impact of the middle focal plane degrader
followed by a second Bρ selection is illustrated by the area between two green lines. The figure is
adapted from [46].
As diﬀerent species can have similar AoQ ratios, in order to suppress unwanted isotopes after the second dipole, a
wedge shaped degrader is positioned at the intermediate focal plane. The energy loss by a charged particle inside a unit




with Z the atomic number of the ion and f(β) a function depending on the material and on the beam velocity. The
diﬀerent energy loss of diﬀerent species in the degrader provides a momentum spread of the beam cocktail. A speciﬁc
Bρ value applied to the last two FRS dipoles shown in Fig. 2.2 selects the isotope of interest. This second selection is
schematically illustrated in Fig. 2.3.
Employing a wedge shaped degrader, the angle of the wedge can be chosen to set the FRS in achromatic mode, i.e.,
the position of a specie at the ﬁnal focal plane has a narrow spatial distribution, independent of the particle momentum.
This provides a good transmission eﬃciency for a given specie and contaminants arriving at diﬀerent positions can be
easily removed with slits. The shape of the wedge degrader can also be adjusted to correct the position dependence
of momentum at the middle focal plane of the FRS. After the degrader all ions of the centered species have the same
momentum and the FRS optics make that they come broad on the target at the ﬁnal focal plane of the FRS. This FRS
mode is called mono-energetic [49]. This aﬀects the transmission eﬃciency but assures a narrow velocity distribution at
the ﬁnal focal plane of the FRS (Fig. 2.4).
2.1.2 In flight identification of the ions in the FRS
All the ions reaching the ﬁnal focal plane of the FRS need to be identiﬁed. In order to achieve ion identiﬁcation,
meaning determination of both charge (Q) and mass (A), their velocity, positions and charge or proton number (Z) must
be measured. For the ions at 400 MeV/u considered in this experiments (Z ∼ 40), the ions are assumed to be fully
stripped in the FRS(Q = Z) [51].
The ion velocity is obtained by measuring the Time of Flight (ToF ) between the middle focal plane (S2) and the
ﬁnal focal plane (S4) with the help of plastic scintillator detectors (Sc21 at S2 and Sc41 at S4). The time signal in each
scintillator is measured by two Photo-Multiplier Tubes (PMTs), one on the left (TSc21L and TSc41L), and one on the
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Figure 2.4: Representation of the particle spreading in momentum p (y axis) and position (x axis) of the particles
in different stages of the FRS. The mode of the spectrometer is selected by setting different wedge
angles of the S2 degrader. The figure is adapted from [50].
right side (TSc21R and TSc41R) of the rectangular scintillators. The ToF of an ion can then be calculated using the
following relation:
ToF = (TSc41L + TSc41R)− (TSc21L + TSc21R). (2.5)
This allows a time-of-ﬂight measurement independently of the position of particles at the S2 and S4 focal planes. The








Time Proportional Chambers (TPC) are used to determine the beam-particle positions. The FRS TPCs [52] are CH4
gas detectors operated at normal pressure and room temperature. Charged particle passing through the TPC ionise the
gas and in the presence of an uniform electric ﬁeld, electrons are collected by the anode, and positive charges are deposit
on the cathode. The position along the dispersive plane of the dipoles (x axis –the axis are represented in Fig. 2.2–),
i.e., along the anode, is given by a delay line. The position in the y axis is obtained by measuring the drift time of the
charges inside the TPC detector. The angle of the particles is obtained combining information of two TPCs in one focal
plane.
Once positions are determined, it is possible to calculate the magnetic rigidity of a fragment for both sections of the
FRS according to the equations:





Bρ4 = (Bρ0)4(1 +
x4 −M · x2
D4
), (2.8)
where (Bρ0)2 and (Bρ0)4 are the magnetic rigidities of the fragments for a central trajectory at the middle focal plane
(S2) and ﬁnal focal plane (S4). The measured positions are x2 for the middle focal plane and x4 for the ﬁnal focal plane.
3 In the experiment presented in this work, the distance between the middle and the final focal planes was ∼34 m.
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The dispersion in a section is D2 for the ﬁrst part of the FRS and D4 for the second part of the FRS and M is the
magniﬁcation between the intermediate and the ﬁnal focal plane. The magnetic ﬁeld B inside each dipole is measured
by calibrated Hall probes.










The Z of the ions are obtained with a MUlti Sampling Ionisation Chamber (MUSIC) [53]. The CF4 gas of the chamber
gets ionised by the particle passing through the detector. The energy loss inside the gas is proportional to Z2 of the
particle (see the Bethe-Bloch equation 2.4). The detector drift space is subdivided in eight sub-volumes. For each of
them, charges are independently collected at the anode. The averaging of the eight anode energy deposits allows a better
energy resolution than what would be reached using a single drift space. The Z of an ion is obtained by including a







2.2 The Lund York Cologne Calorimeter
The Lund York Cologne CAlorimeter (LYCCA), positioned after the last plastic scintillator of the FRS (labelled SC41
in Fig. 2.2), allows both identiﬁcation and tracking of the fragments produced by the reaction in the secondary target.
The detectors composing the LYCCA calorimeter are sketched in Fig. 2.5.
The position of the ion on the secondary target and its outgoing angle, is determined with Double-Sided-Strip-Silicon
Detectors (DSSSD) described in Paragraph 2.2.1
The identiﬁcation of the reaction products is based on the measurement of three quantities: energy loss (∆E), Total
Kinetic Energy (TKE) and time of ﬂight (ToF ) on an event-by-event basis. The Z of a fragment is determined with
the measurement of both ∆E and TKE [5]. For a given Z, the diﬀerent isotopes are identiﬁed combining the TKE
measure with the velocity of the ion [5]. Paragraph 2.2.2 describes the ∆E measurement with DSSSDs. The Cesium
Iodide (CsI(TI)) crystals described in Paragraph 2.2.3 provide the measurement of the ion remaining energy, E(CsI).
The total kinetic energy of the ion is computed by summing the energy loss ∆E with the ion energy E(CsI). The
fragment velocity, which is needed for both ion identiﬁcation and Doppler correction of the γ-ray emitted in-ﬂight, is
obtained with the Time-of-Flight (ToF ) measurement explained in Paragraph 2.2.4. In Paragraph 2.2.5 details on the




































































Figure 2.5: Schematic representation of the LYCCA calorimeter that provides identification and tracking of the
reaction products after the secondary target. The distances between all the elements shown in the
figure can be found in Annexe 7.1. The FRS final focal plane detectors are not represented here.
2.2.1 DSSSD tracking detectors
Each DSSSD detector module is a squared Silicon waﬄe with an active area of 5.8×5.8 cm2. The thickness is ∼300 µm.
Both N and P side of the semiconductor are subdivided in 32 strips (∼1.83 mm width each) read out individually for
the DSSSD and two by two for the wall DSSSD. The position of the ion provided by the device is extracted considering
the strip with the maximum deposited energy. The DSSSD detector called DSSSD target provides the position at the
secondary target (see LYCCA schematic view in Fig. 2.5). A picture of the DSSSD target mounted on its Printed Circuit
Board (PCB) is shown in Fig. 2.6. The wall DSSSD detector is made of 16 DSSSD modules. It is used to extract the
positions of the ions ∼3 m behind the target. Positions measured by the DSSSD target and the wall DSSSD provide the
outgoing angle after reaction in the target and therefore, in combination with the angle measured by the TPC detectors
it provides a measurement of the scattering angle of the ions. The positions covered by the 16 DSSSD detectors is shown
in Fig. 2.7.
2.2.2 Energy loss measurement
The energy loss is obtained from the Wall DSSSD detector positioned after the Stop plastic (see Fig. 2.5). This
detector has the same characteristics as the target DSSSD, but, in order to reduce the large number of channels present
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Figure 2.6: Photograph of the DSSSD target detector mounted on its PCB frame [5].
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Figure 2.7: Position of the sixteen LYCCA modules as used in the 2012 experimental campaign. The labelling is
given in the optic of twenty-six modules needed for the full construction of the LYCCA wall.
in the LYCCA Wall, the DSSSD strips on both N and P side are connected to the preampliﬁer (and shaper) two by two.
Therefore only 2 × 16 strips per DSSSD detectors are read out, providing a strip width of ∼4 mm [5].
2.2.3 Total kinetic energy measurement
The remaining energy of the ions is measured with Cesium Iodide (CsI(TI)) crystal scintillators. The light of each
scintillator element is collected by a photodiode which is connected to an ampliﬁer followed by a shaper read out by
an Amplitude to Digital Converter (ADC) [5]. One CsI(TI) crystal has a dimension of 19.4 × 19.4 mm2 with a length
of 33 mm. They are mounted on a 7.0 mm pyramidal light guide matching the 10.4 × 10.4 mm2 dimension of the
photodiodes [5]. In order to ease the mounting of the LYCCA chamber, nine CsI(TI) crystal and one DSSSD detector are
combined together in a module sketched in Fig. 2.8. In total, sixteen modules of CsI(TI)-DSSSD compose the LYCCA
Wall and their labels are shown in Fig. 2.7. In the experiment of the present work, the modules in position 1, 2, 24, and
25 were equipped with CsI(TI) crystals with a length of 10 mm with a pyramidal light guide of 5 mm, thus the crystal
had a diﬀerent length than the other one.
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Figure 2.8: Representation of one LYCCA wall module. A picture of the DSSSD detector is shown on the right.
The left drawing shows the assembly of both DSSSD and CsI(Ti) in one module unit. Figures are
taken from [54].
2.2.4 Time of flight determination
The time diﬀerence between the two circular plastic scintillator membranes the Start ToF plastic and the Stop ToF
plastic (drawn in the scheme in Fig. 2.5), provides the ToF of the ions. In order to reduce statistical uncertainties and
to improve the ToF resolution [55], the 27 cm diameter Start plastic and Stop plastic membranes are surrounded by
32 PMTs. The average time over the multiple time readout allows an improvement of the intrinsic time resolution of
the membrane by a factor of 1√
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[55]. A smaller version of the Start ToF plastic (called Start target ToF plastic) is
present in the setup. It has 12 PMTs and a diameter of 7.3 cm. Its smaller diameter make it possible to put it inside the
reaction chamber of the PreSPEC-AGATA setup and therefore, it is closer to the target. The Start target ToF plastic
is assumed to have a similar time resolution [5] and should give a more precise velocity since it provides the ToF of
the fragment from the target position to the LYCCA wall. For the present work, the Start ToF plastic was kept inside
the setup to test the performance of both start detectors. A picture of the membranes and their dimension is shown in
Fig. 2.9. Each membrane oﬀers the possibility to determine the position of the incident particle via the time diﬀerence
of the light collection between one PMT and the average time [56].
2.2.5 Reaction chamber
The aluminium reaction chamber has a diameter of ∼33 cm and it is put in vacuum at 10−6 mbar. Inside the reaction
chamber, shown in Fig. 2.10, two target positions are available: a central and a forward one. The central target position
is at a nominal distance of 23.5 cm from the AGATA-γ-ray detectors. The forward position is 15 cm downstream closer
to the AGATA-γ-ray detectors. The forward position provides a higher eﬃciency at rest [43]. Nevertheless, for in-ﬂight
emitted γ-ray at a velocity β ≃ 0.5, the decay of a nanosecond excited state might occur several centimeters after the
target, worsening the eﬃciency. Therefore, the experiment described here was performed with the target at the central
position. The forward position was used only during the preparation of the FRS. In this case, a plastic plate is placed in
this position in order to stop the beam and observe the decay of isomeric states, as explained in Section 4.1. Otherwise,
for the rest of the time, the forward target position was left empty.
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(a) Picture of the Stop ToF plastic taken from [55]. (b) Picture of the Start target ToF plastic taken from [5].
Figure 2.9: Picture of the ToF membrane of the LYCCA calorimeter. On the left hand side, the picture of the
32 PMTs, 27 cm diameter membrane is shown. Similar membranes are used for both the Start and
Stop plastic. On the right, a smaller version with 12 PMTs and 7.7 cm diameter placed inside the











The Advanced GAmma Tracking Array (AGATA) is a project supported mainly by founding agencies of several
European countries. The main line of the project is to build an array composed of γ-ray detectors made of high-purity
segmented germanium semiconductor [4]. The strength of the project is the segmentation of each detector, which allows
ﬁrst to determine the interaction position of the γ-ray with the measured signal shapes and then to reconstruct the path
of a Compton scattered γ-ray inside the array. Employing Pulse Shape Analysis (PSA) [57] algorithm, a 5 mm position
resolution of the γ-ray interaction is achieved [58]. This resolution allows to determine precisely the angle of emission
of the γ ray. Therefore, the AGATA project provides an eﬃcient array for the Doppler correction of γ-rays emitted in
ﬂight.
Paragraph 2.3.1 describes the detector conﬁguration together with the detector shape. Paragraph 2.3.2 explains how
the interaction positions of the γ-rays are determined with the PSA algorithm. The underlying idea of the tracking
algorithm is reported in Paragraph 2.3.3. At last, Paragraph 2.3.4 compares the gain provided by the AGATA array
with respect to conventional, i.e., not segmented, high purity germanium detectors.
2.3.1 The AGATA array
The AGATA project aims at reaching a 4π solid angle coverage in order to assure a high γ-ray detection eﬃciency and
full tracking of Compton scattered γ-rays. A geodesic geometry shown in Fig. 2.11a with 180 detectors has been chosen
to minimise dead material [4]. The array is built from units of three germanium crystal with diﬀerent hexagonal shapes.
The dimensions of the three types labelled A,B,C are given in Fig. 2.11b. One of each detector type is mounted inside a
triple-cryostat.
(a) Geodesic geometry for the 4pi solid angle coverage. (b) Dimensions of the three types (A,B,C) of the AGATA
asymmetric detectors.
Figure 2.11: AGATA technical drawings. The figures are adapted from [4].
An AGATA crystal is made of n-type closed coaxial high purity electrically segmented germanium material. By
segmentation of the outer contact, each detector is divided in 36 areas identiﬁed by a letter (from A to F) and a number
(from 1 to 6). A view of the AGATA detector labelling is shown in Fig. 2.12.
Since the GSI beam spot is typically 6 cm wide (FHMW), the standard arrangement of AGATA with a small pentagonal
hole for the beam is not suitable. For this reason, the triple cryostat of the detectors close to the beam line was modiﬁed
to a double cryostat structure. Since the detectors close to the beam line are type A detectors (drawn in red in Fig. 2.11a)
the double cryostats are made of crystal types B and C.
During the 2012 AGATA campaign at GSI, nineteen AGATA crystals4 were arranged in three double cryostats and
ﬁve triple cryostats5. A Computer Aided Design (CAD) of the AGATA detector positions is shown in Fig. 2.13. Each
crystal is labelled according to the cryostat position inside the array shown in Fig. 2.13 and its crystal type. For example,
detector 12A corresponds to a crystal type A in the cryostat in position 12.
4 The detector in 07A although present inside the triple cryostat during the 2012 campaign was not operational and it is not counted
here.
5 In order to increase the total number of crystals, one of the triple cryostats was filled with only two crystals. The type A detector
was missing.
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Figure 2.12: Schematic view of a segmented AGATA crystal. The 36 segments are identified with a number for
each layer along the depth axis and a letter for the sectors in the perpendicular plane. The figure is
adapted from [4].
The target used in this experiment was positioned in the center of the array at the nominal distance of 23.5 cm. A
picture of the detector positioned around the reaction chamber is shown in Fig. 2.10.
2.3.2 Interaction position determination of γ rays using segmented germanium detectors
In a coaxial germanium detector, the shape of the charge collection signal as a function of the time depends on the
distance between the position of γ-ray interaction and the electrode which collects the charges. A schematic representation
of the time-dependant charge collection for diﬀerent distances is shown in Fig. 2.14. Indeed, the charge induced on the
electrode by moving charge carriers (electrons and holes) in a coaxial germanium detector depends on the interaction
position [60]. Consequently, the pulse shape analysis allows a radial determination of the position of the γ ray.
In the case of an electrically segmented detector, charges are induced on the neighbouring electrodes, called mirror
charges, as shown in Fig. 2.15. In this example, the segment B4 where the charge is positive and presents a plateau
corresponds to the segment where the γ-ray interacted and created electron-hole pairs. This is called the segment with
a net charge. The segment pulse shape recall the one of a coaxial detector in Fig. 2.14. Moreover, the moving charges
induce signals in the neighbouring electrodes. An induced signal is called a transient charge. As illustrated in Fig. 2.15,
the shape of net and transient charges depends on the interaction position of the γ-ray. The center of the segment with
the net charge gives an idea of the interaction position, but using the transient charge information a better position
resolution can be achieved.
The Pulse Shape Analysis [57] (PSA) algorithm compares a database of signal shape (each of the AGATA crystals has
its own database) with the net and transient charge signal of a γ-ray interaction to deduce the interaction position. The
PSA provides a position resolution of about 5 mm (FWHM) for the ﬁrst interaction hit of 1 MeV γ rays [58, 62].
The net and transient charge signals for each position can be measured with the use of a scanning table [63–65] in
order to build a database where known positions are associated with the pulse shapes. In practice, this process needs a
three dimensional grid of 1 mm side, which with the Liverpool scanning table [63], takes two or three months of data
taking per detector [4]. Therefore, only a few key positions are scanned per detector and the AGATA basis is built relying
on AGATA Data Library (ADL) electric-ﬁeld simulations [4, 66].
2.3.3 Forward tracking of Compton scattered γ ray
A γ-ray can interact with matter via four diﬀerent processes:











Figure 2.13: CAD of the AGATA detectors inside the holding structure. The green detectors are detectors mounted
in double cryostat and the grey ones are mounted in a triple cryostat. The labels are used to refer
the position inside the AGATA holding structure, shown in light yellow. The purple detectors are
LaBr3 from the HECTOR+ array. Courtesy: Milano group [59].
• Rayleigh scattering: the incoming γ ray scatters on a bound electron of the atom. No energy is transfered to the
electron.
• Compton scattering: the incoming γ ray scatters on a free (or quasi free) electron. The photon is deﬂected by an
angle θ and transfers a part of its energy to the electron.
• Pair production: if the energy of the incoming γ ray is larger than 1.022 MeV, it is energetically possible to produce
a electron-positron pair. The photon is annihilated and its energy excess is transfered to the electron-positron pair
as kinetic energy.
The cross section for these processes in the germanium as a function of the γ-ray energy is shown in Fig. 2.16.
In nuclear structure experiments, the detected γ-ray energies are typically in a range from tenth of keV to few MeV,
which implies that the interaction of the photon in the germanium is dominated by Compton scattering. As previously
mentioned, the Compton scattered photon with an energy E0 = hν transfers part of its energy to the recoil electron.
The resulting energy E′0 = hν





(1− cos(θ)) , (2.11)
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Figure 2.14: On the left is shown a schematic view of the moving electron-hole pairs inside a coaxial detector. On
the right, the amplitude of the induced charge is drawn as a function of the radial distance. The
model used here is described in Chapter 12 of Reference [60]. The figure is taken from [61].
Figure 2.15: Induced charges in an electrically segmented HPGe detector. In this example, the net charge is
observed in segment B4. Transient charges are observed in the neighbouring segments and their
relative amplitudes indicate the azimuthal position. The figure is taken from [61].
with the mass of the electron at rest m0c2 = 0.511 MeV and θ the angle between the incoming and the scattered γ ray.
The energy deposited by the photon inside the ﬁnite volume of the detector can be diﬀerent from the incoming photon
energy. Moreover, a γ ray of 1 MeV can do multiple Compton scattering before it deposits all its energy. Thus, a
Compton-scattered γ ray can escape the detector volume. Some germanium arrays are using Compton shields to reject
events with a Compton-scattered γ ray escaping from the germanium volume, but this solution aﬀects the γ-ray detection
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Figure 2.16: Cross section of the γ-ray interaction in germanium as a function of its energy for the main interaction
processes.
eﬃciency. Therefore, another solution is to bring each germanium detector close to each other and to add the energy
deposit in neighbouring crystals with an add-back procedure. The solution developed by the AGATA project has in
addition segmented detectors that allow to reconstruct the full energy of a Compton-scattered γ ray.
To give a simpliﬁed representation, the following explanations are limited to the case of the forward tracking in a 4π
germanium shell without dead-material. For one event, each hit that occurred in the germanium shell is considered.
With a hit i is associated an energy Eγi and position (xi,yi,zi). The source (or vertex) position is also known in order
to calculate the Compton scattering angles between incoming and scattered γ ray. Equation 2.11 is then expressed as a








with notations given in Fig. 2.17 for i = 1, 2. The energy ei transfered to the electron during the Compton-scattering
process is given by:
ei = Eγi−1 − Eγi (2.13)
Figure 2.17: Multiple Compton scattering of a γ ray with an energy Eγ coming from position zero (the target)
and that Compton scattered twice before full absorption of its energy in position three. The figure is
taken from [67].
Assuming that the total energy of the incoming γ ray is known, we can calculate the probability to have a given
Compton scattering sequence. The γ ray has no mass, it travels in the germanium at the speed of light, therefore the
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time between two Compton-scattered γ-ray hits cannot be measured6. As a consequence, hits are not time ordered and
a probability has to be assigned for all permutations of hit sequences. The procedure to ﬁx the initial assumption, i.e.,
that we know the total energy of the γ ray, is to consider all possible cluster (γ-ray interaction hits are grouped together
if they are close to each other, shown in Fig. 2.18) in the germanium shell and to assign to each cluster a probability
based on Equation 2.12. Once all possible clusters are taken into account, a probability for all the permutations for every
cluster is calculated. The clusters with a probability higher than a given value (parameter of the tracking algorithm) are
Figure 2.18: Interaction positions and cluster identification in a 4pi germanium shell as considered by the tracking
algorithm. Figure taken from [68].
accepted. Other clusters are rejected and this provides to the AGATA tracking array the possibility to discard γ-ray with
a Compton-scattered γ-ray escaping the germanium volume and therefore provides an equivalent to a Compton-shield.
There are some issues inherent to this method. The PSA is assuming one hit per segments, which in case of two hits
would have an impact on the angle calculation. Second, the tracking algorithm does not take into account the fact that
the interaction position diﬀers from the assigned position (scattered electron). At last, the tracking principle is based
on the Compton scattering equation and cannot take into account a modiﬁcation of the γ-ray angle without any energy
deposit, i.e., a Rayleigh scattered γ ray.
2.3.4 AGATA at GSI
The velocity of the ions reaching the secondary target is typically in the order of β ∼ 0.5. At such velocities, the
energy shift due to the Doppler eﬀect must be taken into account. In the nucleus frame, moving at a velocity β, the
emitted γ ray energy is noted E0. A detector positioned at an angle θ measures the Doppler shifted energy noted ELab




1− β cos(θ) , (2.14)





6 The time resolution of a germanium detector is ∼20ns. In order to distinguish two Compton scattered γ-rays separated by ∼5 cm
(mean free path of a 1 MeV γ ray) a time resolution of at most 160 ps would be needed.
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We note ∆E0 the uncertainty of the energy E0 after Doppler correction. It depends on the measurement accuracy of













with an obvious notation for the measurement accuracy ∆ELab, ∆θ and ∆β. The principal origin of the measurement
accuracies are:
• ∆Elab: the energy resolution of the γ-ray detector
• ∆θ: the resolution, or opening angle of the γ-ray detector
• ∆β: the resolution achieved by the LYCCA ToF system
The partial derivative of Equation 2.15 as a function of the angle θ provides the Doppler broadening due to the opening











1− β cos(θ)∆θ. (2.17)
The Doppler broadening eﬀect due to an uncertainty on the velocity measurement – drawn in red in Fig. 2.19 – is given











(1− β2)(1− β cos(θ))∆β. (2.18)




























Figure 2.19: The Doppler broadening of a segmented detector with a 5 mm position resolution considering β = 0.5
and a distance detector-source of 23,5 cm is shown in green. The blue line highlights the Doppler
broadening effect for a Euroball cluster germanium detector positioned at 70 cm from the source. The
red curve shows the energy broadening due to an uncertainty on the velocity of the ion of ∆β = 6%.
The previous γ-ray detector array used for the PreSPEC-RISING fast beam campaign [69] has a larger opening angle,
that broadened the γ-ray resolution after Doppler correction. To compensate this eﬀect, the germanium crystals were
installed relatively far from the target (70 cm), reducing the γ-ray detection eﬃciency [69]. The segmentation of an
AGATA crystal provides the interaction position for the ﬁrst interaction point of a 1 MeV γ ray with a resolution in
the oder of 5 mm (FWHM). The Doppler broadening impact due to the uncertainty on the velocity measurement as a
function of the observation angle is drawn with a red line in the graph in Fig. 2.19. The blue and green curves in the
ﬁgure, represent the Doppler broadening due to the opening angle of the detector as a function of the angle of observation.
The green curves drawn in the ﬁgure assumes an AGATA segmented detector having a 5 mm position resolution. The
blue curve is plotted for a Euroball cluster assuming the condition of Reference [69]. From the plot in the ﬁgure, a clear
gain in resolution is obtained using segmented germanium detectors.
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The reduction of the Doppler broadening allows a distance target-detector of 23,5 cm and therefore a good γ-ray
detection eﬃciency of 3.3% calculated in the calorimetric7 mode [70]. Furthermore, the AGATA detectors are positioned
at forward angle which is favorable for an increase of eﬃciency due to the Lorentz boost. For the discussed experiment, a
factor two increase of eﬃciency is expected [43]. Those improvements make the AGATA array a state-of-the-art detector
for γ-ray spectroscopy with relativistic ion beams.
7 The calorimetric mode is not taking the tracking algorithm into account and is simply summing the central contact energy together
for every event. The first interaction hit is chosen as the hit with the highest energy.
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2.4 HECTOR+
In addition to the germanium detectors, scintillator detectors of the High Energy DeteCTOR (HECTOR+) array [6]
are positioned around the secondary target. Two diﬀerent scintillator types are used:
• BaF2 crystals with an excellent timing response (slightly better than 1 ns) and an energy resolution of 10% at
1.3 MeV [69].
• LaBr3:Ce 3.5”x8” crystals, which achieve an energy resolution of ∼2.4% at 1.3 MeV and ∼1% at 10 MeV at
FWHM. The intrinsic time resolution is measured at 880 ps as FWHM [6].
Four LaBr3 : Ce are positioned at forward angles inside the AGATA array, while the other 10 LaBr3 and 8 BaF2 are at
90° and at backwards angles. A schematic drawing of the positions for both LaBr3 : Ce and BaF2 in the experimental
setup is shown in Fig. 2.20.
Figure 2.20: CAD drawing of the AGATA and HECTOR+ array. The detectors are held in three structures:
AGATA structure for forward angle, the former Miniball structure for the 90° angle and a dedicated
structure at backward angles. Courtesy: Milano group [59].
The HECTOR+ detector array is complementary to the AGATA array, increasing the solid-angle coverage for the
γ-ray detection, allowing measurement of higher-energy γ ray and providing a possibility for neutron-γ discrimination.
In addition, detectors with an excellent timing resolution can be used for beam-induced background investigations.
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2.5 Lifetime measurements at intermediate energies
In the work of this experiment, we are interested to measure the lifetime of the ﬁrst excited 4+1 state of
108Mo. The
physics discussion of the Chapter 1 provides an estimation of the expected lifetime of τ = 25 ps. In this section, I now
focus the discussion on the experimental methods that can be used in order to measure a ∼25 ps lifetime.
In the ﬁrst paragraph of this section, I discuss the “standard” method used in experimental nuclear structure to
measure lifetimes of an excited level. In the following paragraph, I explain a newly developed lifetime method applicable
for this experiment.
2.5.1 Lifetime measurement methods
The lifetime of an excited state can be measured with diﬀerent methods according to the expected lifetime value.
Figure 2.21: Lifetime ranges for which the three most common lifetime techniques can be used. The figure is taken
from [71].
The three commonly used methods are summarized in the diagram shown in Fig. 2.21. Each of these methods are
used to measure excited transitions in a given lifetime range and can be summarized as follows:
• A lifetime longer than ∼100 ps is measured via the electronic timing method. For a given transition energy the
number of γ rays per unit of time is registered. The time unit is deﬁned by the sensitivity of both the electronic
and the detectors. Thus, this method allows a direct measurement of the excited level decay curve as a function
of time. In this case, the γ rays need to be emitted at rest.
• For intermediate lifetimes, (∼1 ps to 100 ps), the Recoil Distance Doppler Shift8 (RDDS) method can be used.
This method uses the velocity dependence of the Doppler shifted energy. For a nucleus at a velocity β = v/c, the
energy of the detected γ-ray under an angle θ is shifted according to the Doppler shift Equation 2.19. Inserting a
velocity degrader at a distance d from the target, the excited level can decay before the degrader with a velocity
β or after the degrader with a velocity β′ < β. Therefore, the γ rays observed under an angle θ can have two
distinct energies. The ratio of the number of counts between these two energies provides an indirect measurement
of the lifetime.
• The Doppler-Shift Attenuation Method (DSAM) allows to measure the lifetime of excited states ranging from
∼10 fs to ∼1 ps. As in the case of the RDDS method, the DSAM method use the velocity dependence of the
Doppler shifted energy. In this case, the excited nuclei of the beam are slow down inside a degrader. The nuclei
that decay before the stopper have a signiﬁcant shift in energy. The nuclei that decay during the slow-down
process have a Doppler shifted energy that depends on its velocity (related to the slow-down process) at their
decay position, thus on the lifetime of the γ ray transition.
2.5.2 The geometrical-DSAM method




1− β cos θ (2.19)
where β = v/c is the beam velocity, θ the emission angle and E0 the rest energy of the γ ray transition.
In the PreSPEC-AGATA campaign, the AGATA γ-ray detectors were covering angles from 18° to 65°. Thus, at the
velocity β ∼0.5, the Doppler shifted energy of a γ ray emitted at the rest energy of E0 = 360 keV has a range between
600 and 400 keV. The result of a simulation of the Doppler shift energy as a function of the emission angle can be found
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Figure 2.22: Simulated Doppler shifted γ-ray energy as a function of the observation angle θ. The black straight
line indicates the rest energy of the γ ray.
in Fig. 2.22. Over this large energy shift, a really high statistics is needed in order to see the transitions as a function of
the angle. Therefore, it is common to Doppler correct the energy by the following equation:
E0 = Eshift
1− β cos θ√
1− β2
(2.20)





Velocity: β ∼ 0.5









Figure 2.23: Schematic view of both slow-down and geometrical effect. Theses two effects can be observed if the
beam is passing through the target with a high velocity, in our case β ∼0.5.
In the experiment presented in this work, the beam velocity at the target level is β ∼0.5, thus the ﬂight time of the
nuclei through the target is ∼25 ps. As this time is very short and many nuclei can decay behind the target, we can
separate two Doppler shift eﬀects according to their decay position:
• for the nuclei that decay inside the target we have the “slow-down eﬀect”,
• for the nuclei that decay behind the target, we have a “geometrical eﬀect” .
8 Also known as plunger measurement.
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The “slow-down eﬀect” is the one exploited in DSAM techniques. A schematic representation of the “slow-down eﬀect”
is drawn in Fig. 2.23a. Since only the average velocity β can be accessed experimentally, we cannot access the exact
velocity of the beam at the de-excitation moment. Therefore, the energy of the transitions after the Doppler correction
(given by Equation 2.20) is wrongly corrected for the events in which the γ ray is emitted at a diﬀerent velocity than the
measured one. These wrongly Doppler corrected γ rays aﬀect the shape of the observed γ ray transition. For instance, if
we correct the Doppler shifted energy with the velocity after the target we would observe a tail at higher energies. The
simulation of this eﬀect is shown in Fig. 2.24a. The tail, thus the shape of the Doppler corrected transition, is related to
the beam velocity at the moment of emission and therefore to the lifetime of the transition.
The “geometrical eﬀect” is predominant on the slow-down process when the half-life of the transition is ∼40 ps as we
shall see in Chapter 5. When a nucleus decays at a distance d′ after the target, the emission angle θ′ of the γ ray is
larger9than the emission angle for a decay at a distance d < d′. A schematic view of the diﬀerence between the decay
angle is drawn in Fig. 2.23b. Once more, we cannot access experimentally the decay position of the emitted γ ray, thus
we need to assume that its decay occurs at the target position. Therefore, when we perform the Doppler correction, we
have an error on the angle, which shifts the energy of the centroid of the transition as shown, for a simulated case in
Fig. 2.24b. The shift with respect to the rest energy is directly related to the error we make on the angle of emission
thus to the lifetime.






















Figure 2.24: Simulation of both the slow-down and the geometrical effect. In order to distinguish the two effects,
we simulate here separately the two effect, thus the y axis in the left picture is the emission angle
while it is the observation angle in the picture on the left. The beam velocity that we used to correct
for the Doppler shift is the beam velocity after the target. The tilted line is the Doppler shifted
energy, while the straight one is the Doppler corrected energy. The black line represents the rest
energy of the γ ray.
In reality, both eﬀects are present at the same time, thus the line-shape depends on both slow-down and geometrical
eﬀect.
To conclude, in the case of a beam at half speed of light, with a target of ﬁnite thickness, the lifetime of an excited
state can be extracted only after the proper characterisation of the tail of the transition and of the energy of its centroid.
Moreover, compared to a previous lifetime measurement performed with the Euroball cluster [72], the position resolution
of the AGATA detectors provides a higher sensitivity to the lifetime eﬀect on the line-shape observed after Doppler
correction.
9 This is valid only with this experimental setup where the γ-ray detectors are positioned at forward angles.
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Chapter 3: The Data Acquisition system for PreSPEC-AGATA
In this chapter, I provide a detailed description of the PreSPEC-AGATA data acquisition system. This chapter was
submitted and accepted in the journal “Nuclear Instruments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment” [73].
The following paragraph is the abstract of the article.
The PreSPEC setup for high-resolution γ-ray spectroscopy using radioactive ion beams was employed for experimental
campaigns in 2012 and 2014. The setup consisted of the state of the art Advanced GAmma Tracking Array (AGATA)
and the High Energy γ deteCTOR (HECTOR+) positioned around a secondary target at the ﬁnal focal plane of the GSI
FRagment Separator (FRS) to perform in-beam γ-ray spectroscopy of exotic nuclei. The Lund York Cologne CAlorimeter
(LYCCA) was used to identify the reaction products. In this paper we report on the trigger scheme used during the
campaigns. The data-ﬂow coupling between the Multi-Branch System (MBS) based Data AcQuisition (DAQ) used for
FRS-LYCCA and the “Nouvelle Acquisition temps Réel Version 1.2 Avec Linux” (NARVAL) based acquisition system
used for AGATA are also described.
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3.1 Introduction
Within the NUclear STructure, Astrophysics and Reactions (NUSTAR) [2] physics program of the Facility for Antipro-
ton and Ion Research (FAIR) [74], physics goal of the HIgh-Resolution In-ﬂight SPECtroscopy (HISPEC) [3] collaboration
is to perform high resolution in-beam γ-ray spectroscopy at the ﬁnal focal plane of the Super-FRS [75] with the AGATA [4]
array in conjunction with complementary instrumentation. Similarly, the DEcay SPECtroscopy (DESPEC) [3] collabo-
ration aims at performing stopped-beam experiments employing a wide variety of detectors for comprehensive nuclear
decay studies. The two mentioned collaborations will provide detectors built with their own custom-made hardware and
Data AcQuisition (DAQ) systems. The PreSPEC collaboration [3] is the precursor of the two above mentioned collabora-
tions, and on top of its own physics program, the task of the PreSPEC collaboration at GSI is also to test the equipment
and future technical solutions for HISPEC/DESPEC in view of the challenges associated with FAIR. In this context,
the coupling of the conventional in-house “trigger-driven” electronics and DAQ system of the FRS [1], LYCCA [5] and
HECTOR+ [6, 76] with the “digital trigger” based electronics and DAQ of the AGATA [4] detector is a proof of concept
for NUSTAR at FAIR.
All experiments performed during the PreSPEC-AGATA campaign followed a similar principle [7]. The SIS-18 syn-
chrotron accelerated a primary heavy-ion beam up to 1 GeV/u. The accelerated heavy ions were extracted from the
SIS-18 synchrotron in spills of time intervals lasting typically from 1 s to 10 s. The radioactive beams entering the FRS
were produced via nuclear reactions on a thick (few g/cm2) primary target. The event-by-event-identiﬁed radioactive
ion-beam particles were impinging on a secondary target placed at the last focal plane (S4) of the FRS. At this point,
the produced radioactive ions underwent Coulomb excitation on a gold target or secondary fragmentation on a beryl-
lium target. The γ-ray detectors AGATA and HECTOR+ surrounded the secondary target to obtain nuclear-structure
information. Behind the secondary target, the reaction products were identiﬁed with LYCCA [5]. The GSI DAQ system
MBS [77] recorded the data coming from the FRS, LYCCA, and HECTOR+ detectors, and is described in Section 3.2.
The AGATA [4] germanium-detector array was read out by fully digital electronics synchronised through the Global
Trigger and Synchronisation system (GTS) [78]. The AGATA data-ﬂow system including the GTS and the NARVAL [79]
DAQ system is presented in Section 3.3. In Section 3.4 the trigger coupling scheme is discussed. A demonstration of the
performance of the coupled system is given in Section 3.5, prior to a conclusion in Section 3.6.
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Figure 3.1: Schematic view of the location of the complex and widely distributed MBS DAQ system of the
PreSPEC-AGATA campaign. Each of the eleven VME crates was linked with the trigger bus con-
nection represented by the blue arrow. Each box represents a crate. Red contours denote the FRS
sub-system, yellow the LYCCA sub-system and blue the AGATA sub-system. The BuTiS sign means
that the MH-TDCs of the crates were synchronised with an external clock. Modules in each crate are
listed according to their abbreviations (see text for details).
The PreSPEC DAQ system running MBS was responsible for the trigger logic and data collection of the full setup
except AGATA. Eleven MBS branches were used, each consisting of a single VME crate controlled with a RIO3 or RIO4
processor [80]. As in a standard MBS system, each crate contained, in addition to the controller, a TRIVA trigger
module [81]. The TRIVA modules were linked together via their trigger bus making sure that the system operated
synchronously on an event-by-event basis. In such a synchronous system, the data acquisition runs at the speed of its
slowest component. The eleven VME crates were positioned between the FRS middle focal point area (S2), the FRS end
focal point area (S4) and the FRS control room as shown in Fig. 3.1. The PreSPEC DAQ was sub-divided into three
sub-systems: FRS, LYCCA, and GAMMA. Each sub-system consisted of a sub-set of crates and electronics modules
which are described hereafter.
In each sub-system of the setup Time to Digital Converter with Multi-Hit (MH-TDCs) capabilities were used for time
measurement. Contrary to a standard TDC, the MH-TDCs record the time of all hits within a time window. For any
event, a few microseconds of the associated memory buﬀer were written to disk. In such case, often several hits per
trigger were present. To select the “proper hit”, i.e., the one corresponding to the triggering particle, an external time
reference was fed into four MH-TDC channels. Only one timing signal from the last focal plane scintillator would have
been suﬃcient, but for redundancy, both left and right scintillator timing signals from the middle and from the ﬁnal FRS
focal plane were chosen.
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3.2.1 The FRS sub-system
The FRS identiﬁcation was based on the Bρ −∆E − Bρ method which required the determination of the magnetic
rigidity (Bρ, with B denoting the magnetic ﬁeld of a given FRS dipole, and ρ the bending radius of the magnet [47])
through position determination at the middle and ﬁnal focal planes and Time of Flight (ToF) measurement of the ion
in order to deduce its corresponding A/Q ratio. Here A is the mass number of the ion and Q its charge. An energy loss
“∆E” measurement for the determination of the atomic number Z of the nucleus [82] was performed at the ﬁnal focal
plane [1]. Four VME crates were dedicated to the read out of the FRS detectors.
The position at each focal plane was determined by Time Proportional Chambers (TPC) [52] all read out by the same
crate (cf. Fig. 3.1). Positions in the dispersive plane of the FRS were determined with TPC delay lines connected to a
Time to Digital Converter (TDC, Caen V775). Positions in the vertical plane were given by a measurement of the drift
time of the ionized gas with another TDC. In addition, the TPC crate hosted two Amplitude to Digit Converters (ADCs,
Caen V785) to measure the charge of the TPC electrodes and a scaler module (Caen V820) for monitoring purposes.
The ∆E measurement was done with two MUlti-Sampling Ionization Counters (MUSIC) [53] positioned at the S4 ﬁnal
focal plane. The anode signals of the MUSIC detector were ampliﬁed and connected to one ADC (Caen V785) of the FRS
crate. The ToF measurement was performed with conventional plastic detectors at the middle and ﬁnal focal plane of the
FRS followed by CFDs (Constant Fraction Discriminators) and TACs (Time to Amplitude Converters). Photomultiplier
signals of the plastics and TAC signals were sent to the FRS crate hosting one Charge to Digital Converter, (QDC,
Caen V792) and one ADC. In addition, two TDCs were foreseen for the read out of beam monitoring detectors at other
focal points. They were not used during PreSPEC-AGATA data taking. The FRS crate hosted also a hit pattern (Caen
V259) module, which received all logic signals from each subsystem to allow either a consistency check with the standard
triggering (see below) or, in case of a normalization trigger, to measure redundantly trigger probabilities.
A third crate (called the USER crate) was used to assure proper FRS identiﬁcation in case of high beam intensities.
This is relevant for intensities ¦ 5×104 particles per second at the ﬁnal focal plane, or in case of an inhomogeneous spill
structure. The USER crate comprised a ADC-digitizer module (SIS3301) [83] with pile-up disentanglement capabilities
for the readout of one of the two MUSICs. In parallel all timing signals (TPCs, scintillators S2/S4, and triggers) were
sent to a Caen V1290 TDC, which has multi-hit capabilities. It was used to perform pile-up determination and served as
a backup for the TOF measurement in case the analog chains exhibited problems. The USER crate hosted as well one
V830 Caen scaler module that monitored counting rates of various detectors of the experiment as well as the dead time
of the full MBS system.
The particle rates at the middle focal plane was much higher than at the last focal plane. For this reason the “ﬁnger”
detector [84], a plastic detector segmented into 32 strips, was used allowing a ToF measurement at higher rates than
the standard middle-focal-plane scintillator. The signals coming from the photo-multiplier tubes (PMT) of the “ﬁnger”
detector were split to send one of them to a CFD followed by a MH-TDC for timing purpose, and the other one to a
QDC in order to extract charge information related to the strip that ﬁred. Two MH-TDCs (Caen V1290) and one QDC
(Caen V792) were hosted inside the FINGER crate located in the middle focal plane area. The clock of the MH-TDCs
was synchronised with the one placed at the last focal plane area using the BuTiS [85].
3.2.2 The LYCCA sub-system
The particle identiﬁcation in LYCCA was based on a E-ToF (mass A) and E − ∆E (charge Z) measurement [5].
In addition, LYCCA provided tracking of the reaction products after the secondary target. Circular membrane plastic
scintillators [55] with multiple PMT readout, were used as start and stop for the ToF measurement. Two start plastic
detectors were available, one with 32 PMTs (diameter 27 cm) located ∼1.0 m in front of the secondary target, and a
second one, the target ToF, with 12 PMTs (diameter 7.3 cm) at about 10 cm before the secondary target. The stop
plastic had 32 PMTs and was located ∼3.0 m behind the secondary target. The time signals from the PMTs were read
out with 3 MH-TDCs (Caen V1290) located in the LYCCA-time crate. The clock of the MH-TDCs were synchronised
with the one of the FINGER crate via BuTiS [85]. In addition, the LYCCA-time crate hosted two ADCs (Caen V785) to
record the energy signals of all 32x32 strips of the target Double Sided Silicon Strip Detector (DSSSD) which provided
the interaction position on the target [5]. An extra TDC in common stop (Caen V775) was located in this crate for the
target DSSSD timing signals used for hit distinction during experiments with high S4 rate.
The E−∆E measurement was obtained from the LYCCA wall that consisted of 16 telescopes. Their front part made
of 32x32 strips DSSSD detectors for ∆E and position measurement were attached to a stack of nine CsI crystals (CsI) for
the total energy measurement [5]. The strips of the DSSSD wall modules were connected in pairs and fed into STM-16+
Mesytec shapers [86]. 16 ADCs (Caen V785) and two MH-TDC (Caen V767) in both the LYCCA-0 crate and LYCCA-1
crate received the energy and the time outputs of the shapers, respectively.
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The CsI signals went into MSCF-16 shapers and further to six Mesytec ADC (MADC-32). Their timing signals were
processed by one MH-TDC (Caen V767) and two TDCs (Caen V775). These nine modules were hosted in the LYCCA-2
crate.
3.2.3 The GAMMA sub-system
The HECTOR+ detector array was composed of ten large volume LaBr3:Ce scintillators and eight large volume BaF2
scintillators. The readout and acquisition of HECTOR+ signals was done with the HECTOR crate. In this crate, two
ADCs (Caen V879) and one TDC (Caen V878) were present. They recorded two dynamic ranges for the LaBr3:Ce
scintillators in order to cover low and high energy γ-rays, and their time. In addition, two time components (slow and
fast) of the BaF2 detectors were recorded in order to allow neutron-γ discrimination and to fully use their good intrinsic
time resolution. The energy read-out of the BaF2 scintillators had only one range.
The AGATA crate consisted of one MH-TDC (Caen V1290) and one scaler module (Caen V830) in which each
germanium core signal was sent after passing through a Timing Filter Ampliﬁer (TFA) and CFD. In addition, the crate
hosted a ﬂash-ADC module (SIS-3301) in which seven core energy signals were read out. This crate was set mainly for
monitoring of the γ-part of the trigger (Section 3.4) and for consistency checks of the data coupling (see Section 3.5).
The master crate in the setup was called TRLO crate. It assured the synchronous read out of all the crates for a given
Master trigger. Master triggers were generated by the TRigger LOgic (TRLO) ﬁrmware [87–89] (Section 3.4) installed
on a VULOM4 [90] that handled dead-time locking and read-out decisions taken according to the user-deﬁned scheme
(Section 3.5).
In addition, the TRLO crate included an AGAta VME Adaptateur (AGAVA) [4] that provided the possibility to couple
VME-based system to the AGATA system and the GTS time-stamp information for any MBS event (Section 3.3).
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Each trigger provides a signal
T9: Particle−Gamma−LYCCA
Figure 3.2: The core output of each crystal was connected to a GTS configured as leaf of the GTS tree (see text
for details). Every time a core had a signal above threshold, a request was sent to the root of the
tree connected to the trigger processor (blue arrows). One other leaf (GTS AGAVA) represented the
complementary detectors of the PreSPEC setup. It sent a request to the trigger processor for each
validated MBS trigger (green arrows). The trigger processor performed the coincidence, and validated
γ-ray events in coincidence with PreSPEC ancillary detectors (red arrows). Validated events were read
by the computer farm.
3.3.1 Pre-processing stage of the AGATA data flow
The 36 segments and two core signals (two gains for each core were available during the GSI experiments: 5 MeV and
30 MeV full range) coming from the pre-ampliﬁers of each segmented HPGe detectors were sampled by 100 MHz, 14-bit
ﬂash-ADCs of the digitizers. They were running with a common clock received by the GTS. The 38 digitized signals
were sent via optical ﬁbers to the pre-processing stage. The latter was composed of mezzanine cards hosted on ATCA
carriers boards [4]. Mezzanines processed the data, i.e., extracted the energy information via a digital trapezoidal ﬁlter,
or a Moving Window Deconvolution (MWD) algorithm [91]. Timing information was extracted using a leading-edge
algorithm. For any core signal above noise level, time, energy, and trace (100 samples) of the core and segment digital
signals (pulse shape) were stored inside the mezzanine memory. The GTS system assured the time-stamping of this data
on a 48-bit stamp with a step of 10 ns. The mezzanines stored the data until a decision from the trigger processor (see
next paragraph) was received to either validate or discard the events. In the case of event validation, all the mezzanines
sent their data to their carrier. The latter built and pushed the event to the computer farm.
3.3.2 The Global Trigger and Synchronisation System
The AGATA triggering system, called GTS, was built as a tree, where each germanium detector corresponds to a leaf.
In the tree philosophy, each leaf was sending a trigger request to the trigger processor unit connected to the root of the
tree (see illustration in Fig. 3.2).
In the preprocessing electronics, the threshold was set slightly above noise level to allow a good base-line determination
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Figure 3.3: Scheme of the data flow coupling for the AGATA and MBS DAQ system. On the left hand side are
shown the different actors of NARVAL that were needed to process the data flow. The right hand
side depicts the MBS DAQ systems, with the different crates reading out the data of the PreSPEC
ancillary detectors, together with the MBS data flow (see text in Section 3.2 for details).
threshold provided a trigger request to the GTS tree that forwarded the request to the root GTS connected to the trigger
processor [78]. The latter either validated or rejected the trigger request. It sent the decision via the tree to the requesting
GTS, and the associated event was either read by the computer farm or discarder. A reduced scheme of the GTS tree
conﬁguration as used for the experiments is shown in Fig. 3.2. The GTS decision to validate or reject depended on the
trigger processor conﬁguration. In the “standard” PreSPEC conﬁguration two partitions were set: one containing all the
germanium detectors, and the other one containing the trigger request from the particle detector, or ancillary detector.
Each partition that had at least one request set the partition “up” for 1 µs. A coincidence between the two partitions
was set if both of them were “up” for 6 µs with the coincidence window set to -/+ 3 µs around the ancillary request.
Each GTS-leaf (detectors or ancillary leaf) that had a request in the coincidence window was validated. With this trigger
processor conﬁguration, the full system got validated by the VME-based electronics. This solution was chosen in order to
be able to couple an analog system with a fully digital one. The trigger decision inside the GTS system was taking at least
10 µs and it was not possible to wait that long in the PreSPEC analog branch before processing the event. Consequently
the read-out of the coupled system was controlled by the trigger decision from the TRLO ﬁrmware. This solution was
devised also to allow to have a diﬀerent threshold for the particle-γ coincidence regardless of any eﬀect on the MWD
ﬁlter applied in the pre-processing stage. We operated usually with higher γ-ray thresholds for the coincidence, cutting
most of the Lorentz boosted X-rays generated by the slowing down process of the incoming beam in the detectors and
target material. This feature proved to be invaluable for heavy Z beam on high Z target, where the particle-γ trigger
would have otherwise been drowned in background.
The GTS system had also the possibility to be used in an “isomer tagging” conﬁguration in order to measure the decay
of an isomeric state of an ion stopped by a catcher in front of the AGATA detectors. In that case, the ancillary partition
was set with a window of 1 µs, the germanium partition with a window of 10 µs and the coincidence window was set
to -11/+2 µs. If a prompt photon is emitted with the beam implantation, the system was recording all consecutive
γ-ray decays during the next 10 µs of the “up” γ partition. With no prompt γ-ray, the system would record an isomer
decaying in the following 11 µs after implantation due to the coincidence window. As a consequence, this conﬁguration
allowed the measurement of isomers, with a lifetime between a few hundred nanoseconds and several microseconds. The
implantation rate had to be limited to a few kilohertz in order to avoid the γ partition to be set “up” continuously, i.e.,
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until the next implanted ion, and because the minimum bias trigger was used as main trigger to operate the MBS DAQ
with limited dead-time.
3.3.3 Data flow handling with NARVAL
Each event, as validated by the GTS, comprised energy, time-stamp and traces from the 36 segments and the core of
each germanium crystal. This information was processed in computer farms with the so-called “actors” of NARVAL [70].
As shown on the left side of the scheme in Fig. 3.3, the topology (or set of actors) for each crystal consisted of three main
elements. The ﬁrst actor, Producer, collected the data from the carriers. The second actor, Pre-Processing , performed
the time and energy calibration of the core and each segment with a hit. Then a third actor, the Pulse Shape Analysis
PSA, extracted from the pulse shapes the interaction positions of each detected γ ray using a grid-search algorithm [57].
Afterwards, an actor Event-Builder built the event according to related time-stamps, i.e., constructed an event with
data coming from diﬀerent crystals. A second building stage, the Merger, allowed the merging of the PreSPEC detector
data with the AGATA data ﬂow as explained in Section 3.5. The positions and energies of each interaction point of all
γ rays were used by the Tracking actor [92] in order to reconstruct the full energy of a Compton scattered γ ray from
all associated interaction points.
Each actor had the possibility to write data encoded with the AGATA Data Format (ADF) [93] on disk. During all
the GSI experiments, data were written at the level of the actor Producer in order to allow a “replay” of the data if
post-experiment calibrations were needed. The data after the PSA algorithm were written for on-line and oﬀ-line analysis
after Event Builder, Event Merging and Tracking. In addition, the data ﬂow was monitored by Watchers [93] that spied
each NARVAL actor.
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3.4 Triggering the system
The processing time of a PreSPEC-AGATA event by the MBS was at least 90 µs. The DAQ system was operated
with particle rates at the ﬁnal focal plane of up to 105 particles per second. It was therefore not possible to record an
event for every particle hitting the last FRS plastic detector (SC41). In addition, even though the AGATA system could
operate in an almost trigger-less mode, the corresponding amount of raw data (mainly AGATA traces) would have been
up to ∼40 TB per day. A trigger selection was mandatory to avoid the costs of preparing a storage infrastructure able
to deal with this amount of data.
The complexity of the setup implied a complex trigger scheme, capable of optimizing the data storage and to handle
the coupling of both sub-systems.
3.4.1 Generation of the trigger request signals
Online γ-ray spectroscopy with the PreSPEC setup required to record γ-ray events in coincidence with an identiﬁed
heavy ion in both FRS and LYCCA. The fast plastic scintillator (SC41) placed before the secondary target provided the
particle trigger request. In order to have a γ-trigger request, copies of the AGATA detector core preampliﬁer signals
were sent to Timing Filter Ampliﬁers (TFAs), gain matched, and cabled to two remotely controlled CFDs. A logic OR
of all the signals from these CFDs was sent to the trigger logic module. The HECTOR trigger request was an OR of all
the detector crystals with a preceding coincidence performed with the SC41 plastic scintillator. This solution was chosen
to start the event processing as soon as possible by the HECTOR crate electronic modules. This was done in order to
avoid a delay of a few hundred nanoseconds due to cable length between the FRS ﬁnal focal plane area and the FRS
control room and allowed to maintain a good energy resolution for the HECTOR+ detectors. Data were then validated
and readout only when the master trigger arrived. The HECTOR VME modules were otherwise cleared.
Due to geometrical eﬃciency limitation, typically 50% of the events hitting the SC41 detector did not reach the LYCCA
DSSSD wall and an event without LYCCA information cannot be Doppler corrected. In order to increase the number
of proper events recorded on disk that had a hit in the LYCCA wall, a coincidence with LYCCA signals was included
in the trigger. A systematic analysis of diﬀerent trigger combinations for LYCCA was performed during the technical
commissioning of the PreSPEC-AGATA system. Following this analysis, the LYCCA trigger request (LYCCA-OR) was
deﬁned as a hit in the target ToF plastic scintillator together with a hit in the DSSSD Wall. This provided the minimum
information needed for ion tracking and identiﬁcation in LYCCA.








































Figure 3.4: The drawing shows the generation of three physics’ trigger: 8, 9, and 10. The blue box highlights the
logic performed inside the FPGA of the VULOM4 with the TRLO firmware.
The trigger scheme consisted of twelve diﬀerent triggers ﬁring only when the acquisition was not busy processing
an event. Each trigger was associated with a particular event conﬁguration. Trigger 12, spill-on trigger, ﬁred at the
beginning of the beam extraction from the SIS-18 synchrotron. Trigger 13, spill-off trigger, ﬁred at the end of the beam
extraction. Trigger 10 was a particle trigger generated for each SC41 trigger request. This trigger corresponded to a
trigger that read-out the full system independently of the physics process that occurred at the secondary target. In
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addition, it depended only on the particle detection eﬃciency of a single detector. Therefore, it was the minimum bias
trigger. It was used with a selectable reduction factor as a normalization trigger. Trigger 10 was also used without
reduction during isomer measurements (isomer tagging conﬁguration). Physics triggers (6-9) required a coincidence with
a particle (SC41 signal), a LYCCA signal and with a γ-ray detected in AGATA (trigger 9) or in HECTOR (trigger 8).
Trigger 7 and 6 were the same as trigger 9 and 8 respectively, without the coincidence with the LYCCA signal. Trigger
5 was a generic FRS trigger. It was used during the set up of the FRS, and could be switched to any FRS detector.
Triggers from 2 to 4 were calibration triggers used for the calibration of HECTOR (trigger 4), AGATA (trigger 3), and
LYCCA (trigger 2). Trigger 1 was a scaler readout trigger. It ran at 10 Hz, and was always validated (it stayed pending
until the dead time was released).
Triggers with higher number took priority, e.g. trigger 10 had a higher priority than trigger 9.
This trigger scheme was implemented on a Field Programmable Gate Array (FPGA) in a module developed at GSI,
the VULOM4 [90], with the help of the TRLO ﬁrmware. Trigger request signals were stretched to 150 ns, time aligned
and sent to a logic unit that continuously evaluated the coincidences. A trigger was generated if all associated signals
were present at one clock cycle. The TRLO logic waited for 100 ns and during that time assigned the trigger number
according to the coincidence scheme. The trigger was accepted if the PreSPEC DAQ system was not processing another
event. The timing of the diﬀerent trigger requests for a part of the conﬁguration can be seen in Fig. 3.4.
Gates were generated and were sent to the diﬀerent modules of the crates according to the trigger number as shown
in Table 3.1. In addition, all triggers latched all scaler modules in any of the eleven VME crates.
Table 3.1: Gate generation for the different triggers. The gates were sent to all the modules of FRS, HECTOR,
AGATA, and LYCCA crates.
Trigger FRS AGAVA HECTOR AGATA LYCCA Scalers
1 X X
2 X X X
3 X X X X
4 X X X
5 X X X X
6, 7, 8, 9, 10 X X X X X X
12, 13 X X X
For any accepted trigger, a gate to the AGAVA (as shown in Table 3.1) was sent. This gate triggered the GTS system
setting the ancillary partition to “up” (Section 3.3). Inside any MBS event a tag (validated or rejected) from the AGAVA,
i.e., the GTS system, was written in addition to the GTS time-stamp. For both GTS tags, MBS data were written on
disk. It assured the data to be recorded for a trigger 8, where a clear of the MBS event in case of a GTS rejection ﬂag
would have discarded an event with a γ ray detected by HECTOR.
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3.5 Coupling of the DAQ systems
3.5.1 Principle
As mentioned above, the MBS system was based on several branches, connected to each other via a trigger bus, which
assured the synchronisation of the data. For each TRIVA validated trigger, the data words of each crate were read out
by the VME crate backplanes (sub-event), and were sent via network to an event builder. The data were written on disk
at the level of the event builder. A schematic view of the MBS data ﬂow structure can be found on the right hand side
of the scheme in Fig. 3.3.
The “built” data from MBS was sent to the AGATA computer farm via an Ethernet connection received by a speciﬁc
NARVAL actor called MBS Receiver. The actor MBS to ADF encapsulated the MBS data in an ADF format. Each MBS
event had a GTS time-stamp (Section 3.4) and was written on disk in the ADF format to allow oﬀ-line data merging (in
case of re-calibration needs for AGATA). The MBS data were merged with the AGATA “built” data by the actor Merger
using the GTS time-stamps. In Fig. 3.3 the scheme of the full data ﬂow including the MBS event building, the AGATA
data processing, and the coupling of MBS and AGATA data ﬂow is illustrated.
The last NARVAL actor (Fig. 3.3), the actor MBS Sender, and its associated MBS receiver were sending back all
information in the MBS data format. This enabled a simpler online analysis.
3.5.2 System integrity check
The ﬁrst veriﬁcation was performed by an MBS process, the Time Sorter, that performed a one to one data analysis.
It checked that any event sent to NARVAL was built and properly sent back to the MBS receiver. No missing events
were seen.
As explained before, any MBS event got a tag from the GTS system through the AGAVA in order to indicate
if the event was accepted or rejected by the GTS. The tagging information showed that in case of a trigger 9, i.e.,
Particle-γAGATA-LYCCA, more than 99.9% of the events were accepted by the GTS system.
In order to be able to verify the proper synchronisation between MBS and the AGATA data ﬂow, seven AGATA core
signals were digitized within the MBS DAQ (see Section 3.2). The two-dimensional histogram in Fig. 3.5 proves the
correlation between data coming from AGATA itself (y-axis) and the one generated within MBS (x-axis). The diagonal
line shows proper correlation of the data after data-merging. The MWD algorithms used with the SIS module and
AGATA electronic had diﬀerent parameters which can explain most of the events with diﬀerent energies seen outside the
diagonal.
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Figure 3.5: Core energy of one crystal in the MBS data acquisition digitized by the SIS module as a function of
the core energy obtained with the AGATA electronics and computer farm.
A good behaviour of the system was seen as well with the isomer setting (see Section 3.3), when both data from
PreSPEC ancillary detectors and from AGATA had to be present and correlated. The time information is also needed to
see the γ-ray decay occurring from 100 ns to a few µs after the implantation. A time versus energy γ-ray spectrum is shown
in Fig. 3.6, with the observation of the decay of the 109Rh isomeric state that has a half life of T1/2 = 1.66(4) µs [94].
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Figure 3.6: Time versus energy spectrum for an isomeric state of 109Rh. The transition at Eγ = 226 keV belongs
to the decay of a T1/2 = 1.66(4) µs isomeric state [94].
A last validation test for the system correlation was performed using in ﬂight emitted X-rays, which have a large
production cross-section. The data correlation is essential in order to be able to see the angular dependence of the X-rays
after Doppler correction as shown in Fig. 3.7. The two Kα X-rays of uranium at 94.6 keV and 98.4 keV were clearly
identiﬁed and proved that both MBS and AGATA data sets were correlated.
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Figure 3.7: Angle of the γ-ray emission in AGATA as a function of the Doppler-corrected γ-ray energy. The
straight vertical line slightly below 100 keV corresponds to a superposition of the two Kα X-rays of
238U ions after Doppler correction using the outgoing velocity and tracking information from LYCCA.
This proved the correlation between AGATA and MBS data.
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3.6 Conclusion
The coupling of the data ﬂow, triggered by the analog MBS system and the digital GTS, showed good results and
provided a proof of principle of the ﬂexibility of MBS and AGATA. Indeed, the data taken by both AGATA and MBS
were consistent, and proper analysis on an event-by-event basis is possible. The data integrity was conﬁrmed with test
cases such as isomers and particle-X-ray correlations. An additional integrity test was performed using an MBS Time
Sorter where any MBS event was correlated to the same event after passing the NARVAL system.
The coupled DAQ at GSI was used for eight experiments in 2012 and 2014, and produced almost 200 TB of data
including calibrations. The system was pushed up to 3 kHz of event data for MBS, and around 3 kHz of validated events
per AGATA crystal. Up to 22 working AGATA crystals were in the setup.
The limiting factor of the system was its dead time. The total number of events recorded on disk per second was in
standard utilisation limited to few kilohertz. The dead time mainly originated from the RIO3 VME controller used for
the TPC crate. Therefore a RIO4 exchange has been foreseen for future experiments. In addition, the spill structure due
to the slow extraction from the SIS-18 synchrotron was aﬀecting the total throughput. Diagnostic tools in the TRLO
ﬁrmware were readily used to help beam operators optimize beam settings.
A possible improvement could be performed on the particle-γ coincidence. A huge contribution of the recorded events
came from high energy events: charged particles passing through the AGATA detectors. An anti-coincidence on an
upper γ-ray threshold could be applied to improve the ratio of interesting events over background. Adding an energy loss
condition from the MUSIC detectors inside the trigger can help to remove contributions from charged particles lighter
than the ones of interest thus also improve the maximal throughput of the system.
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Chapter 4: Data analysis
In order to investigate the nuclear structure of an exotic nucleus, two nuclear reactions are involved. The ﬁrst one
occurs at the entrance of the FRS (as mentioned in the previous section), where a nucleus of interest is produced. It is
selected by the FRS and at the end of the FRS it undergoes the second nuclear reaction. In the experiment described
here, a fragmentation occurs on a secondary Beryllium target surrounded by the AGATA detectors.
The analysis performed to identify fragments in the FRS is presented in Section 4.1. The reaction products, after the
Beryllium target are identiﬁed by the LYCCA calorimeter array. Since the γ-rays are emitted in ﬂight, they are strongly
Doppler shifted and the outgoing velocity need to be precisely measured.
In order to disentangle diﬀerent reaction channels, an accurate calibration of all the detectors of the LYCCA array
is needed. The diﬀerent calibration steps are presented in Section 4.2. Kα X-rays of Uranium primary beam are used
to calibrate the LYCCA ToF and to determine a possible shift of the position of the target. This analysis, based on
Bayesian analysis methods, is explained in Section 4.3. The AGATA detector calibration is performed at its best in order
to minimize uncertainties on the position provided by the Pulse Shape Algorithm (PSA). This procedure is described in
Section 4.4.
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4.1 Identification of the fragments with the FRS
The ﬁssion of the 600 MeV/u 238U primary beam from SIS produced many isotopes that were selected and identiﬁed
by the FRS. Two FRS productions settings were used during the experiment: one with 108Mo isotopes and one with
107Nb isotopes centered at the ﬁnal focal plane of the FRS. Both settings were in mono-energetic mode (see Section 2.1),
which implied a narrow velocity spread of the fragments at the secondary target and the drawbacks of spread in positions
and loss in the transmission eﬃciency. However, a narrow velocity distribution at the secondary target level facilitates
DSAM methods and should ease mass identiﬁcation with LYCCA.
4.1.1 Isotope identification
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Figure 4.1: Superposition of the identification plots for the 108Mo and 107Nb production settings and for the
109Rh isomer setting. This plot provides the identification of all the produced and transmitted species
in the FRS during the experiment. The red circle highlights the FRS setting where the 109Rh and
109Ru isomeric transitions are observed, while the blue circle highlights the superposition of the two
production settings. Species identification is obtained with the isomer tagging method.
During the preparation of the FRS, the fragments produced by the relativistic ﬁssion of 238U beam were selected by
a series of Bρ values for the FRS dipoles. A set of Bρ value is commonly called a “FRS setting”. One FRS setting is
simulated using the LISE++ software. Nevertheless, the exact amount of matter in the beam line cannot be predicted.
Therefore, a diﬀerent (or eﬀective) Bρ from the simulated value can be needed to select the aimed specie. Moreover, the
amplitude of the signal between the uranium and e.g. molybdenum ions can be signiﬁcant enough and enter a non-linear
regime of the CFD used for the time-of-ﬂight and positions determination (walk eﬀect). Thus, a “jump” in Z from 92 to
∼40 induces uncertainties in AoQ and Z of the identiﬁed ions.
The procedure to determine without ambiguity the species produced within a FRS setting is the observation a γ-ray
decay of an isomeric state. This latter is an excited level of a nucleus that has a lifetime of at least 200 ns that can
therefore “survive” the ﬂight time in the FRS. These excited nuclei are implanted in a thick plastic, positioned inside the
reaction chamber, 15 cm further downstream from the secondary target. The decay of the excited level occurs at rest
and can easily be observed inside the AGATA detectors. This method is called “isomer tagging” [95]. Usually, one or
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two FRS settings are needed before an isomeric nucleus is found. Without the isomer tagging method, a scan the nuclear
chart from uranium primary beam down to our mass region would be needed, which takes many intermediate settings.
Thus, the isomer tagging is quick and it allows physics measurement after a few hours of beam.
The bi-dimensional identiﬁcation histogram (AoQ-Z) for three FRS settings – the “isomer setting” and two “production
settings”– is shown in Fig. 4.1. Each area with high number of counts (in red) in the (AoQ-Z) histogram corresponds to
one mass identiﬁed by the FRS.
When the FRS is set on the “isomer setting” decays of isomeric states with diﬀerent lifetimes are observed. Two
energy-vs-time histograms, shown in Fig. 4.2, allow to name two nuclei: 109Rh and 109Ru. The diﬀerent energies of
the observed γ-ray transitions for these two nuclei provide an unambiguous determination of all ions passing through
the FRS with this “isomer setting”. An overlap in the identiﬁcation histogram between the “isomer setting” and the
“production settings” allows a full identiﬁcation of all nuclei passing in the FRS during the experiment. 109Tc, 108Mo,
and 107Nb are by this procedure conﬁrmed to be produced and selected by the FRS with the “production settings”.
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(a) Observed decay of a 225 keV isomeric transition of 109Rh
with a lifetime of: T1/2=1.66(4) µs [94].
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(b) Observed decay of a 96 keV isomeric transition of 109Ru
with a lifetime of: T1/2=0.68(3) µs [96].
Figure 4.2: Bi-dimensional histograms energy-vs-time that highlights the decay of two isomeric states and allows
their assignment to previously measured isomers. The number of counts per bin is indicated by the
color bar on the right-hand side.
This experiments contains three main FRS settings: the “isomer setting” and two “production settings”. One is
centered on the 108Mo isotope and the other one is centered on the 107Nb isotope. A summary of the main species
selected in the FRS for the three settings is given in Table 4.1.
Table 4.1: Summary of the three FRS settings used during the experiment. The Ratio refers to the number of
counts for one identified ion over the total number of identified species. In the (AoQ-Z) histogram
shown in Fig. 4.1, more species are identified than the one mentioned in this table. For this reason
the sum of all ratios does not reach 100%. The positions at the final focal plane of the FRS (S4) are
measured with the two last FRS TPCs.
Settings Main isotopes in the setting Ratio (%) Mean of S4 positions (mm)
Isomer 109Rh 110Rh 27.7 9.90 -2.1 22.3
108Ru 109Ru 16.1 13.1 -14.2 11.5
107Tc 108Tc 2.79 4.17 -21.7 5.06
108Mo 108Tc 109Tc 3.95 33.0 -25.6 1.7
107Mo 108Mo 14.1 10.8 -9.54 2.6
106Nb 107Nb 3.31 1.46 -11.9 -3.1
107Nb – 109Tc – 7.72 – 7.72
107Mo 108Mo 6.47 41.7 -10.3 -0.44
106Nb 107Nb 12.3 7.1 -3.4 1.0
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4.1.2 Useful contaminants inside the FRS settings
With a production setting not only the aimed nuclei are passing through the FRS dipoles and are centered at the ﬁnal
focal plane of the FRS. For example, the positions at the ﬁnal focal plane of the FRS reported in Table 4.1 proves that
also 109Tc is centered at S4 when the FRS setting is on 108Mo. They represent 33% of the total amount of particles
reaching the S4 scintillator and identiﬁed by the FRS. This situation is even more pronounced with the 107Nb setting,
in which 108Mo is the dominant specie and it is also the most centered one. The “contamination” by other species is a
consequence of the mono-energetic mode of the FRS and it is advantageous for the experiment. Indeed, the primary goal
of the experiment is to populate 106Zr isotopes via secondary fragmentation of the 107Nb ions at the secondary target.
The large proportion of 108Mo isotopes centered at the S4 target produces also 106Zr ions via the two proton knockout
reaction channel and therefore, it increases the yield of the wanted isotopes. In addition, the neutron removal in 108Mo
produces 100−107Mo isotopes, whose lifetime of the even-even nuclei are known. This provides the possibility to test the
sensitivity of the lifetime measurement method [97].
4.1.3 Maximization of the number of identified ions
The TPC detectors loose eﬃciency when the rate is high, e.g. a rate of ∼300 kHz at the middle focal plane of the
FRS [98]. Moreover, the position information given by the S2 scintillator is missing probably due to a wrong setting up
of the TAC. For this reason, the identiﬁcation histogram (AoQ-Z) in Fig. 4.1 have a low number of counts with respect
to the total number of events recorded. Nevertheless, it is possible, due to the fact that the FRS is set in mono-energetic
mode, to identify the nuclei via their velocity β = v/c; which in some extend, prove a proper working ToF measurement
in the experiment. This method provides a factor three increase in the number of identiﬁed ions at S4 than with the
AoQ value. The FRS identiﬁcation histogram using the β and Z of the particles is shown in Fig. 4.3.
β
















Figure 4.3: Identification plot for a FRS setting with 107Nb centered at the final focal plane. β and Z of the ions
are used for a species identification due to the mono-energetic mode of the FRS. The most intense
species (with Z = 42) is the 108Mo isotope.
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4.2 LYCCA data analysis
The LYCCA calorimeter is designed to identify fragments up to mass 100 at energies around 100-300 MeV [5]. In the
present experiment, the masses of the isotopes of interest are higher. In order to achieve an optimum calibration for the
ToF, the calibration procedure is performed for each run, i.e., 2 GB data ﬁles, corresponding roughly to one hour of
beam time. This procedure is described in Section 4.2.1.
The main idea for energy calibration of the LYCCA Wall modules is to combine an empty target (technically, empty
frame) with a target run. These two runs provide two energies for the ions reaching the LYCCA wall thus two diﬀerent
energy losses in the wall detectors. These two calibration points are used for gain matching and absolute energy calibration
of the total kinetic energy calibration relying on ATIMA [99] simulations. The details on the calibration method used
for the DSSSD and CsI(TI) are described in Section 4.2.2 and Section 4.2.3 respectively.
The determination of the velocity of the outgoing fragment and mass determination of the fragments is presented in
Section 4.2.5 using the Doppler corrected γ-ray spectra (minimizing the FWHM of known transitions).
4.2.1 ToF calibration
The time needed to collect the light emitted when a particle hits the membrane depends on the distance between the
particle hit and the PMTs. The PMT time, or intrinsic PMT time, is given with respect to the average1 of left and
right PMT time signals of the plastic scintillator at the ﬁnal focal plane of the FRS. The correlation between the time to
collect the light (timeraw) and the distance from the emission to the PMT (distancePMT−HIT ) is shown in Fig. 4.4a
for one PMT. The corrected time measurement (timecor) is obtained according to the following equation:
timecor = timeraw + distancePMT−HIT × slope (4.1)
A time shift inside a PMT due to temperature dependence of the PMT gain aﬀects all the positions in the same way.
This justiﬁes a unique slope coeﬃcient per PMT for the whole experiment. The slope of each PMT is obtained with
a ﬁt of the ellipsoid in the time versus distance of interaction plot. The positions of the interactions at the LYCCA
start scintillator are extrapolated from the S4 TPCs and interpolated between Target DSSSD and Wall DSSSD for the
LYCCA stop scintillator. The eﬀect of the correction is observed in Fig. 4.4b.
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(a) Before position dependence correction.
Distance Interaction postion-PMT (mm)




























(b) After position dependence correction.
Figure 4.4: Intrinsic time of the First PMT of the start plastic scintillator as a function of the distance between
the PMT and the interaction position of the ion in the membrane.
The time of each PMT is aligned to the mean time between the time of all PMTs. This process has to be done run
by run to take into account individual PMT time shifts between consecutive runs. Indeed, up to 50 ps shift between two
consecutive runs of an hour has been observed. The time resolution obtained after an event by event correction is 88 ps
for the start membrane, while for the stop membrane is 193 ps.
In order to cancel potential drift of the time reference (here the scintillator at the ﬁnal focal plane of the FRS), we
calculate the average over all PMT times of the start and the stop membrane and compute the diﬀerence. The systematic
variations of this time diﬀerence are shown in the plots in Fig. 4.5.





























































































































































































































(b) Time difference for the 107Nb setting.
Figure 4.5: Systematic variations of the mean time difference between the start membrane and the stop membrane
scintillator. The x-axis is labelled with the run number. Each run corresponds to ∼ one hour of data.
An oﬀset has to be applied to the mean time diﬀerence in order to obtain the correct velocity of the outgoing ions.
We compute an “artiﬁcial” oﬀset to the time diﬀerence shown in Fig. 4.5 in order to compensate the variations. The
origin of this shift is not clearly understood, except for the drastic change at run labeled 0063_0}(see Fig. 4.5b) which
corresponds to a change in the PMT voltage that was done at this stage of the experiment.
The correction of the time for the interaction position and adjusting the measurement stability of the mean time is not
suﬃcient to measure the time-of-ﬂight of the ions. Indeed an oﬀset needs to be added to the measured time diﬀerence
to have the proper reference. This oﬀset depends on the cable length between the two membranes that can hardly be
measured. Therefore, we used the technique described hereafter. The uranium primary beam was sent through the FRS,
with minimal matter and it reacted in a 700 mg/cm2 thick beryllium target. Even if the atomic number of the beryllium
is low, it can excite the uranium ions and provoke the emission of Kα X-ray at 94 keV and 98 keV. These are emitted
in ﬂight and therefore their energies need to be Doppler corrected with the proper beam velocity. A scan over a range
of “realistic” time of ﬂight oﬀsets is performed in order to determine the value that minimizes the width of the X-rays
transitions. More details on the Doppler correction and its inﬂuence on the width of the transitions can be found in
Section 4.3.
The matrix showing the uranium Doppler corrected X-rays energy as a function of the time of ﬂight oﬀset is shown
in Fig. 4.6a. The 1000 oﬀsets values are applied to the ToF which ranged from 31·10−9 to 60·10−9 s. The velocity β[i],
with i ∈ [0, 999], used for the Doppler correction is calculated according to the following equation:
β[i] =
Dist
timediff + i · offset (4.2)
where timediff is the calibrated time diﬀerence between the start and stop membrane of LYCCA (see Equation. 4.1)
and Dist is the distance between the start and the stop membrane given in Annexe 7.1).
The energy projection for the time of ﬂight oﬀset that minimizes the width of the X-rays is presented in Fig. 4.6b. The
resolution obtained allows hardly to identify two X-ray transitions as observed during the commissioning experiment [7].
The main source of uncertainty that worsens the resolution comes from the velocity spread in the thick beryllium target.
4.2.2 DSSSD modules calibration
DSSSDs are used for both position measurement and energy loss measurement. Both N- and P-side of the DSSSDs are
read out and stored in the data ﬂow. The energy calibration can be done in a semi-automatic method. Assuming that
the energy deposit measured by the N-side is equal to the one measured by the P-side, it is possible to gain match all
the strips with respect to each other and to have all the strips of each DSSSD calibrated. Details of the method can be
found in Reference [100]. The result of the calibration for the target DSSSD module and for all modules of the LYCCA
wall is shown in Fig. 4.7.
The second step is to gain match all the modules with respect to each other. This is performed using the diﬀerent
fragments passing in a given setting. Indeed, under the assumption that the energy loss inside the DSSSD wall is not
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(a) Bi-dimensional histogram of the Doppler corrected energy
vs the ToF offsets.
Energy (keV)


















(b) Energy projection for the optimum velocity offset.
Figure 4.6: Determination of the Time of Flight offset scanning over a range of offsets (y-axis of the bi-dimensional
histogram). The offset is chosen to be the one minimizing the FWHM of the transitions. The projection
for the optimum offset is shown on the right hand side. The two main transitions being the K X rays
of uranium are superimposed.
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(a) Target DSSSD module.
Energy N-side (a.u.)


















(b) Wall DSSSD modules.
Figure 4.7: Self calibration of both N and P side. The straight line provides an indication of a properly working
calibration, with each strip on the N side being gain matched to all the strips of the P-side.
depending on the angle of the particle2, the energy deposit by each incoming fragment depends only on its Z. A limitation
of this method is that only the most central modules can be calibrated. The external one do not have enough counts to
employ this method. Nevertheless, this aspect has in practice a small impact on the total detection eﬃciency.
4.2.3 CsI(TI) energy calibration
A good energy resolution for the Total Kinetic Energy (TKE) measurement is needed in order to be able to distinguish
masses around 100, which is at the limit of LYCCA capabilities. The calibration is performed using a similar principle
as the gain matching method of the DSSSD modules.
In order to determine the gain of the diﬀerent CsI(TI) modules, at least two calibration points are needed. Therefore,
we use two runs: one with the 700 mg/cm2 thick beryllium target and the other one without any target. For both
runs, we consider diﬀerent incoming FRS fragments present within the setting, since each fragment deposits a diﬀerent
energy in the CsI(TI). Thus, we reduced measurement uncertainties. As in the case of the calibration of the DSSSDs,
this calibration method is limited by statistics and only central modules coeﬃcients can reliably be calculated.
2 The angle of the incoming ion inside the detector adds an uncertainty to the energy measurement. For small angle, the error on the
energy measurement is well below the energy resolution of the DSSSD thus, the 2 mm thickness of the DSSSD does not play a role.
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4.2.4 Absolute energy calibration of the LYCCA Wall
Once the channels of the CsI(TI) and DSSSD detectors are gain matched, it is possible to obtain an absolute energy
calibration for both E and ∆E. The LISE++ simulations3 of the experimental setup provide the total kinetic energy
and energy lost at the LYCCA wall for all the species that pass through the secondary target without undergoing
fragmentation or nuclear reactions. Two calibration points were obtained combining both empty target and beryllium
target run. The following equation was obtained for the energy loss calibration:
∆E = StripN × 0.719− 650 (MeV), (4.3)
where StripN is the N-side gain matched energy of the strip hit by a particle. The calibration of the energy measured
by the CsI(TI) crystal is given instead by:
E(CsI) = CsIRaw × 11.4 + 11600 (MeV), (4.4)
where CsIRaw is the gain matched energy deposit in the CsI(TI) module hit by an ion. Adding up the two, we obtain
the total kinetic energy deposit by the ion inside the LYCCA Wall:
TKE = ∆E + E(CsI) (MeV). (4.5)
These calibration coeﬃcients allow to obtain a TKE-DE identiﬁcation histogram such as the one shown in Fig. 4.8.
The latter is gated on an incoming 109Tc FRS beam. The central area with higher number of counts in the histogram of
Fig. 4.8 corresponds to the FRS beam which kept the same number of protons and neutrons. This area is linked toward
the left to a “banana” shape area that corresponds to nuclei with the same number of protons as 10943 Tc and with less
neutrons. The “banana” area just below corresponds to 42Mo isotopes.
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Figure 4.8: LYCCA identification histogram obtained after energy calibration of the LYCCA wall. It is produced
with a gate on an incoming FRS beam of 109Tc. The area with most of the statistics, here in yellow-red,
corresponds to fragments that passed through the target without undergoing nuclear reactions. The
“banana” shape area with a lower energy loss corresponds to proton removal channels.
We have 85% of the overall events hitting the modules labelled 6, 7, 12, 13, 18, 19 (labels are given in Fig. 2.7). These
modules are the ones that have a reliable calibration therefore, in the rest of this work, only these six central LYCCA
modules are used.
3 LISE++ is a simulation program [101] that includes beam transport code, reaction mechanisms and energy loss calculations of the
beam passing through matter.
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4.2.5 Identification of the fragments in LYCCA
The LYCCA calorimeter provides both Z and A of the fragments, thus it allows us to determine the reaction channel
of the reaction. Nevertheless, even if determination of the proton number is obvious –meaning that we can determine the
proton number with a simple bi-dimensional histogram–, the determination of the neutron number required additional
treatment of the data. Therefore, in the following paragraph, we detail the procedure developed in order to obtain a
neutron number of the fragments.
Determination of the proton number
We mentioned in Paragraph 4.2.4 that each “banana” like structure of the E −∆E histogram in Fig. 4.8 corresponds
to an isotopic chain.
Projecting the E−∆E histogram along the ∆E axis for an energy range of 400 MeV, we obtain the histogram shown




This value is without correction of the velocity dependence and therefore it is an upper limit. Anyway, it is comparable
to the Z resolution ∆ZZ ≤ 0.015 (Z ≤ 36) obtained during the LYCCA commissioning [5].
To conclude, we have an unambiguous proton-number determination for Z ∼ 40.
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Figure 4.9: Z identification of the fragments with LYCCA. This histogram is a projection of the bi-dimensional
histogram shown in Fig. 4.8 for an CsI(TI) energy range of 4600 to 5000 MeV.
Determination of the neutron number
For nuclei lighter than the one produced in this experiment, it is possible to obtain a mass identiﬁcation of the fragments
with the LYCCA calorimeter. For example, the PreSPEC-AGATA commissioning experiment identiﬁed the masses of
78,80Kr and 74Se [7]. Nevertheless, the mass resolution achieved in this experiment is not suﬃcient to clearly distinguish
mass around A ∼ 100. Therefore, we have to use an indirect method to ﬁnd the mass number of the fragments.
The relation between the mass A, the velocity β and the total kinetic energy TKE of the fragment is deﬁned by:







with K being an oﬀset to be determined. The simulation from M.J. Taylor [102] shows a linear dependence between the
total kinetic energy and velocity of the fragments. Therefore, we determine our oﬀset K such that the Massau variable
is independent of β and TKE.
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In order to determine the mass precisely, we need to look at the γ-ray transitions. We scan all the possible masses until
we observe the γ-ray transitions, that we assign to the diﬀerent molybdenum isotopes. The histograms of the observed
γ-ray transitions for several mass selection, thus molybdenum isotopes, are shown in Fig. 4.10. In order to optimize the
peak-to-total, we plot the histogram under two conditions. First, only γ-ray events within 30 ns after the passage of the
ions are considered. Second, a γ-ray multiplicity condition is applied to select events with a maximum of four germanium
crystals that triggers. Additional details on the “optimal” conditions can be found in Paragraph 4.5.
The energy of the centroids are reported in the ﬁfth column of Table 4.2. They are similar to the rest energy given in
the third column of the same table.
Figure 4.10: List of the γ-ray transitions that are observed inside the Mo isotopic chain. From top to bottom, the
γ-ray spectra associated with the even-even nuclei from 108Mo to 100Mo. The observed transitions
are indicated by stars. In addition to a mass selection, a 30 ns gate on the particle-gamma time
is applied together with a multiplicity condition (a maximum number of four germanium detectors
triggered).
Even if the observed transitions energies are close to the rest energies, we need to assess that the observed γ-ray decays
correspond indeed to the assigned molybdenum isotopes and not, e.g., to the even-odd molybdenum isotopes. Thus, we
provide the following justiﬁcations:
• The 4+1 to 2
+
1 transition energies of
108Mo, 106Mo and 104Mo are separated by more than 15 keV, which is enough4
to distinguish them by the γ-ray energy for the three isotopes.
• For the 106,104,102Mo nuclei, the 4+1 to 2
+
1 transitions are observed with a systematic energy shift of ∼10 keV and
we expect a shift due to the lifetime as it will be demonstrated in Section 5.
4 We expect in an optimum case an energy resolution after Doppler correction of 5 to 10 keV at FWHM (Paragraph 4.3.5).
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Table 4.2: Summary of the transition energies in the nuclei populated in the experiment. In addition to the
adopted energies and lifetimes [33], we report in this table the energies of the observed transitions that
are used to confirm our isotope identification.
Nucleus Transition Tabulated energy (keV) [33] Half-life (ns) Observed energy (kev)
108Mo 2+1 → 0+1 192.7 500 –
4+1 → 2+1 370.9 ? 364
6+1 → 4+1 527.0 ? –
8+1 → 6+1 662.0 ? –
106Mo 2+1 → 0+1 170.5 1250 –
4+1 → 2+1 350.7 25.4 343
6+1 → 4+1 511.2 4.2 –
8+1 → 6+1 654.9 1.77 –
104Mo 2+1 → 0+1 192.2 970 –
4+1 → 2+1 368.4 26.1 361
6+1 → 4+1 519.2 4.73 515
8+1 → 6+1 641.7 2.21 –
102Mo 2+1 → 0+1 296.6 125 282
4+1 → 2+1 447.1 12.5 436
6+1 → 4+1 584.2 ? 577
8+1 → 6+1 690.9 1.8 –
100Mo 2+1 → 0+1 535.6 12.6 524
4+1 → 2+1 600.5 3.8 590
6+1 → 4+1 711.0 1.20 –
8+1 → 6+1 780.0 0.58 –
• For 102Mo and 104Mo isotopes, higher spin states are populated. For example we observe a weak line for the 6+1 to
4+1 transition in
104Mo. This is consistent with the Goldhaber model [103] stating that in fragmentation reactions
the attainable angular momentum of the fragments depends on the number of nucleons removed.
• The γ-ray spectra in the lower panel of Fig. 4.10 is assigned to 100Mo. It is the ﬁrst lighter nucleus starting from
108Mo with only a 2+1 to 0
+
1 transition at ∼500 keV, without any transitions at ∼350 keV. We observed in the








• The even-odd molybdenum isotopes have a higher number of excited states. Therefore, when an even-odd nucleus
is produced in an excited state, it can decay via multiple γ-ray cascades thus, each of the γ-ray transitions has a
weak intensity. As a consequence, we do not clearly observe these transitions on top of the radiation background
present in the γ-ray spectra.
The observed transitions are required to assign aMassau region for each even-even nucleus observed in the experiment.
Nevertheless, we need to determine the overlap between too consecutive masses and potentially the contribution of the
even-odd nuclei in our γ-ray spectra.
In order to determine the contribution of neighbouring reaction channels in our γ-ray spectra, we deﬁne the ratio of
the number of observed γ-ray at the energy E0 over the number of γ-ray observed from5 200 to 1000 keV.
If we chose E0 to match the observed γ-ray transition energy of a nucleus (e.g. 343 keV), we observe an enhancement
of the ratio at the Massau (corresponding to e.g. 106Mo). Since the 106,104,102,100Mo nuclei have a somehow abundant
statistics, the previously deﬁned ratio is plotted as a function of the mass of the fragments in Fig. 4.11. The width of
the enhancement yield for a given γ-ray transition provides a measured for the mass gate.
5 The lower limit of the range is chosen to reduce the contribution of atomic radiation (beam induced background). The upper limit
is set to include all the observed transitions.
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Figure 4.11: Calibration of the mass in the LYCCA calorimeter. The y axis is the ratio of the number of counts
inside an energy range over the total number of γ-rays observed in the spectrum. The energy range
is chosen according to the energy of the observed γ-ray transition. In the plot, each line corresponds
to a different γ-ray energy. The color code is given in the plot insert. The ratio is enhanced for the
nucleus with the selected transition.
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4.3 Target positioning with the uranium X rays
Despite that the target position was measured using a laser before the experiment, uncertainties persist. The actual
position of the target might be slightly shifted with respect to the measured position. However, Doppler shifts are
signiﬁcantly large when doing experiments with relativistic beams, especially when measuring γ-ray transitions. Therefore
it is critical to know the target position as precisely as possible and it is important to understand and characterize the
position uncertainties. In the following, we develop a procedure that uses the two K-α x-rays of the uranium primary
beam in order to calibrate the target position. The reason to use the primary beam is that the atomic radiations have a
larger production cross section compared to nuclear reactions and it allows to perform this calibration using only a few
minutes of beam time.
The calibration we designed is based on a 1D model that considers two Gaussian features on top of an exponential
continuum in the X-Ray spectrum. In addition, we also include a third feature to model the noise from contaminants.
Given the importance of the calibration uncertainties in our experiment, we moved away from the traditional techniques
and switched to Bayesian analysis which states the calibration in terms of probabilities. Thus, we ﬁt this multi-component
model to the data from the calibration phase using a Markov-Chain Monte-Carlo (MCMC) technique.
In this section, I detail the model and explain the origin of its diﬀerent components. Then I present the ﬁtting
technique, which produce the ﬁnal calibration as well as its uncertainties. However, I ﬁrst need to introduce brieﬂy the
Bayesian analysis background needed to understand the ﬁtting technique.
4.3.1 Bayesian approach to fitting a model
To avoid further confusion, we adopt some conventional deﬁnitions and terminology throughout this chapter.
We call “data” anything that refers to what we want to describe with a model. This can be for instance number
of counts per unit of energy measured under a given angle by the AGATA detectors. In particular, we refer mostly to
measurements associated with uncertainties. Moreover, one must keep in mind that any measurement only represents
one realisation of the true underlying physics. In other words, what we measure is a noisy view of an intrinsic property,
which could sometimes be far from the expected average.
However, we want to understand and characterize the physics itself from whatever dataset we can get. This paradigm
is the origin of the Bayesian inference.
Bayesian Principle
The Bayes principle (ﬁrst reference in 1763 [104]) expresses the probability of a Model given some Data, by relating
it to the probability that the same Data can be generated from this Model and some prior knowledge about the model
of interest. This translates into the commonly used equation of conditional probability (or Bayes’ theorem):
p(Model |Data) = p(Data |Model) p(Model)
p(Data)
, (4.8)
where p(Data |Model) is called the likelihood of Data. p(Model) is called the prior probability distribution of the
model, which encodes our beliefs in the originate from the model (for instance one parameter must be within a given
range of values). p(Data) is called the evidence, which strictly encodes the belief in Data. p(data) is often considered




Finally, p(Model|Data) is called the posterior probability distribution function (PDF) of the model given the data.
It reﬂects the inference that we make on the model given a set of data.
Likelihood definition
In the context of our calibration problem, we need to deﬁne our likelihood function p(Data |Model). We consider a uni
dimensional model6 from a mixture of 3 Gaussian features – two transitions of interest and a contaminant corresponding
to an unknown process7 – and an exponential continuum in the X-ray spectrum. This model is parametric, so we can
6 We consider only the Doppler corrected energy detected over all angle as a variable.
7 The model we construct here is generic, therefore a γ-ray transition from an unknown physics process is treated in the same way as
a transition with known physics origin.
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explicit its notation as Model( ~E; ~Π), where ~E is for this study the set of energies at which we evaluate the model and
~Π a set of parameters for the model. We detail the model itself in Section 4.3.2.
The Likelihood p(Data(E)|Model(E, ~Π)) quantify the similarity between Data and the model predictions, given the
parameters ~Π. Hence the best set of parameters for this particular model is the set ~Π for which the likelihood is maximum.
Implicitly, this supposes a notion of distance between the observed X-ray spectrum and the spectrum predicted from the
model (given a set of parameters). Although there are many possibilities to deﬁne our “distance” metric in general, we
must consider the statistical properties of an observed spectrum to best compare with our model.
A spectrum is a series of discrete events, i.e., a captured photon in the detector, for a given energy. In our spectrum,
the probability to record an event at a given energy is independent of the energy of the previously measured events.
Therefore, the probability to measure an event at a given energy follows a Poisson statistics. We recall that in the
calibration phase, we measured atomic transitions, which means that the number of events, or counts, per bin of energy
is important. Therefore, we can approximate the Poisson distribution of counts in an energy range as being Gaussian8.
Thus, once we have a model that predicts the counts of transitions at an energy E, the Likelihood function is expressed
as a Gaussian distribution9. We note the observed counts at an energy E, Nobs(E) and the model prediction at this
energy Npred(E, ~Π):










Finally, we can estimate the posterior PDF of the model from Equations 4.8 and 4.9, more speciﬁcally p(~Π|Nobs), the
posterior PDF of the parameters of our model, ~Π, to describe an observed spectrum. Exploring the values of ~Π allows
us to ﬁnd the best set ~Πbest to calibrate our experiment properly. In addition, if one can fully characterize this posterior
PDF, one can fully characterize the uncertainties of the calibration. In Section 4.3.3, we describe the method we used
to explore the parameter space and to construct the posterior PDF of ~Π. We ﬁrst explicit our model in the following
section.
4.3.2 One dimensional Model
Before describing the diﬀerent parts of the model, we need to explain the origin and the problem we want to solve.
The uranium primary beam impinged on a 700 mg/cm2 thick beryllium target at around half the velocity of the light.
Inside the target, the uranium ions get excited decaying by emission of two X rays at the energy of 94.6 and 98.4 keV.
The decay occurs in ﬂight and the observed energy in the laboratory referential has a large Doppler shift. For clarity, we




1− β cos(θ) , (4.11)
where E0 is the emitted energy in the frame attached to the ion and ELab the observed energy in our germanium detector
(see Section 2.3). We note β the recoil velocity and θ the angle between the recoil ion trajectory and the direction of the
emitted X-ray. The angle θ is measured experimentally combining positions measured in three detectors: the DSSSD
target, the wall DSSSD and AGATA with the PSA algorithm. A schematic view of the problem and the adopted notation
is shown in Fig. 4.12.
We determine the interaction position of the beam on the target assuming the distance between the target DSSSD
and the target to be small. The angle of the incoming ions (vector Vin) is small therefore, we assume that the interaction
position of the beam in the target (xt, yt, zt) is the same as the measured position by the target DSSSD (xm, ym, zm).
This assumption is valid only with the target positioned at the central position of the chamber since the distance between
the target DSSSD and the target is ∼5 cm (see photograph in Fig. 2.10). The direction of the outgoing velocity, Vout is
determined with both the target DSSSD and wall DSSSD positions (xw, yw, zw). The position of interaction of the γ ray
(xa, ya, zy) is determined with the PSA algorithm. We chose the ﬁrst interaction hit by selecting the hit in the AGATA
crystal with the highest energy deposit.
The γ-ray emission angle θ depends on the positions mentioned in this paragraph and an oﬀset in the positioning of
the detector leads to a systematic error in the Doppler correction of the γ-ray. This error increases the transition width
after Doppler correction. Nevertheless, we can revert the problem and determine the oﬀset of the target position that
minimizes the width. This position is in fact the real target position.
8 This is the so called “law of large number”.









































(xt, yt, zt)(xm, ym, zm)
Figure 4.12: Geometry definition for the determination of the angle θ. We draw on the scheme three detectors
from which we extract the position information that we use to determine the angles.
Offset consideration
In a ﬁrst approximation, we consider only the oﬀset in the plane (x, y) perpendicular to the beam axis. We deﬁne
a mesh of possible oﬀset with a 1 mm resolution, which corresponds to the resolution achieved to determine the ion
position on the target. At each position oﬀset of the mesh, we Doppler correct the X-rays with their re-calculated angle
of emissions as explained in the previous paragraph.
Formalism for binned data
In the case of in-ﬂight emitted X rays, we measure the energy under a given angle θobs. However, the ﬁnite precision
of both energy and angle imposes that we bin the measurements, in other words, that we consider the bi-dimensional
histogram of the measured energy as a function of the observation angle. The number of counts in a bin is therefore
deﬁned as:
dN(Elab, θobs, β),
where E is the energy of the detected photon, observed under an angle θobs and β = v/c the velocity at which the
photon is emitted in ﬂight.
We then correct this histogram for Doppler eﬀects. Finally, we obtain a distribution of Energy as function of angles
such as the one presented in Fig. 3.7. Similarly to the initial, non-corrected distribution, it is possible to deﬁne the
corrected number of counts in an energy-angle bin as:
dN ′(E0, θobs, β = v/c),
where E0 = f(Elab, θobs, β) is the Doppler-corrected energy, for which the correction function f is given by Eq. 2.15. At







dN ′(E′0, θobs, β)) dθobs
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Establishment of a one-dimensional model
In this section, we establish our model to describe the energy spectrum we presented above. This model is general
and can apply to more than the case of the uranium X-rays.
This model must take into account multiple characteristics of our experiment:
• a set of n spectral lines corresponding to n transitions. In the case of the uranium experiment, we only consider
n = 2.
• a spectral continuum or background that comes from the room,
• similarly a continuum component coming with the beam,
• and the instrument response, i.e., the energy eﬃciency of the array.
The calibration problem usually consists of extracting the energies of the n transitions of interest. However, the proper
treatment must include the other nuisance components to fully capture these transitions, especially when the noise is
important. At this point, hypotheses which are part of our model have to be chosen. A change in the hypothesis is
considered a model change.
Spectral lines
We ﬁrst assume that each of the n transitions generates a Gaussian line in the energy spectrum. Thus, we have three
parameters to describe each line: for the i-th: the count amplitude Ai, the mean energy µi and the energy variance σ2i ,
It is deﬁned by:










with E the energy, at which the model is evaluated.
Background continuum
The background in our case represents a source of noise to ﬁnd our transitions in the spectra. This noise is mostly
induced by the beam and we can model this component with a unique exponential decay function:
noise(E) = A · λ exp (−λE) , (4.13)
with A the amplitude and λ the decay parameter.
In principle, we should also account for the continuum generated by the room background. However, the room
continuum is low in comparison with the beam, because the measurements are performed using coincidence technique
(described in Section 3.4.2). Therefore, it is valid to neglect the room as an independent source of noise and consider a
single component from the beam.
Mixture model
Once we have deﬁned the transition features and the noise, we can combine the diﬀerent components, as the sum of




gi(E;Ei, σi, Ai) + noise(E;A, λ), (4.14)
where Π is the vector of all the parameters: Π = {(Ei, σi, Ai)}i∈[1..n] + (A, λ).
Instrument response
We do not account for the detector response (eﬃciency) in this present model. The extra calibration step to the
detector should account for most of the eﬀects. The residual eﬀects should only aﬀect the relative amplitudes of the
transition lines but we do not expect strong impact on ﬁnding their centroids and widths.
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Figure 4.13: Doppler corrected histogram of the uranium X-ray transitions is plotted in the figure together with
the fit. The blue curve is the observed dataset, while the red line indicates our “best-fit” model. The
green curve shows only the transition components of our model.
Bayesian Priors
The model we built above is very general and thus can apply to X-ray transitions as well as to γ-ray transition.
However, we must focus on the uranium case that we study to deﬁne explicitly our priors required in equations 4.8. From
the literature, the two K-α X-rays energies of uranium have energies of 94.6 and 98.4 keV, respectively.
Figure 4.13 shows the energy spectrum (Doppler corrected) of the uranium X-rays. The two X-ray transitions are
superposing to each other and generate the feature visible below 100 keV. We observe on this spectrum a second transition-
like feature at an energy of ∼115 keV. This energy is too high to be X-rays of uranium emitted in the target. There
are two possible explanations to generate this feature. The ﬁrst one would be electronic-radiative-capture (REC) [105],
but only simulations could conﬁrm this hypothesis [106]. A second possible explanation would be X-rays emitted from
the uranium beam before the target thus, produced in the target DSSSD or in the start plastic. The feature lies at
diﬀerent energies than expected for the uranium radiations as we assumed all particles emitted within the target during
the Doppler correction phase. The energy of this secondary feature in Figure 4.13 would correspond to uranium emissions
10 cm before the target. This position matches with previously mentioned detectors: Start target ToF. Because this is
not a feature of interest, hereafter, we refer to it as unknown transition.
From the above discussion, we can surely ﬁx the number of transitions of interests to two and the addition of one
unknown transition, so that a total of n = 3 transitions is in our model. Even if we have strong expectations on the
energy of these features, we do not impose a strict value and instead let them free in our model. In particular, the values
we can infer during the ﬁtting procedure provide a good validation of our method if the energies we infer agree. However,
we impose that the ﬁrst two transition lines must be at least 3 keV apart from each. We add this condition in order to
constrain the ﬁt procedure to take into account two transitions instead a single wider transition. In total, we have 11
parameters in our model.
4.3.3 MCMC minimization procedure
At this stage of the discussion, we have deﬁned all the equations and formalism to address our problem. Nevertheless,
we still need a procedure to explore the 11 dimensional parameter space. The method we adopted here is based on
Markov Chain Monte-Carlo (MCMC) techniques [107].
We sample our parameter space with a large (compare to the dimension of the parameter space) number of chains [107].
A chain is, in a simplistic view a succession of points belonging to the parameter space. One chain is exploring the
parameter space based on Markov chain principle, i.e., the choice of one point of the chain depends only on the posterior
probability (deﬁne in Equation 4.8) of the previously calculated point of the chain.
The MCMC implementation chosen in the analysis is the one from Foreman-Mackey et al. [108]. Within this imple-
mentation, the convergence is assured with a few simple checks described in Annexe 7.5.
83
4.3.4 Result on the target position
With the MCMC method, we determine at each point of the mesh, the optimum set of parameters Π and therefore
optimum width of the two X-ray transitions. The plot of the width of the transition as a function of the oﬀset in both x
and y direction is shown in Fig. 4.14.
The product of the transition width is minimum at a position oﬀset of (x, y) = (−1,−4) mm. The curve in red in
Fig. 4.13 corresponds to our model evaluated for the median value of our set of parameters ~Π, with the optimum target
oﬀset.
























Figure 4.14: Each (x, y) bin corresponds to an offset applied to the measured target position. We weight each bin
by the product of the two X-ray median widths. The white star highlights the minimum obtained
in an offset (x, y) = (−1,−4) mm. The X-Ray median widths are indicated by the color bar on the
right-hand side.
The width of the transition determined from a ﬁt has uncertainties and the result on the position oﬀset is reliable
only if the width of the transitions are determined with good precisions. The bi-dimensional histogram with a 1 mm
spacing is projected over both x and y axis for the minimum value of the product of the width of the two transitions.
Figure 4.15 shows the result of this projection, with symmetric error-bar at the FWHM. At each point of the mesh, we
have low statistical ﬂuctuation (with small error). Therefore we conclude that our result is valid.



















Figure 4.15: Projection of the bi-dimensional histogram shown in Fig. 4.14 for the minimum width of the two K
X-rays of uranium along the x and y offset. The symmetric error-bar shown here are given at FWHM.
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4.3.5 Conclusion
The model we describe in this section, along with the introduction of a Bayesian data analysis technique allows us to
determine the optimum target position for the PreSPEC-AGATA experiment. This newly determined position improves
the energy resolution obtained after Doppler correction. Indeed the width of the 94.6 keV X-ray transition pass from
σ = 1.99+0.10−0.09 keV for the measured target position to σ = 1.92
+0.09
−0.08 keV after the target shift
10.
The thick target (700 mg/cm2 beryllium) implies a large velocity spread therefore, a substantial Doppler broadening.
It becomes necessary to include the latter into the model. Moreover, we need to consider the angle of emission of the
X-rays to further increase the precision and accuracy of the calibration.
The model is applied only to determine an oﬀset in the (x, y) plane, but could be also used to determine a potential
oﬀset along the beam axis z. Moreover, instead of considering the projection over all the measurement angles, we could
perform a bi-dimensional ﬁt, which would further increase our sensitivity. At last, this model could be further improved
in order to include the target position oﬀset within our model. In such case, we would not be limited by our mesh and
would in addition obtain the correlation between the x and y oﬀset11.
10 The error on the width values are given by the 16th and 84th percentile.
11 This method was not chosen in this work since it require a lot of power computing time.
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4.4 AGATA data analysis
In this section, the diﬀerent calibration steps and corrections that are needed to optimize the performance of the
AGATA array are presented. The energy calibration procedure of the segments and of the traces and the eﬀect of a
cross-talk correction is highlighted in Paragraph 4.4.1.
The time calibration procedure is presented in Paragraph 4.4.2. The strategy performed to obtain an optimum time
resolution for the particle-γ time is explained in Paragraph 4.4.3.
All these steps are essential in order to reduce uncertainties on the position determination of the γ-ray hits inside the
detectors by the PSA. The gain on the position resolution is hard to quantify, but some visible eﬀects are presented in
Section 4.4.4. In Paragraph 4.4.5, the PSA capacity is highlighted together with a comparison of the energy resolution
we obtained after re-calibration of the AGATA detectors. At last, in Paragraph 4.4.6, we discuss the possibilities to use
the tracking algorithm for this experiment.






















Segment number and cores
Figure 4.16: The channels 36 and 37 of the x axis correspond respectively to high and low gain of the central
contact. The channels 0 to 35 of the x axis are the segments. The y axis is the energy difference
between the measured energy of the 1332.5 keV transition of 60Co and the tabulated value. The
dotted lines indicate a shift of 0.5 keV, the full one a shift of 1 keV. The error bars correspond to the
energy resolution of the segment (or central contact) at FWHM. This figure is for detector 06A.
The energy calibration has two impacts on the quality of the ﬁnal result: the lifetime of a transition. The ﬁrst impact
of a precise energy calibration is an energy resolution that is minimal thus optimum. The other impact is on the γ-ray
position resolution computed by the PSA algorithm which relies on the energy calibration of the traces. The position
resolution of the ﬁrst γ-ray interaction point inside the germanium detector impacts the Doppler correction and as a
consequence the shape of the transition used for the lifetime determination of the transition. Thus, for the experiment
presented in this work, it is essential to have a precise energy calibration over the whole experiment.
The energy calibration of the AGATA detectors is performed with an automatic procedure that uses a peak-search
algorithm and Gaussian ﬁts [109]. A cobalt (60Co) source emits two γ-rays with energies of 1173.2 keV and 1332.5 keV.
The two γ rays of this source are in the same energy range as the aimed γ ray of the experiment and therefore is used
to get a set of 38 calibration coeﬃcients for each detectors. Only the gain (slope) of the energy calibration is used for
the amplitude calibration of the traces. The relation between the coeﬃcient to calibrate the trace amplitude and the
energy-calibration coeﬃcient is determined with the parameters of the MWD ﬁlter of the pre-processing electronic [109].
A detector is considered properly calibrated if the energy of its central contact with high gain matches the energy of
the 60Co lines. A shift of 0.5 keV to 1 keV is acceptable for the segments and should not inﬂuence the γ-ray interaction
positions determined by the PSA algorithm [110]. The energy of all segments is in any case “forced” to match the central
contact energy after PSA algorithm. The on-line calibration coeﬃcients showed some shift between the segment energies
and the expected 1332.5 keV line of the 60Co source bigger than 1 keV for most of the detectors. Therefore, a recalibration
of all the 19 detectors was needed. In Fig. 4.16, the energy shift between one calibrated detector and the 1332.5 keV
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60Co γ-ray transition is plotted for all the 36 segments and the two central contacts. This plot shows the result of the
calibration and allows to check if the automatic calibration procedure works properly, detector by detector.
In segmented detectors electronic cross talk eﬀects are observed [111, 112] lowering the sum of all segment energies
measured as the segment multiplicity increased. Thus, in addition to a good energy calibration, a cross talk correction
has to be applied. This correction allows to recover the sum of hit energies when segment multiplicity up to 4-5 occurs
and to increase the energy resolution [112]. Its origin can be explained by a capacitive coupling between the core and
segments via the bulk of germanium material [4]. In Fig. 4.17, the energy shift between the 60Co source line at 1332.5 keV
and the sum of measured-segment energies is plotted as a function of the segment multiplicity. The red line describes
the lowered energy due to cross talk. The green line, labelled “online Xtalk”, corresponds to a cross-talk correction that
is not generated for the proper detector12. The blue curve is an example of what can be achieved with the cross-talk


























Figure 4.17: Cross talk influence and correction for detector 01C. Segment multiplicity labelled 0 on the x axis
corresponds to the sum of all multiplicities. The energy of the sum of the segment energies is compared
to the expected energy of 1332.5 keV.
Some of the AGATA detectors may have missing, broken or unstable segments. A broken segment means that the
charge is not collected e.g. due to a broken cable between the segment and the pre-ampliﬁer. The charges are in that
particular case collected by neighbouring segments. In this case, the segment is missing in the data ﬂow. A possible
explanation is a faulty connection between the crystal pre-ampliﬁer and the digitizer. An unstable segment provides an
energy signal, but its gain shifts in time. If only one segment is having an issue, it can generally be recovered, or removed
with minor impact on the PSA algorithm [110].
In the experiment described in the present work, detector 14B has a missing segment. In this particular case, the
cross-talk matrix is generated assuming that the missing energy of the sum of segment energies should be equal to the
one measured by the core. More details on the procedure can be found in [61]. Detectors 7C and 13A have one broken
segment. Therefore, the cross-talk coeﬃcient are generated accordingly, but the broken segment energy is not recovered.
Detector 04B is having six segments with unstable gain and therefore is removed for the analysis. Detector 13C has
three missing segment, thus is not considered for this work. Detector 14A is not included in the analysis since the energy
resolution for the core is larger than 10 keV at FWHM.
To summarize, out of the 19 detectors present inside the setup in 2012, only 16 detectors can be used for proper data
analysis. A summary of the detector resolutions is given for the working detectors in Table 4.3.
4.4.2 Time calibration of AGATA detectors
The time of the γ-ray hit is measured with respect to a reference which in AGATA is given by the crystal trigger.
The AGATA system is triggered with a leading edge discriminator on the central contact of the crystal. A leading edge
is used instead of a constant fraction discriminator (CFD) in order to trigger on small energy events. As a consequence,
an energy dependence of the triggering time is observed (walk eﬀect).
12 This rough cross talk correction was performed during the data taking in 2012. 16 out of the 19 detectors did not have their own
cross-talk correction due to lack of time during the experiment preparation.
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Table 4.3: Energy resolution of the AGATA detectors. Detectors 04B, 13C and 14A are not working properly (see
text for details). Therefore their energy resolution are not reported in the table. The crystal ID column
corresponds to the position label of the crystal in the AGATA holding structure and it is given in this
table for completeness.
Detector Crystal ID FWHM of the core Average segment FWHM
(keV) (keV)
00B 1 2.6 2.2
00C 2 2.4 2.1
01B 4 2.3 2.2
01C 5 2.3 2.2
04B 13 — —
04C 14 2.3 3.3
06A 18 2.4 2.3
06B 19 2.5 2.1
07B 22 2.4 2.7
07C 23 2.7 2.0
12A 36 2.6 2.1
12B 37 2.4 2.7
12C 38 5.0 2.5
13A 39 2.5 2.5
13B 40 2.5 2.1
13C 41 — —
14A 42 — —
14B 43 2.5 2.4
14C 44 2.5 2.1
In practice, all the segment and core signals are digitalised and recorded for each trigger. Each recorded pulse shape,
or signal trace, consists of 100 samples: 40 before and 60 after the triggering point. Thus, the pulse shape provides a
1 µs snapshot of the charge collection inside the crystal. The time of a segment net charge (or of the core) with respect
to the triggering point is obtained with a software CFD applied on the recorded signal trace. A schematic view of the
time determination is shown in in Fig. 4.18
The PSA algorithm determines the position of the interaction of the γ ray comparing the pulse shapes of the net
charge and transient signals with a database. Inside the database, known interaction positions are assigned to a set of
pulse shapes. The PSA comparison is reliable if the time of all the segments are aligned to the core time. This time
alignment consist of the ﬁrst time calibration step performed on the data-set.
We can notice in Fig. 2.15 that the signal of the central contact has a concave shape while the signal of the segment
with net charge has a convex shape. Thus, the leading-edge timing of the net charge segment is diﬀerent than the one
on the central contact, the “real” γ-ray time being in between. Therefore, a new time reference [109], called TZero, is
chosen as the sum of the net charge time and the core time. This time provides a better time resolution than the time
determined by the leading-edge on the core signal. Nevertheless this required a precise time calibration of the net charge
segment signals, thus the ﬁrst calibration step (time alignment of the segment times to the core time) is crucial for a
good time resolution.
In order to obtain the best result, meaning determining the most accurate interaction position, the PSA algorithm
tries diﬀerent time shifts of the traces around the TZero time reference. As a consequence, this time reference can
slightly shift depending on the crystal PSA database. Hence, the crystal time references are aligned to each other after
the PSA algorithm. This time alignment is the second time calibration step.
The last time calibration step occurs at the global level where all the crystal data are built together. In a case of N
detectors, a time dispersion matrix M with dimension N ×N is built with all pair detectors time. The matrix element
of index (i, j) is deﬁned as:
M(i, j) = TZeroi − TZeroj (4.15)









Figure 4.18: Schematic view of the timing of traces of a segment net charge or of the core. The leading edge
triggers the trace acquisition at the level of the pre-processing electronic. The CFD time is obtained
via the AGATA data analysis software (see text for details).
Applied to the triggering time, the TZero time reference allows to remove the walk eﬀect. This procedure is detailed
in the following paragraph. The TZero is determined by a CFD, therefore it has a better time resolution than the 10 ns
time clock of the GTS system.
4.4.3 Optimal particle-γ time
The particle-γ time used to reduce beam induced background in previous PreSPEC experiments with the RISING
array [113, 114] needed a more elaborate treatment in the case of AGATA since it has fully digital electronics. The
following paragraph details the procedure that need to be followed in order to get the most precise particle-γ time.
The particle-γ time TP−G, i.e., the time between the particle and a γ-ray detected in AGATA, is deﬁned by:
TP−G = Tgamma − Tpart, (4.16)
where Tgamma is the time of the γ ray detected inside of an AGATA detector and Tpart is the time of the particle hitting
the last FRS plastic scintillator SC41.
In the setup, there is no direct access to the time of the γ ray, neither to the one of the particle, without using a
reference. Therefore, they are relative to the trigger of the acquisition. The trigger time should have been in theory
given by the scintillator SC41, which would simplify the analysis. For practical reasons13, this is not performed inside
the setup. Nevertheless, the time of the trigger is recorded inside a MH-TDC in which the scintillator time signals are
also connected. Including the time of the trigger Ttrigger, equation 4.16 is expressed as follows:
TP−G = (Tgammma − Ttrigger) + (Ttrigger − Tpart)
= TimeStampDiff + TimeOfTrigger,
(4.17)
The particle time with respect to the trigger, called TimeOfTrigger can be calculated from the MH-TDC information.
The time diﬀerence between the γ-ray and the trigger is given by the time-stamp diﬀerence (TimeStampDiff) of the
MBS GTS-partition (see section 3.3.2) and the γ-ray time-stamp present inside the key of the ADF frames [93].
Tgamma is measured with a leading edge inside the Pre-Processing electronics as described in section 3.3.1. The signal
from the leading edge is used to trigger the readout of the germanium event after validation by the GTS system and
the signal time is recorded inside the data ﬂow with a TimeStamp. The leading edge introduces a time measurement
dependant on the energy of the γ ray. It is called walk eﬀect. Nevertheless, the time information contained within
the recorded traces is used to correct this walk eﬀect and to improve the time resolution for the particle-γ time. The
correction is applied to the TimeStamp according to the following expression:
Tgamma = TimeStamp+ TZero, (4.18)
where TZero is the walk correction determined from the traces. Its calculation is explained in Section 4.4.2.
13 The triggering of the acquisition is performed inside a FPGA (as explained in section 3.4.2) which may have a time jitter in the order
of the clock of the FPGA (tens of ns).
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The TimeStampDiff in Eq. 4.17 is now deﬁned as:
TimeStampDiff = Tgamma + TZero− Ttrigger. (4.19)
At the stage of the data analysis, the time calibration performed in paragraph 4.4.2 cannot be improved anymore.
Nevertheless, time shifts around 11 ns are observed between the particle-γ time of diﬀerent detectors. A possible reason
of this shift comes from the generation of the γ trigger request as explained in 3.4.1. The request is an OR of all the
germanium detectors and is generated with analog electronics where diﬀerent time constants (e.g. cable length) can be
encountered. Thus, a ﬁnal time shift is applied to the TP−G time in oder to align all the diﬀerent crystal times with
respect to each other.
An illustration of the impact of the walk correction is shown in Fig. 4.19 where bi-dimensional histograms of the
particle-γ time as a function of the energy of the γ ray are shown with and without walk correction. A 20 ns time shift
between 100 and 1000 keV is observed in the histogram in Fig. 4.19a. This time shift gets completely corrected after the
walk correction as shown in Fig. 4.19b.
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(a) Time-energy histogram without walk correction.
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(b) Time-energy histogram with walk correction.
Figure 4.19: Effect of the walk correction using the time information extracted from AGATA traces. The two
dimensional histograms are time-energy plots. The x axis corresponds to the energy of the γ ray
measured by the central contact, the y axis is the core time with respect to the particle time.
The time resolution of the AGATA detectors once all corrections are applied, is given in Table 4.4. The average
particle-γ time resolution at FWHM for all the detectors is 22.42 ns. The value is measured considering energies ranging
from 500 keV to 1000 keV, the region of interest of the γ-ray transition of the experiment.
The correction of the walk eﬀect and the precise time alignment of all the detectors allow an accurate time selection of
the event and by consequence reduces the number of γ rays coming from beam induced background. The γ-ray energy
histogram with a time gate of 30 ns on prompt events (small time value, ranging from 1910 ns to 1940 ns) is compared
with the γ-ray energy histogram without time selection in Fig. 4.20. The number of counts in the histogram with time
selection for an energy around 600 keV14 is clearly smaller than the number of counts in the histogram without the time
selection.
4.4.4 PSA hit distribution
The hit position in a crystal is determined by the PSA algorithm and it depends on both energy calibration of the
traces and on the TZero alignment of the traces. In principle, the distribution of the hits inside a crystal should be
uniform. Nevertheless, it is not possible to fully suppress grouping of the hits inside the crystal as shown in Fig. 4.21.
This is not due to a real physics phenomenon, since there is no reason for a γ ray to interact more at some given positions
inside a crystal, but it is a wrong position assignment of the PSA algorithm. This wrong position assignment is under
investigation by the AGATA collaboration.
The hit distribution inside the ﬁrst layer or the AGATA crystals as seen from the target position, is shown in Fig. 4.22.
14 The slow neutrons are captured by 63Ge. This reaction produces 64Ge in an excitated level that decays with the emission of a γ-ray
at an energy of 595.9 kev. The fast neutrons excite 64Ge and the same γ-ray is observed Doppler shifted. Thus, this decay is observed
with a broad energy transition at arround 600 keV.
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4.4.5 Influence of the data replay
The re-processing of the raw data (trace and energy) allows to improve the calibration of energy and time value and
to correct for the cross talk eﬀects. We call the re-processing of the data the “replay”. In addition to an improvement of
the calibrations, it provides the possibility to test diﬀerent replay options, thus to determine which options are the most
suitable for the analysis of the experiment. For example, it is possible to deactivate the PSA algorithm and to assign the
position of the γ ray to the center of the net charge segment. This option is called “segment center” and provides a quick
check of the eﬀects of the PSA algorithm. A second example of data replay option that has been tested in this work is
the “pile-up rejection”. Normally, the energy of the core is extracted from the MWD ﬁlter in the carrier (see Section 3.3.1
for details). However, an energy value can be computed from the recorded traces (in such a case, the one microsecond
trace allows an energy resolution of around eight keV at FWHM) and this should be equivalent to the energy from the
electronic MWD ﬁlter. If not, the event is recognised as a pile-up and discarded. This method with two diﬀerent shaping
time parameters of the MWD ﬁlter is developed in more details in Reference [115].
The impact of the new calibration can be observed on the width of the background transitions for the 16 “properly-
working” detectors. This allows the characterisation of the detector resolution improvement. With the “online conﬁgu-
ration”, i.e., the calibration coeﬃcient used during the data taking, the width of the 1332.5 keV transition is measured
to be 3.19(4) keV at FWHM. In the case of the “optimum calibration coeﬃcient”, i.e., obtained after the work described
in this section, the width of the 1332.5 keV transition improved to 3.11(4) keV at FWHM.
Another way to characterise the inﬂuence of the data replay is to compare both the number of events of the 4+1 to
2+1 transition of a given nucleus and its width. The
104Mo is chosen here since it has a good statistics (the histograms
displayed in Fig. 4.10 provides a hint of the statistics) and the 4+1 to 2
+





of 102Mo. Moreover, the 125 ps half-life of the latter inﬂuences strongly the shape, as explained in Section 2.5. The plot
drawn in Fig. 4.23 highlights the results obtained for the above mentioned data-replay options.
The main eﬀects observed from the data replay and displayed in Fig. 4.23 are:
• The width of the “optimum calibration coeﬃcient” is slightly higher than with the “online calibration coeﬃcient”
but due to the large uncertainties, a clear conclusion is not possible. The peak-to-total ratio increases by 2.8% for
the “optimum calibration coeﬃcient” with respect to the “online conﬁguration.
• The width of the transition in the case of “segment center” is 5% higher than for the “optimum calibration
coeﬃcient”.


















Figure 4.20: Influence of the particle-γ time selection on the background. The histogram drawn in red has no time
selection, the one in blue has a 40 ns time selection.
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(a) Plan perpendicular to the y axis.
X (mm)
















(b) Plan perpendicular to the z axis.
Figure 4.21: Hits distribution inside an AGATA crystal. The positions are determined by the PSA algorithm.
From these plots, we conclude that the PSA works as expected, producing a clear improvement of the transition
width after Doppler correction. In addition, we assert that the data-replays increased the peak-to-total ratio of the 4+1




104Mo as we clearly see with the “optimum calibration coeﬃcient” case. Last but not least, with an
optimized time calibration of the traces, we can apply a 40 ns time selection which impact even more the peak-to-total
ratio. We discuss this last point in Paragraph 4.5.
4.4.6 Tracking of the data
The AGATA array power comes not only from its good position resolution but also from its tracking capabilities (see
Section 2.3.3). Nevertheless, with the lifetime of the transitions we are looking for, i.e., from a few tenth to hundreds of
picoseconds, we need to be cautious.
Indeed, most of the decay of the excited levels of nuclei produced at the secondary target occurs more than 20 ps after
the nuclear reaction (see the forth column in Table 4.2 for the lifetime of the excited levels). We have seen in Section 2.5
that the ﬂight pass through the target is ∼25 ps; therefore, most of the γ rays are emitted after the target. In such case,
the position of the emitter is unknown and the tracking assumes it comes from the target. Thus, the γ rays emitted
after the target should be rejected by the tracking algorithm15. In order to avoid an eﬀect of the tracking algorithm on
the lifetime measurement of the excited levels, we do not track the data in the work presented here, but use core energy
signals only. We chose the hit with the highest energy deposit as the ﬁrst interaction hit of the γ ray.
15 There are plans within the AGATA collaboration to modify the Orsay Forward Tracking algorithm [92] such that the decay position
is not assumed at the target levels, but is a parameter that is included in the chi squared test of the tracking algorithm [116].
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Figure 4.22: Hit distribution of the first detector layers view from the target position. The display for all AGATA





























































(b) Comparison of the width of a γ-ray transition.
Figure 4.23: Results of several AGATA data replays versus the number of counts and the width of the 4+1 to 2
+
1
transition of 104Mo. The x labels refers to a replay options. “UpdCal”, “OnlineConf”, “SegCen” and
“PileUpOff” are associated with “optimum calibration coefficient”, “online configuration”, “segment
center” and “no pile-up rejection” respectively. See text for details.
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4.5 Peak-to-total ration optimizations
So far, we considered the species from the one proton and some neutron removal of 109Tc. But the statistics is low
for a systematic lifetime analysis. Therefore, in the rest of this work, we use the 107Nb primary beam FRS setting and
select the 108Mo FRS ions. In the LYCCA calorimeter, we select the neutron removal reaction channel that produces
the lighter molybdenum isotopes.
We can mention here that we observed in addition to neutrons removal some deep inelastic reaction of the primary
beam that populates the ﬁrst 4+1 excited state of
108Mo. Nevertheless, the γ ray of this transition comes with a large
beam-induced background (see Fig. 7.8 in Annexe 7.6).
We saw in Paragraph 4.3.2 the inﬂuence that the determination of the target position has on the width of the observed
uranium X-rays transitions. Due to the complexity of this experiment, the width, thus the peak-to-total, is inﬂuenced by
each variable that is needed to Doppler correct our γ-ray transitions. Therefore, we saw how measurement errors inﬂuence
the resolving power, i.e., the capacity we have to see γ-ray transitions on top of a strong radiative background. In the
following paragraphs, the inﬂuence of applied “gates”, i.e., conditions applied on the data, are presented as a function
of the peak-to-total (P/T ) ratio. The peak integral is estimated with the ﬁtting method described in Section 4.3.2. The
total number of γ rays is calculated summing the number of γ rays detected in an energy interval between 200 and
1000 keV.
Only the P/T ratios of the 4+1 to 2
+
1 transition of
104Mo for diﬀerent conditions are compared. The following paragraph
emphasizes the inﬂuence of the particle-γ time selection (Section 4.5.2). The impact of a depth selection of the γ-ray
interaction positions is described in Section 4.5.3 and the inﬂuence of the γ-ray multiplicity on the peak-to-total in
Section 4.5.4.
4.5.1 Influence on the single particle hit
The ﬁrst analysis tests the condition of the selection of a single interaction hit in both FRS and LYCCA. This selection
provides a 8% gain in P/T . The data points are plotted as reference in Fig. 4.24, 4.25 and 4.26.
4.5.2 Influence of the particle-γ time
We mentioned in Section 4.4.3 that a time gate inﬂuences the background line of the non-Doppler corrected spectra.
In the following we show the impact of the time selection on the peak-to-total ratio. For this analysis, we deﬁne our time
0 at 2300 ns (see histogram in Fig. 4.19b). We then compute the peak-to-total ratio for diﬀerent time gates: 20, 30, 40,
50 and 60 ns. In order to have an accurate scan of the time range, we shift the time gate from 0 to 30 ns with a 5 ns
step. The P/T data points for all the time conditions are plotted in Fig. 4.24. From this plot, we observe a clear gain



































Figure 4.24: Systematics of the P/T ratio as a function of the width of the time gate. The P/T data point
out-of-range have a non-converging fit due to the low-statistics. The color code is given in the insert.
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4.5.3 Influence of the depth of the hits
The beam induced background consist of, e.g. bremsstrahlung radiation. The bremsstrahlung photons have low energy
thus, they have a high probability to interact in the ﬁrst mm of a crystal. Therefore, removing the events that have an
interaction in the ﬁrst few layers of the crystal could reduce the background thus, increase the P/T ratio.
With the position information of the hits in the crystal, provided by the PSA, we can select the γ ray events according
to the depth of the ﬁrst interaction hit, i.e., the hit with the highest energy deposit16.
The layers considered for this analysis have a thickness of 1, 5, 10, or 15 mm. The P/T ratio for diﬀerent thickness of
the layer removed in the front is shown in Fig. 4.25. It can be observed that the depth selection reduces the P/T ratio,


























Figure 4.25: Systematics of the P/T ratio as a function of the thickness of the removed front layer.
4.5.4 Influence of the γ-ray multiplicity
We deﬁne the γ-ray multiplicity as the number of AGATA crystals that has an event. In case of nuclear reactions at
half speed of light, we are expecting [117] to have a low γ-ray multiplicity and therefore we consider in this analysis a
low γ-ray multiplicity event. In Fig. 4.26, we plot the systematics of the P/T ratio as a function of the γ multiplicity.
From this plot, it is clear that the optimum condition is to select events with a γ-ray multiplicity below four.
4.5.5 Optimum γ-ray spectrum
Applying the condition of single particle hit, particle-γ time and low multiplicity conditions that optimized as described
in this paragraph, we can generate a γ-ray histogram as shown in Fig. 4.27 for the 104Mo isotope. The P/T ratio obtained
is 0.032, which is 48% better than without any selection. This allows a clear observation of higher spin transitions in
104Mo such as the 6+1 to 4
+
1 transition. The other spectra for the even-even molybdenum isotopes can be found in
Annexe 7.6
16 As explained in Section 4.4.6, the tracking algorithm cannot be used in this experiment. Thus, selecting the highest energy hit as


































Figure 4.26: Influence of the multiplicity conditions on the peak to total ratio. The x axis corresponds to the
event selection we apply on the data. The y axis depicts the P/T ratio.























Figure 4.27: Optimum γ-ray histogram obtained after several conditions: single particle hit, 40 ns particle-γ time






104Mo at the energies of 510 and 358 keV respectively.
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Chapter 5: Lifetime determination
In the previous chapters, I explained the data analysis process that lead to the γ-ray spectra, together with the
conditions that optimize the peak-to-total ratio. Nevertheless, as I mentioned in Chapter 1, the aim of the experiment
is to measure the lifetime of the 4+1 excited level of
108Mo. Thus, in the following chapter, I will provide the procedure
that I followed for this measurement.
The procedure is a two steps process explained in Section 5.1. The ﬁrst step corresponds to the “adjustment” of the
Monte-Carlo (MC) simulations developed for the half-life measurement. For this adjustment, the known half-life of both
the 2+1 excited level of
102Mo and the 6+1 excited level of
104Mo are used. These half-life values belongs to two separate
time ranges: 4.73 ps and 125.0 ps. Thus, the MC simulations are adjusted with two distinct data points, each of them
being dominated by one of the two eﬀects of the Doppler shift (see Section 2.5 for the details on these two eﬀects). In
the second step, the known half-life values of the observed transitions are used to verify that the MC simulations are
reliable for half-life measurement.
In Section 5.2, the MC simulations are used to extract a half-life value of the 4+1 excited level of
108Mo.
Section 5.3 provides a conclusion on the experimental technique developed in this work in oder to determine the
half-life of the 4+1 state of
108Mo. In the same section, a diﬀerent approach, that could be used to reduce the systematic
errors of our half-life measurement, is also discussed.
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5.1 Adjustment of Monte-Carlo simulations for lifetime determination
The lifetime determination relies on a Monte-Carlo (MC) simulations of a part of the experimental setup: the Doppler
shift of the γ-ray transitions at the level of the secondary target. In order to compare the MC simulations with the
experiment, we simulate the Doppler correction of the shifted γ ray under the same assumptions as in the experiment,
i.e., the beam velocity after the target is used for the Doppler correction and the decay position is assumed to occur at
the target position.
For the MC simulations of the experimental setup we made some hypotheses that are explained in Paragraph 5.1.1. In
addition, the experimental setup described in Section 2 presents limitations that make a realistic simulations challenging.
For instance, we can mention the following points:
• The beam velocity at the target level is unknown. The velocity measured experimentally by the FRS is an
average velocity between the middle and last focal plane of the FRS. Moreover, the beam velocity measured by the
LYCCA calorimeter is an averaged velocity between the slow-down eﬀect and the outgoing fragment velocity after
the target. Therefore, in order to have the incoming beam velocity at the target entrance for our MC simulations,
we rely on the fact that at a given angle, the Doppler shifted energy of a given transition depends only on the
beam velocity. The velocity determination of the beam is explained in details in Paragraph 5.1.2.
• Even if we have determined the relative position of the target for this experiment (see Section 4.3), the exact
geometry is not completely known . For example, we did not take into account rotation of the AGATA frame. A
rotation of the AGATA frame would aﬀect all transitions in the same way: the observation angles have a systematic
“oﬀset”, thus the position of the energy centroid of the transitions are consistently shifted. Trying to minimize
all the distances, including rotations, was performed but not conclusive. Therefore, we include a position oﬀset in
our MC simulations. The determination of this oﬀset is explained in Paragraph 5.1.3.
• They are indications that the target of the experiment could have been mistaken with a thinner one present on the
target ladder during the experiment. Therefore, to take into account this potential miss-match we parametrised
the target thickness in the MC simulations. This procedure is described in Paragraph 5.1.3.
After determining the two parameters of the MC simulations, we test the reliability of these simulations by comparing
them with known half-life transitions observed in the experiment of this work. The veriﬁcation of the MC simulations is
given in Paragraph 5.1.4.
5.1.1 Presentation of the Monte-Carlo simulations
The MC simulations presented in this paragraph aims at reproducing the energy shift of the transition centroids that
we observed experimentally. We have explained in Section 2.5 that this shift is mainly due to the geometrical eﬀects that
can be observed for γ rays emitted by an ion at half speed of light. This process occurs at the target level, thus we limit
the MC simulations to the processes occurring at the secondary target level. Nevertheless, we had to make assumptions
in order to perform these simulations.
• The beam is point like on the target and we do not consider any angle of the outgoing fragments.
• The geometrical position of the target is the same as in the experimental setup.
• The γ-ray observation angles are between 18° to 65°. These limits were chosen to have the same emission angles
as in the experimental setup. We assume that all the angles are uniformly covered.
• The γ-ray detector resolution is chosen to match the experimental value of ∼3 keV at FWHM.
• The incoming beam energy is assumed to follow a Gaussian distribution.
• The slow down process inside the 3.78 mm target is assumed to be linear in velocity.
• The reaction of the primary beam occurred at the target entrance, thus we do not take into account the reaction
cross section that produced the excited nuclei.
For a γ-ray transition with an energy E0 and a half-life T1/2, we generate an event selecting the beam energy, the
γ-ray energy and a detection angle according to our hypotheses. For each event, we calculate the emission angle and
beam velocity at the decay position to Doppler shift the γ-ray energy. We note E the Doppler shifted energy.
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In a second step, the beam velocity after the target and the re-calculated observation angles assuming a decay at
the target position are used for the Doppler correction. Thus, in order to reproduce the experimental measurement, we
compute the Doppler corrected energy using a diﬀerent beam velocity and angle than the one used to Doppler shift the
γ-ray transition.
After ﬁxing two parameters of our MC simulations, we reproduce the centroid shift observed experimentally as we
shall see in Paragraphs 5.1.4. Therefore, we can say that these simulations, even if simple, are realistic.
5.1.2 Determination of the beam velocity
In the PreSPEC-AGATA experiments, the exact beam velocities before and after the target are not measured. From
the FRS, we evaluate an average beam velocity between the middle and the last focal plane of the FRS. The beam
velocity measured by the LYCCA calorimeter is an average that includes the slow down inside the target and the beam
velocity after the target. Moreover, a LYCCA Time-of-Flight (ToF) oﬀset was introduced in the analysis to minimize
the transition width. Therefore, the beam velocity after the target is diﬀerent than what is measured with the LYCCA
calorimeter. By consequence, the determination of the beam velocity after the target need a diﬀerent approach that we
develop in the following discussion.
Beam velocity after the target






1− β cos θ . (5.1)
This equation is quadratic in β, thus for a given angle θ and Doppler shifted energy E, we can solve the second order
polynomial and obtain two possible beam velocities:
s1 =
−U +√U2 − 4T V
2T
s2 =
−U −√U2 − 4T V
2T
, (5.2)
where T = 1 + (cos θ)2 (E/E0)2, U = −2 cos θ(E/E0)2 and V = (E/E0)2 − 1.
The solution s1 is close to one, thus is not realistic and the beam velocity is computed with solution s2.
In order to determine the beam velocity, we needed a transition with proper statistics allowing us to observe the
position of the centroid of the transition under diﬀerent observation angles. In addition, we needed a transition where
we would not be sensitive to the slow-down eﬀect inside the target, thus decaying mainly after the target. The 2+1 to 0
+
1
transition of 102Mo fulﬁlls these conditions. The transition has a rest energy of 296.6 keV and the 2+1 state has a half-life
of 125 ps [33]. For this ion, we have enough statistics to determine the Doppler-shifted energy at three observation angles.
The energy values of the transition centroids are given in Table 5.1 together with the velocity β determined by solution
s2 of Equation 5.2.
Table 5.1: Doppler-shifted energy of the 2+1 to 0
+
1 transition of
102Mo reported for three observation angles. The
beam velocity β is determined by solution s2 of Equation 5.2.
θ Doppler-shifted energy β Standard deviation
(°) E (keV)
25 441 0.435 0.019
35 418 0.445 0.026
45 438 0.447 0.043
We plotted in red in Fig. 5.1 the determined velocity for three angle. From this ﬁgure, we notices that the data points
are aligned. The weighted average over the three angles provides the beam velocity β = 0.439(14).
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Figure 5.1: Determination of the beam velocity. Each set of blue data points corresponds to an angle θ of obser-
vation. The red data points are the one reported in Table 5.1.
Beam velocity before the target
In order to determine the beam velocity in front of the target knowing the exit velocity, we performed simulations
with the LISE++ [101] code. In these simulations, the slow down process is calculated with the ATIMA [99] code.
The data points of the LISE++ simulations are plotted in Fig. 5.2 for two ions: 102Mo and 104Mo. They are produced
in a knock-out reaction of the 108Mo FRS beam inside the 700 mg/cm2 thick beryllium secondary target.
We have obtained in the previous paragraph a beam velocity after the target of β = 0.439, therefore we can deduce
from the curves in Fig. 5.2 that our incoming beam energy range from 160 to 170 MeV/u that corresponds to an incoming
beam velocity of β = 0.521 to β = 0.534.
The diﬀerence between the two β of two isotopes considered in the LISE++ simulations, 102Mo and 104Mo, is in the
order of 4% of the measured β value. It is lower than the velocity resolution we can achieve with the LYCCA calorimeter
thus, in the MC simulations, we assume that the reaction process does not change the beam velocity of the outgoing
fragments.
In order to verify the inﬂuence of the interaction depth in the target on the beam velocity, we performed a LISE++
simulations for a hypothetic beam reaction at the entrance, at the middle, or at the exit of the target. There is 10%
diﬀerence between a reaction occurring in the front of the target and one occurring at the exit of the target. In the
experiment, we know that the ions have been produced, thus that the reaction occurred. Therefore, in the MC simulations,
we assume that all ions are excited at the target entrance. This is aﬀecting in a systematic way the energy of the transition
centroid and is phenomenologically corrected by an eﬀective target thickness (the determination of the eﬀective thickness
is described in the following paragraph).
5.1.3 Determination of the unknown parameters of the MC simulations
In order to reproduce the energy shift of the transition centroids, the MC-simulation geometry needs to be matching
the experimental one. As we shall see in the following discussion, we need to ﬁx two parameters in the MC simulations:
a geometrical oﬀset and an eﬀective target thickness. Before describing the method to determine these two parameters,
we provide a list of the observed transitions together with the energy of their centroids.
List of the energy centroids
For a given transition, we determine the energy centroid assuming the transition to generate a Gaussian feature on
top of the background. The ﬁt is based on the Bayesian approach. The model that we used for the ﬁt is similar to
the one described in Paragraph 4.3.2. The only diﬀerence is that we included a second exponential decay to model the
background.
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Figure 5.2: Determination of the beam energy at the entrance of the target (x-axis) knowing the beam velocity
β (y-axis) of the beam after the target. The data point plotted in this figure are determined with
slow-down process calculated by the ATIMA [99] code.
In order to insure consistency between the diﬀerent transitions that we observed, the determination of the centroid is
performed with the same methods and under the same conditions (e.g. time selection, γ-ray multiplicity, . . . ) for all the
observed transitions.
The ﬁt of the spectra for all the transitions is shown in Annexe 7.7. We reported in Table 5.2 only the energy values
of the centroid for each of the observed transitions.
Table 5.2: Summary of the energy centroids of the observed γ-ray transitions. The error bars on the centroids are
given by the 14th and 84th percentile. The rest energies and the half-life values reported here are the
adopted values from [33].
Nucleus Transition Transition centroid Rest energy Half-life E0−EE0
(keV) E0 (keV) T12 (ps)




−1.0 535.6 12.6(2) 0.0297
+0.0019
−0.0021




−1.4 296.6 125(4) 0.0587
+0.0047
−0.0048




−1.6 447.1 12.5(25) 0.0313
+0.0035
−0.0038




−1.1 368.4 26.1(8) 0.0317
+0.0031
−0.0031




−2.9 519.2 4.73(15) 0.0180
+0.0057
−0.0041




−1.3 350.7 25.4 (51) 0.0228
+0.0036
−0.0035








As we mentioned in Section 4.3, the target position was measured at the beginning of the beam time and we have
determined in the same section the target position that minimizes the width of the uranium X ray transitions. Never-
theless, we have not considered a potential rotation of the AGATA detectors and the distance target-AGATA along the
beam axis.
The energy of the uranium X rays is around 100 keV, thus the energy shift of the centroid is too small for the energy
resolution we can achieve after Doppler correction. Therefore, it was tried to determine the geometry with the γ-ray
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transitions of the molybdenum isotopes, but the statistics was too low to provide a reliable and precise determination of
the geometry.
Nevertheless, in order to reproduce the experimental energy shift of the centroids with our MC simulations, we add a
geometrical oﬀset inside the MC simulations. It is straightforward to determine this oﬀset when we know the centroid
shift of the γ-ray transitions and the lifetime of the state from which the decay occurs.
In order to determine the geometrical oﬀset, we need a decay that occurs mainly after the target, thus almost inde-
pendent of the slow-down eﬀect inside the target. The 102Mo nucleus has its 2+1 to 0
+
1 transition with a 125 ps half-life
and is therefore the optimum candidate for the geometrical oﬀset determination.
To determine the geometrical oﬀset, we modiﬁed the emission angle of the γ ray for several geometrical oﬀsets and
compared the simulated centroid position with the one observed experimentally. The result of the relative Doppler shifted
energy obtained for the diﬀerent geometrical oﬀsets is drawn in blue in Fig. 5.3. The black line in this ﬁgure highlights
the experimental value of the relative Doppler shift with its error drawn in dotted lines. The crossing point between the
MC-simulation line and the experimental centroid shift value corresponds to our geometrical oﬀset.


























Figure 5.3: Determination of the geometrical offset. For each geometrical offsets, we compute the relative Doppler
shift with MC simulations of the experimental setup. The black line is drawn for the observed energy
shift of the centroid and corresponds to a geometrical offset of: -11.9+2.0
−1.9 mm.
With this line crossing method, we ﬁnd that the geometrical oﬀset that reproduces the centroid observed in the 2+1 to
0+1 transition of
102Mo is 11.9+2.0−1.9 mm.
Target thickness
At this point, the MC simulations match the geometrical eﬀect observed, but the deviations of the energy shift of the
centroid for the transitions that decay inside the target are not reproduced. One hypothesis is that the wrong target
was inserted inside the beam line. There were indeed two beryllium targets present on the central target loader and
they could easily have been mistaken. In addition, the excitation position inside the target inﬂuences the impact of the
slow-down eﬀect on the centroid shift. Therefore, in the following discussion we determine an eﬀective target thickness
to reproduce the energy positions of the centroid.
The procedure applied here is similar to the one for the determination of the geometrical oﬀset: we vary the target
thickness in the MC simulations until the energy of the centroid agrees with the observed energy of the 6+1 to 4
+
1 transition
of 104Mo. We selected this transition since it is the one we observed with the shortest know lifetime, thus the centroid
position depends mainly on the slow-down eﬀect. The result obtained with the line crossing method provides an eﬀective
target thickness of 1.2+1.0−0.4 mm.
The two targets inside the target loader of the experiment were a 0.81 mm and a 3.78 mm thick beryllium target. The
eﬀective thickness we have obtained suggests that the target of the experiment was rather the thin one with a 0.81 mm
thickness.
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In order to verify the eﬀect of the target thickness on the half-life determination, we plotted in Fig. 5.4 the relation
between the centroid shift and the half-life of the transition for the two target thicknesses. In this ﬁgure, the two red data
points correspond to the one used to determine the geometric-eﬀect (at 125 ps) and the eﬀective thickness (at 4.73 ps).
We noticed the agreement for the data point at 4.73 ps with the MC simulations that included both the eﬀective target
thickness and the geometrical oﬀset.





























100Mo, 2+  to 0+
102Mo, 4+  to 2+
104Mo, 4+  to 2+
106Mo, 4+  to 2+
Figure 5.4: Verification of the MC simulations with a set of experimental data points. The blue line corresponds to
the MC simulations that take into account a geometrical offset only. The black line corresponds to MC
simulations in which we take into account an effective target thickness in addition to the geometrical
offset. The red data points are the two experimental data points used to fix the parameters of the MC
simulations. The color code for the other data points is given in the insert. The x error bars come
from the error on the adopted value [33]. The y error bars are statistical errors attached with the fit
of the observed transitions.
5.1.4 Verification of the model in view of previously measured lifetime
Now that we ﬁxed the two MC-simulation parameters and managed to reproduce both the geometrical and the slow-
down eﬀects on the centroid shift, we can verify that the known data points reported in Table 5.2 are agreeing with our
MC simulations. We plotted the data points with a known half-life in Fig. 5.4. This plot shows a visual veriﬁcation
that the MC simulations are agreeing with the previous half-life measurement of the excited state of 100Mo, 102Mo and
104Mo.
We can notice that the half-life of e.g. the 2+1 state of
100Mo agrees within one standard deviation. The same conclusion
can be drawn from the half-life values of both the 4+1 state of
102Mo and the 4+1 state of
104Mo.
The 4+1 state of
106Mo agrees only with two and a half standard deviations with our MC simulations. We would assign
its half-life to 7.6+3.3−2.0 ps, about ﬁve times smaller than the measurement performed with recoil distance method with a
spontaneous ﬁssion of 252Cf [41]. Additional work would be needed to understand if our data point is wrong. A potential
explanation is a possible contamination from even-odd molybdenum isotopes. This is supported by the fact that we do
not clearly observe the 6+1 to 4
+
1 transition of
106Mo (the spectra can be seen in Fig. 7.7 of Annexe 7.6).
To conclude on the MC simulations presented in this section, we have developed a simple but realistic lifetime deter-
mination based on the centroid shift of the γ-ray transitions. The method was proven to provide half-life in agreement
within one standard deviation of the adopted half-life values. Therefore, we can now go one step further and determine
the half-life of the 4+1 excited state of
108Mo.
103
5.2 Lifetime determination in the 108Mo isotopes
With the MC simulations that reproduce the relative Doppler shift as function of the half-life of a state, we can
determine the lifetime of the 4+1 excited state of
108Mo. The intersection between the simulated curve and the relative
centroid shift of the 4+ to 2+ transition is shown in Fig. 5.5. The value we obtained is 11+16−6 ps.


























Figure 5.5: Lifetime determination of the 4+1 excited state of
108Mo. The blue curve is computed with MC
simulations described in this chapter. The black line is the relative Doppler shift measured in the
experiment and the dotted black line highlights our confidence interval in the determination of the
centroid. The crossing of the MC-simulation line with the experimental value provides a half-life of
11+16




This estimation relies on the determination of the centroid of this transition with low statistics, thus the large uncer-
tainties attached to the result.
In addition to the low statistics, this result relies on our model. We can estimate the half-life obtained if we vary
the model parameters within one standard deviation. The result of this analysis of potential systematic error is given
in Table 5.3. The systematic error that we have with the determination of the parameters of our MC simulations could
Table 5.3: Simulations influence on the half-life determination of the 4+1 state of
108Mo.






modify our half-life determination by a factor close to two. Nevertheless, it is hard to quantify the real impact of the
systematic error on our measurement due to the large statistical error.
An other half-life measurement of the 4+1 excited state of
108Mo was performed using prompt γ-ray spectroscopy of
ﬁssion fragments or uranium. This half-life has not been published so far and is only available in the PhD thesis of
L. Grente [12]. They found a half-life of 23.3 (5.1) ps. The value determined in this work is lower than this measurement,
but agrees within one standard deviation.
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5.3 Conclusion
To conclude on the approach we use here, we have to keep in mind that the statistical errors of our measurement are
large. A diﬀerent methodological approach would help to reduce systematics source of error on our measurement, but
would hardly reduce statistical errors attached to this measurement.
In order to improve the measurement errors, we should include in our ﬁt a potential tail due to the slow-down eﬀect.
Nevertheless, this would be reliable only with complex MC simulations of the experimental setup that would include:
• advanced slow down process inside the target,
• a proper determination of the beam velocity inside the target that includes the velocity spreading,
• the excitation position inside the target,
• an energy eﬃciency correction for the γ-ray detection,
• the angular distribution of the γ ray,
• contribution of higher spin states that “feed” the 4+1 state,
To include these features in the half-life determination, we could for example use the software called Analysis Program
for Continuous-Angle DSAM (APCAD) from C. Stahl [71]. It has been recently updated by M. Lettmann in order to
include geometrical eﬀects [118] and could be used to reduce systematic sources of error attached with our measurement.
Nevertheless, this simulations code relies also on a well deﬁned geometry and it takes for each simulations (or change of
geometry) around ﬁve hours. This code was tested [119], but it was not feasible to employ this code.
To conclude, the half-life of 11+16−6 ps that we have determined in this work is the best that we could have achieved
considering the statistics available for the 4+1 to 2
+
1 transition of
108Mo. This measurement agrees within one stan-
dard deviation with a non-published result [12]. The limitation of the experimental setup induces signiﬁcant source of
systematic error, that prevents us in using more sophisticated simulations code such as the APCAD software [71].
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5.4 Interpretation of the lifetime with the geometrical models
In Chapter 1, we discussed the nuclear structure interest of the mass region A≈100. For example, the neutron rich
molybdenum isotopes exhibit a shape-phase transition from spherical to rotor. To describe this transition, we can use two
limiting cases of the Interacting Boson Models (IBM): U(5) for vibrator and SU(3) for rotor. These two cases provide
analytic formulas to predict the energies and transition rates of the excited state [19]. In addition to these two cases, the
shape-phase transition from a spherical vibrator to the rotational can be described by a critical point called X(5), for
which an analytical solution can also be derived [24].
In this section, we interpret the half-life result of the ﬁrst 4+1 state of
108Mo with a description of the shape-phase
transition with the prediction of the three limiting cases of the IBM models. At ﬁrst, we compare the energies of the
excited levels in Paragraph 5.4.1 then, we compare the transition rates in Paragraph 5.4.2.
5.4.1 Energy predictions
In Fig. 5.6, we plotted the energy ratios of a level with spin J+ over the energy of the state with spin J+ = 2+ for
the vibrational and rotational limits of the IBM models. In addition, we plotted the prediction of the energy ratios of
the X(5) model. In this ﬁgure, we added the systematics of the adopted energy levels of 102,104,106,108Mo isotopes as a
function of the spin of the excited state. With the systematic drawn in this ﬁgure, we see that adding neutrons to 102Mo





















Figure 5.6: Comparison of the energy ratio of the excited states of 102,104,106,108Mo with three limiting cases of
the IBM models: Rotor, Vibrator and the critical point X(5).
induces a shape transition from vibrator like nucleus 102Mo to a rotor like nucleus 106Mo. If we add two neutrons more
to 106Mo, the energy ratios indicate a transition towards X(5).
In the following paragraph, we look at the transitions strength (B(E2) value) in order to reﬁne the interpretation
with the geometrical models.
5.4.2 Comparison of transition rates
The comparison to the geometrical models requires to normalize the transition rate of the 4+1 state with the one
of the 2+1 state, thus we need to use the B(E2; 2
+
1 → 0+1 ) value of 108Mo measured in an other experiment. There
are two available measurements: the one of H. Penttilä et al. [120] and the one of F. Browne et al. [121]. The most
recent measurement of F. Browne agrees with the one of Penttilä. Nevertheless, the exact value is not reported in
Reference [121], thus even if the measurement is attached with a large error, we use the value of Reference [120] that is
0.5(3) ns.
In Fig. 5.7, we report the lifetime measurement we preformed of the ﬁrst 4+1 excited state of
108Mo normalized to the
transition rate of the ﬁrst 2+1 state. The measurement of this work has a B(E2; 4
+
1 → 2+1 ) value that is between the
X(5) and the vibrator prediction. Moreover, the energy of the excited states indicate a nucleus behaving between X(5)
106
and rotor. Therefore, we could conclude that the 108Mo nucleus tend to be a shape-phase transitional nucleus described
by the critical point X(5).





























Figure 5.7: Comparison of the B(E2) value we obtain with the geometrical model.
Nevertheless, this conclusion need to be weighted by the large uncertainties of our measurement. Therefore, to further
investigate the shape-phase transition in the molybdenum isotopes, the statistical errors need to be reduced. In addition,
the measurement of transition rates for higher spin states would be of great help to conclude precisely on the shape-phase
transition indicated by the energies of the excited state of the molybdenum isotopes.
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Chapter 6: Conclusions and perspectives
In the mid-shell nuclei, in the mass region A≈100, interesting collective behavior such as shape-phase transitions and
triaxiallity are predicted. In particular, a shape-phase transition is observed in the neutron rich molybdenum isotopic
chain. Indeed 100Mo is spherical while the more neutron rich 102,104,106,108Mo are deformed nuclei.
In order to better characterize the shape of these nuclei, both excitation energies and lifetime values of the excited
states need to be measured. In particular, the 108Mo isotope is experimentally accessible for lifetime measurement
of its high-spin excited levels. Therefore, the lifetime measurements of the excited states had been tempted with the
PreSPEC-AGATA experimental setup, a state-of-the-art setup in γ-ray spectroscopy.
The present work presented the PreSPEC-AGATA setup that was able to measure the half-life of the 4+1 excited level
in 108Mo. A drawback of the setup is its complexity: the number of channels reached almost 2000 and represented a
challenge on both data-acquisition and data-analysis side.
Within this work, I detailed the complex data-acquisition and trigger system that was set up in order to record the
data in the most eﬃcient way. The result obtained from the experiment of this work provides a proof that the system
worked properly.
As an indication of the diﬃculties of this analysis, I can remind that the data analysis had to deal with the calibration
of each electronic channel. Moreover, the Doppler correction of the γ-ray is highly sensitive to the geometry of the
experimental setup. Since we do not simply want to observe a γ-ray transition but also measure its lifetime through its
line-shape, the geometry had to be determined with a precision better than a millimeter.
Only after optimizing all the parameters, it has been possible to extract a half-life for the 4+1 state of
108Mo. The
value obtained is 11+16−6 ps. The large error is due to the low statistic that remained after all the process of data-analysis.
Our result, after comparison with geometrical models, indicates a nucleus that tend to correspond to the X(5) critical
point, but it is diﬃcult, with these uncertainties, to ﬁrmly establish the behavior of the 108Mo nucleus.
Nevertheless, the result of this measurement demonstrated the feasibility of a lifetime measurement with ﬁssion frag-
ments at half the speed of light. This proof of principle is crucial for the HISPEC collaboration that will beneﬁt of an
increased intensity with the Super-FRS beam at FAIR which will allow to access crucial informations on the shape-phase





The following distances were measured at the beginning of the experiment. Except if expressed, they were used for
the data analysis.
# Detectors distances in the beam direction (in mm)
# Absolute S2 Distances from the exit window of Sc21 Degrader...
Sc21_z -957. // Sc21 (not sure)
FocS2_z -374. // Not measured should be checked
Finger_z 135. // Finger
TPC3_z 286. // TPC3
TPC4_z 1376. // TPC4
# Absolute S4 distances Relative to last quadrupole exit window
TPC5_z 91. // TPC5 position
Music1_in_z 332. // Music1 entrance window
Music1_out_z 782. // Music1 exit window
Music2_in_z 988. // Music2 entrance window
Music2_out_z 1438. // Music2 exit window
TPC6_z 1518. // TPC6 position
TPC_GEM_z 1865. // not used
Sc41_z 2230.5 // Sc41 position
FocS4_z 4016. // S4 focal plane to be determined
startSci_z 2597. // Start scintillator position
startNSci_z 3901. // position of Tof target scintillator
tarDSSD_z 3958. // Target DSSD position
target1_z 4016. // Target nominal position position
target2_z 4166. // Target forward position position (variable 100 mm)
stopSci_z 7613. // Stop Scintillator position
wallDSSD_z 7628. // Wall DSSD position
# Choose secondary target position
TargetPos 0 // Which target position is used 0 Nominal, 1 Forward
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7.2 Definition of the Euler angles
The Euler angles belong to the group of rotations SO(3) of the three-dimensional Euclidean space R3. Therefore, the
rotation preserve the origin, euclidean distances and space orientation.
A rigid body in a three-dimensional space is orientated with respect to the reference frame by the three Euler angles
(α, β, γ) = (φ, θ, ψ). Let us deﬁne the operator r(a, b) of angle a around the axis b which rotates the frame F ∈ R3 to
the frame F ′ ∈ R3. The referential is deﬁned as (x, y, z). The rigid body frame (X,Y, Z) is oriented in the referential
with three consecutive rotations:
• r(α, z): a rotation of angle α around the z axis of the referential
• r(β,N): a rotation of angle β is the rotation around the N axis, which is the x axis after the rotation r(α, y).
• r(γ, Z): a rotation of angle γ around the axis Z
The notation are given in Fig. 7.1
Figure 7.1: Orientation of a rigid body with the Euler angles. The figure is taken from the Wikipedia page
http://en.wikipedia.org/wiki/Euler_angles.
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7.3 Change of frame of reference change
Let us consider two coordinate system, K the reference frame, and K ′ the frame whose axis corresponds with the
principal axis of the ellipsoid. The three Euler angles described in Annex 7.2 are commonly deﬁned by (α, β, γ) =
(θ0, θ1, θ2), and allow to orientate the frame K ′ with respect to K. The rotation of a nucleus corresponds to a rotation
of the spherical harmonics of order 2. The Wigner matrix Dµ,ν(θi) rotates the spherical harmonics of order λ by the
Euler angle (θi). The coordinate change implies the transformation of the quantum number µ of the nucleus frame to the
quantum number ν of the reference frame. A consequence of the rotation expressed as the Wigner matrix is the relation







The spherical harmonics Yλ,µ are used in quantum mechanic since they are of good quantum number (λ, µ) for the
orbital angular momentum L and its projection along the z axis Lz:
LYλ,µ = λYλ,µ
LzYλ,µ = µYλ,µ (7.2)
The spherical harmonics Yλ,µ(θ, φ) are expressed in the spherical coordinate system as:
Yλ,µ(θ, φ) = exp(iµφ)P
µ
λ (cos(θ)), (7.3)
where Pµλ (cos(θ)) are the Legendre polynomials.
It can be shown that the complex conjugate of the spherical harmonics are related with the spherical harmonics as
Yλ,µ(θ, φ)
∗ = (−1)µ · Yλ,µ(θ, φ) (7.4)
The ﬁst order of spherical harmonics are given in Table 7.1.








































Table 7.1: First order spherical harmonics
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7.5 Control of the convergence of the fit
A ﬁt procedure is performed in two section. The ﬁrst section, the parameter space is explored to ﬁne the set that
minimise the Likelihood. Each parameter is initialised with a set of walkers randomly distributed around the initial value
of the parameters. The procedure will determine at each step the new value for the walkers according to the minimum of
Likelihood, and determine the optimum one. The second section start from the previously determine parameter position
(walker position) and determine the error made on the parameter. Therefore, this method provides both the median
value, and the error. Such as any other ﬁt procedure, it is required to check the convergence of the result, and this even if
the best result is not found. With this procedure, it is possible to observed the walkers of each parameter along the steps
of the second section. If this value oscillate around one value, the convergence is obtained, otherwise, a clear divergence
is observed. Figure 7.2 provides this visualisation of a set of walkers for the 11 parameters of the ﬁt.






























































































































Figure 7.2: Progression of the chains performed to check the convergence of the fit in the case of the uranium X
rays. Each of the color lines corresponds to a different chain.
An additional mean to check the convergence and the ﬁt quality is to look at the superposition of the data with
the ﬁt result. This result is shown in Fig. 7.3, where the median value of the ﬁt highlights the transitions without the
exponential decay background.
















Figure 7.3: Result of the fitting procedure on the uranium X-ray transitions. The transitions are drawn in red
without the exponential decay background.
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In addition to its robustness, this method is quick, with a ﬁt taking less than a minute. Therefore it is possible to
performed it over an array of Doppler-corrected histogram.
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7.6 γ-ray spectra for the even-even molybdenum isotopes
The spectra presented in this paragraph are plotted under the optimum conditions as deﬁned in Paragraph 4.5.
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7.6.1 100Mo


























Figure 7.4: Gated γ-ray spectrum for the 100Mo nucleus.
7.6.2 102Mo























Figure 7.5: Gated γ-ray spectrum for the 102Mo nucleus.
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7.6.3 104Mo























Figure 7.6: Gated γ-ray spectrum for the 104Mo nucleus.
7.6.4 106Mo























Figure 7.7: Gated γ-ray spectrum for the 106Mo nucleus.
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7.6.5 108Mo






















Figure 7.8: Gated γ-ray spectrum for the 108Mo nucleus.
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7.7 Systematic determination of the centroid
The plots presented in this sections provide a visual veriﬁcation of the ﬁt procedure that was performed in order to
determine the transition centroid in a systematic way. The model of our data is the same as presented in Section 4.3 but
we took into account two decay exponential to model the background. This can be justiﬁed by the fact that there are
two process that generates this background [69], thus two type of background.
7.7.1 100Mo
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