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KAZHDAN-LUSZTIG REPRESENTATIONS AND WHITTAKER
SPACE OF SOME GENUINE REPRESENTATIONS
FAN GAO
Abstract. We prove a formula for the dimension of Whittaker functionals of irre-
ducible constituents of a regular unramified genuine principal series for covering groups.
The formula explicitly relates such dimension to the Kazhdan-Lusztig representations
associated with certain right cells of the Weyl group. We also state a refined version
of the formula, which is proved under some natural assumption. The refined formula is
also verified unconditionally in several important cases.
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1. Introduction
In their seminal paper [KL79], Kazhdan and Lusztig constructed a new basis {Cw}
for the Hecke algebra of a Coxeter group W , which in particular includes the case of a
finite Weyl group or an affine Weyl group. Such a basis has some remarkable properties
and carries much significance for the representation theory of the Hecke algebra. What
is embodied in the description of {Cw} is the family of Kazhdan-Lusztig polynomials,
which have also been studied extensively in literature.
Moreover, Kazhdan and Lusztig introduced the notion of right, left and two-sided cells
of W and showed that, by using the basis {Cw}, there is a natural representation σC
of W associated to a right cell C (or left cell). In this paper, W is the Weyl group
associated to a coroot system, and we call the representation σC attached to a right cell
C ⊂ W a Kazhdan-Lusztig representation. In general, the representation σC may not be
irreducible. However, the regular right representation C[W ] of W decomposes into the
σC’s, which reflects the decomposition of W into disjoint union of right cells.
In fact, the concept of cells was introduced before the work of Kazhdan and Lusztig.
Motivated from combinatorics, Robinson and Schensted (see [Rob38,Rob47,Rob48,Sch61])
showed that there is a bijection between the symmetric group Sr (the Weyl group for
GLr) and the set of pairs (P,Q) of Young tableaux of the same shape and size. A left cell
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is thus just the set {(P,Q)} with P fixed. For a general Weyl group W , Joseph [Jos80]
introduced a notion of left cells in terms of primitive ideals in the enveloping algebra of a
complex semisimple Lie algebra. His definition of a left cell and the representation of W
that the cell bears is motivated from understanding the decomposition of the Verma mod-
ules. The notion of cells of Weyl groups by Joseph, which is a priori different from that
of Kazhdan-Lusztig [KL79], is actually shown to agree. This has a striking consequence
of connecting the two theories.
These geometric structures (left, right or double cells) carry intriguing information for
the representation of the Weyl group. For instance, it is conjectured [KL79, §1.7] that
for every right cell C the representation σC has a unique “special” irreducible component,
which can be characterised by the equality of the leading monomial of its fake-degree and
generic-degree polynomials (see [Lus84, Chapter 5] or [Car93, Chapter 11.3]). Moreover,
σC and σC′ contain the same special representation if and only if C and C
′ lie in a common
two-sided cell. This conjecture, which is a theorem by the work of Barbasch and Vogan
(see [BV82, BV83]), provides deep link between the geometry of cells and the theory
of primitive ideals, the latter of which governs important aspects of the representation
of reductive group. The notion of “fake degree” mentioned above is also linked to the
representation of W on its coinvariant algebra, and thus to the more classical Coxeter
geometry along the line of the work of Bernstein, Gelfand and Gelfand [BGG73] (see also
[Hil82]).
In general, the Kazhdan-Lusztig representations and polynomials manifest with much
significance in the representation theory of algebraic groups over either finite field or local
field. Indeed, Hecke algebra arises naturally in the study of decomposing a principal series
representation for an algebraic group over a finite field. This is one of the motivations
for Lusztig in his relevant work [Lus84]. Moreover, when the Coxeter group is an affine
Weyl group, the associated Iwahori-Hecke algebra captures the representations of an
algebraic group over a non-archimedean field with Iwahori-fixed vector (see [Bor76]). The
connection of this with the Kazhdan-Lusztig theory is exploited in [Lus83a,Rog85,Ree92].
For instance, by using the Kazhdan-Lusztig representations, Lusztig [Lus83a] constructed
certain square integrable representations of a simple p-adic group. On the other hand, the
work of Rogawski [Rog85] provides an interesting way of modelling intertwining operators
on Iwahori-Hecke algebra, where the Kazhdan-Lusztig theory plays a pivotal role.
Kazhdan-Lusztig polynomials and their analogues also appear intriguingly in the re-
cent work of Bump and Nakasuji [BN11,BN]. Here, the problem arises from relating two
generating basis for the vector space of Iwahori-fixed vectors in a principal series repre-
sentation. On the one hand, one has the natural basis from considering functions with
support in the Schubert cells; on the other hand, there is the Casselman’s basis aris-
ing from considering intertwining operators. It is an important problem of finding the
transition matrix between such two basis. In loc. cit., the Kazhdan-Lusztig polynomials
alike provide a realization of such a transition matrix. Recently, the conjectures posed
by Bump and Nakasuji have been solved by geometric methods in [AMSS].
1.1. The main conjecture and results. With the above quick and selective review,
it is perhaps superfluous to restate the intimacy of the Kazhdan-Lusztig theory with
representation of algebraic groups. Nevertheless, the goal of our paper is to point out a
link between the Kazhdan-Lusztig representations with the Whittaker space of genuine
representations of finite degree central covering of a linear algebraic group.
It is a well-known result by Gelfand-Kazhdan, Shalika and Rodier (see [GK75,Sha74,
Rod73]) that for a linear algebraic group G over a local field, the space Whψ(π) of
Whittaker functionals of any irreducible representation π ∈ Irr(G) has dimension always
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bounded above by one, which is often referred to as the multiplicity-one property. On
the other hand, uniqueness of Whittaker functionals fails for genuine representations of
degree n central covering group G of G:
µn G G,
where µn acts via a fixed embedding ǫ : µn →֒ C
×. Such high-multiplicity has both
hindered and enriched the development of the representation theory of a covering group,
see the historical review [GGW18] and the introduction of [GSS18, GSS]. At the mo-
ment, it seems to be an insurmountable task to determine completely the space Whψ(π).
In fact, it is already a difficult problem to compute dimWhψ(π) for a general genuine
representation π ∈ Irrǫ(G), or equivalently, to describe the group homomorphism
dimWhψ(−) : R(G) Z,
where R(G) denotes the Grothendieck group of the ǫ-genuine irreducible representa-
tions Irrǫ(G) of G. In literature, the most widely studied family consists of the so-called
theta representation Θ(G, χ). For Kazhdan-Patterson coverings GLr, the dimension of
Whψ(Θ(GLr, χ)) was first studied in [KP84]; their results are generalized to Brylinski-
Deligne covering group of a linear reductive group in [Gao17]. Even for a theta repre-
sentation, the dimension is not given by an elementary formula: the underlying group
involved, the degree of covering and the defining data for a theta representation all play
sensitive roles.
In this paper, we consider irreducible constituent of a regular unramified genuine prin-
cipal series represntation of G and propose a formula for the dimension of its Whittaker
space in terms of the associated Kazhdan-Lusztig representation. The formula is stated
in Conjecture 1.1 below. The conjecture applies in particular to a class of covering
groups called persistent, see Definition 2.3. Such a constraint is expected, as for example
the degree-n cover of SL
(n)
2 is persistent if and only if n 6= 2k with k odd; otherwise,
dimWhψ(Θ(SL
(n)
2 , χ)) for a theta representation of SL
(n)
2 depends sensitively on χ.
Now we give a brief outline of the paper and state our main results.
In section §2, we introduce covering groups following the Brylinski-Deligne framework
[BD01]. In particular, we recall some notations and notions from [Wei18, GG18]. A
summary of some structural facts of G is also given.
In section §3, a regular unramified genuine principal series I(χ) of G is considered and
we show how to adapt the argument of Rodier in [Rod81] to give a classification of the
irreducible components of I(χ). In particular, the reducibility of I(χ) is controlled by a
certain subset Φ(χ) ⊂ Φ of the roots Φ of G. The main result is Theorem 3.6. As the
proof largely follows closely that of Rodier, we will only highlight the key difference and
ingredients used in the covering setting.
In section §4, we carry out some preliminary study of the Whittaker space Whψ(πΓ)
of an irreducible constituent πΓ of I(χ). For an unramified genuine character χ of Z(T ),
one has
dimWhψ(I(χ)) = |XQ,n| ,
where XQ,n := Y/YQ,n is the “moduli space” of Whittaker functionals for the unramified
principal series I(χ). Here Y is the cocharacter lattice of G and YQ,n ⊂ Y a sublattice.
The set XQ,n carries a natural twisted Weyl group action denoted by w[y]. In particular,
one has a natural permutation representation
σX : W Perm(XQ,n)
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given by σX (w)(y) = w[y]. For every Weyl-orbitOy ⊂ XQ,n, there is also the permutation
representation
σy
X
: W −→ Perm(Oy),
as a constituent of σX . We study the scattering matrix for intertwining operators between
principal series; as a consequence, we have a decomposition of Whψ(πΓ) into various
subspaces Whψ(πΓ)Oy associated to Weyl-orbits Oy ⊂ XQ,n. One expects an Oy-version
of the exactness of the function π 7→ dimWhψ(π)Oy , which is stated as Conjecture 4.7.
The analysis in §4 culminates to a coarse formula for dimWhψ(πΓ)Oy , see Proposition
4.9. Moreover, Conjecture 4.7 is verified if |Φ(χ)| ≤ 2.
In section §5, we first introduce the Kazhdan-Lusztig theory for a Weyl group. We
will not give any extensive exposition but be content with giving the minimally necessary
presentation for our purpose. If Φ(χ) ⊆ ∆, then to every πΓ there is a naturally associ-
ated representation σΓ of W , as a sum of certain Kazhdan-Lusztig representations. The
conjectural formula directly equates the dimension Whψ(πΓ)Oy (resp. dimWhψ(πΓ) ) to
the pairing of σy
X
(resp. σX ) against σΓ:
Conjecture 1.1 (Conjecture 5.9). Let χ be a regular unramified genuine character of
Z(T ) such that Φ(χ) ⊂ ∆. Then for every irreducible constituent πΓ of I(χ) and every
persistent W -orbit Oy in XQ,n (see Definition 2.3), one has
(1) dimWhψ(πΓ)Oy = 〈σ
y
X
, σΓ〉 ,
where the pairing denotes the inner product of the two representations ofW . In particular,
if G is persistent (see Definition 2.3), then the above equality holds for every orbit Oy ⊆
XQ,n, and consequently,
(2) dimWhψ(πΓ) = 〈σX , σΓ〉 .
The remaining of §5 and §6–§7 are devoted to proving various cases of Conjecture 1.1.
First, immediately after Conjecture 5.9, we consider the case when Oy = {y} ⊂ XQ,n
is a singleton, i.e., y ∈ (XQ,n)
W . We have
Theorem 1.2 (Theorem 5.13). If Oy = {y} ⊂ (XQ,n)
W is persistent, then Conjecture
1.1 holds, i.e.,
dimWhψ(πΓ)Oy = 〈σ
y
X
, σΓ〉
for every πΓ.
This recovers Rodier’s result in [Rod81] when G = G is a linear group, which is always
saturated and thus persistent (see Definition 2.1 and Lemma 2.7).
Second, the main result amalgamated from §6–§7 (especially Theorem 6.6 and Theorem
7.6) is as follows:
Theorem 1.3. Retain the same notation and assumption on χ as in Conjecture 1.1.
Then we have
(i) equality (1) holds for πΓ± and every persistent orbit Oy;
(ii) if Conjecture 4.7 holds, then (1) holds for every πΓ ∈ JH(I(χ)) and every persis-
tent orbit Oy;
(iii) if G is persistent, then (2) holds for every πΓ ∈ JH(I(χ)).
Here Theorem 1.3 (i) and (iii) are proven unconditionally (i.e., independent of Conjec-
ture 4.7) and thus constitute the main results in our paper. In particular, Theorem 1.3
(iii) is a much wider generalization of the main results in [Gao17], which only deals with
dimWhψ(πΓ−) for Φ(χ) = ∆.
The proof of Theorem 1.3 (i) is achieved in two steps:
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(S1) Prove the equality dimWhψ(πΓ±)Oy = 〈σ
y
X
, σΓ±〉 under the assumption Φ(χ) = ∆.
The argument relies on our earlier work [Gao17], see Proposition 6.2 and Propo-
sition 7.5. Note that in this case, πΓ− is the unique Langlands quotient of I(χ),
the so-called theta representation. On the other hand, πΓ− ⊂ I(χ) is the unique
subrepresentation, and is the covering analogue of the Steinberg representation.
One has σΓ− = εW and σΓ+ = 1W .
(S2) For the general case Φ(χ) ⊂ ∆, we apply a reduction to the two sides of the
desired equality
dimWhψ(πΓ±) = 〈σ
y
X
, σΓ±〉 ,
and invoke results in (S1). More precisely, what applies to the left hand side is
a form of Rodier’s heredity, and to the right hand side is the induction property
of the Kazhdan-Lusztig representation σΓ± . For details, see the argument in
Theorem 6.6.
The proof of Theorem 1.3 (ii) starts from the inclusion-exclusion principle (see Lemma
4.8) of relating πΓ to an alternating sum of parabolically-induced representations from
the theta representations on certain Levi subgroups. The exactness of the function
dimWhψ(−)Oy , if we assume Conjecture 4.7, coupled with similar results in (i) prove
(ii). The argument for (iii) is similar to that of (ii), and is unconditional as we have the
exactness of dimWhψ(−).
In the last section §8, we provide numerical illustration for Theorem 1.3 by considering
covers of SL3, Sp4 and the exceptional group G2.
1.2. Consequence and some remarks. There are several immediate observations or
remarks from the results above.
(R1) It is desirable to have a natural parametrization of the space Whψ(πΓ) for every
constituent πΓ, beyond merely determining the dimension. For Γ
±, this is carried
out explicitly in the constructive proof of Theorem 1.3 (i). More precisely, if G
is persistent with Φ(χ) ⊂ ∆, then Whψ(πΓ−) is essentially parametrized by the
free W (Φ(χ))-orbits in XQ,n, while Whψ(πΓ+) by the W (Φ(χ))-orbits in XQ,n.
However, for general πΓ, we do not know a similar simple recipe of describing
Whψ(πΓ).
(R2) Several results on linear algebraic groups are generalized in the covering setting.
For example, for linear algebraic G, the standard module conjecture [CS98], which
is proved in [HM07, HO13], asserts that the Langlands quotient of a standard
module is the least generic representation among the irreducible constituents. We
show in Corollary 6.8 that one has an analogue of the standard module conjec-
ture in the very restricted setting in our paper, namely, πΓ− is the least generic
constituent among all πΓ ∈ JH(I(χ)). In fact, we believe that the theta represen-
tation πC− is the least generic representation among all irreducible constituents of
an unramified principal series of G. See Conjecture 6.9.
(R3) Theorem 1.3 also describes new phenomenon which exists only for covering groups,
especially when the degree of covering is large enough. For example, as dis-
cussed in Proposition 6.10 and Remark 6.11, the irreducible subrepresentation of
a standard module might not be the most generic constituent. In particular, if
Φ(χ) = ∆, then the covering Steinberg representation πΓ+ is always generic; how-
ever, it is possible that dimWhψ(πΓ+) < dimWhψ(πΓ) for some other πΓ. This is
in contrast with the linear algebraic case.
(R4) As a byproduct of the proof of Theorem 1.3, we also obtain a refinement of
Ginzburg’s conjecture [Gin18, page 448] (in the special case of regular principal
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series with Φ(χ) ⊂ ∆) on non-generic unramified representation of a covering
group. See Remark 6.12.
We hope that results in our paper also provide a preliminary step towards understand-
ing the arithmetic arising from the endomorphism (see [GSS, §3.2])
T (w, π)∗ : Whψ(I
G
P
π)→Whψ(I
G
P
π),
where π is an irreducible genuine representation of the Levi subgroupM of P . In the case
P = B, the two invariants trace and determinant of T (w, π)∗ are investigated in [GSS].
For general parabolic subgroup, one needs to understand the dimension Whψ(I
G
P
π) first,
and our paper answers exactly this question for π ∈ JH(I(χ)) with Φ(χ) ⊆ ∆, and thus
in principle enables one to carry out an explicit computation, if a parametrization of
Whψ(πΓ) (and therefore Whψ(I
G
P
πΓ)) is possible, as discussed in (R1) above.
The above consideration also has application in determining the global Whittaker-
Fourier coefficients for the induced representation IG
P
π, especially when π is a global theta
representation with unique Whittaker model at all local places. For work pertaining to
this topic, see [Suz97,Suz98,BBL03,Gaoa].
Lastly, we remark that in this paper we actually do not intertwine with the deeper
aspect of the Kazhdan-Lusztig theory, since the representation σΓ has the simple inter-
pretation as an alternating sum (see Corollary 6.5) in the Grothendieck group of Irr(W ).
Indeed, the crucial point invoked is the inductive property of right cells and Kazhdan-
Lusztig representations proved by Barbasch and Vogan [BV83] (see Proposition 6.4).
Nevertheless, we hope our paper serves as a small impetus to unravelling many of the
mysteries of the function dimWhψ(−)Oy . In fact, in a companion paper [Gaob] to this,
we will investigate unitary unramified principal series I(χ), and propose an analogous
formula for dimWhψ(π)Oy , π ∈ JH(I(χ)), where characters of the R-group of I(χ) take
place of the Kazhdan-Lusztig representations in this paper.
1.3. Acknowledgement. I would like to thank Caihua Luo for several discussions on
the content of §3. Thanks are also due to the referee for his or her careful reading and
insightful comments.
2. Covering group
Let F be a finite extension of Qp. Denote by O := OF ⊆ F the ring of integers of F
and ̟ ∈ O a fixed uniformizer.
2.1. Covering group. Let G be a split connected linear algebraic group over F with a
maximal split torus T. Let
{X, ∆, Φ; Y, ∆∨, Φ∨}
be the based root datum ofG. HereX (resp. Y ) is the character lattice (resp. cocharacter
lattice) for (G,T). Choose a set ∆ ⊆ Φ of simple roots from the set of roots Φ, and
let ∆∨ be the corresponding simple coroots. This gives us a choice of positive roots Φ+
and positive coroots Φ∨+. Denote Φ− := −Φ+ and Φ
∨
− := −Φ
∨
+. Write Y
sc ⊆ Y for the
sublattice generated by Φ∨. Let B = TU be the Borel subgroup associated with ∆.
Denote by U− ⊂ G the unipotent subgroup opposite U.
Fix a Chevalley-Steinberg system of pinnings for (G,T). That is, we fix a set of
compatible isomorphisms
{eα : Ga → Uα}α∈Φ ,
where Uα ⊆ G is the root subgroup associated with α. In particular, for each α ∈ Φ,
there is a unique morphism ϕα : SL2 → G which restricts to e±α on the upper and lower
triangular subgroup of unipotent matrices of SL2.
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Denote by W the Weyl group of (G,T), which we identify with the Weyl group of the
coroot system. In particular, W is generated by simple reflections {wα : α
∨ ∈ ∆∨} for
Y ⊗Q. Let l : W → N be the length function. Let wG be the longest element in W .
Consider the algebro-geometric K2-extension G of G, which is categorically equivalent
to the pairs {(D, η)} (see [GG18, §2.6]). Here
η : Y sc → F×
is a homomorphism. On the other hand,
D : Y × Y → Z
is a (not necessarily symmetric) bilinear form on Y such that
Q(y) := D(y, y)
is a Weyl-invariant integer valued quadratic form on Y . We call D a bisector following
[Wei14, §2.1]. Let BQ be the Weyl-invariant bilinear form associated to Q given by
BQ(y1, y2) = Q(y1 + y2)−Q(y1)−Q(y2).
Clearly, D(y1, y2) + D(y2, y1) = BQ(y1, y2). Every G is, up to isomorphism, incarnated
by (i.e. categorically associated to) a pair (D, η) for a bisector D and η.
The couple (D, η) plays the following role for the structure of G.
(i) The group G splits canonically and uniquely over any unipotent subgroup of G.
For α ∈ Φ and a ∈ Ga, denote by eα(a) ∈ G the canonical lifting of eα(a) ∈ G.
For α ∈ Φ and a ∈ Gm, define
wα(a) := eα(a) · e−α(−a
−1) · eα(a) and wα(a) := eα(a) · e−α(−a
−1) · eα(a).
This gives natural representatives wα(1) ∈ G, and also wα(1) ∈ G of the Weyl
element wα ∈ W . By abuse of notation, we also write wα for wα(1) and denote
wα := wα(1). Moreover, for any hα(a) := α
∨(a) ∈ T, there is a natural lifting
hα(a) := wα(a) · wα(−1) ∈ T,
which depends only on the pinnings and the canonical unipotent splitting.
(ii) There is a section s of T over T such that
(3) s(y1(a)) · s(y2(b)) = {a, b}
D(y1,y2) · s(y1(a) · y2(b))
for any a, b ∈ Gm, where {a, b} ∈ K2 as in [BD01, §0.N.5]. Moreover, for α ∈ ∆
and the natural lifting hα(a) of hα(a) above, one has
hα(a) = {η(α
∨), a} · s(hα(a)) ∈ T.
(iii) Let wα ∈ G be the above natural representative of wα ∈ W with α ∈ ∆. For any
y(a) ∈ T with y ∈ Y and a ∈ Gm, one has
(4) wα · y(a) · w
−1
α = y(a) · hα(a
−〈y,α〉),
where 〈−,−〉 is the paring between Y and X .
We remark that if the derived group of G is simply-connected, then the isomorphism
class of G is determined by the Weyl-invariant quadratic form Q. In particular, for such
G, every extensionG is incarnated by (D, η = 1) for some bisector D, up to isomorphism.
In this paper, we assume that the composite
ηn : Y
sc → F× ։ F×/(F×)n
of η with the obvious quotient is trivial.
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Let n ≥ 1. We assume that F contains the full group of n-th roots of unity, denoted by
µn. An n-fold cover of G, in the sense of [Wei18, Definition 1.2], is just the pair (n,G).
The K2-extension G gives rise to an n-fold covering G as follows.
Let
(−,−)n : F
× × F× → µn
be the local n-th Hilbert symbol. The local extension G arises from the central extension
K2(F ) G(F ) G(F )
φ
by push-out via the natural map K2(F )→ µn given by {a, b} 7→ (a, b)n. This gives
µn G G.
φ
We may write G
(n)
to emphasize the degree of covering. A representation of G is called
ǫ-genuine (or simply genuine) if µn acts by a fixed embedding ǫ : µn →֒ C
×. We consider
only genuine representations of a covering group in this paper.
For any subset H ⊂ G, denote H := φ−1(H). The relations on generators of G
described above give rise to the corresponding relations for G. For example, inherited
from (3) is the following relation for the covering torus T :
s(y1(a)) · s(y2(b)) = (a, b)
D(y1,y2)
n · s(y1(a) · y2(b)),
where yi ∈ Y and a, b ∈ F
×. The commutator [t1, t2] := t1t2t
−1
1 t
−1
2 on T , which descends
to a map [−,−] : T × T → µn, is thus given by
[y1(a), y2(b)] = (a, b)
BQ(y1,y2)
n .
Let W ′ ⊂ G be the group generated by wα for all α. Then the map wα 7→ wα gives a
surjective morphism
W ′ ։W
with kernel being a finite group (see [Gao18, §6.1]). For any w = wαk ...wα2wα1 ∈ W in a
minimal decomposition, we let
w := wαk ...wα2wα1 ∈ W
′
be its representative, which is independent of the minimal decomposition (see [Ste16,
Lemma 83 (b)]). In particular, we denote by wG ∈ G the above representative of the
longest Weyl element wG of W .
2.2. Dual group and L-group. For a cover (n,G) associated to (D, η), with Q and
BQ arising from D, we define
(5) YQ,n := Y ∩ nY
∗,
where Y ∗ ⊂ Y ⊗Q is the dual lattice of Y with respect to BQ; more explicitly,
YQ,n = {y ∈ Y : BQ(y, y
′) ∈ nZ for all y′ ∈ Y } ⊂ Y.
For every α∨ ∈ Φ∨, denote
nα :=
n
gcd(n,Q(α∨))
and
α∨Q,n = nαα
∨, αQ,n =
α
nα
.
Let
Y scQ,n ⊂ YQ,n
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be the sublattice generated by Φ∨Q,n = {α
∨
Q,n : α
∨ ∈ Φ∨}. Denote XQ,n = HomZ(YQ,n,Z)
and ΦQ,n = {αQ,n : α ∈ Φ}. We also write
∆∨Q,n = {α
∨
Q,n : α
∨ ∈ ∆∨} and ∆Q,n = {αQ,n : α ∈ ∆} .
Then (
YQ,n, Φ
∨
Q,n, ∆
∨
Q,n; XQ,n, Φ
∨
Q,n,∆Q,n
)
forms a root datum with a given choice of simple roots ∆Q,n. It gives a unique (up to
unique isomorphism) pinned reductive groupG
∨
Q,n over Z, called the dual group of (n,G).
In particular, YQ,n is the character lattice for G
∨
Q,n and ∆
∨
Q,n the set of simple roots. Let
G
∨
Q,n := G
∨
Q,n(C)
be the associated complex dual group.
Definition 2.1. A covering group G is called saturated if YQ,n ∩ Y
sc = Y scQ,n.
Example 2.2. Let M ⊆ G be a Levi subgroup and M ⊆ G the arising Levi covering
subgroup. If G is saturated, then M is also saturated. Moreover, if n = 1, then a linear
algebraic group G = G is always saturated. If G is a degree n cover of a simply-connected
group G, then G is saturated if and only if YQ,n = Y
sc
Q,n; equivalently, the complex dual
group G
∨
Q,n is of adjoint type. In particular, covers of the exceptional group of type
E8,F4 and G2 are always saturated, since the complex dual group of such covers always
has trivial center. See [Wei18, §2] for more concrete examples.
LetWDF = WF×SL2(C) be the Weil-Deligne group of F . In [Wei14,Wei18], Weissman
constructed the local L-group extension
G
∨
Q,n
LG WDF ,
which is compatible with the global L-group. His construction of L-group is functorial,
and in particular it behaves well with respect to the restriction of G to parabolic sub-
groups. More precisely, let M ⊂ G be a Levi subgroup. By restriction, one has the
n-cover M of M . Then the L-groups LM and LG are compatible, i.e., there are natural
morphisms of extensions:
(6)
G
∨
Q,n
LG WDF
M
∨
Q,n
LM WDF .
This applies in particular to the case when M = T is a torus.
In general, the extension LG does not split over WDF . However, if G
∨
Q,n is of adjoint
type, then we have a canonical isomorphism
LG ≃ G
∨
Q,n ×WDF .
For general G, under our assumption that ηn = 1, there exists a so-called distinguished
genuine character χψ : Z(T )→ C
× (see [GG18, §6.4]), depending on a nontrivial additive
character ψ of F , such that χψ gives rise to a splitting of
LG over WDF , with respect to
which one has an isomorphism
(7) LG ≃χψ G
∨
Q,n ×WDF .
For details on the construction and properties of the L-group, we refer the reader to
[Wei14,Wei18,GG18].
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2.3. Twisted Weyl action. Denote by w(y) the natural Weyl group action on Y or
Y ⊗Q, which is generated by the reflections wα. The two lattices YQ,n and Y
sc
Q,n are both
W -stable under the usual action w(y), since Q is Weyl-invariant. Let
ρ :=
1
2
∑
α∨>0
α∨
be the half sum of all positive coroots of G. We consider the twisted Weyl-action
w[y] := w(y − ρ) + ρ.
It induces a well-defined twisted action of W on
XQ,n := Y/YQ,n
given by w[y + YQ,n] := w[y] + YQ,n, since W (YQ,n) = YQ,n as mentioned. Let
σX :W −→ Perm(XQ,n)
be the permutation representation given by σX (w)(y) := w[y]. Similarly, the twisted
action of W on
X
sc
Q,n := Y/Y
sc
Q,n
is also well-defined.
Throughout the paper, we denote
yρ := y − ρ ∈ Y ⊗Q
for y ∈ Y . Clearly, w[y]− y = w(yρ)− yρ. Henceforth, by Weyl action or Weyl orbits in
Y or Y ⊗Q, we always refer to the ones with respect to the twisted action w[y], unless
specified otherwise. Clearly, the quotient
f : X scQ,n ։XQ,n
is equivariant with respect to the Weyl action on the two sides.
Denote by yˆ ∈ X scQ,n the class of y ∈ Y . Let StabW (yˆ;X
sc
Q,n) ⊆ W be the stabiliser of
yˆ with respect to the action of W on X scQ,n; similarly we have StabW (f(yˆ);XQ,n).
Definition 2.3. An orbit Oy ⊆ Y is called persistent if
(8) StabW (yˆ;X
sc
Q,n) = StabW (f(yˆ);XQ,n).
A W -orbit in XQ,n is called persistent if it is the image of a persistent W -orbit in Y . A
group G is called persistent if every W -orbit in XQ,n is persistent.
It is not clear from the definition that if the image of Oy ⊂ Y in XQ,n is a persistent
orbit, then Oy is a persistent orbit. However, we show that this is indeed the case.
Consider Of(zˆ) = Of(yˆ) ⊂ XQ,n. Then there exists wo ∈ W such that f(zˆ) = wo[f(yˆ)] ∈
XQ,n, or equivalently,
zρ = wo(yρ) + z
′ for some z′ ∈ YQ,n.
One has an isomorphism of finite groups
Intwo : StabW (f(yˆ);XQ,n)→ StabW (f(zˆ);XQ,n)
given by
Intwo(w) := woww
−1
o .
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Consider the diagram:
StabW (y; Y ) StabW (z; Y )
StabW (yˆ;X
sc
Q,n) StabW (zˆ;X
sc
Q,n)
StabW (f(yˆ);XQ,n) StabW (f(zˆ);XQ,n)
Intwo
Intwo
where the vertical arrows are canonical injections.
Proposition 2.4. The restriction of Intwo to StabW (yˆ;X
sc
Q,n) gives a well-defined iso-
morphism into StabW (zˆ;X
sc
Q,n).
Proof. First, we show that the restriction of Intwo to StabW (yˆ;X
sc
Q,n) is well-defined. For
this, it suffices to show that if w(yρ) = yρ + y
′ for some y′ ∈ Y scQ,n, then
woww
−1
o (zρ)− zρ ∈ Y
sc
Q,n.
Recall that zρ = wo(yρ) + z
′ for some z′ ∈ YQ,n. A simple computation gives that
woww
−1
o (zρ)− zρ = wo(y
′) + woww
−1
o (z
′)− z′.
We have wo(y
′) ∈ Y scQ,n. On the other hand, for every w ∈ W , by using induction on
the length of w, we show that w(z′) − z′ ∈ Y scQ,n. Indeed, for this purpose, it suffices to
consider a simple reflection w = wα and thus
wα(z
′)− z′ = 〈z′, α〉 · α∨.
Since B(z′, α∨) = Q(α∨) · 〈z′, α〉 ∈ nZ as z′ ∈ YQ,n, one has nα| 〈z
′, α〉, i.e., 〈z′, α〉 · α∨ ∈
Y scQ,n. This completes the proof that woww
−1
o (zρ) − zρ ∈ Y
sc
Q,n and thus the restriction of
Intwo to StabW (yˆ;X
sc
Q,n) is well-defined.
Second, one obtains similarly an injective homomorphism Intw−1o : StabW (zˆ;X
sc
Q,n) →
StabW (yˆ;X
sc
Q,n), which is clearly the inverse of Intwo. Thus Intwo is an isomorphism from
StabW (yˆ;X
sc
Q,n) to StabW (zˆ;X
sc
Q,n). 
This immediately gives:
Corollary 2.5. If Of(yˆ) = Of(zˆ) ⊂ XQ,n, then Oy ⊂ Y is persistent if and only if Oz ⊂ Y
is persistent. Equivalently, a W -orbit Oy ⊂ Y is persistent if and only if Of(yˆ) ⊂ XQ,n
is persistent.
Let S ⊂ ∆ and letW (S) ⊂W be the parabolic subgroup generated by S. By restriction
of the action of W to W (S), we obtain a decomposition of the W -orbit
(9) Oy =
⊔
i∈I
OwSyi ,
where each OwSyi is a W (S)-orbit in Y .
Lemma 2.6. If Oy is a persistent W -orbit in Y , then every O
wS
yi
is a persistent W (S)-
orbit. Therefore, if G is persistent, then every standard Levi subgroupM is also persistent.
Proof. It suffices to prove the first assertion, as the second follows from the first, Corollary
2.5, and the fact that every W (S)-orbit in XQ,n lies in some W -orbit. Let M ⊂ G be the
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Levi subgroup associated with S ⊂ ∆. To differentiate the notation, we add subscripts
G or M as in Y scQ,n,G versus Y
sc
Q,n,M . We want to show that the inclusion
StabW (S)(yˆ
′; Y/Y scQ,n,M) →֒ StabW (S)(f(yˆ); Y/YQ,n)
is an equality, where yˆ′ denotes the image of y in Y/Y scQ,n,M . For this purpose, let w ∈
StabW (S)(f(yˆ); Y/YQ,n). Since
StabW (S)(f(yˆ); Y/YQ,n) ⊂ StabW (f(yˆ); Y/YQ,n) = StabW (yˆ; Y/Y
sc
Q,n,G),
where the equality follows from our assumption, we have
w[y]− y ∈ Y scQ,n,G ∩ Y
sc
M = Y
sc
Q,n,M .
That is, w ∈ StabW (S)(yˆ
′; Y/Y scQ,n,M). This completes the proof. 
As a first example, we have:
Lemma 2.7. Let G be a saturated covering group. Then every orbit Oy ⊆ Y is persistent
and thus G is persistent. In particular, f preserves free W -orbits; that is, Oyˆ ⊆ X
sc
Q,n is
a W -free orbit if and only if Of(yˆ) ⊆ XQ,n is W -free.
Proof. The inclusion ⊂ in (8) always holds for every Oy ⊂ Y .
We show the other direction for saturated G. Let w ∈ StabW (f(yˆ);XQ,n). That is,
w[y] ≡ y mod YQ,n. However, as G is saturated, we have
w[y]− y ∈ Y sc ∩ YQ,n = Y
sc
Q,n.
Thus, w[yˆ] = yˆ in X scQ,n, i.e., w ∈ StabW (yˆ;X
sc
Q,n) as well. 
Example 2.8. Consider the cover SL
(n)
2 , n ∈ N associated to the quadratic form Q with
Q(α∨) = 1. Then SL
(n)
2 is
• saturated (and thus persistent), if n is odd;
• persistent but not saturated, if n = 4m;
• not persistent, if n = 2k with k odd.
For example, if n = 4m, then
YQ,n = Z · (2mα
∨) and Y scQ,n = Z · (4mα
∨).
In this case, every orbit in XQ,n is W -free, and thus (8) always holds. However, SL
(4m)
2
is not saturated as YQ,n 6= Y
sc
Q,n.
On the other hand, every Brylinski-Deligne covering GLr of GLr is saturated, as we
always have YQ,n ∩ Y
sc = Y scQ,n, see [Gao17, Example 3.16]. This contrast between SLr
and GLr (even for r = 2) has some interesting consequences on the representations of the
two covering groups, see [GSS, Example 4.20, 4.21].
For simplicity, we will abuse notation and denote by y (instead of yˆ or f(yˆ)) for an
element in X scQ,n or XQ,n. Denote by OXQ,n (resp. O
̥
XQ,n
) the set of W -orbits (resp. free
W -orbits) in XQ,n.
3. Regular unramified principal series
We assume that |n|F = 1 henceforth. Let K ⊂ G be the hyperspecial maximal compact
subgroup generated by T(O) and eα(O) for all root α. With our assumption that ηn is
trivial, the group G splits over K (see [GG18, Theorem 4.2]) and we fix such a splitting
sK . If no confusion arises, we will omit sK and writeK ⊂ G instead. CallG an unramified
covering group in this setting.
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A genuine representation (π, Vπ) called unramified if dimV
K
π 6= 0. With our assumption
|n|F = 1 made, G splits canonically and uniquely over the unipotent subgroup eα(O),
and thus we see that hα(u) ∈ sK(K) ⊂ G for every u ∈ O
×.
3.1. Principal series representation. Recall that U is the unipotent subgroup of B =
TU . As U splits canonically in G, we have B = TU . The covering torus T is a Heisenberg-
type group. The center Z(T ) of the covering torus T is equal to φ−1(Im(iQ,n)), where
iQ,n : YQ,n ⊗ F
× → T
is the isogeny induced from the embedding YQ,n ⊂ Y , see [Wei09, Proposition 4.1].
Let χ ∈ Homǫ(Z(T ),C
×) be a genuine character of Z(T ), write
i(χ) := IndTA χ
′
for the induced representation of T , where A is a maximal abelian subgroup of T , and χ′
is any extension of χ. By the Stone-von Neumann theorem (see [Wei09, Theorem 3.1]),
the construction
χ 7→ i(χ)
gives a bijection between isomorphism classes of genuine representations of Z(T ) and T .
Since we consider unramified covering group G in this paper, we take
A := Z(T ) · (K ∩ T ).
The left action of w on i(χ) is given by wi(χ)(t) = i(χ)(w−1tw). The groupW does not
act on i(χ), but only on its isomorphism class. On the other hand, we have a well-defined
action of W on χ:
(wχ)(t) := χ(w−1tw).
View i(χ) as a genuine representation of B by inflation from the quotient map B → T .
Denote by
I(i(χ)) := IndGB i(χ)
the normalized induced principal series representation of G. For simplicity, we may also
write I(χ) for I(i(χ)). The representation I(χ) is unramified (i.e. I(χ)K 6= 0) if and only
if χ is unramified, i.e., χ is trivial on Z(T )∩K. Moreover, by the Satake isomorphism for
Brylinski-Deligne covers [Wei18, §7], a genuine representation is unramified if and only if
it is a subquotient of an unramified principal series.
Denoting Y Q,n := Z(T )/(Z(T ) ∩K), one has a natural abelian extension
(10) µn Y Q,n YQ,n
ϕ
such that unramified genuine characters of χ of Z(T ) correspond to genuine characters of
Y Q,n. Since A/(T ∩K) ≃ Y Q,n as well, there is a canonical extension (also denoted by χ)
of an unramified character χ of Z(T ) to A, by composing χ with A։ Y Q,n. Therefore,
we will identify i(χ) as IndTA χ for this canonical extension χ.
For w ∈ W , the intertwining operator T (w, χ) : I(χ)→ I(wχ) is defined by
T (w, χ)f)(g) =
∫
Uw
runw (f(w
−1ug))du
whenever it is absolutely convergent. Here runw :
wi(χ) → i(wχ) is the canonical isomor-
phism given by runw (f)(t) = f(w
−1tw) for every f ∈ wi(χ). The operator T (w, χ) can be
meromorphically continued for all χ (see [McN12, §7]), and satisfies the cocycle condition
as in the linear case.
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Let Φw := {α ∈ Φ
+ : w(α) ∈ Φ−}. For unramified I(χ), let f0 ∈ I(χ) and f
′
0 ∈ I(
wχ)
be the normalized unramified vectors. We have
T (w, χ)(f0) = c(w, χ) · f
′
0
where
(11) c(w, χ) =
∏
α∈Φw
1− q−1χ
(
hα(̟
nα)
)
1− χ
(
hα(̟nα)
) .
For general covering groups, the coefficient c(w, χ) was computed in [McN16, Theorem
12.1] and later refined in [Gao18, Corollary 7.4]. We use the latter formalism which is
more adapted to the Brylinski-Deligne framework.
Remark 3.1. For simplicity of notation, we have used T (w, χ) to mean T (w, χ; runw ) in
the notation of [GSS, §3.6]. The importance and subtlety of the involvement of runw is
discussed in [GSS, §3.6].
3.2. Reducible principal series. A genuine character χ of Z(T ) is called regular if
wχ 6= χ for all w ∈ W − {id}. In this paper, we consider only regular character χ, and
call the associated I(χ) a regular principal series.
Lemma 3.2. Let χ be an unramified regular character of Z(T ). Then, for every β ∈ Φ,
χ(hβ(̟
nβ)) 6= 1.
Moreover, the set Φ ∩ Z[Φ(χ)] forms a root system with Φ(χ) a set of simple roots.
Proof. It is shown in [Gao18, Page 112] that for all w ∈ W ,
w−1 · hβ(̟
nβ) · w = hw(β)(̟
nβ),
where nβ = nw(β), since Q is Weyl-invariant. Now suppose there exists β ∈ Φ such that
χ(hβ(̟
nβ)) = 1. Then it follows that there exists α = w(β) ∈ ∆ for some w such that
χ(hα(̟
nα)) = 1. Since χ is unramified, we have
χ(hα(a
nα)) = 1
for all a ∈ F×. We claim that wαχ = χ, which will yield a contradiction. For this
purpose, it suffices to evaluate at any y(a) ∈ Z(T ) with y ∈ YQ,n. Note first that
hα(a) = wα(a)wα(−1) = wα(a)w
−1
α and thus
w−1α = hα(−1) · wα.
Therefore, by (4)
w−1α · y(a) · wα = hα(−1) · wα · y(a) · w
−1
α · hα(−1)
−1
= hα(−1) · y(a) · hα(a
−〈y,α〉) · hα(−1)
−1
Since y ∈ YQ,n, we have BQ(y, α
∨) = Q(α∨) · 〈y, α〉 ∈ nZ; thus, nα| 〈y, α〉 for all y ∈ YQ,n.
In particular, hα(a
−〈y,α〉) ∈ Z(T ). This shows that
w−1α · y(a) · wα = (−1, a)
BQ(α
∨,y)
n · y(a) · hα(a
−〈y,α〉) = y(a) · hα(a
−〈y,α〉).
It follows
wαχ(y(a)) = χ(w−1α · y(a) · wα) = χ(y(a)) · χ(hα(a
−〈y,α〉)) = χ(y(a)).
This gives the desired equality wαχ = χ and the contradiction.
The second assertion is just [Rod81, page 418, Proposition 3], the argument of which
relies only on the regularity of χ and thus also applies here. 
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Remark 3.3. It was pointed out in [MW87, Page 441, §II.1.2] that for linear classical
groups, Φ(χ) is a subset of a set of simple roots for the original root system of G.
However, this fails for general linear reductive group. A counterexample is given for
certain principal series of the exceptional group G2 in [MW87, Page 441].
For a regular character χ, define
Φ(χ) :=
{
α ∈ Φ : χ(hα(̟
nα)) = q−1
}
⊂ Φ.
Denote V := X ⊗ZR. Let C
+ ⊂ V be the positive Weyl chamber associated with ∆. We
also write C− := wG(C
+), the Weyl chamber “opposite” C+. Denote by
C (X ⊗R;χ)
the set of connected components of
(12) V −
⋃
α∈Φ(χ)
Ker(α∨).
Let P(Φ(χ)) be the power set of Φ(χ). We have a bijection between the two sets
P(Φ(χ))←→ C (X ⊗R;χ)
given by
S → ΓS := {x ∈ X ⊗R : 〈α
∨, x〉 < 0 if and only if α ∈ S} ,
We also denote the converse correspondence by
SΓ ← Γ.
In particular, we write
Γ+ := Γ∅ =
⋂
α∈Φ(χ)
(α∨)−1(R>0), Γ
− := ΓΦ(χ) =
⋂
α∈Φ(χ)
(α∨)−1(R<0)
It is easy to see that
Γ =
⊔
w∈WΓ
w(C+),
where
(13) WΓ :=
{
w ∈ W : Φ(χ)∨ ∩ w(Φ∨−) = S
∨
Γ
}
⊂W.
Moreover,
Γop :=
⊔
w∈WΓ·wG
w(C+)
is also a connected component of (12) with WΓop = WΓ · wG.
If Φ(χ) ⊆ ∆, then C+ ⊂ Γ+ and C+ ⊂ Γ−. More specially, if Φ(χ) = ∆, then C+ = Γ+;
also in this case C− = Γ−.
Lemma 3.4. Retain notations as above. One has WΓ+ =
{
w ∈ W : w−1(Φ(χ)∨) ⊆ Φ∨+
}
;
similarly, WΓ− =
{
w ∈ W : w−1(Φ(χ)∨) ⊆ Φ∨−
}
.
Proof. This follows from (13) and the fact that SΓ+ = ∅ and SΓ− = Φ(χ). 
Proposition 3.5. Let χ be a regular unramified genuine character. Let w1, w2 ∈ W .
(i) One has
dimHomG(I(
w−11 χ), I(w
−1
2 χ)) = 1
with T (w−12 w1,
w−11 χ) being a basis of the space on the left.
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(ii) If T is any basis of HomG(I(
w−11 χ), I(w
−1
2 χ)) (and thus necessarily a scalar-multiple
of T (w−12 w1,
w−11 χ)), then
(14) Ker(T )U =
⊕
w∈WT
δ
1/2
B · i(
w−1χ),
where W T ⊆ W is the set of all w ∈ W satisfying that there exists α∨ ∈ Φ(χ)
such that Ker(α∨) separates w1(C
+) and w2(C
+), and that w1(C
+) and w(C+) lie
at the same side of Ker(α∨).
Proof. For (i), the fact that dimHomG(I(
w−11 χ), I(w
−1
2 χ)) = 1 for regular χ is well-known,
see for example [BZ77, §2.9], [McN12, Theorem 4] and also [Sav04, §5]. Since χ is regular,
w−11 χ is regular as well, and thus by Lemma 3.2, the intertwining operator T (w−12 w1,
w−11 χ)
is a well-defined element in HomG(I(
w−11 χ), I(w
−1
2 χ)); that is, it has no pole at w
−1
1 χ from
its meromorphic continuation (see [KP84, page 66-67] and also [McN12, §13.7]). On the
other hand, by choosing a certain f ∈ I(w
−1
1 χ) with small support, we can show that
T (w−12 w1,
w−11 χ)(f) 6= 0,
see the proof of [KP84, Theorem I.2.9] for details. Therefore, T (w−12 w1,
w−11 χ) is a basis
for the one-dimensional space HomG(I(
w−11 χ), I(w
−1
2 χ)).
For (ii), we note that in the linear algebraic case G = G, it is just [Rod81, Proposition
2], which is deduced from [Rod81, Lemma 1] asserting on the reducibility of rank-one
principal series. The proof of [Rod81, Lemma 1] relies on the uniqueness of Whittaker
functionals for representation of G. Such uniqueness does not hold for covering groups.
However, on the other hand, since we are dealing with unramified regular principal series
representations of G, we can circumvent the problem and deduce the reducibility point
by applying directly Casselman’s criterion as follows.
Let I(χ) be an unramfied principal series for a rank-one group G, where χ is a regular
character of Z(T ). Let w := wα be the unique nontrivial Weyl element associated to
α ∈ Φ. The Plancherel measure µ(w, χ), as a rational function in χ, is such that
T (w−1, wχ) ◦ T (w, χ) = µ(w, χ)−1 · id ∈ End(I(χ)).
More explicitly,
µ(w, χ)−1 = c(w−1, wχ) · c(w, χ),
where c(w, χ) is the Gindikin-Karpelevich coefficient in (11). Since χ is regular, Cassel-
man’s criterion (see [Cas, Theorem 6.6.2]) implies that µ(w, χ) has a pole at χ if and only
if I(χ) is reducible. It therefore follows that I(χ) is reducible if and only if
χ(hα(̟
nα)) = q−1 or q.
That is, Φ(χ) = {α} or {−α}. In this case, it is clear that the Jacquet module of a
subquotient of I(χ) is the expected one; that is, (14) holds for rank-one groups.
Based on the above, rest of the argument in the proof of [Rod81, Lemma 1, Proposition
2] can be carried over for covering groups to conclude the proof. 
Retain the notations in Proposition 3.5, we have
W T =


w ∈ W :
there exists α ∈ Φ(χ) such that〈
C+, w−11 (α
∨)
〉
·
〈
C+, w−12 (α
∨)
〉
< 0,
and
〈
C+, w−11 (α
∨)
〉
· 〈C+, w−1(α∨)〉 > 0

 .
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It follows that
Im(T )U =
⊕
w∈W−WT
δ
1/2
B · i(
w−1χ),
where
(15) W −W T =


w ∈ W :
if α ∈ Φ(χ) and
〈
C+, w−11 (α
∨)
〉
·
〈
C+, w−12 (α
∨)
〉
< 0,
then 〈C+, w−1(α∨)〉 ·
〈
C+, w−12 (α
∨)
〉
> 0

 .
Namely, W −W T ⊆ W is the set of all w such that w2(C
+) and w(C+) lie at the same
side of Ker(α∨) with α ∈ Φ(χ), whenever Ker(α∨) separates w1(C
+) and w2(C
+).
Theorem 3.6. Let G be a Brylinski-Deligne covering group and χ a regular unramified
genuine character of Z(T ). Then the representation I(χ) has a Jordan-Holder series
JH(I(χ)), the subquotients of which have multiplicity one. Moreover, there is a bijection
C (X ⊗R;χ)→ JH(I(χ)), denoted by Γ→ πΓ,
satisfying the following properties:
(i) The representation πΓ is characterized by
(πΓ)U =
⊕
w∈WΓ
δ
1/2
B · i(
w−1χ).
Moreover, w ∈ WΓ if and only if πΓ is isomorphic to the unique irreducible sub-
representation of I(w
−1
χ); in fact, πΓ is the image of T (w
−1w1,
w−11 χ) for every
w1 ∈ WΓop .
(ii) The representation πΓ is square integrable modulo the center of G if and only if
|Φ(χ)| = |∆| and Γ = Γ+.
(iii) The representation πΓ is tempered if and only if Γ = Γ
+ and the restriction of χ
to
ϕ−1

 ⋂
α∈Φ(χ)
Ker(α)


is unitary, where ϕ : Y Q,n → YQ,n is the quotient in (10).
(iv) The representation πΓ− is the unique irreducible unramified subquotient of I(χ).
Proof. Part (i) is just the main theorem of [Rod81, page 418]. The same as for Proposition
3.5, the proof there carries over to covering groups.
Part (ii) and (iii) follow from the argument for [Rod81, Proposition 5, Proposition 6]
and the Langlands classification theorem for covering groups proved by Ban and Janzten
[BJ13,BJ16]. More precisely, the Casselman’s criterion ([Cas, Theorem 4.4.6]) for square
integrability and temperedness of πΓ is extended to central covering groups in [BJ13,
Theorem 3.4]. Coupled with this, the argument in [Rod81] for linear algebraic group
applies verbatim in the setting of covering groups.
For (iv), we pick and fix one w ∈ W such that w(C+) ⊆ Γ−. By (i), it suffices to show
the non-vanishing of the Gindikin-Karpelevich coefficient:
c(wG,
wGw
−1
χ) 6= 0.
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We have
c(wG,
wGw
−1
χ)
=
∏
α∈Φ+
1− q−1(wGw
−1
χ)(hα(̟
nα))
1− (wGw−1χ)(hα(̟nα))
=
∏
α>0
1− q−1χ(w · hα(̟
nα) · w−1)−1
1− χ(w · hα(̟nα) · w−1)−1
.
For every α∨ > 0, denote temporarily β∨ := w(α∨). Noting that w ∈ WΓ−, Lemma 3.4
implies that
(16) Φ(χ)∨ ∩ w(Φ∨+) = ∅.
This gives
χ(w · hα(̟
nα) · w−1) = χ(hβ(̟
nβ)) 6= q−1,
where the last non-equality follows from (16). Thus, c(wG,
wGw
−1
χ) 6= 0. This completes
the proof. 
3.3. L-parameter. Recall thatWDF = WF×SL2(C) is the Weil-Deligne group. Denote
by Rep(WDF ) the set of isomorphism classes of continuous representations ofWDF which
take the form
πo ⊠ τ :WDF → GL(V ),
where τ : SL2(C) → GL(V ) is an algebraic homomorphism and πo a continuous repre-
sentation of WF . Denote by |·| the homomorphism
|·| : WDF ։WF → F
× → C,
where the middle map WF → F
× is the Artin reciprocity map sending a geometric
Frobenius to the uniformizer ̟, and the first map is the apparent quotient. On the other
hand, we also consider the group (see [Tat79,Roh94]) WF ⋉C with the group law given
by
gzg−1 = |g| · z for all z ∈ C, g ∈ WF .
A representation of WF ⋉C is given by a pair (π,N) where N ∈ Lie(GL(V )) and π is a
representation of WF in V such that
π(g) ·N · π(g)−1 = |g|N for all g ∈ WF .
Denote by Rep(WF ⋉C) the set of all isomorphism classes of such representation (π,N)
of WF ⋉C.
For every n ∈ N, denote by sp(n) ∈ Rep(WF ⋉ C) the standard indecomposible n-
dimensional representation given as in [Tat79, §4.1]. Let sym(n) : SL2(C) → GL(V ) be
the n-dimensional representation on the space V of homogeneous polynomials of degree
n− 1 in two variables x and y. Then there is a correspondence (see [Roh94, §6])
Rep(WF ⋉C) Rep(WDF )
determined by
π ⊗ sp(n)↔ (π ⊗ |·|
n−1
2 )⊠ sym(n).
More explicitly, if (π,N) ∈ Rep(WF ⋉C) corresponds to π′ ∈ Rep(WDF ), then
N = π′(e−α(1)) for the unique simple root α ∈ ∆(SL2)
and
π(g) = π′
(
g,
[
|g|−1/2 0
0 |g|1/2
])
.
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Note that π is not the restriction of π′ to WF . On the other hand, assume π
′ = πo ⊠ τ .
Then τ : SL2(C)→ GL(V ) is the unique representation such that τ(e−α(1)) = N , and
(17) πo(g) = π(g) · τ
([
|g|1/2 0
0 |g|−1/2
])
.
In any case, one can define the L-function L(s, π′) with π′ ∈ Rep(WDF ) corresponding
to (π,N), which is given by
L(s, πo ⊠ τ) := det
(
1− q−sFrob|V IN
)−1
.
Here Frob denotes a geometric Frobenius, I ⊂WF the inertia group, and V
I
N = Ker(N)∩
V I .
We would like to associate an L-parameter and L-function to every πΓ, where an L-
parameter is just a splitting LρΓ of the L-group extension:
G
∨
Q,n
LG WDF .
First, by the local Langlands correspondence for covering torus (cf. [Wei18, §10] or
[GG18, §8]) and (6), to each I(χ) we have an associated parameter
Lρχ : WF
LT LG.
For πΓ we denote (see [Rod84, §5.2])
N :=
∑
α∈Φ(χ)
α∨(Γ)>0
Eα∨Q,n ,
where Eα∨Q,n is the pinned basis in the Lie algebra Lie(G
∨
Q,n) associated to the root α
∨
Q,n
of G
∨
Q,n.
Lemma 3.7. The map LρΓ : WF ⋉C→ LG given by
LρΓ(a, z) =
Lρχ(a) · (zN)
is a well-defined homomorphism.
Proof. It suffices to show that LρΓ respects the group law on WF ⋉C, i.e.,
Lρχ(a) ·N ·
Lρχ(a)
−1 = |a| ·N for all a ∈ WF .
Note that Lρχ factors through F
×. Thus, by abuse of notation, we assume that a ∈ F×.
For all α ∈ Φ(χ), one has
Lρχ(a) · Eα∨Q,n ·
Lρχ(a)
−1
=χ(hα(a
nα)) · Eα∨Q,n by [Gao18, Theorem 7.8]
= |a| ·Eα∨Q,n since α ∈ Φ(χ).
It follows that Lρ(a) ·N · Lρ(a)−1 = |a| ·N , and this concludes the proof. 
By the description in (17), which also applies to the LG-valued parameter LρΓ, one
obtains (by abuse of notation) an L-parameter
LρΓ : WDF
LG
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in Rep(WDF ). The association πΓ 7→
LρΓ satisfies the desiderata for the local Langlands
correspondence (see [Bor79, §10]). In fact, for linear algebraic G, this association fol-
lows as a special case of the work of Kazhdan-Lusztig [KL87], where a local Langlands
correspondence is established for Iwahori-fixed representations.
The following for linear algebraic groups is stated in [Rod84, Proposition2], and it holds
for covering groups by Theorem 3.6.
Proposition 3.8. The representation πΓ is square-integrable modular Z(G) if and only
if the image of LρΓ is not contained in a proper Levi subgroup of
LG. Moreover, πΓ is
tempered if and only if LρΓ(WF ) is bounded.
For a representation r : LG→ GL(V ), one has the local Artin L-function L(s, r ◦ LρΓ)
as above. Assume G is a semisimple group. Then, from (7), there exists a representation
r : LG G
∨
Q,n GL(V ),
χψ
where G
∨
Q,n →֒ GL(V ) is an embedding of the semisimple group G
∨
Q,n in some GL(V ).
It remains a problem of studying such L-function L(s, r ◦ LρΓ) by either a theory of zeta
integral or the Langlands-Shahidi method. See [Rod84] for the work on linear algebraic
G and [CFGK,CFK,Kap] for the yet developing theory in the covering setting.
4. Whittaker space of the irreducible constituents
4.1. Whittaker functionals. Let ψ : F → C× be an additive character of conductor
OF . Let
ψU : U → C
×
be the character on U such that its restriction to every Uα, α ∈ ∆ is given by ψ ◦ e
−1
α .
We write ψ for ψU for simplicity.
Definition 4.1. For a genuine representation (π, Vπ) of G, a linear functional ℓ : Vπ → C
is called a ψ-Whittaker functional if ℓ(π(u)v) = ψ(u) · v for all u ∈ U and v ∈ Vπ. Write
Whψ(π) for the space of ψ-Whittaker functionals for π.
The space Whψ(I(χ)) for an unramified genuine principal series could be described as
follows.
• First, let Ftn(i(χ)) be the vector space of functions c on T satisfying
c(t · z) = c(t) · χ(z), t ∈ T and z ∈ A.
The support of c ∈ Ftn(i(χ)) is a disjoint union of cosets in T/A. We have
dimFtn(i(χ)) = |XQ,n| ,
since T/A ≃ Y/YQ,n = XQ,n.
• Second, let {γi} ⊆ T be a set of representatives of T/A. Consider cγi ∈ Ftn(i(χ))
which has support γi · A and cγi(γi) = 1. It gives rise to a linear functional
λχγi ∈ i(χ)
∨ such that
λχγi(fγj ) = δij ,
where fγj ∈ i(χ) is the unique element such that supp(fγj ) = A · γ
−1
j and
fγj (γ
−1
j ) = 1. That is, fγj = i(χ)(γj)φ0, where φ0 ∈ i(χ) is the normalized
unramified vector of i(χ) such that φ0(1T ) = 1. Denote by i(χ)
∨ the complex
dual space of functionals of i(χ). Then one has an isomorphism of vector spaces
Ftn(i(χ)) ≃ i(χ)∨
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given explicitly by
c 7→ λχ
c
:=
∑
γi∈T/A
c(γi)λ
χ
γi
.
The isomorphism does not depend on the choice of representatives for T/A.
• Third, there is an isomorphism between i(χ)∨ and the space Whψ(I(χ)) (see
[McN16, §6]), given by λ 7→Wλ with
Wλ : I(χ)→ C, f 7→ λ
(∫
U
f(w−1G u)ψ(u)
−1µ(u)
)
,
where f ∈ I(χ) is an i(χ)-valued function on G. Here wG = wα1wα2 ...wαk ∈ K is
the representative of wG chosen in §2.1.
Thus, we have a composite of natural isomorphisms of vector spaces of dimension |XQ,n|:
Ftn(i(χ)) ≃ i(χ)∨ ≃Whψ(I(χ)).
For any c ∈ Ftn(i(χ)), by abuse of notation, we will write λχ
c
∈ Whψ(I(χ)) for the
resulting ψ-Whittaker functional of I(χ) from the above isomorphism.
4.2. Scattering matrix. The operator T (w, χ) : I(χ) → I(wχ) induces a homomor-
phism of vector spaces
T (w, χ)∗ : Whψ(I(
wχ))→Whψ(I(χ))
given by 〈
λ
wχ
c
,−
〉
7→
〈
λ
wχ
c
, T (w, χ)(−)
〉
for any c ∈ Ftn(i(wχ)). Let
{
λ
wχ
γ
}
γ∈T/A
be a basis for Whψ(I(
wχ)), and
{
λχγ′
}
γ∈T/A
a
basis for Whψ(I(χ)). The map T (w, χ)
∗ is then determined by the square matrix
[τ(w, χ, γ, γ′)]γ,γ′∈T/A
such that
(18) T (w, χ)∗(λ
wχ
γ ) =
∑
γ′∈T/A
τ(w, χ, γ, γ′) · λχγ′ .
The matrix [τ(w, χ, γ, γ′)] is a so-called scattering matrix associated to T (w, χ)∗. It
satisfies some immediate properties:
• For w ∈ W and z, z′ ∈ A, the identity
(19) τ(w, χ, γ · z, γ′ · z′) = (wχ)−1(z) · τ(w, χ, γ, γ′) · χ(z′)
holds.
• For w1, w2 ∈ W such that l(w2w1) = l(w2) + l(w1), one has
(20) τ(w2w1, χ, γ, γ
′) =
∑
γ′′∈T/A
τ(w2,
w1χ, γ, γ′′) · τ(w1, χ, γ
′′, γ′),
which is referred to as the cocycle relation.
In view of the cocycle relation in (20), the understanding of τ(w, χ, γ, γ′) in principle
is reduced to the case where w = wα for some α ∈ ∆. For this purpose, we first introduce
the Gauss sum.
Let du be the self-dual Haar measure of F such that du(O) = 1; thus, du(O×) = 1−q−1.
The Gauss sum is defined by
Gψ(a, b) =
∫
O×
(u,̟)an · ψ(̟
bu)du for a, b ∈ Z.
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Denote
gψ(k) := Gψ(k,−1),
where k ∈ Z is any integer. We write henceforth
ξ := (−1, ̟)n ∈ C
×.
It is known that
(21) gψ(k) =


ξk · gψ(−k) for any k ∈ Z,
−q−1 if n|k,
gψ(k) with |gψ(k)| = q
−1/2 if n ∤ k.
Here z denotes the complex conjugation of a complex number z.
It is shown in [KP84,McN16] (with some refinement from [Gao17]) that τ(wα, χ, γ, γ
′)
is determined as follows.
Theorem 4.2. Suppose that γ = sy1 and γ
′ = sy. First, we can write τ(wα, χ, γ, γ
′) =
τ 1(wα, χ, γ, γ
′) + τ 2(wα, χ, γ, γ
′) with the following properties:
• τ i(wα, χ, γ · z, γ
′ · z′) = (wαχ)−1(z) · τ i(wα, χ, γ, γ
′) · χ(z′), for all z, z′ ∈ A;
• τ 1(wα, χ, γ, γ
′) = 0 unless y1 ≡ y mod YQ,n;
• τ 2(wα, χ, γ, γ
′) = 0 unless y1 ≡ wα[y] mod YQ,n.
Second,
• if y1 = y, then
τ 1(wα, χ, γ, γ
′) = (1− q−1)
χ(hα(̟
nα))ky,α
1− χ(hα(̟nα))
, where ky,α =
⌈
〈y, α〉
nα
⌉
;
• if y1 = wα[y], then
τ 2(wα, χ, γ, γ
′) = ξ〈yρ,α〉·D(y,α
∨) · gψ−1(〈yρ, α〉Q(α
∨)).
Let χ be a regular unramified genuine character and πΓ a constituent of I(χ). Suppose
π = Im(T (w, χ)). Then
dimWhψ(π) = rank of the matrix [τ(w, χ, γ, γ
′)]γ,γ′∈T/A,
which is a well-defined complex-valued square matrix by Lemma 3.2. However, unless
w = wα, the computation of the rank of the matrix is not straightforward and involves
non-trivial combinatorial problem arising from the cocycle relation.
By abuse of notation, we may denote by
[τ(w, χ, sy, sz)]y,z∈XQ,n
the above matrix, assuming that we have chosen a fixed set of representatives in Y of
XQ,n. Since we are essentially interested in the rank of [τ(w, χ, sy, sz)]y,z∈XQ,n, which is
independent of the choice of cosets representative for XQ,n by (19); this ambiguity does
not detract from all our argument.
Remark 4.3. We call [τ(w, χ, sy, sz)]y,z∈XQ,n a scattering matrix following [GSS] (instead
of local coefficients matrix), as the matrix is not the “correct” generalization or analogue
of Shahidi’s local coefficients for linear algebraic groups. For instance, the characteristic
polynomial of the matrix [τ(w, χ, sy, sz)]y,z∈XQ,n actually depends on the choice of rep-
resentatives of XQ,n for χ in general position. Such subtleties are explained in details
in [GSS]. However, since we are concerned only about the rank of the matrix, the usage
of the scattering matrix suffices and actually is preferred, for the reason of utilizing the
twisted Weyl action which describes the entries of [τ(w, χ, sy, sz)]y,z∈XQ,n as elucidated
by Theorem 4.2.
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For w ∈ W , let ∆w ⊂ ∆ be such that
w =
∏
α∈∆w
wα
in a minimum decomposition. By [Bou02, page 12, Proposition 7], ∆w is independent
of the minimal decomposition for w. Let W (∆w) ⊂ W be the parabolic subgroup of W
generated by ∆w. In particular, W (∆wG) =W and W (∆id) = {id}.
We denote by Ow
XQ,n
the set of W (∆w)-orbits in XQ,n. Denote by O
w
y ∈ O
w
XQ,n
any
such orbit of y ∈ XQ,n. In particular, O
wG
y = Oy represents the usual W -orbit of y. Note
that our notation here is consistent with that in (9).
4.3. Oy-relative Whittaker subspace. For any w ∈ W , we have a decomposition
XQ,n =
⊔
i∈Iw
Owyi ,
where |Iw| is just the number of W (∆w)-orbits in XQ,n. In particular,
XQ,n =
⊔
i∈IwG
Oyi .
Now for any χ and Oy ⊂ XQ,n, let
Whψ(I(χ))Oy = Span
{
λχ
sz
: z ∈ Oy
}
⊂Whψ(I(χ))
be the “Oy-subspace” of the Whittaker space of I(χ). It is well-defined and independent
of the representatives for Oy, and
dimWhψ(I(χ))Oy = |Oy| .
Moreover, one has a decomposition
Whψ(I(χ)) =
⊕
Oy∈OXQ,n
Whψ(I(χ))Oy .
Proposition 4.4. Let χ be a regular unramified character of Z(T ). For every Oy ⊆ XQ,n
and w ∈ W , the restriction of T (w, χ)∗ : Whψ(I(
wχ)) → Whψ(I(χ)) to Whψ(I(
wχ))Oy
gives a well-defined homomorphism
T (w, χ)∗Oy : Whψ(I(
wχ))Oy →Whψ(I(χ))Oy .
Moreover,
T (w, χ)∗ =
⊕
Oy∈OXQ,n
T (w, χ)∗Oy ,
where the sum is taken over all W -orbits in XQ,n.
Proof. The well-definedness of T (w, χ)∗Oy follows from the cocycle condition in (20) and
the property of τ(w, χ, sy, sz) in Theorem 4.2, which shows that τ(w, χ, sy, sz) = 0 unless
y and z lie in the same W (∆w)-orbit. In particular, τ(w, χ, sy, sz) = 0 unless y and
z lie in the same W -orbit. In fact, the operator T (w, χ)∗Oy is just represented by the
square-matrix [τ(w, χ, sy, sz)]y,z∈Oy . The decomposition is clear. 
Corollary 4.5. Let χ be a regular unramified character. Let Γ,Γ′ ∈ C (X ⊗R;χ) be two
components. For every orbit Oy ⊆ XQ,n, the rank of T (w
−1
2 w1,
w−11 χ)∗Oy , w2 ∈ WΓ, w1 ∈
WΓ′ is independent of the choice of w1, w2.
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Proof. We prove the independence on w2, while that on w1 can be argued in a similar
way. Let w′2 ∈ WΓ be another element. It follows from Proposition 3.5 that the basis
T := T (w′−12 w2,
w−12 χ) ∈ Hom(I(w
−1
2 χ), I(w
′−1
2 χ))
is an isomorphism. Consider the decomposition of T ∗ from Proposition 4.4:
T ∗ =
⊕
Oy∈OXQ,n
T ∗Oy .
Then
T ∗Oy : Whψ(I(
w′−12 χ)))Oy →Whψ(I(
w−12 χ)))Oy .
is also an isomorphism. On the other hand, we have the equality
T (w′−12 w1,
w−11 χ)∗ = T (w−12 w1,
w−11 χ)∗ ◦ T ∗
of operators. It follows from Proposition 4.4 again that
T (w′−12 w1,
w−11 χ)∗Oy = T (w
−1
2 w1,
w−11 χ)∗Oy ◦ T
∗
Oy .
Therefore,
rank(T (w′−12 w1,
w−11 χ)∗Oy) = rank(T (w
−1
2 w1,
w−11 χ)∗Oy),
as desired. 
For Γ,Γ′ ∈ C (X ⊗R;χ), we denote by
πΓ′,Γ ⊆ I(
w−12 χ)
the image of the intertwining operator T (w−12 w1,
w−11 χ) with w1 ∈ WΓ′ , w2 ∈ WΓ. The
isomorphism class of πΓ′,Γ is independent of the choice of w1, w2. In this notation, we
have
πΓ = πΓop,Γ.
Definition 4.6. For Oy ⊂ XQ,n, the Oy-dimension of the Whittaker space of πΓ′,Γ is
dimWhψ(πΓ′,Γ)Oy := rank(T (w
−1
2 w1,
w−11 χ)∗Oy),
where w1 ∈ WΓ′ and w2 ∈ WΓ.
It follows from Corollary 4.5 that dimWhψ(πΓ′,Γ)Oy is well-defined, independent of the
choice of w1 and w2. Proposition 4.4 gives
(22) dimWhψ(πΓ′,Γ) =
∑
Oy∈OXQ,n
dimWhψ(πΓ′,Γ)Oy .
Conjecture 4.7. Suppose πΓ′,Γ =
⊕
i∈I πΓi ∈ R(G) in the Grothendieck group R(G) of
Irrǫ(G). Then for every orbit Oy ⊆ XQ,n,
dimWhψ(πΓ′,Γ)Oy =
∑
i∈I
dimWhψ(πΓi)Oy .
If W acts transitively on XQ,n, i.e., there is only one W -orbit (this occurs rarely and
only if n is sufficiently small compared to the size of W ), then by the exactness of the
function dimWhψ(−) : R(G)→ Z, Conjecture 4.7 holds.
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4.4. A coarse formula for dimWhψ(πΓ)Oy . We assume Φ(χ) ⊆ ∆ in this subsection.
For every S ∈ P(Φ(χ)), we define
Γ♮S :=
⋂
α∈S
α∨(R<0) = {x ∈ X ⊗R : 〈x, α
∨〉 < 0 for every α ∈ S} .
Clearly ΓS ⊆ Γ
♮
S. For S ⊂ Φ(χ), denote by PS = MSUS ⊆ G the associated para-
bolic subgroup. Consider the representation πMS ,ΓS ∈ JH(I
MS
BM
(χ)), which is the unique
Langlands quotient of IMS
BM
(χ); that is, the image of the intertwining map
Tˆ (wS, χ) : I
M
BM
(χ)→ IM
BM
(wSχ)
between principal series of M . Here χ is an exceptional character for MS in the sense of
[KP84] and thus πMS ,ΓS is the theta representation of MS .
We denote
πΓ♮S
:= IndGPS πMS ,ΓS ⊗ 1
and let WΓ♮S
⊂W be such that
(πΓ♮S
)U =
⊕
w∈W
Γ
♮
S
δ
1/2
B · i(
w−1χ).
It follows from induction by stages and thus the following commutative diagram
I(χ) I(wSχ)
IG
P
(
IM
BM
(χ)
)
IG
P
(
IM
BM
(wSχ)
)
T (wS ,χ)
IG
P
(Tˆ (wS ,χ))
that πΓ♮S
= Im(T (wS, χ)).
Lemma 4.8. For every S ⊆ Φ(χ), one has 1Γ♮
S′
=
∑
S′: S⊆S′⊆Φ(χ) 1ΓS′
and thus
1ΓS =
∑
S′: S⊆S′⊆Φ(χ)
(−1)|S
′−S| · 1Γ♮
S′
.
Moreover,
πΓ♮S
≃
⊕
Γ⊆Γ♮S
πΓ ∈ R(G).
Proof. The first assertion follows from the inclusion-exclusion principle. For the second
assertion, it suffices to check for the Jacquet modules on the two sides. The Jacquet
module of
⊕
Γ⊆Γ♮S
πΓ is clearly indexed by
(23)
⋃
Γ⊆Γ♮S
WΓ =
{
w ∈ W : Φ(χ)∨ ∩ w(Φ∨−) ⊇ S
∨
}
.
On the other hand, since πΓ♮S
is the image of the intertwining operator
T (wS, χ) : I(χ)→ I(
wSχ),
where wS ∈ WS is the longest element in the Weyl group of (MS, T ), by applying w1 =
id, w2 = wS and Φ(χ) ⊂ ∆ in (15), it follows that the Jacquet module of πΓ♮S
is indexed
by {
w ∈ W : Φ(χ)∨ ∩ wS(Φ
∨
−) ⊆ w(Φ
∨
−)
}
,
which can be checked easily to be equal to (23). This completes the proof. 
26 FAN GAO
Immediately from Lemma 4.8 we have:
Proposition 4.9. For every S ⊆ Φ(χ), one has
dimWhψ(πΓS) =
∑
S′: S⊆S′⊆Φ(χ)
(−1)|S
′−S| · dimWhψ(πΓ♮
S′
).
Further more, if Conjecture 4.7 holds, then for every orbit Oy ⊂ XQ,n,
dimWhψ(πΓS)Oy =
∑
S′: S⊆S′⊆Φ(χ)
(−1)|S
′−S| · dimWhψ(πΓ♮
S′
)Oy .
We would like to show that the second assertion in Proposition 4.9 holds uncondition-
ally, if |Φ(χ)| ≤ 2. We write πS := πΓS for every S ⊆ Φ(χ). To proceed, consider general
Φ(χ) ⊂ ∆ and So ⊂ Φ(χ) with S = So ⊔ {α} ⊆ Φ(χ). Denote by wSo, wS the longest
Weyl element in W (So) and W (S) respectively. Considering the chain of intertwining
operators
I(wαχ) I(χ) I(wSoχ) I(wSχ),
T1 T2 T3
one has
π♮So = Im(T2) and π
♮
S = Im(T3 ◦ T2).
We also denote
π♮So,S := Im(T2 ◦ T1).
Lemma 4.10. Inside R(G), one has
π♮So,S =
⊕
S′:
So⊆S′⊆Φ(χ)\{α}
πS′ , and therefore π
♮
So
= π♮So,S ⊕ π
♮
S .
Proof. It suffices to check that the Jacquet module of π♮So,S is indexed by the set{
w : So ⊆ Φ(χ)
∨ ∩ w(Φ∨−) ⊆ Φ(χ)
∨\ {α∨}
}
,
which follows easily from (15). 
Proposition 4.11. For every orbit Oy ⊆ XQ,n, one has
dimWhψ(π
♮
So
)Oy = dimWhψ(π
♮
So,S
)Oy + dimWhψ(π
♮
S)Oy .
Proof. In view of (22) and the exactness of the function π 7→ dimWhψ(π), it suffices to
show that for every orbit Oy, one has the inequality
(24) dimWhψ(π
♮
So
)Oy ≥ dimWhψ(π
♮
So,S
)Oy + dimWhψ(π
♮
S)Oy .
Keeping notations as above, we have
Whψ(I(
wSχ)) Whψ(I(
wSoχ)) Whψ(I(χ)) Whψ(I(
wαχ)),
T ∗3 T
∗
2 T
∗
1
where by definition
dimWhψ(π
♮
So
)Oy = rank((T
∗
2 )Oy), dimWhψ(π
♮
S)Oy = rank((T
∗
2 ◦ T
∗
3 )Oy),
and
dimWhψ(π
♮
So,S
)Oy = rank((T
∗
1 ◦ T
∗
2 )Oy).
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Since T3 ◦ T2 ◦ T1 = 0, we have T
∗
1 ◦ T
∗
2 ◦ T
∗
3 = 0. Hence,
rank((T ∗2 )Oy)− rank((T
∗
1 ◦ T
∗
2 )Oy)
=dim Im(T ∗2 )Oy ∩Ker((T
∗
1 )Oy)
≥ dim Im(T ∗2 )Oy ∩ Im(T
∗
2 ◦ T
∗
3 )Oy
=rank((T ∗2 ◦ T
∗
3 )Oy).
That is, (24) holds as claimed. 
Corollary 4.12. Assume Φ(χ) ⊆ ∆ with |Φ(χ)| ≤ 2. Then for every S ⊆ Φ(χ) and
every orbit Oy ⊆ XQ,n, one has
(25) dimWhψ(π
♮
S)Oy =
∑
S′:
S⊆S′⊆Φ(χ)
dimWhψ(πS′)Oy .
Proof. If S = Φ(χ), then (25) holds vacuously; in particular, there is nothing to check if
Φ(χ) = ∅. If Φ(χ) = {α}, then applying So = ∅ and S = {α} in Proposition 4.11 gives
(25).
Now assume Φ(χ) = {α, β} ⊆ ∆. Then equality (25) for S = {α} or {β} follows from
Proposition 4.11, as in this case π♮S,Φ(χ) = πS . Now we consider the case S = ∅. Applying
Proposition 4.11 gives
dimWhψ(I(χ))Oy = dimWhψ(π
♮
∅,{α})Oy + dimWhψ(π
♮
{α})Oy
= dimWhψ(π
♮
∅,{α})Oy + dimWhψ(π{α})Oy + dimWhψ(πΦ(χ))Oy ,
where the last equality follows from the above case when S = {α}. We see that
π♮∅,{α} ≃ π∅ ⊕ π{β} ∈ R(G).
By a similar argument as in the proof of Proposition 4.11, one can show that
dimWhψ(π
♮
∅,{α})Oy = dimWhψ(π∅)Oy + dimWhψ(π{β})Oy .
This proves equality (25) for S = ∅. The proof is thus completed. 
5. Kazhdan-Lusztig representations and the main conjecture
The goal of this section is to give a conjectural formula for dimWhψ(πΓ)Oy . For
this purpose, we recall briefly the theory of Kazhdan-Lusztig representation of a Weyl
group, which will be a key input in the subsequent discussion. The reader may consult
the original paper [KL79] and other work for more detailed exposition (see for example
[Lus84,Lus03,Shi86,Deo94,Hum90,BB05]).
5.1. Right cells and Kazhdan-Lusztig representations. Let A := Z[q, q−1] be the
ring of Laurent polynomials over Z with indeterminate q. Let (W,S) be the Weyl group
generated by
S = {wα : α ∈ ∆} .
We may also write s for a generic element in S. Denote by w < w′ the Bruhat-Chevalley
order on elements of W ; that is, w < w′ if there is a reduced expression of w′ such that
w arises from a subexpression of it (which is then necessarily reduced).
The Hecke algebra HW is the free A-module generated by Tw, w ∈ W with relations
given by:
• TsTw = Tsw if l(sw) > l(w);
• (Ts + 1)(Ts − q) = 0.
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Define an involution
ι : HW → HW
as follows. First, the involution of ι on A is given by sending q to q−1. Second, define
ι(Tw) := (Tw−1)
−1. It is shown in [KL79] that ι gives rise to a well-defined involution on
the whole algebra HW .
We write
εw := (−1)
l(w), qw := q
l(w).
Theorem 5.1 ([KL79, Theorem 1.1]). For every w ∈ W , there exists a unique element
Cw ∈ HW satisfying the following two properties:
• ι(Cw) = Cw;
•
Cw = εwq
1/2
w ·
∑
x: x≤w
εxq
−1
x ι(Px,w)Tx,
where Pw,w = 1 and if x < w, then Px,w(q) ∈ Z[q] is a polynomial of degree
≤ 1
2
(l(w)− l(x)− 1).
The set {Cw}w∈W forms an A-basis for HW .
The Kazhdan-Lusztig polynomial Px,w above has attracted much attention for exten-
sive research, partly due to its deep connection with some applications. For example, it is
conjectured by Kazhdan-Lusztig that Px,w(1) is equal to the multiplicity in decomposing
a certain Verma module, which is established in Brylinski-Kashiwara [BK81], and inde-
pendently by Beilinson-Bernstein [BB81] with a sketched proof. For another example,
we note that it was first shown by Tits (see [Bou02, page 59, Exercise 27]) that one has
C[W ] ≃ HW ⊗A,fC whenever f : A→ C is a specialization algebra homomorphism such
that HW ⊗A,f C is semisimple, see also [Car93, Proposition 10.11.2]. The method of Tits
is to analyse the invariants associated to the algebras on the two sides. However, by using
the polynomials Px,w, Lusztig [Lus81] gave an explicit construction of an isomorphism
Q(q1/2)[W ] ≃ HW ⊗A Q(q
1/2). The proof by Lusztig adapts a more uniform approach,
compared to the case by case analysis in the earlier work by Benson and Curtis [BC72].
We write x ≺ w if
• x < w, and
• deg(Px,w) =
1
2
(l(w)− l(x)− 1).
If x ≺ w, then we denote
µ(x, w) := coefficient of the highest power of q in Px,w.
It is important to see how Ts acts (on the right) on the new basis {Cw : w ∈ W} of HW .
This is given as follows:
Proposition 5.2 ([KL79, (2.3.a)-(2.3.d)]). Let s ∈ S and w ∈ W .
• If ws < w, then CwTs = −Cw.
• If ws > w, then
CwTs = qCw + q
1/2Cws + q
1/2
∑
z∈W
z≺w
zs<z
µ(z, w) · Cz.
For w ∈ W , define the left and right descent set of w to be
L(w) := {s ∈ S : sw < w} , R(w) := {s ∈ S : ws < w} .
For any w, x ∈ W , we write
x ≤R w,
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if there is a sequence x0, x1, ..., xr in W with x0 = x and xr = w such that for every
0 ≤ i < r the following hold:
• either xi ≺ xi+1 or xi+1 ≺ xi; and
• R(xi) * R(xi+1).
We write x ∼R w if both x ≤R w and w ≤R x hold. The resulting equivalence classes
from ∼R are called right cells of W . We have a right cell decomposition
W =
⊔
j∈J
Cj.
We also write x ∼L w if x
−1 ∼R w
−1; this equivalence relation gives the notion of left
cells in W . Combining the two equivalences, one denotes
x ∼LR w
if either x ∼L w or x ∼R w. The resulting equivalence classes are called two-sided cells.
Lemma 5.3 ([KL79, Proposition 2.4]). If x ≤R y, then L(x) ⊇ L(y). Therefore, if
x ∼R y, then L(x) = L(y).
Let C ⊂W be a right cell. Let IC be the A-span of all Cw, w ∈ C together with all Cx
where x ≤R w for some w ∈ C. Let I
′
C ⊂ IC be the span of those Cx for which x ≤R w
with w ∈ C but x /∈ C. Define
VC := IC/I
′
C.
Then VC affords a (not necessarily irreducible) representation of HW , which we denote
by σC. When specialised to the case q = 1, as we will assume from now on, it gives a
representation
(σC, VC)
of the Weyl-group W , which is called the Kazhdan-Lusztig representation associated to
the right cell C. Clearly,
dim σC = |C| .
Let χσC be its character. We have a decomposition of the right regular representation
C[W ] of W into the Kazhdan-Lusztig representations:
C[W ] =
⊕
j∈J
σCj .
Lemma 5.4. Let wα, α ∈ ∆ be a simple reflection and C a right cell. Then
χσC(wα) = 2 |Cwα| − |C| ,
where Cwα := {w ∈ C : wwα > w}.
Proof. This follows immediately from Proposition 5.2. 
Example 5.5. There are always two special right cells C+ = {id} and C− = {wG} (see
[Lus83b,Lus84]). In fact, C+ and C− are both left cells and two-sided cells. For C = {id},
we have σC = 1 by Lemma 5.4. On the other hand, for C = {wG}, one has σC = εW , the
sign representation of W where εW (w) = (−1)
l(w).
Example 5.6. For G = SL3, let α1 and α2 be two simple roots. Write wi := wαi for
i = 1, 2. Let 1, εW , σ0 be all the irreducible representations of W ≃ S3, where σ0 is of
dimension two. The character table of W is given in Table 1.
It can be inferred from Lemma 5.3 and Example 5.5 that there are four right cells in W :
C+, C−, C1 := {w1, w1w2} , C2 := {w2, w2w1} .
Moreover, σC1 ≃ σC2 ≃ σ0.
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Table 1. Character table for Irr(W ) for SL3
id w1 w2 w1w2 w2w1 wG
1 1 1 1 1 1 1
εW 1 −1 −1 1 1 −1
χσ0 2 0 0 −1 −1 0
Example 5.7. Let G = Sp4. Let α1 be the short simple root and α2 the long simple
root. Again, we write wi := wαi . The Weyl group W is the Dihedral group of order 8.
Let
1, εW , χ
′, χ′′, σ0
be all the irreducible representations of W , where the first four are one-dimensional
characters and σ0 is of dimension two. The character table is given in Table 2. There are
four right cells of W :
C+, C−, C1 := {w1, w1w2, w1w2w1} , C2 := {w2, w2w1, w2w1w2} .
Moreover,
σC1 = σ0 ⊕ χ
′, σC2 = σ0 ⊕ χ
′′.
Table 2. Character table for Irr(W ) of Sp4
id w1 w2 w1w2 w2w1 w1w2w1 w2w1w2 wG
1 1 1 1 1 1 1 1 1
εW 1 −1 −1 1 1 −1 −1 1
χ′ 1 −1 1 −1 −1 1 −1 1
χ′′ 1 1 −1 −1 −1 −1 1 1
χσ0 2 0 0 0 0 0 0 −2
5.2. A conjectural formula. Again, let χ be a regular unramified genuine character of
Z(T ). Let
Γ =
⋃
w∈WΓ
w(C+)
be a connected component of V −
⋃
α∈Φ(χ)Ker(α
∨).
Lemma 5.8. If Φ(χ) ⊂ ∆, then WΓ =
⊔
i Ci; that is, WΓ is a disjoint union of right
cells.
Proof. It suffices to show that if C is a right cell, then
⊔
w∈Cw(C
+) does not cross the
walls
{Ker(α∨) : α ∈ Φ(χ) ⊂ ∆} .
Assume that the contrary holds, then there exists α∨ ∈ ∆∨ and w ∈ W such that
l(wαw) = l(w) + 1, and moreover {w,wαw} ⊂ C. However, Lemma 5.3 shows that
wα ∈ L(wαw) = L(w), which gives a contradiction on the lengths of w and wαw. This
completes the proof. 
For any connected component Γ with WΓ =
⊔
i Ci, we denote
σΓ :=
⊕
i
σCi
and call σΓ the Kazhdan-Lusztig representation associated to Γ. Let χσΓ be the character
of σΓ.
KAZHDAN-LUSZTIG REPRESENTATIONS AND WHITTAKER SPACE 31
Recall the representation (see §2.3)
σX :W → Perm(XQ,n),
which arises from the twisted Weyl action w[y] = w(y−ρ)+ ρ. Let χσX be the character
of σX . To proceed, we first discuss about the restriction of σX to parabolic subgroups
of W in the general setting.
Let w ∈ W such that w(C+) ⊂ Γ. Let wΓ ∈ WΓop be such that πΓ = Im(T (wΓ,
w−1Γ w
−1
χ)),
where
T (wΓ,
w−1Γ w
−1
χ) ∈ Hom(I(w
−1
Γ w
−1
χ), I(w
−1
χ))
is a basis. Here wΓ may not be unique. Denote by
σwΓ
X
:W (∆wΓ) →֒ W → Perm(XQ,n)
the restriction of σX to W (∆wΓ). From the decomposition
XQ,n =
⊔
i∈IwΓ
OwΓyi
into W (∆wΓ)-orbits, we obtain the decomposition
σwΓ
X
=
⊕
i∈IwΓ
σwΓ,yi
X
,
where
σwΓ,yi
X
: W (∆wΓ)→ Perm(O
wΓ
yi
)
is the permutation representation of W (∆wΓ) on O
wΓ
yi
. Again, OwGy = Oy for any y ∈
XQ,n, and in this case we will simply write
σy
X
:= σwG,y
X
,
which is a |Oy|-dimensional representation of W . One has
(26) σX =
⊕
Oy∈OXQ,n
σy
X
.
Conjecture 5.9. Let G be a Brylinski-Deligne covering group. Let χ be a regular unram-
ified genuine character of Z(T ). Assume Φ(χ) ⊆ ∆. Let πΓ be an irreducible constituent
of I(χ). Then for every persistent orbit Oy ⊆ XQ,n, one has
(27) dimWhψ(πΓ)Oy = 〈σ
y
X
, σΓ〉W .
In particular, if G is persistent, then (27) holds for every orbit Oy ⊆ XQ,n and therefore
(28) dimWhψ(πΓ) = 〈σX , σΓ〉W .
Note that equality (28) is a consequence of (27) by (22).
Remark 5.10. First, (28) is compatible with the fact that
|XQ,n| = dimWhψ(I(χ)).
Indeed, since dimWhψ(−) is additive on exact sequences, we have
dimWhψ(I(χ)) =
∑
all Γ
dimWhψ(πΓ).
On the other hand, one has∑
all Γ
〈σX , σΓ〉 =
∑
all C
〈σX , σC〉 = 〈σX ,C[W ]〉 = |XQ,n| ,
which gives the claimed compatibility.
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Second, the conjectured equality (27) might be refined as the left hand side also equals
the rank of T (wΓ,
w−1Γ w
−1
χ)∗
O
wΓ
y
(represented by a square matrix of size
∣∣OwΓy ∣∣), where w,wΓ
are chosen as above. However, in this case, we are not aware of a natural replacement
for the right hand side in (27).
Remark 5.11. If G = G, then it is shown in [MW87, §II.1] that to each πΓ there are
naturally associated nilpotent orbits of G which constitute the wave-front set of πΓ, i.e.,
the maximal orbits in the Harish-Chandra character expansion of πΓ. These orbits are
contained in a unique nilpotent orbit OΓ ⊂ G(F ), which is the Richardson orbit (see
[Car93, §5.2]) associated to the parabolic subgroup PΦ(χ)−S, see [MW87, Proposition
II.1.3]. However, for covering groups, this identification no longer holds and it is not
clear what role OΓ plays in describing the character expansion of πΓ.
Consider the involution on W given by
W →W, w 7→ wGwwG.
Proposition 5.12. Let Γ1 and Γ2 be two connected components of V such thatWΓ2 = wG·
WΓ1 ·wG. Assume that Conjecture 5.9 holds. Then for every persistent orbit Oy ⊆ XQ,n,
one has
dimWhψ(πΓ1)Oy = dimWhψ(πΓ2)Oy ;
in particular, dimWhψ(πΓ1) = dimWhψ(πΓ2) if G is persistent.
Proof. Let
WΓ1 =
⊔
i
Ci,
where Ci is a right cell. By assumption, we get
WΓ1 =
⊔
i
wGCiwG,
where C′i := wGCiwG is also a right cell and we have σC′i ≃ σCi (see [BB05, Proposition
6.3.5]). It follows that
σΓ1 ≃ σΓ2 .
Thus Conjecture 5.9 implies that
dimWhψ(πΓ1)Oy = dimWhψ(πΓ2)Oy
for every persistent Oy ⊂ XQ,n. This concludes the proof. 
The involution w 7→ wGwwG is the identity map whenever wG = −1 ∈ W , which
holds if and only if all the exponents of W are odd (see [Bou02, Page 127, Corollary 3]).
However, this involution is in general not the identity map, for example when W is of
type Ar with even r. Thus Proposition 5.12 applies to covers SL
(n)
r+1 with r even in a
nontrivial way. We will illustrate in section §8 the case SL
(n)
3 as an example.
5.3. The special case Oy = {y}. As an (important) example, we show:
Theorem 5.13. Let Oy = {y} be a singleton orbit in XQ,n. Assume that Oy is persistent.
Then Conjecture 5.9 holds, i.e., dimWhψ(πΓ)Oy = 〈σ
y
X
, σΓ〉 for every πΓ ∈ JH(I(χ)).
Proof. We retain the assumption on χ and notations in Conjecture 5.9. Let y ∈ (XQ,n)
W ,
i.e., Oy = {y}. Then σ
y
X
= 1W . Note that we have
(29) 〈σy
X
, σΓ〉 =
{
1 if C+ ⊂WΓ, i.e., Γ = Γ
+;
0 otherwise.
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On the other hand, dimWhψ(πΓ)Oy equals to the rank of T (wG,
w−1G w
−1
χ)∗Oy , w ∈ WΓ,
which is scalar-valued.
Denote temporarily χ′ := w
−1
G w
−1
χ. Let wG = wkwk−1...w1 be a minimal decomposition
with wi = wαi for some αi ∈ ∆. Since Oy is assumed to be persistent, it follows from
[GSS, Theorem 5.13, Remark 5.14] that
T (wG, χ
′)∗Oy = J(χ
′, y, wG) ·
k∏
i=1
γ(wi,
wi−1...w1χ′)−1,
where for any genuine character χ
γ(wα, χ)
−1 =
1− q−1 · χ(hα(̟
nα))−1
1− χ(hα(̟nα))
and J(χ, y, wG) ∈ C
× is a nonzero number. It now follows from Lemma 3.2 that
T (wG, χ
′)∗Oy =C×
∏
α∈Φ+
(1− q−1 · χ′(hα(̟
nα))−1)
=C×
∏
α∈Φ+
(1− q−1 · (w
−1
χ)(hα(̟
nα)))
=C×
∏
α∈Φ+
(1− q−1 · χ(w · hα(̟
nα) · w−1)),
where =C× means equality up to a nonzero complex number. Thus, we have the following
equivalence:
(30)
T (wG, χ
′)∗Oy = 0
⇐⇒ there exists α ∈ Φ+ such that χ(w · hα(̟
nα) · w−1) = q
⇐⇒ there exists α ∈ Φ+ such that − w(α
∨) ∈ Φ(χ)∨
⇐⇒ Φ(χ)∨ ∩ w(Φ∨−) 6= ∅
⇐⇒ w /∈WΓ+ by Lemma 3.4 .
That is, dimWhψ(πΓ)Oy = 0 if and only if Γ 6= Γ
+. In view of (29), this completes the
proof. 
Recall that (cf. Example 2.2) in the case n = 1, a linear algebraic group G = G is
always saturated and therefore persistent (see Lemma 2.7). Theorem 5.13 thus recovers
[Rod81, Proposition 4] for G, which asserts that πΓ is generic if and only if Γ = Γ
+.
6. Induction, dimWhψ(πΓ−)Oy and dimWhψ(πΓ)
6.1. The case πC−. In this subsection, we assume Φ(χ) = ∆, i.e.,
χ(hα(̟
nα)) = q−1 for all α ∈ ∆.
We consider the two representations πΓ when Γ = C
+ or Γ = C− (and thus WΓ = C
+
or C− respectively). The representation πC+ is the unique irreducible subrepresentation
of I(χ), and is the covering analogue of the Steinberg representation. Meanwhile, πC−
is the unique irreducible Langlands quotient of I(χ), the so-called theta representation
Θ(G, χ) (in the notation of [Gao17]) associated to the exceptional character χ, see also
[KP84,Cai,Les].
Recall from Example 5.5:
σC+ = 1W , σC− = εW .
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Lemma 6.1. For every persistent orbit Oy ⊆ XQ,n, one has
(31) 〈σy
X
,1W 〉 = 1, and 〈σ
y
X
, εW 〉 =
{
1 if Oy is free ,
0 otherwise.
In particular, if G is persistent, then
〈σX ,1W 〉 =
∣∣OXQ,n∣∣ and 〈σX , εW 〉 = ∣∣∣O̥XQ,n
∣∣∣ ,
where O̥
XQ,n
is the set of free W -orbits in XQ,n.
Proof. It suffices to prove (31). The equality 〈σy
X
,1W 〉 = 1 is clear and in fact holds for
every orbit Oy ⊂ XQ,n, not necessarily persistent. We prove the second equality in (31).
For every y ∈ XQ,n, since W acts transitively on Oy, we have σ
y
X
≃ IndWWy1Wy , where
Wy := StabW (y;XQ,n) is the stabilizer of y. It now follows from Frobenius reciprocity
〈σy
X
,1W 〉W =
〈
1Wy , εW |Wy
〉
Wy
.
Since Wy = StabW (y;X
sc
Q,n) by the assumption that Oy is persistent, if Wy 6= {1} (i.e.
Oy is not free), then by [Gao17, Lemma 3.12], we may assume y is such that wα ∈ Wy
for some α ∈ ∆. Thus,
〈σy
X
,1W 〉W = 0.
On the other hand, if Oy is free, then Wy = {1} and clearly 〈σ
y
X
,1W 〉W = 1. This
completes the proof of (31) and thus the lemma. 
Proposition 6.2. Let χ be a regular unramified character of Z(T ) with Φ(χ) = ∆. Then
for every persistent orbit Oy, one has
(32) dimWhψ(πC−)Oy = 〈σ
y
X
, εW 〉 .
In particular, if G is persistent, then
(33) dimWhψ(πC−) = 〈σX , εW 〉 ,
which is equal to the number of free W -orbits in XQ,n.
Proof. We first note that the equality (33) is just a reinterpretation of [Gao17, Theorem
3.15]. Indeed, it is shown in loc. cit. that
dimWhψ(πC−) =
∣∣∣O̥XQ,n
∣∣∣ .
Thus (33) follows from Lemma 6.1.
Regarding (32) , we note that if πC− = T (wΓ,
w−1Γ w
−1
χ), then necessarily w = wG and
wΓ = wG. Thus, it suffices to show
rank of T (wG, χ)
∗
Oy = 〈σ
y
X
, εW 〉
for every persistent Oy ⊂ XQ,n. The proof of this is also implicit in [Gao17], and is
basically the “Oy-relative” version of the argument there. We give a sketch as follows.
The discussion in [Gao17, page 345-354] (including from Proposition 3.4 to Theorem
3.14) could be carried in the “Oy-relative” setting arising from considering any orbit
Oy ⊂ XQ,n. For instance, since πC− = Im(T (wG, χ)), for every orbit Oy, we have
Whψ(πC−)Oy = Im(T (wG, χ)
∗
Oy).
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It follows from Proposition 4.4, for example, that [Gao17, Proposition 3.4] has a “Oy-
relative” version:
(34)
Whψ(πC−)Oy
=
{
λ ∈Whψ(I(χ))Oy : λ|Ker(T (wG,χ)) = 0
}
=
{
λ ∈Whψ(I(χ))Oy : T (wα,
wαχ)∗(λ) = 0 for all α ∈ ∆
}
=
⋂
α∈∆
Ker
(
T (wα,
wαχ)∗Oy : Whψ(I(χ))Oy →Whψ(I(
wαχ)Oy)
)
.
Following this, argument in [Gao17] can be easily adapted and we have:
• an analogue of [Gao17, (10)] shows that dimWhψ(πC−)Oy ≤ 1;
• if Oy is free, then dimWhψ(πC−)Oy = 1;
• if Oy is persistent but not free, then the proof of [Gao17, Proposition 3.13] shows
that dimWhψ(πC−)Oy = 0.
That is, we have
dimWhψ(πC−)Oy =
{
1 if Oy is free;
0 otherwise.
However, this is equivalent to the equality dimWhψ(πC−)Oy = 〈σ
y
X
, εW 〉 in view of Lemma
6.1. This completes the proof for (32). 
6.2. Induction and dimWhψ(πΓ)Oy . In this subsection, we will show by a reduction
that (27) in Conjecture 5.9 is a consequence of Conjecture 4.7. The same method proves
(28) for every persistent covering group unconditionally. The key is that to prove (27)
(modulo Conjecture 4.7 in this case) or (28), it suffices to prove the equality for every
standard Levi subgroup; this latter result has been discussed in the preceding subsection.
This reduction arises from a method of induction on the two sides of (27): what pertains
to the left hand side of (27) is a (simpler) instance of Rodier’s heridity theorem on
Whittaker functionals, while the right hand side concerns the induction of Kazhdan-
Lusztig representations on right cells.
Let S ⊂ ∆ and W (S) be the parabolic subgroup of W . Let wS ∈ W (S) be the longest
element. Let RS ⊂W be the set of representatives of minimal length for the right cosets
W (S)\W , i.e.,
RS = {w ∈ W : l(wα · w) > l(w) for all α ∈ S} .
Lemma 6.3. Let S be such that S ⊆ Φ(χ) ⊆ ∆. One has WΓ♮S
= wS · RS.
Proof. Let α ∈ ∆. It follows from [Bou02, page 170, Corollary 2] that l(wαw) > l(w) if
and only if w−1(α∨) > 0. Thus,
RS =
{
w : w−1(α∨) > 0 for every α ∈ S
}
.
On the other hand, WΓ♮S
=
{
w : Φ(χ)∨ ∩ w(Φ∨−) ⊇ S
∨
}
. One can now check easily that
the claim holds. 
Before stating the main theorem, we recall the following result of Barbasch and Vogan.
Proposition 6.4 ([BV83, Proposition 3.15], see also [Roi98, Theorem 2]). Let S ⊆ ∆ and
W (S) ⊂W be the associated parabolic subgroup. Let CS ⊂ W (S) be a right cell of W (S),
and σCS the associated Kazhdan-Lusztig representation of W (S). Then CS ·RS ⊂W is a
union of right cells in W . Let σCS ·RS be its associated Kazhdan-Lusztig representation of
W . Then
σCS ·RS = Ind
W
W (S)σCS .
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There is a counterpart regarding the restriction of Kazhdan-Lusztig cells and represen-
tations, for which the reader may refer to [BV83, Proposition 3.11] or [Roi98, Proposition
1].
For every S ⊆ Φ(χ) ⊆ ∆, we denote
σΓ♮S
:=
⊕
S′:S⊆S′⊆Φ(χ)
σΓS′ ,
which is called the Kazhdan-Lusztig representation associated with WΓ♮S
.
Corollary 6.5. For every S ⊆ Φ(χ) ⊆ ∆, we have
σΓS =
∑
S′:S⊆S′⊆Φ(χ)
(−1)|S
′−S| · σΓ♮
S′
with σΓ♮
S′
= IndWW (S′)εW (S′).
Proof. The first equality follows from Lemma 4.8. The second equality follows from
Lemma 6.3, Proposition 6.4, and the fact that {wS} corresponds to the Kazhdan-Lusztig
representation εW (S) of W (S) for every S ⊆ Φ(χ). 
Theorem 6.6. Assume Φ(χ) ⊆ ∆. Then for every S ⊆ Φ(χ) and every persistent orbit
Oy, one has
dimWhψ(πΓ♮S
)Oy =
〈
σy
X
, σΓ♮S
〉
W
.
As a consequence, we have:
(i) Conjecture 5.9 holds for πΓ− ;
(ii) if Conjecture 4.7 holds, then Conjecture 5.9 holds for every πΓ, i.e., for every
persistent orbit Oy ⊆ XQ,n,
dimWhψ(πΓ)Oy = 〈σ
y
X
, σΓ〉W ;
(iii) if G is persistent, then for every πΓ ∈ JH(I(χ)),
dimWhψ(πΓ) = 〈σX , σΓ〉W .
Proof. We consider induction on the two sides of
dimWhψ(πΓ♮S
)Oy =
〈
σy
X
, σΓ♮S
〉
W
.
Let P = MU ⊂ G be the parabolic subgroup associated to S ⊆ Φ(χ). Recall from §4.4
the following commutative diagram
I(χ) I(wSχ)
IG
P
(
IM
BM
(χ)
)
IG
P
(
IM
BM
(wSχ)
)
.
T (wS ,χ)
IG
P
(Tˆ (wS ,χ))
The image of Tˆ (wS, χ) is just πΓ−M
, the representation of M associated to the component
Γ−M = wS(C
+
M ); that is, πΓ−M
is just the theta representation of M . By definition, πΓ♮S
=
IG
P
πΓ−M
, and the above diagram gives that πΓ♮S
= Im(T (wS, χ)).
Let Oy ⊆ XQ,n be a persistent W -orbit. By definition, one has
dimWhψ(πΓ♮S
)Oy = rank of T (wS, χ)
∗
Oy .
On the other hand, decompose
Oy =
⊔
i∈I
OwSyi
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into disjoint W (S)-orbits, we have
Tˆ (wS, χ)
∗
Oy :=
⊕
i∈I
Tˆ (wS, χ)
∗
O
wS
yi
.
Since T (wS, χ)
∗
Oy and Tˆ (wS, χ)
∗
Oy can be represented by the same matrix, they have equal
rank. Therefore,
(35) dimWhψ(πΓ♮S
)Oy =
∑
i∈I
rank
(
Tˆ (wS, χ)
∗
O
wS
yi
)
=
∑
i∈I
dimWhψ(πΓ−M
)OwSyi
.
We have from Lemma 6.3 that WΓ♮S
= WΓ−M
· RS, where WΓ−M = {wS} and σΓ
−
M
= εW (S).
Note that every W (S)-orbit OwSyi is persistent by Lemma 2.6. It then follows that for
every persistent Oy ⊆ XQ,n:
dimWhψ(πΓ♮S
)Oy
=
∑
i∈I
dimWhψ(πΓ−M
)OwSyi
by (35)
=
∑
i∈I
〈
σwS ,yi
X
, σΓ−M
〉
W (S)
by Theorem 6.2
=
〈
σy
X
|W (S), σΓ−M
〉
W (S)
=
〈
σy
X
, IndWW (S)σΓ−M
〉
W
by Frobenius reciprocity
=
〈
σy
X
, σΓ♮S
〉
W
by Proposition 6.4 .
Specialized to the case S = Φ(χ), one has πΓ♮S
= πΓ− and this gives (i).
For (ii), we have from Corollary 6.5
σΓS =
∑
S′:S⊆S′⊆Φ(χ)
(−1)|S
′−S| · σΓ♮
S′
∈ R(W ).
Since dimWhψ(πΓ♮S
)Oy =
〈
σy
X
, σΓ♮S
〉
W
for every S ⊂ Φ(χ), the assertion (ii) follows from
the second part of Proposition 4.9. Similarly, (iii) follows from the first part of Proposition
4.9. 
Corollary 6.7. Assume Φ(χ) ⊂ ∆ with |Φ(χ)| ≤ 2. Then Conjecture 5.9 holds, i.e., for
every persistent orbit Oy and every πΓ ∈ JH(I(χ)), one has
dimWhψ(πΓ)Oy = 〈σ
y
X
, σΓ〉 .
Proof. In the proof of Theorem 6.6 (ii), we used Proposition 4.9. However, if |Φ(χ)| ≤ 2,
then one can apply Corollary 4.12 instead to deduce the above equality unconditionally
without assuming Conjecture 4.7. 
The above result shows that for G of semisimple rank at most two, Conjecture 5.9
holds for every regular unramified χ such that Φ(χ) ⊂ ∆.
Corollary 6.8. Assume Φ(χ) ⊆ ∆.
(i) If Conjecture 4.7 holds, then for every persistent orbit Oy one has
dimWhψ(πΓ)Oy ≥ dimWhψ(πΓ−)Oy
for all πΓ ∈ JH(I(χ)).
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(ii) If G is persistent, then we always have
dimWhψ(πΓ) ≥ dimWhψ(πΓ−)
for every πΓ ∈ JH(I(χ)).
Proof. For every S ⊆ Φ(χ), we write WS for WΓS =
{
w ∈ W : Φ(χ)∨ ∩ w(Φ∨−) = S
∨
}
,
and similarly we have
W (Φ(χ))S =
{
w ∈ W (Φ(χ)) : Φ(χ)∨ ∩ w(Φ∨o,−) = S
∨
}
,
where Φo,− denotes the set of negative roots generated by Φ(χ). We first show
(36) WS = W (Φ(χ))S · RΦ(χ).
Recall that w ∈ RΦ(χ) if and only if w
−1(α∨) > 0 for every α ∈ Φ(χ). It is easy to check
WS ⊇ W (Φ(χ))S · RΦ(χ) for every S ∈ P(Φ(χ)). As the WS’s with S ∈ P(Φ(χ)) form
a partition of W , and similarly for W (Φ(χ))S’s and W (Φ(χ)), it then follows from the
equality W =W (Φ(χ)) · RΦ(χ) that (36) holds for every S.
Now Proposition 6.4 gives that
σΓS = Ind
W
W (Φ(χ)) σΓo,S ,
where σΓo,S is the Kazhdan-Lusztig representation of W (Φ(χ)) associated to W (Φ(χ))S.
By Theorem 6.6 (ii), assuming Conjecture 4.7, we have
dimWhψ(πΓS)Oy = 〈σ
y
X
, σΓS〉W =
〈
σy
X
, σΓo,S
〉
W (Φ(χ))
.
Decompose Oy as W (Φ(χ))-orbits: Oy = ⊔i∈IOyi. (In the previous notation, Oyi is
O
wΦ(χ)
yi .) We see that
(37) dimWhψ(πΓS)Oy =
∑
i∈I
〈
σOyi , σΓo,S
〉
W (Φ(χ))
,
where σOyi denotes the permutation representation of W (Φ(χ)) on Oyi .
We have Γo,S = Γ
−
o if and only if S = Φ(χ). In view of Lemma 6.1, we see that〈
σOyi , σΓo,S
〉
W (Φ(χ))
≥
〈
σOyi , σΓ−o
〉
W (Φ(χ))
for every S. Coupled with (37), this completes the proof for (i), while that for (ii) is
similar. 
In fact, we believe the following holds.
Conjecture 6.9. Let G be an n-fold persistent covering group. Let Θ(G, χ) = πΓ− be
the theta representation associated to an unramified character χ with Φ(χ) = ∆. Then:
(i) Θ(G, χ) is the least generic representation among all irreducible genuine repre-
sentations with the same Bernstein support; that is,
dimWhψ(π) ≥ dimWhψ(Θ(G, χ))
for every irreducible constituent π of an arbitrary unramified genuine principal
series of G.
(ii) Let GL
(n)
r be a Brylinski-Deligne cover of GLr. If dimWhψ(Θ(GL
(n)
r , χ)) > 0, then
for every irreducible genuine representation π of GL
(n)
r , one has dimWhψ′(π) > 0
for some non-degenerate ψ′.
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As a remark on Conjecture 6.9 (i), it is possible that Θ(G, χ) is generic, but there
exists non-generic supercuspidal representation π of G. For example, the consideration
of the θ10-phenomenon (cf. [Sri68, HPS79, BS09]) in the covering setting gives such an
example. Moreover, there exist generic depth-zero supercuspidal representation π such
that dimWhψ(Θ(G, χ)) ≥ dimWhψ(π) = 1. See [Blo92, Theorem 3] or [GW19, Corollary
3.18, Corollary 5.2].
On the other hand, Conjecture 6.9 (ii) seems to be folkloric, and our belief partly
originates from the fact that supercuspidal representations of GL
(n)
r are always generic
(see [GK75, §5-§6] and [KP84, Theorem I.5.2]).
We also have the following asymptotic behaviour of dimWhψ(πΓ).
Proposition 6.10. Let G be a simply-connected group and Q a fixed Weyl-invariant
quadratic form on its cocharacter lattice such that Q(α∨) = 1 for every short simple
coroot. Let G
(n)
be a saturated cover of G associated with Q. If we increase n such that
G
(n)
stays in the saturated class, then one has
dimWhψ(πΓ) ∼
|XQ,n|
|W |
· dim σΓ,
where A(n) ∼ B(n) means limn→∞A(n)/B(n) = 1.
Proof. As G is simply-connected, the covering G
(n)
is saturated if and only if YQ,n = Y
sc
Q,n,
see Example 2.2. We first remark that it is shown in [GSS, Proposition 2.13] that G
∨
Q,n is
periodic with respect to n (with G and Q fixed). In particular, there are infinitely many
n such that G
(n)
is saturated.
Since Y scQ,n is a root lattice, there exists no ≤ max {nα : α ∈ ∆} such that
Y scQ,n = no · Y
†
where Y † ⊆ Y is a root lattice of the same type as Y of index [Y : Y †] bounded above
by 3.
We claim that for G
(n)
stays in the saturated class, one has
(38) lim
n→∞
∣∣O̥Q,n∣∣
|OQ,n|
= 1.
One has a bijection Y/YQ,n ≃ (n
−1
o Y )/Y
† given by y 7→ y/no. Denote by C an alcove of
Y †⊗R with respect to the affine Weyl group Y †⋊W . Then Oy is not a free-orbit if and
only if y/no lies on the boundary ∂C of C. It is easy to see that
lim
n→∞
∣∣(∂C) ∩ (n−1o Y )∣∣∣∣C ∩ (n−1o Y )∣∣ = 0,
as ∂C is of codimension one in C. This gives (38).
We have
〈σΓ, σX 〉 =
∑
Oy∈OQ,n
〈σΓ, σ
y
X
〉 ≤
∑
Oy∈OQ,n
〈σΓ,C[W ]〉 = |OQ,n| · dim σΓ,
and
〈σΓ, σX 〉 =
∑
Oy∈OQ,n
〈σΓ, σ
y
X
〉 ≥
∣∣O̥Q,n∣∣ · dim σΓ.
It is also clear ∣∣O̥Q,n∣∣ ≤ |XQ,n||W | ≤ |OQ,n| .
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Now it follows from (38) and Theorem 6.6 (iii) that
dimWhψ(πΓ)
dim σΓ
∼
|XQ,n|
|W |
∼ |OQ,n| ∼
∣∣O̥Q,n∣∣ ,
as n increases while G
(n)
stays saturated. 
Remark 6.11. In order to remove any potential confusion, we note that χ and Γ are
defined only after G
(n)
is chosen, in particular after n is given. Thus more strictly,
we should write πΓ as πG(n),χG,n,Γ
, where χG,n now denotes the character χ for G
(n)
.
What we consider in Proposition 6.10 concerns the family of π
G
(n)
,χG,n,Γ
such that G
(n)
is
saturated, Φ0 := Φ(χG,n) is a subset of ∆ independent of n, and thus Γ ⊂ Φ0 is a common
subset of every Φ(χG,n). It is therefore validated to consider the asymptotic behavior of
dimWhψ(πG(n),χG,n,Γ
) as n increases.
It is expected that Proposition 6.10 also holds for persistent coverings of a general
reductive group. In any case, it follows from loc. cit. that, in contrast with Corollary
6.8, dimWhψ(πΓ+) does not provide the upper bound for dimWhψ(πΓ), πΓ ∈ JH(I(χ)),
though for linear algebraic groups this is the case as πΓ+ is the only generic constituent
of I(χ). Indeed, Proposition 6.10 implies that for n large, one has
dimWhψ(πΓ1)
dimWhψ(πΓ2)
∼
dim σΓ1
dim σΓ2
.
For more concrete examples, see §8.
Remark 6.12. For persistent G and χ a regular unramified genuine character of Z(T ),
Theorem 6.6 and its proof entail a refinement (and also the truth) of Ginzburg’s conjecture
[Gin18], which states that the unique unramified subquotient of I(χ) is non-generic if
and only if it is a subrepresentation of the parabolic induction from a non-generic theta
representations on the Levi subgroup. For instance, the equality (35)
dimWhψ(πΓ−)Oy =
∑
i∈I
dimWhψ(πΓ−M
)OwSyi
,
when applied to S = Φ(χ), is such a refinement.
Example 6.13. Suppose Φ(χ) = {α} ⊂ ∆. Then we have
π+ I(χ) π−,
where π+ := πΓ+ and π− := πΓ−. Denote Wα = {id, wα} ⊂ W . We also write σ+ := σΓ+
and σ− := σΓ− for the Kazhdan-Lusztig representation . Then σ+ = Ind
W
Wα1 and σ− =
IndWWαεWα, by Proposition 6.4. If G is persistent, then
dimWhψ(πΓ+) = 〈σX , σ+〉 and dimWhψ(πΓ−) = 〈σX , σ−〉 .
This is clearly compatible with Remark 5.10, since σ+ ⊕ σ− = C[W ]. Let
aα := dimWhψ(πΓ−) and bα := dimWhψ(πΓ+)− dimWhψ(πΓ−) =
∣∣(XQ,n)Wα∣∣ .
Then in [GSS, §4.7], we have given an interpretation of the number aα (resp. bα) as expo-
nent of the Plancherel measure (resp. gamma or metaplectic gamma factor) that appears
in the determinant of the Shahidi local coefficients matrix associated to T (wα, i(χ)) for
χ in general position.
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7. A dual argument and dimWhψ(πΓ+)Oy
First we show that Theorem 6.6 implies the following:
Proposition 7.1. Assume G is persistent and Φ(χ) ⊂ ∆. One has
(39) σΓ+ = Ind
W
W (Φ(χ))1W (Φ(χ)),
and therefore
dimWhψ(πΓ+) = 〈σX , σΓ+〉W = 〈σX ,1〉W (Φ(χ)) ,
which is the number of W (Φ(χ))-orbits in XQ,n.
Proof. Similar to Lemma 6.3, it is not hard to see that WΓ+ = RΦ(χ). Thus (39) follows
from Proposition 6.4. The rest is clear in view of Theorem 6.6 (iii). 
In particular, we see that πΓ+ is always generic. As mentioned, if Φ(χ) = ∆, then
πΓ+ is the covering analogue of the Steinberg representation. In any case, Proposition
7.1 could also be viewed as a generalization of Rodier’s result [Rod81, Proposition 4] for
linear algebraic groups, compared to Theorem 5.13.
The goal of this section is to prove the analogue of Theorem 6.6 (i) for πΓ+ . That
is, we prove that Conjecture 5.9 holds for dimWhψ(πΓ+)Oy for every persistent W -orbit
Oy ⊆ XQ,n. This refines Proposition 7.1. The proof in fact goes parallel with that for
πΓ− , and follows from a “dual argument”. However, as at one point (see Proposition 7.4)
there is a crucial contrast between the two cases of πΓ+ and πΓ−, which is of independent
interest, we present more details of the proof below.
7.1. When Φ(χ) = ∆. In this subsection, we assume Φ(χ) = ∆ and denote
χ♭ := wGχ.
Clearly Φ(χ♭) = −∆. The analogue of the following is proved for πC− (i.e., the theta
representation) in [KP84,Gao17]. We show that it holds for πC+ as well.
Proposition 7.2. Let G be a general covering group and χ a regular character with
Φ(χ) = ∆. Then:
(i) πC+ is the image of
T (wG, χ
♭) : I(χ♭)→ I(wG(χ♭));
in fact, it is the unique irreducible quotient of I(χ♭).
(ii) Ker
(
T (wG, χ
♭) : I(χ♭)→ I(wG(χ♭))
)
is generated by{
Im
(
T (wα,
wα(χ♭)) : I(wα(χ♭))→ I(χ♭)
)
: α ∈ ∆
}
.
Consequently,
(40) Whψ(πC+)Oy ≃
⋂
α∈∆
Ker
(
T (wα,
wα(χ♭))∗Oy : Whψ(I(χ
♭))Oy →Whψ(I(
wα(χ♭)))Oy
)
for every orbit Oy ⊆ XQ,n.
Proof. The proof here follows the same argument as in [KP84, Theorem I.2.9]. However,
since the details of the proof of statement (d) in loc. cit. are omitted, we give the
argument for completeness.
For (i), the fact that πC+ is the image of the intertwining map T (wG, χ
♭) : I(χ♭) →
I(wG(χ♭)) follows from Theorem 3.6 (i). We show the uniqueness. Suppose that
I(χ♭)։ π,
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where (π, Vπ) is an irreducible quotient of I(χ
♭). Let w ∈ W be such that δ
1/2
B · i(
w(χ♭)) ⊂
πU . Then
π →֒ I(w(χ♭)).
The composite I(χ♭) ։ π →֒ I(w(χ♭)) gives a nonzero map in Hom(I(χ♭), I(w(χ♭))),
which by Proposition 3.5 (i) must be a (nonzero) multiple of the intertwining map
T (w, χ♭) : I(χ♭)→ I(w(χ♭)). Thus, π = Im(T (w, χ♭)). As
T (wG, χ
♭) = T (wG · w
−1, wχ♭) ◦ T (w, χ♭),
we see that
π ։ πC+ .
Since π is irreducible, one has π ≃ πC+ and w = wG.
To prove (ii), for readability, we denote by Tw,χ (or even just Tw if no confusion arises)
the map T (w, χ). Denote by〈
Im(Twα,wα(χ♭)) : α ∈ ∆
〉
⊂ I(χ♭)
the submodule of I(χ♭) which is generated by Im(Twα,wα (χ♭)) for all α ∈ ∆. Note that the
composite
(41) I(wα(χ♭)) I(χ♭) I(wG(χ♭))
Twα TwG
is 0, since TwG ◦ Twα = TwG·w−1α ◦ Twα ◦ Twα with Twα ◦ Twα = 0. Here the equality
Twα ◦ Twα = 0 follows from Proposition 3.5 (i) and the fact that Twα ◦ Twα(f) = 0 for the
normalized unramified vector f . We thus have
(42) Im(Twα,wα (χ♭)) ⊂ Ker(TwG)
for all α ∈ ∆.
Now to show the other inclusion
〈
Im(Twα,wα(χ♭)) : α ∈ ∆
〉
⊃ Ker(TwG), we first show
the following inclusion:
(43)
〈
Im(Tw,w−1(χ♭)) : w 6= id ∈ W
〉
⊃ Ker(TwG)
To prove (43), it suffices to show
(44)
⋃
w 6=id∈W
Im(Tw,w−1(χ♭))U ⊃ Ker(TwG)U ,
which is equivalent to
(45)
⋂
w 6=id∈W
(
I(χ♭)U − Im(Tw,w−1 (χ♭))U
)
⊂
{
δ
1/2
B · i(
wG(χ♭))
}
,
since
Ker(TwG)U =
⋃
w 6=wG∈W
δ
1/2
B · i(
w(χ♭)).
For the purpose of proving (45), suppose on the contrary that there exists δ
1/2
B · i(
w′(χ♭))
with w′ 6= wG lying in the left hand side of (45). Then δ
1/2
B · i(
w′(χ♭)) does not appear in
Im(Tw,w−1 (χ♭))U for every w 6= id ∈ W . Thus,
δ
1/2
B · i(
w′(χ♭)) ⊂ Ker(Tw,w−1(χ♭))U
for every w 6= id, as Ker(Tw,w−1 (χ♭))U and Im(Tw,w−1 (χ♭))U have empty intersection. This
gives us a contradiction for w = w′−1 · wG as follows:
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• The composite
I(wGw
′
(χ♭)) I(χ♭) I(w
′
(χ♭))
Tw′−1wG Tw′
is the map TwG . This shows that δ
1/2
B · i(
w′(χ♭)) ⊂ Ker(Tw′−1wG)U ⊂ Ker(TwG)U ;
however δ
1/2
B · i(
w′(χ♭)) ⊂ Im(TwG)U as well. This is a contradiction.
Therefore, (43) is proved.
Note that for w = wαw1 6= id with α ∈ ∆, we have
Im(Twα,wα(χ♭)) ⊃ Im(Tw,w−1 (χ♭)).
It thus follows from (43) that
(46)
〈
Im(Twα,wα (χ♭)) : α ∈ ∆
〉
⊃ Ker(TwG).
This inclusion coupled with (42) proves the first statement in (ii). The equality (40)
follows from the same argument as in (34). 
Corollary 7.3. Let Oz ⊆ XQ,n be a W -orbit. Let λ
χ♭
c
∈ Whψ(I(χ
♭))Oz be the ψ-
Whittaker functional of I(χ♭) associated to some c ∈ Ftn(i(χ♭)). Then, λχ
♭
c
lies in
Whψ(πC+)Oz if and only if for every simple root α ∈ ∆ one has
(47) c
(
swα[y])
)
= −q−ky,α · ξ〈yρ,α〉·D(y,α
∨) · gψ−1(〈yρ, α〉Q(α
∨))−1 · c(sy) for every y ∈ Oz.
Proof. Consider λχ
♭
γ ∈Whψ(I(χ
♭)) and α ∈ ∆, we have from (18)
T (wα,
wαχ)∗(λχ
♭
γ ) =
∑
γ′
τ(wα,
wα(χ♭), γ, γ′) · λ
wα (χ♭)
γ′ .
Let c ∈ Ftn(i(χ♭)) and let λχ
♭
c
=
∑
γ∈T/A c(γ)λ
χ♭
γ ∈ Whψ(I(χ
♭)) be the associated func-
tional. Then,
T (wα,
wα(χ♭))∗(λχ
♭
c
) =
∑
γ
c(γ)
(∑
γ′
τ(wα,
wα(χ♭), γ, γ′) · λ
wαχ♭
γ′
)
=
∑
γ′
(∑
γ
c(γ)τ(wα,
wα(χ♭), γ, γ′)
)
λ
wαχ♭
γ′ .
By (40), a function c ∈ Ftn(i(χ♭)) gives rise to a functional in Whψ(πC+)Oz (i.e. λ
χ♭
c
∈
Whψ(πC+)Oz) if and only if for every α ∈ ∆,∑
y1∈Oz
c(sy1)τ(wα,
wα(χ♭), sy1 , sy) = 0 for all y ∈ Oz.
It follows from Theorem 4.2 that the above equality is equivalent to that the equality
c(sy) · τ(wα,
wα(χ♭), sy, sy) + c(swα[y]) · τ(wα,
wα(χ♭), swα[y], sy) = 0
holds for every α ∈ ∆ and y ∈ Oz. Again, Theorem 4.2 gives
c(swα[y])
=− (1− q−1)
(χ♭(hα(̟
nα)))−ky,α
1− χ♭(hα(̟nα))−1
· ξ〈yρ,α〉·D(y,α
∨) · gψ−1(〈yρ, α〉Q(α
∨))−1 · c(sy)
=− q−ky,α · ξ〈yρ,α〉·D(y,α
∨) · gψ−1(〈yρ, α〉Q(α
∨))−1 · c(sy) since Φ(χ
♭) = −∆.
This completes the proof. 
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Now for any y ∈ Y and α ∈ ∆, we define:
d(wα, y) := −q
−ky,α · ξ〈yρ,α〉·D(y,α
∨) · gψ−1(〈yρ, α〉Q(α
∨))−1,
where
ky,α =
⌈
〈yρ, α〉+ 1
nα
⌉
.
Clearly d(wα, y) 6= 0 for all α ∈ ∆ and y ∈ Y . For w = wkwk−1...w2w1 ∈ W in a
minimum expansion, define
d(w, y) :=
k∏
i=1
d(wi, wi−1...w1[y]).
The following result plays a crucial role, and it is in contrast with [Gao17, Proposition
3.10] for πC− .
Proposition 7.4. Let Oz ⊆ XQ,n be a persistent orbit. Then for every y ∈ Oz and
w1, w2 ∈ W , one has d(w1w2, y) = d(w1, w2[y]) · d(w2, y). In particular, d(w, y) is well-
defined, independent of the choice of minimum expansion of w.
Proof. The Weyl group W has the presentation
W = 〈wα : (wαwβ)
mαβ = 1 for α, β ∈ ∆〉 .
Let y ∈ Oz be any element. We first show that the equality
(48) d(wα, wα[y]) · d(wα, y) = 1
holds for all α ∈ ∆. There are two cases to consider.
• First, if wα /∈ StabW (y;XQ,n), then wα[y] − y /∈ Y
sc
Q,n. That is, nα ∤ 〈yρ, α〉 and
nα ∤ 〈wα[y]ρ, α〉. As in the proof for [Gao17, Lemma 3.9], we have
kwα[y],α · ky,α = 1.
Thus,
d(wα, wα[y]) · d(wα, y)
=
q−1 · ξ〈wα[y]ρ,α〉·D(wα[y]ρ,α
∨)+〈yρ,α〉·D(y,α∨)
gψ−1(〈wα[y]ρ, α〉Q(α∨)) · gψ−1(〈yρ, α〉Q(α∨))
= q−1 · ξ〈wα[y]ρ,α〉·D(wα[y]ρ,α
∨)+〈yρ,α〉·D(y,α∨) · q · ξ〈yρ,α〉Q(α
∨)
= ξ〈yρ,α〉
2·Q(α∨) · ξ〈yρ,α〉Q(α
∨)
= 1.
• Second, if wα ∈ StabW (y;XQ,n), then since Oy = Oz is persistent we have wα[y]−
y ∈ Y scQ,n. That is, wα[y]−y = −〈yρ, α〉α
∨ ∈ Y scQ,n. Thus, we have 〈y, α〉 = knα+1
for some k ∈ Z. In this case,
kwα[y],α · ky,α = 2
and also by (21),
gψ−1(〈wα[y]ρ, α〉Q(α
∨)) = gψ−1(〈yρ, α〉Q(α
∨)) = −q−1.
It follows easily that d(wα, wα[y]) · d(wα, y) = 1 in this case.
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Therefore, we have shown that (48) holds.
Now we show that the braid relation on the function d(wα, y) holds. That is, ifmαβ = 3
for example, then the equality
(49) d(wα, wβwα[y]) · d(wβ, wα[y]) · d(wα, y) = d(wβ, wαwβ[y]) · d(wα, wβ[y]) · d(wβ, y)
holds. However, the same argument in [Gao17, page 351-352] shows that this is the case.
Indeed, the checking in loc. cit. for (49) and its analogues for the cases mαβ = 4, 6 is a
formal verification, which does not rely on any condition on y.
The above shows that d(w1w2, y) = d(w1, w2[y]) · d(w2, y) for any w1, w2 ∈ W , as
desired. 
Proposition 7.5. Let χ be a regular unramified character with Φ(χ) = ∆. Then for
every persistent orbit Oy ⊆ XQ,n,
dimWhψ(πC+)Oy = 〈σ
y
X
,1W 〉 = 1.
Proof. Let Oy ⊆ XQ,n be a persistent W -orbit. We define a nonzero cOy ∈ Ftn(i(χ
♭))
with support Oy · A as follows. First, let cOy(sy) = 1, and for any w ∈ W , define
cOy(sw[y]) := d(w, y) · cOy(sy).
It is well-defined and independent of the minimum decomposition of w by Proposition
7.4. Second, we extend cOy to the covering torus T by defining
cOy(sw[y] · z) = cOy(sw[y]) · χ
♭(z) for z ∈ A
and
c(t) = 0 if t /∈
⋃
w∈W
sw[y] · A.
If Oy = Oz ⊂ XQ,n, then Proposition 7.4 gives
C · cOy = C · cOz ∈ Ftn(i(χ
♭)).
That is, every orbit Oy in XQ,n contributes to a one-dimensional space of Whψ(πC+)Oy .
On the other hand, Corollary 7.3 implies that every element in Whψ(πC+)Oy arises from
such a cOy . Therefore,
dimWhψ(πC+)Oy = 1 = 〈σ
y
X
,1〉W ,
where the second equality follows from Lemma 6.1. 
7.2. The general case when Φ(χ) ⊆ ∆. The main result in this section is
Theorem 7.6. Let χ be a regular unramified character with Φ(χ) ⊆ ∆. For every
persistent Oy ⊆ XQ,n, one has
dimWhψ(πΓ+)Oy = 〈σ
y
X
, σΓ+〉W ;
that is, Conjecture 5.9 holds for πΓ+ .
Proof. As the argument is almost the same as that for Theorem 6.6, we will just sketch
the key steps. First, letting wl ∈ W (Φ(χ)) be the longest element, one checks that πΓ+
is the image of intertwining operator
T (wl, χ
♭) : I(wl(χ♭))→ I(χ♭).
Then Proposition 7.5 coupled with the argument in Theorem 6.6 give that
dimWhψ(πΓ+)Oy =
〈
σy
X
, IndWW (Φ(χ))1W (Φ(χ))
〉
W
.
Second, analogous to Lemma 6.3, one has WΓ+ = RΦ(χ) and therefore Proposition 6.4
implies σΓ+ = Ind
W
W (Φ(χ))1W (Φ(χ)). The result now follows. 
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Remark 7.7. It is possible to give an analysis of πΓ+ and πΓ−, by generalizing the
argument for πC± (when Φ(χ) = ∆). More precisely, one can show that the analogues
of Proposition 7.2 (iii) and [Gao17, Proposition 3.4] hold, where the intersection is then
taken over Φ(χ) instead of ∆. From such an approach, Theorem 6.6 (i) and Theorem 7.6
can also be deduced.
8. Several explicit examples
In this section, we consider saturated covers G of SL3, Sp4 and the exceptional group
G2. For such covers, we compute explicitly dimWhψ(πΓ). In fact, we only consider
JH(I(χ)) with Φ(χ) = ∆ = {α1, α2}, as the case Φ(χ) = {αi} ⊂ ∆ follows from Example
6.13. In this case, one has
JH(I(χ)) =
{
π∅, π∆, π{α1} and π{α2}
}
.
For SL3 and Sp4, we follow the labelling in Example 5.6 and Example 5.7 instead, and
thus JH(I(χ)) = {πΓ+ , πΓ−, πΓ1 and πΓ2}, where WΓ1 = C1 and WΓ2 = C2.
8.1. Covers of SL3. Retain the notations in Example 5.6. In particular, α1, α2 are the
two simple roots. Put α3 = α1 + α2. We have α
∨
3 = α
∨
1 + α
∨
2 . We fixed the quadratic
form Q on Y such that
Q(α∨1 ) = Q(α
∨
2 ) = 1.
Lemma 8.1. The group G := SL
(n)
3 is saturated if and only if 3 ∤ n.
Proof. It follows from the definition that saturation of SL
(n)
3 is equivalent to YQ,n =
Y scQ,n; equivalently, the dual group G
∨
is of adjoint type, namely PGL3. The claim then
follows from a simple combinatorial calculation with YQ,n, and we omit the details (cf.
[Wei18, §2.7]). 
Thus, we assume 3 ∤ n, which then gives
XQ,n ≃ (Z/nZ)α
∨
1 ⊕ (Z/nZ)α
∨
2 .
The character of σX is given in Table 3.
Table 3. Character of σX for saturated SL
(n)
3
id w1 w2 w1w2 w2w1 wG
χσX n
2 n n 1 1 n
Following the notation in Example 5.6, we have
WΓ± = C
±, WΓ1 = C1 = {w1, w1w2} , WΓ2 = C2 = {w2, w2w1} ,
which gives σΓ± and σΓi . We obtain Table 4 from Theorem 6.6 (iii).
Table 4. dimWhψ(−) for saturated SL
(n)
3
πΓ+ πΓ1 πΓ2 πΓ−
dimWhψ(−)
n2+3n+2
6
n2−1
3
n2−1
3
n2−3n+2
6
We will illustrate further on the equality dimWhψ(πΓ)Oy = 〈σ
y
X
, σΓ〉 proven in Corol-
lary 6.7. Since dimWhψ(πΓ±)Oy is well-understood from Theorem 6.6 (i) and Theorem
7.6, we will concentrate on πΓi , i = 1, 2.
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Consider the intertwining operator
T (w1w2,
w2χ) : I(w2χ)→ I(w1χ).
Since w1 ∈ WΓ1 and w2 ∈ W(Γ1)op , the image of T (w1w2,
w2χ) is just πΓ1 . Therefore, for
y ∈ XQ,n, we have
dimWhψ(πΓ1)Oy = rank of T (w1w2,
w2χ)∗Oy .
For simplicity, we will only compute explicitly for the case n = 2, and justify again that
(50) dimWhψ(πΓ1)Oy = 〈σ
y
X
, σΓ1〉
holds for any y ∈ XQ,2.
For n = 2, one has YQ,2 = 2Y
sc. We take the following ordered representatives in Y
for XQ,2:
R := {0, α∨1 , α
∨
2 , α
∨
3 } .
We could partition R into different orbits. That is, {zi} ⊂ R is said to be in an orbit if
{f(zˆi)} ⊂ XQ,n forms an orbit in XQ,n. By abuse of notation, we write Ozi = {zi} in
this case. It follows that
R = O0 ⊔ Oα∨3
where
O0 = {0, α
∨
1 , α
∨
2 } and Oα∨3 = {α
∨
3 } .
In particular, α∨3 ∈ (XQ,2)
W . It then follows from Theorem 5.13 that
dimWhψ(πΓ1)Oα∨
3
=
〈
σ
α∨3
X
, σΓ1
〉
= 0.
Thus, we are left to consider O0.
We will compute explicitly the scattering matrix
[τ(w1w2,
w2χ, sy, sz)]y,z∈O0 .
The cocycle relation (20) gives that
(51) τ(w1w2,
w2χ, sy, sz) =
∑
x∈R
τ(w1, χ, sy, sx) · τ(w2,
w2χ, sx, sz).
By using the explicit form of the rank-one scattering matrix in Theorem 4.2 and the fact
that Φ(w2χ) = {−α∨2 , α
∨
3 }, we obtain the matrix with respect to the ordered set O0:
[τ(w1w2,
w2χ, sy, sz)]y,z∈O0 =

 −q−1 −q−1(1 + q−1)ξgψ−1(1) ξgψ−1(1)−q−1gψ−1(−1) −q−2(1 + q−1) q−1
0 0 0

 ,
the rank of which is clearly 1. On the other hand, since
σ0
X
⊕ 1W = σX ,
we have 〈σ0
X
, σΓ1〉 = 1. Therefore, the equality (50) holds for O0 as expected.
One can verify in a similar way (50) for πΓ2 explicitly. Note that wGWΓ1wG = WΓ2 in
this case. Thus, the equalities
dimWhψ(πΓ1)Oα∨
3
= dimWhψ(πΓ2)Oα∨
3
= 0
and
dimWhψ(πΓ1)O0 = dimWhψ(πΓ2)O0 = 2,
which are clear from the above consideration, also follow from Proposition 5.12.
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8.2. Covers of Sp4. Let α
∨
1 be the long simple coroot and α
∨
2 the short simple coroot:
❡ ❡<
α∨
2
α∨
1
Put
α∨3 := α
∨
1 + 2α
∨
2 and α
∨
4 := α
∨
1 + α
∨
2 ,
which gives
α3 = α1 + α2 and α4 = 2α1 + α2.
We fix the quadratic form Q on Y such that
Q(α∨2 ) = 1,
which then implies Q(α∨1 ) = 2.
The group G := Sp
(n)
4 is saturated if and only if n is odd. Thus, we assume 2 ∤ n for
the rest of the subsection. We chose the basis e1 := α
∨
1 + α
∨
2 and e2 := α
∨
2 of Y . For a
saturated G, we have
YQ,n = Y
sc
Q,n = nY
sc = nZe1 ⊕ nZe2.
The representation σX on XQ,n ≃ (Z/nZ)⊕ (Z/nZ) has the character given in Table 5.
Table 5. Character of σX for saturated Sp
(n)
4
id w1 w2 w1w2 w2w1 w1w2w1 w2w1w2 wG
χσX n
2 n n 1 1 n n 1
Following the notations from Example 5.7, we denote
Γ1 := C1 = {w1, w1w2, w1w2w1} and Γ2 := C2 = {w2, w2w1, w2w1w2} .
Theorem 6.6 (iii) then gives Table 6.
Table 6. dimWhψ(πΓ) for saturated Sp
(n)
4
πΓ+ πΓ1 πΓ2 πΓ−
dimWhψ(−)
n2+4n+3
8
3(n2−1)
8
3(n2−1)
8
n2−4n+3
8
Again, we illustrate further on the equality
(52) dimWhψ(πΓi)Oy = 〈σ
y
X
, σΓi〉
for every y ∈ XQ,3 when n = 3. The intertwining operator
T (w1w2,
w2χ) : I(w2χ)→ I(w1χ)
has image exactly πΓ1 . Since YQ,3 = 3Y
sc, we take the following ordered representatives
R ⊂ Y for XQ,3:
R := {0, α∨2 , α
∨
1 , 2α
∨
3 , α
∨
4 , α
∨
3 , 2α
∨
4 , 2α
∨
1 , 2α
∨
2 } .
The decomposition of R into Weyl-orbits is as follows:
O0 = {0, α
∨
2 , α
∨
1 , 2α
∨
3 } , Oα∨4 = {α
∨
4 , α
∨
3 , 2α
∨
4 , 2α
∨
1 } , O2α∨2 = {2α
∨
2 } .
Since (52) holds for O2α∨2 by Theorem 5.13, it suffices to consider the first two orbits.
Note that we have ξ = (−1, ̟)n = 1 in this case since n is odd. Similar to the computation
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for SL
(n)
3 , one uses the cocycle relation (20), Theorem 4.2 and the fact that Φ(
w2χ) =
{−α∨2 , α
∨
3 } to obtain
[T (w1w2,
w2χ)∗]O0
=


−q−1 gψ−1(1) −q
−1gψ−1(−1)(1 + q
−1) 0
gψ−1(−1) −1 0 −gψ−1(1)(1 + q
−1)
−q−1gψ−1(1) gψ−1(1)
2 −q−2(1 + q−1) 0
q2gψ−1(−1)
2 −gψ−1(−1)q
2 0 −q(1 + q−1)

 ,
the rank of which is 2. Moreover,
[T (w1w2,
w2χ)∗]Oα∨
4
=


0 0 0 0
gψ−1(−1) −1 −q
−1gψ−1(−1) q
−2
q−1 −gψ−1(1) −q
−2 q−2gψ−1(1)
0 0 0 0

 ,
the rank of which is 1. On the other hand, it can be computed easily that〈
σ0
X
, σΓ1
〉
= 2,
〈
σ
α∨4
X
, σΓ1
〉
= 1
Therefore, (52) is verified explicitly. An analogous computation for πΓ2 shows that (52)
holds for every y ∈ XQ,3 as well.
8.3. Covers of G2. Consider G2 with Dynkin diagram for its simple coroots:
❡ ❡<
α∨
1
α∨
2
Let Y = 〈α∨1 , α
∨
2 〉 be the cocharacter lattice of G2, where α
∨
1 is the short coroot. Let
Q be the Weyl-invariant quadratic on Y such such Q(α∨1 ) = 1 (thus Q(α
∨
2 ) = 3). Then
the bilinear form BQ is given by
BQ(α
∨
i , α
∨
j ) =


2 if i = j = 1;
−3 if i = 1, j = 2;
6 if i = j = 2.
Covers of G2 are always saturated. A simple computation gives:
YQ,n = Y
sc
Q,n = Z(nα1α
∨
1 )⊕ Z(nα2α
∨
2 ),
where nα2 = n/gcd(n, 3) and nα1 = n. Thus
XQ,n = (Z/nα1Z)α
∨
1 ⊕ (Z/nα2Z)α
∨
2 =
{
(Z/nZ)α∨1 ⊕ (Z/nZ)α
∨
2 if 3 ∤ n,
(Z/nZ)α∨1 ⊕ (Z/mZ)α
∨
2 if n = 3m.
The Weyl group W = 〈wα1, wα2〉 generated by wα1 and wα2 is the Dihedral group of
order 12. Again, write wi := wαi and wj1j2....jr := wj1wj2....wjr . We have
w1(α
∨
2 ) = 3α
∨
1 + α
∨
2 and w2(α
∨
1 ) = α
∨
1 + α
∨
2 .
For any natural number d, we define
f(d) =
{
1 if d is odd,
4 if d is even.
It is easy to compute χσX , the values are given in Table 7 and Table 8, for 3 ∤ n and
n = 3m respectively.
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Table 7. Character of σX for G
(n)
2 with 3 ∤ n
id w1 w2 w12 w21 w121 w212 w1212 w2121 w12121 w21212 wG
χσX n
2 n n 1 1 n n 1 1 n n f(n)
Table 8. Character of σX for G
(n)
2 with n = 3m
id w1 w2 w12 w21 w121 w212 w1212 w2121 w12121 w21212 wG
χσX 3m
2 m 3m 1 1 3m m 3 3 m 3m f(m)
Again, we consider χ with Φ(χ) = ∆, which gives
JH(I(χ)) =
{
π∅, π∆, π{α1}, π{α2}
}
.
Let Wi = {id, wi} ⊂ W . By the proof of Theorem 6.6, one has
dimWhψ(π{αi}) = 〈σX , εWi〉Wi − 〈σX , εW 〉W .
This coupled with Proposition 6.2 and Proposition 7.1 give that for 3 ∤ n one has Table
9.
Table 9. dimWhψ(πΓ) for G
(n)
2 , 3 ∤ n
π∅ π{α1} π{α2} π∆
dimWhψ(−)
n2+6n+4+f(n)
12
5n2−4−f(n)
12
5n2−4−f(n)
12
n2−6n+4+f(n)
12
On the other hand, for n = 3m we have Table 10.
Table 10. dimWhψ(πΓ) for G
(n)
2 , n = 3m
π∅ π{α1} π{α2} π∆
dimWhψ(−)
3m2+12m+8+f(m)
12
15m2+6m−8−f(m)
12
15m2−6m−8−f(m)
12
3m2−12m+8+f(m)
12
In particular, we see that for n = 3m, it is possible to have dimWhψ(π{α1}) 6=
dimWhψ(π{α2}). This phenomenon does not occur for saturated covers of SL3 and Sp4.
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