Abstract: Electricity, the most important form of energy and an indispensable resource, primarily for commercial and residential smart buildings, faces challenges requiring its hyper efficient consumption and production. Therefore, accurate energy consumption predictions are required in order to manage and optimize the energy consumption of smart buildings. Many studies have taken advantage of the power and robustness of neural networks (NN) when it comes to accurate predictions. A few studies have also used the particle swarm optimization (PSO) algorithm along with NNs to enhance and optimize the predictions. In this work, we study prediction learning using PSO-based neural networks (PSO-NN) and propose modifications in order to increase prediction accuracy. Our proposed modifications are re-generation based PSO-NN (R-PSO-NN) and velocity boost-based PSO-NN (VB-PSO-NN). The performance metrics used are: prediction accuracy, number of particles used, and number of epochs required. We compare the results of NN, PSO-NN, R-PSO-NN and VB-PSO-NN based on the performance metrics.
Introduction
With the growing global population and escalating industrialization, the thirst for energy in the world is reaching aberrant levels. According to the World Energy Council [1], per capita global energy demand will spike in 2030, and electricity demand is predicted to double by 2060; eventually necessitating larger investments in smart buildings, households, or smart infrastructures in order to ensure energy-efficient environments.
Electricity, the preeminent source of energy for lighting, cooling and different appliances working in smart homes, is a rapidly developing source of energy. In Korea, the total consumption of electricity in residential and commercial sector is about 40.5% more than the total liquid natural gas (LNG) and city gas consumption in the residential and commercial sector [2] . Being the most important form of energy, electricity is facing a continuous challenge of increased demand worldwide. According to the U.S. Energy Information Administration (EIA), a country's energy use, mainly electricity use, is linked to its economic growth. For growing economies in the world, the increasing population is becoming a vital reason for the rise in electricity demand. The International Energy agency (IEA) has also stated that there is a strong correlation between a country's energy usage and its wealth. It has also predicted an increase of 28% in electricity usage over the period of 2015-2040, mainly in residential and commercial buildings [3] . Electricity is generated by many different energy sources as coal, natural gas, petroleum fuel, fossil fuel, nuclear, hydro, renewable fuels, geothermal and others. Typically, it takes 3 generated by many different energy sources as coal, natural gas, petroleum fuel, fossil fuel, nuclear, hydro, renewable fuels, geothermal and others. Typically, it takes 3 to 3.3 units of source energy to produce one unit of site energy of electricity [4] . Due to the expensive sources and generation overheads, electricity costs more in comparison to natural gas. Hence, we need to optimize our electricity energy consumption through timely and accurate energy predictions.
In recent years, our homes have been getting smarter with connected and remotely communicating devices. In order to save household energy, the Internet of Things (IoT) also called the "next great disruptor" is emerging as a significant digital revolution [5] . In South Korea, the smart home industry has come a long way since 2003. It was the time when the apartment owners focused on home networking systems at a larger scale and the government planned to build a digitalized nation. Nowadays, the idea has gained in prevalence as more buildings can be found equipped with smart environments that can control heating or lights and are saving energy consumption, although continued criticism suggests that there is still a long way to go to meet household requirements [6] . As there is relatively high proportion of energy-demanding industries in Korea, as compared to other countries, the recorded energy consumption was 244,626 × 10 6 kWh in 2013, which is the eighth largest in the world [7] . In South Korea, 38% of total electricity is consumed by residential and commercial buildings, 55% by the industrial sector, 6% by public sector and 1% by transportation ( Figure 1 ) [2] . As mentioned earlier, IoT-based smart homes can help in energy optimization through realtime monitoring. The primary goal of real-time energy monitoring should be exceptional predictions of energy usage. It also must help to implement equipment with accurate load balance. Earlier, when IoT systems were not in use, traditional energy management systems used to collect energy consumption data samples at an interval for monitoring purposes. Although, these traditional management systems were good at collecting energy consumption data, they failed to predict the demand, extract usage patterns, to alarm the users in case of spikes, or to suggest effective settings.
IoT is helping us save energy through the use of energy-efficient appliances, smart meters, transferring to off-peak power hours, and smart heating systems [8] . IoT-based energy management systems are very effective in order to record energy consumptions as well as to predict consumption in future. Through the use of IoT devices, we are able to collect different data about the smart home environment e.g., its temperature, humidity level, user occupancy, the operational status of appliances etc. This sort of data can be further used in different machine-learning approaches to train systems in order to predict future energy consumption. The importance of As mentioned earlier, IoT-based smart homes can help in energy optimization through real-time monitoring. The primary goal of real-time energy monitoring should be exceptional predictions of energy usage. It also must help to implement equipment with accurate load balance. Earlier, when IoT systems were not in use, traditional energy management systems used to collect energy consumption data samples at an interval for monitoring purposes. Although, these traditional management systems were good at collecting energy consumption data, they failed to predict the demand, extract usage patterns, to alarm the users in case of spikes, or to suggest effective settings.
IoT is helping us save energy through the use of energy-efficient appliances, smart meters, transferring to off-peak power hours, and smart heating systems [8] . IoT-based energy management systems are very effective in order to record energy consumptions as well as to predict consumption in future. Through the use of IoT devices, we are able to collect different data about the smart home environment e.g., its temperature, humidity level, user occupancy, the operational status of appliances etc. This sort of data can be further used in different machine-learning approaches to train systems in order to predict future energy consumption. The importance of building energy consumption predictions in order to make the most informed real-time decisions has been highlighted in many Energies 2018, 11, 1289 3 of 21 recent studies; and some contributions have come up with prediction models through data-driven or machine-learning approaches [9, 10] . According to [11] , these predictions are equally important and effective for both the user of a residential building and power-generating companies. These predictions can also help us optimize electricity usage at peak hours, enabling the user to be aware of his energy usage patterns. A user can use these systems to take decisions e.g., to switch between energy sources (e.g., electrical to solar), according to his requirements. In [11] , it has also been shown that in South Korea commercial and residential sectors cover around 40% of national energy consumption. Therefore, predicting the energy consumption will not just help a smart home user to effectively utilize resources, it will also have a growing impact on the national economy as well. This has led us to develop an IoT-based prediction model which will help users know their electricity consumption based on previous data also to effectively manage and optimize their energy consumption. This paper focuses on the prediction through the use of machine-learning algorithms along with optimization algorithms. For this we have proposed modification in the hybrid approach of particle swarm optimization (PSO) and neural networks (NN) which can be called the PSO-NN algorithm. As the name suggests, it combines the properties of NN and the PSO algorithm to come up with optimal weights and bias values for neural network training and hence the most accurate prediction results. For the purpose of experiments, we have used a data set of 4 buildings located in Seoul.
The rest of the paper is structured as follows. A brief state-of-the-art overview is given in Sections 2 and 3 to present our prediction methodology using PSO and NN. Section 4 describes the data set and experimental set up. The results are presented in Section 5, and Section 6 is based on discussions about possible future directions which conclude the paper.
Literature Review
Among all the energy sources, electricity plays a vital role. Therefore, in order to make a well-informed energy policy, it is also important to have knowledge about electricity consumption, its usage pattern and demand. There have been many studies focusing on electricity forecasting methods, and energy prediction in commercial and residential buildings has received an exceptional amount of consideration in the research community [12] [13] [14] [15] .
These forecasting methods for building energy consumption mainly include time-series analysis [16] , computational intelligence methods [17] [18] [19] , statistical methods and traditional multivariant regression [20] methods etc. In [13, 21] , a detailed review of prediction methods has been presented. As residential buildings are the substantial consumers of electricity in every country, therefore, they are being focused on for the consumption forecast. However, forecasting energy consumption for residential buildings is not simple, as the factors required for the prediction are complex and intertwined, and data unavailability for residential buildings still creates challenges for researchers leaving them with a requirement for comprehensive techniques [22] . This study has focused on providing a contemporary review of different modeling methods and techniques in order to model the energy consumption of residential buildings. Primarily, two different techniques have been identified i.e., bottom up and top down approaches. Each approach depends on various level of information used as an input, various calculations, and the output or results are generated with various applicability. Therefore, a comprehensive and critical analysis is presented along with a detailed explanation of each technique's pros and cons and comparisons of all techniques.
In order to curtail the complications of precise methods, some studies have also proposed simplified methods [23, 24] . The key variables used as input information for the energy consumption prediction are very important. In a study conducted by [25] , for the forecasting of electricity of the coming one month, a comprehensive list of input features is used. In total, the features amount to 20 significant variables including 14 variables related to weather, 5 variables related to social factors, and monthly electricity consumption. The proposed model, selects the significant input features by using the PSO algorithm along with support vector regression (SVR) and fuzzy rough feature selection. All the features which do not lead towards effective predictions are discarded. In order to validate the prediction results, South Korea's historical data from 1991-2012 was used. The data was divided into training and testing data sets. The first 20 years of data was used as training data and the remainder for testing. For evaluation along with other standard matrices, it was also analyzed against the results obtained from artificial NNs (ANNs), regression and other models proposed in previous studies. The method proposed in this study appears to have an advantage over previous models due to the automatic selection of significant features for safe predictions.
The forecasting models for sensor-based energy are primarily based on machine-learning algorithms as these algorithms make use of historical data for training purpose in order to find the relationship between energy usage and key variables influencing the results e.g., peak hours etc. ANNs [20, [26] [27] [28] and support vector machines (SVM) [29] [30] [31] are two basic algorithms comprehensively used in previous studies for sensor-based energy consumption predictions. ANNs have also being used for the forecasting of energy consumption of solar buildings. In another study [32] , three modeling approaches were introduced for the forecasting of electricity consumption. These three approaches include the NNs, decision trees, along with the traditional regression analysis.
Two possible cases are investigated by [33] for a building which has been insulated and for a building with at least one brick wall. The investigations were conducted for both winter and summer seasons with some experimental setups. The purpose of this work was to use ANNs to generate a simulation program in order to model the thermal behavior of the building. The learning algorithm was back propagation used in a multilayer recurrent architecture.
A recent study [11] performed on energy consumption prediction also used residential buildings data from Seoul, South Korea. In this paper, the proposed model is based on the hidden Markov model based on an algorithm. The predicted results are evaluated against three main prediction algorithms namely, ANNs, SVM and classification and regression trees (CART). An improvement of 2.96%, 6.09%, and 9.03% is seen in the ANN, SVM and CART algorithms respectively. The proposed model was also analyzed on different aggregates of data, e.g., hourly, and weekly etc.
We aim to apply PSO-based NNs for making predictions for smart building energy consumption. In PSO-NN the weights and bias values for neural network training are optimized using the PSO algorithm. PSO is very well known for solving optimization problems and its many modified versions have also been tailored for different applications depending on the scenario and problems. In [34] , a modified PSO approach is proposed based on the fitness of the particles and the distance between the particles in the population. In [35] , a modified approach for the social and cognitive learning factors of PSO is proposed by pre-defining a predicted velocity index. Some other modifications of PSO are presented in [36] [37] [38] [39] [40] . For prediction purposes, PSO comes in hybrid with some learning algorithms. One more focused approach in recent times is the PSO-NN, as it has been used for many [41] [42] [43] [44] [45] [46] [47] [48] prediction problems.
To the best of our knowledge, PSO-NN has not been used for predicting smart building energy consumption. Hence, we consider applying PSO-NN to our smart building data and also offer two modified approaches and make comparisons among them.
Particle Swarm Optimization-Based Neural Networks (PSO-NN) Prediction Methodology
We introduce neural networks in Section 3.1, particle swarm optimization in Section 3.2, and then elaborate the prediction methodology of particle swarm optimization based neural networks (PSO-NN) for building energy consumption prediction data in Section 3.3. In Section 3.4, we present a modified approach for PSO-NN prediction learning to improve the accuracy of our implemented PSO-NN approach.
Neural Networks (NNs)
The computational model (named as threshold logic) proposed in 1943 by McCulloch and Pitts led to the research of artificial intelligence-based neural networks [49] . Artificial neural networks started to flourish once the processing power of computers increased dramatically, as computation power was one of the key issues faced in the progress of ANNs at the initial stages [50] .
Biologically inspired ANNs are known to produce most accurate prediction results [51] . ANN learning has two operational modes of training and testing, the system has a set of inputs, weights associated with the inputs, hidden layers and a number of outputs. In training, the neuron learns to decide whether to fire an output for a specific pattern or not, while in testing mode the accuracy of the learned model is determined.
The structure of a three-layer neural network is shown in the Figure 2 , where we have five inputs, six hidden layers and three outputs. The working of a simple neuron can be explained by Equation (1) [52] , whereby a typical neuron computes the output in the following manner:
where, a k is the output of kth neuron. x 1 , x 2 , ..., x n are the inputs to the neuron. x 0 input is bias (b k )assigning it + 1 value, with w k0 = b k = 1. w k1 , w k2 , . . . , w kn are the weights associated to each input. f is the activation function, which incorporates flexibility in the neural networks.
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where, v is the particle's velocity, present is the current particle position (solution), pbest is particle's personal best solution found so far in the search process, gbest is the global best solution found by any particle so far in the search, rand is a random number generated between 0 and 1, and c1, c2 are the learning factors; usually both c1 and c2 are kept 2.
Training NNs with PSO
Recently, many researchers have been focusing on using PSO for learning ANNs. PSO improves the learning and training process of an ANN in an efficient manner. In this work, we present how PSO can be used to train a neural network and improve its results. The PSO algorithm can optimize the neural network by attempting to find the optimal weight and bias values for the neural network's training. Figure 3 presents the PSO-based NN model diagram. We are using neural networks for training our building energy consumption data to make predictions. PSO is used in order to fine tune and optimize weights and biases for the neural networks. It computes the particle's positions and passes them on for the learning process. In NN-based PSO, the population of particles generated by PSO struggles its best to look for optimal weight and bias values for the neural network's training process. The local and global positions in the PSO are updated at each iteration until the best weights are found for NN training. The analyzer checks whether best outputs are computed or more learning is needed. with the best solution so far. Each particle maintains the track of two values as particle's best (pbest) and global best (gbest); pbest is the best solution achieved by the particle itself, while gbest is the best solution found by any particle in the entire population. After finding the pbest and gbest, the particle updates its velocity and position using the following equations [54] .
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Recently, many researchers have been focusing on using PSO for learning ANNs. PSO improves the learning and training process of an ANN in an efficient manner. In this work, we present how PSO can be used to train a neural network and improve its results. The PSO algorithm can optimize the neural network by attempting to find the optimal weight and bias values for the neural network's training. Figure 3 presents the PSO-based NN model diagram. We are using neural networks for training our building energy consumption data to make predictions. PSO is used in order to fine tune and optimize weights and biases for the neural networks. It computes the particle's positions and passes them on for the learning process. In NN-based PSO, the population of particles generated by PSO struggles its best to look for optimal weight and bias values for the neural network's training process. The local and global positions in the PSO are updated at each iteration until the best weights are found for NN training. The analyzer checks whether best outputs are computed or more learning is needed. Figure 4 shows the configurations of the prediction system diagram for the PSO-based NN model. The input is divided into test and training data, training data to be trained by the PSO-based neural networks, and test data for making predictions and computing accuracy results. In the processing unit, first the neural networks and particles of PSO are created. Then the initialization for the weights, random positions and velocities of the particles ins undertaken. The PSO algorithm for the weights, random positions and velocities of the particles ins undertaken. The PSO algorithm shuffles the particles at each iteration, and finds the new positions to be passed to neural networks for training until the best positions are found. Neural networks use two activation methods such as tanh (Equation (4), [55] ) and softmax (Equation (5), [56] ) for the training, and for computing the output values. The mean square (Equation (6), [57] ) is computed by neural networks each time and sent back to the PSO unit for comparing whether global best value is found or not. Once the total epochs have finished running, then the final weights and biases are used to make predictions for the test data and the accuracy of the test data is computed. shuffles the particles at each iteration, and finds the new positions to be passed to neural networks for training until the best positions are found. Neural networks use two activation methods such as tanh (Equation (4), [55] ) and softmax (Equation (5), [56] ) for the training, and for computing the output values. The mean square (Equation (6), [57] ) is computed by neural networks each time and sent back to the PSO unit for comparing whether global best value is found or not. Once the total epochs have finished running, then the final weights and biases are used to make predictions for the test data and the accuracy of the test data is computed. 
Modified PSO-NN
In this sub-section, we present two modified versions of the typical PSO-NN; the first is regeneration-based PSO-NN (R-PSO-NN) where we consider the distance and performance of particles, and the second is velocity boost based PSO-NN (VB-PSO-NN) where we consider the inertia weight for updating the next velocity.
Re-Generation Based PSO-NN (R-PSO-NN)
In re-generation based PSO-NN, the first step is cluster-based regeneration. In cluster-based regeneration, a close cluster of particles is found then half of the particles from the cluster are moved to some other position where no such cluster exists ( Figure 5 ). The distances between the particles position arrays are calculated using Euclidean distance (Equation (7), [58] ) to identify the clusters. 
Modified PSO-NN
Re-Generation Based PSO-NN (R-PSO-NN)
Firstly, Euclidean distance for all particles is calculated and then, based on Euclidean distance, the clusters are identified. A cluster is identified if more than three particles are found close to each other with a distance between them less than a threshold distance. The threshold distance is the minimum inter-particle distance defined as below:
where, IPD is the minimum distance threshold between two particles, c is a constant value for limiting inter-particle distance; c = 0.15; and NumParticles is the total number of particles in the population. The constant c is set after experimentation with varying values. Particles having less than the defined threshold distance between them will count as a cluster and be considered for re-generation.
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Velocity Boost-Based PSO-NN (VB-PSO-NN)
In velocity boost-based PSO-NN we update the particle's velocity using a new inertia weight value, occasionally. Initially, we keep our inertia weight constant (w = c = 0.729) as given in [37] . After each epoch in the PSO-NN learning algorithm, we examine the change in the particle's pbest, maintain a counter for each particle and have a defined threshold as a velocity boost threshold (VBT); reaching VBT, if there's no improvement in the particle's pbest then the new inertia weight is used to update the velocities in that epoch. The threshold VBT is further finalized after extensive experimentation with different values. We use constant inertia weight [40] shown in Equation (9) and random inertia weight [41] shown in Equation (10) to tailor our new inertia weight as shown in Equation (11):
In our tailored inertia weight equation; c1 = 0.801, which is selected after playing around with the variations of constant and inertia weight combinations. Figure 7 shows the detailed flowchart for our proposed modifications of the PSO-NN algorithm. Firstly, the neural network and PSO are generated and initialized. PSO initializes velocities, positions, pbest and gbest and error for each particle in the population. The maximum number of epochs (MaxEpochs) is the total number of iterations for finely optimizing the neural network's weights using PSO. In each epoch, first the cluster particle regeneration possibility is checked. The detailed flow of cluster-based particle regeneration is given in Figure 6 . If clusterbased particle regeneration is not done, then it checks for the performance-based velocity boost first, comparing the last update of pbest count with VBT. If the last update count equals VBT, then for the current iteration the particle's next velocity is calculated using new inertia weight (Equation (8)). After updating velocity using the new inertia weight, the inertia weight is reset for the next Figure 6 . Re-generation of particles in a closed cluster.
In our tailored inertia weight equation; c1 = 0.801, which is selected after playing around with the variations of constant and inertia weight combinations. Figure 7 shows the detailed flowchart for our proposed modifications of the PSO-NN algorithm. Firstly, the neural network and PSO are generated and initialized. PSO initializes velocities, positions, pbest and gbest and error for each particle in the population. The maximum number of epochs (MaxEpochs) is the total number of iterations for finely optimizing the neural network's weights using PSO. In each epoch, first the cluster particle regeneration possibility is checked. The detailed flow of cluster-based particle regeneration is given in Figure 6 . If cluster-based particle regeneration is not done, then it checks for the performance-based velocity boost first, comparing the last update of pbest count with VBT. If the last update count equals VBT, then for the current iteration the particle's next velocity is calculated using new inertia weight (Equation (8)). After updating velocity using the new inertia weight, the inertia weight is reset for the next iterations. The new inertia weight is only used when any particle's last update counter condition is met. If the inertia weight isn't updated too, then it checks for performance-based particle regeneration. The particle's pbest last update count is compared to RT; if the last update count equals RT then, assuming the particle to be stuck at position with further improvement in pbest possible, the particle is regenerated to a new position. Upon re-generation, the re-generation counter for the particle is reset. iterations. The new inertia weight is only used when any particle's last update counter condition is met. If the inertia weight isn't updated too, then it checks for performance-based particle regeneration. The particle's pbest last update count is compared to RT; if the last update count equals RT then, assuming the particle to be stuck at position with further improvement in pbest possible, the particle is regenerated to a new position. Upon re-generation, the re-generation counter for the particle is reset. We chose to use the inertia weight on a specific condition only, as moving a particle's position too frequently can also be a hurdle in finding the optimal solution. Hence, we try to give a boost to the velocity when a particle's performance becomes relatively slow after a certain number of iterations and then reset it back to the old velocity pace. This procedure proved to be more effective.
In our experimentation, we tested different values for the particle's re-generation threshold (RT) and inertia velocity boost threshold (VBT). These two thresholds are supposed to improve particle pbest once it is believed to be stuck in the local optima. After multiple comparisons among different We chose to use the inertia weight on a specific condition only, as moving a particle's position too frequently can also be a hurdle in finding the optimal solution. Hence, we try to give a boost to the velocity when a particle's performance becomes relatively slow after a certain number of iterations and then reset it back to the old velocity pace. This procedure proved to be more effective. In our experimentation, we tested different values for the particle's re-generation threshold (RT) and inertia velocity boost threshold (VBT). These two thresholds are supposed to improve particle pbest once it is believed to be stuck in the local optima. After multiple comparisons among different input values, we finalized VBT = 11 and RT = 25, as these two values brought maximum improvements in the prediction accuracies for building energy consumption.
Data Set and Experimental Setup
In this section we present our dataset and experimental environment. We look in depth at the data and try to find helpful trends in it also. Figure 8 elaborates the data collection phase. The data set is gathered from four residential buildings of Seoul, South Korea, from January to December 2010. input values, we finalized VBT = 11 and RT = 25, as these two values brought maximum improvements in the prediction accuracies for building energy consumption.
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Data Set and Experimental Setup
In this section we present our dataset and experimental environment. We look in depth at the data and try to find helpful trends in it also. Figure 8 elaborates the data collection phase. The data set is gathered from four residential buildings of Seoul, South Korea, from January to December 2010. We have energy consumption data of four residential buildings in Seoul, South Korea. The available data comprises hourly temperature, relative humidity and energy consumption readings. The energy consumption readings are collected for each available floor and also overall consumption per hour for each building is added up. The buildings are constructed of reinforced concrete, the same as most of the residential buildings in South Korea. The first building has 33 floors (394 ft. tall), the second building has 15 floors (183 ft. tall), the third building has 36 (440 ft. tall) floors, and the fourth building has 33 floors (394 ft. tall). The primary source of energy used in these buildings is electricity, which is used for lighting, cooking, cooling, washing, drying, entertainment etc. Space heating consumption is a combination of electricity via the use of electric heaters and gas via floor heating. Our collected data only considers total electricity consumption per floor of each building. The energy consumption in many aspects is related to the weather of a region. Seoul has wet and humid summers, dry and cold winters, a windy spring and mild autumn. The average range of temperature in winter is [−3 °C, 5 Figure 9 shows an overview of the collected data. We have plotted the first 60 h (the first 2.5 days of January) sample readings in the graph. The x-axis shows the sample reading number and We have energy consumption data of four residential buildings in Seoul, South Korea. The available data comprises hourly temperature, relative humidity and energy consumption readings. The energy consumption readings are collected for each available floor and also overall consumption per hour for each building is added up. The buildings are constructed of reinforced concrete, the same as most of the residential buildings in South Korea. The first building has 33 floors (394 ft. tall), the second building has 15 floors (183 ft. tall), the third building has 36 (440 ft. tall) floors, and the fourth building has 33 floors (394 ft. tall). The primary source of energy used in these buildings is electricity, which is used for lighting, cooking, cooling, washing, drying, entertainment etc. Space heating consumption is a combination of electricity via the use of electric heaters and gas via floor heating. Our collected data only considers total electricity consumption per floor of each building. The energy consumption in many aspects is related to the weather of a region. Seoul has wet and humid summers, dry and cold winters, a windy spring and mild autumn. shows an overview of the collected data. We have plotted the first 60 h (the first 2.5 days of January) sample readings in the graph. The x-axis shows the sample reading number and the y-axis shows the values recorded for each hour. Figure 9a shows the energy consumption readings, Figure 9b shows the readings for relative humidity and Figure 9c shows the sample readings for temperature. We have relative humidity, temperature and energy consumption readings for the four buildings. The temperature range for the plotted sample days is between [−13, 0]. Since the plotted days are at the peak of winter, the temperature readings are all negative, reaching −13, but the overall average of winter-collected data is same as mentioned above. The relative humidity readings for the plotted sample are in the range of [30, 90] . Energy consumption levels for building 1 and building 2 are between 20 kW to 60 kW, while the energy consumption levels for building 3 and building 4 are between 40 kW to 100 kW. Figure 9a shows the energy consumption readings, Figure 9b shows the readings for relative humidity and Figure 9c shows the sample readings for temperature. We have relative humidity, temperature and energy consumption readings for the four buildings. The temperature range for the plotted sample days is between [−13, 0]. Since the plotted days are at the peak of winter, the temperature readings are all negative, reaching −13, but the overall average of winter-collected data is same as mentioned above. The relative humidity readings for the plotted sample are in the range of [30, 90] . Energy consumption levels for building 1 and building 2 are between 20 kW to 60 kW, while the energy consumption levels for building 3 and building 4 are between 40 kW to 100 kW.
Data Set
(a) (b) (c) Figure 9 . Collected data overview. (a) Sample data for energy consumption; (b) sample data for relative humidity; (c) sample data for temperature. Figure 10 shows one day's sample data for hourly energy consumption of all the four buildings. The graph chart divides the energy consumption into five classes for a better visual understanding. We can observe that most of the hourly consumption is in the green class i.e., 40-60 kWh. Figure 10 shows one day's sample data for hourly energy consumption of all the four buildings. The graph chart divides the energy consumption into five classes for a better visual understanding. We can observe that most of the hourly consumption is in the green class i.e., 40-60 kWh. 
Experimental Setup
The implementation is performed on an Intel ® Core™ i5-4570 CPU (Intel, Santa Clara, CA, USA) at 3.20 GHz with 8 GB installed memory (DDR3, Samsung, Seoul, South Korea) and 64-bit operating system (10.0.17134 Build 17134, Microsoft, Redmond, WA, USA). The implementation platform is Visual Studio 2017 (Microsoft, Redmond, WA, USA) and the implementation language is C#.
The available data as described in Section 4.1 is residential building data spanning a one-year time period. We have divided our data into 16 classes for hours of the day, each containing two hours, and we aim to predict the energy consumption of a smart building every two hours. The data values are normalized before feeding to the prediction algorithm as input. We have 5 inputs to our system as temperature, humidity, energy consumption, hour of the day and day of the week. We aim to predict the hourly energy consumption of a building. The data is divided as 75% for the training phase and 25% for the testing phase.
Results Analysis
In this section, we present results analysis and comparisons between our implemented NN and PSO-NN algorithms with our proposed modified PSO-NN. For the purpose of detailed results analysis, we implemented our re-generation based (R-PSO-NN) and velocity boost-based (VB-PSO-NN) procedures separately. Hence, we make our comparisons between NN, PSO-NN, and the proposed modified versions. For the comparisons we consider the prediction accuracy in percentages in contrast with number of iterations, number of PSO populations, and re-generation threshold (RT) and velocity boost threshold (VBT) for the modified PSO-NN. Figure 11 shows the output comparisons between the prediction accuracy of NN, PSO-NN, R-PSO-NN and VB-PSO-NN. Neural networks start with an accuracy of around 94.3% initially until 300 iterations and then rise to 99.08% accuracy at 400 iterations, with a maximum accuracy of 99.32%. PSO-NN achieves the accuracy of 98.04% at 100 iterations rising to an accuracy of 99.42% finally. R-PSO-NN achieves an accuracy of 99.13% at 100 iterations and reaches the maximum accuracy of 99.45%, beating both NN and PSO-NN. VB-PSO-NN starts with an accuracy of 98.77%, at 100 iterations and achieves maximum accuracy of 99.45% before reaching 200 iterations. We can observe that while PSO-NN performs better than NN, achieving high accuracy in less iteration, the modified versions of PSO-NN beat that too. Modified versions of PSO-NN with their functionality 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 
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Results Analysis
In this section, we present results analysis and comparisons between our implemented NN and PSO-NN algorithms with our proposed modified PSO-NN. For the purpose of detailed results analysis, we implemented our re-generation based (R-PSO-NN) and velocity boost-based (VB-PSO-NN) procedures separately. Hence, we make our comparisons between NN, PSO-NN, and the proposed modified versions. For the comparisons we consider the prediction accuracy in percentages in contrast with number of iterations, number of PSO populations, and re-generation threshold (RT) and velocity boost threshold (VBT) for the modified PSO-NN. Figure 11 shows the output comparisons between the prediction accuracy of NN, PSO-NN, R-PSO-NN and VB-PSO-NN. Neural networks start with an accuracy of around 94.3% initially until 300 iterations and then rise to 99.08% accuracy at 400 iterations, with a maximum accuracy of 99.32%. PSO-NN achieves the accuracy of 98.04% at 100 iterations rising to an accuracy of 99.42% finally. R-PSO-NN achieves an accuracy of 99.13% at 100 iterations and reaches the maximum accuracy of 99.45%, beating both NN and PSO-NN. VB-PSO-NN starts with an accuracy of 98.77%, at 100 iterations and achieves maximum accuracy of 99.45% before reaching 200 iterations. We can observe that while PSO-NN performs better than NN, achieving high accuracy in less iteration, the modified versions of PSO-NN beat that too. Modified versions of PSO-NN with their functionality of regenerating particles, stopping them being stuck at local optima, not only achieved higher accuracy but also with fewer iterations. R-PSO-NN took 700 epochs to reach its highest accuracy of 99.45% whereas VB-PSO-NN achieved the same accuracy in less than 200 epochs.
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Re-Generation Threshold (RT)
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In the R-PSO-NN, we defined a threshold value for the regeneration of particles. In order to find the correct threshold value we played around with different thresholds in the range 15 to 30. We chose the window of [15, 30] , considering that before 15 it is too soon to be changing a particle's position as it needs some time to move around and we are also looking to minimize the number of iterations, which is why we consider 30 to be the ideal maximum value, after which the particle gets time to resettle in the new position for some minimum epochs. Figure 13 shows the results of prediction accuracy of energy consumption data with the re-generation thresholds 15, 20, 25 and 30 in Figure 13a -d respectively. The results are calculated for 100 iterations each. We observe that, at re-generation threshold 15, maximum accuracy is 98.87%. The accuracies for threshold 20 went down to around 94% while again rising at threshold 25. At 25, maximum accuracy is achieved of 99.13% while after 25 the accuracy again tends to decrease. Hence, from the comparisons, we could conclude that 25 iterations is a most suitable number for regenerating the particles' positions for a quick search for an optimal solution. iterations, which is why we consider 30 to be the ideal maximum value, after which the particle gets time to resettle in the new position for some minimum epochs. Figure 13 shows the results of prediction accuracy of energy consumption data with the regeneration thresholds 15, 20, 25 and 30 in Figure 13a -d respectively. The results are calculated for 100 iterations each. We observe that, at re-generation threshold 15, maximum accuracy is 98.87%. The accuracies for threshold 20 went down to around 94% while again rising at threshold 25. At 25, maximum accuracy is achieved of 99.13% while after 25 the accuracy again tends to decrease. Hence, from the comparisons, we could conclude that 25 iterations is a most suitable number for regenerating the particles' positions for a quick search for an optimal solution. 
Velocity Boost Threshold (VBT)
In order to get the optimal VBT value, we ran experiments with values ranging from 5 to 20. Figure 14 shows the output accuracies for VB-PSO-NN. From 5 to 10, we get an accuracy of 94.57%, at 11 we get a sudden rise to the accuracy of 99.45% while again after 11 the accuracy drops to 99.45 and keeps fluctuating a little bit until 20. After testing the VBT for these values, we can say that 11 is the right threshold value for VBT, as it gives maximum prediction accuracy. 
Number of Particles and Epochs Comparison
We also compare our results to the number of particles in PSO. In Figure 13 above, we also observed that accuracy changes with the change in number of particles in the PSO population. In Figure 13 , we noticed that higher accuracy is achieved with a particle population size of 12. Now we run all three PSO-NN, R-PSO-NN and VB-PSO-NN for a varying number of particles to see the effects on prediction accuracy (Figure 15 ). In the previous experiment, we observed a population size of 12 to be most productive for PSO-NN and R-PSO-NN. In Figure 15 , we notice that for VB-PSO-NN, accuracy is higher with 17 numbers of particles in the PSO population, as the accuracy rose from 99.45% to 99.50%. In Table 1 , we present our maximum achieved accuracies for each of the NN, PSO-NN, R-PSO-NN and VB-PSO-NN. As discussed earlier, the results change with such parameters as the number of particles in the PSO population and the total number of epochs provided to run the training. Hence in the table below, we give our best accuracies with the number of particles and number of epochs required to achieve them. The table shows that VB-PSO-NN proves to be the best approach, 
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We also compare our results to the number of particles in PSO. In Figure 13 above, we also observed that accuracy changes with the change in number of particles in the PSO population. In Figure 13 , we noticed that higher accuracy is achieved with a particle population size of 12. Now we run all three PSO-NN, R-PSO-NN and VB-PSO-NN for a varying number of particles to see the effects on prediction accuracy (Figure 15 ). In the previous experiment, we observed a population size of 12 to be most productive for PSO-NN and R-PSO-NN. In Figure 15 , we notice that for VB-PSO-NN, accuracy is higher with 17 numbers of particles in the PSO population, as the accuracy rose from 99.45% to 99.50%. In Table 1 , we present our maximum achieved accuracies for each of the NN, PSO-NN, R-PSO-NN and VB-PSO-NN. As discussed earlier, the results change with such parameters as the number of particles in the PSO population and the total number of epochs provided to run the training. Hence in the table below, we give our best accuracies with the number of particles and number of epochs required to achieve them. The table shows that VB-PSO-NN proves to be the best approach, In Table 1 , we present our maximum achieved accuracies for each of the NN, PSO-NN, R-PSO-NN and VB-PSO-NN. As discussed earlier, the results change with such parameters as the number of particles in the PSO population and the total number of epochs provided to run the training. Hence in the table below, we give our best accuracies with the number of particles and number of epochs required to achieve them. The table shows that VB-PSO-NN proves to be the best approach, as it not only gives the maximum accuracy but also consumes the minimum number of epochs. While for the accuracy of 99.50%, VB-PSO-NN took 17 particles in the PSO population, even with a lesser PSO population of 12 it gives same maximum accuracy as R-PSO-NN, taking 133 epochs only. 
Discussion
We have proposed a particle re-generation and velocity boost-based PSO-NN for residential electricity consumption prediction. The data we have used is from January to December 2010; one of the vital questions is the validity of the data gathered 8 years ago. In order to make sure that data is not outdated, we examine residential electricity trends from 2010 onwards. An increase of 7% is seen in the total electricity consumption of South Korea from January 2010 to January 2018 [60] and an increase of 1.2% is seen in the residential electricity consumption of South Korea from 2010 to 2016 [2] . Hence, we can consider our provided data still to be in context.
In order to validate our proposed model's efficiency, we chose ANN [61] and SVM [62] for comparisons; as the literature review indicates ANNs and SVMs to be the most widely used algorithms in building energy consumption predictions [14, 15] . In this work, we implemented a hybrid PSO-NN algorithm for building energy predictions and proposed two modifications in it for improving its performance. PSO-NN is an optimized version of ANN. The performance of PSO-NN will be better than ANN as PSO-NN optimizes the weights of ANN. Hence, the results achieved by our two proposed modifications of PSO-NN improve the prediction accuracy even more, outperforming the performance of ANNs (Table 1) . For further comparisons, we run the SVM algorithm on our input data. We have used MATLAB R2018a (The MathWorks, Inc., Natick, MA, USA) for training our data on the SVM model. The implementation of SVM in MATLAB automatically scales data into range of [−1, +1], thus we do not need to pre-process data any further. We trained our data on six different kernels as linear, cubic, quadratic, fine Gaussian, medium Gaussian and coarse Gaussian SVM. The results with the quadratic kernel (97.89%) and cubic kernel (97.89%) were best in comparison to all six SVM implementations but still lower in comparison to ANN, PSO-NN and our proposed R-PSO-NN and VB-PSO-NN (Figure 16 ). as it not only gives the maximum accuracy but also consumes the minimum number of epochs. While for the accuracy of 99.50%, VB-PSO-NN took 17 particles in the PSO population, even with a lesser PSO population of 12 it gives same maximum accuracy as R-PSO-NN, taking 133 epochs only. 
In order to validate our proposed model's efficiency, we chose ANN [61] and SVM [62] for comparisons; as the literature review indicates ANNs and SVMs to be the most widely used algorithms in building energy consumption predictions [14, 15] . In this work, we implemented a hybrid PSO-NN algorithm for building energy predictions and proposed two modifications in it for improving its performance. PSO-NN is an optimized version of ANN. The performance of PSO-NN will be better than ANN as PSO-NN optimizes the weights of ANN. Hence, the results achieved by our two proposed modifications of PSO-NN improve the prediction accuracy even more, outperforming the performance of ANNs (Table 1) . For further comparisons, we run the SVM algorithm on our input data. We have used MATLAB R2018a (The MathWorks, Inc., Natick, MA, USA) for training our data on the SVM model. The implementation of SVM in MATLAB automatically scales data into range of [−1, +1], thus we do not need to pre-process data any further. We trained our data on six different kernels as linear, cubic, quadratic, fine Gaussian, medium Gaussian and coarse Gaussian SVM. The results with the quadratic kernel (97.89%) and cubic kernel (97.89%) were best in comparison to all six SVM implementations but still lower in comparison to ANN, PSO-NN and our proposed R-PSO-NN and VB-PSO-NN (Figure 16 ). The R-PSO-NN approach, while it increases accuracy and decreases the number of epochs, still is not as efficient as V-PSO-NN (Table 1 and Figure 16 ). One of the reasons could be the far re-generation of particles from possible solution positions most of the time. The particle re-generation involves a random factor and we are not fully controlling the re-generation position of the particle. While in V-PSO-NN the accuracy is higher with a drastic decrease in the number of epochs, we have carefully developed an equation for velocity boost after using multiple combinations of the equation constants and have fine-tuned the VBT value after experimenting with different threshold values. Hence, for V-PSO-NN, we can conclude that our fine-tuned parameter values allow the particle to make a quick move towards the right direction before it moves towards a non-solution direction or towards getting trapped in local optima.
Our main motivation in this work is to further improve the performance of PSO-NN for domains where ANN prediction algorithm is best suited. In the context of previous implementations of ANN/PSO-NN, the proposed modifications will bring an improvement in the results and can easily be incorporated into any ANN/PSO-NN algorithm without changing the core of the algorithm, resulting in a more efficient hybrid approach. The conducted study and proposed mechanisms for accurate and efficient energy prediction will be of benefit in terms of timely predicting upcoming energy demands for smart buildings and managing energy consumption schedules accordingly. Moreover, accurate energy consumption also plays a vital role in load-shifting from peak hours to semi-peak or off-peak hours. One of the key factors in managing and optimizing the energy consumption of smart buildings is the detailed availability of multi-dimensional data. True user behavior observations and energy consumption trends can help us focus and set the right direction for finding solutions and optimizing energy. Hence, in future, we strive to collect timely and advanced data for smart buildings and explore various aspects of smart buildings' energy consumption such as user activity-based consumption trends, peak and off-peak hours consumption patterns etc.
Conclusions
In this work, we aim to address the issue of efficient energy predictions in order to optimize energy consumption in the smart buildings sector. In order to achieve this, we focused on prediction algorithms and their respective accuracy in different areas. We applied PSO-NN, a combined approach of using neural networks for learning along with one of the widely used optimization algorithms i.e., the particle swarm optimization (PSO) algorithm. The proposed algorithms were implemented on a dataset of smart buildings in Seoul, South Korea. This data was collected for a period of one year. Jn recent years neural networks and advanced machine learning techniques have been used extensively for prediction related problems, and so it is high time for advanced and hybrid approaches to be used in order to produce more accurate and optimized results. In this study, we have proposed two variants of PSO-NN, re-generation based PSO-NN (R-PSO-NN) and velocity boost based PSO-NN (VB-PSO-NN). Both the proposed approaches are experimented on using the aforementioned data set. The VB-PSO-NN approach showed higher performance in terms of the accuracy of results as compared with NN, PSO-NN and R-PSO-NN. Although the accuracy achieved through R-PSO-NN was slightly lower than VB-PSO-NN, it outperformed NN and PSO-NN. The results obtained in the form of prediction accuracy of energy consumption for smart buildings has given us the confidence to explore more dimensions of data and continue to build prediction models for smart buildings using PSO-NN and its variants.
