Abstract: This paper argues that automated assessment systems can be useful for both students and educators provided that its results correspond well with human markers. Thus, evaluating such a system is crucial. We present an evaluation framework and show why it can be useful for both producers and consumers of automated assessment. The framework builds on previous work to analyse Latent Semantic Analysis-(LSA) based systems, a particular type of automated assessment, that produced a research taxonomy that could help developers publish their results in a format that is comprehensive, relatively compact, and useful to other researchers.
Introduction

Arguments for and against using an automated assessment system
Assessment is an important component of teaching programmers. Researchers (Berglund, 1999; Daniels, Berglund, Pears, & Fincher, 2004) report that assessment can have a strong effect on student learning. Students learn best by frequent assessment with rapid feedback.
Unfortunately, assessment can be an onerous task for educators. It takes time both to create the assessments and to mark them. Computers can reduce the time humans spend marking assessments. The educators can then use their time for more creative work. Educational institutions hope to save time, and therefore, money by using computerised marking systems.
In addition to the possible time and cost savings, a computer offers some advantages over humans. Human markers may mark differently as they become fatigued as well as being affected by the order of marking. For example, if a marker first encounters a brilliant answer, the experience could cause the marker to be harsher for the remainder of the answers. Even the most scrupulous people might show bias based on personal feelings towards a student. While they may successfully avoid awarding better marks to their favourite students, they may mark non-favoured students more highly than they deserve in an attempt to be unbiased. Automatic markers can be an improvement over human markers because their results are reliable and repeatable. They do not get tired, they do not show bias based on personal feelings towards students, their results will be the same without regard to the order in which the answers are presented, and they are able to return results much faster than humans.
The major objection to using automated assessment is concern over its accuracy. Not only is there no agreed-upon level of acceptable accuracy, there is no agreed-upon method by which to measure the accuracy of automated assessment system systems. Evaluation of the marking systems is a crucial topic because they will not be used if people do not have faith in their accuracy. We contend that an acceptable accuracy level would match the rate at which human markers correspond with each other.
Another objection is that automatic marking takes away the human touch. We offer the suggestion that if an educator uses automatic marking, the time saved can be devoted to more personal contact with students. In addition, we would not entirely replace human markers with a computer. Our university uses multiple markers for high-stakes exams. A panel of experienced markers then moderates the marks where the humans don't agree. An automatic assessment system could take the place of one of the human markers. By using a human and a computer to mark the same questions, educators can benefit from double-checking the computer with the human and vice versa.
Some existing assessment systems
Various automated assessment systems have been created to save time by automating marking. CourseMarker is an automated assessment tool for marking programs (http://www.cs.nott.ac.uk/~ceilidh/). Other automated assessment systems mark essays or short answers. For example, see (Burstein, Chodorow, & Leacock, 2003) for an assessment system that grades general knowledge essays and (Wiemer-Hastings, Graesser, & Harter, 1998 ) for a tutoring system that evaluates answers in the domain of computer science.
As part of our work to improve the learning of programming and computing in general, we research automated assessment systems. We have developed a tool (Thomas, Waugh, & Smith, 2005 ) that is part of an online system to mark diagrams produced by students in a database course. We are developing EMMA (ExaM Marking Assistant) a Latent Semantic Analysis-(LSA) based automated assessment system (D. Haley, Thomas, De Roeck, & Petre, 2007) to mark short answers about html and other areas in computer science. LSA is a statistical natural language processing technique for analysing the meaning of text. We chose LSA because it has been used successfully in the past to mark general knowledge essays (Landauer, Foltz, & Laham, 1998) and shows promise in our area of short answers in the domain of computer science. This paper does not offer an LSA tutorial. Readers desiring a basic introduction to LSA should consult the references section (Landauer et al., 1998) . We discuss LSA only as necessary to justify the need for our taxonomy and evaluation framework.
Our work with EMMA has highlighted a significant challenge -the developer must choose many options that are intrinsic to the success of any LSA-based marking system. A review of the literature (D. T. Haley, Thomas, De Roeck, & Petre, 2005) revealed that although many researchers have reported work based on LSA, it is difficult to get a full picture of these systems.
Some of the missing information includes type of training material and examples of questions being marked as well as fundamental LSA options, e.g., weighting function and number of dimensions in the reduced matrix.
Central theme of the paper
The aim of this paper is to offer our two-part framework for automated assessment systems and to explain why it is necessary. It is based on a research taxonomy (D. T. Haley et al., 2005) we developed to compare Latent Semantic Analysis (LSA) based educational applications. The framework can be of value to both producers and consumers of automated assessment systems.
Producers are researchers and developers who design and build assessment systems. They can benefit from the framework because it provides a relatively compact yet complete description of relevant information about their systems. If producers of automated assessment systems use the framework, they can contribute to the improvement of the state-of-the-art by adding to a collection of comparable data.
Consumers are organisations, such as universities, that wish to use an automated assessment system. These consumers are, or should be, particularly interested in two areas. The first and most important area is the accuracy of the results. But what does accuracy mean and how do we measure it? We believe that an automated assessment system is good enough if its marks compare to human markers as well as human markers compare with each other. We have discussed various ways of measuring accuracy in previous work (D. Haley et al., 2007) . Second, consumers should be interested in the amount of human effort required to use the assessment system. Most natural language processing assessment systems, including those based on LSA, require a large amount of training data. Although the system might save time for markers, it may take too much time to prepare the system for deployment (for example, to train the system for a specific data set) .
It is difficult to compare automatic assessment systems because no uniform procedure exists for reporting results. This paper attempts to fill that gap by proposing a framework for reporting on and evaluating automatic assessment tools.
The framework
The first part of the framework for describing an automated assessment system can be visualised as the jigsaw puzzle in Figure 1 . Figure 2 shows the second part of the framework -the evaluation of the system. We contend that all the pieces of this puzzle must be present for a reviewer to see the whole picture.
The important categories of information for specifying an automated assessment system are the items assessed, the training data, and the algorithm-specific technical details. The general type of question (e.g., essay and multiple choice) is crucial for indicating the power of a system. The granularity of the marking scale provides important information about the accuracy -it is usually easier for two markers to agree when they grade a 3 point question than one worth 100 points. The number of items assessed provides some idea of the generalise-ability and validity of the results.
Both the number of unique questions and the number of examples of each question contribute to the understanding of the value of the results. The second category comprises the technical details of the algorithm used. Haley, et al (2005) discuss why these options are of interest to producers of an LSA-based automated assessment system. The central piece of Figure 1 shows LSA-specific options, but these would be changed if the automated assessment system is based on a different method. The data used to train the system is another crucial category. Both the type and amount of text help to indicate the amount of human effort needed to gather this essential element of automated assessment systems. Some systems (LSA for one (D. Haley et al., 2007) ) need two types of training data -general text about the topic being marked and specific previously marked answers for calibration. Researchers should give details about both these types of training data. The taxonomy highlighted the fact that others were having difficulty matching the results reported by the original LSA researchers (Landauer & Dumais, 1997) . We found a lot of ambiguity in various critical implementation details (e.g. weighting function used) as well as unreported details. We speculated that the conflicting or unavailable information explains at least some of the inability to match the success of the original researchers.
The next subsections discuss the rationale for choosing certain articles over others and the meaning of the headings in the taxonomy.
Method for choosing articles
The purpose of the taxonomy was to summarise and highlight important details from the LSA literature. Because the literature is extensive and our interest is in the assessment of essays and related artefacts, the taxonomy includes only those LSA research efforts that overlap with educational applications. The literature review found 150 articles of interest to researchers in the field of LSA-based educational applications. In order to limit this collection to a more reasonable sample, we constructed a citer -citee matrix of articles. That is, each cell entry (i, j) was non blank if article i cited article j. The articles ranged in date from perhaps the first LSA published article (Furnas et al., 1988) , to one published in May 2005 (Perez et al., 2005) . We found the twenty most-cited articles and placed them, along with the remaining 130 articles, in the categories shown in Table 1 . Table 1 . Categories of articles in the literature review and those that were selected for the taxonomy We chose the twenty most-cited articles for the taxonomy. Some of these most-cited articles were early works explaining the basic theory of Latent Semantic Indexing (LSI). 1 Although not strictly in our scope of the intersection of LSA and educational applications, we included some of these articles because of their seminal nature. Next, we added articles from the category that combined educational applications with LSA that were of particular interest, either because of a novel domain or technique, or an important result. Finally, we decided to reject certain heavily cited articles because they presented no new information pertinent to the taxonomy. This left us with 28 articles in the taxonomy.
The taxonomy categories
The taxonomy organises the articles involving LSA and educational applications research into (Nakov, 2000) and another has tuples representing moves made in a complex task (Quesada, Kintsch, & Gomez, 2001 we were unable to locate the relevant information in the article. Fifth, the information in the cells was summarised or taken directly from the articles. Thus, the Reference column on the far left holds the citation for the information on the entire row.
Organising a huge amount of information in a small space is not easy. The taxonomy in the appendix is based on an elegant solution in (Price, Baecker, & Small, 1993) .
Using the Framework for an automated assessment system
Our framework for evaluating an automated assessment system is a refined version of the taxonomy discussed in the previous section. The experience of creating and using the taxonomy served to crystallize our thinking about the important elements of reporting on an automated assessment system. 
Conclusions
Our framework will support sharing and comparison of results of further research into LSAbased automated assessment system tools. By providing all the pieces of the puzzle, researchers
show the whole picture of their systems. The publication of all relevant details will lead to improved understanding and the continued development and refinement of LSA.
Our work has involved an LSA-based system. However, the same benefits that accrue to LSA researchers by using the framework can also extend to broader automated assessment system research. The framework can be altered by replacing the LSA-specific technical details with the relevant information.
We hope that by presenting this framework, we stimulate discussion amongst automated assessment system producers and consumers. The ultimate goal is to improve computing education by improving assessment.
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