Effective labeling for an image indexing system requires all objects in the image to be identified. This identification process can be performed by extracting components of the objects and grouping these components together. We propose the use of image segmentation techniques as a first step to solve the problem of extracting these components automatically. The difficult task is how the grouping of these components is performed.
INTRODUCTION
The MPEG committee has recently approved a new work item entitled "Multimedia Content Description Interface", named MPEG-7. This work aims at providing support for labeling media to support content based retrieval of the multimedia data. However, before supporting an interface to describe content, there needs to be some method of identifying objects in the media which are to be labeled and described. This paper reports on a recent experiment in image region grouping using high level information which attempts to automatically identify these objects.
Traditionally for image and video data, this identification problem has been approached by two main techniques: manual annotation [l] and object recognition [2] . Apart kom being tedious, providing textual annotation to every image and video segment is limited to annotator's choice of vocabulary and context. This limits the scope of retrieval. Object recognition techniques also suffer from drawbacks such as computational expense and its restriction to simple predefined polyhedra in highly constrained environments [3] .
The current work in the area of automatic index generation for content based retrieval, can automatically generate object descriptions using statistical attributes such as colour and texture, [4] but cannot identify the objects themselves. These statistical methods are unable to support object based queries, without relying on manual or highly constrained semantic methods.
In this paper, we present an approach in region grouping in attempt to provide automatic identification schemes. This paper is organised as follows. Section 2 discusses the method to provide automatic object identification. Three issues will be described in this section: image segmentation, feature extraction and region grouping. In section 3, the experiment procedure and results will be presented. Section 4 describes the conclusion and future worlrs.
AUTOMATIC OBJECT IDENTIFICATION

TEEHNIQUES
As explained in section 1, existing methods of identification are not suitable for current :needs. The requirement for a new approach in object identification is the ability to provide a technique that allows unsupervised (automatic) identification but does not require prior knowledge. We propose a scheme illustrated as follows.
Input Video Image segmentation techniques can solve the problem of extracting these compoiients automatically. Then, these components are grouped together based on some grouping rules.
Some features @om the irnage need to be extracted to measure the similarity or "togethemess" between the components. This is illustrated in Figure 2 . Initially, the image is segmented to obtain segments 1, 2 ancl 3. Then, using the region grouping procedure, these segments are combined producing "An Apple" 
Fig. 2. Object Formation Using Image Segments
To summarise the discussion, the proposed automatic object identification scheme can. be divided into three topics: image segmentation, feature extraction and region grouping.
' Note that the description of "An Apple" is not intqreted by the program. This is wed only to describe the illustration.
Image Segmentation
Image segments can be defined as group of pixels which are statistically correlated. These segments can be obtained by using image segmentation techniques. These techniques can be broadly categorized into four main groups: region based segmentation, color quantisation, texture based segmentation and motion based segmentation.
Region based segmentation produces segments Gom grouping some pixels according to some constraints such as spatial proximity and intensity similarity [3] . For regions which do not have smooth homogenous luminance distribution, texture-based segmentation is used. This technique groups pixel which has consistent texture properties. For video data, the pixels in each frame can also be grouped based on the similarity in their motion characteristics, using motion-based segmentation techniques. Various reviews for all these techniques are available, such as in [3] and [5] .
For this experiment, the colour quantisation technique using JND (Just Noticeable Difference) threshold [6] is implemented.
This technique reduces the number of colours or intensity values present in an image. Using this method, the pixels with a small difference in colour can be grouped as one segment under one colour representation. This process is illustrated in Figure 3 , and explained as follows.
Fig. 3. Quantisation Using JND Threshold
Before the qmtisation process is taken place, all values are transformed to Gamma function domain, which is described as follows:
Wherey is luminance value and k ranges from 2.2 -2.5. In this experiment, we select the value k = 2.3.
This domain is used to model what we "visually" perceived. The values in the new domain are quantized by 5 bits. Values that fall below this threshold are visually indistinguishable. After each value is assigned according to this threshold, it is transformed back to original domain, using the following equation.
The segments resulted using this method is shown in Fi,pe 9(b).
Feature Extraction
M e r the image is segmented, the resulted regions need to be grouped to form descriptions of the object in the image. To perform region grouping. some idonnation is required to be able to measure the similarity and 'Yogetherness" between these regions. This information is extracted from each segment in the form of various type of features. In most existing methods these have been statistical (low level) features, such as average luminance, luminance variance, colour and texture. These features are compared and the grouping decision is made based on how close the values between features of each region are. An example of this operation can be seen in [7] .
To extract these low level features does not require an intensive computation. The disadvantage of using these features is the grouping will not follow the underlying object structure, therefore being semantically inconsistent. Hence, we need to use higher level information that can reveal the semantic or structural relations between segments.
In this paper, we investigate a region grouping method that uses not only low level information, but also high level information. The problem now lies on which features possess high level properties that can be extracted without any intensive computations and can be done automatically.
As illustrated in Figure 4 below, line information in an image possesses these high level properties. Lines can describe the structure of an object, hence describing what the content of the image is. Also lines are relatively simple to extract kom the image. no w e can perceive but no lines. We cannot perceive the image as contained objects of two human hands.
Fig. 4. Lines as high level information
Therefore, lines are used in our region grouping experiment as high level information. Using lines, we can make suggestions as whether two segments can be grouped together. This will be described in the next section. To extract lines ffom the image, the following extraction process is performed.
Fig. 5. Line Extraction Process
Before the edge detection process, the image is sub-sampled by 2, to reduce some unnecessary line details. The image edges are detected using Sobel operators [SI. The image is then interpolated back to its original size. The resulted edges are thinned using 3x3 thinning algorithm [9] and linked. The edge direction is used to determine which edges should be lmked. This method is illustrated in Figure 6 . I I Fig. 6 . Edge Linking and Pruning The linking process is described as follows. The edges are initially extended by 5 pixels according to the direction of the edges. When these extended edges meet other edges, the two edges are linked. The extended lines that are not connected to any edges are deleted. Finally in the last step, edges that have length less than some threshold, are "pruned". In this case, only lines that are longer than 20 pixels are considered to be usell and will be used for in grouping. The result of thls line extraction process is shown in Figure 9 (c).
Region Grouping
Related Work
While image segmentation techniques are available quite extensively, this is not the case for region grouping schemes. Work related to region grouping mostly concentrate on block images, such as the work performed by Gurman in [IO]. This technique performs grouping on simple and uniform block objects. Objects are formed by studying the characteristics of the line junction information.
For natural images, the research in region grouping is very limited. The grouping results have been limited only to produce a better segmentation. These results are still low level and preliminary. Naif and Levine in [7] incorporate a rule-based system to segment an image into uniform regions and connected lines. Feldman and Yakimovsky in [ 1 11 use decision theory and semantic information to produce image segments. So far, there has been no automatic techniques that can successfully group segments into an object.
Proposed Region Grouping Schemes
The difficulty in performing region grouping is centred in the following questions: how do we determine which segments belong to the same object? In other words, what is the measure of similarity of segments as one object?
To answer these questions, there are some issues involved. The measure of similarity depends on two factors. One factor is the selection of features used in grouping. As discussed in Section 2.2, low level features are mostly used in existing region grouping schemes. These features alone are insufficient to provide good grouping results. Lines as high level features were selected to solve this problem. The second factor that needs consideration are the rules used in the grouping procedure. To generate robust grouping rules, we are investigating the area of human perception.
The definition of an object and the elements of the object depends on the way humans perceive objects. This is explained by the theory of perceptual organisation, known as Gestalt theory. This theory reflects the general properties of world objects and explains how certain organisations are more likely to occur. The grouping of elements into an object is explained as having these properties between elements: proximity, similarity, common fate, closure, good continuation, symmetry, surroundedness and relative size [12] . When the relations between segments satisfy these properties, according to Gestalt theory, the segments are grouped to the same object. kconsidering this infomation, Gestalt theory is used as the basis for our proposed region grouping schemes. The difficulty in using this theory would be, how to translate this theory into region grouping rules. Some rule examples are described in [13] .
In this experiment, we alkmpt to implement Gestalt theory in grouping rules. These rules accept two forms of information fiom the image: line and region information, as shown in Figure  7 .
Fig. 7. Region Grouping Implementation
The lines are extracted wing the method described in section 2.2 and the regions are obtained using the segmentation method described in section 2.1. The grouping rules generated for this experiment are described as follows. Using this region grouping procedure, m experiment is conducted and the results are described in the next section.
EXPERIMENT RESULTS
The following are the experiment results in region grouping schemes proposed in this paper. The luminance image "Claire" is used in this experiment, as shown in Figure 9 (a). This image is segmented and the segmentation results are shown in the image in Figure 9 (b). An image in figure 9(c) describes the line extracted from the original image.
Using the above similarity measures and the edge information, the grouping is performed. The grouping results are shown in Fi,pre 9(d). The number of segments produced are reduced from around 300 to 4 main object components. The threshold used in similarity test is currently set to 4.
By looking at the reduction of the number of regions, we can see that the grouping reduces the segmented image into more meaninghl areas. For labeling and indexing purpose, these areas can provide better query results and d e f~t i o n of the content of the image. 
FUTURE WORK AND CONCLUSION
In this paper, the study of issues involved in providing automatic object identification is presented.
In the future, we will implement region grouping using other Gestalt principles. The aim is to combine the results from this experiment with other Gestalt rule implementations to produce an object description in an image.
