Introduction
Network theory is a powerful tool for describing and modeling complex systems having applications in widely differing areas including epidemiology [16] , neuroscience [34] , ecology [20] and the internet [26] . In its beginning, one often compared an empirically given network, whose nodes are the element of the system and whose edges represent their interactions, with an ensemble having the same number of nodes and edges, for example (introduced by Erdos and Reyni [11] ). As the field matured, it became clear that the naive model above needed to be refined, due to the observation that real-world networks often differ significantly then the Erdos-Renyi random graphs in having a highly heterogenous non-Poisson degree distribution [5, 15] , and in possessing a high level of clustering [33] .
Methods for generating random networks with arbitrary degree distributions and for calculating their statistical properties are now well understood. This is usually achieved with the aid of the configuration model [6] and by employing an analysis of a certain branching process based on generating functions [24] . However, clustering, the other property that characterizes realworld networks, remains far less understood. Clustering refers to the relative number of triangles in a network, and is commonly measured by the coefficient introduced in [24] as C = 3×N N3 . Here N is the total number of triangles in the network, while N 3 is the number of connected triples of nodes. This definition has the advantage that C is also the probability that two nodes which connect to a mutual node are connected themselves, thereby forming a triangle whereby "a friend of a friend is also a friend".
The main difficulty when studying clustered networks is that the branching processes, which are at the heart of the generating function formalism of [24] , seems to be no longer applicable due to the formation of short loops, namely triangles. The lack of obvious analytical tools [16] , and techniques for incorporating triangles into random graph models with an arbitrary degree distribution [21] has led researchers to pursue several different avenues. One should mention several of these attempts: -Giving up on analytic predictions, and conducting instead descriptive studies [30] , where various clustering indices are defined and measured for a given real-world network. Resorting to simulations is also quite common [33] .
-Consideration of special cases, which are amenable to analysis. For example, constructing a clustered network by a projection of a bipartite graph [14, 22] , or the framework of [25, 29] which generates exponential random graphs, or Markov random graphs [32] ) which are more flexible, although more difficult to analyze. -There is yet another common but somewhat naive practice: adopting results and criteria from the unclustered case, and wrongly applying these criteria for studying clustered graphs. Relevant is the example concerning the emergence of the giant component (GC) -where it was shown [24] that in the usual, unclustered, case there is a GC if the mean number of nodes at a distance two (z 2 ) is larger then the mean number of nodes at a distance one (z 1 ). This result is often (wrongly) taken as the criterion for clustered networks [22, 31] , thereby initiating the quest to calculate z 2 in the presence of clustering [22, 23, 31] .
Here we suggest constructing a branching process that is applicable for networks with triangles [7, 28] . This recent approach seems very promising, and we will pay attention to it, using the formalism of [7] , rather than that found in [28] . The latter relies on the restrictive assumption that any two triangles in a network will never share an edge. Even in this limited setting, the results are only applicable for relatively low levels of clustering ,C, and difficult to interpret and broaden.
In section 2 we review the application of generating functions for unclustered (C = 0) random networks [24] (2.1), and describe the novel free-excess degree formalism for clustered networks [7] (2.2). In section 3 we discuss criticality in random clustered graphs. Most of this section is devoted to the emergence of the GC, as indeed the bulk of the literature, but we will also discuss briefly the second critical point (3.2) , where the graph becomes connected, which bears on processes such as synchronization in networks [17] . In section 4 we show how to estimate the size of the GC as shown in [7] ; then (4.2) we broaden the setting to study the robustness and resilience of the GC, i.e. bond, site and joint bond+site percolation. In Section 5 we describe our simulations and compare the theory with data from real-world networks. We discuss our findings in section 6.
Generating functions
"A generating function is a clothesline on which we hang up a sequence of numbers for display.." [35] For an excellent introduction to generating function the reader is referred to "generatingfunctionology" by Herbert Wilf [35] . Here we use the terminol-ogy and notation used by Newman and colleagues [24] as it has been adapted for network theory.
Unclustered random networks: C = 0
We begin by reviewing the application of generating functions for unclustered (C = 0) random networks [24] . Define the generating function:
where p k is the probability that a randomly chosen node on the graph has degree k. The distribution p k is assumed to be normalized, so that: G 0 (1) = 1. The same will be true of all generating functions considered here. Because the probability distribution is normalized and positive definite, G 0 (x) is also convergent for all |x| ≤ 1, and hence has no singularities in this region. The function G 0 (x), and indeed any probability generating function, has a number of properties that will prove useful in subsequent developments.
Moments.
The average over the probability distribution generated by a generating function -for instance, the average degree z 1 of a node in the case of G 0 (x) -is given by:
Thus if we can calculate a generating function, we can also calculate the mean of the probability distribution which it generates.
Powers. If the distribution of a property k of an object is generated by a given generating function, then the distribution of the total of k summed over m independent realizations of the object is generated by the m-th power of that generating function. For example, if we choose m vertices at random from a large graph, then the distribution of the sum of the degrees of those vertices is generated by [G 0 (x)] m . Another quantity that will be important to us is the distribution of the degree of the vertices that we arrive at by following a randomly chosen edge. Such an edge arrives at a node with probability proportional to the degree of that node, and the node therefore has a probability distribution of degree proportional to kp k . The correctly normalized distribution is generated by:
Beginning at a randomly chosen node and following one of the edges at that node, we reach a neighbor v 1 . We are interested in the distribution of the outgoing edges of v 1 or its "excess degree" (i.e., the node's degree minus one, accounting for the edge we arrived along). Since the probability, q k , to have k outgoing edges is q k = (k + 1)p k+1 /z 1 , the distribution of outgoing edges, or excess degree distribution [24] , is generated by the function:
and the average excess degree is thus:
When the clustering coefficient, C, is zero 3 the probability that any of these outgoing edges connects to the original node that we started at, or to any of its other immediate neighbors, scales as N −1 and hence can be neglected in the limit of large N 4 . Thus, making use of the "powers" property described above, the generating function for the probability distribution of the number of second neighbors of the original node can be written as:
Similarly, the distribution of the third-nearest neighbors is generated by G 0 (G 1 (G 1 (x))), and so on. The average number z 2 of the second-neighbors is:
where we have made use of the fact that G 1 (1) = 1.
The free-excess degree
The above calculations can be modified for application to clustered networks (C > 0) [7] . Analogous to the excess degree , beginning at a randomly chosen node v 0 and following one of the edges at that node, we reach a neighbor v 1 .
We are now interested in {e i } ∞ i=0 , the distribution of the outgoing edges of v 1 that are not connected to a neighbor of v 0 .
Suppose we travel from node v 0 along an edge to node v 1 having degree d(v 1 ) = i + 1 (i.e., with an excess degree of i). The probability that it will have k neighbors that are not connected back to v 0 (via a triangle) is:
This is just the probability that of the i outgoing edges of v 1 , i − k are connected in a triangular formation that includes v 0 , while the other k edges do not. Here, as before, C is just the probability of a triangular formation.
is not known, from (8) we obtain:
(9) The generating function, G c (x), for the distribution is:
The order of summation may be changed to obtain:
Using the Binomial theorem we obtain:
(12) Thus, we arrive at the key relationship:
Let us remark that in deriving 8-13, it is possible to use any other clustering index, such as c(k) -the degree dependent clustering coefficient used in [28] . However, it might be hard if not impossible to obtain a solution with such a simple closed form.
As an example of how (13) may be useful, it is possible to determine the mean free-excess degree:
Similarly, it will prove useful to calculate the mean number of edges emanating outwards from nodes at a distance one to nodes at a distance two, beginning from some arbitrary source node. (Note that this is not the mean number of nodes at a distance two, due to the fact that there is a positive probability that two edges reach the same node at a distance two.) Similarly to (6) and (7), the mean is:
This parameter was also calculated in [23] by a different technique, but as will be discussed shortly, its importance appears to have been overlooked.
The critical point
The interest in random graph theory was initiated by, and is in great debt to a striking discovery by Erdos and Renyi [11] . They studied the following simple model of a network, referred to as G N , p, or simply as the ER random graph: Take some number N of nodes and connect each pair with probability p 5 , thus defining a probability measure over the ensemble of all such graphs. Erdos and Renyi demonstrated what is considered to be one of the most important properties of the random graph, namely that it possesses a phase transition, from a low-p state (p(N ) < This result has been extended by Molloy and Reed [18, 19] and [1] to graphs with an arbitrary degree distribution, thus making them more applicable for analyzing real-world networks. Here we examine the critical point, where a GC emerges, in the context of clustered networks (section 3.1).
There is yet another interesting point, though not as studied as the latter, where the graph becomes connected -there is a path from each of the nodes to any other node. For the ER graph, G N , p, this occurs when p = ln(N ) N [8] . In section 3.2 we shall discuss briefly this issue for clustered networks.
The emergence of the GC
In their seminal paper, Molloy and Reed [18] introduced the parameter Q := i ip i (i − 2) that identifies the phase transition in random graphs, i.e. the point where a GC is born. Their procedure utilizes a method for constructing a random graph, which may be viewed as "walking through a graph" ( fig.  1a ) and assessing the number of unknown nodes encountered along the way. Suppose one follows a random edge to a node v having degree k. How does this change the number of unknown nodes? Firstly, by virtue of arriving at v the number of unknown nodes decreases by one. However, because v itself has degree k, then this leads to is an increase of (k − 1) in the number of unknown nodes. The net effect is that the number of unknown nodes increases by (k−2). In order to calculate the expected change, the probability of arriving at v, which is proportional to the degree k, must also be factored in. This makes the expected increase in the number of unknown neighbors proportional to Q = i ip i (i − 2). If Q is positive then with each step of the walk through the graph the number of unknown nodes, and the size of the component, grows large -the hallmark traits of the GC. If Q is negative, then the number of unknown neighbors reduces to zero and we are therefor not walking through a GC. Recalling earlier definitions, the condition Q > 0 may be stated as
5 p is usually a function of N , p(N ).
Since in unclustered (C = 0) networks z e = z 2 /z 1 , Ref. [24] advocates the following equivalent criterion: Choose a node at random, say V0, and start diffusing from it and counting the nodes encountered on the way. a) When C = 0 and the network is tree-like (see footnote 3), after counting the new nodes (a1 − a4) we pick one of them at random, say a1, and count its new neighboring nodes (b1 − b3), which are distributed according to {qi} ∞ i=0 . In the next step, we randomly choose one of the nodes (a2 − a4, b1 − b3) and continue until the entire component is exposed. b) When C > 0, two modifications are required to deal with cycles due to triangles (the dashed edges): we use {ei} ∞ i=0 and diffuse depth-wise. After counting a1 − a4, when we count the neighbors of a1 we avoid overcounting a2 because {ei} ∞ i=0 govern the distribution of the solid-black edges. In the next step if we go from a1 to b3 in order to count the neighbors of b3; again we avoid overcounting a2 (because it is connected to a1). The depth-wise exposure, which is a permissible scheme [18] , is made use of to avoid dependencies.
Criterion A: there is a GC in random networks if z 2 > z 1 , i.e. the mean number of second-nearest neighbors is greater than the mean number of neighbors.
This has the intuitive epidemiological interpretation: if the mean number of infected individuals grows with distance from the source, an epidemic outbreak will occur.
In [7] we have adapted Molloy and Reed's procedures in a manner that makes them applicable for clustered networks. Again, suppose we follow a random edge that begins from a source node and ends at some node v. Previously, if v had degree k, the number of "unknown" neighbors increases by k − 2. However, with triangles there is a possibility that some of the k − 1 outgoing edges will return to nodes that are already known (via dashed edges in fig 1b) . It is possible to avoid counting these nodes twice, by counting them in a manner that considers the free-excess degree distribution e k . Thus, when a node v of free-excess degree i is encountered, the number of "unknown" neighbors increases by i − 1, and the expected increase in the number of unknown neighbors is thus proportional to Q c = i e i (i − 1). The criterion for the GC in a clustered network is just Q c > 0. However from (14) , this condition becomes:
( −1 (see text)). Empirical estimates of z * 1 (Circles) were obtained through the following procedure in order to overcome finite size effects: first the value of the size of the largest component was found for networks with C = 0 at the known threshold z * 1 = 1 (3b; dashed line). This value was used to identify the critical threshold in comparable networks with C > 0. c) SF degree distribution. Symbols as in a'. Black and grey lines, which practically overlap, are based on expressions for z1 and ze for SF networks [24] .
which differs from (16) by the scale factor (1 − C). Multiplying both sides by z 1 , we obtain (1 − C)z 1 z e > z 1 . Recalling (15) , this may be interpreted as:
Criterion B: there is a GC if the mean number of edges emanating outwards from nodes at a distance-one to nodes at a distance-two (beginning from some arbitrary source node) is larger than the mean degree.
Note that in the epidemiological sense, the emphasis is on the growth in the number of outward edges or transmission routes from a typical source node to its neighbors, and then to its neighbors' neighbors ( fig.2a) .
Although previously criterion A was used for clustered network without any proper justification [31, 22] , fig.3a shows that it provides poor predictions of the critical mean degree z * 1 as a function of the clustering, C (Predictions are made using estimates of z 2 in the presence of clustering as detailed in [31, 23] ). The accuracy of the prediction can be assessed against simulations ( fig.3) . In contrast, criterion B is a much better predictor as shown in fig.2b  and fig.3a . The latter plots the analytic result for a Poisson degree distribution where z 1 = z e [24] and z * (17)). Scale free (SF) networks, where p k ∼ k −α , are usually characterized by their exponent α. However, for the purpose of discussing criticality, when α ≈ 3.45 and the tail of the distribution is not very significant, we can also characterize them by their mean degree. Taking this approach we see that as opposed to the Poisson degree distribution, fig.3c shows that the critical mean degree for SF networks is almost constant as a function of C. Its constancy results from the fact that z 1 z e and z e increases to a great extent with a small increase in z 1 [24] . However, criterion A, being based on the behavior of the second moment of the distribution as well, gives similar predictions ( fig.3c) , from the same considerations.
Complete connectivity.
Although the transition to complete connectivity is less well studied, the following example makes clear the need for further work in this area, particularly for clustered networks.
In a recent series of papers [12, 17] the effect of clustering on a network of coupled phase oscillators, was examined. These authors made the plausible assumption that by investigating a network with a very high mean degree their network will be connected. When they [17] found groups of oscillators, each group oscillating at a different frequency, they named them "dynamical clusters", in order to distinguish them from the topological clusters (i.e. connected components).
However, from the previous section we might be tempted to guess that the second critical point, where the graph become connected, scales with (1−C) −1 . Unfortunately, while simulations do not confirm our guess for a disintegration at
, they do clearly demonstrate that by introducing clustering to the network, it breaks down quite early (fig 4) .
When conducting studies such as [12, 17] or considering the implication of the above for their validity, one should especially beware of checking complete connectivity by counting the multiplicity of the eigenvalue 0 of the graph Laplacian (as done in [17] ) 6 ; because in practical use, often a numeric implementation will result in finding very small, though non-zeros, eigenvalues instead of the correct ones [2] . 
The size of the GC and its robustness

The size of the GC
In order to find the size of the GC, Andersson [3] examined the probability of extinction in a two-phase branching process that mimics a construction of a random graph (with C = 0). In this branching process the source node has a number of direct-descendants distributed according to {p i } ∞ i=0 (the first phase), while each of its descendants has a number of direct-descendants distributed according to {q i } ∞ i=0 (the second phase). First, consider the probability u for a lineage of a single branch that arrives at some node, v 1 , to eventually die out. This necessitates that all k branches leaving v 1 die out, an event that occurs with probability u k . Since the degree of v 1 is unspecified, we obtain the self consistency condition u = ∞ k=0 q k u k = G 1 (u), which can be solved to find u.
The second step takes into consideration that the branching process begins from some arbitrary source node. Because all branches originating from the source must die out in order for the process to become extinct, the probability of extinction (which is equivalent to belonging to a small component) is equal to G 0 (u) while the probability of persistence (or belonging to a GC) is S = 1 − G 0 (u), which is also the size of the GC.
The above argument needs to be modified for clustered networks [7] . For the latter, the probability, u for the lineage of a single branch to die out no longer fulfills the condition u = G 1 (u), because the progeny in the second phase are no longer distributed by {q i } ∞ i=0 . Instead we can replace q i with e i so that the self-consistency condition is, to a close approximation, u = G c (u).
The error remaining is largely due to higher order correlations between nodes in the branching process that occur with probability of the order of C 2 (and even smaller when triangles sharing an edge are known to be rare, as is the focus of Ref. [28] ). Indeed C 2 << 1 in many real-world networks. Thus we get the following procedure:
(a) Solve for u, such that:
The robustness and resilience of the GC
Another related question concerns the size of the GC in the presence of dilution, i.e., when a fraction r of the nodes, or edges (or a combination of nodes and edges), has been randomly removed 7 . This is understood to be related to the robustness and resilience of the networks against break downs of its units, the classic example being the WWW. Although the naive identification of functionality with the existence of the GC is sometimes considered problematic 8 , this formalism does have important applications as in, for example, the study of epidemic outbreaks [10] .
We can take the same approach from the previous section and ask again what is the probability u for a lineage of a single branch that arrives at some node, v 1 , to eventually die out? In the case of node removal, now in the branching process, following an edge we reach a node that is unoccupied (was removed) with probability r n . Therefore the lineage will die out with probability r n plus 1−r n times the probability that any of the lineages of the outgoing edges from v 1 will eventually die out (found via the self-consistency condition). Thus step (a) becomes: Solve for u, such that: r n + (1 − r n )G 1 (u) = u. Similar consideration of edge removal with probability r e , replacing the {q i }
∞ i=0
with the free-excess probabilities {e i } ∞ i=0 (or G 1 with G c ) and demanding all branches originating from the source to die out eventually, we get the size of the GC in clustered networks after joint edge+node removal:
When C = 0 these equations coincide with those in [9] . Indeed, we feel that our formalism, in contrast to that of [28] , has the advantage of being a natural generalization of previous theory [9, 24] .
This theory for for the size of the GC is evaluated against simulation and real-world data in the next section, showing good agreement.
Simulations and real data
Clustered networks were generated by three different methods, all giving similar results, each having its own advantages in terms of efficiency. In all methods, a degree sequence was generated by sampling from a desired distribution. In two of the methods a network was constructed according to the generated degree sequence by using a fill algorithm [13] . In one case we then selectively switched links [4] to reach a degree of clustering we were interested in. In the second case, we selectively reconnected links to nodes of distance two, which lead to an increase in the number of triangles. The third method was based on distributing triangles in an empty network under the restrictions of the degree sequence, and latter filling in additional links using a fill algorithm [13] .
In figure 5 we plot simulations against theory for the size of the GC for a variety of parameters. Figure 5a shows the size of the GC vs. the mean degree for different values of C, r n and r e , the fraction of nodes/edges removed. In order to isolate the effect of clustering, we have also plotted in figure 5b the size of the GC vs. C for a fixed mean degree.
The most revealing plot is that of the case r n = r e = 0 (top line in fig  5b) , where there is a good agreement at the lower values of C (i.e. C < 0.3), as well as for its higher values (at C ≈ 0.5), as opposed to a deviation at intermediate values. This is explained by the fact that initially the O(C 2 ) error in our approximation is rather small; at intermediate values it can grow, (but still< C 2 ) while towards the critical point it needs to converge back to the exact result, producing again a very small deviation.
Notice as well that after dilution the deviations become smaller still ( fig  5b) . This might be explained by the sensitivity of the higher order correlations, which require many edges, and their fast destruction due to it.
We can also take data from real-world networks and compare their behavior under dilution with the prediction. When doing so, we often find, due to the skewed degree distribution that characterizes many real-world networks and their "denseness", that the network stays almost as one connected unit for a large range of dilution. It is thus not surprising that allowing for clustering does not improve the predictions. A distinct example is given in figure 6a , where the size of the GC of the neural network of C. elegans [34] is plotted vs. r n , the fraction of nodes removed. The size of the GC decreases almost linearly as r n .
Nevertheless, fig 6b-c shows two real-world networks, the yeast proteinprotein interaction network and Zachary's Karate club [36] , where considering the value of C gives an advantage in predicting the size of the GC as a function of dilution. 
Discussion
Perhaps the most far-reaching result presented here is our criterion B for the existence of the GC. This simple and intuitive criterion ("Is the mean number of edges going to the second layer larger than the one going to the first?") is a natural generalization of the well established Molloy-Reed condition ("is the mean number of nodes at the second layer larger than the one at the first?") which is often misused. It might be that the Molloy-Reed condition gained much of its appeal due to the interpretation which identifies the existence of a GC with the possibility of a random walker, originating from a source node, to reach a large distance from the source (see as well the related and interesting electro-static approach [27] ). Although grossly oversimplified, we may conjecture that this is indeed true for the general case. Indeed, when inspecting figure 2a, for example, we see that in order the have a positive drift away from the source we need not have an increasing number of nodes at each layer -rather an increasing number of edges between layers!
