Let (U, U ı ) be a quantum symmetric pair of Kac-Moody type. The ıquantum groups U ı and the universal ıquantum groups U ı can be viewed as a generalization of quantum groups and Drinfeld doubles U. In this paper we formulate and establish Serre-Lusztig relations for ıquantum groups in terms of ıdivided powers, which are an ı-analog of Lusztig's higher order Serre relations for quantum groups. This has applications to braid group symmetries on ıquantum groups.
Serre-Lusztig relations have also played a crucial role in the XXZ spin chain with periodic boundary conditions and the superintegrable chiral Potts model, cf. [KM01, ND08] and references therein.
For our purpose in this paper, it is helpful to envision the Lusztig-Serre relations (1.2) in the following 2 steps.
⊲ One makes an Ansatz from the standard q-Serre relation to guess the formula for the Lusztig-Serre relations of minimal degree (i.e., (1.2) for m = 1 − na ij ): Let U be the Drinfeld double of U. Let (U, U ı ) be a quantum symmetric pair [Le99, Ko14] , and let ( U, U ı ) be the universal quantum symmetric pair [LW19a] . The so-called ıquantum groups U ı and U ı can be viewed as generalizations of quantum groups, just as real Lie groups can be viewed as a generalization of complex Lie groups. The definition of U ı and U ı is based on a Satake diagram or an admissible pair (I • , τ ): a partition I = I • ⊔ I • with I • of finite type and (possibly trivial) Dynkin diagram involution τ , which satisfy some compatibility conditions. The U ı = U ı ς depend on parameters ς = (ς i ) ∈ (K(q) × ) I• , while U ı has additional Cartan subalgebra generators which produce various central elements (which controls the parameters ς). The ıquantum groups U ı , U ı are called quasi-split if I • = ∅, and split if in addition τ = id.
The theory of canonical basis for quantum groups [Lu90, Lu93] has been generalized to the setting of ıquantum groups [BW18b] . The rank 1 ıcanonical basis for U ı (sl 2 ) [BW18a, BeW18] gives rise to the ıdivided powers B i,p in the universal ıquantum group U ı is formulated in (2.18)-(2.19), whose central reductions give us the version of ıdivided powers in U ı used in [BW18a, BeW18, CLW18] .
The ıdivided powers were essential in the formulation [CLW18] of a distinguished ıSerre relations in U ı : for i = j ∈ I such that τ i = i = w • i, The ıSerre relations in different forms for U ı associated with small values of Cartan integers a ij were known earlier [Le02, Ko14, BK19] , but the expressions of ıSerre relations in terms of monomials of Chevalley generators B i (i ∈ I) are getting quickly too cumbersome to be written down explicitly as |a ij | grows. The ıSerre relations (1.6) then led to a Serre presentation for quasi-split ıquantum group U ı of arbitrary Kac-Moody type [CLW18] .
1.2. Goal. The goal of this paper is to formulate and establish in full generality the Serre-Lusztig relations of ıquantum groups associated to the ıSerre relation (1.6). We shall mainly work with U ı in this paper, and the Serre-Lusztig relations for U ı take the same form as for U ı . The Serre-Lusztig relations allow us to formulate (partly conjectural) braid group symmetries for U ı and U ı .
The main results in this paper provide another example to reinforce a general expectation (first advocated in [BW18a] ) that most of the basic constructions for quantum groups admit (possibly highly nontrivial) natural generalizations in the setting of ıquantum groups.
1.3. Main results. We shall formulate and establish Serre-Lusztig relations for U ı in two stages by starting with those of minimal degrees.
For various structures of ıquantum groups, it is conceptual and essential to work with ıdivided powers. In an approach toward canonical basis arising from quantum symmetric pairs of Kac-Moody type [BW18c] , 3 different types of ıdivided powers associated to j ∈ I • are constructed, depending on (i) τ j = j = w • j; (ii) τ j = j; (iii) τ j = j = w • j.
The ıdivided powers in cases (ii)-(iii) are denoted by B (m) i , for m ≥ 0, and they do not depend on a parity as in Case (i) as described above.
By convention, we will use B (m) j,t to denote any of the above ıdivided powers in the settings where the conditions (i)-(iii) on j are not specified; the index t is ignored in Cases (ii)-(iii).
Theorem A (Serre-Lusztig relations of minimal degree). For any i = j ∈ I such that τ i = i = w • i, the following identities hold in U ı : The identity (1.7) in Theorem A is a combination of Theorem 4.1 (for τ j = j = w • j), Propositions 5.2 (for τ j = j), and Proposition 5.5 (for τ j = j = w • j). Amazingly, the relation (1.8) takes the same form as (1.3) for the usual quantum groups. We view (1.8) to be more fundamental than (1.7) as it is valid at the level of integral forms for (modified) ıquantum groups, cf. [BW18b] .
Examples of Serre-Lusztig relations of minimal degree were obtained earlier by Baseilhac and Vu [BaV14, BaV15] for certain split ıquantum groups (with a ij = −1, −2). Their (largely conjectural) expressions in terms of monomials in Chevalley generators B i look rather cumbersome. The Serre-Lusztig relations can be useful in the further study of ıquantum groups with q being a root of 1 (cf. [BS19] ), which according to [BaV14, BaV15] The effort to understand and formulate the connections between (1.7) and (1.8) has led to the following theorem, which is an immediate consequence of Theorem A and Proposition 3.2.
Theorem B (Non-standard Serre-Lusztig relations for U ı ). For any i = j ∈ I such that τ i = i = w • i and n, t ∈ Z ≥0 , the following identities hold in U ı :
(1.10) (Note there is no q-powers involved in these identities in contrast to (1.1)-(1.2).)
By going through numerous examples, we manage to guess explicit formulas for elements y i,j;n,m,p,t,e in U ı , which is a proper ı-analogue of f − i,j;n,m,e ∈ U − , the F -version of f + i,j;n,m,e ; actually, y i,j;n,m,p,t,e has f − i,j;n,m,e as its leading term. In addition, y i,j;1,1−a ij ,p,t,e coincides with LHS of (1.6) and y i,j;n,1−na ij ,p,t,e coincides with LHS of (1.9)-(1.10). It turns out the definition of y i,j;n,m,p,t,e depends on the parity of m − na ij , cf. (6.1)-(6.2). We have the following recursion in U ı which formally looks like a mixture of the recursion formulas (1.4)-(1.5) in U.
Theorem C (Theorem 6.2).
The following generalizes Theorem A.
Theorem D (Serre-Lusztig relations for U ı ; see Theorem 6.3). Let i = j ∈ I such that τ i = i = w • i, p ∈ Z 2 , n ≥ 0, and e = ±1. Then, for m < 0 and m > −na ij , we have y i,j;n,m,p,t,e = 0.
(1.12) An anti-involution σ ı for U ı constructed in [BW18c, Proposition 3.13] allows us to obtain an additional family of Serre-Lusztig relations for U ı involving new elements y ′ i,j;n,m,p,t,e ; for details see Theorems 6.2-6.3.
Theorem A through Theorem D remain valid over U ı = U ı ς , once we replace k i by the scalar ς i in all relevant places and use the version of ıdivided powers in (2.16)-(2.17).
1.4. Our approach. The proof of Theorem A is much more challenging than its counterpart in the quantum group setting.
We show that the two identities (1.7) and (1.8) in Theorem A are equivalent. In case when τ j = j, as the ıdivided powers of B j are standard, this equivalence is trivial. However, in cases when τ j = j = w • j and τ j = j = w • j, the ıdivided powers of B j have lower order terms. We show by using a key Proposition 3.2 that the above identity (1.7) implies the following non-standard Serre-Lusztig relations (equivalent to Theorem B): for n, t ∈ Z ≥0 ,
Now the identity (1.8) in Theorem A follows from (1.7) and (1.13).
It remains to prove (1.7). The proof is long and computational, and it follows a similar strategy in [CLW18] used in the proof of ıSerre relation (1.6) (which is a special case of (1.7) at n = 1). That is, we use the expansion formulas of ıdivided powers into PBW basis of quantum sl 2 from [BeW18] to reduce the proof to certain q-binomial identities; the Serre-Lusztig relations from quantum groups will be used as well. Recall [CLW18] we reduce the proof of the ıSerre relation (1.6) to a q-identity with 3 auxiliary variables by such PBW expansion; instead of proving this q-identity directly (which we didn't know how), we deduce it from more general identities involving a function G in 6 auxiliary variables (which admits simpler recursions). Almost miraculously, the q-identity arising from our current reduction from (1.7), which is much more involved than [CLW18] , also follows from the same collection of identities involving G.
For 3 types of ıdivided powers for B j (i.e., (i)-(iii) in §1.3), the details of the proofs of (1.7) are largely the same with some differences. We give the complete details in case (i), and explain the differences in cases (ii)-(iii).
The main difficulty of Theorem C lies in its precise formulation (including guessing the formulas for y i,j;n,m,p,t,e ); its proof requires only routine though lengthy computations.
Observe that the base case y i,j;n,1−na ij ,p,t,e = 0 in Theorem D is exactly the Serre-Lusztig relation of minimal degree in Theorem A. Theorem D in general now follows readily from the recursion formulas in Theorem C.
1.5. Applications. Keeping in mind Lusztig's formulas for braid group symmetries on U and connections to Serre-Lusztig relations [Lu93, Part VI], the Serre-Lusztig relations for U ı and U ı suggest natural formulas involving y i,j;n,−na ij ,p,t,e and y ′ i,j;n,−na ij ,p,t,e in (6.15)-(6.16) for braid group symmetries T ′ i,e and T ′′ i,e on U ı and U ı ; see Conjecture 6.5. For earlier works on braid group actions (associated to the underlying restricted root system) on U ı and U ı of finite type, see [KP11, LW19b, D19] for finite type and see [BaK17] for q-Onsager algebra (i.e., U ı of split affine type A 1 ).
Even for finite type, no braid group action on U ı -modules is available, in contrast to the quantum group setting [Lu93, Chapter 5] . This makes it difficult to verify directly the conjecture that T ′ i,e and T ′′ i,e are algebra automorphisms of U ı . In a subsequent work, we shall develop further the ıHall algebra approach (cf. [LW19b] ) to establish Conjecture 6.5 for quasi-split ıquantum groups U ı and U ı of Kac-Moody type.
1.6. Organization. The paper is organized as follows. In the preliminary Section 2, we set up notations for Drinfeld doubles, ıquantum groups, and ıdivided powers. In Section 3, we formulate a key induction procedure, which will be used repeatedly.
In Section 4 (and respectively, Section 5), we establish the Serre-Lusztig relation (1.7) in Theorem A for j ∈ I with τ j = j = w • j (and respectively, τ j = j or τ j = j = w • j); parts of the proof are postponed to Appendix A. We then complete the proofs of Theorem A and Theorem B.
In Section 6, we prove the general Serre-Lusztig relations (Theorem D) by first establishing the recursive formulas (Theorem C). In Appendix B, we prove some combinatorial q-binomial identities used in the proof of the general Serre-Lusztig relations in §6.3-6.4.
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Quantum symmetric pairs and ıquantum groups
In this section, we recall the definitions of ıquantum groups and quantum symmetric pairs (QSP). We introduce universal ıquantum groups as subalgebras of Drinfeld doubles and ıdivided powers for U ı . Then we review some q-binomial identities from [CLW18] .
2.1. Quantum groups and Drinfeld doubles. Given a Cartan datum (I, ·), we have a root datum of type (I, ·) [Lu93, 1.1.1, 2.2.1], which consists of (a) two finitely generated free abelian groups Y, X and a perfect bilinear pairing ·, · :
We assume that the root datum defined above is X-regular and Y -regular, that is, {α i | i ∈ I} is linearly independent in X and {h i | i ∈ I} is linearly independent in Y . We further assume Y is of the form in this paper
For example, the Y arising from a minimal realization of a generalized Cartan matrix is of this form.
The matrix C = (a ij ) i,j∈I = ( h i , α j ) i,j∈I is a generalized Cartan matrix. For D = diag(ǫ i | ǫ i ∈ Z + , i ∈ I), where ǫ i = i·i 2 , DC is symmetric. Let q be an indeterminate, and denote
For n, m ∈ Z with m ≥ 0, we denote the q-integers and q-binomial coefficients as
We denote by [n] q i and n d q i , or simply [n] i and n d i , the variants of [n] and n d with q replaced by q i . For any i = j ∈ I, define the following polynomial in two (noncommutative) variables
Let K be a field of characteristic 0. Associated to a root datum (Y, X, ·, · , . . . ) of type (I, ·), the Drinfeld double U is the associative K(q)-algebra with generators E i , F i , K h , K ′ h for all i ∈ I, subject to the following relations: for h, h ′ ∈ Y, i, j ∈ I,
for n ≥ 1 and i ∈ I. Then the q-Serre relations (2.6) above can be rewritten as follows: for i = j ∈ I,
(2.7)
Analogously as for U, the quantum group U is defined to be the K(q)-algebra generated by
h , for all i ∈ I, h ∈ Y , subject to the relations (2.6), (2.2)-(2.3) (with the relations involving K ′ h ′ ignored), and with (2.5) replaced by [E i , F j ] = δ ij
. The comultiplication ∆ for U is modified from (2.7) with K i and K ′ i replaced by K i and K −1 i , respectively. (Beware that our K i has a different meaning from K i ∈ U in [Lu93] .)
Let U + be the subalgebra of U generated by E i (i ∈ I), U 0 be the subalgebra of U generated by K i , K ′ i (i ∈ I), and U − be the subalgebra of U generated by F i (i ∈ I), respectively. The subalgebras U + , U 0 and U − of U are defined similarly. Then both U and U have triangular decompositions:
Denote by r i : U + → U + the unique Q(q)-linear maps [Lu93] such that
2.2. The algebraU. Recall [Lu93, 23.1] that the modified form of U, denoted byU, is a K(q)-algebra (without 1) generated by 1 λ , E i 1 λ , F i 1 λ , for i ∈ I, λ ∈ X, where 1 λ are orthogonal idempotents. Note thatU is naturally a U-bimodule [Lu93, 23.1.3], and in particular we have
We have the mod 2 homomorphism Z → Z 2 , k → k, where Z 2 = {0,1}. Let us fix an i ∈ I. Define
For our later use, with i ∈ I fixed once for all, we need to keep track of the precise value h i , λ in an idempotent 1 λ but do not need to know which specific weights λ are used. Thus it is convenient to introduce the following notation
to denote an idempotent 1 λ for some λ ∈ X such that m = h i , λ . In this notation, the identities in [Lu93, 23.1.3] can be written as follows: for any m ∈ Z, a, b ∈ Z ≥0 , and i = j ∈ I,
From now on, we shall always drop the index i to write the idempotents as 1 ⋆ m . Remark 2.1. If u ∈ U satisfies u1 ⋆ 2k−1 = 0 for all possible idempotents 1 ⋆ 2k−1 with k ∈ Z (or respectively, u1 ⋆ 2k = 0 for all possible 1 ⋆ 2k−1 with k ∈ Z), then u = 0.
2.3. The ıquantum groups U ı and U ı . Let τ be an involution of the Cartan datum (I, ·); we allow τ = 1. Let I • ⊂ I be a Cartan subdatum of finite type. Let W I• be the Weyl subgroup for (I • , ·) with w • as its longest element. Let ρ ∨ • be half the sum of all positive coroots associated to (I • , ·). We shall denote All pairs (I • , τ ) considered in this paper are admissible. Following and generalizing [LW19a] , we define a universal ıquantum group U ı to be the K(q)-subalgebra of the Drinfeld double U generated by E ℓ , F ℓ , K ℓ , K ′ ℓ , for ℓ ∈ I • , and Ko14] that U ı is a right coideal subalgebra of U, and (U, U ı ) is called a quantum symmetric pair (QSP for short), as they specialize at q = 1 to a symmetric pair.
The following is a U ı -variant of an anti-involution σ ı on U ı in [BW18c, Proposition 3.13].
Lemma 2.3. There exists a K(q)-linear anti-involution σ ı of the algebra U ı such that
Replacing ς i by k i and abusing notations, we define the ıdivided powers of
We set B (m) i,p = 0 for any m < 0.
These ıdivided powers in U ı satisfy the following recursive relations:
Remark 2.4. The results in this paper are formulated for U ı , and their counterparts for U ı can be obtained (with the same proofs) by the simple substitution of k i with ς i .
The ıSerre relation in U ı below formally takes the same form as for U ı [CLW18, (3.9)]. No additional condition on j ∈ I is imposed, thanks to [CLW18, Remark 3.5].
Proposition 2.5. The following ıSerre relations hold in U ı , for
Proof. Denote the LHS of the identity in U ı in the proposition by L. Let ς = (ς ℓ ) ∈ (K(q) × ) I• be such that ς ℓ = ς τ ℓ whenever a ℓ,τ ℓ = 0. By a base change, all the algebras in this proof will be assumed to be over an extension field of K(q) which includes 2ǫ i √ ς ℓ , for ℓ ∈ I. By
Then π matches the corresponding ıdivided powers of B i and thus maps L to 0 by the ıSerre relation in U ı [CLW18, (3.9), Remark 3.5]. As the scalar ς i varies, we conclude that L = 0. (The argument above actually shows that the ıSerre relations for U ı and U ı imply each other.)
Remark 2.6. The ıSerre relations for U ı in case |a ij | ≤ 3 were known earlier in different forms [Le02, BK19] .
Lemma 2.7. [CLW18, Lemma 5.1, Theorem 5.6] For any w, p 0 , p 1 , p 2 , k ∈ Z and u, ℓ ∈ Z ≥0 , the following identities hold:
A key induction
In this section, we establish an inductive formula on Serre-Lusztig relations, which will be used for several times in later sections.
3.1. Recursions for ıdivided powers.
i,0 , for r even,
Proof. Follows by a direct computation from the recursive definition of ıdivided powers (2.20).
An induction step.
The following proposition will serve as a key induction step repeatedly in this paper.
Proposition 3.2. Let m ∈ Z ≥1 such that m ≡ na ij (mod 2) and let i = j ∈ I. Suppose the following identity holds in U for some X ∈ U:
Then the following identity holds in U:
(The assumption here that m ≡ na ij (mod 2) is reasonable, as in application below we have m = 1 − na ij as the starting point.)
Proof. Let us first outline the idea of the proof. Using Lemma 3.1 and the recursive definition of ıdivided powers we shall compute B
(2) i,p Ξ, ΞB
(2) i,p+na ij , and B i ΞB i , and then a sum
We make the following claim.
Claim. The following identity holds for some suitable scalars ξ:
Assuming the Claim, we conclude that r+s=m+2 (−1) r B i,p+na ij = 0 from this identity and the assumption that Ξ = 0, establishing the proposition.
It remains to prove the identity (3.2) in the Claim. The proof is divided into Cases (1)-(4) below according to the parities p and p + na ij ; the scalars ξ depend on these parities.
(1) Assume na ij is even (and hence m is odd by assumption) and p = 0. We have
where the last equation is obtained by a change of variables r → r − 2 on the first summand.
On the other hand, we have
where the last equation is obtained by a change of variables s → s − 2 on the first summand; also note in the last 2 summands that r is even if and only if s is odd since r + s = m is odd. Similarly we have
where the last equation is obtained by changes of variables (r → r − 1, s → s − 1), (r → r + 1, s → s − 1), (and respectively, (r → r − 1, s → s + 1)) on the first, second, (and respectively, third) summands.
Collecting the 3 identities for B
(2)
i,0 in S, for r + s = m and r even, is equal to
i,0 in S, for r + s = m and r odd, is equal to
Summarizing, we have obtained
That is, we have established the identity (3.2) with ξ =
[2] i . The proofs for the identity (3.2) in the remaining Cases (2)-(4) below are similar, and we will only write down the main formulas.
(2) Assume na ij is even (and hence m is odd) and p = 1. We have
From these formulas, we see that the coefficient of B
i,1 in S, for r + s = m and r even, is
In this way, we have established the identity (3.2) with ξ =
(3) Assume na ij is odd (and hence m is even) and p = 1. We have
i,1 in S, for r + s = m and r even, is equal to
i,1 in S, for r + s = m and r odd, is equal to
Thus we have established the identity (3.2) with ξ =
(4) Assume na ij is odd (and hence m is even) and p = 0. This case (with ξ =
) is completely parallel to Case (3), and it can also be obtained from (3) by applying a suitable anti-involution.
This completes the proof of the identity (3.2) and hence Proposition 3.2.
3.3. Non-standard Serre-Lusztig in U. We obtain some curious non-standard Serre-Lusztig relations for U, which is a counterpart of Theorem B for U ı .
Corollary 3.3. The following identities hold in U + , for any i = j ∈ I and n, t ∈ Z ≥0 : Here is a second proof. A split ıquantum group U ı with k i = k j = 0 is isomorphic to U − . Theorem B then reduces to an F -counterpart of (3.3), which is equivalent to (3.3).
Serre-Lusztig relations of minimal degree, I
Throughout this section, we assume τ j = j = w • j. We shall prove the following theorem (which is Theorem A for τ j = j = w • j). 
Follows by a simple induction on n and using the definition
Proof. By the same type of arguments in Proposition 2.5, the 2 identities (4.2)-(4.3) are equivalent. We shall prove (4.2).
The proof of (4.2) is very long and computational; it will occupy §4.2-4.3 and Appendix A. In §4.2, the proof of (4.2) is reduced to the verification of 4 identities (4.9)-(4.12). The proof of (4.9) is given in §4.3, while similar proofs of (4.10)-(4.12) are outlined in Appendix A.
We can now complete the proof of Theorem 4.1 using Theorem 4.3 and Proposition 3.2.
Proof of Theorem 4.1. Let µ, ν, β ∈ Z ≥0 such that n = µ + ν + 2β, and let 0 ≤ k ≤ β. By Theorem 4.3 (with β replaced by k) and noting that na ij = (µ + ν + 2k)a ij , we have
note the identity (4.4) serves as the base case for the induction with m = 1 − (µ + ν + 2k)a ij in Proposition 3.2. In particular, for t = (k − β)a ij , the above identity leads to the following identity (where a power of the central element
The theorem follows from this identity and Lemma 4.2. We have verified that our formulas for n = 2, 3, 4, 5 (with a ij = −1) and for n = 2, 3 (with a ij = −2) agree with theirs.
The following simple lemma will be used later.
Lemma 4.5. Suppose τ j = j = w • j.
(
span the same vector space V n and they are bases of V n . Now Part (2) follows.
4.2.
Reduction of Theorem 4.3 to (4.9)-(4.12). For the proof of (4.2) in Theorem 4.3 in §4.2-4.3 and Appendix A, we set i = 1, j = 2.
We recall the following PBW expansion formulas of the ıdivided powers. 
The necessity of applying different formulas in Lemma 4.6 forces us to divide the proof of (4.2) in Theorem 4.3 into the 4 cases (4.9)-(4.12).
(4.12)
In §4.3 below, we shall prove the identity (4.9); similar proofs of the other identities (4.10)-(4.12) are postponed to Appendix A. 4.3. Proof of the identity (4.9). In the remainder of this section, we denote α = −a 12 ∈ Z ≥0 .
For any β ∈ Z ≥0 , we shall use (4.5)-(4.6) to rewrite the element
for any λ ∈ Z, in terms of monomials in E 1 , F 1 , F 2 , E 2 , K −1 2 . Case I: r is even. It follows from (4.6) that
By (2.11)-(2.12) we have F 2 1 ⋆ λ = 1 ⋆ λ+α F 2 , E 2 1 ⋆ λ = 1 ⋆ λ−α E 2 , and hence
Furthermore, by using (4.5), we have
Hence combining the above 3 computations gives us
Next, we move the divided powers of E 1 in the middle to the left. Using (2.11)-(2.12) we have
Using (2.13) we have
Plugging these new formulas into (4.14), we obtain
Case II: r is odd. Similarly, by (4.5) we have
Using (4.6) we have
Combining the above two formulas and simplifying the resulting expression, we obtain the following equality:
. Therefore, by combining the computations (4.15)-(4.16) which depend on the parity of r above, we obtain the following formula for (4.14): (Sometimes, we shall write w = w y when it helps to indicate its dependence on y below.) Note r ≡ w − b (mod 2). Define
In these new notations, we rewrite (4.17) as
4.4.
Final reduction to q-binomial identities. Recall the function G(w, u, ℓ; p 0 , p 1 , p 2 ) from (2.21). It will be written below as G q (w, u, ℓ; p 0 , p 1 , p 2 ) to indicate its dependence on q, since in the application below it is necessary to replace q by q 1 .
Lemma 4.7. For any w ∈ Z, u, l, µ, β ∈ Z ≥0 , we have This identity can then be converted into the identity (4.22) with the help of (4.21).
Proposition 4.8. The following identities hold:
Proof. We prove (4.23). When comparing the coefficients T (w y , u, l, µ, β) for various y, we keep in mind that w y = w y−1 − 1 by definition of w in (4.18) and hence w y = w 0 − y. Then by using (4.22) and an induction on y we obtain T (w y , u, l, µ, β) = (−1) y q y(αµ−l−2u) 1 T (w 0 , u, l, µ, β).
By a Serre-Lusztig relation, which is the F -analog of (1.2) with n = ν and m = α(µ + ν + 2β) + 1 − l − 2u, we have
Therefore we have
The proof of (4.24) by using the Serre-Lusztig relation between E 1 , E 2 is entirely similar, and hence will be skipped.
Proposition 4.9. For any l ≤ αµ ≤ 2u + l − 1 − 2αβ, we have T (w, u, l, µ, β) = 0.
Proof. Recall T is proportional to G q 1 (w, u, 0; α(µ + 2β) − l, u − 1, α(µ + β) − l); see (4.21).
Using (2.23)-(2.24), we see that if 2 | (αµ − l), then
Similarly, if 2 ∤ (αµ − l), then
We now proceed by separating into 2 cases, depending on the parity of (αµ − l). We shall give the details below when 2 | (αµ − l) using (4.25); the other case is entirely similar using (4.26) and will be skipped.
Assume 2 | (αµ − l) from now on. Then by (4.25) and Lemma 2.8,
Since by assumption l ≤ αµ ≤ 2u + l − 1 − 2αβ, we have u − 1 − α(µ+2β)−l 2 ≥ 0, and αµ−l 2 ≥ 0. Note that
Then one of the q 2 -binomials in each summand of the RHS of (4.27) must vanish, and hence
Combining (4.20) and Propositions 4.8-4.9, we conclude that
(1−a 12 (µ+ν+2β)−r) 1,0
for any λ ∈ Z and µ, ν, β ∈ Z ≥0 such that µ + ν + 2β = n. This implies the identity (4.9) by Remark 2.1.
Serre-Lusztig relations of minimal degree, II
In this section, we shall establish the analogue of Theorem 4.1 on the Serre-Lusztig relations of minimal degree in the remaining two cases for j, cf. §1.3, (ii) τ j = j, and (iii) τ j = j = w • j. Then we complete the proofs of Theorems A and B.
5.1. The case when τ j = j.
Lemma 5.1. Assume τ j = j. For each n ≥ 0, B n j lies in the Q(q)-span of
Proposition 5.2. Let i, j ∈ I such that τ i = i = w • i and τ j = j. Then, for any n > 0 and p ∈ Z 2 , we have
Note that a ij = a i,τ j . The proof of (5.1) is exactly the same as for the special case of (4.2) in Theorem 4.3 with β = 0, and hence omitted here.
The case when τ j
The following are variants of [BW18c, Lemma 5.4] and [BW18c, Lemma 5.5] in the setting of U and U ı , where the scalar ς j is replaced by the central element
The following lemma follows readily from Lemma 5.3(2)(3).
Lemma 5.4. For each n ≥ 0, B n j lies in the Q(q)-span of
Then, for any n > 0 and p ∈ Z 2 , we have
Proof. Note that Z j K j K ′ j commutes with ıdivided powers of B i . Hence, by Lemma 5.4, it suffices to show that r+s=1−na ij (−1) r B
By Proposition 3.2, this further reduces to establishing the identity (5.3) for µ + ν = n.
The proof of the identity (5.3) for µ + ν = n is essentially the same as for the special case of (4.2) in Theorem 4.3 with β = 0, and hence omitted. We only remark that T w• (E i ) = E i and thus a Serre-Lusztig relation in U + between E i and E j gives rise to a same Serre-Lusztig relation in U + between E i and T w• (E j ); compare (4.24) and its proof.
in [BW18c, (5.7)]. In U ı , we modify the definitions to be, for n ≥ 0,
The following recursive formula holds, for n ≥ 2 (cf. [BW18c, (5.8)]):
Lemma 5.6. Assume τ j = j = w • j.
(1) B
Proof. Part (1) follows from the definition of B (n) j (5.4)-(5.6). Then, the sets
span the same vector space V n , and moreover, they are bases of V n . Now Part (2) follows. 5.3. Equivalence of (1.7) and (1.8). We are back to the general setting, and there is no condition on j below.
Proposition 5.7. Suppose τ i = i = w • i. Then the identities (1.7) and (1.8) are equivalent.
We can assume that a ij = 0, as otherwise both (1.7)-(1.8) are trivial. Recall k j is central.
(1.7) ⇒ (1.8). Let us fix n ≥ 0. For each 0 ≤ t ≤ ⌊n/2⌋, by (1.7) with n replaced by n − 2t, we have
This together with Proposition 3.2 implies that r+s=1−na ij (−1) r B (1.8) ⇒ (1.7). We prove (1.7) by induction on n. The identity (1.7) holds for n = 0, 1 as it is the same as (1.8). By inductive assumption, we have r+s=1−na ij +2ta ij (−1) r B 
In this case, the proof is the same as for (i) where Lemma 5.6 is used in place of Lemma 4.5.
A summary.
Theorem A consists of two identities (1.7)-(1.8). The identity (1.7) has been established case-by-case: Theorem 4.1 (for τ j = j = w • j), Propositions 5.2 (for τ j = j), and Proposition 5.5 (for τ j = j = w • j).
The identity (1.8) follows from (1.7) and the equivalence established in Proposition 5.7. Theorem B immediately follows from Theorem A and Proposition 3.2.
Remark 5.8. Theorem A and Theorem B remain valid over U ı = U ı ς , once we replace k i by the scalar ς i in all relevant places and use the version of ıdivided powers in (2.16)-(2.17).
6. General Serre-Lusztig relations for U ı 6.1. Definition of y i,j;n,m,p,t,e and y ′ i,j;n,m,p,t,e . Let i = j ∈ I be such that τ i = i = w • i. Recall the ıdivided powers B For m ∈ Z, n ∈ Z ≥0 , e = ±1 and p, t ∈ Z 2 , we define elements y i,j;n,m,p,t,e and y ′ i,j;n,m,p,t,e in U ı below, depending on the parity of m − na ij .
If m − na ij is odd, we let
if m − na ij is even, then we let
If m − na ij is even, then we let
Recall the anti-involution σ ı of U ı in Lemma 2.3. The next lemma follows by a direct computation. Lemma 6.1. Let i = j ∈ I be such that τ i = i = w • i. Then, for any p, t ∈ Z 2 , n ≥ 0, m ∈ Z, and e = ±1, we have y ′ i,j;n,m,p,t,e = σ ı ( y i,τ j;n,m,p,t,e ). (6.5) 6.2. Recursions and Serre-Lusztig relations. Theorem 6.2. Let i = j ∈ I be such that τ i = i = w • i. Then for any p, t ∈ Z 2 , n ≥ 0, m ∈ Z, and e = ±1, we have Remark 6.4. (1) Theorems 6.2 and 6.3 hold (with the same proofs) if we replace B (n) j,t by B n j throughout the definitions of y i,j;n,m,p,t,e and y ′ i,j;n,m,p,t,e in (6.1)-(6.2) and (6.3)-(6.4). The new variant of Theorem 6.3 uses as an initial input the Serre-Lusztig relations of minimal degrees (1.7) (instead of (1.8)) in Theorem A.
(2) Theorems 6.2 and 6.3 remain valid over U ı = U ı ς , once we replace k i by the scalar ς i in all relevant places and use the version of ıdivided powers in (2.16)-(2.17).
By applying the anti-involution σ ı , we see that (6.6) and (6.7) (with j replaced by τ j) are equivalent. We shall prove (6.6) by induction on m. The proof is divided into the following two cases depending on the parity of m − na ij . 6.3. Proof of Theorem 6.2 for m − na ij even. Using (2.20) and the definitions of y i,j;n,m,p,t,e in (6.1)-(6.2), we have q −e(2m+na ij ) i B i y i,j;n,m,p,t,e − y i,j;n,m,p,t,e B i (6.9)
We compute the partial sum
By Lemma B.1 (with a = a ij ), we rewrite the above as u≥0 (q i k i ) u (X 1 + X 4 + X 6 ) (6.10)
Similarly, we compute another partial sum
By Lemma B.1 (with a = a ij ), we continue to rewrite the above as
Combining (6.10) and (6.11) into (6.9), we obtain 
where r + s = m + 1 − 2u. We compute a partial sum
Now we compute another partial sum
By Lemma B.2 (with a = a ij ), we rewrite the above as
Combining (6.13) and (6.14) into (6.12), we obtain 
T ′′ i,−e of U ı , which are inverses to each other, defined by
Remark 6.6. By choosing the distinguished parameters ς i = −q −2 i for any i ∈ I (cf. [LW19b, §7]), T ′ i,1 and T ′′ i,−1 induce the braid group symmetries on U ı , which are denoted by the same notations. The T ′ i,1 and T ′′ i,−1 on U ı coincide with the braid group operators (denoted by τ i and τ − i ) obtained earlier for split U ı of finite type in [KP11] and split affine type A 1 in [BaK17] via the GAP package (also cf. [Ter18] ).
In a sequel to this paper, we shall develop a Hall algebra approach (cf. [LW19b] ) to prove Conjecture 6.5 for quasi-split ıquantum groups. We shall also establish various favorable properties of these symmetries, in a way strikingly parallel to those of Lusztig for U [Lu93] .
Appendix A. More reductions from Serre-Lusztig
In this appendix, we outline the proofs of the identities (4.10)-(4.12), which are modeled on the proof of (4.9) in §4.3-4.4.
A.1. Proof of the identity (4.10). Let α = −a 12 as before. We shall use (4.7)-(4.8) to rewrite the element
for any λ ∈ Z in terms of monomials in E 1 , F 1 , E 2 , F 2 , K −1 2 . Similar to (4.17), we obtain the following formula: for any λ ∈ Z in terms of monomials in E 1 , F 1 , E 2 , F 2 , K −1 2 . Similar to (4.17), we obtain the following formula: 1 ⋆ 2λ−1 . From now on, following the same proof for (4.9) as in §4.4, we establish the identity (4.12); the details are omitted here.
Appendix B. Some q-binomial combinatorial formulas
In this appendix, we establish two technical q-binomial combinatorial formulas, which are used in the proof of Serre-Lusztig relations in §6.3-6.4. This proves the lemma.
