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The asymptotic behavior of the correspondence chromatic number
Anton Bernshteyn∗
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Abstract
Alon [1] proved that for any graph G, χℓ(G) = Ω(ln d), where χℓ(G) is the list chromatic number
of G and d is the average degree of G. Dvorˇa´k and Postle [5] recently introduced a generalization of
list coloring, which they called correspondence coloring. We establish an analog of Alon’s result for
correspondence coloring; namely, we show that χc(G) = Ω(d/ ln d), where χc(G) denotes the corre-
spondence chromatic number of G. We also prove that for triangle-free G, χc(G) = O(∆/ ln∆), where
∆ is the maximum degree of G (this is a generalization of Johansson’s result about list colorings [7]).
This implies that the correspondence chromatic number of a regular triangle-free graph is, up to a
constant factor, determined by its degree.
1 Introduction
An important generalization of graph coloring, so-called list coloring, was introduced independently by
Vizing [11] and Erdo˝s, Rubin, and Taylor [6]. It is defined as follows. Let G be a graph1 and suppose
that for each vertex v ∈ V (G), a set of available colors L(v), called the list of v, is specified. A proper
coloring c of G is an L-coloring if c(v) ∈ L(v) for all v ∈ V (G). G is said to be L-colorable if it admits an
L-coloring; G is k-list-colorable (or k-choosable) if it is L-colorable whenever |L(v)| ≥ k for all v ∈ V (G).
The least number k such that G is k-choosable is called the list chromatic number (or the choosability) of
G and is denoted by χℓ(G) (or ch(G)).
For all graphs G, χ(G) ≤ χℓ(G), where χ(G) denotes the ordinary chromatic number of G. Indeed, G
is k-colorable if and only if it is L-colorable with the list assignment such that L(v) = {1, . . . , k} for all
v ∈ V (G). This inequality can be strict; in fact, χℓ(G) cannot be bounded above by any function of χ(G)
since there exist bipartite graphs with arbitrarily high list chromatic numbers.
A striking difference between list coloring and ordinary coloring was observed by Alon in [1]: It turns
out that the list chromatic number of a graph can be bounded below by an increasing function of its
average degree. More precisely:
Theorem 1.1 (Alon [1]). Let G be a graph with average degree d. Then
χℓ(G) ≥ (1/2− o(1)) log2 d,
where we assume that d→∞.
In this paper we study another notion, more general than list coloring, which was recently introduced
by Dvorˇa´k and Postle [5] in order to prove that every planar graph without cycles of lengths 4 to 8 is 3-list-
colorable, answering a long-standing question of Borodin [3]. Before we proceed to the actual definition,
let us consider an example. Suppose that G is a graph and L is a list assignment for G. For each v ∈ V (G),
let
L˜(v) ≔ {(v, c) : c ∈ L(v)}.
∗Supported by the Illinois Distinguished Fellowship.
1All graphs considered here are finite, undirected, and simple.
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Thus, the sets L˜(v) are pairwise disjoint. Let H be the graph with vertex set
V (H) ≔
⋃
v∈V (G)
L˜(v)
and edge set
E(H) ≔ {(v1, c1)(v2, c2) : v1v2 ∈ E(G), c1 = c2}.
Given an L-coloring c of G, we define the set Ic ⊆ V (H) as follows:
Ic ≔ {(v, c(v)) : v ∈ V (G)}.
Observe that Ic is an independent set in H and for each vertex v ∈ V (G), |Ic ∩ L˜(v)| = 1. Conversely, if
I ⊆ V (H) is an independent set such that |I ∩ L˜(v)| = 1 for all v ∈ V (G), then, setting cI(v) to be the
single color such that (v, cI(v)) ∈ I, we obtain a proper L-coloring cI of G.
This example can be generalized as follows.
Definition 1.2. Let G be a graph. A cover of G is a pair (L,H), where L is an assignment of pairwise
disjoint sets to the vertices of G and H is a graph with vertex set
⋃
v∈V (G) L(v), satisfying the following
two conditions.
1. If xy ∈ E(H), where x ∈ L(u), y ∈ L(v), then uv ∈ E(G) (in particular, u , v).
2. For each uv ∈ E(G), the edges between L(u) and L(v) form a matching.
Definition 1.3. Suppose that G is a graph and (L,H) is a cover of G. An (L,H)-coloring of G is an
independent set I ⊆ V (H) such that I ∩L(v) , ∅ for all v ∈ V (G). In this context, we refer to the vertices
of H as the colors. G is said to be (L,H)-colorable if it admits an (L,H)-coloring.
Remark 1.4. Note that Definition 1.3 allows for more than one color to be used at a given vertex of G.
However, if G is (L,H)-colorable, then we can always find an (L,H)-coloring that uses exactly one color
for each vertex.
Definition 1.5. A graph G is k-correspondence-colorable (k-c.c. for short) if it is (L,H)-colorable when-
ever (L,H) is a cover of G and |L(v)| ≥ k for all v ∈ V (G). The least number k such that G is k-c.c. is
called the correspondence chromatic number of G and is denoted by χc(G).
The above example shows that χℓ(G) ≤ χc(G) for all graphs G. As in the case of ordinary vs. list
chromatic number, this inequality can be strict. For instance, if C2n is the cycle of length 2n, then
χℓ(C2n) = 2, while χc(C2n) = 3. Nevertheless, several known upper bounds for list coloring can be
transferred to the correspondence coloring setting. For example, it is not hard to show that χc(G) ≤ ∆+1
for any graph G with maximum degree ∆. Dvorˇa´k and Postle observed in [5] that χc(G) ≤ 5 if G is planar,
and χc(G) ≤ 3 if G is planar and has girth at least 5; these bounds are the analogs of Thomassen’s results
about list colorings [9], [10].
Our first result is an analog of Theorem 1.1 for correspondence chromatic number.
Theorem 1.6. Let G be a graph with average degree d ≥ 2e. Then
χc(G) ≥ d/2
ln(d/2)
.
Theorem 1.6 shows that the correspondence chromatic number of a graph grows with the average degree
much faster than the list chromatic number and, in fact, is only a logarithmic factor away from the trivial
upper bound χc(G) ≤ d+ 1 for d-regular G.
A celebrated theorem of Johansson [7] asserts that for any triangle-free graph G with maximum de-
gree ∆, χℓ(G) = O(∆/ ln∆). Our next result shows that the same upper bound holds for correspondence
coloring as well.
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Theorem 1.7. There exists a positive constant C such that for any triangle-free graph G with maximum
degree ∆,
χc(G) ≤ C ∆
ln∆
.
Combining Theorems 1.6 and 1.7, we immediately obtain the following corollary.
Corollary 1.8. There exist positive constants c and C such that for any d-regular triangle-free graph G,
we have
c
d
ln d
≤ χc(G) ≤ C d
ln d
.
In other words, the degree of a regular triangle-free graph determines its correspondence chromatic
number up to a constant factor.
The rest of the paper is organized as follows. In Section 2 we prove Theorem 1.6. The proof is short
and only uses the first moment method. Theorem 1.7 is proved in Section 3. Most of the proof is done
via adjusting Johansson’s proof of the analogous result for ordinary graph colorings to the setting of
correspondence colorings. However, some technical features of Johansson’s proof have to be modified in
order to work for correspondence colorings.
2 Proof of Theorem 1.6
In this section we prove Theorem 1.6. Suppose that
k ≤ d/2
ln(d/2)
.
Let {L(v)}v∈V (G) be a collection of pairwise disjoint sets, each of size k. Randomly construct a graph
H with vertex set
⋃
v∈V (G) L(v) as follows: For each uv ∈ E(G), connect L(u) and L(v) by a perfect
matching chosen independently and uniformly at random. By construction, (L,H) is a cover of G.
Consider any set I ⊆ ⋃v∈V (G) L(v) such that |I ∩ L(v)| = 1 for all v ∈ V (G). If uv ∈ E(G),
then the probability that the only vertex in I ∩ L(v) and the only vertex in I ∩ L(u) are nonadjacent
in H is exactly 1 − 1/k. Therefore, the probability that I is a proper (L,H)-coloring of G is exactly
(1−1/k)|E(G)| ≤ e−|E(G)|/k. Thus, the probability that there exists at least one (L,H)-coloring is at most
k|V (G)| · e−|E(G)|/k = e|V (G)| ln k−|E(G)|/k.
We claim that it is less than 1. Indeed, it is enough to show that
k ln k <
|E(G)|
|V (G)| = d/2.
But
k ln k <
d/2
ln(d/2)
· ln(d/2) = d/2,
as desired.
3 Proof of Theorem 1.7
We will prove Theorem 1.7 in the following explicit form.
Theorem 1.7′. There exists a constant ∆0 such that for any triangle-free graph G with maximum degree
at most ∆ ≥ ∆0,
χc(G) ≤
⌈
120∆
ln∆
⌉
.
The proof of Theorem 1.7′ follows closely Johansson’s proof of the analogous result for ordinary graph
colorings, with only a few minor adjustments. Here we use the version of that proof given in Chapter 13
of [8]. The only step that is significantly different is the proof of Lemma 3.24, where the approach of [8]
cannot be directly adapted for correspondence colorings.
3
3.1 Outline of the proof
From now on we will be working under the assumption that ∆ is large, i.e., all lemmas are true only for
∆ ≥ ∆0 for some constant ∆0.
Our goal is to reduce Theorem 1.7′ to the following lemma.
Definition 3.1. Suppose that (L,H) is a cover of G and p : V (H)→ R≥0 is an assignment of nonnegative
real numbers to the vertices of H . For each v ∈ V (G), define
p(v) ≔
∑
x∈L(v)
p(x)
and for each uv ∈ E(G), define
p(uv) ≔
∑
xy∈E(L(u),L(v))
p(x)p(y).
Lemma 3.2 (Probabilistic Coloring Lemma). Let (L,H) be a cover of G and let p : V (H) → R≥0 be an
assignment of nonnegative real numbers to the vertices of H. Suppose that there exists a positive constant
δ such that
1. for each v ∈ V (G), p(v) ≥ δ;
2. for each v ∈ V (G) and x ∈ L(v), p(x) ≤ δ/2; and
3. for each v ∈ V (G), ∑u∈NG(v) p(uv) ≤ δ2/4.
Then G is (L,H)-colorable.
We prove Lemma 3.2 in Subsection 3.2.
For technical reasons, we want to discard the colors x for which p(x) is too large. To do this, we fix a
parameter pˆ and introduce the following definitions.
Definition 3.3 (Moderate colors; moderate colorings; nice tuples). Suppose that (L,H) is a cover of G
and p : V (H) → [0; pˆ]. Call a color x ∈ V (H) p-moderate if p(x) ∈ (0; pˆ). If M ⊆ V (H) is the set of all
moderate colors, then for each v ∈ V (G), define
pm(v) ≔
∑
x∈L(v)∩M
p(x)
and for each uv ∈ E(G), define
pm(uv) ≔
∑
xy∈E(L(u),L(v));
x,y∈M
p(x)p(y).
Call an (L,H)-coloring I p-moderate if I ⊆ M . Finally, the tuple (G,L,H, p) is nice if there exists a
positive constant δ such that
1. for each v ∈ V (G), pm(v) ≥ δ;
2. for each v ∈ V (G) and x ∈ L(v) ∩M , p(x) ≤ δ/2; and
3. for each v ∈ V (G), ∑u∈NG(v) pm(uv) ≤ δ2/4.
Lemma 3.2 immediately implies that if the tuple (G,L,H, p) is nice, then G admits a p-moderate
(L,H)-coloring.
Definition 3.4 (Reducts). Let (L,H) be a cover of G and p : V (H) → [0; pˆ]. A tuple (G′, L′, H ′, p′),
where G′ is an induced subgraph of G, L′(v) = L(v) for all v ∈ V (G′), H ′ is the subgraph of H induced by
the set of vertices
⋃
v∈V (G′) L
′(v), and p′ : V (H ′) → [0; pˆ], is a reduct of (G,L,H, p) if every p′-moderate
(L′, H ′)-coloring of G′ extends to a p-moderate (L,H)-coloring of G.
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Reducts are useful because if (G,L,H, p) has a nice reduct, then G admits a p-moderate (L,H)-coloring.
We need to introduce one more parameter, namely the entropy of a vertex of G.
Definition 3.5 (Entropy). Suppose that (L,H) is a cover of G and p : V (H)→ R≥0. For each v ∈ V (G),
define the entropy of v to be
Q(v) ≔
∑
x∈L(v)
p(x) ln
1
p(x)
,
where we take x ln(1/x) = 0 for x = 0.
Remark 3.6. To simplify notation, when talking about a tuple denoted (G′, L′, H ′, p′) (or (G′′, L′′, H ′′, p′′)),
we will denote the corresponding entropy by Q′ (resp. Q′′).
We will use the entropy of v to control the difference between p(v) and pm(v). Namely, we have the
following:
Lemma 3.7 (Using the entropy). Suppose that G is a triangle-free graph with maximum degree at most ∆,
(L,H) is a cover of G such that |L(v)| = ⌈120∆/ ln∆⌉ ≕ k for all v ∈ V (G), and p : V (H)→ [0; pˆ], where
pˆ = ∆−11/12. Moreover, assume that
1. for each v ∈ V (G), |p(v)− 1| ≤ ∆−1/10;
2. for each v ∈ V (G), Q(v) ≥ ln k − ln∆/40; and
3. for each x ∈ V (H), either p(x) = 0 or p(x) ≥ 1/k.
Then for each v ∈ V (G),
pm(v) ≥ 7
10
− o(1).
Lemma 3.7 is proved in Subsection 3.3.
The next lemma is the core of the proof. Informally, it asserts that if p(v) ≈ 1 for all v ∈ V (G), p(uv) =
O(1/k) for all uv ∈ E(G), and Q(v) = Ω(ln∆) for all v ∈ V (G), then there is a reduct (G′, L′, H ′, p′) of
(G,L,H, p) such that p′(v) ≈ p(v) for all v ∈ V (G), p′(uv) ≈ p(uv) for all uv ∈ E(G), and Q′(v) ≈ Q(v)
for all v ∈ V (G), but degG′(v) is much less than degG(v) for all v ∈ V (G).
Lemma 3.8 (Good reducts). Suppose that G is a triangle-free graph with maximum degree at most ∆,
(L,H) is a cover of G such that |L(v)| = ⌈120∆/ ln∆⌉ ≕ k for all v ∈ V (G), and p : V (H)→ [0; pˆ], where
pˆ ≔ ∆−11/12. Moreover, assume that
1. for each v ∈ V (G), |p(v)− 1| ≤ ∆−1/10;
2. for each uv ∈ E(G), p(uv) ≤ √2k−1;
3. for each v ∈ V (G), Q(v) ≥ ln k − ln∆/40; and
4. for each x ∈ V (H), either p(x) = 0 or p(x) ≥ 1/k.
Then there exists a reduct (G′, L′, H ′, p′) of (G,L,H, p) such that
1. for each v ∈ V (G′), |p′(v)− p(v)| ≤ ∆−1/6;
2. for each uv ∈ E(G′), p′(uv) ≤ p(uv) + k−1∆−1/3;
3. for each v ∈ V (G′), Q′(v) ≥ Q(v)− 2 degG(v)/(k ln∆)− ln∆ ·∆−1/6;
4. for each v ∈ V (G′), degG′(v) ≤ degG(v) · (1− 2/(3 ln∆)) + ∆2/3; and
5. for each x ∈ V (H ′), either p′(x) = 0 or p′(x) ≥ 1/k.
We present the proof of Lemma 3.8 in Subsection 3.4.
Note that if (G′, L′, H ′, p′) is a reduct of (G,L,H, p), and (G′′, L′′, H ′′, p′′) is a reduct of (G′, L′, H ′, p′),
then (G′′, L′′, H ′′, p′′) is a reduct of (G,L,H, p). Thus, Lemma 3.8 can be applied repeatedly to produce
reducts with smaller and smaller degrees, until we finally obtain a nice tuple. The details of this strategy
are worked out in Subsection 3.5.
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3.2 Proof of Lemma 3.2
We obtain Lemma 3.2 as an immediate corollary of the following result, proved in [4].
Let U1, . . . , Un be a collection of pairwise disjoint nonempty finite sets. A choice function F is a subset
of
⋃n
i=1 Ui such that for all 1 ≤ i ≤ n, |F ∩ Ui| = 1. A partial choice function P is a subset of
⋃n
i=1 Ui
such that for all 1 ≤ i ≤ n, |P ∩ Ui| ≤ 1. For a partial choice function P , let
dom(P ) ≔ {i : P ∩ Ui , ∅}.
Thus, a choice function F is a partial choice function with dom(F ) = {1, . . . , n}.
Let F be a choice function and let P be a partial choice function. We say that P occurs in F if P ⊆ F ,
and we say that F avoids P if P does not occur in F .
A multichoice function M is any subset of
⋃n
i=1 Ui. Again, we say that a partial choice function P
occurs in a multichoice functionM if P ⊆M . Suppose that we are given a family P1, . . . , Pm of nonempty
“forbidden” partial choice functions. For a multichoice functionM , the ith defect ofM (notation: defi(M))
is the number of indices j such that i ∈ dom(Pj) and Pj occurs in M .
Theorem 3.9 ([4], Theorem 20). Let U1, . . . , Un be a collection of pairwise disjoint nonempty finite sets
and let P1, . . . , Pm be a family of nonempty partial choice functions. Let Mi ⊆ Ui be a random subset of
Ui for each 1 ≤ i ≤ n. Suppose that the variables Mi are mutually independent and let M ≔
⋃n
i=1 Mi. If
E(|Mi|) ≥ 1 +E(defi(M))
for all 1 ≤ i ≤ n, then there exists a choice function F that avoids all of P1, . . . , Pm.
Now let us state Lemma 3.2 again.
Lemma 3.2. Let (L,H) be a cover of G and let p : V (H) → R≥0 be an assignment of nonnegative real
numbers to the vertices of H. Suppose that there exists a positive constant δ such that
1. for each v ∈ V (G), p(v) ≥ δ;
2. for each v ∈ V (G) and x ∈ L(v), p(x) ≤ δ/2; and
3. for each v ∈ V (G), ∑u∈NG(v) p(uv) ≤ δ2/4.
Then G is (L,H)-colorable.
Proof. For each xy ∈ E(H), let Pxy ≔ {x, y}. Note that such Pxy is a partial choice function with
respect to the collection {L(v)}v∈V of pairwise disjoint sets. Moreover, a choice function that avoids all
of {Pxy}xy∈E(H) is an (L,H)-coloring of G.
Construct a random set M ⊆ V (H) by including a vertex x ∈ V (H) in M with probability 2p(x)/δ,
making the choices independently for all vertices. We have
E(|M ∩ L(v)|) = 2p(v)
δ
and
E(defv(M)) =
4
δ2
∑
u∈NG(v)
p(uv).
Therefore, Theorem 3.9 implies that if for all v ∈ V (G), we have
2p(v)
δ
≥ 1 + 4
δ2
∑
u∈NG(v)
p(uv),
then there exists a choice function avoiding all of {Pxy}xy∈E(G), i.e., G is (L,H)-colorable. But
2p(v)
δ
≥ 2,
6
while
4
δ2
∑
u∈NG(v)
p(uv) ≤ 1,
so we are done. 
Remark 3.10. A result similar to Lemma 3.2 can also be obtained using the Lova´sz Local Lemma.
Remark 3.11. An argument analogous to the proof of Theorem 3.9 given in [4] can be used to show that
the second condition in Lemma 3.2 is, in fact, not necessary.
3.3 Proof of Lemma 3.7
Let us recall the statement of the lemma.
Lemma 3.7. Suppose that G is a triangle-free graph with maximum degree at most ∆, (L,H) is a cover
of G such that |L(v)| = ⌈120∆/ ln∆⌉ ≕ k for all v ∈ V (G), and p : V (H) → [0; pˆ], where pˆ = ∆−11/12.
Moreover, assume that
1. for each v ∈ V (G), |p(v)− 1| ≤ ∆−1/10;
2. for each v ∈ V (G), Q(v) ≥ ln k − ln∆/40; and
3. for each x ∈ V (H), either p(x) = 0 or p(x) ≥ 1/k.
Then for each v ∈ V (G),
pm(v) ≥ 7
10
− o(1).
Proof. Let
B ≔ {x ∈ V (H) : p(x) = pˆ}.
Note that
pm(v) = p(v)− |L(v) ∩B| · pˆ,
so we need to get an upper bound on |L(v) ∩B| · pˆ.
We have
ln k =
∑
x∈L(v)
p(x) ln k + (1− p(v)) ln k ≥
∑
x∈L(v)
p(x) ln k −∆−1/10 ln k.
Therefore,
ln∆
40
≥ ln k −Q(v) ≥
∑
x∈L(v)
p(x) ln(k · p(x)) − o(ln∆).
Note that all the terms in the latter sum are nonnegative. Each x ∈ L(v) ∩B contributes to the sum the
quantity
pˆ ln(k · pˆ) = 1
12
pˆ ln∆− o(ln∆).
Thus,
ln∆
40
≥ |L(v) ∩B| · pˆ · 1
12
ln∆− o(ln∆).
Hence,
|L(v) ∩B| · pˆ ≤ 3
10
+ o(1).
This yields the lower bound
pm(v) ≥ p(v)− 3
10
− o(1) ≥ 7
10
− o(1),
as desired. 
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3.4 Proof of Lemma 3.8
3.4.1 The algorithm
Fix a positive parameter α. Given a tuple (G,L,H, p), the following randomized procedure outputs its
reduct (G′, L′, H ′, p′).
Let
B ≔ {x ∈ V (H) : p(x) = pˆ} .
For x ∈ V (H) \B, let
K(x) ≔
∏
y∈NH(x)\B
(1− αp(y)) .
Let
q(x) ≔
p(x)/pˆ−K(x)
1−K(x) .
Generate a random subset S ⊆ V (H) \ B by including a vertex x ∈ V (H) \ B in S with probability
αp(x), making the choices independently for all vertices.
Define the function p′ : V (H)→ [0; pˆ] as follows.
• For each x ∈ B, let p′(x) ≔ pˆ.
• For each x < B such that NH(x) ∩ S = ∅, let p′(x) ≔ min{p(x)/K(x), pˆ}.
• For each x < B such that NH(x) ∩ S , ∅ and p(x)/K(x) ≤ pˆ, let p′(x) ≔ 0.
• For each x < B such that NH(x)∩S , ∅ and p(x)/K(x) > pˆ, let p′(x) ≔ pˆ with probability q(x) and
p′(x) ≔ 0 otherwise.
Let
W ≔ {x ∈ V (H) : x ∈ S and NH(x) ∩ S = ∅} ;
A ≔ {v ∈ V (G) : L(v) ∩ S ⊆W and L(v) ∩ S , ∅} .
Finally, let
G′ ≔ G−A
and define L′ and H ′ accordingly.
Lemma 3.12. The above procedure always outputs a tuple (G′, L′, H ′, p′) that is a reduct of (G,L,H, p).
Moreover, for each x ∈ V (H ′), either p′(x) = 0 or p′(x) ≥ p(x).
Proof. The second part of the statement follows immediately from the way p′ is defined. To prove the first
part, we claim that if I ′ ⊆ V (H ′) is a p′-moderate (L′, H ′)-coloring of G′, then
I ≔ I ′ ∪
(⋃
v∈A
L(v) ∩ S
)
is a p-moderate (L,H)-coloring of G. Note that for each v ∈ V (G), I ∩ L(v) , ∅. Indeed, if v ∈ V (G′),
then I ∩ L(v) = I ′ ∩ L(v) , ∅. If, on the other hand, v ∈ A, then I ∩ L(v) = L(v) ∩ S , ∅. Moreover,
I is independent. Indeed, W is an independent set since W ⊆ S but NH(x) ∩ S = ∅ for all x ∈ W .
Therefore,
⋃
v∈A L(v) ∩ S ⊆W is independent as well. Since I ′ is independent by definition, if there is an
edge between two vertices in I, then it connects a vertex x ∈ ⋃v∈A L(v) ∩ S and a vertex y ∈ I ′. Since
x ∈ NH(y) ∩ S, p′(y) ∈ {0, pˆ}, which is a contradiction because I ′ is p′-moderate.
Therefore, I is an (L,H)-coloring. It remains to verify that I is p-moderate. Note that, for all
x ∈ V (H ′), if p(x) ∈ {0, pˆ}, then p′(x) ∈ {0, pˆ} as well. Thus, since I ′ is p′-moderate, it is enough to
establish that p(x) ∈ (0; pˆ) for all x ∈ ⋃v∈A L(v) ∩ S. Indeed, if x ∈ S, then p(x) > 0, for otherwise x
would not have been chosen, and x < B, so p(x) < pˆ. 
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3.4.2 Analysis of the algorithm
Probabilistic tools and general remarks For the rest of the proof we assume that G is a triangle-free
graph with maximum degree at most ∆ and |L(v)| = ⌈120∆/ ln∆⌉ ≕ k for all v ∈ V (G). We also set
pˆ ≔ ∆−11/12 and α ≔ 1/ ln∆.
For each x ∈ V (H), let R(x) be the event that NH(x)∩S , ∅. Note that the value of p′(x) is determined
by the outcome of the event R(x). Also observe that
• NH(x1) ∩NH(x2) = ∅ for any two distinct x1, x2 ∈ L(v), where v ∈ V (G);
• NH(x) ∩NH(y) = ∅ for any x ∈ L(u), y ∈ L(v), where uv ∈ E(G) (this follows from the fact that G
is triangle-free).
Therefore, the following sets of random events are mutually independent:
• {R(x) : x ∈ L(v)} for each v ∈ V (G);
• {R(x) : x ∈ L(u)} ∪ {R(y) : y ∈ L(v)} for each uv ∈ E(G).
Note that we have defined the value p′(x) for all x ∈ V (H) (and not only for x ∈ V (H ′)). Therefore,
we can extend the definitions of p′(v), p′(uv), and Q′(v) to all v ∈ V (G) and uv ∈ E(G).
We will use the following standard results from probability theory.
Theorem 3.13 (The Chernoff Bound, [8], page 43). Suppose that X1, . . . , Xn are independent random
variables, each equal to 1 with probability p and 0 otherwise. Let X ≔
∑n
i=1 Xi. Then for any 0 ≤ t ≤ np,
Pr(|X − np| > t) < 2e−t2/(3np).
Theorem 3.14 (Simple Concentration Bound, [8], page 79). Let X be a random variable determined by
n independent trials T1, . . . , Tn and such that changing the outcome of any one trial can affect X by at
most c. Then
Pr(|X −E(X)| > t) ≤ 2e−t2/(2c2n).
Theorem 3.15 (Talagrand’s Inequality, [8], page 81). Let X be a nonnegative random variable, not
identically 0, which is determined by n independent trials T1, . . . , Tn, and satisfying the following for
some c, r > 0:
1. changing the outcome of any one trial can affect X by at most c; and
2. for any s, if X ≥ s, then there is a set of at most rs trials whose outcomes certify that X ≥ s.
Then for any 0 ≤ t ≤ E(X),
Pr(|X −E(X)| > t+ 60c
√
rE(X)) ≤ 4e−t2/(8c2rE(X)).
Theorem 3.16 (Symmetric Lova´sz Local Lemma, [2], Corollary 5.1.2). Suppose that A is a finite set of
random events such that
1. for each A ∈ A, Pr(A) ≤ p; and
2. for each A ∈ A, there is a set Γ(A) ⊆ A\ {A} of size at most d such that A is mutually independent
from the collection of events A \ (Γ(A) ∪ {A}).
If ep(d+ 1) ≤ 1, then with positive probability none of the events in A happen.
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Estimating p′(v) and p′(uv) In this paragraph we show that for each v ∈ V (G), the value of the random
variable p′(v) is highly concentrated around p(v); and for each uv ∈ E(G), the value of the random variable
p′(uv) is highly concentrated around p(uv).
Lemma 3.17. For each v ∈ V (G),
E(p′(v)) = p(v).
Proof. It is enough to show that for all x ∈ V (H),
E(p′(x)) = p(x).
If x ∈ B, then p′(x) = p(x) = pˆ, so suppose that x < B. There are two cases.
Case 1: p(x)/K(x) ≤ pˆ. In this case,
p′(x) =
{
p(x)/K(x) if NH(x) ∩ S = ∅;
0 otherwise.
Note that
Pr(NH(x) ∩ S = ∅) =
∏
y∈NH(x)\B
(1− αp(y)) = K(x),
so
E(p′(x)) = p(x)/K(x) · Pr(NH(x) ∩ S = ∅) = p(x),
as desired.
Case 2: p(x)/K(x) > pˆ. In this case, p′(x) = pˆ if NH(x)∩S = ∅, and if NH(x)∩S , ∅, then p′(x) = pˆ
with probability q(x) and p′(x) = 0 otherwise. Therefore,
E(p′(x)) = pˆ ·K(x) + pˆ · (1 −K(x)) · q(x) = p(x),
as desired. 
Lemma 3.18. For each uv ∈ E(G),
E(p′(uv)) = p(uv).
Proof. It is enough to show that for all xy ∈ E(L(u), L(v)),
E(p′(x)p′(y)) = p(x)p(y).
Since G is triangle-free, the variables p′(x) and p′(y) are independent. Therefore,
E(p′(x)p′(y)) = E(p′(x)) ·E(p′(y)) = p(x)p(y),
as desired. 
Lemma 3.19. For each v ∈ V (G),
Pr(|p′(v)− p(v)| > ∆−1/6) ≤ ∆−5.
Proof. The desired result follows immediately via the Simple Concentration Bound applied to the series
of trials {R(x) : x ∈ L(v)}. 
Lemma 3.20. For each uv ∈ E(G),
Pr(|p′(uv)− p(uv)| > k−1∆−1/3) ≤ ∆−5.
Proof. The desired result follows immediately via the Simple Concentration Bound applied to the series
of trials {R(x) : x ∈ L(u)} ∪ {R(y) : y ∈ L(v)}. 
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Estimating the entropy In this paragraph we show that, with high probability, Q′(v) is not much
smaller than Q(v).
Lemma 3.21. Suppose that for all uv ∈ E(G), p(uv) ≤ P . Then for each v ∈ V (G),
E(Q′(v)) ≥ Q(v)−
√
2P
ln∆
· degG(v).
Proof. Consider some x ∈ L(v) \B. If p(x)/K(x) ≤ pˆ, then we have
E
(
p′(x) ln
1
p′(x)
)
= p(x)/K(x) · ln K(x)
p(x)
·K(x) = p(x) ln 1
p(x)
− p(x) ln 1
K(x)
.
If, on the other hand, p(x)/K(x) > pˆ, then
E
(
p′(x) ln
1
p′(x)
)
= pˆ ln
1
pˆ
·K(x) + pˆ ln 1
pˆ
· (1−K(x)) · q(x)
= p(x) ln
1
p(x)
− p(x) ln pˆ
p(x)
≥ p(x) ln 1
p(x)
− p(x) ln 1
K(x)
.
Since for x ∈ B, p′(x) = p(x) = pˆ, we get
E(Q′(v)) ≥ Q(v)−
∑
x∈L(v)\B
p(x) ln
1
K(x)
≥ Q(v)−
∑
x∈L(v)
p(x) ln
1
K(x)
.
Note that for sufficiently small x,
ln
1
1− x ≤ x(1 + x).
Thus,
ln
1
K(x)
= ln
1∏
y∈NH(x)\B
(1− αp(y))
≤
∑
y∈NH(x)\B
αp(y)(1 + αp(y))
≤
∑
y∈NH(x)
αp(y)(1 + αp(y)).
Therefore,
E(Q′(v)) ≥ Q(v)−
∑
x∈L(v)
∑
y∈NH(x)
αp(x)p(y)(1 + αp(y))
≥ Q(v)− α(1 + αpˆ)
∑
u∈NG(v)
p(uv)
≥ Q(v)−
√
2P
ln∆
· degG(v),
as desired. 
Lemma 3.22. For each v ∈ V (G),
Pr(|Q′(v)−E(Q′(v))| > ln∆ ·∆−1/6) ≤ ∆−5.
Proof. The desired result follows immediately via the Simple Concentration Bound applied to the series
of trials {R(x) : x ∈ L(v)}. 
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Estimating the degrees In this paragraph we show that, with high probability, the vertices of G′ have
smaller degrees than the vertices of G. For each v ∈ V (G), define the following random variable:
d′(v) ≔ |NG(v) ∩ V (G′)|.
Note that for each v ∈ V (G′), d′(v) = degG′(v).
Lemma 3.23. Suppose that for all v ∈ V (G),
p1 ≤ pm(v) ≤ p2,
and for all uv ∈ E(G), p(uv) ≤ P . Then for each v ∈ V (G),
E(d′(v)) ≤ degG(v) ·
(
1− αp1 + α2(p22 + P∆)
)
.
Proof. It is enough to show that for each v ∈ V (G),
Pr(v ∈ V (G′)) ≤ 1− αp1 + α2(p22 + P∆),
i.e.,
Pr(v ∈ A) ≥ αp1 − α2(p22 + P∆).
We have
Pr(L(v) ∩ S , ∅) ≥
∑
x∈L(v)\B
αp(x) −
∑
x,y∈L(v)\B,
x,y
α2p(x)p(y)
≥
∑
x∈L(v)\B
αp(x) −
 ∑
x∈L(v)\B
αp(x)
2
≥ αp1 − α2p22.
Also,
Pr(L(v) ∩ S *W ) ≤
∑
x∈L(v)
∑
y∈NH(x)
α2p(x)p(y)
= α2
∑
u∈NG(v)
p(uv)
≤ α2P∆.
Thus,
Pr(v ∈ A) ≥ Pr(L(v) ∩ S , ∅)− Pr(L(v) ∩ S *W ) ≥ αp1 − α2(p22 + P∆),
as desired. 
Lemma 3.24. For each v ∈ V (G),
Pr(|d′(v)−E(d′(v))| > ∆2/3) ≤ ∆−5.
Proof. Here our proof diverges from the proof of the analogous statement for ordinary colorings given
in [8]. Let
N1 ≔
⋃
u∈NG(v)
L(u)
and
N2 ≔
⋃
u∈NG(v)
⋃
w∈NG(u)
L(w).
Since G is triangle-free, N1 ∩N2 = ∅. Note that to determine d′(v), it is enough to specify which colors in
N1 ∪N2 belong to S. Call a color x ∈ N2 saturated if |NH(x) ∩ S| > ∆1/10.
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Claim 3.24.1. With probability at least 1−∆−6, there are no saturated colors.
Proof. The Chernoff Bound implies that, for sufficiently large ∆, the probability that a given color x ∈ N2
is saturated is less that ∆−9. Since |N2| ≤ ∆2 · k ≤ ∆3, the claim follows. ⊣
For a set T ⊆ N1, let ET denote the operator of conditional expectation given that N1 ∩ S = T .
Claim 3.24.2. Suppose that T ⊆ N1 is chosen randomly according to the distribution of N1 ∩ S. Then
with probability at least 1−∆−6,
|E(d′(v))−ET (d′(v))| ≤ 1
2
∆2/3.
Proof. Note that the following set of degG(v) ≤ ∆ independent trials determines T :
{L(u) ∩ S : u ∈ NG(v)}.
Moreover, changing the outcome of any one trial can affect ET (d
′(v)) by at most 1. The result thus follows
immediately from the Simple Concentration Bound. ⊣
Note that to know which colors in N2 are saturated, it is enough to know the set N1 ∩ S. Call a color
x ∈ N2 T -saturated if it is saturated when N1 ∩ S = T .
Claim 3.24.3. Suppose that T ⊆ N1 is fixed and such that no color in N2 is T -saturated. Then, given
that N1 ∩ S = T , with probability at least 1−∆−6,
|d′(v) −ET (d′(v))| ≤ 1
2
∆2/3.
Proof. With N1 ∩ S fixed, the value d′(v) is determined by |N2| independent trials corresponding to the
colors in N2. Changing the outcome of any one trial can affect d
′(v) by at most ∆1/10 since no color in
N2 is saturated. Therefore, we can apply Talagrand’s Inequality with c = ∆
1/10, r = 1, and using the fact
that ET (d
′(v)) ≤ ∆. ⊣
Putting together Claims 3.24.1, 3.24.2, and 3.24.3, we get
Pr(|d′(v)−E(d′(v))| > ∆2/3) ≤ 3∆−6 < ∆−5,
as desired. 
3.4.3 Completing the proof of Lemma 3.8
Let us now state the lemma again.
Lemma 3.8. Suppose that G is a triangle-free graph with maximum degree at most ∆, (L,H) is a cover
of G such that |L(v)| = ⌈120∆/ ln∆⌉ ≕ k for all v ∈ V (G), and p : V (H) → [0; pˆ], where pˆ ≔ ∆−11/12.
Moreover, assume that
1. for each v ∈ V (G), |p(v)− 1| ≤ ∆−1/10;
2. for each uv ∈ E(G), p(uv) ≤ √2k−1;
3. for each v ∈ V (G), Q(v) ≥ ln k − ln∆/40; and
4. for each x ∈ V (H), either p(x) = 0 or p(x) ≥ 1/k.
Then there exists a reduct (G′, L′, H ′, p′) of (G,L,H, p) such that
1. for each v ∈ V (G′), |p′(v)− p(v)| ≤ ∆−1/6;
2. for each uv ∈ E(G′), p′(uv) ≤ p(uv) + k−1∆−1/3;
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3. for each v ∈ V (G′), Q′(v) ≥ Q(v)− 2 degG(v)/(k ln∆)− ln∆ ·∆−1/6;
4. for each v ∈ V (G′), degG′(v) ≤ degG(v) · (1− 2/(3 ln∆)) + ∆2/3; and
5. for each x ∈ V (H ′), either p′(x) = 0 or p′(x) ≥ 1/k.
Proof. We just need to show that the tuple (G′, L′, H ′, p′), obtained using our procedure, satisfies properties
1–5 with positive probability. Note that, according to Lemma 3.12, property 5 is always satisfied. The
other properties can be easily verified using the Lova´sz Local Lemma together with Lemmas 3.17, 3.19,
3.18, 3.20, 3.21, 3.22, 3.23, and 3.24. We only need to compute the bound onE(d′(v)) given by Lemma 3.23.
Due to Lemma 3.7, we have
7
10
− o(1) ≤ pm(v) ≤ 1 + o(1).
Plugging these bounds into Lemma 3.23 gives
E(d′(v)) ≤ degG(v) ·
(
1− 7
10 ln∆
+
√
2∆
k(ln∆)2
+ o
(
1
ln∆
))
< degG(v) ·
(
1− 2
3 ln∆
)
,
as desired. 
3.5 Finishing the proof of Theorem 1.7
Let G be a triangle-free graph with maximum degree at most ∆ and suppose that (L,H) is a cover of
G such that |L(v)| = ⌈120∆/ ln∆⌉ ≕ k for all v ∈ V (G). Define p(x) ≔ 1/k for all x ∈ V (H) and let
pˆ ≔ ∆−11/12. Observe that
1. for each v ∈ V (G), p(v) = 1;
2. for each uv ∈ E(G), p(uv) ≤ k−1;
3. for each v ∈ V (G), Q(v) = ln k.
Let i∗ be the least nonnegative integer such that
∆ ·
(
1− 2
3 ln∆
)i∗
+ i∗∆2/3 ≤
(
3
5
)2
· 1
4
· 1√
2
· k.
Note that i∗ = O(ln∆ ln ln∆). After i∗ applications of Lemma 3.8 we obtain a reduct (G′′, L′′, H ′′, p′′) of
(G,L,H, p) such that
1. for each v ∈ V (G′′), |p′′(v)− 1| ≤ i∗∆−1/6 < ∆−1/10;
2. for each uv ∈ E(G′′), p′′(uv) ≤ k−1 + i∗k−1∆−1/3 < √2k−1;
3. for each v ∈ V (G′′),
degG′′(v) ≤ ∆ ·
(
1− 2
3 ln∆
)i∗
+ i∗∆2/3 ≤
(
3
5
)2
· 1
4
· 1√
2
· k;
4. for each v ∈ V (G′′),
Q′′(v) ≥ ln k − 2∆
k ln∆
i∗−1∑
i=0
((
1− 2
3 ln∆
)i
+ i∆−1/3
)
− i∗ · ln∆ ·∆−1/6
≥ ln k − 1
40
ln∆.
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We claim that the tuple (G′′, L′′, H ′′, p′′) is nice. Indeed, according to Lemma 3.7, for all v ∈ V (G′′),
p′′m(v) ≥
7
10
− o(1).
On the other hand, for every uv ∈ E(G′′),
p′′m(uv) ≤ p′′(uv) ≤
√
2k−1.
Therefore, for all v ∈ V (G′′),
∑
u∈NG′′ (v)
p′′m(uv) ≤
(
3
5
)2
· 1
4
· 1√
2
· k ·
√
2k−1
=
1
4
·
(
3
5
)2
<
1
4
(
7
10
)2
,
as desired.
Since the tuple (G′′, L′′, H ′′, p′′) is nice, G′′ admits a p′′-moderate (L′′, H ′′)-coloring. But (G′′, L′′, H ′′, p′′)
is a reduct of (G,H,L, p), so this coloring can be extended to a p-moderate (L,H)-coloring of G. Therefore,
G is (L,H)-colorable, as desired.
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