Abstract. In this paper, we study some basic analytic properties of the boundary term of Fesenko's two-dimensional zeta integrals. In the case of the rational number field, we show that this term is the Laplace transform of certain infinite series consisting of K-Bessel functions. It is known that the non-positivity property of the fourth log derivative of such series is a sufficient condition for the Riemann hypothesis of the Hasse-Weil L-function attached to an elliptic curve. We show that such non-positivity is a necessary condition under some technical assumption.
Introduction
The main interest of the present paper is the Dirichlet series with nonnegative coefficients and its poles. Throughout the paper we denote by c or {c(ν)} ν∈A a sequence of nonnegative real numbers with a discrete index set A. Unless we specify the discrete index set A, we understand that A = N. Our basic assumption for c is that D c (s) converges (absolutely) on some right-half plane. Denote by σ 0 < ∞ the abscissa of (absolute) convergence of D c (s). By wellknown Landau's theorem for a Dirichlet series, D c (s) has a singularity at s = σ 0 , since c has a single sign. In general, the location of zeros or poles of D c (s) in the left of the line ℜ(s) = σ 0 is mysterious and difficult thing even if it is continued meromorphically to a left of the line ℜ(s) = σ 0 . In this paper we study one approach to study the poles of D c (s) from the viewpoint of the boundary term which is introduced in the theory of Fesenko's two-dimensional zeta integrals in [3] . We explain that the so called the single sign property of the theory of boundary term is related deeply to the location of the poles of D c (s).
Let E be a two-dimensional arithmetic scheme which is a proper regular model of an elliptic curve E/Q. Let ζ E (s) be the arithmetic Hasse zeta function of E, which is defined by an Euler product over all closed point of E. Using the computation of the Hasse zeta function for curves over finite fields and the description of geometry of models in [13, Ch.9, Ch.10], we obtain ζ E (s) = n E (s)ζ E (s), ζ E (s) = ζ(s)ζ(s − 1) L(E, s) (1.2) on ℜ(s) > 2, where ζ(s) is the Riemann zeta function, L(E, s) is the L-function of E/Q and n E (s) is the product of finitely many, say J, Euler factors determined by singular fibres of E:
In particular n E (s) ±1 are holomorphic functions on ℜ(s) > 1. For the two-dimensional arithmetic scheme E and a set S of curves on E, Fesenko defined a zeta integral of a function on its adelic space and a character of its K 2 -delic group [3, §3] . Calculating the zeta integral in two ways, he obtained the following formula for ℜ(s) > 2:
where ζ(s) is the completed Riemann zeta function π −s/2 Γ(s/2)ζ(s). Here ξ E (s) is an entire function and c E is the constant given by c E = q E 1≤j≤J q j using the conductor q E of E and values q j in (1.3) . See [3, sec. 40, sec. 45] for details. The third term ω E (s) in (1.4) is called the boundary term, because it can be expressed as an integral over the boundary of some two-dimensional adelic object. The boundary term ω E (s) is holomorphic on the right-half plane ℜ(s) > 2.
Equality (1.2) and (1.4) show that the study of poles of ω E (s) plays an essential role for the study of the zeros of L(E, s). The boundary term ω E (s) has the following integral representation for ℜ(s) > 2 ω E (s) = where h E (x) is a real valued function on (0, ∞). Hence the location of poles of ω E (s) is closely related to the behavior of h E (x) as x tends zero. For a, b ∈ R >0 we define 6) where θ(x) = k∈Z e −πk 2 x is the classical theta function. Using w a,b (x) the integrand h E (x) in (1.5) is expressed as for some constants c i (0 ≤ i ≤ 3) with c 3 = 0. Hence the remaining problem for the behavior of h E (x) near x = 0 is the behavior of the fourth derivative of h E (e −t ) for sufficiently large t > 0.
For ν > 0, we define
w a,νa −1 (x) da a (1.10) and
Now we consider the series 12) where c(ν) are the same in (1.7). Since
. Thus the behavior of the fourth derivative of h E (e −t ) for large t > 0 is obtained by the behavior of Z E (x) for small x > 0. Under the meromorphic continuation and the functional equation of L(E, s), the relation between Z E (x) and L(E, s) are described as follows. Theorem (Fesenko [3, Theorem 52]). Let E be a proper regular model of the elliptic curve E/Q. Suppose that the model E is chosen as in section 42 of [3] . Assume that (F-1) Z E (x) does not change its sign in some open interval (0, x 0 ), (F-2) L(E, s) has no real zeros in (1, 2) . Then all poles ρ of ζ(s/2)ζ(s)ζ(s − 1)/L(E, s) in the critical strip 0 < ℜ(s) < 2 satisfy the Riemann hypothesis, namely, they lie on the line ℜ(ρ) = 1. This theorem is extended to more general situation (Theorem 2 in below). We often call (F-1) the single sign property of Z E (x). In a sense, Fesenko's theorem says that the single sign property of Z E (x) is a sufficient condition for the Riemann hypothesis of L(E, s). We show that it is a necessary condition under some technical assumption. Theorem 1. Suppose the Riemann hypothesis for L(E, s). In addition, suppose that all zeros of L(E, s) := n E (s) −1 L(E, s) are simple except for the zero at s = 1 and the estimate
holds, where ρ runs all zeros of L(E, s) on the line ℜ(s) = 1. Then Z E (x) is negative for sufficiently small x > 0.
This result is stated more precisely in section 4 (Theorem 3).
We extend the above theorem of Fesenko in more general setting. Let c = {c(ν)} be a sequence of nonnegative real numbers, and let D c (s) be the Dirichlet series defined by
For the analytic treatment of D c (s), we suppose the following three conditions for the nonnegative sequence c = {c(ν)}: (c-1) there exists a constant M ε > 0 such that 0 ≤ c(ν) ≤ M ε ν ε for any fixed ε > 0, (c-2) there exists a constant η c > 0 such that D c (s) is continued holomorphically to the region
except for the pole of order λ c ≥ 1 at s = 1, (c-3) there exist constants M > 0 and A > 0 such that 15) whenever σ ≥ 1 and |t| > 1. By (c-1) the abscissa of convergence D c (s) is one. Thus D c (s) has a singularity at s = 1 by Landau's theorem. By (c-2) the singularity of D c (s) at s = 1 is constrained to be a pole. Condition (c-3) is a technical one, but it is ordinary satisfied by usual L-functions L(s) and its reciprocal 1/L(s).
Let γ(s) be a meromorphic function on C satisfying (γ-1) γ(s) is regular except for s = 1, (γ-2) γ(s) has the pole of order λ γ ≥ 1 at s = 1, (γ-3) γ(s) satisfies the uniform bound
for all real numbers a ≤ b and every real number A > 0. We denote by κ γ (x) the inverse Mellin transform of γ(s), namely,
Then κ γ (x) is of rapid decay as x → +∞, namely, κ γ (x) = O(x −A ) for all A > 0 as x → +∞, and κ γ (x) = O(x −1−δ ) as x → 0 + for all δ > 0.
We define
for γ(s) satisfying (γ-1), (γ-2), (γ-3) and ε ∈ {±1}, n, ν ∈ Z >0 . The series on the right-hand side of (1.16) converges absolutely and uniformly on any compact set in (0, ∞), since κ γ (x) is of rapid decay as x → +∞. The trivial functional equation 20) where λ c is the order of the pole of D c (s) at s = 1 and λ γ is the order of the pole of γ(s) at s = 1. These functions h
2 , ε = +1 and n = 2, then we get them. In general, when we study h E (x) of the model E of the elliptic curve over the algebraic number field k, we need the case
2 , where k i are finite extensions of k which include k itself. Further suppose that ω ε,n c,γ (s) is continued meromorphically to the right-half plane ℜ(s) > σ 0 for some σ 0 < n without poles on the open interval (σ 0 , n). Then ω ε,n c,γ (s) has no pole in the vertical strip σ 0 < ℜ(s) < n.
The case λ c = 2 and γ(s) = ζ(s) 2 (λ γ = 2) is essentially Fesenko's result in the above. Theorem 2 is proved in section 2. Now we consider the problem: Problem. For which kind of c, will Z ε,n c,γ (x) keep its sign for sufficiently small x > 0 ? This is a question on the property ( * ) in [3, 51 in section 4.3]. Unfortunately, theoretical progress on the problem is not yet obtained. However, we would give some remark on the problem in the final section. Now we back to the case of ζ E (s). For a concrete elliptic curve E/Q with a small conductor, we can see if (F-2) is supported by computations . In fact (F-2) holds whenever the conductor of E/Q is less than 8000 (see Rubinstein [16] ). Hence, for such E/Q, our interest is in the behavior of Z E (x) for small x > 0. Recall the formula (1.12) of Z E (x). As a first step of the research for Z E (x), we give a series expansion of Z(x, ν) consisting of K-Bessel functions:
where σ 0 (N) = d|N 1 and K 0 (t) is the K-Bessel function of index 0. Using this expansion, we find that each Z(x, ν) is negative for sufficiently small x > 0. Also, it enables us to see if (F-1) is supported by computations for given concrete elliptic curve E/Q whenever the conductor is small (see the table [4] ). These results and other results relating Z E (s) are stated and proved in section 3. Of course, they do not ensure (F-1). Further study of (F-1) will be conducted in the future. One attractive approach for (F-1) is to study h E (x) using properly the detail structure of the boundary of a two-dimensional adelic object appearing in the integral representation of h E (x) and ω E (s) (see [3, section 4.3] and [5, section 6]). Finally, in section 5, we remark on the single sign property of Z(x) from a viewpoint of an Euler product. In the section, we study Z(x) corresponding to the Dirichlet series
where L(s) is a function defined by Euler products of degree two. We observe that we can obtain the best possible estimate of Z(x) for small x > 0 for "almost all L(s)", but that Z(x) may have oscillation near x = 0 in general. Hence we set our interest on some special class of L-functions. We choose the Selberg class as such class of Lfunctions, and state a conjecture for the single sign property of Z(x) corresponding to the L-functions in the Selberg class. Interestingly, the study of such Z(x) is related not only to the Riemann hypothesis of L(E, s) but also to the BSD-conjecture. In fact two dimensional adelic analysis programme suggests a new method to prove the rank part of the BSD ([5, section 9]). In section 5.3, we study Z(x) from the viewpoint of the "partial Euler product" of L(E, s) according to Goldfeld [6] and Conrad [2] . Notations. We always denote by ε an arbitrary small positive real number. For a positive valued function g(x), we use Landau's f (x) = O(g(x)) and Vinogradov's f (x) ≪ g(x) as the same meaning. More precisely
for x ∈ X means that |f (x)| ≤ Cg(x) for any x ∈ X and some constant C ≥ 0. Any value C for which this holds is called an implied constant. Since a constant is often a function depending on a variable, the "implied constant" will sometimes depends on other parameters, which we explicitly mention at important points. Also we use Landau's f (x) = o(g(x)) for x → x 0 in the meaning that for any ε > 0 there exists a neighborhood U ε of x 0 such that |f (x)| ≤ εg(x) for any x ∈ U ε . Acknowledgment. The author thanks Ivan Fesenko for his much encouragement and many helpful comments to this research. The author thanks the first referee of the paper for his suggestions to improve and simplify the proof of several results.
Boundary term for general Dirichlet series
In this part, we describe the relation between the Dirichlet series D c (s) and the boundary term ω ε,n c,γ (s). Throughout this section, we assume that the nonnegative sequence c satisfies (c-1), (c-2) and (c-3) and γ(s) satisfies (γ-1), (γ-2) and (γ-3) whenever we do not mention a condition for c or γ(s). Proposition 1. Let c be a nonnegative sequence satisfying (c-1). Then
c,γ (s) is defined by (1.19) and ξ(s) is an entire function given by
This is a generalization of the well known integral representation
In fact, if we take c = {c
and n = 2, we obtain ω E (s). In general, to study the boundary term ω E (s) over the algebraic number field k, we need the case γ(s) = 
where constants C m are given by
3) the sum ρ runs over all poles ρ of γ(s/n)D c (s/n) satisfying 0 < ℜ(ρ) < n, and the constant C ρ,m is given by
Moreover, the sum ρ in (2.2) converges uniformly on every compact subset in C.
by (1.20) . In general, Z ε,n γ (x, ν) has the following dilation formula. Proposition 3. We have
For any fixed δ > 0, the second term R(x, ν; ν 0 ) satisfies the estimate
for 0 < x < 1, where the implied constant depends only on γ, n and δ. In particular,
under the condition ν > ν 0 and x(ν/ν 0 ) 1/n ≤ R < 1 for given R > 0.
Further we define
and
By (1.17), (1.18) and (1.20), we have
as x → 0 + for any fixed real number A, where the implied constant depends only on c, γ(s), n and A 2.1. Proof of Proposition 1. We put
for c > 1. The conditions for c and γ(s) imply that f n c,γ (x) is well-defined and the Mellin inversion formula gives
for ℜ(s) > n. On the right-hand side, we have
by definition (1.16) and (1.17), and
by definition (1.19) . By (2.10) and (2.11), we obtain (2.1) for ℜ(s) > n. 2
Moving the path of integration to the line ℜ(s) = c ′ with c ′ < 0, we have
This process is justified by (γ-3) and the assumption for D c (s) in the proposition. Using the functional equation
Hence we have h 
Lemma 2. Let f (t) be a real valued function on (0, ∞). Suppose that there exists t 0 > 0 such that f (t) does not change its sign for t > t 0 and the abscissa σ c of the convergence of the integral
is finite. Then F (s) has a singularity on the real axis at the point s = σ c .
Proof. Refer to section 5 of chapter II in [20] .
Proof of Lemma 1.
is extended holomorphically to the region (1.14) except for the pole of order λ c + λ γ at s = n. We put
for m = 0, 1, 2, . . . and
we have
By (c-3), we can move the path of integration to the line ℜ(s) = n, and get (F (n + it) − P (n + it))e it log x dt = 0.
Proof of Theorem 2. We denote h ε,n c,γ (e −t ) by H(t). Then our single sign assumption for Z ε,n c,γ (x) implies H (λc +λγ ) (t) does not change its sign for t > t 0 . We have
) and Lemma 1, where C m are numbers in (2.12). Hence we have
Thus we obtain
Here definition (2.12) of C m implies that the right-hand side is regular around s = 0, since ω ε,n c,γ (s) = ξ(s) + ξ(2 − s) − n −1 γ(s/n)D c (s/n) with the entire function ξ(s). Let σ c be the abscissa of convergence of the integral
Now we suppose that ω ε,n c,γ (s) is continued meromorphically to ℜ(s) > σ 0 with no real pole on (σ 0 , n). Then, by (2.14), H(s) is continued to ℜ(s) > σ 0 − n and has no pole on (σ 0 − n, ∞). This implies σ c ≤ σ 0 − n and that H(s − n) is regular for ℜ(s) > σ 0 . Hence, by (2.15), ω ε,n c,γ (s) has no pole for ℜ(s) > σ 0 except for s = n. 
Moving the path of integration to the line ℜ(s) = 1 + δ (δ > 0), we obtain
where the implied constant depends only on δ > 0. This shows the first estimate in Proposition 3, since ν δ ν 
Moving the path of integration to the right, we obtain the above assertion. 2
Case of two-dimensional zeta integral over Q
In this part, we apply the results in section 2 to h E (x), Z E (x) and ω E (s), and add more detailed consideration. More precisely, we study the function V
2 , ε = +1 and n = 2, which corresponds to the case of two-dimensional zeta integral over Q, namely, the case of h E (x), Z E (x) and ω E (s). In particular,
where the right-hand side is defined in (1.10). Recall that Z E (x) involves the function
To state results simply, we use the non-holomorphic Eisenstein series. The (completed) non-holomorphic Eisenstein series E * (z, s) for the modular group PSL(2, Z) is given for z = x + iy with y > 0 and ℜ(s) > 1 by
It is well known that for fixed z, E * (z, s) is continued holomorphically to the whole s-plane except for two simple poles at s = 0 and s = 1 with residues −1/2 and 1/2, respectively. As a function of z, E * (z, s) satisfies
We use notations
where γ = 0.57721+ is the Euler's constant. Proposition 5. Let V (x, ν) be the function defined by (1.10). Then we have
where K 0 (t) is the K-Bessel function.
As a corollary of Proposition 5, we obtain the asymptotic behavior of Z(x, ν) as x → 0 + and +∞. Proposition 6. We have Z(x, ν) = 16x
2 log x 2 + 16x 2 log Qe 4 ν + R 0 (x, ν),
Moving the path of integration to the line ℜ(s) = 1 + δ or ℜ(s) = −δ (δ > 0), we have
for 0 < x ≤ 1, and
for x ≥ 1, respectively. Here the implied constants depend only on δ > 0. In particular, there exists x ν > 0 and x ′ ν > 0 such that Z(x, ν) is negative for 0 < x < x ν and Z(x, ν) is positive for any x > x ′ ν , respectively. An immediate consequence of Proposition 6 is that for any ν ′ ≥ 1 there exists
if c(ν) > 0 for some 1 ≤ ν ≤ ν ′ (recall that we assumed c(ν) ≥ 0). However, to decide the behavior of Z E (x) near the zero, we need further considerations, since the infinite sum over the first term in the right-hand side of (3.7) diverges for every x > 0. Applying Proposition 4 to Z E (x) we obtain the following. Proposition 7. Let c = {c(ν)} be the nonnegative sequence defined by
2 , and γ(s) = ζ(s) 2 . In this case λ c = λ γ = 2. We denote
where
The series Z E,0 (x) can be written as
where a(n) = d|n c(d)σ 0 (n/d). This formula suggests that the limit lim
behaves like the Riemannian integral
We find that the integral on the right-hand side is zero, and Z E,0 (x) tends to zero as x → 0 + if the truncated sum n≤N a(n) increases slowly. Hence the rough understanding of the limit behavior of Z E,0 (x) may be considered as
where the right-hand side is the "integral" of K(2πx) with respect to the "measure" dµ a attached to a = {a(n)}. In fact, by using the partial summation, we have
where µ a,x (u) = n≤u/x 2 a(n)/n.
The truncation version of (3.10) can be used for a computational evidence of the single sign property (F-1). Proposition 8. Let T > 0 and R > 1 be positive real numbers. Then, for any fixed 0 < ε < 1 and A > 1, we have
for x ≥ R/T , where K(x) is in (3.11) and the implied constant depends on A and ε.
In particular, for any 0 < α < 1 and β > 1 such that αβ > ε, we have
for 0 < x < 1, where the implied constant depends only on β and ε.
Remark 1. One suitable choice of R for a numerical computation is R = 20.
Proof of Proposition 5.
At first we show (3.1). By definition (1.17),
subject to appropriate conditions, where (
by definition (1.6) of w a,νa −1 (x), and we get (3.1). Using
where σ µ (n) = d|n d µ , we have
The interchange of summation and integration is justified by Fubini's theorem. Using the formula Γ(s/2) [12, p. 14] and the Mellin inversion formula, we have 1
Hence we obtain
Combining this equality with (3.1), we obtain (3.5). As for (3.6), we refer the Fourier expansion of E * (z, s). For the particular case z = iy and s = 1/2, the Fourier expansion of E * (z, s) gives
Combining this one with (3.14), we obtain (3.6). 2
Proof of Proposition 6.
Recall equality (3.6) in Proposition 5 and notation (3.4). We prove Proposition 6 by using the modular relation E(y) = E(y −1 ). Replacing E(νx 2 ) by E(ν −1 x −2 ) in (3.6), we have
Thus definition (1.11) gives
In the third term, we have
by using the Fourier expansion of the Eisenstein series and (3.14). Therefore
for c > 1. Hence we obtain (3.7). Formula (3.8) is obtained by a way similar to the above arguments. In that case, we replace E(νx −2 ) by E(ν −1 x 2 ) in (3.6). 2
Proof of Proposition 7.
At first we note that λ c = λ γ = 2 in this case. The first equality is a direct consequence of definition (2.7) and (2.8). By (2.7) and (3.14) we have
Hence the proof of the second equality will complete by the following lemma.
Lemma 3. Let A be a positive real number. Then we have
Proof. Using the formula
This implies (3.18), since the multiplication f (x) → f (Ax) and the differential x d dx are commutative each other. By a way similar to this, we obtain (3.19).
Proof of Proposition 8.
We denote d|n c(d)σ 0 (n/d) by a(n). Then, for any ε > 0, there exists M ε > 0 such that |a(n)| ≤ M ε n ε The asymptotic formula of K ν (t) for t > 0 and fixed ν ∈ C is given by 20) where |θ| ≤ |ν 2 − (1/4)| (see (23.451.6) of [8] ). Using (3.20) we have
Together with the above, we have
This inequality gives (3.12). 2
Proof of Theorem 1
In this part, we prove the following Thorem 3 which include Theorem 1.
Theorem 3. Let E be an elliptic curve of conductor q E over Q, and let {c(ν)} be the nonnegative sequence defined by
where ζ E (s) and n E (s) are given by (1.2) and (1.3), respectively. Let
Suppose that the Riemann hypothesis for L(E, s), namely, all nontrivial zeros of L(E, s) lie on the line ℜ(s) = 1. Then we have
for any ε > 0, where implied constant depends on E and ε.
Further, suppose that all zeros of L(E, s) := n E (s) −1 L(E, s) are simple except for the possible zero at s = 1 and the estimate
holds, where ρ runs all zeros of L(E, s) on the line ℜ(s) = 1. Then we have
where r is the order of L(E, s) at s = 1, J(≥ 1) is the number of Euler factors in n E (s) and C is a positive constant. In particular, there exists
Theorem 4. Let E be an elliptic curve of conductor q E over Q, and let {c(ν)} be the nonnegative sequence defined by
Suppose that the Riemann hypothesis for L(E, s), and all zeros of L(E, s) are simple except for the possible zero at s = 1 and the estimate (4.1) holds for L ′ (E, s). Then
where C is a positive constant and v(x) is a bounded function. In particular, if Estimate (4.1) is the analogue of the conjectural estimate
where we assume that the Riemann hypothesis and all zeros of ζ(s) are simple. Estimate (4.4) was independently conjectured by Gonek [7] and Hejhal [9] from different points of view. For k = 1 Gonek conjectuted the asymptotic formula 0<γ≤T |ζ
Let f be a normalized Hecke eigenform of weight k > 1 and level q with trivial nebentypus. Murty and Perelli [14] had shown that almost all zeros of L(f, s) are simple if we assume the Riemann hypothesis for L(f, s) and the pair correlation conjecture for it. According to the Shimura-Taniyama-Weil conjecture proved by Wiles et al., almost all zeros of L(E, s) are simple if we assume the Riemann hypothesis of L(E, s) and its pair correlation conjecture.
We prove Theorem 3 only, since Theorem 4 is proved by a similar way. To prove Theorem 3, we need the following lemma.
Lemma 4. Let E be an elliptic curve over Q. Let H ≥ 1 be a real number. Then there exists a real number A and a subset S T of [ T, T + 1) such that
and the Lebesgue measure of [ T, T + 1) \ S T is less than or equal to 1/H.
Proof. This is shown by a way similar to the proof of Theorem 9.7 in Titchmarsh [19] , because of the modularity of E/Q (see also [10, section 5.1]).
Under the Riemann hypothesis for L(E, s) we can obtain more sharp estimate for L(E, s) −1 in a vertical strip, but we do not need such sharp estimate for Theorem 3.
Proof of Theorem 3. It suffices to deal with Z E,0 (x) in Proposition 7, since
by Proposition 4. We denote by ρ = 1 + iγ the zeros of L(E, s) = n E (s) −1 L(E, s) in 0 < ℜ(s) < 2 (on ℜ(s) = 1). At first we prove that each interval [n, n + 1) contains a value T for which 6) for any fixed 0 < δ < π/4, where P 1 is a polynomial of degree 2r + 2J + 1, C γ , C ′ γ , C 2 and C ′ 2 are constants. Taking T = 1/x in (4.6) and then tending x to zero, we obtain
This asymptotic formula shows (4.2) via (4.5) except for the sign of C in (4.2). The positivity of C follows from (4.9) in below. Now we prove (4.6). We divide the ingetral (c) in (3.9) into three parts 8) where P 1 is the polynomial of degree 2r + 2J + 1 given by
In particular the leading term of P 1 is given by
To calculate the integrals in the right-hand side of (4.8), we use Lemma 4, the wellknown (unconditional) estimate
and Stirling's formula
Using these estimates the second and the third integrals in the right-hand side of (4.8)
Using the functional equation of ζ(s) and ζ E (s) ([5, 47 in §4.2]), the first integral in the right-hand side of (4.8) is calculated as 1 2πi
The last inequality follows from the fact that the Dirichlet series of ζ(s/2)ζ E (s) converges absolutely for ℜ(s) > 2, Lemma 4 and the above estimates for ζ(s) and Γ(s).
Finally we have 1 2πi
Combining the above three estimates and taking c = 2 + δ and c ′ = −δ, we obtain formula (4.6).
To justify (4.7), we estimate the sum in the right-hand side of (4.6). By an elementary calculation we obtain
4 . Functions f (s) and f ′ (s) are bounded by e −A|t| for some A > 0 on the vertical line s = 1 + it. Therefore
Using assumption (4.1) in the right-hand side, we have
On the other hand we have
While we have the rough estimate L ′′ (E, ρ) = O(|γ| 3/2 ) by using the Cauchy estimate for derivatives and the Phragmén-Lindelöf principle. Hence we have
Using this estimate we obtain
by a way similar to the proof of (4.10). By (4.10) and (4.11) we obtain
This estimate justify the process leading the asymptotic formula (4.7) from (4.6).
The first assertion in the proposition is obtained from (3.9) by moving the path of integration to the vertical line ℜ(s) = 1 + ε. It is justified by Lemma 4 and the above estimates for ζ(s) and Γ(s), and the resulting integral is estimated as O(x 1−ε ) by the same tools. where γ p = γ for all primes p ∈ S. The infinite dimensional torus Ω S is a compact topological Abelian group. Denote by m H the probability Haar measure on (Ω S , B(Ω S )), where B(Ω S ) is the class of Borel sets of the space Ω S . Thus we obtain probability space (Ω S , B(Ω S ), m H ). Let ω(p) be the projection of ω ∈ Ω S to the coordinate space
The right-hand side converges absolutely for
is a holomorphic function on ℜ(s) > 1 and has no zero in there. Moreover, for almost all ω ∈ Ω S with respect to m H , the sum
and L S (s, ω) ∈ H(D) without zeros. We consider c ω = {c ω (ν)} defined by
The sequence c ω is nonnegative for all ω ∈ Ω S , since
for p ∈ S, and |ℜ(ω(p))| ≤ 1.
As mentioned above, L(s, ω) is continued holomorphically to ℜ(s) > 1/2 without zeros for almost all ω ∈ Ω S , because of the convergence of the series (5.2). Hence, we have
for almost all ω ∈ Ω S . We denote by A the set of all ω ∈ Ω S such that the series (5.2) converges for ℜ(s) > 1/2. Also, we denote by A ′ the set of all ω ∈ Ω S such that the series L S (s, ω) is continued holomolphically to ℜ(s) > 1/2 without zeros. Clearly,
On the other hand, it is known that the vertical line ℜ(s) = 1/2 is a natural boundary of meromorphic continuation of L S (s, ω) for almost all ω ∈ Ω S . Therefore, for almost all ω ∈ Ω S , the corresponding Z c (x) may have oscillation near zero, even if the estimate (5.3) holds. We denote by B the set of all ω ∈ Ω S such that the line ℜ(s) = 1/2 is a natural boundary of meromorphic continuation of L S (s, ω).
Unfortunately, the relation among the sets A, A ′ and B is not clear in general. However, the above considerations suggest that the single sign property of Z cω (x) is a special phenomenon and has a proper reason. Of course there is a possibility that Z cω (x) has the single sign property accidentally. To obtain a plausible reason for the single sign property, we should deal with some regular class of coefficients.
5.2.
A conjecture related to the Selberg class. The Selberg class S is a general class of Dirichlet series satisfying five axiom [17, 15] . Roughly speaking, the Selberg class is a class of Dirichlet series having an Euler product, analytic continuation and functional equation of certain type. All known examples of functions in the Selberg class are automorphic (or at least conjecturally automorphic) L-functions. It is expected that all L-functions in the Selberg class satisfy an analogue of the Riemann hypothesis. 
L(s) has the zero of order n at s = σ ∈ (1/2, 1), are equivalent to each other. If Z(x) attached to D(s) has a single sign for sufficiently small x > 0, then D(s/2) has the real pole at the abscissa σ c < 2 of convergence of (2.9), and has no pole in the strip σ c < ℜ(s) < 2. Under the Riemann hypothesis for ζ(s), this implies that L(s) has no zero in the strip σ c /2 < ℜ(s) < 1. Conversely, if L(s) has zero at 1/2 ≤ σ 0 < 1 and has no zero in the strip σ 0 < ℜ(s) < 1, then D(s/2) has pole at 1 ≤ 2σ 0 < 2 and has no pole in the strip 2σ 0 < ℜ(s) < 2. This suggests the single sign property of Z(x) attached to D(s). Through such relations, we interpret the expectation that all L(s) ∈ S satisfy the Riemann hypothesis in the language of D(s) via (5.5) and (5.7). Conjecture. Let c = {c(ν)} be a sequence (not necessary nonnegative). Define D c (s) and Z c (x) by (1.1) and (1.12), respectively. Suppose that Hence, the expected equality obtained by the limit T → +∞ of (4.6), (5.8) and (5.9) suggest that
as T → ∞ (5.10)
for some 0 = C ∈ R and r ≥ 0. Goldfeld [6] proved that if (5.10) holds, then L(E, s) satisfies the Riemann hypothesis, the BSD-conjecture with r = ord s=1 L(E, s) and
2 e rγ , where γ = 0.577215+ is Euler's constant.
Thus a detail study for the constant C 1 (T ) and the error term O T (x) in (5.8) may be available for the single sign property of Z(x).
