Abstract: AD/DA conversion has become a core technology in digital signal processing. Signal compression is one of the important matters for AD/DA conversion system. Delta-sigma modulator (DSM) is well known as a effective method for encoding analog signals into digital signals. The data conversion systems are composed of the post-filter and the DSM. It is required to satisfy the low quantization noise and the low distortion characteristics by appropriate design of the filter and DSM. In our studies, we proposed a new design method of data conversion system that includes pre-filter, in addition to the traditional data conversion system. To design easier, an evaluation framework of the data conversion system is proposed. Then, a design algorithm based on the evaluation framework is proposed by using particle swarm optimization algorithm. Post and pre-filters are designed towards the original signal, so as to minimize the effect of noise and distortion due to quantization. In this paper, we verify the AD/DA systems with post and pre-filters by using the voice signal compression system. We evaluate the effectiveness by the simulation.
INTRODUCTION
An analog-to-digital converter is a device that converts a analog signal to a digital signal. AD/DA conversion has become a core technology in digital signal processing [1] . Signal compression is one of the most important functions to make an appropriate AD/DA conversion system.
Signal compression is used in many fields such as sound processing and image processing. It is also important if we use communication channel in networked control system. Delta-Sigma analog-to-digital converter is known to achieve high resolution conversion [1] [2] [3] [4] [5] [6] . DeltaSigma modulator (DSM) is a kind of noise-shaping type converter and one characteristic is that it can remove the effect of low-frequency noise.
There exist many researches about DSM. Not only Delta-Sigma modulator but also entire system design is required to design as good noise reduction characteristics based on evaluation of the entire AD/DA conversion system. The DSM output has noise content in higher frequency part compared to the input signal. Quantization noise is removed by using low-pass post-filter located on the demodulator. The difference between the output signal and the input signal should be minimized to achieve good noise reduction performance. This performance depends on design of the filter and DSM. If we choose cutoff frequency as lower, signal distortion of the input signal occur. On the other hand, if we choose cut-off frequency as high to avoid signal distortion, the filter cannot remove quantization noise sufficiently. Usually, it is required to design the post-filter in the demodulator part based on the trade-off between the signal distortion and the quantization noise reduction.
To overcome this problem, we propose a Delta-Sigma data conversion system with not only the post-filter but also a pre-filter for signal shaping. By using our frame work, we can divide the effect of quantization noise and † Hiroshi Okajima is the presenter of this paper. signal distortion. Design problem is formulated based on the proposed evaluation system. We design the post-filter and pre-filter by using particle swarm optimization (PSO) algorithm which is a kind of the optimization method based on the swarm behavior [7] . PSO algorithm is used in many control systems design [8, 9] . To confirm the effectiveness of our proposed system, some music, which have many frequency range, are used as the input signals.
This paper is organized as follows: The outline of AD/DA conversion system with delta-sigma modulator is presented. Then, the proposed structure and evaluation system is explained. The parameter design problem is formulated and the problem is solved by using PSO algorithm with constraints. The effectiveness is shown by simulation.
PRELIMINARY
2.1. Outline of traditional delta-sigma data conversion system Fig. 1 shows the traditional delta-sigma data conversion system 1 . Fig. 1 is composed of DSM and post-filter F . An output of DSM is coarse signal when we use one bit quantization. The magnitude of the quantization noise depends on its quantization width and the number of the quantization level.
In this paper, DSM is assumed to be given as follow: 
In this paper, M = 3 and d = 1 is assumed and is called as a 3-level quantizer. The permissible input range for 3-level DSM is given as follow:
Block diagram of (1) is shown in Fig. 2 . Quantization noise which is generated by
The relationship between v and u are described by using n q as follow:
where z is delay operator.
(1 − 1/z) indicate the derivation transfer function. Fig. 3 shows the frequency characteristics of the quantization noise. In delta-sigma converter, noise is further reduced at low frequencies, which is the band where the input signal, and it is increased at the higher frequencies. Therefore, high frequency noise is removed by using low-pass filter. Filter design is important because input signal distortion occur when we set the lower cut-off frequency than input signal frequency. Design objective is to minimize the difference between u in and u out under the trade-off between quantization noise and signal distortion. 
Particle Swarm Optimization Algorithm [7]
In this section, we describe the conventional particle swarm optimization algorithm which is a kind of the optimization method based on the swarm behavior [7] . The following minimization problem is considered in this section.
where, J : R n → R is the objective function and
T is the design variable vector. h(x) < 0 denote the constraint for x. The optimal solution x * for (5), (6) is required to obtain from an optimization algorithm.
Particle swarm optimization (PSO) is a computation method for optimizing a problem by iteratively trying to improve a solution. Multiple particles x 1 , · · · , x m is used in PSO algorithm where m denotes the number of particles. To solve (5) by PSO algorithm, the following objective function J e (x) is assumed to be given.
J m is the larger value compared to a value of J(x) which is an acceptable solution. Position and velocity of i-th particle is denoted as
T , respectively. x i is updated based on the following update laws.
k denote the iteration number and its initial value is k = 0. ω, c 1 and c 2 are the weighting coefficients which is given by the designer. The random numbers rand 
x k gbest means the global best solution which is determined by the following statements.
The PSO algorithm is given as following steps: PSO algorithm is simple and it makes a few or no assumption about the problem. Many classes of the control design problems can be applied easily.
PROPOSED CONTROL SYSTEM
3.1. Delta-sigma data conversion system with prefilter We design delta-sigma data conversion system with a pre-filter as shown in Fig. 4 . Discrete time pre-filter F 1 and post-filter F 2 are included in the system and it can be considered as a two degree of freedom. To design simplicity, we give the form of F 1 and F 2 as follows:
where D(z) is assumed to be stable and the relative degree is zero. D(z) is a minimum phase transfer function. F (z) is also a filter. Traditional data conversion system can be represented by D(z) = 1. Therefore, Fig. 4 has a potential to improve the data conversion performance in the meaning of the quantization noise and the signal distortion. Fig. 4 Proposed data conversion system with pre-filter 3.2. Error evaluation system for dividing signal distortion and quantization noise We propose an error evaluation system shown in Fig. 5 . The error system in Fig. 5 can divide the effect of quantization noise and that of signal distortion. Upper part of Fig. 5 shows that the difference between the signal u in (k) and the signal u M (k) which is denoted as e 1 (k). e 1 (k) can evaluate the signal distortion by filter F (z). It is better to make small e 1 by appropriate tuning of F (z).
On the other hand, difference between signal u M which is generated by filter F and u out is denoted as e 2 (k). If DSM part are removed from Fig. 4 , u out can be regarded as u M . Therefore, e 2 (k) represent the effect of the quantization noise. Signal distortion is not changed by D(z) because e 1 (k) only depend on F (z). Therefore, we can design D(z) to minimize the effect of the quantization noise in u out because the quantization noise characteristics do not depend on the input signal. It is required to D(z) to satisfy signal range written in (3).
We can design two filters F (z)D(z) −1 and D(z) independently by considering e 1 (k) and e 2 (k).
We consider to design F (z) in this part. If we only consider to minimize e 1 , F (z) = 1 is the best answer to the problem. However, not only e 1 but also e 2 should be minimized to satisfy total data conversion performance. It is required to remove high frequency content of DSM quantization noise by using F (z). z-transform of e 1 (k) is given as follow:
To obtain small e 1 , the gain of (z −n − F (z)) should be small in the dominant frequency range of u in . Noise reduction characteristics is given by the postfilter F (z)D(z) −1 . If we choose D −1 as low-pass filter, it is good for minimize the effect of quantization noise as the following equation. By using (4), z-transformation of e 2 (k) is written as follow.
We obtain good performance filter D(z) −1 to minimize e 2 (k) under the constraint in (3).
DESIGN OF FILTERS BASED ON EVALUATION SYSTEM
In this section, we design the filters F and D based on the evaluation system in Section 3.2. The parameters in F and D are derived by using PSO algorithm in Section 2.2.
Input signal for design filters
Characteristics of input signal u in is explained in this section. Fig. 6 shows the 5 second source signal cutting from mp4 data of classical piano sound. We can see from 
Design of filter F
When we designing filter F , there exist two objective. One is about the signal distortion and another is about the quantization noise. Post-filter D is assumed to be given as D = 1 which represents traditional DSM data converter in Fig. 1 . We design F as a Butterworth filter which is designed to have as flat a frequency response as possible in the input signal passband. The following parameters are assumed as the design parameters for obtaining the Butterworth filter.
• passband end frequency W p • cut-off frequency W s • passband ripple R p • cut-off slope ratio R s To design Butterworth low-pass filter, continuous time Butterworth low-pass filter is derived by using MATLAB function "butter.m" and the obtained filter is discretized by bilinear z-transform.
Two conditions are used to achieve appropriate filter. One is that the passband end frequency is smaller than the cut-off frequency. Another is about the filter order designed by "butter.m". Penalty cost J m = 5000 is applied if these conditions are not satisfied.
Iteration number of PSO algorithm is set as k max = 200 and particle number is 50. Sum of σ(e 1 ) and σ(e 2 ) in Fig. 5 10 10] . ω=0.9, C 1 =1, C 2 =1 are selected in the velocity update law (8) .
By solving PSO algorithm in section 2.2, evaluation function value is J = 0.00316 which is shown in Fig. 8 . The optimal filter F is obtained as shown in Fig. 9 . The • passband end frequency 502.9 [Hz] • cut-off frequency 2422 [Hz] • passband ripple 9.12 [dB]
• cut-off slope ratio 9.18 [dB] F is designed as 2nd order Butterworth filter. Fig. 10 shows the error between u in and u out by the traditional method. Error range can represent as [−0.1 0.1]. Fig. 11 shows the spectrum of u out . By comparing Fig. 7 and Fig. 11 , quantization noise is removed by F of our proposed method in high frequency content. In case of u in in Fig. 7 , magnitude is almost zero for the frequency higher than 4 [kHz] . On the other hand, magnitude of Fig. 11 is larger than that of Fig. 7. 
Design of pre-filter D
Pre-filter D is designed by PSO algorithm. Design parameters for PSO algorithm is a, b and c as follow. By solving PSO algorithm, the gbest value of the evaluation function J is written in Fig. 12 . The value of the evaluation function becomes smaller by increasing the iteration number.
Designed filter D is shown as follow.
We can find that D has high pass characteristics in Fig. 13 . J = 0.00183 is obtained by (16). Fig. 14 shows the error between u in and u out by the proposed method. Error range is smaller than the case of traditional method in Fig. 10 . Fig. 15 shows the spectrum of u out . By comparing Fig. 15 and Fig. 11 , magnitude of Fig. 15 is almost zero for the frequency higher than 4 [kHz].
Design of F and D for J-POP music
In this section, J-POP music is used as u in to analyze the effectiveness of our design method. Fig. 16 shows a part of the J-POP music source. −1 is obtained as a lowpass filter by combining Fig. 18 and Fig. 19 . In particular, passband end frequency and cut-off frequency are different from the result for piano source because frequency range of J-POP music is larger than that of piano source. Passband end frequency for J-POP music is also larger than that of piano source. Therefore, error between u in and u out , which is shown in Fig. 20 , is larger than that of piano source. The performance of the data converter depends on the characteristics of the input signal u in .
Finally, Fig. 21 shows the frequency analysis result of output signal. We can find that Fig. 21 is similar to Fig. 16 .
CONCLUSIONS
In this paper, the Delta-Sigma data conversion system with pre-filter and its evaluation framework are proposed to achieve good approximation of the input signal under the data quantization. The pre-filter and the post-filter are designed by our evaluation system with the PSO algorithm. The effectiveness of our proposed method is verified by numerical simulations.
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