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Almost periodic divisors, holomorphic
functions, and holomorphic mappings ∗
Favorov S.Ju.
Abstract
We prove that to each almost periodic, in the sense of distributions, divisor d
in a tube TΩ ⊂ C
m one can assign a cohomology class from H2(K,Z) (actually,
the first Chern class of a special line bundle over K generated by d) such that the
trivial cohomology class represents the divisors of all almost periodic holomorphic
functions on TΩ; here K is the Bohr compactification of R
m. This description
yields various geometric conditions for an almost periodic divisor to be the divisor
of a holomorphic almost periodic function. We also give a complete description for
the divisors of homogeneous coordinates for holomorphic almost periodic curves; in
particular, we obtain a description for the divisors of meromorphic almost periodic
functions.
AMS classification: 42A75 (32A60, 32A18)
Keywords: Almost periodic divisor, almost periodic function, Bohr compacti-
fication, holomorphic bundle
The classical theory of almost periodic functions has found a lot of applications in various
branches of mathematics, from differential equations (cf. [37], [7], [25]) to number theory
(cf. [3], [38]). In spite of the fact that the whole theory was originally motivated by
problems in complex analysis (H.Bohr [5], p.3), analytic aspects of the theory are less
known. Holomorphic almost periodic functions have certain specific properties, mainly
because almost periodicity of a holomorphic function causes strong restrictions on the
distribution of its values (for example, of its zeroes). The main contributions to the
classical theory of holomorphic almost periodic functions of one variable are due to
B. Jessen, H.Tornehave, B. Ja. Levin and M.G.Krejn; for a detailed presentation of the
subject, see [20] and [24].
∗This research was supported by INTAS-99-00089 project.
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The case of several complex variables is much more difficult. First results in this di-
rection concerned zero sets of exponential sums (O.Gelfond [15], [16], B. Ja.Kazarnovskii
[21], [22]). A fruitful approach developed by L. I. Ronkin has allowed to investigate gen-
eral holomorphic almost periodic functions and mappings (cf.[26]–[33]). This resulted,
in particular, in the notions of almost periodic divisors and holomorphic chains (cf. [35],
[36], [13], [14]; also see the survey [11]). Note that the main accent in those papers was
made to the asymptotic behavior and asymptotic characteristics.
The problem of inner description for the divisors of holomorphic almost periodic
functions has been raised by M.G.Krejn and B. Ja. Levin in [23], where it was solved
for entire almost periodic functions of exponential type on the plane with zeroes in a
strip of finite width. Note that the divisors of holomorphic almost periodic functions
inherit, in a sense, the property of being almost periodic, nevertheless there exist almost
periodic divisors that are not the divisors of any almost periodic holomorphic functions
(cf. [40] and [36]). For holomorphic almost periodic functions on a strip with spectrum
in a free group the problem was solved in [39]. A complete description of the divisors
of holomorphic and meromorphic almost functions on a strip was given in [8] and [10].
Notice that almost periodic divisors in a strip on the plane were classified in [39]
with the help of certain integer valued matrix, while in [8], [10] this was done in terms
of cohomology classes from H2(K,Z), where K is the so-called Bohr’s compactification
of the real axis (see Section 1).
The multi-dimensional problem of realizability of almost periodic divisors as the
divisors of almost periodic holomorphic functions was studied by L. I. Ronkin for periodic
divisors (cf.[34]) and for their restrictions to certain family of planes (cf.[36]) with the
help of an integer valued matrix, too. But for arbitrary almost periodic divisors the
problem has never been raised before.
Our approach to the realizability problem is very close to the classical method of
investigation of the Second Cousin Problem on a domain D ⊂ Cm (see [17], Ch.5).
Namely, in the classical case a line bundle over D corresponds to each data for the
Cousin Problem on D such that the problem has a solution if and only if this bundle
is trivial. Therefore, the first Chern class (i.e., the corresponding element of the group
H2(D,Z)) of the bundle is assigned to each data such that the problem is solvable if
and only if this class is trivial. In particular, if H2(D,Z) = {0}, then every Second
Cousin Problem on D has a solution. In our investigation, a line bundle over Bohr’s
compact set K is assigned to each almost periodic divisor on a tube domain TΩ (the
case TΩ = C
m is not excluded), such that the bundle is trivial just for the divisors of
holomorphic almost periodic functions on the domain; therefore, the first Chern class
of the bundle corresponds to each almost periodic divisor in the domain such that it is
the divisor of a holomorphic almost periodic function if and only if this class is trivial.
Note that H2(K,Z) 6= {0}, therefore some problems of realizability for almost periodic
divisors have no solutions.
As for the case of the Second Cousin Problem, we need to solve the appropriate
∂¯-problem; we use a technique from [4] to get a required integral representation for a
solution with specific properties of the ∂¯-problem in a tube domain.
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The paper is organized as follows.
In Section 1, we give the main definitions, necessary notations, and some information
about almost periodic functions and bundles.
In Section 2, we introduce the notion of holomorphic function on K×Ω and establish
a correspondence between such functions and holomorphic almost periodic functions in
TΩ. Then we construct a line bundle over K × Ω, corresponding to an almost periodic
divisor in TΩ.
In Section 3, we solve the appropriate ∂¯-problem on TΩ and prove that if the con-
structed bundle is trivial, then the divisor is the divisor of a holomorphic almost periodic
function in TΩ.
In Section 4, we show that the Chern class of the bundle is actually an element of
the group H2(K,Z) and obtain simple geometric conditions sufficient for realizability
of divisors as the divisors of holomorphic almost periodic functions. For the case of
divisors with spectrum in a finitely-generated additive subgroup of Rm, we establish a
correspondence between Chern classes of the divisors and skew-symmetric matrices with
integer entries.
In Section 5, we investigate the Chern classes of periodic divisors and some classes
of almost periodic divisors. We also find a structure formula for Chern classes of almost
periodic divisors and prove that an arbitrary Chern class is a finite sum of the Chern
classes for periodic divisors.
In Section 6, we obtain a complete classification of the divisors of homogeneous
coordinates of almost periodic holomorphic mappings from tube domains into projective
spaces.
1 Definitions, notations, and some preliminary in-
formation
A continuous function f(x) on Rm is called almost periodic if the collection {Stf}t∈Rm
is a relatively compact set with respect to the topology of uniform convergence on Rm;
here Stf(x) = f(x+ t) is the shift along t.
The class of such functions coincides with the closure, with respect to the topology
of the uniform convergence on Rm, of the set of all finite exponential sums
∑
ane
i〈x,λn〉, λn ∈ R
m, (1)
where 〈x, λn〉 = x
1λ1n+ . . .+x
mλmn , an ∈ C. In the case m = 1, this is one of the main
results of the classical theory of almost periodic functions.
A continuous function f(z) on a tube domain TΩ = {z = x+ iy : x ∈ R
m, y ∈ Ω ⊂
Rm} is called almost periodic on TΩ if the collection {Stf}t∈Rm is a relatively compact
set with respect to the topology of uniform convergence on every tube domain TΩ′ ,
Ω′ ⊂⊂ Ω.
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The class of such functions coincides with the closure of the set of all finite exponen-
tial sums (1), where an are continuous functions on Ω.
Throughout the paper, AP (Rm) is the class of all almost periodic functions on Rm,
AP (TΩ) is the class of all almost periodic functions on TΩ, H(D) is the class of all
holomorphic functions on D, APH(TΩ) = AP (TΩ) ∩ H(TΩ). We always consider tube
domains with convex base Ω.
Note that every function f ∈ APH(TΩ) belongs to the closure of the set of all finite
sums ∑
ane
i〈z,λn〉, λn ∈ R
m, an ∈ C. (2)
The notion of spectrum for functions f from AP (Rm) or AP (TΩ) is introduced as
sp f = {λ ∈ Rm : lim
T→∞
(2T )−m
∫
[−T,T ]m
f(x+ iy)e−i〈x,λ〉dx 6≡ 0}; (3)
the spectrum is at most countable, and all the exponents λ in sums (1) or (2) belong to
the spectrum of f .
For the case of functions on the axis or on a strip, all these facts are basic results of
the theory of almost periodic function (see, for example, [6]); for the general case the
proves are similar, see [33], [35].
By C∞p,q(TΩ) we denote the space of (p, q)-forms
∑
ai1,...,ip,j1,...,jq(z)dz
i1 ∧ . . . ∧ dzip ∧ dz¯j1 ∧ . . . ∧ dz¯jq (4)
with infinitely smooth coefficients ai1,...,ip,j1,...,jq(z); we assume that the coefficients and
all their derivatives are bounded on any domain TΩ′ for Ω
′ ⊂⊂ Ω. Also, by C0p,q(TΩ) we
denote the space of (p, q)-forms such that all the coefficients are continuous and have
compact supports. Finally, by Mp,q(TΩ) we denote the space of (p, q)-currents of order
0 on TΩ, i.e., forms (4) whose coefficients are complex measures on TΩ. This space is
equipped with the weak topology of convergence on elements of C0m−p,m−q(TΩ).
A typical example of a current from M1,1(TΩ) is the current of integration over
the divisor dF of a function F ∈ H(TΩ), i.e., the current (i/2pi)∂∂¯ log |F (z)|. We will
identify occasionally a divisor d with the corresponding current of integration and write
d ∈M1,1(TΩ).
A current θ ∈ Mp,q(TΩ) is almost periodic if for any φ ∈ C
0
m−p,m−q(TΩ) the function
(θ, Stφ), as a function of t, belongs to AP (R
m); the space of such currents is denoted by
APMp,q(TΩ). A divisor d is almost periodic if d ∈ APM1,1(TΩ); all the divisors of func-
tions f ∈ APH(TΩ) are almost periodic (cf. [35]); if the measure
∑
k ∂
2 log |F |/∂zk∂¯zk
for F ∈ TΩ is almost periodic, then the divisor dF is almost periodic (see [14]).
We will make use of the following result (cf.[35], [11]).
Proposition 1.1 If a sequence {fn} ⊂ H(D) converges uniformly on every compact
subset of D, then the sequence {log |fn|} converges on D in the sense of distributions.
It was proved in [33] that the coefficients of a current θ ∈ APMp,q(TΩ) can be
approximated in the weak topology on sets {Stφ}t∈Rm , φ ∈ C
0
0,0(TΩ), uniformly in t ∈
Rm, by finite sums (1); in this case an are complex measures on Ω.
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The spectrum of θ ∈ APMp,q(TΩ) is the union of the spectra of the functions (θ, Stφ)
over all φ ∈ C0m−p,m−q(TΩ). This set is countable as well, and all the exponents in sum
(1) belong to the spectrum of θ (see [35] or [11]).
For any additive subgroup Γ ⊂ Rm, we denote by AP (Rm,Γ), AP (TΩ,Γ),
APH(TΩ,Γ), and APMp,q(TΩ,Γ) the corresponding classes of functions with spectra
in Γ.
Bohr’s compactification Rˆm is the closure of the image of Rm under the map j into
Tikhonov’s product of the circles Tλ,
j : x 7→ {ei〈x,λ〉} ∈
∏
λ∈Rm
Tλ. (5)
The preimage of Tikhonov’s topology on Rm with respect to the map j is called Bohr’s
topology and is denoted by β. It is clear that this topology is the weakest one where
all the sums (1) are continuous. If we replace the product of the circles over all λ ∈ Rm
by the product over λ ∈ Γ, Γ being a subgroup of Rm, then the corresponding Bohr’s
compactification is denoted by Γˆ and the corresponding topology by β(Γ). Evidently,
one can take the product of the circles only over all generators of Γ. In particular, for
Γ = LinZ{λ1, . . . , λN} with vectors λ1, . . . , λN ∈ R
m linearly independent over Z, the
set Γˆ coincides with the torus TN . Then it follows from the approximation property
that functions from AP (Rm) are uniformly continuous with respect to topology β and
functions from AP (Rm,Γ) are uniformly continuous with respect to topology β(Γ).
Hence functions from AP (Rm) are just the restrictions to jRm of continuous functions
on Rˆm, and functions from AP (Rm,Γ) are just the restrictions to jRm of continuous
functions on Γˆ (see [1] or [2]).
Following [17] and [18], we will consider line bundles F with the fiber C over a
paracompact base X ; in this paper X = Rˆm or X = Rˆm × Ω, where Ω is an open
convex subset of Rm. We say that a section ϕ of the bundle over an open set ω ⊂
Rˆ
m×Ω is holomorphic if ϕ(τ · jx, y) is a smooth function of x, y ∈ Rm for small x, and
∂¯zϕ(τ · jx, y) |x=0= 0 for all (τ, y) ∈ ω, j being defined in (5). To each line bundle F
over X assign the (first) Chern class c(F) ∈ H2(X,Z). Namely, let ωα be a sufficiently
fine covering of X and gα,β(x), x ∈ X , be the corresponding transition functions. The
integer
cα,β,γ =
1
2pii
log gα,β(x) +
1
2pii
log gβ,γ(x) +
1
2pii
log gγ,α(x) (6)
corresponds to every triple of indices such that ωα∩ωβ∩ωγ 6= ∅ (if ωα∩ωβ∩ωγ = ∅, take
cα,β,γ = 0). The collection {cα,β,γ} forms a 2-cocycle; its cohomology class [{cα,β,γ}] ∈
H2({ωα},Z) does not depend on the choice of branch of logarithm in (6). Moreover, if
we multiply each function gα,β(x) by hα(x)/hβ(x), hα(x) 6= 0 for all α and x ∈ ωα, then
the cohomology class remains the same. Passing to the inductive limit with respect to
refinement of covering, we obtain the first Chern class c(F) ∈ H2(X,Z). If there exists
a global section {ϕα} vanishing nowhere, then we can take log gα,β = logϕα − logϕβ.
This yields that cα,β,γ = 0, therefore c(F) = 0.
On the other hand, to each c ∈ H2(X,Z) one can assign an element of the group
H1(X,Ξ∗), where Ξ∗ is the multiplicative bundle of germs of continuous functions van-
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ishing nowhere on X . Namely, the 1-cocycle {gα,β} of the bundle Ξ
∗ corresponds to
cα,β,γ ∈ H
2({ωα},Z) such that (6) is fulfilled. Note that the 1-cocycles {gα,β} satisfy
the conditions
gα,βgβ,α = 1 and gα,βgβ,γgγ,α = 1,
i.e., {gα,β} are transition functions for some line bundle over X .
It is clear that the line bundle with the transition functions gα,β/g˜α,β corresponds to
the difference of cohomology classes c−c˜. Further, if c = 0, then cα,β,γ = 0 for sufficiently
fine covering. Now it follows in the standard way that gα,β = ϕα/ϕβ for some global
section {ϕα} vanishing nowhere. Note also that if the Chern class c corresponds to
the bundles F and F˜ with transition functions {gα,β} and {g˜α,β}, respectively, then the
bundle with the transition functions {gα,β/g˜α,β} has a global section vanishing nowhere.
2 Almost periodic divisors and line bundles
First we give some auxiliary results.
Proposition 2.1 Each function f ∈ AP (TΩ) extends to the set Rˆ
m×Ω as a continuous
function f¯(τ, y) such that f¯(jx, y) = f(z). Conversely, each continuous function f¯(τ, y)
on Rˆm×Ω generates the function f(z) = f¯(jx, y) ∈ AP (TΩ). In addition, f ∈ APH(TΩ)
iff
∂¯z f¯(τ · jx, y) |x=0= 0 (7)
for all (τ, y) ∈ Rˆm × Ω.
✷ It is obvious that every function ei〈x,λ〉 extends to Rˆm as a continuous func-
tion e¯λ(τ), therefore every exponential sum (1) with coefficients an(y) continuous on
Ω extends to Rˆm × Ω as a continuous function, too. The same assertion is true for
every f ∈ AP (TΩ) as a uniform limit of such sums on every TΩ′, Ω
′ ⊂⊂ Ω. Since
f(z) = f¯(jx, y) is valid for the functions ei〈x,λ〉, the equality holds for all f ∈ AP (TΩ).
On the other hand, if f¯(τ, y) is continuous on Rˆm×Ω, then f¯(τ, y) is uniformly continu-
ous on Rˆm×P for each compact set P ⊂ Ω, therefore the family of shifts {Stf}t∈Rm for
functions f(z) = f¯(jx, y) is relatively compact set with respect to the topology of uni-
form convergence on every tube domain TΩ′, Ω
′ ⊂⊂ Ω, and f ∈ AP (TΩ). Finally, since
jRm is dense in Rˆm and f¯(j(t+x), y) = Stf(z), the function f¯(τ · jx, y) is holomorphic,
too.
Proposition 2.2 Each divisor d ∈ APM1,1(TΩ) defines a unique continuous mapping
d¯ : Rˆm 7→M1,1(TΩ) with the properties
d¯(τ · jt) = Std¯(τ), (8)
d¯(1) = d. (9)
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Conversely, each continuous mapping d¯ from Rˆm to M1,1(TΩ) with the property (8)
generates a divisor d ∈ APM1,1(TΩ) by equality (9); if d is the divisor of a function
f ∈ APH(TΩ), then d¯(τ) is the divisor of the holomorphic function f¯(τ · jx, y).
✷ Let e¯λ(τ) be the function from the proof of the previous proposition. Then for
every λ ∈ Rm the map τ 7→ e¯λ(τ · jx) is a continuous map from Rˆ
m to AP (Rm)
with the property (8). Therefore every sum (1) with complex measures an(y) on Ω
generates a continuous map from Rˆm to M1,1(TΩ). Every divisor d ∈ APM1,1 can be
approximated by such sums, hence it generates a continuous map d¯ : Rˆm 7→ AP (TΩ)
with the property (8). Conversely, each continuous map d¯ from Rˆm to AP (Rm) with
the properties (8) and each form α ∈ C∞1,1(TΩ) induce the continuous function (d¯(τ), α)
on Rˆm. Hence the function (d¯(1), Stα) = (d¯(jt), α) belongs to AP (R
m). This means
that d ∈ APM1,1(TΩ). Using the density of jR
m in Rˆm and the equality d¯(jt) = Std,
we get the uniqueness of d¯. Finally, if d = df for f ∈ APH(TΩ), then the map dˆ : τ 7→
(i/2pi)∂∂¯ log |f¯(τ · jx, y)| satisfies (8) and (9); this map is continuous because the map
τ 7→ f¯(τ · jx, y) is continuous as a map from Rˆm to APH(TΩ) and, by Proposition 1.1,
the map f 7→ log |f | is continuous as a map from H(TΩ) to M0,0(TΩ). Thus d¯ = dˆ.
Remark. In the previous propositions, the classes AP (TΩ), APM1,1(TΩ) and the
compact set Rˆm can be replaced by AP (TΩ,Γ), APM1,1(TΩ,Γ) and the compact set Γˆ,
respectively. Really, we can use for approximation of the functions and currents with
spectrum in Γ only the sums of exponents ei〈x,λ〉, λ ∈ Γ. Conversely, the restriction to
the set jRm×Ω of a continuous on Γˆ×Ω function f¯(τ, y) is a continuous function f(z)
on x with respect to the topology β(Γ), therefore sp f(x+ iy0) ⊂ Γ for each fixed y0 ∈ Ω,
and we obtain sp f ⊂ Γ. In the same way, we get sp (d¯(jt)) ⊂ Γ in Proposition 2.2.
We say that a function ϕ(τ, y), continuous on an open set ω ⊂ Rˆm×Ω, is holomorphic
on ω if the function ϕ(τ · jx, y) is smooth for small x and satisfies equation (7) for all
(τ, y) ∈ ω. Further, ϕ(τ, y) defines the divisor d ∈ APM1,1(TΩ) on ω if for each τ, y0 ∈ ω
there exists δ > 0 such that the restriction of the divisor d¯(τ) to the ball B(iy0, δ) ⊂ C
m
coincides with the restriction of the divisor of the function ϕ(τ · jx, y).
It can be shown that a holomorphic function defining a divisor is essentially unique.
Namely, we have
Proposition 2.3 Suppose f¯(τ, y), g¯(τ, y) are holomorphic functions on ω ⊂ Rˆm×Ω. If
for each point z0 = x0+iy0, (jx0, y0) ∈ ω, the quotient f¯(jx, y)/g¯(jx, y) is a holomorphic
function on some neighborhood of z0, then f¯(τ, y) = g¯(τ, y)h¯(τ, y) with holomorphic on ω
function h¯(τ, y). Moreover, if the functions f¯(jx, y) and g¯(jx, y) have the same divisor,
then h¯(τ, y) 6= 0.
✷ Fix (τ0, y0) ∈ ω. If g¯(τ0, y0) 6= 0, then we take h¯ = f¯ /g¯ on some neighbor-
hood of (τ0, y0). Suppose g¯(τ0, y0) = 0. Let z = x + iy = (x
1,′ x) + i(y1,′ y), x1, y1 ∈
R, ′x,′ y ∈ Rm−1. Without loss of generality it can be assumed that a(z1) = g¯(τ0 ·
j(x1,′ 0), (y10,
′ y0)) 6≡ 0. We have |a(z
1)| ≥ γ > 0 whenever |z1 − iy10| = ε and ε is
7
sufficiently small. Let τ be near τ0,
′y be near ′y0, ζ = ξ + iη ∈ C. Take
h¯(τ, y) =
1
2pii
∫
|ζ−iy1
0
|=ε
f¯(τ · j(ξ,′ 0), (η,′ y))
g¯(τ · j(ξ,′ 0), (η,′ y))
dζ
ζ − iy1
.
This function is continuous in some neighborhood of (τ0, y0). Take τ = jt, t ∈ R
m.
Using Cauchy’s integral formula, we obtain h¯(jt, y)g¯(jt, y) = f¯(jt, y). Now the first
statement of the proposition follows from the density of Rm in Rˆm. To prove the last
statement we interchange f¯ and g¯.
Proposition 2.4 For any divisor d ∈ APM1,1(TΩ) and any point (τ0, y0) ∈ Rˆ
m × Ω
there exists a neighborhood ω and a holomorphic function r(τ, y) defining the divisor d
on ω.
✷ Let d¯(τ) be the continuous map from proposition 2.2. Since TΩ is a convex
domain, we see that for each τ ∈ Rˆm there exists a function fτ (z) ∈ H(TΩ) such
that (i/2pi)∂∂¯ log |fτ (z)| is the current of integration over the divisor d¯(τ). Let z =
(z1,′ z) = (x1,′ x) + i(y1,′ y), x1, y1 ∈ R, ′x,′ y ∈ Rm−1, ζ = z1 = x1 + iy1. Using a linear
transformation of coordinates with real coefficients, we may assume that fτ0(ζ, i
′y0) 6≡
0. Fix δ > 0 such that fτ0(ζ, i
′y0) 6= 0 for 0 < |ζ − iy
1
0| ≤ δ. Therefore we have
suppd¯(τ0) ∩ {z = (ζ, i
′y0) ∈ TΩ : δ/2 ≤ |ζ − iy
1
0| ≤ δ} = ∅. Hence there exists a
neighborhood Uτ0 of τ0 and ε > 0 such that for τ ∈ Uτ0 , |
′z − i′y0| < ε the functions
fτ (ζ,
′ z) as functions of ζ have no zeros on the set δ/2 ≤ |ζ − iy10| ≤ δ.
Let ζ1(τ,
′ z), . . . , ζk(τ,
′ z), k = k(τ,′ z), be all zeros of the function fτ (ζ,
′ z) on the set
|ζ − iy10| < δ/2 as a function of ζ . Let ϕ(ζ) be a nonnegative infinitely smooth function
such that ϕ(ζ) = 1 for |ζ − iy10| ≤ δ/2 and ϕ(ζ) = 0 for |ζ − iy
1
0| ≥ δ, ∆ζ be Laplace
operator on the plane Cζ . We have
k(τ,′ z) = 2pi(∆ζ log |fτ (ζ,
′ z)|, ϕ(ζ)) = pi/i
∫
log |fτ (ζ,
′ z)|∆ζϕ(ζ)dζ ∧ dζ¯.
It follows from Hurwitz’ Theorem that for any fixed τ ∈ Uτ0 the number k(τ,
′ z) does
not depend on ′z from the disc |′z − i′y0| < ε.
Let ψ(′z) be an infinitely smooth function with support in the set {′z : |′z−i′y0| < ε}
such that (2i)1−m
∫
ψ(′z)d′z ∧ d′¯z = 1. Then
k(τ,′ z) = 2pi(2i)−m
∫
log |fτ (ζ,
′ z)|ψ(′z)∆ζϕ(ζ)dζ ∧ dζ¯ ∧ d
′z ∧ d′¯z.
The integral is the action of the current (i/2pi)∂∂¯ log |fτ | on the form ψ(
′z)ϕ(ζ)d′z∧d′¯z ∈
c∞m−1,m−1(TΩ), hence it is continuous as a function of τ , and k(τ,
′ z) ≡ const on Uτ0 ×
{′z : |′z − i′y0| < ε}. Since δ is arbitrary small, the functions ζ1(τ,
′ z), . . . , ζk(τ,
′ z) are
continuous at the point (τ0, i
′y0). By the same arguments, these functions are continuous
at each point (τ,′ z) with the property fτ (ζ,
′ z) 6≡ 0.
Now we define a function r(τ, y). If iy0 6∈ suppd¯(τ0), we can take r(τ, y) ≡ 1 and
ω is small enough. Otherwise we take ω = {(τ, y) : τ ∈ Uτ0 , |y
1 − y10| < δ, |
′y −′ y0| <
8
ε}, r(τ, y) = P (τ, iy1, i′y) with P (τ, ζ,′ z) = (ζ − ζ1(τ,
′ z)) · · · (ζ − ζk(τ,
′ z)). Represent
this polynomial in the form P (τ, ζ,′ z) = ζk + bk−1(τ,
′ z)ζk−1 + . . .+ b0(τ,
′ z). Since
∑
1≤j≤k
(ζj(τ,
′ z))s =
1
2pii
∫
|ζ−iy1
0
|=δ
∂fτ (ζ,
′ z)
∂ζ
ζsdζ
fτ (ζ,′ z)
,
all the functions bl(τ,
′ z), l = 1, . . . , k−1, are holomorphic on the set {′z : |′z−i′y0| < ε}.
Since the polynomial P (τ, z1,′ z) has the same zeros as fτ (z) on the set {z : |z
1− iy10| <
δ, |′z −′ y0| < ε}, we get that the restriction of the divisor of P (τ, z) to this set is d¯(τ).
It follows from (8) that P (τ · jt, z) = P (τ, t + z) for small t and z, hence r(τ, y) is a
holomorphic function on ω.
Now we introduce the main result of this section.
Theorem 2.1 To each d ∈ APM1,1(TΩ) one can assign a line bundle Fd over Rˆ
m × Ω
and a global holomorphic section of this bundle defining the divisor d; d is the divisor of
a function f ∈ APH(TΩ) iff Fd has a global holomorphic section vanishing nowhere.
✷ Take a sufficiently fine covering {ωα} of Rˆ
m×Ω such that the divisor d is defined
by a holomorphic function rα(τ, y) on each ωα. Taking into account Proposition 2.3,
we get that the functions gα,β(τ, y) = rα(τ, y)/rβ(τ, y) vanish nowhere on ωα ∩ ωβ. It is
obvious that these functions satisfy all the conditions for being transition functions of
some line bundle Fd over Rˆ
m × Ω. The equality
rβ(τ, y) = rα(τ, y)gα,β(τ, y) (10)
means that {ra} is the section of Fd. If d = df for some f ∈ APH(TΩ), then the
function f¯(τ, y) from Proposition 2.1 also defines d, hence {ra(τ, y)/f¯(τ, y)} is a global
holomorphic section vanishing nowhere.
Conversely, if {Rα(τ, y)} is a global holomorphic section of Fd vanishing nowhere,
then the holomorphic function F¯ (τ, y) = ra(τ, y)/Ra(τ, y) is well defined on Rˆ
m×Ω and
defines the same divisor as ra(τ, y).
Using Remark to Propositions 2.1 and 2.2 and arguing as above, we also get an
analog of this theorem for divisors with spectrum in a subgroup Γ:
Theorem 2.2 To each d ∈ APM1,1(TΩ,Γ) one can assign a line bundle over Γˆ × Ω
such that some global holomorphic section of this bundle defines the divisor d; d is the
divisor of a function f ∈ APH(TΩ,Γ) iff the bundle has a global holomorphic section
vanishing nowhere.
In the end of this section we prove the converse statement to Theorem 2.1:
Proposition 2.5 Every holomorphic section {ra(τ, y)} of a line bundle F over Rˆ
m×Ω
defines some divisor d ∈ APM1,1(TΩ).
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✷ Fix τ ∈ Rˆm. The equality
d¯(τ) = (i/2pi)∂∂¯ log |rα(τ · jx, y)| (11)
for α such that (τ · jx0, y0) ∈ ωα defines the divisor d¯(τ) on the set {z = x + iy :
|z−z0| < ε}, ε is small enough. It follows from (10) that the current (11) is well-defined
and belongs to M1,1(TΩ). Since (τ · jt) · jx0 = τ · j(x0 + t), we obtain (8). Furthermore,
the function rα(τ ·jx, y) is continuous with respect to τ ; using Proposition 1.1, we obtain
that the function log |rα(τ · jx, y)|, as a mapping from Rˆ
m to M0,0({z : |z − z0| < ε}, is
continuous. Therefore the mapping d¯(τ) of Rˆm to M0,0(TΩ) is continuous, and we can
use Proposition 2.2.
3 Existence of a global holomorphic section vanish-
ing nowhere
Here we get a sufficient condition for the existence of a global holomorphic section
vanishing nowhere. First we need the following result.
Proposition 3.1 For each pair of convex domains Ω′ ⊂⊂ Ω the equation ∂¯u = a with
a ∂¯-closed (0, 1)-differential form a(z) =
∑
k ak(z)d¯z
k with bounded and C1-smooth on
TΩ coefficients has a solution Aa ∈ C
∞
0,0(TΩ′) with the following properties:
a) A is a linear operator,
b) ASta = StAa for all t ∈ R
m,
c) supz∈T
Ω′
|Aa(z)| ≤ c(Ω,Ω′) supz∈TΩ (
∑
k |ak(z)|
2)
1/2
.
✷ At first, assume that Ω is bounded and Ω = {y : κ(y) < 0} for some convex
and C2-smooth function κ(y) in a neighborhood of Ω, gradyκ(y) 6= 0 on ∂Ω, and a(z)
is any ∂¯-closed (0, 1)-differential form with bounded and C1-smooth on TΩ coefficients.
Let β(t) be a convex, C2-smooth function on R such that β(t) = 0 for t < 0, β(t) > 0
for t > 0, and β(1) > −minΩ κ(y). For z = x + iy ∈ C
m and r > 0, put ρ(z) =
κ(y), ρr(z) = ρ(z) + β(|x| − r), Gr = {z : ρr(z) < 0}. It is clear that {z ∈ TΩ : |x| <
r} ⊂ Gr ⊂ {z ∈ TΩ : |x| < r + 1}.
Let ζ = ξ+ iη ∈ Cm, 〈z, ζ〉 =
∑m
k=1 z
kζk. Fix a compact set K ⊂ TΩ. We claim that
the inequality
|〈gradζρr(ζ), ζ − z〉| ≥ ε (12)
is true with some ε > 0 for all z ∈ K, ζ ∈ TΩ¯ such that dist(ζ, ∂Gr) < δ, δ = δ(K), for
all r > r(K). It is sufficient to estimate from below the sum
〈gradξβ(|ξ| − r), ξ − x〉+ 〈gradηκ(η), η − y〉. (13)
Here the first term is nonnegative for |x| < r and all ξ ∈ Rm. Since
〈gradηκ(η), η − y〉 ≥ 2ε > 0 (14)
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for all η ∈ ∂Ω, z ∈ K, and some ε > 0, we see that the value (13) is at least ε
whenever dist(η, ∂Ω) ≤ 2δ for some δ > 0. On the other hand, if dist(ζ, ∂Gr) < δ and
dist(η, ∂Ω) > 2δ, then |ξ| − r ≥ γ for some γ > 0, and we have
〈gradξβ(|ξ| − r), ξ − x〉 = β
′(|ξ| − r)〈ξ, ξ − x〉/|ξ| ≥ β ′(γ)(|ξ| − |x|).
Since the last term is greater than β ′(γ)(r + γ − |x|), and since |〈gradηκ(η), η − y〉| ≤
c <∞ for all η, y ∈ Ω, we get the desired estimate for a sufficiently large r.
Furthermore, put
ur(z) = Cm
∫
Gr
exp〈z − ζ, ζ − z〉
a ∧ 〈sr, dζ〉 ∧ (dζ〈sr, dζ〉)
m−1
〈sr, ζ − z〉m
(15)
with sr = 〈gradζρr(ζ), ζ − z〉gradζρr(ζ) + |ρr(ζ)|(ζ¯ − z¯). Note that the kernel in (15)
is, up to a constant, just the component of bidegree (0, 0) in z of the kernel given by
equality (14) of [4] for Q = z − ζ . Moreover, it follows from (13) that sr satisfies the
necessary conditions of Theorem 2 of [4] (see also item ii) on p. 102 there), hence for
the appropriate choice of the constant Cm in (15) we have ∂¯ur(z) = a(z), z ∈ Gr.
It follows from (12) that |〈sr, ζ − z〉| are uniformly bounded from below by some
positive value if z ∈ K, ζ ∈ G¯r, |ξ| ≥ r and r ≥ 2 sup{|x| : x + iy ∈ K}. Hence the
integral
Cm
∫
Gr∩{ζ: |ξ|>r}
exp〈z − ζ, ζ − z〉
a ∧ 〈sr, dζ〉 ∧ (dζ〈sr, dζ〉)
m−1
〈sr, ζ − z〉m
.
and all its derivatives in z tend to zero as r →∞. For |ξ| < r we have ρr(ζ) = ρ(ζ) and
the function sr coincides with s = 〈gradζρ(ζ), ζ − z〉gradζρ(ζ)+ |ρ(ζ)|(ζ¯− z¯). Therefore
the functions ur tend to the integral
Aa(z) = Cm
∫
TΩ
exp〈z − ζ, ζ − z〉
a ∧ 〈s, dζ〉 ∧ (dζ〈s, dζ〉)
m−1
〈s, ζ − z〉m
. (16)
as r → ∞ uniformly in z ∈ K, and the function Aa(z) belongs to the class C1 and
∂¯Aa(z) = a(z) for all z ∈ TΩ.
It is clear that the assertion a) is fulfilled. Since the function ρ(ζ) does not depend
on ξ, the kernel in the integral (16) depends only on the variables y, η, x − ξ, and the
substitution ζ 7→ ζ − t for all t ∈ Rm gives the assertion b). Finally, it follows from (14)
that
|〈s(z, ζ), ζ − z〉| ≥ 〈gradηκ(η), η − y〉 ≥ C1 > 0
for z ∈ TΩ′ , ζ ∈ TΩ, dist(η, ∂Ω) < δ, and
|〈s(z, ζ), ζ − z〉| ≥ |κ(η)||ζ − z|〉 ≥ C2|ζ − z|
for z ∈ TΩ′ , ζ ∈ TΩ, dist(η, ∂Ω) ≥ δ. Moreover, for z, ζ ∈ TΩ all the coefficients of
the form 〈s(z, ζ)dζ〉 have the upper bound C3|ζ − z|, and the coefficients of the form
11
dζ〈s(z, ζ), ζ − z〉 have the upper bound C4(1 + |ζ − z|). Hence the integrand in (16)
estimates from above as
C5 exp(−|x− ξ|
2) sup
ζ∈TΩ
|a(ζ)|
|ζ − z|(1 + |ζ − z|)m−1
min{1, |ζ − z|m}
for all z ∈ TΩ′ , and we obtain the assertion c).
In the general case, it is sufficient to take an arbitrary convex domain Ω˜, Ω′ ⊂⊂
Ω˜ ⊂⊂ Ω, such that the operator A with the desired properties for the pair (Ω′, Ω˜) has
been already constructed.
Our main result of this section is as follows.
Theorem 3.1 Let F be a line bundle over Rˆm×Ω with holomorphic transition functions
{gα,β}. If for some y0 ∈ Ω there exists a section of F over Rˆ
m × {y0} which does not
vanish on Rˆm × y0, then F has a global holomorphic section vanishing nowhere.
As an immediate consequence of theorems 2.1 and 3.1 we get
Corollary 3.1 (for m = 1 see [12]). If the restriction of a divisor d ∈ APM1,1(TΩ)
to the domain TΩ˜ ⊂ TΩ is the divisor of a function g ∈ APH(TΩ˜) (for example, the
projection of supp d on Ω is not dense in Ω), then d is the divisor of a function f ∈
APH(TΩ).
✷ Since the domain Ω is contractible to a point {y0}, the bundle F is isomorphic to
the restriction of F to the base Rˆm×{y0} (see [19], Chapter 3, Theorem 4.7). Therefore
there exists some global section of F vanishing nowhere, and the Chern class c(F) ∈
H2(Rˆm×Ω,Z) is zero. Hence the cocycle {cα,β,γ} from (6) is a coboudary for a sufficiently
fine covering {ωα} of Rˆ
m × Ω, i.e., there exists a 1-cochain {bα,β} with the property
cα,β,γ = bα,β + bβ,γ + bγ,α.
Moreover,
bα,β = −bβ,α.
Taking into account (6), we see that the functions
Fα,β(τ, y) = (1/2pii) log gα,β(τ, y) (17)
satisfy the equalities
Fα,β(τ, y) = −Fβ,α(τ, y), (τ, y) ∈ ωα ∩ ωβ, (18)
and
Fα,β(τ, y) + Fβ,γ(τ, y) + Fγ,α(τ, y) = 0 (τ, y) ∈ ωα ∩ ωβ ∩ ωγ, (19)
for a suitable choice of the branches of the logarithm.
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Fix a convex domain Ω′ ⊂⊂ Ω. We can assume that the covering {ωα} of the set
Rˆm × Ω′ has the form ωα = Un × Bk, where {Un}
N
n=1 is an open covering of Rˆ
m, and
{Bk}
K
k=1 is an open covering of Ω
′. We can also assume that the oscillations of all the
functions Fα,β(τ, y) on each ωα to be less than 1/4.
Let {χn(τ)}
N
n=1 be a partition of unity corresponding to the covering {Un}
N
n=1,
{ξk(y)}
K
k=0 be a partition of unity corresponding to the covering {Bk}
K
k=0. Further,
suppose ν(s) ≥ 0 is a C∞-smooth function with the support in the ball |s| < ε and such
that
∫
Rm
ν(s)ds = 1. Since the covering {Un} is finite, we see that for ε sufficiently small
the functions
χ˜n(τ) =
∫
Rm
χn(τ · js)ν(s)ds
form a partion of unity subjected to the covering {Un}, too. Put for (τ, y) ∈ ωα
Fα(τ, y) =
∑
l,k
χ˜l(τ)ξk(y)F(l,k),α(τ, y). (20)
It follows from (18) and (19) that for (τ, y) ∈ ωα ∩ ωβ,
Fα(τ, y)− Fβ(τ, y) = Fα,β(τ, y). (21)
In addition, all the functions Fα(τ · jx, y) are C
∞-smooth on their domains of definition.
Put
a(τ, x, y) = ∂¯Fα(τ · jx, y).
for (τ · jx, y) ∈ ωα and fixed τ . Since the function Fα,β(τ, y) is holomorphic, relation
(21) implies that all the coefficients of a(τ, x, y) are well-defined and uniformly bounded
on Rˆm × Rm × Ω′. Besides, a(τ · jx, 0, y) = a(τ, x, y) and ∂¯za = 0. Therefore it
follows from Propositions 3.1 that for each convex domain Ω′′ ⊂⊂ Ω′ there exists a
function b(τ, x, y), uniformly continuous on Rˆm × Rm × Ω′′ and such that ∂¯zb = a and
b(τ, x, y) = Sxb(τ, 0, y) = b(τ · jx, 0, y). In view of (21), the functions
ϕα(τ, y) = exp 2pii[Fα(τ, y)− b(τ, 0, y)], (τ, y) ∈ ωα,
satisfy the equations
ϕα(τ, y) = gα,β(τ, y)ϕβ(τ, y), (τ, y) ∈ ωa ∩ ωβ,
hence they form a holomorphic, vanishing nowhere section of F over Rˆm × Ω′′.
Let Ωn, n = 1, 2, . . ., be convex domains such that Ωn ⊂⊂ Ωn+1, ∪nΩn = Ω, and
{ωα} be a sufficiently fine covering of Rˆ
m×Ω. We have just proved that for each n there
exists a holomorphic, vanishing nowhere section {ϕnα(τ, y)} over Rˆ
m ×Ωn. It is obvious
that the functions
h¯n(τ, y) =
ϕn+1α (τ, y)
ϕnα(τ, y)
, (τ, y) ∈ ωα,
are well-defined, holomorphic, and vanishing nowhere on the set Rˆm×Ωn. It follows from
Proposition 2.1 that hn(z) = h¯n(jx, y) ∈ APH(TΩn) and hn(z) 6= 0 on TΩn . Therefore
(for m = 1 see [6], for m > 1 see [9])
hn(z) = exp[i〈z, cn〉+ κn(z)] (22)
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with cn ∈ R
m, κn ∈ APH(TΩn). Take an exponential sum Pn(z) of the type (2) such
that |κn(z)− Pn(z)| < 2
−n on TΩn−1 . It is easy to prove that the function
fn(z) =
n−1∏
k=1
exp[−i〈z, ck〉 − Pk(z)]
∞∏
k=n
hk(z) exp[−i〈z, ck〉 − Pk(z)]
belongs to the class APH(TΩn−1). Besides, fn(z)/fn+1(z) = hn(z). Therefore the func-
tion Ψα(τ, y) = ϕ
n
α(τ, y)f¯n(τ, y) is well-defined on ωα whenever ωα ⊂ Ωn−1. Hence
the section {Ψα(τ, y)} is well-defined, holomorphic, and vanishing nowhere on the set
Rˆm × Ω.
Remark 1. Instead of the existence of a section over Rˆm × y0 vanishing nowhere
we may assume that (18) and (19) is true for y = y0.
Remark 2. The condition hn ∈ APH(TΩn,Γ) implies kn ∈ APH(TΩn,Γ) and cn ∈ Γ
(see [9]). Therefore, since the class APH(TΩ,Γ) is closed with respect to the uniform
convergence, the previous theorem is true for line bundles over Γˆ× Ω.
4 Chern class of almost periodic divisors
As above, take a covering {Uα × Bk} of the set Rˆ
m × Ω such that {Uα}α∈A is an
open covering of Rˆm and {Bs}0≤s<∞ is an open covering of Ω. Suppose the functions
r(α,s)(τ, y) define a divisor d ∈ APM1,1(TΩ) on the sets {Uα × Bs}; then the functions
g(α,s),(β,n)(τ, y) = r(α,s)(τ, y)/r(β,n)(τ, y) are transition functions for the line bundle Fd
over Rˆm × Ω. Fix y0 ∈ B0; the function g(α,0),(β,0)(τ, y0) defines the line bundle Fd,y0
over Rˆm. If we take another functions r˜(α,s)(τ, y) defining the divisor d over Uα × Bs,
then r˜(α,s((τ, y) = h(α,s)(τ, y)r(α,s)(τ, y) with some functions hα(τ, y) vanishing nowhere.
Therefore a unique Chern class is assigned to the divisor d.
We will say that the Chern class c(Fd,y0) is the Chern class c(d) of the divisor d.
Note that the sum of divisors d1, d2 is defined by the product of the functions defining
the divisors d1, d2; hence, c(d1 + d2) = c(d1) + c(d2).
Also, if d is the divisor of a function f ∈ APH(TΩ), then by Theorem 2.5 the bundle
Fd,y0 has a section ϕα(τ) vanishing nowhere. Take in (6) log gα,β(τ) = logϕα(τ) −
logϕβ(τ) for all α, β, then we obtain c(d) = 0. On the other hand, if c(d) = 0, then for
a sufficiently fine covering of Rˆm and for a suitable branches of logarithm, the left-hand
side in (6) is zero for all α, β, γ. Now, using Theorem 2.1 and Remark 1 to Theorem
3.1, we come to the following result.
Theorem 4.1 d ∈ APM1,1(TΩ) is the divisor of a function f ∈ APH(TΩ) iff c(d) = 0.
Suppose that a domain Ω ⊂ Rm is stable under the map L : y 7→ 2y0 − y. If d˜ is
the image of a divisor d ∈ APM1,1(TΩ) under this map, then the holomorphic functions
r˜α(τ, y) = rα(τ, 2y0 − y) define this divisor on the set Uα × B0 (we may assume that
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L(B0) = B0). Then we have log g˜(α,0)(β,0)(τ, y0) = − log g(α,0)(β,0)(τ, y0). This implies
c(d˜) = −c(d). Using Theorem 4.1 and Corollary 3.1, we get
Theorem 4.2 If the restriction of a divisor d ∈ APM1,1(TΩ) to the ball B ⊂ Ω with
center in y0 is stable under the map y 7→ 2y0 − y, then d is the divisor of a function
f ∈ APH(TΩ).
Suppose sp d ⊂ Γ, where Γ is a subgroup of Rm. As above, we can introduce the
Chern class cΓ(d) ∈ H
2(Γˆ,Z) and prove the following statement.
Theorem 4.3 d ∈ APM1,1(TΩ,Γ) is the divisor of a function f ∈ APH(TΩ,Γ) iff
cΓ(d) = 0.
Consider a relation between cΓ(d) and c(d). Let ι be the identity mapping of R
m
with the topology β to Rm with the topology β(Γ). Extend ι to a continuous mapping ι¯
of Rˆm to Γˆ. It is easy to prove that ι¯ is an open surjection (actually, ι¯ is an epimorphism
of the group Rˆm to Γˆ). Let d¯ be the continuous mapping from Proposition 2.2, d¯Γ be
the corresponding mapping of Γˆ to APM1,1(TΩ) (see Remark after Proposition 2.2). It
can be easily checked that d¯ = d¯Γ ◦ ι¯. Hence
c(d) = ι∗(c(d)), (23)
where the homomorphism ι∗ : H2(Γˆ,Z) 7→ H2(Rˆm,Z) is the lifting of ι¯. Since ι¯ is an
open surjection, ι∗ is a monomorphism. Using Theorem 4.1, Theorem 4.3 and (23), we
derive the following result.
Theorem 4.4 If d is the divisor of a function f ∈ APH(TΩ) and sp d ⊂ Γ, then d is
the divisor of a function f1 ∈ APH(TΩ,Γ)
It follows from the next theorem that the case Γ = LinZ{λ1, . . . , λN} with the vectors
λ1, . . . , λN ∈ R
m linearly independent over Z is most important.
Theorem 4.5 For each d ∈ APM1,1(TΩ) there exists a divisor d
′ ∈ APM1,1(TΩ) with
the spectrum in the group LinZ{λ1, . . . , λn} such that the both divisors have the same
Chern class.
✷ Let {Uα} be any sufficiently fine covering of Rˆ
m. We may assume that
Uα = {τ ∈ Rˆ
m : (τλ1 , . . . , τλn) ∈ U˜α},
where λ1, . . . , λn ∈ R
m are linearly independent over Z, the number n and the vectors
λ1, . . . , λn are the same for all α, τλ1 , . . . , τλn are the coordinates of τ ∈ Rˆ
m ⊂
∏
λ∈Rm Tλ,
U˜α is an open set in the torus T
n. Clearly, the group H2({Uα},Z) is isomorphic to the
group H2({U˜α},Z). Passing to the inductive limit with respect to the refinement of
coverings, we obtain a monomorphism
ι∗ : H2(Γˆ,Z) 7→ H2(Rˆm,Z)
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with Γ = LinZ{λ1, . . . , λn}, and the equality
H2(Rˆm,Z) = ∪Γι
∗H2(Γˆ,Z),
where Γ runs over all the subgroups of the type LinZ{λ1, . . . , λn}. It will be proved in
the next section that for any element c ∈ H2(Γˆ,Z) with Γ = LinZ{λ1, . . . , λn} there
exists a divisor d′ ∈ APM1,1(TΩ) with the Chern class c.
Let d ∈ APM1,1(TΩ,Γ) with Γ = LinZ{λ1, . . . , λN}, the vectors λ1, . . . , λN ∈ R
m
being linearly independent over Z. Here Γˆ = TN = {ζ ∈ CN : ζ l = e2piiu
l
, l = 1, . . . , N}.
By definition, put
P : u ∈ RN 7→ (e2piiu
1
, . . . , e2piiu
N
). (24)
Let {Uα} be any sufficiently fine open covering of T
N with connected Uα, F be a line bun-
dle over TN with transition functions {gα,β(ζ)}. Take an arbitrary connected component
ωα,0 of the set P
−1(Uα) and put
ωα,k = ωα,0 + k, k ∈ Z
N .
It can be assumed that ωα,k∩ωα,k′ = ∅ for all α and k 6= k
′. The functionsG(α,k),(β,n)(u) =
gα,β(P (u)), u ∈ ωα,k ∩ ωβ,n, are transition functions for some line bundle F¯ over R
N .
Any bundle over RN has a global section vanishing nowhere, and let {Φα,k(u)} be just
the same section for F¯. Then we have
Φα,k(u) = gα,β(P (u))Φβ,n(u), u ∈ ωα,k ∩ ωβ,n. (25)
Further, by e1, . . . , eN denote the basis vectors in R
N . Since gα,β(P (u+el)) = gα,β(P (u)),
we see that the functions
Ψl(u) = Φα,k+el(u+ el)/Φα,k(u), l = 1, . . . , N, u ∈ ωα,k, (26)
are well-defined on RN . Then the numbers
mp,q =
1
2pii
[log Ψp(u+eq)− log Ψp(u)− log Ψq(u+ep)+logΨq(u)], 1 ≤ p, q ≤ N, (27)
form a skew-symmetric matrix M with integral entries. This matrix does not depend
on the branches of log Ψl(u), 1 ≤ l ≤ N . Moreover, since any other section {Φ˜α,k(u)}
vanishing nowhere on RN has the form Φ˜α,k(u) = Ξ(u)Φα,k(u) with Ξ(u) 6= 0 on R
N ,
we see that M is defined only by the bundle F. It is easy to prove that if matrices M
and M˜ correspond to the bundles F and F˜ over TN with transition functions {gα,β} and
{g˜α,β}, then the matrix M − M˜ corresponds to the bundle with the transition functions
{gα,β/g˜α,β}. If the bundle F has a global section {ϕα(τ)} vanishing nowhere, then the
functions Φα,k(u) = ϕα(P (u)), u ∈ ωα,k form a global section of F˜ over R
N . Since this
section satisfies the conditions
Φα,k+el(u+ el) = Φα,k(u), u ∈ ωα,k (28)
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for all α, k ∈ ZN , l = 1, . . . , N , we see that Ψl(u) ≡ 1, l = 1, . . . , N , and M = 0. In
particular, if the bundles F and F˜ over TN have the same Chern class, then the same
matrix M corresponds to these bundles. Thus the mapping c 7→ M is a well-defined
homomorphism of H2(TN ,Z) to the additive group of all skew-symmetric matrices with
integral entries.
Let us check that this mapping is injective.
Suppose that the matrix M = 0 corresponds to the bundle F˜ over RN and {Φα,k(u)}
is a global section of F˜ vanishing nowhere. Put
H1(u) =


−
∑[u1]
n=1 log Ψ1(u− ne1)− (u
1 − [u1]) log Ψ1(0,
′ u) for u1 ≥ 1,
−u1 logΨ1(0,
′ u) for 0 ≤ u1 < 1,∑−[u1]−1
n=o logΨ1(u− ne1)− (u
1 − [u1]) logΨ1(0,
′ u) for u1 < 0,
and for all α, k
Φ˜α,k(u) = Φα,k(u) expH1(u),
where u = (u1,′ u), u1 ∈ R, ′u ∈ RN−1, and [u1] is the integral part of u1. It is easy to
see that the function H1(u) is continuous and satisfies the equality H1(u+e1)−H1(u) =
− log Ψ1(u). It follows from (26) that the section {Φ˜α,k(u)} satisfies (28) for l = 1.
Further, suppose that {Φα,k} satisfies (28) for some l
′ 6= 1. By (26), we can take
logΨl′(u) ≡ 0. Using the equality M1,l′ = 0, we have log Ψ1(u + el′) − logΨ1(u) =
logΨl′(u + e1) − log Ψl′(u) = 0 and H1(u + el′) − H1(u) = 0. Hence the section
Φα,k expH1(u) satisfies (28) with l = 1, l = l
′. Therefore arguing as above, we can ”im-
prove” the section in each coordinate sequentially and obtain a section {Φ˜α,k} satisfying
(28) for all l. Now it follows that the functions ϕα(ζ) = Φˆα,k(P
−1(ζ)) are well-defined
on Uα ⊂ T
N for all α and form a global section vanishing nowhere.
Below we will prove that each skew-symmetric matrix with integer entries corre-
sponds to some Chern class of a purely periodic divisor, therefore the constructed map-
ping c 7→ M is an isomorphism. Thus we will identify a Chern class c ∈ H2(TN ,Z) with
the matrix M .
5 Periodic divisors and Completing Theorem
Let D be a divisor in the domain TG = R
N + iG, where G ⊂ RN is a convex domain.
The divisor is called N -periodic if there exist N vectors ul ∈ R
N , linearly independent
over R and such that D(w + ul) = D(w), l = 1, . . . , N . We can assume without loss of
generality that these vectors are e1, . . . , eN . Then spD ⊂ 2piZ
N . Remark that we do
not exclude the case of divisors depending on k < N coordinates.
Let F (w) ∈ H(TΩ) be an arbitrary function with the divisor D. The mapping
D¯(ζ) = (i/2pi)∂∂¯ log |F (w + log ζ
2pii
)|, where log ζ = (log ζ1, . . . , log ζN), is well-defined; by
Proposition 1.1, it continuously maps from TN to M(TG).
Let Λ be the matrix with rows λ1, . . . , λN ∈ R
m linearly independent over Z, Ω be
the set {y ∈ Rm : Λy ∈ G}. If Γ = LinZ{λ1, . . . , λN}, then the map j : R
m 7→ Γˆ(= TN)
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is P ◦ Λ, where P is defined in (24). The mapping d¯(ζ) = (i/2pi)∂∂¯ log |F (Λz + log ζ
2pii
)|
continuously takes TN to M1,1(TΩ) too, and
d¯(ζ · jt) = d¯(ζ · P (Λt)) = (i/2pi)∂∂¯ log |F (Λz + Λt+
log ζ
2pii
)| = Std¯(ζ)
for all t ∈ Rm. Using Proposition 2.2, we see that the divisor d = d¯(1) of the function
F (Λz) is almost periodic with spectrum in Γ.
Take a sufficiently fine covering {Uα}α∈A of T
N . As in the previous section, define
open sets ωα,k ⊂ R
N , k ∈ ZN . The functions rα(ζ, y) = F (u+ iΛy) for u ∈ ωα,k, P (u) =
ζ, k = k(α), define the divisor d on Uα×Ω for any mapping k(α) from A to Z
N . Then
the functions gα,β(ζ, y) = rα(ζ, y)/rβ(ζ, y) are transition functions for the line bundle F
over TN × Ω.
Fix y0 ∈ Ω. Then the functions Φα,k(u) = rα(P (u), y0)/F (u + iΛy0) form a global
holomorphic section of some line bundle over RN , vanishing nowhere. Now the equalities
(26) and (27) define the functions Ψl(u), l = 1, . . . , N and the matrix M . Since P (u+
el) = P (u) for all l = 1, . . . , N , we have
Ψl(u) = F (u+ iΛy)/F (u+ el + iΛy), l = 1, . . . , N.
The entries of the matrix M are integer and depend continuously on Ψ, therefore we
can change Ψl(u) to the functions
Ψ˜l(w) = F (w)/F (w + el) (29)
for all fixed w ∈ G.
Since all projections of the set {w : F (w) = 0} to the hyperplanes ℑwl = 0, l =
1, . . . , N , have zero Lebesque measure, we see that the rectangle Πp,q(w) with vertices
w, w + ep, w + ep + eq, w + eq does not intersect suppD for a.a. w ∈ TG. Therefore for
a.a. w′,
− log Ψ˜p(w
′) = logF (w′ + ep)− logF (w
′) = ∆[w′,w′+ep] logF (w),
− log Ψ˜p(w
′ + eq)=logF (w
′ + ep + eq)− logF (w
′ + eq)=∆[w′+eq,w′+ep+eq] logF (w),
(30)
where ∆[a,b]f means the increment of the function f on the segment [a b]. Similarly,
− log Ψ˜q(w
′) = ∆[w′,w′+eq] logF (w),
− log Ψ˜q(w
′ + ep)=∆[w′+ep,w′+ep+eq] logF (w),
(31)
Hence
mp,q = (1/2pi)∆Πp,q(w)ArgF (w).
Remark. In [34] L.Ronkin proves that a necessary and sufficient condition for a
periodic divisor to be the divisor of a holomorphic periodic function is M = 0; in [36]
he shows that a section of a periodic divisor D (we denote this section by d) is the
divisor of a holomorphic almost periodic function iff D is the divisor of a holomorphic
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periodic function. Here we have shown that the Chern classes of d and D coincide, hence
Ronkin’s result follows from Theorem 4.1.
Example. Let φ(ζ) be an entire function in the plane C with simple zeroes at all
points with integer coordinates. Put for w = (w1, . . . , wN) ∈ CN and fixed p, q ∈ N, 1 ≤
p < q ≤ N ,
Fp,q(w) = φ(w
p + iwq). (32)
By Dp,q denote the divisor of F . Since Ψ˜l(w) ≡ 1 for l 6= s, t, we see that all the entries
of the corresponding matrix Mp,q (except for mp,q and mq,p = −mp,q) vanish. Take
w0 = {−1/2, . . . ,−1/2}. Since Fp,q(w) 6= 0 for w ∈ Πp,q(w0), we have
mp,q = (1/2pi)∆Πp,q(w0)ArgFp,q(w) = (1/2pi)∆LArgφ(w) = 1, (33)
here L is the rectangle in C with vertices −1/2− i/2, 1/2− i/2, 1/2 + i/2, −1/2 + i/2.
The divisor dλp,λq of the function
Fp,q(Λz) = φ(〈z, λp〉+ i〈z, λq〉), z ∈ C
m,
has the same Chern class (as above, Λ is the N ×m-matrix with rows λ1, . . . , λN ∈ R
m
linearly independent over Z). It follows easily that if λp, λq are linearly independent
over R, then dλp,λq is N -periodic. Otherwise, the support of dλp,λq is a union of parallel
complex hyperplanes.
Now we describe Chern classes of divisors as finite sums of special type.
For vectors λ, µ ∈ Rm, denote by λ ∧Z µ the Chern class of the divisor dλ,µ of
the function φ(〈z, λ〉 + i〈z, µ〉). First let λ, µ be linearly independent over Z. The
permutation of λ and µ corresponds to the rearrangement of p and q in (32), therefore
we get −1 in (33). Thus
µ ∧Z λ = −λ ∧Z µ. (34)
Taking λ 7→ −λ corresponds to wp 7→ −wp in (32), therefore we get −1 in (33) again.
Hence
(−λ) ∧Z µ = −λ ∧Z µ. (35)
Changing λ to kλ, k ∈ N , corresponds to changing wp to kwp, so we obtain mp,q = k in
(33). Since other coefficients of M are zero, we get
(kλ) ∧Z µ = k(λ ∧Z µ); (36)
if we change λ to (n/k)λ here, then we get (36) for all rational n/k.
Further, let a matrix M˜ represent the Chern class of the divisor of the function
F˜ (w) = φ(wp + wr + iwq). Arguing as above, we get m˜p,q = m˜r,q = 1, m˜p,r = 0.
Therefore the Chern class of this divisor equals the sum of the Chern classes of the
divisors of the functions φ(wp + iwq) and φ(wr + iwq). Let λ′, λ′′, µ ∈ Rm be linearly
independent over Z. If we take a matrix Λ with the rows λp = λ
′, λr = λ
′′, λq = µ, we
see that the Chern class of the divisor of the function φ(〈z, λ′+ λ′′〉+ i〈z, µ〉) equals the
sum of the Chern classes of divisors dλ′,µ and dλ′′,µ. We have
(λ′ + λ′′) ∧Z µ = λ
′ ∧Z µ+ λ
′′ ∧Z µ. (37)
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Consider the divisor of the function φ(kwp + iwp). Since this function depends only on
one variable, we see that the zero matrix M corresponds to the divisor dkλ,λ. Therefore
we have
λ ∧Z µ = 0, (38)
if the vectors λ, µ are linearly dependent over Z. Now, arguing as in (33), we obtain
that the divisor of the function φ(wp+wq + iwq) has the same matrix M as the divisor
of the function φ(wp + iwq), hence
(λ+ µ) ∧Z µ = λ ∧Z µ.
Therefore if λ′′ = rλ′ + sµ for rational r and s, then
(λ′′ + λ′) ∧Z µ = s((r + 1)/sλ
′ + µ) ∧Z µ = rλ
′ ∧Z µ+ λ
′ ∧Z µ
= s(r/sλ′ + µ) ∧Z µ+ λ
′ ∧Z µ = λ
′′ ∧Z µ+ λ
′ ∧Z µ.
Thus (37) is true for all λ′, λ′′, µ.
Since M =
∑
p<qmp,qMp,q, we get that the Chern class of each divisor with spectrum
in LinZ{λ1, . . . , λN} has the form
∑
1≤p<q≤N
mp,qλp ∧Z λq. (39)
Actually, this statement realizes a well-known isomorphism between H2(Rˆm,Z) and
Rm ∧Z R
m (see [18]).
Now we can prove that every almost periodic divisor is complemented to the divisor
of some holomorphic almost periodic function.
Theorem 5.1 The Chern class of each divisor d ∈ APM1,1(TΩ) can be represented as
a finite sum
∑
λs∧Z µs; the divisor d+
∑
dµs,λs is the divisor of some f ∈ APH(TΩ). If
m > 1, then we can choose µs, λs in such a way that all the divisors dµs,λs are periodic.
✷ The first statement follows from (39), (36), and Theorem 4.5. Using (34) and
Theorem 4.1, we get the second statement of our theorem. Finally, note that for m > 1
one can take a basis in Γ′ ⊃ Γ = LinZ{λ1, . . . , λN} such that any two elements of the
basis are linearly independent over R. Namely, choose
λ0 6∈ ∪1≤j,k≤N{tλj + (1− t)λk : t ∈ R} ∪ ∪1≤j≤N{tλj : t ∈ R}
and take vectors λ0, λ1 − λ0, . . . , λN − λ0 as a basis of the group Γ
′ =
LinZ{λ0, λ1, . . . , λN}.
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6 Almost periodic mappings into projective space
Let F (z) be a holomorphic mappings of TΩ into the projective space CP
k. Using the
homogeneous coordinates, it can be written in the form [f 0(z) : f 1(z) : . . . : fk(z)] with
holomorphic functions f l on TΩ without common zeroes. These functions is well-defined
up to common holomorphic factor vanishing nowhere on TΩ. We will say that divisors
dl of the functions f
l, l = 0, . . . , k, are coordinate divisors for F (we suppose that the
mapping F is not degenerate, i.e., each coordinate f l is not identically zero). We assume
that CP k is equipped with the Fubini-Study metric.
In the case k = 1 we can interpret F (z) as a meromorphic function on TΩ with
disjoint sets of zeroes and poles and the spherical metric on the set of values of F .
We say that a mapping F : TΩ 7→ CP
k is almost periodic if the collection of the
shifts {StF}t∈Rm is a relatively compact set with respect to the topology of uniform
convergence on every tube domain TΩ′, Ω
′ ⊂⊂ Ω.
For example, F (z) = [1 : f 1(z) : f 2(z) : . . . : fk(z)] with f l ∈ APH(TΩ) is an almost
periodic mapping, because the Fubini-Study metric is equivalent to the Euclidean metric
for the local chart W 0 = 1.
Like almost periodic functions, almost periodic mappings extend to continuous map-
pings from Rˆm × Ω to CP k. We will also use the following statement.
Proposition 6.1 To each holomorphic almost periodic mapping F : TΩ 7→ CP
k one
can assign a line bundle F over Rˆm × Ω and k + 1 holomorphic sections of this bundle
without common zeroes, which define coordinate divisors for F . Conversely, any k + 1
holomorphic sections of a line bundle without common zeroes correspond to coordinate
divisors of some holomorphic almost periodic mapping from TΩ to CP
k.
✷ Let F : TΩ 7→ CP
k be a holomorphic almost periodic mapping. Consider the
function
κ(t, y) = sup
x∈Rm
ρ(F (x+ iy + t), F (x+ iy)), t ∈ Rm, y ∈ Ω,
where ρ is the Fubini-Study distance on CP k. It follows from the inequality
|κ(t, y)− κ(t′, y)| ≤ sup
x∈Rm
ρ(F (x+ iy + t), F (x+ iy + t′)),
that κ(x, y) ∈ AP (TΩ), hence κ extends to a continuous function on Rˆ
m×Ω. This means
that both κ and F are uniformly continuous in the topology β. Therefore F (z) extends
to a continuous mapping F¯ (τ, y) : Rˆm×Ω 7→ CP k. Fix a point (τ0, y0) ∈ Rˆ
m×Ω. Then
the values of the mapping F¯ for τ, y in some neighborhood ω of this point belong to one of
the local charts, for example to W 0 = 1. Hence F¯ (τ, y) = [1 : ϕ1(τ, y) : . . . : ϕk(τ, y)] for
(τ, y) ∈ ω with continuous functions ϕ1, . . . , ϕk. Moreover, since F¯ (jx, y) = F (z) = [1 :
f 1(z) : . . . : fk(z)] for (jx, y) ∈ ω, the functions ϕl(τ, y), l = 1, . . . , k, are holomorphic
on ω.
Let {ωα} be a sufficiently fine open covering of Rˆ
m × Ω. It can be assumed that
for each ωα at least one of the homogeneous coordinates of F¯ = [ϕ
0
α : ϕ
1
α : . . . : ϕ
k
α]
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equals identically 1 on ωα. Taking into account Proposition 2.3, we obtain that the
functions gα,β = ϕ
0
α/ϕ
0
β = . . . = ϕ
k
α/ϕ
k
β have no zeroes on ωα ∩ ωβ. It is clear that
these functions define a line bundle F over Rˆm×Ω, and functions {ϕlα(τ, y)} for all fixed
l = 0, . . . , k, define global holomorphic sections of F. Proposition 2.5 shows that the
coordinate divisors of F (z) are defined by just these sections.
Conversely, any holomorphic global sections ϕl = {ϕlα(τ, y)}, l = 0, . . . , k, of the
line bundle F over Rˆm×Ω without common zeroes are homogeneous coordinates for the
continuous holomorphic mapping F¯ = [ϕ0α, . . . , ϕ
k
α] : ωα 7→ CP
k for each α. Since
ϕ0α/ϕ
0
β = . . . = ϕ
k
α/ϕ
k
β,
the mapping F¯ is well-defined on Rˆm × Ω; the continuity of F¯ (τ, y) implies almost
periodicity of F (z) = F¯ (jx, y).
The following theorem is the main result of this section.
Theorem 6.1 In order that divisors d0, . . . , dk be the coordinate divisors of some holo-
morphic almost periodic mapping F : TΩ 7→ CP
k, it is sufficient and necessary that the
following conditions are fulfilled:
a) d0, . . . , dk are almost periodic divisors,
b) d0, . . . , dk have the same Chern class,
c) for each Ω′ ⊂⊂ Ω there exists δ > 0 such that every ball B(z0, δ), z0 ∈ Ω
′,
intersects at most k supports of the divisors d0, . . . , dk.
✷ Let F : TΩ 7→ CP
k be a holomorphic almost periodic mapping. It follows from
Proposition 6.1 that there exist holomorphic global sections ϕ0, . . . , ϕk of the line bundle
F corresponding to the coordinate divisors of F . Taking into account Proposition 2.5,
we get conditions a) and b). Further, fix Ω′ ⊂⊂ Ω and form a finite open covering {ωα}
of Rˆm × Ω¯′ such that for each ωα at least one of the sections ϕ
l has no zeroes. Then
choose an open subcovering {ω′α} of Rˆ
m × Ω¯′ such that ω′α ⊂⊂ ωα for all α. To prove
c), we take δ > 0 such that the mapping j : Rm 7→ Rˆm maps every ball B(z′, δ) with
center z′ = x′ + iy′ ∈ TΩ′ , (jx
′, y′) ∈ ω′α into the set ωα.
Conversely, let conditions a), b), c) be fulfilled. It follows from Theorem 2.1 that
global holomorphic sections ϕ0, . . . , ϕk of line bundles F0, . . . ,Fk over Rˆ
m×Ω correspond
to the divisors d0, . . . , dk, respectively. Note that if holomorphic sections {ϕα}, {ϕ˜α}
of line bundles F, F˜ with transition functions {gα,β}, {g˜α,β} correspond to divisors d, d˜
with a same Chern class, then the line bundle with the transition functions {gα,β/g˜α,β}
has a global holomorphic section {ϕ′α} vanishing nowhere, therefore the sections {ϕα},
{ϕ˜αϕ
′
α} of the same line bundle F are assigned to the divisors d, d˜. Therefore we may
suppose that F0 = F1 = . . . = Fk = F.
Assume that all the sections ϕl have a common zero (τ0, y0). Then in some neighbor-
hood of this point the sections ϕl are defined by the functions ϕlα, l = 0, . . . , k. Choose
a sequence xn ∈ R
m such that jxn → τ0 as n→∞. It is clear that the holomorphic in
x+ iy functions ϕlα(j(xn + x), y) converge as n→∞, uniformly in some neighborhood
of the point (0, y0), to the functions ϕ
l
α(τ0 + jx, y), l = 0, . . . , k, respectively. Hence
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Hurvitz’ Theorem implies that for arbitrary small δ > 0 and sufficiently large n all the
functions ϕlα(jx, y) have zeroes in the ball B(xn+ iy0, δ). This contradicts condition c).
Thus all the sections ϕl have no common zeroes, and Proposition 6.1 yields that there
exists an almost periodic mapping with the coordinate divisors d0, . . . , dk.
Now we prove a theorem which gives a method for constructing holomorphic almost
periodic mappings.
Theorem 6.2 Let F (z) = [f 0(z) : f 1(z) : . . . : fk(z)], F˜ (z) = [f˜ 0(z) : f˜ 1(z) : . . . :
f˜k(z)] be holomorphic almost periodic mappings from TΩ to CP
k, a function h ∈ H(TΩ),
and let the functions f l(z)f˜ l(z)/h(z), l = 0, . . . , k, be holomorphic on TΩ and their
divisors satisfy condition c) of Theorem 6.1. Then these functions are homogeneous
coordinates for some holomorphic almost periodic mapping.
✷ It follows from Proposition 6.1 that there exist line bundles F and F˜ over Rˆm×Ω
with transition functions {gαβ} and {g˜αβ}, whose sections {ϕ
l
α}, {ϕ˜
l
α}, l = 0, . . . , k,
correspond to the coordinate divisors of the mappings F , F˜ . Then {ϕlαϕ˜
l
α}, l = 0, . . . , k,
are global holomorphic sections of the line bundle with the transition functions {gαβ g˜αβ}.
Fix a point (τ0, y0) ∈ Rˆ
m × Ω and its neighborhood ω such that the sections {ϕlαϕ˜
l
α}
are defined by holomorphic functions ql(τ, y), l = 0, . . . , k, on ω. Choose a sequence
xn ∈ R
m such that jxn → τ0 as n→∞. There exists δ > 0 such that for n sufficiently
large the image of every ball B(xn+ iy0, δ) under the map j lies in ω and at least one of
the holomorphic functions ql(jx, y)/h(x+ iy) has no zeroes in each ball. For the sake of
being definite, suppose that for an infinite sequence of numbers n the functions q0(jx, y)
and h(x + iy) have the same zeroes in B(xn + iy0, δ). Since h(x + iy) divides all the
functions ql(jx, y), so does the function q0(jx, y). Using Proposition 2.3, we get that in
a sufficiently small neighborhood ω′ of the point (τ0, y0),
ql(τ, y) = q0(τ, y)rl(τ, y), l = 1, . . . , k,
with some functions rl(τ, y) holomorphic in ω′.
Choose an open covering {ωα} of the set Rˆ
m × Ω such that for each α there exists
a number l(α) and functions qlα, r
l
α, holomorphic in ωα such that q
l
α define the sections
{ϕlαϕ˜
l
α}, l = 0, . . . , k. We have
qlα(τ, y) = q
l(α)
α (τ, y)r
l
α(τ, y), l = 0, . . . , k.
It is clear that the functions q
l(β)
β /q
l(α)
α are holomorphic and have no zeroes on ωα ∩ ωβ,
therefore the functions {gαβ g˜αβq
l(β)
β /q
l(α)
α } are transition functions for some line bundle
F′. Then the functions {rlα} form k+1 holomorphic sections of this bundle and r
l(α)
α ≡ 1
on ωα. Using Proposition 6.1, we obtain that the line bundle F
′ generates a holomorphic
almost periodic mapping H with the homogeneous coordinates f l(z)f˜ l(z)/h(z), l =
0, . . . , k.
Corollary 6.1 (for m = 1, see [10]). The product of two meromorphic almost periodic
functions is almost periodic if and only if the zeroes and poles of the product are uniformly
separated in every TΩ′ with Ω
′ ⊂⊂ Ω.
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Note that there exists a holomorphic almost periodic mapping F such that for every
homogeneous holomorphic representation F (z) = [f 0(z) : f 1(z) : . . . : fk(z)], none of
the functions f l belongs to APH(TΩ).
Indeed, let φ(ζ) be a holomorphic function on the plane with zeroes at all points with
integer coordinates. Fix points ζ1, . . . , ζk in the plane such that neither the points, nor
their differences have integer coordinates. Then the divisors d0, . . . , dk of the functions
h0(z
1, z2) = φ(z1− iz2), h1(z
1, z2) = φ(z1− iz2+ζ1), . . . , hk(z
1, z2) = φ(z1− iz2+ζk) are
periodic, have the same nonzero Chern class, and satisfy the conditions c) of Theorem
6.1. Therefore there exists a holomorphic almost periodic mapping with the coordinate
divisors d0, . . . , dk, but there exist no functions from APH(TΩ) with these divisors.
Nevertheless, the following theorem is true.
Theorem 6.3 Let F (z) be a holomorphic almost periodic mapping of TΩ into the
projective space CP k. Then there exists an almost periodic divisor d in TΩ and
g0(z), . . . , gk(z) ∈ APH(TΩ) such that their common zeros are contained in the sup-
port of d, and
F (z) = [g0(z) : . . . : gk(z)] (40)
on TΩ \ supp d; the representation (40) with holomorphic almost periodic functions with-
out common zeroes exists if and only if the coordinate divisors of F have zero Chern
class.
✷ If all the functions gj in (40) have no common zeroes, then their divisors are the
coordinate divisors of F . It follows from Theorem 4.1 that all these divisors have zero
Chern class.
Further, let [f 0(z) : . . . : fk(z)] be a homogeneous representation of F with functions
f j holomorphic in TΩ without common zeroes. Let d0 be the divisor of f
0(z). Using
Theorem 5.1, take an almost periodic divisor d such that d0 + d is the divisor of some
g0 ∈ APH(TΩ); we take d = 0 in the case c(d0) = 0. Since the mapping F˜ (z) = [1 :
g0(z) : . . . : g0(z)] is almost periodic, Theorem 6.2 with h(z) = f 0(z) implies that the
mapping [1 : g1(z) : . . . : gk(z)] with gj(z) = f j(z)g0(z)/f 0(z), j = 1, . . . , k, is almost
periodic, too. Hence the functions gj(z), j = 0, 1, . . . , k, are almost periodic and have
common zeroes only in suppd. It is clear that the representation (40) is valid on the set
TΩ \ supp d.
7 Further remarks
Our method of determining of holomorphic function by almost periodic divisor does not
allow to control the growth of the function (even in the case TΩ = C). Perhaps, we need
a more precise integral representation for the ∂¯-problem.
Note also that it looks natural to replace the group of mappings {z 7→ z + t}t∈Rm in
the definition of almost periodic functions, to any group of automorphisms; apparently,
then we will need another compactification instead of Bohr’s one and another integral
representation for the ∂¯-problem.
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