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Abstract
We consider an information update system where an information receiver requests updates from
an information provider in order to minimize its age of information. The updates are generated at the
information provider (transmitter) as a result of completing a set of tasks such as collecting data and
performing computations. We refer to this as the update generation process. We model the quality
of an update as an increasing function of the processing time spent while generating the update at
the transmitter. In particular, we use distortion as a proxy for quality, and model distortion as a
decreasing function of processing time. Processing longer at the transmitter results in a better quality
(lower distortion) update, but it causes the update to age. We determine the age-optimal policies for
the update request times at the receiver and the update processing times at the transmitter subject to
a minimum required quality (maximum allowed distortion) constraint on the updates. For the required
quality constraint, we consider the cases of constant maximum allowed distortion constraints, as well
as age-dependent maximum allowed distortion constraints.
I. INTRODUCTION
We consider an information update system where an information receiver requests updates
from an information provider in order to minimize the age of information at the receiver. To
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2Fig. 1. An information updating system which consists of an information provider which collects/processes data and an
information receiver.
generate an update, the information provider completes a set of tasks as in [1]. We study the
quality of updates as introduced in [2], [3] via their distortion. We model the quality (i.e., the
distortion) of an update as a monotonically increasing (resp., monotonically decreasing) function
of the processing time spent to generate the update at the transmitter.
Examples of such systems can be found in sensor networking and distributed computation
applications. For instance, in a sensor networking application where multiple sensors observe
the realization of a common underlying random variable (e.g., temperature in an area), if the
information provider generates an update using the observation of a single sensor, the update will
be generated faster, but will have large distortion; and conversely, if the information provider
generates an update using the observations of all sensors, the update will be generated with a
delay, but will have small distortion (Fig. 1). Here, we assume that retrieving the observation
from a sensor takes a unit of time. Similarly, in a distributed computation system with stragglers,
the master can generate an update using faster servers with lower quality, or utilize all servers
to generate a better quality update with a delay [4], [5].
References [1]–[3], [6] consider this trade-off between service performance and information
freshness: [1] emphasizes the difference between service time and the age. [2] considers the joint
optimization of information freshness, quality of information, and total energy consumption.
[2] models the age and distortion as a convex function and develops an algorithm which is
2-competitive. In our paper, there is no energy constraint. We minimize the average age of
information, which is inherently non-convex, subject to a distortion constraint for each update
3which is convex. In [3], service performance is measured by how quickly the provider responds
to the queries of the receiver. In [3], the performance of the system is considered to be the
highest when the service provider responds immediately upon a request. In [3], by responding
quickly, the service provider may be using available, but perhaps outdated, information resulting
in larger age; on the other hand, if the provider waits for processing new data and responds
to the queries a bit later, information of the update may be fresher. Thus, in the model of [3],
processing data degrades quality of service as it worsens response time, but improves the age. In
contrast, in our model, processing data improves service performance (the quality of updates),
but worsens the age, as the age at the receiver grows while the transmitter processes the data.
Finally, [6] minimizes the age subject to minimum throughput requirements.
We model distortion as a monotonically decreasing function of processing time, ci, motivated
by the diminishing returns property [2], [7], [8]. We consider exponentially and inverse linearly
decaying distortion functions as examples. In particular, inverse linearly decaying distortion
function arises in sensor networking applications, where all sensors observe an underlying random
variable distorted by independent Gaussian noise, and the information provider combines sensor
observations linearly to minimize the mean squared error.
We consider the information update system shown in Fig. 1. The information provider connects
to multiple units (sensors, servers, etc.) to generate an update. When there is no update, the
information at the receiver gets stale over time, i.e., the age increases linearly. The information
receiver requests an update from the information provider similar to [1], [3], [9]. After receiving
the update request, the information provider allocates ci amount of time as shown in Fig. 2 for
processing the information analogous to [1], [10]. During this processing time, the information
used to generate the update ages by ci. When the information provider sends the update to the
receiver, the age at the receiver reduces down to the age of the update which is ci by noting that
the communication time between the transmitter and receiver is zero as in [11]–[22].
In this paper, we determine age-optimum updating schemes for a system with a distortion
constraint on each update. We are given a total time duration over which the average age is
calculated T , the total number of updates N , the maximum allowed distortion as a function
of the current age, and the distortion function. We solve for the optimum request times of the
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Fig. 2. Age evolution at the receiver.
updates at the receiver and the optimum processing times of the updates at the transmitter in
order to minimize the overall age.
In this paper, we consider the general case where the distortion constraint is a function of the
processing time at the transmitter and the current age at the receiver.1 This is motivated by the
following observations: In certain applications, if the age at the receiver is high, the receiver may
want to receive a high quality update to replace its current information with a more accurate
information. In this case, the receiver will request an update with a distortion constraint that is
inversely proportional to the current age. In other applications, if the age at the receiver is high,
the receiver may want to receive a quick update to replace its current information with a fresh
information. In this case, the receiver will request an update with a distortion constraint that
is proportional to the current age. Therefore, we will consider the cases where the distortion
constraint is 1) decreasing, and 2) increasing function of the current age.2
Since we model the distortion as a function of the processing time and the maximum allowed
distortion as a function of the instantaneous age, update duration depends on the current age.
A similar problem with age-dependent update duration has been considered in [24] where the
1In the conference version of this work in [23], we considered the simpler case where the distortion constraint was a function
of the processing time only.
2We note that we could similarly formulate the problem by using time elapsed since the last requested update instead of
current age at the transmitter. Specifically, we could use the constraint ci ≥ αsi instead of the constraint ci ≥ αyi in (20) and
the constraint ci ≥ c − αsi instead of the constraint ci ≥ c − αyi in (34). We note that these two considerations are similar:
If the receiver has not requested an update for a long time (large si), its current age will be high (large yi). Due to space
limitations and in order to avoid repetitive arguments, we only consider the case where the distortion constraint depends on the
instantaneous age yi at the receiver at the time of requesting a new update.
5solution for a relaxed and simplified version of the original problem was given. Different from
[24], where only the case in which the update duration is proportional to the current age is
considered, here we consider the cases in which the update duration is proportional and inversely
proportional with the current age, and provide exact solutions for both problems. Finally, [25]
considers partial updates where both the update duration and the information content are smaller
compared to full updates, which also resembles trading off update quality with service time.
In this paper, we provide the age-optimal policies by finding the optimum processing times
and the optimum update request times. We show that the optimum processing time is always
equal to the minimum required processing time that meets the distortion constraint. If there is
no active constraint on distortion, i.e., the distortion constraint is high enough, the optimum
processing time is equal to zero. We observe three different optimum policies for update request
times depending on the level of distortion constraint. When the distortion constraint is high
enough except in the case where the distortion function is inversely proportional to the current
age, we show that the optimal policy is to request updates with equal inter-update times. When
the distortion constraint is relatively large, i.e., the required required processing time is relatively
small compared to the total time period, it is optimal to request updates regularly following a
waiting (request) time after receiving each update, with a longer request time for the first update
than others. When the distortion constraint is relatively small, i.e., the required processing time is
relatively large compared to the total time period, the optimal policy is to request an update once
the previous update is received, i.e., back-to-back, except for a potentially non-zero requesting
time for the first update.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Let a(t) be the instantaneous age at time t, with a(0) = 0. When there is no update, the age
increases linearly over time. When an update is received, the age at the receiver reduces down to
the age of the latest received update. There is no delay in the channel between the information
provider and the receiver. However, in order to generate an update, the provider needs to allocate
a processing time. For update i, the provider allocates ci amount of processing time.
We model the distortion function as a monotonically decreasing function of processing time
due to the diminishing returns property. For instance, we consider an exponentially decaying
6distortion function, De,
De(ci) = a
(
e−bci − d
)
(1)
where d ≤ e−bcmax so that the distortion function is always nonnegative. In addition, we consider
inverse linearly decaying distortion function, Dℓ,
Dℓ(ci) =
a
bci + d
(2)
which arises in sensor networking applications. In particular, consider a system with M sensors
placed in an area, measuring a common random variable X with mean µX and variance σ
2
X . The
measurement at each sensor, Yj , is perturbed by an i.i.d. zero-mean Gaussian noise with variance
σ2. Information provider uses a linear estimator, Xˆ =
∑M
j=1wjYj to minimize the distortion
(mean squared error) defined as Dℓ = E[(Xˆ−X)
2]. In this model, we assume that the information
provider connects to one sensor at a time and spends one unit of time to retrieve the measurement
from that sensor. Thus, if the information provider connects to ci sensors, it spends ci units of
time for processing (i.e., retrieving data) and achieves a distortion of Dℓ(ci) = σ
2/(ci+
σ2
µ2
X
+σ2
X
)
for the ith update, which has the inverse linearly decaying form in (2).
Let si be the time interval between the requesting time for the ith update and the receiving
time of the (i− 1)th update at the receiver, and let ci be the processing time of the ith update
at the transmitter. Then, yi = si + ci−1 is the time interval between requesting the ith and the
(i− 1)th updates; it is also the age at the time of requesting the ith update; see Fig. 2. We take
s0 = c0 = cN+1 = 0.
We define f(yi) as the maximum allowed distortion for each update where yi is the current
age. We will start with the case where the maximum allowed distortion is a constant, f(yi) = β,
i.e., it does not depend on the current age, and then continue with the general case where it
explicitly depends on the current age. We consider two sub-cases in the latter case. In the first
sub-case, the maximum allowed distortion increases with the current age, and in the second
sub-case, the maximum allowed distortion decreases with the current age.
Our objective is to minimize the average age of information at the information receiver subject
to having a desired level of distortion for each update over a total time period T , given that
7there are N updates. We formulate the general problem as,
min
{si,ci}
1
T
∫ T
0
a(t)dt
s.t.
N+1∑
i=0
si + ci = T
D(ci) ≤ f(yi), i = 1, . . . , N
si ≥ 0, ci ≥ 0 (3)
where a(t) is the instantaneous age, D(ci) is the distortion function which is monotonically
decreasing in ci, and f(yi) is the maximum allowed distortion function for update i as a function
of the current age yi. The distortion function D(ci) may be De(ci) or Dℓ(ci) defined above, or
any other appropriate distortion function depending on the application. The maximum allowed
distortion f(yi) may be constant, i.e., f(yi) = β, or it may be a function of the current age yi.
We consider two specific cases where f(yi) is an increasing function of yi and where f(yi) is
a decreasing function of yi. Let AT ,
∫ T
0
a(t)dt be the total age. Note that minimizing AT
T
is
equivalent to minimizing AT since T is a known constant.
With these definitions, and using the age evolution curve in Fig. 2, the total age AT is,
AT =
1
2
N+1∑
i=1
(si + ci−1)
2 +
N∑
i=1
ci(si + ci−1) (4)
In the following section, we provide the optimal solution for the problem defined in (3) when
the maximum allowed distortion is constant.
III. CONSTANT ALLOWABLE DISTORTION
In this section, we consider the case f(yi) = β. Since D(ci) is a monotonically decreasing
function of ci, D(ci) ≤ β is equivalent to ci ≥ c where c is a constant. Thus, we replace the
distortion constraint given in (3) with ci ≥ c. In addition, we substitute yi = si + ci−1 for
i = 1, . . . , N + 1. Then, using (4), we rewrite the optimization problem in (3) as,
min
{yi,ci}
1
2
N+1∑
i=1
y2i +
N∑
i=1
ciyi
s.t.
N+1∑
i=1
yi = T
8y1 ≥ 0, yi ≥ ci−1, i = 2, . . . , N + 1
ci ≥ c, i = 1, . . . , N (5)
The optimization problem in (5) is not convex due to the multiplicative terms involving ci and
yi. We note that ci = c for i = 1, . . . , N is an optimum selection, since this selection minimizes
the second term in the objective function and at the same time yields the largest feasible set for
the remaining set of variables (i.e., yis) in the problem in (5). Thus, the optimization problem
in (5) becomes,
min
{yi}
1
2
N+1∑
i=1
y2i +
N∑
i=1
cyi
s.t.
N+1∑
i=1
yi = T
y1 ≥ 0, yi ≥ c, i = 2, . . . , N + 1 (6)
which is only in terms of yi.
When c = 0, i.e., there is no active distortion constraint, the optimal solution is to choose
yi =
T
N+1
for all i. Thus, for the rest of this section, we consider the case where c > 0.
We write the Lagrangian for the problem in (6) as,
L =
1
2
N+1∑
i=1
y2i +
N∑
i=1
cyi − λ
(
N+1∑
i=1
yi − T
)
−
N+1∑
i=2
θi(yi − c)− θ1y1 (7)
where θi ≥ 0 and λ can be anything. The problem in (6) is convex. Thus, the KKT conditions
are necessary and sufficient for the optimal solution. The KKT conditions are,
∂L
∂yi
= yi + c− λ− θi = 0, i = 1, . . . , N (8)
∂L
∂yN+1
= yN+1 − λ− θN+1 = 0 (9)
The complementary slackness conditions are,
λ
(
N+1∑
i=1
yi − T
)
= 0 (10)
θ1y1 = 0 (11)
9θi(yi − c) = 0, i = 2, . . . , N + 1 (12)
When yi > c for all i, we have θi = 0 due to (11) and (12). Then, from (8) and (9), we obtain
yi = λ− c for i = 1, . . . , N , and yN+1 = λ. Since
∑N+1
i=1 yi = T , we find λ =
T+Nc
N+1
. Thus, the
optimal solution becomes,
yi =
T − c
N + 1
, i = 1, . . . , N (13)
yN+1 =
T +Nc
N + 1
(14)
In order to have yi > c, we need T > (N + 2)c. Viewing this condition from the perspective of
c, this is the case when c is small in comparison to T . Therefore, we note that, in this case, when
minimum processing time, c, is relatively small, the optimal policy is to choose yi as equal as
possible except for yN+1. When c becomes larger compared to T , yi− c decreases. Specifically,
when T = (N + 2)c, yi = c for i = 1, . . . , N .
In the remaining case, i.e., when T < (N + 2)c, y1 < c and yN+1 > c, we have θ1 = 0 and
θN+1 = 0 by (11) and (12). Then, by solving yi = λ − c, yN+1 = λ, and
∑N+1
i=1 yi = T , we
obtain,
y1 =
T −Nc
2
(15)
yi = c, i = 2, . . . , N (16)
yN+1 =
T − (N − 2)c
2
(17)
Since y1 > 0, we need Nc < T . Thus, this solution applies when Nc < T ≤ (N + 2)c. Finally,
when T = Nc, the optimal solution becomes,
y1 = 0 (18)
yi = c, i = 2, . . . , N + 1 (19)
In summary, when c = 0, i.e., we do not have any distortion constraints, then the optimal
solution is to update in every T
N+1
units of time, i.e., yi =
T
N+1
for all i. When c > 0 but,
relatively small compared to T , i.e., (N + 2)c < T , the optimal solution is to wait for T−c
N+1
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Fig. 3. Evolution of a(t) with optimal update policies when the distortion function does not depend on the current age in the
case of (a) c = 0, (b) c > 0 and (N + 2)c < T , (c) Nc < T ≤ (N + 2)c, (d) T = Nc.
to request the first update. For the remaining updates, the receiver waits for
T−(N+2)c
N+1
time to
request another update after the previous update is received. After requesting N updates, the
optimal policy is to let the age grow for T−c
N+1
units of time. When c becomes large compared to
T , i.e., Nc < T ≤ (N + 2)c, the optimal policy is to wait for T−Nc
2
to request the first update
and request the remaining updates when the previous update is received, i.e., back-to-back. After
updating N times, we let the age grow for the remaining T−Nc
2
time. Finally, when T = Nc,
the optimal policy is to request the first update at t = 0 and request the remaining updates as
soon as the previous update is received, i.e., back-to-back. We note that when Nc > T , there is
no feasible policy. The possible optimal policies are shown in Fig. 3.
In the following section, we provide the optimal solution for the problem defined in (3) when
11
the maximum allowed distortion is age-dependent.
IV. AGE-DEPENDENT ALLOWABLE DISTORTION
In this section, we consider the case where the maximum allowed distortion f(yi) depends
explicitly on the instantaneous age yi. As motivated in the introduction section, this dependence
may take different forms. In particular, depending on the application, f(yi) may be a decreasing
or an increasing function of yi. In the following two sub-sections, we consider two sub-cases:
when f(yi) is inversely proportional to yi and when f(yi) is proportional to yi.
A. Allowable Distortion is Inversely Proportional to the Instantaneous Age
We consider the case where f(yi) is a decreasing function of yi. In particular, we consider
inverse linearly decaying distortion function, Dℓ, and select f(yi) =
a
κyi+d
. Then, the distortion
constraint for each update in (3), i.e., D(ci) ≤ f(yi), becomes ci ≥ αyi where α is a positive
constant. The optimization problem in (3) becomes,
min
{yi,ci}
1
2
N+1∑
i=1
y2i +
N∑
i=1
ciyi
s.t.
N+1∑
i=1
yi = T
y1 ≥ 0, yi ≥ ci−1, i = 2, . . . , N + 1
ci ≥ 0, ci ≥ αyi, i = 1, . . . , N (20)
In the following lemma, we show that the processing time for each update should be equal
to the minimum required time to satisfy the distortion constraint, i.e., ci = αyi for all i.
Lemma 1 In the age-optimal policy, processing time for each update is equal to the minimum
required time which meets the distortion constraint with equality, i.e., ci = αyi for all i.
Proof: Let us assume for contradiction that there exists an optimal policy such that cj > αyj
for some j. Then, we find another feasible policy denoted by {s′i, c
′
i} such that c
′
j = cj − ǫ,
s′j+1 = sj+1+ ǫ and y
′
j+1 = s
′
j+1+ c
′
j = yj+1. Since cj > αyj , we can always choose sufficiently
small ǫ so that we have c′j ≥ αy
′
j for the new policy. We have yi = y
′
i for all i and ci = c
′
i
12
for i 6= j which means that in the new policy, we keep all other variables the same except
for c′j and s
′
j+1. Inspecting the objective function of (20), we note that in the new policy, the
age is decreased by ǫyj . Since the new policy with {s
′
i, c
′
i} achieves a smaller age, we reach a
contradiction. Therefore, in the age-optimal policy, we must have ci = αyi for all i. 
We remark that Lemma 1 provides an alternative proof for the fact that ci must be such
that ci = c in (5). We argued this briefly after (5) based on the observation that this selection
minimizes the objective function and enlarges the feasible set.
We rewrite the optimization problem in (20) by substituting ci = αyi as,
min
{yi}
(
1
2
+ α
) N∑
i=1
y2i +
1
2
y2N+1
s.t.
N+1∑
i=1
yi = T
y1 ≥ 0, yi ≥ αyi−1, i = 2, . . . , N + 1 (21)
which is only in terms of yi.
We write the Lagrangian for the problem in (21) as,
L =
(
1
2
+ α
) N∑
i=1
y2i +
1
2
y2N+1 − λ
(
N+1∑
i=1
yi − T
)
− β1y1 −
N+1∑
i=2
βi(yi − αyi−1) (22)
where βi ≥ 0 and λ can be anything. The problem in (21) is convex. Thus, the KKT conditions
are necessary and sufficient for the optimal solution. The KKT conditions are,
∂L
∂yi
= (1 + 2α)yi − λ− βi + αβi+1 = 0, i = 1, . . . , N (23)
∂L
∂yN+1
= yN+1 − λ− βN+1 = 0 (24)
The complementary slackness conditions are,
λ
(
N+1∑
i=1
yi − T
)
= 0 (25)
β1y1 = 0 (26)
βi(yi − αyi−1) = 0, i = 2, . . . , N + 1 (27)
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Fig. 4. Age evolution at the receiver when f(yi) is inversely proportional to the current age for (a) α ≤ 1 and (b) α > 1.
First, we consider the case where si > 0 and ci > 0 for all i. Then, we have y1 > 0 and
yi > αyi−1 for all i = 2, . . . , N +1. The former statement follows because y1 = s1 > 0, and the
latter statement follows because yi = αci due to Lemma 1 and yi = si+ci−1 = si+αyi−1 > αyi−1
since si > 0. Thus, from (26)-(27), we have βi = 0 for all i. By using (23)-(24), we have
yi =
λ
2α+1
for i = 1, . . . , N , and yN+1 = λ. Since
∑N+1
i=1 yi = T from (25), we find λ =
(2α+1)T
N+2α+1
.
Thus, the optimal solution in this case is,
yi =
T
N + 2α + 1
, i = 1, . . . , N (28)
yN+1 =
(2α+ 1)T
N + 2α + 1
(29)
In order to satisfy yi > αyi−1, we need α < 1. A typical age evolution curve for α < 1 is
shown in Fig. 4(a). When α = 1, we note that the optimal solution follows (28) and (29), but
yi = αyi−1 for i = 2, . . . , N .
Next, we find the optimal solution for α > 1. If we have only the total time constraint, then
the optimal solution is to choose yi’s equal for i = 1, . . . , N . Since α > 1, we cannot choose
yi’s equal due to yi ≥ αyi−1 constraints. In the following lemma, we prove that when α > 1,
yi = αyi−1 for i = 2, . . . , N .
Lemma 2 When α > 1, we have yi = αyi−1 for i = 2, . . . , N .
Proof: Assume for contradiction that there exists an age-optimal policy with yj > αyj−1 for
some j ∈ {2, . . . , N}. From (27), we have βj = 0. From (23), we get yj =
λ−αBj+1
2α+1
and
14
yj−1 =
λ+βj−1
2α+1
. Since yj ≥ 0, we must have λ ≥ 0. By using yj > αyj−1, we must have
(1 − α)λ > α(βj+1 + βj−1). Since α > 1 and λ ≥ 0, this implies (1 − α)λ ≤ 0, which further
implies α(βj+1 + βj−1) < 0. However, this inequality cannot be satisfied since βi ≥ 0 for all
i. Thus, we reach a contradiction and in the age-optimal policy, we must have yi = αyi−1 for
i = 2, . . . , N . 
Then, the optimal policy is in the form of yi = α
i−1η for i = 1, . . . , N and yN+1 = T−
∑N
i=1 yi
where η is a constant. We write the total age in terms of η as,
AT (η) =
(
1
2
+ α
)
η2
(
α2N − 1
α2 − 1
)
+
1
2
(
T −
(
αN − 1
α− 1
)
η
)2
(30)
In order to find the optimal η, we differentiate (30), which is quadratic in η, with respect to η
and equate to zero. We find the optimal solution for α > 1 as,
y1 =
T (αN+2 − αN − α2 + 1)
2(α2N+2 − αN+1 − αN − α2 + α + 1)
(31)
yi =α
i−1yi−1, i = 2, . . . , N (32)
yN+1 =T −
N∑
i=1
yi (33)
A typical age evolution curve for α > 1 is shown in Fig. 4(b).
B. Allowable Distortion is Proportional to the Instantaneous Age
We consider the case where f(yi) is an increasing function of yi. In particular, we consider
inverse linearly decaying distortion, Dℓ, and select f(yi) =
a
u−κyi
. Then, the distortion constraint
for each update in (3), i.e., D(ci) ≤ f(yi) becomes ci ≥ c−αyi for some α. In this subsection,
we assume α < 1
2
. Thus, while the distortion constraint in the previous subsection was ci ≥ αyi,
the distortion constraint in this subsection is ci ≥ c − αyi for some α <
1
2
. The optimization
problem in (3) becomes,
min
{yi,ci}
1
2
N+1∑
i=1
y2i +
N∑
i=1
ciyi
s.t.
N+1∑
i=1
yi = T
y1 ≥ 0, yi ≥ ci−1, i = 2, . . . , N + 1
15
ci ≥ 0, ci ≥ c− αyi, i = 1, . . . , N (34)
In the following lemma, we show that the processing time for each update should be equal
to the minimum processing time which satisfies the distortion constraint, i.e., ci = (c − αyi)
+
for i = 1, . . . , N , where (x)+ = max{0, x}.
Lemma 3 In the age-optimal policy, processing time for each update is equal to the minimum
required time which meets the distortion constraint with equality, i.e., ci = (c− αyi)
+ for all i.
Proof: Let us assume for contradiction that there exists an optimal policy such that cj > c−αyj
for some j. If yj <
c
α
, then we find another feasible policy denoted by {s′i, c
′
i} such that
c′j = cj − ǫ, s
′
j+1 = sj+1 + ǫ and y
′
j+1 = s
′
j+1 + c
′
j = yj+1. Since cj > c − αyj, we can always
choose sufficiently small ǫ so that we have c′j ≥ c − αy
′
j for the new policy. We have yi = y
′
i
for all i and ci = c
′
i for i 6= j which means that in the new policy, we keep all other variables
the same except c′j and s
′
j+1. We note that in the new policy, age is decreased by ǫyj . Since
the new policy with {s′i, c
′
i} achieves a smaller age, we reach a contradiction. Therefore, in the
age-optimal policy, we must have ci = c− αyi for all i when yi <
c
α
. If yj ≥
c
α
, then cj ≥ 0 is
the only constraint on cj . If cj > 0, we can similarly argue that decreasing cj further reduces the
age until cj becomes zero. Thus, we reached a contradiction and when yj ≥
c
α
, in the optimal
solution, we must have cj = 0. By combining these two parts, we conclude that in the optimal
policy, we must have ci = (c− αyi)
+ for i = 1, . . . , N . 
After substituting ci = (c− αyi)
+, the problem becomes,
min
{yi}
1
2
N+1∑
i=1
y2i +
N∑
i=1
yi(c− αyi)
+
s.t.
N+1∑
i=1
yi = T
y1 ≥ 0, yi ≥ (c− αyi−1)
+, i = 2, . . . , N + 1 (35)
which is only in terms of yi.
Next, we provide the optimal solution for the case where yi <
c
α
for i = 1, . . . , N . The
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problem in (35) becomes,
min
{yi}
(
1
2
− α
) N∑
i=1
y2i +
N∑
i=1
cyi +
1
2
y2N+1
s.t.
N+1∑
i=1
yi = T
y1 ≥ 0, yi ≥ c− αyi−1, i = 2, . . . , N + 1 (36)
We write the Lagrangian for the problem in (36) as,
L =
(
1
2
− α
) N∑
i=1
y2i +
N∑
i=1
cyi +
1
2
y2N+1 − λ
(
N+1∑
i=1
yi − T
)
− β1y1 −
N+1∑
i=2
βi(yi + αyi−1 − c)
(37)
where βi ≥ 0 and λ can be anything. The problem in (36) is convex since α <
1
2
. Thus, the
KKT conditions are necessary and sufficient for the optimal solution. The KKT conditions are,
∂L
∂yi
= (1− 2α)yi + c− λ− βi − αβi+1 = 0, i = 1, . . . , N (38)
∂L
∂yN+1
= yN+1 − λ− βN+1 = 0 (39)
The complementary slackness conditions are,
λ
(
N+1∑
i=1
yi − T
)
= 0 (40)
β1y1 = 0 (41)
βi(yi + αyi−1 − c) = 0, i = 2, . . . , N + 1 (42)
When y1 > 0 and yi > c− αyi−1, for i = 2, . . . , N + 1, from (41) and (42), we have βi = 0 for
all i. Then, by using (38) and (39), we have yi =
λ−c
1−2α
, for i = 1, . . . , N and yN+1 = λ. From
(40), we find λ = (1−2α)T+Nc
N+1−2α
which gives,
yi =
T − c
N + 1− 2α
, i = 1, . . . , N (43)
yN+1 =
(1− 2α)T +Nc
N + 1− 2α
(44)
A typical age evolution curve is shown in Fig. 5(b). In order to satisfy y1 > 0, yi > c−αyi−1 for
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Fig. 5. Age evolution at the receiver when the distortion function is proportional to the current age for (a) T ≤
(
N+2−α
1+α
)
c,
(b)
(
N+2−α
1+α
)
c < T <
(
N+1−α
α
)
c, (c)
(N+1−α)c
α
≤ T <
(N+1)c
α
, (d)
(N+1)c
α
≤ T .
i = 2, . . . , N + 1 and yi <
c
α
for i = 1, . . . , N , we need
(
N+2−α
1+α
)
c < T <
(
N+1−α
α
)
c. Viewing
this conditions in terms of T , when T is closer to the lower boundary, i.e.,
(
N+2−α
1+α
)
c < T , we
see that yi > c− αyi−1 for i = 2, . . . , N gets tighter. When T is closer to the upper boundary,
we see that yi <
c
α
, for i = 1, . . . , N gets tighter.
We first identify the optimal solution when T ≤
(
N+2−α
1+α
)
c. In the following lemma, we show
that when T ≤
(
N+2−α
1+α
)
c, we have yi = c− αyi−1, for i = 2, . . . , N .
Lemma 4 In the age-optimal policy, when T ≤
(
N+2−α
1+α
)
c, we have yi = c − αyi−1, for i =
2, . . . , N .
Proof: We note that increasing c increases the cost of increasing yi for i = 1, . . . , N in
the objective function in (36). Thus, increasing c yields decreasing optimal values for yi for
i = 1, . . . , N . We note from (43) that lim
T→(N+2−α1+α )c
yi =
c
1+α
for i = 1, . . . , N . Thus, when
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(
1+α
N+2−α
)
T ≤ c, we have yi ≤
c
1+α
for i = 1, . . . , N . Then, we have yi + αyi−1 ≤ c for
i = 2, . . . , N . Due to the distortion constraint in the optimization problem in (36), we also have
yi+αyi−1 ≥ c for i = 2, . . . , N +1. Thus, when T ≤
(
N+2−α
1+α
)
c, we must have yi = c−αyi−1,
for i = 2, . . . , N . 
Therefore, we show in Lemma 4 that when T ≤
(
N+2−α
1+α
)
c, the optimal policy follows the
following solution structure
y1 =η (45)
yi =c
i−1∑
j=1
(−α)j−1 + (−α)i−1η, i = 2, . . . , N (46)
yN+1 =T −
N∑
i=1
yi (47)
In order to find the optimal η which minimizes the age, we substitute (45)-(47) in the objective
function in (36). We differentiate the age expression with respect to η and equate to zero.
A typical age evolution curve is shown in Fig. 5(a). We note that when we increase c
sufficiently, y1 becomes zero. At this point, y1 ≥ 0 and yi ≥ c − αyi−1 for i = 2, . . . , N
are satisfied with equality. If we further increase c, the last feasibility constraint, yN+1 ≥ c−yN ,
becomes tight and the optimal solution is y1 = 0, yi = c − αyi−1 for i = 2, . . . , N + 1. If we
increase c further, there is no feasible solution.
Next, we find the optimal solution when T is relatively large, i.e.,
(
N+1−α
α
)
c < T . With an
argument similar to that in Lemma 4, if c becomes smaller compared to T , the optimal value
of yi for i = 1, . . . , N increases. We note that when lim
T→(N+1−αα )c
yi =
c
α
for i = 1, . . . , N . Thus,
when
(
N+1−α
α
)
c < T , we have c−αyi < 0 for i = 1, . . . , N . Then, the problem in (35) becomes,
min
{yi}
1
2
N+1∑
i=1
y2i
s.t.
N+1∑
i=1
yi = T
yN+1 ≥ 0, yi ≥
c
α
, i = 1, . . . , N (48)
We note that the problem in (48) is convex. Thus, the KKT conditions are necessary and sufficient
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for the optimal solution. After writing the KKT conditions, we observe two different optimal
solution structures. When T is sufficiently large, we have yi >
c
α
for all i. Then, the optimal
solution is yi =
T
N+1
for all i. A typical age evolution curve is shown in Fig. 5(d). We need
T ≥ (N+1)c
α
for the feasibility of the solution. When
(N+1−α)c
α
≤ T < (N+1)c
α
, we have yi =
c
α
for i = 1, . . . , N and yN+1 = T −
∑N
i=1 yi. A typical age evolution curve is shown in Fig. 5(c).
V. NUMERICAL RESULTS
In this section, we provide numerical results for the problems solved in Sections III and IV.
First, in the following subsection, we provide numerical results for the case where the maximum
allowed distortion function is a constant.
A. Simulation Results for Constant Allowable Distortion
We provide five numerical results for an exponentially decaying distortion function,De, defined
in (1) with a = 1
1−e−1
, b = 1
4
and d = e−1. Note that we can choose ci in 0 ≤ ci ≤ 4. When
ci = 0, De(ci) attains its maximum value, i.e., De(ci) = 1. When ci = 4, De(ci) reaches its
minimum value, i.e., De(ci) = 0. Since the maximum allowed distortion is a constant, we can
rewrite the distortion constraint, De(ci) ≤ β, as ci ≥ c where c is in [0, 4]. For the first four
simulations, we cover each optimal policy given in Section III. In these simulations, we take
T = 10 and N = 3.
In the first example, we take c = 0. In other words, we optimize the age without considering
the distortion on the updates. The optimal solution is to choose yi = 2.5 and ci = 0 for all i.
The optimal age evolves as in Fig. 6(a). We note that the optimal policy is to request an update
in equal time periods and the information provider sends the updates immediately.
In the second example, we take c = 1. This is the case where c is small compared to the total
time duration T , i.e., (N + 2)c < T . The optimal policy is to choose yi = 2.25 for i = 1, 2, 3,
y4 = 3.25 and ci = 1 for all i. The optimal age evolution is given in Fig. 6(b). We note that the
optimal policy is to request the first update after s1 = 2.25 time. For the remaining updates, after
the previous update is received, the receiver waits for s2 = s3 = 1.25 time to request another
update. After receiving a request, the provider generates the updates after processing c = 1 time.
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Fig. 6. Evolution of a(t) with optimal update policies for T = 10, N = 3, (a) c = 0, (b) c = 1, (c) c = 2.5, (d) c = 10
3
, when
the maximum allowed distortion function is a constant.
For the third example, we take c = 2.5. In this case, we wish to receive the updates with lower
distortion compared to previous cases. The optimal policy is to choose y1 = 1.25, y2 = y3 = 2.5,
y4 = 3.75, and ci = 2.5 for all i. The optimal age evolution is shown in Fig. 6(c). We note that
the optimal policy is to request the first update after waiting s1 = 1.25. The receiver requests the
remaining updates as soon as the previous update is received (back-to-back) since the provider
uses relatively large amount of time to generate updates.
For the fourth example, we take c = 10
3
. In this case, there is only one feasible solution,
which is to choose y1 = 0, yi =
10
3
for i = 2, 3, 4 and ci =
10
3
for all i. The optimal age evolves
as in Fig. 6(d). We note that the optimal policy is to request the first update at t = 0 and the
remaining updates as soon as the previous update is received (back-to-back).
Finally, we note that there is a trade-off between age and distortion. If we increase the distortion
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Fig. 7. Age versus distortion of the updates for a = 8
1−e−3
, b = 1.2, and d = e−3 in (1) when the maximum allowed distortion
is a constant. We vary β and find the minimum age for each β.
constraint β (hence decrease the processing time constraint c), then the achievable age decreases.
On the other hand, if we decrease the distortion constraint β (hence increase the processing time
constraint c), then the achievable age increases. We show this trade-off between age and distortion
in our fifth simulation in Fig. 7.
Next, in the following subsection we provide numerical results for the case where the maximum
allowed distortion function depends on the current age.
B. Simulation Results for Age-Dependent Allowable Distortion
First, we provide two numerical results for the case where the maximum allowed distortion
function is inversely proportional to the instantaneous age, i.e., we have ci ≥ αyi constraint for
each update.
For the first example, we take T = 10, N = 3 and α = 0.5. This example corresponds to
the case where the maximum allowed distortion slowly decreases with the current age, i.e., α
is small. The optimal solution follows (28) and (29) and is equal to yi = 2 for i = 1, 2, 3 and
y4 = 4. Since ci = αyi, we have ci = 1 for all i. The optimal age evolution is shown in Fig. 8(a).
For the second example, we take T = 10, N = 3 and α = 1.5. This example corresponds
to the case where the maximum allowed distortion decreases faster with the instantaneous age,
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Fig. 8. Evolution of a(t) with optimal update policies for T = 10, N = 3, (a) α = 0.5, (b) α = 1.5, when the maximum
allowed distortion function is inversely proportional to the current age, i.e., ci ≥ αyi.
i.e., α is large. The optimal policy follows (31)-(33). The optimal solution is y1 = 0.8511,
y2 = 1.2766, y3 = 1.9149 and y4 = 5.9574. Due to ci = αyi, we have c1 = 1.2766, c2 = 1.9149
and c3 = 2.8723. The optimal age evolution is shown in Fig. 8(b). Processing time for each
update increases due to α > 1. We note that updates are requested right after the previous update
is received except for the first update, i.e., si = 0 for i = 2, . . . , N .
In the following four examples, we consider the case where the maximum allowed distortion
function is proportional to the current age, i.e., we have ci ≥ c−αyi constraint for each update.
We take N = 3, c = 1, α = 0.4.
For the first example, we take T = 3 which corresponds to the case where T is relatively
small compared to the minimum required processing time. The optimal policy follows (45)-(47).
The optimal solution is to choose y1 = 0.4478, y2 = 0.8209, y3 = 0.6716 and y4 = 1.0597. Since
ci = c− αyi, we have c1 = 0.8209, c2 = 0.6716 and c3 = 0.7313. The optimal age evolution is
shown in Fig. 9(a). Since the total time duration is relatively small, updates are requested right
after the previous update is received except for the first update, i.e., si = 0 for i = 2, . . . , N .
For the second example, we take T = 6 which corresponds to the case where T is relatively
large compared to the minimum required processing time. We see that the optimal solution
follows (43)-(44) and y1 = y2 = y3 = 1.5625 and y4 = 1.3125. We have ci = 0.3750 for all i.
The optimal age evolution is shown in Fig. 9(b).
For the third example, we take T = 9.5 which corresponds to the case where the optimal
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Fig. 9. Evolution of a(t) with optimal update policies for c = 1, N = 3, α = 0.4, (a) T = 3, (b) T = 6, (c) T = 9.5, (d)
T = 12, when the maximum allowed distortion function is an increasing function of the current age, i.e., ci ≥ c− αyi.
policy follows yi =
c
α
and yN+1 = T −
∑N
i=1 yi. The optimal solution is yi = 2.5 for i = 1, 2, 3
and y4 = 2. Since the instantaneous age is high when the update is requested, there is no active
distortion constraints on the updates, i.e., ci ≥ 0. Thus, we have ci = 0 for all i. The optimal
age evolution is shown in Fig. 9(c). Since the processing time for each update is equal to zero,
the updates are not aged during the processing time and the age of the receiver reduces to zero
after receiving each update.
For the fourth example, we take T = 12. The optimal policy follows yi =
T
N+1
and is equal
to yi = 3 and ci = 0 for all i. The optimal age evolution is shown in Fig. 9(d).
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VI. CONCLUSION
In this paper, we considered the concept of status updating with update packets subject to
distortion. In this model, updates are generated at the information provider (transmitter) following
an update generation process that involves collecting data and performing computations. The
distortion in each update decreases with the processing time during update generation at the
transmitter; while processing longer generates a better-precision update, the long processing
time increases the age of information. This implies that there is a trade-off between precision
(quality) of information and freshness of information. The system may be designed to strike a
desired balance between quality and freshness of information. In this paper, we determined this
design, by solving for the optimum update scheme subject to a desired distortion level.
We considered the case where the maximum allowed distortion does not depend on the current
age, i.e., is a constant, and the case where the maximum allowed distortion depends on the current
age. For this case, we considered two sub-cases, where the maximum allowed distortion is an
increasing function and a decreasing function of the current age.
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