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iAbstract
Fluid-Structure Interaction (FSI) describes a wide variety of industrial problems arising
in mechanical engineering, civil engineering and biomechanics. In spite of the avail-
able computer performance and the actual maturity of computational fluid dynamics
and computational structural dynamics, several key issues still prevent accurate FSI
simulations.
Two main approaches for the simulation of FSI problems are still gaining attention
lately: partitioned and monolithic approaches. Results in the literature show that the
partitioned approach is accurate and efficient but some instabilities may occur depending
on the ratio of the densities and the complexity of the geometry. Monolithic methods
are still of interest due to their capability to treat the interaction of the fluid and the
structure using a unified formulation. In fact it makes the build up of a FSI problem
easier as the mesh do not have to fit the geometry of the solids and the transfers are
treated naturally.
The software Thost has been created based on these analyzes. Thost is a 3D aerothermal
numerical software. It has been developed for the numerical simulation of industrial
processes like the heating in industrial furnaces as well as quenching. Its target is
to model numericaly the thermal history of the industrial pieces in their environment
without using any transfer coefficient. However the computational costs are still high and
therefore the software is not fully efficient from an industrial point of view to simulate,
analyze and improve complex processes. All the work in this PhD thesis has been
done to reduce the computational costs and optimize the accuracy of the simulations
in Thost based on innovative numerical methods such as dynamic anisotropic mesh
adaptation, stabilized finite elements methods and immersing the objects directly from
their Computer Aided Design files.
ii
Re´sume´
L’interaction fluide structure est pre´sente dans beaucoup de proble`mes industriels, dans
les domaines d’inge´nierie me´canique, civile ou biome´canique. Meˆme si les performances
informatique s’ame´liorent conside´rablement et que les me´thodes en me´canique nume´rique
gagnent en maturite´, certaines difficulte´s ne permettent pas encore de re´aliser des sim-
ulations nume´riques pre´cises.
Actuellement deux me´thodes nume´riques gagnent en popularite´ pour la simulation nume´-
rique d’interactions fluide structure: la me´thode de partitionnement et la me´thode mono-
lithique. Des re´sultats de la litte´rature montrent que la premie`re est efficace et pre´cise
mais qu’elle peut rencontrer des proble`mes d’instabilite´ si les ratios de densite´ sont e´leve´s
ou que les ge´ome´tries sont complexes. Les me´thodes d’immersion sont de plus en plus
utilise´es par la communaute´ scientifique. Diffe´rentes approches ont e´te´ de´veloppe´e, dont
la Me´thode d’Immersion de Volume. Cette me´thode permet de faciliter la mise en place
des calculs. Ainsi il n’est pas ne´cessaire de construire des maillages concordant avec la
ge´ome´trie des objets, et le couplage entre les fluides et les solides se fait naturellement.
C’est sur cette analyse qu’a` e´te´ de´veloppe´ le logiciel Thost. Il permet de simuler des
proce´de´s industriels tels que le chauffage de pie`ces me´talliques dans les fours industriels
ou la trempe sans caracte´riser expe´rimentalement des coefficients de transfert. Le but
d’un tel logiciel est de permettre une meilleur compre´hension des proce´de´s et ainsi de
les optimiser. Cependant les couˆts de calcul restant e´leve´s, le but de la the`se est de les
diminuer en s’appuyant sur des me´thodes nume´riques innovantes tels que le l’adaptation
dynamique de maillage anisotrope, des me´thodes e´le´ments finis stabilise´es ou l’immersion
direct des objets a` partir de la Conception Assiste´e par Ordinateur.
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Part I
Part A
1
Chapter 1
General introduction
Fluid-Structure Interaction (FSI) describes a wide variety of industrial problems arising
in mechanical engineering, civil engineering and biomechanics. In spite of the available
computer performance and the actual maturity of computational fluid dynamics (CFD)
and computational structural dynamics (CSD), several key issues still prevent accurate
FSI simulations.
Two main approaches for the simulation of FSI problems are still gaining attention
lately: partitioned and monolithic approaches. The partitioned approaches allow the
use of a specific solver for each domain. The fluid and the structure equations are
alternatively integrated in time and the interface conditions are enforced asynchronously.
The difficulty remains in transferring the informations between the codes. Different
schemes, weakly or strongly coupled, are used to ensure the coupling between the two
phases. The weakly coupled approach requires one solution of either field per time step
but it consequently affects the accuracy of the coupling conditions. The strongly coupled
version requires sub-iterations [1–6]. Results in the literature show that the approach is
accurate and efficient. However, some instabilities may occur depending on the ratio of
the densities and the complexity of the geometry [7].
Monolithic methods are still of interest due to their capability to treat the interaction
of the fluid and the structure using a unified formulation [8–10]. In this case, there
is no need to enforce the continuity at the interface, it is obtained naturally once the
structure is immersed in the fluid domain. One unique conservation equation is then
used to describe both the solid and the fluid domains.
1.1 Immersed Methods
Immersed methods for FSI are gaining popularity in many scientific and engineering
applications. Different approaches can be found such as the embedded boundary method
2
3[11], the immersed Boundary method [12], the fictitious domain [13], the Immersed
Volume method [14] and the Cartesian method [15]. All these methods are attractive
because they simplify a number of issues in Fluid-Structure applications such as meshing
the fluid domain, using of a fully Eulerian algorithm, dealing with problems involving
large structural motions and deformations [16] or topological changes [17].
However the use of non-body fitted grids requires a special interface treatment. Indeed
recent developments are focusing on issues related to the immersion of a surface mesh for
complex 3D geometries, the detection and the intersection algorithms for the interface
and also the transmission of boundary conditions between the solid and the fluid regions
[18–20].
The software Thost has been created based on these analyzes. Thost is a 3D aerothermal
numerical software. It has been developped for the numerical simulation of industrial
processes like the heating in industrial furnaces as well as quenching. Its target is to
model numericaly the thermal history of the indutrial pieces in their environment without
using any transfer coefficient. As the transfer coefficients between the pieces and the
surrounding fluids are not easy to collect and quantify and are really case dependent,
Thost offers a generic and flexible framework to optimize a large variety of complex
indusrial processes. To avoid the evaluation of the transfer coefficients the software uses
an immersed method that implies a strong direct fluid-solid coupling. Therefore the
treated pieces or the phases of the flow are represented implicitly and taken into account
by a signed distance function, or level-set. This simplifies considirebly the definition
and the management of the mesh compared to body fitted methods. Moreover, with
this kind of method it is much more easier to add, remove or even move objects during
the computation as it is not necessary to create and fit the whole geometry to the new
configuration. The software has demonstrated its capability for solving turbulent flow
problems coupled to conjugated heat transfer [21]. However the computational costs
are still high and therefore the software is not fully efficient from an industrial point of
view to simulate, analize and improve complex processes. Therefore the target of the
project REALisTIC is to reduce the computational costs and optimize the accuracy of
the simulations in Thost. This PhD is part of this project.
This software is based on the Cimlib library [22] which has been developed at the CEMEF
(Material Forming) laboratory. Cimlib is a fully parallel C++ finite elements library.
This library uses the PETSc library [23] to perform the system resolution and is based on
a parallel mesher [24]. The parallelism is managed via MPI (Message Passing Interface).
In this work, we thus use the immersed volume method and present its extension. It
uses the levelset function to describe the immersed structure. For simple geometries, we
resort to the use of analytical functions (i.e. sphere, square, ...). Whereas to compute the
distance function for a complex geometry we use its surface, described and discretized by
a simplex mesh (a set of triangles for three-dimensional simulations or a set of segments
4for two-dimensional simulations). Then we compute the distance from any given points
(a node of the computational domain) to the surface mesh. It is clear that in this case,
the description of the immersed structure is limited by the quality and the accuracy
of the given surface mesh. Therefore, we propose a new immersion technique that
simplifies and bypasses the generation of these meshes. It is based on the direct use
of Non Uniform Rational B-Splines (NURBS) curves or surfaces, representing simple
or complex geometries. We compute the distance function from any point in the fluid
mesh to these NURBS, thus representing the immersed solid by the zero iso-value of this
function.
Up to now the objects and pieces were immersed in the computational domain and
the mesh was adapted all around as an initial step. This provided the guaranty of
accurate heat transfers at the fluid-solid interface. Then the problem was solved by the
use of stabilized finite element methods. The inconvenience of such an approach is the
impossibility to change the computation configuration (as mentionned above move an
object for example) because the mesh would not be well adapted at the object interfaces
and at the boundary layers. To remedy this drawback we use a dynamic anisotropic
mesh adaptation method. Thus the immersion process is looped as described by Figure
1.1.
Figure 1.1: New computation cycle used to adapt the mesh during the numerical
simulation
1.1.1 Immersed Volume Method
The Immersed Volume Method is an interesting tool for computational engineers, in
particular for conjugate heat transfer analysis. It can be easily implemented in finite
element codes. It allows solving a single set of equations for the whole computational
domain and treating different subdomains as a single fluid with variable material prop-
erties. This offers a great flexibility to deal with different shapes or to change easily
the physical properties for each immersed structure. Therefore, we start by computing
the signed distance function of a given geometry to each node of the mesh. Using the
zero isovalue of this function, we can easily identify the fluid-solid interface. Conse-
quently, we can apply an anisotropic mesh adaptation at this interface and then mix the
thermo-physical properties appropriately for both domains.
51.1.1.1 Levelset and distance functions
At any point x of the computational domain Ω, the levelset function α corresponds to
the signed distance from Γim. In turn, the interface Γim is given by the zero isovalue of
the function α:
α(x) = ±d(x,Γim),x ∈ Ω,
Γim = {x, α(x) = 0}.
(1.1)
We use the following sign convention: α ≥ 0 inside the solid domain defined by the
interface Γim and α ≤ 0 outside this domain. Further details about the algorithm used
to compute the distance will be given thereafter and the reader is invited to read [25]
for an exhaustive overview of the method. It is also possible to use functions smoother
than d(x,Γim) away from Γim (see for example [26]).
As explained, the signed distance function is used to localize the interface of the immersed
structure but it is also used to initialize the desirable properties on both sides of the
latter. Indeed, for the elements crossed by the level-set functions, fluid-solid mixtures
are used to determine the element effective properties. A Heaviside function H(α) is
then defined as follows:
H(α) =

1 if α > 0
0 if α < 0
(1.2)
The Heaviside function can be smoothed to obtain a better continuity at the interface
[27] using the following expression:
Hε(α) =

1 if α > ε
1
2
(
1 +
α
ε
+
1
pi
sin
(piα
ε
))
if |α| ≤ ε
0 if α < −ε
(1.3)
where ε is a small parameter such that ε = O(him), known as the interface thickness,
and him is the mesh size in the normal direction to the interface. In the vicinity of the
interface, it can be computed using the following expression:
him = max
j,l∈K
∇α · xjl, (1.4)
where xjl = xl − xj and K is the mesh element under consideration. According to the
chosen approximations, the Heaviside function is then approximated using linear inter-
polations (P1) between fluid and solid properties or a piecewise constant interpolation
(P0).
61.1.1.2 Levelset and anisotropic mesh adaptation
We combine next the levelset representation with an anisotropic mesh adaptation algo-
rithm to ensure an accurate capturing of the discontinuities at the fluid-solid interface.
The levelset function intersects the mesh element arbitrarily. It is possible then to over-
take the discontinuity appearing at the interface by using anisotropic mesh adaptation
and regularization. The regularization parameter can be seen as the thickness or the
resolution of the interface. It is shown that using local adaptivity, stretched elements at
the interface are obtained which enables the resolution of the thickness to be very small
and leads to very sharp interfaces, favorable for simulating fluid-structure interactions
and conjugate heat transfer.
This anisotropic adaptation is performed by constructing a metric map that allows the
mesh size to be imposed in the direction of the distance function gradients. We introduce
first a metric which is a symmetric positive defined tensor that modifies the distance
computation [28–31], such that:
||x||M =
√
tx ·M · x , < x,y >M= tx ·M · y . (1.5)
In our context, the metric M can be regarded as a tensor whose eigenvalues are related
to the mesh sizes, and whose eigenvectors define the directions for which these sizes are
applied. For instance, using the identity tensor, one recovers the usual distances and
directions of the Euclidean space. In our case, the direction of mesh refinement is given
by the unit normal to the interface which corresponds to the gradient of the level set
function: x = ∇α/||∇α||. A default mesh size, or background mesh size, hd is imposed
far from the interface and it is reduced as the interface comes closer. A likely choice for
the mesh size evolution is the following:
h =

hd if |α(x)| > ε/2
2hd(m− 1)
m ε
|α(x)|+ hd
m
if |α(x)| ≤ ε/2
(1.6)
Eventually, at the interface, the mesh size is reduced by a factor m with respect to the
default value hd. Then this size increases gradually till equalling hd for a distance that
corresponds to the half of a given thickness ε.
The unit normal to the interface x and the mesh size h defined above, lead to the
following metric:
7M = C (x⊗ x) + 1
h2d
I with C =

0 if |α(x)| ≥ ε/2
1
h2
− 1
h2d
if |α(x)| < ε/2 (1.7)
where I is the identity tensor. This metric corresponds to an isotropic metric far from
the interface (with a mesh size equal to hd for all directions) and to an anisotropic metric
near the interface ( with a mesh size equal to h in the x direction and equal to hd in the
other directions).
In practice, the mesh is generated in several steps using the MTC mesher developed by T.
Coupez [32, 33] and through the CimLib library. This mesher is based on a topological
optimization technique available in [31] for the anisotropic case. At each step of the
refinement process, the mesh size converges locally toward the target size. This a priori
method is simple and efficient. However, it has one disadvantage; the difficulty to control
the total number of nodes, in particular for 3D industrial applications. Therefore we
propose in this work to use the method developed in [34] and improved in [35]. The
method is based on an a posteriori error estimator which allows more flexibility to adapt
the mesh. Moreover with such a method it is possible to adapt the mesh not only on
the level-set, but also on physical fields like the velocity or the temperature, and all at
the same time.
For illustration, Figure 1.2 presents the zero isovalues of the levelset function for an
immersed F1 car (left) and a helicopter (right). It clearly emphasizes the extremely
stretched elements along the interfaces whereas the rest of the domain keeps the same
background mesh size.
Figure 1.2: Anisotropic mesh adaptation at the fluid-solid interfaces
1.1.1.3 Levelset and mixing laws
Once the mesh is well adapted at the interface, the material distribution among the
physical domains can be described by means of the levelset function. Consequently, the
same set of equations; momentum equations, energy equation, the turbulent kinetic and
dissipation energy equations, and the radiative transport equations are simultaneously
solved over the entire domain with variable material properties. The use of the smoothed
Heaviside function defined in (1.3) regularizes and enables the assignment of the right
8properties on each side of the interface. The material properties such as density, ini-
tial temperature, dynamic viscosity, heat capacity and mean absorption coefficient, are
computed as followed:
ρ = ρfH(α) + ρs(1−H(α))
µ = µfH(α) + µs(1−H(α))
ρCp = (ρfCpfH(α) + ρsCps(1−H(α)))
ρCpT = ρfCpfTfH(α) + ρsCpsTs(1−H(α))
κ = κfH(α) + κs(1−H(α))
(1.8)
However, as far as the thermal conductivity is concerned, linear interpolation would lead
to inaccurate results. According to [36], one has to resort to the following law to ensure
the conservation of the heat flux:
λ =
(
H(α)
λf
+
1−H(α)
λs
)−1
(1.9)
1.2 Immersed NURBS
However immersed methods operate on non-body fitted grids which requires a special
interface treatment. Indeed recent developments are focusing on issues related to the
immersion of a surface mesh [25], the detection and the intersection algorithms for the
interface and finally the transmission of boundary conditions between the solid and the
fluid regions. In particular these methods appear to be limited by the quality and the
accuracy of the surface mesh description of a given immersed solid.
We contribute a new approach for the immersion technique simplifying and bypassing
the generation of a surface mesh. It is based on the use of Non Uniform Rational B-
Splines (NURBS) curves or surfaces. These functions are used in the Computer Aided
Design (CAD) field to represent simple or complex geometries. We compute the distance
function from any point in the fluid mesh to these NURBS. Therefore instead of relying
on the resolution of the surface mesh of the object, the proposed method uses directly
the CAD definition and keeps the quality of its analytical description. In practice, it
eliminates the surface mesh generation step and reduces the complexity to set up a
Fluid-Structure application. Combined with anisotropic mesh adaption it provides an
attractive immersed framework.
Linking the CAD and numerical simulation field has already been done before [37]. The
aim of isogeometric analysis is to use an exact representation of the complex geome-
tries and to replace the basis functions of the standard finite element method by the
9ones of the NURBS. Therefore the Immersed NURBS Method combines the advantages
of isogeometric analysis and the immersed methods. It capitalises on the exact geom-
etry provided by the NURBS curves and surfaces recovered by the anisotropic mesh
adaptation as well as on the flexibibility of the immersed methods.
The computation of the distance mainly relies on two steps: (i) finding a good initial
guess [38] in order to (ii) use an iterative method to find the closest point [39]. Although,
many methods and techniques have been already developed to compute the distance
to NURBS functions, none of them has been used to compute level-set functions for
immersed objects needed to solve FSI problems.
This work is organized as follows: in the first part (Part I) we introduce the NURBS
functions as well as the theoretical methods that are essential to immerse NURBS based
objects (Chapter 2). Then we present the new developped NURBS immersion method
and test its rapidity and its accuracy (Chapter 3). Finally the method is coupled to
anisotropic mesh adapation and is used to solve CFD applications (Chapter 4). In the
second part (Part II), we introduce the used finite element solvers and justify the need
of stabilization schemes (Chapter 5). Then we present the anisotropic mesh adaptation
method (Chapter 6). We explain the concept and validate the method through academic
cases. Afterwards we show the efficiency of the coupling between the stabilized solvers,
the immersed volume method and the anisoptropic mesh adapation through complex
industrial applications (Chapter 7).
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Re´sume´ franc¸ais
Les proble`mes d’interaction fluide-structure (IFS) sont pre´sents dans de nombreux do-
maines tels que l’inge´nierie me´canique et civile ou encore la biome´canique. Malgre´
l’ame´lioration permanente des technologies informatiques et des codes de calculs en me´-
canique des fluides, des proble`mes persistent et empeˆchent la simulation nume´rique de
manie`re pre´cise des proble`mes IFS.
Il existe deux approches pour simuler nume´riquement des proble`mes IFS: les me´thodes
partitionne´es et les me´thodes monolithiques. Les me´thodes partitionne´es consistent a`
traiter les fluides et les solides de manie`re se´parer et coupler les codes de calcul par
des conditions aux limites. L’inconve´nient majeur de telles me´thodes re´side dans le
couplage des codes de calcul. Des instabilite´s peuvent e´galement avoir lieu lorsque les
ratio des proprie´te´s physiques et fluides sont e´leve´s. Les me´thodes monolithiques quant
a` elles ne prennent en compte qu’un seul domaine de calcul incluant les fluides et les
solides. Les solides sont immerge´s dans la partie fluide. Ainsi un seul code de calcul
est ne´cessaire. L’inte´reˆt de telles me´thodes est notamment de re´duire la complexite´
de ge´ne´ration de maillages. Les frontie`res du maillage n’ont donc pas a` co¨ıncider avec
les interfaces fluide-solide. Par conse´quent ces me´thodes sont beaucoup plus flexibles
lorsqu’il s’agit de changer la configuration de la simulation, par exemple rajouter un
solide dans la simulation ou encore mettre un solide en mouvement.
La me´thode d’immersion de volume est une me´thode monolitique. Les solides sont im-
merge´s et repe´re´s dans la partie fluide par une fonction distance signe´e. Ensuite les
proprie´te´s fluides et solides sont affecte´es par une fonction Heaviside lisse´e. Le logiciel
Thost est base´ sur la me´thode d’immersion de volume. Ce logiciel d’ae´rothermie permet
de simuler des proce´de´s industriels tels que la trempe ou le chauffage dans des fours.
L’utilisation de la me´thode d’immersion de volume permet de s’affranchir des carac-
te´risations de coe´fficient d’e´change, rendant la simulation nume´rique des proce´de´s plus
accessible. En effet ces coefficients d’e´change peuvent s’ave´rer difficiles a` quantifier. Le
logiciel a montre´ de bonnes capacite´s a` simuler avec pre´cision des proce´de´s complexes.
Cependant les maillages fins ne´cessite´s par la complexite´ des proble`mes engendrent des
temps de calcul longs et rendent donc difficile l’utilisation du logiciel dans un contexte
industriel.
Le but de cette the`se est donc d’ame´liorer les temps de calcul afin d’arriver a` des sim-
ulations plus re´alistes en terme d’exploitation. Pour cela nous pre´sentons dans une
premie`re partie une modification de la me´thode d’immersion de volume. Les ge´ome´tries
immerge´es dans les calculs sont ge´ne´ralement des maillages surfaciques. Nous proposons
une me´thode innovante pour immerger directement les objets a` partir de leur fichiers
CAO (Conception Assiste´e par Ordinateur), renforc¸ant ainsi la fexibilite´ et la phyloso-
phie de la me´thode d’immersion. Dans la seconde partie nous pre´sentons les me´thodes
nume´riques utilise´es pour re´aliser la simulation des proce´de´s industriels. La me´thode
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d’immersion de volume est couple´e a` une adaptation dynamique de maillage anisotrope
et des me´thodes e´le´ments finits stabilise´es.
Chapter 2
Basics of NURBS
In this chapter we introduce the NURBS functions as well as fondamental tools needed
for immersing CAD objects. In section 2.1 we remind the reader basic definitions,
operations and concepts of NURBS. In section 2.2 we also introduce the key point of
the Immersed NURBS Method which mainly consists in computing the distance from
a point to a NURBS curve or surface. This problem has already been treated in the
litterature, therefore we present attractive methods to compute the distance relatively
to NURBS curves or surfaces.
2.1 Introduction to NURBS and general algorithms
A NURBS or Non-Uniform Rational B-Spline is a piecewise-polynomial parametric func-
tion. These functions were introduced in the 1950s [40, 41] in the industrial engineering
field to represent complicated curved surfaces like ship hulls and aerospace exterior sur-
faces. They are now widely used in the Computer Aided Design (CAD) field and are
the base of many designing softwares (CATIA, Pro Engineer, SolidWorks...). With such
mathematical functions, it is possible to represent any geometry of different level of com-
plexity. Their main advantage is that they can be locally modified by just moving control
points without affecting the rest of the geometry. Figures 2.1 and 2.2 show examples of
a NURBS curve and a NURBS surface with their corresponding control points.
2.1.1 Definition of NURBS curves and surfaces
The definition of a NURBS curve C is as follows:
C(u) =
∑n
i=0Ni,p(u)ωiPi∑n
i=0Ni,p(u)ωi
(2.1)
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where p is the degree of the curve, Ni,p the basis functions, Pi the control points, A = n+1
the number of control points, ωi the weights and u the parameter taking its values in
the knot vector U . The knot vector U has A+p+1 knots and the first knot and the last
knot are of multiplicity p+ 1 (U = {u0, . . . , u0︸ ︷︷ ︸
p+1
, u1, . . . , un−1, un, . . . , un︸ ︷︷ ︸
p+1
}). Therefore the
number of nodes is directly linked to the degree of the curve and the number of control
points. The multiplicity of the first and last nodes are also linked to the degree of the
curve. The multiplicity of a node is the number of times it appears in the knot vector.
The basis functions are defined by the Cox-De Boor recursion formula [42, 43]:
Ni,0(u) =
{
1 if ui ≤ u < ui+1
0 otherwise
(2.2)
Ni,p(u) =
u− ui
ui+p − uiNi,p−1(u) +
ui+p+1 − u
ui+p+1 − ui+1Ni+1,p−1(u), with p ∈ N
∗ (2.3)
Figure 2.1: Example of a NURBS curve (red) and its control points (black circles)
forming its convex hull (black lines)
The example given in Figure 2.1 shows a NURBS curve of order 4 (the order of a p-degree
NURBS is p + 1), with its 5 control points. The knot vector and the weights are the
following : U = {0, 0, 0, 0, 0.5, 1, 1, 1, 1}, W = {1, 4, 1, 1, 1}. The set of segments binding
the control points is called the control polygon. An important property of NURBS is
that the curve (surface) lies inside the control polygon (this is called the convex hull
property). Figure 2.1 shows that the curve is stretched by the control points having a
weight of 4 (upper control point).
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Following the definition given by (2.1), a NURBS surface S is simply the tensor product
of two NURBS curves and can be defined as follows:
S(u, v) =
∑m
i=0
∑n
j=0Ni,p(u)Nj,q(v)ωijPij∑m
i=0
∑n
j=0Ni,p(u)Nj,q(v)ωij
(2.4)
where p and q are the polynomial degrees in the u and v directions, Ni,p and Nj,q the
basis functions in the u and v directions, Pij the control points, M = m+1 and N = n+1
the numbers of control points in the u and v directions, ωij the weights and u and v the
parameters taking their values in the U and V knot vectors. The latters are constructed
in the same way as mentionned previously in the NURBS curve definition.
Figure 2.2: Example of a NURBS surface (blue) and its control points (red circles)
forming its convex hull (red lines)
2.1.2 Definition of rational Bezier curves and surfaces
The definition of a rational Bezier curve D is as follows:
D(u) =
∑n
i=0Bi,n(u)ωiPi∑n
i=0Bi,n(u)ωi
0 ≤ u ≤ 1 (2.5)
where n is the degree of the curve, Pi the control points, A = n + 1 the number of
control points, ωi the weights and Bi,n the Bernstein polynomials defined by the following
formula:
Bi,n(u) =
n!
i!(n− i)!u
i(1− u)n−i (2.6)
The main difference between a rational Bezier and a NURBS curve or surface is therefore
the basis functions. We can also notice that NURBS are piecewise polynomials. These
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differences imply that rational Bezier curves usually need a higher degree than NURBS
curves in order to fit complex shapes (a degree n is needed to fit n + 1 data points).
Moreover a change in control point will affect all the Bezier curve whereas the NURBS
curve will only be modified locally. That is the reason why NURBS curves are more
used in general.
Analogously to NURBS, we can define a rational Bezier surface as:
B(u, v) =
∑m
i=0
∑n
j=0Bi,m(u)Bj,n(v)ωijPij∑m
i=0
∑n
j=0Bi,m(u)Bj,n(u)ωij
0 ≤ u, v ≤ 1 (2.7)
where m and n are the degrees of the surface in u and v directions, Pij the control points,
M = m+ 1 and N = n+ 1 the numbers of control points in the u and v directions, ωij
the weights and Bi,m and Bj,n the Bernstein polynomials.
An important property of NURBS is the following: A NURBS curve (surface) that do
not have any interior knot is a rational Bezier curve (surface) as the Ni,p(u) reduce to
the Bi,n.
2.1.3 Derivatives of NURBS
The kth derivative of the NURBS basis function Ni,p with p >= k is given by:
N
(k)
i,p (u) =
p!
(p− k)!
k∑
j=0
ak,jNi+j,p−k (2.8)
with
a0,0 = 1
ak,0 =
ak−1,0
ui+p−k+1−ui
ak,j =
ak−1,j−ak−1,j−1
ui+p+j−k+1−ui+j j = 1, · · · , k − 1
ak,k =
−ak−1,k−1
ui+p+1−ui+k
Expressing the definition of a NURBS curve differently:
C(u) =
∑n
i=0Ni,p(u)ωiPi∑n
i=0Ni,p(u)ωi
=
A(u)
w(u)
the kth derivative of a p-degree NURBS curve with p >= k can be obtained by the
following formula:
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C(k)(u) =
Ak(u)−∑ki=0
(
k
i
)
w(i)(u)C(k−i)(u)
w(u)
(2.9)
with A(k)(u) =
n−k∑
i=0
Ni,p−k(u)ωiP
(k)
i
and P
(k)
i =
 Pi k = 0p−k+1
ui+p+1−ui+k
(
P
(k−1)
i+1 − P (k−1)i
)
k > 0
Analogously, we can express the NURBS surface definition as follows:
S(u, v) =
∑m
i=0
∑n
j=0Ni,p(u)Nj,q(v)ωijPij∑m
i=1
∑n
j=1Ni,p(u)Nj,q(v)ωij
=
A(u, v)
w(u, v)
Then the k-l derivative of a NURBS surface of degree p and q with p ≥ k and q ≥ l can
be obtained by the following formula:
S(k,l) =
1
w
A(k,l) − k∑
i=1
(
k
i
)
w(i,0)S(k−i,l) −
l∑
j=1
(
l
j
)
w(0,j)S(k,l−j)
−
k∑
i=1
(
k
i
)
l∑
j=1
(
l
j
)
w(i,j)S(k−i,l−j)
 (2.10)
with A(k,l) =
m∑
i=0
n∑
j=0
N
(k)
i,p N
(l)
j,qPi,j
2.1.4 Knot insertion and NURBS subdivision
The knot insertion is a key tool of NURBS [39]. It consists in inserting the knot value
u into the knot vector U of a NURBS curve C, with u0 ≤ u ≤ un (Figure 2.3). The
knot value u can be inserted multiple times until its multiplicity reaches the order of
the curve (m(u) = p + 1). This process is the base of NURBS subdivisions. Once the
knot value has a multiplicity equal to the order of the curve, the curve can been splitted
into two sub-curves at this knot value u. The same process can be applied to NURBS
surfaces, giving four new sub-surfaces. Thus, coupling this process with the property
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(a) (b)
Figure 2.3: NURBS curve (a) as presented previously in Figure 2.1 and curve (b)
with its new control points (the knot value 0.2 has been inserted once)
Figure 2.4: The two Bezier sub-curves obtained from the NURBS presented in Figure
2.1 by knot insertion (knot 0.5 has been inserted three times)
given into section 2.1.2, it is possible to subdivide a NURBS curve (surface) into a set
of rational Bezier curves (surfaces) (Figure 2.4).
Inserting a knot has not only an impact on the knot vector U , it also modifies the
control points (Figure 2.3). Indeed given a NURBS curve C(u) =
∑n
i=0 Ni,p(u)ωiPi∑n
i=0Ni,p(u)ωi
, we
can express it in its homogeneous form:
Cw(u) =
n∑
i=0
Ni,p(u)P
w
i , with P
w
i = ωiPi
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We have seen that the new knot vector becomes U = u0, ..., u, ..., un. The new expression
of the curve is: Cw(u) =
∑n+1
i=0 Ni,p(u)Q
w
i . The new control points can be obtained as
follows:
Qwi = αiP
w
i + (1− αi)Pwi−1
where αi =

1 i ≤ k − p
u−ui
ui+p−ui k − p+ 1 ≤ i ≤ k
0 i ≥ k + 1
and k is the index of the greatest knot of U such that uk ≤ u.
Inserting a knot into a NURBS surface is not far more complex. The same algorithm is
used. The desired knot is inserted into the knot vector U or V of the surface S. Then
suppose we want to insert knot u into U , thus a knot insertion is performed on the n+ 1
columns of the control points Pij , resulting in a new control points sequence Qij , with
i ≤ m+ 2 and j ≤ n+ 1. Analogously inserting v into V consists in a knot insertion on
the m+ 1 lines of the control points Pij , resulting in a new control points sequence Qij ,
with i ≤ m+ 1 and j ≤ n+ 2.
2.1.5 Computing the product of two NURBS
Computing the product between two NURBS curves or surfaces is very useful, in par-
ticular for computing the distance between a point and a NURBS. In this case the self
product of the NURBS is computed.
Given two NURBS curves c and d of degree p and q:
c(u) =
∑nc
i=0 Ni,p(u)ω
c
iP
c
i∑nc
i=0Ni,p(u)ω
c
i
d(u) =
∑nd
i=0Ni,q(u)ω
d
i P
d
i∑nd
i=0Ni,q(u)ω
d
i
the target is compute the dot product: h(u) = c(u).d(u) =
∑nh
i=0 Ni,p+q(u)ω
h
i P
h
i∑nh
i=0Ni,p+q(u)ω
h
i
The first step consists in computing the knot vector T of h. This can be done by rescaling
the knot vectors R and S of c and d to the same parameter interval. Then each knot of
R and S are copied into T with the following multiplicity:
m =

q +mR if mS = 0
p+mS if mR = 0
max(q +mR, p+mS) otherwise
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where mR and mS are the multiplicities of the corresponding knot in R and S. The
second step decomposes c and d into a set of rational bezier curves. Then the products
between the Bezier curves is performed [44]:
P h,bk =
min(p,k)∑
l=max(0,k−q)
(
p
l
)(
q
k − l
)
(
p+ q
k
) P c,bl P d,bk−l k = 0, . . . , p+ q
where P h,bk , P
c,b
k and P
d,b
k are the k
th control point of Bezier curve b. Finally the rational
Bezier curves are recomposed to form the desired NURBS function h.
A similar technique can be extended to compute the dot product Z between two NURBS
surfaces X and Y of degree pX , qX and pY , qY . The approach is the same than for
NURBS curves and the coefficients are computed as follows:
PZ,bk,l =
min(pX ,k)∑
i=max(0,k−pY )
min(qX ,l)∑
j=max(0,l−qY )
(
pX
i
)(
pY
k − i
)(
qX
j
)(
qY
l − j
)
(
pX + pY
k
)(
qX + qY
l
) PX,bi,j P Y,bk−i,l−j
with k = 0, . . . , pX + pY and l = 0, . . . , qX + qY
A more detailed algorithm for the product of NURBS curves or surfaces can be found
in [45].
2.2 Computing the distance to NURBS: a survey
Computing the minimum distance to NURBS is a complex problem that has already
been treated and is still under research. It is used mainly for robotics, computer vi-
sion and geometric modeling, especially for selecting curves (surfaces), curve (surface)
fitting problems or reconstructing curves (surfaces). This problem be can found in the
litterature but has not been treated extensively as its complexity would justify.
Consider a NURBS curve C and a point P both lying in <a, a ∈ {1; 2; 3}. Then
the minimum distance problem consists in finding the point Pp on C such that ‖−−→PPp‖
minimizes the distance d between P and C. In other words, find the parameter u∗ such
that d = ‖C(u∗)− P‖ = min
u∈U
(‖C(u)− P‖), where U is the knot vector of C. Now from
a simple geometric analysis we can state that the projected point Pp that corresponds
to the parameter u∗ on the curve C must satisfy the following equation:
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f(u) = (C(u∗)− P ) .C ′(u∗) = 0 (2.11)
where C
′
(u) is the first derivative of C. This equation means that the closest point to
P on the curve C is the orthogonal projection of P on C (Figure 2.5a). Finding the
minimum distance to C is therefore reduced to solving equation (2.11). The solution
of equation (2.11) can be computed by using an iterative numerical method. All the
complexity of the problem resides here. First, special cases have to be treated for which
equation (2.11) is not satisfied. This occurs when the closest point is an extremity of
the curve (Figure 2.5b). Second, depending on the starting guess value of the iterative
algorithm, the returned closest point may have multiple possible values (Figure 2.5c).
Thus finding the minimum distance between a point and NURBS has two main steps:
1. find a good initial guess on the curve
2. find the solution with an iterative method.
(a) (b)
(c)
Figure 2.5: Different cases for the point projection problem. (a) The orthogonal
projection of point P on C is the closest closest point. (b) The closest point is an
extremity of the curve. (c) example of multiple solutions for orthogonal projection
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2.2.1 Finding a good initial guess
Here we present attractive methods from the litterature used to find a good starting point
for the iterative numerical method. This point is crucial for finding the closest point
to a NURBS. Starting with an inappropriate guess value has two dramatic drawbacks.
First, the iterative algorithm will do a lot of iterations, resulting in a high computational
cost. Given the fact that we want to compute the distance between all the nodes of the
computational mesh and the NURBS (possibly millions of nodes), a slight difference
in the number of iterations can have a strong impact on the time spent to solve the
distance function. Second, an inappropriate starting value will lead to an undesired
solution (Figure 2.5c).
A method proposed in [39] consists in sampling n points on the NURBS and then choose
the closest one to point P as a starting point for the iterative method. It is also possible
to decompose the NURBS curve into a set of rational Bezier curves as a preparation
phase [46]. Then the closest extremity of all the Bezier curves is taken as a first rough
approximation of the distance. Finally the Bezier curves are subdivided again until they
become flat enough and a check is performed on which one might lie the searched point.
The solution is searched only on these remaining Bezier curves.
This method has been modified in [47]. The authors also decompose the NURBS curve
into a set of rational Bezier segments. Then they check whether the control polygons of
the Bezier curves are valid or not (a valid control polygon has no crossing edge and is
convex). If a control polygon is not valid they subdivide it until it becomes valid. Next
they test if the Bezier curves are flat enough and apply a scalar product criteria between
the test point P and all the Bezier curves to eliminate the unnecessary ones. As a final
stage they take the nearest point of the candidate points lying on the remaining Bezier
curves as an initial guess for the iterative solving. But in [48] a counterexample on this
method is given.
The solution can also be localized by subdividing recursively the NURBS curve [49].
After each split one of the new sub-curve is eliminated by applying a scalar product
criteria. The splitting is done until a flatness condition is satisfied.
In [50] a novel approach is proposed to determine whether or not a NURBS sub-
curve owns a unique solution. The authors first compute the squared distance function
(C(u)− P )2. Then they use an elimination circle and the squared distance function to
eliminate the unnecessary curve parts. The squared distance function is very useful to
determine if the solution is unique on a parameter interval. The uniqueness of the solu-
tion can be statued if the squared distance function has a u-shape, thus the minimum of
the function is a global minimum. This function is computed by the algorithm described
in section 2.1.5. This clipping technique is revisited in [51]. The elimination circle is
replaced by a square and a coupling is done with the criterion given in [49].
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Finally, all these methods aim at eliminating the parts or the parameter intervals of the
curve that do not contain the closest point. Most of them are adaptable to NURBS
surfaces.
2.2.2 Iterative methods to solve the point-distance to a NURBS
In this section we present iterative methods to find the closest point P to a NURBS
curve C. We do not pay attention to the initial guess value but only to the method for
solving equation 2.11. All these methods are general methods for finding the root of an
equation and can be generalized for finding the closest point to any parametrized curve.
2.2.2.1 First order method
The first order method is a geometric iteration method. An exhaustive presentation of
the method can be found in [52]. We just give here the guidelines of the algorithm. It
uses the first derivative of the curve to compute the starting point for the next iteration.
Here we are looking for the closest point of P on C, and the intial guess value is C(u0).
We want to find the next parameter value u1 of C so that C(u1) is closer to P than
C(u0). Projecting point P onto the tangent line of C at parameter value u0 gives a point
Q that can be expressed as follows:
Q = C(u0) + ∆u.C
′
(u0) + o
(
∆u2
)
Therefore the method is linear and an expression of ∆u can be found, thus we can
compute the next parameter value u1 (Figure 2.6). The outline of the algorithm is as
follows:
First order method for parametric curves
1. compute the first derivative of C at parameter u = u0
2. project point P onto the line C
′
(u0) to obtain point Q
3. compute ∆u =
〈
C
′
(u0),Q−C(u0)
〉
〈C′ (u0),C′ (u0)〉 [52]
4. update u1 = u0 + ∆u
5. iterate until ∆u becomes lower than a given tolerance or until the angle ̂(C ′(u0), Q− P )
is close enough to 90˚ .
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Figure 2.6: Outline of the first order method for projecting a point P on a curve C
The first order method is adaptable for computing the closest point to a surface S.
Given the initial parameters u0 and v0, point P is projected onto the plane formed by
S,u(u0, v0) and S,v(u0, v0), where S,u and S,v are the first derivatives of S in the u and
v directions. Thus Q can be expressed as follows:
Q = S(u0, v0) + ∆uS,u(u0, v0) + ∆vS,v(u0, v0)
Multiplying by S,u(u0, v0) and S,v(u0, v0) we get:
〈S,u(u0, v0), S,u(u0, v0)〉∆u+ 〈S,v(u0, v0), S,u(u0, v0)∆v〉 = 〈Q− S(u0, v0), S,u(u0, v0)〉〈S,u(u0, v0), S,v(u0, v0)〉∆u+ 〈S,v(u0, v0), S,v(u0, v0)∆v〉 = 〈Q− S(u0, v0), S,v(u0, v0)〉
(2.12)
Solving this linear system of equation gives ∆u and ∆v and thus yields to the new values
u1 ans v1. The process can be iterated similarly as the curve algorithm. Therefore the
ouline of the alogrithm is the following:
First order method for parametric surfaces
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1. compute the first derivatives in u and v directions of S at parameter values u = u0
and v = v0
2. project point P onto the plane formed by the two vectors S,u(u0, v0) and S,v(u0, v0)
to obtain point Q [52]
3. solve the system (2.12) to obtain ∆u and ∆v
4. update parameter values u1 = u0 + ∆u and v1 = v0 + ∆v
5. iterate until ∆u and ∆v become lower than a given tolerance or until both the
angles ̂(S,u(u0, v0), Q− P ) and ̂(S,v(u0, v0), Q− P ) are close enough to 90˚ .
2.2.2.2 Second order method
The second order method is obtained using an analogous analysis. This method is more
detailed in [52]. We just give here the guidelines of the algorithm. Instead of using a
tangent line of C at parameter C(u0), we compute its curvature circle. The curvature
circle has radius 1κ , with κ the curvature of the circle. The circle is on the side of the
curve where C
′′
(u0) points to. The radius if the circle is equal to:
r =
‖C ′(u0)‖3
det (C ′(u0), C
′′(u0))
Point P is projected onto the curvature circle, giving point Q that can be expressed as
follows:
Q = C(u0) + ∆u.C
′
(u0) +
∆u2
2
.C
′′
(u0) + o
(
∆u3
)
Therefore the method is quadratic and we can find an expression of ∆u and compute
the next parameter value u1 (Figure 2.7). The ouline of the algorithm is as follows:
Second order method for parametric curves
1. compute the first and second derivatives of C at parameter u = u0
2. compute the radius and the center of the curvature circle
3. project point P onto the circle to obtain point Q
4. compute ∆u = r‖C′ (u0)‖ det
(
Q− C(u0), C ′′(u0)
)
[52]
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5. update u1 = u0 + ∆u
6. iterate until ∆u becomes lower than a given tolerance or until the angle ̂(C ′(u0), Q− P )
is close enough to 90˚ .
Figure 2.7: Outline of the second order method for projecting a point P on a curve
C
The second order method is adaptable for computing the closest point to a parametric
surface S. The following operators need to be defined in order to present the method:
n =
Su(u0, v0) ∧ Sv(u0, v0)
‖Su(u0, v0) ∧ Sv(u0, v0)‖ , gij = 〈Si, Sj〉 , hij = 〈n, Sij〉
The point P can be expressed as follows:
P = S(u0, v0) + λuS,u(u0, v0) + λvS,v(u0, v0) + νn
Multiplying by S,u(u0, v0) and S,v(u0, v0), we get:
〈S,u(u0, v0), S,u(u0, v0)〉λu + 〈S,v(u0, v0), S,u(u0, v0)λv〉 = 〈Q− S(u0, v0), S,u(u0, v0)〉〈S,u(u0, v0), S,v(u0, v0)〉λu + 〈S,v(u0, v0), S,v(u0, v0)λv〉 = 〈Q− S(u0, v0), S,v(u0, v0)〉
Therefore, λu and λv can be computed as solution of this regular system of linear equa-
tions. Then the normal curvature at point S(u0, v0) with normal vector λuSu(u0, v0) +
λvSv(u0, v0) is given by:
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κ =
huuλ
2
u + 2huvλuλv + hvvλ
2
v
guuλ2u + 2guvλuλv + gvvλ
2
v
The curvature circle at point S(u0, v0) has radius
1
κ and its center is S(u0, v0)+rn. Thus
we can project point P onto the curvature circle to obtain point Q. Then the new guess
parameter values are computed with point Q. The outline of the algorithm is as follows:
Second order method for parametric surfaces
1. compute the first derivatives of S in the u and v directions at parameter values
u = u0 and v = v0
2. compute n, λu and λv
3. compute the curvature κ
4. project point P onto the curvature circle to obtain point Q
5. compute t =
√
2r det(λuSu(u0,v0)+λvSv(u0,v0),Q−S(u0,v0))‖λuSu(u0,v0)+λvSv(u0,v0)‖
6. update u1 = u0 + ∆u and v1 = v0 + ∆v with ∆u = tλu and ∆v = tλv
7. iterate until ∆u∆v becomes lower than a given tolerance or until both the angles
̂(Su(u0, v0), Q− P ) and ̂(Sv(u0, v0), Q− P ) are close enough to 90˚ .
2.2.2.3 Newton-Raphson method
The well-known Newton-Raphson method is famous thanks to its rate of convergence
which is quadratic. This method is well presented in [39, 53]. Its main drawback is the
possible convergence to a local minimum or maximum, as already mentioned previously
(Figure 2.5c), depending on the initial guess value. Geometrically, the method consists
in finding the intersection of the tangent of the function at the guess value and the
zero-value axis. The next parameter is the one corresponding to the intersection. The
method is applied to find the closest point to a NURBS curve in [39]. The guidelines
are the following.
Given the function f(u) = (C(u)− P ) .C ′(u), we try to find the root of this function.
We start from the initial guess point C(u0). Thus the Newton-Raphson method gives:
u1 = u0 + ∆u, with ∆u = − f(u0)
f ′(u0)
= − (C(u0)− P ) .C
′
(u0)
(C ′(u0))
2
+ (C(u0)− P ) .C ′′(u0)
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Therefore the outline of the algorithm is as follows:
Newton-Raphson method for parametric curves
1. compute f(u0) and f
′
(u0)
2. compute ∆u and update u1 = u0 + ∆u
3. iterate until ∆u ≤  or f(ui) ≤ , with  being a prescribed tolerance.
The method can be easily extended to compute the minimum distance between a point
P and a NURBS surface S and the problem statement is the following [53]:
{
a(u, v) = (S(u, v)− P ).Su(u, v) = 0
b(u, v) = (S(u, v)− P ).Sv(u, v) = 0
(2.13)
The problem is transformed by solving iteratively the following system:
[
a,u(ui, vi) a,v(ui, vi)
b,u(ui, vi) b,v(ui, vi)
][
∆u
∆v
]
=
[
−a(ui, vi)
−b(ui, vi)
]
(2.14)
where au, av, bu and bv are the partial derivatives respectively in the u and v directions
of a and b. Replacing (2.13) in (2.14) yields:
Ji.
[
∆u
∆v
]
=
[
−(S(ui, vi)− P ).S,u(ui, vi)
−(S(ui, vi)− P ).S,v(ui, vi)
]
(2.15)
with Ji =

‖S,u(ui, vi)‖2 + (S(ui, vi)− P ).S,uu(ui, vi)S,u(ui, vi).S,v(ui, vi)
+(S(ui, vi)− P ).S,uv(ui, vi)
S,u(ui, vi).S,v(ui, vi) + (S(ui, vi)− P ).S,vu(ui, vi)‖S,v(ui, vi)‖2
+(S(ui, vi)− P ).S,vv(ui, vi)

(2.16)
Finally the parameters are computed by solving the following system:[
ui+1
vi+1
]
=
[
∆u
∆v
]
+
[
ui
vi
]
(2.17)
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Thus the outline of the algorithm is the following:
Newton-Raphson method for parametric surfaces
1. compute a(u0, v0), b(u0, v0) and J0
2. compute ∆u and ∆v by solving system (2.16)
3. update u1 = u0 + ∆u and v1 = v0 + ∆v
4. iterate until u1 and v1 do not change significantly or both equations in (2.13) are
satisfied under a given precision
2.2.2.4 Hybrid Newton-Raphson method
The main drawback of the Newton-Raphson method is its poor global convergence prop-
erty. The method may converge to a local extremum depending on the starting value.
It is possible to improve this convergence property by combining the Newton-Raphson
with the bisection method, therefore yielding to a hybrid method [54]. The algorithm
uses the bisection method when Newton-Raphson find a solution out of bounds or when
it does not converge rapidly enough.
The outline of the algorithm is the following:
Hybrid Newton-Raphson method for parametric curves
1. given a specified parameter interval [a, b], with f(a) < f(b), compute f(a), f(b),
f(ui) and f
′
(ui) (equation (2.11))
2. if
[
(ui − f(b)) .f ′(ui)− f(ui)
] [
(ui − (f(a), f(b)) .f ′(ui)− f(ui)
]
> 0
or |2f(ui)| > |∆ui−1.f ′(ui), go to step 3 (Newton-Raphson is out of range or not
decreasing fast enough). Otherwise go to step 4
3. compute ∆ui =
1
2 (f(b)− f(a), f(b))) and update ui+1 = f(a) + ∆ui. Go to step
5
4. compute ∆ui = − f(ui)f ′ (ui) and update ui+1 = ui + ∆ui. Go to step 5
5. update a or b, if f(ui+1) < 0 a = ui+1, otherwise b = ui+1
6. iterate until ∆ui becomes lower than a prescribed precision.
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2.2.2.5 Brent-Dekker method
Similarly to the hybrid Newton-Raphson method, the Brent-Dekker method uses a com-
bination of several methods to improve and optimize the reliability and the rate of con-
vergence [54]. It is a mix of the bisection and the secant methods and inverse quadratic
interpolation. Brent’s method capitalizes on the superlinear rates of convergence of
the inverse quadratic interpolation and the secant method while keeping the sureness
of the bisection method. Brent has prooved that the method converges as long as the
given interval of the treated function contains a root. The outline of the method is the
following:
Brent-Dekker method for parametric curves
1. given a specified parameter interval [a, b], with |f(a)| > |f(b)|, compute f(a), f(b)
and set c = a
2. if f(a) 6= f(c) and f(b) 6= f(c) then use inverse quadratic interpolation:
s = af(b)f(c)(f(a)−f(b))(f(a)−f(c)) +
bf(a)f(c)
(f(b)−f(a))(f(b)−f(c)) +
cf(a)f(b)
(f(c)−f(a))(f(c)−f(b))
otherwise use secant method:
s = b− f(b) b−af(b)−f(a)
3. if s /∈ [3a+b4 , b] or |s− b| ≥ |b−c|2 then use bisection method s = a+b2
4. iterate until f(b), f(s) or |b− a| becomes lower than a prescribed precision.
This method is very powerful for a one-dimensional root-finding when only the values
of the function, and not the ones of its derivatives, are available. For example it can be
used to find the minimum value of the squared distance function.
2.2.2.6 Biarc approximation method
The biarc approximation is an iterative geometric method analogous to the first and
second order methods. It has been developed by [55]. Unlike Newton-Raphson and Brent
methods, it is very specific to the point projection and inversion onto planar parametric
curves. For each iteration, a local biarc is contructed at the guess point and point P
is projected onto this biarc. The method takes advantage of the iterative algorithms
mentioned above (first order, second order and Newton-Raphson) by correcting the
iterative solutions thanks to the biarc approximation.
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A biarc is constituted by two circular arcs, having the same length in that case. Its
contruction can be done by simply defining boundary conditions, i.e its two ending
points and the tangents at these two points. The outline of the biarc approximation
method is as follows:
Biarc method for parametric curves
1. given u0 compute u1 using a step of first order, second order or Newton-Raphson
method
2. compute C(u0), C(u1), C
′
(u0) and C
′
(u1)
3. construct the biarc defined by C(u0), C(u1), C
′
(u0) and C
′
(u1)
4. project point P onto the biarc to obtain point Q and its corresponding parameter
s on the biarc
5. correct ∆u = u1 − u0 by ∆u = s∆t
6. iterate until ∆u becomes lower than a given tolerance or until the angle ̂(C ′(u0), Q− P )
is close enough to 90˚ .
2.3 Conclusion
In this chapter we have introduced the NURBS which are piecewise-polynomial paramet-
ric functions used in various domains, especially for geometric representations. Their
main advantage is their ease of manipulation while possibly representing any geome-
try. The basic operations of NURBS are mainly knot insertion, patches subdivision and
multiplication. All these operators are used in the litterature in order to compute the
distance from a point to a NURBS curve or surface, and more precisely to find a good
initial guess value to solve the distance problem. Otherwise the iterative method may
converge to a local minimum instead of a global one if the problem has multiple solutions.
Moreover this minimizes the number of iterations to find the solution and thus reduces
the computationl cost. As the objective is to compute the distance between a point and
NURBS curves or surfaces for all the nodes of a computational mesh (possibly millions
of nodes), every computational time saving is crucial. Various iterative methods can be
used to find the closest point to a curve or surface. The iterative methods presented
above have been developed and the tests results are provided in the next chapter.
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Re´sume´ franc¸ais
Dans ce chapitre sont pre´sente´es les fonctions NURBS. Ces fonctions mathe´matiques
parame´triques et polynomiales par morceaux furent invente´es dans les anne´es 1950 [40,
41] pour repre´senter des formes complexes tels que les care`nes de bateau ou les carosseries
des voitures. Aujourd’hui elles sont la base de nombreux logiciels de conception assiste´e
par ordinateur (CAO). Leur principal avantage est qu’on peut modifier localement leur
forme en bougeant simplement un point de controˆle sans affecter le reste de la courbe
ou de la surface.
Afin d’immerger des courbes ou surfaces NURBS dans les simulations nume´riques, il
est ne´cessaire de calculer une fonction distance par rapport a` ces courbes ou surfaces
analytiques. Les outils de base permettant ce calcul tels que l’insertion de noeuds, la
subdivision, la de´composition en courbes ou surfaces de Be´zier rationnelles ou le produit
de deux NURBS sont de´crits [39] dans la section 2.1.
Le calcul de la distance entre un point et une courbe NURBS peut-eˆtre assimile´ a` un
proble`me de re´solution d’e´quation. Le but e´tant de trouver la racine de l’e´quation (2.11).
Plusieurs me´thodes sont accessibles dans la litte´rature pour re´soudre ce proble`me. Elles
consistent pour la plupart a` re´soudre l’e´quation (2.11) par une me´thode ite´rative. Il est
donc ne´cessaire dans un premier temps de trouver une valeur initiale judicieuse pour la
me´thode ite´rative. Si la valeur initiale est trop loin de la solution, la me´thode ite´rative
risque fortement de diverger ou de converger autour d’un minimum local si la solution
est multiple (Figure 2.5). La majorite´ des auteurs propose donc de subdiviser la courbe
NURBS en courbes rationnelles de Be´zier et d’e´liminer les sous-courbes ne contenant
pas la solution. Ainsi on s’affranchit d’une possible convergence vers un minimum local
et on minimise le nombre d’ite´rations de la me´thode ite´rative. Sachant que le calcul de
distance entre un point et une NURBS doit eˆtre effectue´ pour chaque noeud du maillage
de calcul (potentiellement plusieurs millions), le moindre gain en temps de calcul est
significatif. La me´thode ite´rative la plus re´pendandue est celle de Newton-Raphson [39]
mais d’autres me´thodes tels que la me´thode de Brent [54] ou celle de l’approximation
par Biarc [55] sont e´galement utilise´es.
Chapter 3
Immersed NURBS Method
In this chapter we present the method developed to immerse CAD objects. Indeed, in
CAD files, each object is commonly characterized by NURBS curves or surfaces. The
standard file format used to deal with CAD is the IGES format, which stands for Initial
Graphics Exchange Specification. This file format has been created in the 1980s to
exchange graphics and geometry data. It is widely used by the community and is a
standard format in all CAD softwares. The reader is invited to read more about IGES
in [39, 56]. We use the GoTools library to read iges files and perform basic operations on
NURBS. The GoTools library is developed by SINTEF, which is a research organisation
in Scandinavia (http://www.sintef.no/Projectweb/Geometry-Toolkits/GoTools).
The first section of this chapter introduces the level-set function and explains different
ways to compute this function (relatively to simple analytical objects or complex ob-
jects represented by a surface mesh). In section 2 the new Immersed NURBS Method
is presented. Methods and results are shown to find a good initial guess for the dis-
tance iterative solving of the distance between a point and a NURBS. Different iterative
methods presented in Chapter 2 are also developed and tested.
3.1 Level-set
3.1.1 Level-set and surface mesh
The level-set function was introduced in [57]. This function is used in many fields, like
image processing, computer graphics, computational geometry, optimization, numerical
modelling, etc... In the field of computational mechanics it is used to locate the interface
between a fluid and a solid. Its target is to describe the interface between several bodies.
The level-set function gives at any node of the computational mesh the minimum distance
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to a structure. This distance takes a negative sign if the node is outside of the solid.
Figure 3.1 illustrates the immersed volume method and shows the level-set of a circle.
Figure 3.1: Immersion of a circle: the zero isovalue of the level-set in red and the
mesh (left), and the level-set function (right)
Therefore the computation of the level-set consists in getting the distance relatively
to the body (for example the circle) at every nodes of the mesh. Thus for analytical
functions like the one presented in Figure 3.1, its computation is obvious and reads at
any node:
α (~x) = R−
d∑
i=1
√
x2i
where α is the level-set, R the radius of the circle, d the dimension of the space and ~x
the coordinates of the node.
On the other hand if the geometry of the immersed body is more complex we do not have
the analytical function to compute the level-set (Figure 3.2). Thus the common way to
immerse the body is to build its surface mesh, and then compute the distance relatively
to this surface mesh. In fact for every node of the computational mesh, the distance
between the node and each facet of the surface mesh is computed. Then the closest
facet is selected and the sign of the distance is calculated depending on the normal of
the facet. Obviously such an algorithm is time consuming because it has order of O
(
n2
)
time complexity. A faster algorithm is presented in [25]. The computational mesh is
segmented in hierarchical boxes, and the facets of the surface mesh are stored in these
boxes. Thus, depending on which box the node belongs to, only the distance to the
facets situated in the box in question is computed. Therefore unnecessary operations
are avoided. The order of time complexity of such an algorithm is O (n log n). This
method has been developed in Thost, and we have chosen to use it when immersing
surface meshes.
The computation of the distance between a node and a facet of a surface mesh (i.e. a
triangle in 3D) mainly consists in finding in which area of the seven ones lies the node
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Figure 3.2: Immersion of a ship hull: its surface mesh (left), and the zero isovalue of
the level-set in red and the computational mesh (right)
relatively to the triangle (Figure 3.3). The distance calculation depends on this area
[53]. In addition to the distance, a quality parameter is also computed [25].This quality
parameter compares the computed distance to the facet with the projected distance
relatively to the normal of the facet. The smaller this difference, the better the quality.
The segmentation into areas is useful, thereby the distance from a node to a triangle is
not done by projecting the node onto the triangle normals, and thus the triangle vertices
and edges can be the solution of the projection. Therefore the projection of the node is
always on the triangle.
Other methods to compute the distance to a surface mesh are available in the litterature.
An interesting survey is developed in [58]. An attractive method is presented in [59].
The principle is to start from the nodes of the computational mesh positioned at the
interface of the immersed object. The distance of the nodes belonging to these elements
is then computed and propagated to the other elements thanks to the Eikonal equation:
(
n∑
i=1
N2,i
)
d2 +
(
n∑
i=1
diN,i
)
2d+
(
n∑
i=1
N2,i − 1
)
= 0
with di =
∑n
k=1 dnkNk,i, d being the distance to be calculated at the node in question,
N,i the derivative of the basis functions relatively to the i-direction, n the number of
nodes of the element, dnk the known distance at node k and Nk,i the derivative of the
basis function at node k relativeky to the i-direction. Thanks to this equation it is
possible to find the distance from the node to the interface. Step by step the iteration
is done over all the elements, thus the distance function propagates. Note that, as the
method starts with the nodes positioned at the interface (i.e. having a distance equal to
zero), it restricts to cases where the interface passes exactly through the element nodes.
Although immersing objects by their surface mesh (commonly .stl files) is generic, we
emphasize that the precision of the level-set is highly dependent on the quality of the
surface mesh. Obviously, a coarse surface mesh will imply a poor level-set precision
compared to the initial CAD geometry of the object. More than that, after building the
CAD of the object, generating the surface mesh requires time and specific knowledge.
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Therefore immersing directly the CAD geometry would lead to a significant gain in the
accuracy of the level-set as well as a more generic way to set up a physical problem,
which strengthens the phylosophy of immersion techniques.
Figure 3.3: Scheme of the areas of a triangle in which a node P can lie
3.1.2 Level-set and NURBS
This section describes the new NURBS immersion technique. It computes the distance
function from any point of the computational mesh to the NURBS to obtain the zero
iso-value of this function. The computation of the distance mainly relies on patching the
NURBS functions [38] and using a Newton method [39]. Although, many methods and
techniques have been already developed to compute the distance to NURBS functions
(see Chapter 2), none of them has been used to compute level-set functions for immersed
objects needed to solve FSI problems. Computing the level-set to NURBS based objects
consists in computing the distance function at each node of the computational mesh.
The main steps are to find a good initial guess for the iterative method and then perform
this iterative method to find the distance. Finaly the distance has to be signed.
3.1.2.1 The closest point problem
We have implemented and tested several of the methods described previously. All these
methods can be found in the litterature, they are not new, but to our knowledge this
is the very first time they are used to compute level-sets of immersed structures. To
compute the level-set of an immersed object which is represented by NURBS functions,
we need to compute the distance from every node of the computational mesh to the
NURBS functions, and then sign it. Finding the distance from a point (i.e. a node in
our case) to NURBS can be done by solving the closest point problem (Equation (2.11)),
which in fact can be seen as a root finding problem [53].
This kind of equations can be solved using iterative methods like the ones presented
in Chapter 2. It is obvious that the efficiency, the reliability and the computational
cost of these methods are highly dependent on the initial guess value. The closer this
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value to the solution is, the more stable and faster is the convergence. We recall that
the distance is computed for every node of the computational mesh, which can have
millions of nodes. Therefore finding a good initial guess value is crucial in order to save
computational time. Different methods for finding a good initial guess are presented
thereafter.
3.1.2.1.a Bezier patches decomposition
To ensure that Equation (2.11) has always a solution we first check if the extremities
of the NURBS curve or surface do not include the closest point (Figure 3.4). Therefore
we use the useful criterion given in [49]. This criterion based on simple scalar products
defines an area where the extremities of the curve are the closest point (Figure 3.4). The
criterion is defined as follows:
Algorithm 1 Extremity criterion
if ∀ i ∈ [0,n] P0Pi.PP0 ≥ 0 then
P0 is the closest point
else if ∀ i ∈ [0,n] PnPi.PPn ≥ 0 then
Pn is the closest point
end if
P being the query point (node of the computational mesh) and Pi the control points
of the NURBS curve. Therefore we start by checking if the closest point of the curve
(respectively surface) is one of the extremities. If it is the case then the distance is com-
puted automatically. Otherwise the point is on the inner part of the curve (respectively
surface), and Equation (2.11) can be solved.
Figure 3.4: Case of a NURBS curve of order 4 (blue) where the closest point of P on
the curve is one of the extremities (left). The grey zone (right) satisfies the extremity
criteria, with P0 the closest point, Pi being the control points of the curve.
Once the solution has been determined to be on the inner part of the function, we have
to check if the solution is unique. Indeed Equation (2.11) can have multiple solutions, as
shown on Figure 3.5. To avoid this issue we subdivide the function into rational Bezier
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patches. We recall that rational Bezier patches are NURBS functions with no interior
knots (Figure 3.6). The steps of the NURBS subdivision into rational Bezier patches
are presented in Chapter 2.
Figure 3.5: Case of a NURBS curve of order 3 (blue) where Equation (2.11) has
multiple solutions (black arrows).
Figure 3.6: Example of a NURBS curve of order 3 (blue) and its control points (left)
subdivided into four rational Bezier segments (right).
Once we have subdivided the function, we search the solution on each patch, and keep
the smallest distance. The outline of the algorithm is depicted in Algorithm 2.
Algorithm 2 Closest point with Bezier patches decomposition
Check if the closest point is one of the extremities with Algorithm 1
if one of the extremities is the solution then
Compute the distance
else
Subdivide the function into rational Bezier patches
Compute one distance with an iterative method for each patch (the starting value
can be the middle of the patch)
The minimum distance between all patches is the solution
end if
3.1.2.1.b Bezier patches elimination
A method to compute the distance to NURBS functions has been presented in the
previous section. In fact, this method is not optimal as the iterative method is run for
38
each patch of the NURBS. Thus multiple iterations are done for each patch of a NURBS
of an object, knowing that an object can have several NURBS. To avoid unnecessary
computations we use again the method presented in [49].
This time the criterion is not only used to check if one of the extremities of the NURBS
function is the closest point, but also to eliminate the Bezier patches that do not contain
the solution. In fact if the solution is not an extremity of the function, it has to be on
the inner part of the function. Thus it is also on the inner part of a Bezier patch, or
on a cusp of the curve. Therefore we use the criterion on each Bezier patch to check if
the closest point on the patch is one of its extremities. In the case the result is true, it
implies that the solution is not on the inner part of this patch, and thus that the patch
does not contain the solution (Figure 3.7). Therefore the patch is eliminated (Algortihm
3). The outline of the algorithm is presented in Algorithm 4.
Figure 3.7: Example of the patches elimination of a NURBS curve of order 3 (blue).
All the extremities of the patches are tested with Algorithm 1 (left). Only the patch
which extremeties are not the closest point from P remains (right). The solution is
searched only on this patch.
Algorithm 3 Extremity criterion for Bezier patches
if ∀ i ∈ [0,n] Pk,0Pk,i.PPk,0 ≥ 0 then
Pk,0 is the closest point
else if ∀ i ∈ [0,n] Pk,nPk,i.PPk,n ≥ 0 then
Pk,n is the closest point
end if
3.1.2.1.c Bezier patches segmentation
The Methods to compute the distance to NURBS functions presented in the previous
sections work for low order curves or surfaces but encounter issues as the order increases.
Figure 3.8 shows a NURBS curve of order 4 before and after the subdivision step and the
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Algorithm 4 Closest point with Bezier patches elimination
Check if the closest point is one of the extremities of the curve or surface with Algo-
rithm 1
if one of the extremities is the solution then
Compute the distance
else
Subdivide the function into rational Bezier patches
for each patch do
Check if the closest point on the patch is one of the extremities of the patch with
Algorithm 3
if the closest point is not one of the extremities then
Compute the distance to the patch with an iterative method
else
Eliminate the patch of the search list
end if
end for
if all the patches have been eliminated then
for all knots of the NURBS of multiplicity equal to the order do
Compute the distance
end for
end if
The solution is the minimum distance
end if
associated multiple solutions. Despite the subdivision of the NURBS into rational Bezier
patches, both solutions remain on the same patch. Therefore, depending on the initial
guess value, the result returned by the iterative method can be wrong. Subdividing
NURBS into rational Bezier patches is not sufficient enough for computing the distance
function.
Figure 3.8: Example of a NURBS curve of order 4 (blue) and its control points (left)
subdivided into two rational Bezier segments (right). Both solutions remain on the
same patch.
To avoid such an issue, we apply the method presented in [49] which consists in subdivid-
ing the NURBS curve (respectively surface) iteratively into two subcurves (respectively
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four subsurfaces). After each subdivision, we test the patches with the useful criterion
also provided in [49] to eliminate those not containing the solution. The patches are
subdivided iteratively until the control polygon of the patches reach a flatness condition
[47]. In other words the control points of the patches are close enough to a straight line.
The flatness condition  can be the sum of the distances of the control points to the
support curve of the patch:
n−1∑
i=1
d(Pi,P0Pn) <  (3.1)
,where Pi is a control point of the patch and d(Pi,P0Pn) is the distance between Pi and
the segment P0Pn formed by points P0 and Pn. The outline of the general algorithm is
described in Algorithm 5.
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Algorithm 5 Closest point with Bezier patches segmentation
Check if the closest point is one of the extremities of the curve or surface with Algo-
rithm 1
if one of the extremities is the solution then
Compute the distance
else
Subdivide the function at the middle knot
for each patch do
Check if the closest point on the patch is one of the extremities of the patch with
Algorithm 3
if the closest point is one of the extremities then
Eliminate the patch of the search list
else
Subdivide the patch, eliminate the initial one and add both new to the search
list
end if
end for
if the patch search list is empty then
for all knots of the NURBS of multiplicity equal to the order do
Compute the distance
end for
else
for all remaining patches do
Compute the distance to the patch with an iterative method
end for
end if
The solution is the minimum distance
end if
In fact there is an optimal precision for the flatness condition. The smaller this value, the
closer the initial guess to the solution. Because the shorter the Bezier patches, the faster
the iterative algorithm but the slower the subdivision step. Therefore we have tested
the algorithm for several flatness precision values. The results are presented in table
3.1. These computations have been done for NURBS geometries (Figure 3.9) immersed
in a mesh made of 131 nodes. The iterative method used is Newton-Raphson. It shows
that the smaller the flatness parameter, the slower the method. This means that the
subdivision procedure has a significant computational cost compared to the search of the
solution with the iterative method. In fact the subdivision procedure implies NURBS
knot insertions (see Chapter 2) which is definitly time consuming. Figure 3.10 clearly
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shows that as we increase the number of subdivisions of the curve, the percentage of
time taken by the elimination step drastically increases. We notice that this value can
reach more than 90% of the computational time.
(a) (b) (c)
Figure 3.9: NURBS circle (a), rectangle (b) and NACA0012 (c).
Geometry  Computational time (s)
a 0.1 0.02819590
a 0.01 0.07502700
a 0.001 0.18242800
b 0.1 0.00830412
b 0.01 0.00834584
b 0.001 0.00827694
c 0.1 0.12500600
c 0.01 0.20554700
c 0.001 0.33502700
Table 3.1: Computational time in seconds of the distance calculation for different 2D
geometries, and different flatness condition  (Equation 3.1) for 131 points
3.1.2.1.d Squared distance method
Another method is presented in [50, 60]. This method is similar to the one used in [49],
and thus from those presented in the previous sections. It is also based on the test of
the uniqueness of the solution on a patch. In this method a different criterion is used.
This criterion is based on the computation of the squared distance function. In fact for
each patch a squared distance function can be computed. Depending on the shape of
this function, the uniqueness of the solution can be determined. Figure 3.11 shows a
NURBS curve and the point P from which we want to know the distance to the curve.
The squared distance function of the curve c, (c(u)− P )2, is also provided. Note that
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Figure 3.10: Percentage spent by the subdivision and the elimination step versus
the Newton method among the total computational time of the distance relatively to
geometry a for different flatness condition values.
the squared distance function is point dependant. This implies that from a numerical
point of view, the squared distance function cannot be computed as a prephase unlike the
Bezier patches subdivision. Especially when using mesh adaptation, the nodes move and
thus the squared distance function changes as soon as a mesh adaptation is performed.
The method consists in testing the uniqueness of the solution on a patch with the squared
distance function, and then subdividing the patch if the solution is multiple. In fact if
the squared distance function has u-shape, then it means there is only one minimum, and
that this minimum is global, whereas on the example shown in Figure 3.11 the squared
distance function admits two local minimum values. The test of the a u-shape of the
squared distance function can be done by verifying the constant decrease and increase of
the control points values of the squared distance function. The outline of the algorithm
is given in Algorithm 6.
3.1.2.1.e Sampling method
An alternative to all these methods using the subdivision technique is the one presented
in [39]. This method is easier to implement. It consists in sampling a certain number of
points on the NURBS curve or surface (equally or randomly spaced). Then the closest
sample point is chosen as the initial guess of the iterative method (Figure 3.12). The
outline of the method is detailed in Algorithm 7.
In fact, a balance has to be found in order to optimize the rate of convergence of the
algorithm. The more sample points the closer the initial guess to the solution and thus
the faster the iterative method, but the slower the search of the guess point. Therefore
there is an optimal number of points to sample in order to have a optimized algorithm.
We have tested the rate of convergence of the method for several numbers of sample
points on three different geometries presented in Figure 3.13. The results are presented
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Figure 3.11: Example of NURBS curve c of order 4 in blue (top) and its squared
distance function (c(u)− P )2 (bottom).
in table 3.2. All these distance computations have been done using the Newton-Raphson
iterative method. From the results we can see that the fastest computation times for the
two NURBS curves are obtained when using a number of sample points between 50 and
100. We point out that with less than 20 sample points the method is not robust and
provides wrong distance functions. The other information is that the optimal number of
sample points for the NURBS surface is 1000 as the computational time is the fastest.
Again, with less than 1000 sample points the method does not provide the right distance
function. The results presented in table 3.2 have been obtained by sampling the points
equally along the curves of surfaces. We have also tested to sample them randomly but
have not noticed a significant change in the computational times. The repartition of
the computational time with respect to the number of sample points for geometry a is
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Algorithm 6 Closest point with squared distance function
Check if the closest point is one of the extremities with Algorithm 1
if one of the extremities is the solution then
Compute the distance
else
Subdivide the function at the middle knot
for each patch do
Translate the patch from a vector P
Compute the squared distance function of the patch (ck(u)− P )2 with the method
presented in Chapter 2
if the squared distance function has not a u-shape then
Subdivide the patch, eliminate the initial one and add both new to the search
list
end if
end for
if the patch search list is empty then
for all knots of the NURBS of multiplicity equal to the order do
Compute the distance
end for
else
for all remaining patches do
Compute the distance to the patch with an iterative method
end for
end if
The solution is the minimum distance
end if
Algorithm 7 Closest point with sampling method
Sample a number of points on the curve or surface
Find the closest sample point P˜ to the query point P
Find the distance solution with an iterative method by using P˜ as the initial guess
provided in Figure 3.14.
3.1.2.2 Comparison of the selecting methods
As the computational time is a key point of this work, all the methods presented in this
section to select the best initial first guess have been developed and tested (Algorithms
2, 4, 5, 6 and 7). We remind that these methods will be used to immerse each object
of the computation every time the mesh, and thus the level-set change. Therefore it
is essential to optimize the level-set computation by using the fastest and more robust
method.
We have tested all the methods on different NURBS based geometries presented in
Figure 3.15. The target is to check the robustness and the rate of convergence of the
methods for objects formed by one or several NURBS curves or surfaces.
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Figure 3.12: Example of a NURBS curve c of order 4 in blue, a sample of points in
black, the closest point among all the sample points in green, which is thus the initial
guess, and the solution of the closest point on the curve in red.
(a) (b) (c)
Figure 3.13: NURBS circle (a), curve of order 4 (b) and ship hull (c).
# sample points Geometry a Geometry b Geometry c
20 0.00196004 0.00188398 -
50 0.00192809 0.00182009 -
100 0.00195503 0.00179291 -
200 0.0020659 0.00187588 -
500 0.00219607 0.00217986 -
1000 0.00247812 0.0024209 77.4026
1750 - - 77.9146
2500 0.00384283 0.00379419 80.9115
5000 - - 91.4979
10000 0.00986409 0.00977707 106.77
25000 - - 198.618
100000 0.0830529 0.0836859 738.31
Table 3.2: Computational time in seconds of the distance computation for different
2D geometries, and different number of sample points. The mesh used for gemetries a
and b contain each 100 nodes, and 102040 nodes for geometry c.
The results presented in Table 3.3 show that the most competitive method is the sam-
pling method. In fact it is faster to search the closest point among a sample of points
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(a)
(b)
(c)
Figure 3.14: Average time spent per node for the closest sample point search step
(a), the Newton method (b) and average total time (c).
than to do NURBS operations like knot insertion, subdivision. Especially the Squared
distance method is far slower than the other methods as the computation of the self
product of NURBS is a costly operation [51]. As the sampling and the Bezier patches
elemination methods are the most efficient methods, we challenge one to each other for
the computation of the distance relatively to a NURBS 3D object (Figure 3.13 (c)).
The interest here is also to compute the distance to an object made of several NURBS
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(a) (b)
(c) (d)
Figure 3.15: NURBS circle (a), rectangle (b), curve of order 4 (c) and NACA0012
profile (d).
Method Geometry a Geometry b Geometry c Geometry d
Bezier Patches Decomposition 0.00558008 0.004492282 0.005278581 0.046601527
Bezier Patches Elimination 0.00484445 0.002088435 0.004887575 0.032048931
Bezier Patches Segmentation 0.02152358 0.006339023 0.021700833 0.095424427
Squared Distance 0.66955400 0.284027176 0.666665230 4.526911546
Sampling 0.00195503 0.000835374 0.00179291 0.013353721
Table 3.3: Computational time in seconds of the distance computation for different
2D geometries. The meshes used contain each 100 nodes.
surfaces, four in this case. The mesh used to compute the distance to the object contains
102, 040 nodes. The results of Table 3.4 confirm that the sampling method is faster, even
for NURBS surfaces. It also demonstrates that both methods are well parallelized.
# cores Sampling method Bezier Patches Elimination method
1 77.40 160.36
2 39.47 82.19
4 24.76 51.59
8 12.64 26.18
Table 3.4: Computational time in seconds of the distance computation for a geometry
of Figure 3.13 (c). The mesh used for the geometry contains 102, 040 nodes. The
computational time is provided for different numbers of cores
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3.1.2.3 Iterative methods
The first step for computing the distance relatively to a NURBS based object is to find
a good starting value for the iterative method that will be used to compute the distance.
We have implemented and presented a list of selecting methods and have shown that
the best choice is to sample a number of reasonnable points on the NURBS curve (or
surface) and use the closest one to the query point (a node of the computational mesh
in our case) as a starting value of the iterative method. In the previous subsection only
the Newton-Raphson method has been used to compute the distance. In this section,
different iterative methods will be used, comparisons will be made and conclusions will
be drawn. All these methods have been implemented and tested with the geometries
a, b, c and d shown in Figure 3.15. The tests have been done only on 2D geometries,
and only the best method has been implemented in 3D. The results are shown in table
3.5. Recall that the details and the algorithms related to these methods were given in
Chapter 2.
Geometry Brent Hybrid Newton-Raphson Newton-Raphson
a 0.003955805 0.006935996 0.00195503
b 0.001690295 0.002963715 0.000835374
c 0.003627771 0.006360831 0.00179291
d 0.027019899 0.047375925 0.013353721
Geometry First Order Second Order
a 0.004336035 0.00230562
b 0.001852765 0.000985179
c 0.003976471 0.002114427
d 0.029617041 0.015748406
Table 3.5: Computational time in seconds of the distance computation for different
geometries of Figure 3.15. The mesh used for each geometry contains 100 nodes. The
computational time is the sum of the distance computation for the 100 nodes of the
mesh
It is clear that among all the implemented methods the Newton-Raphson remains the
best in terms of computational cost (Table 3.5). The second order method still provides
fast results, then comes the Bent method, the first order method and the hybrid Newton-
Raphson. Moreover we have conducted other accuracy and robustness tests and they
showed that both the Newton-Raphson and the hybrid Newton-Raphson methods are
more robust and provide more accurate results than the three other methods. As it
is the fastest one, we have implemented only the Newton-Raphson method in 3D. The
other reason is that this method is easy to implement in 3D, unlike the first-order, the
second-order and the brent methods.
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3.1.2.4 Computing the sign of the distance
So far we have presented methods to compute the distance relatively to NURBS based
objects, which is the first step to compute their level-sets. The second step consists
in signing the distance in order to check whether the point lies inside or outside the
object. If the point is outside the object, then the distance will take a negative sign and
vice versa. We propose two methods for signing the distance. The first one consists in
defining a point O lying inside the object and computing the scalar product PpP.PpO,
P being the query point (node of the computational mesh) and Pp the closest point of
P on the object boundary (Figure 3.16).
Figure 3.16: Scalar product signing method (left) and intesection signing method
(right)
If the sign of the obtained scalar product is negative, then it means that the point P
is outside the object and the distance takes a negative sign. This method is efficient
and easy to implement but its main drawback lies in the fact that it works only for
convex objects. The second method is more generic and works for any type of objects.
It consists in computing the number of intersections between the edge constituted by
the query point P and the inside point O and the object’s boundary (Figure 3.16). If
the number of intersections is odd, then the distance takes a negative sign.
3.2 Conclusion
In this chapter we have presented a new immersion technique, which is based on NURBS
functions. This method bypasses the generation of a surface mesh as the CAD file is
directly immersed in the computation. It is clearly complementary with anisotropic mesh
adaptation since the adaptation allows to recover the accuracy of the NURBS functions.
Moreover it makes the Immersed Volume Method even more generic and makes the build
up of a fluid structure application easier.
Computing the level-set to NURBS based objects consists in computing the distance
function at each node of the computational mesh. The main steps are to find a good
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initial guess for the iterative method and then to perform this iterative method to find
the distance. Finaly the distance has to be signed. We have presented several methods to
find a good initial guess and have shown that the fastest one is the sampling method. Also
the most efficient iterative method is the Newton-Raphson method. We have presented
2D and 3D results of the method, which is fully parallelized. Finally the outline of the
chosen algorithm regarding the obtained results takes the following form:
1. points on the NURBS curve (respectively surface) are sampled.
2. then we find the closest of these points to the query point (a node of the compu-
tational mesh).
3. compute the distance with the Newton-Raphson method with the closest sampled
point as a starting value.
4. sign the distance with the intersection method.
This algorithm has been implemented and used in several CFD applications with com-
plex geometries. This tests are presented in the following chapter and demonstrate the
robustness and the efficacity of this method.
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Re´sume´ franc¸ais
Les me´thodes d’immersion sont de plus en plus utilise´s par la communaute´ scientifique.
Diffe´rentes me´thodes d’immersion ont e´te´ de´veloppe´es comme la me´thode d’immersion
de frontie`re [12], la me´thode carte´sienne [15] ou la me´thode d’immersion de volume
[14]. Toutes ont pour but de simplifier la mise en place de calculs en inte´raction fluide-
structure. Dans le logiciel Thost la me´thode d’immersion de volume est utilise´e. Cette
me´thode consiste a` repre´senter les objets pre´sents dans les calculs par une fonction
level-set, qui est une fonction distance signe´e.
D’habitude cette fonction distance est calcule´e par rapport a` un maillage surfacique de
l’objet lorsque celui-ci posse`de une forme complexe. Dans ce cas, lorsque le maillage de
calcul devient suffisamment fin, la description de l’objet est limite´e par la re´solution du
maillage surfacique initial. Nous proposons une me´thode innovante pour immerger les
objets dans les domaines de calcul. Plutoˆt que de calculer leur fonction distance par
rapport a` leur maillage surfacique, la distance est directement calcule´e par rapport a`
leur fichier CAO contenant des fonctions NURBS. Les principales e´tapes pour calculer
la fonction distance par rapport a` des objets de´finis par des NURBS sont premie`rement
de trouver une valeur initiale judicieuse en vue du calcul de la distance avec un algorithme
ite´ratif. Enfin cette distance est signe´e selon qu’on se trouve a` l’inte´rieur ou a` l’exte´rieur
de l’objet.
Dans ce chapitre plusieurs me´thodes pour trouver une bonne valeur initiale ainsi que
plusieurs me´thodes ite´ratives ont e´te´ de´veloppe´es et teste´es. Il en ressort que la me´thode
se´lective la plus rapide est celle de l’echantillonnage et que la me´thode ite´rative la plus
robuste est la me´thode de Newton-Raphson. Des cas 2D et 3D de la nouvelle me´thode
d’immersion sont pre´sente´es et montrent que la me´thode a e´te´ entie`rement paralle`lise´e.
Chapter 4
Combining Anisotropic Mesh
Adaptation & NURBS Immersed
Method
The performance of the new NURBS Immersed Method will be assessed using several
2D and 3D examples. First we show that combining the new immersed method with
anisotropic mesh adaptation can lead to a novel, efficient and flexible immersed frame-
work able to handle simple and very complex geometries. Then we combine it with flow
solvers based on stabilized finite element method to simulate complex fluid structure
interaction problems. The results show that the method is very efficient and robust
in particular at high Reynolds numbers using anisotropic meshes with highly stretched
elements. Finally we present interesting alternative immersed methods to complete the
immersion framework.
4.1 Immersed 2D and 3D simple geometries
First we test the method by immersing simple objects. Indeed, the distance function for
the circle and the rectangle can be obtained easily using analytical functions. Therefore,
they will be used first to test the implemented algorithm, in particular in the presence
of curvatures, sharp angles and singularities. We immerse the CAD descriptions of a
circle, a rectangle and a NACA profile in 2D, a sphere and a cube in 3D. We use the
computed levelset functions as the mesh criterion.
Figure 4.1 presents the zero isovalues of the immersed objects inside the computational
domain. As expected, it reflects the sharp capture of the geometries and the right orien-
tation and deformation of the mesh elements (longest edges parallel to the boundary).
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This yields to a great reduction of the number of triangles and consequently to a smaller
computational costs. These first results show that the method works properly and that
the obtained results are accurate and well respect the geometry of the objects.
Figure 4.1: 2D applications of the Immersed NURBS Method: level-set zero iso-value
(top), adapted meshes (bottom)
The extension of the method to deal with 3D objects described this time by NURBS
surfaces is tested on a sphere and a cube immersed inside a larger domain. Figure
4.2 shows the zero-isovalues of the computed levelset functions and several cuts in the
planes presenting the obtained meshes at the interfaces. Once again the results prove
that the implemented method works well and show that combining the new immersed
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method with anisotropic mesh adaptation leads to a very practical and accurate tool for
immersed methods.
Taking a closer look at the mesh near the interfaces, we can detect the good orientation of
the elements with the stretching in the right direction. This demonstrates the ability of
the algorithm to work under the constraint of a fixed number of nodes and to effectively
control the elements size, orientation and location. Details of the mesh adaptation mesh
are given in the next chapter.
Figure 4.2: 3D applications of the Immersed NURBS Method: level-set zero iso-value
(top), adapted meshes (bottom)
4.2 Immersed 3D complex geometries
In this section, we test the immersed method on complex geometries: a ship hull and a
large airship. Two difficulties must be underlined. The first is clearly the edge of the
ship hull while the second is the presence of the hole all along the airship. Note also
that both geometries are described this time by several NURBS surfaces.
The same algorithm is applied iteratively on both geometries: (i) distance function com-
putation using NURBS, (ii) sign determination and (iii) anisotropic mesh adaptation.
The obtained results are shown in Figure 4.3. As expected, the algorithm progressively
detects and refines the mesh at the interfaces leading to a well respected shape in terms
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of curvature, angles, etc. All the small details in the given geometries are captured
accurately. These observations reflect the ability of the anisotropic mesh adaptation
algorithm to automatically adjust the shape and orientation of the elements while opti-
mizing their numbers. For instance, the singularity of these edges could not be recovered
without an accurate distance computation and anisotropic refined mesh adaptation.
It is worth mentioning that using both NURBS and anisotropic mesh adaptation is
complementary. As mentioned previously, immersed objects are usually surface meshes.
Therefore the anisotropic mesh adaptation can be limited by the facetization of the
object, i.e. the accuracy of the surface mesh file. By immersing NURBS objects we
overcome this issue as the object geometry is kept analytical. Thus the anisotropic
mesh adaptation reaches its full potential.
Figure 4.3: 3D applications of the Immersed NURBS Method: level-set zero iso-value
(top), adapted meshes (bottom)
We present in table 4.1 the computational time taken to compute the distance function of
the ship hull. We compare several techniques and we use different number of cores (1, 2,
4 and 8) also to test the implementation in a parallel environment. First, we notice that
the algorithm works well in parallel and shows a good scalability. Secondly, we compare
the present method to the computation of the distance function obtained by immersing a
surface mesh (i.e. STL file). Even though the comparison is not fair since the execution
time to obtain the surface mesh is not counted and the quality of the surface mesh
remains unclear, the purpose of this comparison still gives us an idea on the potential of
the method and the possibilities for improvement. However, to make the comparisons
fair, we immersed first the ship hull inside a smaller domain using the NURBS, and
then we interpolate the obtained distance function on this refined mesh to the larger
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# cores NURBS Surface Mesh NURBS + Interpolation
1 138.10 13.37 2.72
2 70.92 6.99 2.23
4 43.14 3.53 2.12
8 22.30 2.03 0.70
Table 4.1: Computational time in seconds of the distance calculation of the ship hull
immersed with an IGES file, a STL file and the interpolation method. The computa-
tional mesh for this case is made of 102, 040 nodes.
computational domain. In the latter case, the cost of this method referred as NURBS
+ Interpolation becomes negligible and interesting for practical CFD applications. This
interpolation method is more detailed in section 4.4.1.
4.3 CFD applications
In this section we investigate two 3D CFD cases. The aim is to show the capability of
the Immersed NURBS Method to deal with complex shapes and to be used in a finite
element environment [61]. The first case presents the flow around an airship and the
second case the rotation of a propeller in water.
4.3.1 Flow around an airship
The objective of this test case is to demonstrate the utility of the Immersed NURBS
Method. Indeed, combined with flow solvers it allows to easily and accurately deal with
complex fluid structure interaction problems. Therefore, we consider a turbulent flow
past an immersed large scale airship (Figure 4.4). Air is injected in the cavity at 30m/s,
inducing a Reynolds number of 4.107. This case is also very interesting considering the
dimensions of the airship and the cavity. the cavity is 700m long and the airship 75m.
Therefore this case demonstrates the capabilities of the Immersed NURBS Method, the
stabilized solvers and the anisotropic mesh adaptation method to deal with large scales.
This 3D computations have been obtained using 64 2.4Ghz Opteron cores. The air flow
around the airship is quite complex and interesting; i.e. the study of different airfoils
and their positions to optimize the aerodynamic design is made possible. A number
of turbulent vortices can be observed around and in the wake of the object. All these
observations are highlighted by the streamlines in Figure 4.5. Moreover, we can clearly
see on the vertical cuts that the solid region satisfies the zero velocity and, hence, the
no-slip condition on the extremely refined interface. The airship slows down the air
circulation on the surface and influences the main air circulation along the hole.
58
Note also in Figure 4.6 the concentration of the resolution not only along all the bound-
ary layers but also at the detachment and in the wake regions. This reflects well the
anisotropy of the solution caused by the discontinuity of the boundary conditions and
the nature of the flow. The elements far from the immersed solid are mostly isotropic
and increase in size as the velocity gradient decreases. Again, this reflects and explains
why, for a controlled number of nodes, the mesh is naturally and automatically coars-
ened in that region with the goal of reducing the mesh size around the boundaries and
in the wake regions.
Figure 4.4: Configuration of the airship case
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Figure 4.5: Snapshots of the streamlines around an airship described by NURBS
surfaces at different times
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Figure 4.6: Snapshots of the adapted mesh around around an airship described by
NURBS surfaces at different times
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4.3.2 Flow induced by the rotation of a propeller
The second test case is the rotation of a propeller in water (Figure 4.7). The objective
here is to deal with a moving object. This case demonstrates the advantage of the
Immersed Volume Method to facilitate the build up of a fluid structure application.
Therefore the object is represented by its level-set and this one is updated every time
step as the propeller rotates. Unlike the body fitted methods, there is no need of fitting
the mesh of the domain with the object geometry at each time step. Moreover no surface
has been created for the propeller as it has been immersed directly from its CAD file. The
propeller has a diameter of 0.55m and rotates with an angular velocity of 10rad/s. Again
here the level-set of the propeller has been computed on an extremely dense adapted
mesh as an initial step and then the level-set is interpolated to the computational mesh
by the interpolation method at each time step. Here the rotational velocity of the solid
is imposed by using a Dirichlet condition.
Figure 4.8 shows streamlines around the object at a certain time of the computation.
The flow is induced by the rotation of the propeller and has an helico¨ıdal profile. We
can also notice how the mesh is refined and adapted around the interface. As the mesh
criteria contains the level-set as well as the velocity, the mesh is also adapted on the
velocity.
Therefore these two CFD applications have demonstrated that the NURBS Immersion
Method is effective and works well. To do so we have been able to get the analytical ge-
ometries defined by NURBS functions from CAD files. Then we have used these NURBS
functions to compute the signed distance function of the objects in an optimzed mesh.
These two operations have been achived by using and linking a C++ library (GoTools)
to Cimlib. Afterwards we have interpolated this distance function to the computational
mesh and finally we have adapted the mesh anisotropically on the interface of the object,
thus recovering the NURBS accuracy.
Figure 4.7: Configuration of the propeller case
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Figure 4.8: Snapshots of the streamlines around a propeller described by NURBS
surfaces
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4.4 Alternative methods
The basic idea of the NURBS Immersion Method is to develop a more generic way for
immersing objects and to make the set up of the computation easier, which is one of the
main advantage of the Immersed Volume Method. The other advantage of the NURBS
Immersion Method is its accuracy. Indeed the level-set of the object is more accurate
when computed relatively to NURBS than to a surface mesh. Moreover the accuracy of
the level-set is crucial with the Immersed Volume Method as the mixing laws are done at
the objects interfaces. Thus immersing NURBS makes the problem smoother. And the
anisotropic mesh adaptation allows to recover this sharp interface and thus the accuracy.
Therefore computing the level-set relatively to NURBS and adapting the mesh at the
interface are complementary.
However the different methods tested to immerse NURBS based objects are slower than
computing the distance function to a surface mesh (table 4.1). For this purpose we have
developped other ways of immersing objects in the computations.
4.4.1 Interpolation method
The first alternative method to immerse object is to interpolate its level-set from a
preadapted mesh to the computational mesh. As the computation of the level-set rela-
tively to NURBS needs further investigations in order to reduce the computational time,
the method proposed here is a good alternative. The idea is to immerse a NURBS based
object in an optimized mesh. By optimized mesh we mean that the dimensions of the
mesh are just large enough to immerse the entire object. Then we adapt the mesh on
the level-set until the accuracy is good enough. Finally the level-set will be interpo-
lated from this initial adapted mesh to the computational mesh by using a parallelized
interpolation method. Figure 4.9 shows all the steps of this optimized immersed method.
In fact the interpolation method consists in interpolating a field, the level-set in our
case, from the initial mesh to the final one. The level-set is P1, i.e. linear on an element
and continuous. Therefore we have to find to which element of the initial mesh belongs
a node of the final mesh, interpolate the value and repeat the process for every node of
the final mesh. Of course this type of algorithm is not optimized as it is of order O
(
n2
)
.
A hierarchization of the elements of the initial mesh directly leads to an algorithm of
order O (n log (n)). The elements are recursively stored into boxes, therefore we just
test recursively if the node of the final mesh belongs to a box, thus reducing the number
of tests between the nodes and the elements. This method is parallelized in Cimlib by
testing the boxes on the different mesh partitions [62].
To emphasize the interest of the interpolation method we have tested its effectiveness
on the ship hull case. The level-set of the ship hull has been first computed on a mesh
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Figure 4.9: Interpolation method scheme: the level-set is first computed relatively to
the NURBS object in an optimized mesh and then interpolated in the computational
mesh
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of optimal dimensions. The mesh has been adapted anisotropically until recovering a
satisfying interface of the ship hull. The final adapted mesh is made of around 800, 000
elements. Then we have interpolated the level-set on a larger mesh (600, 000 elements)
to compare the computational time of the interpolation method with the one of the
classic NURBS Immersed Method presented before. The results are shown in table 4.1,
corresponding to the label NURBS + Interpolation. It is clear that interpolating the
level-set to the computational mesh is faster (up to 50 times) than recomputing the
level-set relatively to the NURBS object. It is worth mentioning that the computational
time of the interpolation method decreases with the number of cores used. The meshes
that have been used are presented in Figure 4.10.
Figure 4.10: Meshes used for the level-set interpolation of the ship hull: optimized
mesh (top) and computational mesh (bottom)
4.4.2 Point clouds
The second alternative method to immerse objects is to compute the distance function
relatively to a point cloud. In fact 3D scanning of objects has expanded since the 80’s
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and is more and more used by industrials to catch the geometry of complex objects.
Given an object, its geometry is recovered by laser scanning, leading to a point cloud.
Point clouds are mostly used for graphic visualization and representation in Computer
Graphics [63], but also for segmentation, feature extraction and surface reconstruction.
The surface can be reconstructed explicitly [39, 64, 65] or implicitly [66]. The reader is
invited to read [67] for a more detailed review of the existing methods. 3D scanned point
clouds lead to a dense set of points. Only the coordinates of the points are stored. As
the amount of data is dense (potentially billions of points), recovering the level-set from
a point cloud is a very attractive method with a lot of potential in terms of accuracy.
We state the problem as computing the level-set to a point cloud, which provides the
coordinates of the scattered points, and a normal of the surface for each point. Thus it
consists in computing the signed distance of every node of the computational mesh to
the point cloud. A simple idea to do this is to find the closest point Xi of the point cloud
Ω for each node P of the mesh, and compute the distance by the following formula:
d (P,Ω) = min
i
d (P,Xi) .ni.
PXi
‖PXi‖ ,Xi ∈ Ω (4.1)
with ni the normal at point Xi. Unfortunately this formula leads to stiff level-sets
and encounters issues when the geometry has singularities (Figure 4.11). In fact if the
point cloud is not dense enough around the singularities it can occur that the closest
point found in the point cloud has not the good normal, leading to a wrong level-set
computation. Therefore we have decided to use a formula giving a smoother results, and
less dependent of the quality of the point cloud:
d (P,Ω) =
w1s1 + w2s2
w1 + w2
(4.2)
wi = d (P,Xi)
−p , i ∈ [1, 2]
si = PXi.ni, i ∈ [1, 2]
For every node of the computational mesh, the distance is computed by considering the
two closest points of the point cloud. A weight is attributed to each point relatively to
the inverse of the distance. We point out that p is a user parameter, Figure 4.12 shows
the influence of this parameter. The level-set has been computed for different values of
p relatively to the point cloud of a square. The point cloud is composed of 4 points. We
can see that p has an influence on the results. The singularities are better fitted when
a higher value of p is used.
Despite the fact that the two-points formula gives smoother level-sets and is less depen-
dent on the quality of the point cloud than the one-point formula (Figure 4.11), we can
not ensure a good quality of the level-set in unfavorable cases. Therefore we enlarge the
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Figure 4.11: Point cloud of a square made of 50 points (top left) and the zero isovalue
of the level-set with different methods: 1-point method (top right), 2-points method
(bottom left), n-points method (bottom right)
method by taking under consideration for each node of the computational mesh the n
closest points of the point cloud. The n closest points are the ones present in the circle
(in 2D) or the sphere (in 3D) centered on the closest point. Thus the method consists in
first finding the closest point of the point cloud to the node P , and then considering the
n points inside the circle or the sphere in the formula. Only the points having a normal
differing from a certain value are kept. The radius of the circle (sphere) is computed
relatively to a caracteristic length of the object provided by the user. The outline of the
algorithm is detailed in Algorithm 8.
d (P,Ω) =
∑n
i=1 d
−p
i PXi.ni∑n
i=1 d
−p
i
(4.3)
Figure 4.11 shows that the formula is better suited to compute the level-set of a point
cloud object when there are singularities. Comparing to the other formulas, this one
leads to a closed object, which is essential for numerical applications. Obviously the
level-set obtained in Figure 4.11 does not recover perfectly the initial geometry, but it is
worth mentioning that the better the quality of the point cloud, the closer to the initial
geometry the level-set. That means that here the quality of the point cloud does not let
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Figure 4.12: Point cloud of a square made of 4 points (top) and the zero isovalue of
the level-set for different values of p (bottom)
Algorithm 8 n-points method for point cloud distance computation
Find the closest point of the point cloud from P
Compute the radius of the circle (2D) r = 2n
2ΠL
, or the sphere (3D) r = 2√ n
4ΠL2
Find the n points Xi contained in the circle or the sphere
for each point Xi do
for each point Xj do
if ni.nj < , i, j ∈ [1,n], i 6= j then
Remove Xj
end if
end for
end for
Compute the distance with equation (4.3)
a good recover of the geometry. Then the proposed method has been used with point
clouds of better quality, leading to the results presented in Figures 4.13 and 4.14. We
69
can see that the method captures extremelly well all the curvatures of the objects (e.g.
the circle and the sphere), but still does not recover perfectly the singularities (e.g. the
square and the cube). The anisotropic mesh adaptation has been used in order to get a
good description of the computed level-set functions.
Figure 4.13: Zero isovalue of the levelsets of a square (top left), a circle (top right)
and NACA profile (bottom). The point clouds of these three objects have 1, 000, 250
and 10, 000 points respectively
4.5 Conclusion
In this chapter, the performance of the new NURBS Immersed Method has been demon-
strated. 2D and 3D examples are provided showing that the method is capable of han-
dling simple geometries such as spheres or cubes. Then a comparison is made with the
standard level-set computation of the IVM (relatively to a surface mesh) on the ship hull
case. The results show that the new method still needs to be improved. Therefore we
propose an alternative method to accumulate the advantage of the NURBS Immersed
Method and keep a reasonable computational time. The level-set of the NURBS based
object is first computed in an optimized mesh and then interpolated in the computational
mesh with a hierarchical interpolation method.
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Figure 4.14: Zero isovalue of the levelsets of a cube (left) and a sphere (right). The
point clouds of these two objects have 250, 000 and 10, 000 points respectively
Two CFD applications have been investigated: the flow around a ship hull and the
rotation of a propeller in water. The first case shows the capibility of the Immersed
NURBS Method, the stabilized solvers and the anisotropic mesh adaptation to deal
with highly turbulent flows into large scales. The second one validates the flexibility
of the Immersed NURBS method to build up a CFD application and handle a moving
object. Another alternative method is provided in order to immerse objects. As point
clouds are gaining popularity in the scientific and engineering community to represent
complex geometries, we propose a new method to compute level-set functions directly to
point clouds. The capability of the method to represent simple shapes has been shown
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and further developments are needed in order to improve the method for complex shapes,
especially shapes having singularities.
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Re´sume´ franc¸ais
Dans ce chapitre la nouvelle me´thode d’Immersion de NURBS est teste´e et mise a`
l’e´preuve. Dans un premier temps des cas de ge´ome´tries simples 2D et 3D sont pre´sen-
te´s, de´montrant la capacite´ de la me´thode a` immerger des objects simples. Ensuite des
formes plus complexes sont utilise´es pour e´valuer les performances de la nouvelle me´th-
ode en terme de temps de calcul. Ainsi la me´thode est compare´e a` l’immersion classique
(calcul de distance par rapport a` un maillage surfacique). Les re´sultats montrent que la
me´thode d’Immersion de NURBS est plus lente que la me´thode d’immersion classique.
La me´thode ne´cessite donc des e´tudes et des de´veloppements supple´mentaires afin d’eˆtre
ame´liore´e. Nous proposons une me´thode alternative permettant de cumuler la pre´cision
et la flexibilite´ de la me´thode d’Immersion de NURBS et un temps de calcul rapide.
Cette me´thode consiste a` immerger dans un premier temps l’objet a` base de NURBS
dans un maillage optimise´ (dimensions du domaine adapte´es a` la ge´ome´trie de l’objet
et maillage adapte´ a` l’interface). Ensuite la level-set calcule´e dans le maillage optimise´
par la me´thode d’Immersion de NURBS est transporte´e au maillage de calcul par une
me´thode de transport hie´rarchique.
Afin de valider cette approche, deux cas d’interaction fluide-structure sont pre´sente´s. Le
premier concerne l’e´coulement turbulent d’air autour d’un ballon dirigeable. L’inte´reˆt de
ce premier cas est de de´montrer la capacite´ de la nouvelle me´thode ainsi que des solveurs
stabilise´s et de la me´thode d’adaptation de maillage anisotrope a` eˆtre ope´rationnels
avec des e´coulements tre`s turbulents dans des grands domaines (plusieurs centaines de
me`tres). Le second cas montre la rotation d’une he´lice dans de l’eau. Cette fois-ci la
difficulte´ du cas re´side dans le fait que l’objet bouge. Ce cas valide donc la flexibite´ de
la nouvelle me´thode pour mettre en place des proble`mes d’interaction fluide-structure.
La level-set est simplement re´actualise´e au fur et a` mesure que l’objet se de´place.
Enfin une autre me´thode alternative est pre´sente´e. L’intereˆt de la communaute´ sci-
entifique et des inge´nieurs a` propos des nuages de points ne cessant de grandir et les
technologies e´voluant, nous proposons une nouvelle me´thode pour immerger directement
les nuages de points dans les calculs. Le potentiel de cette me´thode re´side dans la den-
site´ des donne´es (potentiellement plusieurs milliards de points) pouvant mener a` une
excellente pre´cision. La me´thode a e´te´ teste´e sur des cas 2D et 3D simple et il a e´te´
montre´ qu’elle ne´cessite des ame´liorations, en particulier lorsque les objets pre´sentent
des singularite´s.
Part II
Part B
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Chapter 5
Stabilized finite element methods
for solving coupled problems
We remind that the target of this thesis is to simulate turbulent problems coupled to
heat transfers. Therefore in this chapter we present the governing equations used to
model numerically turbulent flow problems coupled to heat transfer into large domains.
We also introduce the stabilized finite element methods which are crucial in the case
of convection dominated problems (high Reynolds and Peclet numbers) and anisotropic
mesh adaptation. The stabilized solvers presented thereafter improve the stabilizaty of
the solution, remove spurious oscillations and control the numerical shocks through the
addition of extra residual terms to the standard Galerkin formulation. Two validation
cases are shown in order to demonstrate the capabilities of the solvers to simulate com-
plex problems and handle highly streched elements produced by the anisotropic mesh
adaptation. The first case is the heating of four ingots by hot air in a 2D furnace. The
second case shows a real application, which is the heating of six metal ingots in a 3D in-
dustrial furnace. Comparisons are made with and without anisotropic mesh adaptation
in order to highlight the interest and the performance of the method.
5.1 Governing equations
Let Ω ⊂ Rd, d = 2, 3, be the spatial computational domain with boundary ∂Ω. In
order to compute the motion of an unsteady, incompressible, non-isothermal flow with
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buoyancy forces, one has to solve the coupled non-linear system provided by the Navier-
Stokes equations including the Boussinesq approximation:
∇ · u = 0 in Ω (5.1)
ρ(∂tu + u ·∇u)−∇ · (2µ ε(u)− pId) = ρ0β(T − T0) g in Ω (5.2)
ρCp(∂tT + u ·∇T )−∇ · (λ∇T ) = f −∇ · qr in Ω (5.3)
where u is the velocity vector, p the pressure and T the temperature. Equation (5.1) is
the expression of the incompressibility constraint. Equation (5.2) that describes the mo-
mentum conservation features the density ρ, the dynamic viscosity µ, the deformation-
rate tensor ε(u) = (∇u + t∇u)/2, the reference density and temperature ρ0 and T0, the
thermal expansion coefficient β and the gravitational acceleration g. Eventually, equa-
tion (5.3) denotes the energy conservation and it involves the constant pressure heat
capacity Cp, the specific thermal conductivity λ, a volume source term f and the heat
radiative flux qr.
The turbulent aspect of flows in furnaces may require, to reduce the computational cost,
the use of dedicated models to compute the flow field. In the present work, we solve the
Reynolds-averaged Navier-Stokes problem derived from the equations (5.1)-(5.3) and we
resort to the standard k − ε model to close the system [68, 69]. The RANS equations
read:
∇ · u = 0 in Ω (5.4)
ρ(∂tu + u ·∇u)−∇ · (2µe ε(u)− pe Id) = ρ0β(T − T0) g in Ω (5.5)
ρCp(∂tT + u ·∇T )−∇ · (λe∇T ) = f −∇ · qr in Ω (5.6)
For sake of simplicity, we kept the same notation for the averaged values of the unknowns
such as the velocity u, the effective pressure pe and the temperature T . The system (5.4)-
(5.6) features the effective viscosity µe and the effective thermal conduction λe which
are given by:
µe = µ+ µt and λe = λ+
Cpµt
Prt
(5.7)
with Prt = 0.85 the turbulent Prandtl number. The turbulent viscosity µt in expression
(5.7) is a function of the turbulent kinetic energy k and the turbulent dissipation ε that
reads:
µt = ρCµ
k2
ε
(5.8)
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with Cµ an empirical constant usually equal to 0.09. To assess µt, the introduced
variables k and ε are computed using two transport equations that read:
ρ (∂tk + u ·∇k)−∇ ·
((
µ+
µt
Prk
)
∇k
)
= Pk + Pb − ρε in Ω(5.9)
ρ (∂tε+ u ·∇ε)−∇ ·
((
µ+
µt
Prε
)
∇ε
)
=
ε
k
(C1εPk + C3Pb − C2ρε) in Ω(5.10)
In equations (5.9) and (5.10), Pk represents the production of turbulent kinetic energy
due to the mean velocity gradients, Pb is the production due to the buoyancy effects,
Prk and Prε are the turbulent Prandtl number for k and  respectively, while C1ε, C2ε
and C3ε are model constants. The production terms Pk and Pb are modelled as follows:
Pk = 2µt(ε(u) : ε(u)) and Pb = − µt
ρPrg
g∇ρ (5.11)
Finally, it remains to assess the real pressure from the effective pressure and the turbulent
kinetic energy, which is carried out in the following manner:
p = pe − 2
3
ρk (5.12)
5.1.1 Radiative transfer model
Thermal radiation plays a key role in many industrial processes, like the heating in
industrial furnaces, quenching, etc... Its intensity highly depends on the temperature.
Therefore it is crucial to use a proper model to take into account this part of the physics.
5.1.1.1 Gray gas assumption
The gray gas model may often be sufficient for furnace applications since, most of the
time, surfaces are fairly rough and, as a result, reflect in a relatively diffusive fashion.
Furthermore, if the radiative properties do not vary much across the spectrum then the
gray gas simplifications may be valid. According to Modest [70], in the case of a gray
medium, the divergence of the heat radiative flux that appears in equation (5.3) or (5.6)
relies on the local temperature and the incident radiation as follows:
−∇ · qr = κ
(
G− 4κσT 4) (5.13)
where G denotes the incident radiation, κ is the mean absorption coefficient and σ the
Stefan-Boltzmann constant.
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5.1.1.2 The P-1 approximation
Equation (5.13) clearly establishes the necessity of getting an expression of G in order to
assess the divergence of qr. This can be achieved by considering the radiative transfer
equation (RTE) that may be found in [71]. In this work, one resorts to the so-called P-1
radiation model that is the simplest case of the P-N model to express radiation intensity
by means of series of spherical harmonics (cf. [70, 71] for more details). The use of
this approach enables the simplification of the RTE into an elliptical partial differential
equation in terms of the incident radiation G as follows:
∇ ·
(
1
3κ
∇G
)
− κG = 4κσT 4 in Ω
∂Gw
∂n
=
3κw
2(2− w) (4σT
4
w −Gw) in ∂Ω
(5.14)
where subscript w denotes wall quantities, n is the normal to the wall and w the emis-
sivity of the wall.
5.1.1.3 Radiative properties
In the context of gray-medium assumption, the mean absorption coefficient κ can be
derived from the emissivity  of the material using the Bouguer’s law which reads:
κ = − 1
Lm
ln(1− ) (5.15)
where Lm is the mean beam length defined as:
Lm = 3.6
∆V
∆S
(5.16)
For unstructured grids, ∆V = ∆x∆y∆z and ∆S = 2(∆x∆y + ∆y∆z + ∆z∆y) are
appropriate measures of volume and surface for each simplex of the mesh [71].
In this work we thus use the P − 1 radiation model. However this model offers a good
compromise between accuracy and ease of implementation, it has certain limits. We
will not discuss these ones as it is beyond the scope of this work. This study is under
investigation in [72].
5.1.2 Boundary conditions
At the inflow boundary, for a prescribed velocity u, the value of k can be computed
using:
kinlet = cbc · |u|2 (5.17)
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where cbc is fixed to 0.02 as an empirical constant. Once k is computed, the value of ε
can be prescribed using:
εinlet =
Cµ · k3/2
L
(5.18)
with L, a fixed constant, known as the characteristic length of the model [69]. These
computed values of k and ε are extended into the interior domain as initial conditions.
At the outflow, the following homogeneous Neumann boundary conditions are applied:
n ·∇k = 0 and n ·∇ε = 0 (5.19)
On the rest of the computational boundary a combination of Neumann and Dirichlet
conditions is imposed by using the classical wall function introduced in [68] which de-
scribes the asymptotic behavior of the different variables near the wall. If the boundary
mesh nodes are located in the logarithmic region, we impose the wall shear stress given
by :
τw = ρU
∗2 (5.20)
where U∗ is the friction velocity evaluated by solving the equation:
U
U∗
=
1
k
ln
(
ρEδ
µ
U∗
)
(5.21)
where U is the tangential velocity, δ is the distance to the wall, k is the Von Karman
constant (typically equal to 0.41) and E is a roughness parameter taken equal to 9.0
for smooth walls. Imposing the wall shear stress corresponds to a non-homogeneous
Neumann boundary condition for the momentum equation in the tangential direction.
The normal component of the velocity is set to zero. The turbulent kinetic energy and
its dissipation on the boundary of the mesh are given as functions of the friction velocity
[68]:
kw =
U∗2√
Cµ
and εw =
U∗3
kwδ
(5.22)
Boundary conditions at a wall for the energy equation are enforced through a tempera-
ture wall function similar to that used for the momentum equations. The effective heat
flux in the wall function is computed as :
qw = n · qw = ρCpC
1/4
µ kw(Tw − T )
T+
(5.23)
where Tw is the wall temperature and T
+ is the normalized temperature given in [73].
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5.2 VMS: incompressible Navier-Stokes solver
In this section the general time-dependent incompressible Navier-Stokes equations are
solved. The stabilizing schemes from a variational multiscale point of view are described
and presented [74]. Both the velocity and the pressure spaces are enriched which cures
the spurious oscillations in the convection-dominated regime and deals with the pres-
sure instability. The stabilization parameters will be determined rigorously taking into
account the anisotropy of the mesh using a directional element diameter.
It is well known that the classical finite element approximation for the flow problem
may fail because of two reasons: first the compatibility condition known as the inf-
sup condition or “Brezzi-Babuska” condition which requires an appropriate pair of the
function spaces for the velocity and the pressure [75–79]; and second the dominance of
the convection term [80].
Therefore, a recently developed stabilized finite element method which draws upon fea-
tures of both mixed [81–83] and stabilized finite element methods [84, 85] is used to
solve the incompressible Navier Stokes equations for high Reynolds flows. The proposed
method start with a stable mixed formulation made of continuous piecewise linear func-
tions enriched with a bubble function for the velocity and piecewise linear functions for
the pressure. This choice of elements is stable at low Reynolds number, when the Stokes
flow is dominant. However, for simulating high Reynolds flows, an extension of this
method based on the variational multi-scale approach is then applied. A decomposition
for both the velocity and the pressure fields into coarse scales and fine scales is used, as
depicted in [74]. This choice of decomposition is shown to be favorable for simulating
flows at high Reynolds number.
Following [86], we consider an overlapping sum decomposition of the velocity and the
pressure fields into resolvable coarse-scale and unresolved fine-scale u = uh + u
′ and
p = ph + p
′. Likewise, we regard the same decomposition for the weighting functions
w = wh + w
′ and q = qh + q′. The unresolved fine-scales are usually modelled using
residual based terms that are derived consistently. The static condensation consists
in substituting the fine-scale solution into the large-scale problem providing additional
terms, tuned by a local stabilizing parameter, that enhance the stability and accuracy
of the standard Galerkin formulation.
Let us consider the functional Sobolev space of functions having square integrable first
order derivatives H1s (Ω) in which we are searching the solution in accordance with its
regularity:
H1s =
{
w ∈ H1(Ω)|w = s∀x ∈ ∂Ω}
H1(Ω) =
{
w ∈ L2(Ω), ‖∇w‖ ∈ L2(Ω)}
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L2 is the Hilbert vector space given by:
L2(Ω) =
{
w(x)|
∫
Ω
|w|2dx <∝
}
The enrichment of the functional spaces is performed as follows: V = Vh ⊕ V ′, V0 =
Vh,0 ⊕ V ′0 and Q = Qh ⊕ Q′, with V , Vh, V ′, Q, Qh and Q′ ⊂ H1(Ω), and V0, Vh,0
and V ′0 ⊂ H10 (Ω). Thus, the mixed-finite element approximation of the time-dependent
Navier-Stokes problem can read:
Find a pair (u,p) ∈ V ×Q such that: ∀ (w, q) ∈ V0 ×Q
(
ρ∂t(uh + u
′), (wh + w′)
)
Ω
+
(
ρ(uh + u
′) ·∇(uh + u′), (wh + w′)
)
Ω
+
(
2µε(uh + u
′) : ε(wh + w′)
)
Ω
− ((ph + p′),∇ · (wh + w′))Ω = (f , (wh + w′))Ω(∇ · (uh + u′), (qh + q′))Ω = 0
(5.24)
Here f is a source term which can be the gravity or the Boussinesq term for example.
when compared with the standard Galerkin method, the proposed stable formulation
involves additional integrals that are evaluated element wise. These additional terms,
obtained by replacing the approximated u′ and p′ into the large-scale equation, repre-
sent the effects of the sub-grid scales and they are introduced in a consistent way to
the Galerkin formulation. All of these terms are multiplied by stabilizing parameters
and enable to overcome the instability of the classical formulation arising in convection
dominated flows and to deal with the pressure instabilities.
To derive the stabilized formulation, we first solve the fine scale problem, defined on
the sum of element interiors and written in terms of the time-dependent large-scale
variables. Then we substitute the fine-scale solution back into the coarse problem,
thereby eliminating the explicit appearance of the fine-scale while still modelling their
effects. At this stage, two important remarks have to be made in order to deal with
the time-dependency and the non-linearity of the momentum equation of the subscale
system:
i) the convective velocity of the non-linear term may be approximated using only
large-scale part so that (uh + u
′) ·∇(uh + u′) ≈ uh ·∇(uh + u′) (see [74]).
ii) the subscales are not tracked in time, therefore, quasi-static subscales are consid-
ered here (see [87] for a justification of this choice); however, the subscale equation
remains quasi time-dependent since it is driven by the large-scale time-dependent
residual; (for time-tracking of subscales, see [88])
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Substituting the approximated u′ and p′ into the large-scale equation and applying
integration by parts we get:
(ρ∂tuh,wh)Ω + (ρuh ·∇uh,wh)Ω −
∑
K∈Th
(τKRM, ρuh∇wh)K + (2µε(uh) : ε(wh))Ω
− (ph,∇ ·wh)Ω +
∑
K∈Th
(τCRC,∇ ·wh)K = (f ,wh)Ω ∀wh ∈ Vh,0
(∇ · uh, qh)Ω −
∑
K∈Th
(τKRM,∇qh)K = 0 ∀qh ∈ Qh
(5.25)
In this work, we adopt the definition proposed in [89] for the stabilizing parameters:
τK =
[(
2ρ
∆t
)2
+
(
2ρ‖uh,K‖
hK
)2
+
(
4µ
mKh2K
)2]−1/2
, τC =
hK‖uh,K‖
2
min
(
1, Reh
)
(5.26)
In the above definition Reh is the local Reynolds number given by:
Reh =
ρ‖uh,K‖hK
2µ
,and the coefficient mK is a constant independent from hK [90], hK being the charac-
teristic length of the element.
Note that the calculation of hK is crucial in this work. Recall that the stability coeffi-
cients weight the extra terms added to the weak formulation (5.25) and they are defined
for each element K of the triangulation (5.26). Typically, these coefficients depend on
the local mesh size hK . Many numerical experiments show that good results can be
obtained when using the minimum edge lenght of K [91], while others use always the
triangle diameter (see [92] for details).
Figure 5.1: Longest triangle lenght in the streamline direction
However, in the case of strongly anisotropic meshes with highly stretched elements, the
definition of hK plays a critical role in the design of the stabilizing coefficients [93].
For advection dominated problem, the authors in ([89]) propose to compute hK as the
diameter of K in the direction of the velocity u as follows (see Figure 5.1):
hK =
2|uh,K|
ΣNKi=1|uh,K · ∇ϕi|
(5.27)
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where NK is the number of vertices of K and ϕ1, ..., ϕNK are the usual basis functions
of P1(K) mapped onto K. Whereas in diffusion dominated problem hk is computed as
follows:
hk =
√
ν
1
∆t + 2ν
∫
K (bk) : (bk)dK
where ν is the kinematic viscosity, ∆t the time step and (bk) the bubble function of the
element K.
5.3 SCPG: Thermal solver
Equations (5.3), (5.9), (5.10) and (5.14) can be represented by a single scalar transient
convection-diffusion-reaction equation which reads:
∂tΦ + u ·∇Φ +∇ (k∇Φ) + rΦ = f (5.28)
where Φ is the scalar variable, u the velocity vector, k the diffusion coefficient, r the
reaction coefficient and f a source term. The solution strategy for solving such an equa-
tion is similar to that used for the equations of motion. Again, the spatial discretization
is performed using approximation spaces. Thus, the Galerkin formulation is obtained
by multiplying these equations by appropriate test functions, applying the divergence
theorem to the diffusion terms and integrating over the domain of interest. Following
the lines on the use of stabilization methods for transient convection-diffusion-reaction
equations as discussed in [79, 94], the stabilized weak form of equation (5.28) reads:
Find Φ ∈ Vh such that, ∀w ∈ Vh,0
(∂tΦ + u ·∇Φ, w) + (k∇Φ,∇w) + (rΦ, w)
+
∑
K
(R(Φ), τSUPGu ·∇w)K︸ ︷︷ ︸
streamline upwind
+
∑
K
(R(Φ), τSCPGu˜ ·∇w)K︸ ︷︷ ︸
discontinuity-capturing
= (f, v)
(5.29)
where R(Φ) is the appropriate residual of equation (5.28)); u is the convection velocity
and u˜ is an auxiliary vector function of the temperature gradient. In equation (5.29),
two additional stabilizing terms have been introduced; the first controls the oscillations
in the direction of the streamline (SUPG) [80, 95] and the other controls the derivatives
in the direction of the solution gradient (SCPG) [96, 97]. This can improve the result
for convection dominated problems while the shock-capturing technique precludes the
presence of overshoots and undershoots by increasing the amount of numerical dissipa-
tion in the neighborhood of layers and sharp gradients. The evaluation of the τSUPG
and τSCPG stabilizations are done following the definitions in [89, 90], and [98] respec-
tively. Again these stabilization terms depend on the mesh size and thus, as for the VMS
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solver, it must be adapted to anisotropic elements. Therefore the stabilization terms are
computed as follows:
τSUPG =
((
1
∆t
)2
+
2‖v‖K
hK
+ 9
(
4k
h2K
))− 12
τSCPG =
hK
2|uc|η
( |uc|
2|u|
)
with η(β) = 2β(1− β), β ∈ [0, 1], and |uc| =
{
u.∇Φh
∇Φh if ∇Φh 6= 0
0 otherwise
We used in the following numerical tests an implicit backward-Euler (implicit) time-
integration scheme for equations (5.29) and (5.24). The algebraic problems resulting
from the finite element formulation are assembled and solved using the conjugate residual
method associated to the incomplete LU preconditioning from the PETSc (Portable
Extensive Toolkit for Scientific Computation) library.
The CimLib library [99] is fully parallel involving the use of SPMD (Single Program,
Multiple Data) modules and the MPI (Message Passing Interface) library standard [22].
All the steps are parallelized including the assembly of algebraic problems through PETSc
as well as the partitioner and the meshing [24].
One last important feature of the proposed approach is that all the three-dimensional
stabilized finite-element methods presented in this section, which are needed for solv-
ing the transient heat transfer and turbulent flows inside the furnaces, are completely
suited with the Immersed Volume Method (presented in Chapter 1) approach without
additional efforts.
5.4 Stabilized solvers and anisotropic mesh adaptation
Before testing the developed numerical methods with the anisotropic mesh adaptation,
let us consider an example that validates the higher order of convergence obtained when
using these tools. It was stated in [100] that when using stabilization methods, we loose
half an order of convergence because of the added diffusion. However, together with the
anisotropic adaptation, this loss is recovered and a global second order convergence is
reached. To illustrate this point we take a convection dominated problem with boundary
layer for which the exact solution is given by:
Φ(x, y) = xy
(
1− exp
(
1− x
a
))(
1− exp
(
1− y
a
))
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This test has been studied by several authors [100, 101]. We consider the computation
domain Ω = (0, 1)2, the velocity field u(x,y) = (1,1)T and varying diffusion coefficient
a = 10−1, 10−3, 10−6. The solution Φ develops boundary layers at x = 1 and y = 1.
When the diffusion coefficient tends to 0, the flow becomes convection dominated and
thus the standard Galerkin approach leads to the appearance of spurious oscillations.
The latter are avoided and a smooth solution is obtained when applying the SUPG sta-
bilization with anisotropic mesh adaptation. Recall that the amount of added artificial
diffusion is related to the mesh size inside the layer region. This is computed as the
largest edge of the element in the direction parallel to the velocity field. We can observe
in Figure 5.2 that as the diffusion coefficient a tends to zero, the numerical solution
becomes steeper without the appearance of any numerical oscillation. Figure 5.3 shows
the anisotropic meshes made up of 20,000 elements obtained for the different values of
the diffusion coefficient. Note the concentration of the resolution along the boundary
layers. This reflects how, for a controlled number of nodes, the mesh is naturally and
automatically coarsened in smooth regions while extremely refined near the boundary.
The zoom on the right side of the cavity illustrates the sharp capture of the boundary
layers and the right orientation and deformation of the mesh elements (longest edges
parallel to the boundary). This yields a great reduction of the number of triangles and
consequently a reduction in the computational cost.
This example aims at emphasizing the spatial order of convergence when using the pro-
posed mesh adaptation technique. The global convergence order is computed in the L∞,
L2 and H1 norms by numerical integration. In each case, the error has been computed
with respect to the reference solution. As can be seen in Figure 5.4 the anisotropic
mesh adaptation proves to be very efficient in recovering the order of convergence of the
method and even get twice higher convergence for the L2 norm. Therefore the use of
the anisotropic mesh adaptation method allows the recovery of the gobal convergence
order of the numerical schemes while producing accurate and oscillation free numerical
solutions. More test cases on this subject are treated in [102].
Figure 5.2: Numerical solution for a = 10−1, 10−3, 10−6
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Figure 5.3: Anisotropic meshes for a = 10−1, 10−3, 10−6
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Figure 5.4: L∞, L2 and H1 norms of the error versus the number of elements in the
mesh for a = 10−1, 10−3, 10−6
5.5 Numerical simulation of the heating of four ingots in
a 2D furnace by forced convection
We consider a 2D problem of turbulent flow coupled to conjugated heat transfer (Figure
6.3). Four ingots are located in the cavity. The initial temperature of the cavity is set
to Tini = 100˚ C at the beginning and hot air is injected at the inlet at temperature of
Th = 1300˚ C and a velocity of Vin = 10ms
−1. These extreme conditions are close to
what we have usually inside industrial furnaces. There are two outlets on the opposite
side of the domain of height 0.5m each. The inlet is 1m wide. The dimensions and
physical properties of the four ingots and the cavity are listed in the table 6.1. The
fields given to the edge-based error estimator are the temperature, the velocity vector
and the level-sets of the four ingots. The anisotropic mesh adaptation (presented in the
next chapter) has been used. The mesh is adapted on the temperature, the velocity and
the level-set functions of the four solids and is made of around 15, 000 nodes.
Figure 5.5 shows the streamlines in the cavity at different times. A main flow can be
visualized from the inlet to the outlets. Several vortices are localized between the solids,
but also in the corners of the cavity. They stay almost at the same place during the
computation. The temperature is also plotted on the fluid-solid interface. The interface
corresponds to the zero-isovalue of the level-set. One can notice the good definition of
the latter. In fact the mesh is dense all along the solid interface as it has been used
as a mesh adaptation criterion. Moreover the temperature gradients are localized at
the interface (Figures 5.6 and 5.7). During the simulation the solids are heated by the
injected air. We observe that a faster raise in temperature is obtained on the left ingot.
This was expected as this ingot is the first facing the jet and as it has the lowest density.
Obviously the density is a key parameter for the temperature evolution. The right ingot
is placed far from the inlet and close to the outlets, but as its density is higher than the
middle right one, it is heated faster.
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Figure 5.5: Streamlines in the cavity and temperature at the solid-air interface at
different times
Figure 5.6: Temperature distribution in the cavity at different times
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Figure 5.7: Zoom on the temperature distribution at the interfaces (top), and the
corresponding mesh (right)
This case is a good demonstration of the capability of the solvers coupled to the anisotropic
mesh adaptation to solve turbulent flows with high temperature gradients (we remind
that here hot air at temperature 1300˚ C is directly injected in a cavity at ambiant tem-
perature). It shows the flexibility of the mesh adaptation method to follow several fields
at the same time and the capacity of the solvers to provide a stable solution over highly
streteched elements.
5.6 3D numerical simulation of an industrial furnace
In this section, we aim to present 12 hours of the heating process of an industrial furnace
given by an industrial partner. Figure 5.8 shows six ingots with arbitrary geometries
taken initially at 400◦C and positioned at different locations inside the furnace. All
the computations have been conducted by starting with a gas at rest and at a constant
temperature of 700◦C. At all other boundaries, a constant flux of 400W/m2 is applied for
sake of simplicity. The air is vented out of the furnace through two outlets positioned
at the bottom vertical wall. An adaptive time-step is used starting from 0.001s and
increases as the solution stabilizes. The 3D computations have been obtained using 40
2.4Ghz Opteron cores. We can identify two types of ingots; thick placed on the left wall
(1, 2 and 4) and thin placed on the right wall (3, 5 and 6).
The furnace is modelled as a hexagonal section duct of 2.7 x 8.1 x 5.3 m3 forming one
heat transfer zone. The hot gas is pumped into the furnace through one burner located
on the vertical wall having a constant speed of 38m/s and temperature of 1350◦C. We
can clearly see the burner in a real furnace in Figure 5.9 and how we insert the workpieces
from the opened top hatch. For more details about the geometry, we present in Figure
5.10 the CAD from different angle views of the furnace.
By applying the IVM method, the levelset function first detects and defines the treated
objects. The second step consists of deriving the anisotropic adapted mesh that describes
very accurately the interface between the workpieces and the surrounding air. Recall
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Figure 5.8: Computational domain after anisotropic mesh adaptation.
Figure 5.9: A top view of the furnace and the immersion of an ingot inside the
furnace
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that the mesh algorithm allows the creation of extremely stretched elements along the
interface, which is an important requirement for multi-material problems with surface
conductive layers. The additional nodes are added only at the interface region keeping
the computational cost low.
Figure 5.10: Different view angles of the furnace.
The algorithm progressively detects and refines the mesh at the fluid-solid interfaces
leading to a well respected shape in terms of curvature, angles, etc. All the small
details in this given geometry can be captured accurately (see Figure 5.8). Note that
the final mesh used for the numerical simulation consists of 157, 347 nodes and 884, 941
tetrahedral elements.
Once the mesh is well adapted along the interfaces, the material distribution between
the physical domains can be described by means of the level set function. Consequently,
the same set of equations; momentum equation, energy equation, the turbulent kinetic,
dissipation energy equations, and radiative transport equation are simultaneously solved
over the entire domain including both fluid and solid regions with variable material prop-
erties (see Table 5.1). In the numerical simulation, the heat capacity Cp, the conductivity
Table 5.1: Properties of materials.
Properties Smoke Steel 40CDVL3
density ρ [kg/m3] 1.25 7,800
heat capacity Cp [J/(kg K)] 1000 600
viscosity µ [kg/(m s)] 1.9e-5 –
conductivity λ [W/(m K)] 0.0262 37
emissivity  – 0.87
λ and the emissivity  of the smoke and the steel are thermo-dependent. The emissivity
of the smoke was computed from the proportions of the H2O and CO2 issued from the
combustion, the thickness of the smoke and the temperature as in the model studied in
[103].
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Figure 5.11: Streamlines and isotherms inside the furnace at two different time steps.
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Figure 5.12: Streamlines distribution inside the furnace and around the ingots.
All the given parameters used for the numerical simulations do not reflect the true
measurements from the experimental tests, due to the complexity of the wall properties,
the gas composition and other technical issues. However, we made sure that the chosen
parameters have at least the real physical representations and are appropriate to simulate
the real test.
Figure 5.11 shows the temperature distribution on four mutually parallel planes in the
furnace for two different times (t= 1.25s and 222s). The temperature distribution clearly
indicates the expected flow pattern. At the solids level, we observe that the injected air
from the top burner is slowed down and slightly influences the main air circulation in
this part of the domain. This explains the difference in the flow pattern between the
top and bottom part of the furnace. When the hot fluid passes across the volume of
the furnace, it induces a turbulent and recirculating motion within the geometry. This
forced convection is caused by the interaction of the moving stream and the stationary
fluid inside the furnace. The air movement around the workpieces is quite complex
and interesting; i.e. it allows the study of the influence of different arrangements and
positions to optimize the heat treatment. A number of vortices between the objects and
the surroundings can be observed due to the turbulence dissipation and mixing between
the hot and cold air. All these observations are highlighted by the streamlines in Figure
5.12 and the velocity components in Figures 5.13 and 5.14.
Moreover, we can clearly see on these vertical planes cutting through the ingots that the
solid region satisfies the zero velocity and, hence, the no-slip condition on the extremely
refined interface is also verified. The obstacles (6 ingots) slow down the air circulation
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in the bottom zone of the furnace and slightly influence the main air circulation along
the walls.
Figure 5.13: Velocity vectors on different cut-planes inside the furnace.
Figure 5.14: Velocity vectors on different cut-planes inside the furnace.
To get better information on the time history of the temperature, we plot in Figure 5.15
the evolution captured at the center of the ingots. As expected, we notice that the thin
ingots (3, 5 and 6) in general are heated faster than the thick ones (1, 2 and 4). At the
same time, the temperature of the ingots positioned in the center and facing the flame
jet continuously, increases faster than the others. This is due to the fact that the flames
hit the walls and deviate towards the center forming a slight counter clockwise rotating
flow. Near the center of the furnace and under the flame jet, a full rotating gas flow is
always present, which is ended near the impeller bottom-surface and exits through the
two outlets.
One can also observe in Figure 5.15 the presence of a certain phase change in the mate-
rial properties. The favorable and the reasonable nature of such results showed a good
potential for the developed formulations. However, comparisons with experimental re-
sults having true workpieces geometry and positioning will be the subject of further
investigations.
It is also worth mentioning that the profiles of the temperature do not suffer from spu-
rious oscillations (undershoots or overshoots) which are frequently observed in the pres-
ence of high temperature gradients at the interface or in convection dominated problems
across the enclosure. This can be attributed to the stabilized finite element discretiza-
tion applied on the system of equations (5.4)-(5.6). Summing up, the combination of the
local mesh adaptation and the use of iterative solvers together with the smoothed dis-
tribution of the thermo-physical properties across the interface overcome the numerical
instabilities and lead to good numerical behavior.
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Figure 5.15: Temperature-time profile at different locations in the furnace
These numerical results indicate that the Immersed Volume Method (presented in Chap-
ter 1) approach is suitable for the numerical simulation of industrial furnaces with dif-
ferent loads. Such calculations allow the prediction of different parameters and the
understanding of the flow characteristics for heat treatment furnaces. Future investiga-
tions must be concerned with experimental comparisons and reducing simulation time
for industrial models.
5.7 3D numerical simulation of an industrial furnace with
dynamic anisotropic mesh adaptation
We consider the case presented in the previous section and added the dynamic anisotropic
mesh adaptation method. The objective is to validate the methods (Immersed Volume
Method, stabilized solver and anisotropic mesh adaptation) on a complex 3D industrial
case which is highly turbulent and facing high temperature gradients.
The six ingots are positioned at the same places, but their initial temperature is 23˚ C.
The furnace is initially at temperature 640˚ C. Hot air at temperature 1352˚ C is injected
through the inlet with a velocity of 38ms−1 and is evacuated through the two outlets at
the bottom of the furnace. In order to analyze the performance of the anisotropic mesh
adaptation method, we have run three cases. The first case has been run with a dynamic
mesh adaptation. The adaptation takes into account at the same time the temperature,
the velocity and the level-set functions of the six ingots. The mesh is composed of about
500, 000 elements. The second and the third cases have been run using fixed uniform
meshes. The mesh of the second case is formed of 250, 000 elements and the mesh of the
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third has about 500, 000. In what follows we analyze and compare the results obtained
with these three simulations.
Figure 5.16: Cuts of the mesh in the furnace and the ingots numbering (top). A
zoom on the adapted mesh at the boundaries and the interfaces (bottom)
Figure 5.16 shows the ingots position in the furnace as well as their numbering. We
remind that ingots 1, 2 and 4 are thicker than ingots 3, 5 and 6. One can also notice
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Figure 5.17: Streamlines inside the furnace
in Figure 5.16 that the interface is captured better (especially the edges) using the
anisotropic mesh adaptation than the case in the previous section (Figure 5.8). Figure
5.17 shows the streamlines in the furnace. The main flow blows out from the inlet, hits
the opposite wall, goes down and get out through the two outlets. This main flow creates
vortices in the upper part and at the center of the furnace. Figure 5.18 presents cuts for
the velocity and the temperature. One can see the heated air coming at a higher speed
from the inlet, the progressive heat of the ingots and the obtained boundaly layers at
the walls and around the ingots.
Sensors have been placed in the ingots during the simulation and the corresponding
curves are provided in Figures 5.19 and 5.20. We can see that the thin ingots (3, 5 and
6) are heated faster than the thick ones (1, 2 and 4). The position along the furnace is
also important. The ingots close to the outlets are heated slower than the others. These
results are quatitavely in good agreement with the ones obtained with the static mesh
simulation in the previous section. The curves also provide a comparison between the
case run with mesh adaptation and the cases run with a fixed mesh. The ingots of the
fixed mesh simulations are heated faster at the beginning of the simulation but then the
rise in temperature is slower compared to the mesh adaption case. But as the number
of elements is increased (250, 000 to 500, 000) the results get closer to the adapted case.
Hence we can conclude that the anisotropic mesh adaptation provides a better accuracy.
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Figure 5.18: Cuts of the temperature (top) and the velocity (bottom) in the furnace
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Figure 5.19: Temperature evolution of ingots 1 (top), 2 (middle) and 3 (bottom)
in the three cases. The curve ”Fixed-1” corresponds to the fixed mesh of 250, 000
elements, ”Fixed-2”to the fixed mesh of 500, 000 elements and ”Adapted”to the dynamic
anisotropic adapted mesh case.
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Figure 5.20: Temperature evolution of ingots 4 (top), 5 (middle) and 6 (bottom)
in the three cases. The curve ”Fixed-1” corresponds to the fixed mesh of 250, 000
elements, ”Fixed-2”to the fixed mesh of 500, 000 elements and ”Adapted”to the dynamic
anisotropic adapted mesh case.
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Table 5.2 shows the computational time in hours for each of the three cases. We can
see that the adapted case is clearly slower as its computational time is more than 60%
higher than the fixed-mesh case with the same number of elements (500, 000). This
extra computational time corresponds to the mesh modification operations and forms
an interesting perspective subject.
Table 5.2: Computational time in hours of the three cases for 10, 800s
Adapted Fixed-1 Fixed-2
476 162 292
5.8 Conclusion
In this chapter we have presented the numerical method used to solve turbulent flows
and conjugated heat transfer problems. Stabilized schemes are used to overcome spu-
rious numerical oscillations appearing for convection-dominated problems. The VMS
method consists in decomposing both the velocity and the pressure fields into coarse/re-
solved scales and fine/unresolved scales. The fine-scale solution is substituted into the
large-scale problem providing additional terms, tuned by a local stabilizing parameter,
that enhance the stability and accuracy of the standard Galerkin formulation. The
stabilization of the heat equation is done through the use of a SCPG scheme.
The use of anisotropic mesh adaptation is definitly justified because it allows to recover
half an order of convergence because of the added diffusion. This point has been illus-
trated through the resolution of a convection-dominated case with a known solution. The
gobal convergence order of the numerical schemes has been recovered while producing
accurate and oscillation free numerical solutions.
The stabilized solvers as well as the anisotropic mesh adaptation have been tested on
different 2D and 3D cases. This example have demonstrated the ability of the solvers
to deal with turbulent flows and high temperature gradients on extremely stretched
elements. Moreover the chosen strategy is capable of modeling industrial processes like
the heating in industrial furnaces. The use of anisotropic mesh adpatation seem to
provide more accurate results. The details of the anisotropic mesh adaptation method
are provided in the next chapter.
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Re´sume´ franc¸ais
Dans ce chapitre sont pre´sente´s les e´quations re´gissant les proble`mes d’e´coulements tur-
bulents couple´s aux flux thermiques. La me´canique des fluide est prise en compte par la
re´solution des e´quations de Navier-Stokes et la thermique par l’e´quation de la chaleur.
Un mode`le de turbulence k −  est e´galement utilise´ pour certaines applications. Un
mode´le de radiation de type P1 est pris en compte pour inclure le flux radiatif dans
l’e´quation de la chaleur.
Ces e´quations sont re´solues par des me´thodes e´le´ments finis stabilise´s afin d’e´viter les
oscillations nume´riques pouvant apparaˆıtre lors de proble`mes a` convection dominante.
Le sche´ma temporel utilise´ est de type implicite. La me´thode stabilise´e multi-e´chelle pour
re´soudre les e´quations de Navier-Stokes consiste a` de´composer les champs de vitesse et
pression en petites et grandes e´chelles. La solution des petites e´chelles est introduite
dans les grandes e´chelles en vue de la re´solution. Ainsi des termes de stabilisation sont
ajoute´s par rapport a` la me´thode standard Galerkin. Ces termes de´pendant de la taille
de maille, il est essentiel dans notre cas d’effectuer un calcul de cette dernie`re adapte´ a`
des e´le´ments anisotropes. La partie thermique est stabilise´e par la me´thode SCPG.
L’utilisation de maillages anisotropes est justifie´e une nouvelle fois. En effet les me´thodes
de stabilisation procurent la perte d’un demi ordre de convergence a` cause de la diffusion
ajoute´e. La re´solution sur des maillages anisotropes adapte´s permet de re´cupe´rer ce
demi ordre et ainsi d’optenir une convergence d’ordre 2. Cette proprie´te´ est ve´rifie´e
dans un exemple 2D ou` on adapte le maillage avec la me´thode pre´sente´e dans le chapitre
pre´ce´dent sur un cas de convection dominante avec une solution connue.
Ensuite l’utilisation des solveurs stabilise´s couple´s a` la me´thode d’adaptation de maillage
anisotrope est mise a` l’e´preuve sur plusieurs cas. Le premier est le cas de convection for-
ce´e 2D du chapitre pre´ce´dent. La robustesse des solveurs a` calculer une solution stable
est e´galement de´montre´e sur un cas de four industriel 3D. L’utilisation d’adaptation de
maillage sur ce cas semble produire des re´sultats plus pre´cis. Cette tendance sera ve´ri-
fie´e dans le prochain chapitre en comparant les re´sultats nume´riques avec des re´sultats
expe´rimentaux.
Chapter 6
Anisotropic Mesh Adaptation
Method
We remind that the target of this work is to reduce the time for computing problems with
turbulent flows and conjugated heat transfer inside large domains. Therefore the use of
uniform meshes is clearly unaffordable. Moreover, using anisotropic mesh adaptation is
obvious since we deal with problems where the physics is highly anisotropic itself. Such
an adaptation is crucial to capture all the physics at different scales of the problem. The
objective is to construct an anisotropic adaptive mesh that minimizes the interpolation
error over the computational domain. It is very well know in the litterature that the
mesh conforming a metric is a unit mesh [29, 34, 104]. That is a mesh that transforms
the edges of the domain into edges of unit length. However building a unit mesh in the
Riemanian space results in a fine mesh everywhere and consequently yields to drastic
computational costs. Therefore the idea is to build a unit mesh in the metric space. The
resulting mesh will be anisotropic in the Riemanian space. The objective of this work is
to build up a metric tensor on each node Xi of the mesh and to transform all the edges
connected to Xi into unity:
X˜ij = sijX
ij
In order to do that the stretching factors sij will be determined in terms of the interpo-
lation error. A new edge based error estimator is proposed to evaluate the error on the
edges. In the following section we will discuss how to evaluate this error using a new
edge based error estimator.
The anisotropic adaptation is performed by constructing a metric map that allows the
mesh size to be imposed by the variation of the gradient of any field (distance function,
velocity, temerature...). We introduce first the so-called metric which is a symmetric
102
103
positive defined tensor representing a local base that modifies the distance computation
[28–31], such that:
||x||M =
√
tx ·M · x , < x,y >M= tx ·M · y . (6.1)
The metric M can be regarded as a tensor whose eigenvalues are related to the mesh
sizes, and whose eigenvectors define the directions for which these sizes are applied. For
instance, using the identity tensor, one recovers the usual distances and directions of the
Euclidean space.
6.1 state of the art
Anisotropic mesh adaptation was first proposed in the late 1980s [105–108]. Significant
research effort has been devoted in the last few years to develop successful anisotropic
mesh adaptation techniques with real applications. Several approaches to easily build
unstructured anisotropic adaptive meshes are often based on local modifications ([109],
[110], [111], [30]) of an existing mesh. In fact, it mainly requires extending the way to
measure lengths following the space directions and that can be done using a metric field
to redefine the geometric distances. In parallel, theories on anisotropic a posteriori error
estimation (i.e. [112]) have been well developed, leading to some standardization of the
adaptation process; production of metrics from the error analysis of the discretization
error and steering of remeshing by these metrics.
To resume, we distinguish four major error estimates for anisotropic adaptation: the
hessian based relying on the solution hessian information to evaluate the linear interpo-
lation error [29, 31, 113, 114], the a posteriori estimates approximating the discretization
error using a theoretical analysis [115–119], the a priori error estimates [112, 120] and the
goal oriented estimates that provide mathematical framework for assessing the quality
of some functionals [104, 121–123]. Thanks to these technical and theoretical advances,
a considerable improvement was obtained in the accuracy and the efficiency of numerical
simulations.
Indeed, anisotropic mesh adaptation has proved nowadays to be a powerful strategy
to improve the quality and efficiency of finite element/volume methods. It enables
to capture scale heterogeneities that can appear in numerous physical or mechanical
applications including those having boundary layers, shock waves, edge singularities
and moving interfaces [29, 34, 124, 125]. In these cases, discontinuities or gradients of
the solution are highly directional and can be captured with a good accuracy using an
anisotropic mesh with stretched elements.
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6.2 Edge-based Metric
In this section, the steps that constitute the computation of the metric for the anisotropic
mesh adaptation will be outlined. The generation of the metric may be divided into
consecutive steps. The main ones are the definition of a length distribution tensor
followed by a gradient recovery procedure allowing the computation of an edge based
error estimator. Finally a set of stretching factors associated to each edge may be
computed, from which it is possible to define a new anisotropic metric.
6.2.1 Definition of the length distribution tensor: a statistical repre-
sentation
In the computation of a discrete metric, one is faced with the problem of transferring
element-wise information to the nodes. Rather than using a simple average, the process
presented here takes into account a statistical representation of the lengths distribution
of all the edges sharing a node. In order to define such quantity, let us consider a fi-
nite element discretization of the domain Ω =
⋃
K∈K
K where K is a simplex such as a
triangle or tetrahedron and K is the spatial discretization of the domain. We seek the
solution in the space V = C2(Ω). Let Vh be a simple P 1 finite element approximation
space:Vh =
{
wh ∈ C0(Ω), wh|K ∈ P 1(K),K ∈ K
}
and let us consider a function u ∈ V.
We define X =
{
Xi ∈ Rd, i = 1, · · · , N} as the set of nodes in the mesh and we denote
by U i the nodal value of u at Xi, finally let Πh be the Lagrange interpolation operator
from V to Vh such that: Πhu(Xi) = u(Xi) = U i , ∀i = 1, · · · , N . As shown in Figure
6.1, Γ(i) =
{
j , ∃K ∈ K , Xi,Xj are nodes of K} denotes the set of nodes connected to
node i .
Figure 6.1: Length Xij of the edge joining nodes i and j.
It is now possible to define the length distribution tensor as (see [34] for more details):
Xi =
1
|Γ(i)|
∑
j∈Γ(i)
Xij ⊗Xij (6.2)
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By the exploitation of a double mean value argument, a hessian based error analysis is
conducted, leading to the following definition of error estimator:
eij = g
ij ·Xij (6.3)
where gij = gj − gi and gi = ∇u(Xi) is the gradient of u evaluated at node Xi.
The analysis will not be limited to an analytical function u as discussed in [34], but takes
into account the solution of a physical problem. Consequently, the only information
readily available on its gradient comes from the finite element approximation, so in a P1
setting this means that we do not have access to the point-wise information but only to
the element-wise one. For this reason we need to resort to a gradient recovery procedure.
6.2.2 Gradient recovery error estimator
It is shown in [126] that through an optimization analysis it is possible to define a
second-order preserving recovered gradient:
Gi = (Xi)−1
∑
j∈Γ(i)
U ijXij (6.4)
and the approximated error is then evaluated by substituting G by g in (6.3):
eij = G
ij ·Xij (6.5)
6.2.3 Metric construction
In this subsection, the tilde will denote the elements associated to the new metric to be
computed from the present one. At each node, one may define a new metric by:
M˜i =
1
d
(
X˜i
)−1
, (6.6)
where X˜i is computed as in (6.2) by substituting Xij with X˜ij = sijXij .
A first approach to compute the stretching factors and construct the metric is given in
[34]. It consists in minimizing the total error over the mesh. Thus the computation of
the stretching factors is done as follows:
sij =
(
λ
eij
) 1
p+2
(6.7)
and
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∑i∑j∈Γ(i) e pp+2ij
A

p+2
p
(6.8)
p being a user defined parameter and A the number of edges of the mesh. This anisotropic
mesh adpatation method has prooved to be powerful [126]. The authors have investi-
gated the case of the driven cavity up to a Reynolds number of 10, 000 in 2D. They
obtain excellent results in terms of accuracy by comparing them to references with a
low number of elements. The meshes produced by the method are highly anisotropic
and follows the flow vorticities as well as the boundary layers. However this method
relies on a user defined parameter, and it is not obvious to define the value of the latter.
Moreover it works with the number of edges of the mesh, which is not convenient.
Therefore another method has been developed. As explained in [127], the error changes
quadratically with the stretching factors, and from this remark, we proposed a variational
method based on a target number of nodes N and a global target equidistributed error
e for all lengths. This yields the following definition of the stretching factors:
sij =
(
e(N)
eij
) 1
2
=

∑
i
ni(1)
N

2
d
e
−1/2
ij , (6.9)
with
e(N) =
 N∑
i
ni(1)
− 4d
the global induced error,
ni(1) =
√√√√√det
1
d
(Xi)−1
 ∑
j∈Γ(i)
(
1
eij
)− 1
2
Xij ⊗Xij

the number of new nodes induced by the new edge lengths at node Xi for a homogeneous
error equal to 1 and N the total number of nodes of the mesh.
This method has been improved in [128]. Weights are added in the formulation in order
to give a higher importance to the gradient directions. The author shows in different
examples that first this new method is able to generate meshes that capture all the
scales, and second that it is faster and requires less nodes to converge to the optimal
solution. The length distribution tensor becomes:
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Xi =
1
|Γ(i)|
∑
j∈Γ(i)
s2ijωijX
ij ⊗Xij (6.10)
with
ωij =
‖∇u ∧Xij‖
‖∇u‖‖Xij‖ (6.11)
6.2.4 Control of the Lp norm of the interpolation error
A theoretical validation of the control of the Lp norm of the interpolation error by the
second edge based error estimator for a quadratic function is proposed in [128]. The
analysis is done in 2D over each element K in the mesh. The extension to the 3D case
is straightforward. Consider a smooth scalar field u ∈ C2(Ω) and its approximation uh
on the given mesh.
Proposition 6.2.1. Let P be a gauss quadrature point of K. We have:
XiP = vXiXj + wXiXk ⇔ P = (1− v − w)Xi + vXj + wXk ,
with v =
xp − xi
xj − xi and w =
yp − yi − v(yj − yi)
yk − yi
Consequently, the interpolation error at P can be evaluated in terms of the edge based
error estimator:
u(P )−Πhu(P ) = v
2
(v − 1)eij + w
2
(w − 1)eik + vwGijXik .
Proposition 6.2.2. Therefore, the Lp norm of the interpolation error over the domain Ω
is given by:
(∫
Ω
|u−Πhu|p dΩ
) 1
p
=
 nK∑
K=1
|K|
nG∑
g=1
ωgK
∣∣∣v
2
(v − 1)eKij +
w
2
(w − 1)eKik + vwGijKXik
∣∣∣p
 1p
where nK is the number of elements in the mesh, |K| the volume of the Kth element,
nG the number of gauss points for the K
th element and ωgK the g
th quadrature weight
for the Kth element.
To show the equivalence between the edge based error estimator and the interpolation
error in the L1, L2 and L3 norms, we consider the following 2D analytical function
u(x, y) = 0, 3(x2 + y2)
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The analytical evaluation of the interpolation error is compared to the edge based error
estimation computed as described in the previous section. A perfect match between
these two and a second order convergence is obtained in the three norms as shown in
Figure 6.2.
Figure 6.2: Rate of convergence of the edge based error estimator and the analytical
interpolation error in the L1, L2, L3 norms
6.3 Mesh adaption criteria
In many turbulent flow applications coupled to conjugated heat transfer, the bound-
ary layer and the flow separation need to be modeled accurately. Two strategies are
commonly used; ’explicit’ and ’implicit’ adaptations. In the first one, we design and
pre adapt the mesh around the boundaries and in the wake regions by making a priori
assumptions about the solution behavior (i.e. Reynolds number, y+, ...). The ob-
tained adapted mesh will be used all over the simulation. The criteria for the mesh
adaptation are geometric and do not evolve with the solution. Whereas, the implicit
strategy consists in dynamically adapting the mesh and minimizing as much as possible
the global equidistributed error. The anisotropic adaptation decisions are in this case
entirely driven by the behavior of the a posteriori error estimate, taking into account
the geometry as well as the evolving solutions.
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6.3.1 Comparison with metric intersection on a forced convection case
However, different solutions can be obtained when solving coupled problems; for instance
the velocity fields, the pressure distribution and the density evolution in the compressible
case. The common way to adapt a mesh to several variables is to compute the metrics
corresponding to each of them and then to produce a unique metric by an operation
known as the intersection of metrics. In this work, we simplify this operation and we use
one metric that accounts for different variables. Therefore, based on the theory proposed
in the previous section, we extend the errors eij and the variable u to become vector
fields rather than scalars as proposed in [126]:
eij =
{
e1ij , e
2
ij , · · · , enij
}
n being the number of variables on which the mesh is adapted, and for every node Xi
and direction Xij we obtain for a given vector field V and a scalar function α:
u(Xi) =
 V i‖V i‖2 , ‖V
i‖2
max
j
‖V j‖2 ,
α
max(α)
 .
,where α can be the level-set function, the temperature or any other scalar field. Thus,
by defining a suitable norm ‖ · ‖p the corresponding stretching factors become:
sij =
( ‖eij‖p
‖e(N)‖p
)− 1
2
. (6.12)
In what follows we have compared our method of metric construction with metric in-
tersections. We consider the case treated in Chapter 5. Four ingots initially at 20˚ C
are heated inside a cavity. Hot air at temperature 1300˚ C is injected through the inlet
with a velocity of 10ms−1 and is evacuated through two outlets placed on the opposite
side of the cavity. No turbulence model has been taken into account for this case. The
same fields (i.e. temperature, the velocity vector and the level-sets of the four ingots)
have been used for the metric intersections, giving three metrics. Two methods have
been tested to intersect these three metrics: the maximum eigenvalue [125] and the L2
norm. The maximum eigenvalue method keeps the minimum mesh size of the three met-
rics at a given node whereas the L2 norm method computes the L2 norm of the three
metrics. Figures 6.4 to 6.8 compare the edge-based error estimator method with the
two methods used for the metrics intersection at different times of the simulation. The
temperature and the velocity fields as well as the mesh are presented for each method.
Figures 6.5 and 6.7 show that the meshes produced by the edge-based estimator and
the metric intersection are radically different. While the metric intersection focuses on
the temperature, the edge-based estimator follows also the velocity field and produces
a very fine anisotropic mesh on the boundary layers. Figure 6.9 shows a zoom up to
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×100, 000 on the uppper part of the cavity on the boundary layer zone. This confirms
the ability of the developed algorithm to generate highly directional stretched elements.
The mesh produced by the edge-based estimator captures better all the vortices as well,
as reflected in Figure 6.8. We conclude this study with computational time data. Table
6.2 presents the computational time of the three different metric construction method at
time t = 10s and t = 200s. The metric intersection method using the L2 norm is clearly
faster, whereas the one using the maximum eigenvalue is the less efficient. It is worth
mentioning that the same number of nodes has been used for each computation (approx-
imately 15, 000). Each computation has been run on 10 cores (AMD 64 2.5GHz). Given
these observations we will use the edge-based error estimator to construct the metric in
the rest of the computations. Since the computational time is slightly higher than the
one with the metric intersection method using the L2 norm, the produced mesh has a
better quality and captures better the physics of the problem.
Figure 6.3: Case for the comparison of the edge-based metric and the intersection of
metrics
cavity Ingot 1 Ingot 2 Ingot 3 Ingot 4
Dimensions (Lxh) (m) 20× 4 1× 1.5 1× 2.5 2× 1.8 2× 1.5
ρ (kg.m−3) 1 1, 000 2, 000 8, 000 6, 000
Cp (J.kg−1.K−1) 1, 000 500 500 500 500
ν (kg.m−1.s−1) 2.10−5 105 105 105 105
k (W.m−1.K−1) 0.0262 26 26 26 26
Table 6.1: Physical properties of the four ingots and the cavity
t = 10s t = 200s
Edge-based estimator 13 733
Metric intersection (max eigenvalue) 90 1, 584
Metric intersection (L2 norm) 7 225
Table 6.2: Computational time in minutes of the three different metric construction
methods
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Figure 6.4: Temperature field in C˚ with the different adaptation methods at time
t = 10s: edge-based estimator (top), metric intersection with maximum eigenvalue
(middle) and metric intersection with L2 norm
Figure 6.5: Mesh of the different adaptation methods at time t = 10s: edge-based
estimator (top), metric intersection with maximum eigenvalue (middle) and metric
intersection with L2 norm
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Figure 6.6: Velocity field in ms−1 with the different adaptation methods at time
t = 10s: edge-based estimator (top), metric intersection with maximum eigenvalue
(middle) and metric intersection with L2 norm
Figure 6.7: Mesh of the different adaptation methods at time t = 200s: edge-based
estimator (top), metric intersection with maximum eigenvalue (middle) and metric
intersection with L2 norm
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Figure 6.8: Velocity field in ms−1 with the different adaptation methods at time
t = 200s: edge-based estimator (top), metric intersection with maximum eigenvalue
(middle) and metric intersection with L2 norm
Figure 6.9: Zoom on the mesh of the edge-based estimator method at time t = 200s:
×1 (top), ×1, 000 (middle) and ×100, 000
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6.3.2 Multi-criteria applied to a natural convection case
In this section, we discuss the performance of the multi-criteria edge-based error adaptive
anisotropic mesh method for heat transfer and fluid flows. We analyze a very well known
benchmark on the natural convection in 2D and 3D. The obtained results are compared
to a set of references.
6.3.2.1 Natural convection benchmark (2D)
We start by establishing a reference solution for Rayleigh numbers ranging from 104 to
108. This reference solution is computed using a fixed isotropic mesh of 106 elements.
To compare and assess the accuracy of the reference solution solved using the stabilized
finite element methods, we compare the obtained Nusselt number with results found in
the litterature. Next, we apply the mesh adaptation with the mutli-criteria approach
using the velocity components, the temperature or their combinations, highlighting the
capability of the method for coupled problems.
We consider a unity square cavity (Figure 6.10) with a thermal gradient applied to the
vertical walls whereas the horizontal walls are insulated. No slip boundary condition is
imposed on all the walls. The left wall is maintained at a temperature Th and the right
wall at a temperature Tc, with Th > Tc. Five computations have been conducted for
Figure 6.10: Natural convection boundary conditions in the square cavity
Rayleigh numbers varying from 104 to 108. Note that here we solved the Navier-Stokes
equations under the classical Boussinesq approximation. In order to verify the accuracy
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of the reference solution, we compare the results of each computation to the ones found
in the litterature in terms of Nusselt number. The latter is given by:
Nu =
L∫
0
∂T
∂x
dy, at x = 0
Ra 104 105 106 107 108
[129] 2.238 4.509 8.817 - -
[130] 2.201 4.430 8.754 - 32.045
[131] - - 8.822 - 30.200
[132] - - 8.860 16.241 -
[133] 2.247 4.523 8.805 16.790 30.506
Present 2.274 4.599 8.827 16.829 31.840
Table 6.3: Comparison of the Nusselt number in the present study with the litterature
Table 6.3 shows that the obtained results are in very good agreement with the litterature.
The small difference may be due to the used discretization methods (Lattice Boltzmann
method, finite difference,...) or the used density variation model (compressible flows,
Boussinesq approximation,...). Next, we investigate different fields for adapting the
mesh. The objective is to find the best combination that increases the quality of the
solution and its accuracy. We propose as adaptation criteria the following expression:
(ω1
T
max(T ) , ω2
v
max(‖v‖2) , ω3
‖v‖2
max(‖v‖2)), with
T
max(T ) the normalized temperature,
v
max(‖v‖2)
the normalized velocity components and ‖v‖2max(‖v‖2) its normalized magnitude. Using the
same number of elements, we compare to the reference solution established previously
for different Rayleigh numbers three different configurations: (ω1, ω2, ω3) = (1, 0, 0),
(ω1, ω2, ω3) = (0, 1, 1) and (ω1, ω2, ω3) = (1, 1, 1). Table 6.4 summarizes the number of
elements corresponding to the different cases.
Ra 104 105 106
Reference 1, 000, 000 1, 000, 000 1, 000, 000
Mesh adaptation 9, 000 17, 000 24, 000
Table 6.4: Number of used elements for different Rayleigh numbers
The results obtained using multiple-criteria and anisotropic mesh adaptation are com-
pared to the reference solution for different Rayleigh numbers. In Figure 6.11, we present
the first three plots for Ra = 104 along the x-axis and y-axis for the velocity components
and the temperature solutions respectively. As expected, all the solutions agreed very
well despite the significant differences noticed in the obtained meshes as shows Figure
6.12. As the Rayleigh number increases (105 and 106), the convective terms becomes
more dominant leading to some variations in the solutions. Figures 6.13 and 6.15 confirm
that choosing the normalized temperature TTmax as a criterion for the mesh adaptation
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lead always to more accurate results. This is noticed on all the plots, in particular
for the y-component of the velocity field. Again, the difference between the obtained
meshes becomes more clear and interesting for higher Rayleigh numbers. We can clearly
see in Figures 6.14 and 6.16 that the adaptation along the temperature field results a
much denser and finer meshes concentrated near high temperature gradients and close
to the vertical walls. Whereas, when using the velocity as the mesh adaptation criteria,
extremely stretched elements are noticed and all the boundary layers are sharply cap-
tured and automatically identified. Note the concentration of the mesh is not only along
all the boundary layers but also at some detachment regions close to the center. This
reflects well the anisotropy of the solution caused by the discontinuity of the boundary
conditions and the nature of the flow. The elements far from the central bulk of the
cavity are mostly isotropic and increase in size as the Rayleigh number increases. This
explains how, for a controlled number of nodes, the mesh is naturally and automatically
coarsened in that region with the goal of reducing the mesh size around the high gradi-
ents in the solutions. It is mainly due to the proposed mutli-criteria strategy of using
one unit vector combining multiple components.
The proposed approach shows that it is capable of capturing all the physics at all scales.
Indeed, small vortices, detachments and thin boundary layers are usually critical to be
captured accurately and efficiently by isotropic meshes. We have thereby showed that the
anisotropic mesh adaptation method works well in capturing the characteristics of the
solution and is able to give accurate results when solving the coupled heat transfer and
fluid flows equations. We have also established that adapting the mesh on the normalized
temperature TTmax provides better results for this benchmark and with the prescribed
num of elements, especially for high Rayleigh number. In fact when adapting the mesh
on the velocity, the highest gradients are localized neer the boundary layers, thus the
estimated error is higher in this region. Therefore the mesh is extremely densified there
and coarsened in the rest of the cavity, leading to a small drift in the result curves. In
order to get a finer mesh out of the boundary layers and thus more accurate results, the
number of elements has to be increased. Therefore adapting the mesh on the temperature
field with the prescribed number of elements provides better results out of the boundary
layers whereas adapting the mesh on the velocity field gives more accurate results near
the boundary layers.
Finally, in order to assess the capability of the proposed method to simulate higher
Rayleigh number flows with anisotropic meshes, we repeated the simulation for Rayleigh
number of 108. For more efficient comparisons, we have added to the existing plots along
the centerlines some additional plots close to the boundary layers: x = 0.05, y = 0.05 ,
x = 0.95 and y = 0.95. The number of elements was fixed to 40, 000 elements. Based
on the previous results, we considered only the normalized temperature TTmax as the
adaptation criterion. Figures 6.17 to 6.19 compare all the obtained results at different
cuts and highlight the accuracy of the proposed anisotropic mesh adaptation. The
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velocity peaks and the temperature profiles are well captured. The accuracy is conserved
near the boundary layers, especially along the lines x = 0.05 and x = 0.95. Recall that
in these regions, the obtained mesh is extremely fine due the steep temperature gradient
(see Figure 6.20).
In order to push the investigation further, we have also computed the benchmark solution
for a Rayleigh number of 109. The computation has been run using 40, 000 elements.
The mesh is adapated only on the temperature field. With such a Rayleigh number,
the flow no more converges to a steady state and keeps changing in time. Figure 6.21
shows the temperature evolution at different times. We can notice that the temperature
is convected from one side of the domain to the other, and progressively diffuses to the
center of the cavity. Figure 6.22 presents the associated adapted meshes. The mesh
follows dynamically the temperature field in order to keep an accurate solution. Finally
Figure 6.23 shows the streamlines of the flow. The flow is turbulent and several vortices
are created. We can notice how the flow is chaotic and that the vortices are localized at
different positions in time.
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Figure 6.11: Comparison of the mesh adaptation field on the x velocity component
(top left), the y velocity component (top right) and the temperature (bottom), Ra = 104
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Figure 6.12: Comparison of the adapted mesh in function of the mesh adaptation
field TTmax (left),
v
‖v‖ ,
‖v‖
‖v‖max (middle),
T
Tmax
, v‖v‖ ,
‖v‖
‖v‖max (right), Ra = 10
4
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Figure 6.13: Comparison of the mesh adaptation field on the x velocity component
(top left), the y velocity component (top right) and the temperature (bottom), Ra = 105
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Figure 6.14: Comparison of the adapted mesh in function of the mesh adaptation
field TTmax (left),
v
‖v‖ ,
‖v‖
‖v‖max (middle),
T
Tmax
, v‖v‖ ,
‖v‖
‖v‖max (right), Ra = 10
5
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Figure 6.15: Comparison of the mesh adaptation field on the x velocity component
(top left), the y velocity component (top right) and the temperature (bottom), Ra = 106
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Figure 6.16: Comparison of the adapted mesh in function of the mesh adaptation
field TTmax (left),
v
‖v‖ ,
‖v‖
‖v‖max (middle),
T
Tmax
, v‖v‖ ,
‖v‖
‖v‖max (right), Ra = 10
6
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Figure 6.17: Comparison of the anisotropic mesh adaptation method to the reference
solution at x=0.05 and y=0.05 ( TTmax was used for the mesh adaptation), Ra = 10
8
125
Figure 6.18: Comparison of the anisotropic mesh adaptation method to the reference
solution at x=0.5 and y=0.5 ( TTmax was used for the mesh adaptation), Ra = 10
8
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Figure 6.19: Comparison of the anisotropic mesh adaptation method to the reference
solution at x=0.95 and y=0.95 ( TTmax was used for the mesh adaptation), Ra = 10
8
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Figure 6.20: Adapted mesh on field TTmax (top) and isotherms (bottom), Ra = 10
8
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Figure 6.21: Temperature distribution through the cavity at different times, Ra = 109
Figure 6.22: Adapted meshes on the temperature field at different times, Ra = 109
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Figure 6.23: Flow streamlines at different times, Ra = 109
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6.3.2.2 Natural convection benchmark (3D)
We continue to numerically solve this classical benchmark in 3D. Same as in the 2D case,
no slip boundary conditions are imposed at the walls. The horizontal walls are insulated
and the vertical walls are maintained at constant but different temperature. Indeed, the
left wall is forced to stay hot while the right wall is forced to stay cold. All numerical
experiments are done with a fixed number of elements (˜100,000 elements) for Rayleigh
numbers ranging from 104 to 108. The mesh is adapted on the normalized temperature
field ( TTmax ). Figure 6.24 shows the velocity streamlines and the characteristics of the
flow becoming more complicated as the Rayleigh numbers increases. It also highlights
the refinement of the elements near the walls and close to the corners, allowing a better
capture of the temperature gradients. This reflects the precision of the solution which is
in accordance to the high resolution of the mesh at the boundary layers. The anisotropic
adaptive procedure modifies the mesh in a way that the local mesh resolutions become
adequate in all directions. Recall again that these figures reflect for the given fixed
number of elements the mesh that maximizes the accuracy of the numerical solution.
More analysis taking into account an increased number of nodes and comparisons with
an extra resolved reference solution will be the subject of further investigations. The
presented test cases are considered here in the objective of demonstrating the capability
of the method to simulate 2D and 3D high Rayleigh number flows on anisotropic meshes.
6.4 Conclusion
In this chapter, we introduced the anisotropic mesh adaptation method. We presented
a method which is based on the edges of the mesh. It consists in first computing an
error along each edge by recovering the gradient with the nodal solution and the length
distribution tensor. Then from the error stretching factors are computed and a new
metric is built up. The method is original as it naturally deals with multi-components
for the mesh adaptation criteria. An error is computed for each criterion of the mesh
adaptation and a Lp norm is calculated on each edge. This natural treatment of the
multi-criteria better takes into account each field of adaptation (temperature, velocity,
etc...) and generates a mesh that has a better quality and better captures the physics of
the problem compared to metric intersection methods. Different criteria haven been
used on a 2D natural convection benchmark in order to analyze the impact of the
produced mesh as well as the precision of the solution. The method has shown its
capability to recover an accurate solution at high Rayleigh numbers (up to 108). This
also demonstrates the performance of the solvers to compute a solution of high precision
with extremely stretched elements.
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Figure 6.24: 3D natural convection streamlines for different Rayleigh numbers : 104
(top left), 105 (top middle), 106 (top right), 107 (bottom left), 108 (bottom right)
Re´sume´ franc¸ais
L’objectif de ce travail est de re´duire le couˆt des calculs d’e´coulements turbulents couple´s
aux transferts thermiques. Par conse´quent l’utilisation de maillages isotropes n’est pas
viable et est exclue naturellement. Le but est donc de capturer les diffe´rentes e´chelles
de la physique du proble`me par une me´thode d’adaptation de maillage anisotrope. Une
me´thode base´e sur une estimation d’erreur a posteriori sur les arreˆtes du maillage est
pre´sente´e dans ce chapitre. Cette me´thode s’inte`gre parfaitement dans un contexte
d’applications industrielles dans le sens ou` elle controˆle un nombre fixe de noeuds.
L’erreur sur chaque arreˆte est calcule´e graˆce a` une reconstruction du gradient de la
solution physique. Cette erreur permet de de´finir des facteurs d’e´tirement et de calculer
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une nouvelle me´trique, menant a` un maillage adapte´ et (potentiellement) fortement
anisotrope. Cette me´thode d’adaptation est originale car elle conside`re naturellement
plusieurs champs d’adaptation, e´vitant ainsi des intersections de me´triques.
La me´thode pre´sente´e est compare´e a` deux me´thodes d’intersection de me´trique sur un
cas de convection force´e 2D. Il en ressort que la me´thode prend en compte chaque
crite`re d’adaptation (vitesse, tempe´rature et level-sets) contrairement aux me´thodes
d’intersection. En effet le maillage produit par la me´thode d’adaptation base´e sur les
arreˆtes est tre`s raffine´ et anisotrope vers les couches limites tout en capturant bien les
interfaces des objets et la tempe´rature. Finalement la me´thode d’adaptation est mise a`
l’e´preuve sur un cas de convection naturelle 2D. Des courbes de vitesse et de tempe´rature
sont compare´es a` un cas de re´fe´rence pour diffe´rents crite`res d’adaptation et diffe´rents
nombres de Rayleigh. Les re´sultats montrent qu’adapter le maillage sur la tempe´ture
permet d’obtenir les meilleurs re´sultats en terme de pre´cision pour ce cas. L’adaptation
de maillage anisotrope permet de capturer la solution (vitesse et tempe´rature) de manie`re
tre`s pre´cise pour un nombre de Rayleigh allant jusqu’a` 108. Des re´sultats de convection
naturelle 3D sont e´galement pre´sente´s dans ce chapitre afin de montrer la capacite´ de la
me´thode d’adaptation a` produire des maillages fortement anisotropes et l’aptitude des
solveurs a` capturer parfaitement la solution du proble`me sur ces e´le´ments tre`s e´tire´s.
Chapter 7
Industrial applications
Numerical prediction of industrial processes such as quenching or heating in industrial
furnaces has attracted considerable attention in the past few years. As the processes
are complex because of the variety of the phenomena implied and the complicated ge-
ometries, it can be difficult and expensive to understand and analyze them through
experimental tests. Therefore numerical tools have become essential to understand fur-
ther these processes, predict the physics and better control them. The thermal history of
the temperature into the high alloy steel pieces is essential for their final microstructure,
and therefore their quality, in the view of their future use.
In this chapter we assess the performance of the methods presented in the previous
chapters. The anisotropic mesh adaptation method as well as the solvers are tested on
complex 3D industrial applications. The first case is the cooling of a hat-shaped disc
by natural convection. Different mesh adaptation criteria are used in order to analyze
the influence on the computed numerical solution. The second case is the heating of a
cylindrical ingot in a circular industrial furnace. The results obtained with anisotropic
mesh adaptation are compared with computations done with a fixed mesh. The third
case is the quenching of a tubular ingot in water. The numerical results of all the cases
are compared with experimental data in order to verify the accuracy of the proposed
methods.
7.1 Cooling of a hat-shaped disc
In this section we simulate the cooling of a hat-shaped disc by natural convection during
1670s. The inconel 718 workpiece is initialy hot (1160˚ C) and is immersed in a large
domain composed of ambient air (20˚ C). The VMS and SCPG solvers presented in the
previous chapter are used to solve the fluid mechanics and the thermal equations. The
Boussinesq approximation is taken into account in order to model the influence of the
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temperature on the density. No turbulence model has been considered but the radiative
model presented in the previous chapter is used. As in the experimental case, the disc is
placed in a wide room, a large cavity is used in the numeical simulation in order to avoid
boundary conditions dependancies. Therefore the numerical domain has a dimension of
20m × 20m × 20m whereas the disc has a radius of 0.25m and is 0.1m height. Note
that this kind of approach is clearly unaffordable with uniform meshes as the number
of cells would definitely increase, and the computational time become expensive. The
anisotropic mesh adaptation allows dealing with such domains as the mesh will be well
adapted in the regions of interest and derefined where the physics does not play a key
role as shown in Figure 7.1.
Figure 7.2 shows the temperature profile on the zero iso-value of the level-set of the
disc at the end of the computation. One can notice that the mesh is well adapted all
around this interface in order to capture accurately the temperature evolution inside
and around the workpiece as well as the heat transfers between the disc and the air.
There is a clear temperature difference between the top and the bottom part of the
workpiece (around 200˚ C). That means that the bottom part cools down faster than
the upper part. Indeed, the bottom surface is larger and exposed to the surrounding
calm air, whereas at the top, the heated air interacts all along the simulation as shown
in Figure 7.3. Note that the induced flow goes higher as the surrounding of the disc is
heated. We also point out that the mesh follows the temperature convection inside the
domain. Figure 7.4 presents some snapshots for the temperature profile of the workpiece
for different times. We can see how the solid cools down during the computation while
the interface remains accurately captured.
In order to validate the used methods (Immersed Volume Method with anisotropic mesh
adaptation and stabilized finite elements methods), we compare the numerical results
of different simulations with experimental data. The computations have been all done
with dynamic anisotropic mesh adaptation. Two case were considered; in the first, we
adapt the mesh on both the temperature and the level-set function, while in the second
only the temperature is considered. We have not adapted the mesh on the velocity field
as the latter is clearly coupled to the temperature field in a natural convection way.
For both cases, different computations have been simulated with a varying number of
elements: 100, 000, 200, 000 and 400, 000. This leads to a total of six test cases. The
numerical results are depicted in Figure 7.5. The first point to highlight is that the
numerical results are in general in good accordance with the experimental data. At the
end of the simulation, all the computations drift from the experimental data by less than
10%. Adapting the mesh on the level-set of the solid leads to a slower cooling. This
was expected as the interface between the air and the disc remains well captured by the
mesh. In fact, the accuracy of the interface is crucial in order to have proper mixing laws
and thus model well the transfers between the fluid and the solid. A coarse interface
leads to more diffusive results as can be seen on the plots of Figure 7.5.
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Figure 7.1: Cuts of the mesh in the computational domain and zoom on the adapted
zone
Figure 7.2: Zoom on the zero iso-value of the workpiece level-set function, tempera-
ture profile and adapted mesh at the end of the computation (t = 1670s)
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Figure 7.3: Cuts in the plane for the temperature profile and the adapted mesh at
different times: t = 35s (top), t = 670s (middle) and t = 1670s (bottom)
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Figure 7.4: Zoom on the temperature profile at different times: t = 35s (top left),
t = 670s (bottom left) and t = 1670s (right)
Figure 7.5: Temperature evolution inside the disc during the computation. The
plots named T + (n) correspond to the computations with a mesh adapted on the
temperature and made of n elements. The curves named T +Level−set(n) correspond
to the computations with a mesh adapted on both the temperature and the level-set,
and made of n elements
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7.2 Heating in an industrial furnace
Heating in furnaces is a process widely used in the steel industry and particularly for
thermal treatment of metals. In these furnaces the temperature can be higher than
1200˚ C. Therefore heat transfers are mainly done by radiation of the flame and the
gas from combustion. The thermal history inside these furnaces is essential for the
industrials in order the get workpieces with the desired mechanical properties. In this
section, we consider the heating of a cylindrical ingot in a circular industrial furnace.
The initially cold ingot is positionned at the bottom center of the furnace. Air is burned
and injected through four inlets and is evacuated through the outlet at the top wall of
the furnace. The mesh is initially adapted on the level-set of the ingot and also on the
inlets and the outlet. The configuration as well as the initial adapted mesh can be seen
in Figure 7.6. The ingot is heated by the burners during three hours. At the beginning
of the simulation, the four burners are turned on and at time t = 840s, the burners B3
and B4 are turned off. Therefore only the burners B1 and B2 keep blowing hot air. No
slip and adiabatic boundary conditions are applied at the walls of the furnace. The ingot
is initially at 23˚ C whereas the inside of the furnace is preheated at certain temperature.
The burned air is injected at a higher temperature. We do not mention these values as
well as the velocity of the air blown by the burners for confidential reasons. During the
computation the mesh is adapted dynamically on the temperature, the level-set of the
ingot and the velocity field.
Figure 7.7 presents cuts of the temperature at the level of the burners at different times.
We can clearly see that the four burners are activated and then two of them are turned
off. Similar cuts for the velocity magnitude are provided in Figure 7.8. We can see
the difference in the flow before and after the burners have been turned off. Before, the
rotation of the flow is settled near the wall and also inside the furnace. This is confirmed
in Figure 7.10. In fact burners B3 and B4 deviate the jets coming out from burners B1
and B2, thus breaking these jets and inducing the rotated motion of the flow. Whereas
when the burners B3 and B4 are turned off, the jets of the two other burners go straight
until hitting the vertical wall. Therefore the flow still rotates as the furnace is circular,
but is more confined near the wall. Figures 7.9 and 7.11 show also the mesh before
and after turning off the two burners as well as in the vicinity of the ingot. We can
see that the mesh captures well the air-solid interface but also follows these changes
in the boundary conditions. Indeed the mesh is well adapted on the four burners at
the beginning and then concentrates the elements on the two remaining jets. This is a
clear advantage of the dynamic mesh adaptation. As the burners are turned off, there
is no need of keeping a fine mesh in their vicinity. Therefore the method automatically
changes the location of the elements concentration to follow the two remaing jets. We
can also notice that the mesh is also well adapted at all the boundary layers of the
domain. Figure 7.12 compares the temperature evolution of ingot at different positions.
Four sensors have been placed: three at the mid-height of the ingot, at its center, its
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surface and in-between, and one at the center of its top surface. As expected the solid
is heated faster at its surface and slower at its center. We can also notice that it is also
heated faster at the top surface. This can be explained by the fact that the burners are
in the upper part of the furnace.
In order to test the dynamic mesh adaptation efficiency, we have run three computa-
tions. The first one takes into account a dynamic mesh adaptation on the temperature,
the level-set of the ingot and the velocity field as well. This case uses approximately
500, 000 elements. The two other simulations have been done with a fixed uniform mesh
of 250, 000 and 500, 000 respectively. The numerical results of each computation are
compared with the experimental data and depicted in Figures 7.13, 7.14, 7.15 and 7.16.
First, we can see that the temperature given by all the numerical results do not fit the
experimental data. We explain this by the fact that we did not use a propper model
to take into account accurately the gas combustion and radiation. Also more elements
are needed in order to get more accurate results and capture better the flow and the
interface of the ingot. Finally the heat transfer between the air outside of the furnace
and the walls should be taken into account properly. However the results provided by
the adapted case are better than the results of the fixed mesh cases. The rise in temper-
ature follows better the expected profile of the experimental data. At the beginning the
temperature increases progressively whereas the fixed mesh cases provide a brutal rise.
Then the adapted case follows better the continuous heat of the ingot whereas the fixed
mesh cases stagnate. We can also notice that both fixed meshes are not fine enough to
capture accurately the initial temperature profile along the inteface of the ingot. Indeed
in Figures 7.15 and 7.16, the temperature at the beginning of the fixed mesh compu-
tations is not at 23˚ C. Both sensors are close to the interface, therefore the meshes
are not fine enough to provide accurate mixing laws and thus proper air-solid interface.
All the computations have been run on 40 2.4Ghz Opteron cores. Table 7.1 shows the
computational time in hours of the three cases. We point out that with approximately
the same number of elements, the adapted case is faster than the fixed mesh case using
500,000 elements. Therefore we can conclude that in one hand the computational time
is spent to adapt the mesh, but in the other hand it leads to a faster convergence of the
solvers.
Table 7.1: Computational time in hours of the three cases after 10, 800s
Adapted Fixed (250,000) Fixed (500,000)
185 70 201
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Figure 7.6: Configuration of the furnace (top): the ingot (green) is placed at the
bottom center, four burners (red) blow hot air which is evacuated through the outlet
(blue) on the top wall. Initial adapted mesh (bottom)
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Figure 7.7: Cuts of the temperature at the burners level at different times: t = 829s
(top) and t = 10800s (bottom)
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Figure 7.8: Cuts of the velocity at the burners level at different times: t = 829s (top)
and t = 10800s (bottom)
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Figure 7.9: Cuts of the mesh at the burners level at different times: t = 829s (top)
and t = 10800s (bottom)
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Figure 7.10: Streamlines at different times: t = 829s (top) and t = 10800s (bottom)
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Figure 7.11: Zoom on the ingot and the adapted mesh inside the furnace
Figure 7.12: Temperature evolution at different positions in the ingot
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Figure 7.13: Temperature evolution in the mid-height of the ingot at the center
Figure 7.14: Temperature evolution in the mid-height of the ingot at the in-between
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Figure 7.15: Temperature evolution in the mid-height of the ingot at the surface
Figure 7.16: Temperature evolution in the center of the top surface of the ingot
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7.3 Quenching in water
Quenching is a thermal treatment used by industrials to get certain mechanical prop-
erties. Usually this cooling process improves the hardness of the workpiece and its
behaviour concerning fracture.
In this section we consider the quenching of a tubular ingot in water. The process is
divided in two steps. First, water at ambiant temperature is injected at the bottom
of the cavity. Eight turbines also induce a flow. The fluid is evacuated through an
outlet at the top of the vertical wall. In order to make the flow stabilized, this phase
is performed during 20 minutes. Second, the workpiece is added in the cavity. The
workpiece is initially hot and the inlet keep injecting ambiant water while the turbines
are still turned on. The workpiece cools down during 20 minutes. No slip boundary
conditions are used at the walls. Heat transfers with the outside of the cavity are taken
into account by considering a heat flux of type Fourier at the top wall and imposing a
constant heat flux at the other walls. Figure 7.17 shows the configuration of the first
step. The mesh is initially adapted on the level-set functions of all the turbines, as
well as the inlet and the outlet. Both the velocity field and all these level-set functions
are considered as mesh adaptation criteria during the computation. Around 500, 000
elements have been used for this simulation.
Figure 7.17: Configuration of the first step: there are 8 turbines inside the cavity as
well as an inlet and an outlet
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Figures 7.18 and 7.19 show the streamlines of the flow and cuts of the velocity vectors
at the end of the first step of the simulation. Although the flow is clearly chaotic, we
can still distinguish a rotative motion. Of course this is due to the orientation of the six
top turbines. Figure 7.20 presents the adapted mesh at the end of the computation. We
can notice that the mesh is well adapted at the level-set functions interfaces, but also
follows the flow, especially at the outlets of the turbines and at the boundary layers. In
fact the purpose of this first step of the process is to have a stabilized flow, and use the
latter as an input for the second step.
In the second step, the hot tubular worpiece is added. Again, the values of the temper-
ature and the velocity are not provided for confidential reasons. The same number of
elements has been used here and the temperature field as well as the level-set are added
as a criterion for the mesh adaptation. Figure 7.21 shows the new configuration, while
Figures 7.22 and 7.23 present the adapted mesh and the streamlines at the end of the
computation. In order to compare the numerical results in terms of temperature evo-
lution with the experimental data, five sensors have been placed in the workpiece. The
positions of the sensors can be seen in Figure 7.24. We can see that different strategical
positions have been chosen for the analysis.
Figure 7.25 compares the temperature evolution during the second step between all
the sensors. As expected the center of the workpiece is the slowest part to cool down.
Indeed the sensors placed near the interior or exterior surface show that the temperature
decreases faster at these positions. We can also compare the temperature evolution of the
two sensors placed at the interior surface (sensors 3 and 5). The two sensors are placed
at opposite sides in the workpiece, and the temperature at sensor 3 clearly drops faster.
Finally we compare the numerical results obtained for all the sensors with experimental
data in Figures 7.26 and 7.27. The numerical results are not in good accordance with
the experimental data. But this can explained by the fact that we did not use any model
for boiling and phase change, which plays a key role in this kind of process. Indeed when
quenching a workpiece at high temperature in water, vapor films film settle around the
solid, slowing down the cooling of the solid. Finally, we point out that the computation
has taken 4.5 hours on 100 2.4Ghz Opteron cores.
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Figure 7.18: Streamlines of the flow inside the cavity at the end of the first step
computation: isometric view (top), and top view (bottom)
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Figure 7.19: Cuts of the velocity vectors at the end of the first step computation
Figure 7.20: Adapted mesh at the end of the first step computation
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Figure 7.21: Configuration of the second step: the tubular workpiece has been added
Figure 7.22: Adapted mesh at the end of the second step computation
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Figure 7.23: Streamlines of the flow inside the cavity at the end of the second step
computation: isometric view (top), and top view (bottom)
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Figure 7.24: Position of the five sensors in the workpiece: sensor 1 (black), 2 (red),
3 (blue), 4 (green) and 5 (magenta). Isometric view (top) and top view (bottom)
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Figure 7.25: Comparison of the temperature evolution during the second step be-
tween all the sensors
Figure 7.26: Comparison with experimental data of the temperature evolution during
the second step in sensor 1 (top), 2 (bottom)
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Figure 7.27: Comparison with experimental data of the temperature evolution during
the second step in sensor 3 (top), 4 (middle), 5 (bottom)
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7.4 Conclusion
In this section we have used all the methods presented in the previous chapters, i.e.
the dynamic anisotropic mesh adaptation and the Immerse Volume Method as well
as the stabilized finite elements methods to solve coupled industrial problems. The
simulation of such processes is essential for industrials in order to understand them
better as well as to predict the temperature history in the workpiece and thus optimize
these processes. In order to show the performance of the numerical methods, we have
simulated three different industrial applications: the cooling of a hat-shaped disc, the
heating of a cylindrical ingot in a circular industrial furnace and the quenching of a
tubular workpiece in water. We have been able to simulate the three processes entirely,
which is already a crucial improvement given the complexity of the cases. The solvers
have demonstrated that they are able to provide stable solutions for high Reynolds and
Peclet numbers, and the anisotropic mesh adaptation has shown to be extremely useful
and efficient to avoid the use of a drastic number of elements and keep a good accuracy.
The numerical results obtained for the first case, which is the cooling of the disc by
natural convection are in good accordance with the experimantal data. We have shown
that it is essential to adapt the mesh on the temperature and on the level-set of the
solid as well, in order to keep an accurate interface and consequently get proper mixing
laws. The numerical results of the two other cases are less accurate. In fact these
processes being more complex in terms of physics, further numerical models are needed
in order to get more accurate results. Therefore further developments are needed to
take into account the combustion of gas, a better radiation model and a boiling model.
Nevertheless we have pointed out the effeciency and the usefulness of the anisotropic
mesh adaptation method which does not imply an increase in the computational time
and provides more accurate results than fixed uniform meshes. Therefore we have shown
that with the coupling of all the numerical methods we are able to simulate full industrial
processes.
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Re´sume´ franc¸ais
La simulation nume´rique des proce´de´s tels que la trempe ou le chauffage de pie`ces me´-
talliques dans des fours est essentiel pour les industriels. Ces proce´de´s e´tant complexes
de part les ge´ome´tries et la varie´te´ des phe´nome`nes physiques mis en jeu, il est difficile,
cher, et parfois impossible de les analyser et les comprendre en profondeur par le bi-
ais d’essais expe´rimentaux. Ainsi les me´thodes nume´riques ont naturellement pris une
place privile´gie´e pour pre´dire la physique et mieux maˆıtriser ces proce´de´s. Dans de tels
proce´de´s il est essentiel de bien controˆler l’histoire thermique des pie`ces me´talliques afin
d’optenir la miscrostructure de´sire´e, et donc des pie`ces de qualite´s en vue de leur future
utilisation.
Dans ce chapitre on utilise les me´thodes nume´riques pre´sente´es dans les chapitres pre´ce´-
dents, a` savoir l’adaptation dynamique de maillage anisotrope, la me´thode d’immersion
de volume et les me´thodes d’e´le´ments finis stabilise´es pour re´soudre des proble`mes indus-
triels couple´s. Trois proce´de´s industriels sont simule´s afin de tester la performance des
outils nume´riques: le refroidissement d’un disque par convection naturelle, le chauffage
d’un lingot cylindrique dans un four industriel circulaire et enfin la trempe d’un tube
dans l’eau. Ces trois proce´de´s sont tre`s utilise´s par les industriels et mettent en jeu des
phe´nome`nes physiques diffe´rents. Les trois proce´de´s ont e´te´ simule´ nume´riquement dans
leur inte´gralite´, ce qui apporte de´ja` une avance´e majeure e´tant donne´e la complexite´ des
cas traite´s. Les solveurs e´le´ments finis ont de´montre´ leur capacite´ a` calculer des solutions
stables malgre´ des nombres de Reynolds et de Peclet e´leve´s, et la me´thode d’adaptation
de maillage anisotrope s’est ave´re´e efficace et extre`mement utile pour re´duire le nombre
d’e´le´ments dans les simulations tout en gardant une bonne pre´cision.
Les re´sultats nume´riques du premier cas (refroidissment du disque par convection na-
turelle) sont proches des re´sultats expe´rimentaux. Nous avons montre´ qu’il est essentiel
d’adapter le maillage sur la tempe´rature mais e´galement a` l’interface du solide afin de
bien capturer cette dernie`re et par conse´quent obtenir des lois de me´lange re´gulie`res. Les
re´sultas nume´riques des deux autres cas sont plus contraste´s. En effet ces deux proce´de´s
e´tant physiquement plus complexes, des mode`les nume´riques supple´mentaires sont ne´ces-
saires pour obtenir des re´sultats plus pre´cis. Ainsi la prise en compte de la combustion
des gazs ou l’e´bullition fera l’objet de futurs de´veloppements. Une ame´lioration du mod-
e`le de rayonnement est e´galement ne´cessaire. Ne´anmoins nous avons montre´ l’efficacite´
et l’utilite´ de la me´thode d’adaptation de maillage qui n’implique pas une augmentation
du temps de calcul et permet de simuler de tels proce´de´s en obtenant des re´sultas plus
pre´cis que des maillages isotropes fixes. Ainsi, avec le couplage de toutes ces me´thodes
nume´riques, il est possible de simuler l’inte´gralite´ de proce´de´s industriels complexes.
Chapter 8
Conclusion & Perspectives
The objective of this thesis is to make the simulation of real industrial heat treatment
processes more realistic. By realistic, we mean reasonable computational time and real
configurations (complex and large domains). The software Thost has initially been
created to simulate numerically such processes. The software has shown to handle ac-
curately complex coupled turbulent and heat transfer problems. Nevertheless the high
resolution meshes needed to capture the physics of such cases are definitely very expen-
sive. Therefore the target of this work is to deal with the computational time and at
the same time increase the accuracy of the simulations.
As a first step to improve the accuracy we have proposed a new immersed method.
Usually, when dealing with complex geometries, the solids are immersed in the compu-
tational domain by computing the level-set to their surface mesh file. Such an approach
minimizes the potential of anisotropic mesh adaptation. Indeed when using anisotropic
mesh adaptation, the mesh is extremely refined along the fluid-solid interface, until a
certain point where the computational mesh recovers the edges induced by the surface
mesh file of the solid. Therefore the accuracy of the fluid-solid interface is directly depen-
dant on the quality of the surface mesh file of the solid. Hence, in Chapter 3 we propose
a new method to immerse directly the analytical geometry of the solids. We compute
the level-set relatively to the CAD file of the objects, containing NURBS functions.
Inspired by the litterature, we have developed different methods in order to compute the
distance relatively to NURBS functions. These methods mainly consists in projecting
a point on a NURBS curve or surface by finding a good initial guess value in the view
of the use of an iterative method. The initial guess value can be found by splitting the
NURBS into sub-parts or sample the NURBS into a reasonable number of points. Then
different iterative methods have been developed, and we have shown that the faster
robust method is the Newton-Raphson method. All the iterative methods as well as the
basic tools of NURBS have been presented in Chapter 2.
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Afterwards in Chapter 4, we have combined the new immersion method based on NURBS
with the presented anisotropic mesh adaptation method in order to solve CFD problems.
The method has provided accurate results but further investigations are needed to reduce
the computational time. Therefore alternative methods have been presented. The first
one transfers the NURBS-based level-set from an optimized mesh to the computational
mesh, leading to a important reduction of the computational time. The second one
immerses point clouds. Even if this method needs to be improved, it has a good potential
considering the continual evolution of lasers and geometries described by point clouds.
Then in the second part of the thesis, we have presented stabilized finite element methods
in Chapter 5 for coupling turbulent flows and heat transfers. In the case of convection-
dominated problems, the standard Galerkin finite elements method fails at solving these
problems and spurious oscillations can appear. The use stabilized finite element methods
prevent these numerical oscillations. To demonstrate the capability of the stabilized
solvers to handle complex cases, we have tested them on an industrial application which
is the heating of six ingots in a furnace. We have also shown that the use of anisotropic
mesh adaptation is crucial in order to recover the second order of convergence lost by
the stabilized finite elements methods, but also to recover the accuracy of the Immersed
NURBS Method.
The anisotropic mesh adaptation method has been presented in Chapter 6. The method
is based on an edge-based error estimator, leading to stretching factors and metrics
computations. The method is practical because it is based on a specified fixed number
of nodes, and it allows to adapt the mesh on multiple criteria without doing any metric
intersection. These criteria can be the solutions of the PDEs of the problems, for example
the velocity or the temperature. The anisotropic mesh adaptation has been tested on 2D
cases and benchmarks and has shown a good potential to simulate accurately complex
problems with a reduced number of nodes while keeping a good accuracy.
Finally in Chapter 7 we have used all the presented methods to solve real industrial
applications. With such methods it is now possible to simulate numerically entire in-
dutrial processes like cooling by natural convection, heating in furnaces or quenching.
Clearly, a number of other considerations have to be taken into account for more accurate
predictions of temperature profiles in the furnace chamber and in quenching processes.
Hence, here is a list of important steps to enhance the simulation tools for more realistic
problems:
• radiation: today we are using a P1 model known to be a diffusive. An extension
of this model taking into account priviledged directions for radiation is considered
in [72]. Therefore, radiation from the hot gas and the walls of the furnace will be
absorbed properly by the conductive solid. Combined with the developed methods
in this thesis, the evolution of the temperature inside the furnace will be accurately
computed.
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• combustion: for the time being, combustion was not considered. Empirical compu-
tations are provided by our industrial partners to apply simple boundary conditions
(velocity and temperature) for the burners. A better determination of the tem-
perature and the velocity must be considered throughout the simulation using a
direct computation of combustion models.
• boiling: for accurate prediction of temperature profile in the quenching processes,
the boiling phenomena must be taken into account. Indeed, the phase change, the
creation of vapor films and turbulent multi-phase flows are important ingredients
for more realistic quenching processes.
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Re´sume´ franc¸ais
L’objectif de cette the`se est de rendre les simulations nume´riques de proce´de´s industriels
plus re´alistes, c’est a` dire rendre les temps de calcul plus raisonnables et donc rendre les
simulations plus exploitables pour les industriels. Le logiciel Thost a e´te´ cre´e´ initialement
pour simuler de tels proce´de´s. Le logiciel a montre´ sa capacite´ a` re´soudre des proble`mes
complexes couplant e´coulements turbulents et transferts thermiques. Cependant la fi-
nesse des maillages impose´e par la complexite´ des cas implique des temps de calcul
e´leve´s. Ainsi le but de ce travail est de re´duire les temps de calcul et/ou d’ame´liorer la
pre´cision des calculs.
Dans la premie`re partie de cette the`se nous avons propose´ une me´thode d’immersion
innovante. Habituellement, lorsque les ge´ome´tries sont complexes, les solides sont im-
merge´s en calculant la fonction distance signe´e relativement a` leur maillage surfacique.
Une telle approche diminue le potentiel de la me´thode d’adaptation de maillage anisotrope.
En effet, le maillage du domaine de calcul peut eˆtre adapte´ si finement a` l’interface solide-
liquide que sa taille de maille peut devenir infe´rieure a` celle du maillage surfacique de
l’objet, re´ve´lant ainsi sa face´tisation. Ainsi la pre´cision de la fonction level-set est directe-
ment de´pendante de la qualite´ du maillage surfacique initial. Nous proposons donc une
nouvelle me´thode pour immerger les solides directement a` partir de leur ge´ome´trie ana-
lytique, c’est a` dire a` partir de leur fichiers CAO. Plusieurs me´thodes ont e´te´ de´veloppe´es
pour calculer la fonction distance relativement a` des NURBS. Ces me´thodes consistent
principalement a` projeter un point sur les NURBS en trouvant un point de de´part ju-
dicieux en vue de la re´solution par une me´thode ite´rative. Ces me´thodes ont e´te´ teste´es
sur des cas complexes et ont montre´ un bon potentiel en terme de pre´cision. Cependant
les temps de calculs demeurent longs et ne´cessitent une ame´lioration des me´thodes.
Dans la seconde partie nous avons pre´sente´ la me´thode d’adaptation de maillage anisotrope.
La me´thode est originale car base´e sur un estimateur d’erreur sur les arreˆtes du mail-
lage et elle permet de conside´rer plusieurs crite`res d’adaptation tout en s’affranchissant
de calculs d’intersection de me´triques. Nous avons montre´ l’e´tendue du potentiel de la
me´thode pour re´soudre des proble`mes de manie`res pre´cise tout en diminuant fortement
le nombre de noeuds du maillage sur un cas 2D et un benchmark.
Afin de re´soudre des proble`mes a` nombres de Reynolds et de Peclet e´leve´s, nous avons
pre´sente´ des me´thodes e´le´ments finis stabilise´es. En effet dans le cas de proble`mes a`
convection dominante, des oscillations nume´riques peuvent apparaˆıtre. Ces me´thodes
stabilise´es permettent de s’affranchir de ces oscillations. La robustesse des me´thodes a
e´te´ de´montre´ sur un cas de fours de industriel.
Enfin le couplage des me´thodes nume´riques pre´sente´es a e´te´ mis a` l’e´preuve sur plusieurs
cas industriels. Avec de telles me´thodes il est a` pre´sent possible de simuler l’inte´gralite´
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des proce´de´s industriels, ce qui ne´ce´ssitaient des temps de calculs trop important aupar-
avant. Cependant des de´veloppements supple´mentaires sont nece´ssaires pour ame´liorer
la pre´cision des mode`les, comme l’ame´lioration du mode`le de radiation, l’ajout d’un
mode`le de combustion et d’un mode`le d’e´bullition.
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Simulation des grands espaces et des temps longs
RE´SUME´ : L’interaction fluide structure est pre´sente dans beaucoup de proble`mes in-
dustriels. Meˆme si les performances informatique s’ame´liorent conside´rablement et que
les me´thodes en me´canique nume´rique gagnent en maturite´, certaines difficulte´s ne per-
mettent pas encore de re´aliser des simulations nume´riques pre´cises.
Diffe´rentes approches ont e´te´ de´veloppe´e, dont la Me´thode d’Immersion de Volume. Cette
me´thode permet de faciliter la mise en place des calculs. Ainsi il n’est pas ne´cessaire de
construire des maillages concordant avec la ge´ome´trie des objets, et le couplage entre les
fluides et les solides se fait naturellement.
C’est sur cette analyse qu’a` e´te´ de´veloppe´ le logiciel Thost. Il permet de simuler des
proce´de´s industriels tels que le chauffage de pie`ces me´talliques dans les fours industriels
ou la trempe sans caracte´riser expe´rimentalement des coefficients de transfert. Cependant
les couˆts de calcul restant e´leve´s, le but de la the`se est de les diminuer en s’appuyant
sur des me´thodes nume´riques innovantes tels que le l’adaptation dynamique de maillage
anisotrope, des me´thodes e´le´ments finis stabilise´es ou l’immersion direct des objets a`
partir de la Conception Assiste´e par Ordinateur.
Mots cle´s : NURBS; Adaptation de maillage anisotrope; Inte´raction fluide-structure
(IFS); Me´thode e´le´ments finis stabilise´e; Me´thode d’immersion de volume; Conception
Assisiste´e par ordinateur (CAO)
Numerical modeling of large scales and long time
ABSTRACT : Fluid-Structure Interaction (FSI) describes a wide variety of industrial
problems. In spite of the available computer performance and the actual maturity of
computational fluid dynamics and computational structural dynamics, several key issues
still prevent accurate FSI simulations.
Two main approaches for the simulation of FSI problems are still gaining attention lately:
partitioned and monolithic approaches. Monolithic methods are still of interest due to
their capability to treat the interaction of the fluid and the structure using a unified
formulation. In fact it makes the build up of a FSI problem easier as the mesh do not
have to fit the geometry of the solids and the transfers are treated naturally.
The software Thost has been created based on these analyzes. Thost is a 3D aerother-
mal numerical software. Its target is to model numericaly the thermal history of the
industrial pieces in their environment without using any transfer coefficient. However
the computational costs are still high and therefore the software is not fully efficient from
an industrial point of view to simulate, analyze and improve complex processes. All the
work in this PhD thesis has been done to reduce the computational costs and optimize
the accuracy of the simulations in Thost based on innovative numerical methods such as
dynamic anisotropic mesh adaptation, stabilized finite elements methods and immersing
the objects directly from their Computer Aided Design files.
Key words : NURBS; Anisotropic mesh adaptation; Fluid-structure interaction (FSI);
Stabilized finite elements method; Immersed volume method; Computer aided design
(CAD)
