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Abstract
This thesis studies the design and analysis of computer experiment for
stochastic simulations. The stochastic simulation models play an im-
portant role in modern industrial and managerial applications. How-
ever, its stochastic response increases the difficulties of conducting
analysis and experiments. This thesis proposes the kriging metamodel
with modified nugget effect as a solution to the more general stochastic
simulation scenario with hetergeneous variances. The results suggest
that the proposed model performs beter than the existing models by
appropriately account for the influence of random noise in terms of
model prediction and parameter estimation. The study on parameter
estimation uncertainty problem with kriging metamodels in stochas-
tic simulation is further investigated. Based on the proposed model, a
two-stage optimization algorithm is also developed as the solution to
stochastic simulation optimization for heteroscedastic case. The nu-
merical results suggest that the proposed model can effective reduce
the erratic behavior of the predictor by more appropriately account-
ing for the influence of the stochastic responses. Last, a Bayesian
metamodeling and two-stage sequential design approach are also de-
veloped to overcome the parameter estimation uncertainty issue and
efficiently use the limited computing budget in practice.
Keywords: simulation, metamodels, optimization, design of experi-
ment, stochastic systems, discrete event simulation
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This thesis contributes to the design and metamodeling methods for the Design
and Analysis of Computer Experiments(DACE) for stochastic systems. In this
chapter, we first briefly introduce the background and development of the com-
puter simulation model and computer experiments in Section 1.1. Following,
Section 1.2 will trace the development of metamodels, DACE for deterministic
systems. Section 1.3 will review the development and current progress on the
research of DACE for stochastic systems, and the gaps of the current research
will also be highlighted in this section. Based on the gaps specified in Section 1.3,
the objective and scope of this thesis will be provided in Section 1.4.
1.1 Computer Simulation Model and Computer
Experiments
A computer simulation model is a computer program that attempts to simulate
the behavior of a specific actual system. The use of computer simulation model
provides a effective and efficient way to study and analyze complex systems which
have no closed form solution and require intensive computational effort. Example
of computer simulation model can be found in a variety of science and engineer-
ing field. Early applications could date back to the Manhattan Project in World
War II. Currin et al. (1991) presented a integrated circuit simulation model and
the related design of experiment issues. Computer simulation model is also ap-
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plied in meteorological and environmental research, see Watson & Johnson (2004)
and Chin & Melone (1999). Computer simulation softwares based on the Finite
Element Method(FEM) are popular in Computer Aided Design(CAD) for many
engineering design problem, such as COMSOL Multiphysics, CST, HFSS etc. Rao
& Balakrishnan (1999) gave a inclusive review on computational techniques and
computer simulation’s applications in electromagnetic engineering design prob-
lem. Computer simulation models are also well applied in assessing changes in
operations and managerial policies, see Greenwood et al. (2005) and Yao et al.
(2011).
The needs of computer simulation models naturally leads to the study of
computer experiments, which refer to the experiments conducted on computer
simulation models. Similar to the experiments conducted on the real world phys-
ical systems, computer experiments refer to changing the inputs of system and
observing the corresponding system outputs. With these input/output data com-
binations, the researcher can study the inner mechanism or behavior of the target
system, which is very helpful for the analysis of complex systems with no analyt-
ical closed form solutions. Compared with the physical experiments, conducting
experiments on computer simulation models has several benefits:
1. Computer simulation models usually are comparatively cheaper and easier
to build and execute.
2. Computer experiments are based on the computer program, hence it mainly
limited by the computational capability.
However, the computer models and computer experiments also have some limi-
tations, such as whether the computer simulation model can imitate the actual
physical system with a satisfactory accuracy level. Hence, the validation and cal-
ibration of the computer simulation models are essential for the actual practice.
How to reduce the differences between the finding of computer experiments and
the true mechanism of the real world systems becomes the key problem for the
research of computer experiments.
Computer simulation models can be categorized in different ways, such as
steady-state or dynamic, continuous or discrete, etc. One widely accepted cate-
gorization method is to divide the computer simulation models as deterministic or
2
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stochastic simulation models. Unlike the real physical systems, the deterministic
simulation model always generates the exactly same outputs given the fixed in-
puts. However, the stochastic simulation model contains randomness just as the
real physical systems. This difference between the deterministic and stochastic
simulation models leads to different design and analysis approaches for computer
experiments. In the next section, we will first look into the development of de-
terministic simulation model and computer experiments.
1.2 Deterministic Simulation Model and Com-
puter Experiments
Deterministic simulation model are commonly used in the cases where underly-
ing mechanism or averaged behavior of the target system is of our interest. In
these cases, the randomness of the real physical system usually has low impact
on the system’s performance. Examples can be found in Computer Aided En-
gineering (CAE) and Computer Aided Design (CAD), see Kleijnen (2008) and
Santner et al. (2003). Deterministic simulation models become a popular ap-
proach for many modern engineering design and product development problems
due to its convenience and comparatively lower cost. However, as the complexity
of the simulation model increases, the computational cost of running the simu-
lation model become the critical issue. To simplify the problem and reduce the
cost, one common practice is to build a simplified metamodel, or surrogate model
for the simulation model. Metamodel is a closed form mathematical model that
can imitate the behavior of simualtion model with less computational effort. For
the choice of metamodels, the most common technique has been based on the
parametric polynomial response surface approximations. Although polynomial
response metamodels offer good approximations for simple cases, the main draw-
back of the polynomial metamodels is their lack of flexibility to achieve a global
fit for complex cases. To account for the high nonlinear responses of complex
simulation models, various metamodels like the kriging, multivariate adaptive re-
gression splines (MARS), radial basis function (RBF), artificial neural networks
(ANN), and support vector regression (SVR) have been proposed in recent years.
3
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Reviews of these metamodels’ performance and applications in engineering can
be found in Simpson et al. (2001) and Li et al. (2010a).
Among all types of these metamodels, the kriging metamodel is one of the
more promising metamodels. The kriging metamodel is originated from the min-
ing technology and geo-statistic, see Matheron (1963). It was introduced into the
computer experiment by Sacks et al. (1989) and quickly became a popular model
in the field. The kriging metamodel has been successfully applied to many deter-
ministic computer experiments as its interpolating characteristic is appropriate
for the deterministic case. It is more adaptable than the regression based models
and not as complicated and time consuming as artificial intelligence techniques.
For the design of computer simulation with deterministic outputs, as men-
tioned in Section 1.1, the experimental design for the deterministic simulation
model is different from the DOE for the real physical systems. For example,
Santner et al. (2003) mentioned that the commonly used techniques in physical
experiments like randomization, blocking and replication methods are usually not
adopted for a typical deterministic simulation experiment since its output always
stay the same given the same input. According to Santner et al. (2003), one of
the most important type of design method for deterministic computer experiment
is the space-filling designs. Space-filling designs have several benefits for the ap-
plication in deterministic computer simulations: First, each of the design point
for the space-filling design is unique, which is reasonable as replication would not
provide additional information for deterministic computer experiment. Second,
space-filling design assumes that every parts of the design space have the equal
importance, which helps in spreading the design points evenly out in the whole
design space. For the space-filling design, the Latin Hyper Cube Design (LHD),
Min-max and Max-min design, uniform design are commonly used. With the
random sampling techniques, distance criterion or the uniformly located design
points, all these design approaches intends to spread out the locations of the
design point in the entire sample space, hence the metamodel can be capable of
universally capturing the behavior of the computer model. For the deterministic
computer simulation, the key is the location of the input x as the computer model
itself is deterministic, which means the locations of the inputs will determine the
output of the computer model.
4
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In applying kriging metamodel as a surrogate for optimizing the deterministic
simulation model, a sequential approach is typically taken. Jones et al. (1998) pro-
posed a sequential optimization method based on the Kriging metamodel and the
Bayesian Global Optimization approach. The proposed method applied the Ex-
pected Improvement (EI) function and the Efficient Global Optimization (EGO)
algorithm to balance the local and global search for the optimum of an unknown
response surface as the solution to the global optimization of the corresponding
deterministic simulation model. This method is a Kriging metamodel based op-
timization method developed from the Bayesian based optimization methods in
Mockus (1994). Kleijnen & Beers (2010) extends this sequential optimization
approach by introducing an improved estimator of the kriging variance through
bootstrapping. As the originally proposed EI function and EGO algorithm are
designed for deterministic scenarios, it considered the allocation of the design
points as the only design option for experimenter and focused on balancing the
search within the local area of the current optimum and the entire sample space.
However for stochastic simulations, the random variability of the stochastic re-
sponse can considerably affect the metamodel fit (Yin et al. 2009) and therefore
the search for the optimum. In this situation, the experimental design is further
affected by the stochastic noise in the simulation. Hence, in addition to reducing
the spatial uncertainty by observing new design points, the experimenter must
also consider the influence of random noise.
1.3 Stochastic Simulation Model and Computer
Experiments
Unlike the deterministic simulation models, stochastic simulation models assume
randomness in the outputs. Researcher usually use the stochastic simulation
model to represent the real world randomness, such as uncontrollable factors in
chemical reactions, weather phenomenon or market fluctuation. Examples can be
found in fields like operation research, economic study or financial engineering,
see Asmussen & Glynn (2007). Compared with deterministic simulation model,
5
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the stochastic simulation model is closer to the realistic, and hence more suitable
for short term forecasting, social behavior related applications and etc.
Due to the randomness and complexity of the stochastic simulation model,
the cost of conducting experiment on the simulation model can be very expen-
sive. Hence the metamodels and experimental design techniques are popular for
these years. To be specified, stochastic computer experiments can be divided
into two different scenarios: homoscedastic case and heteroscedastic case. The
homoscedastic case refers to the situation where the random noise in the stochas-
tic computer simulation is assumed to be Normally, Independently and Identically
distributed (NIID), which can be appropriately modeled by some existing krig-
ing models, like the kriging model with nugget effect, see Cressie (1993) and
Huang et al. (2006). These models and methods are very successful when the
underlying homoscedastic assumptions are met. However, the performance de-
teriorates fast when the noise varies, see Yin et al. (2008) and Li et al. (2010a).
Existing research like Kleijnen & Beers (2005) proposed methods to transfer the
heteroscedastic case into the homoscedastic case or even deterministic case where
the traditional kriging metamodel is applicable. These methods however need
sufficient computing budget and prior information about the random noise. For
the more general stochastic computer experiments with heterogeneous variance,
a suitable model has yet to be found.
For the computer experiments with the stochastic simulation model, the basic
idea is close to conducting experiment on the real physical systems due to the
existence of randomness. Techniques like replication, blocking and randomization
can be used. There are some existing experimental design approaches and op-
timization methods for stochastic simulation, including the sequential Response
Surface Methodology (RSM), see Angu¨n et al. (2002), the Stochastic Approxi-
mation (SA) method, see Kushner & Clark (1978), the Nested Partitions (NP)
method, see Shi & Olafsson (2000), and other heuristic methods like the Genetic
Algorithm and Simulated Annealing. Tekin & Sabuncuoglu (2004) provides a
comprehensive review of the different approaches for simulation optimization.
Huang et al. (2006) adapted the EGO scheme for stochastic simulation models
and proposed the Sequential Kriging Optimization (SKO) method for optimiz-
ing stochastic systems. With the nugget effect Kriging model and augmented EI
6
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function, the SKO algorithm accounts for the influence of random noise. However,
SKO only considered the homoscedastic cases where the random noise function
are assumed to have constant variances throughout the entire sample space. For
the more general case with heterogeneous variances, SKO is unable to capture the
behavior of the stochastic simulation model due to the mis-specified assumption
on the variances of the stochastic response. Hence the estimated global opti-
mum obtained by the SKO with augmented EI function can be far away from
the true optimum due to the inadequate fit of the Kriging model. Picheny et al.
(2010) extended the EI based optimization algorithm to the case with normally
distributed noise and non constant variances. In addition, they proposed a more
general quantile-based criterion, Expected Quantile Improvement (EQI) to take
into account the user’s risk tolerance. The higher the user sets the quantile, the
more conservative the criterion will be and vice versa. Their algorithm accounts
for limited computing budget and also considers the variance of the noise at un-
sampled locations when searching for a new point. This gives the algorithm a
desirable characteristic of favoring exploration at the start where available bud-
get is high, and becoming more conservative towards the end. However, it also
requires the noise variance function be known, and the algorithm’s computa-
tional complexity is greater compared to traditional EI. In addition, Picheny et
al. (2010)’s algorithm with the online allocation does not allow backtracking,
meaning once a point has been selected by the criterion and sampled until a
condition is met, that point is never re-visited again. In an iterative algorithm
where more and more information about the objective function is revealed as the
algorithm progresses, this characteristic may not be ideal.
Clearly, the metamodel designed for the deterministic simulation needs to
be improved in order to take accounts of the stochastic response. Making ho-
moscedastic assumptions on the random noise component for the model, the
kriging metamodel can be developed into kriging metamodel with nugget effect
(the nugget effect model), see Cressie (1993). However, the appropriate model
is still missing for the more general heteroscedastic case. Existing methods in-
cluding the replication method and studentization method proposed by Kleijnen
& Beers (2005) essentially converts the general heteroscedastic problem into the
homoscedastic problem, then the deterministic kriging model or the nugget effect
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model can be applied to the problem. However, these type of methods require
prior information of the simulation model and sufficient computing budget to
reduce the variability of the observed data, which is unrealistic for most of the
real-world cases. As a result, it naturally leads to the issue of developing a suitable
model for the heteroscedastic case.
1.4 Objective and Scope
As indicated in the previous section, the gaps for current research in the field of
computer simulation for stochastic system can be summarized as follows:
• The existing kriging model with nugget effect is designed for the homoscedas-
tic case. In order to apply the nugget effect model in the more general het-
eroscedastic case, the heteroscedastic case has to be transformed into the
homoscedastic case. This transformation usually needs considerable ad-
ditional computing budgets. However, the computing budgets are always
seriously limited for most of the real world problems.
• There are limited studies of the parameter estimation stochastic simulation
so far. More specifically, in the stochastic simulation environment, the pa-
rameter estimation uncertainty of the model estimation is not appropriately
accounted for.
• For the experimental design issue, experimental design for stochastic simu-
lation with heterogeneous variance has additional allocation problems com-
pared with the experimental design for stochastic simulation with homoge-
neous variance. This has to be considered in the more general experimental
design method for stochastic simulation.
This thesis intends to present a novel kriging model and experimental design ap-
proach adapted for the general stochastic simulation with heterogeneous variance.
The objectives of this research are to:
• Extend the existing kriging model to the modified kriging model in order to
appropriately account for the random noise with heterogeneous variance.
8
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• Investigate the effect of random inputs with high variability on the parame-
ter estimation uncertainty for kriging model and compare the performance
on parameter estimation for different kriging models.
• Develop the experimental design for the more general stochastic simulation
with heterogeneous variance. Both of the sensitivity analysis and optimiza-
tion criterion in the design should be considered.
The result of this study may provide an alternative solution for DACE in stochas-
tic simulation, especially for the heteroscedastic case. Moreover, this study may
help in increasing
• The understanding of the stochastic simulation model and kriging model’s
behavior.
• The robustness of the parameter estimation for kriging model in stochastic
simulation circumstance.
• The performance and efficiency of the experimental design for stochastic
simulation.
One shortcoming of the kriging model is that it cannot handle high dimension
inputs, as the high dimension data will significantly increase the scale of the corre-
lation matrix inside the model and difficulty of resolving the equations. However,
since this research mainly focuses on the behaviors of the stochastic simulation,
the data dimension is not central to this study. As a result, we only focus on the
low dimension data in this study.
1.5 Organization
This thesis contains 7 chapters. In Chapter 2, literatures related to this research
will be reviewed. The review is going to be separately provided for both the
metamodels, designs of experiment and metamodel based optimization method.
For the metamodel part, we focus on the more promising kriging metamodel
which is the model proposed to applied in the following studies.
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In Chapter 3, the kriging model with modified nugget effect is proposed as
the solution to the general stochastic simulation with heterogeneous variance. We
develop the model on the basis of the kriging model with nugget effect by relaxing
the homoscedastic assumption on the noise process, and we provide the compar-
ison among the predictors’ forms among differen kriging models. Moreover, we
further investigate the differences between the proposed model’s performance and
the deterministic kriging model by analyzing the influence of the random noise on
the parameter estimation uncertainty of the model. Other than the kriging pre-
dictor, we also study the estimation of the variance of noise process at unobserved
location with different methods. Finally, numerical examples are presented to il-
lustrate the differences between the propose kriging model with modified nugget
effect and existing methods.
In Chapter 4, we further extend the research on the parameter estimation
uncertain for kriging model with heteroscedastic noise in the Chapter 3. The
overall prediction error of the kriging predictor is decomposed into three parts:
model misspecified error, prediction errors caused by random noise and param-
eter estimation uncertainty. We use a simple two-point example to theoretically
illustrate the random noise’s influence on the parameter estimation and further
explain in detail that the kriging model with modified nugget effect can compen-
sate this parameter estimation uncertainty. Three numerical test functions are
also provided as the examples indicating the differences between different kriging
models in terms of the decomposed prediction errors.
In Chapter 5, we apply the proposed kriging model with modified nugget ef-
fect to the design of experiment for the stochastic simulation with heterogeneous
variance. Based on other kriging model based method like the Efficient Global
Optimization (EGO) and Sequential Kriging Optimization (SKO), we propose
the two-stage sequential design framework together with the modified nugget ef-
fect kriging model as the alternative method for the heteroscedastic case. The
two-stage framework is design to better balance the different design options that
the experimenter might face in the stochastic scenario with non constant vari-
ance. We also accordingly modify the Expected Improvement (EI) function to
better account for the influence of the random noise with non constant variance.
The EI function is adopted in the previous studies to evaluate the potential value
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of the unobserved points in terms of the design locations. We proposed several
different types modified EI functions to account for both the influences of unob-
served points and random variability in different stochastic scenarios. Simple test
examples are used to show the way that new two-stage sequential framework per-
forms. A more realistic shipping liner planning simulation model is also adopted
as an example to demonstrate the usage of the proposed design framework and
modified nugget effect kriging model in the real world practice.
In Chapter 6, we propose a Bayesian metamodeling approach for kriging pre-
diction is for stochastic simulations to more appropriately account for the param-
eter estimation uncertainties mentioned in Chapter 4. We derive the predictive
distribution under certain assumptions and also provide a general Markov Chain
Monte Carlo analysis approach to handle more general assumptions on the pa-
rameters and design. Numerical results indicate that the Bayesian approach has
better coverage and closer predictive variance to the empirical value than a pre-
viously proposed modified nugget effect kriging model, especially in cases where
the stochastic variability is high. In addition, we further consider the important
problem of planning the experimental design by proposing a two stage design
approach that systematically balances the allocation of computing resources to
new design points and replication numbers in order to reduce the uncertainties
and improve the accuracy of the predictions.
Chapter 7 summarizes this studies for the kriging metamodel in stochastic




In this chapter, we will provide reviews on several commonly used metamodels
first and then focus on the more promising kriging model later on in the first
section. In the second section, we review different experimental design methods
based on space-filling criterion. In the last section, we look into several metamodel
based approaches for simulation optimization.
2.1 Review of Metamodels
Metamodels are built based on the data collected from the target simulation
system which can be simplified as the stochastic black box system. The only
information available is the combination of the simulation’s input sample vector
X and output vector Y . As a result, the metamodel can be mathematically
expressed in Equation (2.1).
fˆ(∼) = fˆX,Y ;θ(∼) (2.1)
where fˆ(∼) is the metamodel, the approximation of the true simulation model,
θ is the metamodel’s parameters. fˆ(x0) is the output of the metamodel, the
prediction of the actual simulation model’s outputs y0 = f (x0).
2.1.1 Polynomial Regression Model
Polynomial regression model are the most popular and simplest metamodel, as
the regression parameters are estimated based on only the simulation model’s
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input-output combinations: (X,Y )X=(x1,x2,...,xn);Y =(y1,y2,...,yn). A typical first-





where βi, i ∈ [1, 2, ..., n] are least square coefficients. The coefficients are selected
by minimizing the mean of the sum of squared errors. Generally speaking, the
coefficients can be given as in Equation (2.3).
β = (XTX)−1XTY (2.3)
where X is the observed input vector, and Y is the observed output vector.
Polynomial regression model has been well applied in the simulation context.
Kleijnen (1998) gave a comprehensive study on the use of polynomial regression
model in simulation. In financial engineering, the polynomial regression model
has been well applied in the risk analysis and mutual fund evaluation, details can
be found in Ruppert (2010). The least square model intends to describe the target
simulation model behaviors in the entire sample space with one simple function.
This may show inadequacy in terms of the prediction accuracy. For example, in
many real world cases, some local behavior might show highly nonlinearity which
cannot be captured by a quadratic model, Cheng & Kleijnen (1999a) discussed the
use of polynomial regression model in queueing model with highly heteroscedastic
responses. Though increasing the degrees of the model could be helpful in some
ways, it also would introduce oscillation into the prediction, especially at those
locations which are far away from the observations. As a conclusion, least square
model is still in common use, but due to its poor prediction capability, it is not
a good choice for large-scale or complex system.
2.1.2 Spatial Correlation Model
Spatial correlation metamodel is derived from geo-statistics, which is also known
as kriging metamodel. This method assumes that all the points in the sample
space are spatial correlated, which means that there are influences between any
two points and the intensity of the influence is based on the distance and the
distance only.
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The key of the kriging metamodel is the assumption of normality. Hence the
simulation output Y can be modeled as a Gaussian Random Process (GRP), ac-
counting for the spatial correlated behavior. For instance, the simulation output
yi = f (xi) at location xi follows normal distribution N(µi, σ2y), and the covariance
between simulation outputs yi and yj can be derived as Cov[yi, yj] = σ2yR(yi, yj).
The correlation function R(yi, yj) can take varied forms, and the most commonly





exp(−φy,k(xi,k − xj,k)t) (2.4)
As can be seen in Equation (2.4), the correlation function R(∼) evaluates the
spatial correlation between Gaussian random variables yi and yj based on the
distance between two observations and other controlling parameters.
Structurally, the kriging meta-model’s predictor is a linear predictor, which





where yk represents the observed simulation output at location xk, λk is the
unknown weighted coefficient which is a function of correlation function R(∼)
and observed vectors X,Y . Combining Equation (2.4) and Equation (2.5), the
kriging predictor is kind of linear predictor of the observed simulation outputs Y
and weighted on the spatial correlation and observed data.
Kriging metamodel was first introduced into DACE by Sacks et al. (1989).
Since then, the metamodel has been widely used in deterministic simulation sce-
nario. The kriging metamodel is the metamodel we propose to use in this re-
search, more detailed introductions and reviews for the application in stochastic
simualtion will be given in Section 2.2.
2.1.3 Multivariate Adaptive Regression Splines Model
The multivariate adaptive regression splines (MARS) metamodel is based on
simple linear splines model and was introduced by Friedman (1991). It is a
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linear model with a forward stepwise algorithm to select model term followed
by a backward procedure to prune the model. The general form of the MARS
piecewise linear approximation can be given in Equation (2.6).




β is the unknown coefficients and Bk(x) is the basis function which has the form




[Si,k(xv(i,k) − ji,k)] (2.7)
Here the domain is divided into intervals whose endpoints are called knots. Bm(x)
is the linear combination of a series linear functions in different intervals. As
the algorithm go forward, the basis function update with the truncated linear
function involving a new variable. In Equation (2.7), xv(i,k) is the input variable
corresponding to the ith truncated linear function and ji,k is the knot value for
xv(i,k). The algorithm will stop when the smoothness of continuity achieves a
certain degree.
MARS was further developed by several researchers. Dyn & Yad-Shalom
(1991) suggested the optimal distribution for the knots, and McMahon & Franke
(1992) minimized the location for the knot points in order to improve the meta-
model’s performance. Bakin et al. (1992) introduced a second order B-splines
as the truncated linear function. In simulation application, MARS was com-
pared with several other parametric and nonparametric methods, see Jin et al.
(2000) and Munoz & Felicisimo (2004). The MARS metamodel outstands for its
faster computation in high dimension complicated problems and better estima-
tion accuracy compared to the linear model, principal component regression and
classification and regression tree.
2.1.4 Radial Basis Function Model
Radial basis function (RBF) was first introduced by Hardy (1971). The model
uses linear combinations of a radially symmetric function based on Euclidean
15
2.1 Review of Metamodels
distance of the form showed in Equation (2.8).




Replace fˆ(x) with the observation data vector, then solve the linear formula for
the unknown coefficients to obtain the predictor. Meckesheimer et al. (2001) and
Meckesheimer et al. (2002) have applied the new multi-quadratic general form of
RBF given in Equation (2.9).




the basis function b can have several choices: linear, cubic, thin plate spline, Gaus-
sian, Inverse multi-quadratic and multi-quadratic. In all these basis functions,
the Gaussian and multi-quadratic forms perform best overall, see McDonald et al.
(2007).
In a recent decade, RBF has been under intensive researches and investiga-
tions. It can be treated as a single layer neural network method, which makes it
outperform other traditional linear models. Hussain et al. (2002a) gave a com-
parative study on RBF and polynomial regression model as the metamodeling
techniques in simulation context. Since the RBF is a mesh-less technique, it
was used in the numerical simulation related with Partial Differential Equation
(PDE), proposed by Kansa (1990) and widely used in recent few years, see Rocca
& Power (2005) and Liu et al. (2005). Compared to the popular finite element
analysis technique, RBF can fix the ill-posed problem and raise the computa-
tional accuracy, which makes RBF sufficient in numerical simulation problems
related to complicated unstable engineering circumstances like metal deforming,
crystallization process and Micro Electro-Mechanical Systems (MEMS).
2.1.5 Artificial Neural Network Model
The least square model, MARS and Kriging depends on the polynomial equation,
either locally or globally. However for Artificial Neural Networks (ANN), the
model is divided into 3 different layers: input layer, hidden layer and output
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layer. The input from the input layer will be transformed into the nodes in
hidden layer. After the recombination of nodes, the output is generated. Since
the recombination methods used here refer to some nonlinear optimization skills
which is inspired by the mechanism of human nerve system, the model in named as
neural networks. It is highly adapted to nonlinear situation and do not require any
kind of prior information. As a result, neural network is commonly used in multi-
disciplinary research fields, especially good for those extremely complicated or
unknown analytical solution, see Law (1994). ANN was first claimed to be capable
of providing a satisfied global approximation to any measurable function in Hornik
et al. (1989) and Funahashi (1989). Kilmer et al. (1997) established ANN as a
meta-modeling method in discrete stochastic simulation and the model has been
widely used in all kinds of simulation scenario, see Anker & Jurs (1992) and Hsu
et al. (1995). Other models, like kernel smoothing model and Support Vector
Machine (SVM) are also the models often used in metamodeling. Compared with
all the other metamodels, kriging model can offer outstanding global view of the
sample space without losing the local details and it is less time-consuming than
other popular AI techniques like ANN, SVM and RBF. Moreover, unlike those
non-parametric methods, kriging model owns a clear structure, which makes the
interpretation clearer and stronger.
2.2 Review of Kriging Metamodel in Computer
Experiments
As stated in Chapter 1, the kriging metamodel was originated in the mining tech-
nology, it was later developed and concluded by Matheron (1963). The metamodel
has been widely applied in DACE since Sacks et al. (1989), and it showed good
adaptability and performance in varied real world practices. Welch et al. (1990)
proposed to use the kriging metamodel in the computer simulation for the Very
Large Scale Integrated (VLSI) circuit design in order to reduce the simulation
cost. Similar application of the kriging metamodel also can be seen in Gupta
et al. (2006b) where the metamodel is adopted for its capability and low running
cost to fit a sophisticated response surface to the optimal parameter selection
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problem of a electronic packing system. Other than the applications in computer
simulation models, kriging metamodel also had been applied to other complex
systematic problems, like the image process, control system design and so on,
see Pham & Wagner (1994) and Wu & Sun (2007). On the other hand, Cur-
rin et al. (1991) and Morris et al. (1993) provided a Bayesian perspective of the
kriging model together with numerical examples to provide theoretical analysis
and justify the metamodel’s capability of estimating the behavior of computer
simulation model. For other aspects of the metamodel, Zimmerman & Cressie
(1992b) investigate the parameter estimation uncertainty issue for the general
Gaussian linear model and concluded that the total prediction error of the meta-
model might be inflated by adopting the parameters estimated from the observed
data. More details on the metamodel and related discussions can be found in
Welch & Sacks (1991), Welch et al. (1992) and Santner et al. (2003).
The previous studies of the kriging metamodel focus on the deterministic
cases, however in recent few years, some researchers started to expand kriging
model to stochastic case, especially the stochastic computer simulation model.
Beers & Kleijnen (2003) and Kleijnen & Beers (2005) investigated the kriging
model’s application for the stochastic simulation with constant and non con-
stant variance. The research showed that the performance of existing kriging
metamodel varied as the noise pattern change. As a result, the discussion of
kriging model’s application in stochastic simulation can be further divided into
two categories: the homoscedastic case suggesting simulation model with con-
stant variance and the heteroscedastic case suggesting the simulation model with
non constant variance. We will separately review these two cases in the following
sections.
2.2.1 Kriging Metamodel in Homoscedastic case
As previously mentioned, the kriging metamodel was first developed and applied
in the field of geo-statistics. In actual practice of geo-statistics, the data gathered
from real world observations usually contains random error. According to Cressie
(1993), this random error mainly caused by two factors: micro-scale variation
and measurement error. The common practice for modeling this random error is
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to assume that the error is normally, independently and identically distributed.
The influence of this constant variance noise (or white noise) on the kriging
metamodel is usually described as the “nugget effect”, which is a term used to
describe the discover of gold nugget in mining process, see Cressie (1993). Hence
the unknown process with white noise can be modeled by the kriging model with
nugget effect (or nugget effect model), see Matheron (1963) and Cressie (1993).
The nugget effect model assumes a stationary Gaussian random process for the
unknown process, indicating the random error has unknown homogeneous vari-
ance. The unknown homogeneous variance is usually estimated by the variogram
for the applications in geo-statistic. Cressie (1993) studied the nugget effect
model in geo-statistics background and suggested several different variograms
in detail, which provided a useful guideline for the kriging model’s application
in geo-statistics. Other than its application in geo-statistics, the kriging model
was introduced into the field of computer simulation by Sacks et al. (1989). For
the traditional computer simulation models, the simulation outputs are always
assumed to be deterministic. For the deterministic case, Santner et al. (2003)
summarized the characteristics of kriging model and provided a useful general
framework for the kriging model’s application in deterministic computer simula-
tion context. O’Hagan et al. (1999) and Kennedy & O’Hagan (2001) investigate
the usage of kriging metamodel in the simulation calibration problem. Other
than the deterministic simulation application, recent interest in the stochastic
simulation like the Discrete Event Simulation (DES) keeps increasing. Mitchell
& Morris (1992) claimed that the kriging metamodel was potentially appropri-
ate for the application with stochastic simulation response. Barton (1992) and
Barton (1998) further discussed the possibility that applying kriging metamodel
in stochastic simulation model. For the stochastic simulation with homogeneous
variance, Kleijnen (2008) suggested that the kriging model with nugget effect still
can provide satisfied prediction result. In addition, according to the results pro-
vided in Kleijnen & Beers (2005), Sasena et al. (2001) and Huang et al. (2006),
the nugget effect can model the randomness of the simulation output given the
stationary Gaussian random process assumption of the simulation model. All
these research handled the homoscedastic simulation output with the nugget ef-
fect model and suggested that the nugget effect model can provide satisfactory
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result in homoscedastic case. According to all the previous studies, the nugget ef-
fect model can provide satisfactory results in both the geo-statistics and computer
simulation with constant variance noise contexts. However, the methods used to
estimate the nugget effect are quite different in these two fields. Sasena et al.
(2001) claimed that the estimation of the nugget effect value in computer simu-
lation is quite different compared with the variogram used in geo-statistics. The
pilot designs or preliminary studies of the simulation model are usually needed in
order to provide useful information of the unknown variance of the random error
to estimate the nugget effect value. To summarize, the kriging metamodel with
nugget effect can provide satisfactory performance in stochastic simulation with
homogeneous variance given sufficient information of the simulation model.
2.2.2 Kriging Model in Heteroscedastic case
Other than the homoscedastic case discussed in the previous section, the het-
eroscedastic case is the more general scenario met in stochastic simulation. Ac-
cording to Kleijnen (2008), the stochastic simulation outputs in practice usually
have heterogeneous variance. Therefore, it is worthwhile to investigate the per-
formance of the kriging model in heteroscedastic case. Beers & Kleijnen (2003)
and Kleijnen & Beers (2005) looked into the application of nugget effect model
in M/M/1 queue with heterogeneous variance and claimed that the nugget ef-
fect model could not be directly used to heteroscedastic case without preliminary
studies of the simulation model. Yin et al. (2008) further investigated the ap-
plication of the nugget effect model’s application in several other heteroscedastic
cases. All of these research studied the nugget effect model’s performance in
heteroscedastic case and concluded that the nugget effect model developed for
homoscedastic case was not suitable for heteroscedastic case since it could not
handle the non constant variance. The nugget effect model can only be adopted
for the heteroscedastic case with certain preliminary studies or pilot designs. The
heteroscedastic case can be changed into homoscedastic case with the prior infor-
mation of the simulation system collected in the preliminary studies, after that
the nugget effect model can be applied. However, sufficient computing budget
is needed to be appropriately allocated among all the observed points in order
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to reduce the variance and change the heteroscedastic case into a homoscedastic
case. Beers & Kleijnen (2003) and Kleijnen & Beers (2005) proposed the stu-
dentization method which can standardize the stochastic simulation output with
extra computing budget. With the standardized simulation outputs, the nugget
effect model can provide satisfactory results in the heteroscedastic case. However,
the computing budget is limited in many real world situations where the cost of
running simulation experiment is unacceptable. The kriging model should there-
fore be modified before it can be adopted in the heteroscedastic case. In order
to improve the kriging model’s performance in heteroscedastic case, Yin et al.
(2008) and Ankenman et al. (2010) proposed the kriging model with modified
nugget effect and stochastic kriging respectively as more reasonable solutions for
kriging model’s application in stochastic simulation with heterogeneous variance.
The kriging model with modified nugget effect (modified nugget effect model)
improved the nugget effect model by changing the assumption on the variance of
random error from homogeneous variance to heterogeneous variance. Hence the
modified nugget effect model could more appropriately account for the stochas-
tic response with heterogeneous variance than the nugget effect model. This is
partially done by penalizing the prediction output at location with high addi-
tional variability and compensating the parameter estimation uncertainty caused
by the random error in the observed data. The stochastic kriging was developed
based on the deterministic kriging model. It considers the additional noise com-
ponent ε as the intrinsic uncertainty of the simulation itself. Furthermore, Chen
et al. (2012) go onto look at the effect of Common Random Number (CRN) on
the model. The basic assumption for the stochastic kriging model is that the
random error can be modeled as an independent stochastic process with zero
mean and heterogeneous covariance structure. Based on the numerical results
provided in Ankenman et al. (2010), the stochastic kriging model outperforms
the kriging model with nugget effect and the deterministic kriging model in the
heteroscedastic case like the M/M/1 queue example. The modified nugget effect
model and stochastic kriging model provides a promising approach to handle the
stochastic inputs with heterogeneous variance. However, other issues like the pa-
rameter estimation and experimental design still need further investigation for
the heteroscedastic case.
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2.3 Review of Design of Experiment for Com-
puter Simulation
Experimenters use the design of experiment to increase the information gained
from the experiments and decrease the relevant time and cost. The experiments
can be divided into two different categories: the physical experiment and the
computer experiment. The physical experiment refers to the experiment con-
ducted on the real world physical system. Due to the existence of the random
noise such as the measurement error, the result of the physical experiment is
usually contained and not repeatable, which increases the difficulty of the data
analysis. Statistical methods like the replications and factorization are usually
applied to reduce the influence of the random noise and discover the relationship
between the inputs and outputs of the system. Unlike the physical experiment,
the computer experiment is implemented on the computer simulation model. The
inner mechanism of the computer simulation model is dependent on the code of
the computer program, which make the outputs of the model is controllable and
repeatable. Even for the discrete event simulation with stochastic outputs, the
results are still repeatable by controlling the computer coded random number
generator. Hence, the design of experiment for computer simulation has several
features:
• The deterministic computer experiment does not need replications as it
provides fixed outputs for the given inputs. For the stochastic simulation
like discrete event simulation, the replication method might be needed to
reduce the variability of the data. Hence the experimenter should consider
the location of design points and the replications taken at design points at
the same time for experimental design in stochastic simulation.
• The computer experiment is usually conducted in the sequential manner
for the characteristics of the computer program itself.
• The metamodel is always involved in the design of computer experiment
to provide a simplified version of the simulation model for higher computa-
tional efficiency and lower running cost.
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Considering the design of experiment for computer simulation with metamodel,
the main objective of the experimental design together with metamodel is to
obtain a set of data for the metamodel in order to provide the best fit of the
simulation model or achieve certain design criterion. The designs can be differen-
tiated on the purposes of the experimenter. According to Santner et al. (2003),
the experimental designs for the computer experiments can be categorized as the
space-filling type of design and the criterion-based type of design.
2.3.1 Space-filling Designs
The main purpose of the space-filling designs it to evenly spread out the design
points in the sample space to obtain satisfactory estimation of the target simu-
lation model with less bias and lower variation. For the space-filling design, the
dispersion of the design points determines the characteristic and performance of
the design. Assuming the design Dn contains design points [x1, x2, . . . , xn], dif-
ferent types of designs can be distinguished from the selection of Dn. However,
as the space-filling design mainly focus on the allocation of the design points, it
can be incorporated with other design methods to better handle the stochastic re-
sponses. Especially in the cases with heterogeneous variance, evenly distribution
of the computing budget in the whole sample space may be insufficient for the
locations with higher variabilities. In such scenarios, the space-filling design can
be typically applied as the initial design for the sequential stochastic simulation
experiment to provide a rough view of the behavior of simulation model. Given
the initial design, other design and allocation methods can be introduced to use
the computing budgets more efficiently. In this section we review several most
popular space-filling designs in the field.
2.3.1.1 Latin hypercube design
The Latin Hypercube Design / Latin Hypercube Sampling (LHD/LHS) was pro-
posed by McKay et al. (1979). It is a randomly generated design, which means
that there are multiple equivalent LHD designs for any given number of design
points n. For a sample space with input dimension p, the LHD first divide each
dimension of the sample space into an equally n intervals, which will results in np
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equal-sized cells. A selection of n cells are randomly picked from all the possible
np cells with its projection onto each dimension uniformly distributed among the
n intervals. This design is a LHD with n design points and input dimensions p,
denoted with LHD(n, p). LHD is commonly adopted by the computer simulation
practitioner for its computational simplicity and capability of handle large size
data,see Sacks et al. (1989) and Fang et al. (2006). Other than the original LHD
method, the researcher put efforts in improving the LHD. Owen (1992) proposed
the randomized orthogonal arrays to improve the projection properties of LHD.
LHD can also be combined with other criterions like the IMSE or entropy to
provide the optimal LHD method, see Sacks et al. (1989) and Shewry & Wynn
(1987). To sum up, the LHD shows better capability than simple random sam-
pling method by reducing variation of the sample data and it is relatively easy to
realize with computer simulation model. Hence LHD is one of the most popular
design methods in computer experiment.
2.3.1.2 Uniform design
Fang (1980) and Wang & Fang (1981) proposed the uniform design as an al-
ternative choice for the space-filling design. Different from the randomly gener-
ated LHD, uniform design is a deterministic design. Given the bounded sample
space χ, the experimenter can obtain the empirical distribution F for the ran-
domly selected sample X. Hence we can define the Lk discrepancy as Dk =∫
χ |Fn(x)− F (x)|kdx, which evaluates the uniformity of the design. The uniform
design can be obtain by minimize the Lk discrepancy function. According to
Santner et al. (2003), the uniform design can control the absolute error of the
desire statistic over χ. Fang et al. (2000) claimed that the uniform design can be
orthogonal with high possibility, and this is a desirable property for experimen-
tal design with computer simulation model. Ma et al. (2002) showed that this
might be true for many cases but it does not hold for all the cases. Although the
uniform design has some desirable properties, its application with the computer
experiment still need further investigations.
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2.3.1.3 Distance dependent design
The distance dependent design refers to the design that define the dispersion of
the design points based on the distance. Johnson et al. (1990) introduced the
maximin and minimax distance design to uniformly allocate the design points
over the entire sample space. Given the sample space χ, the maximin design D
indicates that the design intends to maximize the minimum Euclidean distance
between any two points d(xi, xj): maxDminxi,xj∈χ(xi, xj). The minimax design
D minimizes the maximum distance between any arbitrary selected point x0
and design point xi: minDmaxxi∈χ(xi, x0). The maximin and minimax designs
control the distances between the design points and between any other points
and the design points. Hence for the spatial correlated deterministic case, these
designs can evenly reduce the prediction uncertainties over the entire sample
space χ. Morris & Mitchell (1995) further investigated the characteristics of
the designs and proposed to combine the maximin/minimax designs with the
simulated annealing method and the LHD to search for the optimum for the
simulation model.
2.4 Designs Based on Optimization Criterion
Metamodeling is a good way to represent the inner relationship of input and
output of a black-box system. With the appropriate metamodel, we can further
study the characteristic of the target black-box system. One of the most useful
applications is the optimization. In the following section, several optimization
methods which integrate the metamodel into the structure of the optimization
algorithm itself will be presented.
2.4.1 Response surface methodology
This model is the application of response surface method (RSM) in simulation.
RSM was first developed by Box & Draper (1987), and have been used effectively
in many different fields. The basic idea of RSM is to use the traditional least
square metamodel to approximate the target model. First, a screening test will
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offer some original data, and an empirical model is introduced as the approxima-
tion. Second, experiment over a sub-region is carried out. Third, the result of
previous experiment is used to decide the search direction for next step, which
follow the so-called steepest ascent search method. When the search is close to
the optimal, higher order model would be introduced in order to fit the true
model.
Equation (2.10) shows the general polynomial form of a response surface model
used in the metamodeling.



















Linear least square estimation is often used to estimate the coefficient based on
observation data. RSM cannot offer a global view of the sophisticated design
space due to its dependency on least square metamodel which always makes local
information lost when focusing on global trend.
2.4.2 Trust region method
Trust region method was proposed by Celis et al. (1984), which is as known as
restricted step methods. The basic idea of trust region method is to build a
quadratic model to fit local objective function within a certain trust region. If
there is adequate estimation, the trust region increases, otherwise it will decrease
and it goes iteratively.







Equation (2.11) shows the mathematical model of the trust region method, where
d is the next move, H is the Hessian matrix of target function f (x). The algorithm
will solve the following objective function in
min fˆk(xk + d) (2.12)
subject to ‖d‖ < δk
Trust region can be easily modified with other approximation methods other
than a traditional second-order polynomial. It can be cooperated with other
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global approximation method like kriging in Gano et al. (2006) and artificial
neural network in Mizutani & Demmel (2003). The key point for applying other
meta-model in trust region method is the original method is gradient based and
the gradient information is not available for some meta-models like kriging and
ANN. Other informatics functions are needed to guide the search. For example,
in Gano et al. (2006)’s work as previously mentioned, the trust ratio function is
deployed instead of the gradient function in Equation (2.13).
ρn =
f (xn)high − f (x∗n)high
f (xn)scaled − f (x∗n)scaled
(2.13)
where f (∼)high and f (∼)scaled are the penalty function for high-fidelity and scaled
low-fidelity functions which are used to show the ratio of high-fidelity approxima-
tion to low-fidelity approximation and guide the optimization in multiple fidelity
optimization. The problem with trust region method is that it is vulnerable to
constraint, which is unfortunately happened for most of the actual engineering
cases.
2.4.3 Efficient global optimization
Efficient Global Optimization (EGO) is developed by Jones et al. (1998) with its
root in Bayesian Global Optimization method which is proposed to overcome the
weakness of all the other gradient based algorithms. Some initial sample points
will be used to build a statistical model and combined with certain Bayesian
analysis function to decide those points to explorer next step. Based on Jones
et al. (1998), the basic procedure for EGO is:
• 1. Build a initial kriging meta-model of the objective function.
• 2. Use cross validation to ensure that the kriging prediction and measure
of uncertainty are satisfactory.
• 3. Find the location that maximizes the Expected Improvement (EI) func-
tion. If the maximal EI is sufficiently small, stop.
• 4. Add an evaluation at the location where the EI is maximized. Update
the kriging meta-model using the new data point. Go to 3.
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Given a kriging meta-model, the key point of the EGO is the EI function which
is used to guide the further search in the sequential algorithm. According to
Williams et al. (2001), the EI function used in EGO for stochastic simulation has
the following form showed in Equation (2.14).
E[I(x)] = E[max[fˆ(x∗)− fˆ(x), 0]] (2.14)
where x∗ is the current best solution. This EI function has been further devel-
oped by Huang et al. (2006) by adding an augment terms. EGO appears to be
a very promising algorithm and is studied extensively in recent years. In Sasena
et al. (2001) and Sasena et al. (2002), the algorithm was claimed to be sufficient
and practical in a series of engineering design problem. And it was further devel-
oped by A. Sobester & Keane (2002) with gradient enhanced radial basis function.
Also, the Sequential Kriging Optimization (SKO) algorithm introduces by Huang
et al. (2006) was developed under EGO’s structure. This SKO extends its capa-
bility to stochastic systems and distinguished itself with several other algorithms.
Due to its outstanding performance as a global approximation method, kriging
metamodel is often used to represent the current data available in EGO. While








Computer simulation is commonly used in industry as a tool to aid in studying the
system’s characteristics and behaviors. It is especially useful in system optimiza-
tion problems, where the costs can be greatly reduced by running experiments
on the simulation models instead of the real systems. As the complexity of the
simulation model increases, the computing cost of running experiments on the
simulation model becomes much higher. Metamodels have been applied as sim-
plified approximations to the complex simulation model; see Kleijnen (1987) and
Kleijnen (1998). Replacing the simulation model with a metamodel in expensive
experiments can increase the efficiency and lower the computing costs. A review
of metamodel applications in engineering can be found in Simpson et al. (2001) .
Among the different types of metamodels available, the spatial correlation model,
also known as the kriging model, is one of the more promising metamodels as it is
more flexible than regression models and not as complicated and time consuming
as artificial intelligence (AI) techniques; see Li et al. (2010b) for a comparative
study. The kriging model was originally developed in the field of geo-statistics;
Matheron (1963). It was first introduced into the DACE by Sacks et al. (1989).
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Recently, there is an increasing interest in adopting kriging metamodels in in-
dustrial engineering problems and applications, related research can be found in
Ankenman et al. (2010), Huang et al. (2006), Sakata et al. (2007) and Wang et al.
(2008).
The kriging model is very suitable for deterministic simulation problems. It is
attractive for its interpolating characteristic, providing predictions with the same
values as the observations. For example, in Gupta et al. (2006a), the kriging
metamodel is adopted for its interpolating characteristic. For stochastic simu-
lations where the responses at the same location might vary (for example in a
simulation of a queueing system), the interpolation characteristic of kriging mod-
els becomes less desirable. In order to model the random fluctuations in stochastic
situations, the nugget-effect is introduced. The term “nugget” is borrowed from
geo-statistics, referring to the unexpected nugget of gold found in a mining pro-
cess. According to Cressie (1993), page 127, the nugget effect in geo-statistics
is caused by two factors: micro-scale variation and measurement error. In this
article, we assume that the system studied can be modeled as an L2-continuous
random process, see Cressie (1993), page 112, and hence the nugget effect studied
here is purely caused by the random measurement error (or random noise).
The nugget effect in kriging assumes second-order stationarity and is typically
used to model white noise effect. Most kriging publications assume that the
variance of the random error is homogeneous and the kriging model with nugget-
effect is sufficient to solve the problem. However, there are many real world
situations where the homoscedastic assumption does not hold. These include
queueing systems and networks which can be found in many industrial engineering
problems. When applying the homoscedastic kriging model in a heteroscedastic
case, the fit can be poor, especially when the sample size is small. We illustrate
the noisy applications with the simple function displayed in Figure 3.1. The test
function consists of a second-order mean function and a noisy function with step
variance.
Y (x) = Z(x) + ε(x) = x2 + ε(x) (3.1)
where ε indicates the random noise component, with variance σ2ε (x) = 0.083
when x ∈ [−5, 2), and σ2ε(x) = 8.3 when x ∈ [2, 5]. In Figure 3.1, the solid line
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Figure 3.1: Test function with step variance function.
indicates the mean function Y (x) = x2, and the dots are the noisy observations
of the mean function Y (x) = x2 + ε(x). In the traditional application of kriging
in stochastic simulations, replications are taken at each observation point and
the averages of the replicates at each point are used as the inputs to the model.
Kleijnen (2008), page 92, recommends at least n ≥ 2 replications to be taken
equally at each observation point when no prior knowledge on the variance forms
is available, otherwise, the simulation exercise may be meaningless due to the
variability in the data. In this test function example, we assume that a budget
for only 76 runs is available. Based on this, we spread 19 points from -5 to 5,
taking 4 replicates at each point. The averages of the 4 replicates at each of the
19 points are used as the inputs of the model. The solid line in Figure 3.2 plots
the fit of the traditional deterministic Ordinary Kriging (OK) model. With lim-























Figure 3.2: Ordinary kriging and nugget-effect model for the test function.
is poor with obvious fluctuations away from the true function when x < −4 and
x > 1. Because the traditional ordinary kriging model is designed under deter-
ministic assumptions, random noise can cause an ill fit and result in disappointing
predictions. We note that the predictor output will improve as more replications
and observation points are taken. However, in many practical applications of sim-
ulation, the computer model can be complicated and time consuming to run, see
Gramacy & Lee (2009) and Gupta et al. (2006b), limiting the number of obser-
vation points and replications that can be taken. Considering the kriging model
with nugget-effect which has a homogenous variance assumption, we pool the
sample variances at the 19 observation points to estimate the nugget-effect. The
predictor output adopting this model is plotted as the dashed line in Figure 3.2.
As seen in Figure 3.2, the nugget-effect predictor’s output is smoother than the
OK predictor. However, in the region x ∈ [2, 5] where the variance is higher, the
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fit is poor compared with the fit in the region x ∈ [−5, 2). This indicates that
the nugget-effect model can still be inadequate as the heterogeneous variance can
have an impact on local predictions. Moreover, due to the homogeneous noise
assumptions of this model, there is no clear method to estimate the nugget-effect
under these heterogeneous conditions. This same phenomenon occurs in the sim-
ulation of the M/M/1 queue, one of the most basic queueing models. Beers &
Kleijnen (2003) proposed a detrending approach to model out the trend in the
data using least squares methods and then apply the deterministic ordinary krig-
ing model to the detrended data. Two alternative methods were later proposed
by Kleijnen & Beers (2005) to improve the application of kriging in stochastic
problems: the replication method and the studentization method. The replica-
tion method proposes that the heteroscedastic problem can be converted into a
homoscedastic problem by taking appropriate replications at all the observation
locations. This method requires a sequential design with sufficient computing
resources to run all the replications. For example, in Figure 3.1, the number of
replicates needed in the region with higher variance should be 100 times larger
than the number of replicates in the region with lower variance in order to convert
the heteroscedastic case into a homoscedastic case. In the study of the M/M/1
queue system for the case where the computing budget is limited, both the OK
and nugget-effect model with the application of this replication method can still
be inadequate. The studentization method is developed on the basis of the de-
trended kriging approach. The main idea is to model the trend in the data and
then standardize the detrended data. It is an intuitive method to handle inputs
with different variances. However, in their numerical examples, this method did
not improve much over the OK model. This is due to the amplification of the
uncertainty in the estimation of the signal function and variance in the trans-
formation of the predictor, especially when the sample size is small. As seen in
Figure 3.2, both the OK model and the nugget-effect model perform poorly when
dealing with heteroscedastic data. In this chapter, we relax the stationarity as-
sumption on the covariance process and propose the kriging model with modified
nugget-effect to model heteroscedastic observations. This model follows the basic
framework of the kriging model with nugget-effect, but extends it by model the
random noise ε(x) as an independent random process from the signal process
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Z(x). Moreover, the proposed model takes the sample variance as an additional
input to provide variance information. This method has several main benefits:
first, the new model retains the original simple structure of the kriging model
with nugget-effect; and second, this method allows the independent modeling of
the random noise process, which make the estimation of the noise behavior at un-
observed location possible; third, computing resources needed for computing the
sample variance can be significantly lower than the requirement of the replication
method. The sample variance is used as an additional input variable and it can
reduce the impact of the heterogeneous variance on the local prediction by penal-
izing the data with higher variance. In the numerical experiments shown in this
chapter, the modified nugget-effect model’s performance in the heteroscedastic
case is consistently better than the OK model and nugget-effect model.
3.1.1 Differences from the stochastic kriging model
In this chapter, the proposed new kriging model form is based on an extension of
the nugget-effect model. Ankenman et al. (2010) recently proposed an alternative
stochastic kriging model for stochastic simulations. Although the mathematical
predictor forms of both models are equivalent (as will be seen in the next Sec-
tion), our initial assumptions differ in that our proposed modified nugget-effect
model is developed from the traditional nugget-effect model, extending it to treat
the additional noise component ε(x) as an independent non stationary random
process. The stochastic kriging model is developed based on the deterministic
kriging model, and considers the additional noise component ε(x) as the intrin-
sic uncertainty of the simulation itself. Ankenman et al. (2010) go on to look
at the effects of common random numbers on the model and describe experi-
mental design strategies under the stochastic model. In this chapter, our focus
differs in that we study in detail the effects and influence of stochastic noise
on the traditional deterministic kriging model and nugget-effect model, looking
more deeply into the effects on parameter estimation and characteristics of the
likelihood function. Unlike the stochastic kriging model, we propose to use the
numerical bootstrapping mehtod to estimate the kriging predictor’s variance. We
34
3.2 Kriging Model with Modified Nugget Effect
also compare in detail the prediction performances of the three models, providing
insights on when each model form is sufficient and adequate.
3.1.2 Organization
This chapter is organized as follows: In the next section, we develop the proposed
modified nugget-effect model. We then address the issues of parameter estima-
tion and error measurement and further study the effects of stochastic noise on
the traditional models as well as illustrate how the modified nugget-effect model
mitigates this problem. In section 3.3, we study the prediction performance and
characteristics of the proposed model. Then in section 3.4, the performance of
the modified nugget-effect model is illustrated with several numerical experiments
and a case study. Comparisons with the traditional kriging model and the nugget-
effect model are given, and finally, comparisons with the studentization method
are also made.
3.2 Kriging Model with Modified Nugget Effect
In order to introduce the modified nugget-effect model, the details of the kriging
model are first discussed. The differences between the modified nugget-effect
model, the classic kriging model, and the nugget-effect model will be discussed in
three aspects: the development of the modified nugget-effect model, parameter
estimation, and error measurement of the model.
3.2.1 Classic kriging (deterministic and nugget effect model)
In Kriging metamodeling, the response of the simulation is treated as a random
process Y (x) where x stands for the simulation’s p-dimensional (p ≥ 1) input.
Typically, the mean response Z(x) of the random process is of interest. According
to Cressie (1993), the general form of the random process can be decomposed in
Equation (3.2).
Y (x) = Z(x) + ε (x) = µ(x) + δ(x) + ε (x) (3.2)
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where Z(x) is the deterministic mean function of the random observations; µ(x)
is the mean of the Z(∼) function, also known as the large-scale variation; δ(x) is
the bias between the Z(∼) function and mean µ(x), also known as the small-scale
variation; ε (x) represents the random measure error (or random noise). In the
application of the kriging model to deterministic simulations, the response takes
the above form without the random noise component ε (x). For stochastic sim-
ulations with homogenous variances throughout, the nugget-effect kriging model
takes the form with ε (x) = ε. Here we model the random noise as an indepen-
dent random process. Hence the actual stochastic simulation output Y (x) can be
considered as summation of the two independent random processes.
As with most applications of response metamodeling in stochastic simulations,
when replicates at each observation point are observed, the sample means of the
replicates are typically used as the input for the metamodel estimation. We












where Yj(xi) denotes the jth replicate at location xi and m is the number of
replications.
Among several kinds of original deterministic kriging models, the one used in
this article is the OK model. The OK predictor for point x0, Zˆ (x0) is a linear







λi = 1 (3.5)
where λi is the MSE optimal kriging weight:
λi = c(x0)





c(x0) = (corrZ(d01), corrZ(d02), . . . , corrZ(d0n)) is the correlation between the
point to be estimated and the n observed points, and d0i is the Euclidean dis-
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tance between point x0 and xi; corrZ(∼) represents the spatial correlation be-
tween selected two points observed from random process Z(x); RZ is the ma-
trix of all the spatial correlations between any two observation points; ei =
[0, 0, . . . , 1︸︷︷︸
the ith element
, . . . , 0, 0]; and F is the vector of ones with the length of m.
It is clear that the kriging weight λi is a function of the correlations corrZ(∼).
Combining Equation (3.5) and Equation (3.6), we can have another form of the
OK predictor as shown in Equation (3.7).
Zˆ (x0) = F (x0)βZ + c(x0)
TR−1Z (Y¯ − FβZ) (3.7)
Here in Equation (3.7), βZ stands for the polynomial regressor, hence the mean
function µ(x0) = F (x0)βZ . Bias function δ(x0) = c(x0)TR
−1
Z (Y¯ − FβZ).
The stationary assumption of the kriging metamodel assumes that the corre-
lation between any two points in the sample space depends only on the distance
between the two points. As a result, the covariance function (or its corresponding
correlation function) becomes the key component in the model. The general form
of the covariance function is given below:
v(dij) = cov(Y¯ (xi), Y¯ (xj)) =
{
ι0(xi) + ι1 dij = 0
ι1corrZ(dij) dij '= 0 (3.8)
where ι0(xi) is the nugget effect value used to describe the variance of the input
random noise ε(xi), and it can usually be estimated from the sample variance
as ι0(xi) = s2(xi)/n; ι1 is called the partial sill, representing σ2Z , the variance
of random process Z(x); corrZ(dij) is the correlation function based on dij,. So
it is clear that the kriging weight λi in Equation (3.6) is dependent only on the
Euclidean distances between all the observation locations. Further discussion on
the covariance function will be given in the following subsections.
For the ordinary kriging predictor, the weights are selected by minimizing the
mean squared error defined as:
MSE = E[Zˆ (x0)− Z(x0)]2 (3.9)
The minimization result gives the optimal predictor
Zˆ (x0) = ,λY¯ (3.10)
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where ,λ = (λ1,λ2, . . . ,λm) is the vector of the kriging weights given in Equa-
tion (3.6) and Y¯ = (Y¯ (x1), Y¯ (x2), . . . , Y¯ (xm)) is the observation vector of sample
means, see Cressie (1993), page 123. The minimal mean squared prediction error






















where c0 represent the correlation vector c(x0). As the weights in the kriging
predictor are dependent only on the Euclidean distances, this can be inadequate in
many heteroscedastic cases where the randomness of the system is also dependent
on the location. To solve this problem, the kriging model with modified nugget-
effect proposes to relax the stationarity assumption and use the local variance
information as an additional input variable. As a result, the predictor can penalize
at locations where the variance is high.
3.2.2 The development of kriging metamodel with modi-
fied nugget effect
From section 3.2.1, we see that the kriging predictor is a function of the observa-
tions Y¯ (xi), i = 1, 2, . . . , n, and the covariance function v. The general form of
the covariance function was given in Equation (3.8). Under different underlying
assumptions, ι0 in Equation (3.8) has different forms. We consider two underlying
cases: the deterministic case and the stochastic case.
In the deterministic case, the same input at a given location gives the same
output. The traditional deterministic kriging model can be used to model this
case. In the deterministic kriging model, the random noise is assumed to be 0,
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. . . . . .
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and the kriging variance is given in Equation (3.11).
The stochastic case can be further divided into two sub-cases: homoscedastic
and heteroscedastic. The nugget effect model is developed under the constant
variance assumption to handle the homoscedastic case. As the random noise in
this model is assumed to be a constant, the nugget effect ι0 is a constant which
equals the constant variance. The combination of correlation matrix and the
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where ι0/ι1 represents the ratio of the variance of the input noise to the process
variance. According to Cressie (1993), page 123, the kriging variance is







In the heteroscedastic case, the variances of the random noise are different at
different locations. Alternative approaches like the replication method have been
proposed to modify the heteroscedastic outputs directly to homoscedastic ones
in order to apply the nugget-effect model. These methods, however, have limited
applicability under tight computing budget constraints as extra replications are
typically needed to drive down the random variability.
In this study, we propose the modified nugget-effect model to address the
heteroscedastic case. We relax the stationarity assumption in the homoscedastic
model, and assume that the random noise is an independent process of the signal
function Z(x). but not identical. As a result, the covariance function is given as:
v(dij) = cov(Y¯ (xi), Y¯ (xj)) =
{
ι∗xi + ι1 dij = 0
ι1corrZ(dij) + ι2corrε(dij) dij '= 0 (3.15)
where ι∗xi represents the variance of the input random error at location xi, and
can be estimated from the sample variance and number of replications at location
xi as ιˆ(xi)∗ = s2(xi)/m. Comparing with Equation (3.8), the constant nugget-
effect ι0 is relaxed to become a variable ι∗xi , which is dependent on location. ι1
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represents the variance of random process Z(x) and ι2 represents the variance of
random process ε(x). Moreover, corrε(∼) is the correlation function for random
process ε(x), which has the similar functional form to the corrZ(∼) but with
different sensitivity parameter φε. Accordingly, the correlation matrix with the
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where cf(dij) = corrZ(dij) +
ι2
ι1
corrε(dij). As shown in Appendix A, the kriging





= F (x0)(βZ + βε) + c(x0)
T(RZ +Rε)
−1(Y¯ − (βZ + βε))
= F (x0)βZ + c(x0)
TR−1Z (Y¯ − βZ) + F (x0)βε + c(x0)TΞε
where λ′i has the similar structure to the λi defined in Equation (3.6) with the
correlation matrix RZ replaced by the R defined in Equation (3.16), here R can
be decomposed as R = RZ + Rε. Ξε is a positive definite matrix that depends
on RZ and Rε. The kriging variance can be obtained by substituting ι∗i for the
constant term ι0 in Equation (3.14) where ι∗i denotes the variance of the input
random error at location xi.











Here Ωε is also a positive definite matrix that depends on RZ and Rε, which
represents the influence of random noise on the predictor variance and will equal
to zero when ε(x) = 0.
As discussed, the kriging model with nugget-effect is used to handle the ho-
moscedastic case by adding a constant onto the diagonal of the correlation matrix
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of the deterministic kriging model. The model proposed for the heteroscedastic
case has a form similar to the kriging model with nugget-effect, with a variable
term added onto the diagonal instead. We can rewrite the correlation matrix as
the summation of the deterministic correlation matrix RZ for the deterministic
kriging model and an additional matrix Rε. For the homoscedastic case, Rε is a
matrix with a constant ηc = ι0/ι1 on the diagonal:
R = RZ +Rε with Rε =


ηc 0 . . . 0
0 ηc . . . 0
. . . . . .
. . . . . .
0 0 . . . ηc

 (3.19)
For the heteroscedastic case, η is a matrix with a variable ηi = ι∗xi/ι1 on the
diagonal:
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corrε(dn2) . . . ηn


Hence, we call this model the kriging model with modified nugget-effect. Note
that substituting R in Equation (3.16) as RZ in the deterministic predictor in
Equation (3.5) gives the same mathematical predictor form as Ankenman et al.
(2010). Moreover, modeling the random noise ε(x) as an independent random
process allows the experimenter to estimate the noise variance at unknown lo-
cation, we will discuss several alternative estimation approach in the following
section. However, for the ease of illustration, during the discussion on the nugget-
effect’s influence on parameter estimation in the next section, we assume that the
observations from random noise process ε(x) are independent but not identical.
This assumption eases the computational problem by changing the η matrix in
Equation (3.20) into a diagonal matrix.
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3.2.3 Parameter estimation and characteristics of likeli-
hood function with noisy data
The correlation functions corrZ(∼) and corrε(∼) in R can have different forms.





exp(−φkd2ij), φk > 0 (3.21)
where φk is the sensitivity parameter for the kth input, which is usually estimated
by the Maximum Likelihood (ML) approach in the DACE toolbox. This is a
widely used free Matlab kriging toolbox that is well documented in Lophaven
et al. (2002). As for the following discussions in this chapter, we consider the
random noise to be independent but not identical. Hence we only discuss the
parameter estimation problem for the process Z(x), which can be explained as
the noisy data’s influence on the estimation of the signal process Z(x).
For stochastic responses, especially in the heteroscedastic case, the likelihood
function is likely to have an erratic behavior caused by the high variability of the
data. In this case, the estimation of φZ = (φZ1,φZ2, . . . ,φZp) may have a large
variance because the likelihood function can be flat near the optimum. Because
φZ is the sensitivity parameter of the correlation function, inaccurate estimation
may cause oscillations and fluctuations in the kriging predictor’s output. The
test function in Equation (3.1) will be used as an example to demonstrate this
phenomenon.
First, we will show how the likelihood function for the deterministic model
will change with noisy observations. According to Cressie (1993), page 92, the







(Y¯ − Fµ)TR−1Z (Y¯ − Fµ) (3.22)
where RZ is the deterministic correlation matrix, which is a function of φZ . The
correlation function used here is the Gaussian correlation function, given in Equa-
tion (3.21). Obviously, if any φZk → ∞ (for k = 1, 2, . . . , p), RZ → I(identity
matrix), and so, limφZk→∞ .(φZ)→ m2 var(Y¯ ). For the one dimensional test func-
tion of the form in Equation (3.1) where the variability in the observations is
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high, the likelihood function will increase in the region where φZ → ∞. This
phenomenon will cause a bad estimate of φZ . The plot of the likelihood function
for both the signal function and the noisy observations on the signal function is
shown in Figure 3.3. In Figure 3.3, considering the likelihood function for the












Likelihood function output for test function with and without noise
 
 
likelihood function with noisy observation
likelihood function with only signal function
MLE with only signalfunction
MLE with noisy observation
φZ estimated by MLE with noisy observation
φZ*
Figure 3.3: Likelihood function for φZ (signal function only and noisy observation
in Equation (3.1)).
signal (solid line), the maximum likelihood estimator (MLE) φ∗Z is very close to
0. φ∗Z can be viewed as the best φZ possible without the influence of noise. From
Equation (3.21), we see that φZ is the sensitivity parameter of the correlation
function. Intuitively, a small φZ implies that the correlation is not very sensitive
to distance, providing a smooth predictor. However, with noisy observations (see
the dotted line in Figure 3.3), much of the likelihood function has been lifted up
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in the right side of the plot when φZ gets large. This causes an ML estimated φZ
to be much larger than φ∗Z , making the correlation very sensitive to distance. As
a result, the output of the kriging predictor will oscillate. Moreover, as noise gets
larger, the variability of the MLE increases. When assuming the kriging model
with nugget-effect or modified nugget-effect, this situation is improved. As seen
in Figure 3.4, the lifted up portion is pulled back and the likelihood function is
corrected with a much smaller ML estimate of φZ . We can see this from the



















Likelihood function output for test function with noise (nugget effect model)
φZ estimated by MLE function with noisy observation
(nugget effect model)
φZ*
Figure 3.4: Likelihood function for φZ with nugget effect model (noisy observation
of the signal function).







(Y¯ − Fµ)TR′−1(Y¯ − Fµ) (3.23)
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where R = RZ + Rε and Rε is given in Equation (3.19) and Equation (3.20) for
the nugget-effect and modified nugget-effect models. Because matrix R is positive
definite, by the Woodbury identity, see Woodbury (1950), we have
R−1 = R−1Z −R−1Z (R−1Z +R−1ε )−1R−1Z .







(Y¯ − Fµ)TR−1Z (Y¯ − Fµ)
− 1
2
(Y¯ − Fµ)TR−1Z (R−1Z +R−1ε )−1R−1Z (Y¯ − Fµ)
The last term on the right hand side
Pη(φZ) = −1
2
(Y¯ − Fµ)TR−1Z (R−1Z +R−1ε )−1R−1Z (Y¯ − Fµ) (3.24)
behaves like a penalty function when φZ gets large. The plot of Pη(φZ) when η de-
fined by Equation (3.19) is given in Figure 3.5. We see that Pη(φZ) behaves much
Like the penalty function approach proposed in Li & Sudjianto (2005) to correct
highly variable likelihood estimates due to the lack of data in computationally
intensive deterministic simulation models. From the deterministic perspective,
Pη(φZ) serves as a natural penalty function to the log likelihood function to re-
duce the variability of the estimated φZ when “noisy” observations are obtained,
hence reducing the erratic behavior of the predictor. When applying the kriging
model with nugget-effect in a heteroscedastic situation, there is no straightfor-
ward interpretation for selecting an appropriate nugget value. Kleijnen & Beers
(2005) noted that variogram results are meaningless for heteroscedastic data. An
ad hoc approach is to pool sample variances as done in the test function exam-
ple. Here, we provide a more intuitive argument for selecting the nugget-effect
value for this model. For cases like the test function in Equation (3.1) with a
step variance function, the variance of the random noise is considerably large in
some regions and cannot be ignored, increasing the variance of all the observa-
tions, var(Y¯ ). For the likelihood function of the nugget-effect model, when any





ln(1 + η0) +
m
2(1 + η0)var(Y¯ )
(3.25)
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Penalized part in likelihood function for modified nugget effect model
Figure 3.5: Profile of the penalized portion of the likelihood function for modified
nugget effect model.
In order to fix the abnormal likelihood function caused by the high variability
in the observations, the influence of var(Y¯ ) can be reduced by increasing η0. To
do so, the largest of the heterogeneous variances should be used as the nugget-
effect value for kriging metamodel with nugget-effect. We adopt this value in the
examples given in section 3.4. The likelihood function for the nugget-effect model
in Figure 3.4 has a similar profile as the plot of the likelihood function with only
the signal function in Figure 3.3 (the solid line). As a result, the estimation of φZ
by maximizing the likelihood function with nugget-effect will be closer to φ∗Z than
the estimation given by maximizing the likelihood function without the nugget-
effect. The likelihood function for the modified nugget-effect model has similar
behavior and characteristics. Thus, in the heteroscedastic case, both the kriging
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model with nugget-effect and the kriging model with modified nugget-effect can
provide a better estimator of φZ than the traditional deterministic kriging model.
Therefore, the performance of either kriging model with nugget-effect or kriging
model with modified nugget-effect will be much better than the original kriging
model, especially when the variability of the data is high, and the number of
available observations is small.
3.2.4 Error measurement
In order to compare the performance of the nugget-effect model and the modified
nugget-effect model in the heteroscedastic case, an error measurement standard





Yˆx0 − Y (x0)
]2
(3.26)
The squared error has several benefits: it simplifies the Bayes risk, it has symmet-
ric confidence intervals, and it is related to the variance terms, which is especially
suitable for kriging. As can be seen, the MSE is used to measure the difference
between the predictor and the observation. In the deterministic case, because the
observation strictly equals the mean function, MSE can offer a clear view of the
prediction accuracy with respect to the mean function. For the stochastic case
however, when predicting at a new location x0, our interest is in the actual mean
function, Z(x0), and not the observation Y (x0) which is distorted by random





with the kriging weight ξi, which is generated by minimizing the mean squared
error with respect to mean function Z(x) (also see Equation (3.5)). The predictor
is still based on all the observations, Y¯ (xi), i = 1, 2, . . . , m. The notation MSES
is used for the mean squared error computed with respect to the mean function
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where for the nugget-effect model, σ2ε(x0) = ι0; for the modified nugget-effect
model, σ2ε (x0) = ι
∗
0. Clearly, the MSES can offer the evaluation of the predic-
tor’s performance with respect to the mean function in the presence of random
noise. In the heteroscedastic case, however, one limitation is that the variance of
the random error at every prediction point is needed. As it is assumed that the
random error is independent but not identical, the variance information is not
available unless the location is observed. Hence, comparing the performances of
the kriging metamodel with nugget-effect and the kriging metamodel with mod-
ified nugget-effect is not straightforward. As an alternative, we decompose the
sample space into two parts: observation points and the areas in between the ob-
servations. The MSES at all the observation points can be compared, which will
be given in the following section. For the areas in between the observations, the
prediction is dependent on the prediction at the observations and the sensitivity
parameter φZ . For comparison purposes, we fix the sensitivity parameter φZ in
both models to be the MLE estimated with nugget-effect.
3.3 Prediction Performance of the Kriging Model
with Modified Nugget-effect
The prediction performance of a kriging model with modified nugget-effect can
be divided into two parts: predictor’s output and variance of the predictor.
3.3.1 Comparison through MSES
From Equation (3.28), it can be shown that the MSES at the ith observation







where ∆m = FTR−1F indicates the summation of all the elements in the inverse
correlation matrix, ∆mi represents the summation of the ith column or row, and
as showed in Equation (3.20), ηi = ι∗i /ι1. The details of this derivation are
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provided in Appendix B. Similarly, for the kriging metamodel with nugget-effect,







Because the difference between ∆m and ∆n is typically not significant, assum-




















, the modified nugget-effect
model outperforms the nugget-effect model in terms of MSE. For most situations,
in order to have a better estimation of the φ, a larger nugget-effect is desired, as
seen in Equation (3.25). Hence, it is often likely that the selected ι0 will be larger
than the l0.
3.3.2 Estimating predictor’s variance
The covariance function of the proposed modified nugget-effect model is given in
Equation (3.15). Based on the model assumptions in Section 3.2.1, the random
noise can be modeled as an random process independent of the signal process
Z(x). Hence it is possible to separately model the variance of the random noise
with different methods. One possible method is to use another deterministic
kriging model to estimate the variance of the random noise ε(x), which is also
adopted in Ankenman et al. (2010). Other numerical approaches can also be used
to approximate of the variance of the predictor. Here we propose three different
methods to estimate the variance of the predictor.
If we consider the random noise ε(x) is a random process, then the variance of
the random noise can also be treated as an unknown function. In the stochastic
simulation with heterogeneous variance, this variance function is location depen-
dent. As the sample variance can be obtained in Equation (3.4), we can assume
that the variance of random noise σ2ε (x) is a Gaussian Random Process and hence
the variance at unknown locations can be estimated by building a kriging model
given the observed sample variances. Modeling the variance function as a GRP
allows the experimenter to use the local variance information to estimate the
variances at the unknown locations and increases the estimation accuracy.
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The second method is the nonparametric bootstrap approach. Bootstrapping
is a re-sampling method developed by Efron (1979), and has been widely used
in estimating the distribution and the properties of estimators. Nonparametric
bootstrapping draws samples from the original observed data with replacement
to form the bootstrap samples. The bootstrapping statistic is then estimated
from the bootstrap samples. Parametric bootstrapping can also be applied as
an alternative approach to estimate the variance of the kriging predictor. In
the parametric approach, based on the model assumptions in Equation (3.2),
bootstrapped samples can be drawn from the normal distribution with plug-in
parameter estimators of βˆ, σˆZ
2, φˆ; see den Hertog et al. (2005). Both these boot-
strapping approaches can provide estimators of the predictor variance. However,
to avoid the assumption of the plug-in estimator and its additional variability due
to the random noise (as discussed in Section 3.3) in the parametric approach, here
we apply the nonparametric approach to estimate the variance of the predictor.
Applying the nonparametric bootstrap approach, the bootstrap estimator of
the predictor’s variance can be given as:






where PBj (Zx0) denotes the bootstrapped predictor’s output at location x0 with
the jth set of bootstrap samples, P¯B(Z(x0)) is the average of all the bootstrapped
predictor’s outputs at location x0 given b sets of bootstrap samples, where b is
the total number of the bootstrap sample sets. Given the simulation observations
Y¯ (xi) =
[
Y¯1(xi), Y¯2(xi), . . . , Y¯n(xi)
]
i=1,2,...,n
, the general bootstrap procedure to
estimate the predictor’s variance at a new point is given as follows:
Step 1 :For each observation location xi, re-sample n observations (with replace-
ment) from the n original simulation observations obtained at that location.
Repeat this b times to obtain b bootstrap samples of n re-sampled observa-
tions at each location xi, we have
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at each location xi. Using these as inputs to the kriging model, we can
obtain the bootstrap predictor at location x0 for the jth bootstrap sample,
PBj (Z(x0)) ;
Step 3 :With b bootstrap predictors at location x0, PBj (Z(x0))j=1,2,...,b, the non-
parametric bootstrapping predictor variance at x0 can be computed with
Equation (3.29).
For an alternative method, den Hertog et al. (2005) recommended that the vari-
ance of the predictor can be estimated by interpolation. Because the variances
at all the observation points are available, piecewise linear interpolation can be
used to cover the space between any two observation points. In the following
examples, we compare the kriging model estimated variance, bootstrapping vari-
ance and interpolating variance with the empirical brute-force predictor variance
generated through 10,000 replications of the independent simulation results.
From Table 3.1, we can see that all the estimated variances are close to the
empirical variance of the predictor. The bootstrapping method gives a result
slightly higher than the other 3 methods when x ≤ 0.8. All the three methods
give results lower than the empirical method when x approaches to 0.9. For the
Table 3.1: Estimated variance for modified nugget effect predictor for M/M/1
example.
Estimation methods x = 0.6 x = 0.7 x = 0.8 x = 0.9
empirical 1E-3 7E-3 0.082 2.511
kriging 2E-3 9E-3 0.091 2.219
bootstrapping 4E-3 0.048 0.123 2.152
interpolating 1E-3 7E-3 0.089 2.364
M/M/1 model, the variance of the output goes to infinity when the input traffic
rate x goes to 1. This phenomenon is also known as the “variance explosion”.
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The kriging modeling and interpolation methods are much easier and faster
than the bootstrapping method. However, as indicated in this study, the kriging
modeling estimation suffers from the parameter estimation uncertainty, under-
lying mean model selection uncertainty and so on. Hence the usage of kriging
modeling might be limited in certain situation with limited data although it can
provide smoother estimation result than the linear piece-wise interpolation. For
the cases with limited observations, the bootstrapping method is preferred as the
precision of result with any interpolation methods may be low.
3.4 Examples
In this section, two numerical examples and a short case study will be presented.
All the examples used here have heteroscedastic variances: a test function with
step variance function, the M/M/1 queueing system and a queueing network
problem. The quadratic test function provides insight into the heteroscedastic
case, focusing on the comparison between a low and high step variance. The
M/M/1 queue is a classic queueing system where analytical results are available
for comparison. It has a continuous variance function and is a basic component of
many more complex queueing systems. The final case study is of a comprehensive
queueing network system where the underlying functional forms are unknown.
3.4.1 Test Function
The test function here is given in Equation (3.1) with a step variance function. In
order to illustrate the influence of the heterogeneous variance, we set 3 different
ratio levels for the step variance function: σ2ε (x) = 0.083 when x ∈ [−5, 2), and
σ2ε (x) = 0.83, 8.3, 83 when x ∈ [2, 5]. Figures 3.8-3.10 illustrate the predictors’
outputs (ordinary kriging, kriging with nugget-effect and kriging with modified
nugget-effect) for rvar (ratio of max variance to min variance) = 10,100, 1000
respectively.
From these three figures, we can see the erratic behavior in the output of the
ordinary kriging predictor. This is the result of the high variance in parame-




















Modified nugget effect model
Figure 3.6: Different predictors’ output for test function (rvar =10).
smoother, but it is still far from the signal function in the region with higher
variance, especially for the case when rvar=1000. The modified nugget-effect pre-
dictor lies closest to the signal function. Selecting a second-order polynomial
function (“universal kriging”) instead of a constant as the process mean µ in
Equation (3.2) can improve the prediction accuracy. Figure 3.9 illustrates the
predictor output when a second-order model is assumed in place of the constant
model for the three kriging model forms. As seen in this figure, the modified
nugget-effect model with a second-order polynomial regression model provides a
smoother output over the entire region. Table 3.2 summarizes four error mea-
sures MSESO, MSES, AAES and MAES for the different models and variance
ratios used. For the nugget-effect model in Table 3.2, the min variance refers to
the nugget value ι0 equals to the minimum value for the step variance function,























Modified nugget effect model
Figure 3.7: Different predictors’ output for test function (rvar =100).
for the step variance function. The modified nugget-effect (optimal) refers to the
modified nugget effect model with the optimal sensitivity parameter φ∗Z . The first
measure MSESO refers to the mean squared error between the predictor’s output






(Zˆ (xi)− Z(xi))2 (3.32)
The second MSES refers to the differences at all the points (including the n=19



























Modified nugget effect model
Figure 3.8: Different predictors’ output for test function (rvar =1000).






|Zˆ (xi)− Z(xi)| (3.34)
and also assesses the overall performance, and the Maximum Absolute Error
(MAES)
MAES = max |Zˆ (xi)− Z(xi)|i=1,2,...,n+k (3.35)
reflects the presence of the poor prediction in local areas.
From this table, we note that the modified nugget-effect model is better than
the nugget-effect model and the traditional ordinary kriging model. For all the
models listed in Table 3.2, the error increases as the rvar increases; the second-
order polynomial regression can greatly reduce the error by providing a better






















Modified nugget effect model
Figure 3.9: Different predictors’ output for test function (rvar=100, 2nd-order
polynomial regression model).
between the ordinary kriging model and the modified nugget-effect model, the
differences between the nugget-effect model (max variance) and the modified
nugget-effect model for all the measurements are statistically significant at alpha
level of 0.05. The difference between the ordinary kriging model and the nugget-
effect model (max variance) is statistically significant only for the high variance
scenario (rvar = 100, 1000). As mentioned in section 3.3.1, for most cases, we
tend to select a higher nugget-effect value in order to have a better estimator
of φZ . For the nugget-effect model, ι0 is set at the largest variance observed.
To understand this selection, we study the impact of ι0 on the prediction of the
nugget-effect model. Figure 3.10 plots the influence of the nugget-effect value ι0
on the estimation error. As can be seen, the larger nugget-effect value, the lower
the MSE. This empirically verifies our observation in section 3.3.1.
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nugget effect value c0
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Influence of nugget effect value on estimation error in heteroscedastic case
Figure 3.10: Influence of nugget value on MSE (test function).
3.4.2 M/M/1 queueing system
The M/M/1 queue system is a typical stochastic system which is widely studied
in the literature. Because the expected waiting time for the M/M/1 system has
a closed form, see Hillier & Lieberman (2001), it is easy to compare the model’s
performance with the true performance.
The data for this experiment is based on the M/M/1 queueing simulation
system, which displays the heterogeneous variance characteristics. For the sim-
ulation system design, the input is the traffic load of the queueing system, and
output is the expected waiting time over 10,000 customer arrivals with a warm
up period of 2,000 customer arrivals. The input-output combinations of the
M/M/1 system are used to build the model, with input points located at x =
0.01, 0.05, 0.10, . . . , 0.80, 0.85, 0.90, totaling 19 points. To show the metamodel’s
performance, 1000 macro-replications are taken. For each replication, one krig-
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ing metamodel is built based on the n = 19 observed input-output combinations.
The output of the corresponding kriging predictor is generated at k = 40 evenly
distributed points, x = 0.02, 0.0425, 0.065, . . . , 0.875, 0.8975 (no extrapolations).
Both the nugget-effect model and the modified nugget-effect model are tested and
the comparisons of these two models are given in Table 3.3. Paired t-test results
suggest that the differences between the nugget-effect model and the modified
nugget-effect model are statistically significant at the alpha level of 0.05. This in-
dicate that the modified nugget-effect model outperforms the nugget-effect model
in all three measures for this M/M/1 queue example. The detrended studenti-
zation method proposed in Kleijnen & Beers (2005) takes replications at each
location to obtain an average value, and standardizes it as the input. In order to
make a comparison with the studentization method, we use the expected average
waiting time instead of the average waiting time as the output of interest. We
repeat this for 100 sub-groups, where in each sub-group, we obtain a sample size
of 10 replications at each of the input points and calculate the sample means
and the sample variances. For the studentization method, the sample mean and
the sample variance are used to standardize the input. For the modified nugget-
effect, both the sample mean and the sample variance are used as the inputs.
Figure 3.11 and Figure 3.12 illustrate the studentization method and the modi-
fied nugget-effect model’s performance on 100 sub-groups with the sample size of
10 per sub-group:
From Figure 3.11 and Figure 3.12, we see that the modified nugget-effect pre-
dictor’s outputs are closer to the signal function than the studentization method.
The performance measures MSES, AAES and MAES for the two methods are
summarized in Table 3.4 for a variety of sample sizes. From Table 3.4, paired
t-test results suggest that the differences between the studentization method and
the modified nugget-effect model are statistically significant at the alpha level
of 0.05 for sample size equals to 10 and 100. The modified nugget-effect model
performs better in terms of the three measures. This is because the variability
in the predictor is higher in the studentization method from the standardization
and transformation of the predictor by its estimated signal function and variance.
We note that the differences between the two methods decrease as the sample
size for each subgroup increases. The improvement of the studentization method
58
3.4 Examples































Figure 3.11: Studentization method with 100 sub-groups (sample size per sub-
group = 10.
as the sample size increases and estimators improve is also noted in Kleijnen &
Beers (2005). Hence, the modified nugget-effect model is a better choice when
the total samples available are limited.
3.4.3 PAD system
In this example, we adopt the complex queueing network model studied in Cheng
& Kleijnen (1999b). This packet assembly/disassembly device (PAD) is illus-
trated in Figure 3.13 below: The PAD system receives characters from several
terminals. All the character arriving rates of the terminals are the same, and we
denote this as x. The number of terminals is N = 10. The buffer size of each
terminal is set at 32. Once the buffer is full, the characters in the buffer will be
packed into a packet and sent to the output queue. If a special character is sent
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Figure 3.12: Modified nugget effect model with 100 sub-groups (sample size per
sub-group = 10).
to the buffer, then all the characters in the buffer will be packed and sent to the
output queue. The probability of a special character’s arrival is 0.02. The packets
at the output queue will be served in a FIFO rule and sent to the network at the
speed of C char/sec. In this study, the input variable is the character arrival rate
x while the output of interest is the average character delay T . This is the time
interval from the moment the character arrives at the terminal to the moment
the character leaves the output queue. Obviously, when the arrival rate x is low,
the delay T will be high due to the long inter-arrival interval. In this study, we
are interested in the higher saturation regions, so the focus region will be in the
region [0.5, 0.9]. 9 observed points are evenly distributed in this region and 100
replications are taken for each observation location. Based on the estimated mean
and variance of the 100 replications, we plot the prediction intervals below:
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Figure 3.13: Queueing model for computer PAD system.
In Table 3.5, we use 41 evenly distributed unobserved test points to determine
the performance of both the nugget-effect and the modified nugget-effect models.
Paired t-test results show that the differences between nugget-effect model and
the modified nugget-effect model are not statistically significant at the alpha level
of 0.05. As the closed-form signal function is not known for this PAD system,
the three measurements evaluate the differences between the single replication
and the overall mean. From Figure 3.14, Figure 3.15 and Table 3.5, we see that
the differences between the modified nugget-effect model and the nugget-effect
model are not obvious. Although the modified nugget-effect model has a tighter
prediction interval and is better able to reduce the influence of noise with high
variance in the region between 0.85 and 0.9. Based on the test data collected
at test points x = 0.85, 0.86, 0.87, 0.88, 0.89, 0.90. The differences between the
modified nugget-effect model and the nugget-effect model are significant at alpha
level of 0.05.
The numerical experiments in this section provide insights into the application
of modified nugget-effect model in stochastic simulation. Although we focus on
the development of our proposed model in this thesis, in practice it can be applied
within sequential experimental design or optimization frameworks such as those
proposed in Kleijnen (2009) and Huang et al. (2006). Because the proposed
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Figure 3.14: Prediction interval for nugget effect predictor (PAD system).
modified nugget-effect model requires prior information of the target simulation
model, these stage-wise sequential approaches are useful where an initial stage can
be used to estimate variances and structure, and subsequent follow up stages can
be used to focus on refining the model in more interesting or promising regions.
Hence the proposed model also can work in the real world scenarios with these
stage-wise sequential approaches.
In conclusion, the results indicate that the modified nugget-effect model out-
performs the stationary kriging model in heteroscedastic cases. It is a promising
method for applications in simulation systems with heterogeneous variances. In
the following chapter, we are going to further investigate the parameter estima-
tion uncertainty in the following chapter.
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Table 3.2: Different error measures of different metamodels for the test function
example.
Ratio(rvar) 10
Metamodels MSESO MSES AAES MAES
OK 0.990 2.572 0.780 3.315
Nugget-effect (min variance) 0.967 1.588 0.762 3.212
Nugget-effect (max variance) 0.927 1.426 0.664 2.758
Modified nugget-effect 0.646 0.971 0.513 1.992
Modified nugget-effect (optimal) 0.618 0.835 0.444 1.815
Ratio(rvar) 100
Metamodels MSESO MSES AAES MAES
OK 8.474 17.16 2.234 14.11
Nugget-effect (min variance) 7.836 11.11 1.836 9.743
Nugget-effect (max variance) 7.222 9.490 1.473 8.165
Modified nugget-effect 4.030 6.957 1.181 5.489
Modified nugget-effect (optimal) 3.340 5.725 0.930 5.153
Ratio(rvar) 100(2nd poly)
Metamodels MSESO MSES AAES MAES
OK 8.462 5.492 1.954 4.963
Nugget-effect (min variance) 7.402 0.513 0.738 2.854
Nugget-effect (max variance) 6.926 0.506 0.539 2.201
Modified nugget-effect 3.698 0.133 0.351 1.201
Modified nugget-effect (optimal) 2.902 0.092 0.198 1.065
Ratio(rvar) 1000
Metamodels MSESO MSES AAES MAES
OK 83.04 241.9 10.10 29.49
Nugget-effect (min variance) 66.13 108.3 9.469 14.40
Nugget-effect (max variance) 62.47 91.16 8.653 12.85
Modified nugget-effect 16.44 21.78 7.394 9.565
Modified nugget-effect (optimal) 12.39 17.15 5.535 7.921
64
3.4 Examples
Table 3.3: Error measurements of the nugget-effect model and the modified
nugget-effect model for M/M/1 example.
Nugget-effect model Modified nugget-effect model
Mean Var Mean Var
MSES 11.72 49.82 9.040 32.38
AAES 0.850 0.210 0.690 0.120
MAES 8.560 32.83 6.080 18.35
Table 3.4: Error measurements of the nugget-effect model and the modified
nugget-effect model for M/M/1 example.
Sample size per sub-group Studentization method Modified nugget-effect model
Mean Var Mean Var
10
MSES 2.2040 2.6041 0.6525 0.2162
AAES 0.1795 0.0149 0.0454 0.0009
MAES 1.4373 1.2573 0.4584 0.114
100
MSES 1.5485 0.9168 0.4677 0.1110
AAES 0.1695 0.0103 0.0223 0.00007
MAES 0.7417 0.2646 0.4299 0.1047
10
MSES 0.5444 0.1167 0.3966 0.0406
AAES 0.0568 0.0013 0.0216 0.00002
MAES 0.2793 0.0343 0.3377 0.0390
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Table 3.5: Error measurement of the nugget-effect model and the modified nugget-
effect model for the PAD system example.
Nugget-effect model Modified nugget-effect model
Mean Var Mean Var
MSES 0.72 3.26 0.65 2.93
AAES 0.82 0.15 0.76 0.11








As illustrated in Section 3.2.3, the parameter estimation uncertainties can be
affected by the random noise in the stochastic simulation scenario. In an ideal
situation, these parameters are assumed known. In practice however, these pa-
rameters can only be estimated from sample data, making them random variables
dependent on the experimental design and sample observations. Moreover, the
prediction error of the kriging model, which is a commonly used quality measure
of the fit and accuracy of the model, is a function of sample data and model
parameters. In the ideal case when the parameters are known, the prediction er-
ror measures the “true” prediction error. Typically however, the parameters are
unknown and the prediction error is estimated by replacing the unknown param-
eters with point estimates. This “plug-in” estimator will however underestimate
the true prediction error as it does not take into account the uncertainty of the
model parameters. In some cases, it can cause overconfidence in the predictors.
This additional error is also noted in Cressie (1993).
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Similar problems in parameter uncertainty have been studied in time series
models, heteroscedastic regression models, mixed linear models (Khatri & Shah
(1981), Kackar & Harville (1984), Reinsel (1984)) and general linear models (Toy-
ooka (1976), Harville (1985) and Harville & Jeske (1992)). Zimmerman & Cressie
(1992a) extended this research in parameter estimation uncertainty to the mean
squared prediction error (MSPE) of spatial linear models, and examined the ap-
propriateness of the “plug-in” estimator of the MSPE with alternative approxi-
mations. den Hertog et al. (2005) studied the similar problem with the sensitivity
parameter φ of the deterministic kriging model with a boot-strapping approach,
and showed that the traditional kriging variance underestimates the true kriging
variance as noted in Cressie (1993). These studies demonstrate that the problem
of parameter uncertainty in spatially correlated models can have a large influence
on the prediction error in the deterministic (noiseless) case. In stochastic simu-
lations, this problem can be amplified by the random noise ε (x) of the system
as it increases the variability of the parameter estimates (see illustrative exam-
ple below). In this chapter, we extend previous studies to look at the effects of
stochastic noise on parameter estimation and the overall prediction error. We
further decompose the mean squared error into individual components reflecting
parameter uncertainty, response model misspecification and the stochastic noise.
To illustrate the influence of random noise in stochastic simulation on parame-
ter estimation and prediction error, consider the example where the response is
Y (x) = sin(x) + ε (x), and ε ∼ N(0, σ2ε(x)). Observations are obtained at seven
equally spaced input locations from [0, 2pi] for various levels of σ2ε(x). Suppose a
deterministic kriging model with an exponential correlation function is used to fit
the data. For each level of σ2ε (x), 1000 replications of observations are taken. For
each replication, we estimate the sensitivity parameter φZ of the exponential cor-
relation function and compute the overall prediction error at the point x0 = 3pi/4,
where the overall prediction error is the squared differences between the estimated
kriging predictor and the mean function E[Y (x0)] = S(x0) = sin(x0). Table 4.1
summarizes the results. From Table 4.1, we see that both of the variance of
the estimated φ and averaged overall prediction error increase as the variance of
the random noise ε (x) increases. As the input design for x is fixed for all four
noise levels, the inherent model misspecification error is the same throughout,
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Table 4.1: Numerical results on the parameter estimation and prediction error.





and hence, the increase in the overall prediction error can be attributed to the
noisy sample data. The results from this example show that the performance
of deterministic kriging model worsens as the noise level increases. As stated in
Chapter 3, the kriging model with nugget effect (Nugget effect model) has been
proposed for the application with homoscedastic case, and the kriging model with
modified nugget effect (Modified nugget effect model) and the stochastic kriging
model are proposed to be applied in the heteroscedastic case. In this chapter, we
will look more closely at the influence of random noise in stochastic simulations on
these three different model types: traditional deterministic kriging mode, Cressie
(1993); nugget effect kriging model, Cressie (1993); and the modified nugget ef-
fect kriging model, Yin et al. (2008). We first decompose the prediction error
into components reflecting the model misspecification error, parameter estima-
tion error and the stochastic error. We will then examine a simple two-point
tractable problem and provide some insights on the effects of the random noise in
stochastic simulations on the individual components of the three different model
types. Finally, we provide a numerical study on three additional examples.
4.2 Decomposition of the Overall Prediction Er-
ror for Stochastic Case
The additional error caused by parameter estimation uncertainty is reported in
several different research papers. den Hertog et al. (2005) discussed the parameter
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estimation uncertainty issues for kriging metamodel, especially on the parameter
estimation uncertainty’s influence on the overall prediction error. Bootstrapping
numerical experiments show that the actual kriging model prediction error which
correctly accounts for parameter estimation uncertainty is larger than the tra-
ditional kriging variance given the known parameter. Assuming the predictor
Zˆ (x0)Y is a linear function of the parameter φZ and the estimator for φZ is un-
biased, from the results of Kackar & Harville (1984), the prediction error with
unknown parameter can be approximated by Equation (4.1).
MSE[Zˆ (x0)Y ] = tr[A(φˆZ)B(φˆZ)] +MSE[Zˆ (x0)Y |φˆZ ] (4.1)
where tr[A(φˆZ)B(φˆZ)] is an approximation of the additional error introduced





, andB(φˆ) = E[(φˆZ −
φZ)(φˆZ − φZ)T]. The second component of the right-hand side of Equation (4.1)
is the traditional mean squared error (MSE) when φˆZ is used, and this can be
further decomposed as:





































The first term on the right hand side of Equation (4.2) is the prediction error
caused by model misspecification. The second term is the direct effect of the
stochastic noise ε (x) on the prediction error, and is a function of the variance
of ε (x). Combining Equation (4.1) and Equation (4.2) together, we find that
the overall prediction error can be decomposed into the following three error
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components:












The prediction error caused by model misspecification is inherent in the meta-
model selection and will not be the focus in this research. In the next section, we
analyze how the random noise ε (x) affects the parameter estimation of φZ and
the additional error caused by parameter estimation uncertainty (the last term
in Equation (4.3)).
4.3 Maximum Likelihood Estimation with Stochas-
tic Response
The Maximum Likelihood Estimation (MLE) method is commonly used in kriging
model’s estimation. Assuming a Gaussian random process, the log-likelihood








(Y¯ − Fβ)TR′−1(Y¯ − Fβ) (4.4)
where F is the design matrix for the ordinary least squares model, β is the
regression parameters and Fβ represents the mean function µ; σ2Z is the variance
of the Gaussian random process Z, which indicates the variability of an unknown
point in Z. Here we write the correlation matrix as R(φZ) to denote that it is a
function of parameter φZ . We can find the estimators for µ, φZ and σ2Z by taking










Solving the above three equations, the MLE estimators µ and σ2Z result as func-
tions of φ. For simplification purposes, µ and σ2Z are typically assumed fixed
or known in order to estimate the sensitivity parameter φZ . This simplifies the
likelihood function to a function of φZ only. However, in this simplification, the
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MLE estimator for φZ is biased as the estimation of φZ depends also on β, which
is usually unknown, see Cressie (1993). In order to simplify the approximation in
Equation (4.1), we use instead the restricted maximum likelihood (REML) pro-
posed by Patterson & Thompson (1971) and Patterson & Thompson (1974) which
provides an unbiased estimator of φZ for this Gaussian random process. With
this unbiased estimator, B(φZ) will equal to the variance of the φZ estimator.























which is independent of β. The difference between Equation (4.4) and Equa-
tion (4.5) is especially significant in the small sample case, like the two-point
problem we propose here, see Cressie (1993).
4.3.1 A simple two-point problem
We design a simple two-point problem to provide some theoretical insights to the
parameter estimation problem for the kriging model: Points P0, P1 and P2 are















Figure 4.1: Design for two-point problem.
evenly spaced. Take points P1 and P2 to be the observation points, and point
P0 to be the prediction point. Suppose that the mean function Z is an unknown
Gaussian random process with the mean function µ(x) and bias function δ(x).
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The additional random noise function ε (x) follows the normal distribution with
zero mean and unknown heterogeneous variance function ε (Pi). Then at points:
P1(x1) : Y1 = Z1 + ε1, P1(x1) : Y2 = Z2 + ε2 (4.6)
In the next subsection, we describe the parameter estimation techniques for the
unknown parameter before discussing its effects on the overall prediction error.
For this two-point problem, the terms in Equation (4.5) are given as:















As mentioned in Section 4.2.1, the kriging predictor is not a linear function of
the parameter φ in this two-point case. In order to make the predictor a linear
function of the estimated parameter to apply the approximation in Equation (4.1),
a reparameterization is made as follows:

























For the three different model forms described in Section 4.1, we have the following
results: Deterministic kriging model:





2 + 2ι0 − 2(y1 − y2)2
2
Modified nugget effect model:
ρˆM =
2 + ι∗1 + ι
∗
2 − 2(y1 − y2)2
2
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Following, the expectation and variance of the parameter estimators are given as:
E(ρˆ) = 1− 1
2




var((y1 − y2)2) (4.9)
From Equation (4.6), it is straightforward to see that y1 follows normal distribu-
tion with mean z1 and variance σ2ε (x1), and y2 follows normal distribution with
mean z2 and variance σ2ε(x2). Separating the mean and pure noise components,
we get:
E((y1 − y2)2) = σ2ε (x1) + σ2ε(x2) + (z1 − z2)2 (4.10)
var((y1 − y2)2) = 2(σ2ε (x1) + σ2ε (x2))2 + 4(σ2ε(x1)
+ σ2ε (x2))(z1 − z2)2 (4.11)
Combining Equation (4.8) and Equation (4.10),




ε(x2) + (z1 − z2)2) (4.12)






2 + 4(σ2ε (x1)
+ σ2ε(x2))(z1 − z2)2 (4.13)
Similarly, for the nugget effect model and modified nugget effect model, we obtain
the following:




ε (x2) + (z1 − z2)2) (4.14)






2 + 4(σ2ε (x1)
+ σ2ε (x2))(z1 − z2)2 (4.15)









ε(x2) + (z1 − z2)2) (4.16)






2 + 4(σ2ε (x1)
+ σ2ε(x2))(z1 − z2)2 (4.17)
For deterministic model, we see from Equation (4.12) that the expectation and
variance of the estimated parameter are functions of the input variance σ2ε (x1)
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and σ2ε(x2). If the input variances increase, the variance of the estimated param-
eter will also increase and its mean will decrease, indicating a weaker correlation
between the points. From Equation (4.12), the expectation of the estimated pa-
rameter can be negative if the variance σ2ε (x1) and σ
2
ε(x2) are high enough. How-
ever as we assume the exponential correlation function in this two-point problem,
we consider only non-negative correlations. For the cases when estimated ρ is
negative, the restricted likelihood function is monotonically decreasing, indicat-
ing that extra sample data is needed. For the modified nugget effect model, from
Equation (4.16), we see that the influence of the input variance can cancel out
if ι∗1 and ι
∗
2 are the exact estimators of σ
2
ε (x1) and σ
2
ε (x2). Similarly, from Equa-
tion (4.14), we see that the nugget effect model can have the same results when
the nugget value c0 equals to the average of σ2ε (x1) and σ
2
ε(x2). This partially
explains what was observed in Yin et al. (2008), where it was observed that the
estimated φs for the modified nugget effect model and nugget effect model is
closer to the optimal value than the deterministic model.
4.3.3 Influence of Parameter Estimation on Overall Pre-
diction Error
From the approximation in Equation (4.1), the additional prediction error caused
by parameter estimation uncertainty can be approximated as tr[A(φˆZ)B(φˆZ)],
where tr[Q] stands for trace of matrix Q. Based on the REML, can be computed
and is the variance of ρˆ, see Harville (1985). As a result, we can formulate the





Since the variance of the estimator is the same for all three models, an estima-
tor ρˆ closer to 1 is favorable. Comparing Equation (4.12) and Equation (4.16),
the modified nugget effect estimator ρˆM is closer to one in expectation than the
estimated parameter given with deterministic kriging model. With careful selec-
tion of the nugget value ι0 in Equation (4.14), the additional error incurred by
the nugget effect model can be as small as the modified nugget effect model. In
this simple example, we see that in stochastic situations where random noise is
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present, selection of the appropriate stochastic model can reduce the additional
error introduced by parameter estimation in φZ . Furthermore, although not ad-
dressed in this thesis, good knowledge or accurate estimation of σ2ε (z) can also
improve the estimation error.
4.4 Numerical Experiments
The two-point problem given in the Section 4.4 illustrates how the random noise
ε (x) affects the parameter estimation uncertainty and increases the additional
prediction error in the end. In order to simultaneously study the effects of the
random noise on the three individual error components, three numerical examples
are further studied in this section. The first example is a one-dimension problem
with a step variance function studied in Yin et al. (2008). In this example, the
correlation is strong in the noiseless case. The second example extends to a two-
dimension problem with a step variance function. Several different noise level
scenarios are studied in this example. The third example is more complex func-
tional form taken from Hussain et al. (2002b) with a continuous heterogeneous
variance function. For each numerical example, 1000 replications are applied.
The mean and variance of the φZ estimator, prediction error caused by model
misspecification, additional prediction error caused by noisy data and additional
prediction error caused by parameter estimation uncertainty are provided based
on all the 1000 replications. For notation convenience, Table 4.2 summarizes
the abbreviations used in the following numerical experiments. The ErrA, ErrM,
ErrN and ErrP refer to the individual components of the prediction error decom-
position in Equation (4.3). φ∗Z is the φZ estimated based on noiseless observations.
The comparison between φ∗Z and φˆZ estimated based on the noisy sample data
can provide an insight of parameter estimation uncertainty in the stochastic case.
4.4.1 One Dimension Quadratic Test Function
The quadratic test function Y = x2 + ε (x) was used in Section 3. ε (x) is the
additional noise function with step variance σ2ε(x) = 0.083 when x ∈ [−5, 2),
σ2ε (x) = 8.3 when x ∈ [2, 5]. Observation points are located at
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Table 4.2: Abbreviations for notations.
DK Deterministic kriging model
NK Nugget effect kriging model
MK Modified nugget effect kriging model
ErrA Overall prediction error
ErrM Prediction error caused by model misspecification
ErrN Additional prediction error caused by noisy data
ErrP Additional prediction error caused by parameter estimation uncertainty
(approximation)
φ∗Z The estimated φZ based on noiseless observations
x = [−5,−4,−3,−2,−1, 0, 1, 2, 3, 4, 5], and the prediction point is located at
x0 = [−0.5]. The results are given in Table 4.3. From Table 4.3, we see that the
modified nugget effect model helps in reducing the overall prediction error ErrA.
Both the prediction error caused by the noisy data and parameter estimation
uncertainty for the modified nugget effect model are lower than the other two
models. Considering the ErrP to ErrA ratio, an indicator of the fraction of the
overall error attributed to the parameter estimation uncertainty, we see that the
modified nugget effect model has a lower ratio than the other two models. As
for the estimator, we see from the last two rows that the φ∗Z and prediction
error caused by model misspecification are very small. This indicates that there
is sufficient samples in the sample space and the correlation is strong in the
noiseless case. The estimated φZ is higher than the φ∗Z for all three models,
which indicates the correlation is weakened by the random noise. Comparing all
the three estimated φZ ’s, the modified nugget effect model has the estimator the
closest to φ∗Z .
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Table 4.3: Error measurements of the nugget-effect model and the modified
nugget-effect model for M/M/1 example.
Estimation based on noisy data
φˆZ
Mean Var ErrA ErrN ErrP
DK 0.832 5.261 1.375 1.102 0.123
NK 0.245 0.625 0.573 0.427 0.003
MK 0.007 0.001 0.294 0.205 2E-7
Mean Var ErrA ErrN ErrP
Estimation based on noiseless data
φ∗Z ErrM
0.002 5E-13
4.4.2 Two Dimension Linear Function
The two dimension linear function is given as follows: Z(x1, x2) = x1 + x2 krig-
ing model: As seen in Figure 4.2, observation points are located at Pi(x1, x2) =
[P1(1, 1), P2(0, 1), P3(−1, 1), P4(−1, 0), P5(−1,−1), P6(0,−1), P7(1,−1), P8(1, 0)], and
the prediction point is located at P0(x1, x2) = [(0, 0)]. To find out how the three
models perform as the variance levels at the different locations increase, several
different noise level scenarios for σ2ε (xi), i = 1, 2, . . . , 8 (shown in Table 4.4) are
tested. The results are given in
















L1 0.5 0.5 0.1 0.1 0.1 0.1 0.1 0.1
L2 0.5 0.5 0.5 0.5 0.1 0.1 0.1 0.1
L3 0.5 0.5 0.5 0.5 0.5 0.5 0.1 0.1
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Figure 4.2: Two dimension linear test function.
Similar results are observed in Table 4.5. The modified nugget effect model
performs better that the nugget effect model and deterministic kriging model in
all the three scenarios. As the variance of the input random noise ε (x) increases
from L1 to L3, the overall prediction error and all the additional error components
increase for all three models. The ErrP to ErrA ratio also increases from L1 to
L3. In L1 where the variance of the random noise is relatively low, the ErrP is
not significant considering the scale of ErrN. In L3 the ErrP cannot be ignored
as it consists of about 20% of the ErrA.
4.4.3 Two Dimension Sinusoidal Function
The sinusoidal function is taken from Hussain et al. (2002b). The plot of the
function and design are given in.
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Table 4.5: Results for the two dimension linear test function.
Estimation based on noisy data
φˆZ
Mean Var ErrA ErrN ErrP
DK L1 0.10 0.01 0.06 0.05 2E-4
L2 0.18 0.02 0.10 0.09 0.01
L3 0.36 10.0 0.21 0.13 0.05
NK L1 0.09 4E-3 0.03 0.02 1E-4
L2 0.10 0.01 0.06 0.05 3E-3
L3 0.17 4.24 0.11 0.07 0.02
MK L1 0.04 2E-3 0.01 0.01 6E-5
L2 0.07 0.01 0.04 0.03 1E-3
L3 0.17 3.40 0.08 0.06 0.02
Estimation based on noiseless data
φ∗Z ErrM
1E-3 1E-14
The mathematical form of sinusoidal function is:
Y (x1, x2) = x1 sin(x2) + x2 sin(x1) + ε (x1, x2)
The additional noise component ε (x) follows normal distribution with zero mean
and variance function σ2ε(x) = x
2
1. Observation points are located at Pi(x1, x2) =
[P1(0, 2), P2(−1, 1), P3(1, 1), P4(−2, 0), P5(2, 0), P6(−1,−1), P7(1,−1), P8(0,−2)], pre-
diction points are located at Pj(x1, x2) = [P9(0, 0), P10(2,−1)]. The results are
given in the following Table 4.6. From the results in Table 4.6, we know that the
correlation is rather weak as φ∗x is large. For the interpolation at P9, the overall
prediction error is low compared with the extrapolation case at P10. The predic-
tion error caused by model misspecification in P10 is considerably larger than the
one at P9 due to the lack of information for extrapolation. In this case, considering
the more appropriate ErrP to ErrN ratio, we see the additional prediction error
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Figure 4.3: Two dimension sinusoidal test function.
caused by parameter estimation uncertainty is significant in the extrapolation
case. Based on the results of the three numerical experiments, some conclusions
can be made. The random noise ε (x) inflates the overall prediction error as σ2ε(x)
increases. The additional prediction error caused by parameter estimation uncer-
tainty becomes more important when the correlation is weak. This is aligned with
the results and conclusions observed in Zimmerman & Cressie (1992b). Overall,
the modified nugget effect model performs better than the nugget effect model
and deterministic kriging model as observed in Yin et al. (2008). In the next step
of this research, we can apply the kriging model with modified nugget effect to
the actual experimental design and simulation optimization problem.
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Figure 4.4: Design of the sinusoidal test function.
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Table 4.6: Results for the two dimension linear test function.
Estimation based on noisy data
φˆZ
Mean Var ErrA ErrN ErrP
DK P9 118.2 5E3 0.199 0.191 0.005
P10 118.2 5E3 7.220 0.317 0.128
NK P9 49.81 4E3 0.192 0.180 0.004
P10 49.81 4E3 7.131 0.242 0.096
MK P9 16.26 2E3 0.148 0.129 0.002
P10 16.26 2E3 7.097 0.224 0.036











The development of the kriging model with modified nugget effect in Chapter 3
and Chapter 4 raises naturally the initial experiment design problem of properly
allocating limited computing budget to optimize the objective function with a
given system. In this chapter, we address this experimental design problem for
the optimization of stochastic simulation models.
Some existing optimization methods for stochastic simulation, including the
sequential Response Surface Method (RSM), Angu¨n et al. (2002), the Stochastic
Approximation (SA) method, see Kushner & Clark (1978), and some heuristic
methods like the Genetic Algorithm and Simulated Annealing, are either insuf-
ficient for global optimization or computational expensive. In addition, Jones
et al. (1998) proposed the Expected Improvement (EI) function and the Efficient
Global Optimization (EGO) method to balance the local and global search for
optimum of the unknown response surface as the solution to the global opti-
mization of deterministic simulation model. The proposed method was a kriging
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metamodel based optimization method developed from the Bayesian based op-
timization methods in Mockus et al. (1978) and Mockus (1994). The originally
proposed EI function and EGO algorithm considered the allocation of the design
points as the only design option for experimenter and focused on balancing the
search for the local area of the current optimum and the entire sample space.
However, for stochastic simulation, the random noise can considerably affect the
experimental design, and the experimenter might also consider additional design
option of adding replications to the design points to reduce the random vari-
ability other than only reducing the spatial uncertainty by observing new design
points. Huang et al. (2006) extended the EGO scheme to Sequential Kriging
Optimization (SKO) in order to be adaptable of the stochastic simulation model.
With the nugget effect kriging model and augmented EI function, the SKO al-
gorithm accounted for the influence of random noise ε(x) and considered the
new design option of adding replications on the existing design points other than
exploration for new design points. However, the SKO only considered the ho-
moscedastic cases, which suggest that the random noise function has constant
variability throughout the entire sample space. For the more general case with
heterogeneous variance, the SKO is not capable of capturing the behavior of the
stochastic simulation model due to the misspecified assumption on the variance
of random noise function.
In this chapter, we develop a new two-stage sequential framework that can
be adopted for the optimization of stochastic simulation with heterogeneous vari-
ances. Similar to Jones (2001) and Kleijnen et al. (2011), we adopt the term
optimization to mean a minimization or maximization, even when there are no
constraints. The proposed new two-stage framework is able to correctly account
for the influence of non constant variances in the design space, and hence bal-
ances the need to reduce spatial uncertainty and random variability with local
and global search in a typical stochastic simulation scenario. This chapter differs
from the work in Picheny et al. (2010) in that the noise variance function need
not be known, and the proposed algorithm is less computationally demanding.
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5.2 The expected improvement function
In the selection of search points for sequential based optimization algorithms,
several criteria such as minimizing the response or minimizing a lower bound of
the response, maximizing the probability of improvement or maximizing the ex-
pected improvement, have been proposed (see Jones (2001)). Of these search
criterions, the improvement functions are most popular due to its ability to
trade-off exploitation and exploration in order to converge to the global min-
imum. Here we review the improvement function initially proposed for deter-
ministic simulations and an extension for stochastic simulations. Jones et al.
(1998) defined the improvement function at any potential design point x0 as
I(x0) = max[Zmin − Zp(x0), 0], where Zmin indicates the already observed (sim-
ulated) minimum of the mean function and Zp(x0) is the random variable which
accounts for the predictive uncertainty of the kriging predictor at design point
x0. At any unsampled design points, as the mean response Zp(x0) is unknown,
the improvement is averaged over the uncertainty in the response instead. The
expected improvement is defined as
E[I(x0)] = E[max[Zmin(x)− Zp(x0), 0]] (5.1)
This criterion is intuitive as it actively searches for design points that maximize
the response improvement over the best, while considering also the uncertainty
in the response at unobserved points. Based on the results from Jones et al.





, Equation (5.1) can be computed by











Huang et al. (2006) adapted the EI function to address stochastic simulation
systems. They adopted the nugget effect Kriging model (Cressie (1993)), where
the random errors are assumed to be i.i.d. throughout design space, i.e. or all i,
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to model the stochastic responses of the simulation and proposed the following
augmented EI (AEI) function to drive the sequential search for the design points.






When x0 is the current point of best response, the augmented factor is equal to
the relative reduction in the prediction error at x0 with the addition of another
replication. The authors use this factor to represent the diminishing returns of
additional replications at the current point of best response.
5.3 Limitations of EGO and SKO in Noisy Het-
eroscedastic Situations
Although applications of EGO (with EI) and SKO (with AEI) have been success-
ful in deterministic and homogeneously random situations respectively, direct
application to the heterogeneously random situations is not straightforward. To
better understand the behavior of the algorithms and criterion, we first look at
potential limitations of each in certain stochastic situations considered in this
thesis. We first illustrate the limitations of EGO in a simple random situation.
Consider the following example where the noisy test function is given as
Y (x) = Z(x) + ε(x) = (2x+ 9.96) cos(13x− 0.26) + ε(x) (5.4)
where ε(x) is a white noise function with zero mean, variance σ2ε = 2 and x ∈ [0, 1].
The test function is sinusoidal with a slightly increasing gradient, with one local
minimum at 0.2628, and a global minimum at 0.7460.
Starting with an initial 7 point Latin Hypercube Design (LHD) and 5 replica-
tions per point, the initial ordinary Kriging model fit and EI function are given
in the left two plots of Figure 5.1. The main problem with fitting a deterministic
Kriging model to stochastic simulation outputs is that the Kriging response inter-
polates the sample means, which can lead to a misleading estimate of the global
minimum as seen inFigure 5.1. We see that even after 7 more input observations,
the estimated response has mistakenly identified the wrong minimum point be-
cause of a low observation near the local minimum on the left. This problem
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could be mitigated if there was a mechanism that could improve the precision of
the sample means around the local minimums. Since the EGO algorithm lacks
such a feature to deal with random variability, the algorithm is heavily penalized
by a misleading initial fit. Applying the sequential SKO algorithm, we obtain
Figure 5.1: EI function and response metamodel with noisy test function (white
noise)
a much better fit and results. Figure 5.2 displays the initial fit, AEI function
and final response fit. As can be seen, with the appropriate metamodel form and
sequential criterion, the results are much improved.
However, in the more general case of stochastic simulations with heterogeneous
noise, the AEI function cannot properly account for the influence of random
noise with non-constant variances. One straightforward method is to substitute
the constant value in Equation (5.3) with the function σε(x). We modify the
test function in Equation (5.4) so that the variance of the random noise now
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Figure 5.2: AEI function and response metamodel with noisy test function (white
noise)
is a location dependent function with the linear form σ2ε(x) = 1 + x, x ∈ [0, 1].
Figure 5.3 displays the response model fit and the modified AEI function.
As seen in the upper left plot of Figure 5.3, the estimated response surface
of the initial design has two local optima: the current best on the left hand
side and a local sub-optimum on the right. Based on the functional form of
variance function, the area on the left hand side has lower variability than the
area on the right hand side. Hence in the follow-up sequential design, all the 7
new observations are located in the left region (area with lower noise and current
best estimate). The AEI function still favors this left region after the follow-
up design. This can be partially explained as the AEI function favors areas with
lower variability due to the multiplicative effect of the augmented factor. Hence it
is possible that the algorithm will be trapped in the local area with low variability
for a long time. This is not a desirable property for a global optimization method,
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Figure 5.3: Modified AEI function and response metamodel with noisy test func-
tion (non constant variance)
especially when faced with limited budget constraints.
Another straightforward option is to simply use the original Expected Im-
provement function based on the MNEK model. The problem here is that the
expected improvement value is less sensitive to decreases in predictor uncertainty
s(x) than Zmin−Z∗ as can be seen in Figure 5.4. This can lead to repeated selec-
tions of the current best design point at the expense of exploring other promising
regions of the design space. The multiplicative factor in AEI was meant to ad-
dress this issue by discouraging repeated selections of the current best point.
However, applying the multiplicative factor to the case of heterogeneous noise
would require that the noise variance function be known, and the sampling issue
mentioned before will still persist.
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Figure 5.4: Contour plot of EI function of predictor mean difference and standard
deviation using the Modified Nugget Effect Kriging model
5.3.1 Characteristics of Good Algorithms and Criteria
Based on the observations made above, we outline some challenges of adopting
an EGO type framework for simulations with heterogeneous noise.
• The response model estimation is affected by both the location and comput-
ing effort at each design point. With heterogeneous variances and limited
computing budget, the ideal distribution of computing effort is unlikely to
be equal. An effective procedure should be able to make best use out of the
limited computing budget in locating the global optimum.
• The EGO algorithm has the desirable characteristic of balancing exploita-
tion and exploration. In order to retain this desirable characteristic in a
stochastic environment, a new procedure should be able to search glob-
ally without having to exhaustively search a local region. Good estimates
of Zmin are also necessary, especially in situations where there are several
optima with values close to the global optimum.
• In situations with limited computing budget, it is useful for the algorithm to
explore unexplored regions (improve chances of finding a better minimum)
at the outset of the algorithm. However, as the budget is expended towards
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the end, the focus should be fine tuning in the current best area as there
will likely be insufficient remaining budget to find and differentiate a lower
minimum elsewhere.
In the next section, we will detail the development of our search and allocation
procedure that considers these desirable characteristics.
5.4 Development of Methodology
As previously noted, the accuracy and fit of the Kriging model can be drastically
affected by random noise. It is therefore important to consider both the response
and the noise levels carefully. As seen in Figure 5.4, direct application of the
MNEK model may not have equitable effect on the EI criterion. The proposed
methodology intends to address both considerations individually in a two stage
sequential approach. This two stage iterative framework represents a division
of labor approach towards the optimization of a stochastic objective function
with heterogeneous noise variance. After the initial fit, each subsequent itera-
tion of the algorithm is composed of a Search stage followed by an Allocation
stage. In the first stage, denoted as the Search stage, the modified Expected
Improvement (mEI) infill criterion is used to select a new point. In the second
stage, denoted as the Allocation stage, the Optimal Computing Budget Alloca-
tion (OCBA) technique (Chen et al. (2000)) is applied to distribute an additional
number of simulation replications among sampled design points. Specifically, the
algorithms Search stage is responsible for identifying potential global optimum
points, while the Allocation stage seeks to drive down uncertainty due to random
variability at sampled points, with the goals of improving model fit at regions
that contain local minimums and eventually correctly selecting the point of the
global optimum.
The framework also features a division of allocation heuristic. Here we set the
amount of computing budget per iteration as a constant, but the distribution of
each iterations budget between Sampling and Allocation stages changes as the
algorithm progresses. At the start, most of the iterations budget goes towards
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exploration (search stage); towards the end, the emphasis is shifted to identifying
the point of best response (allocation stage).
Together, this iterative two stage approach, along with the division of alloca-
tion heuristic, will sequentially search the design space for the global minimum
while considering notably the fit of the surrogate model driving the search. The
two stages of the framework will be described in detail in the next subsections.
5.4.1 The search stage






Zmin − Z∗p (x), 0
])
(5.5)
In this proposed criterion, Zmin is the predicted response at the sampled point
with the lowest sample mean, and Z∗p(x) is a normal random variable with mean
given by the MNEK predictor at x as shown in Equation (3.17) and variance given
by the predictors spatial prediction uncertainty as shown in Equation (3.18).
The use of the MNEK predictor for the response is a straightforward choice
that provides an unbiased prediction given the heterogeneous nature of the noise.
What is different from a straightforward adaptation of the Expected Improvement
criterion is the treatment of the predictor uncertainty. Since the allocation stage
will by design address the stochastic noise, s2z is used in this search stage only.
This enables the search to focus on new points in promising regions with high
predicted responses and new points that reduce the spatial uncertainty of the
metamodel. In addition, by ignoring predictor uncertainty caused by random
variability, s2ε, the modified Expected Improvement function assumes that the
observations are made with infinite precision so the same point is never selected
again. This allows the algorithm to quickly escape from a local optimum, and
brings the sampling behavior closer to that of the original Expected Improvement
criterion and its associated trade-off between exploration and exploitation.
5.4.2 The allocation stage
Since the Search stage is dedicated to the selection of a new point, the Allocation
stage will have to manage random variability by intelligently allocating addi-
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tional replications among sampled points. A related problem arises in Ankenman
et al. (2010) work on Stochastic Kriging. In their work, the ultimate goal was to
improve the global fit of the Stochastic Kriging response surface; therefore addi-
tional replications were distributed among sampled points with the objective of
minimizing integrated mean squared error. In the case here where the ultimate
goal is global optimization, additional replications are distributed with the goal
of maximizing the probability of the correct selection of the sampled point x∗∗ as
the global optimum.
Alternative algorithms by Huang et al. (2006) and Picheny et al. (2010) iden-
tify the point with the best response (or global optimum) as the sampled point




where c is user defined in accordance with the user’s risk tolerance, with a higher
c corresponding to a lower level of risk tolerance and vice versa. For practical
purposes, x∗∗ in these algorithms are also optimized over previously observed
locations.
Compared to the above method, OCBA formulates the global optimum selec-
tion problem as an optimization exercise and thus provides a more rigorous way
of identifying the sampled point with the best response. OCBA uses the sam-
ple mean and sample variance as response and response uncertainty estimators
respectively. As the allocation stage aims to improve the data used to fit the
model, especially in promising regions, adopting these estimators at this stage is
reasonable.
Assuming that we have n sampled points, with each point xi having a sample
mean given by Y¯i, sample variance σ2ε(xi) and replication number Ri, then accord-
ing to Theorem 1 provided by Chen et al. (2000), the Approximate Probability
of Correct Selection (APCS) can be asymptotically maximized when available








, i, j ∈ 1, 2, . . . , n, andi "= j "= b (5.6)
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where Ni is the number of replications allocated to point xi, xb is the point with
the lowest sample mean and δb,i is the difference between the lowest sample mean
and the sample mean at point xi. Adopting this allocation rule to maximize the
APCS, at the end of the Allocation stage, the sampled point with the lowest
sample mean will be selected as the location of the best response. The estimate
of the best response, Zmin, which will be used in the mEI criterion will be given
by the MNEK predictor.
An additional benefit of using the OCBA technique is that the majority of the
additional replications will be allocated to points with low sample means and high
sample variances in order to separate the best point from the contenders. Assum-
ing that the lowest sample means lie close to local minimums, then OCBA can
utilize the additional replications to tighten the metamodel fit at regions around
the local minimums. This in turn can help the modified Expected Improvement
criterion make a better selection in the subsequent iteration.
5.4.3 An algorithm overview
In the proposed framework, the procedure alternates between the Search and Al-
location stages until the budget is consumed. As discussed, in such an approach,
it is desirable to start off with more exploration and end off with exploiting the
best few minimums identified. Here, we adopt a simple division of allocation
heuristic to divide the budget allocation to the different stages on the proposed
framework.
Here rA(i) can have a general form as rA(i) = g(T,B, rmin, i), and hence
rS(i) = B − rA(i). According to the characteristics of good algorithm in Section
5.3.1, rA(i) should be a monotonic increasing function of i, which allows the
algorithm to focus on searching for new point in the beginning and tuning current
best area in the end. rA(i) should also be a increasing function of B−rmin, which
suggest that we could add extra efforts to the Allocation stage if the number of
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Table 5.1: Algorithm parameter definitions.
Parameter Definition
T Total number of replications at the start
B Number of replications available for each iteration
n0 Size of initial space filling design. n0B ≤ T
i Current iteration. i = 0, 1, 2, . . . , I. I = "T−n0BB #
l The accuracy limit for MEI value in Search Stage
rmin Minimum number of replications for sampling a new point. rmin ≤ B
rA(i) Number of replications available for Allocation Stage at iteration i
rS(i) Number of replications available for Search Stage at iteration i
available computing budgets for every single iteration B is much larger than the
minimum computing budget for single observation point r.
Before the proposed algorithm can begin, the user needs to set the parameters
T , B, n0, l and rmin. T will be constrained by practical considerations such as the
total time available for the entire optimization exercise and the average length
of a simulation run. The size of the initial design, n0, can be set to 10d as
suggested by Jones et al. (1998) where d is the number of dimensions. This
10d recommendation has been extensively studied by Leoppky et al. (2009) and
found to be a reasonable rule of thumb for initial designs. l can control the
accuracy of the Search Stage, we can use the recommendation of l = 0.015 from
Locatelli (1997). length o rmin and B should be set such that there are sufficient
replications available for the first Allocation stage. As a rough guide, B should
be set such that the number of replications available for the first Allocation stage
is at least 5 times the number of design space dimensions. An algorithm can be
proposed as follows.
• Step 1: Initialization: Run a size n0 space filling design, with B replications
allocated to each point.
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• Step 2: Validation: Fit a MNEK response model to the set of sample means,
and use cross validation to ensure that the Kriging prediction is satisfactory.
• Step 3: Search for the location x0 that maximize the modified Expected
Improvement criterion Equation (5.5).
• Step 4: Compute the computing budgets for the Allocation Stage and
Search Stage, proceed to the each Stage accordingly. Initailize the pa-
rameters, set i = 1, rA(0) = 0. If mEI(x0) < l, go to Step 5.
• Step 4a: While i ≤ I





n0 $, T − n0B)
If(T − n0B − (i− 1)B − rA(i)) > 0, rS(i) = B − rA(i) end
• Step 4b: Sample a new point at location x0 with rS(i) replications. (Search
Stage)
• Step 4c: Using OCBA (Equation (5.6) and Equation (5.7)), allocate rA(i)
replications among all sampled design points. (Allocation Stage)
• Step 4d: Fit a MNEK response surface to the set of sample means. i = i+1,
if i > I, the algorithm ends, else compute the mEI function and update the
location x0 that maximize the mEI function. If mEI(x0) < l, go to Step 5,
else go to Step 4a.
• Step 5: Using OCBA to allocate all the remaining computing budget T −
(i− 1) ∗B to the existing points, the algorithm ends.
• The point of the global optimum at the end will be the point with the lowest
sample mean.
As the starting parameters which determine the number of iterations and the
computing budget used per iteration are set prior to collecting any data, there
is a possibility that the recommended parameter settings are unsuitable for the
problem. In step 2, the cross validation test can provide feedback regarding the
suitability of the initial parameters T , B, n0, l and rmin. Cross validation is a
statistical technique that can assess the generalization of statistical analysis for
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independent data set. A general introduction to cross validation can be found in
Mosteller & Tukey (1968). Cross validation can be used to check the accuracy
of the predictive model. For this kriging metamodel application in stochastic
simulation, ff a single design point or more fails the cross-validation test, it could
mean that the current amount of computing budget is insufficient for dealing with
the noise in the response. Possible remedies include increasing B, or increasing
the number of design points around the point(s) that fail the cross-validation test,
or to apply a log or inverse transformation to the response as suggested by Jones
et al. (1998).
After successful validation, the algorithm will approach to the Search and
Allocation stage with the remaining computing budgets. According to the char-
acteristics of good algorithms in Section 5.3.1, the computing budget set aside for
the Allocation stage rA(i) should increase as the algorithm approaching to the
end, which suggests that rA(i) should be a monotonically increasing function of
current iteration number i.
Moreover, the selection of initial design size n0 will determine the size of
following-up design given a fixed T and B, which will be expressed in terms of
I = !T−n0BB ". For different I, the rA(i) should have different increasing rate in
order to meet the requirement of distributing more replications to the Allocation
stage when i → I. For example, considering the case with T = 320, B = 40,
the total design size is T/B = 8. The first scenario with initial design size
n0 = 4, the total iteration number for following design is I = !T−n0BB " = 4. The
second scenario with the initial design size n0 to 6, the total iteration number
for following design will be I = !T−n0BB " = 2. Considering rA(2), the number of
replications for Allocation stage for iteration 2, it will be the middle iteration of
the following-up design for the first scenario and the last iteration for the second
scenario. Hence the rA(2) in the second scenario should be larger than it in the
first scenario to maintain the characteristic of good algorithm.






n0 &), T − n0B) is a monotonically increasing function of i,
which gives the algorithm a desirable characteristic of placing more emphasis on
exploration at the start, and focusing more on exploitation at the end. Second,
rA(i) is a function of ratio
I
n0
, which can automatically adjust the increasing rate
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of rA(i) given the ratio
I
n0
, which is a function of initial parameters T,B, andn0.
Considering a simple example with T = 400, B = 40, and n0 = [3, 4, 5, 6, 7] for
5 different scenarios. the ratio In0 will be
I
n0
= [2.3, 1.5, 1, 0.67, 0.43], accordingly.
The changes of rA(i) in terms of iterations for different scenarios are given in
Figure 5.5.

























As can be seen, the initial parameter set with lower In0 ratio will distribute
more computing budgets as the additional replications to the Allocation stage.
This behavior is reasonable as a low In0 ratio indicates the following-up design
is close to the end of algorithm, which suggests that the algorithm should focus
on the improvement of current best locations. In a special case with large size
of initial design , In0 → 0, rA(i) → B − rmin, which means the algorithm try to




Moreover, the parameter l is used to control the accuracy of the mEI function.
This parameter becomes important when the total computing budget T is huge.
If T → ∞, then I → ∞, which suggest that the total number of design points
goes to infinity. According to the results in Jones et al. (1998) and Locatelli
(1997), we can show that the proposed algorithm can converge to the optimal in
probability. See Appendix D for details.
In summary, the proposed algorithm relies on two techniques to handle the
tasks of selecting new points and managing the heterogeneous nature of the noise.
From a modeling viewpoint, we can relate the algorithm back to the Kriging model
form and its overall iterative goal of optimization. The selection of a new point in
the Search stage can be seen as improving the fit of MNEK predictor Zˆ (x0) for
the subsequent iterations by improving the estimation of βZ (see Equation (3.17))
and reducing the uncertainty in the prediction ,especially for promising regions of
x0. The purpose of the Allocation stage is twofold. This stage first improves the
fit of Zˆ (x0) by improving the estimation of βε (see Equation (3.17) and Equation
(3.18)) and reducing the uncertainty in the prediction (last term in Equation
(3.17)). Secondly, the resource allocation goal of maximizing the probability of
correct selection also improves the estimation of Zmin for the Search stage in the
next iteration.
5.5 Numerical Examples
To better illustrate the behavior of the proposed algorithm, numerical example
on the single dimension function is conducted. In the second example, the per-
formance of the proposed varied rate algorithm is compared with Picheny et al.
(2010)’s approach, which is denoted as EQI in the subsequent sections.
5.5.1 Single dimension test function(Comparative study)
We applied the proposed algorithm to the one dimensional example in Section
3.3 with the noise variance function 3(1 + x)2. A Latin Hypercube design was
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used for the initial fit for both algorithms and the following starting parameters
were adopted:







Under current test function setting, the newly added points and computing
budgets each stage for the proposed algorithm are listed in Table 5.3 (Here SSB
stands for computing budgets distributed for Search Stage and ASB stands for
computing budgets distributed for Allocation Stage).
Table 5.3: computing budgets and location each iteraion for the proposed algo-
rithm.
Iteration SSB ASB New design location
1 30 10 0.7380
2 10 30 0.7330
3 10 30 0.2660
We can change the starting parameters to simulate a scenario with a small
initial design size as listed in Table 5.4.
As seen in Figure 5.7 and Table 5.5, for the case with smaller initial design
size, the proposed algorithm focus on the Search stage in the beginning by as-
signing most of the replications to observe a new point. This behavior allows



































Figure 5.6: One dimensional example with proposed algorithm.
Hence the algorithm is able to obtain a satisfactory response with a few iterations
and focus on improving the promising region in the end.
5.5.2 Two Dimension Keys and Reese (2004) Function
(Comparative Study)
Like the proposed algorithm, EQI was developed for optimization of simulations
with heterogeneous noise. Out of the two resource allocation schemes in EQI,
we selected EQI with online allocation for comparison because it is less computa-
tionally demanding than the alternative. Furthermore, EQI with online allocation
also has a two-stage approach that first selects a new point that maximizes the
EQI criterion, followed by the allocation of additional computing resources to the
point until a criterion is satisfied.In the rest of the section.
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Table 5.5: computing budgets and location each iteraion for the proposed algo-
rithm. (small initial design size)
Iteration SSB ASB New point location
1 38 2 0.3120
2 34 6 0.6940
3 28 12 0.6450
4 20 20 0.7500
5 10 30 0.7590
The test function used for the comparison is a modified version of the tetramodal
function used by Keys & Rees (2004):
Z(x1, x2) = −5(1− (2x1 − 1)2)((1− (2x2 − 1)2))(4 + 2x1 − 1)(0.05(2x1−1)2
− 0.05(2x2 − 1)2)2
Both dimensions of the test function, x1 and x2, are scaled to [0, 1]. The test
function’s contour plot is shown in Figure 5.8. The global minimum is located at
[0.85, 0.5] and has the value -7.098. The test function was overlaid with a noise
function with standard deviation given by 1.2x1. The comparisons between the
two algorithms were carried out for 100 macro-replications. The variance of the
noise in EQI was taken from the actual function while the proposed algorithm
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was run under two settings - one with the noise variance known, and the other
with the noise variance estimated using sample variances. In every comparison,
both algorithms started off with the same size 20 LHS design with 40 replications
at each point and the same set of initial sample means. The 50th percentile was
used in the EQI criterion. Other algorithm parameters are shown in Table 5.7.
In EQI, T20 refers to the post initial fit budget and γ is a user defined parameter
Table 5.6: Algorithm’s setting.
Proposed Algorithm EQI
Parameter Setting Parameter Setting
T − n0B 200 T20 200
B 40 te 10
rmin 10 γ 0.5
with value from 0 to 1 that controls how much available budget is allocated to
the newly sampled point. te refers to the ”step size”, which is the number of
replications allocated to an existing point or used to sample a new point with
every EQI action. γ was set to a value quoted by Picheny et al. (2010) while a
step size of 10 was chosen to match rmin in the proposed algorithm.
The algorithms were first evaluated on how close they were able to get to
the true location and value of the global minimum. Table 5 shows the results.
Statistically, there was no significant difference between the 3 sets of results. The
proposed algorithm was able to match EQI’s performance in both evaluation
criteria. For this example, it showed that the proposed algorithm was able to
achieve a level of accuracy similar to EQI. Furthermore, the proposed algorithm
achieved it with less computational effort than EQI. Taking the number of matrix
inversions as a measure of computation effort required, we saw that the proposed
algorithm required 5 inversions in total per macro-replication - 1 for the initial
fit, and 4 more for the subsequent iterations. As for EQI, there were a total of
200001 inversions per macro-replication. With the design space discretized into
a 100 by 100 grid,the EQI value at every one of these grid points would have to
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Table 5.7: Example computing budget distribution.
EQI Proposed Proposed
Algorithm Algorithm
(Noise Variance (Noise Variance (Noise Variance
Known) Known) Estimated)
Evaluation Average Std.1 Average Std. Average Std.
Criteria
|x∗∗pred − x∗∗true| 0.318 0.253 0.318 0.249 0.312 0.247
|Zˆ(x∗∗pred)− Z(x∗∗true)| 1.669 0.998 1.652 0.991 1.656 0.990
be evaluated which would involve the inversion of a n+1 by n+1 matrix, where
n is the number of sampled points.
Another advantage of the proposed algorithm over EQI is that the noise vari-
ance function need not be known. In cases where the noise variance function is
unknown, EQI requires that the noise variance function be estimated. Unlike
EQI, the proposed algorithm has no such requirement as it uses sample variances
as estimates of the variance of the noise at sampled points.
On the other hand, the proposed algorithm’s division of computing resource
heuristic is not as flexible as EQI’s online allocation scheme. Although the pro-
posed algorithm is able to adaptively allocate replications among sampled points,
the proposed algorithm’s computing budget for every iteration and the total num-
ber of iterations are fixed prior to the start of the algorithm. In EQI’s case, the
computing resource distribution between its sampling and replication allocation
stages is “online ”rather than pre-determined, so the resource distribution scheme
makes use of increasing information as the EQI algorithm progresses while ac-
counting for the diminishing computing budget. Other allocation schemes where
the budget for each iteration B(i) is dynamically determined can be explored for
our algorithm and this is an area for future research.
1Std. stands for standard deviation
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5.6 Ocean Liner Example
In recent years, the increasing bunker prices have threatened the shipping liner
companies’ accounting bottom line. To compensate for increasing prices, over
two hundred shipping companies have adopted the strategy of slow steaming,
especially in long-haul loops like Asia to Europe and Asia to North America.
From empirical estimations, lowering the cargo vessel speed by 20% can save up
to 50% of daily fuel consumption (Notteboom & Vernimmen (2009)). Although
slow steaming results in having to increase the number of vessels within the service
to maintain a satisfactory service level, this additional capital cost is usually offset
by the savings from fuel costs. Another challenge facing shipping companies is
deciding where to refuel (bunker) along a given route and the amount to bunker
at these selected ports.
A recent research study by Yao et al. (2011) modeled the shipping fuel man-
agement planning problem as a mixed integer linear program. The linear program
minimizes bunker fuel related costs by determining optimal ship speeds between
ports, and selecting bunkering ports and bunkering amounts. Based on real data
obtained from a shipping company, they empirically modeled the relationship be-
tween fuel consumption rate and ship speed for different ship sizes and expressed
the daily fuel consumption rate as F (V ) = k1V 3 + k2, where k1 and k2 are two
constants that depend on ship size and V is ship speed in knots.
This previous work can be extended to consider the operational level problem
by considering more realistic operational conditions. This includes accounting
for fuel consumption rate uncertainty and bunker price variation. With random
fuel consumption, the ship’s bunker fuel inventory safety level becomes an im-
portant system level decision as a fuel stock out scenario is possible and can be
very costly to liner operations. In addition, as the distances between each port
within the service can differ by thousands of nautical miles, safety levels at each
leg should differ, each reflecting about equal risk of a fuel stock out within the
leg. Due to the complexities of the real operational system and impact of the
random components, to determine the safety levels for a given shipping service,
a simulation optimization approach is applied to a rolling horizon discrete event
simulation model.
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In the rolling horizon discrete event simulation, the following takes place upon
the arrival of a ship at each port,
• Observe the time taken and fuel consumed from the previous leg.
• Update the bunker inventory level based on the observed consumption.
Update bunker prices at all ports based on current market prices.
• Solve mathematical optimization problem to obtain the optimal fuel man-
agement decisions for the bunkering ports, bunkering amounts and ship
speeds.
• Bunker fuel amounts at current port (if necessary) and set ship speed for
next leg.
This procedure yields the bunkering amounts, ports and ship speeds one port
at a time, with each arrival in the simulation. Incorporating the mixed integer
linear program in the rolling horizon discrete event simulation model facilitates a
more realistic operational representation of the bunker fuel management problem,
and enables better evaluations of system strategies (such as bunker safety levels).
Here we consider the Asia-Europe Express (AEX) service route of a shipping
company, see Figure 5.9. As each run of the simulation incorporates the rolling
horizon mathematical optimization model to determine the optimal fuel manage-
ment strategy, each run is quite time consuming, taking around 5 minutes on an
Intel Core 2 Duo 2.4 GHz computer. Consequently, one must carefully allocate
the simulation budget to efficiently and effectively search the multidimensional
decision space for the optimal safety levels.
We applied our proposed algorithm to determine the bunker inventory safety
levels for the AEX service. Similar to Yao et al. (2011), the overall objective for
this problem is to minimize the total bunker fuel related costs. We adopt the
cost model in Yao et al. (2011) with an additional penalty function to describe
the impact on the liner operation if a fuel out situation occurs at sea. Here we
set the penalty function to be the product of the bunker capacity, bunker price
at the next port and a penalty factor. We set the penalty factor value at 2. This
reflects a high approximate cost of sending out an additional vessel to fill up
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at sea, and can be adjusted based on individual company’s costs and penalties.
For example,if a ship with a bunker capacity of 3000 tons ran out of fuel before
the port Yantian (where bunker costs $460 per metric ton), the penalty cost will
amount to 3000× 460× 2 = 2, 760, 000.
To account for the actual consumption rate variation, a noise term is added
to the original empirical model: F ′ = k1V 3+k2+ε(V ). Here we also assume that
noise ε is a function of the ship speed. In addition, based on real data obtained
from a shipping company, we observe the following three characteristics:
• The noise term follows a normal distribution with a zero mean and a stan-
dard deviation that increases with ship speed.
• The coefficient of variation CV, the ratio of standard deviation to mean
daily bunker consumption rate, is a constant.
• This constant is different for different sized ships, where the bigger the ship,
the smaller the number.
Hence the noise function is a normal distribution, N(0, (CV ∗ F (V ))2). Bunker
prices at each port were obtained from Bloomberg for the period of Jan - July
2009. The prices were estimated to follow a normal distribution with means given
in Table 5.8. The variances were also estimated from the same set of data, and
as they were approximately similar for all ports, the same variance, σ2 = 15, was
used for all ports.
For the first test scenario, we compared our proposed approach with the results
of a brute force search. A small computing budget of 80 was used, and we assumed
a single bunker inventory safety level for all 15 legs of the route to facilitate
the feasibility of the search. Table 7 provides relevant parameters for the AEX
service obtained from the shipping company, some of which were estimated from
the company’s data.
Here the bunker inventory safety level was defined as the percentage of the
total bunker capacity (3000 metric tons).For the brute force search, we observed
16 evenly distributed points from 0.5% to 10%, with 5 replications at each point.
Table 8 provides the optimal safety levels obtained by the two methods, and
the expected optimal costs were estimated using an additional 50 replications
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Table 5.8: Bunker price parameters for ports in AEX route.
















conducted at the optimal levels. From the table, we see that with the same
computing budget, our proposed approach is able to obtain a lower cost solution.
To conduct a more comprehensive brute force search, we observed 51 evenly
distributed points in the same region, each with 5 replications. The last row of
Table 8 shows the optimal results with the expected optimal costs computed based
on 50 replications. Comparing our approach with the more comprehensive brute
force search, we see that our proposed approach was able to obtain a solution
close to the solution from the comprehensive search with less than 35% of the
expense.
Overall, the results suggest that the proposed two-stage approach can more
effectively distribute the computing budget to promising regions, finding better
solutions with a fixed budget, or finding equivalent results with much less budget.
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Table 5.9: Parameters for ports in AEX route.
Parameters Values
Bunker capacity 3000 tons
Number of port calls 15
Coefficient of variation 0.07
Variance of bunker price 15 $2ton2
k1 0.007297tons(day ∗ knots3)
k2 71.4 tonsday
Ship size 5000 TEU
This can be very useful for the problems with limited computing budgets.
To more realistically solve this problem, we relaxed the assumption on the
bunker inventory safety level and considered different safety levels for different
legs. This is more reasonable as the distances for each leg within the service can
differ by thousands of nautical miles. With 15 different legs within the service, we
considered this as a 15 dimension decision problem. A computing budget of 3000
replications was used, which is a reasonable amount reflecting the typical limited
time decision makers have in the light of changing prices and short dynamic
time horizon. 2000 replications was spread evenly among a n0 = 200 initial space
filling LHD, and the remaining were allocated according to our proposed approach
described in Section 4.3. Table 9 shows the results.
As expected, bunker safety inventory levels increased with increasing distances
between port calls. With varying safety levels, the optimal total cost was lower
than the single safety level at 1.01341E+8.An interesting observation is that the
increase in safety levels was not linear - the increments in safety levels decreased as
distances increased. This was mainly due to bunker fuel management decisions
in each horizon. As observed in Yao et al. (2011), the time windows of the
shipping schedule have a major impact on the speeds of each leg and hence
the bunkering decisions. As observed in the simulation, the resulting bunkering
ports were usually ports before a long leg.As the optimal bunkering amounts at
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Table 5.10: Optimal results for single bunker inventory level.
Expected Optimal minimum Total
optimal bunker inventory replications
cost safety level required
Two-stage approach $ 1.14304E+8 5.55% 80
Bruth-force search
(16 points design) $ 1.14309E+8 5.49% 80
Bruth-force search
(51 points design) $ 1.14301E+8 5.60% 255
these ports were generally high (due to the long leg ahead and quantity based
discounts considered), the influence of the safety levels was reduced. Moreover,
ships speed up (or slow down) based on the time windows of the schedule, thereby
increasing (decreasing) consumption. It was also observed that legs with tight
time windows had on average higher travel speeds, thus requiring higher safety
levels. The results here clearly illustrates the interrelatedness of operational level
bunker fuel management decisions and system level safety level decisions, and
the necessity to consider both together in a stochastic simulation environment to
ensure the robustness of the decisions.
5.7 Conclusion
In this chapter, we proposed a two stage sequential framework for the optimization
of stochastic simulations with heterogeneous variances. The proposed two-stage
framework is based on the Kriging model and iteratively incorporates the optimal
computing budget allocation techniques and the modified expected improvement
function to drive and improve the estimation of the global optimum. We first
illustrate our approach with several numerical examples. The empirical results
indicate that the proposed approach is effective in obtaining the optimal solutions
and require less computer time than other Kriging based optimization techniques
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Table 5.11: Optimal results for 15 different legs.
Port legs Distance(NM) Optimal bunker
inventory safety level
Hakata - Kwangyang 171 1.2%
Kwangyang - Pusan 86 1.1%
Pusan - Shanghai 475 2.3%
Shanghai - Kaoshiung 639 2.4%
Kaoshiung - Hong Kong 350 2.3%
Hong Kong - Yantian 45 0.9%
Yantian - Singapore 1500 3.2%
Singapore -Rotterdam 8339 7.4%
Rotterdam - Hamburg 223 1.6%
Hamburg - Thamesport 325 1.9%
Thamesport - Colombo 6727 7.1%
Colombo - Singapore 1567 3.2%
Singapore - Hong Kong 1460 3.1%
Hong Kong - Kaoshiung 350 2.0%
Kaoshiung - Hakata 904 2.7%
proposed to address stochastic simulations. We also applied the approach to
a real complex ocean liner simulation model to determine the optimal bunker
inventory safety levels for a fuel management problem. The results from this
problem provided invaluable insights on the inventory levels on a service route,
















































Iteration 4 with 8 observations
Figure 5.7: One dimensional example with proposed algorithm.(Higher variance)
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Based on the discussion in the previous chapters, the kriging model is one of the
more promising metamodels for the applications in the computer simulation as
it is more adaptable than the regression based models and not as complicated
and time consuming as artificial intelligence techniques. However, as indicated in
Chapter 3 and Chapter 4, the performance of kriging model highly deteriorates
when the noise varies, also see Yin et al. (2008), Li et al. (2010a). Yin et al. (2008)
and Ankenman et al. (2010) propose the modified nugget effect model and the
stochastic kriging model respectively to address the more general heteroscedastic
case. Although these models enable much better modeling of stochastic systems,
several issues in parameter estimation arise when the noise levels are high, as
mentioned in Chapter 4.
we provide a simple quadratic test function example. Consider the test func-
tion y = x2 + ε(x), where the noise function ε(x) is normally distributed with a
zero mean and constant variance σ2ε . Suppose the response surface is unknown and
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observations are obtained from 11 evenly distributed locations from -5 to 5. Two
different scenarios are considered: a low variance scenario where σ2ε = σ
2
low = 1,
and a high variance scenario where σ2ε = σ
2
high = 10. 50 replicates are taken at
each observed location and the simulation response is estimated with a MNEK
model of the form Y (x) = Z(x) + "(x) where Z is a Gaussian random process
that models the unknown response surface (x2 in this case) and "(x) describes
the random noise inherent in the stochastic simulation. To model the unknown
response surface, Z is assumed to have a constant mean β0 and the covariance
between outputs at two design points, xi and xj , is described by a Gaussian
covariance function σ2ZR(Z(xi), Z(xj)) = σ
2
Z exp(−φ(xi − xj)2), where φ is the
sensitivity parameter that controls how fast the correlation decays with the dis-
tance. With the observed data, the parameters of the model are estimated using
the Maximum Likelihood Estimation (MLE) method.
Table 6.1: Empirical mean and standard deviation and quantiles of parameter
estimates and the predictor’s output.
estimator scenarios est. mean est. std dev est. 25th est. 75th
quantile quantile
βˆ0 low variance 70.35 43.1 62.60 73.80
high variance 69.87 44.6 55.30 81.70
σˆ2z low variance 2722.0 4.8425× 103 2364.0 3139.0
high variance 2878.0 1.2087× 104 1628.0 3922.0
φˆZ low variance 0.64 1.1 0.54 0.71
high variance 0.72 1.4 0.50 0.81
Yˆ (x0) low variance -0.28 0.1 -0.38 -0.19
high variance -0.30 0.9 -0.41 -0.14
Table 6.1 shows the empirical mean, standard deviation and quantiles of the
estimated parameters and the model predictor’s output at point x0 = 0 in both
the low variance and the high variance scenarios based on 1000 macroreplica-
tions. The variabilities of the estimated parameters in the high variance scenario
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is significantly larger than in the low variance scenario. As the designs for both
scenarios are fixed, this suggests that the random noise affects the parameter
estimations. Furthermore, the increase in variance and variability in the param-
eters result in an increase of the overall prediction variability. This increase in
the overall prediction variability as the simulation noise increases is also noted in
Ankenman et al. (2010).
In Chapter 4, we considered only the sensitivity parameter φZ as unknown and
estimated, and decomposed the overall prediction error into three error compo-
nents, the model misspecification error, the random noise error and the parameter
estimation error for stochastic simulations. As observed in Yin et al. (2009), the
last two components increase as the variability of the random noise increases.
This parameter estimation error is usually ignored when applying the traditional
plug-in estimator of the predictor and the prediction error. This can lead to over-
confident confidence/prediction intervals which can translate to design decisions
that result in the actual system performing very differently from the expected per-
formance in the design phase. Figure 6.1 plots the plug-in average Mean Squared
Prediction Error (MSPE) of the MNEK model and the observed MSPE in the
high variance scenario over 1000 macroreplications. As seen, the plug-in MSPE
of the MNEK model underestimates the actual observed prediction error. This
phenomenon is also highlighted and studied in den Hertog et al. (2005) using a
bootstrapping approach for deterministic kriging.
In this chapter, we propose a Bayesian approach for kriging metamodeling for
stochastic simulations. This general approach overcomes some of the problems
identified in Chapter 4 by appropriately accounting for all parameter uncertain-
ties in the model and its predictor. We discuss this metamodeling approach for
certain special cases and also for the general case to fully account for all parameter
uncertainties and noise levels. This modeling form can also lead to more effective
ways of planning simulation experiments by balancing the need for exploring new
points or regions in the design space and placing more points at observation areas
to reduce the uncertainties in the metamodel form, its parameters and measure-
ment errors. This chapter is organized as follows. In Section 2, we first describe





















Plug−in MSPE for MNEK
Observed MSPE
Figure 6.1: Average plug-in MSPE of MNEK and the observed MSPE for the
high variance scenario.
model for specific special cases. Then, we propose a Markov Chain Monte Carlo
(MCMC) approach to derive the predictive distribution for the general case.
6.2 Model Formulation
Let Y s(xi) be the output from the stochastic simulation at xi, where xi =
(xi,1, . . . , xi,p)T is a point in a p-dimensional input space. We assume that Y s(xi)
are realizations of a random process that can be described by the model
Y s(xi) = Z(xi) + ε (xi) i = 1, . . . , n (6.1)
where Z describes the mean of the process and ε (∼) describes the random noise
of the process. We further assume that Z(x) can be modeled as a Gaussian
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process with mean µ(x) = F T (x)β, where F (x) is a vector of q functions of x,
and covariance function σ2ZRZ . Here we denote this as GP (µ(x), σ
2
ZRZ). The
noise ε (x) is assumed to be distributed with zero mean and covariance function
σ2ξK, where K denotes the matrix of sampling correlations. Here we do not as-
sume error variances are constant and they may depend on x. With independent
sampling (i.e. no CRN), K is diagonal, and Equation (6.1) reduces to the inde-
pendent sampling noise model adopted by Yin et al. (2008). The general form of
Equation (6.1) is similar to the form proposed in Ankenman et al. (2010).
The correlation function RZ can have different forms, and usually depends on
correlation parameter φz. A popular choice is the p-dimensional separable version
of the power exponential family of correlation functions which is commonly ap-




exp(−φz,k(xi,k − xj,k)t). (6.2)
The scale correlation parameter φz,k is the sensitivity parameter that controls how
fast the correlation decays with distance in the kth dimension, and the parameter
t controls in general the smoothness of the response. When t = 1, Equation (6.2)
is known as the exponential correlation function, and when t = 2, it is known as
the Gaussian correlation function. Other forms of correlation functions include
the Mate´rn class of functions, the rational quadratic class of functions and the








In the model defined in Equation (6.1) and the correlation function in Equa-
tion (6.2) or Equation (6.3), the parameters θ = (β, σ2Z ,φZ , σ
2
ξ ) are typically
unknown. We write φZ = (φz,1, . . . ,φz,p). From a Bayesian viewpoint, the Gaus-
sian process Z(x) defined in Equation (6.1) can be interpreted as the prior for
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the unknown mean function of the stochastic simulator, with θ as unknown pa-
rameters of the model (Currin et al. (1991)). To quantify the uncertainty in these
parameters, a prior density p(β, σ2Z ,φZ , σ
2
ξ ) on the parameters is assigned.
In this chapter, we assume that the parameters {β, σ2Z ,φZ} are independent
of {σ2ξ}. We also assume that {β, σ2Z} and {φZ} are independent. Then, the prior
on the parameters can be written as
p(θ) = p(β, σ2Z ,φZ , σ
2






This modeling approach also facilitates the accounting of any prior knowledge
on the parameters. In cases with little prior information, non informative priors
can be used.
6.2.2 Observed Data
For stochastic simulations, instead of directly using the observed data to fit the
metamodel as in deterministic simulations, replications are typically taken at
each design point. The sample mean and sample variance are obtained from
the replicates and applied as inputs to fit the metamodel, see Ankenman et al.
(2010) and Yin et al. (2008). In this chapter, let Yn = (y1, . . . , yn)T denote
the vector of the sample means observed at the design locations x1,x2, . . . ,xn,
S2n = (s
2
1, . . . , s
2
n)
T denote the vector of the sample variances observed at the same
locations, r = (r1, r2, . . . , rn)T denote the vector of the number of replications
taken at each design location, Xn denote the matrix of design locations and
Dn = [Yn,S2n]. Typically in practice, the sample means and variances are the
unbiased or MLE estimates of the means and variances at each design location.
6.2.3 Bayesian Prediction and Predictive Distribution
Based on Equation (6.1) and Equation (6.4), to predict the mean of response
Z(x0) at any x0, we first obtain the predictive distribution of Z(x0) given Dn.
The posterior predictive density at x0 can be obtained by
fp(Z(x0)|Dn) =
∫
pz(Z(x0)|θ, Dn)× p(θ|Dn)dθ. (6.5)
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The mean µ0|Dn(x0) of this predictive distribution is the best MSPE predictor
at x0, and variance can be interpreted as the mean squared prediction error of
the predictor µ0|Dn(x0) (Santner et al. (2003), p. 92). The advantage of this
Bayesian approach is that it accounts for the parameter uncertainties, and hence
can avoid the bias introduced with point estimates as described in Zimmerman
& Cressie (1992b) and Yin et al. (2009).
6.2.3.1 Derivation of the Predictive Distribution (Assuming φZ is
known)
In this section, to ease the computational burden, we first develop a prediction
procedure by assuming that the parameter φZ is known. Hence, R, the correlation
matrix over all the design points and c, the correlation vector between the value
of Z at the point of interest x0 and the value of Z at the design points, are
known. Here, we adopt an empirical Bayes approach and discuss later how these
parameters can be estimated.
With φZ known and rewriting the parameters θ = (β, σ2Z , σ
2




pz(Z(x0)|Dn,β, σ2Z , σ2ξ )p(β, σ2Z , σ2ξ |Dn)dβdσ2Zdσ2ξ (6.6)
=
∫∫∫
pz(Z(x0)|Dn,β, σ2Z , σ2ξ )p(β|σ2Z , Dn)p(σ2Z , σ2ξ |Dn)dβdσ2Zdσ2ξ
and we allow the error variances to be dependent on xi.
6.2.3.2 Modeling of σ2ξ
In general, for most stochastic simulation problems, the variance of the noise
Var(ε) = σ2ξ is unknown, and in our model treated as a random variable. More-
over, σ2ξ may be non constant and dependent on xi. Treating σ
2
ξ as an unknown
function (which can depend on x), we model log(σ2ξ ) (which we denote as V ) as
a Gaussian process, V ∼ GP (µV , σ2VRV ), where RV can take similar forms as
Rz (e.g. Equation (6.2) or Equation (6.3)). This Gaussian process model can be
interpreted as a prior for the unknown function of the natural logarithm of the
simulation variance. Parameters of this Gaussian process prior can be estimated
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with the observed data V n = [log(s21), log(s
2
2), . . . , log(s
2
n)], to yield the posterior
process for log(σ2ξ ). The distribution for σ
2
ξ can then be obtained by a straight-
forward transformation of V . The approach taken in Ankenman et al. (2010)
can be similarly interpreted, although in this chapter, we place a Gaussian pro-
cess prior on log(σ2ξ ) instead of σ
2
ξ . This natural log transformation has the nice
properties of approximating normality, stabilizing variance and ensuring inverse
transformation back to the positive scale. Alternative transformations are also
possible (see Bekki et al. (2009)).
Describing σ2ξ (·) in this manner enables the error covariances to be modeled as
functions of locations and can also provide estimation of the noise at unobserved
points by “borrowing” information on variability from other nearby points. This
formalizes the ideas in den Hertog et al. (2005) and Yin et al. (2008) for estimating
variances at unobserved points where ad hoc interpolation and bootstrapping
techniques were taken. Although different in functional forms, similar ideas of
modeling the variances to assist in better estimation and prediction of the mean
responses are taken in Cheng & Kleijnen (1999a).
A simple two point problem We use a simplified two point problem with a
one dimensional input space to illustrate the approach analytically and provide
some insights.
Suppose two sample means y1 and y2, and sample variances s21 and s
2
2 are
observed at two points x1 and x2 respectively. We assume the noise process ε
has homogeneous variance, σ2ξ (x1) = σ
2
ξ (x2) = σ
2
ξ , and the number of replica-
tions used at both design locations is r0. We further assume that r0 is sufficiently
large that the observed sample variances (computed using MLE method) is ap-




0. The distance between these two points is d0, and the
prediction point x0 is located at the center of the two points. We assume a linear
correlation between Z(x1) and Z(x2) with the linear correlation function given in
Equation (6.3), here simplified to ρz = 1−φZ |dij|, where dij = xi−xj. Hence, the
correlation for this two point problem is given as ρ0 = 1−φZ |d0|. We also assume
a constant mean function (i.e. F T (x0)β = β0) for the mean process, and that
the observations obtained at the design locations are independent. To facilitate





loosely the ratio of the error noise to the signal function variation. For compu-
tational simplicity, we adopt “Jeffreys priors” (see Jeffreys (1961) p. 179) for β0,




Z , p(τ) = 1/(2(1+τ)
2),
for β0 ∈ ", σ2Z > 0 and τ > 0. The priors for β0 and σ2Z are similar to the non
informative priors proposed in Santner et al. (2003) (p. 94) for Gaussian random
function models of similar forms.
Then the covariance matrix of the observations Σ, covariance vector v(x0),
observation vector Yn and S2n, and the regressors for the observation points and
prediction point are given respectively as





























ρ0 = 1− φz|d0| , Y Tn = (y1, y2) , S2Tn = (s20, s20) , F T (x) = (1, 1) , F (x0) = 1.



















+ {(s20(1− ρ0) + (y1 − y2)2ρ0[ln(r0(1− ρ0))
(1− ρ0) + ρ0])/(2r0[ln(r0(1− ρ0))(1− ρ0) + ρ0])}. (6.7)
Under these modeling assumptions, the predictive distribution at x0 is a non-
central t-distribution with mean µ|Dn(x0) and variance σ
2
|Dn
(x0). With the dis-
tribution results, other characteristics of the predictor can be obtained, and the
100(1-α)% prediction interval is given as µ|Dn(x0)± σ2|Dn(x0) · tr0,α/2.
Comparing these results with the predictive results of the MNEK model, we
see that this predictive mean is equivalent to the predictor obtained from the
MNEK model. The predictive variances are more indicative of the effect of noise
on parameter estimation and the overall prediction. Comparing Equation (6.7)






see that the last two terms of the predictive variance (in the curly brackets of




From Equation (6.7), we see that not only does the predictive variance in-
crease as the noise level s20 increases, but that this additional variance component
increases with the noise level too. This indicates that the MSPE increasingly
underestimates the predictive variance as the noise level increases. From Equa-
tion (6.7), we also see that the predictive variance will decrease as the number
of replications r0 increase, and that the additional variance component will also
decrease as r0 increases. This indicates that the effect of r0 not only reduces the
direct impact of s20, but also reduces the additional variability contributed from
parameter estimation. This additional reduction shows that the underestimation
of the MSPE of the MNEK predictor can reduce as the number of replications
increases. Furthermore, from Equation (6.7), we observe that the effect of ρ0 will
depend on the balance between (y1 − y2)2 (variability in estimating the mean
response surface) and s20 (inherent noise in the simulation).
6.2.3.3 A further simplification of Equation (6.6)
Assume τ(x) = σ2ξ (x)/σ
2
Z is known (we discuss the estimation of τ in the next
subsection) and the following hierarchical proper prior setup
β|σ2Z ∼ Np(w0, σ2ZQ0) , σ2Z ∼ IG(αz, γz) , φz,k ∼ G(az, bz) for k = 1, 2, . . . , p
(6.8)
where Np(u,H) denotes a p-dimensional normal with mean u and covariance







), s > 0,α, γ > 0,




sa−1e−bs, s > 0, a, b > 0.
This selection of prior distributions follows the conjugate prior for the Gaussian
Random Process in Gelman et al. (2003), and similar prior settings can be found
in Santner et al. (2003) (page 94). Qian & Wu (2008) suggest values for hyperpa-
rameters w0,Q0,αz, γz, az, bz that reflect “vague” knowledge or flat priors on the
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parameters. When prior expert knowledge is available, Oakley (2002) provides
detailed methods for eliciting these hyperparameters from observable quantities.
Further assuming independent sampling at each design point, we obtain the
following proposition.
Proposition 6.2.1 If φZ and τ are known, then the predictive distribution at x0
is a non-central t distribution
Z(x0)|Dn ∼ T1(αZ|Dn, µ|Dn(x0), σ2|Dn(x0))
where
αZ|Dn = n+ 2αZ, µ|Dn(x0) = F (x0)M
−1λ+ cT(x0)R
−1(Yn − F (x)M−1λ),
and
σ2|Dn(x0) =
2γZ + Y Tn R
−1Yn +wT0Q
−1
0 w0 − λTM−1λ
2αZ|Dn
∗(1− cT(x0)R−1c(x0) + kM−1kT),
with
λ = F TR−1Yn +Q
−1
0 w0, M = F
TR−1F +Q−10 , k = c
T(x0)R
−1F − F (x0),
R = RZ +Rξand Rξ = diag [τ(x1)/r1 . . . τ(xn)/rn].
See Appendix E.
Based on the above, a 100(1-α)% prediction interval for any point x0 is
given as µ|Dn(x0) ± σ2|Dn(x0) · tαZ|Dn/2,α/2, where tαZ|Dn/2,α/2 is a univariate non
central t distribution with αZ|Dn/2 degrees of freedom. In this special case,
Dn = [Xn, Yn, r] as τ is assumed known.
Estimation of parameters φZ and τ The results above are based on the
assumption that the parameters φZ and τ are known. We adopt an empirical
Bayes approach here by estimating these parameters for computational conve-
nience. Here we propose to estimate these parameters using the MLE method.
This is similar to the approach taken by Wang et al. (2009). In Section 6.2.3.4, we
consider a fully Bayesian approach which explicitly incorporates the uncertainties
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of these parameters in the modeling framework and propose a MCMC approach
to obtain the predictive distribution.
Applying the MLE method, τ and φZ are the parameter values that maximize
the marginal likelihood py(Yn|τ,φZ). Hence,
{τˆ , φˆZ} = argmax
τ,φZ
py(Yn|τ,φZ)
























where (τ,φZ) is included in the notation for the correlation matrix R here to
indicate that R is a function of the variance ratio τ and the sensitivity parameter
φZ . For a given set of design points and observations, this can be solved using
standard optimization functions in MATLAB. Multiple starting values can be
applied in the optimization to overcome a potential problem of multiple local
optimums.
Alternatively, as τ represents the ratio of the noise variance to the signal
variation, the sample variance of the noise process and the signal process can be
used to first estimate the ratio τ . This can be estimated at each location xi by
τˆ (xi) =
s2i∑n
j=1(yj − y¯)2/(n− 1)
(6.9)
where s2i represents the sample variance observed at location xi, yj represents the
sample mean observed at location xj, and y¯ is the grand mean of all the observed
sample means at all locations x1 to xn. With the τˆ estimated from the observed
sample variance, estimating φZ simplifies and reduces to maximizing marginal




A different approach to using the above MLE method is to first estimate the
posterior distribution of the parameters φZ and τ , and then using the posterior
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mean or mode of these distributions to estimate φZ , and τ . This approach avoids
the potential instability and local maxima issues of the MLE method. A similar
approach to estimate these parameters is taken by Qian & Wu (2008).
6.2.3.4 A General Approach to Deriving the Predictive Distribution
(when all parameters are unknown)
In general, the integration in Equation (6.5) can be done numerically. Assuming
the prior setup in Equation (6.8) and a Gaussian process prior on log(σ2ξ (x0)), and
the full conditionals p(φZ ,φV |Yn,S2n, σ2Z , σ2V ), p(σ2Z |Yn,S2n,φZ), p(σ2V |S2n,φV ) and
p(σ2ξ (x0)|S2n,φV ) (in Appendix C), an MCMC approach, specifically, the Gibbs
sampler, can be applied in the following manner. For convenience of notation
here, we omit the dependence of the conditionals on Xn and r.
1 Set an initial starting value for (σ2Z)
0, (σ2V )
0
2 Sample (φZ ,φV )i from p(φZ |Yn, (σ2Z)i−1) · p(φV |S2n, (σ2V )i−1)
3 Sample (σ2Z)
i from p(σ2Z |Yn, (φZ)i)
4 Sample (σ2V )
i from p(σ2V |S2n, (φV )i)
5 Sample (σ2ξ (x0))
i from p(σ2ξ (x0)|S2n, (φV )i)
6 Sample Z(x0)i from fp(Z(x0)|Yn, (σ2ξ (x0))i, (σ2Z)i, (φZ)i)
7 Repeat steps 2 to 6 until the chain has converged or a stopping criterion is met














where k is the length of the chain and m is the initial burn in samples. The
prediction interval for the predictor µˆ|n can be obtained from the
α
2 and 1 − α2
quantiles of the Z(x0)i samples. For assessing the convergence in step 7, related
discussions can be found in Cowles & Carlin (1996) and Gelman et al. (2003).





To illustrate this general Bayesian metamodeling approach with the MCMC al-
gorithm, we conduct numerical examples on the M/M/1 queueing system and a
quadratic function. We consider both the Bayesian predictive model with the sim-
plification when the correlation function and τ are known (BKS) and the Bayesian
predictive model with the MCMC sampling (BKMCMC). In this section, both
of the models are tested over two different examples. In the analysis of these
examples, we use general “vague” hyperparameter setting for the priors similar
to those adopted in Qian & Wu (2008). Specifically, we chose a “vague” prior
of IG(2, 1) for σ2Z , σ
2




V ) for the β,βV ,
and G(2, 1) for φZ ,φV . For the BKS model, τ is estimated using Equation (6.9).
In order to study the effects of the noise level on the parameter estimates and
predictions, we compare our Bayesian predictive models with that of the Modified
Nugget Effect Kriging (MNEK) model (Yin et al. (2008)). The parameters of the
MNEK model are estimated using the MLE method. Since the mathematical
form of the MNEK and the stochastic kriging model (Ankenman et al. (2010))
are equivalent, we will make the comparison only with MNEK.
6.3.1 The Simple Quadratic Function
Consider the simple quadratic function in Section 6.1.
y = x2 + ε(x)
where the ε(x) is the noise function with a zero mean and a constant variance
σ2ε when x ∈ [−5, 5]. 11 observations are evenly distributed from -5 to 5. We
consider two scenarios (a high variance and a low variance scenario) in this ex-
ample. For the high variance scenario the variance of the random noise function
is σ2high = 1000, and for the low variance scenario, σ
2
low = 10. The number of
replications taken at each observed point is 100. All the three models are tested
over the 1000 prediction points evenly distributed from -5 to 5. Figure 6.2 gives
the predictive mean for all the three models. This figure highlights an interesting























































































Quadratic Mean FunctionConstant Mean Function
(a) (b)
Figure 6.2: Predictive mean given by MNEK, BKS and BKMCMC for the simple
quadratic function example for the low and high variance scenarios (with (a)
constant and (b) quadratic mean functions).
assuming a constant mean function (Figure 6.2(a)), we see that the prediction
means for all the three models are very close to the true mean in the low variance
scenario. However, for the high variance scenario, the predictive mean given by
all the three models oscillates around the true function. The kriging model is a
spatial correlation model consisting of a mean function and a spatial correlated
weighting function. The mean function is usually assumed to be a simple polyno-
mial regression model. In cases where no prior information of the true function
is available, the constant mean function is typically chosen. With the spatial cor-
relation feature, the kriging model can often still provide satisfactory prediction
results for a complicated function with a constant mean function. However, in
the presence of noise, the spatial correlation parameters can be poorly estimated
and the relationships erroneously weakened. As a result, especially when noise
is high, the predictive mean reverts to the assumed mean function (the constant
mean function in this case). This phenomenon can be explained by observing
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the predictive mean in Proposition 6.2.1. When noise is large, τ increases and R
gets large, the predictive mean reverts to the prior assumed mean function. This
similar observation can be made for the MNEK model and the stochastic kriging
model when R gets large (see Equation 6 in Ankenman et al. (2010)). Hence, the
prediction results can be far away from the true value when the assumed mean
function for the kriging model is very different from the true function, as observed
in the high variance scenario with constant mean function in Figure 6.2(a). This
similar phenomenon is also observed when the mean function is assumed to be
a first order polynomial. This can be rectified by assigning a more appropriate
underlying mean function for the mean process model (see Figure 6.2(b) when a
second-order polynomial mean function is assumed).
The predictive variance of the three models with both constant and quadratic

























































Constant Mean Function Quadratic Mean Function
(a) (b)
Figure 6.3: Predictive variance given by MNEK, BKS and BKMCMC for the
simple quadratic function example (with (a) constant and (b) quadratic mean
functions).
tion case, we see that the predictive variances provided by BKS and BKMCMC
are higher than predictive variance provided by MNEK. This phenomenon is ex-
pected as the BKS and BKMCMC account for the parameter uncertainties in the
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prediction error. Furthermore, the BKMCMC consider all the parameter uncer-
tainties in the model. These parameter estimation uncertainties increase as the
variability of the observed data increase. As a result, it has a higher predictive
variance than the BKS in the high variance scenario. Figure 6.3 also illustrates
the impact of the underlying mean function. The predictive variances for the
quadratic mean function for all the three models are reduced substantially. This
highlights the importance of selecting an appropriate underlying mean function
especially when noise is high and prior information of the target process is avail-
able.
In order to evaluate the estimated variability and prediction intervals of the
three models, we test the predictive coverage for all three models. Table 6.2
provides the average coverage of 90% prediction intervals for all three models
(with quadratic mean function) based on 1000 macroreplications over 1000 test
points for both scenarios.
Table 6.2: Average empirical coverage of the 90% predictive interval for MNEK,
BKS and BKMCMC.
Model LowVar HighVar LowVar HighVar
(r0 = 10) (r0 = 10) (r0 = 100) (r0 = 100)
MNEK 0.80 0.69 0.85 0.85
BKS 0.82 0.74 0.86 0.86
BKMCMC 0.83 0.77 0.87 0.87
As expected, when the number of replications (r0) taken increases, the cov-
erage for all models improve. Overall, BKMCMC provides coverage closest to
the nominal coverage and BKS is a close approximation. MNEK has the lowest
coverage. Paired t-tests results at each test point confirm that the coverage for
MNEK with BKS and BKMCMC are statistically different (at α = .05) while
BKS and BKMCMC are similar in the low variance scenario, and the three mod-
els are statistically different in the high variance scenario when r0 = 10. These
results suggest that the BKS is a reasonable option in cases where variability
is low as it requires less computational effort than the BKMCMC and has very
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similar prediction results to BKMCMC. However, in the case where variability is
high, the BKMCMC is preferred as its predictive mean and variance are closer
to that observed from the simulations.
6.3.2 The M/M/1 System
The M/M/1 queue system is a typical stochastic system which is widely studied
in the literature. Since the expected waiting time in queue for the M/M/1 system
has a closed form, it is easy to compare the model’s performance with the true
performance. In this stochastic simulation system, we treat traffic rate as the
input and the expected waiting time in queue as the output. With the system
service rate fixed at 1 and varying the arrival rate x, the steady state expected




As the variability in low traffic rate regions is low, the additional variabil-
ity in the parameter estimates is small and not significant. For this reason, we
focus in the higher traffic regions. 8 observation points are evenly located at
x = 0.50, 0.55, . . . , 0.80, 0.85, where the traffic rate x is considered to be the in-
put of the simulation model. For each observation point, 100 replications were
conducted, each with 100,000 arrivals, and the sample mean and sample variance
taken as the simulation outputs. Based on the 8 sets of input-output combina-
tions, we build the MNEK, BKS and BKMCMC with a constant underlying mean
function (assuming little is known about the response surface). All the models
are then tested over 100 evenly distributed prediction points in the sample space.
For the MNEK, the predictor’s output and the MSPE of the predictor are used
as the evaluation criterion. For the BKS and BKMCMC, the predictive mean
and predictive variance are used. The predictive mean and predictive variance of
the BKMCMC are approximated over all the MCMC samples.
For comparison, we use the mean squared error (MSE) of both the predictive
mean and variance to the 100 test points as the evaluation criterion. The predic-
tive mean and variance of all three models are compared with the steady state
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function and empirical variance for each test point, respectively. The average
MSE is calculated over 100 test points as
MSEmean =
∑100










where σ2empr is the empirical variance of the predictor, computed from 1000 in-
dependent predictor’s outputs at each point. The overall average MSEmean and
MSEvar is then computed over 1000 macro replicates of the above.
Table 6.3: MSE for MNEK, BKS and BKMCMC for the M/M/1 example.
Criterion MNEK BKS BKMCMC
MSEmean 9.3× 10−4 9.3× 10−4 9.1× 10−4
MSEvar 6.8× 10−5 5.6× 10−5 1.1× 10−5
From Table 6.3, we see that all three models provide satisfactory results in
terms of predictive mean and predictive variance. Although the response studied
is different from the M/M/1 response studied in Ankenman et al. (2010) (aver-
age waiting time versus average number in queue), the general finding that the
stochastic models from kriging fits relatively well for both the predictive mean
and variance is similar. Among all the three models, BKMCMC yields the best
prediction results with lowest prediction error.
However, for this M/M/1 example, the performances of all the three models
deteriorate as the traffic rate x increases. In order to better illustrate how the
increasing variability affects all the three models’ performances, Table 6.4 lists
the empirical coverage for 90% prediction intervals developed based on r0 =
10 and r0 = 100 initial replications at various traffic rate x levels, over 1000
macroreplicates.
Table 6.4 indicates the deterioration of the performances of all three models
as the traffic rate increases. The coverage improves when the number of initial
replications at each design point increases. In the high traffic regions (> 0.8),
the prediction intervals constructed from the MNEK model results in very poor
coverage (e.g. 51% versus 90% nominal) as the model parameters are likely to
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Table 6.4: Empirical coverage of the 90% predictive interval for MNEK, BKS and
BKMCMC at given points.
Location MNEK BKS BKMCMC MNEK BKS BKMCMC
(r0 = 10) (r0 = 100)
x = 0.55 0.87 0.89 0.90 0.90 0.91 0.92
x = 0.65 0.83 0.84 0.87 0.83 0.84 0.86
x = 0.75 0.82 0.85 0.86 0.84 0.86 0.88
x = 0.85 0.51 0.56 0.74 0.65 0.72 0.80
be poorly estimated in these high variability regions and the plug-in MSPE for
the MNEK model does not adequately account for this. The coverage for BKS is
higher, and the coverage for BKMCMC is closest to the nominal 90%. When the
underlying mean function is assumed known (using x1−x), the MSEmean for the
MNEK model decreases by an order of 10, while it decreases by an order of 100
for both the BKS and BKMCMC models. The MSEvar decreases by an order of
100 for three models. The coverage for all models improve, increasing by almost
15% in the high traffic regions.
Overall, the Bayesian metamodeling approaches (both the BKS and BKM-
CMC) better estimate the true variability and provide better coverage than
the MNEK for stochastic simulations, especially for cases with high variabil-
ity. Therefore, properly accounting for the uncertainties in stochastic simulations
can more accurately reflect the uncertainty in the metamodel and its predictor
and better assist in making informed decisions. Furthermore, the BKS can be
used as the simplification of the fully Bayesian BKMCMC approach in cases with
low variability. In addition, as noted in both examples, selecting an appropriate
mean function is crucial for all kriging model forms especially when noise is high
in order to reduce the error caused by a misspecified underlying mean function.
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6.4 Sequential Experimental Design Approach
The development of the kriging model in Section 6.2 raises naturally the initial
experiment design problem and the issue of allocating limited computing budget.
In this section, we address this problem via a two stage design framework that
aims to balance the allocation of new design points and replication numbers in
order to improve the predictive ability of the metamodel by reducing the overall
MSPE. These considerations are useful, especially in cases where the noise levels
are high at existing design points and more replications at these locations are
required to drive this down. Other sequential design approaches can also be
developed for other specific purposes like optimization. As the focus in this
chapter is on the development and improvement of the model for prediction, we
do not further discuss these alternatives.
As seen from Proposition 6.2.1, the MSPE is related to the number of repli-
cations at each design point and also to the location of the design points. A good
design hence should optimally balance between these two in order to reduce the
overall MSPE. In this chapter, we use the integrated mean squared prediction
error (IMSPE) as a measure of the overall MSPE. Below, we first outline our
two stage framework and describe our design criterion. We further decompose
our criterion in terms of the design point chosen for the case when φ and τ are
known to provide some design insights. We then propose two possible approaches
to handle the second stage design and provide further insights on the allocation
of replications and new design points.
6.4.1 The two stage design framework
Stage 1 Use an initial space filling or uniform design. Once the data is obtained,
build the initial kriging model.
Stage 2 Based on the initial model, with an appropriate design criterion, de-
termine a follow-up experiment to augment the initial experiment and refit
the kriging model with the entire data set.
Stage 1 is the typical approach taken in the general design of experiments when
no previous data is available. For stage 2, in order to improve the predictive
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capability of the model, we focus on reducing the uncertainties in the prediction
(i.e. reduce the predictive variance or MSPE) over the input space. This is a gen-
eral framework with two stages. For a practical design problem with computing
budget constraints, this framework can be extended into a sequential approach
by recursively applying stage 2.
6.4.2 A follow-up design criterion
Suppose initial observations Yn1 = (y1, . . . , yn1)
T, S2n1 = (s
2




locations Xn1 = [x1,x2, . . . ,xn1 ] with r = (r1, r2, . . . , rn1)
T replications were













(x0) is the posterior predictive variance of process Z at point x0 after
observations are taken at n1 initial design locations Xn1 . As discussed in the
previous sections, the MSPE (and hence IMSPE) can be affected by both the
number of the replications and the design points chosen.
In the second stage, we propose this measure as a criterion to plan and select
appropriate experimental designs. Suppose the initial design e1 contains n1 design
points Xn1 = [x1,x2, . . . ,xn1]
T, each with r0 replicates. At each design point xi,
the output (yi, s2i ) is observed, where yi is the sample mean of the r0 replicates
yi1, yi2, . . . , yir0 and s
2
i is the sample variance taken at that location. The total
number of observations in the initial experiment ism1 = n1×r0. For the follow-up
design e2, assume that m2 new observations are added, making the total number
of observations B = n1× r0+m2. We denote the total number of distinct design
points as D = n1+n2. Hence, the new observations in the follow-up design can be
divided as m2 = n2× r0+
∑D
i=1 rsi, where rsi indicates the additional replications
taken at design point xi and r0 is the minimum number of replications assigned
to every design point. As a result, the total number of replications at design
location xi after the follow-up design is ri = r0 + rsi.
The goal is then to select a follow-up design e2 from a set of possible follow-
up designs E2 to minimize the overall IMSPE. This design decision involves both
determining the n2 new design points and the additional rsi replicates to conduct
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at all design points. As this involves looking at the design problem before the
follow-up experiment is conducted, we take the prior expected value of the pos-
terior variance. This is similar in spirit to the preposterior analysis in Raiffa &
Schlaiffer (2000), Chapter 3.











where e2 and Yn2,S
2
n2 are included in the notation to indicate the additional data
to be observed with the design e2.
6.4.3 Simplification and decomposition of the IMSPE
To gain insights from this approach and criterion, we first look at the case when
φ and τ are known, as the predictive distribution in this case is tractable. As
mentioned in Section 6.2.3.2, τ is the ratio of the error noise to the signal function,
which can be dependent on the design locations. We let τi = τ(xi) represent the
ratio of the noise variability to the signal function at design location xi.
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Rn1 = Rzn1 +Rξn1 , Rn2 = Rzn2 +Rξn2,
Rξn1 = diag [τ1/r1, τ2/r2, . . . , τn1/rn1] ,
Rξn2 = diag [τn1+1/rn1+1, τn1+2/rn1+2, . . . , τn1+n2/rn1+n2] ,
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Here, we note that the notation is written in terms of the number of distinct
design points D. When the additional follow-up budget is only added at the
existing n1 design points, the sample means Yn1 and R improves. To simplify
the problem, here we assume that adding follow-up budget to the existing design
points does not change the sample mean and the noise ratio τi, the correlation
matrix R is affected only in the scale of the number of replications ri. Therefore
the EIMSPE criterion can be separately analyzed either in terms of the newly
added design points xn2 or the replication number ri’s. When only newly added
distinct design points are considered, Yn2 denotes the sample means of the simula-
tion outputs at the n2 new design points, Rn2 denotes the correlations between the
new design points and Rn1n2 denotes the correlations between the initial design
points and the new design points.
Dividing Equation (6.11) into the following two terms:
s0 = E
[











1− cTD(x0)R−1D cD(x0) + hDM−1D hTD
)
dx0
We see that s0 represents the expected posterior mean of parameter σ2Z given
the vector YD of all observations (see Appendix D), and l0 is a weighted function
dependent on the locations of all design points and the prediction point x0. This
weighted function represents the spatial influences of the design point locations
on the prediction point.
As Equation (6.11) can be affected by increasing the number of replications
at existing design points and also by exploring new design points, to illustrate
insights on this experimental design problem in Stage 2, we consider two possible
design options to improve the predictability of the metamodel for the two-point
example:
Option 1 Adding replications to existing design points
Option 2 Adding new design points
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6.4.3.1 A simplified Stage 2 design for the two point example
To gain useful insights into the design issue, we adopt the two point example
in Section 6.2.3.1 to illustrate the influence of the different design options. To
further simplify the analysis, we focus on the influence of the options on l0. This








proposed by Sacks et al. (1989) and also adopted in Santner et al. (2003) (Chapter
6). With this, the EIMSPE in Equation (6.11) reduces to the weight function l0.
Adopting the design setting in Section 6.2.3.1 where observations y1 and y2
are obtained at the initial design points x1 and x2, which are a distance of d0
apart. Suppose the τ values and number of replications at each design point are
τ1, τ2 and r0. Here we also assume that the prediction point x0 is located in
the middle of the two design points, and adopt the linear correlation function,
ρ0 = 1− φZ |d0| where d0 = x1−x2, and the constant underlying mean function.
Suppose after the initial kriging model is fit based on this data, additional
computing budget r0 is available. Here we consider two different design options
for this additional budget: option 1 as adding additional replications rs1 and rs2
to existing design points x1 and x2 with the constraint that rs1 + rs2 = r0 and
option 2 as adding a new design point x3 in between points x1 and x2.
In order to compare the influences of the two design options on the weight
function l0, we use the reduction on l0, ∆ = l0 − l′0, as the evaluation measure,
where l′0 represents the value of the weight function with the follow-up design. l
′
0
can have different values with different design options used.
For design option 1 of adding additional replications, the new correlation
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Then the reduction ∆1 = l0 − l′0 will equal to
∆1 =
[
(r0 + rs2)(1− ρ0)(2(r0 + rs1)(1− ρ0)3τ1)
(r0 + rs2)(2(r0 + rs1)(1− ρ0) + τ1) + (r0 + rs1)τ2
+
3τ2((r0 + rs1)(1− ρ0) + τ1)
(r0 + rs2)(2(r0 + rs1)(1− ρ0) + τ1) + (r0 + rs1)τ2
+
2r20(1− ρ0)2 + 3τ1τ2 + 3r0(1− ρ0)(τ1 + τ2)





The first order derivative of Equation (6.13) with respect to rs1 and rs2 are positive
functions,suggesting that adding additional replications can reduce the value of
l0 and the reduction is a monotonic increasing function in the number of the
additional replications rs1 and rs2 added.
For design option 2 of adding new design points, assume that the new point
added is x3, and let dt denote the distance between point x1 and x3.
For computational simplicity, we reparameterize the correlation between Z(x1)




 1 ρt ρ0ρt 1 1 + ρ0 − ρt








The reduction ∆2(ρt) = l0(ρt)− l′0(ρt) will then be
∆2(ρt) = ((2r0(1− ρt) + τ1)2((2r0(1− ρ0) + τ2)3 − τ 32 ))
/ (6r20(2r0(1− ρ0) + τ1 + τ2)
((2r0(1− ρt) + τ1)(2r0(ρt − ρ0) + τ2) + τ3(2r0(1− ρ0) + τ1 + τ2)))
As seen, ∆2(ρt) is a positive function, which suggests that adding new design
points into the existing design can reduce the value of l0. The reduction is a
function of ρt, where ρt ∈ [ρ0, 1]. Hence, it is possible to optimize ∆2(ρt) in terms
of ρt.
Since the τ1, τ2, τ3 are unknown, we assume certain structures for τ1, τ2, τ3 to
reflect some general homoscedastic and heteroscedastic cases.




 1 ρt ρ0ρt 1 1 + ρ0 − ρt
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. Comparing ∆∗2(ρt) and ∆
∗
1 (obtained by
maximizing ∆1 in Equation (6.13) with respect to rs1 and rs2), we see that
∆∗2(ρt) ≥ ∆∗1 when








− 4× 21/3212/3r20(1− ρ0)2)/(12(27r30(1− ρ0)3 +
√
57r60(1− ρ0)6)1/3)
suggesting that adding new points is better than adding additional replications
for this homoscedastic case when the noise level is lower than a certain threshold.
For the heteroscedastic case, we assume that the noise function is a linear
function of the location of the design point, with τ1 = 0, τ2 = τ, τ3 = (1−ρt)/(1−
ρ0) ∗ τ . The correlation matrix becomes
R′ =

 1 ρt ρ0ρt 1 1 + ρ0 − ρt








Maximizing the reduction function ∆∗2(ρt), we can obtain a closed form solution
for ρ∗t and ∆
∗
2(ρt). Setting r0 = 2, d0 = 1,φz = 0.5, the correlation is ρ0 =
1 − φz|d0| = 0.5. Figure 6.4 plots how the change of noise level τ will affect the
optimal location of the new design point. As seen in Figure 6.4, the value of d∗t
increases as the noise level τ increases, suggesting that the optimal location of
the new design point will be closer to the design point x2 with higher variability.
Figure 6.5 plots Υ = ∆∗2 − ∆∗1 with τ for r0 = 2 and different values of
φz. From this figure, we see that Υ is a monotonic decreasing function of τ .
When φz = 0.5, Υ = 0 at τ ∗ = 6.31, suggesting that when τ < 6.31, adding
new design points is better than adding new replications into the existing design.
When τ > 6.31, adding additional replications will be the better option (with
the optimal allocation assigning additional replications to x2). It can further
be shown that τ ∗ is a monotonic decreasing function of ρ0, which suggests that
adding new design points to the existing design will have better reductions as
the spatial correlation becomes weaker. This is somewhat intuitive as when the
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Φ_z=0.5







Figure 6.4: The influence of the random noise level on the optimal location of the
new design point for the two point case with φz = 0.5.
spatial correlations are high, inference on points in between design points can be
made with existing design points, hence adding additional replications (Option
1) at the existing design points to improve its estimate provides better reduction
in the EIMPSEs when τ becomes slightly large. However, when the design points
have weak or no spatial correlations, which suggest an increasing value for φz,
an intermediate design point, closer to the prediction point, is desired to provide
more information at the prediction point.
6.4.3.2 A numerical study on the EIMSPE for different design options
Here, to study the effects of the design options on the EIMSPE criterion given in
Equation (6.11), consider a simple linear function y = x+ ε(x), where x ∈ [0, 1].
The initial design is a uniform design located in [0, 1]. We vary the number of
initial design points, the level of variability of ε(x) and the functional form of ε(x).
The details of various test scenarios are given in Table 6.5. For all the scenarios,
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Figure 6.5: Υ with φz = 0.01, 0.5, 1.
Table 6.5: Setting of Different Test scenarios.
No. of scenario n1 variance level variance type
1 3 1 constant
2 7 1 constant
3 3 100 constant
4 7 100 constant
5 3 σ2ε = x variable
6 7 σ2ε = x variable
7 3 σ2ε = 2x variable
8 7 σ2ε = 2x variable
we set the number of replications taken at each design point at r0 = 1000. We
consider the design allocation of an additional 1000 runs on either design Option
1 (where the additional runs are distributed to the existing points) or design
Option 2 (where a new design point is selected with 1000 replications run at that
point). 100 possible new design points for the follow-up design are uniformly
placed from 0 to 1. These possible new design points are placed such that they
do not overlap with the existing design points. Figure 6.6 plots the EIMSPE
when the two different design options are applied to the eight test scenarios in
Table 6.5. The dotted line shows the EIMSPE for different new points x over the
design space (to select optimal new design point for Option 2). The solid line
indicates the optimal EIMSPE value for the optimal allocation of replications
to existing design points (Option 1), drawn here as a line for comparison with
Option 2. Some interesting characteristics of the plots are summarized below:
143

































































Figure 6.6: Results for Option 1 (solid line) and Option 2 (dotted line) for the
eight test scenarios.
1 When noise is small and the initial design is sparse, there is tendency to place
new design points close to the center of the design space (see scenario 1).
In this low variance case, spatial correlations are strong, giving centrally lo-
cated design points the most influence. This occurs also in the low variance
heteroscedastic case (see scenario 5).
2 When noise is moderately small but heteroscedastic and the initial design
points are sparse (see scenario 7), new design points are still focused in
the center of the design region. Placing additional replications at the exist-
ing center point is as effective too.
3 When the noise is large and the initial design is sparse (as in scenario 3), the
spatial correlation is weaken by the poor estimation and high variability.
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The design criterion will tend to place new design point in between initial
design points, suggesting that the follow-up design will approach a space
filling design.
4 When the initial design points sufficiently fills the design space (as scenarios
2, 4, 6, 8), adding more replications to existing design points (Option 1) to
reduce the variance at these points are preferred.
5 Considering only Option 2 in these scenarios, when the variance is constant
(scenarios 2 and 4), new design points in the central region of the design
space is favored. In the heteroscedastic case (scenarios 6 and 8), new design
points are placed in the region of higher variance.
6 Consider only Option 1 for all, when the variance is homogenous (scenarios
1-4), additional replications are focused on existing design points that are
centrally located in the design space. In the case of heteroscedastic variance,
additional replications are allocated at the points with the highest variance.
Overall, some insights and suggestions can be drawn from these results:
1 When the design space is sufficiently filled, in all cases, additional replications
are added to existing design points to reduce variability. These additional
replications are focused in centrally located regions and in regions with
higher variability.
2 When the initial design space is sparse, preference is for allocating new design
points in regions where spatial influence is strong. However, the effect
of spatial influence is dependent on the noise level too, where the spatial
relations are weakened by higher noise. In situations where noise is high,
denser designs are favored.
Based on the results and summary of the eight test scenarios, there are sev-
eral different factors that can affect the EIMSPE. Moreover, the definition of
filled/sparse is dependent on the problem situation, the noise level and also the
correlation functions assumed. Hence, it is difficult to balance all these factors
at the same time in the experimental design, especially with limited computing
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budget. In order to solve the problem of balancing between adding new follow-up
design points and adding additional replications to the current design points with
limited computing budget, we propose two possible design approaches based on
the EIMSPE given in Equation (6.10) in this chapter.
6.4.4 Improved two-stage design approaches
Here we assume that the total computing budget is B runs. We further assume
that the minimum number of replications for each design point is r0. Suppose
the initial design has n1 unique design points, then the follow-up design problem
is to determine the allocation of the remaining m2 = B − n1 × r0 runs. As
mentioned previously, the general two-stage framework can be modified in order
to allocate the remaining computing budget more efficiently. We propose two
different approaches in this section that accounts for different design scenarios.
6.4.4.1 One-Point-at-A-Time (OPAT) sequential design approach
In this approach, since a minimum of r0 replications is required at each design
point, we allocate r0 runs at each step. This is continued until the computing
budget is exhausted. With this allocation procedure, at each step, the experi-
menter has two decision options: (1) to optimally distribute the r0 runs to the
existing design points as additional replications or (2) to assign all r0 runs to
a new design point. For option (1), the additional replications should be opti-
mally distributed among all the current design points to minimize the EIMSPE
in Equation (6.10). For option (2), the new design point xn2 should be optimally
chosen to minimize the EIMSPE.
Here we consider the M/M/1 queue example with a total computing budget
of B = 1000 and the minimum number of replication for each point r0 = 100.
3 initial design points are first located at x = 0.50, 0.675, 0.85. For this OPAT
approach, in the follow-up design, there are (B − r0 × n1)/r0 = 7 steps. We
consider applying both the BKS simplification and the fully Bayesian MCMC.
Table 6.6 and Table 6.7 outlines the steps 1 to 7 taken by the algorithm.
With the BKS model (Table 6.6), the algorithm quits with final design points
located at x = 0.50, 0.565, 0.652, 0.675, 0.756, 0.818, 0.85 and the final replications
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distributed to each point are 100, 131, 201, 127, 179, 120, 142, respectively. The
final design has 7 design points (3 initial and 4 new), and the EIMSPE of 0.0854.
With the BKMCMC model (Table 6.7), the algorithm quits with final design
points located at x = 0.50, 0.599, 0.675, 0.702, 0.804, 0.85 and final replications
distributed to each point are 102, 162, 220, 157, 231, 128, respectively. The final
design has 6 design points (3 initial and 3 new), and the EIMSPE is 0.1277. As
the BKS model assumes more initial information (parameters known), the final
design from this approach has a smaller EIMSPE.
Table 6.6: Step by step allocation with the BKS model († indicates initial design
point, *indicates new design point in this step)
Design point (x) 0.5† 0.565 0.652 0.675† 0.756 0.818 0.85†




Step 4 0 11 45 9 27 8
Step 5* 100
Step 6 0 10 28 9 26 6 21
Step 7 0 10 28 9 26 14 13
Total reps 100 131 201 127 179 120 142
The location of the design points when using BKS and BKMCMC are simi-
lar, although the BKMCMC design has 1 less design point and more replications
allocated at each design point. As the BKMCMC model accounts for more pa-
rameter uncertainties, the variability is higher (higher EIMSPE), the algorithm
places more replications at each point after the design points have been spaced
out in the design region. Overall, the OPAT can balance the needs of adding new
design points and additional replications to the existing design points, which is
especially useful for the heteroscedastic case.
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Table 6.7: Step by step allocation with the BKMCMC model († indicates initial
design point, *indicates new design point in this step)
Design point (x) 0.5† 0.599 0.675† 0.702 0.804 0.85†




Step 4 0 16 30 14 34 6
Step 5 0 16 30 15 32 7
Step 6 1 15 30 14 33 7
Step 7 1 15 30 14 32 8
Total reps 102 162 220 157 231 128
6.4.4.2 Simple two-stage design approach
In a strictly two-stage design approach, all the remaining computing budgetm2 =
B−n1×r0 are to be distributed in the second stage at one time. In this approach,
the experimenter still needs to balance the computing budget between adding new
design points and additional replications to the existing design points. Let e2 be
the follow-up design which includes Xn2, the location matrix of the follow-up
design points and rsi, the number of additional replications for each design point
i, i = 1, . . . , D, where D = n1 + n2 and n2 is the number of follow-up design
points in Xn2 . Let Ξ be the finite design space of all possible combination of









where ri = r0 + rsi.
To solve this problem, we first fix n2, then optimally distribute all the remain-
ing computing budget. We repeat this for all n2 = 0, 1, . . . , %m2/r0&.
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The basic procedures to this simple two-stage design approach can be sum-
marized as:
1 In the first stage, select a space-filling design as the initial design with n1
design points.
2 In the second stage, to solve Equation (6.14), enumerate all the possible
cases with different number of newly added follow-up design points n2 =
0, 1, . . . , !m2/r0". For each case, the locations of the new design pointsXn2
should be optimally chosen to minimize the EIMSPE in Equation (6.11).
After that, all the remaining computing budget B−(n1+n2)×r0 is optimally
allocated among all the n1 + n2 design points.
Here we use the M/M/1 queue example again to illustrate this approach. Consider
an initial design with 5 design points located at x = 0.50, 0.5875, 0.675, 0.7625, 0.85.
The total additional computing budget B − n1 ∗ r0 = 500 and the minimum
number of replication for each point is r0 = 100. Applying the solution procedure,
Table 6.8 shows the best design for n2 = 0, . . . , 5 when using the BKS and
BKMCMC models. The design results provided by the BKMCMC model are
different from the results provided with the BKS model. Furthermore, as the
BKMCMC model accounts for all the parameter estimation uncertainties, the
variability of its predictive distribution is higher than that of the BKS model. As
a result, the EIMSPE provided with the BKMCMC model is higher. The optimal
design is selected as the one with the lowest EIMSPE. For the BKS model, the
optimal design is the best design obtained when two new design points are added
(n2 = 2). The optimal design obtained when BKMCMC is used is the design with
no new points added (n2 = 0). The number of additional replications allocated in
this case is increasing towards the high traffic regions, with three times more runs
at x = 0.85 than at x = 0.5. This result is similar to the results in Section 6.4.4.1
and is intuitively related to the conclusions in Section 6.4.3, which suggests that
the experimenter should focus on reducing the variability of the observed data
by adding more replications to the existing design point when the variability is
high and the design space is sufficiently filled.
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This simple two-stage design approach is suitable for batch type simulation
experiments, where computer codes are executed in batch modes or in parallel
computing environments.
6.5 Comments and Conclusions
Kriging is an increasingly popular metamodeling tool in simulation due to its
flexibility in global fitting and prediction. In the fitting of this metamodel, the
parameters are likely to be estimated from the simulation data and traditional
plug-in estimators for prediction typically ignore these parameter estimation un-
certainties. These can be substantial in stochastic simulations and can lead to
overconfident results and misguided decisions. In this chapter, we propose a
Bayesian kriging metamodeling approach for stochastic simulation that can ac-
count for all parameter uncertainties as well as the inherent uncertainty of the
simulation model itself, providing a more accurate approach for prediction and
analyses. We derive the predictive distribution under certain distribution assump-
tions and proposed a MCMC approach to address the general case. The results
in Section 6.2 and Section 6.3 suggest that this proposed Bayesian approach can
better account for the noise and heterogeneity in stochastic simulations. In ad-
dition, we further consider the important problem of planning the experimental
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design. We propose a two stage design approach that systematically balances the
allocation of computing resources to new design points and replication numbers
in order to reduce the uncertainties and improve the accuracy of the predictions.
We illustrate the design approach with several examples and provide some gen-
eral suggestions on design plans under various scenarios. The current work can
be extended in several directions. First, as observed in Section 6.3, selection of
the prior mean functional form is important, especially in the presence of large
noise. One possibility is to include model selection techniques within the model-
ing framework to guard against model misspecification. Another possibility is to
include this model uncertainty into the framework. Second, the proposed design
criterion focuses on improving the overall predictive ability of the metamodel.
As metamodels have also been widely used for simulation optimization, our pro-
posed metamodeling approach can be integrated into optimization techniques to
develop sequential approaches for global optimization. For example, the predictor
and its distribution form as described in Equation (6.5) can be substituted into
optimization search point criterions like the expected improvement (EI) function
(Jones et al. (1998)) or augmented forms of the EI function (Huang et al. (2006))





This study contributes to the design and analysis of computer experiment for
stochastic systems. More specifically, we investigate both the modeling and ex-
perimental design in the stochastic simulation context. In this chapter, we are
going to conclude the study by summarizing the findings and limitation of this
research, and also the possible future research topics.
7.1 Main findings
In this thesis, we first investigate the kriging model’s application in stochastic
simulation, especially in heteroscedastic situations in Chapter 3. We discuss the
kriging model’s behavior given the stochastic simulation outputs, and propose
a modified nugget-effect model by relaxing the stationarity assumptions of the
nugget-effect model and modeling the random noise as an independent random
process. We then look into the behavior of the likelihood function in the pa-
rameter estimation for the traditional OK model given the stochastic inputs, and
note that the nugget-effect model and the modified nugget-effect model can re-
duce the erratic behavior in the parameter estimation by penalizing the likelihood
function affected by noisy input. This modified nugget-effect model is also com-
pared with the stationary kriging model in terms of the mean squared error. We
propose three methods to easily obtain the prediction variance of our new pre-
dictor; namely, the kriging modeling, non-parametric bootstrapping method and
the interpolation method. We illustrate our model and approach with several
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numerical examples. Our results indicate that the proposed modified nugget-
effect model is a promising method for applications in simulation systems with
heterogeneous variances. In the following Chapter 4, we investigate the impact
of parameter estimation uncertainty on three different kriging model forms in
stochastic simulations. We analyzed theoretically a simple two-point problem
and conducted three numerical studies. Based on the results of these studies,
we find that the sensitivity parameter φZ estimated by kriging model is affected
by the random noise in the stochastic system, and the additional prediction er-
ror caused by parameter estimation uncertainty increases as the variance of the
random noise ε (x) increases. The proportion of the additional prediction error
caused by parameter estimation uncertainty in overall prediction error increases
when the variance of the random noise ε (x) increases. In the case when the vari-
ability of the noise is low and sufficient sample data is available, this additional
error becomes negligible. Among the three kriging model forms studied in this
chapter, the modified nugget effect model seems to have the best performance in
both the overall prediction error and additional prediction error caused by pa-
rameter estimation uncertainty. This phenomenon is partially explained in the
two-point problem adopted in this chapter.
We further apply the modified nugget effect kriging model to the stochastic
simulation optimization problem in the Chapter 5. With the modified nugget
effect kriging model, we adopt the efficient global optimization framework and
expected improvement function to allocate the available computing budget for the
experimental design. Hence the traditional design methods can not balance the
different design options in the scenarios with heterogeneous variance, we propose
the two-stage sequential design framework to solve the problem. The proposed
design framework tends to reduce the random variability in the first stage to
certain level and then search for the new design point in the second stage. We
test the proposed design framework with a simple one dimensional example then
followed by a more realistic shipping liner service planning simulation example.
The results suggest that the proposed two-stage sequential design framework is




After the development of the kriging model with modified nugget effect and
related experimental design methods, we realize that the parameter estimation
uncertainty problem mentioned in Chapter 4 still needs appropriate solution. In
Chapter 6, we propose a Bayesian kriging metamodeling approach for stochastic
simulation that can account for all parameter uncertainties as well as the inherent
uncertainty of the simulation model itself, providing a more accurate approach
for prediction and analysis. We derive the predictive distribution under certain
distribution assumptions and proposed a MCMC approach to address the general
case. The results in Section 6.3 suggest that this proposed Bayesian approach
can better account for the noise and heterogeneity in stochastic simulations. In
addition, we further consider the important problem of planning the experimental
design. We propose a two stage design approach that systematically balances the
allocation of computing resources to new design points and replication numbers
in order to reduce the uncertainties and improve the accuracy of the predictions.
We illustrate the design approach with several examples and provide some general
suggestions on design plans under various scenarios.
7.2 Future research
The current work can be extended in several directions.
1. For the optimization method in Chapter 5, developing adaptive schemes
that dynamically distributes the budget for each iteration, studying in de-
tail the convergence results of the algorithm and comparisons with other
simulation optimization approaches.
2. As observed in Section 6.3.1, selection of the prior mean functional form is
important, especially in the presence of large noise. One possibility is to
include model selection techniques within the modeling framework to guard
against model misspecification. Another possibility is to include this model
uncertainty into the framework.
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3. The computational efficiency of the current proposed Bayesian Kriging still
needs to be improved, especially for the sampling methods for the unknown
parameters in the MCMC algorithm
4. For the matrix computation simplification issue of the kriging metamodel,
both the accuracy and efficiency are to be carefully considered. Due to
the large number of matrix inverse calculations needed in the application
of kriging model, the model is not able to handle the large size inputs.
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Appendix A
Kriging predictor and kriging
variance for heteroscedastic
model
According to Cressie (1993), the kriging predictor can be obtained by minimizing
the mean squared error in Eq. (3.11). For the general case (using Y (xi) as the
input to the model instead of Y¯ (xi) ), the MSE for the kriging predictor is





λiY (xi)− Y (x0)
]2









λi(Y (x0)− µ)(Y (xi)− µ)]





λiλjcov(Y (xi), Y (xj))− 2
m∑
i=1
λicov(Y (xi), Y (x0))
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given the kriging weight constraint
∑m
i=1 λi = 1, and from Eq. (3.15) var(Y (x0)) =









































MSE for the modified
nugget-effect and nugget-effect
model












= ι1[1− (c+ F (1− F




(1− FTR−1c) + FTR−1(R−1 + η−1)−1R−1c
FTR′−1F
]− ι∗xi
























Let ∆m = FTR′−1F indicate the summation of all the elements in the inverse
correlation matrix, and let ∆mi represent the summation of the ith column or
row. Then we have
MSES(xi) = ι1
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Proof for the two-stage algorithm




Here x is the input variable and Z(x) is the response. xa and xb are the lower
and upper bound of the design space. Based on the algorithm given in Section
5.4.3, we consider the case when the total computing budget T is large enough
and the stopping criterion for the algorithm is mEI(x∗) < l, and x∗ indicates the
current best location that maximizes the mEI function.
Now assuming we have n observations Z(x1), Z(x2), ..., Z(xn) at locations
x1, x2, ..., xn, for the mEI function values at these observed locations, we have










Here Zˆm(x0) indicates the MNEK predictor, and sZ(x0) is the standard deviation
of spatial uncertainty. Since the spatial uncertainty at the observed location is






0 i = 1, 2, ..., n. Since Zmin(x) is the current best value, we have Zmin(x) <
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= 0 and hence
mEI(xi) = 0 i = 1, 2, ..., n
Now we know that the mEI function equals to zero on the design points
x1, x2, ..., xn. According to the algorithm in Section 5.4.3, the stopping criterion
of the algorithm is mEI(x∗) ≤ l, which suggests that the algorithm will not










mEI function is monotonic increasing in sZ(x). Moreover, we know that the spa-
tial uncertainty s2Z(x0) equals to zero when x0 = xi, i = 1, 2, ..., n, and increases
as the minimum distance between the prediction point x0 and existing design
point xi, d0i = |x0−xi|i=1,2,...,n increases. Hence we can identify a small region Di
around the existing design point xi where ∀x0 ∈ Di, mEI(x0) < l. The length of
this small region can be given as
d˜i = |xui − xli|
































≤ sZ(x0)φ (0) = sZ(x0)√
2pi
We can derive that for all the x0 in Di bounded by xli and xui, mEI(x0) ≤ l.
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So given stopping criterion l, the maximum number of design points will be






When l → 0, xli = xui → xi, and hence d˜i → 0, nmax → ∞ Given the mEI





(xi − xi−1) = 0





According to the algorithm, once the mEI(x∗) ≤ l, the algorithm will stop ob-
serving new design points and distribute all the remaining computing budget to
the existing design points. Since we adopt the OCBA for the Allocation Stage,
this can guarantee the algorithm will converge to the optimum by the end when
n→∞. The convergence property of OCBA can be found in Chen et al. (2000).
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Appendix D
Details of the two-point example
For the two point example in Figure 6.3, with the linear correlation function and




























FT = (1, 1), F (x0) = 1.























Assuming the following non informative priors (Jeffreys Prior)
p(β) = 1, p(σ2Z) = 1/σ
2












f(Z(x0)|β, τ, σ2Z , Dn)f(Yn|β, τ, σ2Z)f(s20|β, τ, σ2Z)f(β|σ2Z)
f(τ |σ2Z)f(σ2Z)dβdσ2Zdτ
where the likelihoods f(Yn|β, τ, σ2Z) follows a normal distribution and f(s20|β, τ, σ2Z)


































Following the simplification steps in Appendix F, where
p = Z(x0)− cT(x0)R−1Yn = −r0(y1 + y2 − 2Z(x0))(1 + ρ0) + 2Zτ
2(r0 + r0ρ0 + τ)
k = cT(x0)R
−1F − FT(x0) = − τ








2(r0 − r0ρ0 + τ)










r0(y1 + y2)(1− ρ) + 2Zτ
r0(1− ρ20) + 2τ








































Estimating Predictor Variance by
Delta Method
Chapter 6 provides a Bayesian perspective of the kriging metamodeling for stochas-
tic simulation in order to better account for the parameter estimation uncertain-
ties. Alternative approaches can be used to estimate the predictor’s uncertainties
with unknown parameters, such as Delta method.
As stated in Section 6.2.1, the typical unknown parameters for the kriging
metamodeling can be given as θ = (β, σ2Z ,φZ , σ
2
ξ ). If we use MLE to estimate
all these parameters, the estimators βˆ, σˆ2Z , φˆZ , σˆ
2
ξ will be asymptotically normal.
The delta method can be used to derived an approximation of the probability
distribution of the predictor considering it as a function of all these estimated
parameters, see Agresti (2002) for the details on delta method.
Based on the predictor form in Eq. (3.17), we can write the predictor as:
Zˆ(x0, βˆ, σˆ
2
Z , φˆZ , σˆ
2






−1(Y¯ − F βˆ)
(E.1)
Given the MLE of these estimator are asymptotically normal and




we could have the approximation of the predictor variance shown in
Var(Zˆ(x0, θˆ)) = ∇Zˆ(θˆ)TΣθ
n
∇Zˆ(θˆ) (E.2)
where θˆ ∼ N(θ∗,Σθ), θ∗ is the true value of the unknown parameter and Σθ is
the covariance function.
For the simple two point problem in Section 6.2.3.2, we assume that the pa-
rameters φZ are known. Moreover, we know that the estimators for the unknown
parameters have asymptotically normal distribution θˆ ∼ N(θ∗,Σθ), and Σθ can be
given as the inverse of Fisher information matrix on θ when some of the regularity
conditions are satisfied, see Miura (2011) for details. Based on the assumptions
of the unknown parameters β, σ2Z and σ
2











































The predictor can be given as


















The predictor variance can be derived as












r20(1− ρ20)(r0∆y − 4s20)− 16s20(1 + ρ0)(4s20 + r0∆y(1− ρ0))
2r0(1 + ρ0)
where ∆y = (y1 − y2)2. Compared with the results in Equation (6.7), we can see
that the predictor variance given by Delta method still consists of three compo-
nents, representing the uncertainties from observations y1 and y2, random noise




ξ . However the mixed effect com-
ponent is slightly different from the results in Section 6.2.3.2, this is probably due
to the prior setting used in Section 6.2.3.2.
181
Appendix F
Proof for Proposition 1
If τ is known, the posterior distribution in (6.6) can be given as
f(Z(x0)|Yn) =
∫∫

















































































1− cT(x0)R−1c(x0) + F
T(x)R−1F (x) +Q−10 )
B = (
pTk






p = Z(x0)− cT(x0)R−1Yn, k = cT(x0)R−1F − FT(x0)









































0 w0 + 2γz)




2γz + Y Tn R
−1Yn + wT0Q
−1
0 w0 − λTλ/M
2αz + n
(1− cT(x0)R−1c(x0) + kTk/M)
λ = FTR−1Yn + w0Q
−1




Posterior distribution of the
parameters
To derive the distribution f(σ2ξ (x0)|S2n,φV ), we first consider the distribution of
the log of the noise level. As we place an independent Gaussian process prior over
the log of the noise level, if assuming the observations S2n are sufficiently accu-
rate to ignore the sampling noise and an exact interpolation model is adequate,
then from the results in Santner et al. (2003), p. 95, the conditional distribu-
tion f(Vx0|S2n,φV ) is a non central t distribution with mean µV and covariance
ΣV . Assuming Vn follows multivariate normal distribution with mean FβV and
covariance matrix σ2VRV , and let cV (x0) and RV represent the correlation vector
and the correlation matrix (which are functions of φV ), and further assume prior
distributions for parameters βV and σ2V :
f(βV , σ
2
V ,φV ) = f(βV |σ2V )f(σ2V )f(φV )
f(βV |σ2V ) ∼ Np(wV , σ2VQV )
f(σ2V ) ∼ IG(αV , γV )
f(φV ) ∼ exp(−bV φV )(φV )aV −1
Then the conditional can be given as
f(Vx0|S2n,φV ) ∝ T1(n + αV , µV ,ΣV )
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where

































V − R−1V F (FTR−1V F )−1FTR−1V )S2n
n+ 2αV
(1− cTVR−1V cV +
(cTVR
−1
V F − F (x0))T(cTVR−1V F − F (x0))
FTR−1V F
)





Since Vx0 = ln(σ
2
ξ (x0)), with f(Vx0|S2n,φV ), the conditional distribution can
be obtained as
f(σ2ξ (x0)|S2n,φV ) =
f(Vx0|S2n,φV )
σ2ξ (x0)
The conditional distribution of the parameters φV can be given as
f(σ2V |S2n,φV ) ∝
∫
f(S2n|β, σ2V ,φV )f(βV |σ2V )f(σ2V )dβV
f(φV |S2n, σ2V ) ∝
∫
f(S2n|β, σ2V ,φV )f(βV |σ2V )f(φV )dβV
Given the prior distribution in (G.1), the conditional distribution of the pa-
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rameters σ2V and φV can be given as




















1/2−αV exp(−bV (φV )i)






















) exp(−bV φV )(φV )aV −1
where





V , MV (φV ) = F
TR−1V (φV )F +Q
−1
V







With the prior distributions in (6.8), the integrand above can be simplified to
f(Yn|β, σ2Z ,φZ) ∝ (detΣ)−1/2 exp(−
1
2
(Yn − Fβ)TΣ−1(Yn − Fβ))















Therefore the conditionals can be obtained as













































As for the direct sampling from these posterior distributions can be difficult, we
adopt the rejection-acceptance method for the posterior distribution sampling
within the Gibbs loop for the MCMC implement.
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Appendix H
Posterior distribution of σ2Z

























































D yD − λTDM−1D λD
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D yD + w0Q
−1
0 , MD = F
T
DR
−1
D FD +Q
−1
0 .
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