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I. INTRODUCTION 
It has been proposed (Stanford, 1973b; Ellsaesser, 1974) that 
water vapor is removed from the stratosphere by freezing which results 
from the very cold temperatures of the Antarctic winter. The main 
focus of this work is the development of a model through which the 
sink mechanism can be quantified and understood in the context of the 
rest of the annual water vapor budget. In this chapter, the classical 
description of the stratospheric water vapor distribution will be 
discussed. Other proposed sources of stratospheric water vapor and 
their implications for the annual budget will be considered. 
Observational evidence that led to the proposal of the Antarctic sink 
mechanism will also be presented. 
A. The Classical Circulation 
In the early 1940s, the extreme dryness of the stratosphere was 
discovered and documented by Dobson e£ al. (1946). The water vapor mass 
mixing ratio, that is the ratio of the mass of water vapor in an air 
parcel to the mass of that parcel, changes so abruptly from troposphere 
to stratosphere that it was concluded the water vapor distribution is 
dynamically maintained. To account for the water vapor observations, 
the classical description of the mean stratospheric mass motion now 
known as the Brewer-Dobson circulation was proposed by Brewer (1949). 
In this circulation, air enters the stratosphere only in the equatorial 
region. There it is freeze-dried by the high cold tropical tropopause. 
After passing the tropopause "cold trap", the dry air moves poleward 
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and eventually returns to the troposphere in high latitudes. Subsidence 
here overcomes the upward diffusion of water vapor, which is possible 
at high latitudes because the tropopause there is much warmer than the 
tropical tropopause. 
It has been useful for investigators to consider water vapor as 
a tracer of gross stratospheric motions. One example of this is that the 
lack of an increase of water vapor in the polar regions of the 
stratosphere implies that the trace constituents could not enter the 
stratosphere at high latitudes either. This is an important observation, 
for if tropospheric air is permitted to enter the stratosphere only in 
the tropics, the rate at which pollutants reach the stratosphere will 
be slower than if tropospheric air commonly enters the stratosphere 
at middle and high latitudes. This is true because the pollutants 
must be transported from industrial source regions to the tropics 
before entering the stratosphere. As a second example, the stratospheric 
water vapor distribution and the classic Brewer-Dobson circulation were 
useful in the formulation of the Lagrangian-mean description of the 
stratospheric circulation of Dunkerton (1978) . 
Further observations of the stratospheric water vapor mixing 
ratio have led to fundamental questions concerning the water vapor 
distribution and the classical description of the mean circulation-
Ellsaesser (1974), in attempting to develop an annual stratospheric 
water vapor budget, pointed out that the tropopause tenperatures 
observed at tropical radiosonde stations are too warm by several 
degrees to explain the low water vapor mixing ratios observed at 
3 
mid-latitudes. Some measurements of the tropical water vapor mixing 
ratio profile (Kley et al«, 1979; Mastenbrook, 1968) show a decrease 
with height in the first kilometer or so above the tropical tropopause. 
If the freeze-dry description is correct, and the water vapor mixing 
ratio is controlled by the tropopause temperature, these profiles 
are unexplained. At the least, these profiles imply spatial variation 
in the cold-trap mechanism. The questions raised by these profiles 
may be answered by a detailed study of the mechanism by which air 
enters the stratosphere. For example, thunderstorms produce strong 
updrafts which introduce uncertainties in tropopause position and 
temperature, and the water vapor contained in parcels entering the 
stratosphere in such updrafts would not be well-characterized by the 
mean tropopause temperature and height. Because the annual water 
vapor budget is not fully explained by the classical circulation, the 
utility of the water vapor distribution in describing the gross 
features of stratospheric circulation is reduced (Robinson, 1978). 
On the other hand, there Is a large body of evidence in support 
of the classical description of the circulation and the water vapor 
distribution. Long term northern hemisphere data sets, notably the 
measurements of Mastenbrook (1974b), suggest an annual cycle in the 
water vapor mixing ratio. This cycle, xAien a phase lag is also in­
cluded to account for the time it takes tropical parcels to reach mid-
latitudes, varies in the proper sense if the controlling factor which 
produces the annual cycle is the tropical tropopause temperature. 
Measurements of nitrous oxide (Schmeltekopf e^ , 1977) provide 
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evidence that most air which enters the stratosphere does so in the 
tropics. The measurements of Kley et al. (1979), while calling to 
question the exact mechanism of the cold trap itself, are consistent 
with the hypothesis that air enters the stratosphere chiefly in the 
equatorial region. As pointed out by Kley e;t al. (1979), measurements 
of the stratospheric concentration of carbon monoxide (Seller and 
Wameck, 1972) also support this hypothesis. 
Even without the questions regarding the actual mechanism by 
vAiich water vapor enters the stratosphere in the tropics, understanding 
of the water vapor budget is incomplete. Apart from the large amount 
of water vapor which enters the stratosphere in the tropics, sig­
nificant amounts of water vapor may be introduced to the stratosphere by 
other sources, which are the subject of the next section. 
B. Proposed Sources of Stratospheric Water Vapor 
Methane (CH^), one of the trace constituents of the stratosphere, 
reacts chemically in the middle stratosphere with excited atomic oxygen 
(which is present naturally). This process, the oxidation of methane, 
is complex, but one of the end products is water vapor. This chemical 
reaction is certainly a source of stratospheric water vapor, since the 
planetary loss of hydrogen is far too small to account for the methane 
which is oxidized (Wofsy et al.. 1972). This source is unique in that 
it requires that more water vapor be returned to the troposphere than 
enters the stratosphere to maintain annual balance. The exact value 
of this source is not known, because major uncertainties exist in the 
5 
models of stratospheric chemistry which would evaluate it. These 
uncertainties are in the global annual methane production, in the 
fraction of methane which escapes tropospheric destruction and enters 
the stratosphere, and in the vertical transport which must be included 
in the chemical models to derive the annual loss of methane from a set 
of vertical profiles (Wofsy, 1976). The source has been estimated 
by several investigators: Ehhalt and Schmidt (1978) 5.5 x 10^®-
1.1 X 10^^ kg/yr; Bush e^ , (1978) 1.9 x 10^^ kg/yr; Weickmann and 
VanValin (1974) 1.4 + 0.9 x lO^^kg/yr; Penndorf (1978) < 1 x 10^^ kg/yr; 
Nicolet (1972) 5 x 10^® kg/yr; Wofsy et al. (1972) 2 x 10^® kg/yr. 
It should be noted that these estimates vary over a fairly wide range, 
0.2 - 2.3 X 10^^ kg/yr. 
Another possible means of providing extra water to the stratosphere 
is the mid-latitude injection of water vapor by severe thunderstorms. 
Aircraft measurements (Kuhn and Steams, 1973) downstream from a severe 
storm showed an increase of water vapor overburden relative to the mean 
condition of stratospheric air. It is not clear, hcî-jever, that this 
moist air remains in the stratosphere long enough to require that the 
excess water vapor be included in the annual budget. There is 
significant uncertainty in the magnitude of this effect, and an obvious 
need for more measurements. This source has been estimated to range 
from 0.5 x lO^^kg/yr (Penndorf, 1978) to 2 x 10^^ kg/yr (Weickmann and 
VanValin, 1974). 
The proposal of Johnston and Solomon (1979) further illustrates 
the point that the mechanism of injection of water vapor into the 
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stratosphere by a severe thunderstorm is poorly understood. Their 
suggestion is that tropical thunderstorms serve as micrometeorological 
sinks for stratospheric water vapor. Very low temperatures, as low 
as -100°C, result when an air parcel in the updraft of a storm over­
shoots the point of neutral buoyancy and is cooled adiabatically. It 
is suggested that most of the water in these parcels would freeze, and 
the hydrometeors would be separated by gravity from the air parcel. 
Any air remaining in the stratosphere would be much drier than would 
be predicted by the tropical tropopause "cold trap" temperature. 
This sort of process may be relevant to the decrease in water vapor 
observed above the tropical tropopause, and also may limit the amount 
of water vapor injected by the extra-tropical storms. However, as 
there is no means to determine how much of the very dry air remains 
in the stratosphere, and how much of this cold air is rapidly returned 
to the troposphere, there is no quantitative estimate of this effect, 
termed the "cold finger" modification of the "cold trap" mechanism. 
There are other suggested stratospheric/tropospherlc exchange 
processes whose contribution to the water vapor budget is even more 
difficult to estimate. These include tropopause folding (Danielson 
et al., 1970; Shapiro, 1980), In vAiich a tongue of stratospheric air 
protrudes into the troposphere in a frontal zone. As discussed by 
Shapiro (1980), stratospheric and tropospherlc air parcels are 
characterized by very different values of potential vorticity, that is, 
the vorticity of an air parcel times its thermal stability. If 
there are no diabatic or turbulent mixing processes, the potential 
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vorticity of a parcel is conserved along its trajectory. In this case, 
the process of tropopause folding is revejrsible, and mixing of strato.-r 
spheric and tropospheric air may not occur. Measurements of ozone (a 
stratospheric air tracer) and condensation nuclei (tropospheric air 
tracers) for an incidence of tropopause folding in vtiich clear air 
turbulence was observed by the pilot of the research aircraft were 
also reported by Shapiro (1980). These measurements indicate that, 
at least in some cases, tropospheric air is introduced into the 
stratosphere. Since the tropospheric air is presumed to be moister 
than the stratospheric air, this could represent a significant source 
of stratospheric water vapor. There is no good estimate for the 
global amount of water vapor which may be introduced into the strato­
sphere annually by this mechanism. 
The second mechanism in this difficult-to-quantify category 
is similar to tropopause folding. It has been suggested that layers 
of tropospheric air enter the stratosphere in the vicinity of dis­
continuities in the tropopause which commonly occur near the jet 
stream. Measurements by Kuhn e^ al. (1976) indicate that this 
proposal may be valid. However, the aircraft measures overburden 
of water vapor only, and provides no information on the vertical 
distribution or any means of distinguishing stratospheric and 
tropospheric air masses. Therefore, the mechanism is unproven and there 
is no estimate of its contribution to the annual water vapor budget. 
These sources create problems for the water vapor budget, even 
if only one of them is significant in the annual budget. If the only 
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mechanism whereby water vapor is returned to the troposphere is the 
return branch of the Brewer-Dobson circulation, balance requires that 
the high-latitude mixing ratio be greater than the mixing ratio of air 
entering the stratosphere in the tropics. This is contrary to obser­
vation, as will be discussed in more detail in Chapter II. 
C. The Antarctic Sink Proposal 
The perceived imbalance in the water annually entering and 
leaving the stratosphere led to the proposal of a sink mechanism, 
through which water could be returned to the troposphere in a quantity 
exceeding that accounted for by the classical circulation. This 
mechanism, the freeze-out of water vapor over Antarctica, was proposed 
independently by Stanford (1973b) and Ellsaesser (1974). The cold 
temperatures observed annually in the Antarctic winter night produce 
saturation mixing ratios which are significantly lower than the 
typical stratospheric water vapor mixing ratios. The excess water is 
presumed to form ice particles, which would then slowly settle from the 
stratosphere. 
Stanford's (1973b) proposal centered around Antarctic observations: 
the cold temperatures recorded at Amundsen-Scott radiosonde base (90°S); 
calculated fall times for the very small ice particles which would be 
formed; and observations of a stratospheric cloud veil, reported for 
the winters 1950 and 1951 by the Maudheim expedition (71°S, 11°E). 
This veil was observed frequently, when low clouds were not present, at 
a time of day when the sun was just below the horizon and a long 
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optical path of cloud was intercepted by sunlight. The clouds per­
sisted throughout the winter. Analysis of stratospheric temperature 
determinations on the days when the clouds were observed led Stanford 
(1977) to conclude that these were probably ice clouds. The wavy 
structure of the clouds led to the conclusion that these cloud particles 
were similar to the particles in mother-of-pearl clouds. Mother-of-pearl 
(nacreous) clouds are observed in the northern hemisphere stratosphere 
during the winter. Fall times for removal of the ice particles from the 
stratosphere, calculated from the Stokes-Cunningham relation for 
spherical particles with radii of a few microns, were not long compared 
to the duration of the cold temperatures. 
Ellsaesser (1974) took a different approach to the Antarctic 
sink mechanism. In an effort to develop an annual stratospheric water 
vapor budget, Ellsaesser (1974) attempted to determine if the obser­
vational evidence in the equatorial and mid-latitude regions was con­
sistent with an Antarctic sink. To do this, the mean tropical 
tropopause teapsrature, annual Sadley cell mass flux estimates, the mid-
latitude water vapor mixing ratio, and the limited observational evidence 
of water vapor mixing ratio gradient were considered. This work did 
not consider ice particle characteristics. 
Both of these works recognized that the latitudinal extent of 
the temperatures which produce very low saturation mixing ratios is 
limited. To quantify the Antarctic sink, it is therefore necessary to 
determine the amount of water vapor which enters the sink region 
during the winter. It is reasonable to assume that mean and eddy 
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motions will be important, but it is not possible to consider the 
transport of water vapor in the same way as the transport of ozone and 
other trace quantities which have pronounced latitu41nal or vertical 
gradients. It is supposed that the transient planetary waves limit 
the amount of time an air parcel spends in the region of sub-freezing 
temperatures during the winter. If the time is long compared to the 
time for the ice particles to be separated from the parcel by gravity, 
the sink will be limited strictly by the latitudinal extent of the cold 
temperatures. If the time is short compared to the separation time, 
the sink will be limited by the duration of the cold temperatures. 
The goals of this work are to develop and test a model of the 
sink mechanism, to calculate the magnitude of the sink using the 
model, and to understand the results in the context of the annual 
water vapor budget. Data sources used in the model are discussed in 
Chapter II. The remaining chapters deal with the model development, 
results, and conclusions. 
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II. DATA SOURCES 
The mass of ice which is removed from the stratosphere during 
the Antarctic winter depends on many variables. Some are quantities 
which describe the Antarctic stratosphere, such as the initial mass 
mixing ratio of water vapor, the daily temperature field, and the 
average winter polar tropopause height. Also important are parameters 
which describe the ice particles. These include particle size, number 
density, and terminal velocity. It will be shown in Chapter III that 
the Antarctic sink calculation requires that effects of the wind field 
be considered. The first set of quantities described above is 
reasonably well characterized by measurement. Available data will be 
described in this chapter, and these will be treated as known 
quantities in the model. Discussion of characteristics of the ice 
particles is deferred to Chapter III, and discussion of the wind field 
is found in Chapter IV. 
A. Mass Mixing Ratio of Water Vapor 
Ever since the extreme dryness of the stratosphere was discovered, 
experimenters have made measurements in an effort to determine the 
spatial and temporal variabilities of water vapor. For the model of 
the Antarctic sink, it is necessary to choose an initial value of mass 
mixing ratio for water vapor that is representative of the actual 
southern hemisphere value. To interpret the results of the calculation, 
it is also necessary to consider the observations of annual cycle as 
well as long term trend in the water vapor mixing ratio. The freeze-out 
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mechanism itself has an obvions annual cycle because it is a seasonal 
effect. In addition, annual variation in the initial water vapor 
mixing ratio may produce significant differences in the mass of ice 
removed annually. Because the sink mechanism works to produce a 
mixing ratio gradient, observations of the latitudinal dependence of 
water vapor mixing ratio must be considered. 
Most measurements of water vapor have taken place in the northern 
hemisphere. Measurements are made by several means. Including use of 
a frost-point hygrometer, measurement of infrared absorption or emission 
spectra of a distribution of water molecules, cryogenic collection of 
stratospheric air followed by laboratory analysis, and measurement of 
fluorescence of OH which results when water molecules are photo-
dissociated by ultraviolet radiation. Experimental differences and 
natural variability make it difficult to combine the myriad sets of 
data in an effort to obtain a representative mean value. Recently, 
several Investigators, Mastenbrook (1974b), Harries (1976) and 
Penndorf (1978) have undertaken critical reviews of the observations 
of water vapor. The following is a summary of their conclusions, and 
a discussion of recent measurements relevant to this work. 
All three reviewers report a mean mass mixing ratio profile 
for mid-latitudes of 2.6 ±0.6 parts per million by mass (ppmm) for 
1968-1970 that is nearly constant with height. There is only weak 
evidence of an increase of water vapor mixing ratio with height, 
^Aiich is expected If oxidation of methane is a significant source of 
water vapor. However, in a pre-publication abstract. Pollock e^ al. 
(1980) report simultaneous measurement of H^O, H2 and CH^ profiles by 
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cryogenic sampling in 1975-1978. The water vapor profiles showed only 
a weak increase with altitude at high latitudes, but a steeper increase 
with altitude was observed at 30 ^N. At all latitudes, the total H 
profile was constant, which indicates that the increase observed in 
H2O results from a decrease in CH^. The latitudinal dependence 
apparent here could explain some of the difficulty in detection of an 
increase with height from a large number of unrelated data sets. 
Northern hemisphere data sets, chiefly the measurements of 
Mastenbrook (1974b) and McKinnon and Morewood (1970), show an annual cycle. 
This may result from annual variation in the position and temperature of 
the tropical tropopause; however, this proposed relationship has not 
been demonstrated. Fluctuations in the tropical tropopause temperature 
were analyzed by Angell and Korshover (1974), but no correlation with the 
mid-latitude water vapor measurements of Mastenbrook (19 74a) was found. 
The cause of the annual cycle is therefore not determined. As pointed 
out by Penndorf (1978), the data of Mastenbrook (1974a) over Washington, 
D: C.- and those of McKinnon and Morewood (1970) over England attest to the 
difficulty of deriving amplitude and phase of the seasonal variation, due 
to large unsystematic fluctuations in the water vapor mixing ratio. 
There is only one long term set of measurements for the southern 
hemisphere, reported by Hyson (1978). Even though the measurements are 
not high latitude, the southern hemisphere is the area of interest, and 
those data are reproduced here (figure 1). There are insufficient data 
to detect an annual cycle, because the record of measurements is not 
long enough. There are only a few measurements each year, and these 
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Figure 1. Measurements of water vapor mass mixing ratio at 34°S, 140°E 
at several altitudes. The data are taken from Hyson (1978). 
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are at irregular intervals of time. As in the northern hemisphere, 
the water vapor mixing ratio exhibits large unsystematic fluctuations. 
A long term increase in the water vapor mixing ratio from 1951 
to 1973 is supported by the data of Mastenbrook (1974b), Harries (1973), 
and Meteorological Research Flights (MRF) as reported by Cluley and 
Oliver (1978). The increase reported is slightly less than 1 ppmm/decade. 
After 1973, the data of both Mastenbrook and the MRF show a sharp 
decrease in the water vapor mixing ratio. No data set is long enough 
to quantify fully the long term variations. This is evidenced by the 
work of Stanford and Davis (1974). Their compilation of northern 
hemisphere nacreous cloud sightings (figure 2) shows large variability 
in the annual number of sightings. These clouds are produced when air 
parcels are forced upwards by wave disturbances and cooled adiabatically 
(Stanford, 1973a). Whether or not a cloud is produced depends upon 
the initial mean temperature, the amount of cooling produced by the 
wave disturbance, and the initial water content. The cloud record 
indicates long term variability in at least one of these quantities. 
From available data, it is difficult to judge the existence or 
magnitude of a water vapor mixing ratio gradient between the equatorial 
and polar regions. Several data sets are represented in figure 3, 
taken from a recent review by Ellsaesser e^ a%. (1979). These data 
would seem to support an equatorial maximum and polar minimum of 
water vapor mixing ratio; however, the tropical data are not clearly 
stratospheric, due to the hi^ tropical tropopause and limited aircraft 
altitude capability, as pointed out by Asgeirsson (1977). As previously 
mentioned, the freeze-out mechanism produces a latitudinal mixing ratio 
I 
Pu 
M 
28 
24 -
20 
16 -
a 12 J 
I 
MPC DAYS 
NORTHERN EUROPE 
<T> 
1870 1880 1890 1900 1910 1920 1930 1940 1950 1960 
YEAR OF OCCURRENCE 
1970 
Figure 2. This is a summary of annual mother-of-pearl cloud sightings, as compiled by Stanford and 
Davis (1974). The two periods in which a large number of clouds were observed (1885-1892 
and 1932-1938), the period in which no clouds were observed (1896-1925), and the period 
of a relatively small number of sightings (1940-1970) point to the possibility of long-term 
variation in the stratospheric water vapor content. The figure is taken from Stanford 
(1974). 
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Figure 3. Measurements of the latitudinal variation of stratospheric 
water vapor mass mixing ratio by several investigators, 
based on measurements from balloons (Mastenbrook only) and 
aircraft. This figure is taken from Ellsaesser et al. (1979). 
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gradient, if the initial distribution Ls taken to bu constant. One 
goal of this work is to assess the magnitude of a gradient produced bv 
this process. 
The Antarctic sink strength is controlled by both temperature 
and initial water content. These factors may in turn affect the 
southern hemisphere water vapor mixing ratio gradient, annual cycle, 
and long term trend. 
In this work, the initial water vapor mass mixing ratio will be 
assumed constant with height. Horizontal gradients will be assumed 
zero initially, and the final mean latitudinal gradient produced by the 
sink will be assessed. In keeping with the measurements of Hyson (1978), 
as well as the mean profile for the northern hemisphere discussed 
previously, the initial mixing ratios considered in model calculations 
are 3.0, 2.7 and 2.2 ppmm. Because of the linear trend of 1 ppmm/decade 
which persisted through 1973, the 1970 northern hemisphere value of 
2.7 ppmm, and Hyson's (1978) measurements, it is concluded that 
3.0 ppmm is nearest the actual value for 1973. 
B. Temperature Field 
There is a fairly extensive radiosonde network on the Antarctic 
continent. There are 13 stations on the continent perimeter, as well 
as several stations further inland, including Amundsen-Scott base at the 
south pole. These stations provide good coverage of the lower strato­
sphere in the summer, but during the coldest part of the winter the 
balloons do not frequently ascend beyond the lowest layers of the 
stratosphere. Balloons expand as they rise, and cold temperatures 
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limit the amount balloons can stretch: therefore the balloons pop at fairly 
low altitudes. Nimbus 5 Selective Chopper Radiometer measurements of car­
bon dioxide emissions in the 15 micron band (radiance) have been inverted 
by the National Oceanic and Atmospheric Administration to produce tempera­
tures . These temperatures were used by Hartmann (1976) to construct daily 
temperature grids at standard pressure levels, 5 degrees latitude by 5 
degrees longitude. This data set, which extends from July 1 to September 6, 
1973 (68 days), was provided by Dr. Hartmann. The data were compared to 
radiosonde measured temperatures by Asgeirsson and Stanford (1977), and 
systematic errors were found to exist in the polar region. Temperature 
corrections, as functions of latitude and pressure, were developed. The 
corrected temperatures constitute the primary data set for these model cal­
culations, because this record is regular in both space and time. These 
fields are superior to those derived from radiosonde data, in spite of the 
systematic errors, because fields derived from radiosonde measurements must 
be interpolated over large areas. At low pressures, the radiosonde meas­
urements are even less adequate because the balloons sample these altitudes 
infrequently and the measurements must be Interpolated in time as well. 
The duration of the cold temperatures is of importance to the 
sink calculation, and the polar temperature record (Amundsen-Scott base, 
90°S) indicates that the calculation must extend beyond September 6. 
At 200 mb, for a reference mixing ratio of 3 ppmm, the number of days 
on which the temperature at 90°S produce saturation mixing ratios below 
the reference value is 37 during the 68 day period, compared to 11 for 
September 7-30. It is also important to examine possible annual 
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variations in the magnitude of the sink, since 1973 is not known to be 
a typical year. To complete the study for 1973, and to compare results 
of model calculations for several years, the temperature field must be 
estimated based on available data. 
Temperature profiles have been measured daily at Amundsen-Scott base 
for a number of years, and a method of estimation of the polar temperature 
field based on the south pole temperature profile was developed. The polar 
winter stratosphere winds are dominated by intense zonal winds (the polar 
vortex), and the zonal temperature variation is therefore expected to be 
small. Because the latitude of maximum wind intensity moves poleward as 
the winter progresses, the latitudinal dependence of the average tempera­
ture is expected to be a function of time. Similarly, because the lati­
tude of maximum wind intensity is different for different pressure levels, 
the latitudinal dependence of the average zonal temperature is expected to 
be a function of pressure. Using the Hartmann data set, the differences 
AT in the daily polar temperature T(90°S,t) and the daily zonally averaged 
temperature T(0. t) at 5 degree intervals of latitude 9 were examined for 
each pressure level, to determine time Intervals over which the shape of 
the polar vortex is nearly constant. This is illustrated by figure 4. 
At each latitude, the first ten points are close to their mean. After 
the 10th day, most differences T(G,t) - T(90°S,t) are lower than the 
ten day mean difference, particularly near the pole. Since the area 
nearest the pole is the coldest and therefore the most important to 
the sink calculation, care was taken to produce temperature fields 
that are not systematically too warm near the pole during the late 
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winter, or too cool near the pole during the early winter. Therefore, 
three sets of time average values t were employed in the calculations : 
1-10 days; 1-68 days; 59-68 days. The first averaging interval was 
chosen to represent early winter, the second for the mean winter 
condition, and the third to represent late winter. The data were fit 
by least squares to the form 
T(e,t) - T(90Os,t) = A(p,t) (90 - 0 (1) 
The pressure levels are considered separately because the temperature 
differences are pressure dependent as shown by figure 5. Also 
illustrated in this figure is the time dependence of the polar vortex. 
The values A(p,t) and B(p,t) are given in table 1. 
As anticipated, temperature fields derived from the polar 
temperature profiles provide a reasonable representation of the Hartmann 
temperature fields, and most calculated temperatures are within the 
daily zonal variance of the satellite temperatures. Agreement is best 
nearest the pole, where the temperature difference and the zonal 
variation are both stnall. 
Estimated temperatures must be compared to measured temperatures 
for June and September to test the capability of the A(p,T) and B(p,t) to 
produce reasonable fields for times outside the averaging periods. 
The radiosonde temperatures at 90°S were used to generate temperatures 
at 76°S and 78°S to be compared to measurements from three radiosonde 
stations, Halley Bay (76°S, 2350E), Vostok (78°S, 106°E) and Mc Murdo 
(78°S, 166°E). These stations were chosen because they are within 
15 degrees latitude of the south pole, the region expected to be 
100 mb 200 mb 50 mb 20-
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Figure 5. The differences in the polar temperature • and the zonally averaged temperature(T(90S,p,t) 
- T(9^,p,t)) averaged over days 1-10 (circles) and averaged over days 59-68 (squares). The 
solid line is the best fit to the circles; the dashed line is the best fit to the squares. 
The shape of the fitted curve varies with pressure and time averaging interval, illustra­
ting the pressure, and time dependencies of the zonally averaged temperature distribution. 
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Table 1. Constants derived from equation 1. These are used to generate 
temperature fields from radiosonde data when no satellite 
derived temperature fields are available. 
Averaging 
Interval Day I to Day 10 Day 59 to Day 68 Day 1 to Day 68 
Pressure(mb) A (K/^lat) B A (K/oiat) B A (K/°lat) B 
30 0.015 2.04 0.033 1.99 0.016 2.12 
50 0.017 1.99 0.021 2.08 0.014 2.12 
70 0.064 1.63 0.044 1.84 0.046 1.76 
100 0.11 1.48 0.073 1.65 0.075 1.59 
150 0.22 1.25 0.17 1.35 0.17 1.29 
200 0.26 1.19 0.23 1.21 0.23 1.17 
250 0.26 1.10 0.28 1.12 0.24 1.12 
300 0.22 1.04 0.18 1.22 0.18 1.18 
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most important to the sink calculation. 
Measured temperature ïj^ Is plotted against calculated temperature 
Tg In figure 6. Also indicated are Tm=Tc (dashed line) and the best 
fit line to the data (solid line). Agreement is seen to be reasonable, 
in that about 2/3 of the calculated points are within 2 K of the 
measured value. The average dally zonal variance at 75°S for pressure 
levels at which measured temperatures were reported is about 2 K. 
The saturation mixing ratio is exponentially related to temperature, 
however, and variation in the temperature produces a larger variation in 
the saturation mixing ratio. It is expected that errors resulting from use 
of this temperature field will be significant. The errors will be esti­
mated by comparing model calculations based on estimated temperatures to 
the same calculations based on the more reliable satellite temperatures. 
This method of deriving a teiq>erature field will be used for 
June and September, 1973 and for other years for which only radiosonde 
temperatures are available. 
C. The Antarctic Tropopause 
The tropopause is the boundary between the troposphere and 
stratosphere. These two regions of the atmosphere are considered 
separately because the decrease of temperature with height (the lapse 
rate) is positive in the troposphere and negative in the stratosphere, 
resulting in two quite different dynamical regimes. All but the most 
energetic tropospheric air parcels are prevented from mixing with 
stratospheric air by the lapse rate. 
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The winter Antarctic tropopause is less well defined than the 
mid-latitude or equatorial tropopause. Instead of an inversion point 
in the lapse rate (a well-defined temperature minimum), the Antarctic 
tropopause is marked only by a decrease in the lapse rate. In spite 
of this ill-definition, it is reasonable to consider stratospheric air 
to be separate from tropospheric air because, although the strong 
impediment to mixing does not exist, evidence suggests that mixing 
does not occur. If mixing took place, large amounts of water vapor 
could enter the stratosphere, which is not observed. Ozone measurements 
(Reiter, 1971) indicate that stratospheric air enters the troposphere 
during the Antarctic winter, and that there is subsidence in the mean. 
Asgeirsson (1977) applied the definition that the tropopause is 
the lowest level at lAich the lapse rate decreases to 2 K/km or less 
(Prantner, 1967). Analyses of the temperature profiles measured at three 
stations, Amundsen-Scott (90®S), Syowa (69°S, 320°W), and McMurdo (78°S, 
194°W) , were made for the 68 day period. In most cases a tropopause was 
identified, and In the 6 remaining cases j the balloon failed to rise high 
enough. To test the sensitivity of the layer identified as the tropopause 
to definition, lapse rates of 1.5 K/km and 2.5 K/km were also used as trop­
opause criteria. Asgeirsson's (1977) results are reproduced in table 2. 
From these results, it is concluded that the boundary in the 
model (see table 3 in the next chapter) nearest the tropopause is 225 mb. 
This result is consistent with the results of Crutcher and Davies, 1969, 
which were reproduced in The Natural Stratosphere of 1974. For this 
calculation, the level of interest is that below which the ice particles 
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Table 2. The pressure is the mean value of the tropopause pressure 
level, determined from the temperature profiles from each 
station using the indicated lapse rate. The number n is 
the number of determinations contributing to the mean, and 
the value in parentheses is the standard deviation of the 
mean (Asgeirsson, 1977). 
Lapse Rate 1.5 K/km 2.0 K/km 2.5 K/km 
Station Pressure (mb) n Pressure (mb) n Pressure (mb) n 
Amundsen-S cott 182 (34) 63 200 (31) 63 221 (34) 63 
McMurdo 217 (45) 65 234 (38) 65 249 (40) 65 
Syowa 235 (43) 40 242 (41) 41 252 (43) 42 
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may be considered lost to the stratosphere. The mass of water passing 
down throu^ both 225 and 275 mb levels will be reported. 
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III. DEVELOPMENT OF THE BASIC MODEL 
The model for freeze-out of water vapor during the Antarctic 
winter depends upon quantities such as tençerature, initial water con­
tent, and tropopause height, for which data are available as discussed 
in the preceding chapter. In constructing the model it is necessary to 
make assumptions regarding particle formation, the number density and 
size of ice particles, and the resultant particle velocities. There 
are no measurements of these quantities in this range of temperature and 
pressure. It is required, however, that the results of the model be 
consistent with the cloud observations of the Maudheim expedition which 
were presented in Chapter I. In this chapter, the basic assumptions of 
the model are discussed, and the response of the model to these assump­
tions is determined. 
A. Specific Sink Definition 
In order to be classified as a specific sink for a quantity, the 
mechanism in question must remove more of the quantity from the 
stratosphere than its normal mixing ratio times the mass of stratospheric 
air also removed by the mechanism. For the freeze-out of water vapor 
over Antarctica to fulfill this requirement, the process must remove more 
water vapor from the stratosphere than the subsidence of stratospheric 
air would remove if no freezing occurred. At a given latitude and 
longitude, the mass of water vapor M^ leaving a layer in a time dt, 
when no processes exist to alter the mean stratospheric water vapor 
mass mixing ratio X, is expressed by 
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= X yO w(G,^) cos© dO d^ dt . (2) 
Here p is the density, w is the downward velocity, 6 is the latitude, 
is the longitude and a is the radius of the earth. (Consult Appendix 
A for a complete list of symbols.) For mass exiting the stratosphere, 
this expression is to be evaluated at the tropopause. This expression 
and the two to follow are general, however, and may apply to any 
pressure level. 
When the sink mechanism is operational, the mass of water 
which represents the ice + vapor passing throu^ a layer is given by 
Mf = "^X(t,p,ô,^) - Xg(t,p,0-,^)) p (Wj.(t,p,0,^) +w(0,^)) 
+ Xg(t,p,&,^) p w(ô,^)^ a^ COS& d@ d^ dt , (3) 
where Xg is the saturation mixing ratio and Wj. is the terminal velocity 
of the ice particles. Note that X is a function of time, to account for 
the possibility of the settling of ice particles that fall from above, 
or the loss of water vapor from a layer due to freezing. If Xg is 
greater than X, there are no ice particles, w^ = 0, and equation 3 
becomes 
Mj- = X(t,p,G,(^) p w(0,(6) a^ cos 0 d0 d^ dt . (4) 
The first term on the right in equation 3 represents ice particles, 
moving at a speed vAiich is enhanced by the particle fall speed. The 
second term represents the water which remains in vapor form. Equation 4 
represents water vapor leaving the layer, and may be greater or less than 
the water leaving the layer with no freezing, depending upon the time 
dependence of X. The specific sink is the difference between M^, the mass 
of water removed with freezing, and the mass of water removed with 
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no freezing, integrated over space and time. Even though freezing may 
not occur at low levels, subsidence could produce a positive sink if 
X(t,p,G,d) is greater than X, due to evaporation of particles that 
fall from above. On the other hand, if freezing in the layer above 
the tropopause causes X(t,p,9,fj) to become less than X, the effect of 
the sink is lessened. 
The model is designed to evaluate the difference In 
the following section, a preliminary version of the model based on the 
polar temperature profile and lacking latitude and longitude dependence 
is explained. Discussion of model assumptions is deferred to sections 
in which the effects of the assumptions are determined. 
B. One Dimensional Model 
In the model, the stratosphere is divided into layers which are 
determined by standard pressure levels. The bounds for the layers, 
which are assumed to be isothermal, are given in table 3. The top 
layer considered in the model, centered at 30 mb, is chosen because it 
is found by Inspection of the temperature record for 1973 that temperatures 
which would produce saturation mixing ratios below the mean mass mixing 
ratio for stratospheric water vapor are not reached at lower pressures. 
The lowest level in the model, 300 mb, is well below the Antarctic tropo­
pause. The data set for the time interval of the calculation, June 11 -
Sept. 21, is a combination of satellite temperatures for July 1 - Sept. 6 
and radiosonde temperatures for June 11-30 and Sept. 7 - 21. 
Each day for each layer, the saturation vapor pressure with 
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Table 3. Boundaries of layers to be used in all versions of the model. 
The tençerature of the layer is taken to be the temperature 
at the reference pressure. 
Layer Reference Pressure (mb) Upper bound (mb) Lower bound (mb) 
1 30 20 40 
2 50 40 60 
3 70 60 85 
4 100 85 125 
5 150 125 175 
6 200 175 225 
7 250 225 275 
8 300 275 325 
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respect to ice e^ is calculated according to the Clausius—Clapeyron 
equation 
Ry is the gas constant for water vapor and Lg is the latent heat of 
sublimation. Although Lg is temperature dependent, the dependence 
over the range of temperatures under consideration is small and may be 
neglected. Values calculated in this way were compared to measurements 
by Jansco, e^ (1970) and to values given in the Smithsonian 
Meteorological Tables (List, 1949) and good agreement was found. The 
saturation mixing ratio is calculated according to 
In the denominator, e^ is much less than p (typically of the order 
10-5 compared to 30 - 250 mb) and may be neglected. 
Initially, the mixing ratio is assumed to be constant for all 
layers. As time goes on, each layer is characterized by its own mixing 
ratio. For each time step, the mixing ratio X(t,p) is compared to the 
saturation mixing ratio Xg(t,p). If X(t,p) is less than Xg(t,p), no ice 
particles are formed and the mass of water leaving the layer and 
entering the layer below is given by equation 4. If X(t,p) is greater 
than Xg(t,p), all excess water is assumed to freeze rapidly compared to 
the time spent in the cold temperatures, forming ice particles with a 
number density of 1/cm^ (Hesstvedt, 1962). These small particles are 
assumed to be spherical. Fall velocities are calculated according to 
Beard (1975), \<ho develops corrections to the Stokes-Cunningham equation. 
The terminal velocity is given by 
(5) 
Xs(P) 
622 e-t 
p - e^ ~ 
622 e-î 
P (6) 
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where r is the particle radius (cm), 1 is the mean free path (cm), 
7^ the dynamic viscosity for air (gm/cm-sec), and g is the acceleration 
due to gravity. The temperature and pressure dependence of the mean. 
free path is given by _ 
where 1q = 6.62 x 10"^ cm, % = 1.818 x 10~^ gm/cm-sec, p^ = 1013 mb and 
Tq = 293.15 K, The dynamic viscosity is calculated from a fit to values 
taken from the Handbook of Chemistry and Physics (Weast, editor-in-chief, 
1970), and is given by 
"77 = (17.89 + 0.5632 T) x 10~^ gm/cm-sec. (9) 
The particle radii are determined from their mass, assuming sphericity, 
number density of l/cm^ and a mass density of 1 gm/cm^. Typical par­
ticle masses, sizes and fall velocities for X - Xg = 1 x 10"^ gm/gm are 
given in table 4. Values are also given for a number density of 2/cm^. 
When X is greater than Xg, the mass of water leaving the layer and 
entering the layer below is given by equation 3, and w^. is calculated 
according to equation 7. 
When a non-zero downward velocity is part of the model, continuity 
requires that there be a net poleward velocity. To derive a relationship 
between the two velocities, the following assumptions are made: 
1) Only zonally averaged quantities need be considered; 
2) Temporal and horizontal variations in density are negligible; 
3) The downdraft velocity w is constant with height; 
4) The average meridional velocity v decreases as given by 
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Table 4. Topical values of parameters describing Ice particles for 
X - Xg = 1 X 10~6 gm/gm and number densities nj^ = 1/cm^ 
and ng = 2/cm^. 
Pressure (nib) T (K) Mass (gm) Radius (Mm) (cm/s) 
^1 *2 ^1 ^2 *1 *2 
30 183.1 5.7x10-11 2.9x10-11 2.4 1.9 0.17 0.12 
50 186.0 9.4x10-11 4.7x10-11 2.8 2.2 0.19 0.12 
70 187.9 1.3x10-10 6.5x10-11 3.1 2.5 0.21 0.14 
100 190.0 1.8x10-10 9.2x10-11 3.5 2.8 0.25 0.16 
150 192.4 2.7x10-10 1.4x10-10 4.0 3.2 0.30 0.19 
200 194.1 3.6x10-10 1.8x10-10 4.4 3.5 0.35 0.22 
250 195.4 4.5x10-10 2.2x10-10 4.7 3.8 0.40 0.25 
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equation 10 from at a reference co-latitude to 0 at the southpole 
where oC,= TT. 
v(oC) = Vjj (T - )/(Tr-û4o) (10) 
-z/H 
From hydrostatic equilibrium, the density may be written p = ® 
vrtiere z is the altitude and the scale height H ~ 6 km. The altitude 
z may be written z = r - a where r is the distance from the center of 
the earth and a is the radius of the earth, and the density is then 
given by p = Using this expression for the density and 
the above assumptions, the continuity equation 
+v p + p V • "v = 0 (11) 
bt ^ ^ 
Vq r (ir-ck) cos "1 
[•n-eko) L slne<. - L) = 0 . 
becomes 
w (2 - r/H) + l (12) 
This equation may be solved for w, 
, \ \ r CïT-jj) cos PL 1 
w ^(vq/(Tr-«o))(H/a) j_ sinoU - ij 
since r/H >"? 2 and r % a. This expression for w exhibits very little 
latitudinal dependence for the region of interest (poleward of 65°S); 
therefore in the model w will be assumed constant with latitude as well 
as with height. This is in accord with vertical winds derived by Louis 
(1974). 
For the one-dimensional model, the area around the south pole is 
very close to a cylinder of radius r^. For this Isothermal layer 
bounded at the bottom by pressure level p2 and at the top by pj, for a 
constant velocity w, the difference in mass leaving the bottom and entering 
the top in a time dt is given by 
r PI Po 
(13) mass out - mass in = Tf r^, W dt |_RT - RT 
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Assuming v is a constant for the layer, the mass entering the sides of 
the cylinder is given by 
mass in sides = |^-—^^—2L_!| dt j (14) 
where g is the acceleration due to gravity. These quantities must be 
equal to ensure mass continuity. In the model, values of w are 
chosen in accordance with observations, and the expression for v is 
derived from equations 13 and 14: 
V = (T -r r%)^ (15) 
The mass which flows into a layer due to the net poleward velocity is 
assumed to enter the sink region with the initial value of the water 
vapor mass mixing ratio used in the calculation. 
For each time step, the water vapor mass mixing ratio for each 
layer is calculated according to 
X(«4t.p) - X(t,p) + Ws %0 leavlns)^^ 
"Mass H2O entering" includes ice and vapor which enter from above as 
well as the contribution of the net poleward velocity. "Mass 
leaving" is given by equation 3 or equation 4, depending upon whether 
or not freezing occurs in the layer for that time step. The quantities 
and described in section A are tabulated for each layer to 
determine the effect of the freezing for the entire winter. A flowchart 
and listing of the program used in the calculations are found in 
Appendix B. 
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C. Particle Formation 
In the model, whenever Xg is less than X, all excess water is 
assumed to freeze rapidly, forming ice particles with a number density 
of 1/cm^. At these very cold temperatures, there is no doubt that 
freezing is rapid compared to the length of time an air parcel spends in 
a region of sub-freezing temperatures (see, for example Mason, 1971). 
Unfortunately, there are no measurements of ice particle size or number 
density for the Antarctic cloud veil which may be used to justify the 
assumption of 1 particle/cm^. A discussion of other measurements, 
calculations, and observations which lend credibility to the assumption 
follows. 
In the upper half of the siiik region, the altitude, temperature, 
excess water vapor content and condensation nuclei concentration are 
similar for this case to conditions in which mother-of-pearl (nacreous) 
clouds are formed. Therefore it is expected that the cloud veil ice 
particles closely resemble the particles found in nacreous clouds. 
À difference in the conditions of formation is that the nacreous clouds 
result from cooling caused by a wave disturbance (Stanford, 1973a), and 
ice particle size is limited by the length of time the air parcel 
spends in the region of the disturbance. Calculations based on thermo­
dynamics and Mie scattering theory indicate that the nacreous cloud 
particles have radii of 1 to 2 microns (Hesstvedt, 1969). The distribu­
tion of colors and characteristic shape of the nacreous cloud are ex­
plained by a model in which ice particles are of uniform shape and size, 
and number density 1/cm^ (Hesstvedt, 1962). 
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Recently, measurements of condensation nuclei, particles of 
radius greater than 0.01 JUm, have been made in the Antarctic strato­
sphere (Hoffman et al., 1976; Hoffmann et al., 1977). The measured 
profiles indicate a concentration of about 1/cm^ at 50 mb; the concen­
tration increases to about 10/cm^ near the tropopause. Particle 
composition was not examined, and it is not correct to assume that 
all of these small particles would actually serve as condensation 
centers. 
Particularly in layers near the tropopause, there is uncertainty 
in assignment of particle size. The cloud veil observed at Maudheim 
was so thin that after twilight, it did not obscure the stars (Liljequist, 
1956). This was taken as evidence by Stanford (1973b) that the number 
density is low. The actual extinction of starlight was not measured, 
however, and it is not possible to state that the ice particle density 
does not change from midwinter, when sub-freezing temperatures exist 
mostly in the 25 - 125 mb range, to late winter, when the freezing 
temperatures have reached the 125 - 225 mb range of the stratosphere. 
Because the radius is proportional to the cube root of the mass, and 
w^ is not linearly related to the radius, doubling the number density 
reduces the terminal velocity by only 35%. The response of the model 
to changes in terminal velocity will be considered in the next section. 
In the model calculations, the number density will be held constant at 
1/cm^, and this uncertainty will be considered only as a cause of 
uncertainty in the terminal velocity. 
D. Terminal Velocity 
There are no measurements with which to compare the computed 
velocities for ice particles of this size at these temperatures and 
pressures. The derivation given by Beard (1975) applies to particles 
in the proper size range (0.5 ^ m 4 r -^20 Mm), but since the derivation 
is for spherical water droplets, errors may be Introduced by applying 
this formulation to non-spherical ice particles. In spite of their small 
size. This creates an uncertainty in the terminal velocity. The effect 
of 20% variation in the terminal velocity on the one-dimensional model 
was determined, and the results are given in table 5. The change 
in velocity has almost no effect on the total mass removed when the 
calculation is based on the polar temperature profile, because the 
very cold temperatures persist for a long time, and total water available 
is limited. A second set of cases, in ^ Ich all temperatures were 
Increased by 3 K,was examined. For the "warm" temperature case, the 
20% variation in w^ produces a variation of about the same percentage 
in the mass of H9O removed. This case is considered to provide an 
estimate of the situation about 15 degrees latitude from the south pole, 
based on the analysis of the latitudinal dependence of the average 
zonal temperatures in Chapter II. Since the area of the latitude 
bands is larger than the area close to the pole, the contribution of 
warmer latitudes to the total sink does not decrease as rapidly as the 
warm case calculations seem to infer. In all three warm cases, the 
mixing ratios at several levels remain higher than the saturation 
mixing ratio until the end of September, which is consistent with the 
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Table 5. Mass/area that falls through 225 and 275 mb levels, for 
= 2.7 X 10"^ gm/gm, for the basic model and ± 20% 
variations in the terminal velocity. The polar temperature 
profile and the "warm" profile ( T = + 3K) are used. 
Terminal velocity Mass/area (gm/cm^) Mass/area (gm/cm^) 
223 mb 275 mb 
"to 2.4 X 10-4 2.3 X 10-4 
= 1.2 Wto 2.5 X 10-4 2.5 x 10-4 
wt - 0.8 Wto 2.2 X 10-4 2.0 x 10*4 
to 7.1 X 10-5 4.6 X 10-6 
Wt = 1.2 Wto 8.8 X 10-5 1.3 x 10*5 
Wt = 0.8 Wto 5.4 X 10-5 3.7 x 10"? 
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persistence of the observed clouds. Since including the winds would 
Increase the effect of the variation in for the polar temperature 
profile by increasing the dependence of the mass of H2O removed on the 
duration of the cold temperatures, the final results are subject to 
about the same uncertainty as that in the terminal velocity. This is 
true regardless of the source of the uncertainty. 
E. Net Meridional Motion and Downdraft Velocity 
Several observations imply subsidence in the lower Antarctic strato­
sphere. These Include ozone measurements (Belter, 1971), lack of upward 
diffusion of water vapor, and calculated wind fields (Louis, 1974). Other 
observations indicate a small net poleward velocity during the southern 
hemisphere winter (Adler, 1975). The effect of several values of w which 
produce values of v in keeping with these observations was determined for 
several initial values of water vapor mixing ratio. Results are given in 
table 6. For all initial values of mixing ratio (X^), the inflow plus 
downdraft decreases the amount of water crossing the 225 mb level as a re­
sult of freezing vAien the calculation is based on the polar temperature 
profile. This is expected because for these low temperatures the removal 
of ice is rapid compared to the sink duration; after a time the downdraft 
removes parcels whose total water content is less than the initial water 
content. The downdraft enhances the specific sink in the warm case for 
both levels, and in the polar temperature profile case, = 2.2 ppmm, for 
the 275 mb level. The enhancement results because ice particles from high­
er altitudes evaporate in these layers, and freezing temperatures do not 
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Table 6. Mass H^O/area that falls through the lower boundaries of 
the 200 and 250 mb layers as a result of freezing for several 
values of Initial water vapor mixing ratio and several values 
of downward velocity. Also given are the final mixing ratios. 
These calculations are for the time period June 21 -
Sept. 21, 19731 
Xji^(ppmm) w = 0 cm/s w = 0.05 cm/s w = 0.1 cm/s w = 0.2 cm/s 
200 mb 
m/a 
(gm/cin'*) 
Xf ^ 
(ppmm) 
m/a _ 
(gm/cm^) 
Xf 
(ppmm) 
m/a 
(gm/ cm'') 
Xf 
(ppmm) 
m/a 
(gm/ cm ) 
Xf 
(ppmm) 
3.0 3.0x10-4 2.0 2.5x10-4 2.3 2.3x10-4 2.4 1.7x10-4 2.4 
cm 2.4x10-4 2.0 2.1x10-4 2.0 1.7x10-4 2.1 1.3x10-4 2.2 
2.2 1.4x10-4 2.2 1.3x10-4 2.1 1.2x10-4 2.1 1.1x10-4 2.2 
'warm" profile. ^ = Tpolar + 3 K 
2.7 7.2x10-5 3.1 8.2x10-5 3.1 8.0x10-5 2.6 8.2x10-5 2.5 
250 mb 
m/a 
(gm/cm^) 
Xf 
(ppmm) 
m/a 2 
(gm/cm ) 
" -4 
(ppmm) 
m/a 
(gm/cm ) 
Xf 
(ppmm) 
m/a 
(gm/çm ) 
Xf 
(ppmm) 
3.0 -4 3.0x10 2.8 2.7x10 2.8 2.5x10-4 2.9 2.5x10-4 2.7 
2.7 2.3x10-4 2.6 2.1x10-4 2.6 2.0x10-4 2.5 2.1x10-4 2.5 
2.2 l.lxl0~4 2.9 1.2x10-4 2.5 1.2x10-4 2.3 1.4x10-4 2.4 
'warm" profile 
2.7 4.5x10"* 4.0 5.6x10-5 3.4 8.8x10-5 2.9 1.2x10"* 2.6 
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endure long enough to lower the mixing ratio from its initial value. 
At 225 mb, v^ich is the closest level to the tropopause, the effects 
of the net poleward and downward velocities are small when the period 
of Integration is limited to the winter. It should also be noted 
that the positive effects are largest when the final mixing ratio in the 
layer above the tropopause for w = 0 is significantly greater than the 
initial water vapor mixing ratio. These results will be considered 
again vhen the final calculations are presented. 
F. A Simple Three Dimensional Model 
The basic model discussed previously was generalized in a 
straightforward manner to include the full latitude and longitude 
temperature grid for each pressure level and each day. In this version, 
no winds are included. Some results of the calculation for the 68 days 
of the Hartmann data set are given in table 7. The high final value 
of the average mixing ratio at low levels makes it clear that an 
estimate of the ice removed during the rest of the winter should be 
provided. Temperatures which produce saturation mixing ratios which 
are lower than the mean mixing ratio reach the layer above the tropo­
pause late in the 68 day period. As mentioned in Chapter II, the 
cold temperatures at low levels last throughout most of September in 
1973 at 90°S. 
The temperature field was estimated as described in Chapter II. 
The results of the 68 day calculation, based on estimated temperatures, 
are given in table 7. These results are systematically lower than the 
results of the calculation based on satellite temperatures. This is 
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Table 7. The total mass of water passing the lower boundary and the 
final average mixing ratio for each layer from model calcu­
lations based on satellite temperatures, estimated tempera­
tures , and a combination of satellite temperatures for July 1 -
Sept. 6 and estimated temperatures for June and the remainder 
of September. The initial water vapor mixing ratio is 3 ppmm 
in all cases. 
Pressure Satellite Tenqi. Estimated Temp. Combination 
(tnb) Mg^gCkg) X^(ppmm) Xg(ppmm) X^(ppmm) 
30 2.7x109 2.38 1.4x10* 2.69 2.7x10* 2.38 
50 6.2x10* 2.41 4.8x10* 2.41 6.2x10* 2.41 
70 9.0x10* 2.62 5.9x109 2.85 9.1x10* 2.61 
100 1.2xl0l9 2.74 7.7x109 2.76 1.3x1010 2.70 
150 1.2x1010 3.01 7.8x109 2.98 1.5x1010 2.86 
200 1.3xl0l0 2.94 9.4x10* 2.81 1.5xl0l0 3.00 
250 9.2x10* 3.27 5.8x10* 3.18 9.4x10* 3.35 
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because the zonal variation in temperature is neglected, and is an 
exponential function of temperature. At 200 mb, the average amount 
of ice removed each day, based on satellite tenq>eratures, is 1.7 times 
the average daily amount of ice deteannined by the same model based on 
estimated temperatures. 
The results of the calculation based on 68 days of satellite 
temperatures and 20 days of estimated temperatures are given in table 7. 
If the same systematic error noted above persists throughout September, 
the total mass of ice removed from the 200 mb level is increased by 
only 6%. This is because much of the available water has already been 
removed from the sink region by September 6. Note that in all cases, 
the final average mixing ratio at 200 mb, given in table 7, is slightly 
less that the initial water vapor mixing ratio. Therefore, it is 
expected from the calculations discussed in section E that the 
addition of a downdraft velocity would have a negligible effect on 
the results. 
The mixing ratio at 90 °S is plotted for several pressures as 
a function of time in figure 7, along with the saturation mixing ratio 
of the level. Water vapor is rapidly depleted from the upper layers 
of the stratosphere, and with it, presumably, condensation nuclei. 
Although homogeneous nucleation is possible at these low temperatures 
(Hobbs, 1974), it is not obvious that the number of ice particles should 
remain constant. The question is raised particularly as the mixing ratio 
of the layer becomes close to very low values of saturation mixing 
ratio. This problem is less severe at lower levels, because ice 
entering from above prevents rapid depletion of water vapor. 
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Figure 7. Mass mixing ratio for water vapor X(t) and saturation mixing 
ratio Xg(t) for the zero wind model for three pressure 
levels at 90°S. Note that (X - Xg) becomes small while Xg 
is still small compared to the mean mass mixing ratio for 
stratospheric water vapor (X(t=0)). 
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From figure 7 it may be concluded that the total amount of ice 
removed from high levels is limited by the amount of water available. 
This is inferred from the fact that the polar mixing ratio nears its 
final value when saturation mixing ratios are still well below the initial 
mixing ratio. At 30 mb, July 1-20, 23% of the total water lost from 
the layer is removed. During days 48 - 68, which have about the same 
average values of X^, no ice is removed. At 100 mb, a similar obser­
vation may be made. Days 31 - 45 account for 48% of the total ice which 
passes 125 mb. Days 46 - 60, v^ich have similar average values of 
Xg, contribute only 19%. From these observations it is clear that 
the amount of ice passing the lower boundary of a layer is not 
limited simply by the duration of the cold temperatures. 
The final mixing ratio distribution of a latitude band, shown in 
figure 8, is strongly asymmetric, reflecting the zonal variation of satu­
ration mixing ratio. Zonal movement of air parcels would cause the parcels 
to spend equal time in both warm and cold areas. This would alleviate the 
rapid depletion of water vapor found at some longitudes, and would also be 
more realistic. A simple, time—Independent zonal wind field was included 
in the model. The winds decrease poleward according to 
u(&,p) = UqCP) (cos & / cos 9^ ), (17) 
vAiere & is the latitude. The Uo(p) were chosen to provide approximate 
agreement with the 68 day average zonal winds reported by Hartmann (1976), 
in the region 65 - 90 °S. For this version of the model, the mass of 
ice crossing the 225 mb level in 68 days is increased by 20% from the 
zero wind case. In some areas, the problems associated with rapid 
150 mb, GO'S 
zonal wind 
no wind 
ocSXcx>xccxxxxPo:> 
90 180 270 360 
LONGITUDE 
Figure 8. The water vapor mass mixing ratios X(80,(() (squares) at the end of the zero wind 
calculation show zonal asymmetry. When a constant zonal wind is Included, at the 
end of the calculation liie X(80,^) (circles) are nearly constant. The total amount 
of water removed from tliis layer is increased when the winds are Included, as shown 
by the 7% decrease in the zonal average of X(80,|6). 
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depletion are alleviated, while in many others, for which the whole 
latitude circle experiences the problem, addition of the zonal wind 
field has no effect. A case in which the zonal wind has a positive 
effect is given in figure 8. Addition of the zonal wind reduced the 
zonal asynnnetry of the zero wind case, and because parcels confined to 
warmer longitudes in the zero wind model spent a portion of their time 
in the colder temperatures, the final average value of the mixing ratio 
was decreased by 7% from the final average mixing ratio in the zero 
wind case. From this calculation it is concluded that an air parcel 
need spend only part of the winter in the cold temperature region for 
a substantial portion of its water vapor to be removed. 
Because the zero wind calculation is limited by availability of 
water, the effect of the zonal wind Is to Increase the sink. The model 
including the zonal wind is still limited by availability of water; 
therefore, it is necessary to include meridional motions as well if 
the model results are to be conclusive. Steep latitudinal mixing 
ratio gradients are created by the freezing, as shown in figure 9. 
Poleward excursions of air from the boundaries of the sink region 
could significantly Increase the total amount of water vapor removed 
from the stratosphere. Because rapid depletion in the upper levels of 
the sink region would be diminished, these motions would make the 
initial assumptions of the model more tractable throughout the 
calculation. 
It has been concluded that poleward excursions of air could 
enhance the sink effect, and there is evidence that these sorts of 
excursions occur commonly. Plots of latitude as a function of time 
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Figure 9. The zonally averaged final mixing ratios X(G,p) are plotted as 
functions of & for three pressure levels. At 50 mb, inclusion 
of the zonal wind produces only small changes because the tem­
perature field is nearly zonally symmetric. At 200 mb, the 
changes produced by the zonal wind are substantial, due to the 
greater zonal asymmetry in the temperature field. 
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for two TWEELE balloons, which were part of a constant density balloon 
experiment of 1975 and 1976 described by Julian et al. (1977), are 
given in figure 10. These balloons float at about 150 mb. Also plotted 
in figure 9 are temperatures measured by the balloons. Because the 
balloons are solar operated, no measurements are made during the polar 
night. Nonetheless, the temperatures sensed by these balloons are cold 
enough to produce saturation mixing ratios which are lower than the 
mean mass mixing ratio for stratospheric water vapor. In figure 11, 
a longer term record of balloon latitude is given. This balloon, 
probably due to long wave disturbances in the wind field, makes 
several excursions from mid-latitudes to near the sink region and back 
again. 
A conclusive model must include zonal and meridional wind fields -
not simple zonally averaged fields discussed in this chapter, but a 
complete representation of the wind field which includes long-wave 
disturbances. This representation is the subject of the next chapter. 
70-
BALLOON 0525 BALLOON 1441 
50 _ 
-BO-
AUGUST, 1975 AUGUST, 1976 
Figure 10. Temperature and latitude as functions of time for two TWERLE balloons, llie cold 
temperatures experienced by the balloons during excursions to high latitude produce 
saturation mixing ratios as low as 2,7 ppmm. 
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Figure 11. Daily latitude of TWEKLE balloon 1225 during late winter, 1975. 
The areas above the dashed line denote excursions of the bal­
loon poleward of 60°S. 
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IV. A REPRESENTATION OF THE WIND FIELD 
The results of the Antarctic sink calculation In which the back­
ground wind Is equal to zero everywhere Indicate the need to account for 
the wind field In the final calculation. The results of the sink 
calculation In which a constant zonal wind Is Included provide further 
evidence that It Is Important to assess the effects of the wind field. 
Since the true wind field for the winter of 1973 Is unknown, a repre­
sentation of the wind field has been developed which can be Included 
easily In the model. This representation is based on the Hartmann 
temperatures and the behavior of radiance waves in the polar region of 
the lower stratosphere. It is designed to Include features which 
are potentially important to the sink calculation, such as the strengthen­
ing and deepening of the polar vortex during the course of the winter. 
In this chapter, the development of the representation of the wind field 
is discussed. 
The zonal wind, averaged with respect to longitude, was calculated 
at 5 degree intervals of latitude from 10 - 85°S from the zonally 
averaged Hartmann temperatures T(p,0) using the thermal wind relation 
A. Geostrophic Winds 
T(p,8) d(lnp) (18) 
In this equation, 0 is the latitude, is the angular speed of the 
rotation of the earth, and the overbar indicates a zonal average. 
The values of Ug( 1000,0) are constant for the 68 day period and are 
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taken from climatological data of Jenne et al. (1974). 
The meridional wind was calculated from the Hartmann temperatures 
at four latitudes (40, 50, 60 and 70°S) at 10 degree intervals of 
longitude i according to 
Since no information is available, the Vg(1000,8,d) are set equal 
to zero, and the meridional geostrophic wind is taken to be equal to 
the thermal wind. 
There are very few real wind measurements to which the calculated 
winds may be compared. Winds measured by rocket were compared to 
calculated winds by Hartmann (1976). These calculated winds are 
within 10 m/s of the measured winds, and prominent features are repro­
duced. This comparison is of 1 mb winds, however, and provides only 
indirect verification of the lower altitude winds. 
In figure 12, the July 1373 average of the calculated zonal 
wind for 100 and 200 mb is compared to the long term July average 
zonal wind, taken from Van Loon et al. (1971). Although the latitudinal 
dependence of the mean zonal wind is similar in both cases, the 1973 
winds are consistently lower than the long term average winds. It 
is not known if the difference is due to real annual variations, or 
indicates that the Hartmann mean zonal winds are systematically too low. 
It is also possible to compare the winds calculated from the 
Vg(p,&,6) -  Vg(lOOO,0,d) T(p,ô,^) (dlnp) 
2fla sinG cosO JlOOO 
(19) 
B. Comparison to Measurements 
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Figure 12. A comparison of zonally averaged zonal winds (Uy) taken from 
' - - (U. 
80 
Van Loon et al.(1971), and those g) calculated from the  i)  
- H-
Hartmann data setj^ The latitudinal dependencies are similarj_ the 
; 
magnitude of the Ug is consistently lower than that of the Uy. 
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Hartmann temperatures to winds calculated from geopotential fields 
which were obtained for pressure levels 1000 and 200 mb from the 
Australian Bureau of Meteorology. The geopotential fields are based 
on a combination of conventional radiosonde data and some satellite 
data, augmented by general circulation model results for data poor 
regions of the southern hemisphere. Since there is a reasonably dense 
radiosonde network ringing the Antarctic continent, it is anticipated 
that the geopotentials are fairly accurate in the 60 - 70 °S region. 
The purpose of the comparison is two fold. First, t±is provides an 
independent set of geostrophic winds Vq with vdiich to compare the 
—& 
Hartmann winds vy. Second, the geopotential fields are available for 
several years. Since the wind field as well as the temperature field 
is important to the sink calculation, it is required that the winds be 
compared for several years to determine annual variability of the 
Antarctic sink. 
The average zonal winds were calculated from zonally averaged 
geopotential fields according to 
These winds were found to be similar to the Hartmann average zonal 
winds in magnitude and latitudinal dependence. 
The geopotentials were also used to calculate the meridional 
winds at 10 degree Intervals of longitude at 50 and 70°S, according to 
In spite of the differences in the data sources, Including the time 
UG(200) - UG(IOOO) 1000J (20) 
v(;(200,ô,j5) - vg(1000,&,(4) = _1 
2 JTLa sinO cosd b ^  &f^200 " ^looo)^^^^ 
60 
span of the satellite measurements compared to the synoptic character 
of the geopotential field, the main features of the meridional wind field 
are reproduced in both calculations as shown in figure 13. The maTcimnm 
Hartmann winds are consistently lower than the maximum winds calculated 
from the geopotential fields. 
For 1975-76, real measurements of the meridional wind from the 
TWERLE balloon experiment (Julian et al., 1977) have been compared to 
geostrophic meridional winds calculated from the Australian geopotential 
fields. Difficulties in the comparison of these winds are formidable, and 
include the uncertainties in the geopotential field and the facts that the 
balloon measurements are of real wind, not the thermal wind, and that the 
balloon measurements are made throughout the day at a lower pressure level, 
about 150 mb. In spite of these difficulties, the geopotential derived 
winds (VQ) provide an estimate of the balloon measured winds (vg). In 
figure 14, the number of balloon measurements in each 5 m/s interval is 
plotted for a given 5 m/s interval of the geopotential derived winds. The 
Intervals and the corresponding Interval numbers are given in table 8= For 
0 ^  Vq ^  5 m/s. Interval 10, the distribution of the balloon measurements 
is approximately represented by a Gaussian centered on the same interval. 
For Intervals corresponding to larger values of Vg, the distribution of 
the balloon measurements shifts, and is centered around an interval cor­
responding to lower winds. Thus, the large values of the geopotential 
derived winds are concluded to overestimate the actual winds. It has 
been suggested that winds derived from satellite measurements are 
too smooth and underestimate the true wind speed. However, since 
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Figure 13. A comparison of 200 mb meridional winds calculated from the 
Hartmann data set (Vg) and winds calculated from the 
southern hemisphere geopotentlal grids (Vg). 
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Vq INTERVAL 7 
Vq INTERVAL 8 
VqINTERVAL 9 
 ^%.! m 
Vq INTERVAL 10 
Vg INTERVAL 
Figure 14. The number of balloon measurements of winds (Vg) in each in­
terval (see table 8) for a given interval of winds calculated 
from southern hemisphere geopotential grids (Vg). The slanted 
lines emphasize the balloon measurements which are in the same 
interval as the Vq. For low wind speeds (Vg interval 10) the 
distribution of balloon measurements is nearly symmetric. For 
high wind speeds (Vg interval 7) the distribution of balloon 
measurements is centered about an interval corresponding to 
lovTer speeds. This indicates that the large Vq overestimate 
the actual winds. 
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Table 8. Interval of wind and corresponding interval number used in 
comparing balloon measured winds and winds calculated from 
the southern hemisphere geopotential grids. 
Interval number Interval (m/s) 
1 45 6 v <. 50 
2 40 £ v 4 45 
3 35 * v < 40 
4 30 1 v < 35 
5 25 6 v < 30 
6 20 6 v < 25 
7 15 6 v < 20 
8 10 & v < 15 
9 5 < v < 10 
10 0 ^  v < 5 
11 - 5 f v < 0 
12 -10 ^  v ^  - 5 
13 -15 6 v < -10 
14 -20 6 v < -15 
15 -25 S v<-20 
16 -30 S v<-25 
17 -35 < v <-30 
18 -40 ± v<-35 
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the large values of geopotential derived winds overestimate the 
Hartmann geostrophic winds and the balloon winds', it is concluded that 
the Hartmann winds are the more reliable estimate of the winds for 1973. 
The geopotential derived winds, however, may be used to provide an 
estimate of wave activity in other years. Examination of the geopotential 
derived geostrophic winds for 1973, 1974, and 1975 winters does not 
reveal large differences in the magnitude or duration of the distur­
bances. This will be considered in the application of the model results 
for 1973 to the years 1974 and 1975. 
In conclusion, the Hartmann winds are seen to be representative 
of the true winds for the 1973 winter. The uncertainties in the 
results of the model calculation lAiich are caused by inexactness of the 
wind field will be discussed in Chapter V. 
C. Analytic Representation of the Wind Field 
In an effort to derive a representation of the wind field that 
could be integrated, the meridional wind field at 70°S was Fourier 
analyzed. The most important features of the winds were found to be 
included when only the first three wave numbers are retained, as shown 
in figure 15. 
Although the meridional wind field at 70 °S and the average zonal 
wind field are well-represented by the winds derived from the Hartmann 
temperatures, more information is required for this calculation. 
The satellite temperatures are not sufficiently precise to attempt 
to determine velocities on a finer scale; thus the latitudinal 
20 
10— 
i/ï 
10— 
—20— 
70 «S 
100 mb 
JULY 31 
-30 
300 100 
LONGITUDE 
Figure 15. The circles represent meridional winds calculated from the Hartmann data set (V^). The 
curve is the sum of the first three Fourier components of the V». Itiree wave numbers are 
seen to be sufficient to reproduce the significant features of the meridional wind field. 
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structure of the wind field must be estimated. This structure must be 
determined in such a way that mass continuity Is maintained when 
zonal and meridional mass fluxes are tabulated. In other words, the 
wind field will be represented by functions which are analytic in 
order that the continuity equation 
JkÇ + V V a +p(V-'v) = 0 (22) 
may be Integrated. 
The vertical velocity is assumed constant with latitude and 
altitude over the region of interest as In Chapter III. Balance is 
assumed to exist between the mass transported by the vertical velocity 
and the mass transported by the net poleward velocity, also discussed 
in Chapter III. 
-& ^  + -rfes = 0 , <23) 
thus these terms are removed from the continuity equation. The time 
dependence and horizontal variations of the density are neglected. Under 
these conditions and noting that the zonal and meridional winds may be 
written in terms of a zonal average component and a perturbation 
component ( u = u (of.) + u(<X,^); v = v(oC) + v(0C,^) ), the continuity 
equation may be written 
The negative sign appears because the meridional wind is taken to be 
positive when directed toward the north pole, and the unit vector 
in the direction of increasing OC(co-latltude) is positive when directed 
toward the south pole. This equation is used to find the relationship 
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between the wave components of u and v. 
Since the meridional wind field is well represented by three 
wave numbers 
3 
v(od ,^) = Z Vn(«<) cos W - ) (25) 
n=l 
equation 24 may be written 
5. Vjj(oC) cos(n4 - ) ) sinoc] (26) 
This equation may be integrated with respect to 4> yielding 
u = u(oC) + sin(n^ " ^n(^) ) sinotj 
Mass flux in the east direction for a thin layer is given by 
(27) 
u(o<) a do6 = pAzl\ u(oC) a dvC + a Z YnjjBL) sin(nd - S ((X.) 
" -kl ^ n=l n 
• sin oc r ^ (28) 
lo^i 
Similarly, in the north direction mass flux for a thin layer is given by 
C^2 J C 
pAzI Z. v^(«^) cos(nd - G^(cL)) a sinCC d^ 
~ "''^ 1 3 r 1^ 2 
= OA z X a siiiaC^n( P^X 8in(n^ -0g^(0<.))| (29) 
n=l \çfi 
Note that these integrations require that ir(oC) and the Vj^(oC), ^ ^(oO 
are well behaved functions. Equations 28 and 29 would be derived 
simply by requiring that the mass entering = mass leaving for the 
box surrounding the grid point. Because temperature variation over 
the 5 by 5 degree box is small, the density variation over the box is 
small and its effects are easily shown to be negligible. 
To obtain the required expression for u(©C), weekly averages of 
the Ujj(p,0L) were fit to a form 
u(p, oL) = C(p,"t) ( TT - oC) sin (D(p,t) ( TT - oL) ) (30) 
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This allows the strength and position of maximum winds to vary and fulfills 
the requirement that the average zonal wind be zero at the pole. Values 
of C and D derived from the data are given in table 9. The geostrophic 
winds are compared to those calculated from these values in figure 16. 
The mass of ice removed by the Antarctic sink mechanism has been 
thought to be limited by the stability of the polar vortex, which would 
prevent air from the mid-latitudes from entering the polar region during 
the winter. When this representation of the average zonal wind was 
developed, it was found that the 150 mb level is a transition level. 
At lower altitudes the latitude of maximum wind remains at approximately 
30°S throughout the winter. At these altitudes meridional exchange is 
not prohibited because the zonal wind and the maximum meridional wind are 
about the same size. Above 150 mb, the position of the maximum moves 
poleward with time, nearing 70OS by the end of the winter. However, even 
at 30 mb, the average latitude of maximum winds ('v.60°S) is equatorward 
of the region of sub-saturation temperatures. Even within the polar 
vortex, it is possible that meridional motion could enhance the sink. 
This means of expression of the latitudinal dependence of the 
average zonal wind is not unique. It was chosen because it well represents 
the strength and position of maximum winds. Because the polar vortex 
inhibits meridional movement, and because the ten^eratures near the 
pole are nearly zonally symmetric, it was concluded that it is more 
important to fit this feature well than the winds closer to the pole. 
The derivation of the latitudinal dependence of the perturbation 
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Table 9. Values C(p,t), D(p,t) derived from zonal wind data and used to 
generate average zonal winds according to equation 30. C is given 
in m/s; D is dimensionless. 
Averaging 
Interval Week 1 Week 2 Week 3 Week 4 
Pressure (nb) C D C D C D C D 
30 100.8 3.32 109.7 3.32 109.7 3.31 116.1 3.32 
50 79.4 3.32 85.4 3.32 84.9 3.32 89.2 3.32 
70 67.9 3.32 72.3 3.32 71.6 3.32 75.2 3.32 
100 52.1 2.91 61.3 3.32 52.9 2.91 63.3 3.32 
150 42.0 2.11 40.5 2.11 35.2 1.94 47.1 2.91 
200 41.4 1.94 40.1 1.94 38.9 1.94 43.0 1.94 
250 41.6 2.02 38.6 1.94 37.5 1.94 41.2 1.94 
Week 5 Week 6 Week 7 Week 8 
Pressure(mb) C D C D C D C D 
30 120.5 3.32 121.2 3.32 145.2 3.87 144.2 3.87 
50 93.8 3.32 93.6 3.32 115.0 3.87 104.4 3.58 
70 78.7 3.32 78.8 3.32 83.8 3.32 82.9 3.32 
100 67.4 3.32 65.9 3.32 70.4 3.32 69.9 3.32 
150 49.9 2.91 39.0 1.94 57.0 3.32 57.0 3.32 
200 38.6 1.79 43.4 1.94 41.7 1.94 42.0 1.94 
250 37.8 1.79 42.5 1.94 40.5 1.94 40.0 1.94 
Week 9 Day 64 — 68 
Pressure (mb) C D C D 
30 146.9 3.87 146.9 3.87 
50 117.8 3.87 118.4 3.87 
70 99.9 3.87 100.5 3.87 
100 71.2 3.32 71.2 3.32 
150 51.3 2.91 59.0 3.32 
200 42.2 1.94 40.7 1.94 
250 40.1 1.94 39.2 1.94 
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This is a comparison of the July 1 - July 7 average of the 
zonal mean of the zonal wind (circles) and the zonal winds 
generated by values C(p,lE), D(p,TO (solid lines) according to 
equation 30. 
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component of the meridional wind is less straightforward. On a daily 
basis, there is no clear relationship between the wave coefficients at 
40, 50, 60 and 70°S. Therefore,monthly averages of the wave coefficients 
were calculated. The latitudinal structure may be estimated from these 
monthly averages, but the latitudinal structure must be estimated all the 
way to the pole, and the data provide no information in this area. 
Therefore, a second source of information, satellite measurements of the 
15 Mm CO2 emissions (radiance) wore examined. In an ideal situation, 
the radiance derivative is related to the meridional geostrophic 
wind according to 
where W is an instrumental weighting function, and K is constant. This 
relationship is derived in Douglass and Stanford (1980). Because of this 
relationship, the latitudinal structure of the radiance derivative for a 
channel may provide an estimate of the latitudinal structure of the merid­
ional geostrophic wind in that region of the atmosphere. Monthly averages 
of Fourier coefficients calculated from grids derived from radiance 
measured by channel B4 of the Nimbus 5 Selective Chopper Radiometer were 
multiplied by 1—. ^ I to account for the latitudinal dependencies of 
I S XTl I 
the longitudinal derivative and the Coriolis parameter. Equatorward of 
70°S, the latitudinal dependence of the radiance is not similar to that of 
the wind coefficients because channel B4 is sensitive not only to the re­
gion of interest (250-30 nib), but also to higher altitudes. During the 
winter, high altitude wave activity, v^lch is pronounced at mldlatitudes, 
causes poor correlation between lower stratospheric wind and radiance wave 
"b 4 d(lnp) (31) 
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amplitudes. Poleward of 70°S this high altitude wave activity is 
greatly diminished, and the radiance wave amplitudes are expected to 
provide a reasonable estimate of the latitudinal dependence of the 
coefficients. The radiance wave amplitudes are interpolated to 70°S 
and normalized to the v^ wave amplitudes there. The latitudinal 
structures developed in this way are given in figure 17. The data 
are fit by least squares to a form 
Vn(G) = (A* I Go - G| Ga + BJ (32) 
For wave numbers 2 and 3, Vn(G) is required to equal zero at the south 
pole. Vi(G) Is not necessarily zero at the pole; for this calculation 
it is chosen that v]^(90°S) = vi(50OS). Coefficients resulting from 
these fits are given in table 10. The data points and the fits are 
shown in figure 17. 
The final quantity necessary to estimate is the latitudinal 
dependence of the phase of the wave. The average position of the 
three waves was determined for July and for August. There was little 
difference in the two months, so the data for both months were combined. 
The average positions at the four latitudes for each wave were fit 
to straight lines. The results are; 
&i(G) = 3.8(6 - 70) + 5,(70) ; (33a) 
62(0) = 2.9 ( G - 70) +£pO) ; (33b) 
<^3(G) = 0.7 ( G - 70) + (1^70) . (33c) 
The phase shifts are calculated in radians; the latitude here is in 
degrees south. 
Now that all latitudinal dependencies have been developed, a daily 
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Figure 17. Monthly averages of the Fourier coefficients of the 100 mb 
meridional wind at 3 latitudes are given by circles. Nor­
malized values of the Fourier coefficients of radiance waves 
are given by triangles. The curves are the least squares 
fits of each data set to equation 32. These curves give the 
latitudinal dependence of the amplitude of the wave components 
of the wind field. 
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Table 10. Values derived from wind and radiance wave amplitudes and used 
to specify the latitudinal dependence of wave disturbances. 
and have units m/s; the are dimensionless. The winds 
are calculated from these values according to equation 32. 
n 1 2 3 
July 
0.015 0.001 0.009 
Bn 1. 4.98 5.85 
Cn 1.29 2.65 2.00 
^n 
0.015 0.056 0.006 
Bn 1. 6.25 4.65 
Cn 1.21 1.46 2.06 
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wind field, based on the Fourier coefficients and the phase angles 
at 70°S, may be calculated. This result will be used in the sink 
calculation. As a final check the July average zonal wind field, 
calculated for 200 and 100 mb, is compared in figure 18 to the July 
average wind field of Van Loon et al. (1971). Except for the lower value 
of the average zonal wind, which was previously mentioned, the structure 
of the calculated field is similar to the long term average. This wind 
field is within the range of natural variability, and should provide a 
good estimate of mass transport in the lower Antarctic stratosphere and 
its effect on the proposed sink for water vapor. 
100 mb 
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13 
30-
20 
300 200 100 
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Figure 18. Hie July average of the 100 mb zonal wind at two latitudes. The curve Ug is calculated 
from the analytic expression for u(p,&,^,t) derived in this chapter. The curve Uy is 
taken from Van Loon et al. (1971), and is a long term mean value. The observation that 
the deviations from the mean are of the same order for these quantities implies that the 
representation of the wind field provides a fair estimate of the wave activity. 
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V. INCORPORATION OF THE WIND IN THE BASIC MODEL 
It is not obvious, before performing the calculation, what 
effect Inclusion of the wind field will have on the magnitude of 
the sink. At low pressures (high altitudes), where rapid removal 
of water vapor is observed as discussed in Chapter III, it is 
reasonable to expect that the amount of air spending time in the cold 
temperature regions will be increased, and more ice will fall to 
lower levels. If the meridional motions are strong enough, the 
effect could be substantial. At higher pressures (lower altitudes), 
it is not clear whether the larger amount of ice that falls from 
higher levels will compensate for the smaller increase in mixing 
ratio, compared to the zero wind case, during the time before the cold 
temperatures reach the low levels. This increase Is smaller because 
the ice is spread over a larger area by the meridional motions in­
stead of accumulating in a limited area. In this chapter, the 
development of the model including the wind field will, be presented, 
arid the model tested. The results of the calculation will be compared 
to the results of the simpler model. 
For the case of horizontal motion, neglecting variations in 
the density, the continuity equation for a tracer 
A. Model Development 
"bpx 
tt 
(34) 
becomes 
X 
•bt 
+ S (35) 
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In this equation, is the horizontal gradient operator and S is the 
source or sink of the tracer. For use in the model, this equation 
must be modified to apply to the mass of water in a box 5 degrees 
latitude by 5 degrees longitude, for a finite time step. Since all 
motion, except movement of ice particles due to gravity, is assumed 
horizontal, the vertical dimension is neglected in this development. 
The source or sink term S is taken to be zero except at the model 
boundary (62.5°S), because no water is lost or gained to the system 
due to horizontal motion elsewhere. This boundary is about 10 degrees 
latitude from the region of very cold temperatures, and is chosen 
partly because it is assumed that this distance from the cold temperature 
region is sufficient that changes in water vapor mixing ratio will be 
small, and partly because equatorward of 62.5°S the wind representation 
begins to fail. At the boundary the mixing ratio for water vapor 
is held constant. X refers to the total water mixing ratio; it is not 
necessary here to distinguish ice from vapor. Integration of equation 
35 over an area yields 
^(^X/bt) dA = -^V CvX) dA . (36) 
iHhen Gauss' theorem is applied, this equation becomes 
^CbX/3 t) dA = -^g X V.n dl (37) 
where c is the contour enclosing the area and n is normal to 1. This 
may be integrated, recalling that v = u p + v (-Ô) . is the unit 
VS. 
vector pointing eastward. G is the unit vector that is positive 
southward; since v positive refers to northward motion, the negative 
sign appears. Because water is a trace quantity in the stratosphere. 
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changes in the density due to changes in the water content of a parcel 
are negligible. Integration of equation 37 yields: 
A.& and are equal to 5 degrees; thus these integrations are over 
the contour surrounding a grid point as shown in figure 19. To reduce 
this equation to a form which may be used in the model, the mixing ratio 
along each side of the contour is taken to be the mixing ratio of the 
box from which the wind is blowing. This is illustrated in figure 19. 
Each of these mixing ratios is a function of time. If the time 
step dt is small enough that all higher order effects may be neglected, 
and i£ both sides are divided by the area A(G), then equation 38 
may be simplified. In this equation a grid point ÔQ'^O corresponds to 
I,J; thus becomes j and X(6q± becomes 3^+^ 
The change in mixing ratio for grid point I,J due to horizontal motion is 
a sin9^ d^ 
o 
(38) 
a sin@Q d^ 
(continued) 
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fôo+ûô 
+ u(ô.i6^) a de 
O 
r 9 + £iÔ 1 
- Xi J (t^)J ° u(Ô,«fo+^^) a d&J (39) 
»o 
Here wind directions are as illustrated in figure 19(a). For 
convenience, the difference j(tg4- &t) - X^ j(to) is defined X^ j ^  
that is, the change in the water vapor mixing ratio due to the winds. 
To ensure the validity of this equation, the time step must be chosen 
with care. The mixing ratio is initially constant, and experience 
with the basic model indicates that the mixing ratio does not change 
rapidly. The representation of the wind field is non-divergent, so 
when all mixing ratios are equal X^ ^  ^  is zero. 
The largest second order effect is Illustrated in figure 20. 
For rectangular coordinates and a constant wind field, the quantity in the 
closed box at t=tQ+At is actually represented by 
V _ (u^t) (v At) (1-vA t) (u At) 
* Iw *1-1,J-1 Iw *I,J-1 
(1-v A t> (w-u A t) (w-u 61) (VA t) //QS 
Iw ^I,J ÏW ^I-1,J • 
\^ere 1 and w are the length and width of the box. To neglect second 
order terms in this equation, it must be true that u^t/l and v A.t/w 
are less than 1. In the calculation, u and v are functions of position, 
and the condition to neglect second order terms Is that the mass 
removed from a box along any boundary must be much less than the total 
mass of the box. The dally mass fluxes along the boundaries of hi and 
A& equal 5 degrees were calculated and compared to the initial mass 
I-1 ,J  I-1,J 
I,J+1 I,J-1 I,J+1 
I+1,J I+1,J 
(a) 
x(e° . 6) 
X(ô, «Iq) 
X(Ô,<Jp+A^) 
(b) X(»^+A&,<5) . Xj.i j(C^) 
X(8o , «5) = Xi j(to) 
X(d, - Xi j(t ) 
X(0,6o+A^) . Xi 
§ 
Figure 19. The mixing ratios along the contours in equation 38 are replaced by the mixing ratios 
of the boxes from which the wind is blowing. 
1 i 1 
(a) t s 
• 
1 
• 
- - 1 1 
• 
• 1 1 • 1 1 
# 
• • e 
{ b )  t  s  t Q +  A t  
03 
Figure 20. When a constant wiLnd field is applied, the boxes surrounding the grid points (a) are 
displaced as indicated (b) In the time At. The box surrounding the central grid 
point, indicated by the dashed lines, is now characterized by mass from the original 
box and 3 neighbors. 
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in the boxes. It was determined that a time step of 1800 seconds is 
sufficiently small. For example, for a zonal wind of 30 m/s at 75°S 
the ratio of the mass flux to the initial mass is .1 for this time step. 
This change in mixing ratio due to the wind XL ^was incor-
1 , J , V 
porated in the basic model. A flowchart and listing of this model are 
found in Appendix C. Each day, the integrated mass fluxes are cal­
culated for 5 degree intervals of longitude along latitude circles 
at 5 degree spacing from 87.5°S to 62.50S. K_ _» is calculated each 
i, J ,v 
time step according to equation 39. The mass of ice leaving each box 
is calculated as in the simple model. All ice is assumed to enter the 
box directly below, since horizontal displacements of ice leaving a box 
are second order in time. The mixing ratio of each box is calculated 
according to 
X (to+At) = X (t ) + (Ice entering-Ice leaving) + X ^ 
I.J I,J Mass 
(41/ 
This is repeated for each box at each pressure level 48 times a day 
for the 68 days of the data set. X, _ ^ may be positive or negative. 
X » J 9 V 
At high levels, parcels with a fraction of their water removed slowly 
migrate outwards. At lower levels, parcels in which ice has accumulated 
migrate outwards, and the excess water vapor is lost to the sink 
region. Equatorward of 62.5°S, the water vapor mixing ratio is assumed 
constant and equal to the initial value used in the calculation. 
B. Model Assumptions 
In Chapter III, it was observed that several assumptions in the 
basic model which are reasonable at the start of the calculation become 
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less valid as time goes one. The validity of these assumptions in this 
version of the model, as well as new assumptions necessary to this 
version, will be considered in this section. 
For each time step, the mixing ratio of each box is calculated 
according to equation 41. Implicit in this calculation is the assumption 
that one mixing ratio may be used to identify a box, even though the 
box contains parcels with varying histories. This calculation also 
assumes that ice is removed from a box uniformly, and that ice entering 
a box is distributed uniformly. 
The first assumption is clearly valid Initially, because the mass 
mixing ratio is Initially constant. Because the wind field is non-
divergent and the temperature distribution is smooth, the histories of 
neighboring parcels are similar. The water vapor mass mixing ratio for 
each box may be thought of as a mean quantity, and the mixing ratio of the 
parcels contributing to the mean should not vary greatly from the mean. 
The results of the calculation confirm this expectation, as the mixing 
ratio gradients in both directions remain fairly small. Comparisons of 
the gradients vAiich developed in the basic model and this model are made 
in figure 21. 
The assumption of uniform removal and redistribution of ice is bet­
ter in this model than in the zero wind model. The horizontal motions 
slow the loss of water vapor in the area closest to the pole, as shown 
in figure 22. The excess water is removed more slowly from a given par­
cel. Particle size is directly related to the difference (X-Xg) and, 
as water is removed, particles become smaller. This introduces an error 
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Figure 21, The latitudinal gradients of the zonal mean water vapor mass 
mixing ratio which develop in the zero wind case (dashed 
lines) are ten times larger than the gradients ^ich develop 
vOien the representation of the full wind field (solid lines) 
is included. 
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Figure 22. The water vapor mass mixing ratio at 90°S for the case in which the wind representation 
is included (circles) and the case in lAilch no winds are included (triangles). The 
saturation mixing ratio is also given (squares). Notice that the difference (X - Xg) is 
significant for a much longer period when winds are included than when they are not. 
Also notice that Xdoes not remain close to its initial value. 
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in the calculation, because each ice particle in a layer moves to a 
lower altitude. A fraction of the ice particles is lost from the layer 
during a time step; each particle in the distribution is not made smaller. 
The winds slow the loss of water from the upper layers, and reduce this 
error. 
Similarly, horizontal motions spread the water that accumulates in 
the warm lower layers over a large area, which prevents the development 
of unrealistically high local mixing ratios. Temperatures at lower levels 
become cold enough for freezing around the first of August. By this time, 
the assumption of uniform distribution of water entering the layer is 
closer to the actual state, since the mixing is no longer required to 
be instantaneous. 
The assumptions regarding particle formation are improved, because 
the distributions of condensation nuclei and water vapor depart less from 
their initial states. The conditions remain closer to the conditions for 
nacreous cloud formation, and the assumption that the Antarctic sink ice 
particles resemble nacreous cloud particles is mors valid. 
It is concluded that the winds improve the calculation in two ways. 
First, since the actual winds are not zero, the real process is more 
closely modeled. Second, assumptions needed in the calculation are 
more reasonable than the results of the zero wind calculation Inferred. 
C. Response of the Model to Changes in Wind Parameters 
It is important, since these winds are only an approximation of the 
true wind field, to determine the dependence of the calculation on the 
wind parameters. After the model was developed, a one-level version 
was considered to examine this dependency. The ten^perature field is 
estimated, using values derived from the Hartmann data set, as described 
in Chapter II. The base temperature used in this calculation is the 
July - August average of the 30 mb temperature at 90°S, 179 K. The 
temperature field is held constant throughout the calculation. The time 
period is chosen to be 30 days because this is roughly the duration of 
the coldest temperatures at any one level. The 30 mb level was chosen 
because there is no ice entering from above. This fact and the constant 
temperature ensure that the changes in the wind field parameters are the 
source of changes in the model results. It will not be necessary to 
separate the changes due to wind field parameter variation from changes 
due to temperature variation or changes in the ice flow from the level 
above. 
The parameters describing the average zonal wind field as well as 
the wave coefficients were varied. From Chapter IV, the average zonal 
wind is given by 
u = C (TT-ol.) slnD (ir-of.) . (42) 
Since the position of the maximum is well represented by this expression, 
only the G parameter is varied. The meridional wind is given by 
V = % cos (n^ - 5^(8)) • (43) 
The temperature field is symmetric, therefore the phase parameter is 
not varied. Results of this calculation for C±25% and v^±25% are given 
in figure 23. Also shown are the results of this calculation for zero 
wind. The changes in total mass of water removed due to variations in 
the wind field are small, even though including the wind field increases 
uu 
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C'=0.75C 
WIND = 0 
30 20 20 
(doys) TIME 
Figure 23. The mass of water vapor removed from one layer, using the model which was developed to 
test the dependence of the full model results on the wind field parameters. Twenty-five 
percent variations in the wind Fourier coefficients (V^) and the average zonal wind 
strengths (C) produce small changes compared to the case in which the standard wind 
parameters were used. The models do not approach the X = constant (total replacement) 
situation, although they show a significant increase compared to the zero wind case. 
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the Ice removed by more than a factor of 2. It should be noted that the 
winds do not totally replace the ice that falls from the layer. This is 
also illustrated in figure 23. 
The changes in the mass of ice removed as a consequence of signifi­
cant variations in the wind field parameters are small. This indicates 
that the calculation is not critically dependent on the wind field para­
meters. The representation of the wind field was shown to be reasonable; 
therefore, errors in the winds have only small effect on the final result. 
This one layer model was also used to determine the changes intro­
duced by a ±20% variation in terminal velocity. As discussed in Chapter 
III, this variation produced little change in the one-dimensional cal­
culation ^ en the polar temperature profile was used, but significant 
variation \^en the teng)eratures were increased by 3K. The results, given 
in table 11, represent an average of these cases. The area closest to the 
pole loses most of its available water in all three cases, and makes a 
nearly constant contribution to the total water lost. Further from 
the pole, the variation in Wj- produces the same variation in the amount 
of water removed. The results in table 11 are a weighted sum. This 
represents the uncertainty introduced by 20% variation in w^.. 
D. Model Results 
The total amounts of ice passing the lower boundary of each 
layer in 68 days, for initial mixing ratios of 2.7 and 3 ppmm are given 
in table 12. The results for X(t=0) equal 3 ppmm, zero wind calculation, 
are reproduced for comparison. At upper levels, an increase is seen over 
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Table 11. Percent change in the mass of water removed from the 30 mb 
layer in the one layer model for a ± 20% variation in the 
terminal velocity W^q. 
Terminal velocity Mass Removed Percent change 
(8 H2O) 
^t 
= 0.8 2.4 X 1012 - 14 % 
Wt = "to 2.8 X 
CM 0
 -
^t = 1-2 "to 3.1 X 
10I2 + 11 % 
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Table 12. Mass of ice crossing the lower boundary of the layer indicated 
in 68 days, and the average final mixing ratio for water vapor 
in that layer in the region 62.50s - 90°S. 
= 2. 
(winds included) 
7 ppmm X^ = 3.0 ppmm 
(zero wind) 
X^ = 3.0 ppmm 
Pressure Mice %f Mice %f Mice 
(inb) (lOlO kg) (ppmm) (lolO kg) (ppmm) (lolo kg) (ppmm) 
30 0.32 2.65 0.44 2.93 0.27 2.38 
50 0.78 2.57 1.1 2.82 0.62 2.41 
70 1.1 2.56 1.5 2.81 0.90 2.62 
100 1.1 2.61 1.7 2.86 1.2 2.70 
150 0.62 2.73 1.1 3.02 1.2 3.01 
200 0.68 2.66 1.2 2.94 1.3 2.94 
250 0.12 2.81 0.31 3.15 0.91 3.26 
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the zero wind case. At the boundary of the calculation, where the mixing 
ratio is held constant, the mass of water entering due to horizontal 
motion exceeds the mass of water leaving for all 68 days for the top 
three levels. For the lower 3 levels, the wind field has a negative 
effect on the total ice passing the lower boundary. This is due to the 
loss of accumulated ice, which occurs because at these pressures the 
zonal wind is less intense, as noted in Chapter IV. In spite of the 
loss, the final mixing ratio for each level is higher in the case in 
which wind is included than in the zero wind case, and the estimate of ice 
removed for the remainder of September is correspondingly higher, as shown 
in table 13. When the systematic errors in the estimated temperature 
calculation are accounted for, as discussed in Chapter III, the mass of 
ice crossing the 225 mb level is 1.5 x 10^® kg for X(t=0) equal 3 ppmm, 
and 8.4 X 10^ kg for X(t=0) equal 2.7 ppmm. 
The amount of ice crossing 225 mb for this case is equal to the 
amount for the zero wind case. However, there are substantial differences 
in the calculation. The result of the zero wind calculation was nearly 
independent of w, as Indicated by the nearness of the 200 mb level 
average mixing ratio to its initial value. This is not the case in this 
calculation. The final mixing ratio of the 200 mb level is significantly 
higher than the initial value in both cases, and it was shown in Chapter 
III that under this circumstance addition of a downdraft velocity makes 
a significant change in the value of the sink. It is also observed that 
water vapor is lost to the sink region daily at 150 mb. Ice entering 
the layer evaporates and slowly migrates to the boundaries of the calcu-
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Table 13. Mass of ice crossing the lower boundary of the layer 
Indicated during the remainder of September, and the 
average final mixing ratio for water vapor in that layer 
in the region 62.5°S - 90°S. 
II •H x 
1 
(winds included ) 
2.7 ppmm = 3.0 ppmm 
(zero wind) 
\ = 3.0 ppmm 
Pressure Mice Mice Mice Xf 
(mb) (1010 kg) (ppmm) (1010 kg) (ppmm) (lOlO kg) (ppmm) 
30 0 2.65 0 2.93 0 2.38 
50 0.01 2.55 0.02 2.79 10-4 2.41 
70 0.05 2.51 0.07 2.74 2x10-3 2.61 
100 0.13 2.54 0.18 2.88 3x10-2 2.70 
150 0.40 2.56 0.52 2.78 0.23 2.86 
200 0.11 2.84 0.19 3.37 0.12 3.00 
250 0 2.89 0.02 3.27 0.02 3.35 
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lation. Both the daily accumulation of water vapor and the daily loss of 
water vapor are illustrated in figure 24. From this figure it is seen 
that the time from the onset of the addition of large quantities of 
water to the layer and the loss of large quantities of water from the 
layer is about 10 days. For a downward velocity w of about 0.2 cm/s, this 
water would reach the tropopause before leaving the polar region. Since 
this air has a higher mixing ratio than the initial mixing ratio, this 
would also make a significant change in the results. 
Under optimal conditions, all water which accumulated in the 200 mb 
layer, as well as all water which is lost to the sink region by meridional 
motion^would reach the troposphere. In addition, ideally there would be 
no negative effect on the value of the specific sink due to removal by 
the downward velocity of parcels with total water content that is less 
than the original water content. In this case the sink would be increased 
to 2.7 X 10^® kg for X(t=0) equal 3 ppmm, and 1.6 x 10^^ kg for X(t=0) 
equal 2.7 ppmm. This is the maximum amount of water vapor that could 
have been removed from the stratosphere due to freezing in 1973. 
This represents a significant change from the water removed in 
die zero wind case, but the amount is not large when compared to the 
amount of water initially present between 20 and 225 mb, 62.5 - 90°S 
(15% for X(t=0) equal 3ppmm; 9% for X(t=0) equal 2.7 ppmm). The reason 
for this is found in the wind field. It was felt, as discussed in 
Chapter III, that meridional motion could significantly alter the amount 
of water available to be removed, if not by involvement of air from 
outside the polar vortex, then by involvement of air within the vortex 
but outside the range of the sub-freezing temperatures. As shown in 
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Figure 24. The excess water added each day to the 150 mb layer (triangles) 
due to settling of ice particles from high levels, and the 
amount of water lost to the sink region (circles) due to the 
meridional motion. Note that the time of large additions to 
the layer precedes the time of large losses by about ten days. 
96 
figure 22, because of the wind field additional air is involved at high 
levels, but the effect is not nearly strong enough to replenish water 
vapor in the coldest regions as fast as it is removed. Ultimately, at 
all levels the mixing ratio in the coldest areas decreases below its 
initial value. The magnitude of the Antarctic sink for 1973 is limited 
by the latitudinal extent of cold temperatures, and by the small amount 
of exchange of air between colder and warmer latitudes. The duration of 
the cold temperatures is not the primary limiting factor, as it would be 
if the winds were stronger. Because this is true, the uncertainties in 
the particle characteristics and the errors introduced by the assumptions 
of uniform mixing in a layer are of less importance. They are important 
to the exact value of the sink for a given year, but the mass removed 
will still be limited by meridional motion. Furthermore, because the 
amount of water involved in the mechanism is limited, it can be safely 
assumed that the ice cannot be removed much more rapidly than in the 
model, or the persistence of the Maudheim cloud veil could not be 
explained. In sum, the magnitude of the sink can not be increased 
significantly, unless very large errors are shown to exist in the wind 
field. 
E. Annual Variability 
The calculation, based on temperature fields estimated from the 
polar temperature profiles only, as described in Chapter II, was 
performed for 1973, 1974 and 1975 for initial mass mixing ratio = 3 ppmm 
and for 1973 for = 2.7 ppmm. Systematic errors are accounted for by 
comparing the 1973 results to the results of the calculation for that year 
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including the wind. This is justified by the observation in Chapter IV 
that based on the southern hemisphere geopotentials, the 1973 wave activi­
ty in the polar region was not blatantly abnormal and by the small changes 
in the model produced by changes in the wind parameters discussed in sec­
tion C. The limits of the sink for each year are given in table 14. Sev­
eral observations may be based on these results. The amount of water 
removed each year is variable, and the dependence of the sink on the tem­
perature field is greater than the dependence on the initial mixing ratio. 
Compared to the mass of water initially present in the sink region the 
annual variation is not large, and compared to the global mass of strato­
spheric water vapor, the annual variation is small enough that it is un­
likely to produce a measurable effect. 
The magnitude of the Antarctic sink has been calculated using a 
model for 1973, and estimated using a less complete model for 1974 and 
1975. The model results were shown to be consistent with the limited 
observations of the cloud veil in the Antarctic. The response of the 
model to changes in the winds has been tested, and it was shown, assum­
ing the winds used in the model are not very unrealistic, the the mass 
of water removed annually is in the range 1 - 3 x IQlO kg. In the final 
chapter, this result will be discussed in the context of the annual stra^ 
tospheric water vapor budget. 
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Table 14. Estimates of sink strengths for 1973, 1974 and 1975. The 
1974 and 1975 calculations are based on the polar temperature 
profile. The ranges are derived by comparing the 1973 
calculation based on the polar temperature profile to the 
1973 results of the model including the representation of the 
wind field. 
Year (ppmm) Mass H2O Removed (kg) 
Lower limit Upper limit 
Maximum percentage 
stratospheric H2O 
1973 
1974 
1975 
2.7 
3.0 
3.0 
3.0 
1.5 X lOlO 2.7 X lOlO 
8.4 X 109 1.5 X 1010 
2.0 X 10^0 3.6 X 10^0 
6.0 X 109 1.0 X 10 
^2 % 
"^0.5% 
1.3% 
1.0% 
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VI. CONCLUSIONS 
The amount of water removed from the stratosphere by the freeze-
out mechanism as modeled in the preceding chapter is small, nearly a fac­
tor of ten smaller than the amounts suggested by Ellsaesser (1974) and by 
Penndorf (1978) to be necessary to provide balance in the annual strato­
spheric water vapor budget. In this chapter, the relationship of the 
results to observations of stratospheric water vapor mixing ratio, as sum­
marized in Chapter II, will be considered. The implications of these re­
sults for the proposed sources of stratospheric water vapor, as described 
in Chapter I, will be discussed. Finally, some ideas for the resolution 
of the problems which remain in the annual stratospheric water vapor bud­
get will be presented. 
Â. Relationship of Results to Observation 
A long term trend in water vapor mixing ratio has been observed in 
the data of Mastenbrook (1974b), Harries (1973) and Cluley and Oliver 
(1978), and may be inferred from the annual number of nacreous cloud 
sightings as reported by Stanford and Davis (1974). For 1963 - 73, the 
trend is reported to be 1 ppmm/decade. The Antarctic sink, as calculated 
far 1973 and estimated for 1974 and 1975, is far too small to influence 
a trend of this size. Globally, the trend represents a 3 to 5 percent 
annual change in the total amount of stratospheric water vapor. 1973 is 
the last year before a decrease in the water vapor mass mixing ratio is 
observed, and could be expected to be a year in which the freeze-out ef­
fect is a maximum. In spite of the large value of initial mass mixing 
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ratio, compared to the values observed in the previous decades, the Ant­
arctic sink for 1973 is only a one percent effect. For all three years 
for which sink estimates are made, with the same initial mixing ratio, 
the variation in the sink strength is large when comparing one year to the 
other but small compared to the long term trend. It is concluded, by com­
paring the results of the full calculation for = 2.7 ppmm and = 3.0 
ppmm that the long term trend will have a small effect on the magnitude 
of the sink, by influencing the amount of water vapor in the polar region. 
It is also concluded that the Antarctic sink has no effect on the long 
term trend. 
An annual cycle has been reported in the water vapor mixing ratio 
for the lower stratosphere in northern middle latitudes (Mastenbrook 1974b). 
The amplitude of this cycle is about 0.25 ppmm at 90 mb, and is smaller 
at higher elevations. This has been suggested to result from variation 
in the height and temperature of the tropical tropopause. At the end of 
the sink calculation, the average value of the mixing ratio in the 100 mb 
layer, the model layer including 90 mb, in the area from the pole to 62.50S 
Û 
is 2.86 ppmm, a decrease of 0.14 ppmm. Because water vapor ( 2 x 10 kg) 
was transported into the sink region at this level, the water vapor mixing 
ratio may show a decrease of 0.1 to 0.2 ppmm as far equatorward as 48°S, 
assuming that the decrease is uniform with longitude and confined to this 
layer. This decrease in the water vapor mixing ratio is greatest at the 
time of year when the most water vapor should enter the southern hemisphere 
stratosphere in the tropics. Because the amplitude of the northern hemi­
sphere annual cycle and the size of this decrease are of the same order, 
101 
detection of a similar cycle in the southern hemisphere could be more 
difficult. Measurement programs such as that of Hyson (1978) should be 
continued at regular, monthly Intervals. 
Because the amount of water vapor removed from the stratosphere is 
small, it is expected that the gradient produced by the process would be 
small. If the loss is confined to the lower stratosphere, 225 - 20 mb, 
and the final mixing ratio is unifom with height In that region and de­
creases from its initial value at 30°S linearly to a minimum at the pole, 
the gradient produced is less than 0.3 ppmm/radlan. This calculation is 
overly simplistic, as It Ignores the varying tropopause height and the 
changes in the circulation that occur with the coming of spring. It 
assumes very rapid and uniform horizontal mixing, and presumes no mixing 
at all with the rest of the stratosphere. As such, this calculation pro­
vides an overestimate of the gradient that could be produced by this proc­
ess. Furthermore, if this sort of gradient were observed in the spring 
and summer, more questions would arise. This gradient would imply that 
stratosphere to troposphere transport processes, other than the Antarctic 
sink, were returning air to the troposphere with a water vapor mixing 
ratio less than the mean stratospheric value. This would continue to 
diminish the contribution of the Antarctic sink to the annual vapor budget. 
B. Relationship of Results to Sources 
The upper limit of the amount of water vapor removed from the stra­
tosphere in 1973 ( 2.7 x 10^^ kg) is slightly larger than the lower limit 
of estimates of the amount of water vapor added to the stratosphere by 
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oxidation of methane (2 x 10kg). If no other sources are operational, 
and the methane source strength were shown to be the low estimate, the 
Antarctic sink would allow balance to be achieved in the annual budget. 
Even so, it would be difficult to explain the observed water vapor distri­
bution if this high altitude source were to be balanced only by a south 
polar sink. At least in the northern hemisphere, where there is no 
winter stratospheric sink, the lack of a pronounced vertical and pole­
ward gradient of water vapor mixing ratio remains a puzzle, especially 
if the methane source is at the upper limit of the estimates. 
C. Possibilities to Consider in Balancing the Budget 
The concept of a tropical upwelling, in which a mean flow of air 
is freeze-dried as determined by the tropical tropopause temperature, 
is most likely too simplistic. A better understanding of the processes 
by which air enters the stratosphere in the tropics is needed. This 
could provide an explanation of the minimum in the water vapor mixing 
ratio that occurs above the tropical tropopause and is seen in the recent 
data of Kley et al. (1979) as well as the data of Mastenbrook (1968). If 
the tropical source is found to be significantly smaller than simple 
theory predicts, the imbalance in the amount of water entering and 
leaving the stratosphere annually due to mean motions may be greatly 
reduced. 
The questions concerning the other sources will persist until the 
dependence of water vapor mixing ratio on latitude is firmly established. 
Kley et al. (1979) have measured only a few profiles, but feel that an 
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increase of water vapor in mid-latitudes compared to the tropics is 
suggested. As pointed out in Chapter II, there are insufficient data to 
draw a conclusion on this question. The latitudinal dependence of the 
zonally averaged mixing ratio of stratospheric water vapor will be 
necessary to develop a conclusive annual budget, and this quantity will 
probably not be well-determined until stratospheric water vapor can be 
monitored on a global scale, as by satellite. 
In conclusion, although any circulation proposed for the strato­
sphere must not contradict the observations of stratospheric water 
vapor, it is with caution that the water vapor may be used as a 
tracer of troposphere to stratosphere exchange processes. 
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APPENDIX A. 
LIST OF SYMBOLS 
OC co-latitude 
phase of the nth wave component of the meridional wind 
^ dynamic viscosity 
9 latitude 
p density 
longitude 
\ geopo tenti al 
-TV angular speed of rotation of the earth 
a radius of the earth 
e^ saturation vapor pressure with respect to ice 
g acceleration due to gravity 
1 mean free path 
n number density of ice particles 
p pressure 
r distance from center of the earth 
t time 
u X component of velocity (eastward); upper case subscripts 
indicate data source 
U zonal average of u 
Ug X component of geoatrophic wind 
V y component of velocity (northward); upper case subscripts 
indicate data source 
V  zonal average o f  v 
"v vjind velocity 
110 
meridional wind wave disturbance ang)litude of the nth component 
w mean component of downward velocity 
w^ ice particle terminal velocity 
X eastward coordinate 
y northward coordinate 
z upward coordinate, measured from surface 
Â,B parameters describing latitude and pressure dependencies of 
zonally averaged temperature field (equation 1) 
Ajj, parameters describing latitudinal dependence of wave distur­
bances (equation 30) 
C,D parameters describing latitudinal dependence of the mean 
zonal wind (equation 32) 
A(0) area surrounding a grid point 
Lg latent heat of sublimation 
mass of water removed if freezing occurs (equations 3 and 4) 
mass of water removed if no freezing occurs (equation 2) 
R gas constant for dry air 
gas constant for water vapor 
R(&,«() radiance (satellite measured emissions of 15Mm band of CO2) 
S source or sink of a trace quantity 
T temperature 
W instrumental weighting function for measurement of radiance 
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APPENDIX B. 
ONE DIMENSIONAL MODEL FLOWCHART AND COMPUTER LISTING 
Calculate v for each pressure level. 
DO 100 1=1.8 
X. (I)>X(I) YES 
I Recalculate X for the Ith level. 
Read temperature for each pressure level. 
DO 200 J=1.NDAY 
Calculate mass 
of vapor leaving 
this level and 
entering the 
level below. 
Read number of days NDAY 
downward velocity w, 
initial value X^ (8). 
Calculate mass of ice+vapor leaving 
this level and entering level below. 
Add this to total sink for this level. 
Specific sink = total water leaving (freezing) 
- total water leaving (no freezing) 
Calculate water entering due to v(I). 
Calculate water leaving if no freezing. 
Calculate X (I). 
DIMENSION X(8),XS(8),TEMP(8)*02(8)•V6AR(8) 
. REAL GENl8)/8*-0./ 
REAL ENICE«9)/9*0.0/ 
REAL EXICE(8)/8*0«0/ 
REAL SK(8) /8*0.0/ 
REAL PRESS(d) / 30., 
HEAL PRESU(9) / 25., 
C 325./ 
R=2.37E6 
G=98l« 
A=2.4E15 
CIRC=l.75E8 
PI=3.1416 
C LENGTHS GIVEN IN CM 
REAO(5,1000)NDAY * NDAYl«XI 
1000 FORMAT(2I5,E10.2) 
C NDAY:TOTAL NJ OF DAYS 
C NDAY1 :NO OF DAYS BEFORE JULY I 
C Xi: INITIAL MIXING RATIO 
READ(5,1003) WBAR 
1005 F0RMAT(F8.2) 
C FIRST CASE: WBAR = CONSTANT FOR ALL PRESSURES CM/SEC 
DO 20 I=:,8 
20 X(I)=XI 
DO 200 J=1,NDAY 
REAP(5,1050) IOAY,(TEMP(I),1=1,8) 
1050 FORMAT*I4.8F8.1) 
DO 450 K=1.8 
450 TEMP(K)=TEMP(K)+3. 
I0AY=I0AY+NDAY1 
IF(IDAY-J) 500,30,500 
30 DO 110 1=1,8 
V9AR( I)sg|BAR*A*G/(R»TEMP(I)«ClRC) 
110 CONTINUE 
SO., 70., 100., ISO., 200., 250., 300./ 
40., 60., 85., 125., 173., 225., 279., 
113 
Z 
o 
< 
3 
a 
ui 
D 
Z 
3 
UJ 
X 
»-
«f 
z 
t" 
X 
4. 
m 
— N 
< a 
* M 
» u 
o « 
o • 
s  e 
5 5  
EX 00 
< * 
CO ^ 
3B -
~ï 
O 
a 
< 
M O 
< tn 
:z 
o t-
o 
• > 
<0 00 
ce # o 
"* Ui 
M a 
«w 
Q. UI 
î ®  
». Q 
«"» • 
(A (A 
l ë  
%  
m 
w 
a * 
z 
m M 
s 
m 
m 
a 
z tu 
0 o 
1 < 
tf) •»» 00 W 1 O X UJ a. 
a > + H a 0» N «M X UJ X « M < 3 * 
a UJ m X U • o M4 f f* 3 M. UJ 3 h- U fvj m M 
tf) s w (A o CM (A V w W W) cr • UJ œ o (A Q. UJ V ce UJ k. a. 19 UI a Z 
« «M A OL 1- o X a s UI a X ## * < Z tu a * UJ »> 
* (T M * ** * # h-U. 3 < Q CM * h" o mt w m U. w n> V H (X w UJ B O Q O (A < n a z 3 o: + • X 3 o (A 
o U) a O #- O * lA X in * UJ 1 m z Z a« • X * • < 
a * 3 M o UJ 1 + f— o a (M z O N «4 J O. o» UJ z II II UJ z lu • • M N 00 * 3 3 o < UJ >0 tn • U. (A II QC II X N N o UJ o *% UJ U. M • • 
« _l UI g o M z —t W II (M 
UJ V CL «— *•> H u. X h- II II II (A z z M» (A < o < Q. M a z o UJ V) X u. B < t- < 3 UJ Q iS M «• M X a UI U X V M 
< V) Z O 
m w UJ J 
> o tL 
u V o U 
ro 
uj 
V5 
Z 
M 
> 
O 
z 
K 
O 
0. 
< 
> 
K 
< 
CO 
.« 
> 
o 
Q. 
V) 
• < O 
o r 
t-
« M 
CO m 
o 
z 
M 
> § 
lU 
H y 
«w (\j «# «% Il 
a X 
UI h» 
N 
ce 
s 
3 
y> 
UI 
g  
+ 
a 
< 
m 
» 
(3 
m 
S  
3 
g 
g 
«M 
+ 
CM 
II 
W 
O UJ 
u 
txt 
X 
UJ 
* 
< 
* 
o ^  
o ** 
w \0 w 
CO (fi 
X 
< M 
m m 
s UI 
o 
Q M 
UI X 
UI lu 
a U) 
et 
< 
3 
W UJ 
a 
û. 
-« * 
o M 
— X 
+ 
o — 
o Ui 
o u 
M 
-* X 
« UI 
. » 
o 
UI 
e 
O 
N 
M 
V 
* 
• 
o 
o 
«o 
CO 
* 
a I 
3 
i 2  < %  
a 
N 
O 
# 
< S 
y  
M 
X 
UI 
I 
m 
UJ 
3 
§ 
m 
UJ 
z 
UJ 
K 
3 
V> 
UI 
« 
t  
«VI 
X 
* 
• 
o 
e 
« 
ao 
& 
< 
m 
•m * 
* n «-« 
< o X 
* (M 4i 
3 
& 
«* + »« 4-
)iC 
W II 
* ^  
+ M et 
« < 
01 03 
U > « 
M » w 
IL z 
w UJ V) 
V 
- O 
+ t-
M 
53 (A 
? * (X 
o II • 
o *- c* 
«c w UI 
w • 
O UI 
I- u «M 
X 
î 
w * • -> 5 ^ «M «# 
H* # W 
3 
V) 
s 
I 
S  
ï  
"s 
« 
* 
lu ^ 
u w 
^ X 
sy UJ 
;)JL 
ce M 
o X u. z 
o UJ M UI 
o 
a 
UI 
w 
m# 
X 
UJ 
+ 
z ^ U) 
? z 
Il M M 
M M« 
M W Z 
W IC O 
X m u 
o 
o 
n 
o 
«M 
U U 
WRITE(6.2050) I0AY,(PRESS(KK),KK=:,8) 
2050 F0RMAT(1X*I5.* PRESSURE = *,8(F8.2,2X); 
WRITE(6«2060) (XS(KK)«KK=1,8) 
2060 FORMAT!IX,2X,'X SATURATION = ',8ElU.4j 
HRITE(6*2070I <X<KK),KK=1,8) 
2070 FORMAT!IX,2X,'MIXING RATIO = ••8E10.4) 
URITE(6,3050) (EXICE(KK),KK=1,8) 
3050 FORMAT!IX,»ICE CUT THIS DAY ».8EI0«4) 
WRITE!6.3080) !ENICE!KK).KK=1,8) 
3080 FORMAT!IX.*ICE IN THIS OAY= ••8E10.4) 
WRITE!6,3030) !GEN!KK).KK=1,8) 
3030 FORMAT!IX.*NONSPECIFIC SINK •.8£10.4> 
*RITE!6,3000) !SK!KK),KK=1,8) 
3000 FORMAT!IX,2X.'SINK',9X,'= ••8E10.4/) 
200 CONTINUE 
GO TO 9999 
500 MRITE!6#2000) 
2000 FORMAT!IX,'CARDS OUT OF ORDER*) 
9999 STOP 
END 
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APPENDIX C. 
THREE DIMENSIONAL MODEL FLOWCHART AND COMPUTER LISTING 
DO 100 I = l.NDAY 
Read temperature array 
for each pressure level. 
I Read appropriate wind field parameters. | 
NO 
for each grid poln 
Recalculate X(p,0,^,t) 
Calculate Xg(p,G,d,t). 
DO 112 N = 1,48 
No contribution 
to sink. 
Sink = total ice crossing 
lower boundary of layer 
Calculate change'in ndxing ratio 
due to horizontal winds 
Calculate mass flux for box surrounding each 
grid point, for each pressure level, each day. 
Read number of days, NDAY 
and initial mixing ratio 
= constant for X(p,6,d,t=0) array. 
Calculate mass of ice leaving this level 
and entering level below. Add to total 
sink for this level. 
DIMENSION X2(8.6172)*T£MP2(72«lâ},SK2(8) 
DIMENSION VEX(8,6,72),UEX(8,6,72),AU(8),BU(8) 
C VEXCPfiES.LAT.LQNGI LAT 87.5 S - 62.5 S 
C UEX(PRES,LAT,LONG) LAT 85 S - 65 S 
C X = CONSTANT EQUATORl/ARO OF 62.5 S 
DIMENSION X(8*6,T2),TST(8«6* 72),SK(8),TEMPI 73,19}, 
C TC0R{2,6,8» ,VC0EC3) .DCOEOI .TC0P<8) 
REAL AREA(6)/3.3TE13.2.ô9E14*5.36E14.8.00EI4,1.06E13,1.31El 5/ 
INTEGER LVL(14)/S,6,7.8,9,10,11,12,13,14,15,16,18,21/ 
REAL PRESS(8)/30«,50.,70.,100.,150.,200.,250.,300./ 
REAL PRE5U(9)/25.,40.,60.,85.,125..175.,225.,275.,325./ 
C LENGTHS IN CENTIMETERS 
C PROGRAM PROCEEDS FROM POLE TOWARDS EQUATOR 
C A: RADIUS OF EARTH 
C R: GAS CONSTANT 
C GS GRAVITY 
A=6.37E8 
R=2.67E6 
G=981. 
PI=3.141593 
RD=PI/180. 
DT=1800. 
READ(5,3020)XI,XI2 
3020 FORMAT!2E10.2) 
C XI IS THE INITIAL VALUE OF THE MIXING RATIO 
DO 10 1=1,8 
SK(I)=0.0 
SK2(I)=0.0 
DO 11 J=l,6 
DO 12 K=l,72 
X2(I.J,K)=XI2 
12 X(I,J«K)=XI 
11 CONTINUE 
10 CONTINUE 
DO 50 1=1,8 
REAO(5»7000i(TCClR(lf J#n t J-l .6) 
READ(5,7000) (TC0R(2»J,I).J=l,6) 
7000 F0RMAT(8F8.1) 
50 CONTINUE 
READ(5,7050)(TCC)P(J}, J = l ,8) 
7050 F0RMAT(8F8.1) 
R£AO(5,1000) NOAY 
1000 F0RMAT(I5) 
IT=0 
00 100 1=1,NOAY 
ICT=(I-l)/7 
00 110 LL=1,14 
READ*13) II«IDAY,ILVL 
IF(IDAY-I) 600,15,600 
15 IF(ILVL-LVL(LL))700,25,700 
25 READ(13) TEMP 
IF(LL «LE. 2 «oc:. LL .GE. 11) GO TO 110 
LT=LL-2 
LP=11-LL 
00 71 JJ=2,6 
LAT=JJ+12 
JK=8-JJ 
IFtLT .LE. 3) GO TO 82 
IF(LT «LE. 6) GO TO 85 
00 81 ML=2,72 
31 TST(LP. JK.74-MLJ =TE»tP( ML ,LAT )-TCORf 1 • JJ.LT) 
TSTCLP,JK.l)=TEHP(1,LAT)-TCOR(l,JJ,LT) 
GO TO 71 
82 DO 83 ML=2.3S 
83 TST(LP,JK.74-ML)=TEMP(ML,LAT)-TC0R<1,JJ.LT) 
TST{LP,JK,1)=TEWP(I,LAT)-TC0R(1,JJ.LT) 
DO 84 ML=36,72 
84 TST(LP,JK,74-ML)=TEMP(ML,LAT)-TC0R(2,JJ,LT) 
GO TO 71 
85 00 86 ML=2,43 
86 TST(LPtJK,74-ML)=TEMP(ML»LAT>-TC0R{1.JJ«LT) 
DO 87 ML=44,68 
87 TST(LP.JK.74-ML)=TEMP(ML,LAT)-TC0R(2«JJ»LT) 
DO 88 ML=69,72 
88 TSTCLPfJK.74-ML)=TEMP<ML#LAT)-TCOR(I.JJtLT) 
TST(LP.JK»1 ) = TEMP( l.LAD-rCORCUJJ.LT) 
71 CONTINUE 
TST(LP.l.l)=TeMP(1.19)-TC0P(LT) 
110 CONTINUE 
IF<I .EO. 1 .OR. I .EQ. 32) GO TO 310 
GO TO 301 
310 READ*5,3000)101,AVI,8V1.CV1 
READ(S,3000)102,AV2,BV2,CV2 
QEAD(5,3000)103,AV3,8V3,CV3 
READ(5«3000)ID*V170*V270,V370 
3000 FORMAT!I2.3F8.3) 
C COEFFICIENTS FOR V WIND FIT 
C V170 ETC REFER TO CALC WAVE AMPLITUDES FOR M/S 
301 IFdCT .NE. 1T)G0 TO 302 
R£A0(5«3001) (AU(J)«J=1,8) 
REA0(5,3001)(BU(J),J=1.8) 
3001 F0RMAT(4X#8F8.4) 
C COEFFICIENTS AU(P),BU(P) FOR U WIND FIT CTOP DOWN) 
IT-IT+1 
302 DO 303 tP=l,6 
REAO(5,3002) lO.L,(VCOE(J)•1,3).(OCOE(J).J=1, 
3002 F0RMAT(2I2.3F6.3,18X,3F6.3) 
L=15-L 
IFdO .NE. 1) GO TO 9998 
IF(L .NE. IP) GO TO 9998 
F2=VCOE(2)/V2 70 
F3=VCOE(3)/V370 
00 304 ITH=l,6 
TH=(182.5-5.*ITH) 
THRM=(TH-5)*R0 
THR=TH*RO 
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00 112 N=l,48 
00 111 LV=1,8 
00 200 KK=1,6 
DO 210 KL=1,72 
IF(LV .GT. 1) GO TO 57 
TEMP2(KL,KK+12)=0.0 
TEMPIKL,KK+12)=0.0 
57 TEMP(KL,KK)=0.0 
TEWP2(KL,KK)=0.0 
IF(KK .EQ. 1 .AND. KL .GT. 1) GO TO 210 
XS=3.7998$EXP(22,46-6135./TST(LV,KK,KL))/PRESS(LV) 
IF(XS .GE. X(LV«KK*K(L) )GO TO 212 
XttAT=(X(UV#KKfKL.)-XSI*PRESSCLVJ/R/TST(LV,KK.KL)*l .E3 
RAO=(.75/PI*XWATJ**(l./3.I 
ETA=(17.89+.56320TST(LV,KK,KL))*l.E-6 
CAP=2.71*ETA*SQRT(TST(LV.KK,KL))/RAO 
VT=218.*RA0**2/ETA*(1+CAP/PRESS(LV)) 
TEMP(KL,KK+6)=XWAT*AREA(KK)•VT*DT 
IF(KK .GT. 1) GO TO 213 G 
TENP(KL,KK+6)=TEWP(KL,KK+6)*72. ° 
GO TO 213 
212 TEMP(KL,KK+6*=0.0 
213 SK(LV)=SK(LV)+TEHP(KL,KK+6) 
IF(XS .GE. X2(LV*KK,KL)) GO TO 312 
XWAT=(X2(LV,KK,KL)-XS)*PRESS(LV)/R/TST(LV#KK,KL)*1.E3 
RAO=(.75/PI*XWATl $*(l./3.) 
ETA=(17.89+.5632*TST(LV,KK,KL))*1.E-6 
CAP-2 .71 *ET A* SORT ( TST(L.V« KK• KL) )/RAO 
VT=218.*RAD**2/ETA*(1•CAP/PRESS(LV)) 
TEMP2(KL,KK+6)=XWAT*AREA(KK)»VT*OT 
IF(KK .GT. 1) GO TO 313 
TEMP2(KL,KK+6)=TEMP2(KL,KK+6)*72. 
GO TO 313 
312 TEMP2(KL,KK+6)=0.0 
313 SK2(LV)=SK2(LV)+TEMP2(KL,KK+6J 
210 CONTINUE 
200 CONTINUE 
C VEX>0 NORTH OUT OF BOX IN QUESTION 
C VEX <0 SOUTH INTO BOX IN QUESTION 
DO 400 KK=I,6 
00 410 KL=l,72 
IF(VEX(LV,KK,KL)>462.461t461 
462 IF(KK «EQ. 6) 60 TO 495 
D1=X(LV,KK+1,KL)*VEX(LV,KK,KL) 
TEMP(KL.KK)=TEMP(KL.KK i-01 
TEMP(KL,KK+1)=TEMP(KL,KK+1)+01 
D1=X2(LV,KK+1,KL)*VEX(LV,KK,KL) 
TEMP2(KL,KK)=TEMP2(KL,KK)-01 
TEMP2C KL«KK+11=TEMP2( KL.KK*Ij+Dl 
GO TO 470 
461 IF(KK .EQ. 11 X(LV.KK.KL)=X(LV.KK.1 » 
IF(KK .EQ. 1) X2(LV,KK,KL)=X2(LV.KK,1) 
01=X(LV,KK,KL)*VEX(LV,KK,KL) 
02=X2(LV«KK.KL)«VEX(LVfKK.KL) 
TEMPIKL.KK)=TEMP{KL.KK)-01 
TEMP2(KL.KK)=T£MP2(KL.KKI-02 
IFIKK .EQ. 6) GO TO 496 
TEMPIKL.KK+1)=TEHP(KL,KK+1)+01 
TEMP2(KL,KK+ir=TEMP2(KL,KK+l)+02 
470 IFIUEXILV,KK,KL))472,471,471 
472 IFIKL .EQ. 1) GO TO 480 
01=XILV,KK+1,KL)+UEX(LV.KK,KL) 
TEMP(KL-1.KK+1)=TEMPIKL-l,KK+1)-01 
TEMP(KL.KK+1)=TEMP{KL.KK+1)+01 
D1=X2ILV,KK+1.KL)*UEX(LV,KK,KL) 
TEMP2{KL-l«KK+l)=TEMP2{KL-l«KK+1)-01 
TEMP2(KL.KK+1)=TEMP2tKL.KK+1)+01 
GO TO 410 
471 IFIKL .EQ. 1) GO TO 490 
01=X(LV,KK+l.KL-;l )*UEX(LV,KK.KL) 
TEMP(KL,KK+1)=TEWPIKL,KK+1)+D1 
TEMPCKL-1.KK+1)=TEMPIKL-1,KK+1)-D1 
0l=X2(LV«KK+l,KL-1)*UEXILV.KK,KL) 
TEMP2(KL.KK + 1 ) = TEiMP2( KL.KK+1 )+01 
TEMP2IKL-1,KK+1)-TEMP2(KL-l,KK+1)-Dl 
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00 500 KK=2,6 
00 510 KL=1.72 
X(LV,KK,KL)=(TEMP(KL,KK+12j-TEMP<KL,KK+6))/(AREA(KK)$(PRESU(LV+lj-
C PRESU(LV)>/G*1E3I+TEMP(K4.,KKJ/AREA(KK)+X<LV«KK.KL) 
X2(LV,KK,KL)=(TEMR2(KL,KK+l2j-TEMP2(KL,KK+6))/(AREA(KK)*{PRESU(LV 
C +1)-PRESU(LV))/G*1E3)+TEMP2(KL,KK)/AREA(KK)+X2(LV,KK,KL) 
TEMP{KLiKK+12)=TEMP(KL.KK+6l 
TEMP2(KL,KK+12l=TEMP2(KL$KK+6) 
510 CONTINUE 
500 CONTINUE 
lai CONTINUE 
IÏ2 CONTINUE 
WRITE(6t6000) IDAY.XI 
8000 FORMAT!M•••I DAY IS',15,'INITIAL MIXING RAT 10••£!0.3) 
00 975 IP=1,8 
WRITE(6.8001) PRE SSdPlf SK(I IP),TEMP(73$IP) 
8001 FORMAT*IX,'PRESSURE*,F8.0,"SUM SO FAR'.El 0.4,•MASS CHANGE',ElO.4) 
975 CONTINUE 
00 650 LV=1,8 
WRITE(6,6002) LV,X(LV*1,1) 
6002 FORMAT*IX,'LV=',I 5,3X,'POLAR MIXING RATIO*,Ei0.4) 
00 610 LIT=2,6 
WRITE(6,6001)L1T 
6001 FORMAT*IX,'LIT=',15) 
WRITE*6,6000)*X*LV,LIT,IP),IP=1,72) 
6000 FORMAT*IX.5P12F10.4) 
6:0 CONTINUE 
650 CONTINUE 
WRITE*6,8000) IDAY,XI2 
00 976 IP=1,8 
WRITE(6,8001) PRESS* IP),SK2( IP) , TEMP* 73 , IP4-8 ) 
976 CONTINUE 
00 651 LV=l,8 
WRITE(ô,6002) LV,X2(LV,1,1) 
DO 611 LIT=2,6 
WRITE(6,6001)LIT 
WRITE*6,600 0)(X2(iLV,LIT,IP),IP=l ,72) 
611 CONTINUE 
651 CONTINUE 
100 CONTINUE 
GO TO 9999 
600 WRITE(6,601) [DAY.I 
501 FORMAT*IX,'DAYS OUT OF ORDER*. 
STOP 
700 WRITEC6.701) [LVL,LVL(LL) 
701 FORMAT*IX,'LEVELS UJT OF ORDER 
9998 WRITE(6«9900) 
9900 FORMAT*IX,'ERROR•) 
9999 STOP 
END 
