Abstract. We investigate constructions and relations of higher arity self-distributive operations and their cohomology. We study the categories of mutually distributive structures both in the binary and ternary settings and their connections through functors. This theory is also investigated in the context of symmetric monoidal categories. Examples from Lie algebras and coalgebras are given. We introduce ternary augmented racks and utilize them to produce examples in Hopf algebras. A diagrammatic interpretation of ternary distributivity using ribbon tangles is given and its relation to low dimensional cohomology is stated.
been widely exploited, see for example [6, 9] . The ternary self-distributivity and its cohomology theory that generalizes the binary case have been also studied [13, 21] . In this paper we produce ternary operations from mutually distributive binary operations. We study the categories of mutually distributive structures both in the binary and ternary settings and their connections through functors.
The binary self-distributivity describes type III Reidemeister move on knot diagrams. We present diagrammatic representation of ternary selfdistributivity by ribbon tangles and, by means of these diagrams, we relate the binary and ternary cohomology theories. We provide the relation between the binary cohomologies of the mutually distributive operations and the ternary cohomology of the operation they produce, in diagrammatic and purely algebraic form.
Higher arity self-distributivity is also investigated in the context of symmetric monoidal categories. In the same guise as in [5] we proceed to internalize the property of (n-ary) self-distributivity in symmetric monoidal categories. The procedure does indeed produce interesting examples of selfdistributive objects among coalgebras. Examples from Lie algebras, coalgebras and Hopf algebras are given.
This work is organized in the following manner. In Section 2 we recall basic facts regarding binary and ternary racks. In Section 3 we introduce functors (which we call doubling) from the binary and ternary mutually distributive rack categories, to the categories of binary and ternary racks, respectively. We use these functors to construct 2-cocycles which we call doubled 2-cocycles. Section 4 is devoted to the passage from binary mutually distributive racks to ternary self-distributive racks. We exhibit a direct construction of ternary cocycles from binary cocycles. In section 5 we close the circle of functors relating binary and ternary operations by introducing a construction that brings back from ternary to binary. We also discuss the relations among these functors and interpret the construction geometrically. In Section 6 we introduce the n-ary case and discuss the composition of arbitrary mutually distributive operations. This section provides a general point of view of the preceding ones. We show in Section 7 that there is an action of the braid group B n on the set of mutually distributive n-ary operations. Section 8 is devoted to the development of a purely categorical point of view of n-ary self-distributivity, extending the previous results of [5] . We define self-distributive objects in symmetric monoidal categories and constuct examples in the category of vector spaces. We describe a procedure to obtain higher order self-distributive operations from Lie algebras. We also introduce a higher order analogue of augmented rack that enables us to produce Hopf algebra versions of group theoretic examples, such as the heap operation. We finish the section by commenting on further possible developments on framed link invariants and a properadic point of view. In Appendix A we study ternary extensions in terms of 2-cocycles and provide an explicit method to construct 3-cocycles. Appendix B is devoted to the introduction In this paper all distributivity is from the right. Definition 2.5. Let T : X ×X ×X → X be a ternary distributive operation on a set X. If for all a, b ∈ X, the map R a,b : X → X given by R a,b (x) = T (x, a, b) is invertible, then (X, T ) is said to be ternary rack.
Example 2.6. The following constructions are found in [13] .
• Let (X, * ) be a rack and define a ternary operation on X by T (x, y, z) = (x * y) * z, for all x, y, z ∈ X. It is straightforward to see that (X, T ) is a ternary rack. Note that in this case R a,b = R b • R a . We will say that this ternary rack is induced by a (binary) rack.
In particular, if (X, * ) is an Alexander quandle with x * y = tx + (1 − t)y, then the ternary rack coming from X has the operation T (x, y, z) = t 2 x + t(1 − t)y + (1 − t)z.
• Let M be any Λ-module where Λ = Z[t ±1 , s]. The operation T (x, y, z) = tx + sy + (1 − t − s)z defines a ternary rack structure on M . We call this an affine ternary rack. In particular, consider Z 8 with the ternary operation T (x, y, z) = 3x + 2y + 4z. This affine ternary rack given in [13] is not induced by an Alexander quandle structure as described in the preceding item since 3 is not a square in Z 8 .
• Any group G with the ternary operation T (x, y, z) = xy −1 z gives a ternary rack. This operation is well known and called a heap (sometimes also called a groud) of the group G.
A morphism of ternary racks is a map f : (X, T ) → (X , T ) such that f (T (x, y, z)) = T (f (x), f (y), f (z)).
A bijective ternary rack endomorphism is called ternary rack automorphism. We denote by T the category of ternary racks. Let (X, T ) be a ternary rack and A be an abelian group. A function ψ : X ×X ×X → A is said to be a ternary 2-cocycle if for all x, y, z, u, v ∈ X, the following hold ψ(x, y, z) + ψ(T (x, y, z), u, v) = ψ(x, u, v) + ψ(T (x, u, v), T (y, u, v), T (z, u, v)).
This equation comes from extending the ternary operation T on X to a ternary operation on X × A, also denoted by T , according to the following definition, for all x, y, x, u, v ∈ X and for all a, b, c ∈ A, T ((x, a), (y, b), (z, c)) := (T (x, y, z), a + ψ(x, y, z)) and requiring its right distributivity. This is the content of Lemma 2.7.
Since it has not been found explicitly in literature, we include a proof and a few other aspects of ternary abelian extensions in Appendix A.
Lemma 2.7. Let (X, T ) be a ternary rack and A be an abelian group. Let φ : X × X × X → A be a map. The set X × A with the ternary operation given by T ((x, a), (y, b), (z, c)) = (T (x, y, z), a + ψ(x, y, z))
is a ternary rack if and only if the map φ satisfies the following ternary 2-cocycle condition φ(x, y, z) + φ(T (x, y, z), u, v) = φ(x, u, v) + φ(T (x, u, v), T (y, u, v), T (z, u, v)). For a ternary distributive operation T on X, we also use the notation
where y = (y 0 , y 1 ). Although strictly speaking T (x, y 0 , y 1 ) is not equal to T (x, (y 0 , y 1 )), no confusion is likely to happen by this convention. Furthermore, for x = (x 0 , x 1 ), we use the notation x * y to represent
In this notation the ternary distributivity can be written as
in analogy to the binary case. Figure 1 depicts diagrammatic representations of binary and ternary operations, on the left and on the right, respectively. See [10] , for example, for more details on diagrammatics for racks and their knot colorings.
We also recall the definition of homology of ternary racks [13] . Define first C n (X) to be the free abelian group generated by (2n + 1)-tuples (x 0 , x 1 , . . . , x 2n ) of elements of a ternary rack (X, T ). Define the differentials ∂ n : C n (X) −→ C n−1 (X) as:
Definition 2.8. The n th homology group of the ternary rack X is defined to be:
By dualizing the chain complex given above, we get a cohomology theory for ternary racks.
The doubling functor
In this section we describe a construction, called doubling, of operations on X × X from two binary operations on X. Constructions of corresponding 2-cocycles are also presented.
3.1. Doubling binary operations. Sets with multi-distributive binary operations have been investigated in [24] . Specifically, the following condition was considered.
Definition 3.1 ([24]
). Let X be a set and * 0 and * 1 be two binary operations on X. We call the pair ( * 0 , * 1 ) mutually distributive if * is self-distributive for = 0, 1, and the equalities (x * 0 y) * 1 z = (x * 1 z) * 0 (y * 1 z) and (x * 1 y) * 0 z = (x * 0 z) * 1 (y * 0 z) hold for all x, y, z ∈ X. We call (X, * 0 , * 1 ) a mutually distributive rack.
In [24] , (X, * 0 , * 1 ) is called a distributive set, and it is defined for more than two operations. Example 3.2. Let (X, * X ), (Y, * Y ) be racks. Define * 0 , * 1 on X × Y , respectively, by (x 0 , y 0 ) * 0 (x 1 , y 1 ) = (x 0 * X x 1 , y 0 ) and (x 0 , y 0 ) * 1 (x 1 , y 1 ) = (x 0 , y 0 * Y y 1 ). Then computation shows that ( * 0 , * 1 ) are mutually distributive.
Example 3.3.
The following example appears in [17] and provides examples of mutually distributive rack operations. Denote by * n the rack operation on X defined by n-fold leftmost product x * n y = (· · · (x * y) * y) * · · · * y. Then * 0 = * m and * 1 = * n are mutually distributive for positive integers m and n.
More generally, the following appears in [16, 24] . Let X be a group, and let f 0 , f 1 ∈ Aut(X) be mutually commuting automorphisms. Let * be the generalized Alexander quandles with respect to f for = 0, 1. Thus x * y = (xy −1 ) f y, where the action is denoted in exponential notation. Then computations show that * 0 and * 1 are mutually distributive.
Lemma 3.4. Let (X, * 0 , * 1 ) be mutually distributive racks. Define the operation for (x 0 , x 1 ), (y 0 , y 1 ) ∈ X × X by
Then (X × X, * ) is a rack.
Proof. We have
We note that both equalities of Definition 3.1 were used. The fact that the right multiplication is bijective is straightforward. Definition 3.5. Let R M be the category defined as follows. The objects consist of (X, * 0 , * 1 ), where X is a set and ( * 0 , * 1 ) is mutually distributive. For objects (X, * 0 , * 1 ) and (X , * 0 , * 1 ), a morphism f is a map f : X → X that is a rack morphism for both ( * 0 , * 0 ) and ( * 1 , * 1 ).
We observe that if f : X → X is a morphism in the sense of this definition, then f will automatically respect the mutual distributivity. Specifically, simple computations imply the following.
Computations also show the following. Lemma 3.7. Let (X, * 0 , * 1 ) and (X , * 0 , * 1 ) be two mutually distributive racks, and (X × X, * ) and (X × X , * ) be racks as in Lemma 3.4. If f : (X, * 0 , * 1 ) → (X , * 0 , * 1 ) is a morphism in R M , then the map F : (X × X, * ) → (X × X , * ) defined by F (x, y) = (f (x), f (y)) is a rack morphism.
Definition 3.8. The functor D R from R M to the category R of binary racks defined on objects by D R (X, * 0 , * 1 ) = (X × X, * ) through Lemma 3.4 and on morphisms by D R (f ) = f × f through Lemma 3.7, is called the doubling functor.
Remark 3.9. The functor D R is injective on objects and morphisms, but not surjective on either.
We have the following definition motivated by constructing a ternary 2-cocycle from mutually distributive binary operations and their cocycles (see Theorem 4.5 in the next section).
Definition 3.10. Let (X, * 0 ) and (X, * 1 ) be two binary racks and let φ 0 be a 2-cocycle for (X, * 0 ) and φ 1 be a 2-cocycle for (X, * 1 ) both with coefficients in an abelian group A. We say that (φ 0 , φ 1 ) is a pair of mutually distributive rack 2-cocycles, if the following two conditions are satisfied
Example 3.11. Let (X, * X ), (Y, * Y ) be racks, and ( * 0 , * 1 ) be mutually distributive operations defined on X × Y in Example 3.2. Let φ X and φ Y be 2-cocycles of (X, * X ) and (Y, * Y ), respectively. Define 2-cocycles of X × Y corresponding to * 0 , * 1 , respectively, by φ 0 ((x 0 , y 0 ), (x 1 , y 1 )) = φ X (x 0 , x 1 ) and φ 1 ((x 0 , y 0 ), (x 1 , y 1 )) = φ Y (y 0 , y 1 ). Then computations show that (φ 0 , φ 1 ) are mutually distributive.
Example 3.12. The following construction found in [17] provides a construction of mutually distributive 2-cocycles. Let (X, * ) be a rack, φ : X × X → A be a 2-cocycle, and (E = X × A, * ) be the corresponding extension. Recall that * n denotes the n-fold leftmost product x * n y = (· · · (x * y) * y) * · · · * y. Then the function φ n defined by
is a 2-cocycle. Let (X, * 0 = * m , * 1 = * n ) be the mutually distributive rack defined in Example 3.3, and let φ m , φ n be 2-cocycles defined above. Then φ m and φ n are mutually distributive. This is seen by the diagrammatic interpretation of parallel strings.
A direct computation gives the following lemma.
Lemma 3.13. Let (X, * 0 , * 1 ) be a mutually distributive rack, and (φ 0 , φ 1 ) be mutually distributive rack 2-cocycles. Let (E, * ) be abelian extensions of (X, * ) with respect to φ , (x, a) * (y, b) = (x * y, a + φ (x, y)) for = 0, 1. Then (E, * 0 , * 1 ) is a mutually distributive rack.
Theorem 3.14. Let (X, * 0 , * 1 ) and (X×X, * ) be as described in Lemma 3.4. Let φ 0 , φ 1 be rack 2-cocycles of (X, * 0 ) and (X, * 1 ), respectively, that satisfy the mutually distributive rack 2-cocycle condition. Then
is a rack 2-cocycle of (X × X, * ).
A proof will be given at the end of Section 5. The right-hand side corresponds to Figure 2 . We call φ the doubled rack 2-cocycle.
Doubling ternary operations.
In this subsection, we give a doubling construction for ternary racks.
Definition 3.15. Let T 0 and T 1 be two ternary operations on a set X. We say that T 0 and T 1 are compatible if they satisfy
A diagrammatic representation of the compatibility is depicted in Figure 3 . 
For example, one can choose M = Z 8 with T 0 (x, y, z) = 3x + 2y + 4z and T 1 (x, y, z) = −x + 2y.
We observe that if f : X → X is a morphism in the sense of Definition 3.15, then it will automatically respect the mutual ternary distributivity. Specifically, computations imply the following.
is a ternary distributive operation on X 2 .
Proof. It is enough to establish
A diagrammatic representation of this equality is depicted in Figure 4 . This diagrammatic equality follows from a sequence of moves depicted in Fig Definition 3.19. The category T C of compatible ternary distributive racks is defined as follows. The objects consist of triples (X, T 0 , T 1 ) where X is a set and (T 0 , T 1 ) are compatible ternary operations on X. A morphism between two objects (X, T 0 , T 1 ) and (Y, T 0 , T 1 ) is a map f : X → Y which is morphism in the ternary category for both (T 0 , T 0 ) and (T 1 , T 1 ).
The following is analogous to Lemma 3.7 and is shown by direct computations.
Lemma 3.20. Let (X, T 0 , T 1 ) and (X , T 0 , T 1 ) be sets with mutually distributive ternary operations, and (X × X, T ) and (X × X , T ) be ternary distributive racks constructed in Theorem 3.
Definition 3.21. We denote the functor from T M to the category of ternary racks defined on objects by D T (X, T 0 , T 1 ) = (X × X, T ) and on morphisms by D T (f ) = f × f , and call it doubling.
Remark 3.22. The functor D T is injective on both objects and morphisms, but is not surjective on either.
Definition 3.23. Let (T 0 , T 1 ) be compatible ternary distributive operations on X. Let ψ 0 , ψ 1 be 2-cocycles with respect to T 0 and T 1 , respectively. Then the following are called the compatibility conditions for ψ 0 and ψ 1 :
Theorem 3.24. Let (T 0 , T 1 ) be compatible ternary distributive operations on X. Let T be the doubled ternary operation defined in Theorem 3.18. Let ψ 0 , ψ 1 be 2-cocycles with respect to T 0 and T 1 , respectively, that satisfy the compatibility condition defined in Definition 3.23. Then
is a ternary rack 2-cocycle of (X × X, T ).
A proof will be given at the end of Section 5. We call ψ the doubled ternary rack 2-cocycle.
From binary racks to ternary racks
In [13] , a ternary rack (X, T ) was defined from a binary rack (X, * ) by T (x, y, z) = (x * y) * z. We consider the following generalization.
Lemma 4.1. Let (X, * 0 , * 1 ) be a mutually distributive rack. Then the operation T given by
is a ternary distributive operation, that is,
where the second and the fifth equalities follow from the mutual distributivity of * 0 and * 1 .
Remark 4.2. Note that given two binary operations * 0 and * 1 on a set X, the two ternary structures T (x, y, z) = (x * 0 y) * 1 z and T (x, y, z) = (x * 1 y) * 0 z may not be isomorphic in general as the following example shows. Consider the set Z 3 with the two binary operations x * 0 y = x and x * 1 y = 2y − x. The induced ternary structures T (x, y, z) = (x * 0 y) * 1 z and
. One obtains then a contradition, for example, by setting x = z = 0. Definition 4.3. The assignment of objects defined by Lemma 4.1 is denoted by F : R M → T , where F(X, * 0 , * 1 ) = (X, T ).
Let f : (X, * 0 , * 1 ) → (X , * 0 , * 1 ) be a morphism of mutually distributive sets. Define an assignment of morphisms by F(f ) = f . Lemma 3.6 implies that F is a functor.
By definition F is injective and surjective on morphisms. Proof. Let (X, T ) = F(X, * 0 , * 1 ), where (X, * 0 , * 1 ) is a set with mutually distributive quandle operations. Then for all x, y ∈ X, it holds that
On the other hand, a heap (X, T ), where X is a group and T (x, y, z) = xy −1 z, satisfies T (x, x, y) = y and T (x, y, y) = x, so that it is not in the image of F for a non-trivial group X. We construct ternary 2-cocycles from rack 2-cocycles as follows.
Theorem 4.5. Let (X, * 0 , * 1 ) be a mutually distributive rack, and (φ 0 , φ 1 ) be mutually distributive rack 2-cocycles. Then ψ(x, y, z) given by
is a ternary 2-cocycle for the ternary distributive set (X, T ) = F(X, * 0 , * 1 ).
Proof. It is sufficient to check that the map ψ satisfies the following equation
The computations below are aided by diagrams shown in Figure 5 , where each equality is represented by a type III Reidemeister move. In the figure and the computations below, underlines highlight those terms to which the cocycle condition is applied. We compute
The functor F and extensions commute in the following sense.
Proposition 4.6. Let (X, * 0 , * 1 ) be a mutually distributive rack, and (φ 0 , φ 1 ) be mutually distributive rack 2-cocycles. Let (E, * 0 , * 1 ) be a mutually distributive rack that is an abelian extension with respect to (φ 0 , φ 1 ) obtained by Lemma 3.13. Let F(X, * 0 , * 1 ) = (X, T ), and ψ be the ternary 2-cocycle obtained in Theorem 4.5. Let (E,T ) be the abelian extension with respect to ψ obtained in Lemma 2.7. Then we have F(E, * 0 , * 1 ) = (E,T ).
Proof. Suppose φ 0 and φ 1 are 2-cocycles with coefficients in an abelian group A. Let * 0 and * 1 be the binary distributive structures obtained on X × A from φ 0 and φ 1 , respectively. Then, by Lemma 3.13, (X × A, * 0 , * 1 ) is a mutually distributive rack. We want to show that the ternary structure obtained on X × A by applying F, is the same as the ternary structure obtained on X × A as a ternary extension, with cocycle ψ as in Theorem 4.5 and T obtained from * 0 and * 1 . By direct computation, F(E, * 0 , * 1 ) has ternary operation given by:
which is the ternary abelian extension on F(X, * 0 , * 1 ) corresponding to the cocycle ψ.
The situation of the proposition above is represented by the following commutative diagram.
From ternary racks to binary racks
In this section we present a construction of a rack structure on the product X × X from ternary distributive operations (T 0 , T 1 ) on X.
Lemma 5.1. Let T 0 and T 1 be a two compatible ternary rack operations. Then the binary operation on the cartesian product X × X defined by
gives a rack structure (X × X, * ).
Proof. We have the distributivity as follows
The invertibility of the map R (y 0 ,y 1 ) : X 2 → X 2 comes from the fact that, for given y 0 , y 1 ∈ X, the maps T i (−, y 0 , y 1 ) from X to X sending u to T i (u, y 0 , y 1 ) are invertible for i = 0, 1.
Definition 5.2. The functor defined by Lemma 5.1 is denoted by G : T C → R, where G(X, T 0 , T 1 ) = (X × X, * ) on objects, and G(f ) = f × f on morphisms.
Observe that G is injective on objects and on morphisms.
Proposition 5.3. the functor G is not surjective on objects.
Proof. Consider the binary rack structure on Z × Z defined by
This rack is not in the image of G since the first entry depends on both x 0 and x 1 .
Theorem 5.4. Let (X, T 0 , T 1 ) be an object in T C , and (X × X, * ) = G(X, T 0 , T 1 ) be as in Lemma 5.1. Suppose ψ 0 and ψ 1 are compatible ternary 2-cocycles of respectively (X, T 0 ) and (X, T 1 ). Then
defines a 2-cocycle φ of (X × X, * ).
Proof. We check that φ satisfies the following equation
We have
The compatibility conditions of ψ 0 and ψ 1 show that LHS and RHS coincide.
The constructions are summarized as follows.
Proof. Let (X, * 0 , * 1 ) be a set with mutually distributive rack operations. Let (X, T ) = F(X, * 0 , * 1 ). Then by definition T (x, y 0 , y 1 ) = (x * 0 y 0 ) * 1 y 1 . Lemma 5.1 implies that (X ×X, * ) = G(X, T, T ) is a rack, since T is mutually distributive over itself. One computes
as desired. Let (X, T 0 , T 1 ) be a set with mutually distributive ternary rack operations. y 0 , y 1 ) ). Since * is mutually distributive over itself, Lemma 4.1 implies that (X ×X, T ) = F(X ×X, * , * ) is a rack. One computes
as desired.
Proof of Theorem 3.14. Let ( * 0 , * 1 ) be mutually distributive rack operations on X. Let (X, T ) = F(X, * 0 , * 1 ). By Lemma 4.1, (X, T ) is a ternary rack. Let φ 0 , φ 1 be mutualy distributive rack 2-cocycles of (X, * 0 ) and (X, * 1 ), respectively. Then by Theorem 4.5,
is a ternary rack 2-cocycle of (X, T ). Since T is compatible over itself,
is a rack operation by Theorem 3.18. Then Theorem 5.4 applied to (X × X, T, T ) with mutually distributive cocycles (ψ, ψ) implies that
Proof of Theorem 3.24. Let (T 0 , T 1 ) be compatible ternary distributive operations on X, and (X × X, * ) = G(X, T 0 , T 1 ). By Lemma 5.1, (X × X, * ) is a rack. Let ψ 0 , ψ 1 be compatible ternary 2-cocycles of (X, T 0 ) and (X, T 1 ), respectively. Then by Theorem 5.4,
is a rack 2-cocycle of (X × X, * ). Since * is mutually distributive over itself,
is a ternary rack operation by Lemma 4.1. Then Theorem 4.5 applied to (X × X, * , * ) with mutually distributive cocycles (φ, φ) implies that
General n-ary compositions
In this section we generalize compositions of mutual distributive operations to n-ary cases. The vector notation for ternary operations is directly generalized to the n-ary ones: Let (X, W ) be an n-ary distributive set. Let y = (y 1 , . . . , y n−1 ) ∈ X n−1 . Then the operation W : X n → X is denoted by W (x, y 1 , . . . , y n−1 ) = W (x, y). An n-ary operation is also denoted by x * y := W (x, y). Here the extra parentheses caused by the vector notation is ignored, i.e., for y = (y 1 , . . . , y n−1 ) and z = (z 1 , . . . , z n−1 ), the concatenation (y, z) or simply y, z denotes (y 1 , . . . , y n−1 , z 1 , . . . , z n−1 ). Furthermore, for x = (x 1 , . . . , x m ) ∈ X m and y ∈ X n−1 , denote (W (x 1 , y) , . . . , W (x m , y)) by W (x, y) or x * y. Definition 6.1. Let W m and W n be m-ary and n-ary distributive operations on X, respectively. The two operations W m and W n are called mutually distributive if they satisfy
for all x ∈ X, y, v ∈ X m−1 and z, u ∈ X n−1 . Example 6.2. Let X be a module over Z[u ±1 , t ±1 , s] and * , T be affine binary and ternary rack operations, respectively, defined by
Then computations show that * and T are mutually distributive. Proposition 6.3. Let W m and W n be mutually distributive m-ary and n-ary distributive operations on X. Then W : X m+n−1 → X defined by
is an (m + n − 1)-ary distributive operation.
Proof. We establish the equality
We replace W n (x, y) by the notation x * n y. Thus we have
Then we compute
where the second and the fifth equalities follow from the mutual distributivity of * m and * n . This concludes the proof.
Remark 6.4. We note that for a group G, the core binary operation (x * y = yx −1 y) and the ternary operation heap (x * (y 0 , y 1 ) = xy
Definition 6.5. Let * n j , j = 1, . . . , k, be distributive n j -ary operations on X that are pairwise mutually distributive. Then we call (X, { * n j } k j=1 ) a mutually distributive set.
Computations give the following. Lemma 6.6. Let { * , * 0 , * 1 } be a mutually distributive binary set. Let (X, T ) = F(X, * 0 , * 1 ). Then { * , T } are mutually distributive.
We generalize both the n-ary distributive homology [13] and homology of distributive sets [24] as follows. Definition 6.7. Let (X, { * n j } k j=1 ) be a mutually distributive set. Let = ( 1 , . . . , n−1 ) be a vector such that i ∈ {n j } k j=1 for i = 1, . . . , n − 1. Let chain groups C n (X) be defined by the free abelian group generated by tuples x = (x 0 , (x 1 , 1 ) , . . . , (x n−1 , n−1 )). Define C n (X) = ⊕ C n (X) where the direct sum ranges over all possible vectors . Define the differential ∂ n : C n (X) → C n−1 (X) by
and let
In Lemma B.1, it is proved that this defines a chain complex. In particular, the 2-cocycle condition in this complex is formulated in the same manner as in Definition 3.10.
Remark 6.8. The multiplication on binary operations condidered in [24] can be directly generalized to n-ary operations as follows. Given a nonempty set X, let Dist M (X) denotes the set of all n-ary mutually distributive operations on X. Define the following multiplication on Dist M (X):
for all x ∈ X and y ∈ X n−1 . Then it is straightforward to see that the multiplication defined above makes Dist M (X) into a monoid with identity W 0 given by W 0 (x, y) = x, for all x ∈ X and y ∈ X n−1 .
For example, let (X, T ) be a ternary rack. Define, inductively,
Then (X, T n ) is a ternary distributive set for all positive integer n.
Braid actions on n-ary operations
In this section we introduce braid group actions on n-ary operations. Let (X, * ) be a rack. Let B m denote the m-string braid group, and let β ∈ B m . As in [3] , B m acts on X m via * by
where the right action is denoted by the exponent, and σ i , i = 1, . . . , m − 1 denotes the standard generator of B m .
Lemma 7.1. Let * and * be mutually distributive binary and n-ary operations on X. Let β ∈ B m and x ∈ X m , y ∈ X n−1 . Then we have
where the action of B m on X m is defined by * .
Proof. It suffices to prove it for standard generators, and hence, the case β = σ 1 ∈ B 2 . Then the mutual distributivity implies
The following establishes braid group actions on the n-ary operations.
Theorem 7.2. Let * and * be mutually distributive binary and n-ary operations on X. Let β ∈ B n−1 and x ∈ X, y ∈ X n−1 . Define the action of B n−1 on X n−1 by * . Then the operation defined by x * β y := x * (y β ) is an n-ary distributive operation.
Furthermore, for any β 0 , β 1 ∈ B n−1 , the operations * β 0 and * β 1 are mutually distributive.
Proof. It suffices to show the second statement with possibility of β 0 = β 1 . One computes, for x ∈ X and y, z ∈ X n−1 ,
where the third equality follows from Lemma 7.1.
Example 7.3. Let { * , * 0 , * 1 } be mutually distributive binary rack operations on X. Let (X, T ) = F(X, * 0 , * 1 ). Then { * , T } are mutually distributive by Lemma 6.6. The preceding theorem provides a new ternary operations * σ m 1 from * = T for all integers m, where the braid action is defined by * . In particular, Alexander quandles can be used for { * , * 0 , * 1 }.
Internalization of higher order self-distributivity
We begin this section with the definition of n-ary self-distributive object in a symmetric monoidal category, providing therefore a higher arity version of the work in [5] . We will use the symbol to indicate the tensor product in the symmetric monoidal category C, not to confuse the general setting with the standard tensor product in vector spaces, to be found in the examples. We remind the reader first, that a symmetric monoidal category is a monoidal category C together with a family of isomorphisms τ X,Y : X Y −→ Y X, natural in X and Y , satisfying the following conditions (Section 11 in [19] ). The hexagon:
is commutative for all objects X,Y and Z in C, where α X,Y,Z indicates the associator of the monoidal category. We further have the following identity for all objects X and Y :
For the sake of simplicity, we work on a strict symmetric monoidal category for the rest of the paper and therefore do not keep track of the bracketing. We recall also that a comonoid in a symmetric monoidal category is an object X ∈ C endowed with morphisms ∆ : X −→ X X, called comultiplication or diagonal, and : X −→ I, called counit, where I is the unit object of the monoidal category. The comultiplication and the counit satisfy the usual coherence diagrams analogous to the coalgebra axioms. In virtue of the coassociative axiom we can inductively define an n-diagonal ∆ n : X −→ X n by the assignment: ∆ n = (∆ 1)∆ n−1 , for all n ∈ N. Let us define the isomorphism τ i,i+1 : X n −→ X n as τ i,i+1 = 1 (i−1) τ X,X 1 (n−i−1) .
It is easy to verify that the morphisms τ i,i+1 satisfy the relations of the transposition (i, i+1) in S n , the symmetric group on n letters. We therefore obtain, for every object X, an action of S n on X n , by mapping (i, i + 1) to τ i,i+1 , and extending to a homomorphsim of groups between S n and Aut(X n ), the automorphism group of X n . In particular we will make use of the automorphism of X n 2 , corresponding to the permutation ¡ n = (2, n + 1)(3, 2n + 1) · · · (n, (n − 1)n + 1) (n + 3, 2n + 2)(n + 4, 3n + 2) · · · (2n, (n − 1)n + 2) · · · ((n − 2)n + n, (n − 1)n + n − 1).
We are ready now to define n-ary self-distributive objects in a symmetric monoidal category C. Definition 8.1. An n-ary self-distributive object in a symmetric monoidal category C is a pair (X, W ), where X is a comonoid object in C and W : X n −→ X is a morphism making the following diagram commute:
The need of defining a self-distributive object by means of a diagonal map ∆ seems to be intrinsic to self-distributivity itself. In other words it appears that self-distributivity is a properadic [20] , rather than operadic, property.
Example 8.3. Clearly, any n-ary rack is an n-ary self-distributive object in the symmetric monoidal category of sets, with τ and ∆ defined in the obvious way.
In the rest of this section we will make use of Sweedler notation in the following form:
Example 8.4. Let H be a Hopf algebra. Define a ternary operation T : H ⊗ H ⊗H −→ H by the assignment T (x⊗y⊗z) = xS(y)z, extended by linearity, where we use juxtaposition as a shorthand to indicate the multiplication µ of H and S is the antipode. By direct computation on tensor monomials we obtain, for the left hand side of ternary self-distributivity:
The right hand side is:
This ternary strucutre is the Hopf algebra analogue of the heap operation in group theory, which is known to be ternary self-distributive. In Figure 6 , a diagrammatic representation of categorical distributivity is depicted. It is read from top to bottom, where the top 3 end points of both sides represent x ⊗ y ⊗ z, a trivalent vertex with a small triangle represents a self-distributive morphism q : X ⊗ X → X, and the left-hand side represents
Given a symmetric monoidal category C, we define categories nSD, for each n ∈ N, as follows. The objects are n-ary self-distrifbutive objects in C, as in Definition 8.1. Given two objects (X, q) and (X , q ), we define the morphism class between them to be the class of morphism f : X −→ X in C , such that f • q = q • f n . In particular we define BSD = 2SD and T SD = 3SD, B and T standing for binary and ternary, respectively.
We will make use of the following results in Theorem 8.7.
Lemma 8.5. Let C be a strict symmetric monoidal category. Suppose (X, ∆, ) is a comonoid in C. Then the swithcing morphism and the comultiplication commute. More specifically, we have:
This lemma is represented in Figure 7 (A) below.
Proof. Consider the following diagram:
The outmost diagram commutes by naturality of switching map τ X,Y with respect to X and Y . The lower right triangle commutes by the hexagon axiom:
The assertion now follows.
Lemma 8.6. Let (X, q) be a binary self-distributive object in a strict symmetric monoidal category C. Then the switching morphism and the selfdistributive operation commute. More specifically, we have:
This lemma is represented in Figure 7 (B) below.
Proof. Similar to Lemma 8.5 and left to the reader.
(B) (A) Figure 7 . The switching morphism commutes with comultiplication and binary self-distributive operation In general, the following result is useful to produce ternary self-distributive objects in the category of vector spaces, starting from binary self-distributive objects (see also [5] ). Compare it to the construction of Section 4. Theorem 8.7. Let (X, ∆) be a comonoid in a (strict) symmetric monoidal C (e.g. a coalgebra in the category of vector spaces). Let q : X X −→ X be a morphism such that (X, q) is a binary self-distributive object in C. Then the pair (X, T ), where T = q(q 1), defines a ternary self-distributive object in C. The construction defines a functor F : BSD → T SD.
Proof. We define F on objects as F(X, q) = (X, T ) and as the identity on morphisms. To show that the map T = q(q 1) is ternary self-distributive, we can proceed as in Figure 8 . In the left column of the figure, the part of the diagram representing each T = q(q 1) are indicated by dotted circles.
At each step we are using the definition of T , the binary self-distributivity of q and Lemmas 8.5 and 8.6. If f : (X, q) −→ (Y, q ) is a morphism in BSD, we can show that f is also a morphism in T SD between (X, T = q(q 1)) and (Y, T = q (q 1)) via the following diagram:
where the commutativity of the left and right squares is just a restatement of the fact that q is a morphism in BSD. The consequent commutativity of the outer rectangle means that f is a morphism in T SD as well. It is also clear that F preserves composition of morphisms. The following is a rephrased version of Lemma 3.3 in [5] , adapted to our languange in the present article.
Lemma 8.8. Let L be a Lie algebra over a ground field k. Define X = k ⊕ L and endow it with a comultiplication ∆, defined by (a, x) → (a, x) ⊗ (1, 0) + (1, 0) ⊗ (0, x), and a counit , defined by (a, x) → a. Then (X, ∆, ) is a comonoid in the symmetric monoidal category of vector spaces. The morphsim q : X ⊗ X −→ X defined by (a, x) ⊗ (b, y) → (ab, bx + [x, y]) turns X into a binary self-distributive object.
Proof. By direct computation making use of the Jacobi identity. This is done explicitly in Lemma 3.3 in [5] .
Example 8.9. Let L be a Lie algebra and let X = k ⊕ L be as in Lemma
and extended by linearity, is such that (X, T ) is a tenrary self-distributive object in the category of vector spaces by an easy application of Theorem 8.7. An explicit, and tedious, computation that shows the self-distributivity of T directly, is postponed to Appendix C.
If H is a Hopf algebra, we can use the adjoint map to produce a ternary self distributive map, as the following example shows:
is ternary self-distributive, as an easy direct computation shows. This is the Hopf algebra analogue of the iterated conjugation quandle.
The following definition can be considered a ternary analogue of an augmented rack [14] .
Definition 8.11. Let X be a set with a right G-action denoted by
for all y 0 , y 1 ∈ X and g ∈ G.
The following is a direct analogue of binary augmented rack and, therefore, the proof is omitted.
Lemma 8.12. Let X be a set with an augmentation p : X × X → G. Then the ternary operation T : X 3 → X defined by
is ternary self-distributive. Definition 8.13. Let X be a set with an augmentation p : X 2 → G and T be a ternary operation defined in Lemma 8.12. Then (X, T ) is called an augmented ternary shelf.
The following is a Hopf algebra version of ternary augmented rack. Definition 8.14. Let X be a coalgebra, and let H be a Hopf algebra such that X is a right H-module, therefore X ⊗2 is also a right H-module via the comultiplication in H. The map of coalgebras p : X ⊗2 −→ H is a ternary augmented shelf if, for all z ∈ X ⊗2 and g ∈ H, we have:
This axiom is depicted diagrammatically in Figure 9 , where solid lines refer to X, and dashed lines refer to H. We have used ∆, m and S to indicate comultiplication, multiplication and antipode in the Hopf algebra H, while µ stands for the action of H on X.
We have the following result: Proof. By direct computation we have, for the right hand side of self-distributivity axiom:
where we have used the fact that p is a coalgebra morphism in the third equality, the defining axiom for augmented ternary shelf in the fourth equality, the antipode and the counit axioms to obtain the fifth and sixth equations respectively. It is easy to see that it coincide with the left hand side of self-distributivity.
Example 8. 16 . Let H be a Hopf algebra and let X = H. Then, H acts on X via the multiplication. Define p to be the map given by x ⊗ y −→ S(x)y and extended by linearity. The ternary rack structure obtained is the one in Example 8.4. A diagrammatic proof that the given p satisfies the augmented ternary rack axiom is shown in Figure 10 . We conclude this section with a perspective for future work. Using our diagrammatic representation, colorings and cocycle invariants can be defined for framed and labeled links with higher arity distributive operations and their mutually distributive cocycles, in a manner similar to [9] . Also, heaps defined by means of presentations from diagrams and cohomology for heap structures may be useful for framed knot invariants. It is desirable to know their properties, applications, and relations to other invariants.
As pointed out in Remark 8.2, self-distributivity is not an operadic property, but rather a properadic one. It is easy to define properads governing n-ary self-distributivity in the sense of [20, 26] . In virtue of Example 8.9 it is natural to attempt to utilize strongly homotopy Lie algebras to obtain homotopy versions of self-distributivity. We can therefore ask for a minimal model of the self-distributive binary properad whose algebras are homotopy self-distributive objects. It would be of interest to relate the self-distributive minimal model to strongly homotopy Lie algebras and to the distribuhedron introduced by Dehornoy in [12] . We defer the investigation of these possibilities to future work.
Appendix A. Extensions of ternary distributive structures
In this appendix we consider extensions of ternary distributive structures, providing thus a natural generalization of the analogous results in the binary case. To the best of our knowledge, these results are not explicitly found in the literature. The following is Lemma 2.7.
Lemma 2.7. Let (X, T ) be a ternary rack and A be an abelian group. Let φ : X × X × X → A be a map. The set X × A with the ternary operation given by
is a ternary rack if and only if the map φ satisfies the following ternary 2-cocycle condition
Proof. We have, for all x, y, z, u, v ∈ X and for all a, b, c, d, e ∈ A, that the left hand side is given by
while the right hand side is given by
thus the lemma follows.
For two given abelian extensions (X × A, T i ), i = 1, 2, of the ternary rack (X, T ), define a morpshim of extensions to be any ternary rack map f : (X × A, T 1 ) −→ (X × A, T 2 ) that makes the following diagram commute:
We define two extensions to be equivalent if the morphism of extensions f , is an isomorphism of ternary racks. The following result is an analogue of the binary rack and the group theoretic cases.
Proposition A.1. Let X be a ternary rack and let A be an abelian group. Then there is a bijection between equivalence classes of extensions of X by A and H 2 (X; A), the ternary second cohomology group with coefficients in A.
Proof. Using Lemma 2.7 we just need to show f : (X ×A,
is an isomorphism of extensions, with T 1 and T 2 corresponding to cocycles ψ 1 and ψ 2 respectively, if and only if ψ 1 − ψ 2 = δφ, for some 1-cocycle φ. This statement is proved similarly as in [7] .
In particular, Proposition A.1 guarantees that if the 2-cocycle ψ is nontrivial, the extension is not equivalent to the trivial extension. 
Set X = Z p m and A = Z p , then E inherits a ternary quandle operation for which it is a 2-cocycle extension as described in Lemma 2.7.
Specifically, x ∈ E can be written as (x, a) = (
Consider now the ternary 2-chain element
for any r ∈ Z p m−1 . It is easy to verify that α is a ternary 2-cycle for any r. Since ψ(α) = 2 = 0, it follows that [ψ] = 0 in H 2 (X; Z p ) and therefore, applying Proposition A.1, the extension we just described is non-trivial.
Next, we proceed to describe a useful method to construct 3-cocycles. Let X be a ternary rack and let 0 → H ι → E π → A → 0 be an extension of abelian groups. Let φ ∈ Z 2 (X, A) be a ternary 2-cocycle of X with coefficients in A and s : A −→ E be a set-theoretic section of the projection π : E −→ A, assumed to be normalized (i.e. s(0) = 0). Let us define the map α : X 5 −→ E by:
It is easy to show, using the definition of ternary 2-cocycle and normalization condition of s, that α factors through the inclusion H ι → E. Therefore it induces a map from X 5 to H, which we will still indicate with the same letter α. We now prove the following proposition.
Proposition A.3. The map α : X 5 −→ H given above is a 3-cocycle of X with coefficients in H.
Proof. By definition of third differential we get:
where we put T 6,7
4,5 = (T (x 4 , x 6 , x 7 ), T (x 5 , x 6 , x 7 )) in the fourth to last line and we have used the ternary self-distributivity to obtain the equality.
Remark A.4. Observe that α being a ternary rack 3-cocycle of X with coefficients in H is the obstruction for the set-theoretic section s to be a group homomorphism, and therefore the short exact sequence to be split.
Appendix B. Chain maps from ternary to binary racks
In this section we introduce a homology theory for mutually distributive racks. We will therefore construct a chain map between this newely introduced chain complex, and the rack chain complex related to the ternary operation induced by the mutually distributive rack as in Lemma 4.1. The cocycles discussed in Section 4 can be seen to be the image of this chain map, providing a second and more elegant proof of Theorem 4.5. We recall Definition 6.7.
Definition 6.7. Let (X, { * n j } k j=1 ) be a mutually distributive set. Let = ( 1 , . . . , n−1 ) be a vector such that i ∈ {n j } k j=1 for i = 1, . . . , n − 1. Let chain groups C n (X) be defined by the free abelian group generated by tuples x = (x 0 , (x 1 , 1 ) , . . . , (x n−1 , n−1 )). Define C n (X) = ⊕ C n (X) where the direct sum ranges over all possible vectors . Define the differential ∂ n : C n (X) → C n−1 (X) by
Lemma B.1. Let (X, { * n j } k j=1 ) be a mutually distributive set. Then the sequence (C n (X), ∂ n ) defines a chain complex.
Proof. We define, for each vector and i = 1, . . . , n − 1, linear maps
Therefore by definition,
It is enough to show now that the maps ∂ i n satisfy the pre-simplicial complex relation:
n for each n ∈ N whenever j < i. (x 1 , 1 ) , . . . , (x n−1 , n−1 )) ∈ C n (X). Then we have:
On the other hand we have:
where we have used the vector notation introduced in Section 6. The two quantities are equal, in virtue of the property of mutual distributivity of the set { * n j } k j=1 . Definition B.2. The chain complex defined by Definition 6.7 and the homology that it induces will be called labeled chain complex and labeled homology and will be denoted C L • (X) and H L • (X), respectively. Figure 11 . Curtain diagram representing chain maps Remark B.3. The chain complex in Definition 6.7 has a diagrammatic interpretation as in Figure 11 . In particular, the mutual distributivity condition takes the same form as in the curtain homology of [25] .
Remark B.4. For a given abelian group A, we obtain a labeled cochain complex with coefficients in A, upon dualizing the chain complex in Definition 6.7. We will write C n L (X; A) and H n L (X; A) to indicate the labeled n th cochain and cohomology groups with coefficients in A, respectively. We observe that the cochain complex encodes the conditions of mutual distributivity as described in the next proposition.
Proposition B.5. Let (X, * 0 , * 1 ) be a mutually distributive rack and let C 2 L (X; A) be the second labeled cochain group with coefficients in A, as in Remark B.4. Then the labeled 2-cocycle conditions corresponding to δ (01) ψ = 0 and δ (10) ψ = 0 are equivalent to the mutual distributive rack 2-cocycle condition in Definition 3.10.
Proof. By definition, C L 2 (X) splits in the direct sum of labeled cycles. Dualizing, a 2-cocycle ψ ∈ C 2 L (X; A) is a pair (φ 0 , φ 1 ), where
consists of a direct sum of four terms labeled by vectors (00), (01), (10) and (11) . It follows therefore that δψ consists of four summands, obtained by dualizing the labeled differential and precomposing with each of the two components of ψ. Specifically, the component corresponding to the differential ∂ (01) reads
This gives us the first condition in Definition 3.10. Similarly, from δ (ii) we obtain the 2-cocycle condition for φ i with respect to the rack (X, * i ), and δ (10) gives the second equation in Definition 3.10.
Remark B.6. Similarly to Proposition B.5 from the labeled third cochain group we can obtain mutual 3-cocycle conditions. It seems natural to ask, therefore, whether it is possible to proceed as in Theorem 4.5 in the case of 3-cocycles. This is part of the content of Lemma B.9 below.
Definition B.7. We define maps F ,n : C T n (X) −→ C L n (X), from the tenrary cochain complex, to the chain complex defined by Lemma B.1 for n = 1, 2, 3. Explicitly: where we put the labels as a subscript.
Definition B.8. Let (X, * 0 , * 1 ) be a mutually distributive racks. Let F ,n : C n L (X) → C n T (X) for n = 2, 3 be the maps obtained from F ,n by dualization. Lemma B.9. For n = 2, 3 the maps F ,n define chain maps. Therefore they define induced homomorphisms F ,n : H T n (X) → H L n (X) in homology and F * ,n : H n L (X) → H n T (X) in cohomology. Proof. For a ternary 2-chain (x, y 0 , y 1 ) we have:
∂F ,2 (x, y 0 , y 1 ) = −(x * 0 y 0 ) + (x) − ((x * 0 y 0 ) * 1 y 1 ) + (x * 0 y 0 ) = ∂ T (x, y 0 , y 1 ).
By direct computation, we also have: On the other hand, the following holds: The two quantities can be seen to be equal, making use of the identity:
T (x, z 0 , z 1 ) * 0 T (y 0 , z 0 , z 1 ) = ((x * 0 y 0 ) * 0 z 0 ) * 1 z 1 .
Therefore we obtain F ,2 ∂ T = ∂F ,3 , which concludes the proof of the first statement. The second statement follows easily from the first one by standard arguments in homological algebra.
Theorem B.10. The construction given in Theorem 4.5 induces a well defined map between second cohomology groups H 2 L (X; A) and H 2 T (X; A). This last term can be seen to coincide with the right-hand side of the selfdistributivity equation:
3 )((a, x) ⊗ (b 0 , y 0 ) ⊗ (b 1 , y 1 )) ⊗ (c 0 , z 0 ) ⊗ (c 1 , z 1 )). It follows therefore, that the map T turns X into a ternary self-distributive object in the category of vector spaces.
