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Kurzfassung
Das kontinuierliche Anwachsen der Vernetzung von beliebigen Dingen innerhalb des Inter-
nets, im Englischen „Internet of Things“ (IoT) genannt, versetzt die Anforderungen an die
IT in neue Dimensionen. Geschäftsprozesse die sich im Bereich des IoT bewegen müssen
mit komplexen Situationen in immer stärker vernetzten Umgebungen arbeiten und auf
wechselnde Situationen reagieren. Ein Prozessmodell, dass zu automatisierten Ausführung
eines Geschäftsprozesses eingesetzt wird, muss somit verschiedenste Situationen und de-
ren Abhängigkeiten berücksichtigen. Die Modellierung solcher Prozesse, entwickelt sich
dadurch, zu einer unüberschaubaren, komplexen Aufgabe. Eine Möglichkeit im Bereich der
Geschäftsprozesse, um auf verschiedene Situationen zu reagieren, ist die Verwendung von
Prozessfragmenten. Prozessfragmente werden eingesetzt, um häufig auftretende Teile in
Geschäftsprozessen für die Wiederverwendung zu modularisieren. Dieses Vorgehen erlaubt
die dynamische Adaption der Prozesse zur Laufzeit, indem Prozessfragmente basierend
auf vorliegenden Situationen ausgewählt werden, um eine bestimmte Geschäftsaktivität
auszuführen. In dieser Arbeit werden Konzepte vorgestellt, welche die Entwicklung und das
Ausführen von situationsadaptiven Prozessen unterstützt. So werden die Konzepte der ProSit-
Entwicklungsmethode und des ProSit-Systems vorgestellt. Die ProSit-Entwicklungsmethode
gibt einen Rahmen für die Entwicklung von situationsadaptiven Prozessen mithilfe von
Prozessfragmenten. Dabei werden in der ProSit-Entwicklungsmethode Prozessteile erkannt
die äquivalent zu den vorhanden Prozessfragmenten sind. Diese werden durch abstrakte
Aktivitäten ersetzt, die anschliessend zur Laufzeit innerhalb des ProSit-Systems sich der
vorliegenden Situation anpassen. Des Weiteren wird ein Verfahren auf Basis des TOSCA-
Standards implementiert, um die verwendeten Prozessfragmente dynamisch zur Laufzeit in
Cloud-Umgebungen bereitstellen zu können.
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1 Einleitung
Die zunehmende Vernetzung derWelt durch den Einsatz von IT stellt Anwendungsentwickler
vor immer größere Herrausforderungen und eröffnet gleichzeitig das Entwickeln von neuen
Anwendungsmöglichkeiten. So wandelt die steigende Vernetzung, die vermeintlich statischen
und homogenen Umgebungen in der Anwendungen laufen, in immer dynamischere und
heterogenere Laufzeitumgebungen. Einen Teilaspekt dieser Entwicklung stellt das Internet
der Dinge (Internet of Things;IoT) dar. Dabei werden „Dinge“, wie etwa Geräte, Sensoren
und Maschinen etc., die früher abgeschlossene Systeme darstellten, über Netzwerke mit
einander vernetzt [AIM10]. Innerhalb dieses neuen Paradigmas enstehen neue Konzepte, wie
etwa die in der Produktion betitelte „Industrie 4.0“. Dabei ist das Ziel der Industrie 4.0, eine
weitestgehend vollständige Automatisierung der Produktion innerhalb von sogenannten
Smart Factories. Dazu werden die Abläufe und Maschinen innerhalb der Produktion möglichst
digitalisiert und so durch die eingesetzte IT steuerbar [LFK+14]. Ein weiterer Treiber für die
Vernetzung der Welt ist das Cloud Computing. Cloud Computing ermöglicht Nutzern das
Akquirieren von IT Ressourcen, wie bspw. virtueller Maschinen (IaaS), Datenbanken (DBaaS)
etc. über das Netzwerk indem es sich befindet [MG11]. Das ermöglicht die Bereitstellung
von IT Ressourcen zur Zeit der Anfrage (On-Demand Provisioning [DKM+09]). Dies stellt
einen weiteren Teil der wachsenden Dynamik in den gegenwärtigen und kommenden IT
Systemen dar.
Die Verbindung dieser Bereiche, Cloud Computing und Internet of Things (CloudIoT
[BDPP16]), wird die nächste Generation der IT Systeme prägen. Arbeiten, die sich mit
der Verbindung zwischen Cloud Computing und Internet der Dinge beschäftigen, wurden
von Botta et al. [BDPP16] untersucht. Dabei wurde festgestellt das sich die Eigenschaften
von IoT und der Cloud komplementär zueinander verhalten. So bietet die Cloud praktisch un-
endliche Ressourcen für Berechnung (Compute), Speicher (Storage) und Netzwerk (Network),
während im Bereich der IoT, die „Dinge“ beschränkte Fähigkeiten in diesen drei Bereichen
(Compute, Storage and Network) aufweisen [BDPP16]. Auf der anderen Seite erhöht IoT
den Anwendungsbereich der Cloud, indem es Daten aus der realen Welt liefert und so der
Cloud ermöglicht, daraus neue Dienste für neue Anwendungen zur Verfügung zustellen
[BDPP16]. Unter den Einsatzmöglichkeiten von CloudIoT gehören unter anderem Smart
Factories [BJS04]. Hierbei werden Sensoren und Aktuatoren eingesetzt, um die Fertigung zu
digitalisieren und daraus automatisierte Prozesse zu gewinnen.
Diese Arbeit ist Teil des SitOPT Forschungsprojekts der Universität Stuttgart [UST16]. Dabei
ist das Ziel des Projekts, „...Konzepte und Methoden zu entwickeln, die es situationsbezogenen
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Anwendungen erlauben, sich autonom an die dynamische Umgebung, in der sie ablaufen, an-
zupassen.“ [UST16]. Die Konzepte des Forschungsprojekts können dazu verwendet werden,
um als Rahmenwerk für die Industrie 4.0 und das Internet der Dinge zu dienen [WSBL15].
So wurde ein System zur Erkennung, Modellierung und Benachrichtigung von Kontext-
bzw. Situationsinformationen entwickelt [HWS+15]. Darauf aufbauend wurde ein situa-
tionsbewusster Servicebus entwickelt [Für15]. Ziel dieser Arbeit ist es, Konzepte für die
Entwicklung und das Bereitstellen von situationsbewussten Workflows zu entwickeln. Dabei
sollen Entwicklungen des SitOPT Projekts im Konzept verwendet werden, um dieses Ziel
zu erreichen. Als Basis für diese Arbeit ist die SitOPT Architektur, speziell dessen Situation
Handler [Für15].
Gliederung
Die Arbeit ist in folgender Weise gegliedert:
Kapitel 2 – Grundlagen und verwandte Arbeiten: In diesem Kapitel werden die Grund-
lagen dieser Arbeit beschrieben. Zusätzlich wird ein Überblick über Arbeiten im Bereich
der kontext- und situationsbewussten Workflows gegeben.
Kapitel 3 – Aufgabenstellung und Anforderungen: In diesem Kapitel werden die An-
forderungen an diese Arbeit beschrieben und festgelegt.
Kapitel 4 – ProSit-Methode: In diesem Kapitel wird eines der Teilkonzepte dieser Arbeit
erläutert, die ProSit-Methode für die Entwicklung situationsbewusster Prozesse.
Kapitel 5 – ProSit-System: In diesem Kapitel wird das ProSit-System beschrieben. Die
Aufgabe des Systems ist es die Prozesse, die mithilfe der ProSit-Methode entwickelt
wurden, bereitzustellen und entsprechend der vorliegenden Situationen zu adaptieren.
Kapitel 6 – Abbildung der ProSit-Methode auf WS-BPEL 2.0: In diesem Kapitel wird
eine Abbildung der ProSit-Methode auf die Workflowsprache WS-BPEL 2.0 erläutert.
Die Implementierungen im darauf folgenden Kapitel benutzen diese Abbildung, um
die verschiedenen Schritte der Methode zu bewerkstelligen.
Kapitel 7 – Implementierung: In diesem Kapitel wird die prototypische Implementierung
der ProSit-Methode und des ProSit-Systems erläutert. Zur Unterstützung der ProSit-
Entwicklungsmethode wurde ein Prototyp implementiert, der einen Teil der Metho-
denschritte automatisiert. Das ProSit-System besteht hingegen aus einer Komposition
aus Prototypen die die Einbettung und Bereitstellung von Workflows übernehmen.
Kapitel 8 – Zusammenfassung und Ausblick: In diesem letztem Kapitel werden die Er-
gebnisse dieser Arbeit und Anknüpfungspunkte für mögliche Weiterentwicklungen
vorgestellt.
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In diesem Kapitel werden die Grundlagen und verwandte Arbeiten zu dieser Arbeit diskutiert.
Zu den Grundlagen dieser Arbeit gehören im Allgemeinen Prozesse und Prozessfragmentie-
rung, Cloud Computing, die Topology and Orchestration Specification for Cloud Applications
(TOSCA) [OAS13b], das Internet der Dinge inklusive zugehöriger Konzepte bezüglich Kontext
und Situation und schließlich die Masterarbeit von Stefan Fürst [Für15], der den situati-
onsbewussten Servicebus Situation Handler einführte, den das in dieser Arbeit vorgestellte
ProSit-System nutzt.
2.1 Grundlagen
In diesem Abschnitt werden die Grundlagen für diese Arbeit vorgestellt. Im ersten Abschnitt
wird das SitOPT Projekt vorgestellt, in dem diese Arbeit angesiedelt ist. Nachfolgend werden
die Konzepte zu Prozessen und Prozessfragmentierung vorgestellt, auf denen die in dieser
Arbeit vorgestellten Modelle basieren. Weiterhin werden Konzepte zur Provisionierung von
Anwendungen in der Cloud vorgestellt, welche den Standard TOSCA umfasst, der Anwen-
dungstopologien zu beschreiben ermöglicht. Das SitOPT Projekt hat das Ziel, Konzepte
zu entwickeln, die situationsbezogene Anwendungen auf Basis von Prozessmodellen er-
möglichen. Dazu werden Konzepte und Modelle des Internets der Dinge und kontext- bzw.
situationsbewussten Anwendungen vorgestellt. Abschließend wird der Situation Handler des
SitOPT Projekts eingeführt, welcher als eine der Basiskomponenten dieser Arbeit verwendet
wird.
2.1.1 SitOPT
Diese Arbeit wird im Rahmen des Forschungsprojekts SitOPT erstellt. Das SitOPT Projekt
hat als Aufgabe, Konzepte und Methoden zu entwickeln, die es Anwendungen ermöglicht,
sich autonom und dynamisch an die jeweilige Situation anzupassen [UST16; WSBL15] In
Abbildung 2.1 ist die SitOPT-Architektur dargestellt, welche in 3 Schichten eingeteilt ist:
1. Sensorebene (Ebene 1) - Auf dieser Ebene befinden sich die physischen Objekte, bspw.
Maschinen oder Sensoren. Diese Objekte sind die Datenquellen, welche die vorherr-
schenden Situationen ergeben.
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Abbildung 2.1: Die SitOPT Architektur mit den 3 Ebenen Sensorebene (Ebene 1), Situati-
onserkennungsebene (Ebene 2) und Workflow-Ebene (Ebene 3) [UST16]
2. Situationserkennungsebene (Ebene 2) - Die Ebene der Situationserkennung hat die
Aufgabe, die erfassten Daten der unteren Ebene, in höhere Situationsinformation zu
aggregieren und zu übermitteln. Dazu werden hier Situation Templates [HWS+15]
verwendet, die die verschiedenen Kontextdaten zusammenfassen.
3. Workflow-Ebene (Ebene 3) - Diese Ebene ist die Anwendungsebene, auf der die in
den unteren Ebenen modellierten und erfassten Situationen verwendet werden, um
Workflows zu ermöglichen, sich dynamisch an die Situationen adaptieren zu können
[WSBL15].
Die Ebenen 1 und 2 wurden in [HWS+15] im SitRS-System prototypisch umgesetzt. Dabei
implementiert das SitRS System die Komponenten Situation Model Management, Situation Re-
cognition und Situation Template Repository. Das SitRS System erlaubt es, Situation Templates
zu definieren, die sich auf vorher registrierte Sensoren beziehen. Externe Systeme können
Situationen am SitRS System definieren und abfragen. Dabei bestehen solche Situtationen
aus Paaren von Situation Template und zu beobachtenden Objekt. Für definierte Situationen
können sich Anwendungen nach dem Publish/Subscribe-Muster [EFGK03] registrieren, um
Notifikationen zu erhalten, falls eine solche Situation eintrifft. Auf der Ebene 3, der Ebene der
Workflows, wurde von Stefan Fürst [Für15] der Situation Handler des SitOPT Architektur
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implementiert. Der Situation Handler dient innerhalb der SitOPT Architektur als situations-
bewusster Servicebus. Aufrufe, die über den Situation Handler ausgeführt werden, werden
abhängig von den jeweiligen, vorherrschenden Situationen weitergeleitet. So benutzt der
Situation Handler das Konzept von situationsbewussten Endpunkten, die einem Workflow
und einer oder mehreren, spezifizierten Situationen entsprechen. Die Situationen eines si-
tuationsbewussten Endpunkts geben an, welche Situationen vorherrschen müssen, damit
dieser genutzt werden kann. Beim Aufruf einer Operation über den Situation Handler wird
erst geprüft, welche der verfügbaren Endpunkte genutzt werden können, und schlussendlich
ein geeigneter Endpunkt ausgewählt. In dieser Arbeit wird diese Möglichkeit genutzt, um
Workflowfragmente durch den Situation Handler zu registrieren und ausführen zu lassen.
Durch die Situationen, die zu den Endpunkten der Workflowfragmente gehören, erlaubt
der Situation Handler die Selektion und Ausführung von Workflowfragmenten, anhand der
vorliegenden Situationen.
Einer der Kernaufgaben dieser Arbeit ist es, Konzepte für die Komponenten der dritten
Ebene zu entwickeln. Darunter fallen speziell die Komponenten Situation-aware Workflow
Management System und Workflow Fragment Repository. Diese beiden Komponenten sollen
es im Zusammenspiel mit dem Situation Handler ermöglichen, Workflows zu entwickeln, die
mithilfe des SitOPT Systems dynamisch und situationsabhängig adaptiert werden können.
2.1.2 Prozesse und Prozessfragmente
Ein Ziel des SitOPT-Projekts ist die „Anpassung von situationsbezogenen Anwendungen mit-
tels dynamischer, adaptiver Workflowfragmente“ [UST16]. Workflowfragmente sind Teil der
Konzepte von Geschäftsprozessen, die im Folgenden anhand Leymann und Roller [LR00],
erläutert werden. In der Wirtschaft und Betriebswirtschaftslehre wird ein Geschäftsprozess
als eine Menge von Aktivitäten definiert. Diese Aktivitäten sind Arbeitsschritte, die durch
Personen innerhalb eines Unternehmens durchgeführt werden. Weiterhin wird zwischen
Geschäftsprozessmodell und Geschäftsprozessinstanz unterschieden. Ein Geschäftsprozess-
modell beschreibt einen Ablauf von Aktivitäten, eine Instanz ist eine Ausführung dieses
Geschäftsmodells [LR00].
Geschäftsprozesse, deren Aktivitäten von IT-Systemen ausgeführt werden, bezeichnet man
alsWorkflows[LR00]. Workflows erben im wesentlichen die Eigenschaften von Geschäfts-
prozessen, wie etwa Aktivitäten oder die Unterscheidung inWorkflowmodell undWorkflo-
winstanz. Die Unterscheidung zwischen Workflow und Geschäftsprozess basiert auf den
verschiedenen Umgebungen, in der diese ausgeführt werden. Ein Geschäftsprozess bezieht
sich auf die reale Welt, reale Personen, welche die Aktivitäten ausführen. Dagegen wird im
Bereich der Workflows die Umgebung in drei Dimensionen kategorisiert: (i)Was, (ii)Wer,
(iii)Womit. Unter der Was-Dimension lässt sich die konkrete Aufgabe einer Aktivität beschrei-
ben. Die Wer-Dimension gibt an, welche Rolle innerhalb des Unternehmens verantwortlich
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für diese Aktivität ist. Die Womit-Dimension gibt an, mit welchen Ressourcen eine Aktivität
durchgeführt werden soll, bspw. durch IT-Ressourcen wie Applikationen [LR00].
Ein weiteres Konzept der Workflows und Geschäftsprozesse sind Workflowfragmente bzw.
Prozessfragmente. Ein Workflowfragment ist ein Teilablauf von Aktivitäten innerhalb eines
Workflows. In dieser Arbeiten werden die Eigenschaften von Prozessfragmenten nach Ma
[Ma12] beschrieben. Dabei gilt die gleiche Relation zwischen Prozessfragment und Work-
flowfragment wie vorne beschrieben. Fragmente werden als zusammenhängenden Ablauf
von Aktivitäten definiert, die Teil eines Gesamtprozesses sind. Weiterhin wird bei Fragmen-
ten nicht die Ausführbarkeit gefordert. So kann ein Fragment verschiedene Aspekte nur
zum Teil spezifizieren, bspw. durch abstrakte Aktivitäten, die nur als Platzhalter dienen.
Dieser Aspekt ermöglicht Workflows die dynamische Anpassung an Situationen mittels
der Verwendung von verschiedenen situationsspezifischen Fragmenten zur Entwicklungs-
bzw. Laufzeit. In dieser Arbeit wird dieser Aspekt verwendet, um Adaption basierend auf
vorliegenden Situationen zu ermöglichen. Weiter kann diese Eigenschaft nach Ma [Ma12] als
Wiederverwendungsstil bezeichnet werden. Dabei kann die Art des Wiederverwendungsstils
in zwei Dimensionen eingeteilt werden: Grad der Einsicht in die interne Prozesslogik und
der Grad der Modifizierbarkeit der internen Prozesslogik. So kann ein Fragment als Black-
Box Fragment definiert werden, falls keinerlei Einsicht in die interne Implementierung des
Fragments möglich ist und zusätzlich keine Möglichkeiten zur Modifikation vorhanden sind.
Der direkt gegensätzliche Wiederverwendungsstil wird als Open-Box Fragment bezeichnet.
Bei diesen Fragmenten ist die interne Beschaffenheit vollständig offen und weist zusätzlich
einen hohen Grad an Modifizierbarkeit auf. Diese und weitere Wiederverwendungsstile sind
in der Abbildung 2.2 dargestellt.
Eine weitere wichtige Beschaffenheit von Fragmenten ist ihre Form (Shape). Darunter versteht
Ma [Ma12] die Anzahl der Eingangs- und Ausgangsaktivitäten eines Fragments. Daraus lässt
sich die Form eines Fragments in vier Kategorien einteilen: Single Entry Single Exit (SESE),
Single Entry Multiple Exits (SEME), Multiple Entries Single Exit (MESE) und schließlich
Multple Entries Multiple Exits (MEME) (siehe Abbildung 2.3).
Für die Entwicklung von Prozessfragmenten stellt Ma einen Modelleriungslebenszyklus
für Prozessfragmente vor (siehe Abbildung 2.4). Dieses Vorgehensmodell definiert einen
Rahmen für die Enwicklung von Prozessfragmenten. Dabei wird in verschiedene Phasen
des Lebenszyklus unterschieden: Identifikation, Design, Annotation, Ablage und Rausnahme,
Anpassung und zuletzt Komposition. Dabei beschriebt die Identifikation das Ermitteln von
Teilen der Geschäftsprozesse, die sich dazu eignen, als Fragment ausgelagert zu werden. In der
Phase des Designs wird das identifizierte Fragment aus dem bestehenden Geschäftsprozess
extrahiert. Weiterhin werden auch Modifikationen in dieser Phase durchgeführt, bspw. das
Einfügen von Platzhaltern. Nachdem die Designphase abgeschlossen ist, wird in der darauf
folgenden Annotationsphase das Fragment mit Informationen angereichert. Ma verwendet
weiterhin Objekte, die mit einer Annotation zu einem Prozessfragment in Relation gebracht
werden [Ma12]. Darunter fallen beispielsweise die Geschäftsfunktion des Fragments, das
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Abbildung 2.2: Fragment Wiederverwendungsstile (Reuse styles) nach Zhilei Ma [Ma12]
Geschäftsobjekt, mit dem es interagiert, und zu welcher Organisationseinheit ein Prozess-
fragment gehört. Annotationen im Allgemeinen, helfen bei der Suche und Selektion von
passenden Prozessfragmenten. In dieser Arbeit wird eine Abwandlung der Geschäftsfunk-
tionen verwendet, um die Operation, die ein Prozessfragment implementiert, abzubilden.
So können im vorgestellten ProSit-System mehrere Prozessfragmente dieselbe Operation
implementieren. Weiterführend werden Situationen an ein Prozessfragment annotiert. Diese
werden verwendet, um eine passende Adaption anhand der vorherrschenden Situation zu
bewerkstelligen. Unter der Phase der Ablage und Rausnahme versteht Ma das Speichern und
zur Verfügung stellen von Prozessfragmenten im Gesamtsystem [Ma12]. Dabei muss festge-
legt werden, welche Technologie für die Abspeicherung der verwendeten Prozesssprache
in Frage kommen. Während der Rausnahme müssen geeignete Query-Konzepte gewählt
werden, um akzeptable Fragmente zu entdecken. Diese Query-Konzepte müssen nicht nur
auf die Beschaffenheit der Fragmente eingehen (wie etwa die Struktur), sondern auch die
in der Annotationsphase gesetzten Informationen berücksichtigen. In dieser Arbeit werden
Operationen und Situationen genutzt, die am Prozessfragment annotiert werden. Weiterhin
wird innerhalb der ProSit-Methode jeweils das Modell der Prozessfragmente verwendet. In
der Anpassungsphase werden die möglichen, nicht ausführbaren Modifikationspunkte so
bearbeitet, dass das Fragment ausführbar wird. Nachdem die Phase der Anpassung abge-
schlossen wurde, erreicht der Zyklus die Kompositionsphase. Ziel der Kompositionsphase ist
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Abbildung 2.3: Fragment Formen (Shapes) nach Zhilei Ma [Ma12]
es, die Fragmente in einen Gesamtprozess einzubetten oder als Subprozess zu verwenden.
Dabei gibt es verschiedene Techniken, die zur Entwicklungs- bzw. Laufzeit angewendet wer-
den können. In dieser Arbeit werden die Phasen Anpassung und Kompositition nur bedingt
abgebildet. So wird zwar eine Anpassung durchgeführt, jedoch auf Ebene der Prozesse. Es
werden die Modelle der Prozessfragmente verwendet, um diese durch abstrakte Aktvitäten
zu ersetzen. Die Komposition hingegen wird durch den situationsbewussten Servicebus
durchgeführt. Dieser wählt ein passendes Prozessfragment, das zur Laufzeit eine abstrakte
Aktivität innerhalb des Prozesses implementiert.
2.1.3 OASIS WS-BPEL 2.0
OASIS WS-BPEL 2.0 [OAS07] (nachfolgend BPEL genannt) ist der de-facto Standard für
Workflowsprachen und ist Teil der WS*-Spezifikationen [WCL+05]. BPEL ist sprachlich ein
Hybrid zwischen Fluss- und Block-basierten Kontrollstrukturen, welche die Abfolge verschie-
dener Aktivitäten spezifiziert. Als Teil der WS*-Welt ist BPEL in XML [BYM+08] verfasst und
definiert ein auf XML-Schema [FW04] basierendes Metamodell. Konkrete Funktionalität wird
durch Dienste implementiert, die mittels einer WSDL-Schnittstelle [W3C01] beschrieben
werden. Mit den WSDL-Schnittstellen werden in BPEL Aufrufe, wie etwa die <invoke>-
Aktivität definiert, die bei der Ausführung eine Operation dieser Schnittstellen aufrufen.
Es gibt mehrere Aktivitäten (bspw. <pick>) die auf die Operationen innerhalb einer WSDL-
Schnittstelle zugreifen. So werden Prozesse, die nur eine Operation implementieren, mit
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Abbildung 2.4: Lebenszyklus eines Prozessfragments innerhalb eines Prozess Lebenszyklus
nach Zhilei Ma [Ma12]
Paaren aus <receive>/<reply>-Aktivitäten für synchrone und <receive>/<invoke>-Aktivitäten
für asynchrone Kommunikation verwendet. BPEL Prozesse besitzen neben den Aktivitäten
zur Interaktion mit Diensten auch weitere Konstrukte um den Kontrollfluss zu strukturieren
(Bspw. <scope>, <flow>, usw.) und um Daten zu bearbeiten (<assign>).
2.1.4 Cloud Computing
Cloud Computing erfährt weiterhin wachsendes Interesse in der Industrie. [KPM]. Die Mög-
lichkeit, adhoc auf Anfrage IT Ressourcen, wie etwa Dienste, Applikationen und Speicher
zu erhalten, eröffnet die Entwicklung von noch nie dagewesenen Anwendungen. Cloud
Computing wird nach der NIST Definition [MG11] in einem Cloud Modell beschrieben, das
in Grundlegende Charakteristiken, Service Modelle und Deployment Modelle eingeteilt ist. Ein
Überblick über diese Einteilung und deren Teilaspekte wird folgend beschrieben:
• Grundlegende Charakteristiken:
– On-demand self-service
– Broad network access
– Resource pooling
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– Rapid elasticity
– Measured service
• Service Modelle:
– Software as a Service (SaaS)
– Platform as a Service (PaaS)
– Infrastructure as a Service (IaaS)
• Deployment Modelle:
– Private Cloud
– Community Cloud
– Public Cloud
– Hybrid Cloud
Die grundlegenden Charakteristika des Cloud Modells beschreiben allgemeine Eigenschaften
des Cloud Computings. On-demand self-service beschreibt die einheitliche Bereitstellung von
IT Ressourcen, wie etwa virtuelle Maschinen, Netzwerkspeicher und Anwendungen. Broad
network access beschreibt, dass der Zugriff auf die Cloud Ressourcen über das Netzwerk
geschieht und mithilfe üblicher Protokolle nutzbar sind. Resource pooling beschreibt, dass
Vorhalten von IT Ressourcen in der Cloud und dieser Vermittlung dieser auf Basis eines
Mehrnutzerbetriebs. Die rapid elasticity beschreibt die Fähigkeit der Cloud, auf wechselnde
Nutzlast mithilfe von Akquirieren und Dekommissionieren von IT Ressourcen zu reagieren.
Measured service beschreiben, dass Ressourcen der Cloud instrumentalisiert sind, so dass
Nutzer und Anbieter der Cloud eine transparente Sicht auf die verwendeten Ressourcen
besitzen.
Innerhalb der Kategorie Service Modelle, werden die Nutzungsarten der Cloud kategorisiert.
So bezeichnet Software as a Service (SaaS) die Bereitstellung von ganzen Anwendungen auf
Anfrage des Nutzers. Diese können dann mittels einfacher Schnittstellen, wie etwa über
einen Browser oder mithilfe von öffentlichen APIs genutzten werden. Nutzer haben hier-
bei keine Einsicht in die Infrastruktur innerhalb der Cloud, auf der die Anwendung läuft.
Platform as a Service (PaaS) hingegen macht die Infrastruktur transparenter, indem es den
Nutzern erlaubt, eigene Anwendungen auf der Cloud bereitzustellen. Hierbei bieten Cloud
Anbieter Software-Bibliotheken, Rahmenwerke und Werkzeuge in einer Umgebung für diese
Anwendungen an. Die Cloud-Nutzer können meist noch diese Umgebungen konfigurieren.
Am Ende des Spektrums liegt Infrastructure as a Service (IaaS), das dem Cloud-Nutzer erlaubt,
die Infrastruktur seiner Anwendung selbst zu definieren. Dabei wird meist dem Nutzer die
Möglichkeit gegeben, virtuelle Maschinen von der Cloud zu beziehen, um auf diesen alle
nötigen Softwarepackete selbst zu installieren und zu konfigurieren. Hierbei hat der Cloud
Nutzer die meiste Kontrolle über die Software, die er verwendet und auch die höchste Flexibi-
lität. In dieser Arbeit, wird ein Verfahren vorgestellt, das mithilfe der Wiederverwendung von
Cloud Instrukturbeschreibungen dem Anwender ermöglicht, seine Anwendungen mithilfe
der IaaS-Angebote einer Cloud zu einer SaaS-Anwendung umzuwandeln.
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Unter den Modellen der NIST-Definition versteht man die Art der Bereitstellung der Cloud
selbst. So beschreibt Private Cloud die Bereitstellung einer Cloud für den Einsatz durch eine
eingeschränkten, bekannten und vertrauenswürdigen Gruppe. Die Community Cloud hinge-
gen erlaubt die Nutzung von mehreren Gruppen, die aber ein gemeinsames Ziel verfolgen. Bei
der Public Cloud sind keinerlei Einschränkungen für die Nutzung durch unterschiedlichen,
auch nicht bekannten Gruppen gegeben. Jegliche Nutzergruppen können die Ressourcen
der Public Cloud nutzen. Als letztes Modell ist die Hybrid Cloud definiert, die beliebige
Kombination aus den vorherigen Modellen beschreibt.
2.1.5 OASIS TOSCA
Die "Topology and Orchestration Specification for Cloud Applications"[OAS13b] (kurz TOS-
CA) ist ein Standard für die Beschreibung von Cloud-Applikationen. Der Standard wur-
de durch das Konsortium „Organization for the Advancement of Structured Information
Standards“ [OAS13a] (kurz OASIS) entwickelt. In TOSCA werden Cloud Applikationen als
Topologien definiert und innerhalb eines ServiceTemplates beschrieben (siehe auch Abbil-
dung 2.5). Ein ServiceTemplate kann eine Topologie beschreiben, welche in TOSCA als
TopologyTemplate definiert ist. Eine Topologie beschreibt einen Graph, der aus typisier-
ten Knoten und Kanten besteht. Knoten werden hierbei als NodeTemplate und Kanten als
RelationshipTemplate bezeichnet. Das Typsystem in TOSCA wird mittels NodeTypes, Re-
lationshipTypes und ArtefactTypes implementiert. Die ersten beiden Konstrukte sind die
Typen für die Knoten und Kanten innerhalb einer TOSCA Topologie. Die ArtefactTypes
sind Elemente der TOSCA Spezifikation, die Typen für die verschiedenen Softwareartefakte
innerhalb einer Topology definieren. Diese Artefakte können an NodeTemplates und anderen
Elementen angehängt werden und sind dabei in DeploymentArtefacts und ImplementationAr-
tefacts eingeteilt. DeploymentArtefacts sind Softwareartefakte, die für die Instanziierung
eines bestimmten NodeTemplates benötigt werden. Bspw. kann ein NodeTemplate vom Typ
Tomcat ein DeploymentArtefact besitzen, das eine Zip-Datei der Tomcat Distribution re-
ferenziert. Die ImplementationArtefacts sind Softwareartefakte, die eine Operation eines
NodeTemplates oder anderer Elemente implementieren. Bspw. kann ein NodeTemplate eine
Operation „RunMySQLCommand“ besitzen, das durch ein ImplementationArtefact imple-
mentiert wird, das eine WebService-Implementierung nutzbar macht (bspw. ein JEE WAR
Projekt). Die Provisionierungsvorgehen einer Topologie werden in TOSCA in zwei Arten
unterteilt: deklarativ und imperativ. Deklarativ bedeutet, dass ein TOSCA-unterstützender
Container die Topologie selbst interpretiert, um die geeigneten Schritte zu ermitteln, die
benötigt werden, um die Topologie zu provisionieren. Bei der imperativen Provisionierung
werden bereits fertige Pläne (als Plans in TOSCA bezeichnet) verwendet. Diese Pläne be-
schreiben im kleinsten Detail, wie die Topologie instanziiert wird. Solche Pläne werden
in BuildPlan, ManagementPlan und TerminationPlan unterteilt. Erstere werden verwendet,
um die Topologie zu provisionieren. ManagementPläne werden verwendet, um Maßnah-
men zur Laufzeit durchzuführen (bspw. periodisches Erstellen von Sicherheitskopien einer
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MySQL-Datenbank, Scaling, usw.). Letztere werden verwendet, um bereits provisionierte
Topologien wieder zu dekommissionieren. Die TOSCA Spezifikation definiert weiterhin ein
Archivformat für Cloud-Anwendungen, die als CSAR-Archive bezeichnet werden. Diese
CSAR-Archive werden verwendet, um alle benötigten Ressourcen und TOSCA Definitionen
in einem Archiv zur Verfügung zu stellen.
Für den weiteren Verlauf dieser Arbeit werden ServiceTemplate, TopologyTemplate und
Cloud-Topologie als Synonym für eine Topologie verwendet. Weiterhin ist es für diese Arbeit
ohne Bedeutung, ob eine Topologie nun deklarativ oder imperativ provisioniert wird, da dies
durch den verwendeten Cloud Container abstrahiert und umgesetzt wird. In dieser Arbeit
wird konkret die Möglichkeit verwendet, innerhalb einer Topologie , die an einem Node-
Template anhängenden DeploymentArtefacts auszutauschen. Diese Methode und das CSAR
Archivformat von TOSCA wird in den Abschnitten 5.2.2 und 7.3 verwendet. Dadurch wird
eine Wiederverwendbarkeit von CSAR-Archiven für das Einbetten von Prozessfragmenten
erreicht.
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2.1.6 OpenTOSCA
OpenTOSCA1 ist das Ökosystem für die Cloud-Beschreibungssprache TOSCA, das an der
Universität Stuttgart im Rahmen des CloudCycle Projekts 2 entwickelt wurde. Dabei umfasst
das Ökosystem unter anderem drei Komponenten: den OpenTOSCA Container [BBH+13],
die Winery [KBBL13] und die Vinothek [BBKL14]. Die Vinothek ist ein Self-Service Portal,
dass die einheitliche Instanziierung von Anwendungen innerhalb des Ökosystems ermög-
licht. Diese Anwendungen können mittels der Winery Komponente modelliert werden. Der
OpenTOSCA Container des Ökosystems [BBH+13] ist eine TOSCA Laufzeitumgebung. Beim
OpenTOSCA Container handelt es sich um einen imperativen und deklarativen Cloud Con-
tainer [TRA15] für die Cloud Beschreibungssprache TOSCA (siehe Abschnitt 2.1.5). Für das
imperative Provisionieren von TOSCA CSAR-Archiven werden Pläne, welche als Workflow-
Modell realisiert sind, innerhalb des Archivs verwendet. Diese Pläne implementieren eine
Provisionierung, Konfiguration und Deprovisionierung der Cloud-Topologie innerhalb des
Archivs. Für die deklarative Verarbeitung werden die Topologien (in TOSCA als ServiceTem-
plate bzw. TopologyTemplate bezeichnet) für das Ermitteln einer geeigneten Reihenfolge von
Aktivitäten zur Ausführung der jeweiligen Aufgaben herangezogen. So können Entwickler in
TOSCA eine Topologie, bestehend aus einer virtuellen Maschine, Ubuntu und einem Apache
Webserver, modellieren, welche anschließend vom OpenTOSCA Container interpretiert wird.
Dies wird anhand der Typen von den Elementen innerhalb der Topologie (Komponenten und
Relationen) ermittelt. Die Abbildung 2.6 gibt einen Überblick über die Architektur des Con-
tainers. So speichert der OpenTOSCA Container TOSCA Modelle, Instanzdaten der laufenden
Cloud Instanzen und Endpunkte von provisionierten Diensten. Die IAEngine hat die Aufgabe
ImplementationArtefacts der TOSCA Beschreibungen bereitzustellen. ImplementationAr-
tefacts werden verwendet, um Operationen an Knoten innerhalb einer TOSCA Topologie
zu implementieren. So können mit OpenTOSCA Webservices als IAs verwendet werden.
Die Plan Engine hat die Aufgabe, Pläne einer TOSCA Topologie verfügbar zu machen. So
nutzt die Plan Engine Plugins für verwendete Workflowengines, auf der bspw. BPEL Plä-
ne bereitgestellt werden sollen. Für den Zugriff auf die Funktionalitäten des OpenTOSCA
Containers bietet dieser die OpenTOSCA Container API an, um TOSCA CSAR Archive auf
den Container zu laden und dessen Pläne aufzurufen [End13]. Die Plan Portability API dient
als Schnittstelle für Pläne, um auf Instanzdaten einer Cloud-Topologie zuzugreifen und um
Operationen einer Komponenten in einer Cloud-Instanz aufzurufen.
1http://www.iaas.uni-stuttgart.de/OpenTOSCA/
2http://www.cloudcycle.org/
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Abbildung 2.6: OpenTOSCA Container Architektur (http://www.iaas.uni-stuttgart.
de/OpenTOSCA/container_architecture.php)[BBH+13]
2.1.7 Internet der Dinge, kontext- und situationsbewusste
Anwendungen
Die schier unüberschaubare Menge an möglichen Zuständen in einer Umgebungen im Be-
reich des Internets der Dinge stellt Entwickler von Geschäftsprozessen beim Abbilden einer
Geschäftsaktivität vor eine schwierige Aufgabe. Allein das Sicherstellen, das alle Dimen-
sion eines Geschäftsprozesses (Ressourcen, Organisationseinheit, und Werkzeuge) bei der
jeweiligen Aktivität verfügbar sind, macht es im Kontext des Internets der Dinge inhärent
komplexer, als in traditionellen Systemen. Dies kommt durch den Umstand, dass sich die
Umgebung jederzeit ändern kann, sei es durch Änderungen der Daten von Sensoren oder
dadurch, dass sie nicht mehr vorhanden sind. Selbiges gilt für Aktuatoren. Dieses Problem
wird dadurch erschwert, dass die Umgebung eines Prozesses anhand von Kontextdaten
ermittelt werden muss, wobei unter Kontextdaten konkrete Evaluationen von Sensordaten
verstanden wird [BBH+10]. Dieses Problem kann durch das Verwenden von Situationen
vereinfacht werden [BBH+10]. Unter Situationen versteht man einen Zustand, die seman-
tisch eine Begebenheit beschreiben. Dabei umfasst eine Situation verschiedene Kontexte, die
jeweils eine mögliche Instanz einer Situation darstellen [BBH+10]. Die Abbildung 2.7 aus
[BBH+10] veranschaulicht die Zusammenhänge zwischen Situation und Kontext. Auf der
unterstern Ebene, stehen Low-Level Kontextdaten von einzelnen Sensoren. Diese werden
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auf der darüber liegenden Schicht zu High-Level Kontextinformationen zusammengeführt.
Aus diesen Kontextinformationen, werden abstraktere Aussagen gebildet, die Situationen
genannt werden. Diese Situationen fassen verschiedene Kontexte in einzelne Aussagen über
die Umgebung zusammen. In [HWS+15] wird das SitRS System vorgestellt. Dieses System im-
plementiert alle drei Ebenen. So können auf der untersten Ebene Sensoren registriert werden.
Diese werden mittels Situation Templates in höhere Kontextinformationen aggregiert. Nutzer
und andere Systeme können sich nach dem Prinzip des Publish/Subscribe-Musters [EFGK03]
für Situationen registrieren. Diese wiederum bestehen aus einem Situation Template und
einem observierten Objekt. Falls Sensoren Daten ermitteln, die den Situation Templates
entsprechen, sodass eine gültige Situation entsteht, werden entsprechend alle registrierten
Clients benachrichtigt. Weiterhin können nebst einer Benachrichtigung auch vorhandene
Situationen innerhalb der Umgebung aktiv abgefragt werden.
• Definition of	relationships	between	
situations	(e.g.	temporal)
Situation
Relationships
• Re-usable	semantic	
interpretation	of	low-level	
context information
High-Level Context
• Sensor-based cuesLow-Level	Context	Information
Abbildung 2.7: Abstraktionsebenen im Bereich von Kontextinformation und Situationsmo-
dellen [BBH+10]
2.1.8 Situation Handler
In der Arbeit von Stefan Fürst [Für15] wird ein situationsbewusster Servicebus vorgestellt,
der Situation Handler genannt wird. Dieser ist Bestandteil des SitOPT-Projektes [UST16] und
baut auf dem SitRS-System von Hirmer et al. [HWS+15] auf. Die Abbildung 2.8 skizziert den
Ablauf unter Einbezug des Situation Handlers an einem Beispielszenario für eine Tempera-
tursteuerung. Bei Punkt 1 ruft ein externer Prozess die Funktion „reduziereTemperatur()“ am
Situation Handler auf. Dieser hat zwei Prozesse registriert, welche die Funktion „reduziere-
Temperartur()“ implementieren. Beide Prozesse haben eine Situation definiert, die während
ihrer Ausführung gelten muss (siehe Punkt 2 in Abbildung 2.8). Der Prozess „Abkühlen mit-
tels Klimaanlage“ hat als Bedingung die Situation, dass die Innentemperartur niedriger sein
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muss, als die Aussentemperatur. Der Prozess „Abkühlen mittels Öffnen des Fensters“ hat als
Situation die Umkehrung, die Inntemperatur muss höher, sein als die Aussentemperatur. Der
Situation Handler wird nun mithilfe des SitRS Systems prüfen, welche Daten der Sensoren
aktuell vorliegen. Anschliessend wird geprüft, welche Situation vorliegt (siehe Punkt 3 in
Abbildung 2.8). In diesem Szenario ist die Innentemperatur höher als die Aussentempera-
tur. Der Situation Handler wird nun die ursprüngliche Anfrage an den Prozess „Abkühlen
mittels Öffnen des Fensters“ weiterleiten (siehe Punkt 4 in Abbildung 2.8). Die Antwort des
Prozesses wird an den Situation Handler zurück gesendet, welcher wiederum die Antwort
an den ursprünglichen Initiator des Aufruf weiterleitet. Der Situation Handler ermöglicht
es, unter einer Menge von situationsbewussten Endpunkten den jeweils passenden auszu-
wählen. Dabei können Mehrdeutigkeiten entstehen die mittels eines Rankings aufgelöst
werden. Da mehrere, situationsbewusste Endpunkte die gleiche Operation implementieren
können, entsteht so ein Raum der Adaption, der jeweils bezogen auf die Situationen in der
Umgebung einen passenden Endpunkt liefert. In dieser Arbeit wird der Situation Handler
innerhalb des ProSit-Systems verwendet, um mithilfe von Prozessfragmenten eine abstrakte,
situationsbewusste Aktivität zu implementieren. Dabei werden Prozessfragmente verwendet,
um innerhalb von Prozessen die Prozessteile, die äquivalent zu den Fragmenten sind, mit
abstrakten Aktvitäten zu ersetzen. [Für15]
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Abbildung 2.8: Überblick über den situationsbewussten Servicebus Situation Handler
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2.2 Verwandte Arbeiten
In diesem Abschnitt werden Arbeiten vorgestellt, die sich in die Bereiche Prozessflexibi-
lität [SSO01] und kontext- bzw. situationsbewusste Anwendungen (siehe Abschnitt 2.1.7)
einteilen lassen. Dabei wird ein Überblick über die Ansätze werden, die mit Kontext und
Prozessadaption umgehen. So werden in den Arbeiten Ansätze mit Fragmenten verwendet.
Dabei entspricht das Kontext-Modell einem Zustandmodell, und wird durch die Fragmente
in andere Zustände überführt. Wiederum andere Arbeiten behandeln die Adaption bezogen
auf Situationen auf der Aktivitäten-Ebene eines Prozesses. So kann bspw. eine abstrakte
Aktivität definiert werden, die vor der Bereitstellung des Prozesses in konkrete Aktivitäten
transformiert werden. Diese konkreten Aktivitäten implementieren dann die Abfrage von
Kontextdaten und beeinflussen bezüglich der vorherrschenden Situationen den Kontrollfluss
des Prozesses.
Mundbrod et al. stellen in ihrer Arbeit [MGKR15] das Konzept context-aware process injection
(CaPI) vor. CaPI ermöglicht es, Prozesse zu erstellen, die sich entsprechend des aktuellen
Kontexts in spezifizierten Prozessregionen adaptieren. So definiert Mundbrod et al. das Model
von context-aware process families (CPF) (siehe 2.9). Eine CPF besteht hierbei aus einem base
process Model, extension areas, contextual situations, process parameters, process fragments
und injection specifications. Das base process Model entspricht des Prozesses, der sich ent-
sprechend des Kontexts anpassen soll. Extension areas werden verwendet, um Regionen
innerhalb des base process Models zu definieren. Diese Regionen beschreiben, an welchen
Stellen im Prozess die Adaption vollzogen wird. So definiert eine extension area zwei Knoten
innerhalb des base process Models, die als Ein- und Ausgang dieser Region gelten. Weitere
Elemente einer CPF sind contextual situations und process parameters. Contextual situations
sind logische Ausdrücke bzw. Bedingungen auf process parameters. Diese werden verwendet,
um den aktuellen Zustand in der Umgebung (bzw. den Kontext) abzubilden. Process para-
meters sind die Laufzeitvariablen der CPF und enthalten die konkreten Daten des Kontexts,
so dass geprüft werden kann, ob eine contextual situation vorliegt. Anhand der contextual
situations wird unterschieden, welches process fragment innerhalb des base process Models
eingefügt wird. Dabei werden diese Fragmente in die definierten Regionen (extension area)
eingehängt. Die process fragments sind wie das base process Model ein Prozessmodel, haben
jedoch die Einschränkung, dass diese eine SESE-Form (Single-Entry-Single-Exit) aufweisen
müssen. Analog sind auch extension areas definiert, die nachMundbrod et al. jeweils nur einen
Ein- und Ausgang haben. Die letzten Elemente einer CPF sind injection specifications. Diese
definieren welches Fragment, an welche Stelle, unter welcher Bedingung und in welcher Art
dieses eingefügt wird. So besteht grundlegend eine injection specification aus einer extension
area, contextual situation und process fragment der CPF. Zusätzlich umfasst eine injection
specification auch Parameter, die die Ausführung von Fragmenten innerhalb des Prozesses
spezifizieren. So kann definiert werden, ob das Fragment inline eingefügt oder als Subprozess
aufgerufen wird. Weiterhin kann definiert werden, ob das Fragment parallel oder sequentiell
und einmalig oder mehrmalig ausgeführt wird. Die injection specification ist ein weiterer
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Parameter, der eine contextual situation (InjTrigger) angibt, die erfüllt sein muss, bevor das
Fragment ausgeführt wird. Da es nicht garantiert werden kann, dass zur Laufzeit immer
nur ein Fragment aktiv wird, enthalten injection specifications noch ein Parameter für eine
Priorisierung. Die letzten Elemente einer injection specification umschreiben Abbildungen
von Variablen. Diese Variablen des base process Models sind Eingabe- und Ausgabevariablen
der genutzten Fragmente. Dies wird verwendet, um einen korrekten Datenfluss zwischen
Hauptprozess und Fragment zu definieren. Zusammenfassend erlaubt der Ansatz von Mund-
brod et al. [MGKR15] das Einhängen von SESE-Fragmenten an definierten Stellen innerhalb
des Hauptprozesses. Die verschiedenen Möglichkeiten können in Abbildung 2.10 eingesehen
werden. Zusammenfassend stellen Mundbrod et al. ein Konzept für die Ausführung von
Fragmenten zur Laufzeit vor. Dabei werden die Fragmente ausgeführt, falls eine spezifizierte
Region im Prozessmodell erreicht wird. Zusätzlich müssen Kontextdaten Bedingungen ent-
sprechen, die den Fragmenten angehängt werden. Die Ausführung der Fragmente lässt sich
auf verschiedene Art spezifizieren. So können sie sequentiell oder parallel und einmalig oder
mehrmals ausgeführt werden.
Process	Fragment	2Process	Fragment	1
Base	Process
Contextual Situation	2
CF CF CF
Context	Factors:
CF CF CF
Process Parameter	3Process Parameter	1 Process Parameter	2 Process Parameter	4
Contextual Situation	1 Contextual Situation	2
A F+ +
B C D E
B C
D E
Extension	Area	1
If	Contextual	Situation	1	is	present	
at	Extension	Area	1:	Inject	Process	
Fragment	1	and	Process	Fragment	
2 inline	 in	parallel
Abbildung 2.9: Überblick über eine CPF des CaPI Ansatzes [MGKR15]
Bucchiarone et al. stellen in ihrer Arbeit [BMPR12] einen Ansatz für die dynamische Adap-
tion von Prozessen vor. Dabei definieren Bucchiarone et al. in ihrem Ansatz die Entitäten
context property diagram, process fragment, process configuration und system configuration.
Ein context property diagram stellt hierbei das Kontextmodell dar und ist als abstrakte Entität
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Abbildung 2.10: Überblick über die Einbettung von Fragmenten des CaPI Ansatzes mithilfe
von injection specifications [MGKR15]
definiert. Dieses Kontextmodell entspricht einem Zustandsautomaten, der alle Möglichkeiten
des Kontexts als Entität erfasst. So bilden Bucchiarone et al. die Fahrzeuglogistik im Hafen
von Bremen in ihrem System ab (siehe Abbildung 2.11 für einen Überblick). Dabei werden
mehrere Eigenschaften eines Fahrzeugs, wie etwa die Position, die Registratur im Hafen
und ob das Fahrzeug beschädigt ist, als Entität modelliert. Weiterhin wird die Verfügbarkeit
der Lager abgebildet. Für Änderungen am Zustand einer Entität, werden annotierte Prozess-
fragmente verwendet, die jeweils zu einer Entität, zu geordnet werden. Diese Fragmente
bilden ein Transitionssystem aus Aktivitäten und Zustandsübergängen für die Entität, der
sie angehören. Dafür werden Annotationen verwendet, die an die Aktivitäten der Fragmente
angehängt werden. Es werden Annotationen definiert, wie etwa für das Definieren von
Vorbedingungen für den Zustand von Entitäten, den Effekt einer Aktivität auf den Zustand
einer Entität, das Ziel einer abstrakten Aktivität oder ein Ziel für die Kompensation. Mit-
hilfe dieser Annotationen und den context property diagrams definieren Bucchiarone et al.
Adaptionsmechanismen. Zu Mechanismen gehören Refinement, Local Adaption und Compen-
sation. Der Mechanismus des Refinements wird verwendet, um das Auftreten einer abstrakten
Aktivität innerhalb einer Prozessinstanz durch eine Verkettung von Prozessfragmenten zu
implementieren. Dabei soll diese Verkettung von Fragmenten das annotierte Ziel der Akti-
vität realisieren. Der Mechanismus der Local Adaption verwendet die Fragmente wie beim
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vorherigen Mechanismus. Jedoch ist hier das Ziel, den Kontext in einen Zustand zu über-
führen, der einer Vorbedingung einer Aktivität entspricht. Dabei wird dieser Mechanismus
speziell für gescheiterte Aktivitäten eingesetzt, die eine solche Vorbedingung annotiert haben.
Der Compensation Mechanismus wird verwendet, um annotierte Kompensationsziele zu
erfüllen. Hierbei wird auch eine Verkettung von Fragmenten mit ihren Transitionssystemen
verwendet, die zum gewünschten Kompensationsziel (ein Zustand der Entitäten) führen.
Die hier beschriebenen Mechanismen können in Adaptionsstrategien verwendet werden.
Dabei geben sie Beispiele für Adaptionsstrategien an, wie etwa für one shot adaption. Bei
der one shot adaption Strategie wird ein einzelnes Adaptionsproblem gelöst, indem eine
passende Verkettung von den Adaptionsmechanismen verwendet wird. Weiterhin erläutern
Bucchiarone et al. wie weitere Strategien, mithilfe ihrer Machanismen (Refinement, Local
Adaption und Compensation) durchgeführt werden können. Zusammenfassenden kann mit
der Arbeit von Bucchiarone et al. eine Menge von Entitäten als ein dynamisches Kontext-
modell abgebildet werden. Diese Entitäten bieten das Ändern ihres Zustands mithilfe von
Prozessfragmenten an. Diese Prozessfragmente werden mithilfe von Annotationen und der
Verwendung von abstrakten Aktivitäten so verbunden, dass alle möglichen Zustände des
Kontextmodells genutzt werden können. Dafür werden die Annotationen verwendet, um die
entsprechende Reihenfolge von Fragmenten zu ermitteln.
Wieland et al. führen die BPEL Erweiterung Context4BPEL ein [WKNL07]. Context4BPEL
soll es ermöglichen, einen kontext-bezug auf der Workflowebene zu erreichen. So erlaubt
Context4BPEL die Anfrage von Daten, die Sensoren ermitteln, direkt imWorkflowmodell. Da-
bei basiert Context4BPEL auf den Konzepten von Context Events, Context Queries und Context
Decisions. Ein Context Event erlaubt es der Workflowinstanz, asynchron auf das Eintreten
eines Ereignisses zu warten. Ein Context Query erlaubt das Abfragen von Kontextdaten. Eine
Context Decision ermöglicht die Beeinflussung des Kontrollflusses anhand von Kontextdaten.
So muss es möglich sein, Daten verschiedener Quellen zu vergleichen, um Entscheidungen
im Kontrollfluss auszuführen. Für die Implementierung dieser Konzepte verwenden Wieland
et al. die Nexus Platform für die Verwaltung von Kontextdaten. Diese Komponente erlaubt es
Kontextdaten anzufragen (Context Query) und sich auf Ereignisse zu registrieren (Context
Event). Mit dieser Komponente im Gesamtsystem spezifizieren Wieland et al. eine Reihe
von Aktivitäten, um die Konzepte Context Event, Context Query und Context Decision zu
implementieren. So können mit dem Context4BPEL Prototyp Workflows modelliert werden,
die beim Auftreten eines Events der Nexus Platform instanziiert werden und/oder Aktivitäten
nutzen, um sich während der Ausführung auf Events zu registrieren. Der Context Query
wird mittels einer Aktivität implementiert, die eine AWQL-Query an die Nexus Platform
sendet und das Ergebnis schließlich wieder in den Prozess per Variable integriert. Für Context
Decisions erweitern Wieland et al. die Standard Querysprache von BPEL 2.0, XPath. Dabei
werden Funktionen implementiert, die mit Kontextdaten direkt von der Nexus Platform
arbeiten. Zusammenfassend stellen Wieland et al. eine Spracheerweiterung für BPEL 2.0
vor. Dabei liegt der Fokus auf fein-granularen Kontextinformationen, die in Aktivitäten und
Kontrollfluss zur Modellierung verwendet werden.
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Abbildung 2.11: Überblick über die Modellierung der Entitäten der Fahrzeugligistik am
Hafen von Bremen mithilfe von context property diagram [BMPR12]
In der Arbeit Ä Situation-Aware Workflow Modelling Extension"von Breitenbücher et al.
[BHK+15] wird ein Konzept zur Modellierung von Situationen innerhalb eines Workflows
vorgestellt. Das Konzept wird SitME genannt und ermöglicht es, den Kontrollfluss einesWork-
flows anhand aktueller Situationen zu beeinflussen. So besteht das SitME Konzept aus der
Definition von Situation Events und Situational Scopes. Unter einem Situation Event versteht
man eine Aktivität, die das Auftreten einer Situation (definiert unter einem Namen), bezogen
auf ein Objekt, (referenziert durch eine eindeutige Identifikation) abwartet. Zur Laufzeit
verhält sich ein Situation Event wie folgt: Falls die Situation für das Objekt auftritt, werden
alle folgenden Aktivitäten aktiviert bzw. ausgeführt. Weiterhin dürfen Situation Events nur
als Startaktivität eines Workflowmodells definiert werden. SitME stellt auch das Konzept von
Situational Scopes vor. Die Aufgabe dieser Scopes ist es, eine Menge von Aktivitäten dann
auszuführen, sobald der annotierte Situation Event eintritt. Daher kann ein Situational Scope
mehrere Situation Events definiert haben. Falls zur Laufzeit dieser Scope aktiv wird, muss
zuerst sicher gestellt sein, dass die definierten Situation Events, die dem Scope anhängen,
vorliegen. Weiterhin lassen sich weitere Attribute für den Situational Scope definieren, die die
Ausführung dieser Scopes spezifizieren. So kann mittels Entry-Mode angegeben werden, ob
auf die Erfüllung der Situationen für eine gewisse Zeit gewartet werden soll oder die Ausfüh-
29
2 Grundlagen und verwandte Arbeiten
rung direkt beendet wird. Zusätzlich kannmithilfe des Attributs SituationViolation spezifiziert
werden, wie sich ein Situational Scope verhalten soll, falls während der Ausführung die Situa-
tionen nicht mehr vorherrscht. So kann angegeben werden, ob die Ausführung fortgesetzt
werden oder ein Abbruch durchgeführt werden soll. Zur Evaluation bilden Breitenbücher
et al. ihr Konzept auf die Workflowsprache BPEL 2.0 ab. Dabei definieren sie Aktivitäten
für BPEL (<SituationEvent>, <SituationalScope>), die anschliessend in standard-konforme
BPEL Aktivitäten transformiert werden. So vermeiden Breitenbücher et al. das Entwickeln
einer neuen Sprache oder Workflowengine. Zusammenfassend nutzen Breitenbücher et al.
die Vorteile, die durch die Verwendung von Situationen entstehen. So muss keine komplexe
Datenverarbeitung mit fein-granularen Kontextmodellen bewerkstelligt werden. So kann mit
SitME sehr einfach modelliert werden, welche Situationen auf Objekten gelten müssen, bevor
eine Reihe von Aktivitäten ausgeführt wird. Weiterhin argumentieren die Authoren, dass
durch das Integrieren von Situationen im Workflowmodell, die Wiederverwendung durch
Fragmente gefördert wird. So können einen Reihe von Fragmenten semantisch dasselbe Ziel
verfolgen und mithilfe von Situation Events explizit kontrolliert werden, welches Fragment
zur jeweiligen Situation passt. Zusammenfassend ermöglicht SitME die Modellierung von
Situationen auf der Workflow-Ebene. So kann ein Workflow das Auftreten einer Situation
innerhalb einer Startaktivität empfangen, um so eine Ausführung des Workflows zu starten.
Zusätzlich können mit SitME Scopes innerhalb eines Workflows definiert werden, die nur
ausgeführt werden dürfen, falls spezifizierte Situationen vorherrschen.
Die Arbeit von Adams et al. [ATEV06] stellt das KonzeptWorklets vor. Worklets sind Prozess-
modelle, die einen bestimmten Teil eines Gesamtprozesses implementieren. Dabei implemen-
tieren Worklets eine Aktivität innerhalb dieses Gesamtprozesses und werden zur Laufzeit
ausgewählt. So können verschiedene Worklets für das Erfüllen derselben Aufgabe existieren.
Für die Selektion eines passenden Worklets, werden Ripple Down Rules verwendet. Unter
einer Ripple Down Rule versteht man einen Binär-Baum, dessen Knoten aus Bedingungen
und Referenz auf Worklets bestehen. Um nun festzustellen, dass eine Ripple Down Rule
gilt, werden von der Wurzel bis zu einem Blatt des Binär-Baumes die Bedinungen in den
Knoten evaluiert. Diese Evaluation ist nach Abschluss ein Pfad durch den Binär-Baum. Nach
der Evaluation einer Bedingung innerhalb eines Knotens wird entschieden, mit welchem
Kindknoten im Binär-Baum fortgefahren wird. So repräsentieren die Kindknoten, ob die
Bedingung innerhalb des Elternknotens gilt oder nicht. Falls die Bedingung nicht gilt, wird
mit dem Kindknoten fortgefahren, der als Ausnahme deklariert wurde. Falls die Bedingung
gilt, wird entlang des anderen Kindknotens weiter evaluiert. Falls ein Blatt erreicht wurde und
dessen Bedingung gilt, wird das referenziert Worklet für die Implementierung der Aktivität
gewählt. Falls die Bedingung innerhalb des Blattes nicht gilt, wird der letzte Knoten innerhalb
des Pfades gewählt, für den die Bedingung gültig war. Ripple Down Rules werden an den
Aktivitäten eines Prozesses spezifiziert, sodass sie zur Laufzeit evaluiert werden können, um
dann ein passendes Worklet auszuwählen. Zusammenfassend wird in der Arbeit von Adams
et al. [ATEV06] eine Menge von Subprozessen mittels Ripple Down Rules zusammengeführt.
Dabei wird der Gesamtprozess durch annotierte Aktivitäten definiert. Diese Aktivitäten
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besitzen die Ripple Down Rules, die zur Laufzeit evaluiert werden und angeben, welches
Worklet zum aktuellen Kontext passt. Diese Worklets implementieren dann die Aktivität.
Modafferi et al. stellen in ihrer Arbeit [MBCP05] eine Methode für das Entwickeln von
kontextbewussten Workflows vor. Dabei stellen sie die Definitionen von Context-Sensitive
Regions (CSR) und Context Change Patterns (CCP) vor. Eine CSR ist eine Region innerhalb
eines Workflows. Diese Region kann durch mehrere Subprozesse implementiert werden, die
anhand einer Bedingung auf einem Kontextmodell selektiert werden. Weiterhin ermöglicht
eine solche CSR, die Migration von den verwendeten Subprozessen zur Laufzeit. Hierbei
bedeutet Migration, dass auf zur Laufzeit entstehende Änderungen des Kontexts, reagiert
wird. So wird während der Laufzeit überwacht, ob sich die Bedingungen einer CSR ändern.
Falls nun eine Änderung ermittelt wurde, würde der bereits laufende Subprozess, auf einen
Zustand zurückgerollt, der für einen Alternativen Subprozess verwendbar ist. Bspw. kann ein
Subprozess die Aktivitäten A, B, C, D ausgeführt haben, jedoch ändert sich nun der Kontext.
Ein alternativer, passender Subprozess würde nun die Aktivitäten A, B, X, Y ausführen. Die
Workflowengine müsste wegen der Kontextänderung mindestens die Aktivitäten C und D
des laufenden Subprozesses zurückrollen. Nachdem diese zurückgerollt wurden, kann der
alternative Subprozess (A, B, X, Y) ausgeführt werden. So kann zur Laufzeit sichergestellt
werden, dass die passenden Aktivitäten zum aktuellen Kontext verwendet werden. Das
Zurückrollen von Aktivitäten, falls eine Kontextänderung auftritt, ist das Standardverhal-
ten innerhalb des Konzepts. Modafferi et al. stellen zusätzlich das Konzept von Context
Change Patterns vor (CCP). Diese werden mittels Migration Arcs und Migration Points in
das kontext-sensitive Workflowmodell eingebettet. Diese CCP werden verwendet, um das
kostspielige Standardverhalten des Zurückrollens der Aktivitäten zu umgehen. So können
mit den Migration Arcs und Points, bei einer Kontextänderung ein alternativer Kontrollfluss
zwischen den verschiedenen Subprozessen definiert werden. Falls nun zur Laufzeit erkannt
wird, dass der aktuelle Subprozess nicht mehr verwendet werden darf, wird geprüft, ob nach
der aktuellen Aktivität ein Migration Point definiert ist. Falls ja, kann vom aktuellen Zustand
in einen alternativen Subprozess gewechselt werden, ohne ein kostspieliges Zurückrollen
durchzuführen. Dieses Konzept erlaubt es der Workflow Engine zur Laufzeit, anstatt den
nicht mehr verwendbaren Subprozess zurückzurollen, direkt in den passenden alternativen
Subprozess überzugehen. Zusammenfassend definieren Modafferri et al. ein Konzept, das
basierend auf Kontextdaten einen alternative Subprozess selektiert. Das Standardverhalten
von Workflowengines, das zurückrollen/kompensieren von Aktivitäten, wird verwendet,
um auf Änderungen innerhalb des Kontexts zu reagieren. So wird beim Erkennen einer
solchen Kontextänderung ein alternativer Subprozess ausgeführt. Dieses Zurückrollen ist
kostspielig. Um dem entgegenzutreten, definieren Modafferi et al. Kanten zwischen diesen
Subprozessen. So kann zur Laufzeit evaluiert werden, ob eine solche Kante zwischen den
Subprozessen existiert. Falls dies der Fall ist, kann die Workflowengine ohne Zurückrollen
auf den alternativen Subprozess wechseln.
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3 Aufgabenstellung und
Anforderungen
In diesem Kapitel wird die Aufgabenstellung und anschließend die zu erfüllenden Anforde-
rungen für diese Arbeit erläutert. In der Aufgabenstellung wird der Bezug zwischen den in
den Grundlagen erwähnten Themen wie Prozess(-fragmente) und situationsadaptive Anwen-
dungen innerhalb des SitOPT Projekts an eine Aufgabenstellung geknüpft. Daraus folgend
werden Anforderungen abgeleitet, die als Kriterien für die Arbeit gelten.
3.1 Aufgabenstellung
Eines der Kernziele des SitOPT Projekts ist es, „...Konzepte und Methoden zu entwickeln, die
es situationsbezogenen Anwendungen erlauben, sich autonom an die dynamische Umgebung, in
der sie ablaufen, anzupassen.“ [UST16]. Weiterhin sollen „...Konzepte der fragmentbasierten
Workflowmodellierung erweitert, um den Situationsbezug zu berücksichtigen und eine darauf
aufbauende Adaption zu ermöglichen.“ [UST16]. Diese Arbeit soll ein Konzept vorlegen, dass
es erlaubt neue und/oder bereits entwickelte Workflowmodelle in das vorhande SitOPT
System zu integrieren. Hierbei versteht sich unter Integration die Transformation dieser
Workflows in situationsbewussteWorkflows. Dies bedeutet, das die semantische Funktion des
Workflows beibehalten werden soll, jedoch soll dabei autonome Anpassung desWorkflows an
die aktuelle Situation ermöglicht werden. Das SitOPT Projekt implementiert bereits Teilziele,
um solche situationsbewussten Workflows zu realisieren [HWS+15][WSBL15][Für15]. Eines
der Ziele dieser Arbeit ist es nun, die vorhanden Komponenten von SitOPT durch eine
Gesamtarchitektur bei der Entwicklung von situationsbewussten Workflows einzubinden.
Die Arbeit innerhalb des SitOPT Projekts zum Situation Handler (siehe auch Abschnitt 2.1.8)
bietet bereits einen lokalen Ansatz für die Adaption. Das heisst, auf der Ebene einer einzelnen
Aktivität kann eine vertikale Adaption durchgeführt werden [HRKD08]. Die Fähigkeit, dass
eine einzelne Aktivität durch eine situationsabhängig gewählte Implementierung ausgeführt
wird, soll als Grundlage für diese Arbeit gelten.
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3.2 Anforderungen
In diesem Abschnitt werden Anforderungen an diese Arbeit definiert. Dabei werden Anforde-
rungen an das Gesamtkonzept und die Verwendung von WS-BPEL 2.0 Workflows innerhalb
des SitOPT Projekts aufgelistet. Zusätzlich werden Anforderungen an die Implementierung
dieses Konzepts definiert.
R1 Das Konzept soll die Verwendung von BPEL-Workflows innerhalb des SitOPT Projekts
ermöglichen
R2 Das Konzept muss imperative, graph-basierte Prozessprachen unterstützen
R3 Die Erkennung von Workflow-Modellfragmenten in Workflow-Modellen soll automa-
tisiert durchgeführt werden
R4 Das Konzept soll Prozessfragmente für die situationsbewusste Adaption verwenden
R5 Entwicklung einer prototypischen Implementierung des Konzepts
R6 Integration des Konzepts und der Implementierung mit dem SitOPT-Situation Handler
R7 Integration des Konzepts und der Implementierung mit der OpenTOSCA-Laufzeit-
umgebung, um Prozessfragmente automatisiert als Dienst bereitzustellen, sodass diese
dynamisch zur Laufzeit in Abhängigkeit der jeweiligen Situationen ausgewählt und
aufgerufen werden können
R1 gibt der Arbeit den grundsätzlichen Rahmen. So sollen in der Sprache BPEL spezifi-
zierte Workflows in das SitOPT Projekt integriert werden. Zusätzlich soll das Konzept zur
dynamischen Adaption der Funktionalität des Workflows Prozessfragmente einsetzen, die
in Abhängigkeit der jeweiligen Situation ausgewählt und ausgeführt werden (R3, R4). Die
Anforderung R2 spezifiziert den Rahmen der betrachteten Workflow-Sprachen. Dieser gibt
unter Anderem vor, dass BPEL bei der Implementierung des Konzepts eingesetzt wird. Das
Konzept muss daher keine deklarativen Workflow-Sprachen unterstützen. Dabei ist BPEL ein
Hybrid aus graph- und block-basierten Sprachen. Aus diesem Grund gilt die Einschränkung
der zu unterstützenden Workflow-Sprachen auch für die Prozessfragmente. Die Entwicklung
von situationsbewussten Workflows soll möglichst automatisiert sein (R3). Dies vereinfacht
nicht nur die Entwicklung selbst, sondern ermöglicht auch die Integration in andere IT
Systeme. Die Anforderung R4 hingegen fordert die Verwendung von Prozessfragmenten für
die Adaption bezogen auf den geltenden Situationen. Prozessfragmente sind eine Möglichkeit
zur Prozessflexibilisierung, bei der wiederkehrende Prozessteile eines Prozesses ausgelagert
werden. Es existieren verschiedene Ansätze für die Verwendung von Prozessfragmenten
(siehe Abschnitt 2.2). Mithilfe von Prozessfragmenten kann ein Prozess nach bestimmten
Kriterien adaptiert werden. In dieser Arbeit soll diese Adaption abhängig von vorliegenden
Situationen geschehen.
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Situationen aggregieren feingranulare Kontextdaten zu höherwertigen Informationen über
den Zustand eines Systems. Daraus folgend muss das Konzept eine Brücke zwischen Situa-
tionen und Prozessfragmenten erarbeiten. Weiterhin soll die Adaption des Prozesses zur
Laufzeit durchgeführt werden. Dies Resultiert aus der sich dynamisch ändernden Umgebung,
in der Situationen auftauchen, sich ändern und wieder verschwinden können. Die Adaption
eines Prozesses zur Zeit der Bereitstellung würde der Dynamik dieser Umgebungen nicht
unterstützen. Weiterhin muss sicher gestellt werden, dass die Funktionalität der Prozesse
durch die Adaption nicht geändert wird. So muss während der Adaption weiterhin das
vorgesehene Ziel durch die Prozessinstanz erfüllt werden.
Anforderungen R5, R6, R7 beziehen sich auf die Implementierung des entwickelten Kon-
zepts. So soll die Integration mit dem, im SitOPT Projekt entwickelten, Situation Handler ein
Teil dieser Arbeit sein (R6). Der Situation Handler ist ein situationsbewusster Servicebus
innerhalb der SitOPT-Architektur. Durch diesen Bus können verschiedene Dienste abhängig
von der vorliegenden Situation aufgerufen werden. Dadurch stellt der Situation Handler auch
eine Schnittstelle zum SitOPT-System dar, die als Einstiegspunkt gesehen werden muss (R6).
Zusätzlich soll eine Integration mit dem OpenTOSCA Container durchgeführt werden (R7).
Der OpenTOSCA Container ist ein imperativer und deklarativer Cloud Container. Dabei
implementiert der Cloud Container eine Laufzeitumgebung für die Modellierungssprache
TOSCA. Mithilfe von TOSCA können Anwendungen und die Cloud Umgebung, in der sie
provisioniert werden, beschrieben werden. Der OpenTOSCA Container kann diese TOSCA
Beschreibungen verwenden, um automatisiert eine Provisionierung der Anwendung durchzu-
führen. Diese Funktionalität soll im Konzept und in der Implementierung verwendet werden,
um Prozessfragmente, die zur dynamischen Adaption des Prozesses eingesetzt werden sollen,
automatisiert bereitzustellen.
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In diesem Kapitel wird die Entwicklungsmethode für Prozesse und Prozessfragmente in
situationsbewussten Umgebungen, kurz ProSit-Methode, vorgestellt. Die ProSit-Methode
gibt einen Rahmen für die Entwicklung von situationsbewussten Prozessmodellen mithilfe
der Verwendung von Prozessmodellfragmenten (siehe Abbildung 4.1). Die ProSit-Methode
umfasst sechs Schritte, die mit der Prozessmodellierung beginnt. Dieser Schritt beschreibt all-
gemeine Konzepte, die für die Modellierung von Prozessmodellen eingesetzt werden. Folgend
wird ein Vergleich zwischen entwickeltem Prozessmodell und verfügbaren Prozessmodell-
fragmenten durchgeführt, hier unter dem Schritt Fragmenterkennung definiert. Das Ergebnis
dieses Schritts ist eine Menge von Prozessmodellfragmenten, die semantisch äquivalent zu
einem Prozessmodellteil sind. Im darauf folgenden optionalen Schritt, der Fragmentselektion,
werden die entdeckten und zu verwendenden Prozessmodellfragmente ausgewählt, um so
festzulegen welche Prozessmodellteile sich situationsbewusst Verhalten sollen. Anschließend
werden die gewählten Prozessmodellfragmente und somit die gefundenen äquivalenten
Prozessmodellteile im optionalen Schritt der Ersetzungskonfiguration konfiguriert. Diese
Konfiguration ermöglicht es auftretende Mehrdeutigkeiten zwischen Prozessmodellfragment
und Prozessmodellteilen aufzulösen. Als vorletzten Schritt der ProSit-Methode kommt die
Prozessteilersetzung. In diesem Schritt werden die äquivalenten Prozessmodellteile durch
situationsbewusste Aktivitäten ersetzt. Diese situationsbewussten Aktivitäten entsprechen
einem Aufruf eines Prozessmodellfragments, das dynamisch zur Laufzeit in Abhängigkeit der
jeweils vorliegenden Situationen ausgewählt wird. Da mehrere Prozessmodellfragmente exis-
tieren können, welche dieselbe Operation implementieren, muss eine Selektion zur Laufzeit
geschehen. Diese Selektion wird mithilfe des ProSit-Systems umgesetzt. So wird mithilfe des
Systems zur Laufzeit das Prozessmodellfragment ausgeführt, dessen Situationen vorliegen.
Als finalen Schritt der ProSit-Methode kommt die Prozessbereitstellung. Dabei werden das
Prozessmodell und die entdeckten Prozessmodellfragmente innerhalb des ProSit-Systems
bereitgestellt. Die Modelle bilden zusammen ein Gesamtprozessmodell, der sich mithilfe des
ProSit-Systems situationbewusst verhält (siehe Kapitel 5). In den nun folgenden Abschnitten
werden die einzelnen Schritte der ProSit-Methode im Detail erklärt.
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Abbildung 4.1: ProSit-Methode zur Entwicklung situationsbewusster Prozesse
4.1 Prozessmodellierung
Als erster Schritt der vorgestellten ProSit-Methode für die Entwicklung von situations-
bewussten Prozessmodellen steht die Prozessmodellierung. Hier wird die vom Entwickler
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gewünschte Funktionalität innerhalb eines Prozessmodells modelliert. Zur Vereinfachung der
Modellierung empfiehlt sich der Einsatz von bewährten Prozessmodellfragmenten, die vom
Modellierer aus einem Repository (z.B. Fragmento) ausgewählt und miteinander kombiniert
werden. Der Einsatz von Werkzeugen in Verbindung mit den im Gesamtsystem vorhandenen
Prozessmodellfragmenten, erleichtert die Entwicklung weiter. So können die konkreten
Prozessmodellfragmente innerhalb des Entwicklungswerkzeugs angezeigt werden, um so
dem Entwickler bei der Wahl der richtigen Operation (die konkreten Prozessmodellfragment-
teile können in späteren Schritten wieder entfernt werden) zu unterstützen. Dies hilft dem
Entwickler schneller die gewünschte Funktionalität zu erreichen (Bspw. mit den Werkzeugen
aus [Ma12][Ecl09]).
Prinzipiell schränkt dieser Schritt der Methode die Modellierung des Prozessmodells nicht ein,
jedoch schreibt sie den Einsatz von imperativen, Graph-basierten Prozesssprachen [PWZ+12]
vor. Diese Anforderung resultiert aus der weiten Verbreitung imperativer, Graph-basierter
Prozessmodellierungssprachen, wie etwa BPMN und BPEL. Zudem sind Autonomiedefini-
tionen zwischen Haupt- und Subprozess in diesen Sprachen klar definiert [KELU10]. Im
Gegensatz dazu ist es noch nicht geklärt wie sich das Verhältnis zwischen einem Hauptpro-
zess und Subprozess(/Fragment) innerhalb der deklarativen Sprachen [FLM+09] verhält bzw.
verhalten soll [ZSPW12][ZSH+15].
4.2 Fragmenterkennung
Nachdem die Prozessmodellierung beendet wurde und ein Entwickler ein fertiges Prozessmo-
dell erstellt hat, folgt die Fragmenterkennung. Die Aufgabe dieses Schrittes ist es, innerhalb des
entwickelten Prozessmodells Prozessmodellteile zu erkennen die zu Prozessmodellragmenten
innerhalb des Gesamtsystems äquivalent sind. Diese Äquivalenz besteht aus zwei Teilen: (i)
Es muss strukturelle Äquivalenz zwischen Prozessmodellteil und Prozessmodellfragment
gegeben sein (ii) zusätzlich muss semantische Unvollständigkeit [Ma12] vermieden werden
sein.
Unter struktureller Äquivalenz versteht sich hier, dass ein Prozessmodellfragment auf einen
Teil des Hauptprozessmodells abgebildet werden kann, d.h. es existieren Pfade im Kontroll-
fluss des Hauptprozessmodells, die äquivalent zumKontrollfluss eines Prozessmodellfragment
sind. Ausschlaggebend für das Identifizieren von äquivalenten Pfaden ist die Definition der
Äquivalenz zwischen Aktivitäten und Kontrollflusskanten. Dabei kann dieser Vergleich in
semantische und syntaktische Äquivalenz eingeteilt werden. Der Unterschied zwischen syn-
taktischer und semantischer Äquivalenz wird anhand dem Beispiel im Abbild 4.2 erläutert.
Unter syntaktischer Äquivalenz versteht sich die Äquivalenz zwischen den Definitionen von
Aktivitäten auf syntaktischer Ebene. Im Abbild 4.2 wird dies anhand von BPEL <assign>-
Aktivitäten veranschaulicht. So schreiben beide Aktivitäten den Inhalt der Variable var2
in die Variable var3. Die syntaktische Definition dieser <assign>-Aktivitäten ist identisch,
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jedoch unterscheidet sich jeweils der Typ der Variable var3. Wegen den unterschiedlichen
Typen sind die Aktivitäten syntaktisch jedoch nicht semantisch äquivalent. Semantische
Äquivalenz wird in Abbild 4.2 anhand von zwei BPEL <invoke>-Aktivitäten erläutert. Die
beiden Aktivitäten sind nicht syntaktisch äquivalent.Dies kommt vom Umstand das die
Definitionen innerhalb der Attribute name und inputVariable nicht identisch sind. Jedoch
sind die beiden <invoke>-Aktivitäten semantisch äquivalent. Dies kommt durch den Umstand
dass die Aktivitäten die selbe Operation und Variablen des gleichen Typs verwenden. Man
muss hier jedoch beachten das die semantische Äquivalenz in diesem Beispiel, auf der Basis
von Typen definiert wird.
<variable	name="var1"	type="type1"/>
..
<invoke name="sendOrderInvoke"	 inputVar="var1"	operation="sendData"/>
<variable	name="var2"	type="type1"/>
..
<invoke name="sendBillInvoke"	 inputVar="var2"	 operation="sendData"/>
<variable	name="var2"	type="type1"/>
<variable	name="var3"	type="type2"/>
..
<assign name="assignVar3">	
<copy>
<from variable="var2"/>	
<to variable="var3"	/>
</copy>
</assign>
<variable	name="var2“	type="type1"/>
<variable	name="var3"	type="type1"/>
..
<assign name="assignVar3">
<copy>
<from variable="var2"/>				
<to variable="var3"	/>		
</copy>
</assign>
Typ-basierte
semantische Äquivalenz syntatkische Äquivalenz
✗
✗
✓
✓
Abbildung 4.2: Beispiel für syntaktische und semantische Äquivalenz von BPEL 2.0 Aktivi-
täten
Als weiterers Kriterium für die Fragmenterkennung, neben der strukturellen Äquivalenz, gilt
die semantische Vollständigkeit bzw. das Verhindern von semantischer Unvollständigkeit
[Ma12]. Unter semantischer Unvollständigkeit versteht sich nach Zhilei Ma das Vorkommen
von Variabilitätspunkten und/oder das Fehlen von Definitionen von Elementen innerhalb
eines Prozessmodellfragments [Ma12]. Ein Variabilitätspunkt kann als ein Platzhalter inner-
halb eines Prozessmodellfragments definiert werden, die vor der Verwendung durch konkrete
Elemente ersetzt werden müssen. Beispielsweise bietet die Workflowsprache BPEL 2.0 die
Möglichkeit, Platzhalter innerhalb von abstrakten BPEL Workflowmodellen zu definieren
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(Mit der Verwendung von opaqueActivty-Aktivitäten). Das Ersetzen von Platzhaltern im
Allgemeinen ist außerhalb des Zuständigkeitsbereichs der ProSit-Methode. Der andere As-
pekt der semantischen Unvollständigkeit, ist das Fehlen von Definitionen von Elementen
innerhalb eines Prozessmodellfragments. Hierbei muss im Schritt der Fragmenterkennung
sicher gestellt werden, dass alle Elemente innerhalb der entdeckten Prozessmodellfragmen-
te mindestens eine passende Definition im untersuchten Prozessmodell vorhanden haben.
Falls bei der Suche nach Prozessmodellteilen, die syntaktisch und semantisch Äquivalent zu
einem Prozessmodellfragment sind, semantische Unvollständigkeit festgestellt wird, muss
das Prozessmodelldragment abgewiesen werden, da sonst das Gesamtprozessmodell (situa-
tionsbewusstes Prozessmodell mit Prozessmodellfragmenten als Ganzes) nicht ausführbar
wäre.
Zusammenfassend ist das Ergebnis der Fragmenterkennung eine Menge von strukturell
äquivalenten Pfaden zwischen Prozessmodellteilen und Prozessmodellfragmenten, d.h. einer
Kandidatenmenge von Prozessmodellfragmenten, deren Funktionatlität im Hauptprozessmo-
dell situationsbewusst modelliert werden kann. Zusätzlich sind die Prozessmodellfragmente
semantisch vollständig, das heisst dass alle verwendeten Elemente auch eine Definition besit-
zen, sei diese innerhalb des Prozessmodellfragments selbst oder im Hauptprozessmodell.
4.3 Fragmentselektion
Der Schritt der Fragmenterkennung hat als Ergebnis eine Menge von Prozessmodellfrag-
menten, die als Kandidaten für die spätere Prozessteilersetzung (siehe Abschnit 4.5) genutzt
werden können. Jedoch können Konflikte zwischen Prozessmodellfragmenten vorhanden
sein, die im hier beschriebenen optionalen Methodenschritt, der Fragmentselektion, behoben
werden. Die Konflikte die nach der Fragmenterkennung entstehen sind mögliche Überlap-
pungen zwischen den erkannten Prozessmodellfragmenten. So können mehrere Prozess-
modellfragmente auf die selben Aktivitäten des Hauptprozesses abgebildet worden sein.
Solche Überlappungen verhindern einen korrekten Austausch in der späteren Prozesstei-
lersetzungsphase, der ProSit-Methode. Für das automatisierte Auflösen solcher Konflikte
können verschiedene Techniken verwendet werden. Ein Beispiel dafür wäre es eine Heu-
ristik zu definieren, die den Grad der Überdeckung von Prozessmodellfragmenten auf dem
Prozessmodell abbildet, dabei jedoch Überlappungen verbietet. Mit dieser Heuristik könnte
man nun automatisiert eine Menge von Prozessmodellfragmenten berechnen, die konfliktfrei
und einen hohen Grad an Fragmentierung vorweisen. Man beachte hier jedoch, dass die
ProSit-Methode hier keine Einschränkung auf die verwendeten Änsatze macht und daher
auch eine manuelle Auswahl der Prozessmodellfragmente erlaubt, die letztendlich aus dem
Hauptprozessmodell ausgeschnitten werden sollen. Das Ergebnis dieses Schritts ist, wie bei
der Fragmenterkennung, eine Menge von Prozessmodellfragmenten, jedoch mit der Ein-
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schränkung, dass diese in ihrer Abbildung auf das Hauptprozessmodell keine Überlappungen
untereinander aufweisen.
4.4 Ersetzungskonfiguration
Nach dem vorherigen, optionalen Schritt der Fragmentselektion folgt der gleichermaßen
optionale ProSit-Methodenschritt der Ersetzungskonfiguration. In diesem Schritt geht es
darum, evtl. auftretende Mehrdeutigkeiten und/oder unerwünschte Konfigurationen zwi-
schen Prozessmodell und einzelnem Prozessmodellfragment aufzulösen. Ein Beispiel für
Mehrdeutigkeit ist die bei der Verwendung von Variablen auftreten können. So kann ein
Prozessmodellfragment eine Variable eines bestimmten Typs fordern, jedoch bietet das
Prozessmodell mehrere Variablen passenden Typs an. Man beachte, dass bei semantischer
Vollständigkeit, weiterhin Mehrdeutigkeiten existieren können. Die Entscheidung welche
Prozessmodellvariable an die Prozessmodellfragmentvariable gebunden wird, ist nicht ohne
Weiteres automatisiert entscheidbar, da die Semantik dieser Prozessmodellvariablen nicht
immer eindeutig bestimmt werden kann. Diese Problematik ist eng mit der Fragmenterken-
nung verbunden, so beeinflusst die Implementierung dieses Methodenschritts den möglichen
Grad der Mehrdeutigkeit. Beispielsweise kann bei der Fragmenterkennung ein äquivalentes
Paar an BPEL <invoke>-Aktivitäten erkannt worden sein. Falls nun diese Äquivalenz rein auf
Basis der Typen definiert wurde und mehrere Variablen im Hauptprozessmodell existieren,
muss in diesem Methodenschritt der Ersetzungskonfiguration entschieden werden, welche
Variable schließlich verwendet werden soll. Ein alternativer Ansatz für die Äquivalenz, wäre
zusätzlich zum Vergleich der Typen, die Forderung nach identischen Namen der verwende-
ten Variablen. Dies würde die Mehrdeutigkeiten der Variablen ausschließen, jedoch würde
das gleichzeitig die Fragmenterkennung einschränken. Die Fragmenterkennung wäre dabei
darauf angewiesen, dass das Hauptprozessmodell Namen für Variablen verwendet die auch
in den Prozessmodellfragmenten verwendet werden. Zusammenfassend ist das Ziel dieses
Methodenschritts, unabhängig von der Fragmenterkennung, evtl. auftretende Mehrdeutig-
keiten aufzulösen. Dazu schreibt die Methode keinen festen Ansatz vor, bspw. könnte der
Ansatz einer Namenskonvention (wie im vorherigen Beispiel beschrieben) in diesem Schritt
angewendet werden. Die Optionalität dieser Phase hat ihren Ursprung daher, da es vorkom-
men kann, dass keinerlei Mehrdeutigkeiten zwischen allen Paaren aus Prozessmodellteil und
Prozessmodellfragment entstehen.
4.5 Prozessteilersetzung
Der folgende Schritt der Prozessteilersetzung hat die Aufgabe, die ausgewählten Workflow-
modellfragmente aus dem Hauptprozessmodell auszuschneiden und diese durch situati-
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onsbewusste Aktivitäten zu ersetzen. Unter einer situationsbewussten Aktivität verstehen
wir den Aufruf einer Operation, die semantisch eindeutig definiert ist. Die Ausführung der
Operation ist dabei abhängig von den vorliegenden Situationen. Diese Anpassung an die
vorliegende Situation kann durch verschiedene Ansätze gelöst werden. Die Anpassbarkeit
von Prozessen wird im Bereich der Geschäftsprozesse auch Prozessflexibilität genannt. Sie
lässt sich in zwei Dimensionen einteilen: Grad der Wirkung und Zeitpunkt des Hinzufü-
gens der Flexibilität [Aal13][SMR+08]. Der Grad der Wirkung wird in die zwei Extreme
„Wirkung auf Prozessinstanzebene“ und „Wirkung auf Prozessdefinitionsebene“ eingeteilt.
Die Bedeutung hierbei ist, dass die Flexibilisierung (die Nutzung alternativer Lösungwege)
nur auf der aktuellen Prozessinstanz ausgeführt wird oder auf dem Prozessmodell selbst.
Erstere würde die Adaption auf Prozessinstanzebene durchführen. Letztere beeinflusst das
Prozessmodell und somit alle zukünftigen Prozessinstanzen dieses Modells. Bei der Dimen-
sion „Zeitpunkt des Hinzufügens der Flexibilität“ wird in die Extremen Entwicklungszeit
und Laufzeit unterschieden. Flexibilität während der Entwicklungszeit wird in der Regel
durch allgemein bekannte Konstrukte wie if,switch und/oder OR-Splits ermöglicht. Hierbei
stellt die Prozesssprache selbst passende Möglichkeiten für die Prozessflexibilität vor. Bei
der Flexibilität zur Laufzeit versteht sich die Möglichkeit alternative Ausführungspfade zu
nutzen, während eine Prozessinstanz bereits ausgeführt wird. In [Aal13][SMR+08] werden
verschiedene Techniken erläutert, die dies ermöglichen. Darunter gehören auch oft ver-
wendete Kontsrukte wie bspw. undo- oder redo-Aktivitäten (Flexibility by deviation). Diese
ermöglichen Flexibilität, jedoch sind diese rein auf der Prozessinstanzebene und beeinflussen
nicht die darunterliegende Prozessmodelldefinition. Techniken die Flexibilität zur Laufzeit
ausschließlich auf der Prozessmodelldefinition vornehmen werden nach [SMR+08] in die
Kategorie Flexibility by Underspecification eingeteilt. Dabei werden Teile des Prozessmodells
unterspezifiziert, sodass dieser nicht vollständig ausführbar ist. Diese Teile werden hier als
Platzhalter bezeichnet. Zur Laufzeit werden diese fehlenden Informationen ermittelt bzw.
werden die Platzhalter durch konkrete Aktivitäten ersetzt. Die Ansätze, die dafür existieren,
werden in late binding und late modeling kategorisiert [Aal13][SMR+08]. Beim late binding
werden aus vorgefertigten Prozessmodellfragmenten ein passendes ausgewählt und diese
als passende Implementierung für den Platzhalter verwendet. Beim late modeling wird beim
Ausführen des Platzhalters ein neues Prozessmodellfragment generiert, das die gewünschte
Aufgabe erledigt.
Die ProSit-Methode schlägt zur Flexibilisierung der Prozesse eine Methode der Flexbility by
Underspecification vor. Dabei soll ein late binding Ansatz verwendet werden. Der Vorteil bei
dieser Wahl ist es, dass es eine „natürliche“ Trennung zwischen lokalem Expertenwissen
und globaler Geschäftsfunktion darstellt. Hierbei ist das Expertenwissen in Prozessmodell-
fragmenten und die globale Geschäftsfunktion innerhalb des Prozessesmodells abgebildet.
Die in diesem Schritt vollzogene Fragmentierung hat als Ergebnis einen fragmentierten
Prozess, der an den ursprünglichen Stellen der Workflowmodellfragmente jeweils durch
eine situationsbewusste Aktivität ersetzt wurde. Falls alle ursprünglichen Aktivitäten des
Hauptprozessmodells auf Workflowmodellfragmente abgebildet und somit ersetzt wurden,
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besteht dieses Prozessmodell nun ausschließlich aus situationsbewussten Aktivitäten. Die
Aufgabe dieser Aktivitäten ist es, zur Laufzeit die passende Implementierung (innerhalb
der Workflow-Modellfragment Bibliothek) zur aktuellen Situation zu wählen. Dazu kann
dies nativ innerhalb der Workflowengine implementiert sein oder extern als Dienst (siehe
Abschnit 2.1.8).
4.6 Prozessbereitstellung
Die Prozessbereitstellung hat als Aufgabe das erstellte fragmentierte Prozessmodell für die
Laufzeit bereitzustellen. Dabei können mehrere Ansätze verwendet werden, jedoch muss
ein Kriterium eingehalten werden: Die Verfügbarkeit aller Prozessmodellfragment muss
eingehalten werden. Prozessmodellfragmente, welche dieselbe semantische Operation imple-
mentieren bilden Fragmentgruppen (siehe auchAbschnitt 5.2.1). Dabei bilden diese zusammen
einen Raum der Variabilität, bezogen auf die Situationen unter denen sie ausgeführt werden
dürfen. So kann ein Prozesmodellfragment für die semantische Operation „reduzierRaum-
Temperatur“ das Fenster öffnen, während ein anderes die Klimaanlage aktiviert. Bei beiden
ist jedoch die Semantik der Ausführung dieselbe. Die Phase der Prozessbereitstellung, ist eng
mit dem Laufzeitsystem verbunden und muss auf dieses abgestimmt sein. So ist ein Faktor,
die Bindung zwischen fragmentiertem Prozessmodell und den Fragmentgruppen. Abhängig
davon wie die endgültige Implementierung der situationsbewussten Aktivitäten umgesetzt
wird, wird entsprechend das Ermitteln des Prozessfragmentmodells sein, dass ausgeführt
werden muss.
Das im nächsten Kapitel vorgestellte ProSit-System implementiert eine On-Demand Provisio-
nierung innerhalb einer von einem Anwendungscontainer gesteuerten Umgebung, um den
Gesamtprozess (situationsbewusstes Prozessmodell und Prozessmodellfragment) bereitzu-
stellen. Für das Wählen und Aufrufen der korrekten Workflowmodellfragmente verwendet
es den Situation Handler (siehe Abschnit 2.1.8). So muss in dieser Kombination aus Laufzeit-
und Bereitstellungssystem dem Situation Handler vermittelt werden, wo sich die Prozessmo-
dellfragmente befinden, sodass er diese Aufrufen kann. In einem anderen System könnte
eine Workflow-Modellfragment Bibliothek als Anlaufstelle für ein Bereitstellungssystem
dienen, mit dessen Hilfe dann neue Prozessmodellfragment automatisiert bereitgestellt und
innerhalb eines globalen Registers eingetragen werden.
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In diesem Kapitel wird das ProSit-System vorgestellt. Das ProSit-System wird verwendet,
um Prozesse mit der ProSit-Methode zu fragmentierten Prozessen zu transformieren, um
anschließend diese mithilfe eines Laufzeitsystems zur Laufzeit adaptieren zu können. Zu-
sätzlich werden die einzelnen Artefakte des Gesamtprozesses auf Anfrage bereitgestellt.
Innerhalb dieser Architektur werden die Komponenten Situation-Aware Workflow Deploy-
ment Service und Fragmentierungs-Service verwendet, um aus einem situationsunabhängigen
Prozessmodell ein fragmentiertes Prozessmodell zu erhalten. Dieses fragmentierte Prozess-
modell wird anschliessend bereitgestellt und verhält sich mithilfe der Laufzeitarchitektur
situationsbewusst. Komponenten innerhalb dieser Laufzeitarchitektur sind der situationsbe-
wusste Servicebus (siehe Abschnit 2.8) und das Provisioningsystem (siehe Abschnitt 5.2). Das
Provisioningsystem hat die Aufgabe Workflowmodelle, auf Anfrage bereitzustellen, während
der Situation Handler für die Adaption verwendet wird. Das Provisioningsystem benutzt für
dessen Funktionalität die Workflow-Modellfragment Bibliothek (siehe Abschnitt 5.2.1) und
die Anwendungspaketvorlagen Bibliothek (siehe Abschnitt 5.2.2).
5.1 Überblick
Dieser Abschnitt gibt einen Überblick über die Architektur des ProSit-Systems. Die Archi-
tektur besteht aus zwei Teilen. Ein Teil bildet die ProSit-Methode für die Entwicklungszeit
ab, während der zweite Teil ein Laufzeitsystem für situationsbewusste Prozesse definiert.
Für die Entwicklungszeit wird die ProSit-Methode mithilfe von zwei Komponenten abgebil-
det: dem Situation-Aware Workflow Deployment Service und dem Fragmentierungs-Service.
Der Situation-Aware Workflow Deployment Service wird in der Architektur verwendet,
um situationsunabhängige Prozesse in situationsbewusste Prozesse zu transformieren und
anschliessend für die Laufzeit bereitzustellen. Dazu verwendet der Situation-Aware Work-
flow Deployment Service den Fragmentierungs-Service, um die ProSit-Methodenschritte
Fragmenterkennung, Fragmentselektion, Ersetzungskonfiguration und Prozessteilersetzung
durchzuführen. Der letzte Schritt der Methode, die Prozessbereitstellung, wird vom Situation-
Aware Workflow Deployment Service selbst durchgeführt.
Die Teilarchitektur für das Laufzeitsystem besteht aus den Komponenten Situation Handler
und Provisioningsystem. Als zentrale Anlaufstelle der Laufzeit-Architektur gilt der Situation
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Handler. Dieser verhält sich wie in der Originalarbeit[Für15] beschrieben. Der Situation
Handler kann bei ankommenden Anfragen zur Laufzeit entscheiden, welche Situationen
vorliegen und so ein passenden Endpunkt, d.h. einen aufzurufenden Dienst (beispielsweise
als Workflow implementiert), für die Bearbeitung der Anfrage wählen. Die Anfrage wird
dann an den gewählten Endpunkt weitergeleitet. In dieser Arbeit entsprechen diese End-
punkte den Prozessfragmenten, die innerhalb der ProSit-Methode verwendet werden. Für das
ProSit-System wird folgende Erweiterung hinzugefügt: die situationsbewussten Endpunkte
des Situation Handlers können im Zustand provisioniert bzw. nicht-provisioniert sein. Das hat
zur Folge, dass der Situation Handler anhand der Situationen, die einem situationsbewussten
Endpunkt anhängen, den aktuellen Zustand ermitteln kann. Jedoch muss eventuell zuerst
das Fragment, zu dem der Endpunkt gehört, provisioniert werden. Dies macht der Situation
Handler mithilfe des Provisioningsystems. Das Provisioningsystem hat die alleinige Aufgabe
auf Anfrage übergebene Prozessmodelle (auch Fragmentmodelle), in eine passende Anwen-
dungstopologie einzubetten und anschliessend zu provisionieren. Nach der Provisionierung
kann der Endpunkt, d.h. das bereitgestellte Prozessmodell bzw. Prozessmodellfragment, vom
Situation Handler für die Verarbeitung von Anfragen aufgerufen werden.
Die Architektur des ProSit-Systems wird am Szenario einer Raumtemperaturregulierung
erläutert. Abbildung 5.1 skizziert die Komponenten und ihr Zusammenspiel. Das Szenario
beginnt mit einem Prozess, der für die Raumregulierung zuständig ist (siehe in Abbildung
5.1 Prozess Raumregulierung). Dieser wurde von einem Entwickler situationsunabhängig
modelliert (siehe Prozessmodellierung in Abbild 5.1) und soll nun mithilfe des Situation-Aware
Workflow Deployment Services als situationsbewusster Prozess bereitgestellt werden. Dazu
übergibt der Entwickler das Prozessmodell des Raumregulierungs Prozesses an den Situation-
Aware Workflow Deployment Service (siehe in Abbildung 5.1 Punkt 1). Für das Transformieren
des Raumregulierungs Prozesses in eine situationsbewusste Variante, werden mithilfe des
Fragmentierungs-Services die ProSit-Methodenschritte Fragmenterkennung, Fragmentselekti-
on, Ersetzungskonfiguration und Prozessteilersetzung durchgeführt (siehe in Abbildung 5.1
Punkt 2). Nachdem der situationsunabhängige Prozess in einen situationsbewussten Prozess
transformiert wurde, wird dieser Prozess vom Situation-Aware Workflow Deployment Service
für die Laufzeit bereitgestellt (siehe in Abbildung 5.1 Punkt 3). Nach der Bereitstellung wird
der Prozess ausgeführt und stellt dabei fest, dass in einem der Räume die Temperatur reguliert
werden muss. Um nun die Temperatur in dem Raum zu reduzieren, existiert die Operation
reduziereRaumTemperatur. Diese Operation wird von zwei Workflowmodellfragmenten im-
plementiert: Das Workflowfragmentmodell „Abkühlen mittels Klimaanlage“ und „Abkühlen
mittels Öffnen des Fensters“. Der Gesamtprozess sendet nun zur Abkühlung des Raumes
eine Anfrage mit der Operation reduziereRaumTemperatur an den Situation Handler (siehe
in Abbildung 5.1 Punkt 4). Der Situation Handler prüft in seiner Umgebung welche Situation
vorherrscht und stellt dabei fest, dass die Aussentemperatur niedriger ist als die Innentem-
peratur (siehe in Abbildung 5.1 Punkt 5). Anhand dieser Situation ermittelt der Situation
Handler nun welche der verfügbaren Workflowmodellfragmente ausgeführt werden dürfen.
Dies Ermittelt der Situation Handler anhand der annotierten Situationen, die den Fragmenten
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angehängt sind. Darauf hin wird das Workflowmodellfragment „Abkühlen mittels Öffnen des
Fensters“ gewählt (siehe in Abbildung 5.1 Punkte 6), da die Aussentemperatur niedriger ist als
die Innentemperatur. Nachdem die Selektion des passenden Fragments durchgeführt wurde,
versucht der Situation Handler die Anfrage weiter an das Workflowmodellfragment zu leiten.
Dieser stellt fest, dass das Workflowmodellfragment noch nicht bereitgestellt wurde (siehe
in Abbildung 5.1 Punkt 7). Darauf hin nutzt der Situation Handler das Provisioningsystem,
für das Bereitstellen des benötigten Fragments. So sendet der Situation Handler dem Provi-
sioningsystem eine Anfrage dass dieser das Workflowmodellfragment „Abkühlen mittels
Öffnen des Fensters“ bereitstellen soll (siehe in Abbildung 5.1 Punkt 8). Die Bereitstellung von
Fragmenten wird im Provisioningsystem mit Hilfe der Workflow-Modellfragment Bibliothek
und der Anwendungspaketvorlagen Bibliothek bewerkstelligt. Dabei liegen alle Workflow-
modellfragmente des Gesamtsystems innerhalb der Workflow-Modellfragment Bibliothek,
sodass diese dem Provisioningsystem zur Verfügung stehen. Die Anwendungspaketvorlagen
Bibliothek wird verwendet, um für Fragmente, eine passende Anwendungstopologie zu er-
mitteln. So wird das Workflowmodellfragment „Abkühlen mittels Öffnen des Fensters“ auf
einer Workflowengine bereitgestellt, die vorher durch das Provisioningsystem innerhalb
der Laufzeitumgebung aufgesetzt worden ist (siehe in Abbildung 5.1 Punkt 9). Nachdem
das Provisioningsystem das Workflowmodellfragment bereitgestellt hat, kann der Situation
Handler die ursprüngliche Nachricht an das neu bereitgestellte Workflowmodellfragment
weiterleiten (siehe in Abbildung 5.1 Punkt 10). Mit der Verarbeitung der Anfrage durch
das Workflowmodellfragment wird die Antwort über den Situation Handler zurück an den
Prozess „Raumregulierung“ geleitet.
5.2 Provisioningsystem
In diesem Abschnitt wird das Provisioningsystem erläutert. Die Hauptaufgabe dieses Sys-
tems ist es, ankommende Workflowmodellfragmente innerhalb einer Laufzeitumgebung
bereitzustellen und so diesen über einen Endpunkt aufrufbar zu machen. Abbildung 5.2
zeigt einen Ablauf innerhalb des Systems. Das System besteht aus zwei Hauptkomponen-
ten, dem Anwendungspacketierungs-Service und dem Provisioningservice. Die Aufgabe des
Anwendungspacketierungs-Service ist es, ankommende Workflowmodellfragmente in ei-
ne passende Anwendungstopologie einzubinden. Diese Anwendungstopologien beschreiben
eine Infrastruktur für einen Anwendungstyp, die mit allen nötigen Artefakten in einem
Anwendungspaket archiviert werden. Der Provisioningservice hat als Aufgabe, von den an-
kommenden Anwendungspaketen mithilfe eines Anwendungscontainers, eine Instanz der
Anwendungstopologie zu bereitzustellen.
Um ein besseres Verständnis für das Laufzeitverhalten des Provisioningsystems zu ver-
mitteln, wird hier dasselbe Szenario wie im Abschnitt 5.1 in Abbildung 5.2 erläutert. Am
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Anfang wird eine Anfrage an das Provisioningsystem gestellt, dass dieser das Workflow-
modellfragment „Abkühlen mittels Öffnen des Fensters“ provisionieren soll (siehe in Ab-
bildung 5.1 Punkt 1). Folgend auf diese Anfrage wird das Workflowmodellfragment an den
Anwendungspacketierungs-Service übermittelt, um dieses Workflowmodellfragment in eine
geeignete Anwendungstopologie einzubinden (siehe in Abbildung 5.1 Punkt 2). Um das zu
bewerkstelligen sucht der Anwendungspacketierungs-Service ein geeignetes Anwendungs-
paket innerhalb der Anwendungspaketvorlagen Bibliothek (siehe in Abbildung 5.1 Punkt 2.1).
Nachdem der Anwendungspacketierungs-Service eine passende Anwendungstopologie/-
paket gefunden hat, wird dieses verwendet um eine geeignete Infrastrukturtopologie für das
Workflowmodellfragment zu spezifizieren. Dazu wird an eine geeignete, vorher spezifizierte,
Stelle innerhalb des Anwendungspakets, das Workflowmodellfragment hinzugefügt (siehe
in Abbildung 5.1 die Teilschritte 2.2). Nach der Einbettung wird das Anwendungspaket des
Fragments an den Provisioningservice weitergegeben (siehe in Abbildung 5.1 Punkt 3). Dieser
hat nun die Aufgabe, das Anwendungspaket auf einem geeigneten Anwendungscontainer
bereitzustellen und anschließend von diesem Paket (bzw. der innerliegenden Anwendungs-
topologie) eine Instanz zu provisionieren. So wird im Szenario das Anwendungspaket des
Fragments auf einem Anwendungscontainer bereitgestellt (siehe in Abbildung 5.1 Punkt 4.1).
Anschließend wird durch den Provisioningservice eine Instanziierung des Pakets mithilfe des
Anwendungscontainers gestartet (siehe in Abbildung 5.1 Punkt 4.2). Nachdem die Instanziie-
rung des Fragments abgeschlossen wurde, erstellt der Provisioningservice einen Endpunkt
von der Anwendungstopologieinstanz (siehe in Abbildung 5.1 Punkt 5). Dieser Endpunkt
kann anschließend verwendet werden, um Anfragen an das Workflowmodellfragment zu
senden.
5.2.1 Workflow-Modellfragment Bibliothek
Ein wichtiger Bestandteil des vorgestellten ProSit-Systems ist die Workflow-Modellfragment
Bibliothek. Abbildung 5.3 skizziert den Inhalt der Workflow-Modellfragment Bibliothek. Alle
in derWorkflow-Modellfragment Bibliothek abgelegtenWorkflowmodellfragmente enthalten
(i) ihr Prozessmodell, (ii) Annotationen von Situationen und (iii) die Spezifikation der jeweils
implementierten Funktionalität in Form der Operation. Die Annotation für die Situationen
geben an, welche Situationen vorliegen müssen, das dieses ausgeführt werden darf.
Situationen sind vordefinierte Zustände des Kontexts innerhalb des Gesamtsystems, in denen
das ProSit-System läuft. Beispielsweise können sie den SituationTemplates in [HWS+15]
entsprechen. Zudem gibt jedes Fragmentmodell an, welche Operation es implementiert, d.h.
welche Funktionalität. Diese gibt an welche geschäftliche und/oder funktionale Semantik
das jeweilige Workflowmodellfragment implementiert. Mehrere Workflowmodellfragmente
können die selbe Operation implementieren, sodass Fragmentgruppen entstehen. Durch
diese Möglichkeit, Gruppen zu definieren, werden Fragmente, welche dieselbe Funktionalität
implementieren, zusammengefasst und bilden somit eine Gruppe von Funktionalitäten für
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verschiedene Situationen. Entwickler können zur Laufzeit weitereWorkflowmodellfragmente
zur Fragmentgruppe hinzufügen/entfernen, falls feinere/gröbere Situationsunterscheidungen
nötig werden.
5.2.2 Anwendungspacketierungs-Service
In diesem Abschnitt wird der Anwendungspacketierungs-Service vorgestellt. Die Kernaufgabe
dieser Komponente ist es, auf Anfrage passende Anwendungspaketvorlagen zu finden die
dazu verwendet werden, um Applikationen in eine Infrastrukturbeschreibung einzubetten.
Herzstück, um diese Funktionalität zu ermöglichen ist hierbei die Anwendungspaketvorlagen
Bibliothek. Die Anwendungspaketvorlagen Bibliothek besteht aus einer Menge von Anwen-
dungspaketvorlagen (siehe Abbildung 5.4). Diese Anwendungspaketvorlagen beschreiben die
Infrastruktur und die verwendeten Artefakte, für eine feste Art von Applikation. Dabei
beschreibt eine Topologie die Infrastruktur und an den Knoten angehängte Artefakte die
Software, die für die Anwendung benötigt werden (siehe zum Vergleich unter Grundlagen
den TOSCA Abschnitt 2.1.5). Diese Anwendungspaketvorlagen werden in diesem Szenario,
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Abbildung 5.3: Überblick über die Workflow-Modellfragment Bibliothek
für das Einbetten von Fragmenten aus der Workflow-Modellfragment Bibliothek, verwendet.
Dazu werden die Anwendungspakete mit Informationen annotiert, um (i) festzustellen für
welche Art von Applikation die Topologie geeignet ist und (ii) an welche Stelle, innerhalb
der Topologie, die Applikation eingebunden werden muss.
Abbildung 5.4 zeigt den Anwendungspacketierungs-Service, um einen Überblick über
die Funktionalität zu geben. Hier wird das Workflowmodellfragment „Abkühlen mittels
Klimaanlage“ in eine Workflowtopologie eingebettet. Dazu muss in der Anfrage an den
Anwendungspacketierungs-Service, das Softwareartefakt des Fragments und der Applikati-
onstyp mit angegeben werden. Der Anwendungspacketierungs-Service wird nun anhand des
Applikationstyps, eine geeignete Anwendungspaketvorlage suchen. Diese Vorlagen besitzen
eine Referenz auf eine Stelle innerhalb der Anwendungstopologie, um das Workflowmo-
dellfragment einzubetten. So besteht die Workflow Anwendungstopologievorlage aus einer
virtuellenMaschine, auf der eineWorkflowengine installiert wird. Auf dieserWorkflowengine
wird anschließend ein Workflow bereitgestellt. Dieser Workflow bzw. der Workflow-Knoten
ist die Stelle, für die eine Referenz in der Anwendungspaketvorlage abgelegt wird. Mithilfe
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dieser Referenz kann der Anwendungspacketierungs-Service das Workflowmodellfragment
an der gekennzeichneten Stelle einbinden.
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Anwendungspacketierungs-Service
5.2.3 Anwendungstopologien und Anwendungspakete
Die Basis für den Anwendungspaketierungs-Service sind in Anwendungspaketen archivierte
Anwendungstopologien. Eine Anwendungstopologie spezifiziert welche Komponenten für
ein Anwendung zur Laufzeit verfügbar sein müssen. Dabei ist eine Anwendungstopolo-
gie weiterhin abstrakt, sie spezifiziert nur die benötigten Komponenten, deren Relationen
untereinander und Konfigurationspunkte (siehe auch Abschnitt 2.1.5). Eine Beispiel Anwen-
dungstopologie wäre eine PHP Applikation wie in Abbild 5.5 dargestellt. So besteht die
Anwendungstopologie für diese PHP Applikation aus Komponenten für die Applikation
selbst und zusätzlich aus einer Datenbankanbindung zu einer MySQL Datenbank. Dabei soll
diese Infrastruktur auf einer virtuellen Maschine (VM) bereitgestellt werden. Die Komponen-
ten innerhalb einer Anwendungstopologie müssen für bestimmte Anwendungsszenarien
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konfiguriert werden. Dazu bieten Komponenten Möglichkeiten für das setzen von Konfigu-
rationspunkten (siehe Port: 80;DBUser: user;... in Abbild 5.5). Weiterhin können Konfigurati-
onspunkte Daten der einzelnen Komponenten zur Laufzeit abbilden (siehe IP: * in Abbild 5.5).
Die Relationen zwischen den Komponenten einer Anwendungstopologien können vieler
Art sein. So kann es sein, dass eine Komponente auf einer anderen insalliert werden muss
(Bspw. einen Webserver auf einer virtuellen Maschine). Manche Komponenten müssen auf
bereits installierten Komponenten bereitgestellt werden, wie bspw. die Bereitstellung einer
Java WAR-Anwendung auf einem Tomcat Webserver. Solche Relationen zwischen Kompo-
nenten bilden oft einen Pfad der als Konfiguration einer einzelnen Maschine gelten kann.
Für die Verbindung von mehreren virtuellen Maschinen und deren Komponenten können
Relationen definiert werden, die einem Kommunikationskanal zwischen zwei Komponenten
entsprechen.
Eine Anwendungstopologie beschreibt abstrakt die Komponenten und deren Relationen
untereinander. Für die konkrete Implementierung dieser Anwendungstopologie, werden ne-
ben dieser Beschreibung, auch Softwareartefakte benötigt. Unter diesen Softwareartefakten
können sich ausführbare Programme, Softwarearchive, Skripte, Konfigurationsdateien, etc.
befinden. Wettinger et al. [WBL14] teilen diese Softwareartefakte in zwei Kategorien ein:
Node-Centric Artefakte und Environment-Centric Artefakte. Node-Centric Artefakte werden
auf den Komponenten bzw. auf den Maschinen, auf denen diese installiert sind, ausgeführt.
So wäre ein mögliches Node-Centric Artefakt für einen MySQL Server der auf einer Linux
Maschine installiert werden soll, eine Linux-Distribution derselbigen Datenbank. Im Gegen-
satz zu Node-Centric Artefakten, werden Environment-Centric Artefakte in einer für die
Artefakte geeigneten Umgebung ausgeführt. Diese können verwendet werden, um mehrere
Instanzen einer Komponente zu verwalten. Weiterhin werden diese Artefakte verwendet,
um die Beziehungen zwischen den Komponenten zu konfigurieren. So könnte im Falle des
PHP Anwendungspakets in Abbild 5.5 der LinuxWebService verwendet werden, um Skripte
auf Linux-VM’s auszuführen. Zusammenfassend ist das Ziel eines Anwendungspakets, eine
Anwendungstopologie und alle ihre nötigen Implementierungen, zusammenzufassen. Dabei
kann die Menge der Softwareartefakte je nach Anwendungsszenario variieren. Falls ein
Anwendungspaket in einer Umgebung genutzt wird in der nur ein Betriebssystem für die
Maschinen vorkommt, reicht es nur Softwareartefakte im Paket abzulegen die für dieses
Betriebssystem verwendbar sind. Im Gegensatz dazu, kann ein Anwendungspaket auch
alle Varianten eines Softwareartefakts beeinhalten, um Interoperabilität für verschiedene
Betriebssysteme anzubieten.
5.2.4 Anwendungspaketvorlagen Bibliothek
Die Anwendungspaketvorlagen Bibliothek ist essentieller Bestandteil des Provisioningsys-
tems. Die Hauptaufgabe dieser Komponente ist als Ablage für Anwendungspaketvorlagen
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zu dienen, um so die Wiederverwendung dieser innerhalb des Provisioningsystems zu unter-
stützen. Dabei zielt diese Wiederverwendung auf Infrastrukturen von Anwendungen ab, die
zur Laufzeit verwendet werden sollen. Diese Infrastrukturen beschreiben die verschiedenen
Komponenten, deren Beziehungen untereinander und deren Implementierungen, die für das
erfolgreiche Provisionieren einer Anwendung benötigt werden. Abbildung 5.6 veranschau-
licht einen möglichen Inhalt einer solcher Anwendungspaketvorlagen Bibliothek. So können
zwei Arten von Anwendungspaketen verwendet werden. Je nach Provisionierungsart des
verwendeten Anwendungsontainers, lassen sich diese Arten in deklarativ und imperativ ein-
teilen [BBK+14]. Anhand einer deklarativen und imperativen Version einer WebApplikations
Anwendungstopologie (siehe Abbildung 5.6) lassen sich die beiden Arten beschreiben. Bei im-
perativem Provisionieren werden manuell erstellte Pläne/Programme/Skripte (siehe WebApp
BuildPlan in Abbildung 5.6) verwendet, um die beschriebene Topologie zu instanziieren. Die
Vorteile des imperativen Provisionierens liegt dabei in der Möglichkeit präzise zu definieren,
welche Schritte für eine bestimmte Aufgabe (Scale-up, Update,...) ausgeführt werden müssen.
So kann ein Anwendungspaket mehrere Pläne besitzen, bspw. für (De-)Provisionierung,
Backups, etc. Die Nachteile des imperativen Provisionierens liegen in der Wartung. Ände-
rungen an der Anwendungsopologie ziehen potenziell auch eine Änderung der Pläne nach
sich.
Die deklarative Variante des Provisionierens hingegen, leitet aus der gegeben Topologie die
benötigten Schritte ab die verwendet werden, um eine Instanz der Anwendungstopologie zu
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provisionieren. Die Vorteile des deklarativen Ansatzes sind im Gegensatz zum imperativen
Provisionieren, dass Änderungen der Anwendungstopologie sich nicht auf die Pläne auswei-
ten. Bei deklarativer Provisionierung wird weiterhin die Anwendungstopologie verwendet,
um Schritte zu berechnen die ausgeführt werden müssen um eine Instanz zu erstellen. Neben
der Topologie und Plänen, besitzen Anwendungspakete, Artefakte die als Implementierung
innerhalb der Provisionierung verwendet werden. So wird in [WBL14] in Node-centric und
Environment-centric Artefakte eingeteilt. Erstere sind dazu geeignet einzelne Knoten inner-
halb der Topologie zu konfigurieren, die Environment-centric Artefakte sind im Gegensatz
dazu, auf die Konfiguration von mehreren Knoten ausgelegt. In Abbildung 5.6 wäre die
am Knoten „WebApp“ angehängt Datei „WebApp.zip“ ein Node-centric Artefakt. Diese ZIP
Datei is lokal zum Knoten WebApp und muss mittels des Environment-centric Artefakts
VMService auf die virtuelle Maschine hochgeladen werden. Hierbei erkennt man auch das
Artefakte nicht zwingend auf die Ressourcen innerhalb der Cloud aufgesetzt werden. So
können Environment-centric Artefakte innerhalb einer speziellen Laufzeitumgebung des
Cloud Containers installiert werden, während Node-centric Artefakte auf Knoten innerhalb
der Anwendungstopologie eingesetzt werden müssen.
Bei der Implementierung der Anwendungspaketvorlagen Bibliothek muss entschieden
werden, welches Modell für die Anwendungstopologien (bzw. Anwendungspakete) und
die Art der Provisionierung verwendet werden sollen. Das Modell sollte möglichst ein-
fache Mechanismen für den Austausch von Artefakten unterstützen. Dies wird vom
Anwendungspacketierungs-Service genutzt, um verschiedene Anwendungen in passende
Infrastrukturen bzw. Anwendungstopologien einzubetten (siehe Abschnit 5.2.2). Für die
Provisionierung wird ein deklarativer Ansatz empfohlen, da bei diesem die Wartung der
Anwendungspaketvorlagen sich leichter gestaltet und zusätzlich nicht ermittelt werden muss,
welcher Plan welche Aufgabe hat.
5.2.5 Provisionierung von Anwendungspaketen
Für das Deployment und die Provisionierung der Anwendungspakete wird ein Anwendungs-
container verwendet, dieser wird vom Provisioningservice gesteuert. Der Anwendungscontai-
ner hat als Aufgabe Anwendungspakete bereitzustellen und auf Anfrage Instanzen von diesen
zu erstellen. Als Anwendungscontainer kann beispielsweise Apache Tuscany [ASF16] für
SCA Beschreibungen, Docker [Mer14] für Docker-Images oder der OpenTOSCA Container
[BBH+13] für TOSCA Beschreibungen [OAS13b] verwendet werden. Der Provisioningser-
vice dient als Vereinfachung der Funktionalitäten eines solchen Anwendungscontainers. So
vereint der Provisioningservice beide Aufgaben in eine einzelne Operation und definiert
als Rückgabe dieser, einen Anwendungsendpunkt. Dieser kann verwendet werden, um die
provisionierte Anwendung zu nutzen. Zusätzlich soll der Provisioningservice als Anlaufstelle
für nicht-funktionale Anforderungen sein, wie etwa das Ermitteln von Eingabeparametern
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Abbildung 5.6: Anwendungspaketvorlagen Bibliothek mit Beispiel für deklarative und im-
perative Anwendungspakete
für die Provisionierung. Abbildung 5.7 skizziert einen Ablauf zwischen den beiden Kompo-
nenten, einem Container und dem Provisioningservice. Am Anfang einer Provisionierung
wird dem Provisioningservice das zu provisionierende Anwendungspaket übermittelt (siehe
in Abbildung 5.7 Punkt 1). Dieses Anwendungspaket wird anschliessend auf dem Container
bereitgestellt (Deployment) und so für die Instanziierung vorbereitet (siehe in Abbildung
5.7 Punkt 1 und a). Die Bereitstellung is je nach Container unterschiedlich, so kann sie
sich unterscheiden im Zeitpunkt der Allokation von Ressourcen [BBG14], in der Art wie
Softwarepakete auf diese Ressourcen verteilt werden [BBG14] und ob die Verarbeitung der
Anwendungspakete deklarativ oder imperativ geschieht [BBK+14] (siehe auch Abschnitt
5.2.4). Nachdem das Anwendungpaket bereitgestellt wurde, beginnt der Provisioningservice
mit der Instanziierung der Anwendungstopologie, das innerhalb des Anwendungspakets
liegt. Hier werden bspw. alle benötigten Konfigurationsdaten ermittelt, wie etwa benötigte
Eingabeparameter für die Provisionierung der Instanz (siehe Punkt 3 in Abbildung 5.7). Eine
wichtige Aufgabe des Provisioningservices ist es Einstiegspunkte für die provisionierten
Anwendungen zu ermitteln. Dazu ermittelt der Provisioningservice einen Endpunkt, über
den das Workflowmodellfragment innerhalb der Anwendungstopologieinstanz aufrufbar ist.
So kann im hier beschriebenen Szenario eine Addresse zum provisionierten Workflowmodell-
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fragment als Antwort zurückgesendet werden (siehe Punkt 4 in Abbildung 5.7). Die Art der
Ermittlung ist stark mit den verwendeten Technologien und Modellen verbunden. So kann es
sein, dass gewisse Logik ausgeführt werden muss, um aus den Attributen einer Instanz einer
Anwendungstopologie einen verwendbaren Einstiegspunkt zu ermitteln. Jedoch empfiehlt
es sich im Modell selbst solche Informationen konsolidiert abzulegen. So kann verhindert
werden das mehrere Aufrufe verwendet werden müssen, um bspw. die IP-Addresse einer
virtuellen Maschine, die Ports der darauf laufenden Komponenten und etwaige Pfade zur
Anwendung selbst zu ermitteln (siehe Punkt c in Abbildung 5.7).
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Abbildung 5.7: Provisionierung von Anwendungspaketen und deren Anwendungstopologi-
en mit Hilfe eines Anwendungscontainers
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6 Abbildung der ProSit-Methode auf
WS-BPEL 2.0
Eine der Kernaufgaben dieser Arbeit ist die Implementierung der ProSit-Methode mit WS-
BPEL 2.0. WS-BPEL 2.0 gilt als der de-facto Standard unter denWorkflowsprachen im Bereich
der Dienst-orientierten Anwendungen. Dabei ist BPEL ein Hybrid aus Konstrukten der block-
und graph-basierten Sprachen. Für das Abbilden der Konzepte dieser Arbeiten muss eine
geeignete Repräsentation der Sprache definiert werden. Diese Repräsentation wird innerhalb
der ProSit-Methode verwendet, um Prozessteile zu erkennen die semantisch äquivalent zu
Fragmentmodellen sind. Diese werden dann im späteren Verlauf der Methode durch situa-
tionsbewusste Aktivitäten ersetzt. Im folgenden Abschnitt 6.1 werden Einschränkungen
für die BPEL Workflowmodelle und Workflowmodellfragmente definiert. Diese Einschrän-
kungen erlauben das Ermitteln einer Graphen-Repräsentation der BPEL Workflowmodelle
und BPEL Workflowmodellfragmente. Darauf folgt Abschnitt 6.2 der den Ablauf der Frag-
menterkennung mithilfe der ermittelten Graphen eine Subgraphisomorphie berechnet, um
semantisch äquivalente Workflowmodellteile zwischen BPEL Workflowmodell und BPEL
Workflowmodellfragment zu erkennen. Für die Fragmenterkennung werden in Abschnitt 6.3
Äquivalenzen zwischen BPEL Aktivitäten definiert. Diese Äquivalenzen werden innerhalb
der Fragmenterkennung für das Ermitteln der semantisch äquivalenten Workflowmodellteile
verwendet. Abschließend wird in Abschnitt 6.4 die Prozessteilersetzung erläutert. Diese
hat die Aufgabe die entdeckten BPEL Workflowmodellteile durch geeignete BPEL Aktivitä-
ten zu ersetzen. Dabei werden die Aktivitäten beschrieben die verwendet werden, um die
situationbewussten Aktivitäten zu implementieren und wie die Zuweisung der Ein- bzw.
Ausgabevariabeln eines BPEL Workflowmodellfragments ermittelt wird.
6.1 Einschränkungen bezüglich WS-BPEL 2.0
Für die Umsetzung der ProSit-Methode mit WS-BPEL 2.0 werden für diese Arbeit folgende
Einschränkungen definiert:
• Alle BPEL Workflows und Workflowfragmente werden asynchron aufgerufen.
• In allen BPEL Workflow-Modellen und BPEL Workflow-Modellfragmenten sind Aktivi-
täten, welche die Geschäftslogik implementieren, in eine <flow>-Aktivität eingebettet.
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<process name=‘‘WF‘‘>
<sequence>
<receive/>
<flow>
<links>..</links>
<assign name=‘‘A1‘‘/>
<assign name=‘‘A2‘‘/>
<invoke name=‘‘I1‘‘/>
..
</flow>
<invoke/>
</sequence>
</process
<process name=‘‘Frg‘‘>
<sequence>
<receive/>
<assign/>
<flow>
<links>..</links>
<assign name=‘‘A1‘‘/>
<invoke name=‘‘I1‘‘/>
..
</flow>
<assign/>
<invoke/>
</sequence>
</process
BPEL	Workflowmodell BPEL	Workflowmodellfragment
<sequence/> <flow/>A->B <assign/> <invoke/><receive/>
R1
I2
A->B A1
I1
A->B A2 A->B A3
A->B A4
R1
A->B AssVarIntern
A->B AssOutput
I2
I1
A->B A1 A->B A2
A->B A3
Abbildung 6.1: Veranschaulichung der Einschränkungen an die Modellierung von BPEL
Workflowmodellen und BPEL Workflowmodellfragmenten
• Alle Aktivitäten innerhalb der <flow>-Aktivität sind ausschließlich BPEL Basisaktivitä-
ten (<assign>,<invoke>,...) [OAS07].
• Alle Aktivitäten innerhalb der <flow>-Aktivität haben keine eingebetteten Aktivitäten.
• Alle Aktivitäten innerhalb der <flow>-Aktivität besitzen keine explizit definierten
<joinCondition>- oder <transitionCondition>-Elemente.
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Abbildung 6.1 zeigt die Form von BPEL Workflowmodellen und Workflowmodellfragmen-
ten anhand eines Beispiels, die die aufgelisteten Einschränkungen einhalten. Die Forde-
rung nach Asynchronität aller Workflowmodelle erlaubt auschließlich die Verwendung von
<pick>/<reply> und <receive>/<reply> Aktivitätspaaren. So können Workflows mittels einer
eingehenden <receive>-Aktivität und einer ausgehenden <invoke>-Aktivität modelliert wer-
den. Auf <receive>- bzw. <pick>-Aktvitäten folgt die <flow>-Aktivität, die die Geschäftslogik
des BPEL Workflowmodells bzw. des Workflowmodellfragments enthält. Innerhalb dieser
<flow>-Aktivität besteht die Geschäftslogik ausschließlich aus Basisaktivitäten der BPEL
Spezifikation (<invoke>, <receive>, <assign>,...). Diese Form ermöglicht eine Erkennung von
Fragmentmodellen in Workflowmodellen auf Basis eines Subgraphisomorphismus, da keine
Verschachtelungen berücksichtigt werden müssen.
Zusätzlich definieren wir für die BPEL Workflowmodellfragmente folgende Einschränkun-
gen:
• Alle BPEL Workflowfragmente haben die SESE-Eigenschaft, sodass nur eine einzelne
Ein- und Ausgangsaktivität für die BPEL Workflowfragmente definiert werden darf.
• Zuweisungen von der Eingabenachricht in interne Variablen eines Workflowfragments,
dürfen ausschließlich in einer <assign>-Aktivität vor der <flow>-Aktivität definiert
werden. Die <to>-Elemente dieser <assign>-Aktivität dürfen nach der „to-spec“ der
BPEL Spezifikation auschließlich die Form einer Variablen Zuweisung ohne Query
entsprechen.
• Zuweisungen von internen Variablen in die Ausgabenachricht eines Workflowfrag-
ments, dürfen ausschließlich in einer <assign>-Aktivität nach der <flow>-Aktivität
definiert werden. Die <from>-Elemente dieser <assign>-Aktivität dürfen nach der
„from-spec“ der BPEL Spezifikation auschließlich die Form einer Variablen Zuweisung
ohne Query entsprechen.
Der erste Punkt der Einschränkungen für BPEL Workflowfragmente soll die Forderung der
ProSit-Methode nach SESE-Fragmenten festhalten. Dadurch kann ein BPEL Workflowfrag-
ment ausschließlich ein Paar aus <receive>/<invoke> oder <pick>/<invoke> als Ein- und
Ausgabeaktivität verwenden. Die Einschränkungen die Zuweisungen von Eingabe- und Aus-
gabevariablen auf feste Stellen innerhalb des Workflowfragmentmodells vorschreibt, wird für
die Prozessteilersetzung genutzt (siehe Abschnit 6.4). So kann mithilfe dieser Einschränkung
einfach ermittelt werden, welche Variablen zur Geschäftslogik des Fragments gehört und
welche für den Aufruf verwendet werden. Die Einschränkung, dass nur Variablen-Varianten
der „from-spec“ und „to-spec“ verwendet werden dürfen, vereinfacht zusätzlich das Zuwei-
sen der Fragment-internen Variablen. Mit dieser Einschränkung können die <from>- und
<to>-Elemente als Referenz verwendet werden. Beispielsweise können <to>-Elemente die
innerhalb der ersten <assign>-Aktivität eines Workflowfragmentmodells definiert sind, als
<from>-Element wiederverwendet werden. Dieses <from>-Element kann anschliessend dazu
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verwendet werden, um innerhalb eines BPELWorkflowmodells Daten einer Eingabenachricht
eines BPEL Workflowmodells zu zuweisen.
Anhand der Aktivitäten innerhalb der <flow>-Aktivitäten in BPEL Workflowmodell und
Workflowmodellfragment wird die Fragmenterkennung der ProSit-Methode durchgeführt
(siehe Abbild 6.2). So werden die irrelevanten Teile des BPEL Workflowmodells und des
Workflowmodellfragments beim Vergleich nicht beachtet. Zu den relevanten Teilen eines
Workflows gehören hierbei die Aktivitäten, die die Geschätslogik implementieren. Dadurch
wird die Fragmenterkennung auf die Kontrollflüsse innerhalb der <flow>-Aktivitäten redu-
ziert. Diese Kontrollflüsse werden im späteren Vergleich zwischen den beiden Modellen als
gerichtete azyklische Graphen betrachtet.
6.2 Ablauf der Fragmenterkennung
Der Schritt der Fragmenterkennung hat als Aufgabe das Erkennen vonWorkflowmodellteilen
innerhalb eines Workflowmodells, welche zu einem Workflowmodellfragment semantisch
äquivalent sind. Mithilfe der Einschränkungen die im vorherigen Abschnitt definiert wur-
den, kann ein Workflowmodell als gerichteter Graph betrachtet werden. Für das Erken-
nen von semantisch äquivalenten Workflowmodellteilen werden die Graphen von einem
BPEL Workflowmodell und Workflowmodellfragment verglichen. Dieser Vergleich kann als
Subgraphisomorphismus-Problem definiert werden [WM03]. Das Subgraphisomorphismus-
Problem hat als Aufgabe das Ermitteln eines Subgraphen innerhalb eines Graphen G der
isomorph zu einem Graph H ist. So sollen kompatible, d.h. semantisch äquivalente, Knoten
und Kanten des Subgraphen H innerhalb des Graphen G vorhanden sein. Zur Lösung dieses
Problems gibt es verschiedene Algorithmen [Bun00]. Darunter exakte Algorithmen wie von
Ullmann [Ull76] vorgestellt, aber auch Algorithmen die nicht die optimale Lösung finden
[WZC94]. Für die Fragmenterkennung wird in dieser Arbeit der VF2 Algorithmus nach
Cordella et al. [CFSV04] auf BPEL 2.0 angewendet. Der VF2 Algorithmus berechnet, um
das Subgraphisomorphimus-Problem zu lösen, ein Matching M bestehend aus einer Menge
von Knotenpaaren. Diese Knotenpaare bestehen aus Knoten aus jeweils den beiden zu ver-
gleichenden Graphen. Falls ein Workflowmodellfragment innerhalb eines Workflowmodells
existiert, bildet ein solches Matching die gesuchte Isomorphie zwischen den beiden Graphen
der Workflowmodelle. Um dieses Matching M zu erhalten, arbeitet der VF2 Algorithmus
mit einem Tiefensuche-Verfahren. Dabei wird initial von einem leerem Matching M aus
iterativ ein passendes Paar aus Knoten der beiden Graphen hinzugefügt. Dafür wird bei
der Ausführung eine Menge an möglichen Kandidaten von Knotenpaaren verwendet. Diese
Kandidaten-Menge an Knotenpaaren ändert sich mit jedem Schritt des Algorithmus und
bezieht sich auf den aktuellen Inhalt des Matchings M. Dabei wird die Menge an Kandidaten
aus Knoten gebildet, die am „Rand“ des Matchings liegen oder im Falle von nicht zusam-
menhängenden Graphen noch nicht betrachtet worden sind. Für jedes Paar an Knoten das
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Entfernen irrelevanter
Workflowteile
Matching	zwischen Graph	und	Subgraph
BPEL	Workflowmodell BPEL	Workflowmodellfragment
R1
I2
A->B A1
I1
A->B A2 A->B A3
A->B A4
R1
A->B AssVarIntern
A->B AssOutput
I2
I1
A->B A1 A->B A2
A->B A3
A->B A1
I1
A->B A2 A->B A3
A->B A4
I1
A->B A1 A->B A2
A->B A3
<sequence/> <flow/>A->B <assign/> <invoke/><receive/>
Abbildung 6.2: Beispiel für die Entfernung irrelevanter Teile des BPEL Workflowmodells
und Workflowmodellfragments, mit anschließender Fragmenterkennung
mithilfe von Subgraphisomorphie
neu zum Matching hinzugefügt werden soll, müssen vorher bestimmte Regeln eingehalten
werden. Darunter allgemeine Regeln, sodass das Hinzufügen des Paares zum Matching M
weiterhin einen validen Subgraphisomorphismus zwischen den beiden Graphen darstellt.
Zusätzlich werden Regeln beachtet, die den Suchraum des Algorithmus reduzieren. Diese
Regeln prüfen die Zweige hinter den beiden Knoten die zumMatching M hinzugefügt werden
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sollen. So wird bspw. die Anzahl der Knoten innerhalb der Zweige verglichen. So kann vorab
geprüft werden, ob der Knoten der hinzugefügt wird, einen Zweig eröffnet der nicht in
beiden Graphen vorhanden sein kann. Falls der Zweig im Hauptgraph G kleiner ist als in
H, kann dieser Zweig kein Teil des isomorphen Matchings sein, da der Zweig von H nicht
von G abgedeckt werden kann. Neben den allgemeinen Regeln für das Matching und den
Suchraum können an dieser Stelle semantische Bedingungen für den Vergleich zweier Knoten
definiert werden. Für diesen Vergleich werden in dieser Arbeit die Knoten innerhalb der
Graphen für den VF2 Algorithmus BPEL Aktivitäten entsprechen. Die Äquivalenzen für den
semantischen Vergleich wird im folgenden Abschnitt für die zu untersuchenden Aktiviäten
der BPEL Workflowmodelle definiert.
6.3 Äquivalenzen zwischen BPEL 2.0 Basisaktivitäten
Der VF2 Algorithmus sucht nach einem isomorphenMatching zwischen zwei Graphen. Dabei
berücksichtigt er nicht nur die Struktur der Graphen, sondern auch semantische Informatio-
nen der Knoten, d.h. die semantische Kompatibiltität. Diese Informationen werden aus den
Aktivitäten der zuvergleichenden BPEL Workflowmodellen und Workflowmodellfragmenten
gebildet. Für das Berechnen eines Matchings zwischen BPELWorkflowmodell und Workflow-
modellfragment muss festgestellt werden können, muss deren semantische Kompatibilität
definiert werden. Dafür werden Äquivalenzkriterien zwischen Basisaktivitäten von BPEL
vorgestellt, die im VF2 Algorithmus verwendet werden, um ein geeignetes Matching zu
erhalten. Folgend werden diese Äquivalenzen beschrieben.
Invoke, Receive, Reply Die <invoke>-Aktivität ist eine der wichtigsten Basisaktivitäten
von BPEL. Mit ihr lassen sich WebServices synchron oder asynchron aufrufen. Dafür wird
innerhalb der Aktivität eineWebService Operationen spezifiziert. Dazu gehört mindestens die
Angabe des Operationsnamens und des verwendeten BPEL Partner Links. Mit diesen beiden
Daten lässt sich ein einfacher synchroner Aufruf bewerkstelligen. Für asynchrone Kommuni-
kation muss zusätzlich ein WSDL PortType angegeben werden, der dem Partnerdienst des
verwendeten BPEL Partner Links entspricht. Neben der Spezifikation von WSDL Operati-
on und Kommunikationsart können in der <invoke>-Aktivität Variablen auf verschiedene
Art referenziert werden. So kann eine Variable direkt als Eingabe- bzw. Ausgabeparameter
referenziert werden. Zusätzlich können auch Variablen des BPEL Workflows als WSDL
MessageParts einer anonymen Variable angehängt werden. Analog kann aus der Antwort
eines WebServices ein Teil der WSDL Nachricht (MessagePart) in BPEL Variablen abgelegt
werden. Zusätzlich können in einer <invoke>-Aktivität, <catch>- und <catchAll>-Elemente
für das Abfangen von Fehlern definiert werden. Abschliessend kann eine <invoke>-Aktivität
ein <compensationHandler>-Element definieren, um Aktivitäten für eine Kompensation der
Aktivität zu definieren.
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Die <receive>-Aktivität wird in BPEL verwendet, um eingehende Nachrichten zu empfangen.
Dabei kann sie als Start-Aktivität im BPELWorkflow verwendet werden, die beim Erhalt einer
Nachricht eine Instanz des BPEL Workflows startet. Wiederrum kann sie verwendet werden,
um auf Antwort eines asynchronen Nachrichtenverkehrs zwischen BPEL Workflowinstanz
und aufgerufenem WebService zu warten. Dabei wird, wie bei der <invoke>-Aktivität, eine
WSDL Operation und ein BPEL Partner Link angegeben. Optional kann ein WSDL PortType,
eine BPEL Variable und ob die Aktivität eine neue Instanz des Workflowmodells startet
definiert werden.
Die <reply>-Aktivität wird verwendet, um auf eine bereits erhaltene Nachricht zu antworten.
Dabei wird dies ausschließlich zur synchronen Kommunkation zwischen BPEL Workflo-
winstanz und einem WebService verwendet. So wird mittels BPEL Partner Link, Correlation
Sets und MessageExchange Attribut eine Beziehung zwischen einer <receive>- (bzw. <pick>)
und <reply>-Aktivität definiert. Diese Beziehung hat als Aufgabe, die Mehrdeutigkeiten
beim Verwenden von mehreren alternativen <reply>-Aktivitäten aufzulösen (siehe BPEL
Spezifikation 10.4.1. Message Exchanges [OAS07]). Wie bei der <invoke>-Aktivität muss eine
WSDL Operation und ein BPEL Partner Link angegeben werden. Zusätzlich können (wie bei
<invoke>) weitere optionale Felder gesetzt werden, wie bspw. eine BPEL Variable und ein
WSDL PortType.
Die Äquivalenz zwischen <invoke>-, <receive>- und <reply>-Aktivitäten wird folgendermaßen
definiert:
Eine <invoke>-, <receive> oder <reply>-Aktivität ist dann äquivalent zu einer anderen Aktivität,
wenn die potenziell äquivalente Aktivität...
• ...auch eine <invoke>-, <receive> oder <reply>-Aktivität ist.
• ...die selbe WSDL Operation, mit demselben WSDL PortType verwendet.
• ...die gleiche Menge an Variablen mit jeweils passenden Variablentypen verwendet.
• ...die gleiche Menge an Correlation Sets mit jeweils passenden Correlation Set Typen
verwendet.
Das erste Kriterium fordert dass die Typen der zuvergleichenden Aktivitäten identisch sind.
Das zweite Kiriterum fordert, dass die verwendete Operationen innerhalb der Aktivitäten
der gleichen Schnittstellenbeschreibung entstammen. Hierbei muss die WSDL Operation, der
BPEL Partnerlink und evtl. der optionaleWSDL PortType verglichen werden. Der letzte Punkt
zur Verwendung von Variablen dient zur Sicherstellung, dass diese vom richtigen Variablen-
typ sind. So reicht es aus, einen Vergleich auf Ebene der Operation zu führen, da diese den
Datentyp und die Menge an Parametern vorgibt (siehe WSDL Spezifikiation 2.4 Port Types
[W3C01]). Jedoch kann mit diesem Vergleich zusätzlich sichergestellt werden, dass im BPEL
Workflowmodell und Workflowmodellfragment tatsächlich dieselbe Schnittstellenbeschrei-
bung verwendet wird. Die Correlation Sets müssen betrachtet werden, da durch mehrdeutige
Matchings es sein kann, dass falsche Paare aus <invoke>, <receive> und <reply> gebildet
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werden. So könnte ein BPEL Workflowmodell aus einer <receive>-Eingangsaktivität bestehen,
gefolgt von einer Sequenz von Aktivitäten. Die Endaktivitäten des Workflowmodells besteht
aus einer Verzweigung bestehend aus zwei <reply>-Aktivitäten. Die <receive>-Startaktivität
am Anfang habe nun ein Correlation Set A referenziert. Von den beiden <reply>-Aktvitäten am
Ende des Workflowmodells referenziert eines Correlation Set A und das andere ein Correlati-
on Set B. Falls nun ein BPEL Workflowmodellfragment eine semantisch kompatible Sequenz
aus Aktivitäten besitzt, wobei die Ein- und Ausgangsaktivitäten ein einziges Correlation Set
verwenden, können zwei Matchings vom VF2 Algorithmus erkannt werden. Hierbei kann es
durch Verwenden des falschen Matchings passieren, dass inkorrekte Correlation Sets an die
WebServices gesendet werden. Mit der definierten Äquivalenz von <reply>-,<invoke> und
<receive>-Aktivitäten würde in diesem Fall eine Überlappung aus Matchings zwischen Work-
flowmodell und dem selben Workflowmodellfragment entstehen. Diese Überlappung muss
in der Fragmentselektion der ProSit-Methode aufgelöst werden. Beispielweise könnte für
den beschriebenen Fall geprüft werden, ob innerhalb eines erkannten Matchings alle <reply>-
Aktivitäten eine passende <receive>-Aktivität erkannt wurde. Hierbei muss sichergestellt sein,
dass das Matching für alle <reply>-Aktivitäten eine <receive>-Aktivität als Vorgängeraktivität
enthält und die richtigen Correlation Sets verwendet.
Die eingebetteten Elemente, wie beispielweise die <catch>- und <compensationHandler>-
Elemente einer <invoke>-Aktivität, werden in der vorliegenden Arbeit nicht beachtet. Die
Einschränkung des BPEL Workflowmodells, dass keine eingebetteten Aktivitäten verwendet
werden dürfen, grenzt die Verwendung für Vergleiche der Aktivitäten aus.
Assign Die <assign>-Aktivität wird in BPEL verwendet, um den Inhalt von Variablen
und Partner Links zu bearbeiten. Dabei können mehrere <copy>-Elemente innerhalb einer
<assign>-Aktivität verwendet werden. Ein <copy>-Element besitzt immer zwei Kindselemente:
<from> und <to>. Diese Elemente spezifizieren, welche Variable, welcher Partner Link oder
welches Query für das Lesen (<from>) bzw. das Schreiben (<to>) von Daten verwendet wird.
So teilt die BPEL Spezifikation die <from>- und <to>-Elemente in die Kategorien „from-
spec“ und „to-spec“ ein, um so die Varianten von Lesen und Schreiben zu kategorisieren.
Diese Kategorien definieren ob Daten gelesen (from-spec) oder geschrieben (to-spec werden
und welche Variante ein <from>- bzw. to-Element hat. So werden diese Elemente in die
Varianten Variable, Partner Link, Expression, etc. eingeteilt. Das Ermitteln, ob eine <assign>-
Aktivität äquivalent zu einer anderen ist, erfordert komplexe Analysestrategien, falls Queries
oder Expressions innerhalb der <copy>-Elemente verwendet werden. So können <copy>-
Elemente ohne Queries verglichen werden indem bspw. ein Vergleich auf den verwendeten
Variablen durchgeführt wird. Queries und Expressions hingegen erhöhen die Komplexität.
So müssten zusätzlich zum Vergleich der verwendeten Variablen/Partner Links, ein Vergleich
zwischen den verwendeten Queries/Expression geschehen. Eine Einschränkung auf eine
Querysprache in allen BPELWorkflowmodellen undWorkflowmodellfragmenten vereinfacht
dieses Problem, da so der Vergleich zwischen Queries direkt ausgeführt werden kann. BPEL
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hat als Standard die Querysprache XPath 1.0 definiert. XPath ermöglicht das Definieren von
Pfaden innerhalb eines XML Baumes, um auf ein oder mehrere Elemente innerhalb dieses
Baumes zuzugreifen. Innerhalb eines Baumes, können die Knoten eindeutig mittels eines
Pfades referenziert werden. Jedoch können in XPath Queries viele verschiedene Konstrukte
verwendet werden, um dieselbe Menge an Elementen zu erhalten. Zusätzlich bietet XPath
eine Reihe an weiteren Funktionen an, die nicht zur Navigation im XML Baum verwendet
werden (wie etwa numerische Funktionen). Um nun einen Vergleich zwischen zwei XPath
Queries durchzuführen, müssten diese erst in eine eindeutige Form umgeformt werden, um
anschliessend feststellen zu können ob diese äquivalent sind. Zusammenfassend wird die
Äquivalenz zwischen zwei <assign>-Aktivitäten wie folgt definiert:
Eine <assign>-Aktivität ist dann äquivalent zu einer anderen Aktivität, wenn die potenziell
äquivalente Akvitität...
• ...auch eine <assign>-Aktivität ist.
• ...die gleiche Menge an äquivalenten <copy>-Elementen besitzt.
Die Definition einer Äquivalenz zwischen <copy>-Elementen wird wie folgt definiert:
Ein <copy>-Element ist dann äquivalent zu einem anderen <copy>-Element, falls...
• ...deren <from>-Elemente äquivalent zueinander sind.
• ...deren <to>-Elemente äquivalent zueinander sind.
Die Äquivalenz zwischen den <from>- und <to>-Elementen werden anhand der ”from-spec”
und ”to-spec” der BPEL Spezifikation erläutert (siehe BPEL Spezifikation 8.4 [OAS07]).
Für die Variablen-Variante ohne Query werden die Variablentypen und die optionalen Ele-
mente verglichen (part und property). Bei der Partner Link-Variante werden die spezifizierten
BPEL Partner Links verglichen (Für from auch endpointReference). Die Literal-Variante der
<from>-Elemente (bzw. <to>), wird anhand der verwendeten XML-Elemente innerhalb der
jeweiligen <literal>-Elements auf Gleichheit geprüft. Für <from>- und <to>-Elemente die
Queries enthalten können Techniken zur Minimierung von XPath Queries und Äquivalenz
dieser eingesetzt werden [MS02]. In der Implementierung wird auf syntaktische Identiät
zwischen den Queries geprüft da es den Rahmen dieser Arbeit überschreiten würde.
Throw Die <throw>-Aktivität wird verwendet, um einen Fehler innerhalb einer BPEL
Instanz zu signalisieren. Dabei wird ein Fehler innerhalb der Aktivität definiert, der dann bei
der Ausführung der <throw>-Aktivität, an die umschließende BPEL <scope>-Aktivität bzw.
<process>-Aktivität übergeben wird. Die Aktivitäten <scope> und <process> können diesen
Fehler mittels <catch> und <catchAll> abfangen, um daraufhin passende Maßnahmen zur
Fehlerbehandlung durchzuführen. Die Äquivalenz zwischen zwei <throw>-Aktivitäten wird
wie folgt definiert:
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Eine <throw>-Aktivität ist dann äquivalent zu einer anderen Aktivität, wenn die potenziell
äquivalente Aktivität...
• ...auch eine <throw>-Aktivität ist.
• ...die selbe QName Definition für den Fehler verwendet.
• ...eine (falls spezifiziert) Variable des gleichen Typs verwendet.
Wait Die <wait>-Aktivität erlaubt es in BPEL Workflows die Ausführung zu blockieren. So
kann eine Dauer oder ein Zeitpunkt angegeben werden. Für die Äquivalenz zwischen <wait>-
Aktivitäten, wird der Typ und die Zeitangabe verglichen. Der Vergleich der Zeitangaben
ist, wie bei einem Vergleich zwischen <assign>-Aktivitäten, abhängig von der verwendeten
Expressionsprache. Direkte Angaben einer Dauer bzw. eines Zeitpunkts können verglichen
werden, da die BPEL Spezifikation Datentypen für Dauer- und Zeitpunktangaben festlegt
(xsd:duration und xsd:date). Alle anderen Arten von Expressions können nicht ohne weitere
Analysestrategien verglichen werden. Aus diesem Grund definieren wir das zum Vergleich
zweier <wait>-Aktivitäten die enthaltenen Expression syntaktisch identisch sein muss.
Empty Eine <empty>-Aktivität kann in BPEL verwendet werden, um Platzhalter zu definie-
ren. Diese können einerseits als Synchronizationspunkt innerhalb einer <flow>-Aktivität oder
für das Unterbinden einer Fehlerbehandlung (<empty> innerhalb <catch>) verwendet werden
(siehe BPEL Spezifikation 10.8 [OAS07]). Die Äquivalenz zwischen zwei <empty>-Aktivitäten
wird als ein Typ-Vergleich definiert.
ExtensionActivity Ein <extensionActivity>-Element erlaubt das Erweitern von BPEL mit
zusätzlichen Aktivitäten. Innerhalb eines solchen <extensionActivity>-Elements definiert ein
XML Element die auszuführende Aktivität. Weiterhin wird spezifiziert ob die Erweiterung
von der BPEL Engine verstanden werden muss oder nicht (mustUnderstand=”true” ). Da im
Allgemeinen nicht definiert werden kann, wie eine Äquivalenz zwischen zwei <extensio-
nActivity-Aktivitäten aussieht, wird in dieser Arbeit ein syntaktischer Vergleich definiert.
So sind zwei <extensionActivity>-Aktivitäten nur dann äquivalent, falls die XML Elemente
innerhalb dieser identisch sind.
Exit Die <exit>-Aktivität wird verwendet, um eine BPEL Instanz zu terminieren. Die Äqui-
valenz zwischen zwei <exit>-Aktivitäten ist Typ-basiert, da keine weiteren Merkmale, ausser
den Standardelementen und -attributen, spezifizierbar sind.
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Rethrow Die rethrow-Aktivität darf ausschließlich innerhalb von BPEL Faulthandlern
verwendet werden. Da wir keine Verschachtelungen im BPEL Workflowmodell erlauben,
entfällt eine Äquivalenz für diese Basisaktivität.
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Nachdem ein korrektes Matching M gefunden wurde, muss der gefundene Workflowmo-
dellteil innerhalb des BPEL Workflowmodells durch situationsbewusste Aktivitäten ersetzt
werden (Prozessteilersetzung der ProSit-Methode). Die ProSit-Methode schlägt zur Flexibili-
sierung eine Methode der Flexbility by Underspecification vor [Aal13][SMR+08]. Dabei soll
ein late binding Ansatz verwendet werden [Aal13][SMR+08]. Beim late binding wird eine
passende Implementierung für eine Aktivität zur Laufzeit ermittelt. Dies kann innerhalb der
Workflowengine selbst und durch externe Dienste durchgeführt werden. In dieser Arbeit wird
für das late binding der Situation Handler verwendet, der als externer Dienst die Selektion
eines passenden Workflowfragments übernimmt. Daraus folgt, dass die situationsbewuss-
ten Aktivitäten, die den Workflowmodellteil ersetzten, als Aufruf zum Situation Handler
implementiert werden muss. Für BPEL wird die Prozessteilersetzung wie in Abbildung 6.3
implementiert. Der erkannte Workflowmodellteil, der zu einem Workflowmodellfragment
äquivalent ist, wird entfernt und durch eine BPEL <scope>-Aktivität ersetzt. Innerhalb dieser
<scope>-Aktivität werden alle relevanten Aktivitäten für den Aufruf des Workflowfragments
mithilfe des Situation Handlers eingefügt. Zu den relevanten Elementen gehören: (i) die
Ein- und Ausgabevariable der Operation, die das Workflowmodellfragment implementiert
und (ii) Correlation Sets für das Korrelieren der asynchronen Antwort zu der Workflowin-
stanz. Die Aktivitäten innerhalb der <scope>-Aktivität bestehen aus einer <assign>-Aktivität
für das Zuweisen der Eingabevariable, einer <assign>-Aktivität für das Auslesen der Ant-
wort und schließlich aus einem <invoke>/<receive>-Paar für den asynchronen Aufruf des
Workflowfragments. Das Zuweisen von Ein- und Ausgabevariablen für den Aufruf eines
Workflowfragments wird anhand der Ersetzungskonfiguration ermittelt. Zusätzlich werden
dazu die <assign>-Aktivitäten eines BPEL Workflowmodellfragments, welche Zuweisungen
von der Eingabevariable und in die Ausgabevariable besitzen, genutzt (siehe Einschränkungen
auf dem Workflowmodell für BPEL Fragmente im Abschnitt 6.1). Die Ersetzungskonfigura-
tion liefert für den Schritt der Prozessteilersetzung überlappungsfreie Fragmentmatchings
zwischen BPEL Workflowmodell und BPEL Workflowmodellfragmenten. Zusätzlich besitzen
diese Fragmentmatchings eindeutige Paarungen von Workflowvariabeln und Workflowfrag-
mentvariablen, sodass bekannt ist, welche Variable des Workflowmodells für den Aufruf
des Workflowmodellfragments verwendet werden soll. Da alle Workflowmodellfragmente
durch die definierten Einschränkungen eine einzelne <assign>-Aktivität für das Zuweisen
der Fragment-internen Variablen besitzen dürfen, kann dies verwendet werden, um das
<assign> für den Aufruf des Workflowmodellfragments zu generieren. Dies gilt auch für
die Zuweisung von Ausgabevariablen des Workflowmodellfragments zu Workflow-internen
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Abbildung 6.3: Prozessteilersetzung in ProSit für BPEL 2.0 Workflow-Modelle
Variablen des Workflowmodells. Dazu werden die <from>-Elemente innerhalb der <assign>-
Eingangsaktivität eines BPEL Workflowmodellfragments verwendet, die eine Zuweisung
von Eingabevariable auf Workflow-interne Variablen spezifizieren (Bzw. die <to>-Elemente
der <assign>-Aktivität für das Zuweisen der Ausgabevariable). Diese <from>-Elemente (bzw.
<to>) können als Referenz auf Daten innerhalb der Eingabevariable gesehen werden. Die
Einschränkung auf demWorkflowfragmentmodell, dass ausschließlich die Variablen Variante
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der from-spec (bzw. to-spec) verwendet werden darf, erlaubt es diese Referenzen so umzuwan-
deln, dass sie für das Zuweisen der Ein- und Ausgabevariablen verwendet werden können.
Beispielweise kann das from-Element, dass auf einen Teil der Eingabevariable des Workflow-
modellfragments zeigt, in ein <to>-Element umgewandelt werden. Dieses neue <to>-Element
kann im BPEL Hauptworkflowmodell in Kombination mit einem <from>-Element verwendet
werden, um eine Zuweisung von einer Variable des Hauptworkflowmodells auf die Eingabe-
variable des Workflowmodellfragments durchzuführen. Dies ist analog zur Zuweisung von
der Ausgabvariable eines Workflowmodellfragments zu Variablen des Hauptworkflowmo-
dells. In diesem Fall werden die <to>-Elemente in der <assign>-Aktivität für das Zuweisen
der Ausgabevariable des Workflowmodellfragments verwendet.
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7 Implementierung
In diesem Kapitel wird die Implementierung des ProSit-Systems erläutert. Die ProSit-Methode
wurde als eine Webapplikation implementiert, die einen Entwickler unterstützt, Fragmente
der Workflow-Modellfragment Bibliothek hinzuzufügen, Prozesse in einen situationsbe-
wussten Prozess umzuwandeln und diese dann mithilfe des ProSit-Systems bereitzustellen.
Die Implementierung der situationsbezogenen Adaption für das ProSit-System besteht aus
dem Situation Handler, der die Adaption zur Laufzeit bewerkstelligt. Ein weiterer Teil des
ProSit-Systems ist das Provisioningsystem, welches zur Laufzeit benötigte Workflowfrag-
mentmodelle provisioniert. Für die Provisionierung innerhalb des ProSit-Systems wurden
Implementierungen von Anwendungspacketierungs-Service und Provisioningservice ver-
wendet. Erstere verwendet das Eclipse Projekt Winery1 für die Anwendungspaketvorlagen
Bibliothek. Der Provisioningservice verwendet den OpenTOSCA Cloud Container, um An-
wendungstopologien auf einer Cloud zu instanziieren. Die Details zu den Implementierungen
werden in den folgenden Abschnitten erläutert. Abbildung 7.1 gibt einen Überblick über die
Komponenten, die das System implementieren.
7.1 Situation Aware Workflow Deployment Service und
Fragmentierungs-Service - ProSit
Zur Evaluierung des in dieser Arbeit vorgestellten Entwicklungsprozesses ProSit (siehe Ab-
schnitt 4.1), wurde eine gleichnamige Webapplikation entwickelt. ProSit implementiert den
Situation Aware Workflow Deployment Service und den Fragmentierungs-Service. Durch
unterstützt die Applikation, dem im Entwicklungsprozess involvierten Entwickler, bei der
Fragmententdeckung (siehe Abschnitt 4.2), Fragmentselektion (siehe Abschnitt 4.3), Erset-
zungskonfiguration (siehe Abschnitt 4.4), Prozessteilersetzung (siehe Abschnitt 4.5) und zuletzt
die Prozessbereitstellung (siehe Abschnitt 4.6). Als Workflowsprache wird WS-BPEL 2.0 ent-
sprechend den Definitionen in Kapitel 6 verwendet. Zu den relevanten Prozessschritten des
Entwicklungsprozesses werden in folgenden Abschnitten die Details des Prototyps erläutert.
Einen Überblick über ProSit gibt Abbildung 7.2.
1http://www.eclipse.org/proposals/soa.winery/
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Abbildung 7.1: Überblick über die Implementierung des ProSit-Systems
Implementierung Fragmenterkennung DIe Fragmenterkennung in der ProSit-Webapplikation
implementiert die Konzepte aus Kapitel 6. Im Prototyp wurde der Subgraphisomophismus
Algorithmus der Java Bibliothek jgrapht [JGr16] verwendet, sodass die Implementierung den
Definitionen in Abschnitt 6.1 folgt. Der Algorithmus, der an den VF2 Algorithmus [CFSV04]
angelehnt ist, wurde so implementiert dass er auf Aktivitätenebene nach Äquivalenzen
zwischen den Graphen (siehe auch Kapitel 6) des BPEL Workflormodellfragments und Work-
flowmodells sucht. ProSit akzeptiert Fragmente, die einem ausführbaren Prozess entsprechen,
solange sie die SESE-Bedingung [Ma12] erfüllen.
Implementierung Fragmentselektion Für die Fragmentselektion implementiert ProSit
die Möglichkeit, manuell Überlappungen zwischen entdeckten Fragmenten zu entfernen. So
kann ein Nutzer angeben, welches der Fragmente die im Konflikt stehen aus der Fragmenter-
setzung ausgeschlossen werden soll. Konflikte werden hierbei automatisch entdeckt, sodass
der Nutzer erst die Konflikte auflösen muss, damit die folgenden Schritte der ProSit-Methode
durchgeführt werden können.
Implementierung Ersetzungskonfiguration Zur Implementierung der Ersetzungskon-
figuration wurde in ProSit die Möglichkeit erstellt, die potenziell auftretenden Mehrdeutig-
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Abbildung 7.2: Überblick über den ProSit Prototypen der mithilfe von Fragmento den Situa-
tion Aware Workflow Deployment Service, Fragmentierungs-Service und
die Worfklow-Modellfragment Bibliothek implementiert
keiten zwischen BPEL Workflowmodell und BPEL Workflowmodellfragmenten aufzulösen.
Die ProSit-Methode beschränkt sich auf die Verwendung von SESE-Fragmenten. Dadurch
kann ein Workflowmodellfragment als eine Operation betrachtet werden, für die in diesem
Schritt der Methode eindeutige Zuweisungen von Variablen spezifiziert werden müssen.
Falls Mehrdeutigkeiten zwischen Variablen existieren, muss der Nutzer diese erst auflösen,
bevor in den nächsten Schritt übergegangen werden kann. Die Behandlung aller anderen
möglichen Mehrdeutigkeiten zwischen zwei als äquivalent erkannten Aktivitäten (wie etwa
die durch BPEL Partner Links, Correlation Sets,..), wird mithilfe eines Vergleichs auf den
Namen aufgelöst.
Implementierung Prozessteilersetzung Für die Fragmentersetzung implementiert das
ProSit-System eine Transformation von BPEL Workflowmodell zu fragmentiertem BPEL
Workflowmodell anhand der Ersetzungskonfiguration. Die Implementierung entspricht hier-
bei der Prozessteilersetzung definiert in Abschnitt 6.4. Für jedes gefundene Fragment inner-
halb des Prozesses werden die entsprechenden Prozess-Aktivitäten entfernt und durch BPEL
<scope/>-Aktivitäten ersetzt. Diese <scope/>-Aktivität besitzt alle nötigen Aktivitäten, um die
entsprechende Operation am Situation Handler aufzurufen. Der daraus resultierende BPEL
2.0 Workflow benutzt ausschließlich standard-konforme Aktivitäten und entspricht durch
die eingesetzten scope-Aktivitäten den im Konzept definierten fragmentierten Prozessen.
75
7 Implementierung
Implementierung Prozessbereitstellung Für die Prozessbereitstellung des fragmentier-
ten Prozesses selbst wird das Provisionierungssystemmithilfe des Situation Handlers verwen-
det. So wird, nachdem alle vorherigen Schritte der ProSit-Methode durchgeführt wurden, ein
Endpunkt des fragmentierten Prozesses dem Situation Handler gegeben. Falls nun ein Aufruf
an den Situation Handler gelangt, der zu dem Prozess gehört, wird dieser Prozess automatisch
provisioniert. Für die Fragmente wird dasselbe Verfahren durchgeführt. Zusammenfassend
sind alle ausführbaren Prozesse und Fragmente innerhalb des Situation Handlers registriert.
Für deren Bereitstellung ist ab diesem Punkt das Provisioningsystem des ProSit-Systems
verantwortlich.
7.2 Workflow-Modellfragment Bibliothek - Fragmento
Als Workflowsprache wurde WS-BPEL 2.0 [OAS07] gewählt und so bestehen die Artefakte
der Prozesse und Fragmente aus XML Daten. Daher empfiehlt es sich, eine XML-Datenbank
als Basis für die Workflow-Modellfragment Bibliothek zu verwenden. Schließlich wurde
Fragmento [SKLS11] für das Ablegen von Prozessen und Fragmenten gewählt. Die endgültige
Implementierung entspricht einer Menge von XML-Artefakten, die in relation zu einander
innerhalb der Fragmento Datenbank abgelegt werden. ProSit benutzt Fragmento für das
Ablegen von BPEL Workflowmodellen und BPEL Workflowmodellfragmenten. Der Vorteil
hierbei ist, dass externe Komponenten oder Nutzer auf der Datenbank von Fragmento
arbeiten können, ohne dabei auf das ProSit-System selbst angewiesen zu sein. So können
auch nachträgliche Änderungen an den Workflowmodellen und Workflowmodellfragmenten
vorgenommen werden.
Abbildung 7.3 gibt einen Überblick, wie die Ablage von BPEL Workflowmodellen und BPEL
Workflowmodellfragmenten innerhalb von Fragmento entwickelt wurde. BPEL Workflow-
modelle werden als ZIP-Archiv gepackt, um folgend diese auf BPEL-unterstützende Work-
flowengines bereitzustellen. Ein BPEL Archiv besteht mindestens aus der Prozessdefinition
und einer WSDL-Schnittstellenbeschreibung, die jeweils in einer XML-Datei verfasst sind.
Das ProSit-System verlangt das BPEL Archive von BPEL Workflowmodellen und Workflow-
modellfragmenten alles enthalten was benötigt wird, dass diese ausführbar sind. Daraus
folgend enthalten BPEL Archive, zusätzlich zum Workflowmodell und einer WSDL Schnitt-
stellenbeschreibung, mindestens eine Art von Deployment-Deskriptor. Zusätzlich können
weitere Schnittstellenbeschreibungen im Archiv vorhanden sein. Zusammenfassend werden
alle Artefakte innerhalb eines solchen BPEL Archivs in Relation zueinander in Fragmento
abgelegt. Dabei werden die Abhängigkeiten untereinander eingehalten. So referenziert das
BPEL Workflowmodell innerhalb der Fragmento Datenebank, die WSDL Schnittstellen die
innerhalb dieses Workflowmodells verwendet werden.
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Abbildung 7.3: Ablage von WS-BPEL 2.0 Archiven innerhalb von Fragmento mithilfe von
ProSit
7.3 Anwendungspacketierungs-Service - XaaS-Packager
Zur Implementierung des Anwendungspacketierungs-Services, wurde der Prototyp XaaS-
Packager entwickelt. Dieser Service benutzt Eclipse Winery [ESF16] als Anwendungspaket-
vorlagen Bibliothek und ermöglicht so Nutzern das definieren von TOSCA ServiceTemplates,
die als Anwendungstopologie fungieren (siehe Abbildung 7.4). Nutzer können anschliessend
innerhalb des XaaS-Packagers definieren, welches TOSCA ServiceTemplate auf Winery für
eine Vorlage verwendet wird. So definiert ein Nutzer das ServiceTemplate, den Zielkno-
ten innerhalb dieses ServiceTemplates, das angehängte DeploymentArtefact und zuletzt
einen Applikationstyp. Der Nutzer kann nachdem so eine Definition im XaaS-Packager
angelegt wurde, Applikationen in ServiceTemplates der Winery einbetten. Dafür gibt er das
Softwareartefakt der Applikation und den vorher definierte Applikationstyp an. Anhand
dieser Daten, packt der XaaS-Packager die übermittelte Applikation in ein passendes Seri-
vceTemplate ein, das daraufhin als CSAR Archiv eingepackt wird. Für diese Arbeit wurde
ein ServiceTemplate für BPEL 2.0 Prozesse entwickelt, bestehenden aus einem Ubuntu 14.10
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System2 mit installiertem WSO2 BPS3 als BPEL Workflowengine. Das TopologyTemplate des
ServiceTemplates wurde so modelliert, dass sie die deklarativen Eigenschaften des Open-
TOSCA Cloud Containers für die Provisionierung eines ServiceTemplates verwendet werden
[BBK+14][BBK+15].
XaaS-Packager	Vorlagen Winery Repository
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VM
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Abbildung 7.4: XaaS-Packager Überblick
7.4 Cloud Provisioningservice - OTDP
Der Provisionierungsservice für diese Arbeit wurde im Prototyp OpenTOSCA Deploy & Pro-
vision (OTDP) implementiert. Dieser verwendet den OpenTOSCA Container, um in TOSCA
definierte Anwendungstopologien zu installieren und zu provisionieren. Dabei ist der Proto-
typ an die Vinothek [BBKL14] Komponente des OpenTOSCA Projekts angelehnt. Jedoch ist
2http://www.ubuntu.com/
3http://wso2.com/products/business-process-server/
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dieser, im Gegensatz zur Vinothek, für die Verwendung durch Applikation zugeschnitten
und vereint die Schritte Bereitstellung und Instanziierung einer Anwendungstopologie. Der
Prototyp ruft dafür die Pläne eines Anwendungspakets auf einem OpenTOSCA Container
auf, um mithilfe dieser eine Instanz zu erstellen. Für das Ermitteln eines geeigneten End-
punkts, welcher für die Verwendung der provisionierten Anwendung gebraucht wird, nutzt
der Prototyp die OpenTOSCA Container Konvention. Diese fordert, dass die Pläne einen
anwendbaren Applikationsendpunkt als Ausgabeparameter zurückgeben.
7.5 Erweiterungen am Situation Handler
Um das On-Demand Provisioning innerhalb des ProSit-Systems zu realisieren, wurde der
situationsbewusste Servicebus Situation Handler erweitert. Dabei wurden die Endpunkte so
erweitert, dass diese einen Zustand provisioned besitzen. Dieser Zustand gibt an ob der Dienst
der hinter dem Endpunkt steht schon bereitgestellt wurde. Falls das nicht der Fall ist, enthält
der Endpunkt keine nutzbare Addresse für den Dienst. Wenn nun der situationsbewusste
Servicebus bei der Evaluierung der Situation einen Endpunkt wählt, bei dem der Dienst des
Endpunkts noch nicht bereitgestellt wurde, wird die Bereitstellung eingeleitet. Dafür wird
im ersten Schritt eine Anfrage an den Anwendungspacketierungs-Service (XaaS-Packager)
getätigt, um das Fragment in eine passende TOSCA CSAR zu packen. Dieses generierte
Packet wird dann anschliessend an den Cloud Provisioningservice (OTDP) übermittelt, um
von dem Paket eine Instanz zu erhalten. Nachdem die Instanz hochgefahren wurde, erhält
der Situation Handler eine Adresse für den Endpunkt, mit der die ursprüngliche Anfrage an
den nun bereitgestellten Dienst weitergeleitet werden kann.
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8 Zusammenfassung und Ausblick
In dieser Arbeit wurde die ProSit-Methode und das ProSit-System vorgestellt. Die ProSit-
Methode definiert einen Entwicklungsprozess für die Entwicklung von situationsbewussten
Prozessen. Dabei werden Fragmente verwendet, um eine Adaption der Aktivitäten zur Lauf-
zeit zu ermöglichen. Diese Fragmente sind annotiert mit den Situationen, die vorliegen
müssen während sie ausgeführt werden. Zusätzlich besitzen diese Fragmente eine Anno-
tation für eine semantisch eindeutige Operation. Diese gibt an welche Geschäftsfunktion
im Fragment implementiert wurde. Fragmente die die selbe Operation implementieren bil-
den Fragmentgruppen. Diese Fragmentgruppen bilden die möglichen Alternativen bezogen
auf die geltenden Situationen im Gesamtsystem. Für die Anbindung eines Prozesses an
solche Fragmentgruppen wird in der ProSit-Methode ein Vergleich zwischen Prozess und
vorhandenen Fragmenten durchgeführt. Das Ergebnis dieses Vergleichs ist eine Menge von
Fragmenten, die innerhalb des Prozesses erkannt wurden. Diese Fragmente werden durch
situationsbewusste Aktivitäten ersetzt, um die gewünschte Anbindung an Fragmentgruppen
zu erhalten. Nach einer solchen Ersetzung, ist der ursprüngliche Prozess zu einem fragmen-
tierten Prozess transformiert worden. Dieser fragmentierte Prozess und die Fragmentgruppen
bilden zusammen einen Gesamtprozess, der mithilfe des ProSit-System sich situationsbewusst
verhält. Für das Laufzeitverhalten des ProSit-Systems wurden der Situation Handler mit dem
Provisioningsystem vorgestellt. Die erste Komponente wird verwendet, um jeweils ein Frag-
ment auszuwählen, dass die passende Operation implementiert und unter den vorliegenden
Situationen ausgeführt werden kann. Das Provisioningsystem des ProSit-Systems wird ver-
wendet, um die in der Workflow-Modellfragment Bibliothek abgelegten Fragmente innerhalb
einer Umgebung bereitzustellen, sodass sie vom Situation Handler verwendet werden kön-
nen. Dabei verwendet das Provisioningsystem eine Anwendungspaketvorlagen-Bibliothek,
welche passende Anwendungstopologien für Fragmente bereithält. Diese Anwendungsto-
pologien werden verwendet, um den Fragmenten eine passende Infrastruktur aus bspw.
virtuellen Maschinen, Workflowengines, etc. zu spezifizieren. Anwendungstopologien wer-
den mit den benötigten Softwareartefakten innerhalb eines Anwendungspakets archiviert.
Nachdem ein Fragment in ein Anwendungspaket eingebettet wurde, wird dieses Paket mit-
hilfe eines Anwendungscontainers bereitgestellt und provisioniert. Die daraus resultierende
Anwendungstopologieinstanz kann dann verwendet werden, um das Fragment aufzuru-
fen. Abschliessend wird ein Endpunkt ermittelt mit dem der Situation Handler eingehende
Anfragen an das Fragment übermitteln kann.
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8 Zusammenfassung und Ausblick
Die Konzepte dieser Arbeit wurden in den Prototypen ProSit, OTDP und XaaS-Packager
implementiert. Der Softwareprototyp ProSit implementiert die in dieser Arbeit entwickelte
ProSit-Methode. Für die Workflow-Modellfragment Bibliothek des SitOPT Projekts wurde
Fragmento verwendet, dass die Fragmente für ProSit bereithält. Die Softwareprototypen
OTDP und XaaSPackager implementieren die Kerndienste des Provisioningsystems. OTDP
wird als Schnittstelle für das Bereitstellen und Provisionieren von Topologiepaketen, mittels
OpenTOSCA Container, verwendet. Der XaaSPackager implementiert das Einbetten von
Applikationen in Cloud Topologiepaketarchive. Dazu verwendet der Prototyp das Eclipse
Projekt Winery als Anwendungspaketvorlagen-Bibliothek. Eine Erweiterung des Situation
Handlers vereint Einbettung und Provisionierung der Fragmente, die für die Ausführung
eines situationsbewussten Prozesses benötigt werden.
Ausblick
Die in dieser Arbeit vorgestellte ProSit-Methode definiert Schritte für das Entwickeln und
Transformieren eines Prozesses in einen situationsbewussten Prozess mithilfe von Frag-
menten. Dabei ist die Methode auf imperative, graph-basierte Sprachen beschränkt. Ei-
ne Untersuchung ob das Austauschen von Aktivitäten innerhalb eines deklarativen Pro-
zessmodells durch situationsbewusste Aktivitäten etwaige Vorteile bringt wäre eine Mög-
lichkeit für zukünftige Arbeiten. So könnte das SitOPT System, mithilfe dieser Methode,
auch für deklarative Prozesse verwendet werden. Eine weitere mögliche Arbeit ist der
Anwendungspacketierungs-Service des Provisioningsystems. Die Möglichkeit Anwendun-
gen in eine passende Infrastruktur einzubetten ist schon von PaaS Angeboten im Cloud
Computing bekannt. Das Modellieren von Komponenten auf der IaaS Ebene und das Wie-
derverwenden dieser Infrastrukturen, ist ein weiterer Schritt in Richtung Interoperabilität
zwischen verschiedenen Cloudanbietern. So könnte der Anwendungspacketierungs-Service
multiple Infrastrukturen für die selbe Anwendungsart besitzen. Diese könnten bspw. Artefak-
te die zum verwendeten Cloud Provider passen beinhalten. Eine andere Art der Erweiterung
des Anwendungspacketierungs-Service wäre es, ihn für die Bereitstellung von Anwendungs-
kompositionen zu verwenden. So wäre eine mögliche Richtung Anwendungen und ihrer
Abhängigkeiten untereinander in einem Graph abzubilden. Dieser Graph kann verwendet
werden, um mithilfe des Anwendungspacketierungs-Services die Anwendungen innerhalb
des Graphen in geeignete Anwendungspakete einzubetten und anschliessend zu provisionie-
ren.
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