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Résumé des activités de recherche
1 Travaux liés à la thèse
J’ai réalisé ma thèse dans le cadre du projet Européen CHEM 1, au sein du thème transversal
« Bond Graph - Surveillance » entre les équipes « Bond Graph » et « Sûreté de Fonctionnement
des Systèmes Dynamiques (SFSD) » du Laboratoire d’Automatique, Génie Informatique et Si-
gnal (LAGIS) de l’Université des Sciences et Technologies de Lille.
L’objectif de la thèse était la conception d’un système de supervision à base de modèles quantita-
tifs utilisant l’outil bond graph. Le travail consistait à développer et automatiser des procédures
de génération de modèles et d’indicateurs de défaillances sous forme formelle et interchangeable
permettant de les intégrer dans un système global de supervision. Les résultats obtenus ont été
appliqués sur deux démonstrateurs : le générateur de vapeur du LAGIS et le pilote de FCC
(Fluid Catalytique Cracking) de l’Institut Français du Pétrole à Solaize (Lyon).
Dans les approches de surveillance basées sur des modèles quantitatifs, les performances des
procédures de détection et de localisation de défaillances dépendent fortement du modèle uti-
lisé. L’obtention du modèle est une tâche complexe et difficile, plus particulièrement pour des
systèmes multi-physiques, tels que ceux du génie des procédés en raison de leur diversité et du
couplage des énergies qui les caractérisent. Les premiers travaux relatifs à la surveillance des
systèmes multi-physiques par des modèles quantitatifs générés en utilisant l’outil bond graph
reposent essentiellement sur l’analyse des propriétés causales et structurelles des modèles bond
graphs correspondants. Ces modèles, qui sont avant tout des graphes, sont utilisés pour obtenir
de manière générique des indicateurs de défaillances (communément appelés Relations de Re-
dondance Analytique : RRA, dont l’évaluation numérique conduit à des résidus). Ces modèles
sont également utilisés pour analyser les conditions de « surveillabilité » du système multiphy-
sique en parcourant les chemins causaux des graphes obtenus.
Dans la thèse, nous avons fait appel à l’outil bond graph pour concevoir et réaliser, sous forme
d’une boîte à outils, un générateur de modèles dynamiques formels de systèmes multi-physiques
(processus thermofluides). Ce générateur de modèles a pour but de faciliter le travail de modé-
lisation et de construction des RRAs et des résidus nécessaires à la surveillance du système. Les
modèles générés peuvent ensuite être exploités hors ligne par d’autres boîtes à outils pour leur
intégration dans le système global de supervision développé dans le cadre du projet CHEM. Les
procédures développées dans la thèse ont été automatisées à l’aide d’un module appelé « Mo-
delBuilder ». Ce dernier est présenté sous forme d’une interface graphique de telle sorte que
l’utilisateur puisse aisément construire les modèles dynamiques et fonctionnels de différentes
classes de processus thermofluides, de générer les RRAs et vérifier la « surveillabilité » du pro-
cessus (définir pour l’opérateur les composants pouvant être surveillés en fonction du cahier des
charges spécifié).
1. Advanced decision support system for Chemical/Petrochemical manufacturing processes. Project Nr
G1RDCT-2001-00466, CHEM Project 2000 ; http ://www.chem-dss.org
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2 Travaux en qualité d’ATER
Après la thèse, j’ai occupé de septembre 2005 à août 2006 un poste d’ATER (Attaché Temporaire
d’Enseignement et de Recherche) à l’Université des Sciences et Technologies de Lille. Durant cette
période, j’ai été rattaché au LAGIS où j’ai continué à travailler sur la surveillance, détection et
localisation de défaillances, avec comme application principale les systèmes mécatroniques. J’ai
particulièrement travaillé sur la modélisation de ces systèmes en utilisant l’outil bond graph,
la génération d’indicateurs de défaillances (relations de redondance analytique et résidus) et
l’implémentation des méthodes proposées sur un banc de test développé au LAGIS. Il s’agit
d’un système mécatronique constitué d’une partie électrique (moteur à courant continu), d’un
réducteur avec possibilité d’injecter du jeu mécanique à amplitude variable, et d’une charge
mécanique en rotation. Le but de cette application est de détecter et localiser en ligne les
défaillances induites par la variation des paramètres physiques du système mécatronique.
3 Publications liées aux travaux de thèse
Revues internationales avec actes et comités de lecture
[R1] B. Ould Bouamama, K. Medjaher, A.K. Samantaray and M. Staroswiecki. Supervision of an industrial
steam generator. Part I : Bond graph modelling. Control Eng. Practice, vol. 14, no. 1, Pages 71-83, 2006.
[R2] K. Medjaher, A.K. Samantaray, B. Ould Bouamama and M. Staroswiecki. Supervision of an industrial
steam generator. Part II : Online implementation. Control Eng. Practice, vol. 14, no. 1, Pages 71-83, 2006.
[R3] A.K. Samantaray, K. Medjaher, B. Ould Bouamama, M. Staroswiecki and G. Dauphin-Tanguy. Diagnostic
bond graphs for online fault detection and isolation. Simulation Modelling Practice and Theory, vol. 14,
no. 3, Pages 237-262, 2006.
[R4] B. Ould Bouamama, K. Medjaher, M. Bayart, A. K. Samantaray and B. Conrard. Fault detection and
isolation of smart actuators using bond graphs and external models. Control Eng. Practice, vol. 13, no. 2,
Pages 159-175, 2005.
[R5] B. Ould Bouamama, A.K. Samantaray, K. Medjaher, M. Staroswiecki and G. Dauphin-Tanguy. Model
builder using functional and bond graph tools for FDI design. Control Eng. Practice, vol. 13, no. 7, Pages
875-891, 2005.
[R6] K. Samantaray, K. Medjaher, B. Ould Bouamama, M. Staroswiecki, G. Dauphin-Tanguy. Component
Based Modelling of Thermofluid Systems for Sensor Placement and Fault Detection. SIMULATION :
Transactions of SCS, vol. 80, no. 7-8, Pages 381-398, 2004.
[R7] R. Merzouki, K. Medjaher, M.A. Djeziri, B. Ould Bouamama. Backlash fault detection in mechatronic
system. Mechatronics, vol. 17, pp. 299-310, 2007.
Conférences internationales avec actes et comités de lecture
[C1] K. Medjaher, A.K. Samantaray, and B. Ould Bouamama. Diagnostic bond graphs for direct residual
evaluation. In International Conference on Bond Graph Modeling and Simulation (ICBGM’05), pages
307-312. Simulation Series, vol. 37, No. 1, ISBN : 1-56555-287-3, 2005.
[C2] K. Medjaher, R. Merzouki, B. Ould Bouamama. Model Based Fault Detection of Backlash in Mechatronic
Test Bench. 45th IEEE Conference on Decision and Control (CDC), pp. 6561 - 6566, December, 2006.
[C3] K. Medjaher, B. Ould Bouamama, A.K. Samantaray et M. Staroswiecki. Supervision d’un Générateur de
Vapeur par l’Approche Bond Graph. CIFA’04, 22-24 Novembre 2004, Douz, Tunisia.
Distinction liée à la thèse
Prix des meilleurs travaux « Innovation » au 15ème Congrès de Maîtrise des Risques et Sûreté de
Fonctionnement organisé par l’Institut pour la Maîtrise des Risques (ImdR) du 9 au 12 octobre
2006 à Lille.
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4 Travaux de recherche en qualité de Maître de Conférences
Mes travaux, depuis mon recrutement en qualité de Maître de Conférences en septembre 2006,
concernent la thématique de PHM (Prognostics and Health Management), ou pronostic et ges-
tion de l’état de santé de systèmes. Le PHM a pour but d’estimer l’état courant d’un système
physique et de prédire sa durée de fonctionnement avant défaillance (communément appelée
RUL : Remaining Useful Life) pour permettre une prise de décision efficace. Comme le montre












Figure 1: Processus générique du PHM.
Différentes méthodes de PHM ont été présentées durant la dernière décennie. Ces méthodes
peuvent être classées dans trois approches principales : l’approche guidée par les données, l’ap-
proche physique (ou basée sur un modèle de comportement quantitatif) et l’approche hybride
qui combine les deux approches précédentes. Dans nos travaux de recherche, nous avons essen-
tiellement travaillé sur l’approche guidée par les données, avec très récemment une orientation
vers l’approche hybride de par les avantages qu’elle pourrait offrir. Dans ce qui suit, seuls les
travaux réalisés en utilisant l’approche guidée par les données sont présentés. L’orientation vers
l’approche hybride sera présentée dans les perspectives de recherche présentées à la fin de ce
mémoire.
Nos travaux de recherche s’appliquent sur des composants critiques de systèmes industriels. Pour
cela, nous posons comme hypothèse que la défaillance du système global peut être due à la dé-
faillance d’un ou de plusieurs de ses composants critiques. Nous appelons composant critique un
composant qui présente un taux de défaillance élevé et/ou dont la défaillance entraîne l’indispo-
nibilité du système dans lequel il est utilisé. Un ou plusieurs composants peuvent exister dans un
même système. À titre d’exemples, dans un train on pourrait citer les roulements utilisés pour
le guidage de la rotation de l’arbre du moteur électrique, l’induit de ce dernier, le mécanisme
d’ouverture et fermeture des portes ou encore des composants du pantographe, notamment l’ar-
chet qui sert à capter le courant électrique de la caténaire. La décision de réaliser du PHM sur
un composant ou sur plusieurs composants revient à l’exploitant du système. La figure 2 montre
les étapes principales permettant d’identifier les composants critiques du système, de traiter les
données fournies par les capteurs, d’évaluer l’état de santé du système et de prédire son RUL.
9
Identifier le composant critique – instrumenter – traiter – suivre l’état de santé 











l’état de santé 













Choix des capteurs 
Légende : 
Développements scientifiques 
Parties relevant de l’ingénierie 
Figure 2: Pronostic orienté composants et guidé par les données.
Nos contributions reposent également sur un ensemble d’hypothèses résumées ci-dessous.
1. Une connaissance des composants du système, des interactions entre eux et des phéno-
mènes physiques impliqués existe ou est possible à obtenir (données de retour d’expé-
rience, experts du système, etc.). L’installation des capteurs nécessaires à la surveillance
des composants critiques du système est également possible.
2. Les données de surveillance sont tout le temps disponibles. Les capteurs sont supposés
fonctionner correctement et sans défaillances tout au long de la durée de vie du système.
Dans le cas où un ou plusieurs capteurs tombent en panne, d’autres capteurs redondants
sont supposés assurer la continuité des données.
3. Les données acquises sont suffisantes et représentatives des conditions de fonctionnement
du composant et de ses états de santé.
4. Seules les défaillances engendrées par des dégradations progressives sont considérées, les
défaillances soudaines ne sont pas prises en compte.
5. Les interventions de maintenance ne sont pas considérées pendant le pronostic de dé-
faillances.
Nos contributions peuvent être divisées en quatre parties :
1. Choix des composants critiques et acquisition de données.
2. Traitement des données de surveillance : extraction, sélection et réduction de caractéris-
tiques (ou features) et construction d’indicateurs de santé.
3. Modélisation de dégradations.
4. Évaluation de l’état de santé des composants (health assessment) et prédiction du RUL.
Ces travaux ont été appliqués sur différents systèmes physiques : machines tournantes, transport
ferroviaire, machines à outils et systèmes micro-électromécaniques (MEMS).
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4.1 Choix des composants critiques et acquisition de données
Les travaux réalisés dans cette partie relèvent de l’ingénierie. Ils traitent des problématiques du
choix des composants critiques du système et de l’acquisition de données de surveillance fiables
et exploitables par des algorithmes de PHM.
Le choix des composants critiques, qui constitue la première étape de notre approche, se fait sur
la base des résultats de différentes analyses (fonctionnelle, dysfonctionnelle, retour d’expérience,
etc.). Cette étape est menée conjointement avec l’exploitant et/ou le fabricant du système dont
l’expertise est précieuse. Pour la réaliser, nous avons proposé une démarche qui repose sur un
ensemble d’outils existants et répandus dans la communauté de la Sûreté de Fonctionnement
(SdF) et de la maîtrise des risques. Cette démarche a été initialement mise en place dans le
cadre de la thèse CIFRE 2 de D. A. Tobon-Mejia, thèse réalisée en collaboration avec l’entre-
prise ALSTOM Transport sur la nouvelle génération de moteurs AGV (Automotrices à Grande
Vitesse). Elle a ensuite été affinée tout au long de nos travaux de recherche et de nos collabo-
rations avec ALSTOM Transport sur d’autres types de systèmes telles que les portes de trains,
mais également avec d’autres entreprises notamment TORNOS, une entreprise suisse concevant
et fabriquant des machines d’usinage à commande numérique de haute précision.
La deuxième étape concerne la définition des grandeurs physiques à surveiller et le choix des
capteurs à installer pour surveiller et suivre l’évolution des phénomènes de dégradation des com-
posants.
Enfin, la troisième étape est consacrée à l’acquisition et au pré-traitement des données issues
des capteurs. L’objectif est de vérifier les données pour s’assurer de l’absence d’erreurs et, dans
le cas contraire, les corriger, les formater pour qu’elles soient faciles à traiter par des logiciels
dédiés et éventuellement les ré-échantillonner et/ou les filtrer pour enlever le bruit qui pourrait
s’ajouter lors de la phase d’acquisition.
Ces travaux ont fait l’objet de deux articles publiés dans deux conférences internationales avec
comité de lecture ([C8], [C15]).
4.2 Extraction de caractéristiques et construction d’indicateurs de santé
Le traitement des données de surveillance constitue la problématique principale de cette partie.
Pour la résoudre, nous avons travaillé sur quatre tâches : l’extraction, la sélection et la réduction
de caractéristiques et la construction d’indicateurs de santé (Health Indicators).
L’extraction de caractéristiques dépend de la nature des données (ou signaux) à traiter (station-
naires ou non stationnaires) et du domaine de leur utilisation (détection, diagnostic ou pronostic).
Les caractéristiques extraites peuvent être classées selon trois catégories : temporelles (para-
mètres statistiques : moyenne, kurtosis, facteur de crête, etc.), fréquentielles (analyse spectrale,
analyse en enveloppe, etc.) et temps-fréquence (décomposition modale empirique, transformée
de Hilbert-Huang, etc.).
Les caractéristiques extraites peuvent être plus au moins pertinentes pour caractériser l’évolu-
tion de l’état de santé des composants critiques du système. La sélection de caractéristiques a
pour but de définir des critères de sélection, telle que la monotonie des caractéristiques, pour ne
garder que les plus pertinentes qui peuvent ensuite être utilisées pour la prédiction de l’évolution
de la dégradation.
Dans la pratique, il peut arriver que les caractéristiques sélectionnées ne puissent pas être directe-
ment exploitées pour estimer l’état actuel et futur du système, à cause notamment de contraintes
imposées par les outils de modélisation (comme par exemple le nombre et le type de données
2. Conventions Industrielles de Formation par la REcherche
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d’entrées). Dans ce cas, il est nécessaire de réduire le nombre de caractéristiques, sans perdre
l’information pertinente, pour permettre leur représentation dans un espace de dimension réduite
et faciliter leur interprétation, mais aussi pour gagner en temps d’apprentissage et d’inférence.
Dans ce sens, nous avons fait appel à deux techniques. Il s’agit de l’analyse en composantes
principales, et de ses variantes non linéaires, et de l’Isomap (Isometric feature mapping).
Enfin, dans certains cas d’application, il est possible de fusionner des signaux bruts ou des carac-
téristiques pour construire ce que nous appelons indicateurs de santé. Chaque indicateur pourra
ensuite être utilisé pour représenter l’évolution de l’état de santé du composant critique, estimer
son état actuel et prédire son état futur.
Les travaux de recherche développés dans cette partie ont fait l’objet de quatre publications
dans des revues internationales avec actes et comités de lecture ([R13], [R15], [R16], [R18]) et
de trois conférences internationales avec actes et comités de lecture ([C6], [C7], [C10]).
4.3 Modélisation de dégradations
La modélisation de la dégradation du composant critique joue un rôle central dans le processus
du PHM et constitue la problématique principale de cette partie de recherche. Elle a pour but
de transformer les caractéristiques et les indicateurs de santé générés dans l’étape précédente en
modèles représentant l’initiation et la progression de la dégradation du composant.
La modélisation de la dégradation doit être la plus fidèle possible de ce qui se passe dans le
composant. Elle est nécessaire et importante pour estimer à tout instant l’état de santé du
composant, détecter les signes précurseurs de l’initiation d’une dégradation et prédire son état
futur utile au calcul du RUL. Elle est réalisée dans une phase d’apprentissage hors ligne sur des
données traitées (caractéristiques et/ou indicateurs de santé). Les modèles à construire doivent
tenir compte de la nature des défaillances (soudaines, dégradations progressives, etc.), du type de
données d’entrée (quantitatives ou qualitatives, monodimensionnelles ou multidimensionnelles,
stationnaires ou non stationnaires, complètes ou tronquées, etc.) et des conditions de fonction-
nement du composant (conditions constantes ou variables). Ils doivent également représenter les
incertitudes des caractéristiques et des indicateurs de santé utilisés. En effet, dans la pratique,
plusieurs composants d’une même référence testés individuellement dans les mêmes conditions
de fonctionnement conduisent rarement aux mêmes valeurs de caractéristiques et d’indicateurs
de santé.
Les points évoqués précédemment constituent une sorte de cahier des charges qui conditionne le
choix des outils de modélisation. Pour en tenir compte, nous avons fait appel à deux catégories
d’outils de modélisation. La première catégorie concerne les outils probabilistes/stochastiques
notamment les réseaux bayésiens dynamiques. La seconde catégorie concerne les régressions non
linéaires issues de méthodes par apprentissage automatique, notamment les machines à vecteurs
de support pour la régression (Support Vector Regression : SVR) et le processus de Gauss pour
la régression (Gaussian Process Regression : GPR).
Les réseaux Bayésiens dynamiques permettent de regrouper les états de santé (ou modes de fonc-
tionnement) du composant critique en utilisant, comme entrées, des matrices de caractéristiques
extraites des signaux bruts fournis par les capteurs. Ils permettent également de prendre en
compte la variabilité et l’incertitude des données lors des phases d’apprentissage et d’inférence.
La durée de vie du composant peut ainsi être segmentée en plusieurs états (ou modes) pouvant
aller de l’état neuf à l’état défaillant en passant par différents états intermédiaires correspondant
à l’évolution de la dégradation. Les différents états du composant et les transitions entre eux
sont alors représentés par un vecteur d’états et une matrice de transition du réseau bayésien
dynamique correspondant.
Les SVRs, une variante des séparateurs à vaste marge (Support Vector Machines), et le GPR
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sont utilisés dans nos travaux pour modéliser l’évolution dans le temps ainsi que les variations
des indicateurs de santé extraits des historiques de dégradation. Les modèles obtenus seront
ensuite utilisés pour estimer l’état courant du composant, prédire son état futur et calculer son
RUL.
Les résultats de ces travaux ont fait l’objet de six publications dans des revues internationales
avec actes et comités de lecture ([R12], [R16], [R17], [R19], [R20], [R21]) et de six conférences
internationales avec actes et comités de lecture ([C9], [C11], [C12], [C13], [C14], [C17]).
4.4 Évaluation de l’état de santé et prédiction du RUL
Les modèles obtenus dans l’étape de modélisation de la dégradation sont utilisés dans cette
partie pour suivre l’état de santé du composant, détecter le plus tôt possible sa dégradation
et pronostiquer les éventuelles défaillances pouvant survenir au cours de son utilisation. Nous
nous sommes alors intéressés à deux problématiques : l’évaluation de l’état de santé courant du
composant et la prédiction de son RUL, et l’évaluation de la performance du pronostic réalisé.
L’évaluation de l’état de santé courant du composant critique s’obtient, dans le cas des réseaux
Bayésiens dynamiques, par le calcul des probabilités sur les états du modèle. Ce calcul est
réalisé par des algorithmes adaptés tel que celui proposé par Viterbi. L’estimation du RUL
du composant critique est ensuite obtenue en calculant le temps qui sépare l’état courant du
composant de l’état correspondant à sa défaillance. A noter que les durées de séjour dans chacun
des états de santé du composant sont supposées être calculées lors de la phase d’apprentissage
du modèle du composant et de sa dégradation. Chaque durée de séjour peut être une moyenne
calculée sur plusieurs tests pour avoir des durées représentatives d’une population de composants
de même référence. Dans le cas des méthodes SVR et GPR, l’état courant est obtenu en estimant
la valeur actuelle de l’indicateur de santé. La valeur du RUL est quant à elle obtenue en calculant
continuellement le temps entre l’instant courant et l’instant où la valeur de l’indicateur coïncide
avec le seuil de défaillance. Une problématique sous-jacente au calcul du RUL, et à laquelle nous
nous sommes intéressés, concerne la définition de la valeur du seuil de défaillance. Une juste
définition de cette valeur est importante car si le seuil est mal défini, il conduirait à un pronostic
inopportun et à une décision de maintenance inadéquate. En effet, trois cas de figure peuvent
être envisagés. Le premier cas est celui où la valeur du seuil correspond à l’instant réel de la
défaillance, dans ce cas le pronostic est exact. Le deuxième cas est celui où le seuil est défini
de façon optimiste, c’est-à-dire que l’instant prédit pour la défaillance est au delà de l’instant
réel. Dans ce cas, la prédiction est inappropriée et les conséquences peuvent être catastrophiques
(risques d’explosion, de déraillement, d’écrasement, etc.). Enfin, le troisième cas, correspond à
celui où le RUL prédit est avant l’instant réel de la défaillance. Dans ce cas, en veillant à ce
que l’erreur soit la plus petite possible, on obtient un RUL exploitable pour l’aide à la décision.
Dans nos travaux, nous avons particulièrement travaillé sur le troisième cas.
L’évaluation des performances du pronostic réalisé se fait au moyen de différentes métriques.
Nous avons notamment travaillé sur l’horizon de pronostic (étendue temporelle des prédictions),
la précision et l’exactitude des RULs obtenus et l’opportunité des prédictions (vérifier si les
RULs prédits sont exacts, optimistes, ou au contraire pessimistes, c’est-à-dire avant l’instant
d’apparition de la défaillance).
Les résultats de cette partie ont fait l’objet de cinq publications dans des revues internationales
avec actes et comités de lecture ([R16], [R17], [R19], [R20], [R21]).
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4.5 Applications
Les méthodes et algorithmes développés dans le cadre de nos travaux de recherche ont été
appliqués sur différents systèmes.
– Transport ferroviaire : il s’agit principalement de moteurs AGV (Automotrice à Grande
Vitesse) et de portes de tramways. Ces applications ont été réalisées dans le cadre de deux
projets de recherche partenariale avec l’entreprise ALSTOM Transport. Le premier projet
concerne la fiabilité accrue des machines tournantes embarquées en partenariat avec ALSTOM
(Ornans). Le second projet concerne la surveillance et la prédiction du RUL des portes de
tramways en partenariat avec ALSTOM (Saint-Ouen).
– Systèmes d’usinage de précision : il s’agit de deux applications. La première concerne
la surveillance, la détection, le diagnostic et le pronostic de défaillances dans un système
multibroches des machines d’usinage de précision de l’entreprise suisse TORNOS. La seconde
concerne la prédiction de la durée de vie des outils de coupe utilisés par des machines d’usinage
afin de permettre à l’opérateur d’anticiper l’usure de l’outil.
– Génération d’énergie : cette application concerne des données fournies par le « Prognostic
Center of Excellence » de la NASA sur des cycles de charge et décharge d’un ensemble de
batteries Li-Ion. L’objectif a été d’utiliser un sous-ensemble de ces données pour apprendre
des modèles et l’autre sous-ensemble restant pour estimer l’état courant des batteries tests et
prédire leurs RULs.
– Machines tournantes : cette application concerne le pronostic de défaillances de roulements
utilisés dans des machines tournantes. Nous avons particulièrement travaillé sur les données
de la plateforme Pronostia pour tester et valider nos algorithmes. Cette plateforme, destinée
à la réalisation de compagnes de vieillissements accélérés de roulements à billes, a été conçue
et réalisée au sein de notre équipe de recherche.
– Microsystèmes : cette application concerne la surveillance, la détection et le pronostic de
défaillances de microsystèmes électromécaniques (ou MEMS : Micro-ElectroMechanical Sys-
tems), notamment de pinces électrostatiques et d’accéléromètres.
4.6 Publications postdoctorales
Revues internationales avec actes et comités de lecture
[R8] A. Soualhi, K. Medjaher, N. Zerhouni. Bearing Health monitoring based on Hilbert-Huang Transform,
Support Vector Machine and Regression. IEEE Transactions on Instrumentation and Measurement, article
published online 01 July 2014, DOI : 10.1109/TIM.2014.2330494.
[R9] A. Mosallam, K. Medjaher, N. Zerhouni. Data-driven prognostic method based on Bayesian approaches
for direct remaining useful life prediction. Journal of Intelligent Manufacturing, article published online
13 June 2014, DOI : 10.1007/s10845-014-0933-4.
[R10] K. Medjaher, H. Skima, N. Zerhouni. Condition Assessment and Fault Prognostics of Microelectro-
mechanical Systems. Microelectronics Reliability, volume 54, issue 1, pages : 143-151, 2014, DOI :
10.1016/j.microrel.2013.09.013.
[R11] K. Medjaher, N. Zerhouni. Framework for a hybrid prognostics. Chemical Engineering Transactions,
volume 33, pages : 91-96, 2013.
[R12] A. Mosallam, K. Medjaher, N. Zerhouni. Bayesian approach for remaining useful life prediction. Chemical
Engineering Transactions, volume 33, pages : 139-144, 2013.
[R13] A. Mosallam, K. Medjaher, N. Zerhouni. Nonparametric time series modelling for industrial prognostics
and health management. The International Journal of Advanced Manufacturing Technology, volume 6,
pages : 1685-1699, 2013, DOI 10.1007/s00170-013-5065-z.
[R14] K. Medjaher, N. Zerhouni. Hybrid prognostic method applied to mechatronic systems. The International
Journal of Advanced Manufacturing Technology, volume 69, pages : 823-834, 2013, DOI 10.1007/s00170-
013-5064-0.
14
Table 1: Synthèse des publications postdoctorales.
Catégorie Nombre Titre
Revues à comités de lecture 14 Trans. on Reliability (IEEE), Trans. on Instrumentation
and Measurement (IEEE), Engineering Applications of
Artificial Intelligence (Elsevier), Mechanical Systems and
Signal Processing (Elsevier), Microelectronics reliability
(Elsevier), Journal of Intelligent Manufacturing (Sprin-
ger), Int. J. of Adv. Manufacturing Technology (Sprin-
ger), Quality and Reliability Engineering (Wiley) J. of
Manufacturing Tech. Management (Emerald), Chemical
Engineering Transactions (AIDIC)
Chapitres d’ouvrages 2 Maintenance Modelling and Applications
Conférences internationales à
comités de lecture
19 PHM (IEEE), Aerospace Conf. (IEEE), CASE (IEEE),
PHM (PHM society), SAFEPROCESS (IFAC), IFAC
WC, DCDS (IFAC), INCOM (IFAC), AMEST (IFAC),
ECC (EUCA, IEEE, IFAC, CSS)
Conférences nationales à comi-
tés de lecture
1 4èmes Journées Francophones sur les Réseaux Bayésiens
Vulgarisation scientifique 1 Techniques de l’ingénieur
Présentations dans des groupes
de travail de GdRs




7 IVHM (UK), IMS (USA), PCoE de la NASA (USA),
Univ. Texas (USA), City Univ. Hong Kong (Chine), SIM-
Tech (Singapour), USTO (Algérie)
[R15] A. Mosallam, K. Medjaher, N. Zerhouni. Time Series Trending for Condition Assessment and Prognostics.
Journal of Manufacturing Technology Management, Vol. 25, Issue : 4, pages : 550-567, 2014
[R16] T. Benkedjouh, K. Medjaher, N. Zerhouni, S. Rechak. Remaining useful life estimation based on nonlinear
feature reduction and support vector regression. Engineering Applications of Artificial Intelligence, vol. 26,
no. 7, pp. 1751-1760, 2013.
[R17] T. Benkedjouh, K. Medjaher, N. Zerhouni, S. Rechak. Health assessment and life prediction of cutting
tools based on support vector regression. Journal of Intelligent Manufacturing, article published online 19
April 2013, DOI 10.1007/s10845-013-0774-6.
[R18] F. Camci, K. Medjaher, N. Zerhouni, P. Nectoux. Feature Evaluation for Effective Bearing Prognostics.
Quality and Reliability Engineering International, vol. 29, pp. 477-486, 2013.
[R19] K. Medjaher, D.A. Tobon-Mejia, N. Zerhouni. Remaining useful life estimation of critical components
with application to bearings. IEEE Transactions on Reliability, vol. 61, no. 2, pp. 292-302, 2012
[R20] D.A. Tobon-Mejia and K. Medjaher and N. Zerhouni. CNC machine tool’s wear diagnostic and prognostic
by using dynamic Bayesian networks. Mechanical Systems and Signal Processing, vol. 28, pages : 167 -
182, DOI : 10.1016/j.ymssp.2011.10.018, ISSN : 0888-3270, 2012
[R21] Diego A. Tobon-Mejia, Kamal Medjaher, Noureddine Zerhouni and Gerard Tripot. A Data-Driven Fai-
lure Prognostic Method based on Mixture of Gaussians Hidden Markov Models. IEEE Transactions on
Reliability, vol. 61, no. 2, pp. 491-503, 2012
Chapitres d’ouvrages
[O1] K. Medjaher. Chapter 6 : Fault Diagnostics. Part : A bond graph model-based fault detection and isolation.
In Maintenance Modelling and Applications. Pages 503-512, 2011, ISBN : 978-82-515-0316-7
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[O2] R. Gouriveau, K. Medjaher. Chapter 2 : Prognostics. Part : Industrial Prognostic - An Overview. In
Maintenance Modelling and Applications. Pages 10-30, 2011, ISBN : 978-82-515-0316-7
Conférences internationales avec actes et comités de lecture
[C4] H. Skima, K. Medjaher, N. Zerhouni. Accelerated life tests for prognostic and health management of
MEMS devices. Second European Conference of the Prognostics and Health Management Society, PHM
Society’2014, 8-10 juillet 2014, Nantes, France.
[C5] A. Mosallam, K. Medjaher, N. Zerhouni. Integrated Bayesian Framework for Remaining Useful Life
Prediction. IEEE International Conference on Prognostics and Health Management, PHM’2014, 22-25
juin 2014, Spokane (WA), États-Unis.
[C6] K. Medjaher, N. Zerhouni, J. Baklouti. Data-Driven Prognostics Based on Health Indicator Construction :
Application to PRONOSTIA’s Data. European Control Conference (ECC 2013), 17-19 July 2013, Zurich,
Switzerland.
[C7] A. Mosallam, K. Medjaher, N. Zerhouni. Unsupervised Trend Extraction for Prognostics and Condi-
tion Assessment. 2nd IFAC Workshop on Advanced Maintenance Engineering, Services and Technology
(AMEST’12), 22 - 23 November 2012, Seville, Spain
[C8] P. Nectoux, R. Gouriveau, K. Medjaher, E. Ramasso, B. Morello, N. Zerhouni, C. Varnier. PRONOSTIA :
An Experimental Platform for Bearings Accelerated Degradation Tests. IEEE International Conference on
Prognostics and Health Management, PHM’12, Denver, USA, 2012
[C9] T. Benkedjouh, K. Medjaher, N. Zerhouni, S. Rechak. Fault prognostic of bearings by using support vector
data description. IEEE Conference on Prognostics and Health Management, PHM’12, Denver, USA, 2012
[C10] K. Medjaher, F. Camci, N. Zerhouni. Feature Extraction and Evaluation for Health Assessment and
Failure Prognostics. First European Conference of the Prognostics and Health Management Society, July
3-5, Dresden, 2012
[C11] D. Tobon-Mejia, K. Medjaher, N. Zerhouni, G. Tripot. Estimation of the remaining useful life by using
Wavelet Packet Decomposition and HMMs. In IEEE Aerospace Conference AIAA - 2011, Montana, USA.
Pages 1-10, ISBN : 978-1-4244-7350-2, DOI : 10.1109/AERO.2011.5747561, 2011
[C12] D. Tobon-Mejia, K. Medjaher, N. Zerhouni, G. Tripot. Hidden Markov models for failure diagnostic and
prognostic. In Prognostics and System Health Management Conference PHM’11, Shenzhen, China. Pages
1 - 8, DOI : 10.1109/PHM.2011.5939488, ISBN : 978-1-4244-7951-1, 2011
[C13] D. Tobon-Mejia, K. Medjaher, N. Zerhouni. CNC machine tool health assessment using Dynamic Bayesian
Networks. In 18th World Congress of the International Federation of Automatic Control, IFAC’11. Milano,
Italy, 2011
[C14] D. Tobon-Mejia, K. Medjaher, N. Zerhouni, G. Tripot. A mixture of gaussians hidden markov mo-
del for failure diagnostic and prognostic. In 6th Annual IEEE Conference on Automation Science
and Engineering, CASE’10, Toronto, Canada. Pages 338 - 343, ISBN : 978-1-4244-5447-1, DOI :
10.1109/COASE.2010.5584759, 2010
[C15] D. Tobon-Mejia, K. Medjaher, N. Zerhouni. The ISO 13381-1 Standard’s failure prognostics process
through an example. In IEEE Prognostics and System Health Management Conference, PHM’2010. Macau,
China. Pages 1 - 12, ISBN : 978-1-4244-4756-5, DOI : 10.1109/PHM.2010.5413482, 2010
[C16] K. Medjaher, N. Zerhouni. Residual-based failure prognostic in dynamic systems. In 7th IFAC Internatio-
nal Symposium on Fault Detection, Supervision and Safety of Technical Processes, SAFE PROCESS’09,
Bacelona, Spain, DOI : 10.3182/20090630-4-ES-2003.00119, 2009
[C17] K. Medjaher, J.-Y. Moya, N. Zerhouni. Failure prognostic by using dynamic Bayesian Networks.
In 2nd IFAC Workshop on Dependable Control of Discrete Systems, DCDS’09, Bari, Italy, DOI :
10.3182/20090610-3-IT-4004.00049, 2009
[C18] K. Medjaher, R. Gouriveau, N. Zerhouni. A procedure for failure prognostic in dynamic system. In 13th
IFAC Symposium on Information Control Problems in Manufacturing INCOM’09, Moscow, Russia, 2009
[C19] A. Mechraoui, K. Medjaher, N. Zerhouni. Bayesian based fault diagnosis : application to an electrical
motor. In 17th IFAC World Congress, Seoul, Korea, DOI : 10.3182/20080706-5-KR-1001.01248, 2008
Vulgarisation scientifique
[V1] R. Gouriveau, K. Medjaher, E. Ramasso, N. Zerhouni. PHM - Prognostics and health management. De la
surveillance au pronostic de défaillances de systèmes complexes. Techniques de l’Ingénieur, Mai 2013
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5 Insertion dans l’équipe de recherche
Mon arrivée dans l’équipe de recherche actuelle intervient un an après le lancement par le
Professeur Noureddine Zerhouni de la thématique PHM. J’y ai contribué à l’émergence de la
thématique, à son développement et à sa consolidation. Je suis également impliqué dans la vie
scientifique de l’équipe à travers des présentations, la proposition de sujets de stages, l’enca-
drement de projets de fin d’études, de masters recherche, de doctorants et de post-doctorants,
le montage et la gestion de projets de recherche en y intégrant des collègues de l’équipe, la
participation aux projets proposés par mes collègues de l’équipe et l’initiation et résolution de
nouvelles problématiques de recherche. J’ai également contribué à l’émergence de nouvelles pla-
teformes expérimentales pour tester et valider les méthodes et algorithmes de PHM que nous
développons au sein de l’équipe. Enfin, je suis impliqué dans la diffusion à l’échelle nationale et
internationale des données expérimentales issues de la plateforme Pronostia, conçue et réalisée
au sein de notre équipe de recherche, en organisant le « IEEE PHM 2012 Data Challenge » lors
de la « 2012 IEEE Conference on Prognostics and Health Management » qui a eu lieu à Denver
aux États Unis.
Les résultats de nos travaux de recherche font régulièrement l’objet de publications dans des
revues et conférences internationales reconnues dans le domaine du PHM, ce qui contribue au
rayonnement de l’équipe, du département AS2M et de l’institut FEMTO-ST aux niveaux na-
tional et international. Nous accordons aussi une importance particulière à la présentation de
nos travaux lors de réunions du groupe de travail S3 (Sûreté, Surveillance, Supervision) du GdR
MACS pour positionner les travaux de l’équipe au sein de la communauté scientifique nationale.
Depuis mon recrutement, j’ai également réalisé des visites et séjourné dans des laboratoires de
recherche étrangers afin de confronter nos travaux à ceux des laboratoires d’accueil. J’ai aussi été
à l’initiative d’invitations de chercheurs étrangers qui sont venus séjourner dans notre équipe.
Cela nous a permis de nouer des collaborations et de capitaliser nos échanges par des publica-
tions et des montages de projets.
Enfin, j’ai participé à d’autres types d’activités résumées dans les sous-sections suivantes et qui
ont contribué au rayonnement de l’équipe de recherche PHM.
5.1 Encadrement de travaux de recherche
Depuis mon recrutement en qualité de Maître de Conférences, je suis impliqué dans l’encadrement
d’un post-doctorant, quatre thèses, quatre Masters 2 Recherche et deux stages de Projets de
Fin d’Études (PFE). Parmi les quatre thèses, la première a été soutenue en décembre 2011 et
le docteur a été recruté à la fin de sa thèse par l’entreprise AREVA. La deuxième a débuté en
décembre 2011, sa soutenance est prévue le 18 décembre 2014 et le doctorant est embauché par
l’entreprise Schlumberger. La troisième a débuté en décembre 2012 et la quatrième en octobre
2013, toutes les deux sont en cours.
Je suis par ailleurs titulaire d’une Prime d’Excellence Scientifique (PES) de catégorie « A »
depuis le 1er octobre 2012.
5.1.1 Encadrement de post-doctorants
[Postdoc1] Post doctorat de A. Soualhi
– Titre : Détection, diagnostic et pronostic de défaillances des machines d’usinage de précision
– Encadrement : K. Medjaher (100 %).
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5.1.2 Encadrement de thèses
[Th1] Thèse de D. A. Tobon-Mejia
– Titre de la thèse : Contribution au pronostic industriel de défaillances guidé par les données :
approche Bayésienne appliquée aux composants des moteurs électriques.
– Encadrement : N. Zerhouni (30 %) et K. Medjaher (70 %)
– Période : 2008 - 2011
– Date de soutenance : 15 décembre 2011
[Th2] Thèse de A. Fikri Ali Mosallam
– Titre de la thèse : Contribution à la modélisation des processus de dégradation : Application
au pronostic de défaillances.
– Encadrement : N. Zerhouni (30 %) et K. Medjaher (70 %)
– Période : 2011 - 2014
– Soutenance prévue le 18 décembre 2014
[Th3] Thèse de W. Elghazel
– Titre de la thèse : Pronostic industriel basé sur des algorithmes distribués des systèmes de
capteurs pour la maintenance prédictive.
– Encadrement : N. Zerhouni (20 %), J. Bahi (20 %), K. Medjaher (30 %) et M. Hakem (30 %)
– Période : 2012 - 2015
[Th4] Thèse de H. Skima
– Titre de la thèse : PHM de MEMS distribués.
– Encadrement : C. Varnier (30 %), J. Bourgeois (10 %), K. Medjaher (30 %) et E. Dedu (30
%).
– Période : 2013 - 2016
5.1.3 Masters 2 Recherche et Projets de Fin d’Études
[MR1] Master 2 recherche de A. Mechraoui
– Titre : Diagnostic de défaillances par réseaux Bayésiens.
– Période : février 2007 - juillet 2007
– Encadrement : K. Medjaher (100 %).
[MR2] Master 2 recherche de J-Y Moya
– Titre : Pronostic de défaillances par réseaux Bayésiens dynamiques : application à la plateforme
de transfert de palettes SORMEL.
– Période : juillet 2008 - octobre 2008
– Encadrement : K. Medjaher (100 %).
[MR3] Master 2 recherche de C. Xu
– Titre : Estimation des Paramètres d’un Réseau Bayésien Dynamique : Application au Pro-
nostic de Défaillances.
– Période : janvier 2010 - juin 2010
– Encadrement : K. Medjaher (100 %).
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[MR4] Master 2 recherche de M.D. Mbodj
– Titre : Caractérisation des phénomènes de dégradation des MEMS pour la prédiction du RUL.
– Période : Juillet 2013 - octobre 2013
– Encadrement : K. Medjaher (100 %).
[PFE1] Projet de Fin d’Études de J. Baklouti
– Titre : Traitement des données de surveillance pour la caractérisation de l’état de santé de
composants critiques.
– Période : mars 2012 - septembre 2012
– Encadrement : K. Medjaher (100 %).
[PFE2] Projet de Fin d’Études de H. Skima
– Titre : Surveillance et pronostic de défaillances des MEMS.
– Période : février 2013 - juillet 2013
– Encadrement : K. Medjaher (100 %).
5.2 Évaluation de travaux de recherche
5.2.1 Jurys de thèses
Membre du jury de thèse de Mr. Nizar Chatti (04 décembre 2013)
– Thèse de doctorat de l’Université des Sciences et Technologies de Lille.
– Titre : Contribution à la supervision des systèmes dynamiques à base des Bond Graphs Signés.
Membre du jury de thèse de Mr. Sylvester Aondolumun Aye (26 juin 2014)
– Thèse de doctorat de l’Université de Pretoria, Afrique du Sud.
– Titre : Acoustic emission-based diagnostics and prognostics of slow rotating bearings using
Bayesian techniques.
5.2.2 Relecture d’articles de revues
– IEEE Transactions on Automation Science and Engineering (IEEE T-ASE) : 2014, 2011, 2009
– Journal of Intelligent Manufacturing : 2014
– Engineering Applications of Artificial Intelligence : 2013
– Mechanical Systems and Signal Processing : 2013
– IEEE Transactions on reliability : 2014, 2013, 2012
– Mechatronics Journal : 2013
– Mathematical and Computer Modelling of Dynamical Systems : 2013
– Sensors Journal (open access) : 2012
– Information Sciences (Elsevier) : 2009
5.2.3 Relecture de chapitres de livres
– Diagnostics and Prognostics of Engineering Systems : Methods and Techniques (Book), 2011
5.2.4 Relecture d’articles de conférences
– Conference of the Prognostics and Health Management Society : relecteur depuis 2009
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– International Conference on Advanced Intelligent Mechatronics (AIM) : 2014
– IFAC World Congress : 2013, 2011
– ICRA : 2013
– IEEE SSD : 2013
– Systol : 2013
– ICSC : 2013
– IEEE PHM, First European PHM conference (PHM Society), PHM China : 2012
– IMAACA : 2012
– IEEE Conference on Automation Science and Engineering (CASE) : 2011
– IEEE Conference on Decision and Control (CDC) : 2011, 2009 et 2008
– IFAC Conference SAFEPROCESS : 2009
– Performances et Nouvelles TechnolOgies en Maintenance (PENTOM) : 2009
– Dependable Control of Discrete Systems (DCDS) : 2009
– Conférence Internationale de Modélisation, Optimisation et Simulation des Systèmes : 2008
5.3 Rayonnement scientifique
5.3.1 Comités d’organisation de conférences
– Membre du comité d’organisation du 9th IFAC Symposium on Fault Detection, Supervision
and Safety for Technical Processes, SAFEPROCESS’15, qui aura lieu à Paris du 2 au 4
septembre 2015 (http ://safeprocess15.sciencesconf.org/).
– Membre du comité scientifique international et review manager de la seconde édition de la
conférence PHM Europe (http ://www.phmsociety.org/events/conference/phm/europe/14/).
– Membre du comité de pilotage de la conférence AIM 2014 (http ://www.aim2014.org/).
– Membre du « Technical Program Committee » de la conference SSD’14 (11th International
Multi-Conference on Systems, Signals and Devices).
– Membre du comité d’organisation de la « 2012 IEEE Conference on Prognostics and System
Health Management (PHM) » sponsorisée par IEEE et Reliability Society.
– Chair de la session « PHM for electronics applications » lors de la seconde conférence euro-
péenne de PHM qui a eu lieu à Nantes du 8 au 10 juillet 2014.
– Co-chair de la session « PHM in various industrial applications » lors de la Conférence inter-
nationale PHM 2013 (http ://www.aidic.it/phm/).
– Co-chair de la session « Bond Graphs for Supervision System Design » lors de la conférence
internationale SAFEPROCESS 2009 (http ://safeprocess09.upc.es/).
5.3.2 Organisation d’un data challenge en PHM
– Co-organisateur du PHM data challenge 2012 de la 2012 IEEE PHM Conference qui a eu lieu
à Denver aux USA (http ://www.phmconf.org/phm_data_challenge.htm).
– Participation à la description de la plateforme Pronostia et des données expérimentales de
vieillissement accéléré des roulements utilisés.
– Participation à la diffusion des données et à l’évaluation des résultats des challengers.
5.3.3 Invitations, séjours et séminaires scientifiques
– Invitation en juin - juillet 2011 de Fatih Camci, chercheur au « IVHM (Integrated Ve-
hicle Health Management) Centre », School of Applied Sciences, Cranfield University, United
Kingdom. Deux publications communes, un article dans une revue internationale [R18] et une
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conférence internationale [C10], ont été produites suite à cette collaboration.
– Séjours à l’étranger
– Février 2009 : séjour d’une semaine au sein de l’institut SimTech à Singapour. Le séjour a
été réalisé dans le cadre du projet IM@PRO du programme MERLION.
– Mai 2013 : séjour au centre IVHM de l’Université de Cranfield sur invitation de F. Camci.
L’objectif du séjour était de consolider la collaboration déjà initiée lors du séjour en 2011 de
F. Camci au département AS2M de l’institut FEMTO-ST. Suite à cela, nous avons envisagé
de pérenniser la collaboration à travers divers échanges. Il est ainsi prévu un séjour d’un
mois dans le courant de l’automne 2014 au sein du « IVHM » du doctorant A. Mosallam.
Ce séjour s’inscrit dans le cadre du programme de mobilité doctorale 2014 soutenu par la
région Franche-Comté.
– Séminaires scientifiques
– K. Medjaher. Probabilistic Framework for Prognostics and Health Management. Integrated
Vehicle Health Management Centre (IVHM), 17th April 2013, Cranfield University, UK.
– K. Medjaher, D.A. Tobon-Mejia, N. Zerhouni, G. Tripot. Data-Driven Prognostics Approach
for Remaining Useful Life Estimation : Application to Alstom’s trains. 23rd Industry Advi-
sory Board Meeting of IMS, 16 - 18 May, Michigan, USA, 2012.
– K. Medjaher. A Data-Driven Approach for Prognostics and Health Management. Prognos-
tics Center of Excellence, NASA Ames Research Center, CA, USA, 21st May 2012.
– K. Medjaher. Prognostics and Health Management of Industrial Systems : A Data-Driven
Approach. Texas University at Austin, Tuesday 22nd May 2012.
– K. Medjaher, R. Gouriveau, N. Zerhouni. Condition-Based Maintenance and Predictive
Mainteannce. City University of Hong Kong, Mai 2011.
– K. Medjaher. Pronostic et suivi de l’état de santé des équipements industriels. Séminaire
organisé à l’Université des Sciences et Technologies d’Oran, December 2011.
– R. Gouriveau, K. Medjaher. Prognostics in Intelligent Maintenance : Fault Diagnostics and
Prognostics Using Artificial Intelligence Tools. Simtech, Singapour, February 2009.
5.3.4 Présentations au sein du Groupe de Travail S3 du GdR MACS
– A. Mosallam, K. Medjaher, N. Zerhouni. A Data-driven Approach for Remaining Useful Life
Prediction of Critical Components. ENSAM Paris, 28 janvier 2014.
– D. A. Tobon-Mejia, K. Medjaher, N. Zerhouni, G. Tripot. Pronostic industriel de défaillances
par l’utilisation des techniques de l’intelligence artificielle. ENSAM Paris, 18 janvier 2012.
– K. Medjaher, D. A. Tobon-Mejia, N. Zerhouni. Pronostic de défaillances guidé par les données :
application à l’usure des outils de coupe. ENSAM Paris, 3 novembre 2011.
5.4 Fonctions scientifiques et administratives
– Membre élu du Conseil Scientifique de l’ENSMM depuis mars 2013.
– Correspondant pour FEMTO-ST du Groupe de Travail S3 du GdR MACS (http ://gt-
s3.cran.univ-lorraine.fr/, www.univ-valenciennes.fr/GDR-MACS).
– Membre de la commission de recrutement des Maîtres de Conférences de l’ENSMM (2012).
– Membre du comité de sélection pour le recrutement d’un Maître de Conférences à l’Université
de technologie de Troyes (automne 2014).
– Membre du groupe de travail « Évaluation des élèves ingénieurs de l’ENSMM », 2013.
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5.5 Responsabilités exercées dans des projets liés à la recherche
Projet MainPreSI (Maintenance Prédictive des Systèmes Industriels)
– Type de projet : Interreg (France - Suisse).
– Durée du projet : 30 mois (janvier 2013 - juin 2015).
– Responsabilité : porteur du projet et chef de file pour la partie française.
Projet région sur la Maintenance conditionnelle et Prédictive des systèmes industriels
– Type de projet : région.
– Durée du projet : 2 ans (septembre 2012 - août 2014).
– Responsabilité : porteur du projet.
Projet PHM sur des portes de trains
– Type de projet : recherche partenariale avec l’entreprise ALSTOM Transport.
– Durée du projet : 18 mois (janvier 2012 - juin 2013).
– Responsabilité : porteur du projet.
Projet région sur le PHM de MEMS distribués
– Type de projet : région.
– Durée du projet : 2 ans (septembre 2013 - août 2015).
– Responsabilité : responsable de la partie « pronostic de défaillances des MEMS ».
Projet IM@PRO (Intelligent Maintenance And PROgnostic)
– Type de projet : programme MERLION entre la France et le Singapour.
– Durée du projet : 2 ans (janvier 2009 - décembre 2010).
– Responsabilité : co-animateur du projet (échanges et séjours scientifiques France - Singapour).
Projet FAME (Fiabilité Accrue des Machines Embarquées)
– Type de projet : Pôle microtechniques, programme AMIMAC (Apport des microtechniques à
l’augmentation de performances et de fiabilité des machines électriques embarquées).
– Durée du projet : 3 ans (janvier 2008 - décembre 2010).
– Responsabilité : responsable scientifique des WPs 1 (capteurs, instrumentation quantitative)
et 3 (Méthodes d’analyse, monitoring).
Projet SMAC (S-maintenance et cycle de vie)
– Type de projet : Interreg France - Suisse.
– Durée du projet : 3 ans (septembre 2008 - septembre 2011).
– Responsabilité : responsable pour la partie AS2M du sous-projet 4 (réseau de capteurs, su-
pervision, surveillance et diagnostic).
Projet ALTIDE (Aide à La Traçabilité Intelligente des Équipements)
– Type de projet : FUI.
– Durée du projet : 3 ans (septembre 2011 - septembre 2014).
– Responsabilité : implication dans le sous-projet 6 (modèle des données et plateforme e-
maintenance) dont notre département est leader.
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Activités d’enseignement
Mes activités d’enseignement à l’ENSMM concernent les domaines de l’automatique et de l’infor-
matique industrielle des formations initiale, continue et par apprentissage ainsi que les niveaux
première, deuxième et troisième année.
En formation initiale, j’enseigne l’automatique, la mécatronique, la détection, le diagnostic et le
pronostic de défaillances de systèmes multi-physiques. En formation par apprentissage, j’ai éla-
boré le cours, les TDs et les TPs du module « Systèmes Automatisés Industriels » et en formation
continue j’enseigne l’automatique des systèmes linéaires continus dont je suis responsable.
J’ai aussi contribué à l’élaboration des programmes de deux nouvelles options « mécatronique »
et « ingénierie des systèmes de production ». Concernant l’option « mécatronique », j’ai mis
en place un nouveau module sur la modélisation et l’analyse des systèmes mécatroniques. Pour
l’option « ingénierie des systèmes de production », j’ai introduit le module ingénierie de la
maintenance et fait l’acquisition et la mise en place d’une maquette de diagnostic de pannes
pour les mini-projets.
En plus des cours dispensés, j’assure le suivi des élèves durant leurs stages et mini-projets réalisés
dans le cadre de leur formation. Ces suivis sont listés ci-dessous :
– Stages d’immersion (deuxième année ingénieur).
– Stages de Projets de Fin d’Études (PFE).
– Mini-projets des options « Ingénierie des Systèmes de Production » et « Mécatronique ».
– Mini-projets et projets réalisés dans le cadre de la plateforme partenariale de l’ENSMM.
Le tableau 2 résume les enseignements que j’ai dispensés depuis mon arrivée à l’ENSMM.
Je suis par ailleurs membre du groupe de travail « Évaluation des élèves ingénieurs de l’ENSMM»
dont le but est d’identifier les problèmes du processus d’évaluation des élèves et de proposer des
solutions pour l’améliorer.
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Table 2: Résumé des enseignements réalisés depuis septembre 2006 à l’ENSMM
Niveau Type Intitulé Volume/an Année
Cycle préparatoire a C Automatique continue 18 h depuis 2006
1ère année TD Automatique continue 24 h depuis 2006
et échantillonnée
1ère année TP Automatique continue 48 h depuis 2006
et échantillonnée, Grafcet
1ère année ITII b C Diagnostic automatique 16 h 2006 - 2007
de défaillances
1ère année ITII TD Diagnostic automatique 8 h 2006 - 2007
de défaillances
2e`me année TD Automatique avancée 8 h 2006 - 2011
(représentation d’état,
commande par retour d’état)
2e`me année TP Automatique avancée 12 h 2006 - 2011
(représentation d’état,
commande par retour d’état)
2e`me année TD Commande par microcontrô-
leurs
4 h depuis 2006
2e`me année TP Commande par microcontrô-
leurs
40 h depuis 2006
2e`me année ITII C Systèmes automatisés indus-
triels
8 h 2006 - 2011
2e`me année ITII TD Systèmes automatisés indus-
triels
10 h 2006 - 2011
2e`me année ITII TP Systèmes automatisés indus-
triels
12 h 2006 - 2011
3e`me année MCT c C Modélisation et analyse des 12 h depuis 2008
systèmes mécatroniques
3e`me année MCT TD Modélisation et analyse des 8 h depuis 2008
systèmes mécatroniques
3e`me année ISP d C Détection, diagnostic et pro-
nostic de défaillances
6 h depuis 2008
3e`me année ISP TD Détection, diagnostic et pro-
nostic de défaillances
6 h depuis 2008
3e`me année ISP C/TD Évaluation de performances 6 h depuis 2008
3e`me année ISP TP Simulation de systèmes de
production
12 h depuis 2008
a. Formation continue
b. ITII : Institut des Techniques d’Ingénieur de l’Industrie (formation par apprentissage)
c. MCT : option mécatronique
d. ISP : Ingénierie des Systèmes de Production
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Deuxième partie





Les récents accidents industriels survenus en France (déraillement du train à Brétigny-sur-Orge
dans la région parisienne en juillet 2013) et dans le monde (explosion de plateforme pétrolière
Deepwater Horizon dans le golfe du Mexique aux États-Unis en avril 2010) montrent qu’il est
indispensable de continuellement surveiller les équipements et les infrastructures pour pouvoir
détecter les défauts et les dégradations dès leur installation, suivre leur évolution et agir à
temps et de façon efficace afin d’éviter des situations indésirables, voire catastrophiques sur
les plans humain, environnemental et économique. Pour cela, une mutation des maintenances
traditionnelles de type corrective et préventive systématique vers des politiques de maintenances
intelligentes notamment la maintenance basée sur l’état (Condition-Based Maintenance : CBM)
et la maintenance prédictive est plus que nécessaire. En effet, contrairement aux maintenances
traditionnelles pour lesquelles les interventions sont réalisées après l’apparition de la défaillance
ou indépendamment de l’état du système, la CBM s’appuie sur l’état courant, estimé ou réel, du
système pour décider des interventions. Dans le cas d’une maintenance prédictive, l’état courant
est projeté dans le futur pour prévoir les futures actions de maintenance. Ces deux politiques
intelligentes permettent ainsi d’augmenter la disponibilité, la fiabilité et la sécurité du système
tout en réduisant les coûts d’exploitation en jouant sur ceux de la maintenance.
La mise en œuvre de ces nouvelles maintenances requiert une démarche scientifique impliquant
différentes tâches telle que la surveillance, la modélisation, l’analyse et l’aide à la décision. Ces
tâches font partie du concept de PHM : Prognostics and Health Management que l’on peut
traduire en pronostic et gestion de l’état de santé de systèmes industriels.
La différence entre CBM et PHM n’est pas aisée à établir. En effet, dans la littérature scientifique
il n’est pas rare de trouver des auteurs qui confondent les deux concepts. La CBM est un
concept de maintenance. Elle a été la première à être développée et utilisée notamment par
l’armée américaine au moment où le pronostic n’était pas encore introduit. Elle était alors
associée aux tâches de surveillance, de détection et de diagnostic. Ce concept a ensuite évolué
vers la CBM+ avec l’intégration de tâches de prédiction de l’état de santé du système. Avec
l’introduction et le développement du pronostic, ce dernier a été utilisé pour compléter les
tâches de surveillance, de détection et de diagnostic. Ces tâches, ainsi que les données qui y
sont issues, sont utilisées pour gérer l’état de santé du système. On parle alors de PHM. Ce
dernier comporte les mêmes fonctionnalités que la CBM et CBM+, mais avec le pronostic en
plus pour anticiper la défaillance et décider en conséquence. Ainsi, certains auteurs considèrent
le PHM comme support permettant la mise en œuvre de la CBM et CBM+. Dans nos travaux
de recherche, nous nous intéressons au PHM.
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2 État de l’art
Le PHM est une discipline qui traite de l’étude des mécanismes de défaillance de systèmes
physiques dans le but de mieux gérer leur état de santé. Il a été introduit vers la fin des années
90 - début des années 2000 par des chercheurs et industriels américains [25,72,85,87,120,155,162].
Il n’a depuis cessé de progresser et de gagner en intérêt au sein des communautés scientifique
et industrielle. Un intérêt qui s’explique par le fait que le PHM est une démarche complète et
intégrée qui aborde les principales tâches nécessaires à la surveillance, au suivi et à la gestion
de l’état de santé de systèmes industriels. Le PHM est un processus composé de sept modules,












Figure 1: Modules du PHM.
– Acquisition de données : ce module a pour but de fournir des données de surveillance per-
mettant de suivre dans le temps l’état de santé du système industriel. Les données peuvent
provenir de différents capteurs installés à différents endroits ou des opérateurs travaillant ou
maintenant le système. Ces données sont récupérées par l’intermédiaire de cartes d’acqui-
sition ou de fichiers d’enregistrement dédiés et stockées dans une base de données sûre et
sécurisée. Elles sont ensuite prétraitées pour s’assurer qu’elles sont complètes, fiables et prêtes
au traitement.
– Traitement de données : les données acquises sont ensuite traitées pour extraire des informa-
tions pertinentes pouvant renseigner sur le comportement du système, la présence d’anomalies,
l’initiation et la propagation de dégradations. Les informations extraites servent aussi à ca-
ractériser et modéliser les phénomènes d’intérêt qui se déroulent au sein du système.
– Détection : les sorties des capteurs et les observations des opérateurs sont continuellement
comparées aux sorties des modèles des comportements nominaux préalablement construits
pour détecter d’éventuelles anomalies sur le système. La détection des anomalies nécessite dif-
férents seuils définis en fonction de critères (performance, sécurité, etc.) établis par l’exploitant
du système.
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– Diagnostic : il correspond à la localisation et l’identification des causes des anomalies ou dé-
faillances constatées sur le système. Il s’appuie sur une connaissance fine des composants du
système, des interactions entre les composants, des conditions de fonctionnement et environ-
nementales et du contexte dans lequel évolue le système.
– Pronostic : ce module s’appuie sur les résultats de la détection et éventuellement sur ceux
du diagnostic pour prédire la durée de fonctionnement avant défaillance du système. Cette
prédiction nécessite de connaître l’état actuel du système et ses futures conditions d’utilisation.
– Aide à la décision : les informations et les connaissances capitalisées à partir des modules
précédents sont exploitées par ce module pour définir les actions à mettre en place pour
permettre la conduite du système et assurer la continuité de ses fonctions attendues. Les
actions recommandées peuvent être de type reconfiguration des lois de commande suite à une
anomalie ou défaillance, accommodation de la situation courante, arrêt pour maintenance,
arrêt d’urgence, etc.
– Interface Homme - Machine : ce module reçoit les informations de tous les modules précédents
et les affiche ou les stocke sous différentes formes pour une utilisation en ligne ou ultérieure.
Même si chacun des modules introduits précédemment a son importance dans la réalisation
d’un PHM pertinent, dans nos travaux de recherche nous nous sommes focalisés sur le pronostic
de défaillances, avec comme modules supports l’acquisition et le traitement de données. Ce
choix est principalement motivé par le fait que la détection et le diagnostic de défaillances, qui
sont en amont du pronostic, sont des activités matures et bien développées aussi bien au niveau
scientifique qu’au niveau industriel [54–56,89,142,157]. Les modules aide à la décision et interface
homme-machine n’ont pas été abordés dans les travaux de recherche présentés dans ce mémoire.
Comparé au diagnostic, qui intervient a posteriori suite à une défaillance pour rechercher les
causes, le pronostic a pour but d’anticiper la défaillance et permet ainsi à l’exploitant de ne pas
subir les conséquences des défaillances, d’augmenter la disponibilité de ses systèmes, d’améliorer
leur sécurité et de réduire les coûts de maintenance, car les interventions ne sont pas réalisées
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Figure 2: Diagnostic vs pronostic.
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Depuis l’introduction du concept de PHM, plusieurs définitions de pronostic de défaillances sont
proposées dans la littérature scientifique [4, 25, 56, 72, 85, 87, 103, 120, 155, 162, 175]. Ce nombre
important de définitions est dû à l’intérêt croissant accordé par la communauté scientifique à
cette thématique de recherche mais aussi au parcours et à la sensibilité applicative des auteurs.
Cependant, toutes ces définitions s’accordent sur l’aspect prédictif de l’instant de la défaillance
accompli par le pronostic. Dans ce mémoire, et dans un souci d’homogénéité, nous proposons
d’utiliser la définition communément admise dans la communauté PHM. Le pronostic y est
défini comme étant la prédiction de la durée de fonctionnement avant défaillance (appelé RUL :
Remaining Useful Life) d’un système en connaissant son état de santé courant et ses futures
conditions d’utilisation.
Le pronostic de défaillances peut être réalisé selon différentes méthodes utilisant différents outils
de traitement, de modélisation et d’analyse. Ces méthodes peuvent être regroupées dans diffé-
rentes catégories ou approches. Des tentatives de classification des approches de pronostic sont
proposées dans la littérature scientifique. La première classification a été proposée par Lebold
et Thurston en 2001 [72] et a servi de référence pour les classifications qui ont suivi. Elle a une
forme pyramidale et distingue trois approches : le pronostic basé sur un modèle, le pronostic
guidé par des données et le pronostic basé sur l’expérience. À ces trois approches, les auteurs ont
associé quatre critères : la complexité, le coût, la précision et l’applicabilité de chacune d’entre
elles. En 2006, Jardine et al. [56] ont proposé une autre classification dans laquelle ils consi-
dèrent également trois approches mais légèrement différentes de celles proposées par Lebold et
Thurston. Il s’agit du pronostic basé sur des outils statistiques, du pronostic utilisant des outils
de l’intelligence artificielle et du pronostic avec modèles physiques. En 2009, Heng et al. [44]
suggèrent quatre approches. Les auteurs gardent les trois approches initialement proposées par
Lebold et Thurston auxquelles ils ajoutent une nouvelle approche appelée approche intégrée
combinant le pronostic guidé par les données avec le pronostic basé sur l’expérience. En 2010,
Peng et al. [114] suppriment l’approche basée sur l’expérience et proposent deux autres approches
à savoir l’approche basée sur la connaissance et l’approche basée sur la fusion de modèles. À la
même année, Zio et Di Maio [175] proposent de ne retenir que deux approches : avec ou sans
modèles. Sikorska et al. [131] proposent en 2011 quatre approches : la première est basée sur des
modèles de durée de vie, la deuxième repose sur des modèles de connaissance, la troisième utilise
des réseaux de neurone et la quatrième des modèles physiques. Dans le même esprit, nous avons
proposé en 2012 une tentative de synthèse des différentes approches proposées à cette date avec
un niveau de granularité plus fin [150]. Enfin, J. Lee et al. suggèrent, dans leur récente revue des
travaux de PHM sur les machines tournantes, trois approches : l’approche basée sur un modèle
physique, l’approche guidée par les données et l’approche hybride [74].
L’étude et l’analyse des différentes classifications proposées dans la littérature, et résumées dans
le paragraphe ci-dessus, nous a conduit à constater que les regroupements de méthodes proposés
ont été dictés principalement par le type de données et les outils de formalisation utilisés. En
outre, en y regardant de plus près, on relève que l’approche basée sur un modèle revient souvent
et que les autres approches présentent des similitudes entres elles par les outils qu’elles utilisent.
Fort de ce constat, la communauté PHM tend de plus en plus vers une classification unifiée
et consensuelle entre les différentes propositions publiées dans la littérature. Elle propose trois
approches : le pronostic guidé par les données, le pronostic basé sur un modèle physique et le
pronostic hybride (figure 3). Dans ce mémoire nous avons choisi de suivre cette suggestion.
Pronostic basé sur un modèle physique
Les méthodes proposées dans cette approche s’appuient sur l’utilisation de modèles analytiques
issus de lois de la physique (mécanique, chimie, électricité, hydraulique, etc.). Ces modèles sont
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Approche basée sur 
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Figure 3: Approches de pronostic de défaillances.
exploités pour représenter et suivre au cours du temps le comportement du système et de sa
dégradation. Cette dernière est représentée par un ou plusieurs paramètres dont la variation
influe sur la dynamique et le comportement global du système. Le principe du pronostic basé









Figure 4: Principe du pronostic basé sur un modèle physique.
La majeure partie des méthodes de pronostic à base de modèle publiées dans la littérature
traite de fissures, cassure par fatigue, usure et corrosion. Les outils utilisés dans cette approche
concernent la modélisation multiphysique (équations algébro-différentielles linéaires et/ou non
linéaires, représentation d’état, etc.), les lois de fatigue et de résistance des matériaux, la modé-
lisation en éléments finis et la notion de résidus [29,63,78–81,85,86,122].
Pronostic guidé par les données
Les méthodes développées dans cette approche cherchent à transformer les données de sur-
veillance et d’exploitation en informations pertinentes permettant de renseigner sur l’évolution
de la dégradation du système. Elles reposent sur le principe de deux phases, une première phase
conduite hors ligne pour comprendre et apprendre le comportement de la dégradation et une
seconde phase réalisée en ligne pour estimer l’état de santé courant du système et prédire sa
durée de fonctionnement avant défaillance (figure 5).
L’approche guidée par les données fait appel à divers outils de traitement et de modélisation de
données. La majeure partie de ces outils est issue du domaine de l’intelligence artificielle. Les plus
répandus sont les réseaux de neurone et leurs variantes [32, 51, 57–59, 67, 153, 154, 163, 164, 168],
les méthodes statistiques, probabilistes et stochastiques notamment les modèles de Markov ca-
chés [12, 27, 31, 36, 129], les réseaux Bayésiens dynamiques [37, 91, 103, 121, 146, 148, 150] et les
processus stochastiques [10,11,40,65,70,133], l’analyse de tendance et les régressions [46,73,108,
























Figure 5: Principe du pronostic guidé par les données.
similarités [66,176].
Pronostic hybride
Cette approche fait appel aux modèles physiques et aux données de surveillance pour estimer
l’état courant du système et prédire sa durée de fonctionnement avant défaillance. Elle bé-
néficie ainsi des avantages des deux approches précédentes, mais aussi de leurs inconvénients.
Cependant, son avantage majeure réside dans sa capacité à combiner des outils utilisés dans les
approches physiques et guidée par les données en fonction du système étudié, de ses conditions
de fonctionnement et de son contexte d’utilisation. C’est une approche pragmatique, applicable
aussi bien au niveau composant qu’au niveau système et qui mérite d’être davantage développée.
Dans la littérature scientifique, on trouve peu de travaux utilisant l’approche hybride [92, 95].
Cela est dû principalement à la spécialisation des chercheurs qui ont tendance à orienter leurs
travaux exclusivement vers une seule approche, basée sur un modèle ou guidée par les don-
nées.
3 Positionnement scientifique
Comparée à l’approche guidée par les données, l’approche basée sur un modèle physique est
celle qui offre plus de précision. En outre, c’est une approche interprétable car les paramètres
des modèles obtenus sont directement ou indirectement (par une combinaison de paramètres) liés
aux grandeurs physiques du système. Une dégradation dans le système induit systématiquement
une déviation d’un ou de plusieurs paramètres du modèle. Ainsi, en plus de la prédiction de la
durée de fonctionnement avant défaillance, il est possible d’identifier les composants responsables
de la dégradation et/ou de la défaillance. Cependant, en dépit de la précision du pronostic réalisé,
cette approche est difficile à mettre en œuvre sur des systèmes industriels à cause de la complexité
et de la pluridisciplinarité des phénomènes physiques qui sont mis en jeu.
L’approche guidée par les données offre un meilleur compromis en termes de précision, de coût de
mise en œuvre et d’applicabilité. En effet, cette approche dispense l’utilisateur de la construction
de modèles complexes en lui offrant l’alternative de travailler sur des données enregistrées par
des capteurs ou des opérateurs. Le développement des capteurs et des systèmes de surveillance
combiné aux performances de plus en plus croissantes des calculateurs offrent des capacités de
traitement, d’analyse et d’apprentissage remarquables et facilitent ainsi la mise en œuvre de cette
approche. Le tableau 3 résume les avantages et les inconvénients de chaque approche.
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Table 3: Pronostic guidé par les données vs pronostic basé sur un modèle.
Approche guidée par les données Approche basée sur un modèle
– Avantages
– Simplicité de mise en œuvre.
– Faible coût.
– Inconvénients
– Besoin de données expérimentales repré-
sentatives des phénomènes de dégrada-
tion.
– Variabilité des données issues des tests
de vieillissement accéléré même pour un
même type de composant utilisé avec les
mêmes conditions de fonctionnement.
– Absence de causalité physique entre les
données des tests et l’évolution des dé-
gradations.
– Avantages
– Approche déterministe et précise.
– Réutilisation des modèles obtenus et
possibilité de simuler plusieurs dégrada-
tions à la fois (dérive des paramètres du
modèle).
– Inconvénients
– Difficulté d’obtention des modèles de dé-
gradation.
– Coût de mise en œuvre élevé.
– Difficile à appliquer sur des systèmes
complexes.
La pluridisciplinarité et la complexité des phénomènes physiques caractérisant les systèmes in-
dustriels ajoutés au coût relativement élevé des moyens expérimentaux nécessaires à la génération
de modèles de dégradation rendent difficile la mise en œuvre de l’approche basée sur un modèle
physique. Cela a été conforté par nos différentes collaborations avec des partenaires industriels.
À titre d’exemple, il est très difficile d’obtenir un modèle exploitable du comportement nomi-
nal incluant les dégradations d’un moteur électrique d’un train à grande vitesse. En effet, le
moteur considéré est un système complexe faisant intervenir différents phénomènes physiques
(électriques, thermodynamiques, mécaniques, hydrauliques, etc.) et par conséquent, sa modéli-
sation nécessite des compétences pluridisciplinaires. En outre, pour que le modèle généré soit
exploitable il faut qu’il soit simple, si possible linéaire, avec des paramètres stationnaires et qu’il
tienne compte des conditions de fonctionnement et environnementales variables. Ainsi, la diffi-
culté de construire des modèles facilement exploitables, le coût relativement excessif et la faible
applicabilité de l’approche basée sur un modèle nous ont conduit à choisir l’approche guidée
par les données. Ce choix a été motivé par la simplicité de mise en œuvre de l’approche sur des
systèmes industriels, son faible coût et ses résultats acceptables et qui s’améliorent de plus en
plus grâce au développement croissant des capacités et des performances des calculateurs.
Concernant les outils de formalisation utilisés dans l’approche guidée par les données, et comme
nous l’avons mentionné dans la section dédiée à l’état de l’art, différentes possibilités sont offertes.
Les outils proposés concernent les réseaux de neurone, les filtres de Kalman, le filtre particulaire,
les modèles de durée de vie, les modèles stochastiques, les modèles de régression, les méthodes
Bayésiennes, les modèles de Markov cachés (HMMs : Hidden Markov Models) et les réseaux
Bayésiens dynamiques (RBDs).
Dans notre cas, pour choisir les outils nous nous sommes appuyés sur deux critères : le premier
est purement scientifique et le second est applicatif. Pour le critère scientifique, les outils retenus
doivent permettre la prise en compte de l’incertitude des données de surveillance et des tests
de vieillissement accéléré, la modélisation des phénomènes non linéaires, non stationnaires et
stochastiques des dégradations, et la capacité d’actualisation de l’état de santé en fonction de
nouvelles observations. Concernant le critère applicatif, les outils choisis doivent être intuitifs,
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faciles d’utilisation, compréhensibles par les industriels et présentant des temps d’apprentissage
hors ligne et d’inférence en ligne raisonnables. Parmi les outils qui répondent à ces critères, nous
avons opté pour les RBDs, les machines à vecteurs de support pour la régression (SVR : Support
Vector Regression) et les processus de Gauss pour la régression (Gaussian Process Regression :
GPR). D’un côté, les RBDs généralisent les chaînes de Markov cachées et les filtres de Kalman
et de l’autre côté, les SVRs et GPRs offrent plus de possibilités en termes de modélisation des
incertitudes et des non linéarités que les méthodes de régression classiques.
4 Challenges, problématiques et verrous scientifiques
La réalisation d’un pronostic de défaillances précis et à horizon temporel significatif nécessite de
relever différents défis scientifiques et technologiques. Ces défis sont liés aux classes de systèmes
considérés, à la qualité des données à acquérir et traiter et à la granularité de la modélisation de
l’état de santé du système concerné. Quelques-uns de ces défis sont mentionnés dans la littérature
scientifique [4, 44,56,131], nous les avons complétées et résumés ci-dessous.
1. Prise en compte des données de fiabilité prévisionnelle et du retour d’expérience : lors de
l’exploitation du système industriel, une quantité importante de données est enregistrée
par des systèmes de surveillance dédiés, des opérateurs et du personnel de maintenance.
Ces données peuvent être utilisées pour améliorer la connaissance a priori qu’on a du
système et pour corriger ou affiner les modèles de comportement établis. Elles permettent
également de mieux comprendre le comportement du système et ses interactions avec
l’environnement dans lequel il évolue et enfin, de connaitre ses limites.
2. Pertinence des données : la qualité des résultats de pronostic dépend fortement de la qualité
des données utilisées à l’entrée des algorithmes développés. Les données, qu’elles soient
issues de capteurs ou enregistrées par des opérateurs, doivent être choisies pour qu’elles
soient représentatives de la dynamique du système et permettre le suivi de son état de santé
tout au long de sa durée de vie. Les données doivent également être complètes, exemptes
de toutes altérations et prêtes au traitement.
3. Prise en compte de conditions de fonctionnement variables : les modèles de pronostic
proposés dans la littérature sont souvent restreints à des conditions de fonctionnement
constantes et parfois limitées. Cependant, dans la pratique, il n’est pas rare qu’une machine
tournante, par exemple, change de vitesse, de couple, d’environnement ou de contexte
d’utilisation pendant son fonctionnement. Ainsi, si la machine est commandée par un
variateur de vitesse, le passage d’une vitesse à une autre entraîne des variations de charge
sur le rotor, des variations du courant dans le stator, de la surchauffe et autres phénomènes
qui, s’ils ne sont pas pris en compte, peuvent compromettre la précision du pronostic.
4. Prise en compte des interventions de maintenance : lors d’une intervention de maintenance
ou d’une inspection, les systèmes industriels peuvent subir des réparations ou être remis
dans un état de fonctionnement qui n’est pas celui dégradé ou défaillant. Or, ce nouvel état
est différent de l’état du système au moment de son acquisition (mode de fonctionnement
nominal). Il est donc clair que l’intervention, ou l’inspection, modifie l’état du système, mais
de quelle façon ? Il faut donc élaborer un modèle qui prenne en compte les interventions
subies par le système de sorte à avoir une prédiction actualisée et précise de la durée de
fonctionnement avant défaillance.
5. Modélisation du comportement du système : pour détecter à temps les premiers signes
précurseurs d’une dégradation, localiser le ou les composants responsables et réaliser un
pronostic précis, il est indispensable de construire des modèles de comportement du système
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et de sa dégradation les plus fidèles possibles. Pour cela, il nécessaire de bien choisir le ou
les outils de modélisation. Ainsi, la modélisation doit permettre de traduire les phénomènes
physiques mis en jeu, représenter les interactions entre les composants du système et tenir
compte des données utilisées et des moyens de calcul disponibles. Dans l’idéal, ces derniers
doivent être les plus performants possibles.
6. Prédiction précise de durées de fonctionnement avant défaillances et à horizons temporels
significatifs : pour réaliser un bon pronostic, le modèle de comportement à lui seul ne
suffit pas. Il doit être complété par deux aspects : le premier concerne la mise en place de
méthodes de détection de l’initiation des dégradations et le second est lié à la définition de
seuils d’alarme. Ces seuils peuvent être de différents niveaux correspondant à différentes
amplitudes de la dégradation (en allant des modes dégradés aux modes défaillants). Une
fois ces deux aspects sont traités, la prédiction de la durée de fonctionnement peut être
estimée en faisant des simulations du modèle et en comparant sa sortie aux seuils définis.
Chacun des challenges mentionnés ci-dessus soulève une ou plusieurs problématiques scientifiques
et/ou technologiques auxquelles sont associés des verrous qu’il faut résoudre. Cela nécessite des
compétences pluridisciplinaires en modélisation, traitement de données, en développement et
programmation informatique et en ingénierie des systèmes, mais également du temps. Dans un
souci d’efficacité et de clarté, nous nous somme focalisés dans nos travaux de recherche sur quatre
problématiques majeures. Elles sont décrites ci-dessous.
1. Choix des composants critiques et acquisition de données : pour réaliser le pronostic de
défaillances d’un système, nous avons jugé judicieux de le faire sur ses composants cri-
tiques plutôt que sur son intégralité. En effet, dans la pratique, la défaillance d’un système
peut être expliquée par la défaillance d’un ou de plusieurs de ses composants. Cependant,
ces derniers n’ont pas tous la même criticité. À titre d’exemple, la défaillance du système
d’affichage des numéros des sièges après le démarrage d’un train à grande vitesse n’affec-
tera pas la disponibilité de ce dernier. En revanche, la défaillance d’un pantographe ou
d’un moteur de traction aura des conséquences quasi instantanées sur la disponibilité du
train. La première problématique concerne donc l’identification des composants critiques
du système qui nécessitent une surveillance particulière et sur lesquels se focalisera le pro-
nostic. Le verrou sous-jacent concerne la mise en place de tests de vieillissement accéléré de
composants critiques pour fournir des données exploitables lors du processus de pronostic.
2. Extraction de caractéristiques et construction d’indicateurs de santé : les données recueillies
sur le composant critique sont brutes et sont rarement directement exploitables par les al-
gorithmes de PHM en général et ceux du pronostic en particulier. Elles doivent donc être
traitées pour extraire des informations pertinentes qui renseignent sur l’état de santé du
composant. Ces informations sont appelées caractéristiques (features). Dans la pratique,
et selon les outils de modélisation utilisés, les signaux bruts ou les caractéristiques ex-
traites peuvent être réduites ou combinées pour construire des indicateurs de santé dont
la variation dans le temps traduit la variation de l’état du composant. La problématique
associée concerne donc l’extraction de caractéristiques et la construction d’indicateurs de
santé pertinents. Le verrou scientifique sous-jacent concerne l’obtention de caractéristiques
et d’indicateurs monotones et permettant, d’un côté, de détecter les premiers signes pré-
curseurs des dégradations et, de l’autre côté, de prédire avec suffisamment de temps les
défaillances du composant.
3. Modélisation de la dégradation : les caractéristiques et indicateurs obtenus sont injectés à
l’entrée d’outils de modélisation pour représenter les différents états de santé du compo-
sant. Cette problématique est capitale car une mauvaise modélisation conduit à de mauvais
résultats de pronostic. Sa résolution nécessite de bien choisir les outils de modélisation.
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Ces derniers doivent permettre de tenir compte des spécificités des données d’entrée et des
conditions de fonctionnement du composant. Les verrous scientifiques liés à cette probléma-
tique concernent la compréhension des mécanismes de dégradation et de leur progression
et le niveau de granularité de la modélisation (structure et ordre du modèle, dimension du
vecteur d’état, etc.).
4. Évaluation de l’état de santé et prédiction de la durée de fonctionnement avant défaillance :
pour prédire le RUL du composant, il est nécessaire d’estimer avec précision son état cou-
rant, de prédire son état futur et de définir des seuils de défaillance pertinents. Les états
courant et futur résultent de l’exploitation du modèle de dégradation. Dans ce cas, la défi-
nition de seuils pertinents constitue le verrou scientifique principal de cette problématique.
Les seuils choisis, combinés avec la sortie du modèle de dégradation, doivent permettre une
prédiction précise du RUL.
5 Cadre général et hypothèses de travail
Dans les travaux résumés dans ce mémoire nous faisons l’hypothèse que le pronostic de dé-
faillances sur un système industriel est équivalent à celui réalisé sur ses composants critiques.
Nous appelons composant critique un composant qui présente un taux de défaillance élevé et/ou
dont la défaillance entraîne l’indisponibilité du système dans lequel il est utilisé. Un ou plusieurs
composants peuvent exister dans un même système. À titre d’exemples, dans un train on pour-
rait citer les roulements utilisés pour le guidage de la rotation de l’arbre du moteur électrique,
l’induit de ce dernier, le mécanisme d’ouverture et fermeture des portes ou encore des compo-
sants du pantographe, notamment l’archet qui sert à capter le courant électrique de la caténaire.
La décision de réaliser du PHM sur un seul composant ou sur plusieurs composants revient à
l’exploitant du système. Notons que le but du PHM n’est pas de se substituer à la maintenance
préventive des composants critiques, mais plutôt de l’optimiser en ne programmant des interven-
tions de maintenance que lorsque cela est jugé pertinent. Dans le cas de plusieurs composants,
nous supposons qu’ils sont indépendants. Cela nous permet de réaliser un pronostic sur chacun
des composants séparément. On parle ainsi de pronostic orienté composant critique, comme le
montre la figure 6. Pour le réaliser, on procède d’abord à l’identification des composants cri-
tiques. Ensuite, on définit pour chacun d’eux les grandeurs physiques à surveiller et qui sont
susceptibles de renseigner sur l’évolution de leurs états de santé. Enfin, on choisit les capteurs à
installer pour les surveiller et collecter des données représentatives de leurs dégradations.
Les contributions décrites dans ce mémoire reposent également sur un ensemble d’hypothèses
résumées ci-dessous.
1. Une connaissance des composants du système, des interactions entre eux et des phénomènes
physiques impliqués existe ou est possible à obtenir (données de retour d’expérience, ex-
perts du système, etc.). L’installation des capteurs nécessaires à la surveillance directe ou
indirecte des composants critiques du système est également possible.
2. Les données de surveillance sont tout le temps disponibles. Les capteurs sont supposés
fonctionner correctement et sans défaillances tout au long de la durée de vie du système.
Dans le cas où un ou plusieurs capteurs tombent en panne, d’autres capteurs redondants
sont supposés assurer la continuité des données.
3. L’évolution de la dégradation est supposée être observable, soit directement par un ou
plusieurs capteurs, soit indirectement par la fusion d’informations données par des capteurs
bien choisis et convenablement placés.
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Identifier le composant critique – instrumenter – traiter – suivre l’état de santé 
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Figure 6: Pronostic orienté composants et guidé par les données.
4. Les données acquises sont suffisantes et représentatives des conditions de fonctionnement
du composant et de ses états de santé.
5. Seules les défaillances engendrées par des dégradations progressives sont considérées, les
défaillances soudaines ne sont pas prises en compte.
6. Les interventions de maintenance ne sont pas considérées pendant le pronostic et la dégra-
dation est supposée aller jusqu’à son terme qui correspond à la défaillance du composant.
6 Principales contributions
La résolution des problématiques et des verrous associés annoncés dans la section 4 constitue
les principales contributions de nos travaux de recherche. Ces contributions résultent en grande
partie des travaux réalisés avec les Masters Recherche, les doctorant(e)s et les post-doctorants
que j’ai encadrés ou co-encadrés. Elles sont résumées sur la figure 7 et détaillées dans quatre
chapitres présentés après ce chapitre d’introduction générale.
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Figure 7: Principales contributions et publications associées.
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Nos contributions ont fait l’objet de quatorze articles publiés dans des revues internationales
avec comités de lecture, deux chapitres d’ouvrage, dix-neuf articles publiés dans des conférences
internationales avec comités de lecture et un article dans une conférence nationale avec comité
de lecture. Ces publications sont listées dans la sous-section 4.6 (page 14) et résumées dans le
tableau 1 (page 15).
7 Organisation de la partie activités de recherche
La partie dédiée à la synthèse des activités de recherche est organisée en quatre chapitres.
Le premier chapitre concerne le choix des composants critiques, la définition des grandeurs
physiques à surveiller, le choix et l’emplacement des capteurs, l’acquisition et le prétraitement
des données de surveillance. Les contributions présentées dans ce chapitre relèvent du domaine
de l’ingénierie et sont en grande partie réalisées dans le cadre de nos collaborations indus-
trielles.
Le deuxième chapitre est consacré au traitement des données de surveillance fournies par des
capteurs installés pour renseigner l’utilisateur sur l’évolution dans le temps de l’état de santé
du ou des composants critiques considérés. Il aborde l’extraction de caractéristiques pertinentes
à partir des signaux bruts, la sélection de caractéristiques, la réduction de caractéristiques pour
une meilleure représentation et interprétation et enfin, la construction d’indicateurs permettant
de suivre l’état de santé du composant.
Le troisième chapitre concerne la modélisation de la dégradation du composant critique. Il pré-
sente une palette d’outils permettant de transformer les caractéristiques extraites et les indica-
teurs de santé construits dans le deuxième chapitre en modèles pertinents. Ces derniers repré-
sentent la variabilité des données d’entrée et tiennent compte de chaque type de composant et
de ses conditions d’utilisation.
Enfin, le quatrième chapitre est consacré à l’exploitation des modèles générés dans le chapitre
précédent pour l’estimation de l’état de santé du composant et la prédiction de son RUL. Nous y
présenterons les notions de « health assessment » (suivi de l’état de santé), de seuils d’alarme ou
de défaillance pour le calcul du RUL ainsi que les métriques de pronostic utilisées et les résultats
issus de nos différentes contributions.
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Chapitre 1
Choix des composants critiques et
acquisition de données
1 Introduction
Ce chapitre présente une démarche globale permettant de générer des données de surveillance
représentatives des phénomènes de dégradation des composants critiques et exploitables en PHM
en général et en pronostic de défaillances en particulier. La démarche proposée relève du domaine
de l’ingénierie et comporte trois étapes montrées sur la figure 1.1.
Système industriel 




physiques à surveiller 
et capteurs à installer 




pour le PHM 
Figure 1.1: Étapes de la démarche proposée.
La première étape concerne le choix des composants critiques sur lesquels sera réalisé le pronos-
tic. Cette étape est menée conjointement avec l’exploitant et/ou le fabricant du système dont
l’expertise est précieuse. Le choix des composants critiques se fait sur la base des résultats de
différentes analyses réalisées sur le système (analyses fonctionnelle et dysfonctionnelle, retour
d’expérience, etc.). La deuxième étape est liée à la définition des grandeurs physiques à sur-
veiller et le choix des capteurs à installer pour suivre dans le temps l’évolution des phénomènes
de dégradation des composants. Dans le cas où des capteurs sont déjà présents sur le système,
cette étape vise à vérifier leur pertinence par rapport aux tâches de PHM et éventuellement les
compléter pour que les phénomènes d’intérêt soient observables. Enfin, la troisième étape traite
de l’acquisition et du pré-traitement des données issues des capteurs. Son objectif est d’éliminer
les erreurs qui pourraient affecter les données acquises. Cette étape vise également à sauvegar-
der les données selon des formats facilement exploitables par les algorithmes de traitement, à les
filtrer et éventuellement les ré-échantillonner.
La démarche décrite dans ce chapitre a été appliquée sur différents types de systèmes notamment
dans les domaines du transport ferroviaire, avec l’entreprise ALSTOM, et des machines d’usi-
nage de précision, avec l’entreprise TORNOS. Au niveau laboratoire, elle a été exploitée dans
nos travaux de recherche pour concevoir et réaliser, au sein de l’équipe PHM, une plateforme
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expérimentale, appelée Pronostia, dédiée aux roulements à billes. Les données issues de cette
plateforme nous ont permis de tester, vérifier et valider les algorithmes développés dans le cadre
de nos travaux [17, 28, 91, 97, 100, 134]. Les données collectées ont également été mises à dispo-
sition de chercheurs et industriels pour mettre en concurrence leurs algorithmes de pronostic
lors du « PHM data challenge » que nous avons organisé en 2012 dans le cadre de la conférence
internationale sur le PHM sponsorisée par IEEE [1,106].
Dans ce chapitre, nous présenterons la démarche proposée pour choisir les composants critiques,
définir les grandeurs physiques à surveiller et acquérir des données représentatives des dégrada-
tions des composants. Cette démarche est ensuite appliquée sur un cas d’étude et utilisée pour
concevoir et réaliser la plateforme expérimentale Pronostia.
2 Choix des composants critiques
Les composants critiques, dont un exemple est montré sur la figure 1.2, peuvent être donnés par
le constructeur du système industriel concerné par le pronostic ou localisés par des opérateurs
travaillant sur le système. Cependant, cette démarche est peu concrétisée dans la pratique. D’un
côté, les constructeurs ne sont pas toujours les exploitants et communiquent rarement à leurs
clients des informations sur les éléments critiques des machines qu’ils produisent. De l’autre côté,
l’expertise d’un opérateur ne suffit pas à elle seule pour choisir avec pertinence les composants
à surveiller.




Figure 1.2: Exemple de composants critiques.
Cette section présente l’approche proposée pour choisir les composants critiques d’un système
industriel pour lequel on souhaite surveiller le comportement, suivre l’état de santé et pronosti-
quer des défaillances. Cette approche, dont les étapes sont résumées sur la figure 1.3, repose sur
un ensemble d’outils existants et répandus dans la communauté de la Sûreté de Fonctionnement
(SdF) et de la maîtrise des risques. Elle a été initialement mise en place dans le cadre de la
thèse CIFRE 1 de D. A. Tobon-Mejia, thèse réalisée en collaboration avec l’entreprise ALSTOM
Transport sur la nouvelle génération de moteurs AGV (Automotrices à Grande Vitesse). Elle a
été ensuite affinée tout au long de nos travaux de recherche et de nos collaborations avec AL-
STOM Transport sur d’autres types de systèmes telles que les portes de trains, mais également
avec d’autres entreprises notamment TORNOS, une entreprise suisse concevant et fabriquant
des machines d’usinage à commande numérique de haute précision. Dans le cadre de ces col-
laborations industrielles, réalisées sous forme de recherches partenariales, nous avons appliqué
la démarche proposée sur différents systèmes. Malheureusement, les clauses de confidentialité
1. Conventions Industrielles de Formation par la REcherche
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mises en place lors de ces collaborations ne nous permettent pas d’illustrer la démarche sur des
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Figure 1.3: Étapes suivies pour le choix des composants critiques.
La première étape de l’approche consiste à décomposer le système industriel en plusieurs sous-
systèmes, chacun ayant une fonction bien définie. Dans le cas d’un train par exemple, les sous-
systèmes peuvent être le moteur de traction, le pantographe pour la captation de l’énergie
électrique, les portes, le système de contrôle-commande, etc. Cette décomposition repose essen-
tiellement sur l’expertise de l’exploitant du système, car c’est lui qui est en mesure de fixer le
niveau de granularité de la décomposition. La deuxième étape de l’approche concerne la descrip-
tion technique de chacun des sous-systèmes. Il s’agit de recenser les composants principaux de
chaque sous-système, leurs fonctions et les liens qui existent entre eux. Enfin, la troisième étape
est une étape d’analyse quantitative et/ou qualitative des données et des connaissances fournies
par le constructeur du système ou collectées durant l’exploitation. Cette analyse s’appuie sur
différents outils formels issus de la SdF ou de la maîtrise des risques.
La SdF est une discipline répandue dans les secteurs de la défense, de l’aéronautique, du nu-
cléaire, de l’espace et des transports [160]. Elle propose une riche palette de concepts, de mé-
thodes et d’outils au service de l’utilisateur du système. Elle introduit quatre indicateurs connus
sous l’acronyme de FMDS (Fiabilité, Maintenabilité, Disponibilité, Sécurité) et permet d’utiliser
les connaissances a priori et a posteriori que l’on dispose d’un système afin d’identifier, entre
autres, ses mécanismes de défaillance. Parmi les méthodes utilisées en sûreté de fonctionnement
et maîtrise des risques, on peut citer le retour d’expérience, l’analyse préliminaire de risques,
l’AMDEC (Analyse des Modes de Défaillance, de leurs Effets et de leur Criticité), l’HAZOP
(HAZard and OPerability study), les arbres de causes, les arbres d’événements et les arbres de
défaillances (cf. tableau 1.1). Ces méthodes, bien documentées dans la littérature scientifique
et répandues chez les industriels [83, 119, 158], diffèrent selon le type d’analyse (inductive ou
déductive) et les informations/connaissances utilisées (quantitatives ou qualitatives).
Dans ce qui suit, nous nous intéresserons principalement à trois méthodes quantitatives permet-
tant d’identifier la criticité des modes de défaillances et de choisir les composants critiques. Il
s’agit du retour d’expérience, de l’AMDEC et de l’arbre de défaillances. En effet, ces trois mé-
thodes sont complémentaires pour rechercher les modes de défaillance d’un système donné. Dans
un premier temps, l’AMDEC permet d’identifier de manière inductive les possibles modes de dé-
faillance et leur criticité. Puis, l’évaluation des scénarios dangereux par un arbre de défaillances
permet de compléter les résultats de l’AMDEC. Ces résultats, pondérés par les données issues
du retour d’expérience, sont utilisés pour identifier les défaillances potentiellement critiques et
les composants qui en sont responsables.
2.1 Retour d’expérience
D’après Y. Verot [160], le principe du retour d’expérience est d’améliorer la connaissance d’un
système par l’observation, le recueil, l’analyse et le traitement des informations relatives au
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Technique Type d’analyse Type de donnée Idée principale
Retour d’expérience Déductive Quantitative Alimenter la connaissancedu système à partir du vécu
Analyse préliminaire des
risques (APR) Inductive Qualitative
Identifier a priori les risques
à étudier
AMDEC Inductive Quantitative Évaluer les conséquences desdéfaillances
Arbre de causes Déductive Qualitative
Organiser les événements
ayant contribué à un acci-
dent (défaillance)
Arbre d’événements Inductive Quantitative Évaluer les conséquencespossibles d’un événement
Arbre de défaillances Déductive Quantitative Évaluer les scénarios d’unedéfaillance potentielle
Table 1.1: Principales méthodes utilisées pour l’évaluation et la maîtrise de risques.
fonctionnement réel du système et de son impact sur son environnement. Le retour d’expérience
est une démarche consistant à apprendre de ce qui s’est passé et de ce qui se passe pour améliorer
le système. Il a pour but d’actualiser ou de compléter la connaissance a priori qu’on a du système.
La démarche générale de retour d’expérience peut être résumée en cinq étapes :
1. Analyse de tout événement anormal.
2. Recherche des causes et enchaînements.
3. Recherche des enseignements.
4. Définition des mesures correctives.
5. Diffusion des connaissances capitalisées.
Le retour d’expérience est souvent réalisé en réaction aux signaux émis par le système lors de
ses différentes phases d’exploitation (démarrage, fonctionnement, arrêt, etc.) lorsqu’un dysfonc-
tionnement est détecté en regard des conditions normales. Pour l’identification des modes de
défaillance, le retour d’expérience peut être complété par une évaluation a priori (audits, re-
cherche d’anomalies, etc.) afin de détecter, avant que l’événement ne survienne, les éléments ou
les conditions qui pourraient y donner naissance ou y conduire. Il s’agit de détecter et d’analyser
a priori les conditions ou les actions porteuses de risques [160].
2.2 AMDEC
L’AMDEC est une méthode inductive qui part des défaillances élémentaires des composants
pour en déduire ce qui en résulte et donc à quelles situations, dues à ces défaillances, on peut
s’attendre. De plus, elle ajoute une dimension d’évaluation de la gravité de ces situations. Elle
consiste à identifier et évaluer l’impact des défaillances des composants du système sur celui-ci,
ses fonctions et son environnement.
D’une manière générale, l’AMDEC identifie les problèmes auxquels est exposé un système in-
dustriel. Elle permet notamment :
– d’évaluer la gravité des situations dangereuses possibles ;
– d’évaluer globalement les risques dus aux défaillances des composants ;
– d’identifier et de hiérarchiser les faiblesses du système ;
– d’identifier les actions de maintenance nécessaires ;
– d’évaluer l’intérêt des modifications de la conception ou de maintenance (surveillance) pour
réduire ces risques ;
42
– de définir des mesures d’exploitation adaptées aux fonctionnements dégradés ;
– de hiérarchiser l’importance des règles d’exploitation et de maintenance ;
– et d’intégrer, dans une vision globale du système, les compétences des spécialistes travaillant
sur ce dernier.
Pour la mise en œuvre de l’AMDEC, il est nécessaire de réunir trois conditions. D’abord, il
faut savoir décomposer l’ensemble du système étudié en composants d’un niveau de finesse tel
qu’à chaque composant on sache associer tous les modes de défaillance qui peuvent l’affecter.
Ensuite, il faut connaître les fonctionnements du système pour pouvoir décrire ce qui se passe
quand apparaît un mode de défaillance d’un composant et suivre la chaîne de la cause vers
les conséquences. Enfin, il est nécessaire de respecter et de suivre la procédure définie dans les
normes internationales CEI 60812 [3] et BS 5760-5 [24] relatives à l’AMDEC.
L’AMDEC constitue un outil efficace pour l’analyse des systèmes qui, combinée avec un re-
tour d’expérience, peut servir à identifier les modes de défaillance les plus fréquents et les plus
critiques.
2.3 Arbre de défaillances
De façon similaire à l’AMDEC, l’arbre de défaillances est généralement construit dans le cadre
d’une étude a priori d’un système. Il évalue de façon synthétique l’ensemble des combinaisons
d’événements qui, dans certaines conditions, produisent une défaillance donnée (événement re-
douté) qui constitue le point de départ de l’étude. Construire un arbre de défaillance revient à
répondre à la question suivante : comment une défaillance donnée peut-elle arriver ? Ou encore :
quels sont les enchaînements possibles qui peuvent aboutir à une défaillance donnée ?
Un arbre de défaillance est généralement présenté de haut en bas. La ligne la plus haute ne
comporte que la défaillance dont on cherche à décrire comment elle peut se produire. Chaque
ligne inférieure détaille la ligne supérieure en présentant la ou les combinaisons susceptibles de
produire la défaillance à laquelle elles sont rattachées [160]. Ces relations sont représentées par
des portes logiques « OU » ou « ET ».
Les arbres de défaillances sont particulièrement utiles pour faire la synthèse de tout ce qui peut
conduire à une défaillance, d’évaluer l’effet de cette dernière sur le système et de comparer les
conséquences des mesures qui peuvent être envisagées pour réduire l’occurrence de la défaillance
(ou de l’événement redouté). Ils permettent aussi d’évaluer la probabilité d’occurrence de la
défaillance à partir des combinaisons des probabilités des événements élémentaires qui peuvent
la produire. Cette méthode, de la même manière que l’AMDEC, est complétée par un retour
d’expérience, car la nature a posteriori de ce dernier permet d’affiner les probabilités ainsi que
d’identifier d’autres modes de défaillance n’ayant pas été considérés lors de la construction a
priori de l’arbre.
En conclusion, l’agrégation des trois méthodes présentées précédemment permet d’identifier les
modes de défaillances, les relations entre ces derniers et les composants physiques qui sont
associés et qui peuvent donc être considérés comme critiques.
3 Grandeurs physiques à surveiller
La surveillance et le suivi de l’état de santé des composants critiques peuvent être réalisés à
partir de l’analyse des valeurs prises par certaines de leurs grandeurs physiques. Le choix de
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Domaine Grandeur physique
Thermique Température, flux thermique, dissipation thermique
Électrique Tension, courant, résistance électrique, inductance,
capacité, constante du diélectrique, charge, polarisation, champs électrique,
fréquence, puissance, niveau de bruit, impédance
Mécanique Longueur, aire, volume, déplacement, vitesse, accélération, débit,
force, couple, densité, masse volumique, raideur, frottement, pression,
émissions acoustiques
Chimique concentration chimique, réactivité
Humidité humidité relative, humidité absolue
Biologique PH, concentration de molécules biologiques, micro-organismes
Optique Intensité lumineuse, phase, longueur d’onde, polarisation,
réflectance, transmittance, indice de réfraction, amplitude, fréquence
Magnétique Champs magnétique, moment magnétique, perméabilité, direction,
position, distance
Table 1.2: Exemples de grandeurs physiques à surveiller [30].
ces dernières est donc primordial. Cela nécessite une connaissance fine et approfondie des liens
causaux entre la variation des grandeurs physiques et l’initiation et l’évolution des dégradations.
Un mauvais choix peut conduire soit à des non détections, soit à de fausses alarmes qui, dans
les deux cas, pourraient avoir des conséquences catastrophiques (accidents, explosions, déraille-
ments, etc.). À titre d’exemple, la mesure des vibrations axiales sur un roulement d’une machine
tournante renseigne sur la présence de défauts au niveau des billes ou des cages, par contre la
mesure de l’humidité autour du roulement aura moins de pertinence sur la détection de défauts.
Le choix des grandeurs physiques à surveiller nécessite des compétences pluridisciplinaires du
fait de la diversité des phénomènes physiques présents dans les systèmes industriels et dans leurs
composants critiques. Dans ce choix, les expertises du constructeur et de l’exploitant du système
sont précieuses et doivent être prises en compte. Le tableau 1.2 donne un aperçu des grandeurs
à surveiller en fonction de certains phénomènes physiques.
4 Acquisition et stockage de données
Après l’identification des composants critiques et la définition des grandeurs physiques à sur-
veiller, l’acquisition, le stockage et le pré-traitement des signaux issus des capteurs constituent
la troisième étape de la démarche proposée. Elle permet de fournir des données fiables et prêtes
au traitement par les différents modules du PHM. Elle est généralement assurée par une chaîne
d’acquisition dont un exemple de structure est montré sur la figure 1.4.
Une chaîne d’acquisition a pour rôle d’assurer les fonctions suivantes [9] :
– extraction de l’information liée à chacune des grandeurs physiques à surveiller et transforma-
tion en signaux électriques au moyen de capteurs ;
– transformation des signaux électriques délivrés par les capteurs sous forme de charges, de
courants ou autres signaux en tensions électriques ;
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Figure 1.4: Structure d’une chaîne d’acquisition [9].
– traitement analogique (amplification et filtrage) des signaux afin d’éviter leur dégradation par
le bruit et les parasites ;
– sélection d’un signal parmi tous les signaux disponibles au moyen d’un multiplexeur ;
– conversion des signaux analogiques en suites numériques exploitables par un calculateur. Cette
conversion est réalisée par un échantillonneur-bloqueur suivi d’un convertisseur analogique
numérique.
Les parties capteurs, acquisition et stockage des données sont brièvement décrites ci-dessous.
4.1 Capteurs
Les capteurs sont les premiers éléments d’une chaîne d’acquisition. Ils ont pour rôle de traduire
les valeurs des grandeurs physiques en signaux électriques pouvant être traités par le module
d’acquisition. Ils sont caractérisés par différents attributs telle que l’étendue de mesure, la fidélité,
la justesse, la précision, la sensibilité, la résolution, la rapidité, etc.
4.1.1 Types de capteurs
Il existe différents types de capteurs fonctionnant selon différents principes physiques et fabriqués
selon différentes technologies. L’objectif ici n’est pas de décrire le principe de fonctionnement
de chaque capteur, mais plutôt de recenser les capteurs et leurs domaines d’utilisation. Plus de
détails sur ces catégories peuvent être trouvés dans [9]. On distingue les capteurs générateurs
de force électromotrice, les capteurs générateurs de courant, les capteurs générateurs de charge,
les capteurs résistifs, les capteurs inductifs, les capteurs capacitifs et les capteurs pour milieux
fortement perturbés. La figure 1.5 montre quelques exemples de ces capteurs.
45
Figure 1.5: Exemples de capteurs de force et d’accéléromètres à quartz.
4.1.2 Choix des capteurs
Le choix des capteurs est une tâche qui demande des compétences pluridisciplinaires en raison
de la diversité des phénomènes physiques mis en jeu dans les composants. Cette tâche nécessite
la prise en compte d’un ensemble de contraintes et de considérations dont les plus importantes
sont données ci-dessous.
– Performances : ensemble des caractéristiques métrologiques des capteurs (précision, linéarité,
sensibilité, etc.).
– Fiabilité : les capteurs doivent être choisis de telle sorte qu’ils ne doivent pas réduire ou altérer
la fiabilité du système dans (ou sur) lequel ils seront installés.
– Coût : ce critère doit être pris en compte lors du choix des capteurs pour que la solution
proposée soit rentable et compétitive.
– Nombre et emplacement : le nombre de capteurs dépend de chaque application et des objectifs
attendus (redondance de capteurs pour la surveillance et la conduite du système, couverture
de tous les mesurandes, estimation d’un mesurande par une ou plusieurs mesures, etc.). L’em-
placement des capteurs est aussi un critère qui doit être considéré lors du choix afin de garantir
que les mesures obtenues correspondent bien aux mesurandes ciblés.
– Type de fixation : différentes solutions de fixation sont possibles (collage, vissage, magnétique
ou adhésive) et le choix de chacune d’entre elles dépend de la qualité des mesures attendues,
du composant à surveiller, du milieu dans lequel fonctionne le composant, etc.
– Dimensions et poids : la taille, la forme, le poids et le boîtier de chaque capteur sont des
éléments à prendre en compte pour ne pas influencer les mesures à réaliser et respecter les
contraintes d’encombrement.
– Encombrement : dans certaines applications, l’accès aux mesurandes peut être difficile, voire
impossible. Les capteurs doivent donc être choisis en connaissance des contraintes d’encom-
brement ; des solutions de télémesure peuvent être proposées pour les cas difficiles d’accès.
– Environnement : les capteurs subissent les variations des paramètres de l’environnement qui les
entoure (températures extrêmes, taux d’humidité élevé, présence de rayonnements nucléaires
et électromagnétiques, etc.). Dans ce cas, les capteurs doivent être choisis de telle sorte que les
mesures fournies ne soient pas altérées par les variations des paramètres environnementaux.
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4.2 Acquisition, prétraitement et stockage de données
Un système d’acquisition est généralement composé d’une carte d’acquisition, d’un ordinateur,
d’un logiciel dédié et éventuellement d’un disque dur externe pour le stockage de gros volumes
de données et pour un post-traitement (figure 1.6).
Grandeur physique 




Figure 1.6: Structure simplifiée et illustrée d’une chaîne d’acquisition.
Acquisition de données
Cette tâche est réalisée au moyen de cartes d’acquisition. Ces dernières ont pour rôle d’acqué-
rir (entrées) et de délivrer (sorties) des signaux. On parle ainsi de cartes à entrées/sorties. Les
entrées et sorties peuvent être analogiques et/ou numériques selon l’application envisagée. Il
existe deux types de cartes : des cartes enfichables dans l’unité centrale de l’ordinateur et des
cartes externes (ou enfichables dans un boîtier externe dédié). La plupart des cartes destinées
à l’acquisition de données intègrent des conditionneurs, filtres, multiplexeurs et convertisseurs
analogiques numériques. L’utilisateur n’a qu’à connecter les sorties des capteurs à l’entrée de
ces cartes. Les cartes sont également fournies avec des drivers facilitant leur utilisation (choix
des fréquences d’échantillonnage, transferts programmés ou par interruption, gestion des flux de
données vers le disque dur, etc.). Enfin, des logiciels spécialisés, gratuits ou payants, permettent
la communication avec la carte pour l’acquisition, le stockage, l’affichage et le traitement des don-
nées acquises. Parmi ces logiciels, le plus répandu est le logiciel graphique LabView de National
Instrument.
Figure 1.7: De gauche à droite : carte d’acquisition de vibrations, de température et châssis
externe à l’ordinateur.
Le choix d’une carte d’acquisition est primordial et conditionné par plusieurs critères : vitesse




Lors de l’acquisition des données, le choix de la fréquence d’échantillonnage est déterminant. En
théorie, et afin d’éviter toute perte d’informations entre la sortie du capteur et la sortie de la
carte d’acquisition, la fréquence d’échantillonnage Fe doit être supérieure ou égale à deux fois la
fréquence maximale Fh du signal à échantillonner (condition de Shannon) :
Fe ≥ 2.Fh (1.1)
Cependant, dans la pratique, et selon les limites de la carte d’acquisition, la fréquence d’échan-
tillonnage peut aller jusqu’à 24 fois la fréquence maximale du signal à échantillonner.
Stockage et pré-traitement des données
Les signaux acquis par une carte d’acquisition sont dans un premier temps sauvegardés sous
forme de fichiers de données avec différents formats (généralement .txt, .csv ou .tdms). Des
exemples de formats de fichiers de données sont montrés sur la figure 1.8. En plus des données
de mesure, ces fichiers peuvent contenir des informations concernant les conditions de fonction-
nement du composant critique (profils de charge, vitesse de rotation, température de l’enceinte















8 47 5 196914 0.050 ‐0.253 
8 47 5 196953 0.165 ‐0.140 
8 47 5 196992 0.125 0.542 
8 47 5 197031 0.157 ‐0.261 
8 47 5 197070 0.421 0.081 
8 47 5 197109 0.683 ‐0.278 
8 47 5 197148 0.656 ‐0.297 
8 47 5 197187 0.804 0.002 
8 47 5 197226 0.685 ‐0.286 
8 47 5 197265 0.291 0.042 
8 47 5 197304 0.407 1.082 
8 47 5 197343 0.726 0.579 
8 47 5 197382 0.804 ‐0.743 
8 47 5 197421 0.650 ‐0.438 
Figure 1.8: Exemples de formats de fichiers de données : à gauche un format .csv, à droite un
format .xlsx.
Dans un deuxième temps, les données sauvegardées sont vérifiées pour détecter d’éventuelles
erreurs ou absence d’échantillons. En effet, il arrive parfois que certaines parties des matrices de
données soient remplacées par des caractères ou valeurs nulles ou encore complètement vides.
Dans ces cas, le prétraitement consiste à remplacer les caractères ou les données manquantes par
d’autres valeurs numériques (moyennes sur une fenêtre de données précédentes, zéros, etc.). Les
données collectées peuvent également subir d’autres types de prétraitement tel que le filtrage
pour enlever le bruit ou le ré-échantillonnage pour diminuer leur taille. Enfin, les données vérifiées
et corrigées sont stockées dans différents fichiers dans le disque dur de l’ordinateur dédié aux
expérimentations et/ou dans un disque dur externe offrant une grande capacité de stockage.
Les données peuvent ensuite être affichées, analysées ou traitées par des logiciels ou autres














Figure 1.9: Sous-systèmes d’un train.
5 Cas d’étude
Afin d’illustrer la démarche présentée dans les sections précédentes, nous proposons de considé-
rer comme cas d’étude un train de transport de voyageurs. Ce dernier est un système complexe
composé de différents sous-systèmes (figure 1.9) chacun assurant un ensemble de fonctions élé-
mentaires, toutes concourant à la réalisation de la fonction globale du train qui est de transporter
des passagers d’un point A à un point B en toute sécurité et confort.
Si on considère le système de traction, ce dernier est composé d’un bogie sur lequel est monté
un moteur électrique (figure 1.10).
Bogie 
Moteur Composants critiques 
Figure 1.10: Composants critiques d’un moteur de train.
Dans le cas d’un moteur, dont le rotor est à base d’un aimant permanent et le stator à base d’un
bobinage, l’analyse des données du retour d’expérience obtenues par le service de maintenance
d’ALSTOM Transport a permis de conclure que le roulement et le stator sont les composants qui
subissent le plus de défaillances. Ce résultat est concordant avec la distribution des défaillances
présentée sur le tableau 1.3. Dans ce dernier, les analyses effectuées par le Electric Power Re-
search Institute (ERPI) et des chercheurs en fiabilité des machines électriques conduisent aux
roulements comme composants les plus défaillants.
Ce retour d’expérience, complété par l’analyse AMDEC réalisé par le bureau d’études de la
même entreprise, montre que les roulements ont un niveau de criticité élevée (3 sur 4) [146]. Ce
résultat est dû au fait que les roulements possèdent une probabilité de défaillance moyenne et
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Pourcentage de défaillance %
Bloch and
Geitner [20]
O’Donnell [111] IEEE - ERPI [71] Albrecht et al. [6] Alstom trans-
port
Roulements 41 45 - 50 45 - 55 41 40
Stator 37 30 - 40 26 - 36 36 38
Arbre 10 8 - 12 9 10
Autres 12 14 12
Table 1.3: Distribution des défaillances des moteurs asynchrones.
une gravité jugée comme critique, car leur dysfonctionnement peut suffire à provoquer l’arrêt de
l’arbre du moteur qui entraîne à son tour le blocage du train sur la voie ferrée.
Les défaillances des roulements du moteur peuvent être occasionnées par différentes causes. Ce-
pendant, la plupart de ces défaillances sont liées à l’usure, à une mauvaise lubrification, à la
présence de corps étrangers et aux passages de courants électriques résiduels. Ces événements
ont tous comme conséquence la dégradation des éléments du roulement jusqu’à sa rupture si une
intervention n’est pas réalisée à temps.
Les résultats de cette étude ainsi que les différentes collaborations que nous avons nouées avec
les industriels nous ont conduit à concevoir et réaliser une plateforme expérimentale dédiée au
PHM de roulements à billes au sein de notre équipe de recherche.
6 La plateforme expérimentale Pronostia
Différentes plateformes expérimentales (ou de simulation) dédiées aux tâches de PHM sont
proposées dans la littérature. Elles concernent différents composants critiques tels que les en-
grenages [63], les outils de coupe et les machines d’usinage [38, 125, 144, 174], les pompes hy-
drauliques [115], les composants électroniques, les turboréacteurs et les batteries [144] et les
roulements [35, 75, 110, 130, 137, 170]. Dans ce dernier cas d’application, la majeure partie des
plateformes proposées simule les défaillances en les créant artificiellement (au moyen de fortes
décharges électriques dans les roulements par exemple), ce qui ne correspond pas toujours à la
réalité. On connaît ainsi le défaut provoqué et on travaille à le détecter automatiquement. Pour
réaliser des scénarios proches de ce qui se passe dans la pratique, nous avons conçu et réalisé
la plateforme Pronostia. Sur cette dernière, les roulements subissent des vieillissements accélé-
rés sans défauts initiaux. On obtient ainsi des données représentatives des différents stades de
dégradation des roulements.
Pronostia (figure 1.11-(a)) est destinée aux tests et à la validation de méthodes de détection,
diagnostic et pronostic de défaillances de roulements à billes. Son objectif principal est de fournir
des données expérimentales réelles caractéristiques de la dégradation du roulement étudié durant
toute sa durée de vie utile. En l’occurrence, des roulements à une seule rangée de billes de type
NSK 6804DD sont utilisés pour les tests (figure 1.11-(b)). La plateforme a été conçue pour
maintenir ce roulement dans des conditions de fonctionnement sévères. Ceci permet de conduire
des expérimentations en quelques heures et d’obtenir ainsi un grand nombre d’historiques de
données en quelques semaines.
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Figure 1.11: Banc d’expérimentation de roulements Pronostia : (a) principaux éléments du
banc et (b) le roulement NSK 6804DD utilisé.
6.1 Principe de fonctionnement
Le principe de base, permettant d’obtenir une usure prématurée du roulement, consiste à exer-
cer sur ce dernier une contrainte radiale réglable dans une plage allant de 0 à 10000 N, tout en
étant potentiellement stable durant la totalité de l’expérimentation. Ce système permet donc
d’appliquer 2,5 fois la contrainte radiale maximale, ce qui permet d’accélérer la dégradation. La
vitesse de rotation est aussi réglable dans une plage allant de 0 à 2000 tr/min.
La dégradation générée dans le roulement est le produit des contraintes appliquées par deux sys-
tèmes séparés. D’un côté, un vérin pneumatique permet d’appliquer une charge sur un bras de
levier qui transmet la force radiale au roulement. Puis, d’un autre côté, l’arbre permet d’assurer
la rotation de la bague interne du roulement dans l’intervalle de vitesse [0, 2000] tr/min mesurée
par un capteur de vitesse.
L’actionneur de la force radiale est un vérin pneumatique (figure 1.12-(a)) dont la pression d’ali-
(a) (b)
Figure 1.12: Éléments du banc permettant d’appliquer la contrainte radiale : (a) vérin pneu-
matique et (b) régulateur de pression proportionnel.
mentation est délivrée par un régulateur proportionnel (figure 1.12-(b)), lui-même alimenté par
un réseau pneumatique général sous une pression de 7 bars. La force ainsi délivrée par le vérin
est indirectement appliquée à la bague extérieure du roulement par l’intermédiaire de sa bague
de bridage. L’effort est transmis via un système de démultiplication sous la forme d’un bras de
levier en rotation qui applique la charge augmentée sur un axe relié à la bague de bridage (figure
1.13-(b)). Cette dernière inclut un capteur d’effort qui permet de mesurer la charge appliquée
au roulement testé.










du bras de levier
Force engendrée
Capteur de force
Bague de bridage et roulement de test
(b)
Figure 1.13: Système de démultiplication et de transmission de la charge : (a) vue sur le banc
de test et (b) détail des éléments sur la chaîne de transmission.
du roulement. Les mesures d’accélérométrie et celles de température sont échantillonnées res-
pectivement à 25,6 kHz et 10 Hz.
Une centrale d’acquisition, reliée à un ordinateur via une liaison USB, permet d’acquérir les
mesures des différents capteurs présents sur la plateforme. Enfin, une application développée
sous Labview permet de formater, horodater, enregistrer et visualiser les signaux acquis pour
une utilisation en PHM.
6.2 Expérimentations réalisées
Plusieurs compagnes expérimentales ont été réalisées sur la plateforme Pronostia. Ces expéri-
mentations diffèrent par leurs durées totales et par leurs profils de charge. Des exemples d’ex-
périmentations sont donnés dans le tableau 1.4.
Les expérimentations sont arrêtées lorsqu’une augmentation excessive des vibrations est consta-
Condition de fonc-
tionnement Expérimentation Vitesse (tr/-min)
Charge (N) Durée Mode de dé-faillance
1
1 1800 4000 3H25 BI, BE
2 1800 4000 6H50 BE
3 1800 4000 6H48 BE
4 1800 4000 6H16 BE
5 1800 4000 1H00 BE
6 1800 4000 1H12 BE, BI
2
1 1650 4200 1H12 BI
2 1650 4200 5H25 BE
3 1650 4200 2H05 BE
4 1650 4200 6H26 BE
5 1650 4200 1H57 BI, BE
6 1650 4200 2H11 BE
BE = Bague Externe, BI = Bague Interne
Table 1.4: Récapitulatif des tests réalisés sur la plateforme Pronostia.
tée sur les mesures. Ces valeurs sont ensuite prises pour des seuils de défaillance. Des exemples
de défaillances constatées sur les roulements sont montrés sur la figure 1.14.
Si on compare les durées de vie expérimentales des roulements à celles obtenues théoriquement,
en utilisant la loi L10 décrite dans la norme DIN ISO 281 [2], on obtient une durée de 555 minutes
pour la condition de fonctionnement 1 et de 521 minutes pour la condition 2.
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(a) (b)
Figure 1.14: Exemples de dégradations : (a) dégradation de la bague externe et (b) dégradation
de la bague interne.
Figure 1.15: Exemple de signaux vibratoires bruts obtenus de la plateforme Pronostia.
Pour la première condition, nous avons trois cas ayant duré entre 6 et 7 heures, deux autour
d’une heure et un de 3 heures et 25 minutes. Ces durées sont différentes des 9 heures et 15
minutes (555 minutes) estimées par la loi L10. Ce résultat montre que les estimations théoriques
ou statistiques diffèrent de celles réellement constatées. Il montre également l’intérêt de procéder
à une surveillance continue pour collecter des données représentatives des dégradations des
composants critiques et de leurs durées de vie réelles.
6.3 Exemples de signaux obtenus
Pendant les expérimentations, les signaux délivrés par les capteurs placés à proximité du rou-
lement sont enregistrés avec différentes cadences. La fréquence d’échantillonnage pour les accé-
léromètres est fixée à 25,6 kHz et celle des capteurs de température à 10 Hz. Cependant, après
acquisition des signaux, un ré-échantillonnage a été appliqué. Ainsi, pour les vibrations, pour
chaque second enregistrée (25600 points) seul un dixième a été utilisé (2560 points). On a fait de
même pour la température, au lieu des 600 points par seconde on a pris 60 points par seconde
seulement.
La figure 1.15 montre des signaux vibratoires issus des accéléromètres installés sur la plateforme
Pronostia. Comme on peut le constater, les roulements n’ont pas tous la même durée et ne
se dégradent pas de la même façon. Tout le challenge est alors de pouvoir extraire à partir
de ces signaux bruts, des caractéristiques et des indicateurs pertinents permettant de suivre la
progression de la dégradation et d’anticiper l’instant de défaillance.
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7 Conclusion
Dans ce chapitre, nous avons abordé la problématique de génération de données de surveillance
fiables et exploitables en PHM. Pour la résoudre, nous avons proposé une démarche qui repose
sur trois étapes : 1) le choix des composants critiques, 2) la définition des grandeurs physiques
à surveiller et le choix des capteurs à installer et 3) l’acquisition, le stockage et le prétraitement
des données. Cette démarche, qui relève du domaine de l’ingénierie, est générique et destinée aux
systèmes industriels. Elle a pour finalité la collecte de données représentatives du comportement
des composants critiques et de leurs dégradations. Ces données seront ensuite utilisées pour la
surveillance du système, la détection, le diagnostic et le pronostic de ses défaillances et l’aide à
la décision pour assurer son maintien en conditions opérationnelles.
La première étape de la démarche concerne le choix des composants critiques du système sur
lesquels on souhaite réaliser le PHM. Ces composants sont obtenus par la combinaison d’outils
formels, utilisés en sûreté de fonctionnement et en maîtrise des risques, et de l’expertise du
fabricant et/ou de l’exploitant du système. Cette expertise est indispensable, car elle permet
de décomposer le système en sous-systèmes puis en composants avec un niveau de granularité
pertinent, de donner les fonctions des composants, de mettre en évidence les liens fonctionnels
et causaux qui existent entre eux et d’identifier les modes de défaillances, de leurs causes et de
leurs conséquences.
La deuxième étape est liée à la définition des grandeurs physiques à surveiller et au choix
des capteurs. Les grandeurs physiques sont obtenues à partir de l’analyse des modes de dé-
faillances identifiés dans l’étape précédente. L’obtention de ces grandeurs nécessite également
des connaissances pluridisciplinaires en électricité, mécanique, thermique, hydraulique, etc. Ces
compétences sont essentielles à la compréhension des mécanismes de dégradation des compo-
sants et permettent de mieux cibler les grandeurs à suivre dans le temps et éviter de fausses
surveillances (grandeurs n’ayant pas de liens avec les modes de défaillances envisagés). Le choix
des capteurs est réalisé en fonction des grandeurs physiques identifiées et d’autres considéra-
tions tel que l’encombrement ou les spécifications techniques (précision, sensibilité, utilisation
en milieu perturbé, etc.). Les capteurs doivent être bien placés pour garantir l’observabilité des
phénomènes de dégradation, mais également en nombre suffisant pour assurer la redondance
matérielle en cas de pannes d’un ou de plusieurs d’entre eux.
La troisième étape concerne l’acquisition, le stockage et le prétraitement des données de sur-
veillance. Elle consiste à spécifier les caractéristiques techniques du système d’acquisition (types
et nombre de voies, fréquence d’échantillonnage, types de conditionneurs, mémoire tampon, lo-
giciel d’acquisition, etc.), de définir le format de stockage et les prétraitements à effectuer pour
garantir des données fiables et exploitables par les algorithmes de PHM.
La démarche proposée dans ce chapitre a été appliquée avec succès sur des systèmes réels dans le
cadre de nos collaborations industrielles avec les entreprises ALSTOM (moteur AGV, portes de
trains et pantographes) et TORNOS (machines à commande numérique pour l’usinage de haute
précision). Cette démarche a également été capitalisée pour concevoir et réaliser la plateforme
expérimentale Pronostia au sein de notre équipe de recherche. Cette plateforme permet de tester
et vérifier nos approches et algorithmes de PHM avec plus de liberté et de flexibilité. Les données
qui y sont issues sont mises à disposition de chercheurs et industriels et ont fait l’objet d’un
« PHM challenge » que nous avons organisé en 2012 en collaboration avec la société IEEE lors
de la conférence internationale sur le PHM qui s’est tenue à Denver aux États Unis.
Le choix des composants critiques et l’acquisition de données de surveillance sont des tâches
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qui relèvent davantage de l’ingénierie. Elles sont néanmoins déterminantes pour la réussite du
processus de PHM. En effet, un mauvais choix de composants, de grandeurs à surveiller ou de
spécification du système d’acquisition conduit à des résultats biaisés en détection, diagnostic,
pronostic et décision.
Toutefois, la mise en œuvre de ces tâches sur un système complexe n’est pas aisée. Cela nécessite
des compétences pluridisciplinaires et une collaboration étroite avec le constructeur et/ou l’ex-
ploitant du système qui possède des informations précieuses. Ces tâches soulèvent de nombreuses
difficultés à résoudre pour avoir des données représentatives, complètes, fiables et exploitables
en PHM. Ces difficultés concernent la compréhension du système et des interactions entre ses
composants, l’analyse des données d’exploitation et de retour d’expérience, la compréhension
des mécanismes de dégradation, le choix du système d’acquisition et la prise en compte des
contraintes applicatives (encombrement, non accessibilité à la mesure, etc.). Elles concernent
autant les systèmes en conception que les systèmes en exploitation, avec toutefois plus de pon-
dération pour le second cas. En effet, dans le premier cas, les fonctionnalités de PHM peuvent
être intégrées dès la conception (on parlera alors de « PHM designed »), tandis que dans le se-
cond cas, la non accessibilité à la mesure de certaines grandeurs, par exemple, peut être un frein
au développement du PHM, même si parfois des solutions basées sur l’observabilité peuvent être
envisagées.
Les données collectées et prétraitées dans ce chapitre seront utilisées dans le chapitre suivant







Ce chapitre est consacré au traitement des données de surveillance fournies par les capteurs
installés sur les composants critiques du système industriel. Ces données, qui sont des obser-
vations de l’état de santé du composant, cachent souvent des informations pertinentes sur le
déclenchement et la progression des dégradations (figure 2.1). Par conséquent, leur exploitation
directe en PHM n’est pas aisée. Il est donc nécessaire de les traiter pour révéler leur contenu et
permettre d’estimer à tout instant l’état de santé du composant.


























Figure 2.1: Signal vibratoire obtenu de la plateforme Pronostia.
Dans la suite de ce chapitre, nous nous intéresserons à quatre problématiques (cf. figure 2.2) :
1) extraction de caractéristiques, 2) réduction de caractéristiques, 3) sélection de caractéris-
tiques et 4) construction d’indicateurs de santé (communément appelés Health indicators dans
la communauté PHM).
L’extraction de caractéristiques a pour but de transformer les signaux bruts en d’autres signaux
dans différents domaines (temporels, fréquentiels et temps-fréquence). Ces nouveaux signaux sont
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Figure 2.2: Extraction, sélection et réduction de caractéristiques et construction d’indicateurs
de santé.
citer la moyenne du signal brut, son kurtosis, son asymétrie (skewness), son analyse spectrale,
etc. Les caractéristiques extraites doivent permettre de rendre compte de la dynamique de la
dégradation du composant critique étudié. Leur extraction requiert une bonne connaissance a
priori des phénomènes physiques (chocs, fissures, fatigue, etc.) que subit le composant durant son
utilisation. En outre, les caractéristiques extraites dépendent de l’usage qu’on en fait et des outils
qu’on met en œuvre pour les modéliser. En effet, les caractéristiques utilisées en détection de
défaillances peuvent être différentes de celles employées en diagnostic et/ou en pronostic. Dans le
cas de l’approche de pronostic guidée par les données, la connaissance physique peut être obtenue
ou complétée par les experts du domaine concerné. Cependant, dans la pratique, cette expertise
peut manquer. On a alors tendance à extraire un nombre important de caractéristiques, ce qui
rend leur représentation et visualisation difficiles. Pour contourner cette situation, on projette les
caractéristiques dans un espace de dimension plus petite (généralement de deux ou trois) que celle
de l’espace d’origine, tout en gardant le maximum de variance dans les données. On parle ainsi
de réduction de caractéristiques. La représentation dans deux ou trois dimensions permet ainsi
de distinguer les différents stades de dégradation du composant. On peut également sélectionner
parmi toutes les caractéristiques extraites initialement celles qui sont les plus pertinentes au
regard de critères préalablement établis. Cela permet de ne garder qu’un nombre réduit de
caractéristiques.
Les indicateurs de santé sont des signaux construits soit à partir des données brutes, soit à
partir des caractéristiques extraites. Dans les deux cas, leur construction nécessite généralement
plusieurs étapes de traitement (fusion de données, filtrage, extraction de résidus, etc.).
Différents travaux sur l’extraction, réduction et sélection de caractéristiques ainsi que sur la
construction d’indicateurs de santé sont proposés dans la littérature scientifique [59,64,110,173].
Cependant, ces travaux pris individuellement n’abordent pas toutes les étaps citées ci-dessus. La
démarche que nous proposons dans ce chapitre se veut intégrée et met en œuvre des techniques
novatrices comme la décomposition modale empirique (Empirical Mode Decomposition : EMD)
et la transformée de Hilbert-Huang (Hilbert-Huang Transform : HHT).
Les contributions résumées dans ce chapitre sont, en grande partie, issues des travaux des thèse
de Diego Alejandro Tobon-Mejia et d’Ahmed Mosallam et du post-doctorat d’Abdenour Soualhi.
Elles ont fait l’objet de publications dans des revues [16,17,100,134] et des conférences interna-
tionales avec actes et comités de lecture [90, 96].
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2 Extraction de caractéristiques
Dans le cas du PHM, l’extraction de caractéristiques repose essentiellement sur des techniques
issues du traitement du signal. Ces techniques peuvent être regroupées dans deux catégories
principales selon que le signal à traiter est stationnaire ou non stationnaire [171]. Les signaux
stationnaires sont caractérisés par des propriétés statistiques invariantes dans le temps. Pour ces
signaux, on distingue deux groupes de techniques : le premier groupe génère des caractéristiques
temporelles et le second groupe des caractéristiques fréquentielles. Concernant les signaux non
stationnaires, ils sont caractérisés par des propriétés statistiques dépendantes du temps. Dans
cette catégorie, les aspects temporel et fréquentiel sont tous les deux pris en compte lors de
la génération de caractéristiques. La figure 2.3 donne un aperçu des techniques utilisées pour
l’extraction de caractéristiques.
Extraction de caractéristiques Données brutes 
Caractéristiques 
pertinentes 
Signaux stationnaires Signaux non stationnaires 
– RMS 
– Moyenne 
– Valeur crête  
– Facteur crête 
– Skewnnes  
– Kurtosis  
– Facteur de défaut 





– Analyse spectrale 




– Analyse de Fourier à court terme 
– Analyse cyclostationnaire 
– Distribution de Wigner-Ville 
– Analyse modale empirique (EMD) 
– Transformée en ondelettes 
– Décomposition en paquets 
d’ondelettes (WPD) 
– Transformée de Hilbert-Huang 
 
Temps-Fréquence 
Figure 2.3: Techniques d’extraction de caractéristiques [171].
Les techniques d’analyse temporelle [45,69,76,136,140] sont les plus anciennes et les plus faciles à
mettre en œuvre. Elles permettent d’extraire des caractéristiques temporelles des signaux bruts.
Parmi ces caractéristiques, on peut citer la moyenne, le carré de la moyenne quadratique (Root
Mean Square : RMS), la valeur pic, le kurtosis, le facteur de crête, etc. Leur utilisation suppose
que l’apparition d’un défaut ou d’une dégradation conduit à une variation significative des pa-
ramètres statistiques du signal. Les caractéristiques extraites avec ces techniques peuvent être
utilisées pour la détection de défauts, mais moins pour le diagnostic car elles ne permettent pas
toujours d’identifier le composant responsable de l’anomalie constatée. En outre, ces caractéris-
tiques génèrent souvent de fausses alarmes lorsque les signaux traités ne sont pas stationnaires.
La présence de bruits peut également altérer les résultats et empêcher d’avoir des détections
précoces des défauts.
L’analyse fréquentielle consiste à visualiser l’énergie du signal à différentes fréquences. En connais-
sant les conditions de fonctionnement du composant critique (vitesse, charge, géométrie des élé-
ments constitutifs, etc.), on peut extraire des caractéristiques permettant d’isoler les défauts qui
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peuvent survenir sur le composant. Ces caractéristiques sont aussi appelées signatures fréquen-
tielles. La technique la plus utilisée est la transformée de Fourier. Cependant, ce type d’analyse
ne convient pas aux signaux non stationnaires qui représentent la majeure partie des signaux
issus de dégradations. Cette analyse ne prend pas également en compte la dimension temporelle.
Dans ce cas, même si elle permet d’isoler le défaut, elle ne dit pas à quel instant ce dernier est
apparu.
Les techniques du domaine temps-fréquence sont principalement utilisées pour traiter des si-
gnaux non stationnaires. On y distingue la transformée de Fourier courte [7], la distribution de
Wigner-Ville [21], l’analyse en ondelettes notamment la décomposition en paquets d’ondelettes
(Wavelet Packet Decomposition : WPD) [77,107,110], la décomposition modale empirique [49] et
la transformée de Hilbert-Huang [47,48,50]. La transformée de Fourier courte segmente le signal
en fenêtres temporelles et applique ensuite la transformée de Fourier sur les fenêtres obtenues.
Cependant, la taille des fenêtres est difficile à choisir. Concernant la distribution de Wigner-
Ville, elle conduit parfois à l’apparition de termes croisés, ce qui peut conduire à des analyses
erronées. La décomposition en paquets d’ondelettes (WPD) consiste à utiliser une paire de filtres
passe-haut et passe-bas. Ces filtres permettent de réaliser une division du contenu fréquentiel
du signal brut en deux composantes (ou paquets), l’une contient les hautes fréquences et l’autre
les basses fréquences. Puis, ces paquets sont successivement injectés dans les filtres pour séparer
de nouveau en deux l’espace fréquentiel. Cette opération permet d’atteindre des niveaux de dé-
composition assez fins qui permettent de suivre l’évolution des fréquences, tout en gardant une
bonne résolution pour les phénomènes rapides et lents grâce à l’utilisation d’une ondelette mère
et des paramètres d’échelle et de translation [77,110,151,172]. La WPD peut être utilisée pour la
détection et le suivi de dégradations [165], mais son efficacité dépend fortement de la qualité des
signaux traités. Pour pallier à tous ces inconvénients, l’une des techniques la plus efficace pour
l’analyse des signaux non stationnaires est la transformée de Hilbert-Huang [50, 60, 116]. Elle
s’appuie sur deux techniques : l’EMD [39, 43, 49] et la transformée de Hilbert. L’EMD décom-
pose le signal en fonctions modales intrinsèques (Intrinsic Mode Functions : IMFs) représentant
les modes oscillatoires du signal. Ensuite, la transformée de Hilbert est appliquée sur chaque
IMF pour extraire les fréquences instantanées et les amplitudes instantanées. La transformée de
Hilbert-Huang permet ainsi une représentation tridimensionnelle (amplitude, fréquence, temps)
de chaque mode oscillatoire du signal.
La suite de cette section présente quelques-unes des méthodes mises en œuvre dans nos travaux
pour l’extraction de caractéristiques.
2.1 Caractéristiques temporelles
Elles concernent le calcul des paramètres statistiques du signal. Elles sont utilisées en clas-
sification, détection et diagnostic de défaillances où elles donnent des résultats acceptables.
Cependant, leur utilisation en pronostic peut conduire à des résultats peu satisfaisants. Ceci
est notamment dû au fait que les variations significatives liées à l’évolution des dégradations
n’apparaissent que lorsque l’état du composant est très dégradé (proche de sa fin de vie), ce
qui rend le pronostic moins opportun. Parmi les caractéristiques temporelles, on peut citer la
moyenne, le carré de la moyenne quadratique (Root Mean Square : RMS) qui correspond à
l’énergie moyenne du signal, la valeur de son pic qui peut renseigner sur la taille d’un défaut, le
kurtosis qui caractérise l’aspect impulsif du signal, le facteur de crête qui mesure les augmen-
tations rapides des vibrations dans les roulements et le skewness utilisé pour évaluer l’état de
surface d’un composant. Le tableau 2.1 donne des exemples de caractéristiques temporelles et
leurs formules mathématiques correspondantes. La figure 2.4 montre quelques caractéristiques
obtenues à partir de signaux vibratoires issus des expérimentations réalisées sur la plateforme
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Pronostia. Dans le tableau 2.1, st représente le signal brut, N le nombre de points enregistrés à
l’instant t et σs l’écart-type du signal.




































































Figure 2.4: Exemples de caractéristiques temporelles obtenues sur des signaux vibratoires : à
gauche le carré de la moyenne quadratique (RMS) et à droite le Kurtosis.
2.2 Caractéristiques fréquentielles
La technique la plus répandue pour extraire ce type de caractéristiques est la transformée de
Fourier utilisée dans sa version discrète et rapide (Fast Fourier Transform : FFT). La transformée
de Fourier discrète S(k) d’un signal échantillonné s(n) composé de N échantillons est donnée









0 ≤ k ≤ N (2.2)
La figure 2.5 montre le spectre de fréquence d’un signal vibratoire issu d’un roulement testé sur
la plateforme Pronostia.
D’autres grandeurs issues de l’analyse spectrale peuvent être aussi utilisées pour la détection












Figure 2.5: Transformée de Fourier rapide obtenue à partir du signal vibratoire d’une durée de
3h25.
et la localisation de défaillances. C’est le cas de la densité spectrale de puissance qui correspond





La densité spectrale de puissance représente la répartition de la puissance d’un signal suivant
les fréquences.
2.3 Caractéristiques temps-fréquence
Quatre techniques du domaine temps-fréquence ont été utilisées dans nos travaux pour la détec-
tion de défaillances, le suivi de l’état de santé de composants critiques et le pronostic de leurs
durées de vie avant défaillance. Il s’agit de la transformée de Fourier à court terme, de la WPD,
de l’EMD et de la transformée de Hilbert-Huang.
2.3.1 Transformée de Fourier à court terme
Elle est destinée aux signaux non stationnaires et consiste à appliquer la transformée de Fourier
sur une portion (une fenêtre) glissante, supposée stationnaire, du signal. Le résultat est une
représentation dans le temps du spectre de fréquence du signal. Les fréquences extraites peuvent
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ainsi être utilisées pour détecter et diagnostiquer des défaillances de composants critiques, no-
tamment des roulements. Cependant, pour obtenir des résultats fiables, il est indispensable de
bien choisir la largeur de la fenêtre dans laquelle la transformée est réalisée. La figure 2.6 montre
un résultat issu de la transformée de Fourier à court terme d’un signal de vibration prélevé sur
un roulement testé sur la plateforme Pronostia.
Figure 2.6: Résultat de la transformée de Fourier à court terme réalisée sur un signal de
vibration.
2.3.2 Décomposition en paquets d’ondelettes
La WPD a été développée et utilisée pour l’extraction de caractéristiques permettant de détecter
et suivre des défauts de roulements [77, 110, 150, 172, 173]. Elle permet d’analyser les signaux
non stationnaires et d’identifier les composantes fréquentielles d’un signal brut et son temps
d’apparition. Elle fait appel à deux paramètres :
– un paramètre d’échelle qui joue le rôle de la fréquence dans la transformée de Fourier. Un
paramètre d’échelle de petite valeur correspond à des fréquences élevées et inversement ;
– et un paramètre de translation qui joue le rôle de la position de la fenêtre dans la transformée
de Fourier courte. Ce paramètre concerne l’axe de temps.
Comme on peut le constater sur la figure 2.7, la décomposition en paquets d’ondelettes peut être
vue comme une arborescence. Dans cette représentation, le sommet de l’arbre est le signal brut,
puis le premier niveau est le résultat de la première décomposition. Les niveaux suivants sont le
résultat de l’application successive du processus de décomposition en paquets jusqu’à atteindre







Jf = niveau de décomposition.
Fs = fréquence d’échantillonnage.
Fd = fréquence de défaut maximale parmi les fréquences des éléments du roulement.
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0 – 16 kHz














Signal corrompue avec un bruit blanc 
temps (millisecondes)
0 – 4 kHz 4 – 8 kHz 12 – 16 kHz 8 – 12 kHz
0 – 2 kHz 2 – 4 kHz 6 – 8 kHz 4 – 6 kHz 14 – 16 kHz 12 – 14 kHz 8 – 10 kHz 10 – 12 kHz
Niveau 2
Niveau 3
Figure 2.7: Exemple de décomposition en paquets d’ondelettes.
Les caractéristiques extraites en utilisant la WPD correspondent aux coefficients d’énergie des
niveaux de décomposition (figure 2.8).























































Figure 2.8: Pourcentage d’énergie du signal de l’accéléromètre vertical (1) et horizontal (2) pour
les tests réalisés sous la condition numéro 1, après la décomposition en paquets d’ondelettes pour
la bande 1-800 Hz.
2.3.3 Décomposition modale empirique
L’EMD [49] consiste à décomposer tout signal x(t) en un ensemble de composantes appelées
fonctions modales intrinsèques (Intrinsic Mode Functions : IMFs) représentant ses modes oscil-
latoires simples. Généralement, la composante qui a la période la plus petite (haute fréquence)
est prise comme première IMF. Les composantes ayant les plus longues périodes (basses fré-
quences) sont ensuite décomposées dans l’ordre pour obtenir les IMFs suivantes. L’intérêt de
cette technique réside dans le fait qu’il est possible d’isoler les bandes de fréquence contenant
le défaut en ne retenant que les IMFs correspondantes. Un autre intérêt de cette méthode est
le fait que tout signal peut être reconstruit en additionnant ses différentes IMFs. Ainsi, il est
possible de filtrer le signal en éliminant les IMFs bruitées.
Une IMF est définie comme étant une fonction qui satisfait les conditions suivantes :
– les IMFs d’un signal x(t) sont différentes les unes des autres ;
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– chaque IMF possède le même nombre d’extremums et de passages par zéro. Il existe un seul
extremum entre deux passages successifs par zéro ;
– dans toutes les valeurs du signal x(t), le nombre d’extremums et le nombre de passages par
zéro doivent être soit identiques soit différents d’un au plus ;
– à chaque instant t, la valeur moyenne de l’enveloppe définie par le maximum local et l’enveloppe
définie par le minimum local est proche de zéro.
L’EMD décompose le signal x(t) en quatre étapes :
1. Identifier tous les maximums locaux et les relier entre eux par une ligne cubique pour
former l’enveloppe supérieure.
2. Répéter la procédure pour les minimums locaux pour construire l’enveloppe inférieure. Les
enveloppes supérieure et inférieure doivent couvrir toutes les données du signal entre elles.
3. La valeur moyenne des enveloppes supérieure et inférieure est notée m10 et est donnée par
l’expression suivante :
m10(t) = (xup(t) + xlow(t))/2 (2.5)
xup(t) est l’enveloppe supérieure et xlow(t) l’enveloppe inférieure du signal x(t). La diffé-
rence entre le signal x(t) et m10 donne la première composante (IMF) notée p10 (figures
2.9 et 2.10).
x(t)−m10(t) = p10(t) (2.6)
Si p10 satisfait la condition d’une IMF, alors elle est considérée comme la première com-
posante de x(t).
4. Sinon, elle est prise comme signal d’origine et les étapes 1 à 3 sont répétées. La deuxième
composante notée p11 est alors exprimée par l’équation suivante :
p11(t) = p10(t)−m10(t) (2.7)
Le processus résultant des quatre étapes précédentes est appelé tamisage (sifting en anglais) et
il est répété jusqu’à un instant k sur pik, jusqu’à ce que la courbe moyenne, entre les enveloppes
supérieure et inférieure, soit à tout point proche de zéro.
p1k(t) = p1(k−1)(t)−m1(k−1)(t) (2.8)
où m1(k−1) représente la moyenne des enveloppes supérieure et inférieure du signal p1(k−1).
La première composante (IMF) c1 = p1k représente la meilleure échelle ou la composante de la
plus petite période du signal x(t). L’extraction de c1k à partir de x(t) génère un premier résidu
noté r2.
r2(t) = r1(t)− c1(t) (2.9)
avec r1(t) = x(t). Le processus global de tamisage est répété n fois sur le signal r1 pour obtenir
les composantes (IMFs) successives, avec pour chacune une période croissante. Cela donne les n
IMFs du signal x(t) en utilisant l’équation suivante :
rn(t) = rn−1(t)− cn−1(t) (2.10)
Lorsque le signal rn devient monotone à partir duquel aucune IMF ne peut être extraite, le
processus de décomposition peut être arrêté. En utilisant les équations (2.9) et (2.10) il est




cj(t) + rn(t) (2.11)
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Figure 2.9: Signal x(t) et ses enveloppes supérieure et inférieure.
x(t)








IMF 1;   iteration 1
p10(t) p10(t) = x(t) – m10(t)m11
Figure 2.10: La première IMF extraite.
où la dernière composante rn, considérée comme résidu, est la tendance moyenne du signal x(t).
Le processus d’extraction des IMFs est résumé sur la figure 2.11. Du haut en bas, les IMFs c1,
c2..., cn comportent différentes bandes de fréquence. La bande de fréquence de chaque IMF est
différente d’une IMF à une autre et change en fonction du signal x(t).
La figure 2.12 montre deux allures du résidu obtenu par l’EMD sur deux roulements, l’un neuf
l’autre dégradé.
2.3.4 Transformée de Hilbert-Huang
La transformée de Hilbert-Huang [47, 48, 50] a été utilisée dans différentes applications, tel
que le traitement de signal biomédical [52, 53, 82], la géophysique [33, 161, 166], le traitement
d’image [109], le diagnostic [8, 23, 84], mais peu en pronostic de défaillances. Dans nos travaux,
nous l’avons utilisée pour extraire des caractéristiques pertinentes et pour suivre l’état de santé
de roulements [134].
La transformée de Hilbert-Huang est réalisée en deux étapes. La première étape concerne la
décomposition modale empirique [49]. La seconde étape concerne la transformée de Hilbert ap-
pliquée sur chacune des IMFs obtenues par l’EMD afin d’extraire les fréquences et les amplitudes
instantanées du signal d’origine. Ces deux informations sont nécessaires pour calculer le spectre
marginal de Hilbert. Le résultat de la transformée de Hilbert-Huang est une représentation en
trois dimensions (amplitude - fréquence - temps) du signal.
La forme analytique d’une IMF notée cAi (t), 1 ≤ i ≤ n, est définie comme suit :
cAi (t) = ci(t) + jc
H
i (t) = ai(t) e
jθi(t) , 1 ≤ i ≤ n (2.12)







t− s ds (2.13)
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Début 
Entrée : ri(t)=x(t) 
i=1; k=1 
pi(k-1)(t)=ri(t)  
Identifier les maximums et 
les minimums de pi(k-1)(t)  
Connecter les maximums 
et les minimums par une 
ligne cubique   






ci(t)  = pik(t) 









Figure 2.11: Processus de décomposition en IMFs.























































Residual of the degraded bearing
Residual of the non degraded bearing
(c) Résidus des deux roulements.
Figure 2.12: Variation du résidu de l’EMD en fonction de l’état du composant.
avec P la valeur principale de Cauchy.
Les coordonnées polaires de la forme analytique de l’IMF ci(t) permet d’obtenir l’amplitude
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où Re est la partie réelle et T la longueur du signal x(t). Le signal x(t) est représenté par une
distribution temps-fréquence. La transformée de Hilbert du signal x(t) est définie par :
H (f, t) =
n∑
i=1
Hi (f, t) =
n∑
i=1
a2i (fi, t) (2.17)
où Hi(f, t) correspond à la distribution temps-fréquence obtenue à partir de la ime IMF du signal
x(t) et ai(f, t) combine l’amplitude ai(t) et la fréquence instantanée fi(t) de l’IMF.
La figure 2.13 montre un exemple de résultat obtenu par la transformée de Hilbert-Huang sur
des données issues de la plateforme Pronostia.
3 Réduction de caractéristiques
Pour mieux visualiser et suivre la forme des caractéristiques, on les projette dans un espace
de dimension réduite (généralement deux ou trois dimensions) en utilisant des méthodes de
réduction linéaires ou non linéaires (figure 2.14). Dans nos travaux de recherche [16,17,97,100],
nous avons fait appel à trois méthodes : l’Analyse en Composantes Principales (ACP), l’ACP à
noyau et l’Isomap (Isometric feature mapping). Dans cette section nous rappellerons brièvement
ces méthodes et donnerons quelques résultats.
3.1 Méthode linéaire : analyse en composantes principales
L’ACP est une méthode de réduction linéaire utilisée pour la réduction et la visualisation de
données ainsi que pour l’extraction de caractéristiques [19, 61]. Elle consiste à projeter les don-
nées à réduire dans un espace linéaire, de dimension plus petite, formé par les composantes
principales de telle sorte que la variance des données projetées soit maximale. Le principe de
l’ACP est illustré sur la figure 2.15.
Soit X une matrice de données (ou de caractéristiques) de dimensionM×N , oùM représente le
nombre d’observations et N les vecteurs de caractéristiques. On notera x1, x2, ..., xN les vecteurs
colonnes de la matrice X. La visualisation et le traitement des caractéristiques (classification,
















































































































































































































































Figure 2.13: Exemples de résultats obtenus sur des signaux vibratoires issus de la plateforme
Pronostia : (a) EMD d’un roulement neuf, (b) EMD d’un roulement défaillant, (c) HHT d’un








• Analyse en composantes principales 
• Analyse discriminante 
• Positionnement multidimensionnel  
• Analyse en composantes principales à noyau 
• Isomap 
• Plongement localement linéaire 
Figure 2.14: Méthodes de réduction de données.
u1 x2 
x1 
Figure 2.15: Principe de l’analyse en composantes principales.
conduire à des résultats insatisfaisants. L’objectif de l’ACP est donc de projeter les caractéris-
tiques dans un espace formé par p axes (composantes principales), avec p < N , afin de mieux les
visualiser, traiter et analyser. Les étapes utilisées pour la réalisation d’une ACP sont résumées
ci-dessous.
1. Calculer la moyenne µi, i = 1, ..., N , de chaque vecteur colonne (caractéristique).
2. Centrer les caractéristiques en soustrayant la moyenne de chaque caractéristique de son
vecteur correspondant : xi − µi, i = 1, ..., N .
3. Calculer la matrice de covariance S de la matrice de caractéristiques centrées. La matrice
de covariance est de dimension N ×N .
4. Calculer les valeurs propres λi, i = 1, ..., N ainsi que les vecteurs propres vi, i = 1, ..., N
de la matrice de covariance obtenue.
5. Ordonner les valeurs propres obtenues dans l’ordre décroissant (de la plus grande valeur à
la plus petite valeur).
6. Garder les p vecteurs propres correspondant aux p plus grandes valeurs propres de telle







. Dans la pratique,
la valeur minimale de variance retenue est de 75 %.
7. Normaliser les vecteurs propres retenus pour que leur norme soit égale à 1. Les vecteurs nor-
més obtenus ui = 1√Nλi vi, i = 1, ..., p, représentent les composantes principales et forment
le nouvel espace dans lequel les données sont projetées (nouvel espace de représentation).













































Figure 2.16: Réduction de trois à deux dimensions en utilisant l’ACP.
3.2 Méthodes non linéaires
3.2.1 ACP à noyau
Lorsque les données présentent une structure non linéaire, leur représentation et traitement
dans l’espace de représentation d’origine, ou dans un espace de dimension réduite, conduit à
des résultats non concluants. Pour y remédier, on cherche une transformation non linéaire φ qui
projette les données dans un espace de dimension plus grande (appelé espace de re-description)
dans lequel le traitement (partitionnement, classification, projection, etc.) devient possible. Ainsi,
chaque donnée xi est transformée en φ(xi). On procède ensuite à une ACP dans l’espace de re-
description, ce qui revient à faire une ACP non linéaire dans l’espace de représentation d’origine
[19]. La figure 2.17 illustre le principe de transformation non linéaire des données. Les données
d’origine (côté gauche) sont projetées par une transformation non linéaire φ dans un espace de re-
description (côté droit). Les lignes vertes dans l’espace de re-description indiquent la projection






Figure 2.17: Principe de l’ACP à noyau, d’après [19].
Cependant, dans la pratique la fonction de transformation non linéaire φ n’est pas évidente à
trouver. En outre, les calculs (souvent des produits scalaires < φ (xi) .φ (xj) >) sont difficiles,
voire impossibles, à réaliser dans l’espace de re-description. Pour contourner cette difficulté,
on fait appel à ce qui est appelé astuce de noyau (kernel trick) [19]. Le concept de noyau est
introduit en 1964 par Aizermann et al. [5], il est ensuite rendu populaire par les travaux de
Boser et al. sur les machines à vecteurs de support [22]. Il consiste à remplacer le calcul du
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produit scalaire difficile à réaliser dans l’espace de re-description par une fonction noyau k(x, y),
continue, symétrique et semi-définie positive telle que k (xi, xj) =< φ (xi) .φ (xj) >. Ainsi, le
résultat de la fonction noyau, facile à réaliser, revient à faire le produit scalaire dans l’espace
de re-description. La preuve de cette équivalence de calcul a été formulée par le théorème de
Mercer [94]. Dans la pratique, les fonctions noyau les plus utilisées sont :





)d, avec c une constante réelle et d un entier ;
– Gaussienne : k (xi, xj) = e
−‖xi−xj‖
2
2σ2 , avec σ une constante réelle.
Soit une matrice de données (caractéristiques) composée de M lignes (observations) et N co-
lonnes (caractéristiques). La procédure permettant de remplacer la transformation non linéaire
par une fonction noyau est est résumée par les étapes suivantes.
1. Choisir une fonction noyau (linéaire, polynômiale ou Gaussienne).
2. Calculer le noyau (kernel), appelé aussi matrice de Gram : matrice de dimension N × N
où la case ij contient le résultat de la fonction noyau entre les variables xi et xj (à noter
que cette matrice est équivalente à l’espace de produit scalaire à réaliser dans l’espace de
re-description).
3. Utiliser l’algorithme de traitement (classification, SVM, SVR, ACP, etc.) sur le noyau
obtenu.
4. Le traitement réalisé dans ce noyau est équivalent au traitement à réaliser dans l’espace
















Figure 2.18: Résumé de la démarche de l’astuce du noyau.
L’ACP à noyau utilise l’astuce du noyau pour trouver les composantes principales sur lesquelles
seront projetées les données transformées dans l’espace de re-description. Les étapes de l’ACP
à noyau sont résumées ci-dessous.
1. Centrer les données de la matrice X.
2. Choisir une fonction noyau k(x, y), généralement polynômiale ou Gaussienne.
3. Calculer la matrice de Gram K : matrice dans laquelle chaque case ij correspond à la
valeur prise par la fonction k (xi, xj).
4. Calculer la matrice de Gram modifiée : K˜ = K − 1NK −K1N + 1NK1N où 1N est une
matrice dont la valeur de chaque élément est égale à 1/N .
5. Calculer les valeurs propres λi, i = 1, ..., N ainsi que les vecteurs propres vi, i = 1, ..., N
de la matrice K.
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6. Ordonner les valeurs propres obtenues dans l’ordre décroissant (de la plus grande valeur à
la plus petite valeur).
7. Garder les p vecteurs propres correspondant aux p plus grandes valeurs propres de telle








8. Normaliser les p vecteurs propres retenus pour que leur norme soit égale à l’unité : ui =
1√
Nλi
vi, i = 1, ..., p.
9. Projeter les données sur les vecteurs normées.
La figure 2.19 montre un résultat d’une ACP à noyau sur des données de vibration.
Figure 2.19: Résultat d’une ACP à noyau sur des données prises de Pronostia.
3.2.2 ISOMAP
L’Isomap [141] est une technique de réduction de dimension dont le but est de projeter la variété
(espace topologique localement euclidien) formée par les données d’origine dans un espace de
dimension réduite de telle sorte que les distances géodésiques entre les points de la variété soient
préservées. L’Isomap prend comme entrées les distances dX(j, i) entre toutes les paires de points
(observations de dimension M) de la matrice de caractéristiques X. Elle retourne en sortie les
composantes des vecteurs yp, avec p = 1, ..., P et p < N , formant l’espace de représentation de
dimension réduite.
L’algorithme de mise en œuvre de l’Isomap comporte trois étapes [141], elles sont décrites ci-
dessous et illustrées sur la figure 2.20.
1. Construire le graphe de voisinage : définir le graphe G à partir des données en connectant
les points i et j si i est un des k plus proches voisins de j. La longueur de l’arête entre le
point i et le point j est égale à dX(i, j).
2. Calculer la matrice DG = {dG (i, j)} où dG (i, j) représente la distance du chemin le plus
court entre le point i et le point j.
3. Construire l’espace de projection de dimension réduite : pour cela, on calcule d’abord
la matrice τG = −HSH2 où S est la matrice des distances quadratiques (Sij = D2ij) et




1 si i = j
0 si i 6= j . Ensuite, on calcule et classe dans l’ordre décroissant les valeurs propres
λn (n = 1, ..., N). Puis, on retient les P valeurs propres les plus significatives et leur vec-
teurs propres correspondants. Enfin, on calcule les vecteurs formant l’espace de projection





où yip est la ime composante du vecteur yp, λp est la pme valeur propre et vip est la ime
composante du vecteur propre vp.
converts distances to inner products (17),
which uniquely characterize the geometry of
the data in a form that supports efficient
optimization. The global minimum of Eq. 1 is
achieved by setting the coordinates yi to the
top d eigenvectors of the matrix t(DG) (13).
As with PCA or MDS, the true dimen-
sionality of the data can be estimated from
the decrease in error as the dimensionality of
Y is increased. For the Swiss roll, where
classical methods fail, the residual variance
of Isomap correctly bottoms out at d 5 2
(Fig. 2B).
Just as PCA and MDS are guaranteed,
given sufficient data, to recover the true
structure of linear manifolds, Isomap is guar-
anteed asymptotically to recover the true di-
mensionality and geometric structure of a
strictly larger class of nonlinear manifolds.
Like the Swiss roll, these are manifolds
whose intrinsic geometry is that of a convex
region of Euclidean space, but whose ambi-
ent geometry in the high-dimensional input
space may be highly folded, twisted, or
curved. For non-Euclidean manifolds, such as
a hemisphere or the surface of a doughnut,
Isomap still produces a globally optimal low-
dimensional Euclidean representation, as
measured by Eq. 1.
These guarantees of asymptotic conver-
gence rest on a proof that as the number of
data points increases, the graph distances
dG(i, j) provide increasingly better approxi-
mations to the intrinsic geodesic distances
dM(i, j), becoming arbitrarily accurate in the
limit of infinite data (18, 19). How quickly
dG(i, j) converges to dM(i, j) depends on cer-
tain parameters of the manifold as it lies
within the high-dimensional space (radius of
curvature and branch separation) and on the
density of points. To the extent that a data set
presents extreme values of these parameters
or deviates from a uniform density, asymp-
totic convergence still holds in general, but
the sample size required to estimate geodes-
ic distance accurately may be impractically
large.
Isomap’s global coordinates provide a
simple way to analyze and manipulate high-
dimensional observations in terms of their
intrinsic nonlinear degrees of freedom. For a
set of synthetic face images, known to have
three degrees of freedom, Isomap correctly
detects the dimensionality (Fig. 2A) and sep-
arates out the true underlying factors (Fig.
1A). The algorithm also recovers the known
low-dimensional structure of a set of noisy
real images, generated by a human hand vary-
ing in finger extension and wrist rotation
(Fig. 2C) (20). Given a more complex data
set of handwritten digits, which does not have
a clear manifold geometry, Isomap still finds
globally meaningful coordinates (Fig. 1B)
and nonlinear structure that PCA or MDS do
not detect (Fig. 2D). For all three data sets,
the natural appearance of linear interpolations
between distant points in the low-dimension-
al coordinate space confirms that Isomap has
captured the data’s perceptually relevant
structure (Fig. 4).
Previous attempts to extend PCA and
MDS to nonlinear data sets fall into two
broad classes, each of which suffers from
limitations overcome by our approach. Local
linear techniques (21–23) are not designed to
represent the global structure of a data set
within a single coordinate system, as we do in
Fig. 1. Nonlinear techniques based on greedy
optimization procedures (24–30) attempt to
discover global structure, but lack the crucial
algorithmic features that Isomap inherits
from PCA and MDS: a noniterative, polyno-
mial time procedure with a guarantee of glob-
al optimality; for intrinsically Euclidean man-
Fig. 2. The residual
variance of PCA (open
triangles), MDS [open
triangles in (A) through
(C); open circles in (D)],
and Isomap (Þlled cir-
cles) on four data sets
(42). (A) Face images
varying in pose and il-
lumination (Fig. 1A).
(B) Swiss roll data (Fig.
3). (C) Hand images
varying in Þnger exten-
sion and wrist rotation
(20). (D) Handwritten
Ò2Ós (Fig. 1B). In all cas-
es, residual variance de-
creases as the dimen-
sionality d is increased.
The intrinsic dimen-
sionality of the data
can be estimated by
looking for the ÒelbowÓ
at which this curve ceases to decrease signiÞcantly with added dimensions. Arrows mark the true or
approximate dimensionality, when known. Note the tendency of PCA and MDS to overestimate the
dimensionality, in contrast to Isomap.
Fig. 3. The ÒSwiss rollÓ data set, illustrating how Isomap exploits geodesic
paths for nonlinear dimensionality reduction. (A) For two arbitrary points
(circled) on a nonlinear manifold, their Euclidean distance in the high-
dimensional input space (length of dashed line) may not accurately
reßect their intrinsic similarity, as measured by geodesic distance along
the low-dimensional manifold (length of solid curve). (B) The neighbor-
hood graph G constructed in step one of Isomap (with K 5 7 and N 5
1000 data points) allows an approximation (red segments) to the true
geodesic path to be computed efÞciently in step two, as the shortest
path in G. (C) The two-dimensional embedding recovered by Isomap in
step three, which best preserves the shortest path distances in the
neighborhood graph (overlaid). Straight lines in the embedding (blue)
now represent simpler and cleaner approximations to the true geodesic
paths than do the corresponding graph paths (red).
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Figure 2.20: Illustrati n des étapes de l’Isomap, d’après [141] : (A) distance géodésique entre
deux points, (B) graphe de voisinage et approximation de la distance géodésique par le chemin
le plus court entre les deux points sur le graphe, (C) projection des données dans un espace de
dimension 2 où la distance géodésique est maintenant approximée par la ligne droite.
La mise en œuvre de l’Isomap nécessite deux paramètres :
– k : nombre de voisins ou rayon r de la sphère contenant le voisinage ;
– d : nombre de valeurs propres significatives à retenir, c.à.d. la dimension de l’espace de pro-
jection.
Cette méthode a été appliquée avec succès sur les données du « PHM challenge 2010 » [145],
relatives à l’usure des outils de coupe, et sur les données de la plateforme Pronostia [16, 17]
(figure 2.21).
























































































Figure 2.21: Extraction de deux, puis d’une caractéristique à partir du Kurtosis, du RMS et
de l’écart type en utilisant l’Isomap.
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4 Sélection de caractéristiques
D’après [18], la sélection de caractéristiques consiste à choisir un sous-ensemble optimal de carac-
téristiques pertinentes à partir d’un ensemble initial selon un critère de performance prédéfini.
Dans ce cas, on part de l’hypothèse que les caractéristiques extraites ne sont pas toutes utiles
pour la modélisation et le suivi de la dégradation. En sélectionnant les caractéristiques perti-
nentes, on réduit leur nombre et on gagne en temps de calcul lors des phases d’apprentissage et
d’exploitation.
La sélection de caractéristiques peut être réalisée selon deux approches [41,101] : la notation des
caractéristiques (features ranking) et le sous-ensemble de caractéristiques (subset selection).
La notation des caractéristiques consiste à donner une note (ou poids) à chaque caractéristique
sur la base de critères prédéfinis (entropie, corrélation, information mutuelle, etc.) pour sélec-
tionner les n meilleures d’entre elles. Cette approche est facile à mettre en œuvre. Cependant,
le choix du paramètre n n’est pas toujours évident à définir.
La sélection du sous-ensemble consiste à déterminer automatiquement le plus petit sous-ensemble
de caractéristiques toujours sur la base de critères prédéfinis.
Les méthodes de sélection de caractéristiques peuvent être classées en trois catégories [42] :
les méthodes de filtrage (filter methods), les méthodes de couverture (wrapper methods) et les
méthodes embarquées (embedded methods). La première catégorie évalue la pertinence d’une
caractéristique ou d’un ensemble de caractéristiques pour une tâches donnée. La deuxième teste
l’efficacité d’un algorithme sur des sous-ensembles de caractéristiques et retient celui qui donne
le meilleur résultat. Enfin, la troisième considère la sélection comme faisant partie de la procé-
dure d’apprentissage de l’algorithme utilisé pour réaliser une fonction désirée (partitionnement,
classification, etc.).
Dans les travaux de thèse d’Ahmed Mosallam nous avons proposé un algorithme de sélection non
supervisée de caractéristiques [100]. Cet algorithme commence par calculer une mesure d’incerti-
tude symétrique par paires (pairwise symmetrical uncertainty) SU sur toutes les caractéristiques
extraites. Cette mesure est définie par l’équation suivante :
SU(X,Y ) = 2× I(X,Y )
H(X) +H(Y )
(2.18)
où I(X,Y ) est l’information mutuelle entre deux variables (caractéristiques) X et Y , et H(X)
et H(Y ) représentent l’information d’entropie pour chacune des variables. Ensuite, l’algorithme
mesure la distance entre toutes les paires de variables en utilisant le partitionnement hiérarchique
(hierarchical clustering), comme cela est montré sur la figure 2.22. Enfin, l’algorithme note
chaque partition (cluster) en fonction de la qualité de l’information contenue dans les variables
qui le composent. La figure 2.23 montre un exemple de caractéristiques sélectionnées en utilisant
l’algorithme proposé.
5 Construction d’indicateurs de santé
Nous avons proposé dans les travaux de thèse d’A. Mosallam et du post-doctorant A. Soualhi
deux approches pour construire des indicateurs de santé : la première approche repose sur la
sélection/réduction de caractéristiques et la décomposition modale empirique [16, 17, 97] et la
seconde approche est basée sur la transformée de Hilbert-Huang [134].
75
Figure 2.22: Dendogramme obtenu à partir du partitionnement sur les distances de similarité
par paire.
Figure 2.23: Exemple de deux groupes de caractéristiques : à gauche une forte corrélation entre
trois variables et à droite une faible corrélation entre deux variables.
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5.1 Indicateurs de santé obtenus par sélection - réduction et EMD












Figure 2.24: Construction d’indicateurs de santé par sélection - réduction - EMD.
– Signaux : données de surveillance fournies par les capteurs. Ils peuvent être de différents types :
vibration, température, humidité, courant, tension, etc.
– Sélection de caractéristiques : pour chaque historique de données, on applique l’algorithme
de sélection de caractéristiques basé sur l’information mutuelle développé dans la thèse d’A.
Mosallam [100] et présenté dans la section 4. Dans cet algorithme, les caractéristiques qui
reviennent fréquemment (plus de 50% du temps) sont sélectionnées et retenues pour la suite
du traitement.
– Réduction de caractéristiques : les caractéristiques retenues sont réduite en une seule com-
posante en utilisant l’ACP. La composante extraite correspond alors à l’intervalle de temps
[0, t], t étant l’instant courant. Ce processus est répété tout au long de la durée de vie des
composants critiques pour générer des signaux de durées égales aux durées des historiques de
données correspondants.
– Décomposition modale empirique : pour chaque signal obtenu à l’instant t par l’ACP, on extrait
son résidu en utilisant l’EMD. Cette étape est répétée sur chacun des composants critiques.
Pour rappel, l’EMD permet de séparer les différentes composantes d’un signal. En plus des
IMFs du signal d’origine, l’EMD génère un résidu qui prend une allure quasi constante pour un
composant critique en bon état de fonctionnement et une allure variable pour un composant
critique en dégradation. Le résidu présentant une allure variable et monotone (croissante ou
décroissante) est alors considéré comme indicateur de santé.
Les figures 2.25 et 2.26 montrent des exemples d’indicateurs de santé obtenus sur des données
de roulements.
5.2 Indicateurs de santé générés en utilisant la transformée de Hilbert-
Huang
Les indicateurs obtenus par l’EMD sont purement temporels et l’information fréquentielle n’y est
pas explicitement représentée. Par conséquent, dans certaines applications tels que les roulements
ou les engrenages, ces indicateurs sont moins efficaces pour révéler la dégradation et la suivre
dans le temps. Pour y remédier, nous avons proposé dans le cadre des travaux du post-doctorant
A. Soualhi [134] d’utiliser comme indicateurs les densités spectrales de Hilbert. Les indicateurs
obtenus par cette méthode permettent de réaliser une analyse spectrale locale sur les IMFs issues
de l’EMD. Ils ont ainsi un triple intérêt : ils permettent 1) de détecter l’instant pendant lequel
la dégradation s’est produite en comparant la fréquence instantanée à la signature du défaut, 2)
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Figure 2.25: Indicateurs de santé obtenus sur des données de la plateforme Pronostia.



























Figure 2.26: Indicateurs de santé obtenus sur des données de la NASA [143].
de localiser l’élément responsable de la dégradation et 3) de suivre l’évolution de la dégradation
en suivant la variation de la densité spectrale de Hilbert de chaque fréquence caractéristique.
Les étapes de cette démarche sont résumées sur la figure 2.27 et brièvement décrites ci-dessous.
– Signal brut : image prise à l’instant t de l’historique de données (un fichier de l’historique de
données).
– EMD : elle est appliquée sur le signal brut pour obtenir plusieurs IMFs, chacune d’une durée
égale à la durée du signal brut.
– Transformée de Hilbert : elle est appliquée sur chaque IMF extraite précédemment, avec ai
l’amplitude instantanée.
– Densité spectrale de Hilbert : calculée pour chaque IMF.
– Sélection des IMFs : les IMFs retenues sont celles qui maximisent la densité spectrale de Hilbert
autour des fréquences caractéristiques des défauts. Pour chaque fréquence caractéristique, on
regarde parmi toutes les IMFs celle qui maximise la densité spectrale de Hilbert sur cette
fréquence et on la garde. On obtient ainsi une seule IMF pour une fréquence donnée. Cela
permet d’avoir au minimum une IMF (la même pour toutes les fréquences caractéristiques)
et au maximum trois IMFs différentes (une pour chaque fréquence). La valeur de chaque
IMF retenue est prise comme valeur de l’indicateur de santé, ce qui conduit au total à trois
indicateurs (un par fréquence caractéristique).
La figure 2.28 illustre par un exemple le principe de sélection de l’IMF d’intérêt en fonction de la
valeur maximale de la densité spectrale de Hilbert. Sur cette figure, l’IMF numéro 6 est retenue
car elle maximise la densité spectrale de Hilbert autour de la fréquence caractéristique. La figure
2.29 montre trois indicateurs, un par fréquence caractéristique.
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Figure 2.27: Démarche de construction d’indicateurs de santé en utilisant la transformée de
Hilbert-Huang.


















































































Figure 2.28: Illustration de la sélection des IMFs.
79























Début de la dégradation 
Fréquence billes (fb) 
























Début de la dégradation 
Fréquence bague externe(for) 
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Figure 2.29: Indicateurs de santé obtenus en utilisant la transformée de Hilbert-Huang.
6 Conclusion
Dans ce chapitre, nous avons abordé la problématique globale du traitement des données de sur-
veillance pour extraire des caractéristiques pertinentes et construire des indicateurs permettant
de suivre l’état de santé de composants critiques. L’objectif est de transformer les signaux bruts
fournis par les capteurs en signaux utiles permettant ultérieurement de détecter le déclenche-
ment d’une dégradation, de diagnostiquer sa cause, de prédire sa progression et de prendre des
décisions en conséquence. La solution à cette problématique a été réalisée en quatre étapes :
l’extraction de caractéristiques, la réduction de caractéristiques, la sélection de caractéristiques
et la construction d’indicateurs de santé.
Concernant l’extraction de caractéristiques, nous avons fait appel à différentes méthodes pour
générer des caractéristiques dans les domaines temporel, fréquentiel et temps-fréquence sur des
signaux stationnaires et non stationnaires. Les caractéristiques temporelles sont les plus faciles
à obtenir et à mettre en œuvre. Elles sont efficaces en détection de défaillances, mais moins en
diagnostic et en pronostic. En effet, en diagnostic elles ne permettent pas de remonter à la cause
de la défaillance et, en pronostic, leur progression ne laisse pas suffisamment de temps pour
anticiper la défaillance. Les caractéristiques fréquentielles permettent d’extraire des signatures
utilisables en diagnostic de défauts des systèmes impliquant notamment les roulements et les
engrenages. Cependant, elles ne permettent pas d’identifier avec précision le moment pendant
lequel a eu lieu le défaut ou la défaillance. Elles sont également plus gourmandes en temps
de calcul que les caractéristiques temporelles. Concernant les caractéristiques temps-fréquence,
elles offrent une vision tridimensionnelle du signal (amplitude - temps - fréquence). Elles peuvent
ainsi être utilisées en détection, en diagnostic et en pronostic de défaillances. La méthode la plus
prometteuse dans ce domaine est sans doute la transformée de Hilbert-Huang. Elle repose sur
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la transformée de Hilbert appliquée sur les IMFs extraites du signal d’origine où chaque IMF
représente un mode oscillatoire particulier. On obtient ainsi des amplitudes instantanées et des
fréquences instantanées pour chaque mode oscillatoire du signal d’origine, ce qui permet d’avoir
un niveau d’analyse très fin.
Dans la pratique, les caractéristiques extraites peuvent être nombreuses, ce qui rend leur re-
présentation, visualisation et analyse difficiles. Pour résoudre cette problématique, nous avons
proposé d’utiliser des méthodes linéaires et non linéaires de réduction de caractéristiques. La
méthode de réduction linéaire la plus répandue est l’ACP. Cependant, elle n’est pas toujours
adaptée, car les caractéristiques extraites sont souvent non linéaires. Pour y remédier, nous avons
proposé d’utiliser l’ACP à noyau ou mieux encore l’Isomap. Cette dernière vise à projeter les
données initiales, qui sont difficiles à réduire linéairement dans leur espace de représentation
d’origine, dans un espace de représentation de dimension plus élevée dans lequel la réduction li-
néaire des données projetées devient possible. La réduction linéaire réalisée dans le nouvel espace
est alors équivalente à une réduction non linéaire dans l’espace d’origine. C’est donc une méthode
adaptée à la nature des caractéristiques extraites dans la majeure partie des applications.
La sélection de caractéristiques vise à choisir un sous-ensemble de caractéristiques parmi celles
initialement extraites. Elle permet de ne garder que les caractéristiques pertinentes en fonction
de la tâche à réaliser. En effet, les caractéristiques utilisées dans la détection peuvent être dif-
férentes de celles employées en diagnostic ou encore en pronostic de défaillances. La sélection
permet également de réduire les temps de calcul et d’inférence et d’améliorer l’applicabilité des
algorithmes de PHM développés. Dans ce contexte, nous avons proposé une méthode de sélection
supervisée basée sur une mesure d’incertitude symétrique et applicable sur des signaux capteurs
ainsi que sur des caractéristiques brutes.
Enfin, dans ce chapitre, nous avons abordé la problématique de construction d’indicateurs de
santé. Ces derniers constituent un moyen de suivre et de rendre compte de l’état de santé des
composants critiques. Ils peuvent être obtenus à partir des signaux fournis par les capteurs
ou à partir d’un ensemble de caractéristiques après un processus comportant des étapes de
sélection et/ou de réduction. Dans ce cadre, nous avons fait appel à deux méthodes, il s’agit
de l’EMD et de la HHT. L’EMD vise à décomposer le signal d’origine en plusieurs signaux
plus un résidu. Ce dernier présente une allure constante pour un composant sain et une allure
monotone croissante ou décroissante pour un composant en dégradation. Quant à la HHT, elle
offre un niveau d’analyse temps-fréquence très fin et permet d’extraire des indicateurs pertinents
utilisables en détection, diagnostic et pronostic de défaillances.
Dans la pratique, l’une des difficultés majeures du traitement des données est liée à l’identification
des caractéristiques et des indicateurs de santé à générer à partir des signaux disponibles pour
représenter le mécanisme de dégradation du composant.
Les caractéristiques et les indicateurs obtenus dans ce chapitre sont, pour la plupart, corrélés
avec la dégradation mais sans causalité physique avec cette dernière. Cela signifie qu’il existe un
lien entre la progression de la dégradation et la variation des caractéristiques et des indicateurs
de santé, mais cela ne permet pas de la quantifier (comme par exemple déterminer la taille
d’une fissure, la direction de sa propagation, le seuil limite accepté, etc.). En résumé, il n’est
pas toujours aisé de déduire une interprétation physique des caractéristiques ou des indicateurs
construits. Ce lien physique entre d’un côté les caractéristiques et les indicateurs de santé et de
l’autre côté le comportement de la dégradation constitue un verrou majeur qu’il faudra lever
dans nos futurs travaux.
Les caractéristiques extraites et les indicateurs de santé construits dans ce chapitre seront utilisés




Modélisation de la dégradation
1 Introduction
Ce chapitre est consacré à la modélisation de la dégradation du composant critique. Il présente
la démarche proposée et les outils utilisés dans nos travaux de recherche. L’objectif étant de
transformer les caractéristiques extraites et les indicateurs de santé construits dans le chapitre
précédent en modèles capables de renseigner sur le déclenchement et l’évolution de la dégradation
(figure 3.1).







Figure 3.1: Transformation des données de surveillance en modèles.
Pour modéliser la dégradation du composant critique, nous avons besoin d’outils adéquats. Le
choix de ces derniers est conditionné par un certain nombre de critères parmi lesquels le type
de données à modéliser (mono-dimensionnelles, multi-dimensionnelles, continues, discrètes, dé-
terministes, incertaines, etc.), la nature du phénomène de dégradation mis en jeu (déterministe,
probabiliste, stochastique, linéaire, stationnaire, etc.) et les condition de sollicitation ou de fonc-
tionnement considérées.
Dans le cas de l’approche de pronostic guidée par les données, nous avons recensé différents
outils de modélisation proposés dans la littérature scientifique. Les plus répandus sont les ré-
seaux de neurones, les filtres de Kalman, le filtre particulaire, l’analyse de tendance et les ré-
gressions, les chaînes de Markov cachées, les processus stochastiques et les modèles de fiabi-
lité [44, 56,74,131,150].
Dans nos travaux, nous avons choisi d’utiliser trois catégories d’outils : les réseaux Bayésiens
dynamiques [91, 148, 150], les modèles de régression non linéaires notamment les machines à
vecteurs de support pour la régression (Support Vector Machines : SVRs) [16, 17, 134] et les
processus de Gauss pour la régression (Gaussian Process Regression : GPR) [99]. Ce choix est
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justifié par le fait que d’un côté, les RBDs généralisent les chaînes de Markov cachées et les filtres
de Kalman [105] et que de l’autre côté, les SVRs et les GPRs offrent plus de possibilités que les
régressions classiques pour la modélisation de l’incertitude et des non linéarités des données.
Pour modéliser la dégradation, nous avons fait appel à deux catégories de données (cf. figure
3.2) : 1) matrice de caractéristiques pour les RBDs (travaux réalisés dans le cadre de la thèse
CIFRE de D. A. Tobon-Mejia) et 2) séries temporelles (indicateurs de santé) pour les régressions
(travaux de la thèse d’A. Mosallam et du post-doctorant A. Soualhi).
Matrice de caractéristiques 
Indicateurs de santé 
Réseaux Bayésiens 
Dynamiques 
Régressions non linéaires  
État courant, durées de 
séjour dans les états, 
prédiction de l’état futur 
Valeurs actuelle et future 
de l’indicateur de santé   
Sélection / réduction 





Figure 3.2: Données d’entrée des outils de modélisation utilisés.
Les outils de modélisation choisis ont été utilisés dans une démarche intégrée dont le principe
est résumé sur le schéma de la figure 3.3. Cette démarche repose sur deux phases : une première
phase d’apprentissage des modèles à partir d’historiques complets de données issues générale-
ment de tests de vieillissement accéléré et une seconde phase d’utilisation des modèles appris. Ces
derniers seront exploités pour estimer l’état courant du composant et prédire sa durée de fonc-
tionnement avant défaillance (partie abordée dans le chapitre suivant). La démarche proposée
repose également sur un ensemble d’hypothèses résumées ci-dessous.
1. Les données d’entrées (caractéristiques ou indicateurs de santé) sont continues et à valeurs
réelles.
2. Les caractéristiques et les indicateurs de santé utilisés dans la phase d’apprentissage sont
extraits à partir de données représentatives de cycles complets de dégradation (allant de
l’état neuf du composant à son état défaillant en passant par différents états de dégrada-
tion).
3. Les caractéristiques et les indicateurs de santé sont supposés représenter l’évolution dans
le temps de la dégradation du composant critique.
4. La dégradation subie par le composant est supposée progressive et irréversible. Les dé-
faillances soudaines et les interventions préventives de maintenance ne sont pas considérées.
Dans la suite de ce chapitre nous présenterons chaque outil et expliquerons comment nous l’avons
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Phase d’apprentissage (hors ligne) 
Phase d’exploitation (en ligne) 
Figure 3.3: Phases de la démarche de modélisation.
2 Réseaux Bayésiens dynamiques
Pour transformer les matrices de caractéristiques extraites des signaux bruts en modèles, nous
avons proposé d’utiliser les chaînes de Markov cachées à mélanges de Gaussiennes (Mixture
of Gaussians Hidden Markov Models : MoG-HMMs) représentées par des réseaux Bayésiens
dynamiques. Les MoG-HMMs sont des chaînes de Markov cachées (Hidden Markov Models :
HMMs) dans lesquelles les observations ne sont pas discrètes mais continues et représentées
par des mélanges de Gaussiennes. Ainsi, avant de les présenter, nous avons jugé judicieux de
présenter les chaînes de Markov cachées discrètes.
2.1 Chaînes de Markov cachées
Une chaîne de Markov cachée à temps discret est un cas particulier d’un processus de Markov.
Elle sert à modéliser des processus stochastiques et des variables aléatoires dépendantes. En
général, un processus stochastique X(t) est considéré comme un processus de Markov si pour
tout sous ensemble fini d’instants {ti, i = 1, 2, . . . , L} tel que t1 < t2 < · · · < tL, la distribution
de probabilité conditionnelle de la variable aléatoire X(tL) connaissant x(t1), x(t2), . . . , x(tL)
dépend seulement de la valeur précédente de la variable aléatoire :
P [X (tL) = xL |X(t1) = x1, . . . , X (tL−1) = xL−1 ]
= P [X (tL) = xL |X (tL−1) = xL−1 ] (3.1)
Cela signifie que connaissant le présent du processus, le futur est indépendant du passé. Cette
propriété est connue sous le nom de propriété de Markov. Suivant la nature de l’espace d’états
S, où X(t) ∈ S, et de l’espace de temps sur lequel est défini le paramètre t, les processus de
Markov sont divisés en quatre classes (cf. figure 3.4) [132].
Dans la suite de cette description, nous nous intéresserons aux chaînes de Markov à temps
discret. Dans ce cas, on considère que le composant modélisé ne peut se trouver que dans un
seul état de l’ensemble S à chaque instant t. La probabilité que le composant soit à instant
discret (Xn = X(tn)) dans un état xi ∈ S est donnée par :
Pi (t) = P [Xt = xi] ∀xi ∈ S (3.2)
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Espace d’états 
Discret                                                      Continu 
Chaîne de Markov à temps discret Processus de Markov à temps 
discret  
Chaîne de Markov à temps continu Processus de Markov à temps 
continu 
Nature du paramètre 
« t » 
Discret 
Continu 
Figure 3.4: Classification des processus de Markov [132].
La propriété de Markov est donc vérifiée par la probabilité conditionnelle suivante :
P [Xt = xi |Xt−1 = xj , Xt−2 = xk . . . ] = P [Xt = xi |Xt−1 = xj ] , ∀xi, xj , xk ∈ S (3.3)
Cette distribution de probabilité conditionnelle est considérée indépendante du temps. Elle est
aussi connue comme probabilité de transition entre états et définie dans l’intervalle [0, 1], avec
la contrainte stochastique
∑rang(S)
j=1 aij = 1. On a ainsi :
aij = P [Xt = xi |Xt−1 = xj ] , 1 ≤ i, j ≤ rang (S) (3.4)
Ce processus stochastique est aussi désigné sous le nom de chaîne de Markov observable, car
ici les états sont directement accessibles. Ces états représentent des phénomènes ou événements
physiques visibles. La figure 3.5 montre un composant dont l’état est représenté par une chaîne
de Markov à trois états (S = 3). Dans cet exemple les états peuvent correspondre au composant
en bon fonctionnement (Etat 1), défaillante (Etat 2) et en maintenance (Etat 3). La matrice
de transition entre états, notée A, peut être obtenue à partir des données collectées durant son
utilisation.
A =
 0, 85 0, 1 0, 050 0, 05 0, 95
0, 8 0, 1 0, 1

Le modèle de la figure 3.5 peut être exploité pour estimer par exemple la probabilité de bon
a12=0,1 









Figure 3.5: Exemple d’une chaîne de Markov discrète.
fonctionnement du composant pendant une semaine de travail sachant qu’il est, au moment du
calcul, en maintenance (on considèrera qu’un pas de temps est égal à un jour). Formellement,
cela peut être défini comme la probabilité de réaliser la séquence d’observations O où O =
{Etat3,Etat1,Etat1,Etat1,Etat1,Etat1} (ce qui correspond à l’état initial (maintenance) et les
cinq jours de la semaine en bon fonctionnement). À partir de ces données, il est possible d’estimer
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cette probabilité en utilisant l’expression suivante :
P [O |Modèle ] = P [Etat 3, Etat 1, Etat 1, Etat 1, Etat 1, Etat 1 |Modèle ]
= P [Etat 3]× P [Etat 1 |Etat 3 ]× P [Etat 1 |Etat 1 ]× P [Etat 1 |Etat 1 ]
× P [Etat 1 |Etat 1 ]× P [Etat 1 |Etat 1 ]
= pi3 × a31 × a11 × a11 × a11 × a11
= 1× 0, 1× 0, 85× 0, 85× 0, 85× 0, 85
= 0, 34
Dans cette expression, pi3 désigne la distribution de probabilité initiale.
Dans la pratique, les phénomènes représentés par les états d’une chaîne de Markov ne sont pas














x1 x2 x3 
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Observations 
Figure 3.6: Chaîne de Markov cachée (HMM).
Un HMM est complètement défini par les paramètres suivants [123] :
– N : nombre d’états. Les états individuels forment un ensemble noté S avec S = {x1, x2, . . . , xN}
et l’état à un instant t discret est noté xt.
– K : nombre d’observations différentes pour chaque état. Celles-ci sont les sorties mesurables
du composant modélisé (exemple : température élevée, normale ou basse). Les observations
forment un ensemble noté V , avec V = {v1, v2, . . . , vK}.
– A : distribution de probabilité de transition entre les états cachés, A = {aij}, où
A = {aij} = P [xt = i |xt−1 = j ] , 1 ≤ i, j ≤ N. (3.5)
– B : distribution de probabilité des observations conditionnées par chaque état caché xi, B =
{bi(k)}, où
B = bi (k) = P [vk |xt = xi ] , 1 ≤ i ≤ N ∧ 1 ≤ k ≤ K. (3.6)
– pi : distribution initiale des états pi = {pii}, avec
pii = P [x1 = xi] , 1 ≤ i ≤ N. (3.7)
En connaissant les paramètres N, K, A, B, etpi, on obtient un modèle du composant permettant
de générer des séquences d’observations :
O = O1O2Ot · · ·OT , 1 ≤ t ≤ T
où chaque observation Ot est un élément de V et T représente la longueur de la séquence
d’observations.
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Dans la pratique, les paramètres N et K sont soit donnés par l’expert du composant, soit
déterminés par expérience. Le modèle HMM est donc défini par ses trois paramètres A, B et pi
et est noté λ :
λ = (A, B, pi) (3.8)
Un modèle HMM est utilisé pour résoudre trois problèmes fondamentaux et couramment ren-
contrés dans les applications réelles [123] :
Problème 1 : appelé problème de reconnaissance ou de détection. Il correspond au calcul de
la probabilité qu’une séquence d’observations {O = O1O2Ot · · ·OT } soit générée par un
modèle λ = (A, B, pi), c.-à-d. P [O |λ ]. Ce problème de reconnaissance peut être aussi
considéré comme la capacité d’un modèle λ à bien représenter les observations du compo-
sant. En d’autres termes, si nous considérons le cas où nous devons choisir entre plusieurs
modèles λi = (Ai, Bi, pii), la solution au problème de reconnaissance permet de sélection-
ner le modèle qui représente le mieux la séquence d’observations O.
Pour résoudre ce problème il existe deux méthodes.
1. La première méthode est la plus directe mais aussi la plus gourmande en calculs,
car elle consiste à considérer toutes les séquences d’états possibles Q de taille T , par
exemple :
Q = x1, x2, . . . , xT
Puis, elle évalue la probabilité des observations connaissant le modèle λ en faisant
l’addition des probabilités jointes sur toutes les séquences d’états Q possibles [123].
P [O |λ ] =
∑
Q




pix1bx1 (O1) ax1x2bx2 (O2) · · ·axT−1xT bxT (OT )
D’après l’expression ci-dessus, cette méthode demande 2×NT opérations pour esti-
mer la probabilité d’avoir la séquence d’observations connaissant le modèle [123]. Ce
temps de calcul demande des ressources informatiques onéreuses rendant la mise en
œuvre de la méthode difficile et ce même pour de petites dimensions de N et T . Par
exemple, pour N = 5 états et T = 100 observations, il faut 2 × 100 × 5100 ≈ 1072
opérations !
2. Une deuxième méthode plus performante, issue de la programmation récursive, a été
proposée par Baum [14]. Cette solution est connue sous le nom d’algorithme « Forward
- Bacward ». Elle divise la séquence d’observations {O = O1O2Ot · · ·OT } en deux
sous-séquences. La méthode s’appuie sur ces deux nouvelles séquences pour définir
deux probabilités d’observations : αt(i) pour la probabilité « forward » et βt(i) pour
la probabilité « backward » :
αt (i) = P [O1O2 · · · Ot, xt = xi |λ ] (3.9)
βt (i) = P [Ot+1Ot+2 · · · OT , xt = xi |λ ] (3.10)
Pour l’estimation de P [O |λ ], seul le calcul de la probabilité « forward » est nécessaire.
La variable βt(i) est utilisée pour aider à résoudre les problèmes 2 et 3. En général,
cet algorithme nécessite un ordre de T ×N2 opérations. Pour l’exemple précédent, la
solution est obtenue avec ≈ 3000 opérations au lieu de 1072 opérations.
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Problème 2 : appelé problème de décodage ou d’identification des états cachés du composant.
On cherche ici à découvrir la partie cachée du modèle, c’est-à-dire de trouver la séquence
d’états cachés :
X = x1, x2, . . . , xT
En d’autres termes, étant donnée une séquence d’observations {O = O1O2Ot · · ·OT } et
un modèle λ = (A, B, pi), on cherche à trouver la séquence d’états cachés correspondante.
Contrairement au problème 1, pour lequel une solution exacte peut être trouvée avec
T × N2 opérations, dans le cas du problème de décodage il existe plusieurs possibilités
pour le résoudre. Cela est dû au fait que la solution à ce problème fait appel à un critère
d’optimisation. Par exemple, pour certains algorithmes, la solution consiste à trouver la
séquence d’états en maximisant les probabilités d’occurrence individuelles des états de la
séquence à l’aide des variables αt(i) et βt(i) [123].
Toutefois, la solution la plus répandue est obtenue par l’algorithme de Viterbi [159]. Ce
dernier utilise une mesure de probabilité δ(i) pour mesurer l’alignement le plus probable
entre la séquence d’états X et les observations O jusqu’à un instant t, avec la contrainte
Xt = xi :
δt (i) = max
x1, x2, ··· , xT
P [x1 x2 · · · xt = xi, O1O2 · · · Ot |λ ] (3.11)
Pour déterminer la séquence d’états cachés, il est donc nécessaire de garder la trace de
l’indice i qui maximise δ(i), et cela pour tout t et tout i.
Problème 3 : appelé problème d’apprentissage et a pour objectif d’estimer les paramètres du
modèle (pi, A, B) du composant critique de façon à maximiser la probabilité de la séquence
d’observations O. Ce problème n’a pas de solution analytique générale. Néanmoins, il existe
un algorithme itératif, dit de Baum-Welch [13], qui permet de choisir λ = (A, B, pi) de
telle façon que la probabilité P [O |λ ] soit localement maximisée.
En utilisant les résultats de l’algorithme « Forward - Backward » et de l’optimisation




P [O |λ ] (3.12)










nombre de passages de l’étatxi à l’étatxj










nombre de fois où le symbole vk est observé à l’étatxj
nombre de passages à l’étatxj
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2.2 Chaînes de Markov cachées à mélange de Gaussiennes
Dans les HMMs présentés précédemment les observations sont discrètes. Cependant, dans la
pratique les observation sont souvent continues [149, 151]. Pour les modéliser, il est toujours
possible de les discrétiser en utilisant des techniques de partitionnement (clustering), mais la
perte d’information peut être significative [123,152]. Pour y remédier, nous avons choisi de faire
appel à des densités de probabilité continues.
La représentation générale d’une densité de probabilité, pour laquelle une procédure de ré-




cjm= [O, µjm, Ujm] , 1 6 j 6 N (3.15)
Dans cette expression, O est le vecteur d’observations continues modélisé, cjm le poids du mé-
langem dans l’état xj et = une densité elliptique symétrique ou log-concave [62] de moyenne µ et
de covariance Ujm pour le mélange m dans l’état xj . Généralement, une distribution Gaussienne
est utilisée pour =. On appelle ainsi le modèle obtenu chaîne de Markov cachée à mélange de
Gaussiennes (Mixture of Gaussians Hidden Markov Model : MoG-HMM).
La densité de probabilité = est utilisée pour approximer la forme de la densité de probabilité
réelle des observations, ce qui permet d’appliquer les MoG-HMMs sur une large gamme de com-
posants. D’après [62], les formules utilisées pour estimer le poids cjm de chaque mélange m, la



























Où l’apostrophe dénote la transposée du vecteur et γt (j,m) la probabilité d’être dans l’état xj
à l’instant t avec le mélange m pour l’observation Ot.
γt (j,m) =




 cjm= (Ot, µjm, Ujm)M∑
m=1
cjm= (Ot, µjm, Ujm)
 (3.19)
En utilisant les équations de Baum-Welch [13] et celles de Juang [62] on peut estimer les para-
mètres d’un MoG-HMM à partir d’observations continues. Ce modèle est défini par les mêmes
variables λ = (A, B, pi) où désormais la matrice B est déterminée par les paramètres cjm, µjm
et Ujm.
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2.3 Réseaux Bayésiens Dynamiques
Les réseaux Bayésiens dynamiques (RBDs) [105] généralisent les chaînes de Markov cachées (et
leur variantes MoG-HMM, Hidden Semi-Markov Models : HSMM, etc.) ainsi que les filtres de
Kalman. Comparés à ces derniers, les RBDs possèdent les avantages suivants.
1. Réduction du nombre d’opérations de calcul par l’utilisation de nouveaux algorithmes
d’inférence plus performants [105]. Cela permet de réaliser un apprentissage du modèle de
dégradation et une inférence plus rapide surtout pour des phénomènes complexes compor-
tant plusieurs états et/ou des matrices d’observations conséquentes.
2. Facilité de représentation de modèles complexes grâce à la modélisation en deux couches
définissant les paramètres initiaux du modèle et l’aspect dynamique (stochastique).
3. Relâchement des hypothèses liées au modèle du bruit pour l’apprentissage et l’inférence
dans le cadre des filtres de Kalman.
Les travaux de K. P. Murphy [105] sur la définition et la formalisation des RBDs offrent un cadre
puissant de développement et d’utilisation de cet outil dans plusieurs domaines des sciences pour
l’ingénieur.
Les RBDs sont une extension des réseaux bayésiens (RBs) introduits par Pearl [113]. Un RB est
un formalisme qui unifie différents concepts de modélisation probabiliste utilisés en statistique. Il
permet d’estimer la distribution de probabilité conditionnelle des différentes variables du modèle
à partir d’un graphe acyclique dirigé (DAG) et une table de probabilité conditionnelle (TPC). Un
RB peut ainsi être utilisé pour calculer la probabilité d’occurrence d’un évènement en fonction
d’autres évènements ayant des relations causales avec lui.
Les RBDs ont été initialement introduits par Dean et Kanazawa [34] comme une généralisation
des RBs où les variables sont considérées comme des processus stochastiques pouvant varier
dans le temps (comme la dégradation, par exemple). Si on s’intéresse à une variable d’état Xt
évoluant dans un temps 1 ≤ t ≤ T , alors le RBD représente la distribution de probabilité sur cet
intervalle temporel. Cette évolution peut être modélisée soit sous la forme d’un RB dit statique
à T variables (figure 3.7-(a)) le rendant exploitable pour une durée de temps limitée T , soit
par le formalisme compact d’un RBD (figure 3.7-(b)) pouvant déterminer la distribution de la
variable d’état à tout instant T par l’exploitation des probabilités conditionnelles (propriété de
Markov).





Figure 3.7: Représentation d’un processus stochastique de Markov par RB et RBD : (a) solution
déroulée (RB) et (b) solution compacte, selon [103]
Selon K. P. Murphy [105], un RBD est défini par le couple (B1, B→), où B1 est le RB qui
définit la distribution de probabilité initiale des variables aléatoires P [Z1] (avec Zt = (Xt, Ot)
pour le cas d’un HMM, par exemple) et B→ est un réseau Bayésien temporel à deux couches
représentant la relation entre les distributions de probabilité des variables entre deux instants










Dans l’équation (3.20) Zit est la variable aléatoire i (Xt, Ot, par exemple) à l’instant t et Pa(Zit)
sont ses parents (ou variables causales) dans le graphe (DAG). Les probabilités de transition
entre deux instants P [Zt|Zt−1] sont définies par des distributions de probabilité conditionnelles
(DPC) qui sont invariantes dans le temps.
Dans un RBD, les parents d’un nœud Pa(Zit) peuvent être dans la même tranche temporelle
et/ou dans la tranche précédente. Les arcs dans un RBD (entre deux tranches temporelles)
représentent la causalité dite « instantanée ». Ces arcs vont de gauche à droite et représentent
les flux causaux dans le temps. La différence principale entre un RBD et un HMM est que dans
le premier l’état caché peut être représenté par un groupe de variables aléatoires X1t , . . . , X
Nh
t ,
tandis que pour un HMM l’espace d’états est décrit par une seule variable aléatoire Xt. Les
RBDs permettent ainsi de gérer plus aisément des structures complexes où les variables ont des
dépendances difficiles à représenter par des HMMs.
Un RBD est exploitable s’il respecte les conditions suivantes [103,105] :
– le temps est représenté de manière discrète, t = 1, 2, . . . , T (processus à temps discret) ;
– les nœuds peuvent être regroupés par instants temporels contenant n variables identiques :
Z1t , . . . , Z
n
t (vision synchronique) ;
– les variables Znt d’une tranche temporelle t dépendent seulement des variables de la même
tranche t ou de variables de la tranche temporelle précédente t− 1 (propriété de Markov) ;
– les distributions de probabilité conditionnelles sont indépendantes du temps (hypothèse de
stationnarité ou de processus homogène).
2.4 Représentation des HMMs et des MoG-HMMs par des RBDs
La figure 3.8 montre un HMM modélisé par un RBD. La convention concernant la représentation
des RBDs recommande de mettre en gris les nœuds (variables) observés et de laisser en clair les
variables cachées. Ce graphe satisfait la condition d’indépendance Xt+1⊥Xt−1|Xt (propriété de
Markov) et Ot⊥Ot′ |Ot pour t′ 6= t.
X1 X2 X3
O1 O2 O3
Figure 3.8: Représentation d’un HMM par un RBD déroulé sur 3 instants.
Une fois les variables observables et cachées sont identifiées, l’étape suivante consiste à définir
les probabilités conditionnelles pour chaque nœud. En l’occurrence, pour le HMM de la figure
3.8, il s’agit de préciser P[X1], P[Xt|Xt−1] et P[Ot|Xt]. Selon le RBD de la figure 3.9 qui géné-
ralise un HMM, la DPC de P[X1] est représentée par un vecteur qui définit la distribution de
probabilité initiale du modèle, c’est à dire P[X1 = i] = pi(i), où 0 ≤ pi(i) ≤ 1 et
∑
i pi (i) = 1.
La DPC du nœud P[Xt] = P[Xt = xj|Xt−1 = xi] est représentée par une matrice de probabilité
stochastique A(i, j) où chaque colonne représente une probabilité conditionnelle de transition
d’un état à un autre. Dans ce RBD, la DPC pour les observations P[Ot = vk|Xt = xi] peut être
aussi définie par une matrice stochastique de type P[Ot = vk|Xt = xi] = B = {bi(k)}. Comme
les paramètres d’un HMM sont supposés invariants dans le temps, ils peuvent être représentés
avec seulement quatre nœuds et trois DPCs indépendamment du nombre d’états dans le modèle
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(voir la figure 3.9-(b)). Un autre avantage de représenter un HMM par un RBD est de pouvoir















Figure 3.9: Représentation d’un HMM par un RBD : (a) détails des nœuds et (b) ver-
sion générale compacte où P[X1 = i] = pi(i), P[Xt] = P[Xt = xj|Xt−1 = xi] = A(i, j), et
P[Ot = vk|Xt = xi] = B = {bi(k)}
.
Dans la pratique, les applications dans lesquelles les observations sont continues sont nombreuses.
Dans ces cas, le modèle le plus adapté est le MoG-HMM. Ce dernier peut être facilement repré-
senté par un RBD [105]. En effet, il est possible de définir P[Ot = vk|Xt = xi] par le biais d’un
mélange de Gaussiennes. La figure 3.10 montre un RBD généralisant ce cas. L’idée consiste à
ajouter de nouveaux nœuds (C) caractérisant les poids du mélange cjm et de spécifier la relation
entre les différentes variables, c’est à dire le conditionnement des observations par rapport à
l’état et aux mélanges. Cela donne lieu à la définition de nouvelles DPCs pour les nœuds O et
C :
P [Ot |Xt = xi, Ct = m ] = N (Ot, µim, Uim) (3.21)















Figure 3.10: Représentation d’un MoG-HMM par un RBD : (a) modèle déroulé sur trois instants
et (b) version générale compacte.
Une fois la représentation du MoG-HMM par un RBD est établie, nous disposons d’une palette
d’algorithmes permettant de résoudre les trois problèmes types : détection, décodage et appren-
tissage. Concernant notre application, nous supposons que la structure graphique est connue
(MoG-HMM de la figure 3.10-(b)). Dans ce cas, pour estimer les paramètres du MoG-HMM
qui représente la dégradation du composant critique, nous faisons appel aux algorithmes exis-
tants [15,103]. Ces derniers diffèrent selon que les données d’apprentissage et/ou la structure du
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RBD sont complètement ou partiellement connues (cf. tableau 3.1). En ce qui nous concerne,
l’algorithme le plus adapté est celui de maximisation de l’espérance (Expectation-Maximization :
EM) [88,93] ou encore sa combinaison avec l’algorithme d’estimation du maximum de probabilité










– Maximum de vraisemblance
– MAP (Maximum a posteriori)




– Algorithme de recherche gloutonne
(GS, greedy search)
Incomplètes
– Algorithme EM (Expectation-
Maximisation)
– EM + MAP
– Structural EM
Table 3.1: Algorithmes d’apprentissage des paramètres d’un RBD [15,103].
Après l’estimation des paramètres du modèle, ce dernier peut être utilisé en ligne sur de nou-
velles observations pour connaître l’état de santé du composant. Pour cela, il existe différents
algorithmes selon que l’inférence est exacte ou approximée [105]. L’inférence dépend principale-
ment du type de variables représentées par les nœuds cachés du modèle. Si toutes les variables
cachées sont discrètes (cas des HMMs), des méthodes exactes peuvent être utilisées pour es-
timer les paramètres α et β et permettre ainsi d’apporter une solution aux problèmes de dé-
codage et de détection. Dans le cas contraire, des méthodes approximées sont utilisées. Elles
exploitent des techniques déterministes ou stochastiques pour calculer les probabilités P[O|λ]




– Algorithme Forward - Backward
– Algorithme de la frontière (Fron-
tier Algorithm ou FF )
– Algorithme d’interface (arbres de
jonction)
– Algorithme de l’île (Island algo-
rithm)
– Algorithme de Boyen - Koller
– Algorithme de la frontière facto-
risé (FF )
– Propagation bouclée de la
croyance (Loopy belif propaga-
tion ou LBP)
– Propagation de l’espérance
– Filtre particulaire
– Filtre particulaire de type
Rao - Blackwell
Table 3.2: Algorithmes d’inférence pour un RBD (voir [105] pour plus de détails).
La majeure partie des algorithmes d’apprentissage et d’inférence est implémentée sous forme
d’une boîte à outils utilisable sous Matlab R© [104].
La procédure à suivre pour modéliser la dégradation du composant critique et prédire sa pro-
gression dans le temps est résumée ci-dessous. Cette procédure a été mise en place dans le cadre
de la thèse de D. A. Tobon-Mejia [146].
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1. Définir les variables du MoG-HMM représenté par un RBD (nombre d’états discrets cor-
respondant aux stades de dégradation, nombre d’observations correspondant aux carac-
téristiques utilisées et nombre de mélanges de Gaussiennes pour mieux représenter les
observations).
2. Élaborer la structure du RBD (créer les arcs et les transitions entre les états, voir la figure
3.10-(b)).
3. Estimer les paramètres pi, A et B du modèle RBD en utilisant les algorithmes existants
(cf. tableau 3.1).
4. Exploiter en ligne le modèle obtenu en utilisant les algorithmes existants (cf. tableau 3.2).
2.5 Choix des paramètres des modèles MoG-HMMs et RBDs
L’utilisation des MoG-HMMs, représentés par des RBDs, nécessite la définition du nombre
d’états S et du nombre de mélanges M . Le nombre d’états peut varier d’une application à
une autre et peut être déterminé de deux manières différentes : soit donné par l’expert du
système (ou du composant critique) étudié, soit appris à partir de l’analyse des données de sur-
veillance disponibles. Dans le premier cas, l’expert peut suggérer le nombre d’états à utiliser en
se basant sur sa connaissance du mécanisme de dégradation du composant critique ou sur le
retour d’expérience dont il dispose. À titre d’exemple, dans le cas des roulements, l’expert peut
proposer trois états qui correspondent aux états normal, dégradé et défaillant du roulement.
Dans le second cas, le nombre d’états est déterminé après analyse des données utilisées pour
l’apprentissage du modèle. La représentation de ces données dans un espace multidimensionnel
peut révéler des partitions qui peuvent être assimilées aux états du composant. Toutefois, dans
les deux cas, le nombre d’états ne doit pas être élevé pour avoir des temps d’apprentissage et
d’inférence raisonnables.


































Figure 3.11: Étude de sensibilité pour déterminer le nombre de mélanges M .
Concernant le nombre de mélanges, il est fixé à partir d’études de sensibilité telle que celle
présentée sur la figure 3.11. Pour chaque historique de données on procède à l’apprentissage des
paramètres du modèle pour différentes valeurs du nombre de mélanges M . Puis, une fois les
paramètres sont estimés, on calcule la probabilité P[O|λRBD] qui correspond à la vraisemblance
du modèle. On choisit ainsi la valeur de M à partir de laquelle la vraisemblance commence à
converger. Comme pour le nombre d’états, le nombre de mélanges ne doit pas être élevé pour
que les phases d’apprentissage et d’inférence soit réalisables dans des temps raisonnables.
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3 Séparateurs à vaste marge pour régression
Un SVR (Support Vector Regression) est un séparateur à vaste marge (Support Vector Machine :
SVM) utilisé pour la régression de séries temporelles. Les SVRs sont utilisés dans nos travaux
pour modéliser les indicateurs de santé construits à partir de données liées au dégradation du
composant critique. Avant de présenter les SVRs, nous avons jugé judicieux d’introduire les
SVMs.
3.1 Séparateurs à vaste marge
Les séparateurs à vaste marge, appelés également machines à vecteurs de support, sont des tech-
niques d’apprentissage supervisées utilisées pour la classification (affectation d’une observation
à une classe), la régression (prédiction de la valeur numérique d’une observation) et la détec-
tion de formes [156]. ils peuvent donc être utilisés pour détecter à tout instant l’état courant
du composant critique. Ils sont une généralisation des classifieurs linéaires et reposent sur deux
idées principales : la marge maximale et la fonction noyau. La marge correspond à la plus petite
distance entre la frontière de séparation (appelée hyperplan séparateur) et les points les plus
proches (appelés vecteurs supports). La fonction noyau permet, dans le cas où les données ne
sont pas séparables linéairement, de transformer l’espace de représentation (ensemble des don-
nées) en un espace de dimension plus élevée dans lequel il est possible de les séparer linéairement.
Les SVMs peuvent être utilisés comme classifieurs bi-classes ou multi-classes sur des données
pouvant être séparables ou non séparables [19]. Dans la suite de cette introduction, et dans un
souci de clarté, seul le cas bi-classe sur des données non séparables est présenté.
Avant de procéder à la classification par un SVM, on transforme l’ensemble des indicateurs de
santé du composant critique en une matrice de données composée de M colonnes (représentant
M indicateurs) et N lignes (représentant N observations). Les données contenues dans cette ma-
trice, dans laquelle la variable temps n’apparaît pas, peuvent être représentées dans un espace
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Figure 3.12: Représentation multi-dimentionnelle et matricielle des indicateurs de santé.
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Le but du SVM est de trouver une fonction de classification y(x) à partir de données d’ap-
prentissage (figure 3.13). Cette fonction est ensuite utilisée pour classer de nouvelles données.
SVM 
y(x) = ? 
Classe 
xi 
y( x ) Ωi i=
Figure 3.13: Principe de classification par SVM.
Pour séparer les données, on doit accepter que certaines d’entre elles soient mal classées (se re-
trouver du mauvais côté des frontières de la marge) en leur attribuant une pénalité qui augmente
en fonction de leur éloignement des deux frontières de la marge. On parle ainsi de marge souple
(figure 3.14). Pour cela, on introduit des variables ressort (appelées slack variables dans la com-
munauté SVM) ξn ≥ 0 avec n = 1, ..., N . On a ainsi une variable ressort pour chaque donnée
d’apprentissage, avec ξn = 0 pour les données qui sont du bon côté ou sur la frontière de la
marge (données bien classées) et ξn = |ln − y (xn)| pour les autres données ; l ∈ {−1,+1} étant
le label correspondant à chaque donnée. Les données qui se trouvent sur l’hyperplan séparateur
(y(xn) = 0) vont avoir ξn = 1 et celles qui sont mal classées vont avoir ξn > 1.
Pour résoudre le problème de classification, on cherche un hyperplan séparateur dans l’espace de
représentation φ (x) et maximisant la marge. Cet hyperplan est donné sous forme d’une fonction
linéaire y(x) :
y (x) = wTφ (x) + b (3.23)
où w et b sont deux paramètres inconnus à estimer à partir des données d’apprentissage et φ (x)
une fonction de transformation (cf. section 3.2 du chapitre 2) permettant de passer de l’espace
de représentation d’origine vers un espace de dimension plus grande dans lequel il est possible
de séparer linéairement les données transformées.
𝜉 > 1 
𝜉 < 1 
𝜉 = 0 
𝜉 = 0 
Figure 3.14: Principe du séparateur à marge souple.
Pour trouver les paramètres w et b, on utilise une base de données d’apprentissage composée
de N vecteurs x1,..., xN avec des classes labellisées correspondantes l1,..., lN , l ∈ {−1,+1}.
On cherche alors à maximiser la marge souple tout en pénalisant les données qui se trouvent du









sous les contraintes :
lny (xn) ≥ −1 + ξn, n = 1, ..., N (3.25)
ξn ≥ 0 (3.26)
où η > 0 est un paramètre de réglage qui assure un compromis entre l’erreur de classification et
la complexité du modèle recherché.
La minimisation de la quantité donnée par l’équation (3.24) sous les contraintes (3.25) et (3.26)
revient à résoudre un problème d’optimisation quadratique pour obtenir les paramètres w et b
(voir [19] pour plus de détails). La résolution de ce problème conduit à l’équation de l’hyperplan




anlnk (x, xn) + b (3.27)
Dans l’équation (3.27) k(x, xn) représente la fonction noyau (cf. section 3.2 du chapitre 2) per-
mettant de s’affranchir de la définition de la fonction de transformation φ (passage dans un
espace de dimension plus grande que la dimension des données d’origine). Le paramètre b est













où V S représente le nombre de vecteurs supports (points se trouvant sur la marge ou à l’intérieur
de la marge). Dans le modèle (3.27), seuls les vecteurs supports interviennent dans le calcul de
la fonction de classification (hyperplan). Les nouvelles observations collectées en ligne peuvent
être affectées à l’une des deux classes en fonction du signe obtenu après évaluation de la fonction
y(x). Les SVMs peuvent ainsi être utilisés pour estimer l’état de santé courant du composant
critique concerné.
3.2 Séparateurs à vaste marge pour régression
Lorsque les SVMs sont utilisés pour la régression, ils sont appelés SVRs. Dans ce cas, la sortie
du modèle n’est plus l’appartenance à une classe, mais une valeur réelle (figure 3.15). Les SVRs








Figure 3.15: Principe simplifié du SVR.
Un SVR est une régression clairsemée (sparse regression) dont l’erreur quadratique de prédiction
est légèrement différente de celle d’une régression linéaire. Dans une régression linéaire l’erreur
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{yˆn − yn}2 + τ
2
‖w‖2 (3.29)
où yˆn est la valeur estimée par le modèle de régression, yn la valeur réelle, w le vecteur des
paramètres de la régression et τ un coefficient de régularisation ajouté pour empêcher le sur-
ajustement (overfitting). Dans le cas du SVR, l’erreur quadratique est remplacée par ce qu’on
appelle erreur −insensible [19, 156]. Cette erreur est égale à zéro si la valeur absolue de la
différence entre la valeur estimée et la valeur réelle est inférieure à , avec ε > 0. Un exemple
d’erreur −insensible linéaire en dehors de la région −insensible est donnée par la relation
suivante :
Eε (yˆ (x)− y) =
{
0 si |yˆ (x)− y| < ε
|yˆ (x)− y| − ε sinon (3.30)
Dans un SVR on est amené à minimiser une erreur exprimée par l’équation (3.31) dans laquelle





Eε (yˆ (xn)− yn) + 1
2
‖w‖2 (3.31)
Pour résoudre ce problème, on affecte à chaque point xn de l’indicateur de santé deux variables
ressorts ξ ≥ 0 et ξˆ ≥ 0, où ξ > 0 correspond à un point pour lequel yn > yˆ (xn) + ε et ξˆ > 0
correspond à un point pour lequel yn < yˆ (xn) + ε (figure 3.16)
La condition pour qu’un point yn soit à l’intérieur du −tube est que yˆ (xn)−ε ≤ yn ≤ yˆ (xn)+ε.
𝑥 
𝑦(𝑥) 
𝜉 > 0 𝑦 + 𝜖 𝑦 
𝑦 − 𝜖 
𝜉 > 0 
Figure 3.16: Principe du SVR.
Les échantillons qui sont à l’extérieur du tube vérifient les deux conditions suivantes :
yn ≤ yˆ (xn) + ε+ ξn (3.32)
yn ≥ yˆ (xn)− ε− ξˆn (3.33)
avec ξ > 0 et ξˆ > 0.












Le modèle de régression peut être ainsi obtenu en minimisant l’erreur formulée par l’équation
(3.34) et en tenant compte des contraintes ξ ≥ 0, ξˆ ≥ 0 et de celles données par les expressions
(3.32) et (3.33). Cela revient à résoudre un problème d’optimisation quadratique sous contraintes
(voir [19] pour plus de détails). La résolution de ce problème conduit au modèle yˆ (xn) permet-




(an − aˆn) k (x, xn) + b (3.35)
Le paramètre b peut être obtenu en prenant un point quelconque pour lequel 0 < an < η et
ξn = 0 et qui vérifie ε+ yˆn − yn = 0 :
b = yn − ε−
N∑
m=1
(am − aˆm) k (xn, xm) (3.36)
Il est également possible d’utiliser un point pour lequel 0 < aˆn < η.
Pour rappel, dans un SVR les vecteurs supports sont les points pour lesquels an 6= 0 ou aˆn 6= 0,
c’est à dire, les points qui se trouvent sur les frontières du −tube ou à l’extérieur du tube.
Ce sont les seuls points qui interviennent dans le modèle de régression (3.35). Les points qui
sont à l’intérieur du tube n’interviennent pas dans l’estimation des sorties de nouvelles données
d’entrée. Ce résultat est important lors de la mise en œuvre du modèle SVR obtenu puisqu’il
permet de réduire le temps de calcul.
La procédure à suivre pour modéliser la dégradation du composant critique en utilisant les
SVRs sur des indicateurs de santé est résumée ci-dessous. Cette procédure a été appliquée
sur deux types de composants : la dégradation des roulements [134] et l’usure des outils de
coupe [16,17].
1. Construire l’indicateur de santé.
2. Définir les paramètres du SVR : η et k(x, xn).
3. Apprendre le modèle de régression yˆ (xn) =
N∑
n=1
(an − aˆn) k (x, xn) + b à partir des indica-
teurs de santé disponibles.
4. Exploiter le modèle appris pour estimer en ligne l’état de santé du composant.
Le modèle de régression obtenu peut être également ajusté à un modèle analytique (de type
polynômial, exponentiel, etc.) pour prédire l’état de santé du composant.
3.3 Choix du paramètre η
Le paramètre η, dont les valeurs sont strictement positives, est utilisé dans les SVRs pour assurer
un compromis entre l’erreur d’apprentissage et la complexité du modèle. Une valeur importante
de ce paramètre conduit à une diminution de l’erreur d’apprentissage, mais augmente la com-
plexité du modèle de régression. Pour le définir, on peut réaliser plusieurs tentatives d’appren-
tissage/test en modifiant à chaque fois sa valeur, puis on estime et trace l’erreur d’apprentissage
et la complexité (ordre du modèle de régression) en fonction des valeurs prises par η. Les ten-
tatives d’apprentissage/test peuvent être réalisées avec la méthode de validation croisée (cross
validation) [19].
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4 kNN et GPR
Dans la thèse d’Ahmed Mosallam [100, 102], nous avons proposé une approche intégrée qui
permet, à partir des indicateurs de santé construits des données de surveillance, d’estimer l’état
courant du composant et de prédire son état futur. Cette approche repose sur la combinaison des
k plus proches voisins (k Nearest Neighbors : kNN), du processus de Gauss pour la régression
(Gaussian Process Regression : GPR) et du filtre Bayésien (figure 3.17). Dans la suite de cette
section, seuls le kNN et le GPR seront présentés.
Base de modèles  
contenant des indicateurs de 
santé (HIs) appris à partir 






Indicateur de santé 
d’un composant test 
Estimation et 
prédiction de l’état 
de santé du 
composant test 
RUL 
Figure 3.17: Intégration des outils kNN et GPR.
Le kNN est utilisé dans la phase test, réalisée en ligne, pour sélectionner l’indicateur de santé qui
est le plus proche de l’indicateur de santé courant construit à l’instant t. Dans le cas où le résultat
du kNN n’est pas satisfaisant (erreur de classification élevée) on fait appel au GPR.
4.1 kNN
Afin de sélectionner l’indicateur de santé le plus similaire aux observations courantes de la
base des indicateurs de santé appris hors ligne, nous proposons d’utiliser le classifieur des k
plus proches voisins [19]. Ce dernier est un algorithme d’apprentissage non paramétrique et
sans modèle a priori sur la distribution des données [19]. Grâce à sa simplicité, le kNN est
particulièrement adapté à une utilisation en ligne. La classification est basée sur la probabilité
a posteriori des données test.
Dans la suite de cette description, on associe à chaque indicateur de santé construit à l’instant
t une valeur notée EOL (End Of Life ou fin de vie du composant correspondant) et représentée
par une classe labellisée Cli. Ainsi, deux historiques de données ayant la même valeur EOL
appartiennent à la même classe et possèdent le même label. Chaque indicateur de santé extrait
à l’instant t à partir des données de test sera considéré comme un point de dimension égale à
quatre (moyenne, variance, pente et point d’intersection du résidu extrait en utilisant l’EMD
avec l’axe des ordonnées) et noté α. Supposons Ni points dans la classe Cli avec :∑
i
Ni = N. (3.37)
Pour affecter un nouveau point α à une classe Cli, on trace une sphère centrée sur α et contenant
I points. Dans le cas où la sphère a un volume V et contient Ii points de la classe Cli, alors la
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densité de probabilité associée à α est définie par :
p(α) =
I
N × V (3.38)
De la même manière, la densité estimée associée à chaque classe est donnée par l’expression
suivante :
p(α|Cli) = Ii
Ni × V (3.39)





En combinant les équations (3.37), (3.38) et (3.39) et en utilisant le théorème de Bayes, on
obtient la probabilité a posteriori de la classe membre du nouveau point et donc de sa valeur
EOL.






Pour minimiser l’erreur de classification (ou plutôt de non classification), le point α doit être
affecté avec une large probabilité a posteriori. La figure 3.18 illustre l’utilisation de l’algorithme
kNN à l’instant t. Pour rappel, dans nos travaux relatifs à cette partie, les indicateurs de santé
sont construits en utilisant la méthode EMD à partir de données issues de tests de vieillissement
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HI1t$ HI2t$ HI3t$ HI4t$ t$
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Figure 3.18: Recherche des indicateurs de santé (Health Indicators : HI) les plus proches des
classes apprises hors ligne.
L’un des inconvénients de l’algorithme kNN réside dans le fait que le résultat de classification
dépend de la base d’apprentissage. Si l’indicateur de santé test n’est pas proche de ceux appris
hors ligne, alors l’erreur de classification sera élevée. Ce problème est illustré sur la figure 3.19.
Supposons un nouvel indicateur de santé extrait pour un composant dont la valeur EOL est
égale 100 cycles. Dans la base d’apprentissage, seuls les cas avec 148 cycles et 55 cycles sont
présents. Le kNN classera quand même le nouvel indicateur de santé dans l’une des classes et
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Figure 3.19: L’estimation du RUL par le kNN peut conduire à des erreurs élevées.
4.2 Processus de Gauss pour la régression
Pour éviter d’avoir des erreurs de classification élevées avec le kNN, nous proposons d’utiliser
un modèle de régression, plus particulièrement le processus de Gauss pour la régression (GPR).
Ce dernier est une approche probabiliste utilisée pour modéliser l’incertitude sur des données et
pour réaliser de l’inférence Bayésienne [124].
Dans la description qui suivra, on notera x les indicateurs de santé appris hors ligne, et pris
comme entrées du modèle de régression à l’instant t, et y les valeurs EOL correspondantes prises
comme sorties du modèle. L’idée est alors de construire un modèle permettant d’exprimer la
relation entre les entrées et la sortie, ce modèle est ensuite utilisé pour prédire la sortie (EOL)
en fonction d’une nouvelle entrée (indicateur de santé)(voir figure 3.20).
HI1$ HI2$ HI3$ HI4$ Target$
EOL$
HI1EOL1$ HI2EOL1$ HI3EOL1$ HI4EOL1$ EOL1$
HI1EOL2$ HI2EOL2$ HI3EOL2$ HI4EOL2$ EOL2$
HI1EOL3$ HI2EOL3$ HI3EOL3$ HI4EOL3$ EOL3$







HI1t$ HI2t$ HI3t$ HI4t$ t$
HI11$ HI21$ HI31$ HI41$ 1$
HI12$ HI22$ HI32$ HI42$ 2$
EOLt$
Figure 3.20: Relation entre les entrées (indicateurs de santé hors ligne) et les sorties correspon-
dantes (EOL).
Pour trouver la relation entre l’entrée x et la sortie y = f(x), le GPR définit une probabilité
a priori pour la sortie f(x) sous forme d’une distribution sur des fonctions spécifiées par le
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processus de Gauss (Gaussian Process : GP).
y = f(x) +N (0, σ2n) (3.42)
où N (0, σ2n) représente un bruit Gaussien de moyenne zéro et de variance σ2n. Un GP est une
extension des distributions Gaussiennes multivariées en dimensions infinies. La fonction GP
f(x) est définie par une fonction moyenne m(x) et une fonction covariance k(x, x′) obtenue sur
le vecteur d’entrée x.
f(x) = GP(m(x), k(x, x′)) (3.43)
avec
m(x) = E[f(x)] (3.44)
et
k(x, x′)) = E[(f(x)−m(x))(f(x′)−m(x′))] (3.45)
La valeur de la fonction covariance exprime la relation entre les observations. L’une des formes
utilisées pour cette fonction est le carré d’une exponentielle :
k(x, x′)) = σ2f exp(
−(x− x′)2
2l2
) + σ2nδ(x, x
′) (3.46)
où x et x′ sont deux observations, l un paramètre de normalisation (scaling parameter), σ2f la
variance maximale autorisée, σ2n la variance du bruit et δ(x, x′) la fonction de Kronecker (Kro-
necker delta function).
Étant donnée une nouvelle observation y∗, le but d’un GPR est de calculer la probabilité a
posteriori p(y∗|y), c’est à dire la probabilité d’avoir la donnée test y∗ connaissant les données
d’apprentissage y. Puisque dans le GP on suppose que les données peuvent être représentées
comme des échantillons pris d’une distribution Gaussienne multivariée, la distribution de pro-














où µ = m(x) est le vecteur moyenne des données d’apprentissage, µ∗ = m(x∗) le vecteur moyenne
des données test, K est la covariance des données d’apprentissage, K∗ la covariance des don-
nées apprentissage-test, K∗∗ la covariance des données test et T représente la transposée d’une
matrice. La probabilité a posteriori pour y∗ suit une distribution Gaussienne :
y∗|y ∼ N (µ∗ +K∗K−1(y − µ),K∗∗ −K∗K−1KT∗ ) (3.47)
où la meilleure estimation pour y∗ est la moyenne de la distribution :
y∗ = µ∗ +K∗K
−1(y − µ) (3.48)
L’incertitude dans l’estimation de y∗ est représentée par la variance :
var(y∗) = K∗∗ −K∗K−1KT∗ (3.49)
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5 Conclusion
Nous avons abordé dans ce chapitre la problématique de modélisation de la dégradation du
composant critique. Tout comme en automatique, où le modèle de comportement est primordial
pour l’élaboration de lois de commande, le modèle de dégradation joue un rôle décisif dans la mise
en œuvre du processus de PHM (détection, diagnostic, pronostic et aide à la décision).
Dans l’approche de pronostic guidée par les données, les modèles de dégradation sont obtenus par
apprentissage sur des caractéristiques et des indicateurs de santé construits à partir de signaux
bruts. Pour cela, il nous a fallu des outils de modélisation performants et faciles d’utilisation.
Notre choix s’est alors porté sur des outils issus du domaine de l’intelligence artificielle, notam-
ment les réseaux Bayésiens dynamiques, les machines à vecteurs de support et les processus de
Gauss pour la régression. Ces outils permettent de prendre en compte les spécificités des données
d’entrée (incertitudes, non linéarités, non stationnarités, etc.) et d’obtenir des résultats faciles à
comprendre et à interpréter par l’utilisateur.
Les réseaux Bayésiens dynamiques sont une généralisation des chaînes de Markov cachées et des
filtres de Kalman. Ils permettent de représenter, dans un graphe acyclique orienté et déroulé dans
le temps, l’évolution de la dégradation du composant critique sous forme d’un vecteur d’état.
Dans ce cas, les modèles de dégradation sont appris à partir de matrices de caractéristiques. Les
modèles obtenus tiennent compte des données d’entrée et des conditions de fonctionnement et
fournissent en sortie une estimation à tout instant de l’état de santé du composant (aspect traité
dans le chapitre suivant).
Les machines à vecteurs de support et les processus de Gauss pour la régression s’avèrent plus
adaptés pour la modélisation des incertitudes et des non linéarités de séries temporelles que les
régressions classiques. Nous les avons utilisés dans ce chapitre pour modéliser les indicateurs de
santé.
L’approche de modélisation que nous avons proposée repose sur deux phases : une première
phase d’apprentissage et une seconde phase d’exploitation des modèles. La phase d’apprentis-
sage consiste à estimer les paramètres des modèles (réseaux Bayésiens dynamiques, machines à
vecteurs de support et processus de Gauss pour la régression) à partir des caractéristiques et
des indicateurs de santé disponibles. Une fois ces paramètres sont appris, les modèles deviennent
utilisables pour estimer l’état courant du composant et prédire son état futur ; ces aspects seront
abordés dans le chapitre suivant.
En dépit des résultats encourageants obtenus sur cette partie, de nombreux verrous restent
à lever. Néanmoins, deux d’entre eux nous semblent particulièrement pertinents. Le premier
concerne la validation du modèle. Il s’agit de s’assurer que le modèle généré décrit fidèlement le
comportement de la dégradation en tenant compte du contexte et des conditions d’utilisation.
Cela passe par une démarche itérative de « vérification - correction » du modèle et nécessite
un investissement important. Le second consiste à réduire les temps d’apprentissage et d’infé-
rence. Ces deux verrous conduisent à la recherche d’un compromis « optimal » entre précision
et complexité.
Les modèles générés dans ce chapitre seront utilisés dans le chapitre suivant pour estimer l’état





Évaluation de l’état de santé et
prédiction du RUL
1 Introduction
Les composants des systèmes industriels subissent des dégradations durant leur durée de vie.
L’évolution de ces dégradations (figure 4.1) se reflète sur les données de surveillance fournies par
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Initiation de la 
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Figure 4.1: Initiation et évolution d’une dégradation.
Dans ce chapitre nous exploitons les modèles obtenus dans le chapitre 3 et les observations cou-
rantes pour continuellement évaluer l’état de santé du composant critique (Health Assessment)
et prédire sa durée de fonctionnement avant défaillance (pronostic).
L’évaluation de l’état de santé est une tâche réalisée en ligne et consiste à donner à tout instant
une estimation de l’état du composant. En effet, durant son utilisation, ce dernier s’il n’est pas
entretenu s’éloignera de plus en plus de son état nominal pour atteindre son état défaillant (fi-
gure 4.2).
Le pronostic vise à calculer la durée de fonctionnement avant défaillance (RUL) du composant
en connaissant son état courant et ses futures conditions d’utilisation. Cette tâche est également
réalisée en ligne et fait appel aux modèles appris dans la phase hors ligne et aux observations
courantes (caractéristiques et/ou valeurs des indicateurs de santé). Le calcul du RUL résulte





























Figure 4.2: Évolution de l’état de santé du composant : représentation par un ensemble de
caractéristiques (à gauche) et par un indicateur de santé (à droite).
obtenus de différentes manières : fixés par l’expert du système, déterminés statistiquement sur
la base des données du retour d’expérience ou appris expérimentalement à partir de tests de
vieillissement accéléré. Comme on peut le constater sur la figure 4.3, l’incertitude est inhérente













Détection de la 
dégradation 
Figure 4.3: Illustration du RUL.
La performance du pronostic réalisé sur un composant critique peut être évaluée en utilisant
différentes métriques proposées et publiées en PHM. Parmi elles on peut citer l’exactitude, la
précision, l’horizon temporel de pronostic et la moyenne absolue de l’erreur relative des prédic-
tions [91,128,155].
Ce chapitre résume nos principales contributions liées à l’estimation de l’état de santé et au
pronostic de défaillances des composants critiques. Ces contributions ainsi que les applications
concernées ont été obtenues dans le cadre des thèses de D. A. Tobon-Mejia et d’A. Mosallam
et du post-doctorat d’A. Soualhi. Elles sont formulées sous forme de trois approches, toutes
ayant pour objectifs de modéliser la dégradation, d’estimer l’état courant, de prédire l’état futur
et de calculer le RUL de composants critiques. La première approche fait appel aux réseaux
Bayésiens dynamiques et utilise une matrice de caractéristiques, la deuxième approche repose
sur l’utilisation du processus de Gauss pour la régression sur les indicateurs de santé et enfin,
la troisième approche utilise les machines à vecteurs de support pour la régression appliquée
également sur les indicateurs de santé. Ces trois approches sont décrites dans les trois sections
suivantes.
Les contributions résumées dans ce chapitre ont été présentées dans différentes conférences in-
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ternationales [99, 149] et ont fait l’objet de publications dans des revues internationales avec
comités de lecture [16,17,91,98,134,148,150].
2 Approche utilisant les MoG-HMMs et les RBDs
La première contribution fait appel aux MoG-HMMs représentés par des RBDs pour modéliser
la dégradation du composant critique, évaluer son état de santé courant et prédire son RUL.
Elle est réalisée en deux phases : une première phase d’apprentissage et une seconde phase
d’exploitation (ou de test) (figure 4.4). Dans la première phase, les signaux délivrés par les
capteurs sont traités afin d’extraire des caractéristiques pertinentes qui révèlent le phénomène
de dégradation subi par le composant critique. Ces caractéristiques sont ensuite utilisées pour
apprendre des modèles capables de renseigner sur les différents états de santé du composant
durant son utilisation. Dans la seconde phase, les modèles appris sont exploités pour identifier
en ligne l’état du composant et estimer son RUL.
Composant 
courant 
Sélection de modèle 
Estimation du RUL 
Phase d’exploitation (en ligne) 
Composants pour 
apprentissage 






modèles RBDs Base de modèles 
Extraction de 
caractéristiques 
Figure 4.4: Pronostic de défaillances basé sur l’utilisation de RBDs.
L’originalité de cette première approche réside dans le fait que les durées de séjour dans les
différents états du modèle MoG-HMM ne suivent pas une loi exponentielle. En effet, contrai-
rement aux HMMs classiques, dans cette approche les durées de séjour sont apprises à partir
des données de surveillance, ce qui permet d’avoir des durées représentatives et des prédictions
du RUL plus précises. En outre, le modèle MoG-HMM considéré peut prendre n’importe quelle
topologie, gauche-droite, droite gauche ou ergodique.
Phase d’apprentissage
C’est la première phase de la méthode et elle est réalisée hors ligne. Ici les données brutes délivrées
par les capteurs installés pour surveiller le composant sont traitées pour extraire des caracté-
ristiques pertinentes pour l’apprentissage de modèles MoG-HMMs (figure 3.10) représentant les
historiques de dégradation. Dans cette approche chaque signal de surveillance (appartenant à un
historique γ) est transformé en une matrice DγΥ où chaque colonne (de Y cellules) correspond à
une image instantanée des caractéristiques à l’instant t pour l’historique γ.
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Données brutes de l’historique γ −→ DγΥ(t) =





DY (t) · · · DY (T γ)
 ∀ 1 6 t 6 T γ1 6 Υ 6 Y
1 6 γ 6 H
(4.1)
où T γ est la durée totale de l’historique γ et H le nombre total d’historiques.
Ces caractéristiques sont utilisées pour estimer les paramètres pi, A et B des modèles MoG-
HMMs ainsi que leur paramètres temporels (durée de séjour dans chaque état). Les paramètres
pi, A et B sont obtenus par le biais de l’algorithme Expectation-Maximisation (EM) de Baum-
Welch [14] généralisé aux RBDs par K.P. Murphy [105]. Dans l’approche que nous proposons,
et afin de laisser le modèle MoG-HMM prendre la forme la plus appropriée, ces paramètres
sont initialisés de façon aléatoire. Le nombre d’états N de chaque MoG-HMM est défini en
fonction du composant critique étudié. Par exemple, pour un roulement, trois états peuvent
suffire [151], tandis que pour un outil de coupe d’une machine à commande numérique, cinq états
son nécessaires afin de caractériser les différentes régions d’usure [147]. Concernant l’estimation
du nombre optimal de mélanges de Gaussiennes M de la matrice d’observations B, une analyse
d’optimisation est réalisée afin de définir le nombre de mélanges qui maximise la vraisemblance
du modèle obtenu par l’algorithme EM.
Les paramètres temporels des MoG-HMMs sont estimés en utilisant l’algorithme de Viterbi [159].
Ce dernier permet d’estimer la séquence d’états (figure 4.5) visités par un historique de données γ
à partir des paramètres pi, A et B du modèle correspondant et des observations (caractéristiques)
Ot = D
γ
Υ(t) courantes. En considérant cette séquence d’états et en supposant que la durée
de séjour dans chaque état suit une loi normale, on peut estimer la durée de séjour moyenne
µd(xi) dans chaque état et son écart type σd(xi) (équation 4.2). La séquence d’états obtenue est













[∆ (xiw)− µ (∆ (xi))]2
(4.2)
∆(·) est la durée de la visite, i l’indice de l’état, w l’indice de visite et Ωxi le nombre total de
visites de l’historique de données étudié γ. Une représentation compacte de chaque RBD appris,
et représentant un modèle MoG-HMM, est alors donnée par l’expression (4.3).
λRBD = (pi, A, B, µd(xi), σd(xi), Ωxfinal) (4.3)
Phase d’exploitation
Les modèles MoG-HMMs obtenus dans la phase d’apprentissage sont utilisés dans cette phase
pour détecter l’état courant du composant critique et estimer son RUL. Pour cela, les caracté-
ristiques extraites des signaux de surveillance du composant test sont continuellement injectées
dans les modèles appris afin de sélectionner celui qui représente le mieux les observations cou-
rantes. Le processus de sélection est basé sur le calcul des probabilités P[O|λRBD] des différents
modèles par rapport aux observations courantes. Le modèle sélectionné est ensuite utilisé pour
détecter l’état courant, estimer le RUL du composant et calculer l’intervalle de confiance du
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Figure 4.5: Exemple de séquence d’états obtenue par l’algorithme de Viterbi.
1. La première étape consiste à identifier le modèle λRBD, parmi les modèles appris, qui
représente le mieux la séquence d’observations courantes (figure 4.6). Le meilleur modèle
correspond à celui qui donne la probabilité P[O|λRBD] la plus élevée calculée en utilisant





















































Figure 4.6: Sélection du meilleur modèle représentant les observations courantes.
2. La deuxième étape correspond à l’identification de l’état courant du composant. Pour
cela, l’algorithme de Viterbi est appliqué sur le modèle RBD sélectionné pour calculer la
séquence d’états qui correspond aux observations courants. L’état qui se répète le plus à
la fin de la séquence est retenu comme l’état actif (état courant du composant).
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séquence d’états = (x1, x2, · · · , xt) , (4.4)
avec t = temps actuel.
Derniers états = (xt−l, · · · , xt−2, xt−1, xt) , (4.5)
avec l = facteur d’oubli.
3. La troisième étape consiste à utiliser l’état courant, l’état final et la matrice de probabilités
de transition A du RBD sélectionné pour trouver le chemin qui part de l’état courant vers
l’état final (défaillance). Pour cela toutes les probabilités de transition aij qui sont non
nulles sont utilisées pour définir le chemin le plus court en considérant seulement une visite










Figure 4.7: Définition des chemins court et long.
4. Enfin, dans la quatrième étape, les chemins définis précédemment sont utilisés pour calculer
la valeur du RUL du composant critique. Cette valeur est obtenue en utilisant les durées
de séjour estimées dans chaque état du modèle RBD sélectionné. La valeur de confiance
associée au RUL est calculée en utilisant l’écart-type sur les durées de séjour. Le coefficient





où Φ est une loi normale centrée et α ∈ [0, 100]. Trois valeurs de RUL peuvent alors être












[vi.µd (xi)− n.σd (xi)]− t˜ac (4.9)
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∀i ∈ état dans le chemin actif ∧ vi ∈ [0,Ωxi ]
Dans les equations (4.7), (4.8) et (4.9) t˜ac représente le temps passé par le composant dans
l’état actif. Ce temps est estimé par l’équation suivante :
t˜ac =
{
0 si xt 6= xt−1
t˜ac(t− 1) + ∆t si xt = xt−1
(4.10)
La variable νi représente le nombre de visites restantes avant d’atteindre l’état xi. Cette
variable est initialisée au nombre de visites pour arriver à l’état xi, c’est à dire νi = Ωxi .
La variable νi est décrémentée d’une unité à chaque fois qu’un changement d’état (xt 6=
xt−1 ∧ λDBN(t− 1) = λDBN(t)) ou de modèle (λDBN(t) 6= λDBN(t− 1)) est détecté.
2.1 Application aux roulements
L’approche décrite dans la section précédente a été appliquée, dans un premier temps, sur des
données liées aux roulements testés sur la plateforme Pronostia. Dans cette application, six
historiques ont été utilisés. Les conditions de fonctionnement correspondent à une vitesse de
rotation égale à 1800 tr/min et une force radiale appliquée aux roulements égales à 4000 N
(tableau 4.1).




1 1800 4000 3H25
2 1800 4000 6H50
3 1800 4000 6H48
4 1800 4000 6H16
5 1800 4000 1H00
6 1800 4000 1H12
Pour l’estimation du RUL et de la confiance associée, les données des roulements 1, 3, 4, 5, et
6 ont été utilisées dans la phase d’apprentissage pour estimer les paramètres des RBDs repré-
sentant les dégradations, tandis que les données de l’historique 2 ont été utilisées dans la phase
test.
Deux types de caractéristiques ont été extraites des signaux vibratoires fournis par les deux
accéléromètres placés sur les roulements : caractéristiques temporelles [69] (RMS, moyenne, va-
leur pic, facteur de crête, kurtosis, etc.) et caractéristiques temps-fréquence (énergies à différents
niveaux de décomposition de la WPD). Un exemple de caractéristiques temporelles extraites de
l’accéléromètre horizontal est montré sur la figure 4.8.
L’inconvénient des caractéristiques temporelles est l’absence de la dimension fréquentielle. Pour y
remédier, nous avons fait appel à la décomposition en paquets d’ondelettes (WPD). La figure 4.9
montre deux résultats des coefficients d’énergie extraits des derniers niveaux de décomposition
de la bande de fréquence 1 - 800 Hz.
Durant la phase d’apprentissage des modèles MoG-HMMS, représentés par des RBDs, deux pa-
ramètres ont été requis : il s’agit du nombre d’états N et du nombre de mélanges de Gaussiennes
M . Dans cette application, le nombre d’états est fixé à trois. Ce choix est justifié par le fait que
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Figure 4.8: Caractéristiques extraites de l’accéléromètre radial : (a) RMS, et (b) kurtosis.



















































Figure 4.9: Pourcentages d’énergie extraits de l’accéléromètre vertical en utilisant la WPD sur
la bande 1 - 800 Hz.
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la dégradation du roulement peut être représentée par trois niveaux : nominal, dégradé et dé-
faillant. Pour la définition du nombre de mélanges, une analyse a priori a d’abord été réalisée.
Les résultats de cette analyse sont montrés sur la figure 4.10. Nous avons fait varier le nombre
de mélanges lors de l’apprentissage du modèle de chaque historique de données. Ensuite, pour
un nombre de mélanges donné, nous avons calculé la vraisemblance P[O|λDBN]. Le nombre de
mélanges retenu est alors pris comme le plus petit nombre à partir duquel la vraisemblance
commence à converger. Dans la suite de l’application ce nombre est fixé à quatre.

































Figure 4.10: Analyse de sensibilité pour déterminer le nombre de mélanges M .
Les paramètres pi, A et B des RBDs représentant les dégradations des roulements sont appris
en utilisant l’algorithme de Baum-Welch sur les caractéristiques extraites (temporelles et temps-
fréquence). Un exemple de séquence obtenue en utilisant l’algorithme de Viterbi est montré sur
la figure 4.11. Les paramètres temporels du RBD liés à chaque historique sont donnés sur les
tableaux 4.2 et 4.3.









Figure 4.11: Séquence d’états obtenue en utilisant l’algorithme de Viterbi sur l’historique 1.
Dans la phase d’exploitation, les modèles λRBD construits lors de la phase d’apprentissage sont
utilisés pour estimer le RUL et évaluer la performance du pronostic réalisé. Dans cette applica-
tion, le facteur d’oubli est fixé à 10, ce qui veut dire que l’état courant dans les dix dernières
minutes est choisi comme état actif le plus probable. Pour l’estimation des limites de confiance,
RULupper et RULlower, un intervalle de 95% a été défini (α = 95).
Pour la mise en œuvre des métriques de pronostic [91, 128], nous avons fixé la valeur de αc à
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Table 4.2: Paramètres temporels des modèles appris à partir des caractéristiques temporelles.
Expérimentation
État Paramètres (min) 1 3 4 5 6
x1
µd 4,1 7,83 9 1 1,37
σd 1,9 3,3 0 0 0,74
Ω 11 6 1 12 8
x2
µd 6,8 6,6 366 17,5 3,27
σd 5,6 2 0 9,19 3,84
Ω 10 5 1 2 11
x3
µd 2,66 81,7 1 1 8,66
σd 9,07 126,3 0 0 5,13
Ω 3 4 1 12 3
Table 4.3: Paramètres temporels des modèles appris à partir des caractéristiques temps-
fréquence.
Expérimentation
État Paramètres (min) 1 3 4 5 6
x1
µd 63 18,25 29,25 10 8,33
σd 0 24,54 38,9 9,84 9,29
Ω 1 4 4 3 3
x2
µd 20,5 62,5 50,33 12 10
σd 3,53 27,58 79,46 11,31 13
Ω 2 2 3 2 3
x3
µd 20,5 69,67 108 1,66 6
σd 17,68 50,14 0 1,15 2,64
Ω 2 3 1 3 3
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0,3. Cette valeur permet de tolérer des déviations de l’ordre de 30% du RUL réel. Pour le calcul
de Pαc−λc , λc a été fixé à 0,5 pour vérifier si au milieu (T/2) de l’historique des données les
prédictions sont à l’intérieur de l’intervalle de confiance αc. Concernant l’exactitude relative, elle
est évaluée pour trois valeurs de λc (0,75, 0,5 et 0,25) correspondant à trois intervalles de temps :
le début, le milieu et la fin de l’historique de données. Les résultats de pronostic sont montrés
sur la figure 4.12. Les RULs donnés sur la figure 4.12-(a) sont obtenus avec des caractéristiques
temporelles tandis que ceux de la figure 4.12-(b) sont obtenus avec des coefficients d’énergie de
la WPD. Les résultats des métriques de performance du pronostic utilisant les caractéristiques
temporelles et temps-fréquence sont donnés sur le tableau 4.4. On peut y constater que le RUL
estimé et relativement précis comme le confirme la valeur de l’exactitude qui est égale à 0,7874.
La précision obtenue est également bonne, avec une dispersion de 4,91 minutes. Enfin, la valeur
de la mesure HP (Horizon de Prédiction) est égale à 409 minutes, ce qui signifie que le RUL
estimé entre dans l’intervalle de confiance une minute après le lancement des prédictions.



















































Figure 4.12: Estimation du RUL pour l’historique 2 : (a) caractéristiques temporelles et (b)
caractéristiques temps-fréquence.
Table 4.4: Métriques de performance du pronostic.
Exactitude Précision MAPER HP Pα−λ ER
RULmeanTemporal 0,7874 4,91 26,96 409 No [0, 89 0, 84 0, 69]
RULupperWavelets 0,309 56,79 367,4 False No [0, 33 − 0, 12 − 1, 25]
RULmeanWavelets 0,9426 37,18 6,5 405 Yes [0, 9 0, 99 0, 98]
RULlowerWavelets 0,402 88,16 91,93 False No [0, 15 0 0]
Les résultats du pronostic obtenus en utilisant les caractéristiques temps-fréquence sont montrés
sur la figure 4.12-(b). On peut y constater que le RUL prédit est à l’intérieur de l’intervalle
de confiance durant toute la durée de l’expérimentation. Ce résultat peut être expliqué par le
fait que les caractéristiques temps-fréquence sont plus sensibles à la dégradation du roulement.
Nous avons également de bonnes estimations du RUL moyen (RULmean), une bonne valeur
de l’horizon de prédiction (HP = 405 min) et des exactitudes relatives proches de 1 (ER =
[0, 9 0, 99 0, 98]).
117
2.2 Application à l’usure des outils de coupe
Les machines d’usinage à commande numérique sont largement utilisées dans l’industrie. Sta-
tistiquement, 20% des pannes de ces machines sont attribués à l’usure et rupture des outils de
coupe conduisant à des pertes de productivité [68]. La prédiction de l’usure de ces outils peut
ainsi aider à améliorer la disponibilité, la fiabilité et la sécurité des machines tout en assurant
un état de surface acceptable et des coûts de maintenance faibles.
L’approche d’estimation de l’état de santé et de prédiction du RUL que nous avons proposée dans
la section 2 a été également appliquée sur les données du « prognostic data challenge 2010 » [145].
Ces données correspondent à différents historiques d’outils de coupe utilisés jusqu’à leur usure
complète. Les auteurs de ces expérimentations ont enregistré des données de capteurs de force,
d’accéléromètres et d’émissions acoustiques durant le processus de coupe et mesuré la quantité
d’usure après chaque coupe.
Figure 4.13: Le banc d’essai d’usinage [145].
Les données expérimentales issues de cette application correspondent à trois tests réalisés sous
des conditions de fonctionnement constantes : vitesse de rotation de l’outil de coupe égale à
10400 tr/min, vitesse d’avance de l’outil de 1555 mm/min, profondeur de coupe radiale Y égale
à 0, 125 mm et profondeur de coupe axiale Z fixée à 0, 2 mm. Les données ont été enregistrées
à une fréquence de 50 kHz. Trois jeux de données ont été utilisés : deux pour l’apprentissage
(outils 1 et 4) et un pour le test (outil 6). Chaque outil effectue 315 coupes, il est considéré hors
d’usage à la fin de l’historique de données qui lui est associé. Durant les coupes, trois types de
signaux ont été enregistrés : force, vibrations et émissions acoustiques.
Avant de procéder à l’apprentissage des modèles RBDs, nous avons réalisé un partitionnement
(clustering) des données de coupe afin de distinguer les différents niveaux d’usure de chaque
outil. La figure 4.14 montre le résultat du nombre de coupes des différents clusters obtenus en
utilisant l’algorithme k-means. On peut constater par exemple que pour l’outil 1, sur les 315
coupes, les 32 premières appartiennent au premier niveau d’usure, les 126 suivantes au niveau
d’usure 2, les 59 suivantes au niveau d’usure 3, les 51 suivantes au niveau d’usure 4 et enfin les
47 dernières coupes sont classées dans le niveau d’usure 5.
Lors de la phase d’apprentissage, les modèles MoG-HMMs appris (représentés par des RBDs)
sont divisés en deux groupes. Le premier groupe contient les modèles correspondants aux niveaux
globaux d’usure (chaque niveau est une sorte de moyenne sur tous les historiques de données).
Ces modèles sont stockés dans une base appelée base de modèles globaux d’usure. Le second
groupe contient un modèle par niveau d’usure et par historique de données, il est nommé base
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Figure 4.14: Les résultats de clustering.
données, la base de modèles globaux contient W modèles et celle des modèles locaux W × H
modèles. Le second groupe permet d’obtenir la séquence d’états et de calculer la quantité d’usure
pour chaque état. En utilisant l’algorithme de Viterbi, il est également possible de trouver les
coupes appartenant à un état particulier (figure 4.15). Enfin, en supposant que l’usure dans
chaque niveau suit une loi normale, on peut estimer la moyenne et l’écart-type de chaque usure
Wr ainsi que la moyenne et l’écart-type de la variation d’usure entre deux coupes pour chaque







































wrhw (c)− wrhw (c− 1)
)− µ (∆Wrhw (Si))]2 (4.12)
Dans ces équations, wrhw représente l’usure associée au niveau w (w = 1, . . . ,W ) et l’historique
h (h = 1, . . . ,H), i l’indice de l’état, c l’indice de coupe, st le début de coupe, Cl = la limite
de coupe et Tc = Cl − st + 1. On obtient ainsi dans la phase d’apprentissage un modèle RBD















Dans cette expression, λ représente le modèle, RBDw(θ) sont les paramètres du RBD modélisant
le comportement du niveau d’usure w et résumant tous les historiques de données H, RBDhw(θ)
sont les paramètres du RBD représentant le comportement du niveau d’usure w pour l’historique
h, µ(Wrhw(Si)) et µ(∆(Wr
h
w(Si)) représentent la moyenne de l’usure et la moyenne de la variation
119
Coupes 
Usure État  




Climite Début coupe 
Figure 4.15: Séquence d’états pour un historique d’évolution de l’usure.
Table 4.5: Paramètres estimes en (10−3 mm)





















de l’usure de l’état i dans le niveau d’usure w calculées sur l’historique h. De la même façon,
σ(Wrhw(Si)) et σ(∆(Wr
h
w(Si)) représentent l’écart-type de l’usure et l’écart-type de la variation
de l’usure dans l’état i pour le niveau d’usure w calculés sur l’historique h.
Dans cette application, les paramètres des MoG-HMMs, représentés par des RBDs, correspon-
dant aux modèles globaux et aux modèles locaux sont d’abord initialisés aléatoirement. Ces
MoG-HMMs sont contraints à une topologie gauche-droite. Ensuite, les caractéristiques extraites
des signaux bruts sont injectées dans les algorithmes d’apprentissage afin de re-estimer les pa-
ramètres initialisés. Le nombre de Gaussiennes dans chaque MoG-HMM est fixé à deux. Quinze
RBDs (cinq dans la base des modèles globaux et dix dans la base des modèles locaux) ont été
générés en utilisant les algorithmes d’apprentissage de la boîte à outils proposée par K.P. Mur-
phy [105]. Les valeurs des paramètres re-estimés pi, A etM d’un modèle MoG-HMM lié au RBD




 , A =
 0, 8 0, 2 00 0, 75 0, 25
0 0 1
 ,M =
 0, 4 0, 60, 5 0, 5
0, 58 0, 42

La séquence d’états des coupes appartenant au premier niveau d’usure apprise de l’historique
associé à l’outil 1 est montrée sur la figure 4.16. L’usure moyenne et la variation de l’usure
moyenne ainsi que les écart-types associés pour cet historique sont donnés sur le tableau 4.5.
Lors de la phase de test, on injecte les observations courantes dans les modèles globaux appris
pour sélectionner celui qui les représente le mieux et identifier le niveau d’usure w courant. On
cherche ensuite le modèle local qui correspond aux observations connaissant le niveau d’usure.
On applique alors l’algorithme de Viterbi sur le modèle sélectionné afin de trouver la séquence
d’états cachés qui permet d’identifier l’usure courante et de calculer la quantité d’usure et la
variation de la quantité d’usure. Cela est réalisé en choisissant l’état le plus persistant dans la
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dernière séquence d’états obtenue. Cet état est sauvegardé dans une séquence globale d’états
nommée Ghw(Si) et stockée dans une cellule contenant les états courants et précédents.
squence d’état = (S1, S2, ... , Sc) ,
avec c = coupe courante,
derniers états = (Sc−p , ... , Sc−2 , Sc−1 , Sc) ,
avec p = dernires observations retenues
(4.14)





w(Si)) sont utilisées pour estimer la quantité d’usure de l’outil corres-
pondant. L’état courant de chaque cellule est comparé à l’état précédent (cellule précédente). Si
les états sont identiques, alors la moyenne de variation de l’usure µ(∆(Wrhw(Si)) est ajoutée à
celle du même état et les limites de confiance sont calculées en utilisant le facteur de confiance n.
Sinon, l’usure et les limites de confiance sont mises à jour pour le nouvel état selon les équations
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Enfin, les quantités d’usure estimées sont utilisées pour calculer le RUL. Ce dernier est obtenu en
utilisant les informations sauvegardées dans les trois vecteurs obtenus dans la phase précédente
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State 3  






. Chaque vecteur contenant les quantités d’usure est alors ajusté à un
modèle polynômial P̂ (Ŵr, β) de même ordre que le niveau d’usure courant w.






L’évolution de la quantité d’usure combinée au seuil d’usure limite permet d’estimer le RUL. Ce
dernier est obtenu selon l’équation suivante :
RUL(c) =
(




Les résultats de prédiction de la quantité d’usure et d’estimation du RUL pour l’outil numéro 6
sont montrés sur la figure 4.17. Pour la prédiction du RUL, un seuil limite de 140× 10−3mm a
été considéré.


















































Figure 4.17: Résultats de simulation : (a) estimation de l’usure pour l’outil 6, en utilisant les
données des outils 1 et 4 comme données d’apprentissage, et (b) RUL prédit pour l’outil 6.
Dans cette section, nous avons montré l’applicabilité de l’approche proposée pour estimer l’état
de santé et prédire le RUL de deux catégories de composants : les roulements et les outils de
coupe. Cette approche repose sur la mise en œuvre d’un processus générique composé de l’ex-
traction de caractéristiques (temporelles, fréquentielles et temps-fréquence) à partir de différents
types de capteurs, l’apprentissage hors ligne des modèles de dégradation en utilisant les réseaux
Bayésiens dynamiques et les algorithmes associés, et l’exploitation des modèles appris pour l’esti-
mation en ligne de l’état de santé et le calcul du RUL de composants en cours de fonctionnement.
Les résultats issus de ces applications montrent que les caractéristiques temps-fréquence donnent
de meilleurs résultats que les caractéristiques temporelles. Cela pourrait être expliqué par le fait
que les caractéristiques temporelles ne comportent pas la dimension fréquentielle de la dégrada-
tion. Ces résultats montrent également qu’il est possible d’étendre l’approche proposée à d’autres
types de composants (engrenages, vis à billes, etc.) à condition que des données représentatives
de l’évolution des dégradations soient disponibles.
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3 Approche utilisant le processus de Gauss pour la régression
L’approche présentée dans la section 2 utilise comme données d’entrée une matrice de carac-
téristiques. Dans cette section, nous proposons une autre approche basée sur l’utilisation des
indicateurs de santé. L’avantage de cette approche par rapport à la précédente réside dans le
fait que les indicateurs de santé résultent d’un traitement avancé sur des données issues de la
fusion de différents signaux bruts ou caractéristiques, ce qui les rend plus sensibles à la dégra-
dation. Cette approche repose sur deux phases, une phase d’apprentissage et une phase de test.
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Figure 4.18: Approche de pronostic basée sur le k-NN et le processus de Gauss pour la régres-
sion.
Phase hors ligne
– Composants critiques pour l’apprentissage : ensemble de composants critiques de même type
(exemple : n batteries de même référence) utilisés de leur état neuf à leur défaillance complète,
selon les mêmes conditions de fonctionnement et environnementales, pour fournir des données
représentatives de leur dégradation. Une partie de ces données est utilisée pour apprendre
l’évolution de l’état de santé des composants.
– Signaux de surveillance : ils représentent les signaux fournis par les différents capteurs ins-
tallés sur chaque composant critique pour surveiller son fonctionnement et renseigner sur sa
dégradation.
– Sélection de variables (signaux) : pour chacun des composants critiques, on applique l’algo-
rithme de sélection de variables présenté dans le chapitre 2, section 4 pour choisir le sous-
ensemble de signaux qui représente le mieux le comportement du composant critique et de sa
dégradation.
– Réduction de données : les signaux sélectionnés sont projetés dans un espace de dimension
égale à un pour extraire la composante principale. Cette étape est réalisée à un instant t et
répétée à intervalle régulier jusqu’à l’instant de fin de vie du composant critique. À un instant
donné, la composante principale extraite correspond aux données projetées de l’intervalle [0 t].
Cette réduction/extraction est répétée sur tous les composants critiques.
– Extraction de tendances : pour chacune des composantes principales obtenue à l’instant t sur
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chacun des composants critiques, on extrait le résidu en utilisant la technique EMD.
– Construction d’indicateurs de santé : pour chacun des résidus extrait, on calcule quatre carac-
téristiques : moyenne, variance, pente et point d’intersection du résidu avec l’axe des ordonnées.
Chacune de ces caractéristiques est calculée à chaque instant t et les valeurs obtenues sont
tracées dans le temps pour suivre l’évolution de l’état de santé du composant critique. Ces
valeurs mises bout à bout sont appelées indicateurs de santé. On a ainsi quatre indicateurs de
santé par composant critique.
– Base de modèles hors ligne : les indicateurs de santé générés pour tous les composants utilisés
dans la phase d’apprentissage sont stockés dans une base de données. Cette dernière comporte
autant de modèles que de composants critiques et chacun de ces modèles est représenté par
quatre indicateurs de santé.
Phase en ligne
– Composant critique test : nouveau composant qui n’a pas été utilisé dans la phase hors ligne
et pour lequel on cherche à estimer l’état de santé et à prédire le RUL.
– Signaux test : les mêmes types de signaux que ceux sélectionnés lors de phase hors ligne sont
utilisés ici pour estimer l’état de santé du nouveau composant critique et prédire son RUL.
– Réduction de données, extraction de tendances et construction d’indicateurs de santé : la
même démarche que celle utilisée dans la phase hors ligne est appliquée ici sur les signaux
de surveillance sélectionnés. Le résultat de ces étapes est une matrice dans laquelle chaque
vecteur ligne représente les valeurs des quatre indicateurs de santé à l’instant t du composant
critique test.
– k-NN : le vecteur ligne contenant les valeurs des indicateurs à l’instant t est présenté à l’entrée
de l’algorithme k-NN pour estimer sa classe d’appartenance. Cette classification se base sur la
comparaison du vecteur obtenu en ligne avec les vecteurs étiquetés au même instant et stockés
dans la base de modèles hors ligne. Si la probabilité de cette classification est supérieure à un
seuil prédéfini, alors on retient le modèle proposé et on calcule le RUL du composant comme
suit : RUL(t) = EOL(du cas le plus proche)−t . Sinon, on se sert du processus de Gauss
pour la régression pour calculer le RUL : RUL(t) = EOL(de la valeur prédite par le GPR)−t.
En résumé, le RUL du composant test est obtenu par une comparaison entre les observations
courantes et celles sauvegardées dans la base de modèles.
3.1 Application aux turboréacteurs
Les données utilisées dans cette application sont fournies par le « NASA Prognostics Center of
Excellence ». Elles sont obtenues par simulation d’un modèle de turboréacteur appelé C-MAPSS
(Commercial Modular Aero-Propulsion System Simulation) [127]. Elles sont organisées en quatre
fichiers d’apprentissage, quatre fichiers de test et quatre fichiers de valeurs de RUL. Les fichiers
d’apprentissage contiennent des données capteurs relatives à différentes simulations sur diffé-
rents turboréacteurs utilisés sous différentes conditions de fonctionnement et intégrant différents
modes de défaillance. Chacune des simulations correspond à un historiques de données allant
de l’état neuf à l’état défaillant. Chaque turboréacteur fonctionne correctement puis subit à un
instant donné une dégradation qui s’amplifie jusqu’à sa défaillance totale. Les fichiers de test
ont été générés de la même façon. Cependant, les données contenues dans ces fichiers ne sont
pas complètes, elles sont tronquées à partir de l’instant de déclenchement de la dégradation. Les
fichiers RUL contiennent les durées réelles de fonctionnement avant défaillance des turboréac-
teurs test. Les fichiers d’apprentissage et de test contiennent chacun 26 colonnes représentant
différentes variables. Les deux premières colonnes représentent le numéro du turboréacteur et
le temps exprimé en nombre de cycles, les trois colonnes suivantes représentent les données de
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fonctionnement et enfin, les 21 colonnes restantes représentent différents capteurs (température
à l’entrée du turboréacteur, pression, vitesse de rotation, etc.).
Dans cette application le fichier de données « train_FD001.txt » est utilisé pour l’apprentissage
et le fichier « test_FD001.txt » est utilisé pour le test. Chaque fichier contient des données
relatives à 100 turboréacteurs. L’objectif est de prédire le nombre de cycles restants avant la
défaillance (RUL) des turboréacteurs test. Les valeurs des RULs réels pour les données test se
trouvent dans le fichier « RUL_FD001.txt. »
Sélection de variables : l’un des résultats de l’algorithme de sélection de variables est la
paire de capteurs {8, 13}, c’est à dire la vitesse de rotation et la vitesse corrigée du turboréacteur
(figure 4.19a). La paire sélectionnée est intéressante car les deux variables sont corrélées et sont
liées à la vitesse du turboréacteur.
Indicateurs de santé : comme mentionné dans la description de l’approche (section 3),
quatre indicateurs de santé (la pente, le point d’intersection de la courbe du résidu avec l’axe
des ordonnées, la moyenne et la variance de la courbe du résidu) sont générés à chaque instant à
partir de chaque résidu. Ces indicateurs sont ensuite labellisés avec une fin de vie correspondant
à celle du turboréacteur utilisé, sauvegardés dans la base d’apprentissage hors ligne puis utilisés
en ligne pour prédire les RULs des turboréacteurs test. La figure 4.19b montre un des quatre




























(a) La paire de capteurs sélectionnée.






















(b) Indicateur de santé.
Figure 4.19: Résultat de la sélection de variables et exemple d’indicateur de santé obtenu pour
le turboréacteur numéro 61.
Résultats d’estimation du RUL : la figure 4.20 montre le RUL estimé pour quatre turbo-
réacteurs. On peut y constater que la précision des prédictions augmente avec le temps et que
l’erreur de prédiction vers les derniers cycles est plus petite que celle en début des prédictions.
Pour évaluer la performance de la méthode proposée, nous avons calculé l’erreur moyenne absolue
en pourcentage (mean absolute percentage error : MAPE) pour les 100 prédictions en ligne en
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(a) RUL du turboréacteur 34.















(b) RUL du turboréacteur 41.














(c) RUL du turboréacteur 42.















(d) RUL du turboréacteur 81.
Figure 4.20: Résultats de prédiction des RULs pour les quatre turboréacteurs.












où RUL et RUL∗ représentent les RULs réel et prédit et n le nombre total de prédictions.
L’erreur calculée sur les derniers cycles des 100 turboréacteurs est égale à 12, 19%. Elle est de
8, 7691% sur les 15 premiers turboréacteurs.
3.2 Application aux batteries Lithium-Ion
Les données utilisées dans cette application sont collectées sur 34 batteries Lithium-Ion utilisées
sous différentes conditions de fonctionnement à différentes températures [126]. Pour les besoins
de simulation, seules les données liées à la charge et la décharge des batteries sont utilisées.
Chaque ensemble de données, correspondant à une expérimentation, consiste en 11 variables
telle que la tension de charge, le courant de charge, la température, la tension de décharge, le
courant de décharge, la capacité, etc. Le vieillissement des batteries a été accéléré en les char-
geant et déchargeant continuellement jusqu’à ce qu’elles soient complètement usées. Pour vérifier
l’approche proposée, nous avons procédé à une validation croisée sur les données disponibles.
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Ces dernières ont été divisées en trois groupes de tailles égales. Chaque groupe est ensuite divisé
en données d’apprentissage et données test comme le montrent les tableaux 4.6 et 4.7. Dans
la suite de cette application, seuls 31 ensembles de données correspondant à 31 batteries sont
utilisés.
Table 4.6: Données d’apprentissage contenant trois lots.
Lot #1 Lot #2 Lot #3 EOL
B0006 B0005 B0005 168
B0007 B0007 B0006 168
B0026 B0025 B0025 28
B0027 B0026 B0026 28
B0028 B0027 B0028 28
B0030 B0029 B0029 40
B0031 B0031 B0030 40
B0032 B0032 B0031 40
B0034 B0033 B0033 197
B0036 B0036 B0034 197
B0039 B0038 B0038 47
B0040 B0040 B0039 47
B0043 B0042 B0042 112
B0044 B0044 B0043 112
B0045 B0045 B0045 72
B0047 B0046 B0046 72
B0048 B0048 B0047 72
B0050 B0049 B0049 25
B0051 B0050 B0050 25
B0052 B0051 B0052 25
B0055 B0054 B0054 102
B0056 B0056 B0055 102
Table 4.7: Données test contenant trois lots.
Lot #1 Lot #2 Lot #3 EOL
B0005 B0006 B0007 168
B0025 B0028 B0027 28
B0029 B0030 B0032 40
B0033 B0034 B0036 197
B0038 B0039 B0040 47
B0042 B0043 B0044 112
B0046 B0047 B0048 72
B0049 B0052 B0051 25
B0054 B0055 B0056 102
Sélection de variables : l’un des résultats de l’algorithme de sélection de variables est la
paire de variables {6, 11}, c’est à dire la tension mesurée lors de la décharge de la batterie et la
capacité de cette dernière (cf. figure 4.21a). Cette paire est intéressante car ces deux variables
sont corrélées. En fait, la capacité est liée à l’état de santé de la batterie puisqu’une diminution
de la capacité indique une dégradation de la batterie.
Indicateurs de santé : quatre indicateurs sont générés sur chaque résidu et à chaque ins-























(a) La paire de capteurs sélectionnée.





















(b) Indicateur de santé.
Figure 4.21: Résultat de la sélection de variables et exemple d’indicateur de santé obtenu pour
la batterie B0005.
puis sauvegardés dans la base d’apprentissage hors ligne. La figure 4.21b montre un des quatre
indicateurs de santé de la batterie B0005.
Résultats de prédiction du RUL : la figure 4.22 montre les RULs obtenus pour les batteries
B0005 et B0025. Sur la figure 4.22a, on peut constater que la précision des prédictions augmente
avec le temps. Sur la figure 4.22b, seuls 10 cycles ont été considérés comme des prédictions
optimistes.
Pour évaluer la performance de l’approche proposée, nous avons calculé la MAPE sur les cycles









oùMAPEf est la MAPE moyenne pour un lot complet,MAPEi,f est la MAPE pour la batterie
test i dans le lot f . Les résultats finaux sont calculés et résumés sur le tableau 4.8.



















(a) RUL de la batterie B0005.



















(b) RUL de la batterie B0025.
Figure 4.22: Résultats de prédiction du RUL pour 2 batteries.
Les résultats obtenus sur les deux types d’application, turboréacteur et batteries, montrent le
caractère générique de l’approche proposée et son applicabilité sur des composants critiques
mettant en jeu des phénomènes physiques différents. L’avantage de cette approche réside dans
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Table 4.8: MAPE sur les trois lots de batteries.
Lot #1 Lot #2 Lot #3 Moyenne
28,0493% 26,3089% 28,3536% 27,5706%
le fait que les indicateurs de santé sont construits à partir de données résultant de la fusion de
signaux jugés pertinents. Ces derniers sont identifiés en utilisant l’algorithme de sélection de
variables proposé dans la section 4 du chapitre 2. Cela permet de générer des indicateurs de
santé sensibles à la dégradation et de réduire les temps d’apprentissage et de test. L’étape de
sélection de variables peut être également utilisée pour réduire le nombre de capteurs dans la
phase de test (ou encore dans le PHM des nouvelles générations de composants) en ne gardant
que les capteurs pertinents (ceux sélectionnés dans la phase d’apprentissage). Cela permettrait
de réduire les coûts de mise en œuvre et de proposer des solutions de PHM compétitives.
4 Approche utilisant les SVRs
Cette approche repose sur deux phases : une phase hors ligne pour apprendre les modèles de
dégradation et une phase en ligne pour estimer l’état de santé du composant et prédire son RUL.
Les étapes de chacune de ces phases sont montrées sur le synoptique global donné sur la figure
4.23. Ces étapes sont expliquées dans les deux sous-sections suivantes.
4.1 Phase hors ligne
1. Ensemble de composants critiques pour l’apprentissage : ce sont les composants dont la
dégradation a été accélérée pour obtenir des historiques de données représentatifs des
dégradations.
2. Signaux bruts : ils peuvent être de différents types (vibration, température, etc.).
3. Filtrage : cette étape consiste à extraire la composante qui caractérise la dégradation
du composant critique. Elle est réalisée en utilisant la décomposition modale empirique
(EMD). Pour rappel, l’EMD permet de décomposer le signal en fonctions modales in-
trinsèques dont chacune représente le signal d’entrée dans une bande de fréquence bien
spécifique.
4. Extraction d’indicateurs de santé (HIs) : la transformée de Hilbert est appliquée sur les
IMFs sélectionnées (celles qui contiennent les fréquences caractéristiques des défauts).
Cette transformée permet d’extraire les fréquences instantanées ainsi que les amplitudes
instantanées de chaque IMF sélectionnée. Les informations extraites servent ensuite à
construire des indicateurs de santé représentés par des densités spectrales de Hilbert loca-
lisées sur les fréquences des défauts.
5. Constitution d’une base de données : cette base regroupe les historiques de dégradation
pour plusieurs composants critiques (exemple : roulements), chacun ayant sa durée de vie
propre.
6. Extraction d’un ensemble de séries temporelles pour l’apprentissage : plusieurs séries tem-
porelles, dont la longueur de chacune est fixe, sont extraites à partir de l’historique de
chaque composant critique. L’ensemble des séries est ensuite mis dans une matrice et uti-
lisé pour l’apprentissage des modèles SVRs. Les détails de la construction de cette matrice
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Figure 4.23: Approche de pronostic basée sur les SVRs.
sont donnés dans le paragraphe suivant la description de ces deux phases hors ligne et en
ligne.
7. Construction des modèles SVRs : ces derniers sont construits en fonction des horizons de
prédiction et en utilisant la matrice d’apprentissage obtenue dans l’étape précédente.
4.2 Phase en ligne
1. Nouveau composant critique pour le test : composant utilisé pour estimer son état de santé
et prédire son RUL.
2. Signaux bruts, EMD et HHT : les mêmes étapes 2 à 4 de la phase hors ligne.
3. Évaluation de l’état de santé : cette étape consiste à détecter un début de dégradation en
utilisant différentes méthodes de détection automatique de défaillances (dépassement de
seuils, apprentissage automatique, etc.).
4. Extraction de la série temporelle : elle consiste à définir la longueur (n − 1) de la série
temporelle et le pas d’observation r (espacement entre les observations). La longueur de
la série temporelle doit être identique à celle utilisée lors de la phase d’apprentissage.
5. Définir la valeur de l’horizon de prédiction : cette valeur est nécessaire pour la prédiction
du RUL.
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6. Estimation des indicateurs de santé : elle consiste à utiliser le modèle SVR correspondant
(choisi selon l’horizon de prédiction défini à l’étape précédente) sur la série temporelle test.
Les valeurs prédites de chaque indicateur de santé sont ensuite tracées dans le temps.
7. Estimation du RUL : la valeur du RUL est obtenue par l’intersection de l’indicateur de
santé avec un seuil de défaillance préalablement défini.
La construction de la matrice d’apprentissage et des SVRs correspondants ainsi que l’estimation
du RUL sont résumés sur le schéma de la figure 4.24.
Matrices d’apprentissage 
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Figure 4.24: Apprentissage des modèles SVRs et estimation du RUL.
Sur cette figure, chaque matrice d’apprentissage pour un horizon de prédiction n+ 1
 xn xn−r xn−2r ... xr xn+1↓ ↓
xN−1 xN−r−1 xN−2r−1 ... xN−(n−1)r−1 xN
 (4.22)
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est construite comme suit :
x1n x
1
n−r x1n−2r ... x1r x1n+1
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On construit ainsi autant de matrices (et donc de SVRs) que d’horizons de prédiction. On
a donc p matrices d’apprentissage correspondant à p horizons de prédictions. Chaque matrice
donnera lieu à un SVR. Chaque ligne de la matrice d’apprentissage comprend une série temporelle
(nombre d’observations) et un horizon de prédiction (dernière valeur de chaque ligne). Dans cette
matrice :
– n − 1 est la longueur de la série temporelle (nombre d’observations qui compose la série
temporelle), sans la dernière colonne qui correspond à l’horizon de prédiction ;
– r est le pas d’observation, il représente l’espacement entre les observations au sein de chaque
série temporelle ;
– N est le nombre de séries temporelles utilisées dans la matrice d’apprentissage (nombre de
lignes de la matrice) ;
– Li, avec i allant de 1 à M , représente le nombre de séries temporelles prises sur chaque
historique de données (correspondant à chaque composant critique). On a donc : N = L1 +
L2 + ...+ LM ;
– M est le nombre de composants critiques considérés dans la phase d’apprentissage.
Exemple :
Pour trois historiques de données d’horizons temporels différents correspondants à trois rou-
lements, on considère trois observations pour chaque série temporelle et on prend 50 séries
temporelles pour le premier roulement, 70 pour le deuxième roulement et 100 pour le troisième
roulement. On considère également quinze horizons de prédiction. On obtient alors quinze ma-
trices d’apprentissage, chacune ayant 220 lignes et 4 colonnes (la dernière colonne représente
l’horizon de prédiction). Ces 15 matrices donneront lieu à 15 modèles SVRs.
4.3 Application
L’approche décrite dans la section précédente a été appliquée sur des données issues de trois
roulements de type NSK 6804RS. Lors des tests, la vitesse de rotation du moteur et la charge
appliquée aux roulements ont été fixées respectivement à 1800 tr/min et 4000 N. Les paramètres
géométriques des trois roulements sont données sur le tableau 4.9.
Extraction d’indicateurs de santé
Afin d’évaluer l’état de santé courant des roulements et prédire leur RUL, nous avons dans
un premier temps calculé les fréquences caractéristiques correspondant aux trois types de dé-
faillance : fréquence de la bague interne fir = 221 Hz, fréquence de la bague externe for =
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Table 4.9: Caractéristiques des roulements utilisés.
Diamètre des billes (mm) 3,5
Nombre de billes 13
Diamètre de la bague externe (mm) 29,1
Diamètre de la bague interne (mm) 22,1
Diamètre moyen du roulement (mm) 25,6
168 Hz et fréquence des billes fb = 215,48 Hz. Ces fréquences ont pu être calculées grâce aux
données géométriques des roulements utilisés (tableau 4.9). Ensuite, nous avons fait appel à la
transformée de Hilbert-Huang pour extraire trois indicateurs de santé hi(for), hi(fir) et hi(fb) à
partir des signaux vibratoires issus de l’accéléromètre placé sur l’axe horizontal. Ces indicateurs,
qui correspondent aux densités spectrales de Hilbert autour des trois fréquences caractéristiques,
permettent de suivre l’évolution de la dégradation des éléments constituants des roulements.
Les figures 4.25-(a), 4.25-(b), 4.25-(c) et 4.25-(d) montrent l’évolution des trois indicateurs de
santé (bague externe, bague interne et billes) ainsi que le RMS du roulement numéro 4. On
peut y constater que les premiers signes de vieillissement commencent à apparaître au niveau
des billes après 114 minutes de test. Ensuite, à partir de 116 minutes de test d’autres signes de
dégradation sont observés au niveau des billes et de la bague interne. Enfin, après 112 minutes
les troisièmes signes de dégradation sont observés sur les trois éléments (billes, bagues interne
et externe). Cependant, sur le RMS, les premiers signes de dégradation commencent à appa-
raitre seulement après 138 minutes de test. Ces résultats montrent l’efficacité des indicateurs
temps-fréquence par rapport à un indicateur purement temporel.
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(a) Spectre marginal de Hilbert de la bague externe

















Beginning of the degradation 
(b) Spectre marginal de Hilbert des billes


















Beginning of the degradation 
(c) Spectre marginal de Hilbert de la bague interne
















Beginning of the degradation 
(d) RMS
Figure 4.25: Évolution des indicateurs de santé en fonction de la dégradation du roulement
numéro 4.
Évaluation de l’état de santé des roulements
Cette étape est réalisée en combinant les trois indicateurs hi(for), hi(fir) et hi(fb). Cela permet
de construire un espace de représentation (figure 4.26) dans lequel la variable temps n’apparait
pas et sur lequel il est possible d’isoler les différents états de santé (sous forme de classes) de
133
chaque roulement. Sur la figure 4.26 on peut constater trois états de dégradation représentés
par trois classes Ω1, Ω2 et Ω3. La première classe Ω1 représente l’état normal du roulement,
la deuxièmes Ω2 correspond à un début de dégradation du roulement et enfin la troisième Ω3





























Figure 4.26: États de dégradation du roulement numéro 4.
Les classes identifiées sur la figure 4.26 ainsi que les valeurs des indicateurs de chaque classe
sont utilisés pour apprendre les paramètres de trois SVMs (un SVM par classe). Ces SVMs sont
ensuite exploités pour affecter en ligne les nouvelles valeurs des trois indicateurs à l’une des trois
classes et évaluer l’état des roulements 1 à 3 (figure 4.27).
 
























Figure 4.27: Détection de l’état de dégradation des roulements 1 à 3.
Pronostic de défaillances
Pour estimer la durée de fonctionnement avant défaillance des trois roulements, nous avons
construit trois SVRs, un par roulement. La fonction noyau utilisée est une Gaussienne de para-
mètre r = 6 minutes. La longueur (n − 1) des séries temporelles est égale à quatre et l’horizon
de prédiction est variable. Il va de Ts à k.Ts où k est un entier, Ts un pas de prédiction égal à
10 secondes et k.Ts correspond à l’instant où le roulement est considéré comme défaillant. Le
seuil de défaillance de chaque roulement a été obtenu à partir de sa classe Ω3. En outre, pour
chacun des roulements, nous avons calculé trois RULs (RULor, RULir et RULb) correspondant
aux trois éléments constitutifs (bague externe, bague interne et billes). Le RULor de la bague
externe est obtenu pour un seuil de défaillance égal à 8, 9× 10−5 Watt, le RULb des billes pour
un seuil de dégradation égal à 1, 35× 10−4 Watt et le RULir de la bague interne pour un seuil
de dégradation égal à 1, 31× 10−4 Watt.
Les figures 4.28-(a), 4.28-(b) et 4.28-(c) montrent les résultats des trois RULs pour le roulement
numéro 1. Nous rappelons que le calcul du RUL n’est pas réalisé dès les premiers instants de
fonctionnement du roulement, mais plutôt après avoir constaté et détecté un début de dégrada-
tion. Les résultats complets des RULs obtenus pour les roulements 1, 2 et 3 en utilisant les SVRs
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Figure 4.28: Estimation des RULs des éléments constitutifs du roulement 1.
Table 4.10: Résultats des RULs estimés pour les roulements 1 à 3.
Roulement 1 Roulement 2 Roulement 3
RUL1 (min) 6,8 2 1,5
RUL2 (min) 7,3 4,3 1,2
RUL3 (min) 7,1 3,8 1,2
RUL estimé (min) 6,8 2 1,2
Er (%) 0,6 1,1 1,25
appris ainsi que les erreurs de prédiction (Er%) correspondantes sont donnés sur le tableau 4.10.
L’erreur de prédiction est exprimée par la relation suivante :
Er (%) = 100×
∣∣∣∣ tfailure − tˆfailuretfailure
∣∣∣∣ (4.24)
où tfailure et tˆfailure correspondent respectivement aux instants réel et estimé de défaillance pour
le roulement testé.
L’approche proposée dans cette section est particulièrement adaptée aux données non station-
naires issues de phénomènes physiques oscillatoires. Elle a été appliquée sur des signaux vibra-
toires issus de roulements, mais peut être généralisée sur d’autres composants, notamment les
engrenages, en considérant d’autres types de signaux comme par exemple les émissions acous-
tiques. Les indicateurs de santé utilisés sont générés au moyen de la transformée de Hilbert-
Huang. Cette dernière permet de réaliser une analyse temps-fréquence très fine et de construire
des indicateurs de santé capables de suivre dans le temps les amplitudes des signatures fréquen-
tielles des éléments constituant les composants critiques (roulements dans le cas de l’application
présentée dans cette section). Une des caractéristiques de l’approche proposée réside dans le fait
que le pronostic n’est pas lancé dès les premiers instants de l’utilisation du composant critique,
mais plutôt à partir de l’instant où on détecte un début de dégradation.
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5 Conclusion
Dans ce chapitre nous avons abordé la problématique global de l’estimation de la durée de
fonctionnement avant défaillance (RUL) du composant critique. Pour la résoudre, nous avons
travaillé sur trois problématiques : 1) l’évaluation de l’état de santé courant du composant, 2)
la prédiction de son état futur et 3) le calcul de son RUL.
L’évaluation de l’état courant et la prédiction de l’état futur reposent sur l’exploitation de mo-
dèles de comportement en lien avec la progression de la dégradation du composant. Ces modèles,
un par condition de fonctionnement, sont appris hors ligne à partir de matrices de caractéris-
tiques ou d’indicateurs de santé obtenus sur un échantillon représentatif de composants de même
référence. Ensuite, dans la phase en ligne, les observations courantes sont continuellement injec-
tées dans les modèles appris pour sélectionner celui qui représente le mieux le comportement du
composant test. Le modèle sélectionné est utilisé pour estimer à tout instant l’état de santé du
composant et prédire son état futur. Nous avons ainsi montré que la qualité de l’estimation de
l’état courant et de la prédiction de l’état futur dépendent fortement de la qualité des modèles
de dégradation utilisés.
Les seuils de défaillance jouent un rôle important dans la prédiction du RUL. En effet, ce
dernier résulte de l’intersection de la prédiction de l’état futur du composant et de son seuil
de défaillance. Ainsi, des valeurs de seuils erronées ou mal choisies conduisent à des valeurs
erronées du RUL. Dans les approches que nous avons présentées, les valeurs des seuils ont été
considérées constantes et définies expérimentalement en fonction des limites de fonctionnement
du composant. Ces limites sont déterminées selon divers critères : niveau de vibration, qualité
d’usinage, niveau du bruit sonore, etc. Cependant, dans la pratique, les seuils peuvent être
variables selon le composant étudié. Ils doivent donc être choisis en conséquence.
Les approches proposées dans ce chapitre traitent de la problématique globale du pronostic
de défaillances. Elles font appel à des outils de modélisation puissants et adaptés aux données
qui caractérisent les dégradations des composants critiques. Elles considèrent aussi bien des
données multi-dimensionnelle (matrice de caractéristiques) que des données mono-dimensionnelle
(indicateurs de santé). Elles ont été appliquées sur différentes classes de composants (roulements,
batteries, turboréacteurs et outils de coupe) pour montrer leur efficacité et leur applicabilité. De
part leur aspect générique, elles peuvent être généralisées à d’autres types de composants que
ceux abordés dans ce mémoire.
L’estimation de l’état courant (health assessment) et le pronostic de défaillances (calcul du
RUL) constituent les étapes finales de la démarche développée dans ce mémoire. Elles consistent
à exécuter les modèles construits dans le chapitre précédent et à continuellement comparer leurs
sorties à des seuils de défaillance. Ainsi, l’une des difficultés majeures du calcul du RUL réside
dans la définition des seuils. En effet, si le modèle de dégradation est validé, le RUL correspond à
l’intervalle de temps qui sépare l’instant courant de l’instant où la sortie du modèle coïncide avec
le seuil. Dans la pratique, les seuils sont dynamiques et varient en fonction du composant étudié,
des conditions de fonctionnement et du contexte d’utilisation. Pour les déterminer, l’une des
pistes serait de recourir à une approche adaptative faisant appel à des méthodes d’apprentissage
automatique.
Ce chapitre clôt l’ensemble de nous contributions et ouvre la voie aux perspectives de recherche




Pour développer l’approche de pronostic guidée par les données, nous nous sommes focalisés sur
les composants critiques de systèmes industriels.
Le choix des composants critiques et l’acquisition de données représentatives de l’initiation et de
la progression des dégradations ont constitué la première problématique de notre processus de
pronostic. Dans ce cadre, nous avons proposé une démarche rationnelle permettant d’isoler les
composants critiques, de définir les grandeurs physiques à surveiller, de choisir les capteurs, de
définir les tests de vieillissement accéléré et de spécifier le système d’acquisition et de stockage
des données. Cette démarche qui relève du domaine de l’ingénierie, nécessite des compétences et
des connaissances pluridisciplinaires de part la nature des phénomènes physiques qui sont mis
en jeu dans les systèmes industriels. C’est aussi une démarche qui doit être réalisée en étroite
collaboration avec le constructeur et/ou l’exploitant du système étudié car ils disposent des
spécifications techniques et de l’expertise nécessaires à la réussite de la démarche.
La deuxième problématique à laquelle nous nous sommes attaqués concerne le traitement des
données de surveillance afin d’extraire des informations pertinentes permettant de révéler les
dégradations et de suivre leur progression dans le temps. Pour cela, nous avons proposé une
palette de techniques, issues pour la plupart du domaine du traitement du signal, pour extraire,
dans un premier temps, des caractéristiques représentatives des dégradations constatées. Ces
caractéristiques couvrent les trois domaines temporel, fréquentiel et temps-fréquence. Ensuite,
nous avons proposé des méthodes de sélection et de réduction afin de mieux visualiser, analy-
ser et interpréter les caractéristiques. Enfin, nous avons proposé une démarche de construction
d’indicateurs de santé permettant de regrouper dans un même signal l’évolution de l’état de
santé du composant critique. L’extraction de caractéristiques et la construction d’indicateurs de
santé pertinents nécessitent des connaissances sur les mécanismes de dégradation. Ces connais-
sances permettent de mieux cibler les informations à extraire des signaux bruts en fonction des
composants étudiés et des phénomènes de dégradation mis en jeu et d’éviter ainsi de fausses
estimations ou prédictions. En effet, les caractéristiques utilisées pour des défauts de roulements
pourraient ne pas avoir la même pertinence que celles utilisées pour la dégradation de batteries
par exemple.
La troisième problématique de nos travaux de recherche concerne la modélisation de la dégra-
dation. Pour la résoudre, nous avons proposé d’utiliser une boîte à outils composée des réseaux
Bayésiens dynamiques et de modèles de régression non linéaires (SVR et GPR). Ces outils, issus
du domaine de l’intelligence artificielle, généralisent des outils recensés et utilisés dans l’approche
guidée par les données. D’un côté, les RBDs généralisent les chaînes de Markov cachées (HMMs)
et les filtres de Kalman. De l’autre côté, les SVRs et le GPR s’avèrent plus performants que
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les régressions linéaires ou non linéaires classiques. Ces outils ont été choisis pour leur capacité
à modéliser les incertitudes des données et à prendre en compte les non linéarités et l’aspect
stochastique des dégradations.
Enfin, la quatrième problématique est liée à l’évaluation de l’état de santé des composants
et l’estimation de leurs durées de fonctionnement avant défaillance. Nous avons proposé trois
contributions majeures, sous forme d’approches, chacune reposant sur un ou plusieurs outils
de modélisation. Les trois approches proposées reposent toutes sur deux phases : une première
phase d’apprentissage réalisée hors ligne et une seconde phase d’exploitation (ou de test) réa-
lisée en ligne. Le but de la première phase est de générer des modèles de dégradation tandis
que celui de la seconde phase et d’évaluer l’état de santé des composants et prédire leurs RULs.
La première approche utilise les RBDs pour modéliser la dégradation à partir d’une matrice de
caractéristiques extraites des données de surveillance. C’est une approche probabiliste/stochas-
tique qui permet de modéliser les stades de dégradation du composant et les représenter sous
forme d’états. C’est donc une démarche intuitive et facilement compréhensible par des indus-
triels. La deuxième approche est basée sur l’intégration des outils kNN (k-plus proches voisins)
et GPR et elle est appliquée sur les indicateurs de santé. À la différence de l’approche précédente
où l’état courant et le RUL sont obtenus en simulant le RBD du composant, dans cette approche,
l’état de santé et le RUL sont obtenus directement en comparant l’indicateur de santé courant à
des indicateurs de santé générés dans la phase d’apprentissage. Enfin, la troisième approche fait
appel aux SVRs et est également appliquée sur les indicateurs de santé. Elle permet de modéliser
ces derniers par des modèles de régression non linéaires et d’avoir ainsi des modèles proches du
comportement de la dégradation.
Les contributions que nous avons apportées ont été appliquées sur des données issues de différents
types de composants critiques : roulements à billes, batteries, turboréacteurs et outils de coupe,
ce qui a permis de montrer leur efficacité et applicabilité.
2 Perspectives
En dépit des résultats satisfaisants que nous avons obtenus, des pistes de recherche et applicatives
restent à explorer. Elles concernent la prise en compte des interventions de maintenance durant
la durée de vie du composant, l’utilisation des données d’exploitation, la prise en compte du
contexte d’utilisation, la modélisation des interactions entre composants, le changement d’échelle
pour passer de macro-systèmes aux micro-systèmes et la capitalisation et valorisation des com-
pétences acquises dans le domaine du PHM. Ces pistes peuvent être regroupées dans quatre
principales perspectives que nous envisageons de développer dans nos futurs travaux. Il s’agit :
1) de la généralisation de la démarche développée aux systèmes complexes, 2) du développement
et de la consolidation du PHM des micro-systèmes en particuliers des MEMS (Micro-Electro-
Mechanical Systems), 3) du développement d’algorithmes d’aide à la décision et 4) des transferts
industriel et académique.
2.1 Pronostic de défaillances de systèmes complexes
Dans les travaux présentés dans ce mémoire nous nous sommes intéressés au pronostic de dé-
faillances de composants critiques pris individuellement dans un système industriel. Cette ap-
proche, dont nous avons montré l’efficacité, repose sur l’hypothèse que les composants sont
indépendants les uns des autres et que le RUL du système correspond au plus pessimiste de tous
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les RULs (composant dont le RUL est le plus petit). Cependant, dans la pratique ces hypothèses
sont très fortes et la réalité n’est pas aussi simple. En effet, un système industriel est formé
par des sous-systèmes, eux-mêmes constitués de composants, chacun remplissant une fonction
donnée et possédant des connexions physiques ou fonctionnelles avec ses voisins. On a ainsi des
composants interconnectés et interdépendants. Dans ce cas, une approche globale de pronostic
de défaillances sur le système complet est nécessaire et doit prendre en compte différents as-
pects. Ces derniers concernent l’interdépendance des composants, la diversité des phénomènes
de dégradation à surveiller et modéliser, les paramètres ou grandeurs physiques à mesurer, le
choix et le placement des capteurs, l’utilisation des données d’exploitation et de celles du retour
d’expérience, le contexte dans lequel évolue le système et les interventions de maintenance. Ces
aspects peuvent être regroupés dans trois volets et constituent une partie des futurs travaux de
recherche que nous envisageons de mener sur les systèmes complexes : 1) les données nécessaires
au pronostic, 2) la modélisation des phénomènes de dégradation et 3) la prédiction du RUL
du système. Ces développements s’inscrivent dans la continuité de nos travaux actuels, mais à
l’échelle du système global.
Le premier volet concerne la collecte de données pertinentes et représentatives des interactions
entre composants, des mécanismes de dégradation (leur déclenchement et leur évolution) et des
défaillances qui peuvent survenir dans le système. Pour ce volet, nous avons identifié trois ver-
rous : la compréhension des mécanismes de dégradation des composants, la corrélation entre
les dégradations et l’identification des paramètres physiques à surveiller. Pour lever ces verrous,
nous avons besoin d’exploiter l’architecture fonctionnelle du système, d’utiliser les connaissances
fournies par les experts et d’analyser les données du retour d’expérience. Cela nous permettra
de révéler des informations pertinentes sur la fiabilité des composants constituant le système, de
mieux comprendre leurs mécanismes de dégradation et leurs facteurs de déclenchement, d’iden-
tifier pour chaque composant les paramètres physiques sensibles aux dégradations et de choisir
les capteurs et leur emplacement optimal en tenant compte de différents facteurs tel que l’en-
combrement et l’accessibilité aux grandeurs physiques à surveiller. Concernant les capteurs, nous
avons considéré dans ce mémoire qu’ils sont filaires et indépendants les uns des autres. Nous
avons également supposé qu’ils sont tout le temps disponibles et sans défaillances, ce qui n’est
pas toujours le cas dans la pratique. Pour alléger ces hypothèses, et pour assurer la continuité
des données de surveillance, nous proposons d’intégrer des réseaux de capteurs sans fils. Ces
derniers offrent deux avantages : 1) ils permettent d’assurer la continuité des données grâce la
topologie du réseau, à la redondance de capteurs et à la tolérance aux fautes, et 2) ils permettent
dans certaines applications de gagner en poids (technologie sans fils, capteurs miniatures, etc.)
et de proposer ainsi des solutions de PHM compétitives.
Le deuxième volet traite de la modélisation des dégradations. Il constitue en lui-même le verrou
principal que nous envisageons de lever. En plus des données de surveillance, cette modélisation
nécessite la prise en compte des conditions d’exploitation du système (profils de fonctionne-
ment, conditions environnementales, facteurs humains, etc.) et des actions de maintenance qui
peuvent être effectuées durant le fonctionnement du système. La modélisation doit également
représenter les interactions entre les différents mécanismes de dégradation et leurs vitesses de
progression et de propagation. En effet, dans le cas de plusieurs composants sollicités différem-
ment, même si plusieurs dégradations se déclenchent au même instant, leur progression peut
prendre différentes trajectoires avec différentes vitesses. C’est donc un processus complexe qui
se met en place et qu’il faudra modéliser. Par ailleurs, une réparation d’un ou de plusieurs
composants modifie l’état du système et par conséquent le modèle doit être actualisé. L’une
de nos futures contributions consistera alors à construire des modèles fidèles au comportement
du système, exploitables par l’utilisateur et offrant un meilleur compromis entre précision et
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complexité. Ces modèles peuvent être construits par la combinaison de plusieurs sous-modèles,
chacun pouvant être obtenu en utilisant un outil adapté (équations algébro-différentielles, en-
semble de règles, régressions, classifications, etc.). Les outils de modélisation seront choisis en
fonction de la complexité des phénomènes à modéliser, des données disponibles et de la précision
du modèle souhaité. Pour cela, l’approche hybride, combinant l’approche guidée par les données
et l’approche basée sur un modèle physique, semble davantage adaptée.
Enfin, le troisième volet sera consacré à la prédiction du RUL du système. Cette prédiction doit
être la plus exacte et la plus précise possible. Pour l’obtenir, nous devons intégrer au processus
de pronostic les tâches de détection des anomalies et de diagnostic de défaillances. En effet, pour
prédire le RUL, nous avons besoin de connaître l’état courant du système et par conséquent,
l’état courant de ses composants. Dans le cas du fonctionnement nominal du système (absence
d’anomalie ou de défaillances) il n’y a pas lieu de lancer le pronostic. Ce dernier doit être activé
seulement en cas de dégradations et/ou de défaillances avérées et dont le résultat est donné par
les modules de détection et de diagnostic. Ainsi, pour ce volet, nous avons identifié deux verrous
potentiels : le premier concerne la détection à temps du déclenchement d’une ou de plusieurs dé-
gradations et leur rôle sur l’état des autres composants, et le second est lié à la définition de seuils
de défaillances. Concernant la détection du déclenchement des dégradations, des méthodes quan-
titatives (relations de redondance analytique, résidus, estimations paramétriques, observateurs,
etc.) pourront être utilisées. Dans ce domaine, nous possédons une certaine expertise acquise
durant nos travaux de thèse et que nous envisageons de mettre à profit. Ces méthodes pourront
être complétées par des méthodes qualitatives (apprentissage automatique, ensemble de règles,
etc.). Le second verrou à lever concerne la définition de seuils d’alarmes (ou de défaillances). Les
seuils ont une importance capitale dans la prédiction du RUL puisqu’une valeur erronée du seuil
conduit à un RUL différent du RUL réel. Ils doivent également être variables en fonction du
système, de ses conditions d’utilisation et des exigences de performance et de sécurité imposées
par l’exploitant. Ils peuvent être déterminés en utilisant différentes méthodes : estimation de
densités de probabilité à partir de tests expérimentaux, utilisation des connaissances expertes,
apprentissage automatique sur des données d’exploitation et de retour d’expérience, etc.
2.2 Pronostic de défaillances des MEMS
Un MEMS, acronyme anglais de Micro-Electro-Mechanical System, est un système intégrant des
éléments mécaniques, optiques, électromagnétiques, thermiques et fluidiques et utilisant l’élec-
tricité comme source d’énergie en vue de réaliser des fonctions de mesure et/ou d’actionnement
dans une structure présentant des dimensions micrométriques. Les MEMS se présentent sous
différentes catégories (micro-capteurs, micro-actionneurs, radio-frequency MEMS, etc.) et sont
largement répandus et utilisés dans des applications telle que l’automobile, les télécommuni-
cations, l’aérospatial, le biomédical et l’optique. Ils font ainsi partie de notre vie quotidienne
et leurs défaillances peuvent avoir des répercussions négatives sur la disponibilité et la fiabilité
des systèmes dans lesquels ils sont utilisés et/ou sur notre confort, notre productivité ou notre
sécurité.
Il y a maintenant un an, nous avons initié la thématique PHM des MEMS au sein de notre
laboratoire de recherche. C’est donc une thématique récente que nous développons et consoli-
dons et sur laquelle nous avons fait soutenir deux Masters 2 Recherche et avons actuellement un
doctorant. Notre objectif est de développer le PHM des micro-systèmes en s’appuyant sur les
connaissances et compétences que nous avons acquises dans le domaine des macro-systèmes.
Cependant, conscients des spécificités du micro-monde, nous avons dans un premier temps com-
mencé par l’explorer pour comprendre ces systèmes : architectures, fonctionnement, mécanismes
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de dégradation, facteurs d’influence et de déclenchement (température, humidité, vibration,
bruit, poussière, chocs, surcharges électriques, mécaniques, thermiques, etc.), instrumentation,
etc. Le développement et la consolidation de cette thématique nécessitent la mise en place de
nouvelles méthodes de PHM. Ces méthodes peuvent être inspirées de celles développées dans le
cas des macro-systèmes. Néanmoins, il est nécessaire de tenir compte des spécificités des MEMS
que sont la miniaturisation, les bruits, l’encombrement et la sensibilité aux conditions d’utili-
sation. Au terme de cette première étape, nous avons établi une première synthèse qui nous a
permis de comprendre une partie des points énoncés précédemment. Il en ressort également que
la majeure partie des travaux publiés dans la littérature scientifique dans ce domaine traite de
la fiabilité des MEMS. Or, la fiabilité est définie comme « l’aptitude d’un dispositif à accomplir
une fonction requise dans des conditions données pour une période de temps donnée ». Elle
a pour but de fournir des modèles de durée de vie prévisionnels obtenus sur une population
de composants. L’inconvénient de cette démarche réside dans le fait qu’une fois les modèles de
durée de vie sont obtenus, ils sont appliqués sur des composants de la même famille mais dont
les conditions d’utilisation sont rarement celles spécifiées lors de la conception. Un autre incon-
vénient des modèles de fiabilité est l’absence de surveillance, d’actualisation et de décision en
ligne. D’où notre proposition de travailler sur le PHM plutôt que sur la fiabilité. La différence
entre PHM et fiabilité pourrait être expliquée par l’analogie entre boucle ouverte et boucle fer-
mée en automatique : le PHM est pour la fiabilité ce que la boucle fermée est pour la boucle
ouverte.
Les problématiques du PHM des MEMS restent les mêmes que celles du PHM dans les macro-
systèmes, avec cependant les spécificités du micro-monde à considérer. Nos problématiques prin-
cipales concernent la prédiction de la durée de fonctionnement avant défaillances (pronostic de
défaillances) et la décision post-pronostic. Dans cette sous-section, seule la prédiction du RUL
est abordée ; la décision sera décrite dans la sous-section suivante. Le pronostic de défaillances
des MEMS nécessite la levée de trois verrous que nous avons identifiés : 1) la surveillance des
MEMS, 2) la modélisation des MEMS et de leurs mécanismes de dégradation et 3) la définition
de seuils de défaillance pertinents.
Concernant la surveillance, et contrairement aux macro-systèmes où l’installation de plusieurs
capteurs est possible, l’accès direct par des capteurs aux grandeurs physiques à surveiller peut
être difficile, voire parfois impossible à réaliser. Pour contourner cette difficulté, l’une des pistes
à envisager pourrait être la mise en place d’observateurs ou de méthodes d’estimation paramé-
trique.
La modélisation des MEMS et de leurs dégradations n’est pas une tâche aisée. Les MEMS sont des
systèmes multiphysiques complexes. Cette tâche nécessite l’étude approfondie du fonctionnement
des MEMS, de leurs mécanismes de dégradation, de leurs conditions de sollicitation et des
facteurs environnementaux qui peuvent influer sur le déclenchement des dégradations. Le modèle
global d’un MEMS peut être obtenu par la combinaison de son modèle nominal et de son
modèle de dégradation. Cette dernière peut être représentée par la dérive dans le temps d’un
ou de plusieurs paramètres physiques du MEMS. Pour obtenir le modèle global, l’une des pistes
qui pourrait être envisagée est l’utilisation de l’approche hybride. Elle permettra de modéliser
le comportement nominal du MEMS par des modèles physiques et d’apprendre le modèle de
dégradation à partir de données issues de tests de vieillissement accéléré. Parmi les outils de
modélisation candidats, nous pourrons citer les équations différentielles linéaires et non linéaires,
les bond graphs, les régressions linéaires et non linéaires et les méthodes par apprentissage
automatique. Concernant les tests de vieillissement accéléré, ils seront réalisés sur des plateformes
expérimentales qui seront conçues et développées dans nos futurs travaux.
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Le modèle global obtenu sera utilisé pour évaluer à tout instant l’état de santé du MEMS
et prédire son RUL. Pour cela, il est nécessaire de définir des seuils pertinents permettant
d’un côté, de détecter dès les premiers instants l’apparition des dégradations et de l’autre côté,
d’estimer le RUL avec précision. Ces seuils peuvent être obtenus par des méthodes statistiques
sur des échantillons représentatifs de MEMS, par apprentissage automatique sur des données
représentant des modes de fonctionnement normaux et dégradés ou par la définition de limites
de performance telle que la précision, la stabilité ou le temps de réponse.
Enfin, pour vérifier et valider nos futurs développements dans ce domaine, nous avons intégré
dans notre feuille de route la conception et la réalisation de plateformes expérimentales. Une
première version d’une première plateforme est d’ores et déjà réalisée dans le cadre de la thèse
de Haithem Skima qui travaille sur la thématique du PHM des MEMS. Elle sera améliorée et
complétée par d’autres plateformes pour permettre de couvrir la majeure partie des aspects
gravitant autour de cette thématique.
Le lien entre le PHM des macro-systèmes et celui des MEMS n’est pas évident à établir de
prime abord. Mais, en analysant de plus près les applications des MEMS, on s’aperçoit qu’elles
sont diversifiées et touchent à la majeure partie des systèmes que nous utilisons dans notre
quotidien. Quelques-unes de ces applications concernent les moyens de communication (vidéo-
projecteurs, microphones, gyroscopes et autres micro-capteurs dans les téléphones portables,
résonateurs dans les satellites, etc.) et les systèmes d’aide à la conduite, de confort et de sécurité
dans le domaine du transport (accéléromètres pour le déclenchement d’airbags et capteurs de
pression dans les voitures, micro-capteurs de température, de vibration, d’humidité, de force
et de débit et micro-actionneurs dans les avions, etc.). Les MEMS présents dans ces macro-
systèmes assurent des fonctions vitales de surveillance et d’actionnement, et leurs défaillances
peuvent rendre indisponibles les macro-systèmes dans lesquels ils sont utilisés et conduire à une
indisponibilité du service final attendu par l’utilisateur. Ainsi, les MEMS peuvent se retrouver
comme composants critiques et doivent donc être considérés dans le processus de PHM du
système global.
2.3 Décision
Comme nous l’avons décrit dans ce mémoire, le PHM comporte sept modules parmi lesquels la
décision. Cette dernière intervient après les modules de détection, de diagnostic et de pronostic.
Elle a pour rôle de définir les actions à mettre en place pour assurer le maintien en conditions
opérationnelles du système physique.
La décision constitue notre troisième perspective de recherche. Elle concerne les deux volets
PHM des systèmes complexes et PHM des MEMS. Nous envisageons de mettre en place des
algorithmes permettant d’aider l’utilisateur à prendre les meilleures décisions suite à un dé-
clenchement de dégradation, détection et diagnostic de défaillance et pronostic de durées de
fonctionnement avant défaillance. Ces algorithmes pourraient prendre différentes formes : opti-
misation des tâches de maintenance, reconfiguration par l’utilisation de redondances matérielles,
modification de consignes ou de lois commande, accommodation des défaillances par des chan-
gements de missions, etc.
Nous proposerons également de capitaliser tout ce qui est appris du PHM pour revenir sur la
conception et améliorer les versions ultérieures des systèmes à réaliser. En effet, comme le recom-
mande la norme ISO 13381-1, un rapport doit être établi à la fin du processus de pronostic. Il
permet d’analyser et de comprendre les causes des anomalies et d’établir des indicateurs de coût,
de disponibilité et de sécurité. Il permet également de mettre en place des actions correctrices
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en fonction des anomalies ou imperfections constatées. Ces actions peuvent prendre différentes
formes : revoir le placement de capteurs ou d’actionneurs pour assurer une surveillance opti-
male et une meilleure « commandabilité » du système, repositionner ou redimensionner certains
composants pour avoir une meilleure « maintenabilité » des composants (accéder facilement
aux composants pour une maintenance à moindre coût), améliorer l’interface utilisateur pour
mieux informer ce dernier de l’état de santé du système, etc. Le but de ce retour sur concep-
tion est de permettre la réalisation de systèmes intelligents et intégrant des fonctionnalités
innovantes de PHM telle que l’auto-surveillance, l’auto-détection, l’auto-diagnostic ou encore
l’auto-reconfiguration.
2.4 Transferts industriel et académique
Enfin, nous ne pouvons terminer ce document sans aborder le volet transfert qui revêt pour
nous une importance particulière. Ce transfert concerne autant le côté industriel que le côté
académique.
Pour ce qui est du transfert industriel, nous avons déjà eu et avons toujours des collaborations
avec des industriels dans les domaines du transport ferroviaire et des machines à outils. Ces
collaborations, réalisées dans le cadre de projets, nous ont permis d’aborder la thématique du
PHM avec plus de pragmatisme et en ayant à l’esprit les contraintes applicatives qui ne sont pas
toujours prises en compte dans les développements scientifiques. Elles ont également permis aux
industriels d’acquérir de nouvelles compétences en maintenances conditionnelle et prédictive,
de se mettre au courant des nouvelles innovations dans ces domaines et d’accroitre leur com-
pétitivité. Nous souhaitons ainsi continuer ces collaborations pour permettre aux entreprises
de concrétiser la mise en œuvre de solutions de PHM dans leurs systèmes. Cela passera par
la prise en compte, dans les algorithmes que nous développerons, des différentes spécifications
imposées par les industriels (temps de calcul, encombrement, retour sur investissement, etc.).
Ce transfert industriel concernera les domaines macro et micro avec des applications diverses :
télécommunications, aérospatial, microtechniques et systèmes de génération d’énergie (éoliennes,
par exemple) et de transport ferroviaire.
Un autre volet que nous souhaitons développer avec les entreprises concerne la formation conti-
nue de leurs cadres de maintenance. Notre objectif est de permettre à ces entreprises d’accroitre
leur compétitivité en développant des maintenances intelligentes, telle que la maintenance ba-
sée sur l’état (Condition-Based Maintenance) et la maintenance prédictive. Ces maintenances
pourraient compléter ou remplacer les maintenances traditionnelles de types correctives ou pré-
ventives systématiques qui sont souvent coûteuses en disponibilité, en sécurité et en argent.
Pour le volet transfert académique, nous nous fixons comme objectifs l’introduction, le dévelop-
pement, la consolidation et la vulgarisation du PHM dans le milieu académique. Nous avons déjà
commencé ce travail par la publication d’un article dans la revue « Techniques de l’Ingénieur »
et par la mise en place de cours d’introduction au PHM dans le cadre de l’option « Ingénierie
des systèmes de production » de l’ENSMM (troisième année d’école d’ingénieurs). Toutefois,
cela n’est pas suffisant et nous envisageons de multiplier nos efforts pour mettre en place de
nouveaux cours et travaux pratiques destinés aux étudiants des niveaux licence et master. Nous
envisageons également de renforcer notre implication dans la proposition et l’encadrement de
stages dans le domaine du PHM. Cela permettra à nos étudiants d’acquérir des compétences
nouvelles et innovantes qui sont de plus en plus présentes et demandées dans l’industrie. Enfin,
nous mettrons un accent particulier sur la sensibilisation de nos étudiants à jouer un rôle mo-
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