A primary challenge in unsupervised clustering using mixture models is the selection of a family of basis distributions flexible enough to succinctly represent the distributions of the target subpopulations. In this paper we introduce a new family of Gaussian Well distributions (GWDs) for clustering applications where the target subpopulations are characterized by hollow [hyper-]elliptical structures. We develop the primary theory pertaining to the GWD, including mixtures of GWDs, selection of prior distributions, and computationally efficient inference strategies using Markov chain Monte Carlo. We demonstrate the utility of our approach, as compared to standard Gaussian mixture methods, for the case of immunofluorescence imaging analysis, emphasizing the improved interpretability and parsimony of the GWD-based model.
Introduction
well components of such a model are themselves subtractive mixtures of two 27 multivariate Gaussian distributions. Existing approaches have focused on 28 modelling hollow structures by fitting the data onto the surface of a hyper-29 ellipse or torus (Mardia and El-Atoum, 1976; Kato, 2010; Di Marzio et al., 30 2011; Kanatani and Rangarajan, 2011; Jones and Pewsey, 2011; Umbach 31 and Jones, 2003; Watson, 1961; Gander et al., 1994) , which can be too re-32 strictive and does not offer an accurate representation of many other types 33 of circular data. In contrast, the Gaussian well distribution provides pos-34 itive probability density throughout the R p space, except for singularities; 35 the mode of this distribution subsequently corresponds to a hyper-ellipse.
36
Our motivation stems from the analysis of immunofluorescence imaging 
59
Here we extend the approach of these authors by modelling the inten- In this section we develop the basic theory for the Gaussian Well Dis-76 tribution (GWD). We begin by defining the GWD, in its basic form, as a 77 subtractive, rather than an additive, mixture of two multivariate Gaussian 78 kernels: Definition 1. Given non-negative scalars w and v and p-dimensional Gaus-80 sian kernels N (µ 1 , Σ 1 ) and N (µ 2 , Σ 2 ), a Gaussian Well Distribution is a 81 multivariate continuous probability distribution characterized by the density
For appropriately chosen parameters, f resembles the Gaussian distribution 87 N (µ 1 , Σ 1 ) with a region of low density (i.e. a density "well") with shape The primary theory pertaining to the GWD has to do with defining the 91 necessary constraints on the free parameters w, v, µ 1 , µ 2 , Σ 1 , and Σ 2 so 92 that requirements 2 and 3 above hold. We begin with the following Lemma:
93 Lemma 1. The parameters w, v, µ 1 , µ 2 , Σ 1 , and Σ 2 are valid for a Gaussian Well distribution (i.e. the positivity and integrability requirements will be met) if and only if v = w − 1, and all eigenvalues of D are non-negative, where
where µ denotes the vector transpose.
Proof that these constraints satisfy the positivity and integrability re-95 quirements appears in Appendix A.
96
From Lemma 1, we can immediately derive the following corollary.
97
Corollary 2. In the special case µ 1 = µ 2 , Σ 2 = τ Σ 1 , the positivity con-98 straint implies w−1 w ≤ τ p/2 ≤ 1.
99
Proof of the corollary appears in Appendix B. For this subclass of 100 GWDs, the mode of the distribution is defined by an ellipsoid with equation
revealing the relationship between the shape of the well and the parameters of the distribution. The shape of this distribution is therefore natural for discovering the ring-shaped germinal centers in our immunofluorescence application. In the special case w−1 w = τ p/2 , corresponding to a subclass of GWDs which we will refer to as Ring GWDs, the equation becomes
In the remainder of paper, we focus on the special case where µ 1 = 102 µ 2 := µ and Σ 2 = τ Σ 1 := τ Σ. This form of the distribution is used below 103 in deriving a representation of mixtures of GWDs. 
Mixtures of Gaussian Wells

105
We define a mixture of the special class of ring GWDs (µ 2 = µ 1 and
as a convex combination of Ring GWD components
where
and {π, w, µ, Σ, τ } denotes the set of parameters for all components.
106
The mixture representation can be simplified using ring GWD, which 107 have density exactly 0 at x = µ, occurring when τ =
. This leads 108 to the following lemma:
can be re-written as
where g 1 (x) is a ring GWD and g 2 (x) is a standard [multivariate] Gaussian 110 kernel.
111
Proof of the Lemma appears in Appendix C.
112
This result implies that the class of mixture models with ring GWD components is a subset of the class of mixture models with components either ring GWDs or standard Gaussian densities. Thus, we will be able to perform inference on the ring GWD mixture model by considering a more general mixture model capable of representing both ring GWD components and standard Gaussian components. Thus, our target mixture model is defined by
where each component has the following distribution
Here ρ is the marginal probability of any individual mixture component being a ring GWD component (as opposed to a standard Gaussian component). Since a standard Gaussian component can be viewed as a Gaussian well component with a k = 1, we can express our mixture model using only
Gaussian well components, so that
such that w k = 1 with probability 1 − ρ corresponds to (with a slight abuse 114 of notation) the limiting case of a standard Gaussian kernel. 
Prior Distributions and Posterior Inference
116
Having defined the GWD mixture model in the previous section, we now 117 motivate prior distributions for its parameters and describe a Markov chain
118
Monte Carlo algorithm for conducting inference. 
3.2. Priors for subtractive mixture weights {w k }
127
As mentioned above, the subtractive mixture weight w k is exactly 1 with 
133
In order to obtain further intuition about the behaviour of w, we observe 2. Accept that value with probability 1 − 4. The rejected values will have distribution f 2 (x).
141
In the case of f (x) = wN (x|µ, Σ) − (w − 1)N (x|µ, τ Σ), given the data X and the parameters µ and Σ, we have exact forms for the envelope distribution f 1 (x) = N (x|µ, Σ) and the distribution of the rejected values
and combining them with the data X, the set {X, Y } should be well modelled by f 1 (x). The information about w does not come from the shape of the rejected sample, but rather from the number of rejected observations, n 2 , required to produce n = |X| accepted samples from the target distribution. According to the rejection sampling mechanism, for each accepted observation correspond w w−1 rejected ones. In other words, the number of total observations drawn from f 1 (x) to obtain n accepted values is negative binomially distributed with probability w−1 w . We therefore use a natural re-parametrization in which we express w through the probability τ := w−1 w ∈ (0, 1), resulting in a Beta prior
with probability ρ, and τ k = 0 with probability 1 − ρ. We denote the means and variances of the Gaussian wells by (µ k , Σ k ).
144
The conjugate prior for
In the case of the Gaussian wells, we use
Standard conjugacy results hold for the standard Gaussian components.
149
In the case of the GWD components, this leads to posteriors of non-standard 3. The means of the GWDs can be updates through a variance-discounted version of the standard Gaussian -inverse Wishart form, such that 4. In order to approximate the posterior distribution of Σ k for GWDs,
168
we use the fact that
which provides an estimate for the posterior mean of Σ k . Using the
, we use the fol-lowing distribution in order to approximate the posterior distribution, so that
where, as before,x k denotes the sample mean of component k and 
194
We implement our algorithm on images of size n 1 × n 2 . The axes are iterations fixing the maximum number of components at 15, discarding the 214 first 1000 as burn-in.
215
As is shown in Figure 4 samples obtained using a standard Gaussian mixture model in Figure 6 241 shows a significant improvement both in the ability to identify these follicles,
242
but also in terms of an accurate representation of the original image. The left-hand column shows "ring wells" in 1 and 2 dimensions, in which the density is exactly 0 at the centre of the well. The rightmost column shows Gaussian wells with equal means; in the top row, the variances are chosen such that the the center of the well has strictly positive density, and the bottom row demonstrates the effect of asymmetric covariance matrices.
While providing a much more general class of distributions, constructing 263 efficient proposals for exploring the sample space is crucial.
264
Our Markov chain Monte Carlo sampler was implemented in MATLAB;
265 code is available upon request. 
305
Proof. The function requirement trivially integrates to 1 iff v = w − 1.
306
The positivity requirement f (x) = wf 1 (x) − vf 2 (x) ≥ 0 is equivalent to 307 log(wf 1 (x)) − log(vf 2 (x)) ≥ 0. Then we have
which can be written as a quadratic form can be re-written as
where g 1 (x) is a ring GWD and g 2 (x) is a standard [multivariate] Gaussian 328 kernel.
329
Proof. f (x i ).
Here γ represents the overall scale parameter γ = x∈S λ(x)dx, S being 347 the finite image region, and a 2 is the 2-dimensional pixel region. Given the 
