Bootstrapping Robotic Ecological Perception from a Limited Set of
  Hypotheses Through Interactive Perception by Goff, Léni K. Le et al.
Bootstrapping Robotic Ecological
Perception from a Limited Set of
Hypotheses Through Interactive
Perception
Journal Title
XX(X):1–21
c©The Author(s) 2018
Reprints and permission:
sagepub.co.uk/journalsPermissions.nav
DOI: 10.1177/ToBeAssigned
www.sagepub.com/
Le´ni K. Le Goff1, Ghanim Mukhtar1, Alexandre Coninx1 and Ste´phane Doncieux1
Abstract
To solve its task, a robot needs to have the ability to interpret its perceptions. In the case of vision, this interpretation is
particularly difficult and relies on the understanding of the structure of the scene, at least to the extent of its task and
sensorimotor abilities. A robot with the ability to build and adapt this interpretation process according to its own tasks
and capabilities would push away the limits of what robots can achieve in a non controlled environment. A solution is to
provide the robot with processes to build such representations that are not specific to an environment or a situation. A lot
of works focus on objects segmentation, recognition and manipulation. Defining an object solely on the basis of its visual
appearance is challenging given the wide range of possible objects and environments. Therefore, current works make
simplifying assumptions about the structure of a scene. An example of such an assumption is the tabletop hypothesis,
which posits that objects lay on a flat surface. Such assumptions reduce the adaptivity of the object extraction process
to the environments in which the assumption holds. To limit such assumptions, we introduce an exploration method
aimed at identifying moveable elements in a scene without considering the concept of object. By using the interactive
perception framework, we aim at bootstrapping the acquisition process of a representation of the environment with a
minimum of context specific assumptions. The robotic system builds a perceptual map called relevance map which
indicates the moveable parts of the current scene. A classifier is trained online to predict the category of each region
(moveable or non-moveable). It is also used to select a region with which to interact, with the goal of minimizing the
uncertainty of the classification. A specific classifier is introduced to fit these needs: the collaborative mixture models
classifier. The method is tested on a set of scenarios of increasing complexity, using both simulations and a PR2 robot.
Keywords
1 Introduction
Figure 1. Overview of the proposed babbling approach. The
robot chooses a point in the environment with which to interact
and then observes whether an object has moved as a result of
its action. On the basis of such interactions, a classifier is
trained online using the information gathered. Finally, a
relevance map is computed to guide exploration.
Beyond a preprogrammed scenario, building robots that
are able to act and fulfill a mission in uncontrolled
and unstructured environments remains a challenge. Even
everyday environments, which tend to be highly structured,
are hard to deal with given their variability. To achieve tasks
in such environments, a robotic system needs a robust and
adaptive perception of the world. The focus of this work is
to bootstrap a world’s representation learning process for a
robot, i.e. a robotic ecological perception.
Vision is a rich modality that carries a dense set
of information reflecting the complexity of realistic
environments. To understand a visual scene, a robot must
first be able to focus on important components of its visual
field according to its embodiment, skills, and current goal. To
select an appropriate action, it must simplify this sensor flow.
Certain hypotheses can be formulated related to the structure
of an environment, e.g. the tabletop hypothesis, or to the
shapes of objects; however, these hypotheses limit the ability
of the robot to adapt to new environments. A way to avoid
making such assumptions is to allow the robot to explore its
surrounding via a direct interaction. In this way, by observing
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the effect of its action on the environment, the robot can
gain novel sensory signals and learn from regularities in the
sensorimotor space. This domain of research is known as
interactive perception : action to enhance perception, and
perception to enhance interaction (Bohg et al. 2017).
Most previous studies on interactive perception have
object segmentation, recognition and manipulation as goals
(Bohg et al. 2017). To achieve these complex objectives,
researchers use a passive image processing bootstrap step
to produce object hypotheses. Then, through interactions
with the environment, the robot confirms or rejects these
hypotheses. Certain assumptions must be introduced to
implement this preliminary step, e.g. objects are on a planar
surface (van Hoof et al. 2014; Gupta and Sukhatme 2012;
Chang et al. 2012; Bersch et al. 2012; Metta and Fitzpatrick
2003; Fitzpatrick and Metta 2002, 2003; Schiebener et al.
2011; Hermans et al. 2012) or object shapes are close
to predefined primitives (spheres, cubes, cylinders, etc.)
(Schiebener et al. 2014; Kuzmicˇ and Ude 2010). The present
work aims at removing the need for these hypotheses. To this
end, we propose to build a useful segmentation of a scene
with an interactive perception approach.
To deal with visual scenes complexity, it has been shown
that humans do not consider all parts of the scene as
equivalent. They possess a visual attention process that
lowers energy consumption during the analysis of a scene
(Carrasco 2011) by focusing the attention on elements of
the environment that are considered as salient (Itti and Koch
2001).
In computer vision, the study of visual saliency in human
attention has led to salient object detection within an image
(Borji et al. 2014). Works in this field aim at producing
a saliency map of images, i.e. a binary map representing
an accurate segmentation of an object in an image. With
a saliency map, a robot could directly focus its attention
on elements important to its task, for instance part of the
environment that can move as a result of its own action, and
thus decrease computational time. This represents a starting
point for developing an autonomous capacity with which a
robot can deal with realistic environments prior to having any
representation of objects.
The goal of this work is to define a method that associates
the concepts of interactive perception and salient object
detection to autonomously learn a perceptual map which
represent moveable parts in an environment. The perceptual
map is built on the basis of an autonomous exploration
involving interactions of a robotic arm with the environment.
It represents relevant areas according to the robot capabilities
and to the task being undertaken. Saliency maps are focused
on what is considered as salient for a human. A robot
has different goals and sensorimotor capabilities and may
thus not consider the same areas as relevant. To avoid any
ambiguity, we thus term this map a relevance map. We
assume that something moveable by a robot’s end-effector
is potentially an object. The robot learns to identify the
relevant features of components that are moveable as a result
of its actions. Relevant areas shown in the map could be one
object, group of objects, part of an objects or an articulated
object. By learning a simpler representation than object
models for recognition or manipulation, our method requires
less assumptions specific to the environment or to the objects.
So, scenarios that are different from tabletop and object with
complex shapes and textures are considered in this study.
The main contribution of this work is a segmentation
process to identify relevant parts of the visual scene using
the interactive perception paradigm with minimum a priori
knowledge about the environment structure.
This work is not focused on objects extraction for
recognition or manipulation; rather, it constitutes a previous
step, allowing an initial identification prior to a more targeted
exploration. With minimum a priori knowledge on the
environment, this work represents the very first step of a
developmental process which could lead to a robust and
adaptive extraction and identification of objects that are
completely unknown to the robot designer.
2 Related Work
2.1 Saliency Map
Saliency is directly linked to the study of human attention.
A saliency map shows the distribution of salient components
in the visual field, i.e. parts of the visual field that attract
the gaze (Itti and Koch 2001). It assesses which object in
a picture will most attract the visual attention of a human
(Borji et al. 2014).
Saliency maps can be built by different methods. The three
main methods are salient object detection (SOD), fixation
prediction (FP) and object proposal generation (OPG) (Borji
et al. 2014). These methods have the same goal, i.e. detecting
objects based on the study of human attention. In other
words, they aim to determine which object in a picture would
most attract the visual attention of a human. The aim of
SOD is to generate a saliency map that represents with high
accuracy the most salient object in a picture. The saliency
map is composed of regions in the picture that represent
salient objects. The aim of FP is to produce a saliency map
that represents possible fixation points for human attention;
the corresponding saliency map is a set of points. Finally, the
aim of OPG is to propose bounding boxes that might include
an object. The result of OPG is not exactly a saliency map,
but it shares the same properties.
In the following, the focus will be on SOD methods, which
are the closest methods to the one introduced later herein.
SOD is used to detect the most salient object in an
image and then produce a clean segmentation of the
object boundaries. Most methods focus on detecting one
salient object (the most salient), but some attempt to detect
several objects (Borji et al. 2014). SOD methods have
two components. First, they detect the salient parts in
the image to yield a grayscale map, with a white color
indicating the most salient parts. Second, they build an
accurate segmentation of the object boundaries by applying
a threshold and generating a binary map in which white areas
represent the most salient object.
SOD is divided into two main categories: approaches
using heuristics and approaches using machine learning
algorithms. In both cases, strong assumptions are made in
relation to what object in a picture will be the most attractive
to a human:
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• Center prior: salient objects are more likely to be in the
center of the picture (Liu et al. 2014; Jiang and Davis
2013; Peng et al. 2013)
• Background prior: the narrow borders of the image is
part of the background (Liu et al. 2014; Li et al. 2013;
Jiang et al. 2013a)
• Focusness prior: the camera often focuses on a salient
object to attract attention; this can be defined as the
degree of focus blur (Jiang et al. 2013c)
• Boundary connectivity prior: salient objects are less
connected to the image borders (Zou et al. 2013; Zhu
et al. 2014)
• Color prior: certain colors seem to be more attractive
to humans, e.g. salient objects are more likely to
contain warm colors such as red or yellow to be in
salient objects (Shen and Wu 2012; Liu et al. 2014;
Jiang and Davis 2013; Peng et al. 2013)
• Semantic prior: humans pay more attention to certain
objects such as faces, cars, dogs, etc. (Shen and Wu
2012)
The boundary connectivity, background, and center priors
suggest that salient areas always exist around the center of
the image. The focusness prior assumes that the image has
been taken by a human who knows where to focus. These
priors cannot be used to detect objects as this would imply
that a robots knows where to center its camera and therefore
knows where the object is located. The color and semantic
priors are specific to humans and may not be relevant in
certain situations.
Other priors are heuristics in relation to what an object
may look like in a 2D image:
• Objectness prior defines a measure of ”objectness”
based on a provided definition of what an object is and
then relies on this measure to compute saliency (Jia
and Han 2013; Jiang et al. 2013c)
• Spatial distribution prior: if a color is widely
distributed in an image, the salient object will likely
not contain this color (Jiang and Davis 2013)
These priors can be useful, but they are not essential and can
reduce the generality of the method. In the method proposed
herein, most of these priors are replaced by the interaction of
the robot with the environment.
In addition to these priors, saliency map methods
decompose the visual scene in either blocks or regions.
Blocks are rectangles on the image used to compute the
visual features. Regions can have an arbitrary shape. They
rely on superpixels, which are clusters of similar pixels based
on color and contrast.
According to Borji et al. (2015), the best performing
methods have three features in common:
• Superpixels: contrary to block-based approaches,
superpixels produce an accurate object boundary
segmentation.
• Background prior is used. This contrasts with the
location prior, which assumes a specific location for
a salient object in an image; usually, this is the center
of the image. This assumption is strong and restricts
the method to single object detection. Moreover, an
autonomous robot with no concept of object will not
be able to center the image around the area of interest.
• Machine learning algorithms is used to train a model
of saliency. Discriminative regional feature integration
(Jiang et al. 2013b) can be used to train a regression
model based on a 93-dimensional features vector. This
allows the method to be adaptable and scalable to more
complex scenarios.
These methods are used to build models of what humans
would consider as salient. Furthermore, they are focused on
static 2D pictures, rather than on the stream of images that a
robot can collect while interacting with its environment. The
focus here is not on building human-like saliency estimation.
The question addressed is what are the most relevant areas
of a real scene for an agent with given capabilities and with
a certain goal ? According to Borji et al. (2015), a region-
based approach (i.e. superpixel) with supervised learning
is an efficient method for building a saliency map. In this
paper, we thus propose a new region-based method to detect
relevant objects based on self-supervised learning. Relevance
is a similar concept to saliency, but depends on task and robot
features instead of human features.
2.2 Object Segmentation by Interactive
Perception
Learning to perceive the world via interaction is known
in robotics as interactive perception (Bohg et al. 2017).
By interacting with its surrounding, a robot learns a
representation of the environment through the relation
between its capabilities and the effect of its actions.
Early works on this topic have been conducted by Tsikos
and Bajcsy (1988) in which they proposed a method to
separate stacked and heaped objects thanks to interactions
(like push, pick and shake) executed by a robotic system.
This approach makes further image processing easier. Fifteen
years later, interactive perception defined as above was
studied by Metta and Fitzpatrick (2003); Fitzpatrick and
Metta (2002, 2003). In their works, a humanoid robot learns
to segment a single object on a table and to recognize its arm.
The robot interacts with its surrounding and uses optical flow
extracted from 2D images to detect motions. By observing
the motion as a consequence of its actions the system is
able to segment the object from the background. In those
studies, motions are restricted to planes and the experiments
are tabletop scenarios in order to simplify the problem.
Most works on interactive perception start with a passive
image processing step in which a first segmentation is
done. This segmentation could be an oversegmentation with
segments that are smaller than the objects (van Hoof et al.
2014; Schiebener et al. 2011; Patten et al. 2018). In this case,
assumptions are used to maximize the probability to interact
with segments that are part of objects. In other approaches,
segments are object candidates (Gupta and Sukhatme 2012;
Chang et al. 2012; Bergstro¨m et al. 2011; Hermans et al.
2012). Object candidates are clusters of pixels in 2D images
or clusters of points in pointclouds. The actions of a robot
are then designed to reject or confirm these hypotheses. The
complete interactive perception method generally follows the
cycle depicted in figure 2, i.e. choice of a segment or an
object candidate with which to interact, application of an
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Ref Goal Priors Initial Segmentation
Kenney et al. (2009) OS RB, PM -
Fitzpatrick and Metta (2003) OS TS, RB, PM, OD -
van Hoof et al. (2014) OS TS, RB, AP pixel clustering, PS
Ude et al. (2008) OS, OR OH, HA -
Gupta and Sukhatme (2012) OS, OR TS, RB, AP color-based clustering, PS
Chang et al. (2012) OS, OR TS, RB, AP pixel clustering, PS
Hermans et al. (2012) OS TS, RB, AP PS
Hausman et al. (2013) OS, OR TS, RB, AP RANSAC (shape primitives)
Bersch et al. (2012) OS, OR TS, RB, AP PS
Kuzmicˇ and Ude (2010) OS, OR RB, AP, SP SIFT, RANSAC
Schiebener et al. (2011) OS, OR RB, AP, SP, TO Harris Corner, RANSAC, PS
Schiebener et al. (2014) OS, OR TS, RB, AP, SP saliency map, difference of gaussian
Bergstro¨m et al. (2011) OS RB, PM, AP, TS HSV Histograms, 3D Ellipsoids
Xu et al. (2015) OS RB, PM, AP, TS Supervoxels
Eitel et al. (2017) OS RB, PM, AP, TS surface-based
Our Approach Relevance Map AP Supervoxels
Table 1. Summary of methods in Interactive Perception to segment objects. The goals are object segmentation (OS) and object
recognition (OR). The priors are the following : tabletop scenario (TS), rigid body (RB), action primitives (AP), planar motion of the
objects (PM), object database (OD), textured objects (TO), object in hand (OH); shape primitives (SP), and human assistance (HA).
In object hypothesis generation, PS stands for plane segmentation
action to chosen part of the environment, observation of the
effect, and update of the perception by merging segments,
confirming or rejecting of the chosen hypothesis. Some
methods use the interaction to collect data and train a model
with machine learning algorithms.
The bootstrap step often uses passive computer vision
methods and no interactions. This allows assumptions about
objects and environments to bootstrap the system. Table 1
summarizes the priors and techniques used for the bootstrap
step. Schiebener et al. (2011) used random sample consensus
(RANSAC) to find planes and cylinders in a picture and
generate object hypotheses. As they used 2D images, they
needed highly textured objects to estimate 3D shapes. Other
methods exploit depth information from 3D sensors, such as
stereoscopic cameras or IR laser cameras, to detect planes
(van Hoof et al. 2014; Gupta and Sukhatme 2012; Chang
et al. 2012; Bergstro¨m et al. 2011; Hermans et al. 2012; Eitel
et al. 2017). Indeed, the environments used in these studies
were limited to tabletop scenarios to allow segmentation of
the table from the objects on top of the table. It simplified
the initial segmentation, which relied on a clustering method
based on color. Their methods also aimed to separate objects
via interaction.
To handle textureless objects, an alternative approach
is to make assumptions about the shapes of the objects.
Candidate object generation then relies on comparisons of
objects with primitive shapes, such as cylinders, planes, or
spheres (Bersch et al. 2012; Hausman et al. 2013; Schiebener
et al. 2014). Bersch et al. (2012) also segment the table, and
Kuzmicˇ and Ude (2010) consider only objects containing
planes.
In another study (Ude et al. 2008), no assumptions about
object type are made; the method does not rely on candidate
object hypotheses. The robot starts with an unknown object
in its hand and analyzes it in front of a complex, cluttered
environment. This allows the robot to learn a model of the
background and of the object. This learning exercise cannot
be achieved autonomously by the robot as it needs to start
with the unknown object in hand.
These approaches aim at both discovering and separating
objects. They require a predefinition of what an object is and
also require a dedicated candidate object generation method.
Scenarios are typically restricted to tabletop scenarios, in
which objects are on a flat surface, to easily distinguish
objects from the background. This is a significant limitation
to the range of environments that can be handled by the
robot. An alternative is to make assumptions about objects,
e.g. about their shapes or their textures, but it also requires
an a priori definition of the possible shapes of all objects
with which the robot may interact. Finally, to prevent any
assumptions about the environment or the objects, a human
teacher or helper can be involved; however, it also reduces
the autonomy of the robot.
Figure 2. General workflow of interactive perception methods.
In the present study, the goal is to reduce the number
of assumptions related to the objects and the environment
in order to pave the way to more adaptive robot behaviors
(Doncieux 2016). Provided that the perception system
actually sees the objects, a single assumption is used: objects
are parts of the environment that the robot can move. The
robot uses interactive perception to learn to distinguish
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relevant objects from the background. An important feature
of the proposed method is that the concept of object does not
need to be defined; it relies only on the concept of relevance.
2.3 Interactive Perception to Build a Saliency
Map
Little work has focused on making a robot build a saliency
map using an interactive perception process. Saliency
map building is considered as a pure computer vision
problem (Borji et al. 2014, 2015), and interactive perception
aims to produce detailed representations of objects (Bohg
et al. 2017). However, several studies make the association
between these two fields, albeit indirectly. Craye et al. (2015)
build a saliency map of an environment using a mobile robot.
Kim and Sukhatme (2015) and Ugˇur et al. (2007) build a map
that represents where in the environment a robot can apply
certain actions. In these studies, the concepts of saliency or
of relevance are not mentioned, but this map can be called a
relevance map as the robot focuses on regions with which it
can interact.
Craye et al. (2015) look at how to build a saliency
map of their experimental rooms using mobile robots. The
robots navigates the laboratory and builds a saliency map of
objects. In that study, salient objects are defined as elements
protruding from a flat surface. The robot could then build
saliency maps of the objects on the floor (chairs, tables, etc.)
or of objects on a table or desk. The saliency map is built
using robot exploration, but this is not exactly interactive
perception as no change is made in the environment as
a result of the actions performed by the robot. Also, the
assumption that object are on a flat surface limits the range
of objects that can be recognized as salient.
Ugˇur et al. (2007) proposed a method for learning
”traversability” affordance with a wheeled mobile robot
which explores a simulated environment. The robot tries
to go through different obstacles: laying down cylinders,
upright cylinders, rectangular boxes, and spheres. The laying
down cylinders and spheres are traversable while boxes
and upright cylinders are not. The robot is equipped with
a 3D sensor and collects data after each action labeled
with the success of going through the objects. The sample
data are extracted thanks to a simulated RGB-D camera.
Then, an online SVM (Bordes et al. (2005)) is trained
based on the collected data. The resulting model predicts the
”traversability” of objects based on local features. To drive
the exploration, an uncertainty measure is computed based
on the soft margin of the model decision hyperplane. Finally,
they tested their method on a navigation problem, on real
robots and in a realistic environment. They demonstrate, by
using the model learned in simulation, that the robot was able
to navigate through a room full of boxes, spherical objects
and cylindrical objects like trash bins without colliding with
non-traversable objects.
Kim and Sukhatme (2015) in the same idea seeks to
learn pushable objects in a simulated environment using a
PR2 with an RGB-D camera. The objects are blocks of the
size of the robots. They are either pushable in one or two
directions, or not pushable. The PR2 uses its two arms to
try to push the blocks. The learning process relies on a
logistic regression classifier and a Markov random field is
used to smooth spatially the predictions. The robot explores
then the environment and collects data by trying to push the
blocks. The outcome of the framework is what they called
an affordance map indicating the probability of pushability
of a block. When in Ugˇur et al. (2007) the learning is
made on continuous space, in Kim and Sukhatme (2015) the
environment is discretized in a grid with the cells of the size
of a block, thus, the learning space is discrete. Finally, they
use an exploration strategy based on uncertainty reduction to
select the next block to interact with.
Kim et al. and Ugˇur et al. study how, by interaction, a
robot could build a relevance map according to a task or
capability. They do not mention relevance map explicitly
but the affordance map of Kim and Sukhatme (2015)
is close from our relevance map by the way they both
segment interesting elements for the agent. Exploration and
learning were conducted in simulation only and in simple
environments. The present work aimed to consider more
realistic environments in experiments performed with a real
robot equipped with an arm.
3 Method
3.1 Overview
The goal of our method is to produce a relevance map
through an autonomous exploration driven by a robotic arm.
The robot explores an unknown, dynamic1, environment.
This exploration is driven by a relevance map of the
environment, which is built online. Our approach could
actually bootstrap most of the methods described in section
2.2. We follow the main principles of interactive perception
and SOD. The system first oversegments the scene into
regions and then classifies them to generate a grayscale map
representing the relevance of the regions. It then chooses
an area to explore, interacts with it, observes the effects on
the environment, and updates the classifier and the relevance
map (see Figure 1). The perception relies on a RGB-D
camera (Microsoft Kinect 22) to retrieve a 3D pointcloud of
the scene. This camera is an active depth camera that has
troubles to perceive dark and reflective surfaces (Lachat et al.
2015). This limitation comes from the perception device, not
from the proposed method.
Figure 3. General workflow of the approach.
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Figure 3 presents the general workflow of the method. The
exploration is sequential with each iteration structured into 5
steps :
Step 1 Oversegmentation of the pointcloud into regions of the
same size, called supervoxels. The oversegmentation
is described in section 3.2. Visual features are
extracted to characterize each region (see section 3.3).
Step 2 Computation of the relevance map based on the
oversegmentation and according to the prediction of
the classifier. This step is described in section 3.4.
Step 3 Choice of a supervoxel with which to interact. This
choice is driven by a sampling process that relies on
the relevance map (see section 3.5).
Step 4 The robot interacts with the selected supervoxel with
its push primitive (see section 3.6).
Step 5 Observation of a possible effect. A basic change
detection method is applied locally on the chosen
supervoxel. The features of the supervoxel are stored
in the database as samples. A label of 1 is used if a
change is detected, and a label of 0 is used otherwise
(see section 3.7).
At the beginning of the exploration, all relevance scores
are initialized to 0.5. Without any information about the
environment, all supervoxels are assumed to be uncertain and
must be explored.
3.2 Supervoxels
The relevance map is based on an oversegmentation into
supervoxels using voxel cloud connectivity segmentation
(VCCS) (Papon et al. 2013). As illustrated in Figure 4,
supervoxels are clusters of voxels. Voxels are the smallest
unit of a 3D image as pixels are for 2D images.
Figure 4. Examples of supervoxels segmentation. These
images represent pointclouds, the top one is a pointcloud
extracted from a kinect, the bottom one is a pointcloud
representing supervoxels extracted on the top pointcloud. In
these pictures, the voxels are points as their are points of the
pointclouds.
VCCS is similar to the superpixel methods such as
SLIC superpixels (Achanta et al. 2010) and turbopixel
(Levinshtein et al. 2009). It builds clusters of voxels directly
on 3D pointclouds. The use of depth information to build
supervoxels is a significant enhancement compared with
superpixels methods because this segmentation respects
object boundaries. The samples stored to update the
classification are thus more likely to be associated with a
single object; thus, it removes a significant source of noise
in the classification. Also, VCCS works on all kinds of
environments because the algorithm uses low-level features
such as color, normals, and geometric descriptors (fast point
feature histograms (FPFH) proposed by Rusu et al. (2009)).
Therefore, VCCS produces a meaningful oversegmentation
of RGB-D images.
VCCS is based on a region growing algorithm. At
the beginning, voxel seeds are evenly distributed on the
pointcloud. Then, a local nearest neighbors algorithm is
applied to each seed controlled by a distance which combines
color, spatial and shape distances (see equation 1). Color
distance is computed in CIELab color space and the shape
distance is computed with FPFH.
D =
√
λD2c
m2
+
µD2s
3R2seed
+ D2f (1)
Where Dc is the distance on color CIELab space divided
by a constant m, Ds is the spatial distance divided by
Rseed which is the maximal distance considered for the
clustering and Df is the distance on FPFH. For each of these
distances, hyperparameters λ, µ and  control the importance
of color, spatial distance, and geometric similarity. This
equation shows the four important hyperparameters of VCCS
which control the size (Rseed) and the shape (λ, µ, ) of
the supervoxels. These last hyperparameters do not seem to
be a limitation of the variety of environment on which our
methods can be applied as they are not environment-specific.
For the experiments presented in this article, the parameters
were fixed to the values proposed by Papon et al. (2013).
However, the size of supervoxels is more critical as objects
must be at least larger than a supervoxel.
Another drawback of VCCS methods is when extracted
from a video stream on a static scene, the segmentation will
change at each frame. This inconsistency of the segmentation
over a video prevents to apply supervoxels tracking methods.
In this work, supervoxels are, the smallest visual unit
considered. All visual features are extracted from a
supervoxel and also the robot interacts with the supervoxels
which have at least the size of its end-effector. We use
the implementation of VCCS available in the PointCloud
Library (PCL) (Rusu and Cousins (2011)).
VCCS algorithm output, like implemented in PCL is a set
of supervoxels, with a centrod point for each supervoxels.
The centroid point is at the average position and have the
average color and the average normal of the points part
of its supervoxel. The output includes also an adjacency
map representing the graph of geographical proximity of the
supervoxels. Thus, to access to the neighbors of a supervoxel,
it is enough to use the adjacency map.
3.3 Features Extraction
To estimate the relevance of a supervoxel, a classifier is
trained on features based on the color and shape of the
supervoxels. Each feature characterizes one supervoxel. The
features used in this paper are the following:
• Color CIELab histogram: A five-bin histogram is
computed for each dimension of the CIELab3 color
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domain on the colored pointcloud of a supervoxel.
Then, these three histograms are concatenated in a 15-
bins histogram.
• Fast Point Feature Histogram (FPFH) is a common
descriptor that characterizes shape based on a
pointcloud of normals (Rusu et al. 2009). Among
others, it is used in the computation of VCCS for
oversegmentation in supervoxels. It is used generally
for 3D registration thanks to its high capacity for
shape discrimination. In this paper, FPFH is extracted
from the pointcloud including the targeted supervoxel
and its neighbors. The average descriptor is computed
to finally obtain a 33-dimensional feature of the
supervoxel.
FPFH is a simplification of PFH (point feature histogram)
aimed at being faster to compute. FPFH is a combination of
simplified PFH (SPFH) which are histograms of triplet of
value (α, φ, θ) computed with equations 2.
α = v ∗ nt
φ = u ∗ pt − ps‖pt − ps‖
θ = arctan(w ∗ nt, u ∗ nt)
(2)
Where (. ∗ .) is the scalar product, (u, v, w) is an orthogonal
frame defined in equation 3 and represented in figure 5, nt
and ns the normals to the surface at points pt and ps.
To apply these equations, a coordinate frame is defined
at one of the points like shown in figure 5 and written in
equation 3.
Figure 5. Schema of how the orthogonal frame (u, v, w) is
defined on which the computation of SPFH is based. Figure
reproduced from Rusu et al. (2009).
u = ns
v = u ∧ pt − ps‖pt − ps‖
w = u ∧ v
(3)
Where (. ∧ .) is the vectorial product.
An SPFH is computed for the query point pq for its
neighbors. Thus, the computation of FPFH involves the
neighbors of pq and also the neighbors of the neighbors of
pq .
The concatenation of the CIELab histogram and FPFH
features characterizes a supervoxel. It is a vector of size 48.
3.4 Building the Relevance Map
Each supervoxel is weighted with a value between 0 and
1. These values represent the relevance of the supervoxel.
These relevances are predictions of the classifier trained
online during the exploration. They represent the probability
of a supervoxel to be part of ”something” moveable by the
robot, i.e. an object. The relevance map is represented in this
article as a grayscale map on a 3D pointcloud segmented in
supervoxels. Each supervoxel is colored between yellow (for
maximum relevance) and black (for minimum relevance).
The classifier is described in detail in section 4.
3.5 Choice of the Next Area to Explore
After computation of the relevance map, the process must
select the next region of the environment to explore.
Therefore, a choice distribution map is computed. This
choice distribution map represents the probability of a region
to be chosen. The computation of these probabilities is
based on the uncertainty and confidence of the classifier. The
exploration is motivated by a reduction of uncertainty or an
increase in the level of information (i.e. the entropy) with
respect to the environment. The computation of the choice
distribution map is described in detail in section 4.5.
3.6 Push Primitive
To enable interaction with the chosen supervoxel, a push
primitive is used. This primitive is divided into three
steps: approach movement, straight line motion towards
the supervoxel center for interaction, and reverse motion.
A planning algorithm with obstacle avoidance is used for
the approach phase (S¸ucan et al. 2012; S¸ucan and Chitta
2019). In this phase, the end-effector of the robot moves
to an approach position near the target position, which is
the supervoxel center. An approach position is randomly
chosen among those associated with a valid motion plan,
i.e. a motion plan without self-collisions and collisions with
the scene. At the end of this phase, the end-effector is at
an approach point and positioned towards the target. Then,
the end-effector moves to the target following a straight line
of 5 centimeters and attempts to pursue this trajectory for
a further few centimeters4. In other words, the robotic arm
tries to push the target. Thereby, pushing motions can take
different orientations of the end-effector relative to the target
before pushing it. Finally, the robot arm returns to its home
position by following the reverse trajectory.
3.7 Change Detection
As the exploration is sequential, the change detection is
simply a comparison between the pointcloud before and after
the interaction. Thus, the detection is based only on vision.
The comparison follows these steps:
• The octree pointCloud change detector method
provided in PCL (Rusu and Cousins 2011) is used to
subtract the initial pointcloud (before the interaction)
from the current pointcloud. This operation produces
a pointcloud limited to the difference between both
pointclouds.
• With a statistical outlier removal provided in PCL , the
noise in the difference pointcloud is reduced.
• Finally, points only in the selected supervoxel are
compared with the difference pointcloud, using an
iterative closest point algorithm implemented in PCL,
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to determine if this group of points is in the difference
pointcloud. If this is the case, it is considered that
the action of the robot produced a movement, and the
feature of the supervoxel is given a ”moveable” label;
otherwise, it is given a ”non-moveable” label.
Figure 6. Visualisation of the change detector. Right picture
represents a part of a scene before a push and the left picture
after a push. The red dot on both pictures represents the target
of the push primitive which is here the upper part of the blue toy.
This target correspond to the center of a supervoxel. The white
areas represent the parts detected as different between both
images.
Figure 6 shows a visualisation of how the change detector
works. The right picture represents a part of a scene before a
push and the left picture after a push. The red dot represents
the center of the supervoxel targeted by the system. The
white areas represent the differences detected between both
images. If the target supervoxel is included in the white areas,
then a change is detected. The change detector considers only
the targeted supervoxel, i.e. a small area around the target.
4 Collaborative Mixture Models
To classify the collected samples, a new classification
method is introduced: the collaborative mixture models
(CMMs). The proposed method consists in classifying the
samples extracted from the supervoxels in two categories:
samples from a relevant object and samples from the
background. CMMs predict the class of the newly perceived
supervoxels and use this information to build a relevance
map. This classification is supervised as the system labels
the gathered samples owing to (i) the interactions of the
robot with the environment and (ii) the change detector.
These classes may be nonconvex and the collected samples
may be nonlinearly separable as we make no assumptions
about the feature space structure and about the environment.
Both categories are represented as a set of clusters of the
already seen samples. A multivariate normal distribution is
associated with each cluster, and these are summed to form
a mixture model; there is thus a Gaussian mixture model
(GMM) for each category. The parameters of the multivariate
normal distributions are statistically estimated using sample
mean and sample covariance estimators. Each Gaussian of
the mixture models is associated with a cluster of samples,
which is called, a component. The number of components
in each model is not given a priori and is adapted to the
training set. Both models start with one component and add
or remove new components with merge and split operations.
These operations adapt the number of components to the
data.
4.1 Choice of Classifier
The main goal of this work was to develop a method that
can handle a large variety of environments. Therefore, the
classifier must be able to adapt to different environments.
The values of its hyperparameters should not be specific
to a particular environment. In a complex environment,
the classes may not be convex, and the training dataset
extracted from it may not be linearly separable. Furthermore,
the classifier must provide a measure of uncertainty, which
will be used for the exploration process. The output of the
classifier then needs to be a probability rather than a single
net value. The choice of the classification algorithm must
then fulfill the following criteria:
1 Handle nonconvex/nonlinearly separable datasets and
feature spaces
2 Provide uncertainty measurement
3 Have hyperparameters that are not specific to a
particular environment
4 Be supervised and adapted for classification
5 Be trained online
We chose to use GMM as a basis for the classifier.
This model offers a good classification approach that meets
the first and second criteria. The GMM is a regression
method capable of approximating a large set of probabilistic
distributions. By encoding each category with a GMM, we
have a supervised learned classifier that gives as its output the
probability of membership to a certain category (criterion 2).
Also, the GMM can be seen as an ensemble learning method
in which weak classifiers are combined to form a strong
classifier. It is thus a classifier able to handle nonconvex
classes or nonlinearly separable data (criterion 1).
The number of components (i.e. multivariate normal
distributions) is generally a hyperparameter fixed before
the training of the GMM (McLachlan and Peel 2004).
In the proposed method, this parameter depends on the
environment because the more complex the scene in the
feature space, the more components are needed (see section
6). It is also trained with the expectation-maximization
algorithm, which is, in its classical form, an offline
algorithm. The expectation-maximization algorithm can
estimate the latent parameters of a probabilistic distribution;
however, in the case of mixture models, the number of
components must be known beforehand. This is problematic
with respect to the third and fifth criteria.
Cappe´ and Moulines (2009) proposed an online
expectation-maximisation algorithm in which E-step is
replaced by a stochastic approximation of expectation and
let M-step unchanged. GMMs with an unknown number
of components were studied by Richardson and Green
(1997) and Rasmussen (2000), who used a Markov-chain
Monte Carlo approach to estimate the parameters and the
number of components of the mixture. In these studies,
GMM is trained offline. The study of Cappe´ and Moulines
(2009) and the studies of Richardson and Green (1997) and
Rasmussen (2000) are not intercompatible because the first
study use expectation-maximisation and the other two used
Markov-Chain Monte Carlo. We could either extend the
work of Cappe´ and Moulines with an unknown number of
components or extend the work of Richardson and Green or
Rasmussen to include online training. Richardson and Green
chose a Bayesian formalism and Markov-Chain Monte Carlo
because they argued that it is more suitable for estimating
the number of components than expectation-maximisation.
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Ref Type non-convex non-linear uncertainty environment specific hyperparameters supervised
Cauwenberghs and Poggio (2001) SVM yes yes no kernel, soft margin yes
Bordes et al. (2005) SVM yes yes yes kernel, soft margin yes
Bordes and Bottou (2005) SVM yes yes no kernel, soft margin yes
Tax and Laskov (2003) SVM yes yes no kernel, soft margin no
Saffari et al. (2009) random forest yes yes no – yes
Saffari et al. (2010) boosting no yes no – yes
Cappe´ and Moulines (2009) mixture model yes yes yes number of components no
Kristan et al. (2008, 2011) mixture model yes yes yes level of compression no
Our Approach GMM yes yes yes tolerance ellipse size (α) yes
Table 2. Online learning algorithms review
An alternative approach is to build a mixture model
with kernel density estimator (KDE) as in the studies of
Kristan et al. (2008, 2011). KDE algorithms proposed by
Kristan et al. (2008, 2011) consist, in each training iteration,
to add a new component with, as center, the last sample
arrived, and then to reduce the mixture with a compression
operation. This algorithm has two advantages : it is an online
training and the number of components does not have to
be specified beforehand. But the compression step could be
computationally heavy especially in the multivariate case.
Also, the frequency of the compression step must be well
chosen as a compromise between the precision of the model
in relation to the training data and its generalization ability. If
too few compression steps are applied, the model will over-
fit the data because there will be too much components, but if
too much compression is done, the model will be inaccurate
on the training data.
In a similar idea, Declercq and Piater (2008) proposed a
regression method based on bivariate GMM. The model is
trained online and the number of component is estimated
thanks to split and merge operations. As in Kristan et al.
(2008, 2011), the new data is added to the model as a
Gaussian component with a prior covariance representing
the observation noise. This new component is merged to
the most uncertain component in the existing mixture.
The uncertainty of a component is estimated thanks to
an uncertain gaussian model which provides a quantitative
estimate of the ability to describe data that follows a gaussian
distribution. This measure is called fidelity. If the fidelity of
the newly merged component is below a certain threshold,
then this component is split into two new components.
The parameters of the new components are estimated via
expectation-maximization.
The proposed methods of Kristan et al. (2008, 2011);
Declercq and Piater (2008) are interesting as they associate
online learning with an estimation of the number of
components, but they do not address the question of the
sampling process. They also consider regression problems
whereas in this study the problem is formulated as a
classification problem. In a classification problem the output
space is discrete, i.e. the labels, while in regression the
output space is continuous. In our opinion, considering
labels suit more to our problem which is discriminating
features between those characterizing moveable elements
and those characterizing non-moveable elements. When, for
instance, regression is practical for estimating trajectories or
continuous signals.
In our approach, we chose a Bayesian formalism and
a statistical estimation of the parameters with geometrical
criteria exploiting the labels of the training dataset to
estimate the number of components. These choices allow us
to have less latent parameters than did Richardson and Green
or Rasmussen; thus, we avoid choosing a priori probability
distributions for the parameters. However, other online
classification methods are proposed in the literature. Next
section gives a short review of some of these algorithms.
4.2 Short Review of Online Classification
Algorithms
In offline learning, a set of training data is available
beforehand, and the training can thus be performed in batch.
In online learning, the data arrive progressively while the
system is learning. As such, the classification algorithm must
make predictions while is learning, on the basis of the history
of previously encountered data. Online learning is of interest
when not all data are available beforehand. In a first case, the
data arrive in a stream like with financial prediction or real-
time video analysis, thus the system has no control on the
order of arrival of the samples. In a second case, the system
has an exploration process which allows it to choose the next
sample to pick and to this end, it needs to train a model
online. This is the case of the present study. It is widely
studied for application to several kinds of problems, e.g.
speech or pattern recognition, failure prediction, and medical
imaging (Obermaier et al. 2001; Salfner et al. 2010; Saffari
et al. 2010).
Table 2 summarizes the features of some state-of-the-art
methods for online classification according to the criteria
listed in section 4.1. These methods have an efficiency close
to that of batch learning but they do not fulfill all of our
criteria.
Saffari et al. proposed an online random forest (Saffari
et al. 2009) and an online boosting forest (Saffari et al.
2010). Random forest is an efficient algorithm for classifying
nonconvex and nonlinear problems, with boosting the
method is faster but less efficient on nonconvex problems.
These algorithms are used to track faces in videos in real
time. In this task, exploration is not needed; thus, estimation
of the uncertainty or confidence of the classification to drive
a sampling process is not required. As such, this issue is not
addressed.
From random forest algorithm, an option for measuring
uncertainty is to use the confidence of classification of a tree.
This confidence is used to estimate which tree will give the
best prediction for a given sample. And so, the algorithm
estimates the area of classification in the features space of
each weak classifier.
Craye et al. (2015) used online random forest as a classifier
and intelligent and adaptive curiosity (IAC) (Oudeyer 2004)
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as the exploration process. IAC does not involve uncertainty
estimation, but it is based on learning progress maximization;
which requires to segment the environment into areas to
compute learning progress, i.e. entropy gain. In the study of
Craye et al. these areas are defined by a human.
Online versions support vector machines (SVM) are also
available (Tax and Laskov 2003; Bordes et al. 2005; Bordes
and Bottou 2005; Cauwenberghs and Poggio 2001). By
definition, SVM methods fulfill the first and the forth criteria.
SVMs are highly dependent on the type of kernel used
to separate the data. To have an efficient classification
with SVMs, the kernel and its hyperparameters must be
well chosen based on the problem (Burges 1998; Smits
and Jordaan 2002); this does not meet our third criterion.
However, an uncertainty measurement (2nd criterion) could
be easily defined on the basis of the soft-margin. The soft-
margin could define an uncertain classification area (Bordes
et al. (2005)). Of course the parameter of the soft-margin
must be well chosen between precise classification and large
exploration areas.
Random forest may be a good choice as it is efficient and
general; however, it is not an algorithm designed to drive
the exploration of an unknown feature space. A multivariate
normal distribution gives a better estimation of uncertainty as
it is a statistical approximation of a sample distribution. Our
problem therefore requires a new classification algorithm
that can draw inspiration from previous algorithms: in
particular, online mixture models and mixture models with
an unknown number of components (Cappe´ and Moulines
2009; Richardson and Green 1997; Kristan et al. 2008, 2011;
Declercq and Piater 2008).
4.3 Definition of the Classifier
CMMs are formalized in a Bayesian framework with
conditional probabilities.
The classifier has the following parameters :
• Kl : number of components of the mixture model of
class l, with l ∈ {0, 1}.
• S = {si, li}i<I : database of samples and their
corresponding label.
• Θl = {µk,Σk}k<Kl : multivariate normal distribution
parameters of both models with mean µk and
covariance matrix Σk.
• Wl = {wk}k<Kl : weights of the mixture model of
class l ∈ {0, 1}.
• L = {0; 1} : label asked to the classifier to be
predicted.
Class Definition A class is a subspace of the feature space
pointed out by a label. Equation 4 gives the probability of a
sample X to be part of class 1.
P (L = 1|W,Θ, X) = 1 + Γ(W1,Θ1, X)
2 + Γ(W1,Θ1, X) + Γ(W0,Θ0, X)
(4)
Where Γ(Wi,Θi, .) is the GMM of label i, W = W0 ∪W1
and Θ = Θ0 ∪Θ1.
Equation 4 generates the output of the classifier.
Component Definition A component is a set of points of
the feature space statistically represented by a multivariate
normal distribution. A component is part of a class, i.e. all
parts of a component have the same label or are members of
the same class. Equation 5 gives the probability for sample
X to be part of a given component i.
P (k = i|X,Θ, l) = wi ∗G(µi,Σi, X)∑K−1
k=0 wk ∗G(µk,Σk, X)
(5)
Let Ck(X) = (wk, G(µk,Σk, X)), Sk, l) be a component
and letMl = {Ck}k<Kl be the set ofKl components of class
l, where Sk is the set of samples used to estimate µk, Σk, and
wk.
The weights of the mixture models are computed using
equation 6.
wk =
|Ck|∑K
i |Ci|
(6)
4.4 Algorithm
CMMs rely on a supervised learning algorithm, which
is used here to solve a binary classification problem
(relevant vs not relevant). The algorithm builds two GMMs,
one for each class. Each GMM is made up of several
Gaussian distributions, each associated with a weight.
Each distribution supports a cluster of samples, called a
component (see the previous section). At each iteration,
the robot arm interacts with a supervoxel and stores the
corresponding sample with the label deduced from the
observation of the interaction result. Thus, each iteration
consists of adding one sample with its label to the dataset.
Adding a sample consists of three main steps (Algorithm
1):
1. If there is no component yet in the class of the new
sample, create a new one; otherwise, find the closest
component and add the sample to this component.
Finally, update the parameters of the component.
2. A split operation is applied to the updated component.
If it is not successful, the merge operation is then
applied.
3. One component per class is randomly chosen, and
the split operation is applied to each. If a selected
component is not split then the merge operation is
applied.
The goal of the split operations is to keep only convex
components. Indeed, multivariate normal distributions are
only relevant to model convex spaces or sets of data
as they can be represented as hyperellipses. The merge
operation aims at reducing the number of components to
avoid overfitting and reduce computational cost. Figure 7
illustrates the cases where split and merge operations are
applied :
• Split Case: When two components of different
categories cross or intersect, one of these components
is nonconvex. This component must be split into two
new components.
• Merge Case: When two components of the same
category cross or intersect, they can be merged to form
a larger convex component.
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Algorithm 1 IAGMM algorithm
1: procedure IAGMM((s, l),M0,M1)
2: for iter = 1→ N do
3: Add new sample (s, l) to the model :
4: ifMl = ∅ then
5: C ← {w,G(s, cI,X), {s}} . Create a new component
6: Ml ←Ml ∪ C . Add the new component is the model of label l
7: else
8: C ← closest component(s, l) . Find the closest component from s with label l
9: Update the parameters of C with the new sample s
10: if SPLIT(C,l,M0,M1) is not successful then
11: MERGE(C,l,M0,M1)
12: end if
13: end if
14: Choose randomly one gaussian per class model :
15: for i = 0, 1 do
16: C ← random choice(Mi) . Randomly choose a component from Mi
17: if SPLIT(C,l,M0,M1) is not successful then . Apply the split operation thanks to algorithm 2
18: MERGE(C,l,M0,M1) . Apply the merge operation thanks to algorithm 3
19: end if
20: end for
21: end for
22: returnM = M0 ∪M1 . Return the whole model
23: end procedure
Figure 7. Schema showing the cases when split and merge
operations are applied. Top : If two components of opposite
classes intersect themselves, apply the split operation. Bottom :
If two components of same classes intersect themselves, apply
the merge operation.
Components intersection The split and merge operations
are based on a geometrical interpretation of the components.
A multivariate normal distribution can be represented geo-
metrically as an hyperellipsoid. The proposed geometrical
interpretation relies on the region of tolerance of the distribu-
tion. A region of tolerance represents the area in which all the
points have a probability greater than 1− α of being in the
corresponding component. The axes of the hyperellipsoid are
the eigenvectors of the inverse of the covariance matrix. In
both cases (merge and split), there are two components that
intersect each other. The parameters of the hyperellipsoid of
tolerance can thus be computed as:
(X − µ)TΣ−1(X − µ) = (n− 1)p
n− p
n+ 1
n
F1−α(p, n− p)
(7)
Where n is the number of samples used to estimate µ and
Σ; p is the dimension of the features space; and F1−α is the
quantile function of the Fisher distribution.
Equation 8 is used to determine whether component C1
intersects with another component C2, where C1 is the
component candidate to be split or merged with C2:
(ρ− µ)TΣ−1(ρ− µ) <= (n− 1)p
n− p
n+ 1
n
F1−α(p, n− p)
(8)
Where µ and Σ are the mean and covariance matrices of C1;
ρ is the mean of C2; and n is the number of sample in C1.
It is worth noting that n must be strictly greater than p
because both arguments of F1−α must be strictly positive.
Then, the candidate component must have more samples (n)
than the number of dimensions of the feature space (p). In
our case n must be greater than p = 48.
For all experiments, the parameter α is fixed at 0.25.
Split operation Algorithm 2 describes the split operation.
Let C be a component. If C intersects a component of the
other class, a model candidate is computed with C split into
two new components. If this candidate model has a greater
loglikelihood than the current model, the candidate is kept.
The split algorithm used to share the samples of the query
component between two new components is the following:
Step 1: Build a graph of minimal distances between the
samples of the components
Step 2: Build a set of samples per sub-graph in which all
vertices are connected.
– If there is only one set then cancel the split.
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Algorithm 2 SPLIT algorithm
1: procedure SPLIT(C,l,M0,M1)
2: lbl← |l − 1|
3: for Each C ′ ∈Mlbl do
4: if C ′ ∩ C 6= ∅ then
5: C1, C2 = split(C)
6: M˜l ← (Ml \ {C}) ∪ {C1, C2}
7: if L˜ > L then . L is the log-likelihood of M
8: Ml ← M˜l
9: end if
10: end if
11: end for
12: returnM0 ∪M1
13: end procedure
– If there are 2 sets then go to step 3.
– If there are more than 2 sets then merge the
closest sets together by average distance until
having 2 sets remaining and go to step 3
Step 3: Make two new components based on the two sets of
samples, by computing the sample covariance and the
sample mean.
This algorithm is illustrated in figure 8.
(a) Step 1 (b) Step 2 (c) Step 3
Figure 8. Illustration of how the samples are shared between
two new components during a split.
Merge operation Algorithm 3 describes the merge
operation. Let C be a component. if C intersects a component
C’ of the same class, a candidate model is computed with
C and C’ merged. As for the split operation, if this model
candidate has a greater loglikelihood than the current model,
the candidate is kept.
Algorithm 3 MERGE algorithm
1: procedure MERGE(C,l,M0,M1)
2: for Each C ′ ∈Ml do
3: if C ∩ C ′ 6= ∅ then
4: C˜ ← C ∪ C ′
5: M˜l ← (Ml \ C,C ′) ∪ C˜
6: if L˜ > L then . L is the log-likelihood of M
7: Ml ← M˜l
8: end if
9: end if
10: end for
11: returnM0 ∪M1
12: end procedure
4.5 Sampling Process
As the classifier is trained sample by sample, i.e. online, the
choice of the next sample is critical. A process is used to
choose the next sample to explore. This process generates a
distribution choice map over the supervoxels based on the
prediction of the classifier.
For a pointcloud with N extracted supervoxels and
{Xi}i<N as the set of features of the supervoxels, the choice
probability Pc(Xi) of the feature Xi of the ith supervoxel is
defined as follows:
Pc(Xi) = u(Xi) ∗ (1− c(Xi)) (9)
Where u() is the classification uncertainty and c() is the
classification confidence.
Uncertainty As the classification is probabilistic, the
output of the classifier can provide information on how
certain the classification is. According to equation 4, the
closer to 12 the probability of a sample to be part of a
class, the higher the uncertainty is. The following equation
describes how the uncertainty is computed:
u(Xi) =
{
f(p) |S1| <= |S1|
f(1− p) |S1| > |S0|
(10)
where p = P (L = 1|W,Θ, X) and f is the following
function:
f(x) =
{
−2x(log(2x)− 1) x >= 0.5
−4x2(log(4x2)− 1) x < 0.5 (11)
Theoretically, with this definition of uncertainty, the
exploration focuses in priority on uncertain areas to be part
of each class (equation 11 and figure 9). It also tries to keep
the same number of samples for each class by choosing the
class with the fewest number of samples gathered (equation
10).
Figure 9. Function used for uncertainty estimation. This
function gives a higher probability of choice to uncertain
classification, but also to certain classification to the chosen
class, i.e the one with fewest samples.
This last feature is motivated by (i) the fact that, in
most supervised learning problems, it is better to have a
balanced number of samples, and (ii) the assumption that a
balanced number of samples in each class better represents
the environment. Issues related to the exploration process are
discussed in section 7.
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Confidence A GMM is the sum of Gaussian distributions.
The classification is supported by a mapping of the feature
space made by the Gaussians functions. Thus, the probability
given by a multivariate normal distribution may provide
useful information about the structure of the dataset. Given
a sample X, its classification confidence is the probability
of membership to the closest component defined in equation
5. The confidence gives a measure of the dataset density.
In this way, the exploration focuses on areas with less
information; therefore, confidence could be interpreted as an
approximation of entropy.
5 Experiments
5.1 Protocol
The experiments performed to validate the method are of
two types: the ones in a simplified setup and the ones on a
real robotic platform. All experiments have a fixed budget of
interactions. Each experiment has a single fixed background
and a set of mobile objects.
An expert is used to evaluate the quality of the classifier
trained during an experiment. The expert is built by saving
the pointcloud of the background without the objects at the
beginning of the experiment; thus, the objects are easily
separated from the background. To determine whether a
supervoxel is part of the background, the points of the
supervoxel are simply compared with the saved background
pointcloud. This defines the ground truth of the classification,
which is of course not known by the classifier.
Simplified setup The experiments conducted using the
simplified setup are used to evaluate the method in an
ideal case. It is ideal because we use the gazebo simulator
without any robot and with a simulated kinect. Thus, the
interactions are fake, i.e. there is no robot that interacts
with the environment. The category (moveable or not) of the
explored supervoxel is assessed by an expert that knows in
advance which supervoxels are part of an object and which
supervoxels are part of the background (described in the
previous paragraph). In the simplified setup, there is then no
noise and no mislabelled sample. The results in this case are
an upper bound of what can be expected in reality.
The experiments are conducted in several environments
(see figure 10). They are designed to have an increasing
difficulty with an increasing number of shared features
between the objects and the background. For instance, the
setup MoveableBalls (10a) is very simple because the
background is a wooden table, a flat surface with colors
between orange and yellow, whereas the moving objects
are blue and green spheres. Thus, the feature space is very
easy to split. At each iteration during the experiment, each
object is spawned in a random position and with a random
orientation.
The objects chosen for the 5 first setups are very simple
(cubes and spheres) to simplify the analysis of results
according to the feature space. The setup SimKitchen (10f)
is a more realistic setup. The experiments performed using
the real robot use more complex object shapes.
Real world setup Experiments are also conducted with
a real robot to evaluate the method in a realistic scenario.
The PR2 robot is used with a Kinect version 2 sensor. In
(a) MoveableBalls: Table with moving balls
(b) MoveableBricks1: Table with moving bricks
(c) MoveableBricks2: Table with fixed spheres and
moveable bricks
(d) WhiteMoveableBalls: Table with fixed spheres
and moveable bricks
(e) WhiteMoveableBricks: Table with fixed
spheres and moveable bricks all white
(f) SimKitchen: A kitchen with a teapot, a bawl, a
cup and a spray cleaner
Figure 10. Experimental simplified setups ordered by
increasing difficulty. The moveable objects are marked by black
circles.
figure 11, the setups used for the experiments are depicted.
It is based on a modular workbench toy in two different
configurations. These environments are colorful and have
complex shapes that allow us to test the method on a complex
and realistic setup. In these experiments, the robot interacts
with the environment and the classifier learns from the label
produces by these interactions.
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(a) Workbench1: Simple toy
workbench with three moveable
toy cars.
(b) Workbench2: Toy workbench
with fixed object on it and three
moveable toy cars
Figure 11. Experimental setups with the real robot ordered by
increasing difficulty. The moveable objects are marked by black
circles.
5.2 Classification Quality Measures
Precision, Recall, and Accuracy To measure the
performance of the method, precision, recall, and accuracy
are used. These are classical measures used in computer
vision and more generally in classification tasks. In
particular, these measures are used in most studies on SOD
(Borji et al. 2015). The following equations define precision,
recall, and accuracy, as used in this study:
precision =
tp
tp+ fp
recall =
tp
tp+ fn
accuracy =
1
2
(
tp
Gobj
+
tn
Gback
)
(12)
Where tp is the number of true positives and tn is the number
of true negatives (i.e. supervoxels well classified as part of
moveable objects or as part of the background, respectively);
fp are false positives, i.e. supervoxels misclassify as
moveable, and fn are false negatives, i.e. supervoxels
misclassified as non-moveable; and Gobj is the ground truth
for parts of the environment that are objects and Gback is the
ground truth for parts of the environment that are fixed. Their
definitions, for N supervoxels extracted on a pointcloud, is
the following:
tp =
N∑
i
P (L = 1|W,Θ, xi) ∗ (1− δi)
tn =
N∑
i
P (L = 0|W,Θ, xi) ∗ δi
fp =
N∑
i
P (L = 1|W,Θ, xi) ∗ δi
fn =
N∑
i
P (L = 0|W,Θ, xi) ∗ (1− δi)
Gobj =
N∑
i
1− δi
Gback =
N∑
i
δi
(13)
Where δi is the Kronecker symbol equal to 1 if the ith
supervoxel is part of the background, and otherwise equal
to 0; xi represents the features of the ith supervoxel.
Measure of the Exploration Dynamic We also measure
the number of samples gathered during the exploration of
each category. This allows us to assess how the exploration
is conducted according to the knowledge available. Also, the
number of components is monitored to determine whether
it increases with the complexity of an environment. For the
experiments with the real robot, the number of mislabeled
samples, which corresponds to failed interactions, is counted.
6 Results
6.1 Simplified setup
As expected, the classification reaches scores of almost
1 for MoveableBalls1 setup (10a)(see figure 12a). There
is nothing complex about this setup as the moveable
objects share no features with the background. However,
in MoveableBricks1 (10b) and MoveableBricks2 (10c)
setups, the performance does not directly reach maximum
performances as shown in figures 12b and 12c. This is due
to the similarities between the table and the cubes in terms
of color and shape. As the classifier takes more time to
converge, the sampling process is less efficient at choosing
suitable samples at each iteration, therefore, the system takes
more time to gather a representative dataset as shown in
figure 14.
A minimum number of samples is needed to start splitting
components because of the constraint introduced by the
component intersection criterion (see equation 8) which
explains the decrease in performance until iteration 100.
The shape feature is sufficient for setup WhiteMoveable-
Balls (10d) as the classification reaches scores of almost
1 (see figure 12d). For setup WhiteMoveableBricks(10e),
the classification does not reach maximum performance (see
figure 12f), but this is expected as the background and
moveable objects have similar shapes. Even in this setup,
the accuracy converges to a value above 0.8 and this seems
sufficient to perform a relevant segmentation, as can be
seen in figure 20a which depicts a relevance map obtained
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(a) Plot for setup 10a (b) Plot for setup 10b
(c) Plot for setup 10c (d) Plot for setup 10d
(e) Plot for setup 10f
(f) Plot for setup 10e
Figure 12. Plots of precision, recall and accuracy for each
setup presented in figure 10
using setup WhiteMoveableBricks(10e). The segmentation
is not perfect, but it is accurate enough to identify object
hypotheses that can be validated in the next step of the
robot developmental process (see section 2.2). On setup
SimKitchen (10f), the performance reaches a value above
0.8 after 150 interactions (see figure 12e). It is better than the
results for setup WhiteMoveableBricks, probably because
the simulated kitchen is richer in shapes and colors.
The selection process is far from a uniform random
sampling, which would explore a majority of samples in the
background. The comparison of the numbers of samples in
each class can be considered as a convergence criterion: if
the dataset converges to the same number of samples in both
classes, it means that the classifier is able to distinguish the
two classes with sufficient precision. As shown in figure 14,
all explorations reach the same number of samples in each
(a) Plot for setup 10b (b) Plot for setup 10c
(c) Plot for setup 10e
Figure 13. Plots of precision, recall, and accuracy for setups
10b, 10c and 10e for experiments conducted with one
component per model. In these experiments, no split or merge
operations were applied. These experiments are made to
control the contribution of split and merge operations.
class with no variability over the replications, indicating the
stability of the selection process.
According to these results, setup MoveableBricks2 (10c)
is actually harder for the classifier to deal with than setup
WhiteMoveableBalls (10d).
Figure 15 shows the number of components for each class
at each iteration. The increasing number of components
when the setup becomes more complex is worth to look
at. Most likely this corresponds to cases when both classes
share common features. SetupWhiteMoveableBricks (10e),
which led to the worst results (see figure 12f), has a rapidly
increasing number of components and does not reach a
plateau within 1000 iterations (see figure 15f). Also, for all
setups except setup 10e, new components are created only
after iteration 100; this is a consequence of the constraint
introduced by the intersection criterion (see equation 8). For
the setup on the simulated kitchen (10f), the number of
components are also increasing but seems to slow down (see
figure 15e). Moreover, the number of components for the
non-moveable category is much lower than for the moveable
category. This suggests that the background is less complex
than the objects, which seems to be the case (see figure 10f).
Figure 13 shows the performance of experiments
conducted with only one component per model, i.e. when
no split or merge operations are applied. In this case,
performances are poorer than those including split and merge
operations. This indicates that setups MoveableBricks1
(10b), MoveableBricks2 (10c) and WhiteMoveableBricks
(10e) involve nonconvex classes and nonlinearly separable
datasets and justifies the need for the proposed split and
merge operations.
Figure 16 represents the results of experiments conducted
on the simulated kitchen (10f) with α varying between 0 and
1 with a step of 0.1. For better clarity, the replications with
alphas between 0.9 and 0 are grouped in the black curve,
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(a) Plot for setup 10a (b) Plot for setup 10b
(c) Plot for setup 10c (d) Plot for setup 10d
(e) Plot for setup 10f (f) Plot for setup 10e
Figure 14. Plots of the number of samples gathered for each
class at each iteration during the experiments for each
simplified setup presented in figure 10.
thus, the black curve gather 100 replications and the red
one 10 replications. The replications are grouped like that
because there is no splits and merges only for α equal to 1.
The accuracy (see figure 16a) is approximately the same for
any value of alpha. For α strictly less than 1, the precision
converged to a value around 0.9 (see figure 16b) and for
recall to a value around 0.8 (see figure 16c), while, for α
equal to 1, the precision keeps decreasing and the recall
converged quickly to a value close from 1. Also, for α strictly
less than 1, recalls and precisions have a low variability. The
results seem to indicate that with split and merge, for any
value of α (strictly less than 1), the classification reaches a
sufficient quality with a bit low recall, while without split
and merge (α equal to 1), the classification has a very low
precision despite a high accuracy and recall.
Finally, the α parameters could be fixed to any value
between 0.9 and 0. The split and merge operations allow the
system to have a better precision in classification but they
lower the recall.
(a) Plot for setup 10a (b) Plot for setup 10b
(c) Plot for setup 10c (d) Plot for setup 10d
(e) Plot for setup 10f (f) Plot for setup 10e
Figure 15. Plots of the number of components of each class at
each iteration during the experiments for each simplified setup
presented in figure 10.
6.2 Real world setup
In this setup, the data is obtained after the application of the
push movement primitive and the detection of an eventual
change in the targeted area. As expected, the performance in
the real environment does not reach the maximum level, but
it does reach 0.8 for accuracy (see figure 17). This is enough
to produce a useful segmentation of the scene, as shown
in figures 20b and 20c. The classification is less efficient
for setup Workbench2 (11b) than for setup Workbench1
(11a), and it is less stable over the iterations. This is expected
as setup Workbench2 (11b) is more complex than setup
Workbench1 (11a).
A total of 400 iterations is enough to achieve almost
the same amount of samples in both classes, as shown in
figure 18. Compared with the simulation, the exploration
produces mislabeled samples owing to failed interactions and
failures in the detection of motion. As the classifier is online,
the training is more sensitive to mislabeled samples which
introduce instability over the iterations and variability over
the replications.
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(a) Accuracy
(b) Precision
(c) Recall
Figure 16. Results of the experiments conducted on the
simulated kitchen with α varying between 0 and 1 with a step of
0.1. The replication with α strictly less than 1 are grouped into
the black curve and equal to one into the red curve
(a) Plot for setup 11a
(b) Plot for setup 11b
Figure 17. Plots of precision, recall, and accuracy for each real
setup presented in figure 11
The increasing number of components seen in the
simulation is related to the complexity of the environment;
with the real robot, it is also related to mislabeled samples.
Indeed, mislabeled samples introduce a higher complexity
in the distribution of samples in the feature space, therefore
components split is more likely to occur. This explains the
large variability in the number of components on figure 19a.
Figure 20 presents the best performing relevance map
for both real setups and for the most complex simulated
(a) Plot for setup 11a (b) Plot for setup 11b
Figure 18. Plots of the number of samples gathered for each
class at each iteration during the experiments for each real
setup presented in figure 11.
(a) Plot for setup 11a (b) Plot for setup 11b
Figure 19. Plots of the number of components of each class at
each iteration during the experiments for each real setup
presented in figure 11.
(a) Plot for setup 10e
(b) Plot for setup 11a
(c) Plot for setup 11b
Figure 20. From right to left : Cloud pictures of both real setups
(11) and setup WhiteMoveableBricks (10e); Relevance map
with in yellow highest probability to be moveable and in black
lowest (from 0.0 to 1.0); AveraThe selection process is far from
random samplingge choice distribution map over an exploration
with in red most explored areas and blue least explored areas
(from 0.0 to 0.6).
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setup, WhiteMoveableBricks (10e). It also shows an
average choice distribution map over all iterations, which
represents the most probable exploration areas. This map
provides an insight into which parts of the environment are
most considered during exploration. For the three setups,
the exploration is more focused on complex areas such
as moveable or fixed objects (that are then part of the
background). With an exploration driven by uncertainty,
this is an expected feature as the complex areas are the
slowest to decrease their uncertainty. Finally, figure 21 shows
a sequence of relevance maps generated from classifiers
taken at different moments of the exploration on the
setup Workbench2 (11b). The first relevance map after 1
interaction is totally neutral, showing that all the environment
is considered as moveable with a probability of 12 , while the
last relevance map attributes a high probability to almost only
the cars.
All the source code used to produce these results can be
found on github5.
7 Discussion and Future work
The exploration process is the most crucial component
of this method. On the one hand, the classifier requires
a representative dataset of the scene; on the other hand,
it requires a suitable sample at each iteration to learn
efficiently. With only a uniform random exploration, the
dataset would be composed of an overwhelming majority
of background samples; therefore, the classifier would
have difficulty converging (see figures 14 and 18). In the
proposed approach, the sampling process is based on an
uncertainty reduction. Uncertainty is measured based on the
probability of membership to each class being close to 0.5,
i.e. at the border of both Gaussian mixture models. This
focuses exploration on unknown or poorly known areas.
The confidence of the classification is used to focus the
exploration on areas in which the dataset has a low density.
Confidence draws inspiration from entropy while being less
costly to compute. The entropy of models is a measure of
information quantity. The selection process thus increases
the representativeness of the dataset. Combining uncertainty
and confidence allows the exploration process to focus on
unknown and informative areas, as shown in the left picture
of figure 20. Finally, to balance the dataset between the two
classes, priority is given to sampling the less represented
class of the dataset.
The quality of the relevance map depends on the precision
of the change detector. In this work, the change detector
is a simple frames comparison between before and after
the execution of the push primitive. This component of
the framework could be easily enhanced by adding haptic
sensors on the robots end-effector or real-time tracking
system for motion detection. The other components are
mostly independent of the change detector, thus, it can be
changed without major issues.
The online training of CMMs does not offer a precise
measure of convergence. In batch learning, test steps give
a measure of overfitting and the generalization error, which
is not achievable in online learning. In online learning,
establishing a test dataset is complicated as the test dataset
must be sufficiently different from the training dataset
to detect overfitting and to compute generalization error.
Within the budget fixed for the experiment, the classifier
converges, as shown in figures 12 and 17, in which
precision, recall, and accuracy converge to a mean value. In
addition, the exploration always reaches a balanced dataset,
as shown in figures 14 and 18, suggesting the convergence
of the classifier. But, for the most complex setup 11b, the
performance is unstable and decrease several times. Thus,
accumulating more samples does not guarantee an increase
in performance. Loglikelihood is a promising path to explore
for a measure of convergence as it is used, for example, in
the M-step of the EM algorithm.
The classifier used in this paper is designed to be non-
specific to a particular kind of environments. In particular,
the hyperparameters of the model should be the same for all
environments. CMMs have one critical hyperparameter : the
tolerance ellipse size (α). It determines the sensitivity of the
merge and split operations. This parameter could be tuned to
have best classification efficiency but the experiments show
a low variability on the results when changing α (see 16). In
this study, the value of α was fixed to the same value for all
the experiments (α = 0.25) (see sections 4.4 and 5.1). Thus,
a compromise for a large set of environments can be found
for the value of this hyperparameter. Moreover, varying the
value of α between 0.9 and 0 does not introduce a high
variability in classification quality.
The quality of the classification is conditioned by the
features used. A complex environment would require the
use of features that can capture this complexity to generate
an efficient segmentation. However, as the feature extractor
is designed prior to exploration, it could potentially reduce
the kinds of environment to which the robot can adapt.
The results of setups WhiteMoveableBalls (10d) and
WhiteMoveableBricks (10e) show that the feature space
can be more complex than required in practice (in these
setups, the color descriptor is ignored by the method). As
in the work of Jiang et al. (2013b), the feature space is 93-
dimensional, which is more than what is actually required
for a lot of problems but who can do more, can do less. In
the proposed approach, the feature used is 48-dimensional,
which is already large and integrates rich shape and color
information. It allows the method to be more adaptive. Thus,
to deal with any situation the robot may encounter, the use
of a descriptor as rich as possible is recommended. One
option is to use a designed visual features (as in this work);
another option is to use the features built by a pretrained
convolutional neural network (Hariharan et al. 2015).
The interactive perception paradigm has a strong link with
affordances. An affordance is a relational property which
emerges from the agent-environment system . This concept
allows to formalize a representation of the environment
through the action of the robot (Gibson 2014). As the
relevance map is built thanks to the interaction of the
robot with a push primitive, it represents the probability
of environment parts to be ”pushable”, in other words, it
represents areas of the environment that afford the push
action for the robot. As for the change detector, the primitive
is an independent component of the framework, so, it is
possible to change the primitive with a minimum of efforts.
Other experiments with primitives like lifting, pulling, or
grasping could be conducted with the proposed methods.
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(a) Relevance map after 1
interaction
(b) Relevance map after 10
interactions
(c) Relevance map after 50
interactions
(d) Relevance map after 100
interactions
(e) Relevance map after 400
interactions
(g) Pointcloud used to
generate above image
(h) Pointcloud used to
generate above image
(i) Pointcloud used to
generate above image
(j) Pointcloud used to
generate above image
(k) Pointcloud used to
generate above image
Figure 21. Sequence of pointclouds representing a relevance map at different point of during the exploration. This images have
been generated after an exploration.
Of course, a change detector adapted to the new primitive
needs to be provided. In these cases, the relevance map
would represent affordances like ”liftable”, ”pullable” or
”graspable”.
8 Conclusion
A method has been introduced that allows a robot to
segment a visual scene into two different classes: regions that
belong to moveable areas and regions that belong to non-
moveable areas. The method relies on interactive perception.
It includes a classifier that is trained online and a sampling
process that selects the regions upon which to focus. The
classifier is called collaborative mixture models (CMMs). It
has been designed to exhibit five properties: (1) ability to
handle non-convex/non-linearly separable data, (2) ability to
estimate classification uncertainty, (3) environment agnostic
parameter tuning, (4) supervision, and (5) online training.
The robot interacts with areas selected via a sampling
process that aims to reduce uncertainty in the classification
and balancing of samples in each class. A change detector
determines the class of the region with which the robot
has interacted. The corresponding data are added to a
dataset used to train the classifier. The approach generates
a relevance map segmenting potential objects from the
background. This information can be used to bootstrap an
object discovery method, reducing the assumptions on the
structure of the environment and thus paving the way to
approaches that can adapt to a wider range of environments.
The approach has been tested on setups of increasing
complexity using simulations and a real PR2 robot.
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Notes
1. In this work, ”dynamic” means that the state of the environment
is not reinitialized at the beginning of each iteration.
2. Other kind of 3D cameras could be used such as stereoscopic
cameras
3. CIELab is an international standard of colorimetry decided
during the International Commission on Illumination (CIE) of
1978
4. This control sequence is open-loop, the system updates its
perception of the environment only after the execution of the
control program.
5. CMMs source code: https://github.com/
LeniLeGoff/IAGMM_Lib/tree/rm-pub-18;
Experiments source code: https://github.com/
robotsthatdream/babbling_experiments/
6. http://www.robotsthatdream.eu
References
Achanta R, Shaji A, Smith K, Lucchi A, Fua P and Susstrunk S
(2010) SLIC Superpixels. EPFL Technical Report 149300 :
15DOI:10.1109/TPAMI.2012.120.
Bergstro¨m N, Ek CH, Bjo¨rkman M and Kragic D (2011) Scene
understanding through autonomous interactive perception.
In: International Conference on Computer Vision Systems.
Springer, pp. 153–162.
Bersch C, Pangercic D, Osentoski S, Hausman K, Marton ZC, Ueda
R, Okada K and Beetz M (2012) Segmentation of Textured
and Textureless Objects through Interactive Perception. RSS
Workshop on Robots in Clutter: Manipulation, Perception and
Navigation in Human Environments .
Bohg J, Hausman K, Sankaran B, Brock O, Kragic D, Schaal S and
Sukhatme GS (2017) Interactive perception: Leveraging action
Prepared using sagej.cls
20 Journal Title XX(X)
in perception and perception in action. IEEE Transactions on
Robotics 33(6): 1273–1291.
Bordes A and Bottou L (2005) The huller: a simple and efficient
online svm. In: ECML. Springer, pp. 505–512.
Bordes A, Ertekin S, Weston J and Bottou L (2005) Fast kernel
classifiers with online and active learning. Journal of Machine
Learning Research 6(Sep): 1579–1619.
Borji A, Cheng M, Jiang H and Li J (2014) Saliency object
detection: a survey. arXiv preprint arXiv:1411.5878 .
Borji A, Cheng MM, Jiang H and Li J (2015) Salient object
detection: A benchmark. IEEE transactions on image
processing 24(12): 5706–5722.
Burges CJ (1998) A tutorial on support vector machines for pattern
recognition. Data mining and knowledge discovery 2(2): 121–
167.
Cappe´ O and Moulines E (2009) On-line expectation–maximization
algorithm for latent data models. Journal of the Royal
Statistical Society: Series B (Statistical Methodology) 71(3):
593–613.
Carrasco M (2011) Visual attention: The past 25 years. Vision
research 51(13): 1484–1525.
Cauwenberghs G and Poggio T (2001) Incremental and decremental
support vector machine learning. In: Advances in neural
information processing systems. pp. 409–415.
Chang L, Smith JR and Fox D (2012) Interactive singulation
of objects from a pile. Proceedings - IEEE International
Conference on Robotics and Automation : 3875–3882DOI:
10.1109/ICRA.2012.6224575.
Craye C, Filliat D and Goudou JF (2015) Exploration Strategies for
Incremental Learning of Object-Based Visual Saliency. Proc.
of the 5th Joint IEEE International Conference on Development
and Learning and on Epigenetic Robotics : 13–18DOI:10.
1109/DEVLRN.2015.7346099.
Declercq A and Piater JH (2008) Online learning of gaussian
mixture models-a two-level approach. In: VISAPP (1). pp. 605–
611.
Doncieux S (2016) Creativity: A driver for research on robotics in
open environments. Intellectica 2016/1(65): 205–219.
Eitel A, Hauff N and Burgard W (2017) Learning to singulate
objects using a push proposal network. arXiv preprint
arXiv:1707.08101 .
Fitzpatrick P and Metta G (2003) Grounding vision through
experimental manipulation. Philosophical transactions.
Series A, Mathematical, physical, and engineering sciences
361(1811): 2165–2185. DOI:10.1098/rsta.2003.1251.
Fitzpatrick PM and Metta G (2002) Towards manipulation-driven
vision. In: Intelligent Robots and Systems, 2002. IEEE/RSJ
International Conference on, volume 1. IEEE, pp. 43–48.
Gibson JJ (2014) The ecological approach to visual perception:
classic edition. Psychology Press.
Gupta M and Sukhatme GS (2012) Using manipulation primitives
for brick sorting in clutter. In: Robotics and Automation
(ICRA), 2012 IEEE International Conference on. IEEE, pp.
3883–3889.
Hariharan B, Arbela´ez P, Girshick R and Malik J (2015)
Hypercolumns for object segmentation and fine-grained
localization. In: Proceedings of the IEEE conference on
computer vision and pattern recognition. pp. 447–456.
Hausman K, Balint-Benczedi F, Pangercic D, Marton ZC, Ueda
R, Okada K and Beetz M (2013) Tracking-based interactive
segmentation of textureless objects. In: Robotics and
Automation (ICRA), 2013 IEEE International Conference on.
IEEE, pp. 1122–1129.
Hermans T, Rehg JM and Bobick A (2012) Guided pushing for
object singulation. In: Intelligent Robots and Systems (IROS),
2012 IEEE/RSJ International Conference on. IEEE, pp. 4783–
4790.
Itti L and Koch C (2001) Computational modelling of visual
attention. Nature reviews. Neuroscience 2(3): 194–203. DOI:
10.1038/35058500.
Jia Y and Han M (2013) Category-independent object-level
saliency detection. In: Proceedings of the IEEE international
conference on computer vision. pp. 1761–1768.
Jiang B, Zhang L, Lu H, Yang C and Yang MH (2013a) Saliency
detection via absorbing markov chain. In: Proceedings of the
IEEE International Conference on Computer Vision. pp. 1665–
1672.
Jiang H, Wang J, Yuan Z, Wu Y, Zheng N and Li S (2013b) Salient
object detection: A discriminative regional feature integration
approach. In: Proceedings of the IEEE conference on computer
vision and pattern recognition. pp. 2083–2090.
Jiang P, Ling H, Yu J and Peng J (2013c) Salient region detection
by ufo: Uniqueness, focusness and objectness. In: Proceedings
of the IEEE International Conference on Computer Vision. pp.
1976–1983.
Jiang Z and Davis LS (2013) Submodular salient region detection.
In: Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition. pp. 2043–2050.
Kenney J, Buckley T and Brock O (2009) Interactive segmentation
for manipulation in unstructured environments. 2009 IEEE
International Conference on Robotics and Automation DOI:
10.1109/ROBOT.2009.5152393.
Kim DI and Sukhatme GS (2015) Interactive affordance map
building for a robotic task. In: Intelligent Robots and Systems
(IROS), 2015 IEEE/RSJ International Conference on. IEEE,
pp. 4581–4586.
Kristan M, Leonardis A and Skocˇaj D (2011) Multivariate online
kernel density estimation with gaussian kernels. Pattern
Recognition 44(10-11): 2630–2642.
Kristan M, Skocaj D and Leonardis A (2008) Incremental learning
with gaussian mixture models. In: Computer Vision Winter
Workshop. pp. 25–32.
Kuzmicˇ ES and Ude A (2010) Object segmentation and learning
through feature grouping and manipulation. In: Humanoid
Robots (Humanoids), 2010 10th IEEE-RAS International
Conference on. IEEE, pp. 371–378.
Lachat E, Macher H, Mittet M, Landes T and Grussenmeyer P
(2015) First experiences with kinect v2 sensor for close range
3d modelling. The International Archives of Photogrammetry,
Remote Sensing and Spatial Information Sciences 40(5): 93.
Levinshtein A, Stere A, Kutulakos KN, Fleet DJ, Dickinson SJ and
Siddiqi K (2009) Turbopixels: Fast superpixels using geometric
flows. IEEE transactions on pattern analysis and machine
intelligence 31(12): 2290–2297.
Li X, Lu H, Zhang L, Ruan X and Yang MH (2013) Saliency
detection via dense and sparse reconstruction. In: Proceedings
of the IEEE International Conference on Computer Vision. pp.
2976–2983.
Prepared using sagej.cls
Le Goff, Mukhtar, Coninx and Doncieux 21
Liu R, Cao J, Lin Z and Shan S (2014) Adaptive partial differential
equation learning for visual saliency detection. In: Proceedings
of the IEEE conference on computer vision and pattern
recognition. pp. 3866–3873.
McLachlan G and Peel D (2004) Finite mixture models. John Wiley
& Sons.
Metta G and Fitzpatrick P (2003) Early integration of vision and
manipulation. In: Neural Networks, 2003. Proceedings of the
International Joint Conference on, volume 4. IEEE, pp. 2703–
vol.
Obermaier B, Guger C, Neuper C and Pfurtscheller G (2001)
Hidden markov models for online classification of single trial
eeg data. Pattern recognition letters 22(12): 1299–1309.
Oudeyer PY (2004) Intelligent adaptive curiosity: a source of
self-development. In: roceedings of the Fourth International
Workshop on Epigenetic Robotics. Lund University Cognitive
Studies, pp. 127–130.
Papon J, Abramov A, Schoeler M and Worgotter F (2013)
Voxel cloud connectivity segmentation - Supervoxels for point
clouds. Proceedings of the IEEE Computer Society Conference
on Computer Vision and Pattern Recognition : 2027–2034DOI:
10.1109/CVPR.2013.264.
Patten T, Zillich M and Vincze M (2018) Action selection for
interactive object segmentation in clutter. In: 2018 IEEE/RSJ
International Conference on Intelligent Robots and Systems
(IROS). IEEE, pp. 6297–6304.
Peng H, Li B, Ji R, Hu W, Xiong W and Lang C (2013) Salient
object detection via low-rank and structured sparse matrix
decomposition. In: AAAI. pp. 796–802.
Rasmussen CE (2000) The infinite gaussian mixture model. In:
Advances in neural information processing systems. pp. 554–
560.
Richardson S and Green PJ (1997) On bayesian analysis of mixtures
with an unknown number of components (with discussion).
Journal of the Royal Statistical Society: series B (statistical
methodology) 59(4): 731–792.
Rusu RB, Blodow N and Beetz M (2009) Fast point feature
histograms (fpfh) for 3d registration. In: Robotics and
Automation, 2009. ICRA’09. IEEE International Conference
on. IEEE, pp. 3212–3217.
Rusu RB and Cousins S (2011) 3d is here: Point cloud library (pcl).
In: Robotics and automation (ICRA), 2011 IEEE International
Conference on. IEEE, pp. 1–4.
Saffari A, Godec M, Pock T, Leistner C and Bischof H (2010)
Online multi-class lpboost. In: Computer Vision and Pattern
Recognition (CVPR), 2010 IEEE Conference on. IEEE, pp.
3570–3577.
Saffari A, Leistner C, Santner J, Godec M and Bischof H (2009)
On-line random forests. In: Computer Vision Workshops (ICCV
Workshops), 2009 IEEE 12th International Conference on.
IEEE, pp. 1393–1400.
Salfner F, Lenk M and Malek M (2010) A survey of online failure
prediction methods. ACM Computing Surveys (CSUR) 42(3):
10.
Schiebener D, Ude A and Asfour T (2014) Physical interaction
for segmentation of unknown textured and non-textured rigid
objects. Proceedings - IEEE International Conference on
Robotics and Automation : 4959–4966DOI:10.1109/ICRA.
2014.6907586.
Schiebener D, Ude A, Morimoto J, Asfour T and Dillmann R
(2011) Segmentation and learning of unknown objects through
physical interaction. In: Humanoid Robots (Humanoids), 2011
11th IEEE-RAS International Conference on. IEEE, pp. 500–
506.
Shen X and Wu Y (2012) A unified approach to salient object
detection via low rank matrix recovery. In: Computer Vision
and Pattern Recognition (CVPR), 2012 IEEE Conference on.
IEEE, pp. 853–860.
Smits GF and Jordaan EM (2002) Improved svm regression using
mixtures of kernels. In: Neural Networks, 2002. IJCNN’02.
Proceedings of the 2002 International Joint Conference on,
volume 3. IEEE, pp. 2785–2790.
S¸ucan IA and Chitta S (2019) ”moveit!”. URL http://moveit.
ros.org.
S¸ucan IA, Moll M and Kavraki LE (2012) The Open Motion
Planning Library. IEEE Robotics & Automation Magazine
19(4): 72–82. DOI:10.1109/MRA.2012.2205651. http:
//ompl.kavrakilab.org.
Tax DM and Laskov P (2003) Online svm learning: from
classification to data description and back. In: Neural Networks
for Signal Processing, 2003. NNSP’03. 2003 IEEE 13th
Workshop on. IEEE, pp. 499–508.
Tsikos CJ and Bajcsy RK (1988) Segmentation via manipulation.
Technical Reports (CIS) : 694.
Ude A, Omrcˇen D and Cheng G (2008) Making object learning
and recognition an active process. International Journal of
Humanoid Robotics 5(02): 267–286.
Ugˇur E, Dogar MR, Cakmak M and Sahin E (2007) Curiosity-
driven learning of traversability affordance on a mobile robot.
In: 2007 IEEE 6th International Conference on Development
and Learning. IEEE, pp. 13–18.
van Hoof H, Kroemer O and Peters J (2014) Probabilistic
Segmentation and Targeted Exploration of Objects in Cluttered
Environments. IEEE Transactions on Robotics : 1–12DOI:
10.1109/TRO.2014.2334912.
Xu K, Huang H, Shi Y, Li H, Long P, Caichen J, Sun W and
Chen B (2015) Autoscanning for coupled scene reconstruction
and proactive object analysis. ACM Transactions on Graphics
(TOG) 34(6): 177.
Zhu W, Liang S, Wei Y and Sun J (2014) Saliency optimization
from robust background detection. In: Proceedings of the IEEE
conference on computer vision and pattern recognition. pp.
2814–2821.
Zou W, Kpalma K, Liu Z and Ronsin J (2013) Segmentation driven
low-rank matrix recovery for saliency detection. In: 24th
British machine vision conference (BMVC). pp. 1–13.
Prepared using sagej.cls
