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Abstract
We study the gauge dependence on the chiral phase transition of Quantum chromodynamics at
finite temperature based on the quenched Schwinger–Dyson equation. We first solve the equations
without approximations at finite temperature in general gauge, then study the gauge dependence
on the critical temperature of the chiral phase transition. We find that the critical temperature
drastically depends on the choice of the gauge, and the parameters at the quenched level in the
Schwinger–Dyson equations.
PACS numbers: 11.10.Wx, 11.30.Rd, 12.38.-t, 12.38.Mh
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I. INTRODUCTION
The chiral symmetry in quark matters is broken due to the nonperturbative effect of the
strong interaction. While it is expected to be restored at high temperature since the nature
of asymptotic freedom makes the strong coupling weak. Therefore, it is natural to expect
that there must be some critical temperature on the chiral phase transition. The issue is
interesting, and it has been studied for decades both from theoretical and experimental sides.
The Schwinger–Dyson equation (SDE) [1] is suitable approach for the investigation of
the chiral phase transition, and it is actually often employed in this context (for reviews,
see, [2–5]). The solutions for the equations tell us the field strength renormalization and the
dynamically generated mass, then we can directly see whether the chiral symmetry is broken
from the obtained solutions. It is known that even for quantum electrodynamics (QED) the
chiral symmetry can be broken when the coupling is strong enough, and there has been
various works on the SDE in QED (see, e.g., [6–17]). The coupling is strong enough to cause
the symmetry breaking in quantum chromodynamics (QCD), then the investigation becomes
important and there also has been a lot of analyses based on the SDE approach [18–34].
The SDE is derived from quantum field theory, and the physical predictions should be
gauge, regularization and parameter independent in principle. However, it is impossible to
determine the exact form of the equations which include infinite tower of terms. Therefore,
for the sake of the manageability of the equations, we inevitably apply approximations,
which causes the gauge dependence of the system. The gauge dependence can clearly be
seen in the quenched form, where the gauge parameter explicitly appears in the equations.
It is, therefore, important to investigate the gauge dependence in the practical analyses,
since the physical predictions are expected to crucially depend on the gauge as observed in
the strong coupling QED [17]. Then, in this paper, we are going to perform the analyses in
general gauge and study the gauge dependence on the solutions, particularly its influence
on the critical behavior of the chiral phase transition.
The plan of the paper is following: Section II presents the SDE in QCD, the parameters
in the equations and the effective potential of the system based on the Cornwall-Jackiw-
Tomboulis formalism. We then perform the actual numerical analyses on the solutions for
SDE and the chiral phase transition in Sec. III. The concluding remarks are given in Sec. IV.
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II. SCHWINGER–DYSON EQUATION
We present the procedure on how we study the phase transition of the chiral symmetry
breaking based on the SDE approach in this section. We first show the SDE and perform
parameter fitting, then discuss the phase transition by using the effective potential derived
from the solutions of the equations.
A. The equation
The equation for the quark self-energy Σ(p) is given by
Σ(p) = ig2
∫
d4q
(2pi)4
γµ
λa
2
Dµν(p− q)S(q)Γ
ν
a(p, q), (1)
with the strong coupling, g, the Gell-Mann matrices in the color space, λa, the propagators
for the gluon and quark, Dµν(p−q) and S(q), and the vertex function Γ
ν
a(p, q). For Dµν and
Γνa, we use the following quenched forms
Dµν(k) =
−gµν
k2
+ (1− ξ)
kµkν
k4
, (2)
Γνa(p, q) = taγ
ν , (3)
where ξ is the gauge parameter, kµ = pµ − qµ and t
a = λa/2.
The general form of the quark propagator is given by
S(p0, p) =
1
C(p0, p)γ0p0 + A(p0, p)γipi − B(p0, p)
(4)
with p = |p|. Note that, contrary to the four dimensional form used in the zero temperature
case, the time and space components are treated separately at finite temperature since the
time component becomes discrete due to the applied boundary condition. In more concrete,
the continuous q0 integral is replaced by the discretized summation
1
2pii
∫
∞
−∞
dq0F (q0)→ T
∞∑
m=−∞
F (iωm), (5)
here the frequency, ωm, runs as ωm = (2m+ 1)piT for the quark field [35].
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Performing a bit of algebras we arrive at the following equations
C(ωn, p) = 1 + C2
αs
pi
T
∞∑
m=−∞
∫ Λ
δ
dq [ICCC(ωm, q) + ICAA(ωm, q)]∆(ωm, q), (6)
A(ωn, p) = 1 + C2
αs
pi
T
∞∑
m=−∞
∫ Λ
δ
dq [IACC(ωm, q) + IAAA(ωm, q)]∆(ωm, q), (7)
B(ωn, p) = m0 + C2
αs
pi
T
∞∑
m=−∞
∫ Λ
δ
dq [IBB(ωm, q)]∆(ωm, q), (8)
where C2 = (N
2
c − 1)/(2Nc) is the quadratic Casimir operator for the color SU(Nc) group,
αs = g
2/(4pi), m0 is the current quark mass, ∆(ωm, q) is given by
∆(ωm, q) =
1
C2(ωm, q)ω2m + A
2(ωm, q)q2 +B2(ωm, q)
, (9)
and
ICC = −ξ+
ωm
ωn
I1 + 2ξ−
ωm
ωn
ω′m
2
I2, (10)
ICA = ξ−
ω′m
ωn
I1 + ξ−
ω′m
ωn
[
ω′m
2
− q2 + p2
]
I2, (11)
IAC = −ξ−
ωmω
′
m
p2
I1 − ξ−
ωmω
′
m
p2
[
ω′m
2
+ q2 − p2
]
I2, (12)
IAA = −
2q2
p2
−
1
2p2
[
ξ−3 ω
′
m
2
+ ξ+(q
2 + p2)
]
I1 −
1
2p2
ξ−
[
ω′m
4
− (q2 − p2)2
]
I2, (13)
IB = ξ
+
3 I1, (14)
I1 =
q
2p
ln
ω′m
2 + (q − p)2
ω′m
2 + (q + p)2
, (15)
I2 =
q
2p
[
1
ω′m
2 + (q − p)2
−
1
ω′m
2 + (q + p)2
]
. (16)
Here ω′m ≡ ωn−ωm, ξ± ≡ 1± ξ and ξ
±
3 = 3± ξ. We introduced the infrared and ultraviolet
cutoffs, δ and Λ, since the integral diverges for ultraviolet region and the equations are not
well defined in the p2 → 0 limit as seen from the explicit forms for IAC and IAA in Eqs. (12)
and (13). The equations (6), (7) and (8) are the set of the SDE in QCD which we are going
to solve in this paper. In the following, we drop the suffix s in αs and write the coupling
strength as α for notational simplicity.
B. Parameters
The massless equations have three parameters, the strong coupling α, the three-momentum
cutoff Λ and the gauge parameter ξ. Note that in the actual numerical calculations we need
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to set the maximum number of the Matsubara frequency Nt, and the infrared cutoff δ.
However, the results are not affected if one chooses large and small enough values for Nt
and δ, so we fix these values for Nt = 50 and δ = 0.01Λ, in which we numerically confirmed
that these are indeed large and small enough for our analyses.
We first fix the cutoff parameter Λ by using the empirical value for the dynamical mass,
M(ωn, p) ≡ B(ωn, p)/A(ωn, p), at (ωn, p) = (ω0, δ) to be M = 335MeV for various α in
the Landau gauge. Table I aligns the values of Λ for several α, where one sees that the
TABLE I. Parameters.
α Λ
1.5 1582MeV
2.0 764MeV
2.5 518MeV
3.0 402MeV
coupling strength becomes weak when the cutoff is large. The tendency is consistent with
the expectation by the renormalization group analysis. With these fitted parameters, we
study the gauge dependence on the chiral phase transition in the next section.
C. Effective potential
Before proceeding the numerical analyses, we remark the point that the solutions derived
from the equation give the stational condition, not the global minimum of the potential.
Therefore, when one considers the phase transition, the search based on the effective poten-
tial is important.
Below shows the form of the effective potential calculated from the Cornwall-Jackiw-
Tomboulis (CJT) formalism [36],
VCJT =
∫
d4q
i(2pi)4
tr
[
ln[S(q)]− S−10 (q)S(q)
]
+ C2
g2
2
∫
d4q
i(2pi)4
∫
d4k
i(2pi)4
tr [S(q)γµS(k)γν ]D
µν(q − k), (17)
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with S−10 (q) = qµγ
µ. The difference between the broken phase (Nambu–Goldstone phase)
and symmetric phase (Wigner phase),
Vrel = V[SNG]− V[SW]
=
1
pi2
T
∑
n
∫ Λ
δ
dqq2
[
ln
(
∆NG
∆W
)
−
CNG(ωn, q)ω
2
n + ANG(ωn, q)q
2
C2NG(ωn, q)ω
2
n + A
2
NG(ωn, q)q
2 +B2NG(ωn, q)
+
CW(ωn, q)ω
2
n + AW(ωn, q)q
2
C2W(ωn, q)ω
2
n + A
2
W(ωn, q)q
2
]
, (18)
is crucial to see which phase is energetically favored, then we study the above potential
difference for the determination of the phase as done in [30].
III. NUMERICAL RESULTS
Having presented the equations, the parameters and the effective potential, we think it
is ready for carrying on the actual numerical calculations. With the help of the iteration
method, we obtain the solutions of the SDE, then analyze their gauge dependence and the
critical phenomena on the chiral phase transition in this section.
A. Numerical solutions
Figure 1 shows the numerical solutions of the SDE for α = 2 and various gauge at low and
relatively high temperature, T = 20 and 100MeV. One notes that the values for C and A are
almost 1 for the Landau gauge, and it becomes large when ξ has finite values, ξ = 1 and 3.
On the other hand, B has the opposite tendency; it is large for ξ = 0 and it decreases with
increasing ξ. This numerically comes from the fact that the denominator of the propagator
enhances when C and A are large, then B is small for that case consequently. As for the
temperature dependence, B decreases with respect to T , while C and A do not show drastic
difference between low and high temperature. The results for B is easily understood, since
the restoration of the chiral symmetry breaking would be expected. On the other hand,
the numerical solutions for C and A show that they do not decrease significantly up to
intermediate temperature. We will discuss in more detail on the temperature dependence
on C, A and B in the next subsection.
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FIG. 1. Numerical solutions of C,A,B for α = 2, ξ = 0, 1, 3 at T = 20 and 100MeV.
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B. Temperature dependence on the solutions
Let us display the two dimensional figures so that one can see the temperature dependence
in more clearly. Figure 2 shows the results for C(ω0, δ), A(ω0, δ), B(ω0, δ) and the dynamical
mass M(ωn, p) ≡ B(ωn, p)/A(ωn, p) as the function of the temperature. We see the rapid
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FIG. 2. C, A, B and M with α = 2 for ξ = 0, 1 and 3.
decrease on the results for B and M with increasing temperature as already mentioned
in the previous subsection, while C and A exhibit rather mild change; they monotonically
decreases according to T for ξ = 3, and stay almost the same values for ξ = 0 and 1. The
difference between B and C, A comes from the different form of the equations; B has the
form of B =
∫
d4qfB(q)B(q) for massless case, while C and A have the complex form as
C = 1+
∫
d4q[fC(q)C(q) + fA(q)A(q)]. Therefore, consequently, C and A become close to 1
for the case with small values of ξ, which is numerically confirmed in the above figure.
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C. Critical behavior
Finally, we are going to study the critical temperature of the chiral phase transition
through seeing the results of the dynamical mass. For our purpose, observing the value of
M(≡ B/A) is enough since the chiral condensate is defined by,
φ = 〈ψ¯ψ〉 = −T
∞∑
m=−∞
∫
d3q
(2pi)3
tr
[
B(ωm, q)
C2(ωm, q)ω2m + A
2(ωm, q)q2 +B2(ωm, q)
]
, (19)
then it becomes zero when M = 0 while it has non-zero value for M 6= 0.
Figure 3 shows the numerical results of the dynamical mass for various couplings and
gauges. It should be noted that the value M = 335MeV at low T for ξ = 0 is due to our
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FIG. 3. M for various α(= 1.5, 2, 2.5, 3) and ξ(= 0, 1, 3).
choice of parameter, and the remaining results are the predictions. One sees that the critical
temperature, Tc, does not alter drastically with changing α for ξ = 0; Tc is in the range
of 110 − 130MeV for the Landau gauge. On the other hand, Tc are considerably different
for other gauges. The dynamical mass itself is not generated for smaller coupling; M = 0
9
always holds for α = 1.5 with ξ = 1 and 3, and for α = 2 with ξ = 3. From the figure we
confirm the tendency that the critical temperature becomes small when ξ is large.
To make the clearer comparison, we align the critical temperature in Tab. II. We notice
TABLE II. Critical temperature [MeV].
ξ = 0 ξ = 1 ξ = 2 ξ = 3
α = 1.5 131 — — —
α = 2.0 117 66 — —
α = 2.5 107 75 51 24
α = 3.0 105 78 62 50
that the decrease of the critical temperature with respect to ξ becomes rather mild for
larger α, there the broken phase remains for all the case as shown in the table. It may
be worth mentioning that the results for the Landau gauge exhibit similar values obtained
by the analyses in [31]. The obtained values are smaller than the expected number of
Tc ≃ 175MeV from other theoretical predictions, such as the lattice QCD simulations. This
is mainly due to the setting of the massless equations, and the parameter choice based on
the dynamical mass M = 335MeV at T = 0 in the Landau gauge.
IV. CONCLUDING REMARKS
We performed the systematical numerical analyses on the quenched SDE of QCD with-
out applying any approximation in general gauge, then studied the gauge dependence on
the critical temperature of the chiral phase transition in this paper. We found that the
critical temperature crucially depends on the gauge, and the parameters of the equations.
Our numerical results show smaller values on the critical temperature, which is around
Tc ≃ 120MeV or less, than the expected value Tc ≃ 175MeV. Then we think that careful
considerations on both the gauge and parameter dependence are important when one studies
the chiral phase transition by using the SDE.
The physical predictions from the SDE should be gauge, regularization and parameter
independent in principle as mentioned in the introduction. However, the practical equations
10
with several approximations lead gauge and parameter dependence as confirmed in this
letter. For studying the practical usage of the SDE, we employed the quenched form without
applying any further approximations, since it is the simplest and frequently used equations.
Concerning on the above gauge dependence of the SDE, a lot of efforts have been made to
obtain the gauge independent solutions (see, e.g., [17, 37, 38]). We think this will be the
future direction on the current approach beyond the quenched level.
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