is strictly localized for q ≥ p − 1, provided that the initial function is compactly supported. In this work we give an upper estimate on the localization in terms of the initial support supp u 0 (x) and the blowing-up time T < ∞.
Introduction
Consider the Cauchy problem for the evolution p-Laplacian equation with a strongly nonlinear reaction where p > 2, q ≥ p − 1, and the initial function u(x, 0) = u 0 (x) ∈ L loc (R N ) is nonnegative. Eq. (1.1) models the reaction-diffusion process of non-Newtonian fluids. It has attracted lots of attention in the past few decades. See, e.g., [1, 2] , and the references therein. The global/local-in-time existence, uniqueness and regularity of the weak solution in the distributional sense has been established (cf. [2] ). One of the most important characteristics of solutions of (1.1) is the finite propagation speed of disturbance due to the degeneracy of the set |∇u| = 0. For the diffusion equation u t = div(|∇u| p−2 ∇u), the compact support, i.e., supp u(·, t) = {x ∈ R N : u(x, t) > 0}, is bounded for each t ∈ (0, +∞), as long as the initial function has a compact support. And the measure of the set is non-decreasing with respect to the t-variable (cf. [3] ). So, it is very different to the heat equation, in which the disturbance propagation spreads instantaneously through the whole space when it leaves the initial time. If a nonlinear source term u q is involved, the solutions of (1.1) may exist only for t ∈ [0, T ) and become unbounded as t → T with some T < ∞. In other words, the solution may exhibit a blow-up phenomenon.
The study of the propagation for a reaction-diffusion process is interesting in mathematics. Take (1.1) for example; it is difficult to determine the range of the disturbance propagation for a blowing-up solution. The reason is that the solution becomes unbounded when it is close to the blowing-up time. Let us first give the definition as in [4] for narrative convenience. Definition 1.1. An unbounded solution u(x, t) of (1.1) is said to be strictly localized if the set
For the porous medium equation in the one-dimensional case, Galaktionov et al. [4] first proved that the solution with a strongly nonlinear source term is localized. The approach uses the intersection comparison technique, which is applicable to the radical high dimension case. For the general multi-dimensional case, we refer the reader to the paper [5] where B(0, r) denotes a ball which is centered at the origin with radius r.
The localization, as described in Proposition 1.1, depends on p, q, N, T as well as the initial function u 0 . In this work we aim to describe in detail how the domain B(0, R * ) in (1.2) is determined by the initial support supp u 0 and the blowing-up time T . This work is a follow-up to our previous work [6] .
During this work we assume that the initial function u 0 (x) has a compact support. In particular,
where K < ∞ is a given positive constant. On the basis of Proposition 1.1, we obtain an upper estimate on R * in (1.2) in terms of supp u 0 and the blowing-up time T . The approach is mainly based on the comparison technique and some ideas in [5, 6] .
The main result of this work is stated in the theorem below. 
Remark 1.1. The restriction q > 2p − 1 is due to the mathematical technique. We expect inequality (1.4) to be valid for all
Some useful lemmas are presented in Section 2, and the Theorem 1.1 is proven in Section 3.
Preliminaries
Introduce the self-similar representation of the function u(x, t)
Consequently, 
If v is τ independent, then u is called a self-similar solution; i.e., u(x, t) = (T − t)
In the one-dimensional case, we have:
where ρ(ξ ) → 0 as |ξ | → ∞.
As a result of Lemma 2.1, the function
solves (1.1) for every fixed i ∈ {1, 2, . . . , N}, where
Lemma 2.2 (Lemma 2.4 and 2.5 in [6] ). There exists a constant R 1 with R 1 > K such that
where i = 1, 2, . . . , N.
We remark that R 1 relies on T and K , and in particular,
where ρ 1 > 0 is a constant independent of K and T .
Proof of Theorem 1.1
We are now ready to prove Theorem 1.1. For a fixed x i ̸ = 0, it satisfies ξ i =
Without loss of generality, we take i = 1. Lemma 2.1 and (2.2) yield
Thus, there exists some t * close to T , such that for all x 1 > R 1 ,
For t ∈ (0, t * ), we have ξ =
An argument similar to that of (3.1) yields that
which implies for all x 1 > R 2 , with R 2 > 0 being a large constant, Choose R 0 = max{R 1 , R 2 }; it follows from (3.2) and (3.3) that
To continue, we need the following lemma. 
Let us postpone the proof of Lemma 3.1 to the final part and continue with proving Theorem 1.1.
By Lemma 2.2 and (3.4), for all
where the last inequality is valid provided R 0 is chosen large enough. So,
Utilizing the comparison theorem, we conclude that
Therefore, the R * in (1.2) satisfies
If R 0 is chosen to be a constant multiple of R 1 , we obtain, along with (2.3),
Therefore, inequality (1.4) follows from (3.8) and (3.9).
Remark 3.1. Due to the fact that
, the last inequality of (3.7) is still valid for large R 0 with the form (3.9).
It remains to prove Lemma 3.1. For this it suffices to verify (3.6). By (3.5) we need to prove the following equivalent expression after relative computation:
Inserting these into (3.10) gives 
. ).
The proof of Theorem 1.1 is thus complete.
