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Abstract
Recently, in connection with C*-algebra theory, the first author and Danilo Royer intro-
duced ultragraph shift spaces. In this paper we define a family of metrics for the topology in
such spaces, and use these metrics to study the existence of chaos in the shift. In particular we
characterize all ultragraph shift spaces that have Li-Yorke chaos (an uncountable scrambled
set), and prove that such property implies the existence of a perfect and scrambled set in the
ultragraph shift space. Furthermore, this scrambled set can be chosen compact, what is not
the case for a labelled edge shift (with the product topology) of an infinite graph.
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1 Introduction
Symbolic dynamics over infinite alphabets is a subject of many interpretations, as there are
many approaches to the definition of a shift space over an infinite alphabet. The most common
approach so far is to take the shift space as the product space of the alphabet with the product
topology, even though the resulting shift space is not even locally compact. This complete lack
of compactness leads to some properties that differ greatly from those of shift spaces over finite
alphabets (for example, the entropy of a subshift may increase, see [18, 20]). Recently, Ott-
Tomforde-Willis proposed a shift space connected with C*-algebras and many of its properties
were studied (see [9, 10, 12, 14, 17]). Deepening the connection with C*-algebras, and building
on work of Webster (see [24]), a new generalization of shifts of finite type to the infinite alphabet
case was proposed in [8] (see [3] for further connections with C*-algebras). The definition in [8]
relies on ultragraphs and the resulting shift space contains a countable basis of clopen subsets
(which for ultragraphs that satisfy a mild condition turn to be compact-open subsets). Given
the above setting, to understand, and compare, the dynamics of shifts over infinite alphabets is
a relevant problem (note that Curtis-Hend-Lund type theorems for shifts over infinite alphabets
were described in [11, 13, 21]). In this paper we study Li-Yorke Chaos for the ultragraph shift
spaces defined in [8]. In particular, regarding Li-Yorke chaoticity, we show that these shifts behave
like shifts over a finite alphabet, what is not the case for shift spaces defined with the product
topology (see [19]).
There are several notions of chaos in the mathematical literature, as one can see for instance
in [15], where the author presents a brief survey of the concepts of chaos and relates them with
topological properties of the associated systems. Informally, one can say that the basic idea
present in many approaches is the following: there exists chaos when one can not predict the
behavior of many trajectories of a given system, even in the case when it is possible to intuit
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the location of some points of the trajectory. Historically speaking, the first definition of chaos
in a dynamical system was given by Li and Yorke in [22]: given a map f : X → X between the
compact metric space X, and x, y ∈ X any distinct elements, the pair (x, y) is called scrambled
if:
(i) lim sup
n→∞
d(fn(x), fn(y)) > 0,
(ii) lim inf
n→∞
d(fn(x), fn(y)) = 0.
More generally, a set A ⊆ X is scrambled if every pair x, y ∈ A is scrambled, and the system
(X, f, d) is chaotic (or satisfies Li-Yorke chaos) if it admits an uncountable scrambled set.
The context of compact metric spaces equipped with a continuous function is probably the
most studied context regarding presence of chaos. For instance, in [2] and [15] the authors discuss
several notions of chaos and sensitivity. Also, in [7] the notion of mean Li-Yorke chaos is found
and in [4] chaos is studied in a more general setting. Recently the study of Li-Yorke and other
types of chaos has been expanded to the non compact and measurable setting. For the measure
theory context see [5], and, more related to our purposes, Raines and Underwood, in [19], focus
on shifts (with product topology) associated to an infinite countable alphabet. More precisely, in
[19] it is shown that the edge-shift space (with the product topology) associated with an infinite
graph has Li-Yorke chaos if, and only if, it admits a single scrambled pair, and, even more, in
this case the scrambled set may be chosen closed and perfect (but not necessarily compact).
Furthermore, Raines and Underwood present an example of a sofic shift over an infinite alphabet
which admits a scrambled pair (therefore infinitely many scrambled pairs) but does not satisfy
Li-Yorke chaos.
Motivated by the above, we investigate the presence of Li-Yorke chaos in ultragraph shift
spaces. We notice some important differences and resemblances between the uncountable scram-
bled sets of ultragraph shift spaces and of edge shift spaces with product topology. In our case,
for instance, the scrambled set can be chosen compact and perfect (Theorem 3.9), in the same
way that it can be done for shifts of finite type over finite alphabets (see [19]). On the other
hand, as it happens for the labelled edge shifts studied in [19], we are able to find an ultragraph
shift space which admits a scrambled pair but does not present Li-Yorke chaos.
We organize the paper as follows. In Section 2 we set up basic notation and recall some
relevant results from the literature regarding graphs and ultragraphs. Also, we define a family
of metrics in the ultragraph shift space X associated to an ultragraph G (this is a new result).
In Section 3 we describe Li-Yorke chaoticity in ultragraph shift spaces by showing, among other
results, that the existence of a scrambled pair formed by infinite paths implies Li-Yorke chaos,
that is, the existence of an uncountable scrambled set. Even more, the uncountable scrambled
set can always be chosen compact. We also present an example of an ultragraph (which is not a
graph) such that the associated shift space admits a scrambled pair but does not present Li-Yorke
chaos. We summarize our results related to chaos in ultragraph shift spaces in Theorem 3.13.
2 Ultragraph shift spaces
We begin with some standard definitions regarding ultragraphs, as introduced in [16] and [23].
After this we recall the definition of an ultragraph shift space X, as given in [8], and then define
a family of metrics for the topology in X.
2.1 Background
Definition 2.1. An ultragraph is a quadruple G = (G0,G1, r, s) consisting of two countable sets
G0,G1, a map s : G1 → G0, and a map r : G1 → P (G0) \ {∅}, where P (G0) stands for the power
set of G0.
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Definition 2.2. Let G be an ultragraph. Define G0 to be the smallest subset of P (G0) that
contains {v} for all v ∈ G0, contains r(e) for all e ∈ G1, and is closed under finite unions and
nonempty finite intersections.
Let G be an ultragraph. A finite path in G is either an element of G0 or a sequence of edges
e1 . . . ek in G
1 where s (ei+1) ∈ r (ei) for 1 ≤ i ≤ k. If we write α = e1 . . . ek, the length |α| of α is
just k. The length |A| of a path A ∈ G0 is zero. We define r (α) = r (ek) and s (α) = s (e1). For
A ∈ G0, we set r (A) = A = s (A). The set of finite paths in G is denoted by G∗. An infinite path
in G is an infinite sequence of edges γ = e1e2 . . . in
∏
G1, where s (ei+1) ∈ r (ei) for all i. The set
of infinite paths in G is denoted by p∞. The length |γ| of γ ∈ p∞ is defined to be ∞. A vertex v
in G is called a sink if
∣∣s−1 (v)∣∣ = 0 and is called an infinite emitter if ∣∣s−1 (v)∣∣ =∞.
For n ≥ 1, we define pn := {(α,A) : α ∈ G∗, |α| = n, A ∈ G0, A ⊆ r (α)}. We specify that
(α,A) = (β,B) if and only if α = β and A = B. We set p0 := G0 and we let p :=
∐
n≥0
pn. We
embed the set of finite paths G∗ in p by sending α to (α, r(α)). We define the length of a pair
(α,A), |(α,A)|, to be the length of α, |α|. We call p the ultrapath space associated with G and
the elements of p are called ultrapaths (or just paths when the context is clear). Each A ∈ G0 is
regarded as an ultrapath of length zero and can be identified with the pair (A,A). We may extend
the range map r and the source map s to p by the formulas, r ((α,A)) = A, s ((α,A)) = s (α)
and r (A) = s (A) = A.
We concatenate elements in p in the following way: If x = (α,A) and y = (β,B), with
|x| ≥ 1, |y| ≥ 1, then x · y is defined if and only if s(β) ∈ A, and in this case, x · y := (αβ,B).
Also we specify that:
x · y =


x ∩ y if x, y ∈ G0 and if x ∩ y 6= ∅
y if x ∈ G0, |y| ≥ 1, and if x ∩ s (y) 6= ∅
xy if y ∈ G
0, |x| ≥ 1, and if r (x) ∩ y 6= ∅
(1)
where, if x = (α,A), |α| ≥ 1 and if y ∈ G0, the expression xy is defined to be (α,A ∩ y).
Given x, y ∈ p, we say that x has y as an initial segment if x = y · x′, for some x′ ∈ p, with
s (x′) ∩ r (y) 6= ∅.
We extend the source map s to p∞, by defining s(γ) = s (e1), where γ = e1e2 . . .. We
may concatenate pairs in p, with infinite paths in p∞ as follows. If y = (α,A) ∈ p, and if
γ = e1e2 . . . ∈ p
∞ are such that s (γ) ∈ r (y) = A, then the expression y · γ is defined to be
αγ = αe1e2... ∈ p
∞. If y = A ∈ G0, we define y · γ = A · γ = γ whenever s (γ) ∈ A. Of course
y · γ is not defined if s (γ) /∈ r (y) = A.
Definition 2.3. For each subset A of G0, let ε (A) be the set {e ∈ G1 : s (e) ∈ A}. We shall say
that a set A in G0 is an infinite emitter whenever ε (A) is infinite.
The key concept in the definition of the shift space X associated to G is that of minimal
infinite emitters. We recall this below.
Definition 2.4. Let G be an ultragraph and A ∈ G0. We say that A is a minimal infinite emitter
if it is an infinite emitter that contains no proper subsets (in G0) that are infinite emitters.
Equivalently, A is a minimal infinite emitter if it is an infinite emitter and has the property that,
if B ∈ G0 is an infinite emitter, and B ⊆ A, then B = A. For a finite path α in G, we say that A
is a minimal infinite emitter in r(α) if A is a minimal infinite emitter and A ⊆ r(α). We denote
the set of all minimal infinite emitters in r(α) by Mα.
For later use we recall the following Lemma.
Lemma 2.5. Let x = (α,A) ∈ p and suppose that A is a minimal infinite emitter. If the
cardinality of A is finite then it is equal to one and, if the cardinality of A is infinite, then
A =
⋂
e∈Y
r(e) for some finite set Y ⊆ G1.
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Associated to an ultragraph with no sinks, we have the topological space X = p∞ ∪ Xfin,
where
Xfin = {(α,A) ∈ p : |α| ≥ 1 and A ∈Mα} ∪ {(A,A) ∈ G
0 : A is a minimal infinite emitter},
and the topology has a basis given by the collection
{D(β,B) : (β,B) ∈ p, |β| ≥ 1 } ∪ {D(β,B),F : (β,B) ∈ Xfin, F ⊂ ε (B) , |F | <∞},
where for each (β,B) ∈ p we have that
D(β,B) = {(β,A) : A ⊂ B and A ∈Mβ} ∪ {y ∈ X : y = βγ
′, s(γ′) ∈ B},
and, for (β,B) ∈ Xfin and F a finite subset of ε (B),
D(β,B),F = {(β,B)} ∪ {y ∈ X : y = βγ
′, γ′1 ∈ ε (B) \ F}.
Remark 2.6. For every (β,B) ∈ p, we identifyD(β,B) withD(β,B),F , where F = ∅. Furtheremore,
we call the basic elements of the topology of X given above by cylinder sets.
For our work the description of convergence of sequences in X is important, so we recall it
below.
Proposition 2.7. Let (xn)∞n=1 be a sequence of elements in X, where x
n = (γn1 . . . γ
n
kn
, An) or
xn = γn1 γ
n
2 . . ., and let x ∈ X.
(a) If |x| = ∞, say x = γ1γ2 . . ., then {x
n}∞n=1 converges to x if, and only if, for every M ∈ N
there exists N ∈ N such that n > N implies that |xn| ≥M and γni = γi for all 1 ≤ i ≤M .
(b) If |x| <∞, say x = (γ1 . . . γk, A), then {x
n}∞n=1 converges to x if, and only if, for every finite
subset F ⊆ ε (A) there exists N ∈ N such that n > N implies that xn = x or |xn| > |x|,
γn|x|+1 ∈ ε (A) \ F , and γ
n
i = γi for all 1 ≤ i ≤ |x|.
Finally, attached to the space X we have the shift map, as in [8]:
Definition 2.8. The shift map is the function σ : X → X defined by
σ(x) =


γ2γ3 . . . if x = γ1γ2 . . . ∈ p
∞
(γ2 . . . γn, A) if x = (γ1 . . . γn, A) ∈ Xfin and |x| > 1
(A,A) if x = (γ1, A) ∈ Xfin
(A,A) if x = (A,A) ∈ Xfin.
2.2 A family of metrics in the ultragraph shift space
It was shown in [8] that the ultragraph shift space associated to an ultragraph is metrizable,
but a specific metric was not built. In what follows, building from ideas presented in [17] and
[24], we define a family of metrics that induce the topology in X. We do so by embedding X
into 2p = {0, 1}p (where we consider {0, 1}p with the product topology), and then we use the
embedding to “pull back” the metric in 2p to a metric on X.
Definition 2.9. We define a function α : X → {0, 1}p by
α(x)(y) =
{
1 if y is an initial segment of x,
0 otherwise.
Remark 2.10. Notice that convergence in {0, 1}p is point-wise convergence.
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Lemma 2.11. The map α defined above is an embedding of X into {0, 1}p, that is, it is a
homeomorphism between X and α(X).
Proof.
Clearly α is injective. We will show that it is bi-continuous.
Let (xi) be a sequence in X, where xi = (γi1 . . . γ
i
ki
, Ai) or x
i = γi1γ
i
2 . . ., converging to x ∈ X.
We will show that, for every y ∈ p, the sequence α(xi)(y) converges to α(x)(y).
Suppose that |x| = ∞, say x = γ1γ2 . . .. Let p ∈ p. Since (x
i) converges to x, there exists
N > 0 such that, for all i > N , γij = γj for all j = 1, . . . , |p|+1. Hence α(x
i)(p) = α(x)(p) for all
i > N .
Now suppose that |x| <∞, say x = (γ1 . . . γk, A). Let p ∈ p, say
p = (β1 . . . βl, B).
If |p| > |x| = k then α(x)(p) = 0. Since (xi) converges to x there exists N > 0 such that, for
all i > N , we have xi = x or γik+1 ∈ ε(A) \ {βk+1}. Hence α(x
i)(p) = 0 for all i > N . The case
|p| < |x| is straightforward. So we focus on the case |p| = |x| (in this case k = l). We divide this
in three sub-cases:
(a) β1 . . . βk 6= γ1 . . . γk. This is straightforward.
(b) β1 . . . βk = γ1 . . . γk and A ⊆ B. Then α(x)(p) = 1. Let N > 0 be such that for all i > N
it holds that xi = x or γij = γj , for all j = 1, . . . , k and s(γ
i
k+1) ∈ A. Then for all i > N we
have that α(xi)(p) = 1.
(c) β1 . . . βk = γ1 . . . γk, and there exists a vertex v ∈ A \ B. Then α(x)(p) = 0. Since A is a
minimal infinite emitter, by Lemma 2.5 either A = {v} or the cardinality of A is infinite.
Suppose that A = {v}. By the convergence of (xi) there exists N > 0 such that, for all i > N
xi = x or s(γik+1) = v. Hence α(x
i)(p) = 0 for all i > N . Finally, suppose that the cardinality
of A is infinite. Then the cardinality of A ∩ B is finite and |s−1(v)| < ∞ for all v ∈ A ∩ B
(since A is a minimal infinite emitter). Let F = ε(B ∩ A). Then, by the convergence of
(xi), there exists N > 0 such that, for all i > N either xi = x or γik+1 ∈ ε(A) \ F . Hence
α(xi)(p) = 0 for all i > N as desired.
Since our space is not compact we can not infer that α−1 is continuous and have to prove it
directly. We do this below.
Let U be an open set in X. We have to show that α(U) is open. Let y ∈ α(U). Then y = α(x)
for some x ∈ U . Suppose that |x| =∞, say x = γ1γ2 . . .. Since U is open, there is a basis element
D(γ1...γk) such that x ∈ D(γ1...γk) ⊆ U . Let s = (γ1 . . . γk, {s(γk+1)}) and consider the open
neighborhood B = {1}s×{0, 1}×{0, 1}× . . .. Then B∩α(X) ⊆ α(U) since if y = α(x1) in B then
s is an initial segment of x1. Now suppose that |x| <∞, say x = (γ1 . . . γk, B). Again, since U is
open, there is a basis element Dx,F such that x ∈ Dx,F ⊆ U . Let s=(γ1 . . . γk, γk+1, {r(γk+1)}) and
consider the open neighborhood B = {1}s×{0, 1}×{0, 1}×. . .. Then, as before, B∩α(X) ⊆ α(U)
since if y = α(x1) in B then s is an initial segment of x1, and hence x1 ∈ Dx,F ⊆ U .

Notice that p is countable. Thus we may list the elements of p as p = {p1, p2, p3, . . .}, order
{0, 1}p as
{0, 1}p = {0, 1}p1 × {0, 1}p2 × . . . ,
and define a metric dfin on {0, 1}
p by
dfin(µ, ν) :=
{
1/2i i ∈ N is the smallest value such that µ(i) 6= ν(i)
0 if µ(i) = ν(i) for all i ∈ N.
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The metric dfin induces the product topology on {0, 1}
p, and hence the topology on X is induced
by the metric dX on X defined by dX(x, y) := dfin(α(x), α(y)). Note that for x, y ∈ X, we have
dX(x, y) :=


1/2i i ∈ N is the smallest value such that pi is an initial
segment of one of x or y but not the other,
0 if x = y.
(2)
Remark 2.12. Notice that the metric dX depends on the order we choose for p = {p1, p2, p3, . . .}.
To illustrate how to use the metric we just defined, next we give a proof that, depending on
the shift space X, the shift map σ : X → X is not continuous at elements of length zero. For
instance, let {γn}n∈N be a sequence of pair-wise distinct edges in a graph with only one vertex,
and consider the sequences given by xn := γnγ1γ1γ1γ1 . . . and y
n := γn+1γ2γ2γ2 . . .. As γj 6= γℓ
for all naturals j 6= ℓ, if we fix n, then γn is an initial segment of x
n which is not an initial
segment of yn. On the same way, γn+1 is an initial segment of y
n which is not an initial segment
of xn. So, there is a pair-wise distinct set of segments {pjn : n ∈ N} (see equality (2) and Remark
(2.12)) such that γn (or γn+1) is an initial segment of pjn and satisfies:
dX(x
n, yn) =
1
2jn
→ 0.
On the other hand, for all natural n:
dX(σ(x
n), σ(yn)) ≥ max
{
1
2j1
,
1
2j2
}
> 0,
and hence σ is not continuous.
3 Li-Yorke Chaos and ultragraphs
In this section we describe Li-Yorke chaos in ultragraph shift spaces. As we want to study the
presence of chaos in the system (X,σ, dX ), we need a definition of chaos that does not involve
continuity. The next definition is based on the works of Li and Yorke ([22]) and Raines ([19]).
The only difference is that, in our case, we do not ask for the transformation to be continuous.
Definition 3.1. Let f : M →M be a map of a metric space M with metric d, and let x, y ∈M .
The pair x, y is scrambled if
(i) lim sup
n→∞
d(fn(x), fn(y)) > 0, and
(ii) lim inf
n→∞
d(fn(x), fn(y)) = 0.
A set A ⊆M is scrambled if every pair x, y ∈ A is scrambled and the system (M,f, d) is chaotic
(or satisfies Li-Yorke chaos) if it admits an uncountable scrambled set.
Let G be an ultragraph and X be the associated shift space. In the next four propositions we
characterize the asymptotic behavior of pairs of elements in X. More precisely, we characterize
when a pair satisfy one of the limit equalities in the definition of a scrambled pair, that is, we
describe the pairs (x, y) for which lim sup
n→∞
dX(σ
n(x), σn(x)) > 0 or lim inf
n→∞
dX(σ
n(x), σn(y)) = 0.
Notice that if x = (γ1γ2 . . . γk, A) and y = (β1β2 . . . βℓ, B) are two finite paths, with A and B
minimal infinite emitters, then x, y is not a scrambled pair, since we can find a natural N such
that σn(x) = A and σn(y) = B for all n ≥ N . Therefore, when looking for scrambled pairs, we
just need to consider two cases, namely when x is an infinite path and y is a minimal infinite
emitter (see Propositions 3.3 and 3.5) or when x and y are both infinite paths (see Propositions
3.4 and 3.6). Before we proceed we need the following auxiliary result.
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Lemma 3.2. Let x = γ1γ2 . . . ∈ p
∞ be an infinite path, A ∈ p0 be a minimal infinite emitter
and let {nk} be a subsequence of the natural numbers such that s(σ
nk(x)) ∈ A for all k. If for all
natural m at most finitely many γni satisfy γni = γm then dX(σ
nk(x), A)→ 0.
Proof. Let x, A, and {nk} be as in the statement of the proposition. Notice that A is an initial
segment of σnk(x) for all k. Hence the distance between A and σnk(x) is determined by the
position, in the enumeration of p, of a segment (call it pn′
k
) that initiates at σnk(x)1, (see the
definition of the metric (2) and Remark (2.12)). Now, if for each m at most finitely many γni
satisfy γni = γm, then the set {pn′k : k ∈ N} has infinite cardinality and the set {k : pn′k = pn′j}
has finite cardinality for all j. Therefore
dX(σ
nk(x), A) =
1
2n
′
k
→ 0.
Proposition 3.3. Let x = γ1γ2 . . . ∈ p
∞ be an infinite path and A ∈ p0 be a minimal infinite
emitter. Then
lim sup
n→∞
dX(σ
n(x), A) > 0
if, and only if, one of the following two conditions hold: either there is an edge γm and infinitely
many indices ik such that γik = γm, or there are infinitely many edges γjk , pair-wise different,
such that s(γjk) /∈ A, for all k ∈ N.
Proof. Let x = γ1γ2 . . . be an infinite path and A be a minimal infinite emitter.
We prove the converse of the proposition first. Suppose that there exists infinitely many
indices ik, k = 1, 2, . . ., such that γik = γm. Then, for each k, the first entry of σ
ik−1(x) is γm.
But, γm is not an initial segment of A. Therefore, if γm is the element pj in the enumeration of
p, we obtain that
dX(σ
ik−1(x), A) ≥
1
2j
,
for all k = 1, 2 . . . . Hence lim sup
n→∞
dX(σ
n(x), A) > 0. Now, suppose that there are infinitely many
entries of x, pair-wise different, say {γjk}k∈N, such that s(γjk) /∈ A. Then A is not an initial
segment of γjk , for all k. Therefore, if A is the element pi in the enumeration of p, we have that
dX(σ
jk−1(x), A) ≥
1
2i
,
and hence lim sup
n→∞
dX(σ
n(x), A) > 0 as desired.
Next we show the forward implication of the proposition. For this assume that
lim sup
n→∞
dX(σ
n(x), A) > 0
and, for all natural m, at most finitely many γk satisfy γk = γm. Let {σ
mk (x)}k∈N be a sequence
such that
dX(σ
mk(x), A)→ lim sup
n→∞
dX(σ
n(x), A) > 0.
If there are infinitely many k for which s(σmk(x)) ∈ A, then we can pass to a subsequence of
{σmk(x)}k∈N and apply Lemma 3.2 to obtain a contradiction. Therefore only a finite number of
k are such that s(σmk(x)) ∈ A. We conclude that there are infinitely many entries γjk , pair-wise
different, such that s(γjk) /∈ A for all k ∈ N (since by assumption for all natural m at most finitely
many γk satisfy γk = γm).
In the next proposition we partially characterize the asymptotic behavior of pairs of infinite
sequences.
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Proposition 3.4. Let x = γ1γ2γ3 . . . and y = β1β2β3 . . . be infinite paths. Then
lim sup
n→∞
dX(σ
n(x), σn(y)) > 0
if, and only if, there is a subsequence {ik} of the naturals and γm (or βm) such that γik = γm (or
βik = βm) and γik 6= βik for all k ∈ N.
Proof. Before we begin the proof we make an easy observation: if x′ = x′1x
′
2 . . . and y
′ = y′1y
′
2 . . .
are infinite paths such that x′k 6= y
′
k, for some natural k, then for any n ≥ m ≥ k, the segment
x′1x
′
2 . . . x
′
m is not an initial segment of y
′
1y
′
2 . . . y
′
n and vice versa. In particular, if x
′
1 6= y
′
1 then
no initial segment of x′ is an initial segment of y′ and vice versa.
Now we prove the converse of the proposition. Suppose that x and y are infinite paths such
that there are infinitely many edges γik such that γik = γm and γik 6= βik for all natural k. Then,
for every natural k, the first entry of σik−1(x) is equal γm and different from the first entry of
σik−1(y). Assume that the edge γm appears in the enumeration of p as pj . Then
dX(σ
ik−1(x), σik−1(y)) ≥
1
2j
, for all k ∈ N,
and hence lim sup
n→∞
dX(σ
n(a), σn(b)) > 0. The case with infinitely many βik equal to a βm is
analogous.
For the forward implication, let x = γ1γ2 . . . and y = β1β2 . . . be infinite paths such that
lim sup
n→∞
dX(σ
n(x), σn(y)) > 0. Then, the set
L = {ℓ : γℓ 6= βℓ}
is infinite. Assume that there is no constant subsequence of x neither of y. As L is infinite, for
each natural n there is an index ℓn ∈ L, and a finite path pjn (in the enumeration of p), such that
one of the entries of pjn is γℓn (or βℓn) and:
dX(σ
n(x), σn(y)) =
1
2jn
.
By our assumption (that there is no constant subsequence of x neither of y) the set {pjn : n ∈ N}
is infinite and hence
1
2jn
→ 0, what contradicts the inequality lim sup
n→∞
dX(σ
n(x), σn(y)) > 0. So,
there is at least an edge γm (or βm) and infinitely many indices {ik}k∈N such that γik = γm (or
βik = βm) and γik 6= βik for all k ∈ N, as desired.
In the next proposition we continue to characterize the asymptotic behavior of pairs consisting
of an infinite sequence and an infinite emitter.
Proposition 3.5. Let x = γ1γ2 . . . ∈ p
∞ be an infinite path and A ∈ p0 a minimal infinite
emitter. Then,
lim inf
n→∞
dX(σ
n(x), A) = 0,
if, and only if, there exists infinitely many indices {j1, j2, . . .} such that γjk 6= γjℓ for all k 6= ℓ,
and s(γjk) ∈ A for all k ∈ N.
Proof. To prove the converse of the proposition, suppose that there are infinitely many pair-wise
different edges {γj1 , γj2 , . . .} such that s(γji) ∈ A for all i. Then, for all natural k, the first
entry of σjk−1(x) is γjk . Since s(γjk) ∈ A for all k, A is an initial segment of σ
jk−1(x), but no
initial segment of σjk−1(x) is an initial segment of A. Therefore there is an element pnk in the
enumeration of p such that its first entry is γjk and
dX
(
σjk−1(x), A
)
=
1
2nk
.
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Now, as {γjk : k ∈ N} is an infinite set formed by pair-wise distinct elements, we have that
{pnk : k ∈ N} is an infinite set formed by pair-wise distinct elements too. Hence nk → ∞ when
k →∞, and so lim inf
n→∞
dX(σ
n(x), A) = 0 as we wanted.
For the forward implication of the proposition, first observe that if x′ is an infinite path such
that s(x′) /∈ A, and A is the element pj in the enumeration of p, then A is not an initial segment
of x′ and hence dX(x
′, A) ≥ 1
2j
. Furthermore, if xn = γn1 γ
n
2 . . . is a sequence of infinite paths
such that γn1 = γ
1
1 for all natural n, and γ
1
1 is the element pj′ in the enumeration of p, then
dX(x
n, A) ≥ min
{
1
2j
; 1
2j′
}
, for all natural n.
Finally, suppose that lim inf
n→∞
dX(σ
n(x), A) = 0 and let σnk(x) be a subsequence such that
dX(σ
nk(x), y) → 0. Denote by γk1 the first edge of σ
nk(x), for all natural k. By the observations
in the previous paragraph, we have that the sequence {γk1}k∈N has no constant subsequence and
s(γk1 ) ∈ A for all, except possibly for finite many, γ
k
1 . Therefore there exists a natural K such
that s(γk11 ) ∈ A and γ
k1
1 6= γ
k2
1 , for all distinct k1, k2 ≥ K.
Next we prove the last proposition related to the asymptotic behavior of pairs of infinite paths.
Proposition 3.6. Let x = γ1γ2γ3 . . . and y = β1β2β3 . . . be infinite paths. Then
lim inf
n→∞
dX(σ
n(x), σn(y)) = 0
if, and only if, one of the three conditions below is verified:
1. #{e ∈ G1 : ∃i ∈ N such that γi = e = βi} =∞;
2. There is a subsequence {nk}k∈N with the following property: for all natural N , there is K
such that k ≥ K implies σnk(x) and σnk(y) agree in the first N entries;
3. There are infinitely many indices {nk}k∈N such that γnk 6= βnk and γnk1 6= γnk2 , βnk1 6= βnk2
for all k1 6= k2.
Proof. We prove the converse first. Suppose that Condition 1 is satisfied. Then, there are
subsequences {σnk(x)}k∈N and {σ
nk(y)}k∈N such that σ
nk(x)1 = σ
nk(y)1 = γ
nk
1 and γ
nk
1 6= γ
nℓ
1
for all k 6= ℓ. Let pjk in the enumeration of p be such that dX(σ
nk(x), σnk(y)) =
1
2pjk
. Notice that
the first entry of each pjk is γ
nk
1 . Since the {γ
nk
1 : k ∈ N} is an infinite set formed by pair-wise
distinct elements, the set {pjk : k ∈ N} is an infinite set formed by pair-wise distinct elements
too. So, we conclude that lim inf
n→∞
dX(σ
n(x), σn(y)) = 0.
Next, we assume that Condition 2 holds. Fix N ∈ N. Since the enumeration of p is fixed,
there is a natural N ′ such that if pj is an element in p with length greater than N
′, then j > N .
By Condition 2 (for N ′), there is a natural K such that for all k ≥ K, σnk(x) and σnk(y) have
the same N ′ entries. Hence, for all k ≥ K, any initial segment (say pj) of one of σ
nk(x) or σnk(y),
but not the other, must be such that j > N . Therefore, for k ≥ K, we have that
dX(σ
nk(x), σnk (y)) <
1
2N
.
As N was arbitrary, we finished this part.
Suppose that the Condition 3 holds. Then, there are subsequences {σnk(x)}k∈N and {σ
nk(y)}k∈N
such that σnk(x)1 = γ
nk
1 , σ
nk(y)1 = β
nk
1 , γ
nk
1 6= β
nk
1 and γ
nk1
1 6= γ
nk2
1 , β
nk1
1 6= β
nk2
1 for all k1 6= k2
and k ∈ N. Let pjk ∈ p be such that dX(σ
nk(x), σnk(y)) =
1
2jk
. Notice that the first edge of
pjk is either γ
nk
1 or β
nk
1 . Since {γ
nk
1 : k ∈ N} and {β
nk
1 : k ∈ N} are both infinite sets formed
by pair-wise distinct elements, we infer the same for the set {pjk : k ∈ N}. So we conclude that
dX(σ
nk(x), σnk (y))→ 0, and hence lim inf
n→∞
dX(σ
n(x), σn(y)) = 0.
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Now we prove the forward implication of the proposition. Suppose that
lim inf
n→∞
dX(σ
n(x), σn(y)) = 0,
and, additionally, suppose that Conditions 1 and 2 are not satisfied. We will show that, under
these hypothesis, Condition 3 holds.
Let {mk}k∈N be a subsequence such that dX(σ
mk(x), σmk (y)) → 0. As Condition 2 is not
verified, passing to a subsequence of {mk}k∈N if necessary, we have that there is ℓ ∈ N, ℓ ≥ 0,
such that, for all natural k, σmk(x) and σmk(y) are identical in the first ℓ entries and are different
in the (ℓ+ 1)-th entry.
Now, let sk be the initial segment of length ℓ of σ
mk(x) (and of σmk(y) too, as σmk(y) agrees
with σmk(x) in the first ℓ entries). As Condition 1 is not satisfied, the set {sk : k ∈ N} is finite.
Denote by γnkℓ+1 and β
nk
ℓ+1, respectively, the (ℓ+1)-th entry of σ
mk(x) and σmk(y) (so γnkℓ+1 6= β
nk
ℓ+1),
and suppose that skγ
nk
ℓ+1 and skβ
nk
ℓ+1 are in the positions j(k,x) and j(k,y) in the enumeration of p,
respectively. Then
max
{
1
2j(k,x)
;
1
2j(k,y)
}
≤ dX(σ
mk(x), σmk (y))→ 0,
and hence we conclude that γ
nk1
ℓ+1 6= γ
nk2
ℓ+1 and β
nk1
ℓ+1 6= β
nk2
ℓ+1 for all k1 6= k2 except possibly for
finitely many pairs k1 6= k2. Therefore Condition 3 is verified.
We are now ready to prove our main results. In Theorem 3.9 below we construct an uncount-
able scrambled set (S′α) in the shift space {0, 1}
N (provided it can be embedded in the ultragraph
shift space). Also, we describe the set S′α, by showing that such set is not closed and its closure,
S′α, is not a scrambled set. At the end of the proof, we extract a perfect subset of S
′
α.
Before we proceed we need the following definition regarding ultragraphs.
Definition 3.7. Let G be an ultragraph. A closed path based at the vertex v is a finite path
e1e2 . . . ek such that v = s(e1) ∈ r(ek) and s(ei) 6= v for all i > 1. We denote by CPG(v) the set
of all closed paths in G based at v.
Observation 3.8. Notice that in the language of Leavitt path algebras what we are calling closed
path based at vertex v is known as closed simple path based at vertex v, see [1].
Theorem 3.9. Let G be an ultragraph and suppose that there exists a vertex v such that #CPG(v) ≥
2. Then the associated shift space X is Li-Yorke chaotic. Furthermore, X contains an uncount-
able scrambled set which is perfect and compact, as well as an uncountable scrambled set that is
not closed and whose closure is not a scrambled set.
Proof. Let G be an ultragraph such that #CPG(v) ≥ 2 for, at least, a vertex v. By Definition 3.7,
we can find two different closed paths c1 and c2 based at v. Notice that the set of all infinite
paths formed by c1 and c2, {c1, c2}
N, is contained, and compact, in the ultragraph shift space X.
We denote c1 by 0 and c2 by 1, and work with {0, 1}
N instead of {c1, c2}
N, in order to make the
notation lighter.
Now, for each natural n, let
an =
n∑
i=1
(i+ 1) (3)
and define I ⊂ N by I := {an : n ∈ N} . Observe that a1 = 2 and an = an−1 + n + 1 for n ≥ 2.
Furthermore, 1 /∈ I and, for each n ≥ 2, the set I contains the elements an−1 and an but does
not contain the following set of consecutive natural numbers: {an−1 +1, an−1 +2, . . . , an−1+n}.
Therefore:
N− I = { 1,︸︷︷︸
one entry
3, 4,︸︷︷︸
two
6, 7, 8,︸ ︷︷ ︸
three
10, 11, 12, 13,︸ ︷︷ ︸
four
15, 16, 17, 18, 19,︸ ︷︷ ︸
five
21, 22, 23, 24, 25, 26,︸ ︷︷ ︸
six
28 . . .}.
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Next, fix an element α ∈ {0, 1}N and define the set Sα ⊂ {0, 1}
N by:
Sα :=
{
β ∈ {0, 1}N : βi = αi,∀i ∈ (N− I)
}
. (4)
Note that, if β1, β2 ∈ Sα and ak ∈ I (see (3) above) then σ
ak(β1) and σak(β2) agree in the
first k + 1 entries, for all natural k. So, from the second condition in Proposition 3.6, we have
that
lim inf
n→∞
dX(σ
n(β1), σn(β2)) = 0.
Observe that Sα is not a scrambled set. For instance if we choose β
1 = α1α2 . . . ∈ Sα, and
let β2 be any infinite path in Sα such that β
2
i = αi, except for a non-zero finite number of i,
then lim dX(σ
n(β1), σn(β2)) = 0. Hence lim sup
n→∞
dX(σ
n(β1), σn(β2)) = 0 and (β1, β2) is not a
scrambled pair. Therefore we need to “select” elements in Sα in order to construct a uncountable
scrambled set. More precisely, we will extract a subset S′α ⊂ Sα that satisfies the following
property:
β1, β2 ∈ S′α, β
1 6= β2 ⇒ lim sup
n→∞
dX(σ
n(β1), σn(β2)) > 0.
Clearly such S′α is a scrambled set. Next we show how to obtain such S
′
α.
By the definition of Sα, any element β ∈ Sα is determined by its entries indexed by I, because
the other entries are already fixed. Therefore we have a bijection from {0, 1}N to Sα defined by
γ 7→ βγ , where the path βγ is given by:
βγi =
{
αi if i ∈ (N− I),
γk if i = ak ∈ I.
(5)
Denote by P(N∗)∞ the set of all infinite subsets of N∗. Enumerate each J ∈ P(N∗)∞ in an
increasing order, that is, write J = {j1, j2, . . . : ji < ji+1 ∀i}. Consider the following sequence
associated to J : (j1, j1, j2, j1, j2, j3, j1, j2, j3, j4, j1, . . .). Observe that different elements of P(N
∗)∞
induce different sequences. Define the function f : P(N∗)∞ → {0, 1}N by:
f(J) = (0, . . . , 0,︸ ︷︷ ︸
j1
1, . . . , 1,︸ ︷︷ ︸
j1
0, . . . , 0,︸ ︷︷ ︸
j2
1, . . . , 1,︸ ︷︷ ︸
j1
0, . . . , 0,︸ ︷︷ ︸
j2
1, . . . , 1,︸ ︷︷ ︸
j3
0, . . . , 0,︸ ︷︷ ︸
j1
1, . . . , 1,︸ ︷︷ ︸
j2
. . .). (6)
Next we prove a result stronger than the injectivity of f : if J1 and J2 are distinct infinite
sets belonging to P(N∗), then the infinite paths f(J1) and f(J2) are different in infinitely many
entries. To begin, choose J such that 1 ∈ J . Then j1 = 1 and, according to our definition of f , the
segments “010” and “101” appear infinitely many times in the path f(J). Even more: only sets
that contain the element 1 satisfy this property, that is, if J ′ is an element of P(N∗)∞ such that
1 /∈ J ′, then “010” and “101” are not segments in the infinite path f(J ′). More generally, given
j ∈ N∗, only sets J which contain {j} satisfy that “0 11 . . . 1︸ ︷︷ ︸
j
0” and “1 00 . . . 0︸ ︷︷ ︸
j
1” are segments in
f(J), and these segments appear infinitely many times in f(J). So, given J1 6= J2, there is a
natural j that belongs to only one of the sets, say j ∈ J1 ∩ J
c
2 . Then, according to the above,
the segments ‘0 11 . . . 1︸ ︷︷ ︸
j
0” and “1 00 . . . 0︸ ︷︷ ︸
j
1” appear infinitely many times in the path f(J1) and
never appear in f(J2). This guarantees that f(J1) and f(J2) differ in infinitely many entries, as
we wanted.
Before we proceed we need to prove the following claim:
Claim 1: Let J1, J2 be two sets belonging to P(N
∗)∞ and write Jk = {j
k
1 , j
k
2 , . . . : j
k
1 < j
k
2 <
jk3 < . . .}, k ∈ {1, 2}. Define ik,n :=
n∑
i=1
(n− i+ 1)jki , for k = 1, 2. Then, for all natural n, f(J1)
and f(J2) agree in the first i1,n entries if, and only if, j
1
i = j
2
i for all i ≤ n. Summarizing:
f(J1)i = f(J2)i, ∀i ≤ i1,n ⇐⇒ j
1
i = j
2
i , ∀i ≤ n (7)
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We prove the converse first. Let J1 and J2 be sets in P(N
∗)∞ and write then as in the hypothesis
of the Lemma. If j1i = j
2
i for all i ≤ n then, by equality (6), we have that f(J1) and f(J2) agree
in the first j11 + (j
1
1 + j
1
2) + . . . + (j
1
1 + j
1
2 + . . . + j
1
n) entries. But:
j11 + (j
1
1 + j
1
2) + . . .+ (j
1
1 + j
1
2 + . . .+ j
1
n) =
n∑
i=1
(n − i+ 1)jki = ik,n.
Now we prove the forward implication of the property (7). Suppose that f(J1)i = f(J2)i for all
i ≤ i1,n. If J1 = J2 there is nothing to do. So, we assume that J1 and J2 are distinct sets. Suppose
(by contradiction) that n0 := min{i : j
1
i 6= j
2
i } < n and assume that j
1
n0
< j2n0 . Then, by equality
(6) again, we have that f(J1) and f(J2) agree in the first i1,n0 entries, but they disagree in the
(i1,n0 +1)-th entry. As n0 < n, we must have (i1,n0 + 1) ≤ i1,n, what contradicts our assumption
(f(J1)i = f(J2)i for all i ≤ i1,n). Hence n0 ≥ n as we wanted and the claim is proved.
Now we get back to mainline of the proof of the theorem. Consider the following set (see (5)):
S′α := {(β
f(J) : J ∈ P(N∗)∞}. (8)
By the paragraph above Claim 1, if J1 6= J2 then the paths β
f(J1) and βf(J2) differ in infinitely
many entries. Furthermore, since βf(J1) and βf(J2) can be seen as infinite paths in {0, 1}N, we
obtain, from Proposition 3.4, that:
lim sup
n→∞
dX(σ
n(βf(J1)), σn(βf(J2))) > 0,
for all βf(J1) 6= βf(J2). As we already know that lim inf
n→∞
dX(σ
n(β1), σn(β2)) = 0 for all β1, β2 ∈ Sα,
we also have that lim inf
n→∞
dX(σ
n(βf(J1)), σn(βf(J2))) = 0 for all βf(J1), βf(J2) ∈ S′α. Hence S
′
α is
scrambled. Furthermore, S′α is uncountable, since it is the image of the function J 7→ β
f(J), and
both f and γ 7→ βγ are injective functions from P(N∗)∞. So S′α is an uncountable scrambled set
and X is Li-Yorke chaotic.
Next we show that the set S′α is not closed, has no isolated points and all its adherent points
are infinite paths. Furthermore, we show that S′α is not a scrambled set in X.
Consider the infinite paths β1, β2 ∈ {0, 1}N given by:
β1i =
{
αi if i ∈ (N− I),
0 if i = ak ∈ I
and
β2i =


αi if i ∈ (N − I),
1 if i = 5,
0 if i ∈ I − {5}.
Note that any sequence of sets Jn = {j
n
1 , j
n
2 , j
n
3 . . .} such that j
n
1 < j
n
2 < j
n
3 < . . . and j
n
1 → ∞
satisfies βf(Jn) → β1, and any sequence of sets Hn = {h
n
1 , h
n
2 , h
n
3 , . . .} such that h
n
1 < h
n
2 < h
n
3 , . . .,
hn1 = 1 and h
n
2 → ∞ satisfies β
f(Hn) → β2. So β1, β2 ∈ S′α, but β
1, β2 /∈ S′α. Hence S
′
α is not
closed. Even more, as σ5(β1) = σ5(β2), it follows that lim
n→∞
dX(σ
n(β1), σn(β2)) = 0. So (β1, β2)
is not a scrambled pair and S′α is not a scrambled set. Recall that Sα, defined in (4), is a closed
subset of X formed only by infinite paths. As S′α ⊂ Sα, all adherent points of S
′
α are infinite
paths. Finally, to prove that S′α has no isolated points, fix β
f(J) ∈ S′α such that J ∈ P(N
∗)∞ and
write J = {j1, j2, . . . : ji < ji+1 ∀i}. Define j
′
n := jn + 1 for all n ∈ N, and consider the sequence
{βf(Jn)}, where
Jn = {j1, j2, j3, . . . , jn, j
′
n+1, j
′
n+2, j
′
n+3, . . .} (9)
for all n ∈ N. Then βf(Jn) → βf(J), but βf(Jn) 6= βf(J) for all natural n. So S′α has no isolated
points.
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Although S′α has no isolated points, it is not closed, so it is not perfect neither compact. So,
in the paragraphs below, we extract a subset S′′α ⊂ S
′
α which is still uncountable and scrambled,
and is also perfect (and compact).
As before, we write each J ∈ P(N∗)∞ as J = {j1, j2, . . . : ji < ji+1 ∀i}. Define the following
set:
P := {J ∈ P(N∗)∞ : jn ∈ {2n− 1; 2n},∀n ∈ N}.
Note that P is an uncountable subset of P(N∗)∞. According to equalities (5) and (6), define the
following set:
S′′α := {β
f(J) : J ∈ P}.
Clearly S′′α is a subset of S
′
α (see equation (8)). We show that S
′′
α is closed: Let β be a path
that is the limit of a sequence {βf(Jm)}m∈N of paths from S
′′
α, where Jm = {j
m
1 , j
m
2 , j
m
3 , . . . :
jmi < j
m
i+1 ∀i}, for all natural m. As S
′′
α is a subset of {0, 1}
N (which is closed in the shift space
X), we have |β| = ∞. Let n ∈ N. Then there is a natural Nn such that m ≥ Nn implies
β
f(Jm)
i = βi for all i ∈ {1, 2, 3, . . . , akn}, where am =
m∑
i=1
(i+ 1) and kn = 2
n∑
i=1
(n+ 1− i)i. In
particular, f(Jm)i = β
f(Jm)
ai = βai for all natural m and all i ≤ kn. Then, f(Jm1)i = f(Jm2)i for
all m1,m2 ≥ Nn and i ≤ kn. As j
m
i ≤ 2i for all naturals i and m we have, for all m:
n∑
i=1
(n− i+ 1)jmi ≤
n∑
i=1
(n− i+ 1)2i = kn.
Then, f(Jm1)i = f(Jm2)i for all i ≤ im1,n :=
n∑
i=1
(n− i+ 1)jm1i . Hence, by Claim 1 (see 7),
we conclude that jm1i = j
m2
i = j
Ni
i , for all m1,m2 ≥ Nn and i ∈ {1, 2, 3, . . . , n}. Let J :=
{jN11 , j
N2
2 , j
N3
3 , . . .}. We show that β = β
f(J). In fact, for am =
∑m
i=1(i+ 1) we have:
βf(J)am = f(J)m = f(JNm)m = β
f(JNm )
am = βam .
Finally, for all natural m′ /∈ I, we have β
f(Jm)
m′ = αm′ = β
f(J)
m′ for all m ∈ N. As limm→∞
βf(Jm) = β,
we have βm′ = αm′ . Also, as we already know that j
Ni
i ∈ {2i − 1, 2i} for all natural i, we have
that β ∈ S′′α and S
′′
α is closed.
To verify that S′′α has no isolated points we use the same idea as with S
′
α (see equality (9)).
Let βf(J) ∈ S′′α be a path where J = {j1, j2, j3, . . . : ji < ji+1 ∀i}. For each natural n, if
jn = 2n− 1 choose j
′
n = 2n, and if jn = 2n choose j
′
n = 2n− 1, and consider the sequence β
f(Jn)
such that Jn = {j1, j2, j3, . . . , jn, j
′
n+1, j
′
n+2, j
′
n+3, . . .} for all n ∈ N. Then, β
f(Jn) → βf(J), but
βf(Jn) 6= βf(J) for all natural n. So, S′′α has no isolated points, as we wanted.
Finally, notice that S′′α is compact, since it is a perfect subset of the compact subset {0, 1}
N ∼=
{c1, c2}
N ⊆ X.
As we mentioned in the introduction, Raines and Underwood have shown in [19] that the
existence of a scrambled pair implies Li-Yorke chaos in the (product topology) shift space X
generated by an infinite graph G, but such phenomena does not occur in general for (product
topology) labelled edge shifts. In our context, we show that the existence of a scrambled pair
formed by infinite paths imply Li-Yorke chaos (Proposition 3.11). Using this we obtain a result
analogous to the one in [19]: When the ultragraph G is just a graph, the existence of a scrambled
pair implies Li-Yorke Chaos (Proposition 3.12). We also give an example of an ultagraph shift
space (not associated to a graph) where the existence of a scrambled pair does not imply Li-Yorke
chaos (Example 3.14). Before we proceed we need the following lemma.
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Lemma 3.10. Let G be an ultragraph, X be the associated shift space, and let x = γ1γ2γ3 . . . ∈ X.
If there exist an edge e1 and a sequence of the naturals {ik}k∈N such that γik = e1 for all natural
k, then CPG(s(e1)) 6= ∅. Additionally, if in this case CPG(s(e1)) is a singleton, say CPG(s(e1)) =
{e1e2e3 . . . em}, then there exists a finite path γ such that
x = γe1e2 . . . eme1e2 . . . eme1e2 . . . em . . . .
Proof. Let x = γ1γ2γ3 . . . ∈ X and suppose that γik = e1 for all natural k. Let Js(e1) = {j ∈ N :
γj = e1} and enumerate it in the increasing order, that is, write Js(e1) = {j1, j2, . . . : ji < ji+1}.
Fix a natural ℓ > 0 and consider the path cℓ = γjℓγjℓ+1 . . . γj(ℓ+1)−1. Note that γjℓ = e1 = γj(ℓ+1)
and s(e1) ∈ r(γj(ℓ+1)−1). Also, if jℓ < j < j(ℓ+1), then γj 6= e1.
If cℓ is itself a closed path based at s(e1), then cℓ ∈ CPG(s(e1)) and we are done. On the
other hand, if cℓ is not a closed path based at s(e1) then, by Definition 3.7, the set
J ′s(e1) := {j ∈ N : jℓ < j < j(ℓ+1) and s(γj) = s(e1)}
must be non empty. Let jmin = min{j ∈ J
′
s(e1)
}. Then the path c′ℓ := γjℓ . . . γ(jmin−1) is a closed
path based at s(e1), and hence c
′
ℓ ∈ CPG(s(e1)) and we finished the first part.
For the secont part, assume additionally that CPG(s(e1)) = {e1e2e3 . . . em}. We will prove
that the path cℓ = γjℓγjℓ+1 . . . γ(j(ℓ+1)−1) must be a closed path based at s(e1). Suppose the
opposite, that is, the path cℓ is not a closed path based at s(e1). So, as we have done before,
c′ℓ = γjℓ . . . γ(jmin−1) is a closed path based at s(e1). Then, c
′
ℓ = e1e2 . . . em. In the same way,
there will be a closed path based at s(e1), namely c
′′
ℓ = γjmin . . . γj′ , for some jmin ≤ j
′ ≤ jℓ − 1.
So, again c′′ℓ = e1e2 . . . em and then γjmin = e1. As jℓ < jmin < j(ℓ+1), we have a contradiction
with the increasing enumeration of Js(e1) we have written (that is, there is no element of Js(e1)
greater than jℓ and less than j(ℓ+1)). So, cℓ ∈ CPG(s(e1)) and then cℓ = e1e2 . . . em. As ℓ ∈ N
was arbitrary, if we set γ := γ1γ2γ3 . . . γ(j1−1), we have:
x = γe1e2 . . . eme1e2 . . . eme1e2 . . . em . . . ,
and this finishes the proof.
We can now prove the following.
Theorem 3.11. An ultragraph shift space presents Li-Yorke chaos if, and only if, it has a scram-
bled pair formed by infinite paths.
Proof. Let G be an ultragraph, X be the associated shift space, and let x, y ∈ X be a scrambled
pair such that x = γ1γ2γ3 . . . and y = β1β2β3 . . .. We will show that there is a vertex v in G such
that #CPG(v) ≥ 2.
By the definition of scrambled pair we have that lim sup
n→∞
dX(σ
n(x), σn(y)) > 0. So, by Propo-
sition 3.4, we get a subsequence {ik}k∈N such that γik = e1, and γik 6= βik for all k ∈ N. Then,
by Lemma 3.10, there is a closed path based at s(e1), say e1e2 . . . em. So, #CPG(s(e1)) ≥ 1.
Assume, by contradiction, that CPG(s(e1)) is a singleton, that is, CPG(s(e1)) = {e1e2 . . . em}.
Again, by Lemma 3.10, there is a finite path γ such that:
x = γe1e2 . . . eme1e2 . . . eme1e2 . . . em . . . . (10)
Using again that x, y is a scrambled pair, we have that lim inf
n→∞
dX(σ
n(x), σn(y)) = 0. But, as
x is formed by finitely many edges, we obtain (see Proposition 3.6) a subsequence {nk}k∈N such
that σnk(x) and σnk(y) have the same first k entries, for all natural k. This implies that there
is a sequence of the naturals, say {ℓk}k∈N, such that βlk = e1 for all natural k. Therefore, by
Lemma 3.10 (and since we are assuming that CPG(s(e1)) is a singleton), there exists a finite path
γ′ such that:
y = γ′e1e2 . . . eme1e2 . . . eme1e2 . . . em . . . . (11)
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Now notice that σ|γ|(x) = σ|γ
′|(y) = e1e2 . . . eme1e2 . . . eme1e2 . . . em . . .. We are then left with
two possibilities. Either there is a natural n such that σn(x) = σn(y), and in this case x, y is not
a scrambled pair, or σn(x) 6= σn(y) for all natural n. In this last case, let ek be the element pmk
in the enumeration of p, (see the definition of the metric (2)). Then, by equations (10) and (11),
for any natural n ≥ max{|γ|, |γ′|}, we have
dX(σ
n(x), σn(y)) ≥ min
{
1
2mk
: 1 ≤ k ≤ m
}
,
and hence (again) x, y is not a scrambled pair, a contradiction. We conclude that #CPG(s(e1)) ≥
2 and the result now follows from Theorem 3.9.
Proposition 3.12. Let G be a graph. Then the associated shift space X has Li-Yorke chaos if,
and only if, it has a scrambled pair.
Proof. Let x, y be a scrambled pair and, without loss of generality, assume that x = γ1γ2γ3 . . . is
an infinite path. If y is also an infinite path, then the result follows from the previous theorem.
So, assume that y is a finite path. Again without loss of generality we can assume that y = v,
where v is vertex which is a minimal infinite emitter. By Proposition 3.5 there is a subsequence
{γik}k∈N of distinct edges such that s(γik) = v for all natural k. Now, for each natural ℓ, consider
the path cℓ = γiℓγiℓ+1 . . . γi(ℓ+1)−1. Proceeding as in Lemma 3.10, we construct a closed path
based at v, say c′ℓ, that begins at γiℓ for each natural ℓ. As γiℓ 6= γiℓ′ for all ℓ 6= ℓ
′, the set
{c′ℓ : ℓ ∈ N} has infinite cardinality. But {c
′
ℓ : ℓ ∈ N} ⊂ CPG(v). Hence #CPG(v) ≥ 2 and by
Theorem 3.9 we get that X has Li-Yorke chaos.
Before we give an example of an ultragraph with a scrambled pair that does not present
Li-Yorke chaos (Example 3.14), we summarize our results about chaoticity on ultragraphs shift
spaces below.
Theorem 3.13. Let G be an ultragraph and X be the associated shif space. The following state-
ments are equivalent:
1. G has a vertex v such that #CPG(v) ≥ 2;
2. X has a scrambled pair formed by infinite paths;
3. X has an uncountable scrambled set which is perfect and compact;
4. X is Li-Yorke chaotic.
Proof. Implication 1.⇒ 3. is Theorem 3.9 and 3.⇒ 4. follows by Definition 3.1. The statements
2. and 4. are equivalent by Theorem 3.11 and, in the proof of Theorem 3.11, we showed that
2.⇒ 1..
Example 3.14. An ultragraph shift space which has a scrambled pair but does not present Li-
Yorke chaos.
Let G be the ultragraph with vertices {uk : k ≥ 0} ∪ {vk : k ≥ 0}, edges {ek : k ≥ 0} ∪ {fk :
k ≥ 0}, source map given by s(ek) = uk and s(fk) = vk for all k ≥ 0, and range map given by:
r(ek) =
{
{u2k : k ≥ 1} if k = 0
uk+1 if k 6= 0,
r(fk) =
{
{v1, v2, u1} if k = 0
{v2k+1, v2k+2} if k 6= 0.
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We represent G in the picture below:
u0
u1
u2
u3
u4
e0
e1 e2 e3
v0
v2v1
v3 v4 v5 v6
f0
f1 f2
f3 f4 f5 f6
Let X be the shift space associated to G, let x = e0e2e3e4 . . . and let y = r(e0). As s(e2k−1) /∈
r(e0) for all k ≥ 1 we have, by Proposition 3.3, that lim sup
n→∞
dX(σ
n(x), y) > 0. Since s(e2k) ∈ r(e0)
for all k ≥ 1 we have, by Proposition 3.5, that lim inf
n→∞
dX(σ
n(x), y) = 0. Hence x, y is a scrambled
pair.
Now, as G has no vertex v such that #CPG(v) ≥ 2, it follows by Teorema 3.13 that X does
not have an uncountable scrambled set. In fact, it is not hard to check that the only scrambled
pairs in X different from (x, y) are of the form (σn(f0e1e2e3, . . .), y) for n ≥ 0.
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