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ABSTRACT
In this paper, we study a constructive interference based cognitive ra-
dio beamforming optimization problem under perfect channel state
information at the transmitter and the knowledge of data informa-
tion. The beamformers are designed to minimize the worst sec-
ondary user’s symbol error probability under constraints on the in-
stantaneous total transmit power, and the power of the instantaneous
interference in the primary link. The problem is formulated as a bi-
variate probabilistic constrained programming problem and can be
solved using the barrier method. Our simulations indicate that the
proposed technique offers a significantly improved performance over
the conventional technique, while guaranteeing the quality of service
(QoS) of primary users on an instantaneous basis, in contrast to the
average QoS guarantees of conventional beamformers.
Index Terms— Downlink beamforming, robust design, symbol
error probability, convex optimization, constructive interference.
1. INTRODUCTION
Cognitive radio (CR) schemes has provided an effective way to in-
crease the radio resource utilization and spectral efficiency, by al-
lowing the utilization of the licensed spectrum by secondary links
[1–5]. In CR networks, the primary users (PUs) have the highest
priority to access the spectrum without being aware of the existence
of the unlicensed secondary user (SU) network. However, the PU
network is willing to grant spectrum access to the SU network un-
der the premise that the interference created by the secondary base
station (SBS) does not exceed a predefined threshold [4].
As regards the CR transmission, the power minimization and
signal to interference plus noise ratio (SINR) balancing problem
for SUs with average interference power constraints of the primary
users has been discussed in [5, 6]. Conventionally this problem
is solved by (sequential) approximation as of second-order cone
programs (SOCPs). To achieve more flexibility than that of the
worst-case based design, channel outage univariate probabilistic
constrained programming (UPSP) downlink beamforming problem
has been developed [7, 8]. Nevertheless, the techniques of solving
for UPSP problem could not be extended to multivariate probabilis-
tic constrained programming problem as the problem is non-convex
in general [9].
In order to improve the performance, the above mentioned
SINR-based CR downlink beamforming problems are designed to
mitigate the multiuser interference among the SUs. However, the
associated drawback is that in SINR-based designs, some degrees
of freedom in the beamforming design are used to suppress and
eliminate the interference, which results in an overall increase of the
transmitted power. This can be overcome by utilizing the knowledge
of both channel state information (CSI) and SU’s information sym-
bols at the SBS to exploit the resulting interference in the secondary
links. In this case beamformers can be designed to enhance the
useful signal by steering the received signals, containing both the
desired and the interfering signals, into the correct detection region
instead of separately amplifying and suppressing the desired and
the interfering signals, respectively [10–19]. This approach is also
known as a constructive interference precoding.
In line with the above, this paper extends the work on the down-
link beamforming optimization problem by exploiting the construc-
tive interference [17, 18] to the CR scenarios where it was previ-
ously inapplicable. Since we do not have symbol information from
PBS and by the law of large number, we assume the interference in-
corporated in the noise term is also a circularly symmetric complex
Gaussian with zero mean. We assume that the phase-shift keying
(PSK) modulation and the time division duplexing (TDD) protocol
are applied, instantaneous CSI is available at the transmitter and in-
stantaneous SU transmit data information are utilized at the SBS, as
in [17, 18]. We formulate the beamformer design problem to mini-
mize the worst SU’s symbol error probability (WSUSEP) subject to
total transmit power and PU instantaneous interference constraints,
where WSUSEP is defined as the probability that worst SU wrongly
decodes its symbol.
Notation: E{·}, Pr(·), | · |, ‖·‖, (·)∗ (·)T , arg(·), mod , Re(·)
and Im(·) denote the statistical expectation, the probability function,
the absolute value, the Euclidean norm, the complex conjugate, and
the transpose, the angle in a complex plane between the positive real
axis to the line joining the point to the origin, the modulo operation,
the real part, and the imaginary part, respectively.
2. SYSTEM MODEL AND CONVENTIONAL DOWNLINK
BEAMFORMING PROBLEM
We consider a single cell CR system, which consists of a single
N -antenna SBS, K single-antenna SUs and L single-antenna PUs.
The signal transmitted by the SBS is given by the N × 1 vector
x =
∑K
k=1wibi, where bi , e
jϑi is the unit amplitude M -order
PSK (M -PSK) modulated symbol, ϑi , iπ/M is the phase of the
constellation point for ith transmit data symbol, andwi is the N ×1
beamforming weight vector for the ith SU. Let hi be the N×1 chan-
nel vector from SBS to the ith SU. The received signal of the ith SU
is yi = hTi x + ni where ni at the ith SU is a circularly symmetric
complex Gaussian with zero mean.
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Fig. 1: In M -PSK, (a) constructive interference yi within correct
detection region; (b) vector decomposition of yib∗i after rotation by
∠b∗i .
2.1. Max-Min Fair Problem
The conventional SINR balancing CR downlink beamforming prob-
lem aims to maximize the minimum SINR subject to average inter-
ference and total transmitted power constraints. The problem can be
written as [5, 6]
max
wi,γ
γ s.t.
|hTi wi|2∑K
j=1
j 6=i
|hTi wj |2 + σ2
≥ γ, i=1,. . . ,K, (1a)
K∑
i=1
‖wi‖2≤P0,
K∑
i=1
|gTl wi|2≤ǫl, l=1,. . . ,L, (1b)
where gl is the N × 1 channel vector between the SBS and lth PU,
P0 is the total transmitted power budget and ǫl is the maximum ad-
mitted interference power caused by the SBS at the lth PU, and σ2
is the noise variance for all SUs. In [5]-[6], it is common to as-
sume the independence of the symbols transmitted to different users,
i.e., E{b∗j bi} = 0 for i 6= j. Problem (1b) can be transformed
into a quasi-convex optimization problem and can be solved using
the bisection method and sequential SOCP. Nevertheless, the above
problem does not take instantaneous interference exploitation into
account for the transmit data symbols as a part of the optimization
problem for each transmission.
3. WSUSEP-BASED CR DOWNLINK BEAMFORMING
FOR INTERFERENCE EXPLOITATION
3.1. Constructive interference Exploitation
With the aid of exploiting the instantaneous interference and adapt-
ing the beamformers, the constructive interference can alter the re-
ceived signals further into the correct detection region to improve
the system performance. Inspired by this idea, we provide a system-
atic treatment of constructive interference as illustrated in Fig. 1(a),
where the nominal PSK constellation point is represented by the
black circle. According to [17], we say that the received signal yi
exploits the interference constructively if yi falls within the correct
detection region, which is the shaded area shown in Fig. 1(a). Let
ψi in Fig. 1(a) denote the angle between the received signal yi and
the transmitted symbol bi in the complex plane. Note that the angle
ψi depends on the transmitted signal x and the noise ni. Hence the
angle ψi can be treated as a function of x and ni, i.e.,
ψi(x, ni) = (arg yi − arg bi) mod 2π
= arg(yib
∗
i ) = tan
−1
( Im(yib∗i )
Re(yib∗i )
)
, (2)
where Im(yib∗i ) and Re(yib∗i ) are the projections of yib∗i onto the
real and imaginary axis, respectively. The product yib∗i is displayed
in Fig. 1(b) along with the corresponding decision region and the
angle ψi(x, ni). The received signal yi of the i-th user is detected
correctly, if and only if
ψi(x, ni) ∈ Aθ−θ , i = 1, . . . ,K, (3)
where the angular set Aθ2θ1 ,
{
ψ˜mod 2π | θ1 ≤ ψ˜ ≤ θ2, ψ˜ ∈ R
}
defines the decision region and θ = π/M is the maximum angular
shift for an M-PSK constellation. Based on above definition and dis-
cussion, we formulate in the following section the CR beamformer
design to exploit the instantaneous interference.
3.2. WSUSEP Approach
In this section, we derive the WSUSEP-based CR downlink beam-
forming problem. The idea of this approach is to design the beam-
formers to steer the receive signals of SUs into the corresponding
decision regions to reduce the corresponding symbol error. Further-
more, since the distribution of noise is known, we can calculate the
symbol error probability (SEP) for each SU and use the WSUSEP
as an objective function. The beamformer design minimizes the
WSUSEP subject to the instantaneous total transmit power and in-
stantaneous interference power constraints, which can be written as
min
x,ρ
ρ s.t. Pr
(
ψi(x, ni) ∈ A2π−θθ
) ≤ ρ, i = 1, . . . ,K, (4a)
‖x‖2 ≤ P, |gTl x|2 ≤ ǫl, l = 1, . . . , L, (4b)
where ρ models the WSUSEP, Pr
(
ψi(x, ni) ∈ A2π−θθ
)
is ith SU’s
SEP, i.e., the probability that the received signal falls outside the
correct detection region and ψi(x, ni) /∈ Aθ−θ , ‖x‖2 is the instan-
taneous total transmitted power from the SBS, and |gTl x|2 is the
instantaneous interference power for SBS to the lth PU. By consider-
ing the complement of the symbol error set, (4a) can be reformulated
as
1− Pr(ψi(x, ni) ∈ Aθ−θ) ≤ ρ. (5)
First let us simplify the set Aθ−θ , i.e., (3). By (2), the classifica-
tion criteria (3) can be directly reformulated as the following alter-
natives: I : | Im(yib
∗
i )|
Re(yib
∗
i
)
≤ tan θ, for Re(yib∗i ) > 0, II :yib∗i =
0, for Re(yib∗i ) = 0, which is equivalent to the single inequality
| Im(yib∗i )| −Re(yib∗i ) tan θ ≤ 0. (6)
In this paper, we only consider M-PSK modulation schemes with
M ≥ 4. Introducing the real-valued parameter vector representation
x¯ , [Re(x)T , Im(x)T ]T , h¯i , [Im(b
∗
ihi)
T , Re(b∗ihi)
T ]T , (7)
we can express the real and imaginary part of the transmitted signal
in (6) as follows Re(b∗ihTi x) = h¯Ti ΠK x¯,Im(b∗ihTi x) = h¯Ti x¯,
where ΠK , [0K,K − IK ; IK 0K,K ] is a selection matrix such
that Ij , and 0j,j denotes the j × j identity matrix, and j × j
zero matrix, respectively. Resolving the absolute value term in (6),
we obtain two linear inequalities tT2i−1x¯ ≥ n˜2i−1, tT2ix¯ ≥ n˜2i,
where tT2i−1 , −h¯Ti + tan θ h¯Ti ΠK , tT2i , h¯Ti + tan θ h¯Ti ΠK ,
n˜2i−1 , Im(b
∗
ini) − Re(b∗ini) tan θ, and n˜2i , − Im(b∗ini) −
Re(b∗ini) tan θ. The vectors tj , j = 1, ..., 2K, are deterministic
and depend on the channel and the decision region defined by the
angle θ, and the scalars n˜j are real-valued Gaussian random vari-
ables (linear transformations of Gaussian random variables). Then
the probability function in (5) can be written as a joint probability
function Pr
(
tT2i−1x¯ ≥ n˜2i−1, tT2ix¯ ≥ n˜2i
)
. Consider the bivariate
standard normal probability distribution φ with zero mean such that
φ(u; r) = 1
2π
√
1−r2
exp(− 1
2
uTΣ−1u) where u , [u1, u2]T , the
correlation r is defined as r , E{η1η2}, with |r| < 1, η1, η2 are
the standardized random variables, i.e., E{|η1|2} = E{|η2|2} = 1,
and Σ , E
{
[η1, η2]
T [η1, η2]
}
=
[
1 r
r 1
]
. The cumulative distri-
bution function (CDF) of the standard bivariate normal distribution
is defined by Φ(u; r) =
∫ u1
−∞
∫ u2
−∞
φ(u˜; r) du˜1du˜2. Then the cor-
responding probability function for u1 ≥ η1, u2 ≥ η2 is given
by Pr
(
u1 ≥ η1, u2 ≥ η2
)
= Φ(u; r). Since ni is a circu-
larly symmetric zero mean complex Gaussian random variable,
we can conclude that n˜j is also a real-valued Gaussian with zero
mean and variance σ2n˜ , E{n˜2j} = (1+tan
2 θ)σ2
2
= σ
2
2 cos2 θ
, i.e.,
n˜j ∼ N (0, σ22 cos θ2 ). Since n˜2i−1and n˜2i correspond to a real
bivariate normal distribution, we can express the joint probability
function as a joint normal CDF
Pr
(
t
T
2i−1x¯≥ n˜2i−1, tT2ix¯≥ n˜2i
)
=Φ
([
tT2i−1x¯
σn˜
,
tT2ix¯
σn˜
]T
; r¯
)
, (8)
with the correlation of n˜2i−1 and n˜2i is given by r¯ = −1+tan
2 θ
1+tan2 θ
=
− cos 2θ. By (5) and (8), problem (4) can be reformulated as
min
x,ρ
ρ s.t. 1−Φ
([
tT2i−1x¯
σn˜
,
tT2ix¯
σn˜
]T
; r¯
)
−ρ≤0, ∀i, (9a)
‖x¯‖−
√
P ≤ 0, ‖Blx¯‖−√ǫl ≤ 0, ∀l, (9b)
whereBl ,
[
Re(gTl ) −Im(gTl )
Im(gTl ) Re(g
T
l )
]
is a 2× 2N real matrix. We
remark that constraint (9a) is generally non-convex. Note that the
sufficient condition for the concavity of the standard bivariate normal
CDF is non-trivial. Author in [9] showed that Φ(u; r) is concave in
one variable under a certain condition on u1 and u2, respectively.
Lemma 1. [9] (Concavity in one variable) Let −1 ≤ r ≤ 0. Then
Φ(u; r) is concave in ui for fixed uj with j 6= i, i.e., ∂2Φ(u;r)∂u2
i
≤ 0
for i = 1, 2, if
ui ≥
√
φ(1)
2Φ(1) + φ(1)
, i = 1, 2, (10)
where the probability density function and CDF of a standard uni-
variate normal distribution are given by
φ(u) =
1√
2π
exp(−u
2
2
),Φ(u) =
∫ u
−∞
φ(u˜) du˜, (11)
respectively.
In this paper, we further restrict the conditions on variables to
guarantee the joint concavity of the CDF in (9a) and show that these
conditions are generally met in conventional transmission scenarios.
Theorem 1. (Joint Concavity) For M ≥ 4, the standard bivariate
normal CDF in (9a) is concave if tTj x¯ satisfies the inequality
t
T
j x¯/σn˜ ≥ α⋆(r¯), j = 1, ..., 2K, (12)
with threshold α⋆(·) denoting the optimal function value of the fol-
lowing constrained optimization problem:
α⋆(r) : min
α
α s.t.
Φ
(
α 1−r√
1−r2
)
φ
(
α 1−r√
1−r2
) α ≥ 1− r√
1− r2 . (13)
Proof. See Appendix A.
Following from (9a), we have
Φ
(
tTj x¯
σn˜
)
≥Φ
([
tT2i−1x¯
σn˜
,
tT2ix¯
σn˜
]T
; r¯
)
≥1−ρ≥1−ρ⋆, (14)
where ρ⋆ is the optimal value of (9). If we assume that
1− ρ⋆ ≥ Φ(α⋆(r¯)), (15)
then, by inequalities (14)-(15), and the strict monotonicity property
of the standard univariate normal CDF, we ensure that condition (12)
is satisfied. Thus, by Theorem 1, the assumption in (15) can guar-
antee problem (9) to be convex. That is, as of Theorem 1, for the
optimal value ρ⋆ of (9) such that 1 − Φ(α⋆(r¯)) ≥ ρ⋆ for a given
correlation r¯, the optimization problem in (9) is convex. For exam-
ple, when M = 4, the value of ρ⋆ in (15) corresponds to a SEP of
less than 30.64% which does not put any restrictions on our beam-
former design as in typical applications much lower SEP values are
required. Accordingly, the optimization problem in (9) is convex for
all practical SEP constraints.
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Fig. 2: WUSER performance versus power with N = 10, L = 2,
K = 8, ǫl = −2dBW, and QPSK modulation.
4. SIMULATIONS
In this section, we present simulation results for a constructive
interference-based downlink beamforming for CR network with
N = 10 antennas and L = 2 PU. The system with M -PSK
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Fig. 3: Histogram of normalized constraint values ζl with N = 10,
L = 2, K = 8, ǫl = −2dBW, P = 5dBW, and QPSK modula-
tion.
modulation is considered, i.e., θ = π/M . A noise variance
value of σ2 = 0.1 is considered. In line with [20], we assume
that the SUs and PUs connected to the SBS are located at direc-
tions ω1,...,10 =
[
3◦, 35◦, 10◦, 39◦, 17◦, 74◦, 24◦, 86◦, 30◦, 80◦
]T
+ r1,
ω˜1,2 = [50
◦, 57◦]T +r2, where r1 ∈ C10 and r2 ∈ C2 are drawn
from a uniform distribution in the interval [−1◦, 1◦]. Then the
downlink channel from the SBS to ith SU and lth PU are modeled
as [20]
hi =
[
1, ejπ sinωi , . . . , ejπ(N−1) sinωi
]T
, (16)
gl =
[
1, ejπ sin ω˜l , . . . , ejπ(N−1) sin ω˜l
]T
. (17)
According to (2), we use the angle ψi between the received signal yi
and the transmitted symbol bi as an measure of the correct detection,
which evaluates the performance of our proposed methods and the
conventional method in [5, 6]. The receive signal can be correctly
detected if ψi is within the interval [−θ, θ]. We introduce the nor-
malized constraint value of interference power on an instantaneous
basis ζl =
∑K
j=1
∑K
i=1 b
∗
j biw
⋆
j
H
g
∗
l g
T
l w
⋆
i
ǫl
, as an abstract measure of
the constraint satisfaction to compare the performance of different
methods [7]. The corresponding instantaneous interference power
constraint at PU is satisfied if and only if ζl ≤ 1.
In Fig. 2, we fix the number of SUs and compare the perfor-
mance of our proposed approaches and the conventional approach
versus the total transmitted power P for K = 8, ǫl = −2dBW, and
QPSK modulation. It can be seen from Fig. 2 that the proposed ap-
proaches given in (9) outperform the conventional method in terms
of the experimental WUSER performances. Notably, it can be ob-
served in Fig. 2 that our analytic WUSER performance and lower
bound of the computationally efficient approximate approach calcu-
lations match the experimental WUSER results of both (9). Further-
more, the computationally efficient approximate approach calcula-
tions match closely to the WSUSEP approach.
Fig. 3 depicts the histograms of normalized constraint values ζl
with K = 8, ǫl = −2dBW, P = 5dBW, and QPSK modula-
tion. As can be observed from Fig. 3, the conventional technique
only satisfies about 50% of the instantaneous interference power
constraints for the second PU. This is due to the fact that the conven-
tional method only considers the average interference power. How-
ever, our proposed approaches always satisfy the interference power
constraints on an instantaneous basis. This consists of significant
improvement over conventional CR beamformers which are prone
to instantaneous PU outages.
A. PROOF OF THEOREM 1
To show the concavity, we need to use the first and second deriva-
tives. It is well-known [9] that taking the first derivative with
respect to u1, we have ∂Φ(u;r)∂u1 = Φ(u2|u1)φ(u1), where the con-
ditional distribution function Φ(u2|u1) is described by Φ(u2|u1) =
Φ
(
u2−ru1√
1−r2
)
. Taking the second derivative with respect to u1, we
have ∂
2Φ(u;r)
∂u2
1
= −r ∂2Φ(u;r)
∂u1∂u2
− u1 ∂Φ(u;r)∂u1 . Similarly, we have
∂2Φ(u;r)
∂u2
2
= −r ∂2Φ(u;r)
∂u1∂u2
−u2 ∂Φ(u;r)∂u2 .
By an abuse of notation, we redefine n˜j = n˜j/σn˜j and define
tj(x¯) , t
T
j x¯/σn˜j . Then n˜j is a standardized random variable for
all j. To show the standard bivariate normal CDF in (9a) is concave,
it is enough to prove that the Hessian matrix of the CDF[
∂t2i−1
∂x¯
T ∂t2i
∂x¯
T
]
Mi
[
∂t2i−1
∂x¯
T ∂t2i
∂x¯
T
]T
, (18)
is a negative-semidefinite matrix where
Mi ,

 ∂2Φ∂t22i−1 ∂2Φ∂t2i−1∂t2i
∂2Φ
∂t2i−1∂t2i
∂2Φ
∂t2
2i

 . (19)
The matrix in (18) is negative-semidefinite if the eigenvalues λ±i of
Mi are negative, which are equal to λ±i =
(
∂2Φ
∂t2
2i−1
+∂
2
Φ
∂t2
2i
)
±
√
∆i
2
,
where ∆i ,
(
∂2Φ
∂t2
2i−1
− ∂2Φ
∂t2
2i
)2
+4
(
∂2Φ
∂t2i−1∂t2i
)2
. First the eigen-
values are real values as ∆i ≥ 0. Second, we have −1 ≤ r¯ ≤ 0, for
M ≥ 4. Then, by (12) and Lemma 1B, we have ∂2Φ
∂t2
j
≤ 0, which
implies that
(
∂2Φ
∂t2
2i−1
+ ∂
2Φ
∂t2
2i
)
≤ 0. In order to show both eigenval-
ues are negative, we need to show that −
(
∂2Φ
∂t2
2i−1
+ ∂
2Φ
∂t2
2i
)
≥ √∆i,
which is equivalent to
∂2Φ
∂t22i−1
∂2Φ
∂t22i
≥
( ∂2Φ
∂t2i−1∂t2i
)2
. (20)
If
− ∂
2Φ
∂t22i−1
≥ ∂
2Φ
∂t2i−1∂t2i
, −∂
2Φ
∂t22i
≥ ∂
2Φ
∂t2i−1∂t2i
, (21)
then (20) holds.The inequalities in (21) are satisfied for t2i−1 ≥ α,
t2i ≥ α, if we have
Φ
(
α 1−r¯√
1−r¯2
)
φ
(
α 1−r¯√
1−r¯2
) α ≥ 1− r¯√
1− r¯2 . (22)
To find the minimum α, we can solve the optimization problem in
(13). Hence, for t2i−1 ≥ α⋆(r¯), t2i ≥ α⋆(r¯), the inequalities in
(21) hold. This completes the proof of the theorem. 
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