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In the first part of these lectures we discuss the infrared limit of the spectrum of
the QCD Dirac operator. We discuss the global symmetries of the QCD partition
function and show that the Dirac spectrum near zero virtuality is determined by
the pattern of spontaneous chiral symmetry breaking of a QCD-like partition func-
tion with additional bosonic valence quarks and their super-symmetric partners.
We show the existence of an energy scale below which the fluctuations of the QCD
Dirac spectrum are given by a chiral Random Matrix Theory (chRMT) with the
global symmetries of the QCD partition function. Physically, for valence quark
masses below this scale the partition function is dominated by the zero momen-
tum modes. In the theory of disordered systems, this energy scale is known as
the Thouless energy. In the second part of these lectures we discuss chRMT as
a schematic model for the QCD partition function at nonzero temperature and
chemical potential. We discuss novel features resulting from the non-Hermiticity
of the Dirac operator. The analysis by Stephanov of the failure of the quenched
approximation, the properties of Yang-Lee zeros, as well as the phase diagram of
the chRMT partition function are discussed. We argue that a localization transi-
tion does not occur in the presence of light quarks. Several results will be derived
in full detail. We mention the flavor symmetries of the QCD Dirac operator for
two colors, the calculation of the valence quark mass dependence of the chiral con-
densate and the reduction of the chRMT partition function to the finite volume
partition function.
1 Introduction
The two main phenomena that characterize the low-energy limit of QCD are
confinement and chiral symmetry breaking. Because of confinement and the
spontaneous breaking of chiral symmetry the low-lying states of QCD are given
by the corresponding Goldstone bosons. At low temperatures we expect that
the thermodynamics of the QCD partition function is that of a gas of (almost)
massless pions. Mainly because of lattice simulations1,2,3,4 we know that chiral
symmetry is restored above a critical temperature of about 140 MeV . The
order parameter of the chiral phase transition is the chiral condensate which
through the Banks-Casher formula 5 is directly related to the spectral density
of the QCD Dirac operator. This is our main motivation for detailed studies
of QCD Dirac spectra.
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One of the questions we wish to address in these lectures is to what extent
the infrared limit of the Dirac spectrum can be obtained analytically. After all,
the infrared limit of the QCD partition function is determined by the chiral
Lagrangian describing Goldstone modes that become noninteracting at zero
momenta. On the other hand we know from many studies of complex systems
that the correlations of eigenvalues on the scale of the individual level spacings
are universal and are given by Random Matrix Theory. More precisely, this
has been formulated as the Bohigas-Giannoni-Schmit conjecture 6 which states
that spectral correlations of a classically chaotic system are given by Random
Matrix Theory (see Guhr et al. 7 for a comprehensive review).
The natural question one may ask is whether one can reconcile the uni-
versal nature of the chiral Lagrangian with the universal spectral correlations
given by RMT. The first hint for the existence of a close connection came
from the work of Leutwyler and Smilga 8 who found that the existence of a
low-energy chiral Lagrangian imposes an infinite family of constraints on the
spectrum of the Dirac operator. On the other hand, in the field of RandomMa-
trix Theory it has been known for a long time that the spectral correlations can
be described by a Goldstone manifold arising from the spontaneous breaking of
symmetry between the advanced and retarded Greens functions 9,10,11,12. The
real breakthrough in this problem came with the introduction of valence quarks
13,14,15,16,17. The idea is18 to study a partition function that, in addition to the
usual sea-quarks, contains a valence quark and its bosonic super-partner. After
differentiation with respect to the source term and equating the fermionic and
bosonic valence quark masses, the determinants with the valence quark masses
cancel and we have access to the Dirac spectrum weighted by the standard
QCD action. As is the case for the usual chiral Lagrangian, at low energies the
partition function involving both sea quarks and valence quarks is completely
determined by the scheme of chiral symmetry breaking and Lorentz-invariance
and has been analyzed in the context of partially quenched chiral perturbation
theory 19,20. However, instead of constraints on QCD-Dirac spectra such as
were obtained in the work by Leutwyler and Smilga 8, we are now in a position
obtain an exact analytical expression for the Dirac spectrum in the domain of
applicability of this so called partially quenched chiral perturbation theory.
As is the case for the usual chiral perturbation theory 21, one can distin-
guish an important mass-scale. For sufficiently large volumes such that the
contributions of the non-Goldstone modes are suppressed and valence quark
masses
mv ≪ F
2
ΣL2
(1)
(the pion decay constant is denoted by F , Σ is the chiral condensate and L
2
is the length of the box) the contribution of the nonzero momentum modes
factorizes from the partition function and its mass dependence is given by the
contribution from the zero momentum modes alone 22,23,14,15,16,17. However,
QCD is not the only theory with this zero momentum sector. Any theory with
the same pattern of spontaneous symmetry breaking as QCD can be reduced to
this zero momentum limit. In particular, chiral Random Matrix Theory 24,25,
with randomly distributed matrix elements of the Dirac operator is such a
theory. In this case the strong interactions required to achieve a spontaneous
breaking of chiral symmetry result from strongly non-local random interac-
tions.
Such a picture is well-know from the theory of disordered mesoscopic sys-
tems (a number of recent reviews are available 7,26,27). In this case, the scale
below which Random Matrix Theory is valid is known as the Thouless energy,
which is the inverse diffusion time of an electron through the sample 28
Ec =
h¯D
L2
, (2)
where D is the diffusion constant and L is the linear dimension of the box. The
domain with δE ≪ Ec is known as the ergodic domain whereas the domain
Ec ≪ δE ≪ h¯/τe (with τe is the elastic scattering time) is called the diffusive
domain or the Altshuler-Shklovskii domain. In the case of QCD, the diffusion
process is that of a quark propagating through the Yang-Mills fields in a 4+1
dimensional space time. The interpretation of spontaneous chiral symmetry
breaking as a Mott transition was given earlier in 29. By analogy with the
Kubo formula, Σ plays the role of the conductivity 29.
By now, this picture of the QCD gauge field configurations as a disordered
system has been investigated in many lattice QCD simulations30,22,23,31,32,33,34,35,36
37,38,39,40,41,42,45,46,47,48 and several instanton liquid simulations 24,49,14,15. In
particular, it has been confirmed that the scale below which chiral Random
Matrix Theory is valid is given by the Thouless energy (1)14,15,34,42,48. It turns
out that eigenvalue correlations are given by chRMT all the way up to this
scale. Beyond this energy scale one has to take into account the contributions
of the nonzero momentum modes. This can be done simply to one-loop or-
der in chiral perturbation theory. In that way, one obtains analytical results
for the valence quark mass dependence 50,16 of the chiral condensate in the
Altshuler-Shklovskii domain.
In the first part of these lectures we will show that chRMT is an exact the-
ory for the spectrum of the QCD Dirac operator in the ergodic domain. This
is achieved by showing that in the range (1) the valence quark mass depen-
dence of the chiral condensate obtained from the low-energy limit of the QCD
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partition function coincides with the valence quark mass dependence obtained
from chiral Random Matrix Theory. In the second part of these lectures we
take a different route and use chRMT as a schematic model of the chiral phase
transition51,52,53,54,55,57. In that case we obtain only qualitative results for the
spectrum of the QCD Dirac operator and the chiral phase transition. For ex-
ample, such models are the random matrix equivalent of a Landau-Ginzburg
functional and give rise to mean field critical exponents. At the tricritical
point where the upper critical dimension is three they provide us with a reli-
able description of the the infrared degrees of freedom 58. The advantage of
using random matrix models as opposed to a Landau-Ginzburg functional is
that one has access to the Dirac spectrum. In particular, at nonzero chem-
ical potential, this has provided us with valuable insights in the effects of
non-Hermiticity on the properties of the QCD partition function 54,59. The
common ingredient of chRMT and QCD at nonzero chemical potential is that
the phase of the fermion determinant due to the non-Hermiticity makes Monte
Carlo simulations impossible. Since the chRMT partition function can be eval-
uated analytically, we are in a position to analyze some of these problems in
great detail. In this way, a complete analytical understanding of the failure of
the quenched approximation at nonzero chemical potential has been obtained
54.
In the first lecture (section 2) we summarize the main properties of the
Euclidean QCD partition function. We discuss in detail the global symme-
tries and give a brief review of lattice QCD (see lectures by Tom Blum 60
for more details). In the second lecture we analyze the infrared limit of the
QCD partition function (section 3). We discuss the domain of validity of the
zero momentum limit of the effective chiral partition function and introduce
the partially quenched chiral partition function. An important point of this
lecture is the discussion of the integration manifold. Explicit calculations of
the valence quark mass dependence of the chiral condensate that rely on the
structure of this Riemannian super-manifold are presented in section 4. Re-
sults are derived in detail both by perturbative and non-perturbative methods.
In the third lecture we introduce chiral Random Matrix Theory. We discuss
its main properties and emphasize the importance of universality (see section
5). In the second half of this lecture we present lattice QCD results for the
statistical properties of Dirac eigenvalues and compare the results with random
matrix theory. In the last lecture we introduce chiral Random Matrix Theory
as a schematic model for the chiral phase transition. In the framework of this
model, we discuss chiral symmetry breaking, quenching at nonzero chemical
potential, Yang-Lee zeros in the complex chemical potential plane, the struc-
ture of Dirac spectra at nonzero chemical potential and the phase diagram
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in the mass, chemical potential and temperature plane. Finally, we present
general arguments that a localization transition does not occur in QCD with
light quarks. Concluding remarks are made in section 8.
2 The QCD Partition Function
The QCD partition function describing strong interactions in a box of volume
V3 = L
3 can be expressed in terms of the eigenvalues of the QCD Hamiltonian
Ek as
ZQCD =
∑
k
e−βEk , (3)
where β is the inverse temperature. At low temperatures (β → ∞) the parti-
tion function is dominated by the lightest states of the theory, namely the vac-
uum state, with an energy density of E0/V3, and massless excitations thereof.
The partition function ZQCD can be rewritten as Euclidean functional integral
over the nonabelian gauge fields Aµ
ZQCD =
∫
dAµ
Nf∏
f=1
det(D +mf )e
−SYM , (4)
where SYM is the Yang-Mills action. We assume that this partition function is
properly regularized, for example, by a lattice regularization. The gauge fields
Aµ are nonabelian gauge fields in Euclidean space time of volume V = L
3β.
In terms of the generators, Ta, of SU(Nc) they can be written as
Aµ = A
a
µ
Ta
2
, (5)
The anti-Hermitean Dirac operator is defined by
D = γµ(∂µ + iAµ), (6)
where the γµ are the Euclidean Dirac matrices with {γµ, γν} = 2δµν . In these
lectures we will use the chiral representation of the gamma matrices (with
diagonal γ5).
2.1 Symmetries of the QCD Partition Function
It is well-known that the QCD action is greatly constrained by gauge symme-
try, Euclidean Poincare´ invariance and renormalizability. These symmetries
5
determine the structure of the Dirac operator (6). In this section we will dis-
cuss the global symmetries of the Dirac operator. They play an essential role
in its spectral properties in the deepest infrared. In particular, the chiral sym-
metry, the flavor symmetry and the anti-unitary symmetry of the continuum
Dirac operator are discussed.
The chiral symmetry, or the UA(1) symmetry, can be expressed in terms
of the anti-commutation relation
{γ5, D} = 0. (7)
This implies that all nonzero eigenvalues occur in pairs ±iλk with eigenfunc-
tions given by φk and γ5φk. If λk = 0 the possibility exists that γ5φk ∼ φk,
so that λk = 0 is an unpaired eigenvalue. According to the Atiyah-Singer
theorem, the total number of such zero eigenvalues is a topological invariant,
i.e., it does not change under continuous transformations of the gauge field
configuration. Indeed, this possibility is realized by the field of an instanton
which is a solution of the classical equations of motion. On the other hand, it
cannot be excluded that λk = 0 while φk and γ5φk are linearly independent.
However, this imposes additional constraints on the gauge fields which will be
violated by infinitesimal deformations. Generically, such situation does not
occur.
In a decomposition according to the total number of topological zero
modes, the QCD partition function can be written as
ZQCD =
∑
ν
eiνθZQCDν , (8)
where
ZQCDν = 〈
∏
f
mνf
∏
k
(λ2k +m
2
f )〉ν . (9)
Here, 〈· · ·〉ν denotes the average over gauge-field configurations with topolog-
ical charge ν weighted by the Yang-Mills action. In we introduce complex
conjugated right-handed and left-handed masses we observe that the θ depen-
dence of the QCD partition function is only through the combination meiθ/Nf .
A second important global symmetry is the flavor symmetry. This sym-
metry can be best explained by writing the fermion determinant in the QCD
partition function as a functional integral over Grassmann variables,
∏
f
det(D +mf ) =
∫
dψdψ¯e
∫
d4x
∑Nf
f=1
ψ¯f (D+mf )ψ
f
. (10)
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In a chiral basis with ψR = γ5ψR and ψL = −γ5ψL, this can be rewritten as
∏
f
det(D +mf ) =
∫
dψdψ¯e
∫
d4x[
∑Nf
f=1
ψ¯f
R
Dψf
L
+ψ¯f
L
Dψf
R
+ψ¯f
R
mfψ
f
R
+ψ¯f
L
mfψ
f
L
]
.
(11)
For mf = 0 we have the symmetry
ψL → UψL, ψ¯R → ψ¯RU−1,
ψ¯L → ψ¯LV −1, ψR → V ψR. (12)
The only condition to be imposed on U and V is that their inverse exists. If
the number of lefthanded modes is equal to the number of right-handed modes
we thus have an invariance under Gl(Nf )R×Gl(Nf)L. However, if the number
of left-handed modes is not equal to the number of right-handed modes, the
axial-symmetry group is broken to an Sl(Nf) subgroup whereas the vector
symmetry with U = V remains unbroken. For m = 0 the flavor symmetry is
thus broken explicitly to GlV (Nf )× SlA(Nf ) by instantons or the anomaly.
What is much more important, though, is the spontaneous breaking of the
axial flavor symmetry. From lattice QCD simulations and phenomenological
arguments we know that the expectation value
〈ψ¯ψ〉 = 〈ψ¯RψR〉+ 〈ψ¯LψL〉 ≈ (240MeV )3 (13)
in the vacuum state of QCD instead of the symmetric possibility 〈ψ¯ψ〉 = 0.
Phenomenologically, this is known because of the presence of Goldstone modes.
The pions are much lighter than the σ mesons. The spontaneous breaking of
the axial symmetry also follows from the absence of parity doublets. For
example, the pion mass and the δ (or a0) mass are very different (mπ =
135MeV and mδ = 980MeV ).
On easily verifies that 〈ψ¯ψ〉 is only invariant for U = V . The vacuum
state thus breaks the chiral symmetry down to GlV (Nf ). Notice that only
the axial symmetries are broken. This is in agreement with the Vafa-Witten
theorem61 which states that vector symmetries cannot be broken in vector-like
theories such as QCD. We also observe that the complete axial group is broken.
The reasons behind this maximum breaking 62 of chiral symmetry are less well
understood. The Goldstone manifold is given by the maximum Riemannian
submanifold of SlA(Nf ) which is the usual manifold SUA(Nf ). The complex
extension of SU(Nf ) does not give rise to additional conserved currents, and
therefore, the total number of Goldstone modes remains the same (we thank
J.C. Osborn for this remark).
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For three or more colors the gauge fields are not related by complex con-
jugation and there are no anti-unitary symmetries. However, the situation is
more interesting for Nc = 2 which will be discussed in the next section.
2.2 Special Role of Nc = 2
The group SU(2) is the only nontrivial special unitary group that is pseudoreal.
As will be shown in this section, the consequence is that for Nc = 2 the
symmetry group of the QCD partition function in the chiral limit is enlarged
to U(2Nf ).
As before, the fermionic action is obtained by writing the determinant in
the partition function as a Gaussian integral over the Grassmann fields φ and
φ¯. Using the chiral representation of the γ matrices with
γµ =
(
0 σˆµ
σˆ+µ 0
)
, (14)
and σˆµ = (1, iσk) with σk the Pauli σ-matrices, the fermionic action can be
written as
SF =
∫
d4x
Nf∑
f=1
(
φ¯R
φ¯L
)(
mf σˆµ(∂µ + iAµ)
σˆ+µ (∂µ + iAµ) mf
)(
φR
φL
)
.
(15)
For Nc = 2, we have that A
T
µ = −τ2Aµτ2 (with τ2 = σ2 in color space).
Combining this with the relation σˆ∗µ = σ2σˆµσ2 we find
φ¯fLσˆ
+
µ (∂µ + iAµ)φ
f
R = φ
f
Rσ2τ2σˆµ(∂µ + iAµ)σ2τ2φ¯
f
L, (16)
where we have used that ∂µ is anti-Hermitean and that the fermion fields
are anti-commuting Grassmann variables. The fermionic action can thus be
rewritten as
SF (mf = 0) =
∫
d4x
Nf∑
f=1
(
φ¯fR
σ2τ2φ
f
R
)(
σˆµ(∂µ + iAµ) 0
0 σˆµ(∂µ + iAµ)
)(
φfL
σ2τ2φ¯
f
L
)
.
(17)
Obviously the symmetry group is Gl(2Nf). If the number of left-handed modes
is not equal to the number of right-handed modes because of the anomaly, an
axial U(1) is broken explicitly as for three or more colors.
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The mass term is given by
Sm =
∫
d4x
Nf∑
f=1
[(
φfL
σ2τ2φ¯
f
L
)(
0 −mfσ2τ2
mfσ2τ2 0
)(
φfL
σ2τ2φ¯
f
L
)
+
(
φ¯fR
σ2τ2φ
f
R
)(
0 mfσ2τ2
−mfσ2τ2 0
)(
φ¯fR
σ2τ2φ
f
R
)]
. (18)
Also in this case we expect maximum spontaneous chiral symmetry break-
ing consistent with the Vafa-Witten theorem. This means that only the sub-
group of U(2Nf) that leaves both φ¯RφR and φ¯LφL invariant remains unbroken.
Therefore, only the subgroup that leaves(
φfL
σ¯2τ2φ¯
f
L
)(
0 −σ2τ2
σ2τ2 0
)(
φfL
σ2τ2φ¯
f
L
)
(19)
invariant remains unbroken (φ¯RφR is invariant under the same transforma-
tions). This is the symplectic group Sp(Nf). The Goldstone manifold is thus
given by the coset SU(2Nf)/Sp(Nf).
For Nc = 2 the Dirac-operator has the anti-unitary symmetry
[KCτ2, iD] = 0, (20)
where K is the complex conjugation operator, C = γ2γ4 is the charge conju-
gation matrix. Because
(KCτ2)
2 = 1 (21)
we can always find a basis such that the Dirac matrix is real for any D. The
proof is along the same lines as the proof that time reversal symmetry results
in real matrix elements for the Hamiltonian in quantum mechanics.
The anti-unitary symmetry would be violated in the presence of gauge
fields Bµ coupling to the axial current (which are not present in QCD). In that
case the Dirac operator is given by
γµ∂µ + iγµAµ + γµγ5Bµ, (22)
which, because of the absence of the factor i in the Bµ-term does not satisfy the
commutation relation (20). In other words, the invariance of the Dirac operator
under (20) follows from the condition γµDγµ = 2D (in four dimensions). For
Nc ≥ 3 this condition does not affect the anti-unitary symmetries, and the
the matrix elements of the Dirac operator are arbitrary complex numbers both
with and without the Bν term
63.
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2.3 Dirac Operator in a Chiral Basis
It is instructive to write the Dirac operator in a chiral basis with n right-
handed modes φRk and n+ν left-handed modes φ
L
k . Using the anti-commutation
relation (7) one can easily derive that
〈φRk |D|φRl 〉 = 〈φRk |γ5Dγ5|φRl 〉 = −〈φRk |D|φRl 〉 (23)
from which it follows that 〈φRk |D|φRl 〉 = 0. Similarly, 〈φLk |D|φLl 〉 = 0, resulting
in a Dirac Matrix with the structure
D =
(
0 T
−T † 0
)
, (24)
where T is an n× (n+ ν) matrix. From the inspection of the secular equation
one concludes that such matrix has always exactly ν zero eigenvalues. For
example, the eigenvalues of the matrix
D =

 0 a b−a∗ 0 0
−b∗ 0 0

 , (25)
are equal to 0 and ±i√a∗a+ b∗b. The matrix structure (24) is at the basis
of the Random Matrix Theory to be discussed in section 4. A particular
realization of a chiral basis is a basis of instanton zero modes which has been
used extensively in the instanton liquid model of the QCD vacuum 64,29
2.4 Lattice QCD
In lattice QCD, the gauge fields represented by unitary matrices on the links
of the lattice, i.e.
Ux,x+µ = e
iTa
2
Aaµ(x), (26)
where µ denotes a unit vector in the direction of xµ. The gluonic lattice action
of QCD is the plaquette action given by
S =
1
2
∑
P
(SP + S
†
P ). (27)
For example, the action of an elementary plaquette 1234 is given by
SP = TrU12U23U
−1
43 U
−1
14 . (28)
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This action is invariant under the local gauge transformations
Ukl → V −1k UklVl. (29)
The fermion fields are represented by Grassmann valued fields on the sites.
Under gauge transformations they transform according to
ψk → Uklψl. (30)
However, a lattice discretization of the Dirac action is more problematic.
In a naive lattice discretization we are faced with the fermion doubling problem.
This is highlighted by the Nielsen-Ninomiya theorem 65, which states that a
lattice discretization of chiral fermions with local interactions is not possible.
There are two widely used discretizations of the fermionic action which
deal with the doubling problem at the expense of some of the symmetries of
the continuum QCD action: the Kogut-Susskind or staggered action and the
Wilson action. The Kogut-Susskind action is defined by
SKS =
1
2
∑
nµ
ηµ(n)χ¯n(Un,n+µχn+µ − U †n−µ,nχn−µ) +m
∑
n
χ¯nχn
= χ¯mD
KS
mnχn, (31)
where ηµ(n) is a phase factor resulting from the diagonalization of the γ-
matrices. For m = 0 and n1+n2+n3+n4 even, this action is invariant under
the transformations
χ¯n → eiθχ¯n, χn+µ → e−iθχn+µ. (32)
For all ni we have the invariance
χ¯n → eiαχ¯n, χn → e−iαχ¯n. (33)
For m 6= 0 this U(1)×U(1) symmetry is broken to the second U(1) symmetry
only. If we organize the Kogut-Susskind Dirac matrix according to blocks with
even and odd n1+n2+n3+n4, one obtains the same block structure as in the
chiral representation of the continuum Dirac operator (24). This shows that
that the eigenvalues of DKS occur in pairs ±λ.
The staggered Dirac operator is anti-Hermitean with eigenvalues iλk on
the imaginary axis. The Dirac operator satisfies the sum-rule
TrDKSDKS = TrDKSDKS
∣∣
U=1
. (34)
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This follows from the observation that U only occurs in the combination UU−1
in the left hand side of this equation. An important application of this sum
rule is as a test of the accuracy of numerically calculated eigenvalues of the
Dirac operator.
The Wilson Dirac action is defined by
SW = −1
2
∑
nµ
ψ¯fn((r − γµ)Un,n+µψn+µ + (r + γµ)U †n−µ,n)ψfn−µ +
∑
n
ψ¯fn(m+ 4r)ψ
f
n
= ψ¯fnD
W
nmψ
f
m. (35)
The term proportional to r was introduced by Wilson to remove the fermion
doublers. However, it also destroys the UA(1) symmetry of D
W , and the
eigenvalues do not occur in pairs±λ. On the other hand, this action is invariant
under the flavor group SUV (Nf ). The Wilson Dirac operator satisfies the
Hermiticity relation
DW † = γ5D
W γ5 (36)
from which it follows that γ5D
W is Hermitean. In the literature Dirac spectra
of both DW with eigenvalues scattered in the complex plane 66,67,68 and γ5D
W
with eigenvalues on the real axis 69,70 have been studied (several reviews ap-
peared recently71,72). Below we will restrict ourselves to the Hermitean Wilson
Dirac operator. The Wilson Dirac operator satisfies the sum rule
TrDW †DW = TrDW †DW
∣∣
U=1
. (37)
Again this can be seen from the observation that U only occurs in the combi-
nation UU−1 in the l.h.s. of this equation.
The anti-unitary symmetries of the Wilson Dirac operator are the same as
of the continuum Dirac operator. For Nc = 2 we thus have
[CKτ2, iD
W ] = 0. (38)
For staggered fermions only the eigenvalues of the γ matrices appear in the
Dirac operator. Since they are real they do not affect the anti-unitary symme-
try. For Nc = 2 we thus have
[Kτ2, D
KS] = 0. (39)
However, (Kτ2)
2 = −1, and it can be shown that it is always possible to
find a basis such that the matrix elements of DKS can be organized into real
12
quaternions for any gauge field configuration. The eigenvalues of such matrix
are scalar quaternions and are thus doubly degenerate. This can also easily
be shown from (39). Because of this relation, if φ is an eigenfunction with
eigenvalue λ then Kτ2φ is also an eigenfunction with eigenvalue λ. But
(φ,Kτ2φ) = (Kτ2φ, φ)
∗ = ((Kτ2)
2φ,Kτ2φ) = −(φ,Kτ2φ), (40)
from which it follows that φ and Kτ2φ are linearly independent. For a more
detailed discussion of the symmetries of the staggered Dirac operator we refer
to 10,73,74.
2.5 The Chiral Phase Transition in QCD
It is expected that chiral symmetry will be restored above some critical tem-
perature. This is supported both by naive arguments based on counting the
total number of degrees of freedom and by lattice QCD simulations 1. In the
chiral limit, the order parameter for the chiral phase transition is the chiral
condensate, 〈ψ¯ψ〉. For QCD with three color and two massless quarks, it van-
ishes above a critical temperature of about 140MeV . The nature of the phase
transition is still under dispute. It is not yet clear whether the transition is
a second order or a weak first order one 1. The role of instanton field con-
figurations has to be clarified as well 75,71. However, with current progress in
computational resources, these questions should be answered in the near fu-
ture. The only remaining fundamental problem is the study of QCD at finite
baryon density. Because of the phase of the fermion determinant, this problem
cannot be resolved by means of Monte-Carlo simulations. Progress in this area
requires new paradigms which make it a particularly challenging area of active
research.
2.6 The Banks-Casher Relation and Microscopic Spectral Density
The order parameter of the chiral phase transition, 〈ψ¯ψ〉, is nonzero only below
the critical temperature or a critical chemical potential. As was shown by
Banks and Casher 5, 〈ψ¯ψ〉 is directly related to the eigenvalue density of the
QCD Dirac operator per unit four-volume
Σ ≡ |〈ψ¯ψ〉| = lim π〈ρ(0)〉
V
, (41)
where the spectral density of the Dirac operator with eigenvalues {λk} is de-
fined by
ρ(λ) = 〈
∑
k
δ(λ− λk)〉. (42)
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It is elementary to derive this relation. The chiral condensate is defined as
the logarithmic derivative of the the partition function (8). For equal quark
masses we obtain,
〈ψ¯ψ〉 = − lim 1
V Nf
∂m logZ
QCD(m) = − lim 1
V
〈
∑
k
2m
λ2k +m
2
〉. (43)
If we express the sum as an integral over the average spectral density, and take
the thermodynamic limit before the chiral limit, so that many eigenvalues are
less than m, we recover (41). The order of the limits in (41) is important.
First we take the thermodynamic limit, next the chiral limit and, finally, the
field theory limit. As follows from (43), the sign of 〈ψ¯ψ〉 changes if m crosses
the real axis.
An important consequence of the Bank-Casher formula (41) is that the
eigenvalues near zero virtuality are spaced as
∆λ = 1/ρ(0) = π/ΣV . (44)
This should be contrasted with the eigenvalue spectrum of the non-interacting
Dirac operator. Then the eigenvalues are those of a free Dirac particle in a
box with eigenvalue spacing equal to ∆λ ∼ 1/V 1/4 for the eigenvalues near
λ = 0. Clearly, the presence of gauge fields leads to a strong modification of
the spectrum near zero virtuality. Strong interactions result in the coupling of
many degrees of freedom leading to extended states and correlated eigenvalues.
Because the eigenvalues near zero are spaced as ∼ 1/ΣV it is natural to
introduce the microscopic variable
u = λV Σ, (45)
and the microscopic spectral density 24
ρs(u) = lim
V→∞
1
V Σ
〈ρ( u
V Σ
)〉. (46)
We expect that this limit exists and converges to a universal function which
is determined by the global symmetries of the QCD Dirac operator. The cal-
culation of this universal function from QCD is the main objective of these
lectures. We will calculate ρs(u) both from the simplest theory in this uni-
versality class which is chiral Random Matrix Theory (chRMT) and from the
partial quenched chiral Lagrangian which describes the low-energy limit of
the QCD partition function. We find that the two results coincide below the
Thouless energy.
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2.7 Valence Quark Mass Dependence of the Chiral Condensate
Instead of studying the Dirac spectrum it is often convenient to consider the
valence quark mass dependence of the chiral condensate. In terms of the
eigenvalues of the Dirac operator it is defined by 76,22,23
Σ(mv;m1, · · · ,mNf ) =
1
V
∑
k
〈
1
iλk +mv
〉
=
1
V
∫
dλ
ρ(λ;m1, · · · ,mNf )
iλ+mv
. (47)
Here, 〈· · ·〉 denotes an average with respect to the distribution of the eigenval-
ues.
The relation (47) can then be inverted to give ρ(λ;m1, . . . ,mNf ). As
mentioned in 16, the spectral density follows from the discontinuity across the
imaginary axis,
Disc|mv=iλΣ(mv) = limǫ→0Σ(iλ+ ǫ)− Σ(iλ− ǫ) = 2π
∑
k
〈δ(λ+ λk)〉 = 2πρ(λ),
(48)
where we have suppressed the dependence on the sea-quark masses.
3 Infrared Limit of the QCD Partition Function
3.1 The Chiral Lagrangian
For light quarks the low energy limit of QCD is well understood. It is given by
the chiral Lagrangian describing the interactions of the pseudoscalar mesons.
The reason is that pions are Goldstone bosons which are the only light degrees
of freedom in a confining theory such as QCD. To lowest order in the quark
masses and the momenta, the chiral Lagrangian is completely dictated by chiral
symmetry and Lorentz invariance. In the case of Nf light quarks with chiral
symmetry breaking according to SUL(Nf ) × SUR(Nf ) → SUV (Nf ) the so
called Weinberg Lagrangian is given by 81
Leff(U) = F
2
4
Tr(∂µU ∂µU
†)− Σ
2
Tr(MˆU + MˆU †), (49)
where F is the pion decay constant, Σ is the chiral condensate and M is the
quark mass matrix. The fields U(x) are SU(Nf) matrices parametrized as
U = exp(i
√
2Πat
a/F ), (50)
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with the generators of SU(Nf) normalized according to Trt
atb = δab. This
chiral Lagrangian has been used extensively for the description of pion-pion
scattering amplitudes.
To lowest order in the pion fields the chiral Lagrangian can be expanded
as (for equal quark masses)
Leff(U) = 1
2
∂µΠ
a∂µΠa +
Σm
F 2
ΠaΠa. (51)
This results in the pion propagator 1/(p2+m2π) with pion masses given by the
Gellmann-Oakes-Renner relation
m2π =
2mΣ
F 2
. (52)
In the long-wavelength limit the order of magnitude of the different terms
contributing to the action of the chiral Lagrangian is given by 21
S =
∫
d4xL(U) ∼ Ld−2ΠaNZM 2 + Ld
Σm
F 2
(ΠaZM
2 +ΠaNZM
2). (53)
Here, the ΠaZM represent the zero momentum modes with no space time depen-
dence, whereas the nonzero momentum modes are denoted by by ΠaNZM (x).
This decomposition has two immediate consequences. First, for ΣmF 2 ≫ 1V the
fluctuations of the pion fields are small and it is justified to expand U in powers
of Πa. Second, for
Σm
F 2
≪ 1√
V
(54)
the fluctuations of the zero modes dominate the fluctuations of the nonzero
modes, and only the contribution from the zero modes has to be taken into
account for the calculation of an observable. In this limit the so called finite
volume partition function is given by
ZeffNf (M, θ) ∼
∫
U∈SU(Nf )
dUeVΣReTrMUe
iθ/Nf
, (55)
where the θ-dependence follows from the θ−dependence of the QCD partition
function via the combination 8 meiθ/Nf . We emphasize that any theory with
the same pattern of chiral symmetry breaking as QCD can be reduced to the
same extreme infrared limit.
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3.2 Leutwyler-Smilga Sum Rules
The finite volume partition function in the sector of topological charge ν follows
by Fourier inversion according to (8). The partition function for ν = 0 is thus
given by (55) with the integration over SU(Nf) replaced by an integral over
U(Nf ).
The Leutwyler-Smilga sum-rules 8 are obtained by expanding the parti-
tion function in powers of m before and after averaging over the gauge field
configurations and equating the coefficients. This corresponds to an expansion
in powers of m of both the QCD partition function (4) and the finite volume
partition function (55) in the sector of topological charge ν. As an example,
we consider the coefficients of m2 in the sector with ν = 0. After performing
the group integrals we find the sum-rule
〈
∑′ 1
λ2k
〉 = Σ
2V 2
4Nf
, (56)
where the prime indicates that the sum is restricted to nonzero positive eigen-
values.
By equating higher powers of m2 one can generate an infinite family of
sum-rules for the eigenvalues of the Dirac operator. However, they are not
sufficient to determine the Dirac spectrum. The reason is that the mass in
the propagator also occurs in the fermion-determinant of the QCD partition
function. However, as will be shown in the next section, the Dirac spectrum can
be obtained from a chiral Lagrangian corresponding to QCD with additional
bosonic and fermionic quarks 16. We conclude that chiral symmetry breaking
leads to correlations of the inverse eigenvalues which are determined by the
underlying global symmetries.
3.3 The Partially Quenched QCD Partition Function
As was mentioned in previous section, the valence quark mass dependence of
the chiral condensate cannot be extracted from the QCD partition function.
The solution to this problem is to simultaneously introduce yet another quark
species of opposite statistics 16. This corresponds to a Euclidean partition
function of the form
Zpq =
∫
dA
det(D +mv1)
det(D +mv2)
Nf∏
f=1
det(D +mf ) e
−SYM , (57)
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which we will call the partially quenched or pq-QCD partition function. When
mv1 = mv2 this partition function simply coincides with the original QCD
partition function. However, it is now also the generator of a mass-dependent
chiral condensate (see (47)) for the additional (say, fermionic) quark species.
In the sector of topological charge ν we find
Σ(mv;m1, · · · ,mNf ) =
1
V
∂
∂mv1
∣∣∣∣
mv1=mv2=mv
logZpqν , (58)
where Zpqν is the partially quenched QCD partition function in the sector of
topological charge ν.
Our aim is to find the chiral Lagrangian corresponding to (57). If we are
successful, we have succeeded in deriving a partition function for the extreme
infrared limit of the spectrum of the QCD Dirac operator. These questions
will be addressed in the next sections.
3.4 The Infrared Limit of QCD
If we don’t write the determinants in terms of integrals over complex conju-
gated variables, the global flavor symmetry of the partially quenched QCD
partition function (57) is broken spontaneously according to
GlR(Nf + 1|1)×GlL(Nf + 1|1)→ GlV (Nf + 1|1) (59)
with an axial U(1) group broken explicitly by the anomaly. Here, the groups
GlR(Nf +1|1), GlL(Nf +1|1) and GlV (Nf +1|1) are super-groups of matrices
acting on vectors with Nf + 1 fermionic components and one bosonic com-
ponent. The subscript refers to right-handed (R), left-handed (L) and vector
(V), respectively. The latter transformations transform the right-handed and
the left-handed fermion fields in the same way. For a confining theory such as
QCD the only low-lying modes are the Goldstone modes associated with the
spontaneous breaking of chiral symmetry. The quark masses play the role of
symmetry breaking fields.
Although the axial supergroup GlA(Nf + 1|1) is a symmetry group of the
pq-QCD action (57) it is not necessarily a symmetry of the QCD partition
function. It may be that the symmetry transformations violate the conver-
gence of the integrals in the partition function. There are no problems for the
Grassmann variables. However, the integrations over the bosonic fields are only
convergent if the fields are related by complex conjugation. For this reason a
UA(1) transformation in which the bosonic fields φR and φL are transformed
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according to a different phase factor is not a symmetry of the partition func-
tion. What is a symmetry of the partition function is the axial transformation
φL → esφL, φ∗L → esφ∗L, (60)
φ∗R → e−sφ∗R φR → e−sφR. (61)
Mathematically, this symmetry group is Gl(1)/U(1). Had we restricted our-
selves to the unitary subgroup U(Nf +1|1) of Gl(Nf +1|1) from the start, we
would have missed this class of symmetry transformations.
Taking into account the chiral anomaly, the chiral symmetry in (57) is
broken spontaneously according to (59). The symmetry of the QCD parti-
tion function is thus reduced to SlV (Nf + 1|1)⊘GlV (1) where ⊘ denotes the
semi-direct product. The Goldstone manifold corresponding to the symmetry
breaking pattern (59) is based on the symmetric superspace SlA(Nf + 1|1).
In our effective partition function the terms that break the axial symme-
try will be included explicitly resulting in an integration manifold given by
SlA(Nf + 1|1) ⊗ GlA(1). However, this manifold is not a super-Riemannian
manifold and is not suitable as an integration domain for the low energy parti-
tion function. As an integration domain we choose the maximum Riemannian
submanifold of GlA(Nf + 1|1). This results in a fermion-fermion block given
by the compact domain UA(Nf + 1), whereas the boson-boson block is re-
stricted to the non-compact domain Gl(1)/U(1). Because of the super-trace,
this compact/non-compact structure is required for obtaining a positive defi-
nite quadratic form for the mass term and the kinetic term of our low energy
effective partition function 82. For a detailed mathematical discussion of this
construction we refer to a paper by Zirnbauer 83.
To lowest order in the momenta, the infrared limit of the QCD partition
function is uniquely determined by the geometry of the Goldstone manifold
and Lorentz invariance. With the singlet field Φ0 ≡ StrΦ fluctuating about
the vacuum angle θ with an amplitude given by the singlet mass we thus obtain
the effective partition function 18,19
Z(θ,Mˆ) =
∫
U∈Gl(Nf+1|1)
dU exp
∫
d4x
[
F 2
4
Str(∂µU ∂µU
−1)
+
Σ
2
Str(MˆU + MˆU−1) + F
2m20
12
(
√
2Φ0
F
− θ)2
]
.
(62)
This partition function contains terms up to order p2. The kinetic term of the
singlet field is subleading and has not been included. The supertrace (Str) and
19
the superdeterminant (Sdet) of a graded matrix with bosonic blocks a and b
and fermionic blocks σ and ρ are defined as 84,85
Str
(
a σ
ρ b
)
= Tra− Trb, (63)
and
Sdet =
det(a− σb−1ρ)
det b
. (64)
Recently, this partition function for Nf = 0 was derived from a two sub-
lattice random flux model 86 using the flavor-color transformation introduced
by Zirnbauer 87. In our language, such model is QCD at infinite coupling
with U(N) gauge fields and quenched Kogut-Susskind fermions with no phase
factor from the γ matrices. In this case, as well as in the effective partition
function for Kogut-Susskind fermion, the singlet mass term is absent. In both
cases the U(1) × U(1) symmetry is broken spontaneously to U(1) instead of
broken explicitly by the anomaly. The reason is that the U(1) symmetry of
Kogut-Susskind fermions is an axial isospin transformation rather than the
singlet UA(1) transformation (We thank Paul Rakow and Misha Stephanov for
discussions to clarify this point.).
By a generalization of an argument due to Gasser and Leutwyler 21 to be
discussed in the next section it can be shown that for masses in the range (1)
this partition function factorizes into a product over zero momentum modes
and non-zero momentum modes 14,16. To leading order, the mass dependence
of the of the QCD partition function is thus given by
Zeff(θ,Mˆ) =
∫
U∈Gl(Nf+1|1)
dUeV
Σ
2
Str(MˆU+MˆU−1)−
F2m2
0
V
12
(
√
2Φ0
F −θ)
2
. (65)
The partition function in a sector of topological charge ν follows by Fourier
inversion 8
Zνeff(Mˆ) =
1
2π
∫ 2π
0
dθe−iνθZeff(θ,Mˆ). (66)
We perform the integration over θ after a Hubbard-Stratonovitch transforma-
tion which linearizes the singlet mass term. Up to a mass independent factor
this results in the partition function 16
Zνeff(Mˆ) =
∫
U∈Gl(Nf+1|1)
dU SdetνU eV
Σ
2
Str(MˆU+MˆU−1). (67)
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3.5 Domains in (Partially-Quenched) Chiral Perturbation Theory
In chiral perturbation theory the different domains of validity where analyzed
in detail by Gasser and Leutwyler 21. A similar analysis applies to partially
quenched chiral perturbation theory. The idea is as follows. The U field can
be decomposed as 21
U = U0e
iψ(x). (68)
where U0 is a constant (zero-momentum) field. The kinetic term of the low-
momentum components is the ψ fields can be approximated by
1
2
∫
d4x∂µψ
a∂µψ
a ∼ L2ψ2. (69)
We observe that the magnitude of the fluctuations of the ψ field are of order
1/L which justifies a perturbative expansion of exp(iψ(x)). The fluctuations
of the zero modes (i.e. constant fields), on the other hand, are only limited by
the mass term
1
2
V ΣStrM(U0 + U−10 ). (70)
For quark masses m≫ 1/VΣ, the field U0 fluctuates close to the identity and
the U0 field can be expanded around the identity as well. This is the domain
of chiral perturbation theory.
For valence quark masses in the range
1
VΣ
≪ mv ≪ F
2
ΣL2
(71)
the valence quark mass dependence of the chiral condensate is dominated by
the zero momentum modes which can be treated perturbatively. Below we will
show that in this domain chiral perturbation theory and random matrix theory
coincide. In the theory of disordered mesoscopic systems it is well-known that
random matrix theory is valid below an energy scale ∼ 1/L2. This will be
discussed in the next section.
3.6 Picture from Mesoscopic Physics
In disordered mesoscopic physics it has been found that Random Matrix The-
ory is valid for eigenvalues separated less than the energy scale Ec (see eq.
(2)). In this context Ec is defined as the inverse tunneling time of an electron
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through the sample. For diffusive motion, the distance ∆x a particle diffuses
in time interval ∆τ is given by
(∆x)2 = D∆τ, (72)
where D is the diffusion constant. The diffusion time through the sample is
thus given by L2/D resulting in a Thouless energy of
Ec =
h¯D
L2
. (73)
A second energy scale that enters in mesoscopic physics is h¯/τe, where
τe is the elastic scattering time. Based one these two scales three different
domains for the energy difference, δE, that enters in the two-point correlation
function, can be distinguished: the ergodic domain, the diffusive domain or
Altshuler-Shklovskii domain and the ballistic domain. For energy differences
δE ≪ Ec eigenvalue correlations are given by RMT. Since for time scales
larger than the diffusion time, an initially localized wave packet explores the
complete phase space, this regime is known as the ergodic regime. In the
diffusive regime defined by Ec ≪ δE ≪ h¯/τe only part of the phase space is
explored by an initially localized wave packet, resulting in the disappearance
of eigenvalue correlations. In this paper we don’t consider the ballistic regime
with δE ≫ h¯/τe. For an interpretation of the Thouless energy in terms of the
spreading width we refer to 88,89. As was shown in 90,91, the spectral two-point
function can be related to the semiclassical return probability which provides a
simple intuitive picture of its asymptotic behavior. For other recent studies on
this topic we refer to 92,93,94,95,96,97,98. What has emerged from these studies is
that there is a close relation between eigenvalue correlations and localization
properties of the wave functions.
Based on these ideas we can interpret the Dirac spectrum as the energy
levels of a system in 4 Euclidean dimensions and one artificial time dimension.
The corresponding classical evolution can be easily derived from the Heisenberg
equations of motion
dx
dτ
= i[x,D]. (74)
According to the Bohigas conjecture the eigenvalue correlations are given by
RMT if and only if the corresponding classical motion chaotic. We thus con-
clude that the classical time evolution of quarks in the Yang-Mills gauge fields
is chaotic.
These ideas can be tested by means of lattice QCD 34,35 and instanton
liquid 14 simulations. In Fig. 1, we show 14 the number variance Σ2(n), de-
fined as the variance of the number of levels in an interval containing n level
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Figure 1: The number variance Σ2(n) versus n approximation for an interval starting at
λ = 0. The total number of instantons is denoted by N .
on average, versus n for eigenvalues obtained from the Dirac operator in the
background of instanton liquid gauge field configurations. The chRMT result,
given by the solid curve, is reproduced up to about two level spacings. In
units of the average level spacing, ∆ = 1/ρ(0) = π/ΣV , the energy Ec is given
by nc ≡ Ec/∆ = F 2L2/π. For an instanton liquid with instanton density
N/V = 1 we find that nc ≈ 0.07
√
N . We conclude that chRMT appears to
describe the eigenvalue correlations up to the predicted scale.
In mesoscopic physics the Goldstone modes that enter in the theory of im-
purity scattering are known as the diffusons. The reason is that the Goldstone
propagator satisfies a diffusion equation (see for example the book by Efetov
85). It describes the diffusion of electrons by impurity scattering 10. Similarly,
the pion propagator also satisfies a diffusion equation. This can be seen by
Fourier transforming the propagator with regards to the imaginary valence
masses mv = iλ and mv′ = iλ
′,
Π(x, τ) =
∫
d4p
(2π)4
∫
dλdλ′
eipx+iτ(λ+λ
′)
p2 + (iλ+ iλ′)Σ/F 2
. (75)
For (x, τ) 6= 0 this propagator satisfies the diffusion equation
(D∂2x − ∂τ )Π(x, τ) = 0 (76)
with a diffusion constant given by 14,99 D = F 2/Σ .
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4 Calculation of Valence Quark Mass Dependence of the Chiral
Condensate from QCD
4.1 Nonperturbative Evaluation of Σ(mv)
In this section we calculate the valence quark mass dependence of the chiral
condensate for the simplest case of Nf = 0 and ν = 0 in the domain mv ≪
F 2/ΣL2. In this domain the partition function is given by
Z(J) =
∫
U∈Gl(1|1)
dU exp
[
ΣV
2
Str
(
mv + J 0
0 mv
)
(U + U−1)
]
, (77)
where the integration is over the maximum super-Riemannian sub-manifold of
Gl(1|1). This manifold is parametrized by
U = exp
(
0 α
β 0
)(
eiφ 0
0 es
)
. (78)
The integration measure is the Haar measure which in terms of this parametriza-
tion it is given by
Sdet
δUkl
δφ δs δα δβ
dαdβdφds, (79)
where δU ≡ U−1dU .
It is straightforward to calculate the Berezinian going from the variables
δU11 δU22 δU12 δU21 to the variables δφ δs δα δβ. The derivative matrix is given
by
B =
δUkl
δφ δs δα δβ
=


i 0 β/2 α/2
0 1 β/2 α/2
0 0 es−iφ 0
0 0 0 e−s+iφ

 . (80)
Using the definition of the graded determinant one simply finds that SdetB = i.
Up to a constant, the integration measure is thus given by dφdsdαdβ. In
general, for Nf 6= 0, the Berezinian is more complicated 84,17.
We also need
1
2
(U + U−1) =
(
(1 + αβ2 ) cosφ α(e
s − e−iφ)
β(eiφ − e−s) cosh s(1− αβ2 )
)
. (81)
After differentiating with respect to the source term (Σ(mv) = ∂J logZ(J)|J=0/V )
this results in
Σ(mv)
Σ
=
∫
dφdsdαdβ
2π
cosφ(1 +
αβ
2
)ex cosφ(1+
αβ
2
)−x cosh s(1−αβ
2
).
(82)
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With the Grassmann integral given by the coefficient of αβ we obtain
Σ(mv)
Σ
=
∫
dsdφ
4π
[cosφ
+ x(cosφ+ cosh s) cosφ]ex(cosφ−cosh s). (83)
Now all integrals can be expressed in terms of modified Bessel functions. We
find
Σ(mv)
Σ
= I1(x)K0(x) +
x
2
(I2(x)K0(x) + I0(x)K0(x) + 2I1(x)K1(x)). (84)
After using the recursion relation for modified Bessel functions,
I2(x) = I0(x) − 2
x
I1(x), (85)
we arrive at the final result 22,16,17
Σ(mv)
Σ
= x(I0(x)K0(x) + I1(x)K1(x)), (86)
where x = mV Σ.
This calculation can be generalized to arbitrary Nf and arbitrary ν. The
calculation for arbitrary Nf is much more complicated, but with a natural gen-
eralization of the factorized parametrization, and using some known integrals
over the unitary group 100, one arrives at an expression in terms of modified
Bessel functions
Σ(x)
Σ
= x(Ia(x)Ka(x) + Ia+1(x)Ka−1(x)), (87)
where a = Nf + |ν|. This result is in complete agreement 17 with chRMT to
be discussed below.
4.2 Perturbative Calculation
The valence quark mass dependence of the chiral condensate follows from (see
eq. (58))
Σ(mv) =
1
V
∂J logZ
ν
eff(Mˆ)
∣∣∣
J=0
. (88)
In the quenched limit this results in (see eq. (62) for the definition S(U(x)))
Σ(mv) =
∫
U(x)∈Gl(1|1)
dU(x)
ΣV
2
∂JStrM(U(x) + U−1(x))eS(U(x)), (89)
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Perturbatively to one loop order we can expand U around the identity, and do
the usual Gaussian integrations for a flat measure. The trace of the propagator
of the Goldstone bosons containing valence quarks is given by
〈π2k〉 =
1
V
∑
p
(−1)L
p2 +M2π
, (90)
where L is 1 for a bosonic pion and 1 for a fermionic pion. The valence pion
mass, Mπ, is given by the Gell-Mann-Oakes-Renner relation
Mvv =
2mvΣ
F 2
, or Mvs =
(mv +ms)Σ
F 2
, or Mss =
2msΣ
F 2
. (91)
The calculation of the valence quark-mass dependence of the chiral con-
densate using the partially quenched chiral Lagrangian is basically straightfor-
ward. The only complication is the ”η′”-mass term (the terms proportional to
m20 in the Lagrangian). However, the quadratic form in the pion fields can be
diagonalized 19 resulting in an analytical expression for the propagator. In the
limit that the η′ mass is much larger than the mass of the Goldstone bosons,
we find 50,16
Σv(mv)
Σ
= 1− 1
NfF 2
{
N2f∆(M
2
sv)−∆(M2vv) + (M2ss −M2vv) ∂M2vv∆(M2vv)
}
.
(92)
where the trace of the finite volume pion propagator is given by
∆(M2) =
1
V
∑
p
1
p2 +M2
. (93)
Here, the sum is over momenta in a box of volume L4. From a careful analysis
of the diverging momentum summations it follows that this propagator can be
expanded in powers of M2
∆(M2) =
1
M2L4
− β1
L2
+O(
M2
Λ2
), (94)
where β1 = 0.140461 for a 4-dimensional hyper-cubic box, and Λ is the mo-
mentum cutoff 101. In agreement with a naive inspection of the momentum
sum, the propagator is dominated by the zero momentum term if
M ≪ 1
L
, (95)
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or the Compton wavelength of the valence pion is much larger than the size of
the box. As discussed in section (3.1) we thus find that for
mv ≪ F
2
ΣL2
(96)
the valence quark mass dependence of the chiral condensate is described by the
zero momentum contribution to the trace of the propagator. Let us investigate
the zero momentum limit of (92) given by replacing the propagator by the first
term in (94). In the chiral limit with ms → 0 we then find
Σv ∼ Σ(1− Nf
VM2svF
2
)
∼ Σ(1− Nf
mvVΣ
). (97)
The nonperturbative result for Σ(mv) obtained for a fixed value of the topo-
logical charge (87) ν instead of at θ = 0 can also be expanded in powers of
1/x ≡ 1/mvVΣ
Σ(x)
Σ
∼ 1− Nf + |ν|
x
+
|ν|
x
+O(
1
x3
), (98)
where the term |ν|/x results from the factor m|ν| in the partition function 102.
We find that to leading order in 1/x the valence quark mass dependence of the
chiral condensate does not depend on the topological charge and agrees with
chiral perturbation theory.
The result for the valence quark mass dependence of the chiral condensate
(92) is valid in the diffusive domain as well. In that case it is possible to
rederive and to extend results by Smilga and Stern 103 for the slope of the
Dirac spectrum.
4.3 Two-Point Correlation Function
Let us do a perturbative calculation of the two-point function in the domain
that is dominated by the zero-momentum modes, i.e. for valence quark masses
well below F 2/ΣL2. The generating function is defined by
Z(J, J ′) =
∫
U∈Gl(2|2)
dUeS(U), (99)
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where the action is given by
S(U) =
ΣV
2
Str


m+ J 0 0 0
0 m′ + J ′ 0 0
0 0 m 0
0 0 0 m′

 (U + U−1). (100)
The spectral two-point correlation function follows from the partition function
by 16
〈ρ(λ)ρ(λ′)〉 = 1
4π2
Disc∂J∂J′ Z(J, J
′)|J=0,J′=0,m=iλ,m′=iλ′ . (101)
We are interested in the discontinuity of the connected part of the cor-
relation function. The only contribution is from mesons containing a va-
lence quark with mass m and a valence quark with mass m′. If we expand
U ≡ exp i√2ΠaT a/F in powers of ΠaT a/F we find that the connected spec-
tral two-point function
〈ρ(λ)ρ(λ′)〉c = Σ
2
F 44π2
Disc|m=iλ,m′=iλ′
1
M2vv′
, (102)
has been expressed in terms of the discontinuity of the valence pion suscepti-
bility. To obtain this result we have used among others that
Str


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

TaT a = 12 , (103)
and the super-symmetry of the partition function. To calculate the disconti-
nuity we wish to remind the reader that
Mvv′ =
(|m|+ |m′|)Σ
F 2
, (104)
where |m| =
√
(m2). We finally find
〈ρ(λ)ρ(λ′)〉c = 1
2π2
(
1
(λ+ λ′)2
+
1
(λ− λ′)2
)
, (105)
which agrees with the asymptotic result for the spectral correlation function
104 for the chiral Random Matrix Theory to be discussed next.
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5 Chiral Random Matrix Theory
5.1 Definition of the Model
The chiral random matrix partition function with the global symmetries of the
QCD partition function as input is defined by 24,25
Zνβ(M) =
∫
DW
Nf∏
f=1
det(D +mf )e−
Nβ
4
ΣTrW †W , (106)
where
D =
(
0 iW
iW † 0
)
, (107)
and W is a n×m matrix with ν = |n−m| and N = n+m. As is the case in
QCD, we assume that the equivalent of the topological charge ν does not ex-
ceed
√
N , so that, to a good approximation, n = N/2. Then the parameter Σ
can be identified as the chiral condensate and N as the dimensionless volume of
space time (Our units are defined such that the density of the modesN/V = 1).
The matrix elements of W are either real (β = 1, chiral Gaussian Orthogo-
nal Ensemble (chGOE)), complex (β = 2, chiral Gaussian Unitary Ensemble
(chGUE)), or quaternion real (β = 4, chiral Gaussian Symplectic Ensemble
(chGSE)). For QCD with three or more colors and quarks in the fundamental
representation the matrix elements of the Dirac operator are complex and we
have β = 2. For Nc = 2 and quarks in the fundamental representation the sit-
uation is more interesting. As discussed in section (2.4) it is always possible to
find a basis for which the matrix elements of the continuum Dirac operator are
real for all gauge fields. Then the Dyson index of the corresponding chRMT is
β = 1. For Kogut-Susskind fermions in this case the anti-unitary symmetry is
different (see section (2.4)) and the matrix elements of the Dirac operator can
be organized into real quaternions corresponding to a chRMT with β = 4. For
gauge fields in the adjoint representation the gauge fields are real resulting in
an anti-unitary symmetry also corresponding to the class β = 4 for any value
of Nc.
The reason for choosing a Gaussian distribution of the matrix elements
is its mathematically simplicity. This model can be generalized to arbitrary
potential
TrW †W → TrV (W †W ) (108)
where V (x) is such that the resulting probability distribution is well defined.
In section (5.4) we will argue that the interesting properties of chRMT do not
depend on the choice of V (x).
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Below we will also discuss the invariant or Dyson-Wigner Random Matrix
Ensembles. They are defined as ensembles of Hermitean matrices {H} with
independently Gaussian distributed matrix elements, i.e. with probability dis-
tribution given by
P (H) ∼ e−Nβ2 TrH†H . (109)
Depending on the anti-unitary symmetry, the matrix elements are real, com-
plex or quaternion real. They are called the Gaussian Orthogonal Ensemble
(GOE), the Gaussian Unitary Ensemble (GUE) and the Gaussian Symplectic
Ensemble (GSE), respectively. Each ensemble is characterized by its Dyson
index β which is defined as the number of independent variables per matrix
element. For the GOE, GUE and the GSE we thus have β = 1, 2 and 4,
respectively.
Together with the Wigner-Dyson ensembles and the superconducting ran-
dom matrix ensembles 105 the chiral ensembles can be classified according to
the Cartan classification of large symmetric spaces 83.
5.2 Symmetries
From the structure of the determinant, it follows immediately that the chi-
ral random matrix partition function has the same global flavor and UA(1)
symmetries as the QCD partition function.
It can be shown that in the domain (1) the random matrix partition func-
tion can be mapped onto the effective finite volume partition function 24. We
will discuss such derivation in section (7.3) where we extend this model to
finite temperature. The most detailed studies to this model were performed in
the quenched limit by means of the supersymmetric method 77,78,79,80. In that
case the chRMT partition function can be mapped onto a super-symmetric
nonlinear σ-model.
In this model chiral symmetry is broken spontaneously with chiral con-
densate given by Σ = limN→∞ πρ(λ→ 0)/N , where N is interpreted as the
(dimensionless) volume of space time. For complex matrix elements (β = 2),
which is appropriate for QCD with three or more colors and fundamental
fermions, the symmetry breaking pattern is 106 SU(Nf ) × SU(Nf)/SU(Nf ).
For β = 1 and 4 the symmetry breaking pattern is SU(2Nf)/Sp(Nf) and
SU(Nf)/O(Nf ) respectively
106, the same as in QCD 62.
Finally, one of the reasons for the mathematical simplicity of this model
is that it has more symmetry than the QCD partition function The chRMT
partition function is invariant with respect to the unitary transformation
W → UWV −1. (110)
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Since an arbitrary complex matrix can be decomposed as
W = UΛV −1, (111)
with Λ a diagonal matrix and U and V unitary matrices, the chRMT par-
tition function for arbitrary potential V (λ) can be expressed in terms of the
eigenvalues λk as
Zνβ(M) =
∫
dλ|∆(λ2k)|β
∏
k
λβν+β−1k
∏
f
mνf
∏
f,k
(λ2k +m
2
f )e
−Nβ
4
∑
k
V (λ2k),
(112)
where the Vandermonde determinant is defined by
∆(λ2k) =
∏
k<l
(λ2k − λ2l ). (113)
This result greatly simplifies the mathematical treatment of the chRMT par-
tition function. For example, it allows us to use the orthogonal polynomial
method. We wish to point out that for β = 2 and mf = 0 the ratio of the
partition function and mNf |ν | depends only on ν through the combination
Nf + |ν|. This duality between flavor and topology can be understood more
directly via Itzykson-Zuber integrals 107,108.
5.3 Properties of the Random Matrix Model
The average spectral density that can be derived from (106) has the familiar
semi-circular shape. As can be easily derived by means of the orthogonal
polynomial method, the microscopic spectral density for the chGUE is given
by 109,104,25
ρS(u) =
u
2
(
J2a(u)− Ja+1(u)Ja−1(u)
)
, (114)
where a = Nf + |ν|. The valence quark mass dependence of the chiral conden-
sate follows from integration over the microscopic spectral density. If we use
the microscopic variable u = λV Σ as new integration variable, equation (47)
can be rewritten as
Σ(mv)
Σ
=
∫ ∞
0
du
2u du
u2 + (mvV Σ)2
1
V Σ
ρ(
u
V Σ
). (115)
In the thermodynamic limit, the spectral density can be replaced by the micro-
scopic spectral density (114). The integrals over the Bessel functions are known
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and result in the following expression for the valence quark mass dependence
of the chiral condensate 22
Σ(x)
Σ
= x(Ia(x)Ka(x) + Ia+1(x)Ka−1(x)), (116)
where a = Nf + |ν|, x = mvV Σ and Ia and Ka are modified Bessel functions.
This result is in perfect agreement with the result obtained from the partially
quenched chiral Lagrangian given in eq. (87). The spectral correlations near
λ = 0 can also be expressed in terms of Bessel functions 104, whereas in the
bulk of the spectrum they are given by the invariant random matrix ensem-
bles 110,111. The microscopic spectral density and the microscopic spectral
correlations can also be derived for β = 1 and β = 4 but these two cases are
mathematically much more complicated. Many other properties of the chRMT
partition function have been calculated. Among others, we mention the distri-
bution of the smallest eigenvalue 112,113 and the microscopic spectral density
in the presence of nonzero quark masses 113,114,115,116. For more discussion of
the chRMT partition function we refer to 107.
5.4 Universality
The aim of universality studies is to identify observables that are stable against
deformations of the random matrix ensemble. Not all observables have the
same degree of universality. For example, a semicircular average spectral den-
sity is found for random matrix ensembles with independently distributed ma-
trix elements with a finite variance. However, this spectral shape does not
occur in nature, and it is thus not surprising that it is only found in a rather
narrow class of random matrix ensembles. What is surprising is that the
microscopic spectral density and the microscopic spectral correlators are sta-
ble with respect to a much larger class of deformations117,118,119,120,121,122,123,124
125,126. Two different types of deformations have been considered, those that
maintain the unitary invariance of the partition functions and those that break
the unitary invariance.
In the first class, the Gaussian probability distribution is replaced by
P (W ) ∼ exp(−N∑∞k=1 akTr(W †W )k). For a potential with only a1 and a2
different from zero it was shown 119 that the microscopic spectral density is
independent of a2. A general proof valid for arbitrary potential and all cor-
relation functions was given by Akemann et al. 120. The essence of the proof
is a remarkable generalization of the identity for the Laguerre polynomials,
limn→∞ Ln(x/n) = J0(2
√
x) , to orthogonal polynomials determined by an ar-
bitrary potential. It was proved by taking the continuum limit of the recursion
relation for orthogonal polynomials.
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In the second class, an arbritrary fixed matrix is added to W in the Dirac
operator (107). It has been shown that the microscopic spectral density and
the microscopic spectral correlations remain unaffected 78,79,80 for parameter
values that completely modify the average spectral density.
Microscopic universality for deformations that affect the macroscopic spec-
tral density implies the existence of a scale beyond which universality breaks
down. It can be interpreted naturally in terms of the spreading width 88 which
is the equivalent of the Thouless energy.
Based on the general form of of the pqChPT partition function one could
argue that universality of the microscopic correlators in chRMT is automatic.
However, one really has to show the stability of the effective partition func-
tion with respect to variations of the distribution of matrix elements. For
the Wigner-Dyson ensembles the stability of the saddle-point manifold was
demonstrated in 118.
For reasons of mathematical simplicity, most universality proofs have been
performed for the β = 2 ensembles. Recently, we have attempted to prove
universality by establishing relations between the kernels for the β = 1 and
β = 4 correlation functions and the kernel for the β = 2 correlation functions.
For the Gaussian ensembles such relations are exact identities 127. However,
for an arbitrary potential they are only valid asymptotically 128,129.
There are many other results related to the universality of chRMT. We
mention recent results in QCD in three dimensions 120,130,131, results for Dirac
operators satisfying the Ginsparg-Wilson relation 132, relations between the
microscopic spectral density and partition functions with two additional flavors
133.
6 Chiral RMT as an Exact Theory for the Fluctuations of Dirac
Eigenvalues
6.1 Statistical Analysis of Spectra
Spectra for a wide range of complex quantum systems have been studied both
experimentally and numerically (a excellent recent review was given by Guhr,
Mu¨ller-Groeling and Weidenmu¨ller 7). One basic observation is that the scale
of variations of the average spectral density and the scale of the spectral fluc-
tuations separate. This allows us to unfold the spectrum, i.e. we rescale the
spectrum in units of the local average level spacing. Specifically, the unfolded
spectrum is given by
λunfk =
∫ λk
−∞
〈ρ(λ′)〉dλ′, (117)
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with unfolded spectral density
ρunf(λ) =
∑
k
δ(λ− λunfk ). (118)
The fluctuations of the unfolded spectrum can be measured by suitable
statistics. We will consider the nearest neighbor spacing distribution, P (S),
and moments of the number of levels in an interval containing n levels on
average. In particular, we will consider the number variance, Σ2(n), and the
first two cumulants, γ1(n) and γ2(n). Another useful statistic is the ∆3(n)-
statistic introduced by Dyson and Mehta 134. It is related to Σ2(n) via a
smoothening kernel. The advantage of this statistic is that its fluctuations as
a function of n are greatly reduced. Both Σ2(n) and ∆3(n) can be obtained
from the pair correlation function.
Analytical results for all spectral correlation functions have been derived
for each of the three ensembles 135 via the orthogonal polynomial method. We
only quote the most important results. The nearest neighbor spacing distribu-
tion, which is known exactly in terms of a power series, is well approximated
by
P (S) ∼ Sβ exp(−aβS2), (119)
where aβ is a constant of order one. The asymptotic behavior of Σ2(n) and
∆3(n) is given by
Σ2(n) ∼ (2/π2β) log n and ∆3(n) ∼ βΣ2(n)/2. (120)
Characteristic features of random matrix correlations are level repulsion at
short distances and a strong suppression of fluctuations at large distances.
For uncorrelated eigenvalues the level repulsion is absent and one finds
P (S) = exp(−S), (121)
and
Σ2(n) = n and ∆3(n) = n/15. (122)
6.2 Results for Spectral Correlation Functions
Recently, lattice QCD Dirac spectra were calculated and analyzed by a number
of different groups. It was found that spectral correlations below a given scale
are given by chRMT, whereas above this scale, deviations from chRMT due
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Figure 2: The number variance, Σ2(n) and the first two cumulants, γ1(n) and γ2(n) as a
function of n.
to the nonzero momentum excitations were observed. 30,22,23,31,32,33,34,35,36
37,38,39,40,41,42,48,45 24,49,14,15.
The first complete Dirac spectra on relatively large lattices were obtained
by Kalkreuter 136 who calculated all eigenvalues of the Nc = 2 Dirac operator
both for Kogut-Susskind (KS) fermions and Wilson fermions for lattices as
large as 124. In both cases, the Dirac matrix was tri-diagonalized by Cullum’s
and Willoughby’s Lanczos procedure 137 and diagonalized with a standard QL
algorithm. This improved algorithmmakes it possible to obtain all eigenvalues.
This allows us to test the accuracy of the eigenvalues by means of sum-rules
for the sum of the squares of the eigenvalues of the lattice Dirac operator (see
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eqs. (34, 37)). Typically, the numerical error in the sum rule is of order 10−8.
Results for the spectral correlations for eigenvalues calculated by Kalkreuter
136 both for KS and Wilson fermions are shown in Fig. 2. The simulations
for KS fermions were performed for 4 dynamical flavors with ma = 0.05 on a
124 lattice (the lattice spacing is denoted by a). The simulations for Wilson
fermions were done for two dynamical flavors on an 83 × 12 lattice.
The results for Σ2(n), γ1(n) and γ2(n) obtained by spectral averaging show
an impressive agreement with the RMT predictions. In the context of RMT
it has been shown that spectral averages and ensemble averages coincide 138.
This property is known as spectral ergodicity.
Spectra for different values of β have been analyzed as well. It is probably
no surprise that random matrix correlations are found at stronger couplings.
What is surprising, however, is that even in the weak-coupling domain (β =
2.8) the eigenvalue correlations are in complete agreement with RandomMatrix
Theory.
In the case of three or more colors with fundamental fermions, both the
Wilson and Kogut-Susskind Dirac operator do not possess any anti-unitary
symmetries. Therefore, our conjecture is that in this case the spectral corre-
lations in the bulk of the spectrum of both types of fermions can be described
by the GUE. This was recently confirmed for a wide range of β-values both
below and above the deconfinement phase transition 39,45.
As far as correlations in the bulk of the spectrum are concerned, in the
case of two fundamental colors the continuum theory and Wilson fermions are
in the same universality class. It is an interesting question of how spectral
correlations of KS fermions evolve in the approach to the continuum limit.
Certainly, the Kramers degeneracy of the eigenvalues remains. However, since
Kogut-Susskind fermions represent 4 degenerate flavors in the continuum limit,
the Dirac eigenvalues should obtain an additional two-fold degeneracy. We are
looking forward to more work in this direction.
6.3 Correlations near Zero Virtuality
Spectral ergodicity cannot be exploited in the study of the microscopic spectral
density and, in order to gather sufficient statistics, a large number of indepen-
dent spectra is required. One way to proceed is to generate instanton-liquid
configurations which can be obtained much more cheaply than lattice QCD
configurations. Results of such analysis 49 show that for Nc = 2 with funda-
mental fermions the microscopic spectral density is given by the chGOE. For
Nc = 3 it is given by the chGUE. One could argue that instanton-liquid config-
urations can be viewed as smoothened lattice QCD configurations. Roughening
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Figure 3: The distribution of the smallest eigenvalue (left) and the microscopic spectral
density (right) for two colors and β = 2.0.
such configurations will only improve the agreement with RandomMatrix The-
ory. Recently, these expectations were confirmed by lattice QCD simulations
31. Results for 1416 quenched SU(2) Kogut-Susskind Dirac spectra on a 104
lattice are shown in Fig. 3. We show both the distribution of the smallest
eigenvalue (left) and the microscopic spectral density (right). The results 139
for the chGSE are represented by the dashed curves.
Agreement of the microscopic spectral density with chRMT for Nc = 3
was first demonstrated by means of the valence quark mass dependence of the
chiral condensate 22. Recently, these results were confirmed by the calculation
of complete Dirac spectra 41,42,48. Other recent interesting results are the
calculation of the microscopic spectral density for the Dirac operator in the
adjoint representation 43 and results for the distribution of the smallest Dirac
eigenvalue at nonzero topological charge obtained by means of the overlap
formalism 44.
6.4 The Valence Quark Mass Dependence of the Chiral Condensate
The microscopic spectral density near zero virtuality was first studied in terms
of the valence quark mass dependence of the chiral condensate. The lattice
data for Σ(mv) were obtained by the Columbia group
76 for two dynamical
flavors with sea-quark mass ma = 0.01 and Nc = 3 on a 16
3 × 4 lattice. In
Fig. 4 we plot the ratio Σ(mv)/Σ as a function of x = mvV Σ (the ’volume’
V is equal to the total number of Dirac eigenvalues), and compare the results
with the universal curves obtained from pq-QCD and chRMT (see eq. (87)).
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Figure 4: The valence quark mass dependence of the chiral condensate Σ(m) plotted as
Σ(mv)/Σ versus mvV Σ. The dots and squares represent lattice results by the Columbia
group 76 for values of β as indicated in the label of the figure.
We observe that the lattice data for different values of β fall on a single curve.
Moreover, in the mesoscopic range this curve coincides with the random matrix
prediction for Nf = ν = 0. Of course this is no surprise. In the region where
valence quark mass is much less than the current quark mass, the fermion
determinant has no bearing on the Dirac spectrum and we have effectively
Nf = 0. On a lattice the zero mode states and a much larger number of
nonzero modes states are completely mixed, and therefore it is not surprising
that the effective topological charge that reproduces the lattice results is equal
to zero.
7 Chiral Random Matrix Theory as a Schematic Model for the
Dirac Spectrum
7.1 Introduction
Up to now we have mainly focussed on chiral Random Matrix Theory as an
exact theory for correlations of QCD Dirac spectra on the microscopic scale.
However, in the literature one finds another important application of RMT,
namely as a schematic model for a disordered system. Two well-known ex-
amples in this category are the Anderson model for localization 140 and RMT
applied to the theory of random surfaces in connection with quantum gravity
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141. In this section we will study chiral random matrix theory as a schematic
model of the chiral phase transition at nonzero temperature and chemical po-
tential.
7.2 chRMT at Nonzero Temperature
In order to obtain a chiral random matrix model for QCD at nonzero temper-
ature we first separate the Dirac operator in two pieces
D = D˜ + γ0∂0. (123)
In a chiral basis with basis functions given by
ψkn(x) = φk(~x)e
− 2piiβ (n+
1
2
)x0 (124)
the matrix corresponding to γ0∂0 is block diagonal with nonzero matrix ele-
ments given by the Matsubara frequencies. In our model we only keep the
lowest Matsubara frequencies ±πT . We expect that this is a reasonable ap-
proximation in the neighborhood of the critical temperature and beyond. The
matrix corresponding to D˜ is replaced by a chiral random matrix.
The chRMT Dirac operator at T 6= 0 is thus given by 51,52
DRMT =
(
0 iW
iW † o
)
+
(
0 iΩT
iΩT 0
)
, (125)
where ΩT is given by
ΩT =
(
πT1 0
0 −πT1
)
, (126)
and 1 is a unit matrix.
If we note that the probability distribution of the random matrix ensemble
is invariant under W → UWV −1 and use the equivalent of iσ1σ3σ2 = 1, the
random matrix Dirac operator can be simplified to
D(T ) =
(
0 iW + πiT1
iW † + πiT1 0
)
. (127)
Notice that the dimension of the identity matrix in eqs. (126) and (127) differs
by a factor 2.
Our finite temperature chiral random matrix model is thus given by
Z(ν,Nf ) =
∫
dWdetNf (D(T ) +m)e−nΣ
2TrWW † . (128)
In the next we will perform a saddle point analysis of this model.
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7.3 Analytical Solution
In this section we evaluate the partition function (106) using methods which
are standard in the supersymmetric formulation of random matrix theory11,12.
For simplicity we consider the model for β = 2 and choose a diagonal mass
matrix with equal quark masses. The first step is to perform the average over
W by performing a gaussian integral. This leads to a four-fermion interaction.
After averaging over the matrix elements of the Dirac operator, the partition
function becomes
Z(ν,Nf) =
∫
Dψ∗Dψ exp[ − 1
nΣ2
ψf ∗Lkψ
f
R iψ
g ∗
R iψ
g
L k +mψ
f ∗
R iψ
f
R i +mψ
f ∗
Lkψ
f
Lk
− iπT (ψf ∗R iψfL i + ψf ∗LkψfR k)]. (129)
The four-fermion terms can be written as the difference of two squares. Each
square can be linearized by
exp(−AQ2) ∼
∫
dσ exp(− σ
2
4A
− iQσ) . (130)
The different Q variables, can be combined into a single complex Nf × Nf
matrix, A, resulting in
Z(ν,Nf) =
∫
DADψDψ∗ exp[−nΣ
2β
2
TrAA†
− iψf ∗LkψgL k(A+m)− iψf ∗R iψgR i(A† +m)− iπT (ψf ∗R iψfL i + ψf ∗LkψfR k)] .
(131)
Note that the temperature-dependent term can be rewritten as
− iπT
2
(
ψL
ψ∗L
)(
0 −1
1 0
)(
ψR
ψ∗R
)
+ (L←→ R). (132)
Using this, the fermionic integrals can be performed, and the partition function
with |ν| more left-handed modes than right-handed modes is given by
Z(ν,Nf) =
∫
DA exp[−nΣ
2β
2
TrAA†]det|ν|(A+m)detn
(
A+m −πiT
−πiT A† +m
)
.
(133)
Here, A is an arbitrary complex matrix and m is proportional to the identity
matrix.
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The chiral condensate is defined by
〈ψ¯ψ〉 = − 1
2nNf
∂m logZ , (134)
For n→∞ it can be evaluated with the aid of a saddle point approximation.
The saddle point equations are given by
− nβΣ
2
2
A+ n(A+m)
(
(A† +m)(A+m) + π2T 2
)−1
= 0 . (135)
An arbitrary complex matrix can be diagonalized by performing the decompo-
sition
A = UΛV −1, (136)
with all eigenvalues positive and U and V unitary matrices. We find that the
solution of (135) yields U = V = 1 with eigenvalues Λk given by the positive
roots of
Σ2Λk((Λk +m)
2 + π2T 2)− Λk −m = 0 . (137)
In order to calculate the condensate, we express the derivative of the partition
function in (3.10) in terms of an average over A,
|〈ψ¯ψ〉| = 1
2nNf
〈Tr
(
A −πiT
−πiT A†
)−1
〉 . (138)
Below Tc and for m→ 0 we find from the saddle point equation,
|〈ψ¯ψ〉| = Σ(1− π2T 2Σ2)1/2 . (139)
In the chiral limit we thus find a critical point at
Tc =
1
πΣ
. (140)
Note that the dimensions are matched after including the mode density N/V =
1. Here, and elsewhere, our convention is that N = 2n. At Tc the solution of
the saddle point equation develops a non-analytic dependence on m resulting
in the condensate
|〈ψ¯ψ〉| = Σ 43m 13 . (141)
Therefore, we reproduce the mean field value for the critical exponent δ = 3.
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It is also possible to obtain an analytical expression for the spectral density
of this model as a function of the critical temperature. It can be obtained by
solving the Schwinger-Dyson equations for the resolvent of the model51 or from
the observation that the solution of (135) does not depend on the number of
flavors. ForNf → 0 the spectral density is then obtained from the discontinuity
of the chiral condensate across the real m-axis 53. The spectral density thus
follows from the solution of a cubic equation. The zero temperature limit is
a semicircle whereas the high temperature limit is given by two semi-circles
separated by 2πT .
7.4 chRMT at Nonzero Chemical Potential
The chemical potential enters in the continuum QCD partition function as
iγ0A0 → iγ0A0 + µγ0. (142)
resulting in the chRMT Dirac operator 54
D(µ) =
(
0 iW + µ
iW † + µ 0
)
. (143)
If we notice that µγ0 has the same reality properties as γ0∂0, we immediately
conclude 155 that these ensembles can be classified according to the same anti-
unitary symmetries as the chRMT’s for µ = 0. However, the term proportional
to µ violates the anti-Hermiticity of the Dirac operator, and typically the
eigenvalues of D(µ) will be scattered in the complex plane.
Many of the problems associated with the presence of a chemical potential
are related to the loss of non-Hermiticity. Exactly, these problems are repro-
duced by the chRMT partition function with Dirac operator given by (143).
For example, in this model one can study the problems of the quenched approx-
imation 142,143,144, the structure of the Yang-Lee zeros 145,57 and the problems
with the Glasgow method 146. Below we will discuss the first two applications.
7.5 Yang-Lee Zeros
The QCD partition function
Z(m,µ) =
∫
detNf (D +m+ µγ0)e
−SYM (144)
is a polynomial in m and µ. For simplicity, let us consider the case m = 0.
Then 147
ZQCD(m = 0, µ) ∼
∏
k
(µ− µk), (145)
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and the baryon density is given by
nB =
1
V
∂µ logZ(m = 0, µ) =
1
V
∑
k
1
µ− µk . (146)
With the zeros scattered in the complex µ-plane we can interpret the real and
imaginary parts of nB as the electric field at µ due to charges located at µk.
Physically, we expect that nB = 0 for µ < µc 6= 0 and jumps to a finite
value at µ = µc. We thus expect a first order phase transition at µc. Two
possibilities for the distribution of the zeros come to mind. First, according
to Gauss law, a homogenous distribution of zeros µk along the complex circle
|µ| = µc results in a zero baryon number density for |µ| < µc. (Of course in the
thermodynamic limit, a subleading number of zeros may be present inside the
circle.). Second, we all know that the electric field is zero between two infinite
parallel plates with equal constant charge density is zero. The analogue of
this phenomenon in two dimensions is that the electric field is zero between
two parallel infinite line charges with constant charge density. Therefore, the
second possibility is that the zeros in the complex µ-plane are located at
µk = ±µc + kπi
2β
, k odd. (147)
We also expect that the baryon number density increases smoothly for µ > µc.
This requires a radially symmetric cloud of zeros outside of the radius |µ| = µc
in the first case, and a constant density parallel to the imaginary axis for
|Re(µ)| > µc in the second case.
The simplest possible model for spherically symmetric distributed zeros of
the partition function, is one with zeros given by the roots of unity,
µk = µce
2piik
N , k = 1, · · · , N. (148)
This results in the partition function
Z(µ) =
∏
k
(µ− µk) = µN − µNc . (149)
For the baryon number density we then obtain
nB =
1
N
∂µ logZ =
µN−1
µN − µNc
=
{ 1
µ for |µ| > µc
0 for |µ| < µc forN →∞. (150)
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In the second case with zeros given by (147), the partition function is given
by
Z(µ) =
∏
k odd
(µ− µc − kπi
2β
)(µ+ µc − kπi
2β
). (151)
Up to a constant the zeros are given by the zeros of the cosh-function. We
thus find that
Z(µ)
Z(0)
=
cosh(β(µc − µ)) cosh(β(µc + µ))
cosh2(µc)
. (152)
The baryon density is then given by (in an arbitrary normalization)
nB =
1
2β
∂µ logZ(µ) =
sinh(2βµ)
cosh(2βµ) + cosh(2βµc)
. (153)
For β →∞ this can be approximated by
nB =
1
1 + e2β(µc−µ)
, (154)
and we find that
nB = 0 for µ < µc, (155)
nB = 1 for µ > µc. (156)
In the next section we will study the baryon number density in the chiral
random matrix model at nonzero chemical potential.
7.6 Phases in chRMT at µ 6= 0
The chRMT partition function at µ 6= 0 is obtained from the finite T partition
function by the replacement T → iµ. For Nf = 1 this results in the σ model
Z(µ) =
∫
dσdσ∗(|σ|2 − µ2)Ne−N |σ|2 . (157)
For N →∞, the integrals in this partition partition function can be performed
by a saddle point approximation. We find that
σ¯ = 0 for µ > µc ⇒ Z = µ2N , (158)
σ¯ =
√
1 + µ2 for µ < µc ⇒ Z = e−N(µ
2+1). (159)
The critical point is given by the trancendental equation 54 µ2c = exp(−1−µ2c)
which is solved by µc ≈ 0.53
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Figure 5: The zeros of the partition function in the complex µ plane (left) and the result
obtained from a mean field analysis (right). Results are given for for m = 0 (upper),
m = 0.30 (middle), and m = 1.0 (lower) for N = 192. The zeros of the discriminant of the
cubic equation are denoted by stars. Note that the scale on the x-axis of the lower figure is
different.
We find that the baryon number density above the critical point shows the
same behavior as in our naive model. However, the baryon density for µ < µc
is nonvanishing which disagrees with our expectation for QCD at zero tem-
perature and finite density. The remedy should be clear. In order to obtain a
sharp Fermi-Dirac distribution one has to sum over all Matsubara frequencies
148. This point was ignored in our model. In the next section we discuss a
RMT σ-model that explicitly includes the lowest two Matsubara frequencies.
This model can be trivially extended to include all Matsubara frequencies, and
the infinite product can be evaluated analytically in terms of a cosh-function.
For β → ∞ we find 56 that the zeros of the partition function in the complex
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µ-plane are located on the line Re(µ) = ±µc.
A much more disturbing observation is that in the thermodynamic limit
the partition function for µ < µc becomes exponentially small
57,30. This expo-
nential cancellation is due to the phase of the eigenvalues. It makes accurate
numerical simulations forbiddingly difficult.
The random matrix partition function is a polynomial in m and µ and it
is straightforward to study the zeros of the partition function in the complex
m-plane or the complex µ-plane. To assure our numerical accuracy we have
determined the zeros of the polynomials by means of multi-precision algorithms
149 using as much as 1000 significant digits. The results are shown in Fig.
5. The branch points at the end of a cut are the points where two saddle-
point solutions coincide. In the present case they are given by zeros of the
discriminant of a cubic equation. The line of zeros can also be obtained from a
saddle point analysis (see right half of the figure). For more details and results
in other fields 150,151 we refer to the original literature.
7.7 Failure of the Quenched Approximation
For QCD with three or more colors and fermions in the fundamental repre-
sentation, the fermion determinant is complex. The presence of this phase
makes Monte-Carlo simulations impossible. A way out might be the quenched
approximation, i.e. ignore the fermion determinant altogether and hope that
it will work. This approach was followed in 142,143 with the conclusion that
the critical chemical potential is given by the pion mass instead of the nucleon
mass. Obviously, this result is physically wrong!
This problem was first analyzed in chRMT by Stephanov 54. He showed
that the quenched limit is the limit Nf → 0 of a partition functions with
fermion determinant
| det(D(µ) +m)|Nf (160)
rather than
(det(D(µ) +m))Nf . (161)
The absolute value can be represented as (let us takeNf = 2 for simplicity)
det(D(µ) +m) det(D†(µ) +m∗) =
∫
DψDψceψ¯(D(µ)+m)ψ+ψ¯
c(D†(µ)+m∗)ψc ,
(162)
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and Goldstone bosons made out of quarks and conjugate anti-quarks carry a
net baryon number resulting in a critical chemical potential given by the pion
mass.
The random matrix model corresponding to (162) can be mapped onto a
nonlinear σ-model which can be solved by a saddle-point approximation. The
exact solution of this model confirms that the critical chemical potential is
proportional to
√
m, the same dependence as for the pion mass.
7.8 The Chiral Phase Transition in chRMT
In previous section we have studied a model at nonzero temperature and a
model at nonzero chemical potential. These two models can be combined in
the following schematic chRMT model 58 for the chiral phase transition,
Z =
∫
DWdetNf
(
m iW + iC
iW † + iC im
)
(163)
with C a diagonal matrix with Ck = aπT − ibµ for one half of the diagonal
elements and Ck = −aπT − ibµ for the other half with a and b dimension-
less parameters. This model can be considered as the matrix equivalent of a
Landau-Ginzburg functional. We thus expect to find mean field critical ex-
ponents. The advantage over using Landau-Ginzburg theory is that in this
case the spectrum of the Dirac operator is accessible. In particular, this might
reveal interesting behavior of the Dirac spectrum near the critical point. For
example, for µ = 0 we have shown that the fluctuations of the smallest eigen-
value of the Dirac operator can be used as an order parameter for the chiral
phase transition 51.
Also in this case the partition function can be reduced to a σ-model, For
the simplest case of Nf = 1 it is given by
Z(T, µ) =
∫
dσe−NΩ(σ), (164)
where
Ω(σ) = σσ† − log((σ +m)(σ† +m)− (µ+ iT )2)
− log((σ +m)(σ† +m)− (µ− iT )2). (165)
The chiral condensate is given by the expectation value of σ. The saddle-point
equation is a fifth order equation in σ. Therefore this model is very similar to
a φ6 Landau-Ginzburg theory. For m = 0 we find that σ is real and the saddle
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point-equation is given by
σ[σ4 − 2(µ2 − T 2 + 1
2
)σ2 + (µ2 + T 2)2 + µ2 − T 2] = 0. (166)
The critical points occur where one of the solutions of the cubic equation
merge with the solution σ = 0, i.e. along the curve (µ2 + T 2)2 + µ2 − T 2 = 0.
At the tri-critical point three solution merge. This happens if in addition
µ2 − T 2 + 12 = 0.
In Fig. 6 we show the phase diagram in the µTm space. In the m = 0
plane we observe a line of second order phase transitions and a line of first
order phase transitions. They join at the tricritical point. Also joining at the
tricritical point is a line of second order phase transitions in the m-directions
which is the boundary of the plane of first order transitions in µTm-space.
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Figure 6: Phase diagram of QCD with two light flavors of mass m as calculated from
the random matrix model. The almost parallel curves on the wing surface are cross
sections of this surface with m =const planes.
7.9 Possibility of a Localization Transition in QCD
From the theory of Anderson localization we know that the eigenvalues corre-
sponding to localized states are statistically independent and thus obey Poisson
statistics. Since it has been well established that in QCD at zero temperature
the correlations of the eigenvalues of the QCD Dirac operator are given by
chiral Random Matrix theory, we conclude that the eigenstates are extended.
This also follows from a direct analysis of the Dirac wave functions for gauge
field configurations given by a liquid of instantons. However, we wish to point
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out that studies with Wilson Dirac fermions indicate that eigenfunctions are
localized 161. We do not have an explanation for this discrepancy.
One reason to expect a localization transition with increasing temperature
is dimensional reduction. States are more likely to be localized in lower di-
mensions. For example, in a one-dimensional disordered system all states are
localized. One the other hand, because of asymptotic freedom the coupling
becomes weaker at higher temperatures. Let us analyze more closely what will
happen.
Lattice simulations for the valence quark mass dependence of the chiral
condensate were performed for temperatures both below and above the critical
temperature 76. It was found that, in the ergodic domain, all data can be
rescaled onto a universal curve given by chRMT. This shows that the states
are extended below the critical point.
According to a theoretical argument due to Parisi 162 given in the context
of disordered systems a localization transition can only occur in quenched
theories. In QCD, this argument can be translated as follows. Let us assume
that the eigenfunctions of the Dirac operator are localized. Then the joint
eigenvalue distribution factorizes in one-particle distributions (λ2+m2)NfF (λ).
The average spectral density is thus given by
ρ(λ1) =
∫
dλ2 · · · dλn
n∏
k=1
(λ2k +m
2)NfF (λ1) · · ·F (λn)
= c1(λ
2
1 +m
2)NfF (λ1). (167)
We then find
lim
λ1→0
lim
m→0
lim
V→∞
ρ(λ1) = 0, (168)
i.e., no spontaneous breaking of chiral symmetry. We thus conclude that in the
chiral limit no localization can occur in QCD with light quarks. What happens
in quenched theories remains an open question. However, studies with long
range interactions given by ∼ ±1/|Ri − Rj |d with random signs and random
positions Ri as is the case for instanton liquid simulations indicate that all
states are delocalized 152.
7.10 Triality at µ 6= 0
Let us finally discuss how Dirac spectra at nonzero chemical potential depend
on the Dyson index of the matrix elements. We remind the reader that the
classification of Dirac operators with chemical potential is the same as for zero
chemical potential.
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Numerical simulations have been performed for all three classes. A cut
along the imaginary axis below a cloud of eigenvalues was found in instanton
liquid simulations 153 for Nc = 2 at µ 6= 0 which corresponds to β = 1. In
lattice QCD simulations with staggered fermions for Nc = 2
154 a depletion
of eigenvalues along the imaginary axis was observed, whereas for Nc = 3 the
eigenvalue distribution did not show any pronounced features 142.
Figure 7: Scatter plot of the real (x), and the imaginary parts (y) of the eigenvalues of
the random matrix Dirac operator at nonzero chemical potential. The values of β and µ are
given in the labels of the figure. The full curve shows the analytical result for the boundary.
In the quenched approximation, the spectral properties of the random
matrix Dirac operator (143) can easily be studied numerically by diagonalizing
a set of matrices with probability distribution (106). In Fig. 7 we show results
155 for the eigenvalues of a few 100 × 100 matrices for µ = 0.15 (dots). The
solid curve represents the analytical result for the boundary of the domain of
eigenvalues derived in 54 for β = 2. However, the method that was used can
be extended 155 to β = 1 and β = 4 and with the proper scale factors we find
exactly the same solution.
For β = 1 and β = 4 we observe exactly the same structure as in the
previously mentioned (quenched) QCD simulations. We find an accumulation
of eigenvalues on the imaginary axis for β = 1 and a depletion of eigenvalues
along this axis for β = 4. This depletion can be understood as follows. For
µ = 0 all eigenvalues are doubly degenerate. This degeneracy is broken at
µ 6= 0 which produces the observed repulsion between the eigenvalues.
The number of purely imaginary eigenvalues for β = 1 scales as
√
N and
is thus not visible in a leading order saddle point analysis. Such a
√
N scaling
is typical for the regime of weak non-hermiticity first identified by Fyodorov et
al. 157. Using the supersymmetric method of random matrix theory the
√
N
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dependence was obtained analytically by Efetov 158. Also the case β = 4 was
analyzed analytically in 159 with results that are in complete agreement with
our numerical simulations. Obviously, more work has to be done in order to
arrive at a complete characterization of universal features 160 in the spectrum
of nonhermitean matrices.
8 Closing Remarks
In these lectures we have presented analytical results for the infrared limit of
the QCD Dirac spectrum. We have shown that the correlations of the Dirac
eigenvalues for level spacings below the Thouless energy are given by the zero
momentum limit of the partially quenched chiral partition function and agree
with results obtained from chiral randommatrix theory. A key ingredient in the
formulation of the effective theory is the structure of the integration manifold.
We have argued that it is given by a super-Riemannian manifold which is
characterized by a symbiosis between compact and noncompact degrees of
freedom. We have shown that the valence quark mass dependence of the
chiral condensate that follows from the zero momentum sector of the effective
chiral partition function coincides with the result from chiral Random Matrix
Theory. In this formulation, universality is natural. The structure of the chiral
Lagrangian only depends on the pattern of chiral symmetry breaking.
An important condition for the validity of the chiral Lagrangian is the
requirement that the only low-lying modes are the Goldstone modes associated
with the spontaneous breaking of chiral symmetry. Without confinement this
would not be the case. On the other hand, according to the Bohigas conjecture,
eigenvalue correlations are given by random matrix theory if the corresponding
classical system is chaotic. If the classical motion of quarks in 4+1 dimensions
is chaotic the eigenvalues of the Dirac operator are correlated according to
chRMT. Then necessarily the low-energy dynamics is given is given by the
chiral Lagrangian and this can only happen if we have confinement.
Can we reverse this statement? Is the classical motion of a fermion in a
confining theory necessarily chaotic? The point I wish to make is that the
Bohigas conjecture and confinement are not unrelated. For a deeper under-
standing of confinement a proof of the Bohigas conjecture might be required.
Recent progress in this direction is encouraging 163,164,165,166,167.
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