For the eigenvalue problem of the Steklov differential operator, by following Liu's approach, an algorithm utilizing the conforming finite element method (FEM) is proposed to provide guaranteed lower bounds for the eigenvalues. The proposed method requires the a priori error estimation for FEM solution to nonhomogeneous Neumann problems, which is solved by constructing the hypercircle for the corresponding FEM spaces and boundary conditions. Numerical examples are also shown to confirm the efficiency of our proposed method.
Introduction
To evaluate lower bounds of the eigenvalues for differential operators is a fundamental problem in numerical analysis. For the eigenvalue approximation based on the finite element method (FEM), there are two new approaches for this aim in the past decade.
(1) The qualitative error estimation, e.g., convergence order, of approximate eigenvalues has a long history in the research of error estimation theories of FEM. A new approach in this scope is about the asymptotical lower 1 corresponding author eigenvalue bounds from nonconforming finite element methods. That is, the approximate eigenvalues tend to the exact eigenvalues from below if the mesh is fine enough; see, e.g., Hu et al. (2014) ; Yang et al. (2010) and the references therein.
(2) Another new approach, in the scope of quantitative error estimation, is to provide explicit bounds for the eigenvalues. Early results of Carstensen and Gallistl (2014) ; Carstensen and Gedicke (2014) ; Sebestová and Vejchodský (2014) ; Xie et al. (2017) require the a priori information of eigenvalue, for example, rough bound for certain eigenvalues. A fully computable explicit eigenvalue bound without any additional conditions is proposed by Liu in a sequence of papers (Liu and Oishi (2011) ; Liu (2015) ; Liu and Oishi (2013) ; Xie et al. (2018) ; You et al. (2019) ), which utilizes the finite element method and the error estimation for the corresponding projection operators. The idea of Liu's approach traces back to the work of Birkhoff et al. (1966) , Kikuchi and Liu (2007) and Kobayashi (2011 Kobayashi ( , 2015 .
Our paper considers the explicit eigenvalue bound and can be regarded as an extension of the work of Liu's approach. In Liu and Oishi (2011, 2013) , the conforming FEM approximation to Laplacian eigenvalue problem is considered, where the projection error for the homogenous boundary value problem is estimated by the hypercircle method. In Liu (2015) , this approach is applied to non-conforming FEMs, which has an advantage that the projection error estimation can be easily obtained by considering the local interpolation error estimation. Here, in this paper, we follow the frame of Liu and Oishi (2013) to consider the Steklov eigenvalue problem with conforming FEM, while the associated boundary condition is not homogenous.
The Steklov eigenvalue problem is one of the important eigenvalue problems about differential operators; see Bergman and Schiffer (1953) ; Bermúdez et al. (2000) ; Kuznetsov et al. (2014) for a systematic introduction of background and applications. Below is a short review of the numerical approaches to the eigenvalues of Steklov eigenvalue problems. Bramble and Osborn (1972) ; Cakoni et al. (2016) ; Li et al. (2010) ; Liu et al. (2019) discuss the qualitative error estimation by conforming FEM for Steklov eigenvalue problems, based on which Bi et al. (2018) ; Li and Yang (2011) ; Xie (2014) study more efficient algorithms such as two-grid and multilevel methods to solve Steklov eigenvalue problems. Armentano and Padra (2008) and Russo and Alonso (2011) discuss the a posteriori error estimates with conforming FEM and nonconforming Crouzeix-Raviart FEM, respectively. Especially, in Li et al. (2013) ; Yang et al. (2009) , the asymptotical lower bounds for Steklov eigen-value problems are discussed along with nonconforming finite elements such as Crouzeix-Raviart finite element. Meanwhile, in You et al. (2019) , Liu's method is utilized to obtain the explicit lower bounds of eigenvalues for Steklov eigenvalue problems by using the Crouzeix-Raviart finite element.
In this paper, we adopt the hypercircle method with conforming finite element to get guaranteed lower bounds of eigenvalues for Steklov eigenvalue problems. In Corollary 3.1, we obtain lower bound for the k-th eigenvalue λ k as follows.
Here, λ k,h is the approximate eigenvalue from conforming FEM and M h is a computable quantity that tends to 0 as mesh is refined. The efficiency of our proposed method is compared with the one in You et al. (2019) through numerical results.
Objective eigenvalue problem. Without loss of generality, we are concerned with the following model problem
where Ω ⊂ R 2 is a bounded polygonal domain, ∂ ∂n is the outward normal derivative on boundary ∂Ω.
Throughout this paper, we use the standard notation (see, e.g. Babuška and Osborn (1991) ; Boffi (2010)) for the Sobolev spaces H m (Ω) (m > 0). The Sobolev space H 0 (Ω) coincides with L 2 (Ω). Denote by v L 2 or v 0 the L 2 norm of v ∈ L 2 (Ω); |v| m,Ω and v m,Ω the seminorm and norm in H m (Ω), respectively. Symbol (·, ·) denotes the inner product in L 2 (Ω) or (L 2 (Ω)) 2 . The space H(div, Ω) is defined by
A weak formulation of the above problem is as follows: Find λ ∈ R and u ∈ V = H 1 (Ω) such that u b = 1 and
Evidently the bilinear form a(·, ·) is symmetric, continuous and coercive over the product space H 1 (Ω). From the argument of compact operators (see, e.g., Bramble and Osborn (1972) ), we know the eigenvalue problem (1.2) has an eigenvalue sequence {λ j } :
and the associated eigenfunctions u 1 , u 2 , · · · , u j , · · · , where b(u i , u j ) = δ ij and a(u i , u j ) = λ i δ ij .
Finite element approximation. Let T h be a shape regular triangulation of the domain Ω. For each element K ∈ T h , denote by h K the longest edge length of K and define the mesh size h by
The finite element space V h consists of piecewise linear and continuous functions:
The conforming finite element approximation of (1.2) is defined as follows: Find λ h (> 0) ∈ R and u h ∈ V h such that
Let dim(V h ) = n and n 0 = n − dim(V h ∩ H 1 0 (Ω)). The eigenvalue problem (3.2) has eigenvalues 0 < λ 1,h ≤ λ 2,h ≤ · · · ≤ λ n 0 ,h < ∞ (n 0 < n) and the corresponding eigenfunctions
The rest of the paper is organized as follows. In section 2, we discuss the corresponding nonhomogeneous Neumann problems for the model problem (1.1) by the conforming linear finite element and obtain the explicit a priori error estimates. With the basis of the results in the previous section and maximum-minimum principle, explicit lower bounds of the eigenvalues for (1.1) are given in section 3. In section 4, numerical results are shown to verify the theorem results. We make a conclusion in the last section with an appendix.
Finite element approximations of the corresponding nonhomogeneous Neumann problems
The following boundary value problem and its FEM approach will play an important role in bounding the eigenvalues of the Steklov operator.
(2.1) A weak formulation of the above problem is as follows:
The conforming finite element approximation of (2.2) is defined as fol-
In this section, the following classical finite element spaces will be used in constructing the a priori estimate. Define by E h the set of edges of the triangulation and E h,Γ the one on the boundary of the domain. Define T b h the set of elements of T h having at least one edge on ∂Ω.
(i) Piecewise function spaces X h and X h Γ :
where P 1 (e) is the space of polynomials of degree ≤ 1 on the edge e.
(ii) Raviart-Thomas FEM space W h with order one (Brezzi and Fortin (1991) ):
Notice that the following relation holds for current space settings.
The Hypercircle
In this subsection, we first present the hypercircle which can be used to facilitate the error estimate. The argument about a priori estimation here can be regarded as an special case discussed in Li and Liu (2018) , while the space setting here will lead to a more concise a priori estimation for the FEM solution.
and thus the following computable error estimate holds:
where κ h is defined by
. Furthermore, the Green theorem and the Neumann boundary conditions setting lead to
Notice that to make the above equality hold, the H 1 regularity ofũ andũ h is enough. Then, we get the desired hypercircle (2.6). Based on the result (2.6), it is easy to get
(2.9)
By further varying f h in X h Γ , we draw the conclusion about κ h .
Remark 2.1. In Theorem 3.3 of Li and Liu (2018) , a more general case such that div p h −ũ h = 0 is disussed. Since the Raviart-Thomas space W h in this paper has a higher order, one can find
Explicit A Priori Error Estimates
We first quote an explicit bound for the constant in trace theorem.
Lemma 2.1 (Li and Liu (2018)). Let e be an edge of triangle element K. Define function space
Given u ∈ V e (K), we have the following inequality related to the trace theorem:
(2.10) Here, H K denotes the height of triangle K respect to edge e.
Let us introduce a projection operator
Theorem 2.2. Let u andũ be solutions to (2.2) and (2.4), respectively, with f h taken as f h := π h,Γ f . Then, the following error estimate holds:
where I is the identity operator and C h takes the maximum of C(K) over the boundary elements:
From the Schwartz inequality and Lemma 2.1, we get
which implies the conclusion. Now, we are ready to formulate and prove the explicit a priori error estimate.
Theorem 2.3. Let u and u h be solutions to (2.2) and (2.3), respectively. Then, the following error estimates hold:
Proof. The estimation in (2.12) can be obtained by applying (2.7) and Theorem 2.2,
The error estimate (2.13) can be obtained by the classic Aubin-Nitsche duality technique.
Computation of κ h
The quantity κ h defined in (2.8) is not easily to evaluate directly. In the practical computation, we turn to give a upper bound for κ h . To give an estimation of the quantity κ h , the following two sub-problems for a given f h ∈ X h Γ will be needed.
For each given f h , there exist unique solutionũ h and p h to the subproblems (a) and (b). By using the mapping from f h toũ h and p h , let us introduce the quantityκ h , which works as an upper bound of κ h :
According to the definition ofκ h , it is required to find f h that maximizes the value of ∇ũ h − p h 0 / f h b , which can be by solving an eigenvalue problem of matrices. For detailed solution of this eigenvalue problem, we refer to (Liu and Oishi (2013) ), where an analogous problem is described.
By takingq h = 1 in the problem (b), we can easily check that c = 0.
Lower bounds of eigenvalues
The theorem on lower eigenvlaue bound of Steklov eigenvalue problem has been discussed in You et al. (2019) . Here, we deduce the same eigenvalue bounds as in You et al. (2019) but with a different proof. The main idea in You et al. (2019) is to utilize the min-max principle of eigenvalue problem, while here we turn to the max-min principle. Morever, the proof is more concise in the sense that complicated space decomposition in You et al. (2019) is avoided.
As a preparation to the proof in Theorem 3.1, we consider the eigenvalue problem in a different formulation. Let us consider the operator D −1 :
Let γ be the trace operator γ : H 1 (Ω) → L 2 (Γ). From the theory of compact self-adjoint operators, we know that D −1 · γ : H 1 (Ω) → H 1 (Ω) has the zero eigenvalues along with the associated eigenspace as H 1 0 (Ω), and the positive eigenvalue sequence {µ j } listed in decreasing order µ k > 0, µ 1 ≥ µ 2 ≥ · · · , lim k→∞ µ k = 0.
The weak formulation of the eigenvalue problem for D −1 ·γ is given by:
(3.1)
The eigenfunctions of D −1 · γ or (3.1) form an orthonormal basis of H 1 (Ω). As for the relation between the eigen problem of D −1 · γ and the one defined in (1.2), we have that the non-zero eigenvalues µ j 's are given by the reverse of λ j , i.e., µ j = 1/λ j .
Finite element approximation. The approximation of the eigenvalue problem (3.1) over V h is given by:
The approximate eigenvalues are given by
For the non-zero µ j,h 's, we have µ j,h = 1/λ j,h . Denote the Rayleigh quotient over V by R(·) as follows: for any v ∈ V, v b = 0,
The maximum-minimum principle tells that,
Define the projection P
Theorem 3.1. An explicit upper bound for µ k is given by
Proof. If µ k ≤ M 2 h , then the conclusion µ k ≤ M 2 h + µ k,h holds obviously. In the rest of the proof, we only consider the case that M 2
From the maximum-minimum principle, w b = 1 and M 2 h < µ k , we have µ k ≤ w 2 b / w 2 1 and then
Let E k be the space spanned by the eigenfunctions
, the properties of P h and (3.3) are used to deduce that
Thus, from the maximum-minimum principle,
It is easy to find that g(t) get the minimal value at t = M h λ k (< 1/M h ). Noticing that w − w h 1 ≤ 1/M h in (3.4), we have
which implies the final conclusion.
Note that µ k = 1 λ k and µ k,h = 1 λ k,h . Theorem (3.1) implies the core goal of this paper as follows.
Corollary 3.1. Below is an lower bound for eigenvalue λ k ,
, k = 1, 2, 3, · · · , n 0 . 
Numerical Examples
In this section, we apply the proposed eigenvalue estimation (3.5) to the problem (1.1) on both the unit square domain Ω = (0, 1) × (0, 1) and the Lshaped domain Ω = (0, 2) × (0, 2) \ [1, 2] × [1, 2]. Also, the existing method of You et al. (2019) based on the non-conforming FEM is utilized to compare the efficiency with each other.
Preparation
The explicit values of the exact eigenvalues for both domains are not available. For the unit square domain, the following high-precision estimation with trustable significant digits are used as a nice approximation to true eigenvalues (Yang et al. (2009) ).
(unit square) λ 1 ≈ 0.240079, λ 2 ≈ 1.49230, λ 3 ≈ 1.49230 .
In case of the L-shaped domain, the cubic conforming FEM with the mesh size h = √ 2/256 provides a high-precision approximation to eigenvalues:
(L-shaped domain) λ 1 ≈ 0.3414160, λ 2 ≈ 0.6168667, λ 3 ≈ 0.9842784 .
For both domains, the uniform meshes are adopted. The eigenvalue estimation (3.5) provides a guaranteed lower eigenvalue bound:
where λ k,h denotes the k-th conforming finite element solution and the quantity C h in estimating M h is given by
The eigenvalue estimation from Theorem 3.8 of You et al. (2019) whereλ k,h denotes the k-th approximate eigenvalue from the Crouzeix-Raviart FEM. Particularly, for the uniform mesh used here,Ĉ h is estimated byĈ
Computation results for two domains
Sample uniform triangular meshes for two domains are displayed in Figure 1, where the mesh size for the unit square is h = √ 2/8 and the one for the L-shaped domain is h = √ 2/4. For the unit quare domain, the eigenvalue estimations (3.5) for the leading 3 eigenvalues are displayed in Table 1 , while the results based on the non-conforming FEM (You et al. (2019) ) are displayed in Table 2 . The results for the L-shaped domain are displayed in Table 3 and 4. Figure 2 and Figure 3 describe the relation between the absolute errors and the degrees of freedom (DOF) over the unit quare and L-shaped domains, respectively. Here, the DOF of (3.5) is counted as the the dimension of the linear conforming FEM space V h , while the one for You et al. (2019) is the dimension of the Crouzeix-Raviart FEM space.
Let us also introduce the total errors by Error-(3.5) :
The relation between the total errors and the degrees of freedom (DOF) is displayed in Figure 4 . From the computational results for two domains and the comparision between the bound (3.5) and the one from You et al. (2019) , we can draw the conclusion that (1) The conforming FEM can lead not only the guaranteed upper bounds λ k,h but also lower bounds λ k,h of the eigenvalues λ k . However, the nonconforming FEM in You et al. (2019) merely provide the guaranteed lower eigenvalue bounds.
(2) Both the lower eigenvalue bounds proposed in this paper and the one in You et al. (2019) have a sub-optimal convergence rate, compared with the theoretical estimation for the approximate eigenvalues.
(3) With the same degree of freedom (DOF), the lower bound in (3.5) gives slightly better estimation than the one from the non-conforming FEM. However, to obain the bound (3.5), one has to pay more efforts to solve matrix problem of larger scale to obtainκ h . 
Conclusion
In this paper, we propose a method to obtain the guaranteed lower bound of Steklov eigenvalue based on the technique of the hypercircle method. Also, the proposed eigenvalue bounds here utilizing the linear conforming FEM is compared with the one from the non-conforming FEM. In the future research, we will apply the obtained eigenvalue bounds to give sharp bound for the constants in numerical analysis of FEM. For example, the constant C(K) in (2.10) can be solved by solving the corresponding Steklov eigenvalue problem. Let the basis functions of the FEM spaces be
Define matrices P i,j = (ψ i,(0) , ψ j,(0) ), P
i,j = (ψ i,(b) , ψ j,(b) ), P
i,j = (ψ i,(0) , ψ j,(b) ),
i,j = (q i , divψ j,(0) ), N (0b) i,j = (q i , divψ j,(b) ).
Let us represent the functions, f h ∈ X h Γ , p h ∈ W h f h , ρ h ∈ X h ,ũ h ∈ V h , by the column vectors, g ∈ R s , x ∈ Rp +p , z ∈ R m , y ∈ R n , respectively, that is, f h = (ϕ 1 , · · · , ϕ s ) · g, p h = (ψ 1,(0) , · · · , ψp ,(0) , ψ 1,(b) , · · · , ψ p,(b) ) · x, ρ h = (q 1 , · · · , q m ) · z,ũ h = (φ 1 , · · · , φ n ) · y.
Problems (a) and (b) become (a) Sy + Jy = Dg,
where Op ×p denotes a null matrix withp rows and p columns, P = P (0) P (0b) and N = N (0) N (0b) .
Then, the solutions of (a) and ( 
