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Abstract—In this paper we show that the priority search
tree of McCreight, which was originally developed to
satisfy a class of spatial search queries on 2-dimensional
points, can be adapted to the problem of dynamically
maintaining a set of keys so that the query complexity
adapts to the distribution of queried keys. Presently, the
best-known example of such a data structure is the splay
tree, which dynamically reconfigures itself during each
query so that frequently accessed keys move to the top of
the tree and thus can be retrieved with fewer queries than
keys that are lower in the tree. However, while the splay
tree is conjectured to offer optimal adaptive amortized
query complexity, it may require O(n) for individual
queries. We show that an access-adaptive priority search
tree (AAPST) can provide competitive adaptive query
performance while ensuring O(log n) worst-case query
performance, thus potentially making it more suitable for
certain interactive (e.g.,online and real-time) applications
for which the response time must be bounded.
Keywords: search trees, adaptive data structures, adaptive search
trees, priority search tree, splay tree.
I. INTRODUCTION
Many applications demand the efficient satisfaction
of key-retrieval queries from a dynamically-maintained
search structure (database) of n keys. In many of these
applications certain keys are queried much more fre-
quently than other keys, and this nonuniform sampling
from the set of n keys can potentially be exploited by
a distribution-sensitive search structure to surpass the
O(log n) comparison-based theoretical lower bound on
the expected number of comparisons per query required
in the uniform case.
The splay tree, developed by Daniel Sleator and
Robert Tarjan [4], is a self-adjusting [1] binary search
tree that optimizes its structure to the distribution pat-
terns of the dataset. Splay trees differ from standard
balanced BSTs by performing rotations that migrate
frequently-accessed keys to the top of the tree so that
the search paths to those keys will be shorter when
accessed during future queries. A novelty of the splay
tree is that it does not necessarily enforce balance at
all times during a given sequence of n updates and/or
queries, but it does guarantee that the complexity of any
given sequence is O(n log n). The value of the splay
tree as an access-sensitive search structure is that it
can offer sequence time complexity approaching O(n)
if the access distribution of keys is highly nonuniform.
By contrast, a standard balanced BST (e.g., AVL, red-
black, etc. [3]) provides no access-distribution sensitivity
and thus can be expected to require O(n log n) time
to perform a sequence of O(n) operations. A natural
question is whether it is possible to combine the access-
sensitive properties of the splay tree with the efficient
worst-case properties of a balanced BST.
In this paper we show that the priority search tree
[2], which was published in the same year as the splay
tree (1985), can be applied to achieve adaptive query
performance that is competitive with the splay tree
while providing superior worst-case optimal O(log n)
update and query complexity. This access-adaptive pri-
ority search tree (AAPST) is described in the following
section. We then provide practical comparisons of the
AAPST and splay tree in the form of simulation results
with varying degrees of nonuniformity in the sampling
of query keys.
II. ADAPTIVE PRIORITY SEARCH TREE
The priority search tree (PST) is a data structure
introduced by Edward McCreight in 1985 with the
objective of storing a set of n points in R2 in a way
that allows for O(log n) update complexity, i.e., insertion
or deletion of a point, and O(log n+ k) complexity for
semi-infinite 2-dimensional range queries where k is the
number of returned objects. This complexity is achieved
by maintaining the points simultaneously in BST order
on the x coordinates and heap order on the y coordinates
within the same binary tree structure. The data structure
allows for five main operations on a dataset D of ordered
pairs to be performed efficiently:
1) Insert an ordered pair into D.
2) Delete an ordered pair from D.
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23) Given integers x0, x1, and y1, among all the pairs
(x, y) in D such that x0 ≤ x ≤ x1 and y ≤ y1,
find the pair whose x is minimal.
4) Given integers x0 and x1, among all the pairs
(x, y) in D such that x0 ≤ x ≤ x1, find the pair
whose y is minimal.
5) Given integers x0, x1, and y1, enumerate all k pairs
(x, y) in D such that x0 ≤ x ≤ x1 and y ≤ y1.
The priority search tree was the first data structure
to support 2-dimensional spatial search queries within
the same O(log n + k) complexity of 1-dimensional
range queries offered by balanced binary search trees
(BSTs) while also supporting O(log n) update opera-
tions. Specifically operations 1-4 have time complexity
O(log n) and operation 5 has O(log n+ k) complexity.
Each node in a priority search tree contains exactly
one ordered pair (x, y). A maximum PST is constructed
so that the y-value of every child node is less than or
equal to that of its parent whereas in a minimum PST
the y-value of a child node is greater than or equal to
it parent’s y-value. In both cases, the x-value of every
node in a right subtree is strictly less than that of every
node in the left subtree. Furthermore, the cardinality of
a node’s right subtree is equal to or one less than the
node’s left subtree, ensuring balance.
While the priority search tree was originally created
to store two-dimensional coordinates, we introduce here
an alternative use of the data structure. With some
slight construction and operation alterations, the prior-
ity search tree can be used as a distribution-sensitive
search structure. We will call this specialized structure
an access adaptive priority search tree (AAPST). The
AAPST stores each key of a dataset in the x-value of
a node and its respective access frequency as the y-
value. In other words, the skeleton of the tree maintains
a BST ordering of the keys while the access-freqencies
associated with the keys are maintained in heap order.
By slightly altering the search algorithms of a regular
priority search tree, any search key can be found (or not
found) in an AAPST in O(log n) time. The principal
change to the standard PST is the incrementing of the
priorities (access frequencies) associated with the keys.
Specifically, when a key is accessed by either an update
or a query, its access count is incremented and the key’s
position in the heap may then also be incremented. More
specifically, a modified access/query algorithm can be
defined as follows:
1) Find the query key and increment its associated
priority.
2) If the incremented priority does not exceed the
priority of the key-priority pair in its parent node
then return.
3) Else delete the pair and reinsert using the standard
PST update algorithms.
Step 1 takes time proportional to the pair’s depth in the
tree, and this will be the complexity of the operation
in all cases in which the updated priority does not affect
the heap order; otherwise the complexity of the operation
will be dominated by the O(log n) complexities of the
standard PST update algorithms. This establishes the
worst-case O(log n) complexity of the new adaptive
query algorithm.
III. COMPARATIVE PERFORMANCE RESULTS
In this section we examine the relative performance
characteristics of a conventional balanced binary search
tree (BST), a splay tree, and the AAPST. In the case
of uniformly sampled query keys, the splay tree and
AAPST incur extra overhead compared to the BST.
In the case of the splay tree, this overhead takes the
form of extra comparisons performed as the tree is
restructured. In the case of the AAPST, the overhead
takes the form of an extra key comparison per node
visited: one comparison to the key stored at each node
according to heap order, and another comparison to the
pivot key stored at each node for use in traversing the tree
according to BST order. Therefore, the goal of our tests
is to examine how relative number of key comparisons
used during the search of each data structure is affected
by the distribution of queried keys. We should expect the
BST to be superior in the uniform case while the splay
tree and AAPST should perform better as the distribution
becomes increasingly nonuniform.
We define a value p, 0 ≤ p ≤ 1, to parameter-
ize our key-access testing distributions with p = 0
representing a uniform random distribution of key ac-
cesses; p = 1 representing an exponentially-distributed
sequence of accesses with the most frequently-accessed
key representing approximately 50% of the accesses, the
next representing 25% of the accesses, etc., such that
O(log n) of the keys comprise O(n) of the accesses; and
0 < p < 1 representing a weighted mixture of accesses
from the two distributions.
As can be seen in Figure 1, the splay and AAPS
trees perform comparably but are outperformed by the
BST because of its lower overhead. In other words, the
overhead of adaptivity incurred by the splay and AOPS
trees does not yield dividends in the case of keys that
are queried uniform-randomly. Figure 2 shows that the
relative performance advantage of the BST decreases
when 25% of the key accesses exponentially distributed
access frequencies. Figure 3 shows that when there
3is an equal mix of keys sampled from the uniform
and exponential distributions the three search structures
perform comparably. In the case of all keys sampled
exponentially, Figures 4 and 5 show that the distribution-
sensitivity properties of the splay and AOPS trees pro-
vide a significant performance advantage over the BST
as the access frequencies tend toward an exponential
distribution.
Fig. 1. This figure shows the average number of key comparisons for
query keys drawn from uniform distribution for datasets of increasing
size n. The expected number of key comparisons performed by the
BST is log(n) while the splay and AOPS trees perform roughly twice
as many comparisons per query.
Fig. 2. This figure shows the average number of key comparisons
when the 1/4 of the query keys are sampled with exponential
frequency and the remaining are sampled uniformly.
Fig. 3. This figure shows the average number of key comparisons
when half of the query keys are sampled with exponential frequency
and the remaining half are sampled uniformly.
Fig. 4. This figure shows the average number of key comparisons
when 75% of the query keys are sampled according to an exponetial
distribution.
Fig. 5. This figure shows the average number of key comparisons
when all query keys are sampled according to an exponential dis-
tribution, i.e., the frequency of access of different keys decreases
exponentially.
4IV. DISCUSSION
The principal contribution of this paper is the demon-
stration that the classical priority search tree of Mc-
Creight can be reinterpreted so that instead of stor-
ing 2-dimensional points it is adapted for the access-
sensitive storage and retrieval of 1-dimensional keys.
Our simulation results show that the new access-adaptive
priority search tree (AAPST) offers comparable access-
sensitive performance to the splay tree while bounding
the complexity of each operation, a property which is
needed for interactive applications that must impose
strict constraints on the worst-case response time of
each operation. Future work will examine finer-grain
performance characteristics of the AAPST and their
relevance to practical applications.
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