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Resumen
En esta tesis se considera el problema de equivalentes dinámicos reducidos basados en medi-
ciones fasoriales, que después de haberse hecho una revisión bibliográfica en donde se presentó
teóricamente el método de agrupamiento jerárquico, la definición de plano de atributos, meto-
dologías de reducción y la definición de índices de seguridad; se ha desarrollado una plataforma
de análisis con la capacidad de agrupar coherentemente las unidades generadoras de un sistema
multimáquinas de dos áreas que permite a su vez observar las oscilaciones electromecánicas
entre ellas, y realiza la reducción dinámica del sistema quedando representado cada área con
el modelo clásico de generador. A partir de esta reducción estimada, se obtienen dos índices
de seguridad basados en el criterio de energía (igualdad de áreas), el primer índice refleja la
máxima potencia transmitida sin perder la estabilidad y el segundo se relaciona con el tiempo
máximo de despeje de falla.
Finalmente, manteniendo las mismas perturbaciones se verificó los resultados comparando la
respuesta del sistema completo con el reducido, obteniéndose los porcentajes de error para cada
índice propuesto.
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En 1893, Charles Proteus Steinmetz presentó un documento sobre la descripción matemática
simplificada de las formas de onda alterna [1], y lo llamó “fasor”. Y fue en 1988, con el descu-
brimiento de las unidades de medición fasorial (pmu ), que la técnica de Steinmetz de cálculo
vectorial se convirtió en una herramienta de cálculo para determinar las mediciones fasoriales en
tiempo real que es sincronizada en un marco de referencia dado por satélites de posicionamiento
global (gps).
Las primeras experiencias en medición fasorial sincronizada tuvo sus inicios en 1989, a
través del proyecto Wide Area Measurement System (wams), incluyendo los subsistemas del
oeste de Estados Unidos (wecc - Western Electricity Coordinating Council), y, especialmente,
las empresas Southern California Edison (sce), y Bonneville Power Administration (bpa).
Actualmente, esta tecnología está en rápido crecimiento en varios países, como China, Japón,
Canadá, Croacia e Italia, entre otros [2].
La tendencia actual es usar las mediciones fasoriales con el propósito de analizar y tomar
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acciones de control en tiempo real durante la operación de un sep, para ello es necesario formular
algoritmos que permitan reconstruir el sistema eléctrico y evaluar determinados fenómenos que
puedan hacer que el sistema opere en condiciones no apropiadas.
1.2 Motivación.
En la actualidad se esta buscando sacar el máximo provecho a las mediciones fasoriales sincro-
nizadas o sincrofasores, en ese sentido este trabajo busca introducir una base metodológica que
proporcione el primer peldaño en esta línea de investigación para las generaciones futuras.
1.3 Revisión de la literatura.
A largo del tiempo se han desarrollado técnicas de reducción dinámica de sep , entre las más
destacadas:
• Terminal Bus Aggregation (tba) [3].
• Internal-Node Aggregation (ina) [3].
• Impedance-Compensated Aggregation (ica) [3].
• Reducción No-paramétrica con teoría de redes neuronales [4, 5].
Por otro lado, también existen en la literatura trabajos para la reducción de un sep basados
en métodos directo o de energía como Extended Equal Area Criterion [6, 7]
Posteriormente, se desarrollo un algoritmo llamado Single Machine Equivalent (sime) que
es un método híbrido (tiempo y energía) que reduce el sistema en una sola máquina equivalente
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para luego aplicar el concepto One-Machine Infinite Bus (omib), en la que los generadores son
clasificados en “Críticos” (generadores que pierde el sincronismo) y “No-críticos” (representan
el bus infinito), [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19].
La metodología basada en este trabajo, se llama Interarea Model Estimation (ime). Este
método encuentra un sistema reducido en la que las cargas son incluidos en los parámetros
de estimación: constantes de inercias (H), reactancias (x1, x2), voltajes internos (E1, E2) y
ángulos de voltajes internos (δ1, δ2), siendo este aplicado para sistemas de potencia de 2 áreas
[3, 20, 21, 22].
1.4 Objetivo Particular
Actualmente gracias al avance tecnológico en el uso de las mediciones fasoriales, es posible
contar con señales del sistema que reflejan el comportamiento dinámico del sep . Estas señales
contienen información valiosa del estado de operación de un sep , y es en ese sentido que
el objetivo de esta tesis es crear una metodología que por medio de reducción dinámica se
logre representar una porción del sistema mediante un equivalente reducido, y que sea capaz de
establecer el grado de seguridad de un sistema ante fallas severas de tal manera que se garantice
la estabilidad a la primera oscilación por medio del criterio de energía.
1.5 Aporte Original del Trabajo
El aporte de este trabajo es proponer una plataforma computacional que sea capaz de iniciar
el proceso algorítmico usando una técnica de agrupamiento jerárquico que permita a partir de
mediciones fasoriales determinar las áreas de oscilación de acuerdo a la coherencia entre ellas,
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mostrando las oscilaciones electromecánicas empleando el concepto de centro eléctrico; para
luego realizar una estimación eléctrica de las áreas y determinar el grado de seguridad del sep
por medio de criterio de energía.
1.6 Organización de la Tesis
El presente trabajo de tesis esta compuesta de 5 capítulos, y se hace una breve descripción de
cada una de ellas:
En el capítulo 1, se ha hecho una breve reseña histórica de los antecedentes del descubri-
miento de la tecnología de las mediciones fasoriales sincronizadas. Por otro lado, se ha dado a
conocer la motivación, la revisión literaria de los métodos existentes, el objetivo de la tesis y el
aporte original de la tesis.
En el capítulo 2, se hace una evaluación del estado del arte.
En el capítulo 3, se realiza la formulación teórica de cada una de las partes que compone la
metodología, se puede mencionar el agrupamiento jerárquico, reducción del sep , la formulación
de un índice de seguridad de máxima transferencia de potencia y un índice de máximo tiempo
de despeje de falla. También, se presenta la implementación y desarrollo de la plataforma de
análisis usada con la finalidad de obtener índices que reflejen el grado de seguridad del sep.
En el capítulo 4, se plantea los casos de estudio en la que se aplica la metodología propuesta
analizando sus resultados.




Después de haber realizado una revisión literaria, se ha identificado los alcances de los últimos
estudios realizados hasta la actualidad.
2.1 Metodologías de Reducción de sep
A continuación se hace una recapitulación breve de metodologías existentes.
• Terminal Bus Aggregation (tba).
• Internal-Node Aggregation (ina).
• Método Single Machine Equivalent (sime).
• Método Interarea Model Estimation (ime).
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Figura 2.1: Diagrama del método tba
2.1.1 Método tba
La síntesis de este método puede ser visualizada por medio del esquema de la Figura 2.1, este
método esta compuesto por dos pasos principales [23, 3]
1. Agregación de la red
Esta parte asume que el voltaje fasorial en el terminal de los generadores “a” y “b‘”
son coherentes, por lo que estas barras pueden ser unidas en uno sola barra “q” usando
admitancias infinitas. El voltaje de la barra “q” puede ser el promedio aritmético de los
voltajes de las barras “a” y “b” o el promedio ponderado que considera la potencia activa
y reactiva de generación. El modelo reducido debe preservar las condiciones de flujo de
potencia en estado estacionario y para esto es necesario usar transformadores ideales con
numero de vueltas complejas αa∠ϕa y αb∠ϕb e impedancias de valor cero en la conexión
de las barras “a” y “b” a “q”.
2. Agregación del generador
La representación en este paso es un modelo electromecánico. Ambos generadores cohe-
rentes son reemplazados por un solo generador con inercia Heq y reactancia transitoria
equivalente (x′d)eq, esto es
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Figura 2.2: Diagrama del método ina.










Este método no requiere linealización, pero este método posee el efecto stiffening que lo
hace vulnerable al cambio de frecuencia de algunos de los modos de oscilación del sistema.
No es aplicado con mediciones fasoriales.
2.1.2 Método ina
El inconveniente anteriormente mencionado es corregido aceptablemente con este método, el
cual agrega a las máquinas un nodo interno es decir una reactancia transitoria (o subtransitoria)
detrás de los terminales del generador. La Figura 2.2 muestra esquemáticamente las etapas de
este método.
Los pasos que conforma el método ina son, [3],
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• Cálculo de los voltajes de los nodos internos de las máquinas Ẽa y Ẽb.
• Creación de la barra común “p”.
• Agregar una nueva línea para conectar las barras “a” y “b” a la barra “p”.
• Agregar el generador equivalente.
• Creación de la barra “q”.
• Ajustar la generación en las barras “a”, “b” y “q”.
Al igual que el anterior, no es aplicado con mediciones fasoriales.
2.1.3 Método sime
Este método se enfoca en base a la respuesta inestable del ángulo de las máquinas, por lo que
necesita de un programa en el dominio del tiempo de estabilidad transitoria, ya que es necesario
saber la respuesta angular de las máquinas para poder hacer la selección de unidades en base
a aquellas que pierden el sincronismo (máquinas críticas) y las que no pierden el sincronismo
(máquinas no críticas), esto para formular el omib , [11, 16].
Para analizar el escenario inestable, sime inicia con el programa de estabilidad transitoria
tan pronto como el sistema entra a la condición postfalla. Para cada paso de simulación en el
tiempo, sime transforma el sistema multimáquinas en el modelo equivalente omib , definido
por el ángulo δ, la velocidad ω, la potencia mecánica Pm, la potencia eléctrica Pe y el coeficiente
de inercia M . sime evalua la dinámica de omib usando el criterio de igualdad de áreas. El
proceso se detiene cuando omib alcance la condición de inestabilidad, que está expresado por
Pa (tu) = 0; Ṗa (tu) > 0 (2.1.3)
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Figura 2.3: Curvas multimáquinas. (a) Caso inestable (b) Caso estable.
donde Pa es la potencia acelerante del sistema omib (diferencia entre Pm y Pe), y tu es el
tiempo en que ocurre la inestabilidad; en este tiempo el sistema omib pierde el sincronismo
y el conjunto de máquinas se dividen en dos grupos: máquinas críticas (CMs) y máquinas no
críticas (NMs). El tiempo tu permite determinar
- Las máquinas críticas, que son responsables de la pérdida de sincronismo.
- El margen de estabilidad, definido por





El programa de simulación transitoria calcula los ángulos rotóricos del sistema multimáqui-
nas que son vistos en la Figura 2.3, este se detiene cuando se pierde el sincronismo en tiempo
tu (caso inestable) o en un periodo de simulación para este caso de 5 s (caso estable).
Este método ha sido enfocado para el control preventivo y control de emergencia. Las
diferencias entre el control preventivo y control de emergencia en el método sime , es que el
primero utiliza simulaciones en el dominio del tiempo de las contingencias antes de su ocurrencia,
para evaluar las medidas de prevención, el segundo utiliza mediciones en tiempo real después
de la ocurrencia real de una contingencia, las medidas correctivas son indispensables para la
integridad del sistema, [11, 13, 14, 9, 12, 15, 17, 18].
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2.1.4 Método ime
Este método es descrito con mayor detalle en el capítulo 3. Después de hacer una revisión, se ha
visto que este método permite reducir un sistema multimáquinas de dos áreas con constantes de
inercias finitas usando mediciones fasoriales de la corriente por el enlace y los voltajes de barras
de envío y recepción de ambas áreas. Se ha visto que este método da una estimación aceptable,
cabe mencionar que las cargas ubicadas en diferentes puntos de la red son absorbidas en las
reactancias y constantes de inercia de las áreas equivalentes como producto de la estimación; este
modelo reducido tiene la particularidad de ganar mayor energía cinética acelerante comparada
con la respuesta real del sistema, pero es posible compensar este efecto en el modelo reducido
adelantando el despeje de falla 2 o 3 ciclos del caso real, [3]. Los primeros métodos mencionados
han sido aplicados sin el uso de mediciones fasoriales, lo que hace atractivo al método ime en
su aplicación actual.
2.2 Estimación de Componentes de una Señal en Frecuen-
cia
2.2.1 Método Prony
La primera publicación del método Prony fue en 1795, es una estrategia matemática para
ajustar a una combinación lineal de términos exponenciales a la señal equivalente muestreada
en el tiempo. En cierto sentido, es una extensión del análisis de Fourier en la que se estiman la
amplitud, frecuencia, la fase y el amortiguación de la señal, [24].
La expresión usada para la estimación de la señal es una suma exponencial como la mostrada





Am exp ((−αm + jω0m)nTs + jφm) (2.2.1)
donde
Am: Amplitud.




Ts = 1/fs: periodo de muestreo.
Este método consta de los siguiente pasos [25, 26, 27, 28, 29, 30].
• Construir un modelo discreto de predicción lineal a partir de datos medidos y simulados.
• Encontrar las raíces del polinomio característico asociado el modelo de predicción lineal.
• Usando las raíces calculadas en el paso anterior se determina la amplitud y fase inicial
para cada modo.
Mayor detalle de la descripción puede ser revisada en [31].
2.2.2 Método era
Fue desarrollado por Juang y Pappa en 1985, es un algoritmo múltiples entradas y múltiples
salidas (mimo) que puede ser usado como identificación de parámetro modal y modelo reducido
de un sistema dinámico, [32].
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El algoritmo era sigue tres pasos principales, [33]
1. Ejecutar la respuesta al impulso del sistema para (mc +m0)P + 2 pasos, donde mc y m0
reflejan cuanto efecto esta dado por considerar la controlabilidad y observabilidad, y P
es el periodo de muestreo. La salida y en el siguiente patrón:
(CB, CAB, CAPB, CAP+1B, . . .
CAmcPB, CAmcP+1B, . . .
CA(mc+m0)PB, CA(mc+m0)P+1B )
(2.2.2)
los términos CAkB son comunmente llamados parámetros de Markov. Construyendo la
matriz generalizada de Hankel H ∈ <q(m0+1)xp(mc+1)
H =

CB CAPB · · · CAmcPB
CAPB CA2PB · · · CA(mc+1)PB
...
... . . .
...
CAm0PB CA(m0+1)PB · · · CA(mc+m0)PB
 (2.2.3)
2. Calcular la descomposición del valor singular (svd) de H para obtener U1, V1,
∑
1. Sea
r ≤ rango(H). Ur y Vr denota las submatrices de U1 y V1 que incluyen sus primeras r
columnas, y
∑
r el primer rxr diagonal de
∑
1.


























CAB CAP+1B · · · CAmcP+1B
...
... . . .
...




Este método encuentra los polos resolviendo un problema de eigenvalores generalizados, [34].





donde k = 0, 1, ..., N − 1, bi son los residuos complejos, si son los polos complejos, y δt es el
intervalo de la muestra. Para abreviar la notación, se puede decir que zi = exp(siδt) son los
polos del plano Z. bi y si deberían ser par de complejos conjugados para valores reales de yk.
Considerando los siguiente vectores:
y0, y1, y2, . . . yL (2.2.7)
donde
yi = [yi, yi+1, . . . , yi+N−L ]
T (2.2.8)
El super índice T denota la transpuesta de una matriz. Basado en estos vectores, se define
las matrices Y1 y Y2 como sigue
Y1 = [y0, y1, . . . , yL−1 ] (2.2.9)
Y2 = [y1, y2, . . . , yL ] (2.2.10)
También se puede escribir
Y1 = Z1BZ2 (2.2.11)





1 1 · · · 1








1 z1 · · · z1L−1
· · ·
1 zM · · · zML−1
 (2.2.14)
Z0 = diag(z1, z2, · · · , zM) (2.2.15)
B = diag(b1, b2, · · · , bM) (2.2.16)
Basado en la descomposición de Y1 y Y2, se puede mostrar que si M < L < N −M los
polos {zi; i = 1, ...,M} son los eigenvalores de la matriz pencil Y2 − zY1. Para el desarrollo
e ilustración del uso de un algoritmo que calcule los eigenvalores generalizados de la matriz








donde el superíndice + denota la pseudo-inversa Moore-Penrose y la notación −1 es para la
inversa regular. Esto puede ser visto de la ecuación 2.2.17 que existen los vectores {pi; i =







Los pi son llamados eigenvectores generalizados de Y2−zY1. Para calcular la pseudo-inversa





H = UDV H (2.2.19)
Y1
+ = V D−1UH (2.2.20)
donde U = [u1, u2, ..., uM ], V = [v1, v2, ..., vM ] y D = diag(d1, d2, ..., dM). El superíndice H
denota la transpuesta conjugada de una matriz. U y V son matrices de los vectores singulares
izquierdos y derechos respectivamente. Se debe notar que para datos con ruido o para elegir
cuantos exponenciales son usados en el algoritmo se debería escoger d1, d2, ..., dM siendo M el
último de los valores singulares de Y1 y Y +1 es llamado la pseudo-inversa truncada de Y1. Dado
Y +1 Y1 = V V
H y V HV = I sustituyendo la ecuación (2.2.19) en (2.2.18) y multiplicando a la
derecha de la ecuación (2.2.18) por V H
Z = D−1UHY2V (2.2.21)
Notar que Z es una matrizM×M y zi son los eigenvalores de esta matriz. El método gpof
finaliza en la forma de la matriz Y1. Posteriormente en el proceso se selecciona el número de
exponenciales que se ajusta a los datos (M) utilizando descomposición de valor singular (svd)
y luego se forma la matriz Z y los eigenvalores dados como zi.
2.3 Plataformas de Análisis Existentes
Adicionalmente, se ha hecho una revisión de plataformas estructuradas que buscan ayudar a
los centros de control en la evaluación de fenómenos dinámicos que ocurren en un sep .
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Figura 2.4: Pasos del algoritmo F@OSnet para la detección de oscilaciones de potencia a partir de
medidas de frecuencia.
2.3.1 F@OSnet
El Centro Nacional de Despacho (cnd) en Colombia desarrolló e implementó una red de mo-
nitoreo de la frecuencia (F@Osnet) para caracterizar oscilaciones de potencia en tiempo real
o a través de los registros de frecuencia obtenidos e implementar las medidas correctivas para
mantener los estándares de calidad en el suministro eléctrico. Esta plataforma utiliza Prony
para llevar a cabo la identificación [35].
Las herramientas de uso común para esta identificación modal incorporadas en este algo-
ritmo, tomadas de técnicas de procesamiento de señales, se resaltan la Transformada de Fourier,
la Transformada Wavelet, el Análisis Espectral, el Método de Prony con sus variantes y las co-
rrelaciones temporales. El algoritmo se dividió en tres pasos fundamentales, como se indica a
continuación
Paso 1: Preprocesamiento de la señal. Incluye la eliminación de las tendencias de la señal
y el rechazo de las frecuencias por fuera de la banda de interés.
Paso 2: Detección de fenómenos anormales. En este paso se utiliza una ventana deslizante, a
la cual se le aplica la Transformada Rápida de Fourier (fft) para obtener el contenido espectral
de la señal. En este caso, cada unidad de la red F@OSnet está configurada para almacenar un
registro de la frecuencia a una tasa de muestreo de 10 Hz.
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Figura 2.5: Esquema del algoritmo F@OSnet para la detección de oscilaciones de potencia.
Un segundo parámetro es el tiempo de retardo entre la aplicación de dos ventanas conse-
cutivas, y es elegido dependiendo de la menor velocidad del fenómeno esperado. En todo caso,
se requiere establecer un tiempo de retardo con el fin de proporcionar tiempo extra para los
cálculos que siguen a la aplicación de la fft incluyendo los llevados a cabo en el paso 3.
Paso 3: Detección y Caracterización de Oscilaciones de Potencia Este paso es llevado a
cabo cuando se detecta la presencia de un fenómeno anormal en las mediciones de frecuencia
(paso 2). Con base en el Método de Prony y sus variaciones se construye un modelo de la
señal de entrada, se seleccionan los modos relevantes basados en el criterio de la energía y se
realiza una prueba de estabilidad con base en el amortiguamiento relativo de los parámetros del
modelo (frecuencia y amortiguamiento). De esta manera se detecta la presencia de los modos
de oscilación peligrosos para la operación del sistema.
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Figura 2.6: Sistema eléctrico 4 máquinas - 2 áreas.
2.3.2 Tendencias en la Supervisión en Tiempo Real de la Estabilidad
de Pequeña Señal de Sistemas de Potencia
Esta metodología usa mediciones sincrofasoriales orientadas a calcular frecuencia y amortigua-
miento de los modos oscilatorios, tiene la ventaja de que no requiere simular el modelo del
sistema de potencia para determinar las oscilaciones de baja frecuencia.
Se aplica el modelo al estudio de la estabilidad de pequeña señal de un sistema de dos
áreas, se obtienen las mediciones fasoriales de tensión y corriente, se las procesa y analiza con
los métodos Prony y Multiprony con el objetivo de determinar los modos oscilatorios poco
amortiguados. El análisis realizado permite identificar la influencia de la medición pmu , del
tipo de magnitud medida y de la ventana de tiempo analizada en los valores de frecuencia y
amortiguamiento calculados.
El modelo del sistema eléctrico que se usó para la adquisición y procesamiento de mediciones
fasoriales fue un sistema de dos áreas como se precia en la Figura 2.6 para estimar los modos
oscilatorios que es implementado en el programa de análisis de transitorios electromagnéticos
(Alternative Transient Program, atp) [36].
A partir de la simulación del sistema modelado en el atp se obtienen las mediciones en
el tiempo de tensión y corriente de las tres fases. Estas mediciones son procesadas por el
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Figura 2.7: Metodología para el análisis modal de mediciones pmu .
dispositivo pmu , para obtener los valores fasoriales de tensión y corriente de secuencia positiva.
Finalmente se aplican los métodos de análisis de modos oscilatorios a las mediciones fasoriales
y a las señales representativas de otras magnitudes eléctricas de interés. En la Figura 2.7 se
muestra el diagrama de bloque con la metodología según el artículo en referencia [36].
2.3.3 Análisis no paramétrico
Existen diferentes propuestas para evaluar en tiempo real las oscilaciones, un primer enfoque
utiliza modelos y herramientas computacionales inteligentes para la simulación del sep , como
redes neuronales artificiales, algoritmos genéticos, árboles de decisión, etc., para una rápida
evaluación en línea de la estabilidad oscilatoria del sep . Estas herramientas computacionales
inteligentes ayudan a aprender el comportamiento dinámico del sistema y da resultados acepta-
bles con tiempos de cálculo menores comparados con los métodos convencionales fuera de línea,
[37]; pero esta metodología requiere largas y tediosas rutinas de entrenamiento para el apren-
dizaje teniendo en cuenta las diferentes estaciones del año. La fiabilidad de los resultados con
este enfoque, depende de los casos elegidos para el entrenamiento y obviamente de la calidad
del modelo del sep . Es de notar que si existen cambios significativos en el sep la herramienta
computacional inteligente debe ser re-entrenada, lo que dificulta su aplicación en un centro de
control haciéndolo poco atractiva, [36].
Hecho una revisión del estado del arte actual, se ha observado que han sido desarrollados
interesantes métodos de reducción de sistemas de potencia, hay quienes buscan ser aplicadas
en tiempo real y tratan de aprovechar al máximo las mediciones fasoriales de un sistema de
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potencia.
También, se ha observado el gran interés que existe en analizar las oscilaciones electrome-
cánicas en tiempo real para identificar aquellas de baja frecuencia (modo local e inter-área) y
pobremente amortiguadas, que según la literatura encontrada se ha venido usando principal-
mente el método clásico Prony a pesar de ser más vulnerable al ruido. La plataforma de análisis
propuesta en esta tesis utiliza el método Generalized Pencil-of-Function (gpof ) para estimar
las señales de entrada y así descomponerlas en una sumatoria de señales a diferentes frecuencias
de oscilación dando como información la frecuencia y el amortiguamiento de oscilación, esta
herramienta es más robusta ante el ruido, [25, 38, 39, 27, 28].
En esta tesis se propone implementar una plataforma de análisis que en base a mediciones
fasoriales permita realizar bajo una serie de etapas la captación de las señales que por medio de
una ventana se haga la agrupación jerárquica de los generadores, la estimación de los parámetros
del sep reducido y la obtención de un índice de seguridad que en conjunto busca orientar en
un futuro al operador del sistema de tal manera de dar apoyo visual, detección de oscilaciones
electromecánicas, reducción del sep y de esa forma encontrar un índices de seguridad que
reflejen el estado del sistema.
Capítulo 3
Formulación Teórica de la Metodología
Propuesta
Este capítulo busca hacer una introducción profunda de las diferentes técnicas que serán usadas
en conjunto para la implementación de la metodología presentada en esta tesis, lo cual es
descrito más adelante en este capítulo.
3.1 Agrupamiento Jerárquico
La teoría de agrupamiento jerárquico es aplicada en este trabajo con la finalidad de determinar
la ubicación eléctrica de los generadores de acuerdo al área de oscilación que corresponden según
su coherencia. Para esto, se ha definido que las observaciones o atributos sean los ángulos de
voltajes y la frecuencia en las barras de generación.
Los algoritmos jerárquicos son aquellos en los que se va particionando el conjunto de datos
por niveles, puede ser un algoritmo tipo aglomerativo o divisivo. Los métodos aglomerativos
construyen la jerarquía de abajo a arriba, creando un grupo por objeto para luego unirlos
gradualmente hasta que todos los objetos pertenezcan del mismo grupo. Por otro lado, los
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Figura 3.1: Dendrograma del agrupamiento jerárquico.
métodos divisivos construyen la jerarquía de arriba a abajo, creando inicialmente un único
grupo al que pertenecen todos los objetos para luego ser dividido gradualmente, [40, 41, 42, 43,
44, 45, 46]. El agrupamiento jerárquico tiene la ventaja que no necesita dar como información
previa el número de grupos, pero su algoritmo posee complejidad computacional relativamente
alta, [47]. Para este trabajo, se ha usado el de tipo aglomerativo.
El agrupamiento jerárquico es posible visualizarlo mediante un dendrograma, el cual facilita
la visualización del agrupamiento. La Figura 3.1, es un dendrograma de 8 muestras dividido
por 8 niveles cada una separadas por su respectiva similitud.
La Figura 3.2 muestra el resultado y la interpretación del agrupamiento jerárquico para un
caso en general.
Para dar inicio al algoritmo de agrupamiento jerárquico aglomerativo, se procedió a definir
la matriz de observaciones o de atributos
Figura 3.2: Proceso del Agrupamiento Jerárquico Aglomerativo.(a) Dendrograma. (b) Interpretación
del dendrograma.
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Conformado por θi y fi que vienen a ser el ángulo del voltaje y la frecuencia en la i-ésima
barra de generación respectivamente. Estos atributos se representan en el plano en R2, tal
como se muestra en la Figura 3.3.
Definida la matriz de atributo, se procede a calcular las distancias entre observaciones
normalmente es llamada medida de similitud, entre las que se pueden mencionar: distancia
Minkowski, distancia Manhattan, distancia Euclidiana. A continuación, se hace una breve
definición de cada una de ellas












|ai − bi| (3.1.3)
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Para esta tesis se ha usado la distancia euclidiana que es la más común y aplicable para el
agrupamiento, se puede calcular con pdist de Matlab.
Una vez calculadas las distancias, se genera el árbol de agrupamiento jerárquico, mencio-
nándose entre ellos los métodos: single, completo, promedio, centroide. Se define cada uno de
ellos
Single. En cada paso se unen los dos grupos cuyos elementos más cercanos tienen la mínima
distancia, se define como, [40, 42, 44, 48, 46, 49],
Dist (Ci, Cj) = min
X∈CiY ∈Cj
dist(X, Y ) (3.1.5)
Completo. En cada paso se unen los dos grupos tal que su unión tiene el diámetro mínimo
o los dos grupos con la menor distancia máxima entre sus elementos, se define como, [40, 42,
44, 48, 46, 49],
Dist (Ci, Cj) = max
X∈CiY ∈Cj
dist(X, Y ) (3.1.6)
Promedio. En cada paso se unen los dos grupos tal que tienen la mínima distancia pro-
medio entre sus puntos, se define como, [40, 42, 49],







dist(X, Y ) (3.1.7)
Centroide. Usa la distancia euclidiana entre los centroides de dos grupos, y se define como,
[49],















Ci : Cluster o grupo “i”.
Cj : Cluster o grupo “j”.
Dist(Ci, Cj): distancia entre los grupos “i” y “j”.
ni : número de objetos del grupo “i”.
nj : número de objetos del grupo “j”.
Para este trabajo se seleccionó el método centroide por su semejanza a la definición del











Este proceso es posible hacerlo con la función linkage de Matlab que crea el árbol aglo-
merativo de distancias en y, donde y es una matriz de distancia euclidiana o una matriz de
disimilitud más general dado por la función pdist. Por otro lado, la función cluster construye
el árbol de grupos aglomerativos. Finalmente, para visualizar el agrupamiento realizado se usa
la función dendrogram.
3.2 Centro Eléctrico
Cabe mencionar que el centro de masa de un sistema de partículas es análogo al centro eléctrico
de un sistema de potencia [7], una manera de justificar esta analogía es que ambos sistemas
describen su dinámica con la segunda ley de Newton. En ese sentido, la Figura 3.4 muestra la
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Figura 3.4: Analogía entre los sistemas mecánico y eléctrico.
estrecha relación existente entre el sistema mecánico y eléctrico.
Con la matriz de atributos es posible calcular los centros eléctricos por cada área, que resulta
de manera conjunta un centro eléctrico global de todo el sistema. Para comprender mejor este
punto se puede citar un ejemplo práctico.












La definición de centro de masa es de acuerdo a las siguientes ecuaciones, compuesta según
















La figura 3.5, muestra la distribución de las tres partículas (áreas), el centro de masa (centro
eléctrico) por cada dos áreas, y el centro de masa (centro eléctrico) global del sistema.
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Figura 3.5: Centro de masa global y centros de masas de cada área.
3.3 Interarea Model Estimation (ime )
El método Interarea Model Estimation (ime ), [3, 20, 21, 22], estima a partir de mediciones
fasoriales de voltajes y corrientes los parámetros eléctricos reducidos de un sistema por área
de oscilación (dos áreas), es decir: la constante de inercia (H), la reactancia equivalente (X),
voltajes internos (E) y ángulos internos (δ); estos parámetros permiten reconstruir de forma
simplificada un sistema gran sistema eléctrico de potencia radial y con aceptable aproximación
conserva las características dinámicas del sep . El modelo de generador usado es de tipo clásico
y considerando la red con parámetros concentrados.
En la Figura 3.6, se muestra la representación gráfica del sep en la que se aplica esta técnica
de estimación, debiéndose contar con las mediciones fasoriales de voltajes de barra de envío y
recepción como también de la corriente que fluye por el enlace
La formulación del método ime , consta de dos partes principales: el método de reactancia
de extrapolación (estimación de reactancias equivalentes por área, x1 y x2) y la estimación de
inercias (H1 y H2).
La Figura 3.7 muestra el sep reducido, donde E1 y E2 son los voltajes internos del modelo
clásico del generador equivalente por área, z1 y z2 son las impedancias equivalentes por área,
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Figura 3.6: Gran sep - Dos áreas. (a) sep completo. (b) sep reducido.
ze es la impedancia de la línea de enlace.
La ecuación de oscilación global del sistema mostrado, despreciando el amortiguamiento es
δ̇ = Ωω

























siendo ω la velocidad angular de las máquinas equivalentes por área, Pm es la potencia mecánica
por área, Pe es la potencia eléctrica por área, Ω es el factor de conversión de por unidad a la
velocidad rad/s, Pperd representan las pérdidas totales, r es la resistencia total de la línea,
Figura 3.7: sep - Modelo clásico.
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z = zm∠α es la impedancia total serie entre los voltajes internos, H = H1H2/(H1 +H2) es la
inercia equivalente del sep , δ = δ1− δ2, que es la diferencia angular de los voltajes internos de
cada área y ω = ω1 − ω2 es la diferencia de la velocidad angular por cada área.
Se asume que las mediciones fasoriales provenientes de los pmu s están instalados en las
barras 1 y 2, con lo que es posible tener información fasorial de V1, V2 y I.
Considerando despreciables las pérdidas, es decir r1, r2 y re iguales a cero, la ecuación de









(x1 + x2 + xe)
sen δ
(3.3.2)
La ecuación de oscilación (3.3.2), requiere de conocer el equivalente E1, E2, δ1, δ2, x1, x2,
H1 y H2 de cada área así como xe del enlace. El conocimiento de estas variables y parámetros
son muy importantes ya que un gran sistema radial puede ser representado mediante un modelo
reducido dinámico de dos áreas, en ese sentido se describe la formulación para su estimación.
Reactancia de extrapolación
Se puede decir que el punto de partida consiste en encontrar la expresión de voltaje en
función del enlace total de interconexión ze′ = z1 + z2 + ze. La Figura 3.8 muestra un circuito
elemental en la que los puntos extremos A y B representan los nodos internos del equivalente
de cada área, C es un punto cualquiera sobre la línea entre A y B con impedancia z = r + jx
desde B.
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Figura 3.8: Diagrama simplificado de dos áreas.
Con un fasor de corriente Ĩ, el voltaje en el punto C es




(E1 cos (δ) + jE1 sen (δ)− E2)












La magnitud de Ṽ (x) esta definida como




c+ 2E1E2 ((a− a2 − b2) cos (δ)− b sen (δ))
= V (a, b, δ)
(3.3.4)
donde c = E22
(
b2 + (1− a)2
)
+ E1
2 (a2 + b2) viene a ser una constante. Si la resistencia es
uniforme entre A y B, tal que r/x = re′/xe′, el cual incluye el caso en que la resistencia re′ es




, b = 0 (3.3.5)







(H2 sen (δ0 + α)−H1 sen (δ0 − α)) ∆δ
∆V (x) = J (a, b, δ0) ∆δ
(3.3.6)
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Figura 3.9: Diagrama dos áreas de un sistema radial.
donde el Jacobiano J (a, b, δ0) esta expresado por
J (a, b, δ0) =




−E1E2 sen (δ0) (a− a2 − b2)− b cos (δ0)
V (a, b, δ0)
(3.3.7)
Si la resistencia es uniforme entre A y B, tal que la relación r/x = re′/xe′, la cual está
incluida el caso en que la resistencia re′ sea despreciable, en ese sentido a = x/xe′ b = 0 por
lo que J (a, b, δ0) se simplifica a
J (a, 0, δ0) = −E1E2 sen (δ0)
(1− a) a
V (a, 0, δ0)
(3.3.8)
Aplicando lo descrito anteriormente al sistema de la Figura 3.9, teniendo en cuenta que
posee una barra intermedia ubicado a lo largo de los extremos de la línea de enlace, el voltaje
fasorial en este punto puede ser medido o estimado.
Seguida de una pequeña perturbación en el sistema, las amplitudes de los voltajes de osci-
lación en esas tres barras en un determinado tiempo t = t0, son representados como V1m, V2m,
V3m. Usando 3.3.8, obtenemos tres voltajes normalizados
Vin = VimViss = A (1− ai) ai i = 1, 2, 3 (3.3.9)
donde A = −E1E2 sen (δ0) ∆δ (t0) y Viss es el voltaje en estado estacionario.
El voltaje Viss es tomado de las mediciones fasoriales antes de que ocurra el disturbio. Me-
diante el método gpof se calcularon V1m, V2m, V3m, estas amplitudes son las que corresponden
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al modo de la frecuencia inter-área.
Por comodidad el punto ubicado entre los extremos A y B, puede ser considerado a la mitad
del enlace, barra 3, este punto se calcula mediante la siguiente expresión.
Ṽ3 = Ṽ1 − j(ze/2)Ĩ (3.3.10)




(x1 + xe + x2)
, a2 =
x2
(x1 + xe + x2)
, a3 =
(x2 + xe/2)
(x1 + xe + x2)
(3.3.11)
La solución de la ecuación (3.3.9) permite encontrar x1 y x2 a pesar de que la constante
“A” no es conocida, pero es eliminada si se realiza divisiones entre estas tres ecuaciones, para
i = 1, 2, y 3, resultando
V1n (1− a2) a2 = V2n (1− a1) a1 (3.3.12)
V3n (1− a1) a1 = V1n (1− a3) a3 (3.3.13)
x1 y x2 pueden ser calculados mediante solución numérica de ecuaciones nolineales.
Estimación de Voltajes Internos
Teniendo estimados los parámetros x1 y x2, se procede a calcular los voltajes internos
estimados de cada área reducida. El sistema reducido sería igual al de la Figura 3.10 y basándose
en la ley de mallas de Kirchhoff, se puede determinar los voltajes internos del modelo clásico
de la máquina equivalente por área.
Ẽ1 = jx1Ĩ + Ṽ1
Ẽ2 = −jx2Ĩ + Ṽ2
(3.3.14)
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Figura 3.10: Sistema reducido a dos áreas.
Estas expresiones son calculadas directamente ya que se tiene estimados x1 y x2 y Ṽ1, Ṽ2 e Ĩ
son conocidos por las mediciones fasoriales.
Estimación de Inercias
La estimación de los parámetros H1 y H2 puede ser obtenida si como primer paso encontra-
mos una expresión que relacione la frecuencia inter-área con los parámetros del sistema, esto





E1E2Ω (H2 sen (δ0 + α)−H1 sen (δ0 − α))
2 (H1 +H2)Hzm
(3.3.15)




E1E2Ω (H2 sen (δ0 + α)−H1 sen (δ0 − α))
2 (H1 +H2) zm(2πf)
2 (3.3.16)




E1E2 cos (δ0) Ω
2 (xe + x1 + x2) (2πf)
2 (3.3.17)
Tal que f puede ser calculada aplicando a la señal de los voltajes cualquiera de las siguientes
herramientas: la transformada rápida de Fourier, Root Music, Prony, era , gpof . De todas
ellas la que posee prestaciones aceptables es gpof por ser un método modal que estima las
componentes de la señal de acuerdo a sus frecuencias de oscilación, computacionalmente posee
una buena eficiencia y además presenta mejor respuesta ante el ruido [25, 39, 27, 28].
34
Por otro lado, se puede encontrar una relación entreH1 yH2, usando el concepto el momento
angular total del sistema, que despreciando las pérdidas y el efecto amortiguador se define como
L = 2H1ω1 + 2H2ω2 =
∫
(H1ω̇1 +H2ω̇2) dt =
∫
(Pm1 − Pe1 + Pm2 − Pe2)dt =0 (3.3.18)






ω1 y ω2 no son conocidos en las mediciones fasoriales, sin embargo pueden ser estimadas
desde las frecuencias medidas ξ1 y ξ1 de las barras 1 y 2, y usando la siguiente expresión
ξ1 =
a1ω1 + b1 (ω1 + ω2) cos (δ1 − δ2) + c1ω2
a1 + 2b1 cos (δ1 − δ2) + c1
(3.3.20)
donde a1 = E12(1− r1)2 , b1 = E1E2r1 (1− r1), y c1 = r12E22 con r1 = x1/ (x1 + xe + x2).
De forma similar se procede con la barra 2
ξ2 =
a2ω1 + b2 (ω1 + ω2) cos (δ1 − δ2) + c2ω2
a2 + 2b2 cos (δ1 − δ2) + c2
(3.3.21)
donde a2 = E12(1− r2)2 , b2 = E1E2r2 (1− r2), y c2 = r22E22, con r2 = (x1 + xe) / (x1 + xe + x2).
Es necesario saber el valor de ξ1 y ξ2, que puede ser calculado al hacer pasar la señal de los
ángulos del voltaje de la barra 1 y barra 2 a través de un filtro derivativo H(s) = s/(Ts + 1),
y a su vez la respuesta obtenida en la salida del filtro descomponerlo a la frecuencia del modo,
esto se puede hacer con el método gpof . Este proceso es observado en la Figura 3.11.
Conociendo E1, E2, δ1, δ2, x1, x2, xe, y se puede resolver (3.3.20) y (3.3.21) y encontrar el
valor de ω1 y ω2. Llegado hasta este punto es posible determinar el valor de estimado de H1 y
H2 resolviendo (3.3.17) y (3.3.19).
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Figura 3.11: Frecuencia angular de barra 1 y barra 2.
3.4 Índices de Seguridad
Se propone un criterio para la obtención de dos índices de seguridad, formulado en base al
criterio de igualdad de áreas que determina la frontera para que un sep sea estable a la primera
oscilación. En la Figura 3.10, se muestra un sistema en la que se considera dos generadores con
modelo clásico y las pérdidas son despreciadas.
Se ha considerado calcular los índices aplicando una falla trifásica, ya que posee mayor
impacto en la estabilidad de un sep . Los índices propuestos son:
• Índice 1. Expresa el margen de potencia eléctrica a transmitir antes de que el sistema
sea inestable a la primera oscilación.
• Índice 2. Es el margen expresado angularmente para el despeje de falla antes de llegar
a la inestabilidad a primera oscilación.
Para dar inicio al cálculo de los índices de seguridad, se procede a la construcción de la
curva P vs (δ1 − δ2) por cada generador, para esto de acuerdo al sistema de la Figura 3.10 se
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(x1 + x2 + xe)
sen (δ1 − δ2)
Pe21 =
E1E2
(x1 + x2 + xe)
sen (δ2 − δ1)
(3.4.1)
Para el análisis se considera que la potencia mecánica es constante e igual a la potencia
eléctrica inicial en estado estacionario. Estas dos últimas expresiones indican que Pe12 = −Pe21,
esta particularidad hace que las curvas P vs (δ1− δ2) se comporten simétricamente, uno reflejo
de la otra. Este efecto es mostrado en la Figura 3.12.
En ese sentido, es posible evaluar la estabilidad transitoria del sistema a la primera oscilación
mediante el criterio de igualdad de áreas, analizando una de las curvas de los generadores
equivalentes.
Esto último puede ser comprobado observando la ecuación de oscilación del sistema equi-
















Figura 3.13: Curvas criterio de igualdad de áreas.
Si en esta ecuación, se reemplaza Pmec1 = −Pmec2 (consideración del modelo reducido de








) (Pmec1 − E1E2(x1 + x2 + xe) sen δ
)
(3.4.3)
donde la potencia mecánica del sistema total queda debidamente representada por la potencia
mecánica del generador equivalente del área 1, y con la información de la ecuación (3.4.3) se
genera las curvas del criterio de igualdad de áreas mostrado en la Figura 3.13.
En ese sentido, es posible evaluar la estabilidad transitoria a la primera oscilación mediante
el criterio de igualdad de áreas, con solo analizar la curva del generador equivalente del área 1.
Índice 1
La idea principal es que a partir de un punto de operación, con una cierta transferencia de
potencia, el algoritmo propuesto sea capaz de estimar el límite de la potencia por la línea
de enlace, con la condición que preserve la estabilidad transitoria a primera oscilación. Para
realizar lo mencionado, se ha considerado las siguientes premisas para la estimación:
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• Por ser los generadores de modelo clásico, los voltajes de envío y recepción son conside-
rados contantes.
• Los parámetros estimados x1, x2, H1 y H2 son considerados constantes para la obtención
del índice de seguridad, es decir que no son recalculados debido al incremento de la
potencia inicial hasta su límite; sino que para compensar este efecto se inserta al modelo
(Figura 3.10) cargas adicionales conservando los parámetros estimados.
• De acuerdo a las premisas anteriores, las curvas de P vs (δ1 − δ2) son contantes.
• El tiempo de actuación del relé considerado para el despeje de falla es 83 ms1
Con las consideraciones mencionadas, el algoritmo inicia la búsqueda de la potencia límite de
transferencia haciendo una maximización angular del generador equivalente 1, desde el ángulo
de operación inicial (δ1 − δ2) hasta el ángulo máximo que indica la frontera de estabilidad del
sep . Este proceso de maximización concluye cuando el área acelerante definido por el tiempo
de despeje de falla del relé se iguala al área frenante para la máxima transferencia de potencia.
El conjunto de ecuaciones que forman parte de la maximización angular son: la transferencia
de potencia, ángulo del tiempo de despeje de falla del relé y el criterio de áreas iguales.
Transferencia de potencia. La potencia transferida de una barra a otra, queda expresada
por
Pe12 = Pmec12 =
E1E2
(x1 + x2 + xe)
sen (δ1 − δ2)
que considerando δ1 = 0, resulta la ecuación (3.4.4)
Pmec12 =
E1E2
(x1 + x2 + xe)
sen (−δ2) (3.4.4)
1En la actualidad el tiempo de actuación de un relevador de distancia en la primera zona esta alrededor de
83 ms.
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Figura 3.14: Criterio de igualdad de áreas para índice 1.
siendo Pmax = E1E2(x1+x2+xe) .
Cálculo del ángulo en el tiempo de liberación de falla. Como se mencionó, el tiempo
considerado de liberación de falla es 83 ms. La ecuación que permite encontrar el ángulo δd
asociado a un tiempo de despeje de falla td, se determina con la siguiente expresión





donde Pacel = Pmec − Pmax falla sen (δd) es la potencia acelerante, δd es el ángulo de despeje de
falla, δ0 es el ángulo del punto de operación inicial, ω0 es la velocidad angular del sistema a la
frecuencia nominal, td es el tiempo de despeje de falla, Pmec es la potencia mecánica, Pmaxfalla
es la potencia máxima de transferencia durante la falla.
Criterio de áreas iguales. La Figura 3.14 muestra esquemáticamente el criterio usado
para encontrar la potencia límite de transmisión. Se ha considerado que las curvas prefalla y





(P0 − Pefalla)dδ (3.4.6)
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(Pepostf − Plim)dδ (3.4.7)
Para que se conserve la estabilidad angular a primera oscilación, las áreas A1 y A2 deben
ser iguales.
A1 = A2 (3.4.8)
Con el cumplimiento simultáneo de las ecuaciones (3.4.4), (3.4.5) y (3.4.8), se logra estimar
la potencia límite de transferencia entre áreas sin que el sistema pierda la estabilidad angular
a primera oscilación.








Pe0 : es la potencia eléctrica inicial por la línea de enlace.
PeLim : es el límite de la potencia eléctrica estimada sin perder la estabilidad transitoria a
primera oscilación.
Este algoritmo calcula la potencia límite de transmisión y es expresada como un índice
de seguridad que indica el margen de operación permitido para que el sistema conserve la
estabilidad, esto permite dar una idea al operador de cuanta potencia se puede transmitir sin
que se pierda la estabilidad del sistema.
Índice 2
Se propone un criterio para el cálculo de un índice de despeje de falla, formulado a partir del
ángulo en que el relé puede dar inicio al despeje de falla, al ángulo crítico y al ángulo máximo
de la curva postfalla de la potencia transmitida.
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Una manera de corregir la nolinealidad de la curva P vs (δ1− δ2) para el cálculo del índice,













Para la curva P vs (δ1 − δ2)
f(δ) = δ
g(δ) = Pmax sen (δ)






1 + (Pmax cos(δ))
2 d(δ) (3.4.11)
Si se considera una máxima distancia para que se lleve a cabo el despeje de falla, compren-





1 + (Pmax cos(δ))
2 d(δ) (3.4.12)
donde δrel es el ángulo a partir del cual el relé puede despejar la falla, δc es el ángulo crítico de
despeje de falla y δmax es el ángulo máximo en la intersección de la curva de potencia postfalla
y la potencia mecánica.





Estos índices propuestos son dependientes de la condición de operación, ya que su formu-
lación dependen de los voltajes estimados E1 y E2 y de las reactancias estimadas x1 y x2 que
cambian según el punto de operación del sep .
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Figura 3.15: Diagrama de la plataforma de análisis propuesta.
3.5 Implementación de la Plataforma de Análisis
Cada una de las definiciones desarrolladas anteriormente, componen la estructura para la im-
plementación de la plataforma de análisis que se propone en esta tesis, el diagrama estructural
se muestra en la Figura 3.15.
3.5.1 Dimensionamiento de la ventana
Se consideró apropiado que el tamaño de la ventana de datos sea mayor de 50 muestras, esto
representa 0.49 s por ventana (para un paso de tiempo 4t = 0.01s). Esto es expresado en la
ecuación (3.5.1)
#Vent = #muestras− 1
tvent = (#Vent) . (∆t)
(3.5.1)
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Figura 3.16: Proceso de la plataforma de análisis propuesta.
El proceso que realiza la metodología en la plataforma de análisis, se muestra en la Fi-
gura 3.16, en ella sintetiza el proceso ventana por ventana según la secuencia de la Figura 3.15.
3.5.2 Medición a través del simulador
La obtención de las señales de entrada se obtuvo usando la herramienta Simulink de Matlab,
en la que del sistema multimáquinas de dos áreas, [52], se extrajo la velocidad angular de
los generadores y el ángulo de los voltajes de sus terminales, el cual estas dos señales son las
entradas para que el algoritmo inicie el proceso de agrupamiento jerárquico.
Por otro lado, también se extrajo en simulación la magnitud y ángulo de los voltajes de
barra de envío y recepción así como la magnitud y ángulo de la corriente por el enlace, estas
variables sirven de entrada para llevar a cabo el algoritmo de reducción del sep .
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3.5.3 Agrupamiento Jerárquico
La plataforma de análisis que se propone comienza con el agrupamiento jerárquico al inicio y al
final de la ventana, mostrando de forma dinámica con el dendrograma los grupos de generadores
que pertenecen a cada área.
Dentro del algoritmo de agrupamiento se creó una sentencia que sea capaz de detectar
cambios en la asignación de los grupos en el recorrido de la ventana.
3.5.4 Modo gráfico de oscilaciones
Por cada agrupamiento jerárquico efectuado se muestra gráficamente las oscilaciones de potencia
bajo el concepto de centro eléctrico calculado en base al atributo definido en 3.2, donde el centro
eléctrico es el punto de eje de las oscilaciones electromecánicas que ocurre entre las áreas.
3.5.5 Método ime
Seguidamente, con la información de los voltajes fasoriales de las barras de envío y recepción y
con la corriente fasorial del enlace, es suficiente para dar inicio del algoritmo ime que permite
reducir a un sistema equivalente de dos máquinas estimando los parámetros del sistema equi-
valente reducido: constantes de inercias (H1 y H2), reactancias equivalentes (x1 y x2), voltajes
internos (E1 y E2) y ángulos internos por área (δ1 y δ2). Estos parámetros incluyen el efecto
de las cargas del sistema.
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3.5.6 Índices de Seguridad
Luego de la estimación de los parámetros del sistema reducido - 2 máquinas, se cuenta con la
información suficiente que permite armar las curvas P vs (δ1− δ2) que mediante la descripción
hecha en 3.4, se procede a realizar el cálculo de los índices de seguridad del sistema.
3.5.7 Comprobación de resultados
Para comprobar la efectividad de los resultados obtenidos en el algoritmo, se ha usado el
programa psat 2, [53]. La comparación es realizada entre la respuesta dinámica del sistema
real y la respuesta del sistema equivalente reducido sometida a la misma perturbación.
2psat es un toolbox de Matlab que realiza el análisis estacionario y dinámico y el control de sistemas
eléctricos de potencia y fue creado por el Ph.D. Federico Milano. El proyecto psat empezó en septiembre del
2001, mientras era candidato de Ph.D.en la Universitá degli Studi di Genova, Italia. La primera versión pública
se remontan en noviembre del 2002.
Capítulo 4
Resultados
Este capítulo muestra los resultados obtenidos de la plataforma de análisis descrito en el capítulo
4 y cuyo fundamento teórico fue presentada en el capítulo 3. Los casos planteados para su
implementación son: sistema 1 de 2 máquinas (estabilidad transitoria), sistema 2 de 4 máquinas
(estabilidad transitoria) y sistema 2 de 4 máquinas (estabilidad dinámica).
Los resultados y parámetros del sistema se ha considerado una potencia base de 900 mva y
un voltaje base de 230 kV.
4.1 Sistema de estudio 1
4.1.1 Descripción del sistema 1
El sistema de estudio 1 es el mostrado en la Figura 4.1. Con la finalidad de ver el efecto de la
inclusión de las cargas en las reactancias equivalentes x1 y x2, y en las constantes de inercia
equivalentes H1 y H2; en el lado del área 1 no se consideraron cargas (buscando que se vea que
los parámetros de la estimación realizada será cerca del valor real).
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Figura 4.1: sep - caso de estudio (2 máquinas)
Los parámetros usados para el sistema de la Figura 4.1, son mostrados en las Tablas 4.1 y
4.2, con Sbase = 900 MVA y Vbase=230 kV.




Tabla 4.2: Parámetros de la red (2 máquinas)






4.1.2 Análisis de estabilidad transitoria - 2 máquinas
El punto de operación para el sistema de 2 máquinas con 2 áreas, es el indicado en las Tablas 4.3
y 4.4 (Sbase = 900 mw, Vbase = 230 kV).
Para este caso se ha aplicado una falla trifásica a mitad de la línea 1-2, despejada a 5 ciclos
(83.3 ms), de esta forma se excita los modos de oscilación inter-área, que después de esta gran
perturbación se da inicio a la plataforma de análisis propuesta. La variación de los voltajes de
barra 1, 2 y 3 en pu, la potencia transmitida por la línea en mw y los ángulos de voltajes de
barra 1 y 2 respecto a la barra 3 son mostrados en la Figura 4.2. En esta figura se observa que
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Tabla 4.3: Punto de operación pre-disturbio para Generadores
Generadores V(kV) V(pu) Pgen (mw)
G1 237.889 1.0343 304.65
G2 243.11 1.057 340
Tabla 4.4: Punto de operación pre-disturbio para Red
Barra V(pu) Pcarga(mw) Qcarga(mvar)
1 1.0327 - -
2 1.039 - -
3 1.0326 - -
5 1.0322 644.53 148.10
el centro eléctrico, que para este caso esta muy cerca a la mitad de la línea 1 y 2, con lo que
divide al sistema en 2 sistemas oscilando en contraposición de fase, siendo el centro eléctrico el
eje de oscilación.
El número de ventanas consideras en la evaluación es de 4 (250 muestras por ventana), el
resultado del agrupamiento jerárquico para cada una de las ventanas se muestran en las figuras
siguientes, en que la Figura 4.3 muestra el agrupamiento en el estado inicial de la primera
ventana.
Las Figuras 4.3 a 4.6 muestran las señales de los atributos en el tiempo, la ampliación de las
señales por ventana y el proceso del agrupamiento jerárquico como primera etapa de análisis,
a su vez también se aprecian las oscilaciones inter-area. Se ha de notar que el centro eléctrico
para este caso no está ubicado a la mitad la línea sino desplazada hacia el sistema con mayor
constante de inercia, que en este caso es el área 2.
El agrupamiento realizado por cada ventana asigna los generadores 1 y 2 en el área 1, y a
los generadores 3 y 4 en el área 2. Luego de terminado el proceso de agrupamiento jerárquico,
quedando definida la topología de generación del sistema, se da inicio a la estimación de los
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Figura 4.2: Potencia del enlace, Voltajes y Ángulos de Barras (2 máquinas)




























































































Figura 4.3: Agrupamiento Jerárquico y Oscilaciones de Potencia (Inicio), 2 máquinas (estabilidad
transitoria). a) Ángulos de barras, b) Ampliación de la ventana para ángulos de barras, c) Frecuencia
en pu de barras de generación, d) Ampliación de la ventana para la frecuencia de generación, e)
Agrupamiento Jerárquico, f) Oscilación de potencia (Plano de Atributos)
50






























































































Figura 4.4: Agrupamiento Jerárquico Oscilaciones de Potencia (1era ventana), 2 máquinas (esta-
bilidad transitoria). a) Ángulos de barras, b) Ampliación de la ventana para ángulos de barras, c)
Frecuencia en pu de barras de generación, d) Ampliación de la ventana para la frecuencia de genera-
ción, e) Agrupamiento Jerárquico, f) Oscilación de potencia (Plano de Atributos)



























































































Figura 4.5: Agrupamiento Jerárquico Oscilaciones de Potencia (2da ventana), 2 máquinas (esta-
bilidad transitoria). a) Ángulos de barras, b) Ampliación de la ventana para ángulos de barras, c)
Frecuencia en pu de barras de generación, d) Ampliación de la ventana para la frecuencia de genera-
ción, e) Agrupamiento Jerárquico, f) Oscilación de potencia (Plano de Atributos)
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Figura 4.6: Agrupamiento Jerárquico Oscilaciones de Potencia (3era ventana), 2 máquinas (esta-
bilidad transitoria). a) Ángulos de barras, b) Ampliación de la ventana para ángulos de barras, c)
Frecuencia en pu de barras de generación, d) Ampliación de la ventana para la frecuencia de genera-
ción, e) Agrupamiento Jerárquico, f) Oscilación de potencia (Plano de Atributos)
parámetros reducidos; como parte de este proceso las señales de voltaje son reconstruidos me-
diante el método gpof , extrayendo esta señal a la frecuencia del modo de oscilación inter-área
obteniéndose las amplitudes de los voltajes a la frecuencia de oscilación para luego normalizarla
a Vn permitiendo así estimar las reactancias equivalente de cada área, se ha de mencionar que
el efecto de las cargas es incluida en x1, x2, H1 y H2. La etapa de descomposición de la señal
mediante gpof para obtener los voltajes a la frecuencia del modo de oscilación es mostrada en
las Figuras 4.7 a 4.9.
La Figura 4.10 permite a su vez tener una vista simultánea de los voltajes de las barras 1,
2 y 3 a la frecuencia del modo.
La estimación de las constantes de inercias de cada área es también por ventana, y se requiere
obtener la respuesta del ángulo del voltaje de las barras 1 y 2 a través del filtro s/(Ts + 1)
y luego usando el método gpof se extrae la componente de la respuesta a la frecuencia del
modo y se inicia el proceso de estimación de las constantes de inercias H1 y H2, este proceso
























































































































































































































































































































































































































































































































































































































































































Figura 4.11: Filtro Barras 1 y 2, 2 máquinas (estabilidad transitoria)
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Figura 4.12: Indice 1 (potencia límite), 2 máquinas (estabilidad transitoria)
















































Figura 4.13: Indice 2 (despeje máxima de falla), 2 máquinas (estabilidad transitoria)
Posteriormente, teniendo definido el sistema equivalente reducido se procede a calcular los
índices de seguridad por ventana, la Figuras 4.12 y 4.13 muestran las curvas P vs δ para los
índices de máxima transferencia de potencia y el máximo tiempo de despeje de falla respecti-
vamente.
Finalmente, como medida de comprobación de resultados se muestra la respuesta real del
sistema y la respuesta del sistema estimado usando los resultados de la plataforma de análisis
propuesta (ver Figura 4.14).
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Figura 4.14: Comparación Exacto e IME con PSAT (estabilidad transitoria)
En las Tablas 4.5 y 4.6, se ha hecho un resumen de los resultados obtenidos para el caso
de estudio de 2 máquinas. Este caso de estudio, fue planteado con la finalidad de observar la
inclusión del efecto de la carga en la estimación de parámetros, ya que en uno de los extremos
no se consideró carga.
Tabla 4.5: Agrupamiento Jerárquico y Reducción de sep (Sbase = 900 mw, Vbase=230 kV)
Ventana A1 A2 x1 x2 H1 H2 E1 E2 δ1 δ2
1 1 2 0.3404 0.1335 6.2273 19.1549 1.0432 1.0448 4.5057 -13.0054
2 1 2 0.3410 0.1336 6.2109 19.2522 1.0432 1.0448 4.5161 -13.0070
3 1 2 0.3409 0.1336 6.2088 19.2784 1.0432 1.0448 4.5152 -13.0060





Los parámetros estimados para el área 1 coinciden con los valores exactos de la Tablas 4.1
y 4.2, se esperaba este resultado por no contar en esta área con la presencia de carga.
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Figura 4.15: sep - caso de estudio (4 máquinas)
4.2 Sistema de estudio 2
4.2.1 Descripción del sistema 2
El sistema de potencia multimáquinas de dos áreas [52], conformado por 4 generadores que se
encuentran ubicados 2 por cada área; tal como se observa en la Figura 4.15. Se hace la evalua-
ción considerando dos situaciones: después de una gran pertubación (estabilidad transitoria) y
durante la respuesta natural del sistema transmitiendo la misma cantidad de potencia por la
línea de enlace (estabilidad dinámica).
Los parámetros usados para el sistema de la Figura 4.15, son mostrados en las Tablas 4.7,
4.8 y 4.9, con Sbase = 900 mva.






Las Tablas 4.10 y 4.11 muestran el punto de operación del sistema para el caso de estudio
2, para una potencia transmitida de 300 mw.
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Tabla 4.8: Parámetros de la red (4 máquinas)-Vbase=230 kV









Tabla 4.9: Parámetros de transformadores (4 máquinas)-Vbase=20/230 kV





4.2.2 Análisis de estabilidad transitoria - 4 máquinas
Para este caso se somete al sistema a una falla trifásica a mitad de la línea (barra 3), después de
liberada la falla en 5 ciclos entra en operación la plataforma de análisis propuesta. La magnitud
de los voltajes de las barras 1, 2 y 3 en pu, la potencia por el enlace en mw y el ángulos de
barras en rad son mostrados en la Figura 4.16; el tiempo total de simulación es de 10 s en la
que se subdivide en ventanas en donde la plataforma de análisis es aplicada para cada una de
ellas.
Aquí se observa como esta falla en la línea excita los modos electromecánicos presentes en el
sep provocando oscilaciones, permitiendo realizar el agrupamiento, la reducción estimada del
sistema y la obtención de los índices de seguridad; una manera de validar los resultados obte-
nidos es hacer una comparación entre respuesta del sistema exacto con el sistema equivalente
reducido.
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Tabla 4.10: Punto de operación pre-disturbio para Generadores
Generadores V(kV) V(pu) Pgen (mw)
G1 210 1.05 588.29
G2 210 1.05 690.25
G3 210 1.05 594.00
G4 210 1.05 594.00
Tabla 4.11: Punto de operación pre-disturbio para Red
Barra V(pu) Pcarga(mw) Qcarga(mvar)
1 0.9597 - -
2 0.9511 - -
3 0.9390 - -
4 1.05 - -
5 1.0193 - -
6 0.9903 - -
7 1.05 - -
8 0.9536 972.99 90.93
9 1.05 - -
10 1.0177 - -
11 0.9866 - -
12 1.05 - -
13 0.9431 1485.5 88.95
El número de ventanas consideras en la evaluación es de 5 (200 muestras por ventana), la
Figura 4.17 muestra el agrupamiento jerárquico para el estado inicial de la primera ventana.
Las Figuras 4.17 a 4.21 muestran las señales de los atributos en el tiempo, su ampliación
de la señal por ventana y el proceso del agrupamiento jerárquico, adicionalmente también se
observan las oscilaciones inter-area.
Luego de terminado el proceso de agrupamiento jerárquico, quedando definida la topología
de generación del sistema, se da inicio a la estimación de los parámetros reducidos; como parte
de este proceso se descomponen las señales de voltaje mediante el método gpof , extrayendo
esta señal a la frecuencia del modo de oscilación inter-área obteniéndose las amplitudes de los
voltajes a la frecuencia de oscilación para luego normalizarla a Vn permitiendo así estimar las
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Figura 4.16: Potencia del enlace, Voltajes y Ángulos de Barras



































































































Figura 4.17: Agrupamiento Jerárquico y Oscilaciones de Potencia (Inicio), 4 máquinas (estabilidad
transitoria). a) Ángulos de barras, b) Ampliación de la ventana para ángulos de barras, c) Frecuencia
en pu de barras de generación, d) Ampliación de la ventana para la frecuencia de generación, e)
Agrupamiento Jerárquico, f) Oscilación de potencia (Plano de Atributos)
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Figura 4.18: Agrupamiento Jerárquico Oscilaciones de Potencia (1era ventana), 4 máquinas (es-
tabilidad transitoria). a) Ángulos de barras, b) Ampliación de la ventana para ángulos de barras, c)
Frecuencia en pu de barras de generación, d) Ampliación de la ventana para la frecuencia de generación,
e) Agrupamiento Jerárquico, f) Oscilación de potencia (Plano de Atributos)





































































































Figura 4.19: Agrupamiento Jerárquico Oscilaciones de Potencia (2da ventana), 4 máquinas (es-
tabilidad transitoria). a) Ángulos de barras, b) Ampliación de la ventana para ángulos de barras, c)
Frecuencia en pu de barras de generación, d) Ampliación de la ventana para la frecuencia de generación,
e) Agrupamiento Jerárquico, f) Oscilación de potencia (Plano de Atributos)
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Figura 4.20: Agrupamiento Jerárquico Oscilaciones de Potencia (3era ventana), 4 máquinas (es-
tabilidad transitoria). a) Ángulos de barras, b) Ampliación de la ventana para ángulos de barras, c)
Frecuencia en pu de barras de generación, d) Ampliación de la ventana para la frecuencia de generación,
e) Agrupamiento Jerárquico, f) Oscilación de potencia (Plano de Atributos)































































































Figura 4.21: Agrupamiento Jerárquico Oscilaciones de Potencia (4ta ventana), 4 máquinas (esta-
bilidad transitoria). a) Ángulos de barras, b) Ampliación de la ventana para ángulos de barras, c)
Frecuencia en pu de barras de generación, d) Ampliación de la ventana para la frecuencia de genera-






































































































































































































































































































































Figura 4.23: Voltaje Barra 2, 4 máquinas (estabilidad transitoria)
reactancias de cada área. Esta parte del proceso es visto en las Figuras 4.22 a 4.24.
La Figura 4.25 permite tener una apreciación superpuesta de los voltajes de las barras 1, 2
y 3 a la frecuencia del modo.
Para la estimación de las constantes de inercias de cada área, se requiere obtener la respuesta
del ángulo del voltaje de las barras 1 y 2 a través del filtro s/(Ts+1) y luego usando el método
gpof se extrae la componente de la respuesta a la frecuencia del modo con lo que se usa para













































































































































































































































































































































































































































































































































































































































Figura 4.28: Indice 2 (despeje máxima de falla), 4 máquinas (estabilidad transitoria)
Por otro lado, después de realizada la estimación del sistema reducido se calcula los índices
de seguridad por ventana, la ilustración de este proceso es vista en las Figuras 4.27 y 4.28.
Finalmente, después de realizado todo el proceso indicado en el diagrama de flujo de la figura
3.15, se hace una comprobación de la respuesta real del sistema completo con la respuesta del
sistema estimado.
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Figura 4.29: Comparación Exacto e ime con psat (estabilidad transitoria)










































Figura 4.30: Potencia del enlace, Voltajes y Ángulos de Barras
4.2.3 Análisis de estabilidad dinámica - 4 máquinas
Luego de excitar los modos de oscilación electromecánicos producto de una falla, se prueba la
plataforma de análisis de esta tesis cuando el sep no es sometido a ningún evento, siendo el
punto de operación el mismo al caso anterior. La Figura 4.30 muestra la potencia por el enlace
en mw, los voltajes de barras (pu) y sus ángulos (rad).
El número de ventanas consideras en la evaluación es de 3 (300 muestras por ventana), la
Figura 4.31 muestra el agrupamiento en el estado inicial de la primera ventana.
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Figura 4.31: Agrupamiento Jerárquico y Oscilaciones de Potencia (Inicio), 4 máquinas (estabilidad
dinámica). a) Ángulos de barras, b) Ampliación de la ventana para ángulos de barras, c) Frecuencia
en pu de barras de generación, d) Ampliación de la ventana para la frecuencia de generación, e)
Agrupamiento Jerárquico, f) Oscilación de potencia (Plano de Atributos)
Las Figuras 4.31 a 4.34 muestran las señales de los atributos en el tiempo y su ampliación
por ventana, así como el proceso del agrupamiento jerárquico y las oscilaciones inter-area como
respuesta natural al transmitir una potencia de 300 mw.
Luego de terminado el proceso de agrupamiento jerárquico, se da inicio a la estimación de
los parámetros reducidos; como parte de este proceso las señales de voltaje son reconstruidos
mediante el método gpof , extrayendo esta señal a la frecuencia del modo de oscilación inter-
área, donde se obtienen las amplitudes de los voltajes para luego normalizarla a Vn permitiendo
así estimar las reactancias de cada una de las área. Esta parte del proceso es visto en las
Figuras 4.35 a 4.37.
La Figura 4.38 visualiza los voltajes de las barras 1, 2 y 3 a la frecuencia del modo de
manera comparativa.
La Figura 4.39 muestra la respuesta del filtro s/(Ts + 1) para una entrada de ángulos de
voltajes de barras 1 y 2 y su componente a la frecuencia del modo.
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Figura 4.32: Agrupamiento Jerárquico Oscilaciones de Potencia (1era ventana), 4 máquinas (es-
tabilidad dinámica). a) Ángulos de barras, b) Ampliación de la ventana para ángulos de barras, c)
Frecuencia en pu de barras de generación, d) Ampliación de la ventana para la frecuencia de generación,
e) Agrupamiento Jerárquico, f) Oscilación de potencia (Plano de Atributos)

































































































Figura 4.33: Agrupamiento Jerárquico Oscilaciones de Potencia (2da ventana), 4 máquinas (es-
tabilidad dinámica). a) Ángulos de barras, b) Ampliación de la ventana para ángulos de barras, c)
Frecuencia en pu de barras de generación, d) Ampliación de la ventana para la frecuencia de generación,
e) Agrupamiento Jerárquico, f) Oscilación de potencia (Plano de Atributos)
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Figura 4.34: Agrupamiento Jerárquico Oscilaciones de Potencia (3era ventana), 4 máquinas (es-
tabilidad dinámica). a) Ángulos de barras, b) Ampliación de la ventana para ángulos de barras, c)
Frecuencia en pu de barras de generación, d) Ampliación de la ventana para la frecuencia de generación,

































































































































































































































































































































































































































































































































































































































































































Figura 4.39: Filtro Barras 1 y 2, 4 máquinas (estabilidad dinámica)
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Figura 4.40: Indice 1 (potencia límite), 4 máquinas (estabilidad dinámica)



















































Figura 4.41: Indice 2 (despeje máxima de falla), 4 máquinas (estabilidad dinámica)
Realizada la estimación del sistema reducido, se da inicio al proceso por ventana del cálculo
de los índices de seguridad, se muestra en las Figuras 4.40 y 4.41.
Es de importancia comentar que la plataforma de análisis presentada en esta tesis es capaz
de realizar la estimación con solo la respuesta natural dinámica del sep . Finalmente, como
medida de verificación, se ha hecho una validación de los resultados comparando la respuesta del
sistema exacto con la del sistema equivalente reducido, tal como se observa en la Figura 4.42.
Las Tablas 4.12 y 4.13, resumen los resultados obtenidos para los 2 casos de estudio de 4
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Figura 4.42: Comparación Exacto e IME con PSAT (estabilidad dinámica)
máquinas, en la que se muestra también la etapa de agrupamiento jerárquico, apreciándose una
correcta selección de los generadores por área.
Tabla 4.12: Agrupamiento Jerárquico y Reducción de sep (Sbase = 900 mw, Vbase=230 kV)
Caso Vent A1 A2 x1 x2 H1 H2 E1 E2 δ1 δ2
1 1, 2 3, 4 0.4501 0.0023 15.9081 12.8802 1.0055 0.9513 17.6966 -12.6520
1 2 1, 2 3, 4 0.4467 0.0545 16.0654 15.7804 1.0051 0.9545 17.6329 -13.7566
3 1, 2 3, 4 0.4806 0.0905 19.5808 12.9060 1.0095 0.9569 18.2733 -14.5125
4 1, 2 3, 4 0.5247 0.0575 18.6534 12.5056 1.0154 0.9547 19.1001 -13.8199
1 1, 2 3, 4 0.4817 0.0487 17.7730 15.6803 1.0096 0.9541 18.2953 -13.6339
2 2 1, 2 3, 4 0.4817 0.0486 19.1571 14.9459 1.0096 0.9541 18.2945 -13.6305
3 1, 2 3, 4 0.4817 0.0487 17.9170 15.5720 1.0096 0.9541 18.2938 -13.6338
Se aprecia que para ambos casos se obtienen prácticamente resultados muy similares, que-
dando mostrado que el algoritmo de reducción es capaz de estimar los parámetros del sep
también con sólo su propia dinámica natural. Para el caso de estudio 2, se puede decir que el
sistema operando en el punto de operación mostrado en las Tablas 4.10 y 4.11, posee un ín-
dice1 promedio estimado de 0.4246, que quiere decir que el sistema tiene un margen del 42.46%
respecto al límite de operación estimado (0.5811 pu), esto quiere decir que teóricamente le
faltaría enviar por el enlace 0.247 pu (42.46% x 0.5811 pu) antes de perder la estabilidad. Para
poder saber que tan acertado es la predicción de la potencia límite, se ha encontrado mediante
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Tabla 4.13: Resultados de Indices de Seguridad - Caso 2
Caso Ventana Indice1 Indice2
1 0.4451 0.4044




2 2 0.4259 0.3860
3 0.4256 0.3859
simulación del sistema completo que la potencia límite para el mismo tipo de falla y tiempo de







Por otro lado, también posee un índice2 estimado de 0.3859 como promedio; esto quiere decir
que cuenta con un máximo de 38.59% de tiempo efectivo para despejar la falla con respecto a
Smax. El sistema reducido tiene un ángulo inicial promedio δ0prom = 0.5561 rad y un ángulo
máximo de despeje de falla δdprom = 1.361 rad, por lo que esta asociado a un tiempo de despeje




) y expresado en ciclos es 24 ciclos. A su vez
mediante simulación, bajo las mismas condiciones de operación, el sistema completo posee un







Estos resultados han mostrado como el agrupamiento jerárquico es capaz de reducir topoló-
gicamente un sistema por áreas y que es posible mediante reducción de equivalentes dinámicos
conocer los parámetros estimados x1, x2, H1 y H2, quedando el sistema bien caracterizado
pudiéndose así obtener índices de seguridad estimados que indiquen el margen de potencia
transmitida y el máximo tiempo de despeje de falla que tendría el sistema antes de perder la
estabilidad a primera oscilación.
Capítulo 5
Conclusiones y trabajos futuros
En la búsqueda de encontrar una plataforma que muestre información relevante de la dinámica
de un sistema de potencia, se hizo una revisión bibliográfica para identificar diferentes meto-
dologías, estudiarlas con la finalidad de poder hacer modificaciones alternativas, de tal manera
de integrarlas en una plataforma estructurada que permita hacer una evaluación del sistema
en la que este conformada por agrupamiento de generadores en un sistema reducido de dos
áreas, visualizar de manera gráfica el fenómeno de las oscilaciones electromecánicas, estimar los
parámetros del sistema reducido y calcular índices de seguridad del sistema.
• La plataforma de análisis presentada en este trabajo es capaz de reconstruir un SEP
de 2 áreas a partir de mediciones de frecuencia y ángulo de voltaje (muy cercano a los
terminales de generación), mediciones fasoriales de voltaje y su respectivo ángulo de barras
de envío y de recepción del enlace en la que se da la transferencia de potencia entre las
áreas.
• La matriz de atributos definida por θ vs f , permitió visualizar de manera adecuada
la existencia de oscilaciones electromecánicas de potencia e identificar los generadores
agrupados en sus respectivas áreas.
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• Se ha podido comprobar que el centro eléctrico se desplaza hacia el área de mayor for-
taleza, es decir con mayor constante inercia H, el significado de esto es que el área de
mayor H presentará menor amplitud de oscilación para cualquier perturbación.
• El uso del método ime en la estimación de los parámetros equivalentes reducidos del
sistema, presenta resultados aceptables en la reducción de un gran sistema de potencia
de 2 áreas representada de forma equivalente por un modelo de 2 máquinas (2 áreas)
enlazadas por una línea de transmisión. Esta reducción incluye en su modelo que el
efecto de las cargas se vean reflejadas en las reactancias (x1 y x2) y constantes de inercias
(H1 y H2) estimadas.
• Según la literatura revisada, muy frecuentemente es usado el método Prony para descom-
poner frecuencialmente una señal; una variante que se hizo en esta tesis es usar el método
gpof ya que posee mayor ventaja computacional y mejor respuesta frente al ruido. Se
debe mencionar que según la literatura encontrada, en el proceso de reducción ime usa el
método ERA para descomponer una señal; por las ventajas mencionadas anteriormente
en esta tesis se usó el método gpof para encontrar la componente a la frecuencia de
oscilación de una señal.
• En esta tesis fue también empleado el método GPoF para la extracción de la componente
de la respuesta al filtro s/(Ts + 1) de los ángulos de los voltajes, esto forma parte del
proceso del algoritmo de estimación de las constantes de inercias equivalentes H1 y H2;
como a su vez también se usó para descomponer a la frecuencia de oscilación las señales
de voltajes y determinar sus amplitudes, esta parte del proceso es llevada a cabo en la
estimación de las reactancias x1 y x2 por área.
• Para poder observar el desempeño de la estimación del sistema equivalente reducido se
hizo una validación de los resultados obtenidos, que consistió en la comparación de la
respuesta del sistema completo con la del sistema reducido, para esto se usó el programa
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psat, con la que se obtuvo respuestas consideradas aceptables para la estimación.
• Para verificar los índices producto de la metodología propuesta, se comprobó los resultados
con simulaciones del sistema completo y los resultados estimados aplicando la plataforma
de análisis; obtuviéndose un error para el índice1 de 9.7% y para el índice2 de 4%. El
indice1 se puede decir que predice la potencia máxima de transferencia y el índice2 indica
el porcentaje de tiempo efectivo que cuenta el sistema para liberar una falla trifásica.
• La plataforma de análisis propuesta posee buen desempeño ofreciendo, de manera visual
el agrupamiento jerárquico acompañado con la vista de las oscilaciones de potencia y a
su vez permite reducir un sistema multimáquinas de 2 áreas a un sistema de 2 máquinas
equivalentes (2 áreas). Además de lo descrito anteriormente, esta plataforma es capaz de
estimar la potencia límite de transferencia a través del enlace, esta información puede ser
crucial en la operación del sistema, ya que el operador sabría anticipadamente que tan
cerca estaría el sistema de perder la estabilidad; y como información adicional se indica un
índice que refleja el tiempo máximo para el despeje de falla para asegurar la estabilidad
del sistema a primera oscilación.
El trabajo futuro visualizado en esta tesis, es:
• Sabiendo de la existencia de sistemas eléctricos de potencia con redes malladas, se ve
la necesidad futura de ampliar la plataforma de análisis propuesta en esta tesis para un
sistema con características multi-área que sea capaz de discriminar en su agrupamiento
aquellos generadores que oscilan en contraposición de fase una con otra, de tal manera que
permita tomar en cuenta la participación de los generadores en el modo de oscilación. Por
otro lado, es necesario desarrollar un método de estimación de parámetros reducidos y la
obtención de índices de seguridad para un sistema multi-área que contemple la dinámica
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de los grupos de generadores que participan en el modo de oscilación electromecánica e
incluir como restricción el límite térmico del conductor de la línea que enlaza las áreas.
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