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Abstract
Randomized matrix compression techniques, such as the Johnson-Lindenstrauss transform,
have emerged as an effective and practical way for solving large-scale problems efficiently.
With a focus on computational efficiency, however, forsaking solutions quality and accuracy
becomes the trade-off. In this paper, we investigate compressed least-squares problems and
propose new models and algorithms that address the issue of error and noise introduced by
compression. While maintaining computational efficiency, our models provide robust solutions
that are more accurate—relative to solutions of uncompressed least-squares—than those of
classical compressed variants. We introduce tools from robust optimization together with a
form of partial compression to improve the error-time trade-offs of compressed least-squares
solvers. We develop an efficient solution algorithm for our Robust Partially-Compressed (RPC)
model based on a reduction to a one-dimensional search. We also derive the first approximation
error bounds for Partially-Compressed least-squares solutions. Empirical results comparing
numerous alternatives suggest that robust and partially compressed solutions are effectively
insulated against aggressive randomized transforms.
1 Introduction
Random projection is a simple and effective dimensionality reduction technique that enables sig-
nificant speedups in solving large-scale machine learning problems [6, 10]. It has been successfully
used, for example, in classification [11, 13], clustering [4, 9, 12], and least-squares problems [7, 11].
The focus of this paper will be on the latter. We consider the following canonical least-squares
estimator, with A ∈ RM×N :
xLS
def
= argmin
x
1
2
‖Ax− b‖2 = (ATA)−1AT b (1)
1
ar
X
iv
:1
51
0.
04
90
5v
1 
 [s
tat
.M
L]
  1
6 O
ct 
20
15
1 1.02 1.04 1.06 1.08 1.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
t
(E
mp
iric
al)
 P
rob
ab
ilit
y t
ha
t re
sid
ua
l o
f th
e
m
e
th
od
 is
 w
ith
 fa
ct
or
 "t
" o
f t
he
 b
es
t m
et
ho
d
 
 
Full LS
Compressed LS
Compressed LS, reg.
Compressed LS, robust .
PartialCompressed LS
PartialComp. LS, reg.
PartialComp. LS, robust
Figure 1: Testing the data residual of various compressed least-squares methods.
where ‖·‖, for vectors, denotes the Euclidean norm throughout the paper, and A has the full column
rank. We assume that M  N and refer to xLS as the solution to the uncompressed problem.
When M is very large, solving the least-squares problem in (1) can be time-consuming and compu-
tationally expensive. To gain the necessary speedups, random projections are used. The standard
approach to doing so proceeds as follows [7]. First, we construct a compression matrix Φ ∈ Rm×M
from a random distribution such that E
[
ΦTΦ
]
= I and m  M . Then, we solve the fully com-
pressed problem:
xCLS
def
= argmin
x
1
2
‖Φ (Ax− b)‖2 (2)
Numerous efficient methods for constructing the compression matrix Φ have been developed; surveys
are provided in [3, 7, 10]. We describe and use several common methods for constructing Φ in
Section 5.
When m in Φ is small, the fully compressed least-squares problem in (2) is much easier to solve
than the uncompressed least-squares in (1). However, as demonstrated in our numerical results,
compression can introduce significant errors to the solution xCLS when compared to the uncom-
pressed solution, xLS (see Fig. 1, explained in details in Section 5) and one is forced to consider
the trade-off between accuracy and efficiency. As our main contribution, we propose and analyze
two new models that address this issue and provide a desirable trade-off; enabling robust solutions
while preserving small computational complexity.
Demonstrated in Fig. 1—which is based on a real dataset from the National Health Interview
Survey from 1992—by simply applying a form of regularization or by applying robust optimiza-
tion techniques to explicitly model errors introduced by compression, we already observe increased
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accuracy of solutions compared to the classical compressed solution, xCLS. Inspired by these re-
sults, our main model alleviates the effects of compression on solutions’ quality—while maintaining
the computational benefits of compressed least-squares—by applying the compression on only the
computationally intensive terms of ordinary least-squares. Our new model is the following partially-
compressed least-squares estimator:
min
x
1
2
‖ΦAx‖2 − bTAx (3)
and its solution is given by:
xPCLS
def
= (ATΦTΦA)−1ATb . (4)
Again, notice that only the computationally expensive parts of the ordinary least-squares estima-
tor, which involve inverting ATA, are compressed. Also notice, in comparison, that the objective
function of the fully compressed least-squares estimator is 12 ‖ΦAx‖2 − bT ΦTΦAx.
While not the focus of this paper—since our goal here is to introduce our new estimator in (3)—it is
important to note that the prediction error ‖AxPCLS−AxLS‖ of the partially compressed solution,
xPCLS, is not always smaller than the error of the fully compressed one, xCLS. Section 4 describes
when and why this is the case. Currently, we are investigating this topic in more details and have
derived a new model that combines both solutions and outperforms both individually.
Observing that our new estimator still introduces prediction errors when compared to the original
uncompressed solution xLS, we have derived our second model, the robust partially-compressed
least-squares estimator (RPC). Described in Section 2, RPC explicitly models errors introduced
by compression and is closely related to robust least-squares regression [8]. Leveraging robust
optimization techniques makes it possible to reduce the solution error without excessively increasing
computational complexity and is a data-driven approach that has been widely used in the last two
decades [2]. In our numerical results, we have observed a similar effect to that when applying robust
optimization to the fully compressed least-squares solution; increased accuracy and reduction in
error.
While RPC can be formulated as a second-order conic program (SOCP), generic off-the-shelf SOCP
solvers may be slow for large problems. Therefore, as one of our contributions, we have developed a
fast algorithm based on a one-dimensional search that can be faster than CPLEX by over an order
of magnitude. Using this fast algorithm, described in Section 3, the RPC model is asymptotically
just as efficient as the non-robust model. Table 1 puts our results in context of prior related work
and all model variants we consider are presented in Table 3.
Our empirical results, discussed in Section 5, show that both partially-compressed and robust
partially-compressed solutions can outperform models that use full compression in terms of qual-
ity of solutions. We also show that compressed variants are more computationally efficient than
ordinary least-squares, especially as dimensions grow.
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Least Squares Ridge Regression Robust Least Squares
No Compression many e.g., [5] [8]
Partial Compression new: (3) new: (5) new: (6)
Full Compression e.g., [7] e.g., [5] new (but algo. via El Ghaoui)
Table 1: Our work in context of previous results. The equation numbers point to the objective
functions for each method.
2 Robust Partially-Compressed Least-Squares
In this section, we describe how to incorporate robustness in our Partially-Compressed least-squares
model (3). As described above, our objective is to enhance solutions’ quality and increase robustness
against noise and errors introduced by compression. One way of improving robustness is to use
ridge regression, which when applied to our model (3), we obtain the following formulation:
min
x
1
2
‖ΦAx‖2 − bTAx+ µ‖x‖2, (5)
for some regularization parameter µ. One caveat of using ridge regression is that it does not
capture the error structure introduced by compression, which differs significantly from that present
in the data of the original uncompressed ordinary least-squares problem. Robust optimization [2],
however, enables us to do exactly that and allows us to explicity model the error structure. The
following is our Robust Partially-Compressed (RPC) estimator:
xRPC = argmin
x
max
‖∆P‖F≤ρ
1
2
‖(P + ∆P )x‖2 − bTAx (6)
where P = ΦA and ∆P is a matrix variable of size m×N . The general formulation of the problem
allows for a more targeted model of the noise that captures the fact that ‖ΦAx‖ is a random variable
while bTAx is not. That is, the uncertainty is restricted to the data matrix P alone since the partial
compression does not introduce any noise in the right-hand side.
Without compression, it is worth noting that applying robust optimization techniques to the or-
dinary least-squares problem yields the same solution as applying ridge regression with a data-
dependent parameter [8]. As we will show, this is not the case in our setting, as robust partially-
compressed least-squares does not reduce to ridge regression. Empirically, we have also seen that
robust partially-compressed least-squares is more likely to yield better results than ridge regression
and has more intuition built behind it.
All of the above, motivated us to focus more on our RPC (6) model and to derive a corresponding
efficient solution algorithm. In what follows, we show that RPC (6) can be formulated as a second-
order conic program (SOCP) that can be solved via off-the-shelf solvers such as CPLEX, and in
Section 3, we propose an alternative way to solving RPC and derive an efficient solution algorithm
based on a reduction to one-dimensional search.
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2.1 SOCP Formulation of RPC
While the inner optimization in (6) is a non-convex optimization problem, we show in the following
lemma that there exists a closed-form solution.
Lemma 1. The inner maximization in (6) can be reformulated for any x as:
max
‖∆P‖≤ρ
‖(P + ∆P )x‖2 = (‖Px‖+ ρ‖x‖)2 . (7)
In addition, the maximal value is achieved for ∆P = ρ‖Px‖‖x‖Pxx
T.
Proof. The objective function can be upper-bounded using the triangle inequality:
max
‖∆P‖≤ρ
‖(P + ∆P )x‖2 ≤ max
‖∆P‖≤ρ
(‖Px‖+ ‖∆Px‖)2
≤ (‖Px‖+ ρ‖x‖)2 .
To show that this bound is tight, consider ∆P = ρ‖Px‖‖x‖Pxx
T. It can be readily seen that
‖∆P‖F = ρ. Then by algebraic manipulation:
max
‖∆P‖≤ρ
‖(P + ∆P )x‖2 ≥ ‖(P + ∆P )x‖2
= (‖Px‖+ ρ‖x‖)2 .
Using Lemma 1, the robust partially-compressed estimator xRPC is the optimal solution to:
min
x
1
2
(‖Px‖+ ρ‖x‖)2 − bTAx . (8)
We now analyze the structure of the optimal solution and point to connections and differences in
comparison to results from ridge regression.
Theorem 1. The optimal solution xRPC to (8) must satisfy:
xRPC =
1
α+ ρ β
(α−1 PT P + ρ β−1 I)−1AT b , (9)
such that α = ‖PxRPC‖ and β = ‖xRPC‖, or xRPC = 0 if ATb = 0.
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Proof. The theorem follows the first-order optimality conditions. The function (8) is everywhere
convex, and differentiable everywhere except at x = 0. We can show the solution x = 0 is only
optimal if ATb = 0. The objective at x = 0 is 0. If ATb 6= 0, then for sufficiently small t > 0, the
point tATb gives a strictly negative objective (since t2 = o(t) as t→ 0), hence x = 0 is not optimal.
If x 6= 0, the following first-order conditions are necessary and sufficient:
0 = (‖Px‖+ ρ ‖x‖)
(
PTPx
‖Px‖ + ρ
x
‖x‖
)
−ATb,
from where we derive (9). The theorem follows directly from setting α and β to the required
values.
Theorem 1 shows that the optimal solution to the robust partially-compressed least-squares problem
is structurally similar to a ridge regression solution. The two main differences are that there are
two parameters, α and β, and these parameters are data-dependent. When setting ρ to 1—which
is what we have done in our empirical study, one advantage over ridge regression would be that
there is no need to fine-tune the regularization parameter, µ, and one can rely on only data-driven
parameters α and β. Even when there is a need to fine-tune the free parameter ρ in RPC—which
we have not done in our results and simply sat ρ to be equal to 1—ρ has a structural meaning
associated with it; ρ is the size of the uncertainty set in (6) and (7) and one can quickly build an
intuition behind how to set its value, which is not the case for the regularization parameter µ. In a
current investigation, which is out of the scope of this paper, we are building connections between
ρ and the compression dimension m, which will enable us to appropriately set ρ as a function of m.
Note that Theorem 1 does not provide a method to calculate xRPC, since α and β depend on xRPC.
However, given that (8) is a convex optimization problem, we are able to reformulate it as the
following second-order conic program (SOCP) in standard form:
min
x,t,u,z
1
2
z − bTAx
s.t. ‖Px‖ ≤ t , ρ ‖x‖ ≤ u ,
∥∥∥∥t+ uz − 14
∥∥∥∥ ≤ z + 14 . (10)
The last constraint in this program translates to z ≥ (t+ u)2.
While efficient polynomial-time algorithms exists for solving SOCP problems, they are typically
significantly slower than solving least-squares. Therefore, to achieve practical speedup, we need to
derive a more efficient algorithm. In fact we propose a reduction to a one-dimensional optimization
problem in Section 3.
3 Efficient Computation of RPC
As Section 2 shows, the RPC optimization (8) represents a convex second-order conic problem.
However, simply using convex or SOCP solvers is too slow when applied to large problems. In this
section, we describe a faster approach based on a reduction to a one-dimensional search problem.
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Algorithm 1: Efficient Algorithm for Solving RPC
Input: A, b, Φ, P = ΦA, ρ
Output: x
1 U ΣV T ← SVD(P );
2 τ ← ρ ‖b‖2/2 ; // Initialization
// Solve x← argminx hτk (x)
3 while | ‖Σy‖γk − 1| ≤  do
4 γk ← arg minγ φ(γ) =
∑N
i=1
b¯2i
(γσ2i+ρ)
2 − 1 yk ← 1τ V T(PTP + γkI)−1ATb ;
// When τ = τ? then α = ‖Σy‖
5 τk+1 ← τk‖Σyk‖ γk ;
// Recover the solution
6 α← τ
1+ργ?
; // Using: α+ ρ β = τ
7 β ← τ−α
ρ
;
8 x← 1
β
V y ;
First, re-formulate the optimization problem (8) as:
min
x,t
1
2
t2 − bTAx s.t. ‖Px‖+ ρ‖x‖ ≤ t (11)
Our goal is to derive and then solve the dual problem. The Lagrangian of (11) is
L(x, t, τ) = 1
2
t2 − bTAx+ τ (‖Px‖+ ρ‖x‖ − t)
Since strong duality conditions hold, we solve the one-dimensional dual maximization problem
maxτ≥0 g(τ) where g(τ) is given as
min
t
(
1
2
t2 − τt
)
+ min
x
τ (‖Px‖+ ρ‖x‖)− bTAx
= −1
2
τ2 + min
x
τ (‖Px‖+ ρ‖x‖)− bTAx︸ ︷︷ ︸
hτ (x)
. (12)
The second equality follows since ‖Px‖ + ρ‖x‖ = t = τ for the optimal primal and dual solution.
Observe that hτ (x) is positive homogeneous in x and therefore:
min
x
hτ (x) =

−∞ τ < τ? (Case 1)
0 τ = τ? (Case 2)
0 τ > τ? (Case 3)
(13)
where τ? ≥ 0 is the optimal dual value.
Intuitively, to solve for the optimal solution, we need to find the maximal value of τ such that
hτ (x) = 0. Appendix A derives the approach that is summarized in Algorithm 1. Observe that
the function hτ (x) is convex. The main idea is to reduce the optimization to a single-dimensional
7
Least Squares Robust Partial Compression
Compression Gaussian Walsh-Hadamard Counting
Comp. Time O(mM N) O(M logMN) O(nnz)
Solution Time O(M N2) O(mN2 +N3) O(mN2 +N3) O(mN2 +N3)
Total Time O(M N2) O(mM N +mN2) O(M logMN +mN2) O(nnz +mN2)
Table 2: Asymptotic computational complexity of various compression methods. Symbol nnz
denotes the number of non-zero elements in A we are assuming that m N and M  N .
minimization and solve it using Newton method. We also use the SVD decomposition of P to make
the search more efficient so that only a single O(N3) step is needed.
In terms of the computational complexity, Algorithm 1 requires O(mN2 +N3) operations to com-
pute the singular value decomposition and to multiply PTP . All operations inside of the loop
are dominated by O(N3). The number of iteration that is needed depends on the desired preci-
sion. Table 2 compares the asymptotic computational complexity of the proposed robust partial
compression with the complexity of computing the full least-squares solution.
4 Approximation Error Bounds
Compressing the least-squares problem can significantly speed up the computation, but it is also
important to analyze the quality of the solution of the compressed solution. Such analysis is known
for the fully compressed least-squares problem (e.g. [11]) and in this section, we derive bounds for
the partially-compressed least-squares regression.
First, the following simple analysis elucidates the relative trade-offs in computing full or partial
projection solutions. Let x? be the solution to the full least-squares problem (3) and z? = b−Ax?
be the residual. Recall that ATz? = 0. Now when xCLS is the solution to (2), then:
xCLS = (A
TΦTΦA)−1ATΦTΦb
= x? + (ATΦTΦA)−1ATΦTΦz?
On the other hand, the solution xPCLS to (4) satisfies:
xPCLS = (A
TΦTΦA)−1ATb = (ATΦTΦA)−1ATAx?
The error in xCLS is additive and is a function of the remainder z
?. The error in xPCLS is, on the
other hand, multiplicative and is independent of z?. As a result, a small z? will favor the standard
fully compressed least-squares formulation, and a large z? will favor the new partial compressed
one.
We will now show that, in the sense of the following definition, the residual of the optimal solution
of the partial projection problem is close to the residual true solution of the least-squares problem.
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Definition 1 (-optimal solution). We say that a solution xˆ is -optimal if it satisfies
‖A(xˆ− xLS)‖
‖AxLS‖ ≤ ,  ∈ (0, 1) (14)
where xLS is an optimal solution of the original high-dimensional system (1).
For sub-Gaussian and ROS sketches, we can show that results in [11] can be extended to bound
approximation errors for partially-compressed least-squares based on the definition of -optimal
above. These results are nearly independent of the number of rows M in the data matrix (except
for how these affect ‖AxLS‖). The main guarantees for unconstrained least-squares are given in the
following theorem that provides an exponential tail bound:
Theorem 2 (Approximation Guarantee). Given a normalized sketching matrix Φ ∈ Rm×M , and
universal constants c0, c
′
0, c1, c2, the sketched solution xPCLS (4) is -optimal (14) with probability
at least 1− c1 exp(−c2m2), for any tolerance parameter  ∈ (0, 1), when the sketch or compression
size m is bounded below by
(i) m > c0
rank(A)
2 , if Φ is a scaled sub-Gaussian sketch
(ii) m > c′0
rank(A)
2 log
4(N), if Φ is a scaled randomized orthogonal systems (ROS) sketch
See Appendix B for the proof.
By “scaled” sketch, we mean E(ΦTΦ) = I, since for partial compression, scaling Φ does affect the
answer, unlike full compression. For example, in the Gaussian case, we draw the entries of Φ from
N (0, 1m ) instead of N (0, 1).
5 Empirical Results
Our focus in this section is on the improvement of the solution error in comparison with the non-
compressed least squares solution and the improvement over regular full compression. We also
investigate the computational speed of the algorithms and show that partial compression is just as
fast as full compression (and hence sometimes faster than standard least-squares), and that robust
partial compression is only roughly twice as slow (and asymptotically it is the same cost).
Table 3 summarizes the methods that we consider for the empirical evaluation. All methods were
implemented in MATLAB with some of the random projection code implemented in C and multi-
threaded using the pthread library; all experiments were run on the same computer. For solving
ordinary least squares, we consider two methods: 1) directly use Matlab’s least-square solver A\b
(which is based on LAPACK), and 2) solving the normal equations: (ATA)\b. The latter method
is significantly faster but less numerically stable for ill-conditioned matrices.
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Least Squares variant Objective
Least Squares minx
1
2
‖Ax− b‖2
Compressed LS (i.e., full compression) minx
1
2
‖Φ (Ax− b)‖2
Regularized Compressed LS minx
1
2
‖Φ (Ax− b)‖2 + µ
2
‖x‖2
Robust Compressed LS minx max‖[∆P,∆B]‖F≤ρ
1
2
‖(ΦA+ ∆P )x− (Φ + ∆B)b)‖2
Partial Compressed LS minx
1
2
‖ΦAx‖2 − bTAx
Regularized Partial Compressed LS minx
1
2
‖ΦAx‖2 − bTAx+ µ
2
‖x‖2
Robust Partial Compressed LS minx max‖∆P‖F≤ρ
1
2
‖(ΦA+ ∆P )x‖2 − bTAx
BLENDENPIK minx
1
2
‖Ax− b‖2 via preconditioned LSQR [1]
Table 3: Methods used in the empirical comparison
For completeness, we compare with (ridge-)regularized and robustified versions of the standard
compressed LS problem (2). The robust version is solved following the algorithm outlined in [8]
since this can be treated as a robust ordinary least squares problem.
We first investigate accuracy using a data set from the National Health Interview Survey from 1992,
containing 44085 rows and only 9 columns; since it is highly overcomplete and contains potentially
sensitive data, it is a good candidate for sketching. To test over this, we do 100 realizations of 5000
randomly chosen training data and 10000 testing data, and for each realization draw 50 random
Walsh-Hadamard sketches with m = 10N . The residual on the testing data (median over all 5000
realizations) is shown in Fig. 1. For robust variants, we set µ to be 5 times the minimum eigenvalue
of ATΦTΦA, and for robust variants we set ρ = 1.
The figure presents the results similar to a CDF or a “performance profile” as used in benchmarking
software; a smaller area above the curve indicates better performance. A point such as (0.5, 1.02)
means that on half the simulations, the method achieved a residual within a factor of 1.02 of the
least-square residual.
There are two clear observations from the figure: partial compression gives lower residuals than
full compression, and the regularized and robust variants may do slightly worse in the lower-left
(i.e., more bias) but better in the worst-case upper-right (i.e., less variance). Put another way, the
robust and regularized versions have stronger tail bounds than the standard versions. We also see
a slight benefit of robustness over regularization, though the effect depends on how µ and ρ are
chosen.
The next dataset represents a set of synthetically generated matrices used in [1]. The authors
consider three distinct types of matrix based on their coherence: 1) incoherent, 2) semi-coherent,
and 3) coherent. Figure 3 shows the results on a 30000×750 incoherent matrix for all three types of
matrix compression. The data matrix has a condition number 104. To compare multiple methods,
we use the same compression matrix to evaluate each methods. The accuracy of a solution x̂ is
defined with respect to the residual of xLS, namely (‖Ax̂− b‖/‖AxLS − b‖)− 1.
The results in Figure 3 illustrate that the partial compression significantly improves on the residual
of the solution in comparison with using full compression. In terms of the timing results, the
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Figure 2: For very high compression (m/M very small), with evenm = N , robustness/regularization
is beneficial.
computation time is dominated by the random projection. As a result, only the fastest projection
based on the count sketch significantly outperforms ordinary least squares. Figure 4 shows the
same results for a larger matrix with dimensions 40000 × 2000. Now that the dimensions are
larger, the Walsh-Hadamard sketch is also faster than ordinary least-squares. Overall the results
show that the partial compression method can significantly improve on the accuracy in comparison
with full compression while significantly reducing the computation time with respect to ordinary
least-squares.
The timing results on the semi-coherent matrix from [1] are essentially the same as for the incoherent
one, hence we do not show them. However, Figure 5 shows that partial compression combined with
the count sketch has a significantly greater error. This is not unexpected since the semi-incoherent
matrix is sparse (and in fact parts of it are nearly diagonal) and the count sketch will preserve
most of this sparsity, though we lack a theory to explain it precisely. Note that our approximation
guarantees were only shown for the Walsh-Hadamard and Gaussian sketch. The semi-coherence of
the matrix does not affect Walsh-Hadamard and Gaussian sketches, in agreement with our theorem.
Figure 6 shows the breakdown of timing for the individual parts of each of the algorithms that we
consider. The compression method used the counting sketch in all compressed methods with the
exception of blendenpik (mex) which used the Walsh-Hadamard random matrix vis the sprial WHT
package, and both blendenpik versions are set to use low-accuracy for the LSQR step. The matrix
A is 5 · 104 × 500 random matrix with condition number 106.
Finally, Fig. 2 investigates the regime when m is very small. The partial and fully compressed
solutions greatly deteriorate as m→ N , whereas the robust and regularized versions still give more
useful solutions.
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Figure 3: Accuracy (left) and speed (right) for partial/full compressed least squares for three
types of sketching matrices as a function of the amount of compression. Matrix dimensions were
30000× 750.
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Figure 4: Accuracy (left) and speed (right) for partial/full compressed least squares for two
types of sketching matrices as a function of the amount of compression. Matrix dimensions were
40000× 2000. The matrix was too large for Gaussian compression.
6 Conclusion
We introduced partially-compressed and robust partially-compressed least-squares linear regression
models. The models reduce the error introduced by random projection, or sketching, while retaining
the computational improvements of matrix compression. The robust model specifically captures
the uncertainty introduced by the partial compression, unlike ordinary ridge regression with the
partially compressed model. Our experimental results indicate that the robust partial compression
model out-performs both partially-compressed model (with or without regularization) as well as
the fully compressed model. Partial compression alone can also significantly improve the solution
quality over full compression.
While the partially-compressed least-squares retains the same computational complexity as full
compression, the robust approach introduces an additional difficulty in solving the convex opti-
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Figure 6: Breakdown of the timing of the parts of the algorithms. Note that the time for A\b
continues off the chart.
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mization problem. By introducing an algorithm based on one-dimensional parameter search, even
the robust partially-compressed least-squares can be faster than ordinary least-squares.
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A Minimization of hτ in Algorithm 1
In this section, we describe how to efficiently minimize hτ (x). Recall that hτ is defined in (12).
Now consider the problem of computing argminhτ (x) for a fixed τ . In case 2 of (13), there exists
a solution x 6= 0 and therefore the function is differentiable and the optimality conditions read
τ
(
PTP
α
+ ρ
I
β
)
x = ATb, α = ‖Px‖, β = ‖x‖ . (15)
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The optimality conditions are scale invariant for x 6= 0 and therefore we can construct a solution
such that β = ‖x‖ = 1.
Let V DV T = PTP be an eigenvalue decomposition of PTP , i.e., Dii = di = σ
2
i are the squared
singular values of P , and V are the right singular vectors of P = UΣV T. We make the change-
of-variables to y = V Tx (hence ‖y‖ = ‖x‖) and define b = V TATb, which gives an equation for y
which is separable if α is fixed. We thus need to solve
τ(γD + ρI)y = b (16)
1 = β = ‖y‖ (17)
1/γ = α = ‖Σy‖ (18)
Since di ≥ 0 the solution of (16) is unique for a given γ. Therefore, the equations (16)-(18) are
satisfied if and only if there exists a γ such that the solution to (16) satisfies both (17) and (18).
We use Newton’s method to compute γ that satisfies (16). Define
φ(γ) = τ−2
N∑
i=1
b
2
i
(γσ2i + ρ)
2 − 1
so (16) and (17) are satisfied if φ(γ) = 0 for γ ≥ 0. We note that
φ′(γ) = −2τ−2
N∑
i=1
σ2i b
2
i
(γσ2i + ρ)
3
which is always negative when γ ≥ 0, hence φ is monotonic and we are guaranteed that there is a
unique root (i.e., it is analogous to convex minimization) in the region γ ≥ 0. We can apply any
variant of safe-guarded Newton style methods to solve for the root.
Let x = V Ty for y the optimal solution of the Newton method optimization. We now check if (18)
is satisfied for this particular value of γ ≡ α−1 to determine which case of (13) we are in. If (18) is
satisfied and hτ (x) = 0 that means that we are in Case 2 and τ = τ
?. That is, the complementary
slackness conditions are satisfied and the minimum of hτ (x) is 0. If, on the other hand, hτ (x) < 0
then we are in Case 1 and scaling x yields an arbitrarily small value. Finally, if y does not satisfy
(18), then the optimal solution is y = 0 and we are in Case 3. Note that hτ (x) is not differentiable
at x = 0.
Finally, if we are in Case 2, then x is a scaled optimal solution. To recover the optimal solution,
we use t = τ to appropriately scale x. Specifically, since we took β = 1 and worked with γ ≡ α−1,
this was equivalent to working with γ = β/α so we can recover the properly scaled β? = α?γ and
hence α? = (1 + ργ)−1τ?.
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B Proof of Theorem 2
Proof. The proof uses the stochastic arguments of [11] directly, and modifies their deterministic
argument (Lemma 1). For brevity, write x̂ = xPCLS and x
? = xLS. From the optimality of x̂ to the
partial-compressed least squares problem (3), we have:
‖ΦAx̂‖2 ≤ ‖ΦAx‖2 + 2〈A (x̂− x), b〉. (19)
for all x, and in particular x = x?. From the optimality of x? to equation (1), the gradient at x? is
zero so we have 〈Ax,Ax? − b〉 = 0 for any x, and hence, using x = x̂− x?, re-arranging this gives
〈A(x̂− x?), b〉 = 〈A(x̂− x?), Ax?〉 (20)
Thus
1
2
‖ΦA (x̂− x?)‖2
=
1
2
‖ΦAx̂‖2 + 1
2
‖ΦAx?‖2 − 〈ΦAx̂,ΦAx?〉
≤ ‖ΦAx?‖2 + 〈A (x̂− x?), b〉 − 〈ΦAx̂,ΦAx?〉
= 〈A (x̂− x?), b〉 − 〈ΦA (x̂− x?),ΦAx?〉
= 〈A (x̂− x?), (I − ΦTΦ)Ax?〉
where the first inequality follows from (19) and the final equality follows from (20). Normalizing
both sides of the last inequality appropriately, we obtain:
1
2
‖ΦA (x̂− x?)‖2
‖A (x̂− x?)‖2︸ ︷︷ ︸
U1
‖A (x̂− x?)‖
≤ ‖Ax?‖
〈
A (x̂− x?)
‖A (x̂− x?)‖ , (I − Φ
TΦ)
Ax?
‖Ax?‖
〉
︸ ︷︷ ︸
U2
To complete the proof, we need to show that 2 U2U1 is bounded above by  ∈ (0, 1) for both the
sub-Gaussian sketch and the ROS sketch. Define Z1(A) = infv∈range(A), ‖v‖=1 ‖Φv‖2 and
Z2(A) = sup
v∈range(A), ‖v‖=1
∣∣〈u, (ΦTΦ− I) v〉∣∣ ,
where u is any fixed vector of norm 1. Then U2/U1 ≤ Z2/Z1.
Taking the scaling of Φ into account, then Z2/Z1 <  if: (a) Φ is a scaled sub-Gaussian sketch and
condition (i) of the theorem holds, since we apply Lemmas 2 and 3 of [11]; or (b) Φ is a scaled ROS
sketch and condition (ii) of the theorem holds, since we apply Lemmas 4 and 5 of [11].
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