Abstract Characterizing the dignity of breast lesions as benign or malignant is specifically difficult for small lesions; they do not exhibit typical characteristics of malignancy and are harder to segment since margins are harder to visualize. Previous attempts at using dynamic or morphologic criteria to classify small lesions (mean lesion diameter of about 1 cm) have not yielded satisfactory results. The goal of this work was to improve the classification performance in such small diagnostically challenging lesions while concurrently eliminating the need for precise lesion segmentation. To this end, we introduce a method for topological characterization of lesion enhancement patterns over time. Three Minkowski Functionals were extracted from all five post-contrast images of 60 annotated lesions on dynamic breast MRI exams. into a high-dimensional texture feature vector. These feature vectors were classified in a machine learning task with support vector regression. For comparison, conventional Haralick texture features derived from gray-level co-occurrence matrices (GLCM) were used. A new method for extracting thresholded GLCM features was also introduced and investigated here. The best classification performance was observed with Minkowski Functionals area and perimeter, thresholded GLCM features f8 and f9, and conventional GLCM features f4 and f6. However, both Minkowski Functionals and thresholded GLCM achieved such results without lesion segmentation while the performance of GLCM features significantly deteriorated when lesions were not segmented ( p < 0.05). This suggests that such advanced spatio-temporal characterization can improve the classification performance achieved in such small lesions, while simultaneously eliminating the need for precise segmentation.
Introduction
Breast cancer is among the leading causes of mortality for women in North America [1] . In this regard, dynamic contrast-enhanced MRI (DCE-MRI) is emerging as a promising diagnostic modality in the detection and evaluation of suspicious mammographic lesions. However, DCE-MRI exams typically require acquisitions in both spatial and temporal domains making subjective evaluation of clinical findings a challenging task for the radiologist. As a result, breast cancer diagnosis on DCE-MRI has been the subject of research in the area of computer-aided diagnosis (CADx) [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . 1 An example of binarization through application of gray-level thresholds as demonstrated with a benign and malignant lesion. Note the drastic changes in topology with the malignant lesion as the threshold changes as opposed to a fairly consistent topology exhibited by the benign lesion. Such differences can be captured by Minkowski Functionals Previous work has showcased the ability of CADx applications to achieve a high diagnostic sensitivity (up to 97 %) and reasonable specificity (76.5 %) in the task of classifying suspicious lesions on DCE-MRI through the use of dynamic criteria, morphologic criteria, or combinations of both [12] . However, not many studies have focused on evaluating the value of DCE-MRI in small lesions which may not exhibit typical characteristics of benign and malignant tumors [13] . Accurate diagnosis of such small lesions is clinically important for improving disease management in patients, where evaluating the dignity of breast lesions as being benign or malignant is specifically challenging.
BENIGN MALIGNANT
In this regard, Leinsinger et al. [14] reported a diagnostic accuracy of 75 % in breast cancer diagnosis through cluster analysis of signal intensity (SI) time curves. More recently, Schlossbauer et al. [13] , attempting to classify a dataset of small lesions (mean size 1.1 cm), reported AUC values of 0.76, 0.61 and 0.72 when using dynamic criteria, morphologic criteria and combinations of both, respectively. The primary goal of this work is to improve the classification performance of such small, diagnostically challenging lesions on breast DCE-MRI. Improved classification performance can contribute to reducing (1) the likelihood of performing "false positive" biopsies of benign lesions thereby eliminating the surgical risks associated with the biopsy and (2) missed breast cancers developing from misdiagnosed malignant lesions, while also enabling earlier diagnosis of suspicious lesions.
In this work, we focus on the use of texture features to capture properties of the lesion enhancement pattern. Previous studies have investigated the use of standard second-order statistical features derived from gray-level co-occurrence matrices (GLCM) in capturing properties of lesion enhancement [8] [9] [10] . Other studies have focused on characterizing the lesion enhancement pattern through dynamic evaluation of spatial variation [15] [16] [17] . More recently, combining such GLCM-derived texture features from all post-contrast images of the lesion was also proposed to improve classification performance [18, 19] . Most of these studies have noted that texture features capturing aspects of heterogeneity or homogeneity of the enhancement pattern contribute to the best classification performance. This is not surprising given that heterogeneity has been previously identified as a key criterion indicative of lesion malignancy [20, 21] .
Given these observations, we investigate the use of more novel and advanced integral geometry texture analysis techniques that could be better suited to capturing such aspects of lesion enhancement heterogeneity. Specifically, we investigate the use of Minkowski Functionals, which can capture topological properties of the underlying gray-level pattern [22] . This approach has been previously investigated in pattern recognition problems in medical imaging, specifically related to fibrotic tissue classification on lung CT [23, 24] and prediction of hip-fracture in post-menopausal women [25] . The primary motivation for investigating the use of such topological texture features in the problem of lesion character classification is illustrated in Fig. 1 . As seen here, when subject to several thresholds, malignant and benign lesions exhibit different changes to topology as a function of the gray-level threshold. Minkowski Functionals could be used to capture such differences and hence distinguish between benign and malignant lesions. While this figure shows larger lesions, we investigate the effectiveness of such techniques using a dataset of small lesions (mean lesion diameter 1.05 cm) as motivated by the clinical need described earlier.
Previous studies have also shown that pursuing standard GLCM approaches to texture analysis for purposes of lesion classification on breast MRI require prior segmentation of the lesion for satisfactory classification performance. However, the precise segmentation of small lesions, such as those used in this study (example shown in Fig. 2 ), is a challenging task for the radiologist. Manual segmentation of such lesions is subject to significant inter-reader variability between different radiologists owing to difficulties in visualizing lesion margins, combined with the limited spatial resolution provided by MRI. Automated segmentation techniques could assist in this task, but these methods usually have free parameters that need to be optimized with respect to the dataset being analyzed. Moreover, verification of results achieved by automated segmentation is challenging in itself, given the difficulty in establishing a 'ground truth' for segmentation stemming from the absence of accepted reference standards for such clinical imaging data [26] .
For these reasons, we aim to pursue a texture analytic strategy that characterizes the lesion enhancement pattern without segmenting the lesion prior to analysis. Specifically, every annotated ROI (on all post-contrast images) is subjected to several thresholds and each such threshold is used to create a binary image. Strictly speaking, this may be considered as a special case of segmentation. However, it is accomplished as part of the texture feature extraction process itself without requiring any additional human or algorithmic input. The goal is then to quantify the morphological changes observed in the ROI as a function of the gray-level threshold.
Extraction of such spatio-temporal features is achieved in this study using two approaches: (1) topological texture features derived from Minkowski Functionals and (2) thresholded GLCM, i.e. GLCM features computed from such binary images as a function of the gray-level threshold. This thresholding suppresses the effects of healthy surrounding tissue, thereby removing the need for precise segmentation of the lesion. We investigate the classification performance of such spatio-temporal texture features when extracted from unsegmented lesions, and compare this to conventional GLCM features extracted from segmented lesions.
In this work, texture analysis using Minkowski Functionals and GLCM is performed on all five post-contrast images of a dynamic breast MRI exam and the extracted features are combined to form lesion characterizing high-dimensional feature vectors which are used for lesion classification. For the machine learning task, support vector regression (SVR) is used [27] ; SVR extends the use of support vector machines to regression analysis and is used in this study as a function approximator that predicts the class label of texture feature vectors extracted from lesions of unknown character. While support vector machines can themselves be used in a classification task [28] , they provide binary outputs for class predictions. SVR provides fuzzy class labels that can subsequently be used to generate ROC curves, which is the accepted metric of classification performance in previous studies. These processing steps were used to optimize the free parameters of texture features derived from Minkowski Functionals and GLCM, study the effects of segmentation on the classification performance of such texture features, and compare their performance to that achieved by conventionally used GLCM-derived texture features, as discussed in the following sections.
Data
Sixty lesions were identified from a representative set of DCE-MRI exams from 54 female patients by two experienced radiologists who came to a consensus on evaluation of clinical findings. The mean patient age was 52 with a standard deviation of 12 and a range of 27-78. In all cases, histo-pathologically confirmed diagnosis from needle aspiration/excision biopsy was available prior to this study; 32 of the lesions were diagnosed as benign and the remaining 28 as malignant. Mean lesion diameter was 1.05 cm (standard deviation of 0.73 cm). An example of such a lesion is showed in Fig. 2 . The histological distribution of the 32 benign lesions is as follows: 3 fibroadenoma, 10 fibrocystic change, 5 fibrolipomatous change, 7 adenosis, 1 papilloma and 6 non-typical benign disease. The histological distribution of the 28 malignant lesions is as follows: 18 invasive ductal carcinoma, 5 invasive lobular carcinoma, 3 ductal carcinoma in situ and 2 non-typical malignant disease.
Patients were scanned in the prone position using a 1.5T MR system (Magnetom Vision TM , Siemens, Erlangen, Germany) with a dedicated surface coil to enable simultaneous imaging of both breasts. Images were acquired in the axial slice orientation using a T1-weighted 3D spoiled gradient echo sequence with the following imaging parameters; echo repetition time (TR) = 9.1 ms, echo time (TE) = 4.76 ms and flip angle (FA) = 25 • . Acquisition of the precontrast series was followed by subsequent administration of 0.1 mmol/kg body weight of paramagnetic contrast agent (gadopentate dimeglumine, Magnevist TM , Schering, Berlin, Germany). Five post-contrast series were then acquired, each with a measurement time of 83 s, and at intervals of 110 s. All MR datasets were acquired, based on routine clinical indication only, with informed consent from the patients. Purely retrospective use of strictly anonymized MR data was performed according to the IRB guidelines of Ludwig Maximilians University, Munich, Germany.
In the collection of patient data used in this study, images in the dynamic series were acquired with two different settings of spatial parameters; for 19 patients, the images were acquired as 32 slices per series with a 512 × 512 matrix, 0.684 × 0.684 mm 2 in-plane resolution and 4 mm slice thickness, while in other cases, the same images were acquired as 64 slices per series with a 256×256 matrix, 1.37×1.37 mm 2 and 2 mm slice thickness. To maintain uniform image data for texture analysis, the images acquired with a 512 × 512 matrix were reduced to a 256 × 256 matrix through bilinear interpolation.
Methods

Lesion annotation and segmentation
With the exception of two patients, where two separate lesions were chosen for analysis, one primary lesion was selected from all patients for analysis. In four cases, these lesions were captured with two non-overlapping ROIs; a single encapsulating ROI was used to capture the lesion in the rest. Each identified lesion was extracted as a 2D square region of interest (ROI) of dimensions 11 × 11 pixels on the central slice of the lesion from the pre-contrast and all post-contrast images of the T1 dynamic series. This choice of ROI size was utilized by the radiologists to reduce the amount of healthy tissue surrounding the lesion captured in the ROI. The ROI annotations were made on difference images created by subtracting the fourth post-contrast image with the pre-contrast image (acquired as part of the imaging protocol); the ROI was subsequently translated to all five post-contrast images.
The annotated lesions were then segmented to ensure that the surrounding healthy tissue did not adversely affect subsequent texture analysis, specifically that involving GLCM. A fuzzy C-Means (FCM) approach previously proposed for lesion segmentation in DCE-MRI was used to accomplish this task [29] . The FCM algorithm is an unsupervised learning technique that creates fuzzy clustering assignments to separate an input set of data points into a specified number of clusters. In the lesion segmentation problem, the FCM algorithm was used to evaluate fuzzy cluster assignments for each pixel time series (from five post-contrast images of the lesion) in the 2D square ROI to partition them into two clusters i.e. lesion and healthy tissue. A detailed description of the FCM application to lesion segmentation can be found in [29] . In this study, the FCM approach failed to segment two lesions; these were manually segmented by consensus of the two expert radiologists.
Pre-processing steps
Lesions were enhanced on each post-contrast ROI (S i ) by subtracting and dividing the ith post-contrast ROI S i , i = {1, 2, 3, 4, 5}, with the corresponding ROI annotated on the pre-contrast lesion (S 0 ), S i = (S i − S 0 )/S 0 . This step effectively suppresses the healthy tissue that surrounded the lesion in the ROI but can be problematic if patient motion during the acquisition results in improper registration between the various post-and pre-contrast images. Datasets used in this study had only negligible motion artifacts over time and thus, compensatory image registration steps were not required.
Texture analysis
Minkowski Functionals were computed by first binarizing each ROI through the application of several thresholds between its minimum and maximum intensity limits [22] . The number of thresholds applied was a free parameter; a suitable choice for this parameter was investigated here. Once the binary images were obtained, three Minkowski Functionals, i.e. area, perimeter and Euler characteristic, were computed from each ROI as follows:
where n s is the total number of white pixels, n e the total number of edges and n v is the number of vertices. The area feature recorded the area of the white pixel regions in the binary image, the perimeter measure calculated the length of the boundary of white pixel areas and the Euler characteristic was a measure of connectivity between the white pixel regions. Once computed for every binary image derived from a specific ROI, these values were stored in three highdimensional vectors corresponding to each Minkowski Functional. Such computations were performed for the same ROI on all five post-contrast images of the lesion and then combined. The dimension of such texture feature vectors was given by N × D, where N is the number of thresholds used to binarize each ROI and D is the number of post-contrast images (5 in this study).
Gray-level co-occurrence matrices were extracted from the lesion ROIs as described in [30, 31] . An inter-pixel distance of d = 1 was used in generating the GLCMs. On each ROI, GLCMs were generated in the four principal directions and then summed up element-wise resulting in one nondirectional GLCM from which 11 Haralick features were computed. While 14 such texture features were described by Haralick et al. [30] , features f3, f12 and f14 were undefined owing to the small lesion size in the dataset and were omitted from the analysis. Each texture feature was computed on every post-contrast image and then combined into a texture feature vector; 11 such texture feature vectors with a dimension of 5 were computed in this manner for every individual lesion ROI.
Prior to GLCM texture analysis, the ROIs were re-binned to 32 gray-level histogram bins between the minimum and maximum intensity limits following lesion enhancement. The minimum and maximum intensity limits were defined 'globally', i.e. from all lesion ROIs, within each post-contrast set. The choice of 32 bins between 'globally' chosen intensity limits was recommended by previous work [9] .
Thresholded GLCM features were computed in this study using thresholded binarization as an initial processing step, similar to the computation of Minkowski Functionals. Each ROI was first binarized through the application of several thresholds between its minimum and maximum intensity limits. Conventional GLCM features were then extracted from each of the binary images created. Such computations were performed for the same ROI on all five post-contrast images of the lesion and then combined. The dimension of such texture feature vectors was given by N × D, where N is the number of thresholds used to binarize each ROI and D was the number of post-contrast images (5 in this study). The number of thresholds applied was a free parameter; a suitable choice for this parameter was guided by experiments performed with features derived from Minkowski Functionals. Re-binning, normally a pre-processing step for the extraction of conventional GLCM features described above, was not required here since GLCM features were extracted from binary images.
Feature selection
Feature selection involves identifying a subset of features from the input feature space that makes the most relevant contribution to separating the two different classes of data points in the machine learning step. This study used mutual information analysis, which measures the information content of each feature with regard to the decision task to be performed [32] . In this study, mutual information was used to identify a subset of features for each of the high-dimensional texture feature vectors (extracted from all five post-contrast images) that best contributed to lesion character classification.
Mutual information (MI) is a measure of general independence between random variables [33] . For two random variables X and Y , the MI is defined as:
where entropy H (·) measures the uncertainty associated with a random variable. The MI I (X, Y ) estimates how the uncertainty of X is reduced when Y has been observed. If X and Y are independent, their MI is zero. For the N texture feature vectors of dimension D, the MI between the each dimension of the texture feature vectors f s , s = {1, 2, . . . , D}, and the corresponding class labels y i , i = {1, 2, . . . , N }, was calculated by approximating the probability density function of each variable using histograms P(·):
Here, the number of classes n c = 2 and the number of histogram bins for the texture features n f was determined adaptively according to
where κ is the estimated kurtosis and N , the number of ROIs in the data set [32] .
Classification
The extraction of texture features and subsequent feature selection was followed by a supervised learning step where the lesion patterns were classified as benign or malignant. In this work, support vector regression with a radial basis function kernel was used for the machine learning task [27] . Here, SVR treats the texture features as independent variables and their labels as the dependent variable and acts as a function approximator; this function is then used in conjunction with the texture features of the test data points to predict their labels. The SVR implementation was taken from the libSVM library [34] . In this study, 70 % of the data was used for the training phase while the remaining 30 % served as an independent test set. The training data were sub-sampled from the complete dataset in such a manner that atleast 40 % of each class (benign and malignant) were represented. Special care was taken to ensure that lesion ROIs extracted from the same patient was used either as training or as test data to prevent any potential for biased training. To ensure the integrity of the independent test set, global intensity limits for pre-processing (for GLCM texture features) were determined using lesion ROIs from the training data alone. The best features of the texture feature vectors were selected by evaluating the mutual information criteria of the training data alone; this ensured that label information for the test data was not used prior to the classification task.
In the training phase, models are created from labeled data by employing a random sub-sampling cross-validation strategy where the training set is further split into 70 % training samples and 30 % validations samples; the purpose of the training was to determine the optimal classifier parameters, i.e. those that best capture the boundaries between the two classes of lesion patterns. The free parameters for the classifier used in this study were the cost parameter for SVR and the shape parameter of the radial basis function kernel. A wide range of values were investigated for these free parameters; for the cost parameter, the values were in the range of 0.001-20 while for the shape parameter, the values were in the range of 0.001-1. The specific value chosen for each of these parameters was determined by optimization through random sub-sampling cross-validation. During each run of the cross-validation process, the optimum value for the free parameter was chosen from the specified range to yield the best separation between benign and malignant classes of the training data alone. Then, during the testing phase, the optimized classifier predicted the label (benign or malignant) of lesion ROIs in the independent test dataset; an ROC curve was generated and used to compute the area under the ROC 
Statistical analysis
A Wilcoxon signed-rank test was used to compare two AUC distributions corresponding to different texture features. Significance thresholds were adjusted for multiple comparisons using the Holm-Bonferroni correction to achieve an overall type I error rate (significance level) less than α (where α = 0.05) [35, 36] .
Texture, classifier and statistical analysis were implemented using Matlab 2008b (The MathWorks, Natick, MA). Figure 3 shows the classification performance obtained for the three Minkowski Functionals when extracted with different number of binarizing thresholds. The best classification performance was observed when 20 such thresholds were used to binarize the ROI of the lesion (on each post-contrast image). The classification performance did not improve when more thresholds were used; all other results reported in this study used 20 thresholds when computing topological texture features derived from Minkowski Functionals from each post-contrast image. The overall dimension of each Minkowski Functional feature vector was 100. Euler Characteristic, however, improved in classification performance when extracted from segmented lesions but failed to achieve comparable performance in distinguishing between benign and malignant lesions. Figure 5 shows a comparison in classifier performance when thresholded GLCM feature vectors were extracted from segmented and unsegmented lesions. Twenty thresholds were used to compute thresholded GLCM features from each postcontrast image and the overall dimension of each thresholded GLCM feature vector was 100. The best classification performance was observed with f8 (0.82 ± 0.09) and f9 (0.83 ± 0.09) when the feature vectors were extracted from unsegmented lesions. Such features significantly outperformed their counterparts extracted from segmented lesions ( p < 0.001). In all, 6 of 11 features showed significantly improved performance when extracted from unsegmented lesions ( p < 0.05). Only two features, f5 and f6, significantly improved in performance when extracted from segmented lesions but they still failed to achieve comparable performance in distinguishing between benign and malignant lesions. 
Results
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a r e a M F . p e r i m Fig. 6 Comparison of classification performance achieved with conventional GLCM-derived texture features (GLCM, blue) extracted from segmented lesions and the best spatio-temporal texture features, derived from Minkowski Functionals (MF, red) and thresholded GLCM (t-GLCM, red), extracted from unsegmented lesions. For each distribution, the central mark corresponds to the median and the edges are the 25th and 75th percentile. As seen here, the best Minkowski Functionals (area and perimeter) and best t-GLCM features (f8 and f9) exhibit comparable classifier performance to that achieved by conventional GLCM features f4 and f6 (color figure online) and conventional GLCM-derived features extracted from segmented lesions. As seen here, comparable classification performance is achieved by Minkowski Functionals: area and perimeter, thresholded GLCM feature vectors [f8 (sum entropy) and f9 (entropy)], and conventional GLCM feature vectors [f4 (sum of squares: variance) and f6 (sum average)]. Figure 7 shows a comparison of classification performance between the best Minkowski Functional feature vectors, the best thresholded GLCM feature vectors, and conventional GLCM-derived feature vectors when all are extracted from unsegmented lesions. As seen here, the performance of conventional GLCM-derived texture features deteriorates when the lesions are not segmented. In fact, when unsegmented lesions are used for the analysis, all conventional GLCM-derived texture features are outperformed by Minkowski Functionals area and perimeter, and thresholded GLCM features f8 and f9 ( p < 0.05). A summary of the best results achieved with features from all three approaches pursued in this study is shown in Table 1 . Figure 8 shows a comparison of classification performance achieved with different Minkowski Functionals, when different sizes of feature subsets as identified by mutual information analysis are used in the machine learning task. As seen here, performance deteriorates when too few features are selected. While the best performance is observed when all features are used, comparable performance is achieved with Minkowski Functional area with a subset of 50 features (out of the 100 extracted). Similarly, subsets of 20 through 50 features provide comparable performance to using all features for Minkowski Functional perimeter. Figure 9 shows a comparison of classification performance achieved with thresholded GLCM features f8 and f9, when different sizes of feature subsets as identified by mutual 
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No. of Features Selected Fig. 9 Comparison of classification performance achieved with different sizes of feature subsets (out of 100 extracted features) selected through mutual information analysis for thresholded GLCM features f8 and f9 when extracted from unsegmented lesions. For each distribution, the central mark corresponds to the median and the edges are the 25th and 75th percentile. As seen here, performance is comparable to using all features when a subset of 30 features is used for f8, and 50 features for f9
information analysis are used in the machine learning task. As seen here, performance deteriorates when too few features are selected. While the best performance is observed when all features are used, comparable performance is achieved with subsets of 30 features (out of the 100 extracted) for f8 and 50 features for f9.
Discussion
Given that previous studies have identified heterogeneity as an important criterion in distinguishing between benign and malignant lesions through texture analysis [10, 17] , the primary goal of this study was to evaluate the classification performance achieved by novel and advanced texture features that could be better suited to capturing aspects of lesion enhancement heterogeneity. Specifically, we investigate the use of Minkowski Functionals and thresholded GLCM to capture features of the underlying gray-level topology as a function of threshold. Such spatio-temporal texture features are used to classify a dataset of diagnostically challenging lesions, specifically those considered small (mean lesion diameter of 1.05 cm), on DCE-MRI. Our approaches show that these spatio-temporal approaches, while achieving comparable performance to two conventionally used GLCM features, eliminate the need for precise segmentation of such small lesions. Previous work has shown that conventionally used GLCM-derived statistical texture features improve in classification performance when lesions are segmented prior to texture analysis [9] . However, precise segmentation of small lesions can be a challenging task for the radiologist. Borders of these lesions can be ill-defined and harder to visualize leading to imperfect manual segmentation and variability across different experts employed for this task. While automated and semi-automated segmentation techniques have been previously proposed for lesions [7, 29] , such methods often have free parameters that must be optimized with respect to the dataset. Verification of the segmentation results achieved by such methods is also problematic given the difficulty in establishing the ground truth for segmentation of such lesions. Given such shortcomings, we propose switching to a spatiotemporal characterization of the lesion enhancement pattern that does not require prior lesion segmentation. Here, we use texture features derived from Minkowski Functionals and thresholded GLCM, and extracted from lesions annotated by a square ROI alone. Our results in Figs. 6 and 7 show that such spatio-temporal texture features, when applied to unsegmented lesions, achieve comparable performance to GLCM texture features extracted from segmented lesions.
Of the topological texture features derived from Minkowski Functionals, the best classifier performance was observed with area and perimeter, as shown in Fig. 4 . These features essentially track changes in area and perimeter of lesion pixel regions as a function of the gray-level threshold. The high classification performance observed with these features can be attributed to the heterogeneous/homogeneous nature of the lesion enhancement pattern. As previously indicated in Fig. 1 , benign and malignant lesions would respond differently as the gray-level threshold is varied and this is best captured by area and perimeter. Figure 4 also shows that the third Minkowski Functional, i.e. Euler Characteristic, performs much poorly suggesting that connectivity is not a major distinguishing factor when such small lesions are analyzed. We hypothesize that Euler characteristic would exhibit better classification performance when used with larger lesions (such as the malignant lesion in Fig. 1 ) where thresholding would significantly alter the connectivity of the analyzed region owing to the more pronounced appearance of heterogeneity. This will be investigated in further detail in future studies.
Of the texture features derived from thresholded GLCM, the best classifier performance was observed with f8 (sum entropy) and f9 (entropy), as shown in Fig. 5 . Thus, characterizing randomness in the topology through entropy measures as a function of the applied gray-level threshold helped achieve the best seperation between benign and malignant lesions. This is yet another method of capturing the different behaviour of benign and malignant lesion ROIs exhibited when the gray-level threshold is varied, as shown in Fig. 1 . The performance achieved with such thresholded GLCM features was comparable to that achieved with Minkowski Functionals area and perimeter. It is noted that certain features, such as f6 (sum average), exhibit high performance when extracted conventionally rather than through the thresholded approach described in this paper, as seen in Table 1 . Such features have been previously identified as being associated with the homogeneity of the graylevel intensity values. However, the thresholded approach described in this paper involves extracting such features from binary images. Thus, the local variance of gray-level intensity values in the ROI is drastically reduced, which adversely affects the discriminative ability of such features.
The effects of segmentation on the performance of spatiotemporal texture features were also analyzed. With regards to most texture features derived from Minkowski Functionals and thresholded GLCM, segmenting the lesions before feature extraction had a detrimental effect on classification performance, as shown in Figs. 4 (Minkowski Functionals) and 5 (thresholded GLCM). This negative influence of segmentation on classification performance may be related to the thresholding process used in the extraction of texture features. Such binarization of the ROI at different thresholds, without any prior segmentation, allows the lesion margin to be analyzed at a range of different graylevel intensities. Such detailed morphological information about the lesion margin is lost when a single lesion boundary is annotated by a human expert or an automatic segmentation algorithm. However, we do note certain exceptions to this trend; specifically with Euler characteristic in Minkowski Functionals and features f5-f7 in thresholded GLCM. This could be attributed to the fact that such features are more sensitive to noisy pixels that may be included in the unsegmented ROI. For instance, consider the thresholded images of the benign lesion in Fig. 1 ; the bright spot on the top right of the ROI is some background artifact not related to the lesion. When computing the Minkowski Functionals, this artifact is considered as a connected component and subsequently affects the Euler characteristic in a more dramatic fashion than area and perimeter, where it would simply account for a small increase in the number of pixels included (see Eqs. 1-3).
Feature selection through mutual information analysis was used to evaluate the effect of reducing the feature set for each spatio-temporal texture feature vector on the overall classification performance achieved. As seen in Fig. 8 , comparable performance is achieved by Minkowski Functional area when up to 50 features are eliminated by mutual information analysis. Similar results are noted with perimeter as well. Figure 9 reveals similar observations about thresholded GLCM features f8 and f9. This suggests that while using 20 thresholds best captures the difference in behavior of such texture features extracted from benign and malignant lesions, not all of them equally contribute to the classification task. Figures 8 and 9 also show significant deterioration in classification performance when the feature subset is extremely small (i.e. when the best two, three or five features were chosen from the extracted 100) suggesting that the difference between the two classes of lesions is not captured by single or few features but by observing trends over several features. Future studies will attempt to quantify these specific differences between the behavior of spatio-temporal texture feature vectors extracted from benign and malignant lesions as interpretable clinical findings.
One limitation of this study was that only those exams with negligible motion artifacts over time were included in texture analysis and classification tasks. Future studies with less stringent inclusion criteria for exams could incorporate sophisticated non-linear image registration methods as part of the pre-processing to compensate for motion artifacts over time [37] . Another limitation of this study regards the use of 2D lesion ROIs in texture analysis rather than 3D lesion volumes; volumetric analysis could not be performed with the image datasets used in this study owing to the anisotropy of the pixels involved. While previous research has shown that volumetric analysis of lesions improves classification performance [9] , arguments have been made against acquiring breast images with isotropic voxels owing to the longer imaging time involved as well as the smaller coverage of the area being imaged [10] . This study also specifically focuses on evaluating the classifcation performance achieved with 2D Minkowski Functionals; future studies will investigate using 3D Minkowski Functionals which involve 3D counterparts of the those described here as well a fourth measure (mean breadth). However, even if the afore-mentioned limitations are taken into account, this work demonstrates that introducing spatio-temporal feature descriptors, namely Minkowski Functionals and thresholded GLCM, has the potential to eliminate the need for breast lesion tissue segmentation prior to automated lesion classification.
Conclusion
This study evaluates the performance of spatio-temporal texture features derived from Minkowski Functionals and thresholded GLCM in the classification of diagnostically challenging lesions, specifically those considered small (mean lesion diameter of 1.05 cm). The results in this work suggest that such an approach provides comparable performance to conventionally used GLCM-derived statistical features while simultaneously eliminating the need for precise lesion segmentation prior to feature extraction. We hypothesize that such an approach would have clinical significance as segmentation is a challenging task for such small lesions. However, larger controlled trials need to be conducted in order to further validate the clinical applicability of our method.
