The literature on concurrency theory offers a wealth of examples of characteristic-formula constructions for various behavioural relations over finite labelled transition systems and Kripke structures that are defined in terms of fixed points of suitable functions. Such constructions and their proofs of correctness have been developed independently, but have a common underlying structure. This study provides a general view of characteristic formulae that are expressed in terms of logics with a facility for the recursive definition of formulae. It is shown how several examples of characteristic-formula constructions from the literature can be recovered as instances of the proposed general framework, and how the framework can be used to yield novel constructions.
Introduction
Various types of automata are fundamental formalisms for the description of the behaviour of computing systems. For instance, a widely used model of computation is that of labelled transition systems (LTSs) [19] . LTSs underlie Plotkin's Structural Operational Semantics [30] and, following Milner's pioneering work on CCS [27] , are by now the formalism of choice for describing the semantics of various process description languages.
Since automata like LTSs can be used for describing specifications of process behaviours as well as their implementations, an important ingredient in their theory is a notion of behavioural equivalence or preorder between (states of) LTSs. A behavioural equivalence describes formally when (states of) LTSs afford the same 'observations', in some appropriate technical sense. On the other hand, a behavioural preorder is a possible formal embodiment of the idea that (a state in) an LTS affords at least as many 'observations' as another one. Taking the classic point of view that an implementation correctly implements a specification when each of its observations is allowed by the specification, behavioural preorders may therefore be used to establish the correctness of implementations with respect to their specifications, and to support the stepwise refinement of specifications into implementations.
The lack of consensus on what constitutes an appropriate notion of observable behaviour for reactive systems has led to a large number of proposals for behavioural equivalences and preorders for concurrent processes. In his by now classic paper [14] , van Glabbeek presented a taxonomy of extant behavioural preorders and equivalences for processes.
The approach to the specification and verification of reactive systems in which automata like LTSs are used to describe both implementations and specifications of reactive systems is often referred to as implementation verification or equivalence checking.
within which some of the aforementioned results can be recovered from general principles that isolate the common properties that lie at the heart of all the specific constructions presented in the literature. Not only do such general principles allow us to recover extant constructions in a principled fashion, but they may also yield novel characteristic-formula constructions 'for free '. In this study, we offer a general view of characteristic formulae that are expressed in terms of logics with a facility for the recursive definition of formulae. The proposed framework applies to behavioural relations that are defined as fixed points of suitable monotonic functions. Examples of such relations are those belonging to the family of bisimulation-and simulation-based semantics. We show that if, in a suitable technical sense defined in Section 3, a recursively defined logical formula expresses the function underlying the definition of a behavioural relation, then the largest interpretation of that formula is exactly the characteristic formula for the derived behavioural relation. (See Theorem 3.3.) Using this result, we are able to recover, as instances of the proposed general framework and essentially for free, several examples of characteristic-formula constructions from the literature. In particular, we focus on simulation [29] , bisimulation [27, 29] , ready simulation [3, 24] , and prebisimulation semantics [26] . In addition, we show that the framework can be used to yield novel constructions. By way of example, we provide characteristic formulae for back and forth bisimilarity, back and forth bisimilarity with indistinguishable states [11] and extended simulation semantics [37] .
We trust that the general view of characteristic-formula constructions we provide in this article will offer a framework for the derivation of many more such results and for explaining the reasons underlying the success of extant constructions of this kind in the literature.
Roadmap of the paper The paper is organized as follows. In Section 2 we describe the theoretical background the paper relies on. Section 3 contains the main theorem of the paper whereas Section 4 is devoted to its applications. Finally in Section 5 we give some concluding remarks.
Some theoretical background
In this section we provide the theoretical background needed in the paper.
Fixed points, prefixed points, and postfixed points
Let X be a set and F : P(X) → P(X) be a monotonic function, i.e. a function that preserves the order ⊆. A set S ⊆ X is a fixed point of F if F (S) = S, a prefixed point of F if F (S) ⊆ S, and a postfixed point of F if S ⊆ F (S). By Tarski's fixed-point theorem [36] , F has both a unique largest fixed point given by union of all its postfixed points:
and a unique least one given by the intersection of all of its prefixed points:
The largest fixed points of such functions are commonly used as the basis for many co-inductively defined behavioural semantics as we will see later in the paper.
Logic
We assume a formal specification language or logic L (Var) defined over a set of variables Var and ranged over by F, possibly with subscripts. We often write L for L (Var) if the set of variables is clear from the context.
We also involve a function D : Var → L called a declaration; the declaration can be viewed as providing us with a system of equations over Var that decides the meaning of each variable.
We interpret the language over a given set P. For this purpose we assign to each variable a set of elements in P for which this variable holds true. To cater for this, we use a function σ : Var → P(P), called an environment. Let Env(Var) be the set of all environments (ranged over by σ ) whose domain is Var. Again, we often write Env for Env(Var) if the set of variables is clear from the context. Ordered under the pointwise set inclusion, which we again refer to as ⊆, Env is a complete lattice with respect to the induced pointwise and as the least upper bound and the greatest lower bound respectively.
For each environment σ : Var → P(P), we let |= ⊆ (Env × P) × L be a relation, with the condition that for each X ∈ Var, we have (σ , p) |= X if and only if p ∈ σ (X ). A language is monotonic if for every p ∈ P, formula F and environments σ 1 and σ 2 , In this study we assume that Var is indexed over some set P, i. e. Var = {X q | q ∈ P}. We say that the largest interpretation of a declaration D gives the characteristic formula for a binary relation S over P if, for all p, q ∈ P,
Characteristic formulae given in terms of least interpretations are defined similarly.
Expressiveness up-to a relation and characteristic formula
In this section we show how we can derive a characteristic formula for a semantic relation directly from the logical description of the monotonic function that defines the relation. To obtain this, for S ⊆ P × P, we define the environment σ S by
for each q ∈ P. Definition 3.1 Given a function F : P(P × P) → P(P × P), a declaration D : Var → L and a set S ⊆ P × P, we say that D expresses F up to S if for any p, q ∈ P,
Next we prove that when D expresses F up to S then the post-and prefixed points of [[D] ] correspond to the post-and prefixed points for F .
Lemma 3.2 Assume that F : P(P × P) → P(P × P) is a monotonic function and D : Var → L is a monotonic declaration such that D expresses F up to S. Then the following hold:
and
Proof Assume that F : P(P × P) → P(P × P) is a monotonic function, D is a monotonic declaration, and S is a relation for which D expresses F up to S. We will only prove (1) as the argument for (2) is similar. Towards proving (1), first assume that S ⊆ F (S) and that
The following theorem states that if the declaration D expresses F up to S for every relation S then the largest fixed point of [[D] ] characterizes the largest fixed point of F . This means that D, under the largest interpretation, defines the characteristic formula for Fix F . For the sake of completeness, we prove a similar result for the least fixed points although at this point we have not found any concrete applications of that result.
Theorem 3.3 Assume that F : P(P × P) → P(P × P) is a monotonic function and D : Var → L is a monotonic declaration such that D expresses F up to S for all S
Proof Assume that F : P(P × P) → P(P × P) is a monotonic function and D is a monotonic declaration that expresses F up to S for every relation S; that is, for each S ⊆ P × P and p, q ∈ P,
1. We prove that for each p, q ∈ P,
We prove each of the implications separately.
This implies that σ max = σ T ; in particular σ T is a fixed point, and hence a postfixed point of
Towards proving the statement, assume that p ∈ σ max (X q ). Then as σ T is a postfixed point of
Since D expresses F up to T , we may apply (1) in Lemma 3.2 to obtain T ⊆ F (T ). Therefore, as (p, q) ∈ T , we have that
2. Now we prove that for each p, q ∈ P,
In other words, for all σ ,
⇐: Assume that (p, q) ∈ fix F = F (S)⊆S S, or equivalently that for all S ⊆ P, F (S) ⊆ S implies that (p, q) ∈ S. We will prove that
To prove this, it is sufficient to prove that for each environment σ ,
Towards proving this, assume that (2) in Lemma 3.2, this implies that F (T ) ⊆ T . This in turn implies that (p, q) ∈ T and therefore that p ∈ σ T (X q ) = σ (X q ) as we wanted to prove.
We have the following corollary. 
Some Observations about Fixed Points
As usual, for a relation S ⊆ P × P, we let S −1 = {(p, q) | (q, p) ∈ S}. Furthermore we define F * (S) = (F (S −1 )) −1 . We have the following properties:
Lemma 3.5 The following hold.
1. The function S → S −1 is monotonic and bijective.
2. If F is monotonic then F * is monotonic.
Proof The proofs of 1 − 2 follow directly from the definition of S −1 and F * and we only give the details of the proof of 3. We proceed with this proof as follows:
Applications
In this section we will describe how the general result of Theorem 3.3 can be applied to concrete examples. We will base these results on variations of a labelled transition system defined as a triple P = (P, A, −→), where
• P is a set,
• A is a set of labels and
• −→⊆ P × A × P is a transition relation.
As usual, we write p a −→ p ′ for (p, a, p ′ ) ∈−→. We often think of P as a set of processes, A as a set of actions, and p a −→ p ′ as a transition from process p to process p ′ via action a. We write p a −→ if there exists a q such that p a −→ q, and we write p a −→ if there is no such q. All the characteristic-formula constructions we describe in this section apply to labelled transition systems, and variations on that model, for which the underlying set P and the set of labels A are both finite.
We will also use variations of the following language. Given a set Var of variables and a set A of actions, we define the language L (Var, A) to be the standard Hennessy-Milner Logic with recursion (HML)-see, for instance, [22] -, given by the grammar
where X ∈ Var and a ∈ A.
Given a labelled transition system P = (P, A, −→), a language L (Var, A), and an environment σ : Var → P(P), we define the semantics of the language by a relation |= between Env(Var) × P and L (Var, A) , where (σ , p) |= F will be read as "F is true at p with respect to σ ", and we let |= be the complement of |= in (Env(Var) × P) × L (Var, A) . The relation |= is defined by
One can easily check that the logic is monotonic and therefore the largest and least fixed point constructions, as described in the Section 3, naturally apply. We use the standard abbreviations
Because ∧ and ∨ are commutative and associative, we may generally specify a finite index set rather than use an enumeration of formulas.
The following behavioural equivalences are defined as the largest fixed points to monotonic functions.
Simulation [29]
Given P = (P, A, −→) and S ⊆ P × P, let F sim (S) be defined such that (p, q) ∈ F sim (S) iff for every a ∈ A and p ′ ∈ P, if p a −→ p ′ then there exists some q ′ ∈ P such that q a −→ q ′ and (p ′ , q ′ ) ∈ S. As F sim is a monotonic function over P(P × P), by Tarski's fixed point theorem, F has a largest fixedpoint, which we denote by ⊑ sim .
We now search for characteristic formulas for ⊑ sim in the language L (Var, A), where Var = {X p | p ∈ P}. First note that, for each S ⊆ P × P,
Then, by Corollary 3.4, the characteristic formula for ⊑ sim is given by the largest interpretation of the declaration
The result above shows that to characterize ⊑ sim we only need the fragment of HML that includes ∨, ∧, [a] for a ∈ A, and a set of variables indexed over P. We now show how we can use Lemma 3.5 to characterize ⊒ sim = (⊑ sim ) −1 , that is, where p ⊒ sim q if and only if q ⊑ sim p. The third component of the lemma gives us ⊒ sim = Fix(F * sim ). We eventually aim to characterize simulation equivalence, i. e. the intersection of two preorders, and it is thus helpful to use a new set of variables Var ′ = {Y q | q ∈ P} disjoint from Var. We get the following:
Then, by Corollary 3.4, the characteristic formula for ⊒ sim is given as the largest interpretation of the declaration
To characterize ⊒ sim we only need the fragment of HML that includes ∧, a for a ∈ A, and a set of variables indexed over P.
We can finally use these to define a characteristic formula for simulation equivalence. Define ∼ sim such that p ∼ sim q iff p ⊑ sim q and p ⊒ sim q. Then
In this case we use the full logic HML.
Strong bisimulation [29, 27]
Given P = (P, A, −→) and S ⊆ P × P, let F bisim (S) be defined such that (p, q) ∈ F bisim (S) iff for every a ∈ A, 1. if p a −→ p ′ , then there exists q ′ ∈ P such that q a −→ q ′ and (p ′ , q ′ ) ∈ S, and 2. if q a −→ q ′ , then there exists p ′ ∈ P such that p a −→ p ′ and (p ′ , q ′ ) ∈ S. As F bisim is monotonic, it has a largest fixed point, which is the seminal notion of bisimulation equivalence that we denote by ∼ bisim .
As in the case of simulation, the first clause is translated into
and the second one into
Then, by Corollary 3.4, the characteristic formula for ∼ bisim is given by the largest interpretation of the declaration.
This is exactly the characteristic formula proposed in [18] .
Ready simulation [3, 24]
Given P = (P, A, −→) and S ⊆ P × P, let F RS (S) be defined such that (p, q) ∈ F RS (S) iff for every a ∈ A and q ′ ∈ P, Clearly the second clause can be rewritten as "if q a −→ then p a −→". Also note that F RS is monotonic. We denote the largest fixed point of F RS by ⊒ RS . 1 In HML, p a −→ if and only if p |= [a] ff . Therefore, for each S ⊆ P × P, we have
By Corollary 3.4, the characteristic formula for ⊒ RS is now given as the largest interpretation of
Back and forth bisimulation
So far our examples of applications of Theorem 3.3 have only included known cases from the literature, i. e. where both the semantic relation and its characteristic formula already exist. In this section we will introduce a new semantic equivalence. This is a variant of the back and forth bisimulation equivalence introduced in [10] that assumes several possible past states. The semantics introduced in [10] assumes that the past is unique and consequently the derived equivalence coincides with the standard strong bisimulation equivalence. This is not the case for the multiple possible past semantics considered here. The introduction of this behavioural equivalence serves as a stepping stone towards the one introduced in the subsequent section. Given P = (P, A, −→) and S ⊆ P × P, let F b f b (S) be defined such that
To express such behaviour in the logical language considered so far, we add two operators a and [a] to it for every a ∈ A. The semantics for these is given by
Clearly these new operators are monotonic. As in the case for bisimulation equivalence, for each S ⊆ P × P, the first two clauses translate into
The second two clauses involve the new operators:
Then, by Corollary 3.4, the characteristic formula for ∼ b f b is given by the largest interpretation of the declaration
Back and forth bisimulation with indistinguishable states [11]
In this section we consider a version of the back and forth bisimulation from the previous section where some of the states are considered indistinguishable by some external agents. For this purpose we augment our notion of labelled transition systems with a set I of identities (or agents) and a family of equivalence
Such a structure is called an annotated labelled transition system [11] and is written as (P, A,
We denote the largest fixed point of F b f bid by ∼ b f bid . We use the logical language for back and forth bisimulation from Section 4.4 and add to it the operators i and [i] for each i ∈ I . The semantics for these operators is given by
These new constructions are clearly monotonic. As for the case for back and forth bisimulation, the first four clauses of F b f bid (S) can be translated into
a X q ′ and the last two clauses into
Then, by Corollary 3.4, the characteristic formula for ∼ b f bid is given by the largest interpretation of the declaration
As a consequence of the existence of this characteristic formula, we obtain a behavioural characterization of the equivalence over states in an annotated labelled transition system induced by the epistemic logic studied in [11] . (More precisely, the logic we study in this section may be seen as the positive version of the one studied in [11] , where we use the modal operator 
Prebisimulation [26, 35]
We now extend the original labelled transition system with a convergence predicate ↓ as found in [26] . We write p ↓ for p ∈↓, and we interpret p ↓ to mean that the process p converges. If p ∈↓, we write p ↑, and understand it to mean that the process p diverges.
Given (P, A, −→, ↓) and S ⊆ P × P, we define F prbis (S) such that (p, q) ∈ F prbis (S) iff for every a ∈ A,
1. for all q ′ ∈ P if q a −→ q ′ then there exists p ′ ∈ P such that p a −→ p ′ and (p ′ , q ′ ) ∈ S, and 2. if q ↓, then both of the following hold:
(a) p ↓ and (b) for all p ′ ∈ P, if p a −→ p ′ then there exists q ′ ∈ P, such that q a −→ q ′ and (p ′ , q ′ ) ∈ S. As F prbis is monotonic, it has a largest fixed point ⊒ prbis , 2 known as the prebisimulation preorder.
To characterize this preorder we use an intuitionistic version HML int of the standard HML. The syntax is the same as before, but the definition for [a]F is now
This implies that the first defining clause is the same as for simulation
whereas the second one can be expressed as
This can be written differently as
where the notation ∨{tt | q ↑} means that the disjunct tt is present only when q ↑. Now, by Corollary 3.4, the characteristic formula for ⊒ prbis is given as the largest interpretation of the declaration D prbis (X q ) = 
Extended simulation [37]
We now consider labelled transition systems augmented with a preorder relation ⊑ A over the set A of labels. Given (P, A, −→, ⊑ A ) and S ⊆ P × P, we define To define the characteristic formula for ⊑ ext we use the standard HML with recursion. First note that for each S ⊆ P × P and p, q ∈ P (p, q) ∈ F ext (S) ⇔ (σ S , p) |= As with simulation, we use Lemma 3.5 to characterize ⊒ ext = (⊑ ext ) −1 . We get that the characteristic formula for this preorder is obtained as the largest interpretation of the following declaration:
Conclusion
This paper provides a general view of characteristic formulae for suitable behavioural relations. The relations of interest are those that can be defined by largest or smallest fixed points of monotonic functions, which can be expressed by declarations over a given language. Theorem 3.3 shows that a declaration that expresses such a function can be viewed as the characteristic formula of either the largest or least fixed point of the function. We have explored a number of applications of this theorem, some in recovering characteristic formulae already discovered, and some being novel constructions. But each of the behavioural relations we consider are largest fixed points of functions, and we hope future work can yield characteristic formulae for interesting least fixed points as well. There are still, however, many other largest fixed points that may be applications of this theorem. These include weak bisimulation equivalence [27] , weak bisimulation congruence [27] , branching bisimulation equivalence [15] , resource bisimulation equivalence [9] , and g-bisimulation equivalence [33] .
