I. Nomenclature

II. Introduction
Chill-down is an important process in cryogenic tank propellant management, storage, and usage. The process of chill-down is required to cool hardware so that liquid flow can be delivered to in-space propulsion engines or propellant tanks. Complex flow dynamics during these processes include various types of boiling heat transfer (film, transition, and nucleate boiling). It is important to have the ability to model this phenomena so that efficient line chilldown systems can be built that use less propellant. This results in less propellant stored, thereby reducing cost for space missions.
SINDA/FLUINT (SF) is a multipurpose thermal and fluid analysis code that contains correlations for heat transfer and pressure drop. SINDA/FLUINT (version 5.8) was used to model heat transfer in multiple chill-down tests using the heat transfer correlations that are readily available in the code. Heat transfer empiricisms developed by the University of Florida (UF) were also incorporated through extensive user written logic. These correlations were based on a series of liquid nitrogen chill-down tests. The liquid nitrogen tests included horizontal flow, upward flow, and downward flow spanning a range of Reynolds Numbers from 850-231,000. These tests were numerically modelled as well as a liquid hydrogen vertical upward flow test conducted by NASA Glenn Research Center. These hydrogen chill-down tests spanned a range of Reynolds Numbers from 18,400-433,000.
The wall temperature results using the internal correlations in SINDA/FLUINT were compared to the wall temperature results using the empiricisms developed by the University of Florida, as well as to test data. The results for the liquid nitrogen cases seemed to slightly favor the University of Florida correlations for heat transfer, as compared to test data, over the internal SINDA/FLUINT correlations. However there were some test cases where the SINDA/FLUINT correlations deviated from the test data significantly primarily in the film boiling regime. There were also test cases where the empiricisms from the University of Florida deviated significantly from the test data due to flow rate oscillations in the entrance section of the pipe. These flow rate oscillations did not affect the SINDA/FLUINT correlations. In the liquid hydrogen test cases, both the University of Florida's empiricisms and SINDA/FLUINT's correlations faired about the same relative to the test data. Both generated acceptable comparisons to test data albeit not as good as the comparison to the liquid nitrogen test data It should be noted that the models for both chill-down systems created in SINDA/FLUINT only represented a portion of the test section. Details of upstream and downstream flow dynamics were not modelled. Boundary conditions for the models used the flow rate measured in the system along with pressure measured upstream of the test section. Attempts to model either system using only pressures at the upstream and downstream of the test section resulted in excessive flow rates that did not correspond to the test data flow rate or comparable wall temperatures to the test data. The excessive flow rates caused large heat transfer coefficients to be calculated, thereby too rapid of a wall chill-down.
III. Liquid Nitrogen Chill-down Model
A schematic of the liquid nitrogen chill-down test is shown in Figure 1 . Figure 1 illustrates the portion of the whole system that was modelled in SINDA/FLUINT. There were two wall temperature measurements (upstream and downstream) in the test section, as well as two pressure measurements. Figure 1 , used test pressure measurements at the location, as well as a quality of 0.0. This inlet condition was imposed on LUMP 1 (a SF PLENUM). The model outlet LUMP 9999 (a SF PLENUM), location B in Figure 1 , assumed an exit pressure of 14.7 psi. Since this pressure was not the correct pressure at this point in the system, a pressure regulator was placed between LUMP 9998 and LUMP 9999. This was to account for all the losses in the line that were not modelled, downstream of the test section to the exhaust vent to atmosphere. The piping system parameters are shown in Table 1 . SINDA/FLUINT TIES were used to model the heat transfer, thereby using the default heat transfer correlations in SINDA/FLUINT. The University of Florida's correlations were implemented using SINDA/FLUINT HTU TIES (user defined heat transfer). In the liquid nitrogen test cases the flow rate was measured far downstream of the test section, near the system exit. Thus the flow rate measurements did not accurately reflect the flow rate in the test section during the start of the chill-down at the entrance of the test section. SINDA/FLUINT was highly sensitive, and sometime unstable, setting the test flow rate downstream (the outlet) of the test section model and setting the test pressure upstream (the inlet) of the test section model. This sensitivity lead to higher flow rate oscillations at the entrance of the model's test section. In all cases, where either the upstream or downstream flow rate was set, the inlet pressure was taken from test data. In the downstream flow rate set case this was an upstream boundary condition. In the upstream flow rate set case, which was more stable than the downstream flow rate set case, this pressure was used as an inlet (SINDA/FLUINT plenum) to set the thermodynamic state (temperature and quality) coming into the system. Again noting that using the set upstream flow rate boundary condition, with a flow rate that was measured downstream, was not representative of the actual flow that would be occurring at the inlet of the test section.
Figure 1: Liquid Nitrogen Chill-down Test Schematic
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The University of Florida's heat transfer empiricisms, as implemented in SINDA/FLUINT for the liquid nitrogen test cases, were sensitive to these mass flow rate oscillations. In some cases this sensitivity caused significant deviations from test data. However internal heat transfer calculations used by SINDA/FLUINT did not reflect the same sensitivity. The cause of the University of Florida's heat transfer calculation's sensitivity was due to the film boiling regime being proportional to the flow rate raised to the fourth power. This correlation calculated high values for heat transfer in the film boiling regime that caused chill-down of the wall to occur too rapidly at the start of the chill-down. The heat transfer empiricisms calculated by the University of Florida were based on flow rates that were measured far downstream of the test section. If potential oscillations in the flow (over the nominal flow rate measured at the system's exit) were actually occurring in the test section (especially the inlet) and not just an artifact of the numerical solution, then the empiricisms would over predict the wall heat transfer at these locations.
Unfortunately, when the SINDA/FLUINT model set the flow rate upstream of the test section, the pressure downstream at the test section's exit needed to be known. Pressures were measured in the tests at a downstream location of the test section. When the pressure measured at the downstream location of the test section was used as the model's exit pressure, unrealistically high flow rates were obtained. Thus the associated chill-down rates were excessively high. The pressure drops predicted by SINDA/FLUINT for the downstream set flow rate boundary condition were much smaller than test section measured pressure drops. It was speculated that multiphase pressure drop correlations used internally in SINDA/FLUINT may need to be adjusted. However in order to get the magnitude of the flow rate measured in the system (albeit a far downstream flow rate) for the model which used an upstream flow rate boundary condition, an exit pressure needed to be assumed that did not match the test data pressure. Models that were run with an upstream flow rate set as a boundary condition therefore assumed a pressure drop that was small.
The magnitude of this pressure drop was obtained by running the models with a downstream flow rate boundary condition with the inlet pressure set to be that of the test.
The SINDA/FLUINT PATHS used in the model were primarily STUBE CONNECTORS. However, sometimes the model depending on the case, required TUBES for stability. The maximum time step, DTMAXF, was set to 1e-4 sec. The SINDA/FLUINT LUMPS used were TANKS.
IV. Liquid Hydrogen Chill-Down
A schematic of the liquid hydrogen chill-down system is shown in Figure 3 . Only a portion of the system was modelled as illustrated. A set flow rate boundary at the inlet location SD16 (Figure 3 ) was used. This flow rate was obtained from test data. Since there was no pressure measurement at SD16, the inlet pressure was assumed to be the value taken at location PT3 (Figure 3) where the pressure was measured. The outlet condition used the test pressure data from location PT4 (Figure 3) . Since a set inlet flow rate was specified as the boundary condition, the pressure at the inlet, set to PT3 as well as the quality being set equal to zero, were used to determine the thermodynamic state coming into the system. However because of all the valves and manifold piping occurring upstream of location SD16, a quality of zero may not realistically be the case. The SINDA/FLUINT model schematic of the high-lighted section, shown in Figure 3 , is illustrated in Figure 4 . Piping system parameters are shown in Table 2 . In the liquid hydrogen test cases the flow rate was measured upstream, so all cases were run with an upstream set mass flow rate. The inlet pressure of the system was taken from a test pressure measurement taken at the inlet of the test section. As with the liquid nitrogen test cases, using system pressures to drive the flow rate solution caused wall chill-down to occur at a faster rate because the flow rate calculated by SINDA/FLUINT was significantly larger than the test data flow rate.
Both the University of Florida's heat transfer correlations and SINDA/FLUINT's internal correlations faired similarly to wall temperature test data. They were acceptable although improvements could be made to the University of Florida correlations as well and SINDA/FLUINT's internal correlations.
The SINDA/FLUINT PATHS used in the model were primarily STUBE CONNECTORS. However a SINDA/FLUINT TUBE was used as the second PATH in the system (after the set inlet flow rate shown as PATH 1 in Figure 4 ) for stability. The maximum time step, DTMAXF, was set to 1e-4 sec, although some cases that had excessive flow reversal DTMAXF was set to 1e-5 sec. The SINDA/FLUINT LUMPS used were TANKS.
V. Heat Transfer Correlations
The University of Florida's correlation for the film boiling heat transfer regime is 3 :
(1)
The University of Florida's correlation for the transition boiling heat transfer regime is
The University of Florida's correlation for the nucleate boiling heat transfer regime is (include Dittus-Boelter for single phase liquid) 3 :
(4) The critical heat flux is defined by 3 :
(5) where the enthalpy subcooling is relative to the inlet.
The rewet temperature is defined by 3 :
The process for determining the heat transfer regime is outlined in Figure 5 . Table 3 illustrates the liquid nitrogen chill-down cases' Reynolds numbers for horizontal flow.
LN2 HORIZONTAL REYNOLDS NUMBER
CASE 17b 23677
CASE 26b 132597
CASE 21b 3743
Table 3: Reynolds Number for Nitrogen Chill-down Horizontal Flow Cases
Figures 7 through 9 show the wall temperature results for the horizontal flow liquid nitrogen chill-down cases. Except for the lower Reynolds number case, Case 21b, the cases using the UF heat transfer correlations showed a greater sensitivity to what flow rate boundary condition was used (i.e. upstream or downstream). The SF internal correlations did not show much sensitivity between the flow rate boundary conditions. The largest deviation from test data occurred with Case 26b (highest Reynolds number) for the case of a downstream flow rate set condition. The interesting to note in Case 26b, were the flow rates at the upstream end of the test section (SF PATH 6) for this downstream flow rate set condition ( Figure 10 ). The model using the SF TIES (internal heat transfer correlations) had flow rate results that were larger and more oscillatory than the flow rate results using the UF heat transfer correlations, yet the heat transfer from the wall was significantly greater for the UF results. Figure 8a shows the wall temperature at the upstream test location for the UF model results dropping significantly faster than the test data or the SF model results. Equation 1 shows that the film boiling heat transfer coefficient is proportional to the Weber number squared which translates to being proportional to the flow rate raised to the fourth power. The inlet to the chill-down test section could possibly be subject to large flow oscillations and this UF correlation shows possible sensitivity to these large fluctuations. Figure 11 overlays the wall temperature with the heat transfer coefficients (PATH 6, NODE 6). There are a couple of isolated heat transfer spikes in the model using the SF TIES, but these spikes are not being translated to rapid wall chill-down. In fact the chill-down temperature slope is remarkably reduced compared to the test data's temperature slope. There are sustained larger calculated values of the heat transfer coefficient using the UF film boiling correlation, causing the wall temperature to chill-down rapidly. Figures 12 through 14 show the phase change heat transfer regimes for Cases 17b, 26b, and 21b. As expected for case 26b using the SF TIES (both downstream and upstream flow rate boundaries), the heat transfer regime stays in film boiling. Case 26b using the UF correlations (with downstream flow rate) shows immediate transition boiling and nucleate boiling onset. This did not occur when the upstream flow rate boundary condition was utilized. It should be noted that the test section pressures did not correspond to numerical results whether SF TIES were used or the UF correlations. Figure 15 shows pressure results for CASE 17b using UF correlations (both upstream and downstream flow rate boundaries). Please refer to Figure 2 for LUMP identifications. Figure 15 shows very small pressure drops through the system. The test data pressure drop, PT1 to PT2, could not be obtained. Attempts to force this pressure drop caused the model to become unstable. Similar behavior was observed for CASE 17b using SF TIES, Figure 16 , as well as all other liquid nitrogen test cases. 
B. Liquid Nitrogen Chill-Down: Vertical Downward Flow
The model set up is that of Figure 2 but hydrostatic heights were incorporated onto the SF LUMPS. Table 4 The model set up is that of Figure 2 but hydrostatic heights were incorporated onto the SF LUMPS. Table 5 shows the cases that were modelled as well as their corresponding Reynolds numbers. Figures 23 through 28 show only the upstream wall temperature plots. The issue of test pressure data not correlating to the models, regardless the correlation being used, was also a problem as seen in the liquid nitrogen chill-down models. Figures 29a, 29b, 33a , and 33b show wall temperature results when an inlet pressure boundary was used instead of an inlet mass flow rate boundary. PT3 (see Figure 3) was used as the inlet pressure since this was available from test data, as well as PT5. All pressure boundary cases show a faster wall chill-down compared to test data. Figure 30 (refer to Figure 4 for SF LUMP identification) shows the corresponding flow rate obtained when PT3 was the inlet pressure using SF TIES with Shah. This flow rate is higher than the test data flow rate for the entire test chill-down time, causing increased heat transfer and thus the faster wall chill-down. Although the pressures (PT3 and SF calculated inlet pressure at LUMP 2) eventually come to relative agreement, there is some discrepancy for the first several seconds using the SF TIES with Shah. Figure 29c shows the wall temperature results at the sight glass location. The material properties used at the sight glass location were that of Pyrex. For all correlations the model does not correlate to test data very well. Figure 31a through 31b show the void fractions and qualities for the upstream test location and the sight glass. A test case was run with the pipe wall radially discretized with ten nodes. The wall temperature results are shown in Figure 32a and 32b using SF TIES with the Shah modification. The results include the inner and outer wall temperatures compared to the case where there was no radial wall discretization. Radial wall discretization did not provide significant changes in wall chill-down temperature profiles or chill-down time.
LN2 VERTICAL UPWARD REYNOLDS NUMBER
Figures 33 through 46 show wall temperature results for the various liquid hydrogen chill-down test cases using the UF correlations, SF TIES, and SF TIES with the Shah modification. Also included in these figures are the void fraction and quality for the upstream test location and sight glass. 
VII. Conclusion
In summary the University of Florida's heat transfer correlations and SINDA/FLUINT's internal correlations modelled the heat transfer in line chill down successfully except for a few cases (not necessarily the same cases) where both models yielded wall temperature results that departed from wall test data significantly. Both sets of correlations could be improved further (as demonstrated in the liquid hydrogen cases). The film boiling regime, particularly for both sets of correlations, needs improvement. University of Florida's film boiling correlation can over predict heat transfer to the wall due to flow rate oscillations. SINDA/FLUINT's correlations can either over predict or under predict the film boiling heat transfer to the wall, but is less sensitive to flow rate oscillations. In the liquid nitrogen test cases, higher Reynolds numbers seem to under predict film boiling while lower Reynolds numbers over predict film boiling. Along with heat transfer correlations for multiphase flow, pressure drop correlations need to be addressed and/or modified since the pressure drops in all the cases did not correlate to test data, whether upstream or downstream set flow rates were employed. Also test cases with hydrogen showed that radially discretizing the wall did not significantly impact the model temperature results.
