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RESUMO 
No Trabalho de Conclusão de Curso (TCC) fizemos estudo dos Grupos de 
Matrizes, objetivando conhecer melhor as estruturas Topológicas e Diferenciáveis dos 
subgrupos de 11/In(K) onde K E {R, C, 11-10. Para tal estudo seguimos a sequência de 
assuntos do livro "Matrix Groups" de Morton L. Curtis. Estudamos: os grupos de 
matrizes de GL(n,R), GL(n,C) e GL(n,1111) e subgrupos destes; grupos de matrizes 
ortogonais; exponencial e logaritmo de matrizes; algebras de Lie; algumas 
propriedades topológicas como continuidade de funções, conjuntos conexos e 
conjuntos compactos; e grupos de Lie A importância de tal estudo é devido ao uso 
dos grupos de matrizes em virias areas da matemática como por exemplo na: 
Álgebra, Geometria Diferencial e Topologia Diferencial. 
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INTRODUÇÃO 
No presente trabalho estudamos os Grupos de Matrizes G c GL(n,K), onde 
K {R, C, obtendo informações topológicas, algébricas e geométricas sobre 
estes grupos 
No Capitulo 1, temos definições básicas de algebra e de matrizes. Definimos 
grupo e corpo e apresentamos vários exemplo& Para um corpo K, Mn(K) denota a 
algebra de matrizes min sobre K Definimos o grupo linear geral GL(n,K), sendo 
composto pelas matrizes A e M(K) tal que det(A)# O. Construímos um "quase 
corpo" lHE de quatérnios OBI não é comutativo) e notamos que para A e M(K) 
operar linearmente em IHI" precisamos operar 
 à direita (pois multiplicamos um vetor 
por um escalar à esquerda). Assim usamos vetores linha para 
 R, C, 	 e 
escrevemos x.61 para o vetor linha obtido da multiplicação matricial. Conseguimos 
uma função determinante de valores complexos em mor) tal que se det(A) 
garante que A tem inversa. 
No Capitulo 2, introduzimos conjugado para zega partir do conjugado 
definimos um produto interno < , > . Definimos o grupo ortogonal 
0(n,K)= [A e M„(K) 
 I  < xA,yA > = < x,y > para todo x, y G ) . 
0(n,R) é escrito como 0(n) e chamado grupo ortogonal. 0(n,C) é escrito como 
U(n) e chamado grupo unitária 0(n,H) é escrito como Sp(n) e chamado grupo 
simplético. Se A e 0(n), então det(A) G {1,-1} e o subgrupo com determinante 1 
é denotado por SO(n) e chamado grupo ortogonal especial. Se A e U(n) então 
det(A) é um número complexo de norma um O subgrupo com determinante 1 é 
denotado por SU(n) e chamado grupo unitário especial. Como um primeiro exemplo 
de um grupo de matrizes isomorfo mostramos que Sp(1) SU(2). 
No Capitulo 3, definimos o primeiro invariante (isto 6, algo inalterado por um 
isomorfismo) de um grupo de matrizes a sua dimensão. Mostramos que o conjunto 
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TG de todos os vetores tangentes é um espaço vetorial, um subespaço real de M(K). 
A dimensão de Tc (como um espaço vetorial) 
 é a dimensão de G. Definimos 
homomorfismos diferenciáveis e mostramos que estes induzem aplicações lineares de 
espaços tangentes. 
No 	 Capitulo 	 4, 	 desenvolvemos 
	 a 	 aplicação 	 exponencial 
exp : M„(K) —> GL(n,K) e logaritmica. Temos eip : U e log : U —› V 
quando Vê alguma vizinhança da matriz nula 
 O em M(IC) e U é alguma vizinhança 
de I em Mn(K). Definimos subgrupos a um parâmetro. Definimos também 
 álgebra 
de Lie e vimos que cada TG é uma algebra de Lie. Também calculamos as dimensões 
de SO(n), U(n), SU(n) e Sp(n). Consideramos uma questão muito especifica: ver 
se Sp(1) e SO(3) são isomorfos. Obtemos um homomorfismo sobrejetivo p: Sp(1) 
—) SO(3) com Núcleo =  {1,-1} O centro de um grupo, é um invariante e 
calculamos Centro(Sp(1))= {1,-1} e Centro(S0(3))= {I), provando que Sp(1) 
e SO(3) não são isomorfos. 
No Capitulo 5, estudamos um pouco de topologia no 	 uma vez que todos 
os nossos grupos de matrizes estão em algum  1R . Obtemos alguns resultados básicos 
sobre continuidade de funções, conjuntos conexos e conjuntos compacto& 
No Capitulo 6, fizemos uma breve introdução dos grupos de Lie e vimos que 
os grupos lineares GL(n,K), com K E {R, C,1111}, são grupos de Lie. 
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1. GRUPOS LINEARES DE MATRIZES 
1.1. Grupos. 
Neste capitulo veremos algumas definições 
 básicas de álgebra e de matrizes. 0 
objetivo dos Capítulos 1 e 2 é introduzir os grupos de matrizes. Veremos que um grupo 
de matrizes nada mais é do que um grupo 
 algébrico cujos elementos são matrizes_ 
Sejam X e Y conjuntos, o produto cartesiano X x Y eo conjunto de todos os 
pares ordenados (x, y), com x EX e yE Y. 
Notação: X x Y = {(x, y) I x E X, y E Y} . 
Definição: Uma operação binária p no conjunto S, é uma função 
p:SxS—>S, 
isto e, para um par ordenado (s 1 , 5 2) dos elementos de S, p designa um único 
elemento de S que escrevemos como p (s i ,s2) . 
Exemplos de operações binárias sobre N: 
1) Adição: leva o par ordenado (a, b) de números naturais, para o número 
natural a b, adição usual em N_ 
2) Multiplicação: leva o par ordenado (a, b) para ab, multiplicação usual em 
IN_ 
Definição: Um conjunto G com uma operação binária é um grupo se as 
seguintes condições são satisfeitas (para 0(a, b) escreveremos apenas ab ): 
(i) A operação é associativa, isto é 
(ab)c = a(bc), 
	 V a,b,c E G 
(ii) Existe um elemento identidade, isto 
ReEG tal que ea = ae = a, Va EC  
(iii) Todo elemento possui um elemento inverso, isto é 
VaEG, abEG tal que ab = ba = e. 
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Observação: Eventualmente podemos escrever (G, 0) como sendo o grupo G 
com a operação binária 
Proposição 1: Um grupo G tem somente um elemento identidade e cada a E G 
tem somente um inverso. 
Prova: Suponha que e e f sejam elementos identidade de G. Então, fe = e 
pois f é o elemento identidade, e fe = f pois e é o elemento identidade, logo 
f = e- 
Suponha que b e c sejam inversos de a. Então, b = eb = (ca)b = c (ab) =  cc = c.11 
Exemplos: 
1) 0 conjunto Z dos inteiros é um grupo sobre a 
 adição. 0 é o elemento identidade 
e o elemento inverso de a é —a. 
2) Z não é um grupo sobre a multiplicação, pois 2, por exemplo, não admite 
inverso ern Z. 
3) 0 conjunto Q dos números racionais é um grupo sobre a  adição. 
4) 0 conjunto Q— {0}, isto 6, racionais não nulos, é um grupo sobre a multi-
plicação. 
5) JR+ = ERIx> 01, forma um grupo sobre a multiplicação. 
6) lit- o conjunto ordenado de todas as n-uplas dos números reais é um grupo 
sobre a seguinte operação: se 
x = 	 x2, • - - 	 e 	 = (Yi , Y2, • • , Yr,) 
então 
x + y (xi + Y17 X2 ± Y2, - - X71 ± Yr.) • 
0 elemento identidade é 0 = (0,0, 0) e o inverso de x é 
7) Sejarn S = fa,b,c1 e G={f:S—>S1f injetiva} Por exemplo f S 
S dada por f (a) = b, f (b) = c, f (c) = a, é um elemento de G. Definimos urna 
operação sobre G como segue: 
0:GxG-->G 
(f,g) 	 f og 
onde 
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fog:S—>S 
a composta, ou seja, (f o g) (x) =- f (g (x)) , VTE 
Seja i S —> S a ftmgio identidade, isto 6, i (a) = a, i (b) = b, i (c) --= c. Então 
esse é o elemento identidade de G para essa operação. Assim a inversa usual de 
f E G (como f é bijetiva sempre existe a inversa f -1 ) é o inverso para f relativo 
a essa operação. A composição 
 de furtgOes é associativa, então G é um grupo. Ele é 
chamado o grupo simétrico sobre {a, b, 4, ou de grupo simétrico 
 sobre três elementos, 
denotado por 83- Analogamente defini-se Sn . 
Definição: 0 grupo G e" abeliano ou comutativo se também 
 vale que a operação 
e" comutativa, isto 
ab = ba, V a,b E G. 
Dos exemplos acima, 1), 2), 3), 4), 5) e 6) são grupos abelianos, porém o grupo 
simétrico sobre três 
 elementos não é abeliano. 
Definição: Sejam C e H grupos. Uma fun* a: 
	 H é um homomorfismo 
se para todo a, b em G temos 
a (ab) = o (a) - o (b) . 
Observação: ab é a operação em G e a(a) • a (b) é a operação em IL  
Proposição 2: Um homomorfistno cr:G—>H leva identidade em identidade e 
inverso em inverso. 
Prova: Sejam e, e' as identidades em G, H respectivamente. Temos a (e) = 
a (ee) = a (e) a (e) e a (e) tem um inverso em H chamado h. Assim 
e' -= h a (e) = h a (e) - a (e) = e' • o- (e) = a (e) , 
logo a (e) é a identidade em H. 
Para a E G temos 
o- (a)a (a 1 ) = o- (aa-1) = o- (e) e 
a (a -1 ) • a (a) = a (a la) = a (e) 
mostrando que a (a-1 ) r- (a (a)) -1 
Sejam f: (G, -) 	 (F, x) e h: (F, x) 	 (H,*), dois hornomorfismos de grupos. 
Então a composição ho f: (G, 
-) —> (H,*) e" um homomorfismo. 
Prova: Sejam x, y E G quaisquer. Temos 
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(h ° (x • Y) h (gx • Y)) = h (.f (x) x f (y)) = h (f (x)) * h(f(Y)) 
=(h° .f) (i) * 	 ° 
Um homomorfismo é sobrejetivo se a (G) = IL Se definirmos a : R -4 R2 por 
(x) = (x, x) , então a 6' um hornomorfismo mas não é sobrejetivo porque a (R) 
exatamente a linha diagonal em R2 . Mas p :JR2 -* R definido por p (x, y) = x 
uni homomorfismo sobrejetivo. 
Urn homomorfismo a : 	 .if é injetivo se a (a) = a (b) implica sempre 
a = b, isto e, dois elementos não tem a mesma imagem. 
Por exemplo, a aplicação a : R R2 , dada por a (x) = (x,x), é injetivo, e a 
aplicação p : R2-> R, dada por p (x, = x, não é injetiva. 
Definição: Um homomorfismo que é injetivo e sobrejetivo é chamado um iso-
morfismo. 
Para funções temos as seguintes definições:  
Definição: f G -> H é injetiva se f (a) = f (b) a = b ou equivalentemente 
se a b 	 f (a) y4  f (b) 
Definição: f : G H é sobrejetiva se dado b E H, aaEG tal que Pa) = b. 
Seja IR. o grupo aditivo de todos os números reais e seja R+ o grupo multiplicativo de 
todos os números reais positivos. Seja a um número real maior do que 1. Defino 
o- : R --> R+ 	 por 	 o- (x) = a'. 
Então a é um homornosfien y) ax-Fy .= axe , a (x ) a (y) 
também é injetiva. Suponhamos a (x) = o- (y), isso significa a' = ay e assim 
a-vax = 0,-VaY = 1 e a'-v = 1 que implica x - y = 0 ou x = y. a também 
sobrejetiva. Porque, se y é um número real positivo, então existe x E R+ tal que 
x = loge, y, isto 6, ax  = y_ 
Assim estes dois grupos são isomorfos 
A priori parece ser  difícil verificar se um homomorfismo a : 	 injetivo. 
Existe outra maneira de verificarmos se a e" injetiva. 
Lema: a e" injetivo se, e somente se, (a imagem inversa) o--1 (e') = {e} . 
Prova: 
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o- (a) = o- (b) -<—,\ o- (a) (o- (b)) -1 --= e' 	 > o- (a) o- (b-1 ) - e' <—›- o- (ab-1 ) = e' 
e 
	  ab-1 = e -=> a = b.EI 
1.2. Corpos, Quatérnios. 
Definição: Um corpo K é um conjunto que tern operações de adição e multi-
plicação satisfazendo as seguintes condições: 
(i) distributividade da multiplicação em relação a adição 
a (b c) =  ah ac; 
(ii) K é um grupo abeliano sobre a adição, com identidade escrita como O. 
(iii) K - {0 } é um grupo abeliano sobre a multiplicação. 
Exemplos de corpos: 
(Q, +, -) e  (ik,  ±, •) são corpos. Podemos olhar R2 como um subconjunto de C (os 
números complexos) como segue: se (x j , x2 ) e (yi , y2 ) são dois pares ordenados 
de números reais, definimos (xi, x2) ± y2) --= (x j £2 + y2) e vimos que esta 
operação transforma R2 num grupo abeliano. Se definirmos a multiplicação por 
(xi , x2 ) (Y1, Y2) = (001 , x2Y2) - 
então teremos 
(1, 0) (0, 1) = (0, 0) . 	 (*) 
Temos que (0, 0) é o elemento identidade ou "zero" para a adição e temos dois 
elementos não nulos de R2 em que o produto é zero. A igualdade (*) mostra que R2 
com a operação multiplicação acima não é um corpo porque: 
Proposição 3: Em um corpo K, se a 0 e b 0, a, b e If, então ab 
 y 0 
Prova: Se a 0 então a E K {0} que é exigido por (iii) para ser um grupo 
sobre a multiplicação. Assim há um a-1 em K - { 01- tal que a-la = 1 (identidade 
multiplicativa). Assim se ah = 0 temos 
a-1 (ab) = arl (0) = 
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mas a-1 (ah) = (a la) b = lb, logo b = 
 0, que é uma contradição. Portanto 
ab O. 0 
A Proposição 3 é equivalente a dizer que o corpo "não tern divisores de zero". 
 
Para I2 
 ser um corpo sobre a multiplicação definiremos: 
(a, (c, d) = (ac — bd, ad +  be) 
Vamos verificar primeiro a  condição (i) da definição de corpo 
(a, b) ((c, d) 4- (e, f)) = (a, b) (c + e, d + f ) 
(a (c + e) — b (d + 
 f)  , a (d + 1) + b (c + e)) ----- 
(ac 	
— bd—btad + af +be+ be) = 
(ac — bd, ad +  be) + (ae — bf, 
 , a f + be) = 
(a, 	 (c, d) + (a,b) (e, f) . 
Associatividade é de fácil verificação. 
Se (a, b) (0, 0) devemos verificar se tem um inverso multiplicativo. Bem, (a, b) 
(0 , 0) < 	 > a 0 0 ou b 	 0 <—>- a2 b2 $ 0 neste caso precisamos achar o 
inverso multiplicativo para (a, b) E fácil verificar que o elemento identidade para 
multiplicação é (1,0) e 
a 	 —b (a, b) (a2 b2 , a2 	 b2 ) — (1,0), 
1 
assim (a, b) 0 (0,0) tern como inverso multiplicativo o par 	  
a2 b2 
(a
' 
—b) . 
Assim transformamos I2 
 num corpo chamado de números complexos, denotado por 
C. 
Escrevemos (a, b) = a ± ib ou a+ hi e tratamos isso como um polinômio em i 
corn a condição que i2 1. Assim 
(a ib) (c + id) = ac -1- aid + ibc + ibid = 
ac + iad + ibc + i2bd =  (ac — bd) i (ad + be) . 
Podemos considerar R um subcorpo de C, isto 6, um subconjunto que torna-se 
corpo usando as operações do conjunto maior, uma vez que podemos escrever todo 
x E R como x i0. 
Então se x, y E R temos 
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x + y = x i0 y i0 = + y) i0 
xy = (x + z0) (y + i0) = (xy) + i0. 
Assim tomamos o corpo IR como todos os pares (x, 0) em R2 , 
Tentaremos usar esse procedimento para estender o corpo em R2 para um corpo 
em ife. 
Proposição 4: As operações sobre C não podem ser estendidas para transformar R 3 
num corpo, 
Prova: Tome os vetores {1, i, j} como base para o R2 , onde 1 = (1, 0, 0) , i 
(0, 1, 0) e j = (0, 0, 1) então qualquer elemento de IR.2 pode ser escrito como a-l-ib±jc 
com a, b, c E JR. Assim se temos a multiplicação estendida dos C precisamos ter 
ij = a -I- 	 jc para reais a, b, c E R. Mas então i (ij) = ia i2 b ijc, assim 
—j ia — b +ijc 
—j=ia—b+(a+ib+ jc)c 
— i  = (ac — + i (a + bc) + jc2 
Isto implica e2 
 = —1, contradizendo que c E R. O 
Podemos definir uma multiplicação em R4 
 que satisfaça as condições (i) e (ii) de 
corpo, mas (iii) precisa ser substitufda pela seguinte. 
K — {0} 
 é um grupo sobre a multiplicação (ele não é um grupo abeliano). 
Tomamos como base do R4 os vetores {1, i , j, k} , onde 1 = (1,0,0,0), i = 
(0, 1, 0, 0) , j= 
 (0, 0, 1, 0) e k= (0,0,0, 1) e definimos 
• 1 	 i 	 j 	 k  
1 1 
—1 k 
j —k —1 
Iv k j 
	
—1 
Assim 1 age como identidade, ij = k, ft = —k, etc. 
Multiplicação de quádruplos de nihneros reais: 
(a+ib+ jc±kd)(x +iy jz + kw)= 
(ax — by — a — dw) + i (ay + bx + cw dz)± 
j (az + 
	 dy 
— bw) k (aw + dx + bz — cif) - 
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ti com essa multiplicação é chamado de quaternios e denotado por Ill. E fácil verificar 
que fizemos isto estendendo a multiplicação em C tomando c=0=d e z=0=w 
na fórmula acima 
Este anel foi descrito pela primeira vez pelo matemático irlandês Hamilton_ rani-
cialmente os quaternios foram usados extensivamente no estudo de mecânica e hoje 
tern urn lugar garantido na algebra, bern como na teoria quântica. 
 
Os axiomas (i), (ii) são facilmente verificados, (iii) com a operação acima é um 
grupo, mas não é comutativo, vamos mostrar que todo quaternio não nulo tem um 
inverso_ Seja q= a ± ib+ jc+ kd, agora 
q=a+zb+jc+lcd$0< 	 >a00, ou bSO, ou cSO, ou dS0 
	  a2 b2 c2 d2 0 
e designamos 
_ 1 a — ib — jc— kd 
q = a2 b2 c2 d2 
facilmente verificado que qr1 = 1 = 
Existem certas construgOes que queremos fazer sobreR, C e III , assim escrevemos 
K E 1R, C,114 . 
Observação: Os quatérnios não formam um corpo, pois não vale a comutativi-
dade para a multiplicação. 
1.3. Vetores e Matrizes. 
Para K E {R,C,H}, K é o conjunto de todas as n-uplas ordenadas dos ele-
mentos de K. 
Definição: Sejam x = (xi,x2,...,x n) e = (1117 Y2; .. • , y4 pertencentes a Kn, 
definimos a adição em IC' por 
x y = (xi ± Yl, £2 ± Y21 - - - Xn+Yn) • 
Isso transforma IC em um grupo abeliano com a identidade sendo 0 = (0, 0, • , O).  
De fato, 
(i) associativa: (x + y) +z = 
 x+ (y z). Sejam x 	 x2, - • - xn) 	 = 
(Yi , Y27 • • - Yn) e z = 	 z2, - • . , zn) 
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(x y) + z (xi ± 
	
• - , xn + Yn) 	 , zn) 
	
= (xi ± 	 - , xn Y72 zn) 
=(zi ,- ,xn) 	 (Yi 	 • , Y71 Zn ) 	 X 	 (y z). 
(ii) elemento identidade: ed-x=x+e= x. Seja e 	 , en ) 
e x = (ei ± xi, - • • , en ± xn) 
x0) 	 e = (0,0, 
	 ,0) 
(iii) existência do elemento inverso: x (—x) = (—x) x =-- e. Seja —x = 
X 4 - (— X) = (X1 jr ( — Xi) , - - - X n (— X n)) 
	
= (—Xi ± xi , 	 , —x, xn ) = (0, 
	 , 0) = e. 
Por (0 , (ii) e (iii) K" é um grupo sobre a adição. 
(iv) comutativa: x y =y x 
x 	 = (xi ± yi, -..xn yn) = 	 ± xi, ..., 
	 x n) y + x 
Por (i), (ii), (iii) e (iv) 	 um grupo abeliano sobre a adição. 
Para c E K definimos 
cl =-- 	 Cl2, 	 Cln) 
e isso transforma IC num espaço vetorial sobre K. 
Observação: 
	 um H-módulo (o conjunto dos escalares é um anel), mas 
daqui para frente diremos que Erb é um "espaço vetorial" para não sobregaregarmos 
a notação. Observamos também que Ir é um IR— espaço vetorial. 
Definição: A aplicação K 71 	 Kn é linear se ela respeitar as combinações 
lineares, isto 6, se c,dEK e x,y E R. " então 
(cx dy) =- eq5(x) Ab(y). 	 (*) 
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0 é dita um homomorfismo do grupo aditivo de IC . 
Observação: (*) é equivalente as seguintes condições: 
(i) + Y) =0(l)±0(y); 
(ii) çb (cx) = c0 (x) 
Proposição 5: Se Kn ifn 
	 são ambas lineares, então o também 
e. 
Prova: 
	
(7,1) 0 	 (cx dy) = i,b(q5(cx dy)) 
= 1,1  (0(x) ± dçb (Y)) = c (I» o  (IS) (x) d 
	 (IS) (y) 
Definição: 	 o conjunto de todas as matrizes ri X 71 com elementos em 
K.  
Definição: Se M E 	 M = (inii), com mij E K, podemos definir uma 
aplicação linear .0 (M) por 
0(M)(xi, x2, - • . , xn) = (xi x2  
onde a multiplicação de matrizes é indicado a direita, isto e, estamos multiplicando 
uma matriz 1 x n por uma matriz n x 
 ri, que resultará numa matriz 1 x  ri. E 
fácil verificar que é linear, 
(m) (ex + clY) = 	 + dY) (" )  
	
= c (xi, x2, 	 d (Yi, Y2, 	 (Tni3 ) - 
Usaremos vetores linha ern vez de vetores coluna porque transformamos IFIn em um 
"espaço vetorial" multiplicando por escalar a esquerda. 
Observação: Se olhassemos Kn com K— módulo poderíamos escolher vetores 
linha ou coluna, pois todo K—módulo a esquerda também é um K—módulo a direita. 
Em EIN a multiplicação por escalar a, esquerda, 
= (CX1,CS2, 	 CXn) 
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não 6, em geral, o mesmo que (xic, x2c, --•, xric)_ Se usarmos vetores coluna e mul-
tiplicarmos por matrizes no lado esquerdo nem sempre obteremos 
 transformações 
lineares. Por exemplo, para q, c, d E 1111 e x,yEir consideremos 
(q O 	 O 	 czi  ++ ddyi 	 q:xi ++ qg dt z  
, 
. 	 . 	
' 
- 
0 	 0 q 	 cx„, + dyn 	 qcx, + qdy, 
não podemos esperar que isso seja igual a 
(qx i 	 (Di ) 
_ 
qx„ 
mais especificamente para n = 1, x=1, y=1, d= 0, c=i e q= j, pois 
ternos 
(*) = qcx i + qdyi = jil + j01 = ji = —k 
e (**) = c(qxi ) + d (qyi) = i (j1) + 0 (j1) = ij = k 
Reciprocamente, dada uma aplicação linear 0 	 —> 	 , é fácil achar uma 
matriz M„ tal que 	 (M). A primeira linha de M é a n-upla (1, 0, 0, ..., 0), a 
segunda linha de M é 	 (0,1, 0, 	 O), etc. 
Note que se a matriz A é  obtida da aplicação linear 0 e a matriz B é obtida da 
aplicação linear 7,b então AB é obtida de 7,b o 0_ 
A aplicação linear 0 é um isornorfismo se for injetiva e sobrejetiva (semelhante a 
definição de grupos isomorfos). Então 	 é também um isomorfismo linear e o 
= e = 0-1 o 0. Em relação a matrizes, isto significa que 
	 (M) (M) = I = 
çb (M) 	 (M) assim c1  (M) é inverso de 0 (M) nos dois lados. Assim se 21-1 
inversa à esquerda de A, então é também inversa à direita de A. 
Transformaremos o conjunto M„ (K) num espaço vetorial de uma maneira clara 
e Obvia: 
(i) Se A = (ai1 ) e B = (kJ), então  
A + B = (ai; + aii ); 
(ii) Se A -= (a ii ) e c E K, então 
cA = (c 
0 q (* ) 
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Essa não é uma maneira diferente de transformar Ku num espaço vetorial, mas o 
fizemos com n2-uplas. Entretanto, há nenhum ganho escrevendo n2 elementos em 
uma linha em vez de dispô-los em n X 72. 
Mas Mn (K) não é apenas um módulo (pois K E {R, C, H}), também tem a 
multiplicação que distribui sobre a adição, 
A (B + = AB + AC 
(B+C)A= BA+CA. 
Alem disso, c E K então 
c (AB) = (cA) B = (cB) . 
Tal sistema é chamado álgebra. Quando usamos a palavra álgebra subentendenunos a 
existência da identidade multiplicativa nos dois lados. Em 114 (K) a matriz identidade 
a identidade multiplicativa. 
1.4. Grupos Lineares Gerais. 
Definição: Um anel A é urn conjunto que tern operações de adição e multiplicação 
satisfazendo as seguintes condições ( geralmente o anel A é  denotado por (A, +, .)): 
(i) A é um grupo comutativo sobre a adição; 
(ii) A multiplicação é associativa, isto 6, 
	
(a b) c = a - (b 	 , 	 V a, b, c E A; 
(iii) A adição é distributiva em relação à multiplicação, isto 
a- (b + c) = a-b+a-c, 
(a ± c = ac bc V a, b, c E A. 
0 anel A é comutativo se a multiplicação for comutativa, isto e, 
	
a -b=b- a 	 V a, b e A. 
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Um anel (A, ±, -) 
 é  denominado uma algebra sobre K se A é urn espaço vetorial 
sobre K tal que a (ab) = (aa)b = a (ab) para todos a, beA e ae K. 
Definição: Se A é urn anel, dizemos que xEA é  urna unidade (elemento 
inversive') se existe algum y E A tal que xy = 1 = yx, isto e, se tiver um inverso 
multiplicativo. 
Proposição 6: Se A é um anel e U o conjunto das unidades em A, então U é 
urn grupo sobre a multiplicação. 
Prova: A operação é associativa, há um elemento identidade 1 e todo elemento 
tem um inverso. O 
Definição: 0 grupo das unidades no algebra M (R) é denotado por GL (n, I),  
em Mr, (C) por GL (n, C) e em Ain (IHD por GL (n,11-10. Estes são os grupos 
lineares gerais, 
Note que: A E Mr, (K) é urna unidade se e somente se A representa urn iso-
morfismo sobre Kn, isto 6, A E GL (K) < > T - Kn Kn, T (v) = vA é um 
isomorfismo_ 
Definição: Uma matriz 	 dita ntio-singular se, e somente se, existe uma 
matriz B, tal que 
4B = I 
 
Caso contrario, A é  dita singular. 
Definição: Se G é um grupo e H é um subconjunto de G, então H é um subgrupo 
de G se a operação em G transforma H num grupo_ 
Proposição 7: H é um subgrupo do grupo G se HCG e 
(i) x,yEHx•yEH; 
(ii) elemento identidade esta em H; 
(iii) it E H x' E H. 
0 nosso objetivo principal é o estudo de subgrupos de nossos grupos lineares 
gerais. 
Observação: Podemos ver que 
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(i) GL (1, = R — {0} 
(ii) G (1,C) = C — {0 } 
(iii) GL (1, =H — {0} 
porque todos os elementos não nulos sio unidades. 
Exemplo: GL (2,R) é o conjunto de todas as unidades no espaço vetorial M 2 (R) 
de dimensão & Assim 
b GL (2,R) = {( a 	 la"b c
'
dER, ad—bc$0} 
c d  
isto e, todos os pontos do 4 -espaço menos o conjunto onde ad = bc. 
Para R e C temos definido determinantes em M (R) e Mn (C) e da álgebra 
linear sabemos que 
GL (n„R) = {A MT, (R) det A 
(n,C) = {A E Mn (C) det A 0} . 
Se usarmos o determinante usual de M 2 (HO então, por exemplo, 
( k j det i —1 = —2k 0 
 
mas esta matriz não é inversivel, pois a aplicação linear correspondente não é urn 
isomorfismo, pois 
(1, j) ( ki  
e a aplicação não é injetiva. 
Se definirmos por exemplo o "determinante" de M2 OHO por 
det ( 7 6' 
então temos, det ( i. j. = k — (—k) = 2k $ 0, mas esta matriz não e inversivel, i y 
pois a aplicação linear correspondente não 6 um isomorfismo, já que 
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-j) 	 3 
= (0,0) 
 
e a aplicação não e injetiva. Definiçaies similares darão problemas similares, mas 
podemos definir um determinante com valores complexos com a propriedade desejada, 
isto e, A E M (El) tem uma inversa se, e somente se, este determinante /IL) é nulo. 
Proposição 8: Seja 	 H um homomorfismo de grupos. Então 0 (G) 
um subgrupo de H. 
Prova: 0 (G) contem o elemento identidade de H, pois 0 (id) = id_ Se x, y E 
(G) , entio existem a, b G tal que 0 (a) = x, 	 (b) 	 Então 
xy =0 (a) 0 (b) s (a ( ) e 0 (G) 
Finalmente, suponha que x E 
 4'  (G) Então x = (a) e assim x-1 = (a -1 ) e 
4' (G) . Então 0 (G) e urn subgrupo de H.111 
Queremos definir determinantes para matrizes em Mr, (El) tal que A E GL (72,110 
	  det A $ 0. Para isto definimos a aplicação 
'F: 
 G L (n,11-10 	 GL (2rt,C) 
A aplicação 
0 :Et -> M2 (C) 
definido por 
, 	 x iy -z-iw 0(x+iy±yz+kw). 
' 
um homorfismo injetivo_ 
Assim, para A E Mn (El) definimos 
'Ti (A) -= ('4'(a4).  
Definição: Para A E Mn 0110 definimos determinante de A por 
det A -= det('F (A)) . 
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Lema 9: 
(i) 0(a+fi)=0(a)+0(P), a,O€E1 
(ii) b 
 (0) = "Sb (a) "0 (d) 
(iii) 21, e injetiva. 
Prova: Sejam a,8 E H, a = a + ib + jc + kd e /3 = x + iy+ jz + kw entao: 
± f3) = xp ((a + ib jc + kd) + 	 iy jz + kw)) 
=0((a+x)+i(b
-ky)+3(c+z)+k(d+w)) 
(
(a+x)+i(b+y) — (c+4 —i(d+w)) 
(c+z)—i(d+w) (a+x)
— i(b+Y) ) 
a+ib —c— id) ± (x+iy —z—iw 
(c0) = z1) ((a + ib + jc + kd) + iy jz + kw)) 
= ik((ax — by — cz — din) i (ay + bx cw — dz) 
+j (az + cx + dy —  bin) + k (aw + dx + bz — cY)) = 
(ax — by — cz — dw) i (ay + bx cw — dz) — (az cx + dy — bw) — (aw + dx bz cy) 
(az + cx + dy — bw) — i (aw + dx + bz — cy) (ax — by — cz — dw) — i (ay -I- bx + cw — dz) ) 
(i) 
c — id a — ib 	 z — iw x iy 
a+ ib —c— id —z — in! 
(c — id a — ib 
) x+ iy 
z — iw x — iy 	 = 	 (a) 0 (0) • 
) 
(iii)Sejam 0,0 E 	 a = a - - ib+ jc+ kd e /3= x±iy+jz+kw, corn 
então 
a+ib —c—id) 1.1) (a) = 714 ib jc + kd) = 
c — id a — ib 
a 0, 
e 
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x +i  —z — iw 
0((3)=7,b(x+zY+jz+kw)= ( z—iw x—iy 
como a fi 
	
111 (a) 	 (0) •  Portanto 41 é injetiva.0 
Assim, para A = (aii ) E M (H) designamos 
	
IF (A) = 	 (aia)) E M (2n, C) 
isto 6, tIf (A) e a matriz complexa 2n x 2n cujo bloco 2 x 2 na  posição ij 
Lena 10: qf (AB) -= (A.) (B). 
Prova: Seja A = 
	 , B =-- (finv) .  Então 
	
(AB) % = aj,3,j + • 	 andinj 
Pelo Lema 9 
	
tlf (AB) =4)  ((AB) ii) = 	 (131j) + • • - +1P 01'440 (19,0) 
e estas são justamente as entradas ij ern LF (A) IF (B) 
Proposição 11: Seja A E M„ (HO . A E GL (n,111) < 	 > det NI (A)) 0 
Prova: 	 A E GL (n, 	 E GL (n,11-10 e 	 = 
	
(A) • iF (A --1 ) = 	 (/) = /' 
(A) E GL (2n, C) 
det (11 (A)) 	 0. 
111 (A) E M2r, (C) A E M H r, () det (W (A)) 
	
W (A) E GL (2n, C) e (W (A)) -1 e 	 (271, C) 
Seja B E Mr, (H) , 
BA 0 -4 	 (BA) 0 <---> W (A) W (B) 0 	 > klf (B) 0 <   B = O. 
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Portanto 
BA = 0 
	  B = 0, V B e Mn (El) . 
Isso mostra que A é inversivel, isto eAE GL ( n, 111) 
A : 	 --* 6' uma transformação linear. A e injetiva se, e somente se, A U 1—* uA 
representa um isomorfismo se, e somente se, a matriz A é  inversivel. 
Claramente A injetiva pois uA 0 BA -= 0 B = 0 u 0, 
B 
0 	 0 I 
u u2 
Lo o 
0 - 	 0 
Exemplos: 
1) Calcular o determinante da matriz A = ) usando a W. 
I i 
 
det (A) = (let (xli (A)) -= det 	 o. 2 ( 
0 
0 
—i 
0 
—i 
0 
1 
0 
1 
—1 
0 
—1 
0 
i 0 0 —1 
0 —i 1 0 
= det 	 = O. 0 000 
0 0 0 0 
2) Calcular o determinante da matriz B = ( 
	
( 
i 0 0 —1 	 Ii 0 0 —1 
0 
	
det (B) = det NI (B)) = det O_ —i 1 0 	 = det 	 —i 1 0 	 == —4i 2 =  
	
u —1 i 0 	 0 0 2 0 
	
1 0 0 —i 	 0 0 0 2 
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2. GRUPOS ORTOGONAIS DE GL (N, R) 
2.1. Produtos Internos. 
Temos uma noção de conjugação consistente em R, C, 
Isto e: 
	
para x E R, 	 z; 
para a = x iy E C, a- x — iy; 
para q x iy 	 ± kw E 	 q =x - iy — jz — kw _ 
Obviamente ternos ire -= a em todos os casos e 
(a+13)=a+P. 
Vamos provar que afi = Pa em C. 
Para a a ± ib e P = c ± id E c,  
afi =  (a ± i ( ) (c id) = [(ac — Lid) i (ad ± bd)1 = ac — Lid — i (ad 4- be),  
Pa = (c + id) (a 4- ib) = Rea — db) 4- i (da cb)] = ca — db — i (da cb) , 
logo ---afi = 
 7i; pois a, b, c, d E R comutam. 
Para a, 0 E TEL nem sempre teremos afi -= Oa pois por exemplo sejam a = i e 
= j. Fazendo as contas vemos que: 
&z= = k = —k, 
e 
Pa =Ti = —k =  Iv, 
 
e portanto —afi p-Ty_ 
Naturalmente para Ilk e C temos 
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aï3 
o mesmo não acontece quando a,p E EL 
Jó, para 1111, temos: 
Prova: Sejam a = a ib + jc + kd e = x + iy + j z + kw, então temos que: 
afi = + it) + jc kd)(x + ty + jz + kw) 
= (ax — by — cz — dw) — i (ay ± bx cw — dz) 
—j  (az at dy — bw) — k (aw dx bz — cy) 
e 
73- = (x + iy jz kw) (a ib jc kd) 
(x — iy — jz — kw) (a — ib — jc — kd) 
(—yb + xa — wd — zc) — i (xb ya — zd we)  
—
i (Xe  za —  tub ± yd) — k (xd tua —  ye zb) 
Como a, b, c, d, x, y, z, to comutam, temos que —ce0 = F35. 
Definição: Para K E PR, C, 	 e x, y E K", com x = (x i , x2 , . . , xn) e 
y = (Yi, y2, - ,y,) vetores de mesma dimensão, então o produto interno em IC 
difinido por 
Proposição 1:: <, > tem as seguintes propriedades: 
(i) < x, y + z >=< x, y > + < x, z >; 
(ii) < x + y, z >=< x, z > + < y, z >; 
(iii) a < x, y >=< ax,y > , < x, ay >=< x,y > d ; 
(iv) x, y > 	 y,x >; 
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(v) < x, x > ésempreumnúmeroreal >O e < x, x > -= 0 4—>, x = (0, , ; 
(vi) Se {el, 	 , en } e" a base usual (canônica) para Kn, isto 6, 1 na posição i 
e 0 nas demais, ei = (0, 	 , 0,1, 0, . . , 0) , então 
f 1 se i = j 
1. 0 se i 
(vii) 0 produto interno é não-degenerado, isto 6, 
Se < x, y >=O para todo y, então x =  
Se < x, y >= 0 para todo x, então y = (0, . , 0) 
Prova: Sejam x = (xi, . , x n), y 	 , yn ) e z 	 , zn ) E 	 e 
a E K 
(i) < x, y 	 >= (Yi + zi) 4- • • - xik(Yn zr6) 	 + xi.71 + - • • 
±InYn 
 ZriZn = (X1Y1 
	 • • + Xn-gn) ± (X1-21 - • • ± XnZn) =< X y > < x, z > 
< x + y, z >= (wi Yi.) 
	
- • • ± (xn yn) 
	 = xi-21 ± Yai 	 • • 4- xr,„ 
±Yn2n (zai 	 • • x•Jn) (Yai ynTn) 	 X, z >+ < y, z > . 
(iii) a < x, y >= a (xiy1 
 + • • + xn-gn) = axlVi -} • • • ± axnyn =c ax,y > , 
< x, ay >----- 	 9- + • • - xna Fr, = x 	 ± • • • + xngna = (xi% 	 + znYn) a =< 
y > 
(i/a) < y > = (z19
-1 ± • • • ± xn-gn) = 	 • ± xn,Yn = 
Yai ± • - 	 =< y, x > . 
Para x, y E EI  provaremos a propriedade (iv) da seguinte forma_ 
< x, y > = (xiYi - • • ± znYn) 
	
4- • • ± xnUn = 	 + • - • Jr 3,,,Tn 
= Yai ± • • • ± y,an 	 y, x > 
(v) < x, x > sempre um rairnero real > 0 e < x, x >= 0 <==> x = (0, . , 0) . 
Faremos três considerações:  
1) Para x E Rn 
	 < X, X > 	 ± • - • --I- xn-fn = 	 • - 	 xn2 > 0; 
2) Para x E en, x; = ai ibi e  
xj11; = (aj + ibj) (aj — ibj) =  a + b + i (—a + aj bj ) = a4 + b e R+, 
então 
G x >=- xai + • • + x.„T„ 
urna soma de mimeros reais positivos. 
3) Se y E El, então x = a + ib + jc + kd e y --= a — ib — jc — kd, 
fry = (a + lb + jc + kd) (a — lb — jc — kd ) = (612 b2 c2 d2) 
+i(—ab + ba —  S + dc) + j (—ac + ca — db + bd) + k (—ad + da — be + cb) 
az 4_ 1,2 + az dz E R+ . 
Para x E En temos 
G X, X >= 	 ± • • ' Xn
-In 
que é uma soma de números reais positivo& 
Agora vamos mostrar que < x, x >=O 	 >x= (O,.. , O) 
< x, x 	 xai ± • • - 	 xixi > 	 Vi = 1, 2, ... , n, 
= 0 	 x 	 0 Vi 	 1, 2, ... , 71_ 
Logo 
• .X , x > =. 	 x = (0, 0) 
x 	 x, x >= 00 + • • + 00 = O. 
Logo 
x = (0, 
	 , 0) 	 x, x >= O. 
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(vi) Se {el, ez, en } é a base canônica para Kn, então 
< ej e >= 1 se i = j 
1. 0 se i 	 j 
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Seja 
a base canônica. Como os vetores ei e ei tem somente uma componente não nula na 
sua respectiva posição, i ou j, então quando fizermos produto interno < ei,ei > 
temos apenas duas possibilidades, ou i = j ou i .1_ Quando i = j, < ei , ei >r 1, 
já quando i$ j, < ei , >= O. 
(vii) 	 , > é não-degenerado. 
Se < x, y>=O para todo y E KT% em particular < x, x >= 0 	 x = 
(0, 0, .. , 0) , por (v) 
Se < x, y >= 0 para todo x E 	 em particular < y, y >. o 	 Y = 
(0, 0, 	 , 0) , por (v) 
I 	 ( 4 ) Exemplo: Verificar 	 p ara = 2 + 3i ' = 5 
	
e a=1 —i. 
 
Solução: 
(4— 4i 
ay = 
 5— 5i ) '  
portanto 
< x, ay >= i (4 + 4i) + (2 + 3i) (5 + 51) =  —9+ 291 . 
Mas 
<z, y >= i4 + (2 + 31)5 = 10 + 19i, 
portanto 
< y > = (10+ 19i) (1 + i) = —9+291 ---t< x, ay > . 
Definição: A norma 114 de x E IC 6. definida por 
114 = 	 x,x >. 
Exemplo: Ache 114 se x 
 =
( 1 + 2i ) 
—3i 
Solução : 
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( 1 — 2i 
	
31 	 ' 
então  
< x, >r--- (1 + 2i) (1— 21) + (-31) (31) = 14 
e 
114 =_- 	 x, x > = 074. 
Relembrando que se A E Mn (K) , seu conjugado A é  obtido substituindo cada 
aii por au , seu transposto  At  é obtido substituindo cada ai; por ski& Estas duas 
operações comutam tal que o símbolo X (o transposto do conjugado de A) é não 
ambíguo. 
 
( 2 + i 3 —i Exemplo: Ache X se A= 1 	 1. 	 i 2i ) 
Solução: 
2 — i 	 1 
—2 
A = ( 2 — z 3 	 i ) e X-=-( 3 1+i). 1 	 1 + i —2z 
	
i 	 i 
Relembrando que para Ern operaramos it direita, uma vez que definimos o produto 
(escalar)•(vetor) A. esquerda. Faremos o mesmo para Rn e Cn, usando vetores linha. 
Proposição 2: Para qualquer x, y E Kn e A E Mn (K) temos 
< x A, y > = <  x, 
	 > 
Prova: Seja A = (aij ) 
TA = (Tian + • + xnani , xiain + - • + xnann) 
At , =-- 	 ± • " ynain, Yiant " • + YOnn) 
Assim 
< x A, y >= (xian 
 + • + xnani) + - • - + (xiain + - " + Xnann) XL, 
e 
< x, y—At >=  z 1 
 (aii
-gi 	 • + ainFn) + • • - + xn (an,01 ± • - + annVn) - 
E fácil ver que <xÁ, y > = < x, y7lt > O 
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2.2- Grupos Ortogonais. 
Seja novamente K E fIR, C, 
Definição: 
0 (n, K) =-- 	 E GL (n, K)1 < x A, yA > = < x, y > para todo x, y E 	 . 
Proposição 3: 0 (n, K) é um grupa 
Prova: Se A, B E O (ri, K) , temos 
< xAB , yAB > --=< (xA)B, (xA) B >=<xA,yA>=<xy> 
então 
AB E 0 (n, 
Claramente a matriz identidade I está em 0 (n, K) . 
Se A E 0 (ri,K) temos 
< eiA, 	 > = < ei,e; > Si; = { lo se i = j 
se i j 
Agora eiA é  exatamente a i-esima linha de A e podemos ver que < eiA , e5A > 
exatamente a entrada ij do produto AT 
Assim AT = I. Mas então TA 6' também a identidade uma vez que (TA) = 
CA-At = AT = I. Assim .7-f = A -1 , inversa à esquerda e à direita de A_ Mais 
geralmente, vimos que, na secção 1.3, para matrizes inversa à esquerda 
 tínhamos 
automaticamente inversa à direita. 
Finalmente, 
< xA -1 ,yA -1 > = < x44-1A,yA -1.4 > = < x, y > , 
mostrando que A-1 E 0 (n, K) fl  
Definição: Para K = IR escrevemos 0 (n, K) como 0 (n) e o chamamos de 
grupo ortogonal_ Para K = C escrevemos como U(n) e o chamamos de grupo 
unitário. Para K = 1111 escrevemos como Sp (n) e o chamamos de grupo siraplético. 
Proposição 4- Seja A e Ain (K) - Então as seguintes condições são equivalentes: 
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(i) A E 0 (n, K) ; 
(ii) c eiA, ejA > bij; 
(iii) A leva base ortonormal em base ortonormal; 
(iv) As linhas de A formam uma base ortonormal; 
(v) As colunas de A formam uma base ortonormal, 
(vi) X = 
Prova: Podemos ver cada A E 0 (Ti) como uma transformação  linear ortogonal, 
a demonstração segue dal' da álgebra linear. 
Proposição 5: Seja A E lan (IR) Então A E 0 (Ti) se, e somente se, A preservar 
a norma, isto 6, < A, xA >=< x , T ><--> IITAII =114 . 
Prova: A preserva a norma se, e somente se, < TA,  TA > = 
 c x,x > para todo 
x e Rn. Assim para A E 0 (n) temos 
	
IITAII 2 	 >=< x, x >= liT112 
Potanto lixAll = iiTil 
Reciprocamente, temos 
< (x + y) A, (x + y) A  >=< x + y, x 
 +y > 
r=cx,x>+cx,y>+cy,x>+<y,y> 
	
= < xA, xA > + 
	
yA > + < yA, TA > + yA,yA > . 
E fácil ver que 
< TA, TA 	 1 < yA,/yA > . 
Falta ainda provar que 
C a;, y> + < y, x > = < xÁ , yA > + < 
	 >, 
mas como C, > sobre IR é simétrico, temos que 
< TA, yA > 	 x,y >, isto e, A E 0 (n) .0 
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Proposição 5.1: Seja A E M (C) ou M„ (111 ). Então A E U (n) ou Sp (n) se, 
e somente se, A preservar a norma. 
Prova: 
A e U (n) ou Sp (n)All 2 	 x, x >. xlI 2 . 
P°tanto 11xAll = 11x11- 
Reciprocamente, temos 
< (ei + e;) A, (e„; e;) A >=< ; + 
 e5 , e +  e5 > 
> + < 
 e > + < e;,; > + < e;, e; > 
eiA, eiA > + < eiA, eiA > + < eiA, eiA > + <e5A , eiA > . 
fácil ver que 
< eiA,eA >= 1 =< e524,e5A > . 
Falta ainda provar que 
<eA, ciA > + 
 c e5Á , eiA >=< ;,  e5 > + < c;,; >. 0. 
Então considere x = xiei + xiei e calculando < xA, xA>, obtemos 
< eiA, ei A > +xi-4 < EJA, eiA > 
e então 
< eiA, eiA > 	 — xixi ) = 
e isto força 
< 	 =  Oil 
Vamos olhar 0 (T ) ,U (n) e Sp (n) para um ri pequeno. Pela Proposição 5, x 
0(1) <==> (IA 	 ilyx11 , V y et Para y = 1, ternosilx11 = I. Portanto x e 0(1)  
x = {+1}. Reciprocamente, z = +1 = 
	
= yxj , V y E IR 	 x E 0 (1). Isto 
6, 0 (1) é o conjunto de todos os números reais de norma um, assim 0 (1) = {1, —1} . 
De forma análoga tem-se que U (1) é exatamente o conjunto de todos os números 
complexos de norma um, isto e, o grupo circular 51 e Sp (1) é o conjunto de todos 
os quaternios de norma um. Se definirmos 
Sk-1 = {x eRk I 11x11 =1} =fx elle14+ 4 + • - • +x,2, 
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temos (k — 1)-esfera unitária, vimos que 
0 (1) =-- , U (1) Sl , Sp (1) = 513 
um fato interessante que estas sic) as 'Micas esferas que podem ser grupos. 
Proposição 6: Se K E {R, C} e A E O (n, K) então 
(det A) (det A) -= 1. 
Prova: 
/ 	 (clet A) (cletjr) = 1 
e claramente 
det.74t = det A = det A, 
assim 
( let A) (det A) = 1.0 
Se A E 0 (n), entao det A E {-1,1}, pois 
1 --= (det A) (det A) = (det A) (det A) r- (det A) 2 . 
Definimos 
SO (n) = {A E O (n) I det A= 1} 
e chamamos de grupo ortogonal especial (também chamado grupo de rotações). 
Similarmente, definimos  
SU (n) = {A E U (n) I det A r- 1} 
e o chamamos de grupo unitário especial_ 
1 Um exemplo de um elemento de (0(2) — 80 (2)) 	 ( 	 0 ) Ele manda 0 —1  
-• -= (1,0) para el e manda e2 = (0,1) para —e2. Isto é exatamente a reflexão 
no primeiro eixo, e tem determinante igual a —1- 
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2.3. A Questão do Isomorfismo. 
No final do Capitulo I definimos dois grupos de forma completamente diferente e 
mostraremos agora que eles são isomorfos. 
Já definimos alguns subgrupos de GL (n, K) para 71 = 1, 2, 	 e K e 
{R, C, 
	 Agora tentaremos descobrir quais desses são isomorfos, para isso iremos 
basicamente determinar invariantes de grupos de matrizes (dimensão, posto, etc.) 
pois, dois grupos isomorfos precisam ter os mesmos invariantes. Uma vez determina-
dos estes, é possível dizer que certos grupos não são isomorfos. Nem sempre é 
 fácil 
achar um isomorfismo de grupos, ainda mais quando eles estão definidos de forma 
bem diferente. Este é o motivo de trabalharmos com o desenvolvimento de invari-
antes, para reduzir tanto quanto possível os casos que precisaremos analizar para ver 
se dois grupos sio isomorfisrnos. 
Por exemplo, será que Sp (1) e SU (2) são isomorfos? 0 que você deveria 
fazer para achar um isomorfismo? Sp (1) é o conjunto de todos os quaternios de 
norma um e SU (2) é o conjunto de todas as matrizes A2 x 2 tal que AA, = / 
e det A -= L A operação em Sp (1) é a multiplicação dos quaternios, em SU (2) 
é a multiplicação das matrizes. 
Proposição 7: A aplicação ‘If A4, 2 (111) 	 M2,„, (C) definida na seção L4 do 
Capitulo I induz a um isomorfismo 
Sp (1) 	 SU (2) . 
Prova: Vimos que gf induz a um homornorfismo injetivo de GL (ri, IRE) sobre 
GL (2n, C) , assim IP restrito a Sp (1) é sempre urn homomorfismo injetivo. Então 
resta mostrar que 
(i) A E Sp (1) 	 V) (A) E SU (2) e 
(ii) que para cada B E SU (2) existe alguma A E Sp (1) tal que /4,/, (A) = B. 
(a+ib —c— id ) e Se A = a + ib + jc + kd então 1,1, (A) = 
c — id a — ib  
(A f
( a + ib —c — id ) ( a — ib —c + id ) 	 1 ) 
= 
	
c — id a—ib 	 —c+id a+ib 	 “1 1 
( a )3 ) 
7 6 
E Su (2) Usando que det B = 1 e o fato que as linhas são 
vetores unitários ortogonais , temos que 
urna vez que a2 + b2 + e2 4 d2 = 1_ Da mesma forma det (A)) = 1 assim 
1,1) (A) E SU (2) . 
Seja B = 
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-= 	 e 	
--P- 
Assim, se a = a -F ib e 0 = c— id, podemos tomar A = a+ ib jc kd e temos 
e a2 bz c2 d2 to 
2.4. Reflexões em 
Seja u um vetor unitário em Ir e seja 
us -= {x E Rnt c x, u >-= 0 } 
seu complemento ortogonal. 
A projeção de um vetor v sobre us é v — ru, onde r E R é escolhido de modo 
que v — ru está em us . 
0(v) 
Assim 
0 =--< v — ru, >=< 7.L > — T < 11,U >=< 27,U> — T = 	 =< 	 > . 
Então dararnente a reflexão de v em us 
0(v) , v — 2ru = v — 2 < v, ti> u. 
Escolha uma base ortonormal {u1, u2,... , gm} com ui = w Então, usando esta 
—1 0 
base, a reflexão 	 dada pela matriz 
(  
0 	 1 Seja A uma aplicação 
O 
0 1 
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linear de le que manda el , , en para ul, , un. Pela Proposição 4, A 
ortogonal. Assim relativo a base usual {el, 
	 , en } a reflexão çb é dada por 
—1 0 
	 f —1 0 
A 0 1 
	
A =A 0 1 	 At. 
 
o 
	
0 
0 	 0 1 	 0 1 
Por outro lado vimos que tal matriz representa urna reflexão no complemento ortog-
onal do vetor eiA. 
Exemplo: 
Em R2 seja 'IL o vetor unitário escrito como 
(cos a, sen . 
Então (— sen a, cos a) é um vetor unitário ern u-L . A matriz A manda £ j para u 
e e2 para (— sen a, cos a) precisando satisfazer 
(1,0) ( an a12 ) 
= (cos a, sen a) 
a22 
(0,1) ( 
a21 a22 
a12 ) 
= (— sena, cos a) 
assim 
cos a sena  
—sena  cos a 
) 
Então a matriz que dá a reflexão em ui 
	
cos a sen a 	 — 1 0 	 cos a —sena  
= 
	
—sena cos a 	 0 1 1 sena cos a 
) 	 ) —cosa   sen a 	 cos a —sena 
— cos 2 a ± sen2 a 	 cos a sen a -1- sen a cos a 
sena cos a ± cos a sen a 	 — sen2 a + cos2 a 
sena cos a 	 sen a cos a 
( — cos2 a ± sen2 a 	 2 sen a cos a 
2 sen a cos a — sen2 a ± cos2 a 
(
— cos 2a sen 2a 
sen 2a cos 2a 
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A matriz A é facilmente vista ser urna rotação de R 2 de ângulo a. 
Proposição 8: Seja A um elemento de 0 (n) com det A = —1. Então 
0 (n) — SO (n) = {BA I B E SO (n)} 
Prova: 
Como B E SO (n) então det B = 1 e 
det (B A) = (det B) (det A) = (1) (-1) = —1, 
logo 
BA E {0 (n) — SO (n)} . 
Seja M E {0 (n) - SO (n)} = det M = — 1. Escolho B E 50 (n) tal que 
B = MA-1 pois 
det B = (det M) (det A-1) = —1 (-1) = 1, 
portanto BA= MA -1A= MI = M. 
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3. HOMOMORFISMOS 
3.1. Curvas em um Espaço Vetorial. 
Veremos agora o primeiro invariante do grupo de matrizes, sua dimensão. Grupos 
de Matrizes cujas dimensões são diferentes não podem ser isomorfos_ A dimensão de 
um grupo de matrizes é a dimensão de seu  espaço de vetores tangentes (um espaço 
vetorial). 
Seja V um espaço vetorial de dimensão finita_ Definimos uma curva -y em V 
como sendo urna função continua 7 : (a, b) ---* V onde (a, b) é um intervalo aberto 
em R. 
Para c E (a, b) dizemos que 7 é diferenciével em c se 
lirn 
 
h 
existe. Quando este limite existe, ele é um vetor em V Denotamos ele por y' (c) e 
o chamamos de vetor tangente 7 em 7 (c) . 
   
a 	 c 
 
(c) 
   
um resultado usual do calculo que se representarmos 7 como (7 1 , ..., 74 (7,, 
sendo valores reais) então 7' (c) existe se e somente se yi ' (c) existe e 
7 9 (c) = 
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Agora Ai (IR), M (C) , M OHO podem todos ser considerados espaços vetoriais 
reais (de dimensão n2 , 2n2 e 4n2 ). Se G e" um grupo de matrizes em Mn (K) então 
uma curva em G e uma curva em Ain (K) com todos os valores 7 (u) EG,uE (a, 
Suponhamos termos duas curvas 7,  a (a, b) —> G. Então podemos definir uma nova 
curva, a curva produto, por 
(-yo-) (u) = (u) o- (u) 
Proposição 1: Sejam 'y, a : (a, b) —> G curvas, ambas diferenciáveis em c E 
(a, 6). Então a curva produto -yo- é diferenciável em c e 
(7o-) '(c) = ty (c) a' (c) + ' (c) a (e). 
Prova: Sejam of (u) -= (77:; (u)) e a (u) = (o-ii (ti)). -y e o- são diferenciáveis 
se, e somente se, todas as 	 (u) e o-ki (u) são diferenciáveis. Logo 
(7o-) (u) --= 	 -yik (u) o- kJ (u)) 
diferenciavel, pois todos os produtos (-yik (u)) (o -ki (u)) são diferenciáveis. Alem 
disso, 
(7o-) '(ti) 	 (n) o-k; (11,)) ' 	 (7ik (u)o-ki (u))1 
(n) 0- ki (n) + Yik (u) CT J (u)) 
='-y' (u) (u) + (u) o' (u) Jill 
Proposição 2: Sejam G um grupo de matrizes em M 	 e T o conjunto de 
todos os vetores tangentes 7' (0) para curvas diferenciáveis Ty (a, b) 	 C, -y (0) 
I, com 	 E (a, b) , isto e: 
= f ry' (0) I 7 (a, b) 	 C, diferenciável, (0) = I , O E (a, b)} 
Então T é um subespago de Mr, (K) . 
Prova: Se ' (0) e a'  (0) estão em T, então (7a) (0) = -y (0) o - (0) = II =  I e 
(yo-) ' (0) -=- 7' (0) o- (0) ± -y (0) o-' (0) = Ty' (0) ± of (0) . 
Assim T é fechado sobre a adição de vetores. 
T é também fechado sobre a multiplicação por escalar, para 7' (0) ET e rE IR 
fixo, seja 
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o- 
 (
—
a
, —
b 	
G, o- (u) = (ru ) . 
T T 
Então cr (0) =-- (0) = I, a é diferenciavel, a' (u) = (7 (TO' = 71 (ru)r, 
a' (0) =7-7 (0) . 
Como M 
	 é urn espaço vetorial de dimensão finita, então T também 
Definição: Se G é um grupo de matrizes, sua dirreenstio é a dimensão do espaço 
vetorial T (de vetores tangentes a G em I)_ 
Exemplo 1: U (1) tem dimensão 1. 
U(1) = {v E C 	 zv, Wv >=--< z, w > Z, w E CI 
= {z , e+if ECIft =1} 
_ {(e, f) E 	 e2 f2 _ 1 }  
=__ { ( e, f ) E R.2 e2 f 2 1} z, sl . 
T = {71: (0) 	 (t) = (cos (kt),sen (kt)), k E R} 
-= { k (01 k E R}- —= R. 
Exemplo 2: dim Sp (1) =-- 3 
Seja : (a, b) 	 Sp (1) uma curva diferenciável com ey (0) = L Então 7' (0) 
sera urn elemento dell = R4 . Primeiro mostraremos que 7' (0) esta no gerado por 
j, k, isto e, ele é um quaternio com a parte real nula. Seja 
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(t) = x + iy (t) + jz (t) + kw (t) 
com x (0) = 1 e y(0) = 0, z (0) = 0, w(0) = O. Note que x (0) e o máximo da 
função x de modo que 7' (0) = O -I- iy! (0) ± jz' (0) ± kw' (0), como afirmado. 
Inversamente, seja q = ip+jv+kA um quaternio com a parte real nula. Exigimos 
que exista uma curva diferenciável 7 em Sp (1) tal que 7' (0) = q. De fato, 
(t) = 	 — sen2 ,at — sen2 vt — sen2 	 sen pt j sen vt k sen 
pode ser prontamente verificado que isto e uma curva, definida em algum intervalo 
[0, isto e, para t pequeno. Assim 
T rai Ra dim T = 3_ 
Exemplo 3: dim GL (n,R) = n2 . 
A função determinante det Mr, (R) —> R é continua e det (I) = 1. Então 
existe alguma bola de raio e de centro / ern Mn (R) tal que para cada A dentro 
dessa bola det A 0, isto e, A E GL (n, Se v e urn vetor ern Mn ( ) definimos 
urna curva a ern ilf„ ) por 
a (t) --= tv / 
Então o- (0) = I e a-1 (0) = v, logo v E T. Para um t pequeno, o- (t) esta em 
GL (n, IR) , portanto o espaço tangente T é todo Mn (IR) que tem dimensão n2 . 
Um argumento similar mostra que dim GL (n, C) = 2n2 . 
Queremos obter um limitante para a dimensão de 0 (ri), U (n) e S (ri), antes 
porem apresentaremos alguns resultados. 
Definição: A E M (IR) e" dita anti-simétrica se A +  At 
 = 0, isto e, se 
—aji para cada i, j. Ern particular, os termos da diagonal precisam ser todos 
zero. 
Proposição 3: Denotemos por so (n) o conjunto de todas as matrizes  anti-
simétricas em Mr, (IR). Então 80(m) é um subespago linear de Mn (R) ,e sua di- 
n (n — 1) 
mensão 
2 
Prova: A matriz nula está em so (n), e se A, B E so (ri), então 
(A B) + (A + B)t --= A + At + B + Bt = 0, 
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de modo que so (n) de fechado sobre a adição de vetores Também é fechado sobre a 
multiplicação por escalar, pois se A E 30(n) e T E R, então (ril) t = TA' de modo 
que r + A)t = r (A + A t) = O. 
Para verificar a dimensão em SO (Ti), como espaço vetorial, obteremos uma base. 
Denotemos por Ei; a matriz cujas entradas são todas zero exceto a entrada ij, que 
1, e a entrada ji, que é —1. Se definirmos estas Ejj somente para i > j, é fácil  
ver que eles formam uma base para so (n), e é fácil calcular que existem 
(rt — 1) + (n — 2) + • • + 1 = n (n — 1) deles 
2 
Definição: A matriz B E M (C) é anti-Hertnitiana se B + = 
Assim se bik = c + id, então 4; = 
	
= —c — id e bk; = —c + id Em particular 
se j = k temos c + id = —c +id, de modo que todos os termos da diagonal de uma 
matriz anti-Hermitiana são imaginários puros. 
Seja au (n) o conjunto das matrizes anti-Hermitianas em Mn (C). Pela ob-
servação feita vemos que au (n) não é um espaço vetorial sobre C. 
Proposição 4: au (n) C Mn (C) é uni espaço vetorial real de dimensão  
n + 2
n (n 1) 
 
2 
Prova: A matriz nula esta em au (ri), e se A, B E au (ri), então 
(A + B) + (A + B)t = A + B + 74t 	 = (A + + (B +lit) = 0 + = 0 
assim au (ri) é fechado sobre a adição de vetores_ 
Sejam r E Et e A E au (ri), então (r A) t = r—At uma vez que rA + TX. = 
r (A + = TO = 0, isso prova que au (n) é fechado sobre a multiplicação por 
escalar real_ Portanto au (n) é um espaço vetorial real. 
— 
E fácil verificar que dim (au (n)) = + 2n (ri 1) = _O 
2 
Temos unia definição similar para matrizes de MT, (ED , e chamamos C E M  
—t 
anti-sirnpletica se C + C = O. 
Proposição 5: Se 13 
 é  uma curva diferenciavel tal que /3 (0) = L Então, /3' (0) 
6: 
anti-simétrica se o grupo é O (ri), 
anti-Hermitiana se o grupo é U (n), 
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anti-simplética se o grupo é Sp (ri).  
Prova- Em cada caso temos que a curva produto é constante 
[3 (u) 	 (u) 
Assim sua derivada é zero, e segue o resultado da Proposição 1_ 
Corolário:  
Dim 0 (n) <  (n: 1)  
Dim U (n) < 
Dim Sp (n) n (2n + 1) . 
3.2. Homomorfismos Diferenciáveis. 
Seja 4' : G 	 um homonnorfismo de grupos de matrizes. Faz sentido falar 
que 4'  é continua pois G e H estão em espaços vetoriais. De agora em diante 
tomaremos somente os hornomorfismos continuos. Assim, a curva 
p: (a, b) 	 G 
dará a curva 00 p (a, b) H por (0 o p) (u) = (p (u)) em H. 
Definição: Um homomorfismo 4' : G 	 de grupos de matrizes é diferencidivel 
se para cada curva diferenciável p em G, 0op é uma curva diferenciãvel. 
Definição: Seja 0:G-->H um homomorfisrno diferenciável de grupos de 
matrizes. Se ey (0) é um vetor tangente a G em I, definimos um vetor tangente 
dkry' (0)) a H em I por 
dO (1(0)) = (0 ° 7) 1 (0 ) - 
A aplicação resultante c/0 TG 	 chamada a diferencial de 0. 
Proposição 6: d(P : TG 	 uma aplicação linear. 
Prova: Se p' (0) e ar (0) estão em TG , considere, (P (p' (0) + 0-1 (0)). 
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pi (0) ± a' (0) == (pa)' (0) . 
d0 (p' (0) ± oi (0)) = dq5 (pa)' (0) = o (pa)' (0). 
Temos que 
o (pa) 
 = (P) (a) - 
Aplicando a derivada em zero temos 
(0 WO (a))1 (0) = (0 (Pp' (°) 0 (a) (13 ) ±  O (P) (0) (a)1 (0 ) 
= (0 (P))1 (0 ) 4- 0 (a)' (0 ) =  (Øo 	 (0) + (0 ° (7)' (0 ) 
=- d0 (p' (0)) + dO (C1 (0)) . 
Ainda falta provar a propriedade do escalar. Seja r E IR, 
d0(rcry (0)) = d0 (pi (0)) , 
onde 
p (u) = a (ru) = (0  op)' (0) = r 
 (0°  o )' (0) = rd0 (a' (0)). 
Provando que d0 é linear.E1 
0 	 0 Proposição 7: Se G---> 11 --)• K são homomorfismos diferenciáveis, então 0 o 
também e, e 
d (0 0 = d0 o 4.  
Prova: A primeira parte jai foi verificada. Para a segunda, seja 7' (0) um vetor 
tangente de G. Então 
	
d ° 0)(7 (0)) r= (0 ° 0 ° 	 (0) = dO (0 ° 7)' (0) = dO ° 610 (7' (0 )) 11 
Corolário: Se 0:G--.116 um isomorfismo diferenciável, então d0 : T0 TH 
é um isomorfismo linear e dim G = dim H. 
Prova: 0-1 00 é a identidade, então d0-1 0d0 : TG T é a identidade. Assim 
dq5 
 é  injetiva e d0-1 é sobrejetiva. 00-1 e a identidade, então d0 o d0-1 : TH TH 
e" a identidade Assim injetiva e d0 
 é  sobrejetivaill 
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4. ÁLGEBRA DE LIE 
4.1. Exponencial de Uma Matriz. 
Dado um grupo de matrizes G definimos um espaço vetorial T, o espaço tangente 
a G em I. Iremos estudar neste capitulo aplicações de T em G e aplicações de G 
em T, pois precisaremos dessas aplicações para determinar dimensões de alguns de 
nossos grupos de matrizes. Faremos tal estudo para as matrizes reais_ Para matrizes 
complexas e quaternias os desenvolvimentos serão análogos. 
Definição: Seja A uma matriz real n X n, definimos 
A2 A3 	 +no An 
eA = I + 21+ T! + T.! +.•- = E n=0 TL: 
onde A2 significa o produto A- A, etc Dizemos que esta sequência converge se cada 
urna das 71,2 sequências de números reais 
A 2 	 242 
	
(I) ii ± 	 (-2! H-3T) +... 
 ii 
converge. 
2 00 Exemplo: Ache eA se A= ( 	 ) 0 
Solução: 
2 0 ( 	 ) 3 
A 	 k o o 	 o ) 
▪ 
 ( 20 ) I ( 2 0 ) 2 + 1 ( 2 0 
e = e 
- 0 1 	 0 0 ) 	 2! 0 	 ) 	 3! 0 0 
(1 0) ± (2 0)± 22 y 0 + –32; 0 +... 
0 1 	 0 0 0 0 	 0 0 
co 2' E 
0 1
— o) (e2 o 
0 so kr-.0 k! 
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Observação: Para uma matriz A = (aii ) qualquer, e(1i) não é necessariamente 
igual (ea) 
A2 A3 Proposição 1: Para uma matriz real Anx „, a sequência I+ A+ 
- j-+— + • • - 
	
2! 	 3! 
converge. 
Prova: Seja m o maior dos lao l em A. Então: 
0 maior elemento do primeiro termo da sequência é 1. 
O maior elemento do segundo termo da sequência é in. 
nin2 
O maior elemento do terceiro termo da sequência é < 	  
- 2! 
Tt2 77/3 
O maior elemento do quarto termo da sequência é < 	  etc. 
- 3! 
	
nm,2 n2rn,3 	 nk-2 rnk-1 Qualquer sequência ij e• majorada pela sequência 1, m, 	  
	
2! 	 3! 	 •' (k - 1)! 	 ••• • 
	
nm,2 rt27713 	 nk-2rnk-1 
1 I- 777, 
	
2! 	 3! 	 (k -1)! 
e aplicando o teste da razão para esta sequência maximal temos: 
Analisando a sequência 
um 
 
 
n(k+1)-27n(1+1)-1 
   
nk-2 7Ttk-1  
 
mmk  (k 1)! 
= lim 	  
k->+co 	 k! 	 nk -27n,k -1 
    
(k - 1)! 
 
         
1 
Em 	 = (mm) um -1 (nrn) 0 0 < 
k-H-co 
	 k 
provando a convergência (absoluta).0 
Esta exponencial comporta-se como a familiar ex, corn x e it Se 0 é a matriz 
nula, temos 
e° = 
Da mesma forma: 
Proposição 2: Se as matrizes A e B comutam, ou seja, AB 
 =  BA então 
6A+B = eA eB . 
Prova: Indicaremos a prova olhando apenas para os primeiros termos. 
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A 2 	 B 2 A3 A 2 B AB 2 B3 
2 	 2 	 6 	 2 	 2 	 6 
212 	 B 
	
e e = +11+ + 3 	 2 B3+•-.) (i+B+-2 + —6 ±-•-)= 2 	 6 
A 2 
-11-
2
± 2413 A2B AB2 + B3 - .0 
	
2 	 6 	 2 	 2 	 6 
Corolário: Para qualquer matriz real Anxn , cÁ  é não singular. 
Prova: A e —A comutam, assim I =  e = e(A-A) = eAe" e então 1 -= 
(clet eA) (clet e-A) , logo det eA 0.0 
Nesse corolário vimos que a aplicação exp (A) = e', realmente aplica Mn (IR)  
em GI (n, . 
Proposição 3: Se Ae. uma matriz real anti-simétrica, então « é ortogonal. 
Prova: Temos que 
ortogonal.O 
e0 eA± At cAe.A* (eA) (eA) provando que e A 
Assim, se so (it) C Mn (18.) é o subespago das matrizes anti-simétricas, vimos que 
exp so (n) 	 (it). 
importante notar duas coisas que a Proposição 3 não diz: 
(i) ela não diz que toda matriz ortogonal é alguma eA- com A sendo anti-simétrica, 
 
isto 6, não diz que exp : so (n) —> O (n) é sobrejetiva. 
(ii) não diz que eA sendo ortogonal implica que A seja anti-simétrica. 
 
Vale a pena analisar o caso para it = 2 em particular. 
A matriz anti-simétrica 2 x 2 real geral é da forma 
a = 
( o 
' 
x E R. 
—x 
Para calcular ea, calcularemos as potências de a. 
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( 	 o 
x4 
X4 	 5 ( a =-- 	 x
5 
4 	 a 
	
0 	 ' 	 —x5 	 ' etc. 
Então 
assim: 
a2 as a 4 as 
ea --= / 4 - a -I- —2! -I- —3! + —4! 	 —5! -I- • • - 
escrito em forma de matrizes  será  
	
( 1 0 	 "o .x 	 1 ( —x2 0 
) y o 
( 1 	 0 —\ 	 X4 0 	 1(0 X5 
+-31 xs 
	
0 	 4- 41 	 0 x4 ± 	 —x5 0 
Na posição 1,1 temos 
X 2 X4 X6 +x) „n X 2n 
1 — — — — — ± • • • = E  2! 	 4! 	 6! 	 n=13 	 2n! 
Na posição 1,2 temos 
x3 	 x 5 	 x7 	 -Foo 
	
X — —
3! 
± —5! — —7! • • • = E ( 	 _ senx, etc. n=1) 	 (2n -E 1)! 
Assim podemos escrever a sequência ea como sendo 
() con sen x 
— sen x cos x 
que 6 urna rotação plana de x radianos. Então para a matriz a  anti-simétrica  
2 x 2 real qualquer temos det (ea) --- 1, isto e, e E SO (2) . Assim por exemplo, a 
1 
reflexão ( 	 01 E 0 (2) nunca poderia ser obtida dessa maneira. 0 — 
Note também que ea ,-- I não implica que a seja a matriz nula. Para 
	
( 0 	 27r ) 
a= 
—2-n- 0 
temos 
( cos 27r sen 27r ) 	 ( 1 o \  
	
ea = I 	 = I . 
	
— sen 27r cos 27r 	 0 1 
Veremos mais tarde que estes resultados sit) conservados  também para 7/ grande. 
Concluiremos esta secção com uma observação simples, que é de vez em quando 
utilizada no cálculo. 
Proposição 4: Se A, B são matrizes n x n sobre K E {R, C, IRO e B e" não 
singular, então 
BAB -1 e 	 = B eA  B -1 . 
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Prova: 
(BAB -1 )n =- (B AB) (B AB') ... (BAB -1 ) 
= B AB -1 BAB -1 ...B AB' = B (AA...A) 	 = BARB' 
e 
B 	 13 -1 = BCB-1 BDB -1 , 
isso e mais a definição de exponencial produzem o resultado: 
e 	 = I + BAB -1 + BAB-1 	 (B AB -1 ) 2 (BAB') 3 
2! 	 3! 
A 2 A 3 
B(I±A±-21 ±-3! ±•-.)B-1 -=BeA B -1 . 
4.2. Logaritmo. 
A expressão 9 está definida para todo x E TR enquanto que log x está 
definida somente para x > 0, já o logaritmo de urna matriz sera definido somente 
para matrizes próximas a matriz identidade I.  
Definição: Seja X uma matriz real n x n com X próxima de I, isto e, 
1 (X - 	 E, E > 0, definimos 
	
pc - 1) 2 
 +
pc - 	 pc - 1) 4 	 +- (-1) (n-m) pc - 
 IY  log X = (X I) 	 =-E 2 	 3 	 4 	 n=1 	 rt 
Proposição 5: Para X próxima de I esta serie converge. 
Prova: Seja Y =X-I e Y = (yii) e suponha que cada lyii l < E. Então 
ne2 n2e3 yk n(k-1)Ek 
- 2 (Y3 ) T, - 	 3 ii kk  1 (Y) — e7 (ç) 
  
Analisando os ten-nos da sequência acima e aplicando o teste da razão, temos que 
        
n k e(k+i) k 
Ern 	  
IC + 1 Tik—l Ek  
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nke(k +1) 
   
rik-i ek 
  
lira k —H-oc 
      
 
k+1 
      
          
,
nek 
um  	
bun 
= (ne)   — 72E G 1. 
	
k—,-Fo o IL + 1 	 k ± 1 
Assim a serie converge para qualquer - X desde que cada entrada de (X — .0 seja 
< 7/
1 
em grandeza.0 
Proposição 6: Ern M, ( R) seja U uma vizinhança de I, 
U = {A E Mr, (R) IA — = Y, corn 	 < , 
onde log está definida e seja V uma vizinhança da matriz nula 0, 
tal que exp (V) c U. Então 
x ; (i) para X E U, clog X 
(ii) para A E V, log eA = A. 
Prova: Provaremos primeiro (ii). AEVel l etr- log el est6, definida, isto 
A2 A3 
e, a serie converge, ell—I=A± y ±-3T ±-•• . Assim 
A2 2 	 3 
log eA (A + — + • • .) _ 1 A ± A2 + 	 + 1 
A Az 
2! 	 2 	 2! 	 3 	 + 21 + 
A ± 
 
1 A2 A21 [A3 A3 Al 
(i) e similar_ log X = (X — I) — pc —
2 
/-)2 
+ 
pc —
3 
 03 pc —
4 
.04 
+ 
(X - I)2 
 + .1 + 1 [(X I) 	 2 
(X — 1)2 
 + } 
2 
	
2 	
± 
2!  
1 	 (X — 1)2 	
I 
a 
± • • • 2 
X + [ 3 
	
—
2 
n2 ± (X n2 ] [ (X -- 	 2 
(x — .03 (x — .03] 
 + • • r- X 2! 	 3! 
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Proposição 7: Se X e Y estão próximos de / e log X e log Y comutam-, isto 
6, log X log Y = log Y log X, então 
log (XY) = log X + log IC 
Então se 
Prova: 
X está próxima de / e ortogonal, 
eklg xY  = XY = el'axel°gY 
pc —.02 
log 
= 
+ 2! 
— .0 2 
X 
+ 
[(y 
+ 
anti-simétrica. 
(X — 2  
2 
+ 
+ - • I 2 
1 	 (X 
4- 
 2
3 
+ 	 • 
j) 	 I)2 
w [(X 
(Y —2 1)2 
2 
± 211 /) (Y — 	 — 	 + . 
1 
2 	
± 
3 
+ 	 • • 
I) 	 V [(if 2 
=—I±X±Y (X — /)2 
 + 
(X — /) 2 (Y — /)2 
 + 
(Y — /)2 
 + 
(X — if  
2 	 2 	 2 	 2 	 3 
(X -If (X -if (Y — /) 3 (Y — If (Y — /) 3 
2 	 6 	 3 	 2 	 ± 6 ± 
(X — /)(Y — /) 2 ± (X — (Y — /) 2 (X — /) (Y /) 
2 	 2 
= 
- I) (X -- /) 2 (Y — (X — /) 2 
± 
2 
+ 
2 
[I+ (X — 	 (Y — (X - I) 2 
2 
(Y- I) 2 
+ 
2 2 
(Y — .0 2  
2 2 	 + 
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3 + 	 e(logX-Rog Y)
. 
(Y — -0 2  
3! 	 2 	 2 
e e está wri-a-urn próxima da matriz nula O. 
Agora X e Xt comutam pois log X e logr comutam. Se X é 
 ortogonal 
/ 	 então 
O = logXXt = log X + log Xt -= log X + (log X)t 
mostrando que log X e" anti-sirnetrica.0 
log Xt =  (Art 
 I) (xi 
 2
— .02 
 + (.7c, - if 
3 
= Po .0 0(9 2 - 2Xt/ + P x — 3 (Xt)2 ± 3xtr _ 2 
, 	 3 
((x - ify ((x 
- )3) (log Jot -= (X n t 
2 	 3 
(X2) t — 2Xt.P + (12) t (X3 ) t — 3 (X2 ) t P + 3Xt (P) t — (/3 ) t 
-I- 2 	 3 
usando que I t := /, e (Xa ) t ,-- 00) a com a e N 1000 = (log X) t . 
4.3. Subgrupos a Um Parâmetro. 
Definição: Um subgrupo a um parâmetro 7 em um grupo de matrizes G é um 
homomorfismo diferenciável 
'Y : 	 G 
Note que basta conhecer 7 em alguma vizinhança aberta U de 0 em R. Para x e 
1 
R, algum —71 X E U e 7(x ) = el (—n X )) - De fato, basta tomar x = 
( 1- + -x- + - -. + —
n
), para termos 
n 	 71 	
.T 
7(z) 1   \ = 7(f—f f   + -•• + n-x-) = 7()'7   (X) 	  7   ( X71 )  	(—Ti X    )) 
	
n  	n 
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Exemplo: Seja K E { , C, HI e A E My, (K) . Então 
A' 	 A3 (u) &LA 
, /-1-1/A4-u2-
2!
+ u3-
3!
± • • 
e urn subgrupo a urn parâmetro de GL (n, K) e fly ' (0) = A pois, 
A2 
(u) A 
+,„ 	 3u-- ± • • . _ AeuA 
2! 	 3! 
'I ' (0) =- Ae°A =  AI = 
Proposição 8: Seja -y urn subgrupo a urn parâmetro de GL (n, . Então 
E M7, (K) tal que 
(u) = enA 
	
Prova: Seja a (u) = log -y (ti). Então a e" uma curva em M 	 com 
11(u) = 
para isso basta aplicar e em a (u) = log ry (u) (ec(1 ) = el°g702) = (u)) . 
Pelos c:alculos abaixo podemos ver que cr' (0) = A. 
2 	 3 
	
(u) = (u) 	 (u) - 1)7' (u) + 	 (n) - 1) 2 7 1 (u) 	 • • 
a' (0) .,- -y 1 (0) — (7 (0) — I) 7' (0) + (Ty (0) — I) 2 -y 1 (0) — • • • 
= A — (I — I) A -F (1 — 1) 2 A = A. 
Precisamos mostrar ainda que a (u) é uma linha de zeros (todas as entradas da 
linha são zero) em M,,, (K) , para então a (u) = uA. Mantenha u fixo. 
oa, 
 (ti)  =dim a (u v) - o- 02) 	 . 1 g -y (u v) - log ry (u) = 
	
u-,4) 	 u,o 
log h (u) (v)1 - log fiy (u) 
-= rim 
u.o 
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Agora u+v v+u e /-y é urn subgrupo a um parimetro logo ry (u) e 7 (v) 
comutam. Assim 
log (fly (u) -y (u)) = log t-y (u) + log -y (v) 
Então 
(u) lim log 7 (v) 	 (v) -=  
v—)0 v 
o- (0 + v) — o- (0)= 
=hm 
o- (v) — 
	 o- (v) 
a ' (0) -= lim 
	  
	
v 	 v 
Logo a" (u) = (0). Isto prova que a' (u) independe de u e assim a (v) é de fato 
uma linha de zeros em Af,,, (K) .0 
Assim qualquer vetor tangente a GL (n, K)  é a derivada em 0 de algum subgrupo 
a um parâmetro. Veremos agora que isto é  também verdade para grupos ortogonais 
0 (n, K) 
	
Proposição 9: Seja A um vetor tangente a 0 (ri, 	 . Entao existe um Unico 
subgrupo a um parâmetro it em 0 (ri, K) tal que 
A -= ry' (0) 
Prova: Por definição A = p' (0) onde p é urna curva em 0 (n, K) . Assim 
p (u) p (u) t =1 
uma vez que 
p' (0) + p' (0 ) t  = 0, temos, A + 7e 0. 
Agora -y (u) = 	 urn subgrupo a urn parâmetro de CL (n, K) , mas ele fica em 
0 (n, K) porque 
il t 	 n (A±r ry (u) fly (u)t = eu ea e 	 ) = 
Agora vamos provar a sua unicidade. Seja b um subgrupo a um parâmetro em 
0 (n, K) tal que 
A = b' (0) 
Pela Proposição 8 existe uma matriz B E M.„ (K) tal que 
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6 (u) = 
Mas 6.1 (0) = B = A, logo 
(u) euA 	 (u) .0 
Assim temos, para GL (n, K) e 0 K) , urna correspondência urn-a-urn entre 
vetores tangentes e subgrupos a um parfirnetro. 
Tomando K = IR temos que o espaço tangente a 0 (n) =  O (n,, 1R) é so (n) , o 
espaço vetorial de todas as matrizes  anti-simétricas n x n Assim 
dim 0 (n) = dim so (n) --= n (n2—  1) . 
Tomando K = C temos que o espaço tangente a U (n) =  O (n, C) é su (ri), o 
espaço vetorial de todas as matrizes complexas anti-Herrnitianas re x re. Assim 
dim U (n) = dim su (n) = n2 . 
Tomando K =Ill obtemos 
dim Sp (n) = re (2n + 1) - 
Quais são as dimensões de SO (n) e SU (re)? Veremos no Capitulo V (Proposição 
3) que o espaço tangente a SO (n) é o mesmo de so (ri), assim a dimensão de SO (n) 
Tb (n — 1) 
também 	
 . Mas a dimensão de SU (n) é menor do que a dimensão 
2 
de U (n), A prova disso também precisa ser adiada para o capitulo posterior, mas 
queremos indicar o resultado em que isto é baseado. 
Definição; O trap de uma matriz A = 	 é a soma dos termos da diagonal 
Tr (A)  =  an + a22 + • - • +  
Abaixo seguem algumas propriedades: 
(1) Tr (A + B) = Tr (A) + Tr (B) , e Tr (aA) = aTr (A) , assim Tr é linear, 
que é facilmente verificado. 
(ii) Para A -= (ao ) real ou complexa temos 
Tr (AB) = Tr (BA) 
A soma dos termos da diagonal de AB 
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(anbn 	
- - ainbni) 4- (anbi2 m - m +ab 2) -- 	 (anibin, 	 " 
e a soma dos termos da diagonal de BA 
(bnan + - Non') + (bnan + " + b2nan2) + - + (bniain +- + bnnann) - 
Como II/ e C são comutativos, basta uma checada rápida para verificar que 
Tr (AB) -= Tr (B A). 
(iii) Tr (I) = 77.. A verificação é imediata_ 
(iv) Se B é não singular, então 
TT (BAB -1 ) =  TT (A). 
Também é facilmente verificado, usando (ii), 
TT (B (AB -1 )) = 
 Tr ((AB - ') B) = Tr (AI) = TT (A). 
Finalmente chegamos a uma relação crucial. 
Teorema: Se A 6. uma matriz real ou complexa, então 
en01)= det (eA) 	 (*) 
A prova fica adiada para um estudo futuro, mas faremos alguns comentários dele, 
Analisando (*) vemos que o lado esquerda depende somente dos elementos da diagonal 
de A e não está imediatamente claro que isto é verdade para o lado direito. 0 ponto 
que det e e são também invariantes sobre conjugação como (iv) para TT assim 
se B é não singular 
det 
 (es-1) = det (Be A  B -1) = det (eA) 
Suponha que saibamos (*) _ A aplicação linear 
Tr : u (n) --* C 
6. aplicada efetivamente sobre iR C C pois todos os termos da diagonal em uma 
matriz anti-Hermitiana sip puramente imaginários. E fácil ver que Tr (ti (ri)) esta 
todo em it Do teorema do posto, da algebra linear, sabemos que (todos os espaços 
 
vetoriais serão sobre ) 
dim u (n) = dim Tr (u (n)) + dim Tr -1 (0). 
Assim a dimensão de Tr' (0) é exatamente um a menos do que dim u (ri), isto 6, 
n2 — 1. Mas su (n) = Tr -1 (0) é exatamente o espaço tangente de SU (n) pois 
TT (C) = 0 <   1 = eTr(C) = d.et m<=> ec E SU (n). 
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4.4. Algebras de Lie. 
E fácil ver que so (n) , su (n) e sp (n) não são fechados sobre a multiplicação 
matricial_ Por exemplo, se 
o 	 ) 	 ( X 2 o 
	
a = 	 então a 2 
= ( 0 x 2 
que não é anti-simétrica. 
Proposição 10: Para K E {R, C,11111 e A, B E Ma (K) definimos 
[A, = AB — B A 
Então so (ii), sit (n) e sp (n) sio fechados sobre [ , ] . 
Observação: A operação , acima é chamada Colchete de Lie. 
Prova: Precisamos mostrar que 
(AB — B A) + (AB — B A) t = 0 
0 lado esquerdo 
AB — BA + (AB) t — (B = AB — B A + RiT — At3t 
= AB + (AR t — Ar) — B A + (— BT + B A t) + B A — 71 t.T3t 
-= A (B + TY) — (A + T)T3t — B (A + 71 t) + (B +11t)T = 0 .0 
Assim so (n) , su ('a) e sp (TO tornara-se álgebras (sobreiR,) corn a operação [ , ]. Este 
produto tem as seguintes propriedades: 
(i) = — [B, _ 
(ii) [A, B + = [A, 13] + [A, C]; [A + B , = 	 + [B, . 
(iii) Para r E R, r [A, B] = [r A, B] =- [A, r . 
(iv) [A, [B , C11 + [B,[C, All + [C , [A, BII = 
A propriedade (iv) é chamada de identidade de Jacobi. 
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Prova: 
(i) [A, B1 =-- AB — B A = — (B A — AB) = — [B , A] 
(it) [A, B + C] = A (B + C) — (B + C) A = AB + AC — BA — CA 
AB — B A + AC — C A [A, B] + [A, C] . 
[A+B,C]= (A+B)C —C(A+B)= AC +BC —CA—CB 
AC — C A + BC — C B 1.44, C] + [B ,C] 
r [A, B] = r (AB — B A) = TAB — r B A = (r A) B B (r A) 
-= 1r A, B] r AB — Br A = A (rB) — (r B) A = [A, r B] 
(iv) [A, [B ,C]] + [B,[C, A]] + [C, [A, B]] = [A, BC — CB] + [B , C A — AC] 
+ [C, AB — BA] = ABC — ACB BCA+ CB A + BCA BAC 
—CAB + ACE + CAB — CB A — ABC + BAC -= 0.0 
Definição: Um espaço vetorial real com um produto satisfazendo (0 , (ii), (iii) e (iv) 
e" chamado álgebra  de Lie. (Poderíamos também considerar algebras de Lie com-
plexas, mas nit) o faremos aqui.) 
Consideremos álgebras de Lie de dimensão pequena. Para dim 1 o espaço vetorial 
e exatamente IR. e se x, y E IR temos 
[x, y] = x [1, y] = xy [1, = 0 , por (%) 
Assim temos o produto trivial (que obviamente satisfaz (i), (ii), (iii) e (iv)). 
Considere Le com a base {el , e2} 
Precisamos ter 
ki , 	 = O , [e2 , e] = O e 	 [el, e] = — [e2, el] - 
Seja 	 e21 = at' + be2. Então, por exemplo, 
[el, [el, e2]] = 	 (aei be2)] =  a [el, ell + b 	 e21 = b (aei 	 be2) . 
Pela identidade de Jacobi 
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[ei, [el, e2]] + [el, [e2, 	 + [e-2, [01, 
	 = 
(aei 	 be2)] 1- 	 (—be2 — aei )] 
	 [e2, 0] 
= a [el , ell b [eh ez] + [el, ( --be2 — ael)] + O = b (aei be2) ± [el, ( —aei — he2)] 
assim 
b (aei be2) 	 [el , (—cie / — 1)62)] = 
que é verdade com nenhuma condição sobre a e b._ Se fizermos a = O = b obtemos 
a algebra de Lie trivial. Para qualquer outra escolha obteremos uma algebra de Lie 
não trivial. 
Não tentaremos achar todas as algebras de Lie 3-dimensional não triviais, mas 
simplesmente olhar para duas que surgem quase naturalmente_ 
1) so (3) = —a / 	
0 
—b 
a 
0 
—c 
b 
c 
0 
JJa,b,c ER 
que claramente tem dimensão três. 
2) Usando como base 	 j, k}, e definindo 
= k, 	 [j,k} —i, 	 [1€, = 
temos uma algebra de Lie 3-dimensional. 
Exemplos: so (n), su (n) e sp (n) são algebras de Lie. 
4.5. 0 Homomorfismo p: S3 —> SO(3). 
Vimos que Sp (1) , que sio todos os quaternios de comprimento urn, é exatamente 
3 • 2 
a 3-esfera ern 	 (--= II). Também vimos que chin SO (3) = —2 	 3. Assim, pela 
dimensão não conseguimos distinguir 33 de SO (3) Nesta secção definiremos e 
estudaremos um "quase isomornorfismo" entre eles. 
Proposição 11: Se q E 53 , então a "translaçâo a esquerda" 
Lq : 11-1 —* IHI 
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dada por Lg (q') = qq' 
 é urna aplicação ortogonal de R4 em R4 . 
Prova: 0 espaço vetorial sobre 1R, H e 1R4 é o mesmo. Assim L g é seguramente 
uma aplicação linear sobre R4 . Para a, b ER e a, /3 E IFIE temos 
	
L g (aa bObf3) = q (au + 1,0) = aqa + 	 aL (a) + b Lg (0) _ 
Assim vimos que para Lg ser ortogonal, é  suficiente mostrar que Lg preserva a 
	
norma, isto e, II Lq (q')11 = liqq' = 	 = 
Seja Lq E O (n, 	 , então temos 
Il qq 112 < gq i 	 > 	 < 	 qf 
 > 4  
= 
 q4 
 < q' , >=< 4 , g ><  q', q'  >=11q11 2 11411 2 
Definição de p: Para q E S3 e aCH definimos 
p (q) (a) = gag. 
Que é urna translação à esquerda por q e uma translação à direita por 4  Pela 
	
Proposição 11 esta é uma aplicação ortogonal de 	 em IV, isto 6, p (q) E 0 (4) _ 
Como a parte real de quatérnios comuta com todos os demais quaternios, então 
se x é um quatérnio só corn a componente real 
p (q) x = qx4 = x q4 = x. 
Note também que p (4) é o inverso de p (q) dentro do grupo 0 (4) , pois p (q) p (q -1 ) (a) -= 
q (4aq)4 = a e similarmente para p (4) p (q) . Estas duas observagies juntas impli-
cam que p (q) aplica o 3-espaço gerado por { i , j, k} sobre ele mesmo. Assim p (q) 
pode ser considerado um elemento de 0 (3). 
Fato: (a ser provado no capitulo V): p (q) está em SO (3) 
Proposição 12: p S3 SO (3) é um homomorfismo sobrejetivo e 
ker (p) = {1, —1} C .5'3 _ 
Prova: Se q1 ,q2 E S3 e a EC i,j,k » (< »= conjunto de geradores), 
então 
P (4142) (a) = q1 q2ajj = qi (q2aw)  41 = p (q1) p (q2) (a) . 
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Assim p é um homomorfimo. 
Claramente p (1) e p (-1) são a identidade em SO (3) assim I e —1 estão em 
ker p. Inversamente, suponha que p (q) é a identidade com q = a ib jc kd. 
Então p (q)(i) = qi =  i dará 
(a ib jc kd) (i) (a — ib — j — kd) = (—b tia jd — kc) (a — ib — jc — kd) 
= (—ba ab dc — cd) 	 (b2 ± 
 a2 — d 2 e2) 
j (be + da cb ad) k (bd — ca — ac db) = i 
E para isso precisamos ter a2 b2  
- 
e2  d2 = 1. Mas a2 b2  e2 
 
d2 = 1, assim 
concluimos que c =  O = d. Para p (q) j = j precisamos ter b = O. Entio a2 =1 
assim a E {1, -1} . 
Ainda falta mostrar que p é sobrejetivo. Isso será bastante fácil assim que co 
nhecermos um pouco de topologia (Capítulo V), do contrário sera., bast ante complicado 
calcular. Aqui queremos justamente mostrar que podemos achar um q E 33 tal que 
p (q) é um elemento de SO (3) deixando k fixo, enviando i para j e mandando j 
para —i. 
Seja q = a ± ib + jc +  led. Desejamos 
(a ib jc led) (k) (a — lb — jc —  led) = k 
OU 
assim 
(a ib jc led) (d ic — jb lea) = k 
ad — be ±  be — ad = 0 (automaticamente), 
ac±bd±ca+bd=0 ou 2 (ac + bd) = 0, 
—ac cd dc — ab = 0 ou 2 (cd — ab) O. 
Como 
então 
a2 b2 	 d2 = 1 . 
a2 b2 	 d2 	 1 , 
2 (b? — c 2) = 0 ou b = 0 = c. 
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Assim a finica condição para que p (q)k = k é que q = a dk, com a2 cl2 -= 1. 
Desejamos agora que p (q)i = j. 
(a ± kd)(i) (a — kd) = (a ± kd) (ia jd) = (a2 — (12 ) -F j (ad H- da) = j. 
Para isso precisamos ter 
2 22 n a --a =u-a=±d e ad + ad --= 1, 
se a r- d, temos 2a2 = 1, e não podemos ter a = —d Finalmente precisamos que 
p (q) j =- —i. Assim 
(a + ka) (j) (a — ka) = (a 4- ka) (ja — ia) = j (a2 — a2 ) i (—a2 — a2 ) =-- 
para isso precisamos ter 
—2a2 = —1 e  
Assim 
11 	 1 	 1 
q 	
7_ 	
ou 
 
Ambos darão o elemento desejado de SO (3) (Isso é suficiente para convencer-nos 
de não tentar a prova geral de sobrejetividade nesse estágio). 
Note que isto não prova que Sy' e SO (3) não são isomorfos. p não é um 
isomorfismo, mas poderia existir algum. Na secção seguinte daremos justamente uma 
prova fácil que S3 SO (3) . 
4.6. Centros. 
Definição: 0 centro C de um grupo G é definido como 
C={xEGPxy=yzVyEG}, 
e pode ser verificado que C e" um subgrupo abeliano e normal de G. Sabemos da 
algebra que quaisquer isomorfismos de grupos induzem a um isomorfismo de seus 
centros. Queremos mostrar que 83 SO (3) mostrando que seus centros não sio 
isomorfos. 
Proposição 13: 0 centro de S3 = Sp (1) é { 1,-1 }  , enquanto que o centro de 
30 (3) e 	 . 
Prova: Como a parte real de um quaternio comuta com todos os quaternios, 
claro que {1, —1} c Centro 53 •  Inversamente, suponha que q = a±ib±jc+kd E Sa 
esta no centro. Então qti = iq dará 
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ai — b — ck + dj = ai — b + ck — di 
de modo que c =  O = cl. Então qj = jq  dará 
(a ib) j = j (a jq) 
o que implica aj + bk = ja — kb para isso precisamos ter b = 0. Assim q =  a e 
a-2 = 1. Assim q = a e a2 = 1. Assim Centro SO (3) = {1, —1 } . 
Suponha que A E SO (3) está no centro. Como A comuta com todos os elementos 
de SO (3) eles certamente comutam com todos os elementos de 
( 
cos 0 sen 0 0 
T= — sen 0 cos 0 0 
0 	 0 	 1 
pois 7' C SO (3) . Considere a base usual e l =-- (1, 0, 0) , e 2 = (0, 1, 0) , e3 --= (0, 0, 1) 
do R3 . 
Afirmação: A deixa e3 fixado (ou manda ele para —ea). Escolha B e T 
que manda el para e2 e e2 para —el e (automaticamente) deixa e3 fixo. 
Então o conjunto Ae3 = aei be2 ce3 . Então BAe3 = ae2 bel ce3, enquanto 
que ABe3 = Ae3 , isso implica a --= O -= b e uma vez que A preserva o comprimento, 
precisamos ter c = 1 ou c = 
Assim A induz a uma aplicação ortogonal do plano e1 e2 . Isso é uma rotação 
porque: 
Lema: Qualquer elemento de 0 (2) que comuta com todas as rotações é urna 
rotação. 
Seja 0 : R2 —> R2 um elemento de 0 (2) . Para qualquer rotação 
= ( cos 0 sen 0 ) t  
— sen 0 cos 0 
13 
precisamos ter Ot =- t0_ Seja 0 =-- ( a 	 ) . Obtemos 
7 (5 
a cos O — /3 cos O =- a cos O + -y sen O 
e 
a sen 0 — )3 cos 0 -= {3 cos 0 + (5 senO, 
que vale para todo O. Assim -y = —$ e a = (5. Então 
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aP 
fi 	 e det 	 cx2 [32 . 
Como esse não pode ser igual a —1 (e precisa estar em {1, —1}), 
sublema. 
Isso também prova que c = 1 (não —1) (urns vez que A E 80 (3))  
que A E T. Podemos agora terminar a prova. 
) 
0 A=  ( — sen 0 cost9 
cos 0 sen 8 0 
e seja 
0 	 1 
isso prova o 
e concluimos 
0 0 
R = ( 0 1 
—1. 0 
1' 
 E SO (3) . 
o  
Uma vez que A precisa comutar com R obtemos 
sen 0 cos 
AR= 	 0 cos 0 — sen 0 j = 	 sen 0 
—1 0 	 O 	 J 	 k cos 0 
Assim precisamos ter 
0 	 1 
cos 0 0 )= RA. 
sen 0 0 
) 
cos 0 = —1 e sen 0 = O. 
Então A=I e a Proposição 13 está provada.111 
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5. TOPOLOGIA EM 
5.1. Introdução. 
Nossos grupos de matrizes são todos subconjuntos de  espaços euclidianos, porque 
eles sac, todos subc,onju_ntos de 
Mr„ (R) = Rn2 ou My, (C) = 1R2n2 ou Ain °Ho R4n2 
por isso o nosso interesse em estudar a topologia em 1R'n e veremos tais grupos de 
matrizes com alguma topologia. Alem disso existem certas propriedades topológicas, 
conexidade e corrtpacticidade, que alguns de nossos grupos tem e outros não. Estas 
propriedades são preservadas por aplicações continuas e assim conseguimos novos 
invariantes para os grupos de matrizes, Assim um grupo de matrizes conexo não 
pode ser isomorfo com um grupo de matrizes não conexo, o mesmo vale para a 
compacticidade. Pretendemos definir estas propriedades e decidir quais dos nossos 
grupos as tem. Isto será feito nas secções 5.2 e 5.3. 
Na secção 54 introduziremos base  enumerável para conjuntos abertos e, final-
mente, na secção 5.5 definiremos variedade e mostraremos que todos os nossos gru-
pos sao variedade& Então provaremos um teorema sobre variedade que  dará uma 
prova fácil que o homornorfismo p: Sp (1) --+ SO (3) (definido no Capitulo IV) é 
sobrejetivo. 
5.2. Continuidade de Funções, Conjuntos Abertos, Conjuntos Fechados. 
Definição: Uma métrica num conjunto M é uma função d: Mx M —> R, 
que associa a cada par ordenado de elementos x, y E M um número real d (x,y) , 
chamado a distância de x para y, de modo que sejam satisfeitas as seguintes 
condições para quaisquer x, y,  z E M: 
(i) d (x, > 0 e d (x 	 0 se e sO se x y; 
(ii) d (x, y) 	 d (y,x); 
(iii) d (x, y) + d (y, z) 	 d (x, z) . 
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Condição (iii) é chamada desigualdade triangular. 
Definição: Um espaço métrico é um par (M, , onde M é um conjunto e d 
uma métrica em M. 
Pretendemos definir tal métrica d em R" e então para qualquer S C Rn, d 
também claramente urna métrica em S. Relembrando que x, y E RI' são 
X = 	 X2 7 • • - Xn) e y =(Y1, Y2, - • , Y76) 7 
definimos um produto interno 
< x, y > 	 + x2Y2 + - • • + XnYn• 
Conjunto d (x, y) = 1./.< x — y, x — y >. Assim definimos d (x, y) 
 como sendo o 
comprimento do vetor x — y. 
Proposição 1: 0 produto interno < , > definido acima é uma métrica em R. 
Prova: Propriedades (i) e (ii) seguem de 
e <x,x>=O< 	 >x =O 
e simetria de produto interno. 
(i) 
d(x,Y)=-: 
	
x—y= u-=(uu..- 7 Un) 
O = d  (x, 	 x — y, x — y > =.‘,/< u, u > = 
<u,u>=0    u= 0, ese u=0-x=y. 
(ii) d (x,Y) = Ilx Yll = — xi) = I - 1 111Y — 	 d(y,x) • 
(iii) Para provar a desigualdade triangular precisaremos provar a propriedade 
correspondente do < , > chamado desigualdade de Schawrz. 
Para quaisquer x, y E 	 e t ER temos 
< x +ty,x ±ty > > O. 
Usando a bilirtearidade e simetria de <, > teremos 
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< x + ty, x + ty >=--< x, x > + < x, ty > + < ty, x > + < ty, ty > 
=< x, x > +2 < x, y > t+ < y, y > t2 > O. 
Este polinômio quadrático em t coin coeficientes reais e sempre > 0 e assim este 
não pode ter duas raizes reais distintas. (Um polinômio quadrático pode ter um 
(mico mínimo) Assim o discriminante não pode ser positivo, isto e, 
(2 < x,y >)2 — 4 < y, y >< x,x > < O. 
Assim 
< x,y >2 < < X ,x >< y,y > 	 (* ) 
A desigualdade (*) e a desigualdade de Schawarz. 
Aplicamos (*) usando os vetores x—y e y—z para obter 
< — y, y z > < il< — y, x y > 	 y z, y z >  
Se elevarmos ao quadrado os dois lados de (iii), então escrevendo isso em termos de 
< , > e usando propriedades básicas de < , >, veremos que (iii) é equivalente a 
Usaremos a métrica d em ir definida acima para definir uma bola aberta. Seja 
x E Ir e r> 0 um numero real_ 0 conjunto 
B(x,r)= {y ERn I c/(x,y) <r} 
e chamado de bola aberta com centro em x e raio r. Bolas abertas nos espaços 
euclidianos permitem-nos fazer uma generalização da notação de continuidade de uma 
função em IR. para funçOes definidas em espaços de dimensão maior do que ma 
Seja A um subconjunto de ir e 
—*Rif' 
e uma função definida em A e tomando valores em algum espaço euclidiano Ir. 
Definição: Dizer que f é continua em um ponto a E A significa: 
"Dada alguma bola aberta B (f (a) ,e) em Ur então existe uma bola aberta 
B (a, 6) em ir tal que qualquer ponto xEAnB (a, 6) satisfaz 
f@) e B(f (a) e)" - 
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Outra maneira de dizer isto 6: "Dado e > 
 O então existe 6. > 0 tal que se 
E A satisfaz d (a, x) < 6, então f (x) satisfaz d (1 (a), f (x)) < E". 
As duas maneiras são equivalentes. Em outras palavras, f é  continua se manda 
"pantos próximos" de A para "pontos próximos" em Rm. 
E importante observar que a continuidade de f depende da definição do domínio 
 
de A. Por exemplo se definirmos 
f : 	 R 
por 
0 se it < 
f (x) 	 1 se x > 
	
então f não é continua em O. Mas suponha que A c 	 são todos os it > 0 e 
restringindo f para A. 
Com esta restrição f é continua em 0_ 
Urna fungio f A IRm (A c Rn) é dita continua se ela é continua ern cada 
a E A_ 
Exemplo: Se A c ir é -um conjunto finito então qualquer f A 
	 R7" 
continua. 
Prova: Para qualquer a E A sejam b1 , b2 , , bk todos os outros pontos de A. 
Seja 
L---d(a,bi), 	 i=  1,2,..,k 
e seja 6 o menor deles. Então para qualquer E > 0 e qualquer elemento de A e 
B (a, 6) vai em B (1 (a) ,E) (porque a é o único elemento de B (a, 6)). 
Proposição 2: Se A C 
f (A) 1>RP 
são continuas, então g o f 
 é  continua. 
Prova: Seja aEA e e>0. Como g é continua, então existe n .> O tal 
que todo elemento de f (A) em B (1 (a) , n ) é enviado por g em B (g (1 (a)) , e). 
Como f é 
 continua então existe 5> 0 tal que todo elemento de A em B (a, 6) e" 
enviado por f em B (f (a) ,n) e é então enviado por g em B (g (f (a)) ,e) CI 
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Definição: Um conjunto U C Rn é um conjunto aberto se para cada x e U, 
existe r tal que B (x, r) C U (onde r depende de x). 
Claramente Rn é um conjunto aberto. 0 conjunto 0 (vazio) também é aberto 
pois, uma vez que não existe x E 0, não pode existir no conjunto vazio, elemento que 
não esteja no seu interior (conjunto de todos os pontos interiores). Logo 0 e aberto. 
Exemplo: Qualquer bola aberta B (y, s)  é uni conjunto aberto. Seja x e 
B (y, s) , isto 6, d (x,y) < s. Precisamos achar r >0 tal que B (x,r) C B (y, s) 
Bem, seja r s — d (x,y). Se z E B (t,r) então d (z,x) < s — d (x , y) e assim 
d (z, x) d (z,y) < s. 
Usando a desigualdade triangular temos 
d (z,y) 	 d (z, 	 d (x, y) < s, 
mostrando que z E B (y, s). 
Exemplo: (0,1) -= E IR1 O < x < 1} é um conjunto aberto em 1R, porque ele 
urna bola aberta B O. Mas (0,1] = {x  ER 10 <x < não e aberto em R 
porque 1 E (0,1] mas B (1,r) não fica em (0,1] urna vez que toda bola semelhante 
contem números maiores que 1- 
Definição: Um subconjunto C C Rn é um conjunto fechado se seu comple-
mento IRn — C e aberto. 
(0,1] C IR não é aberto nem fechado. Vimos que ele não é aberto. Seja T = 
IR— (0,1] Então 0 E T mas B (0,r) 'lac) pode ficar em T pois contem pontos de 
(0,1] . Assim T não e aberto pois (0,1] não é fechado. 
[0,1] 	 E R10 < x < 1} é una conjunto fechado. 
Exemplo: Seja P C Rn um conjunto finito. Então P é fechado. 
Seja x E ire - P, queremos naquele ponto a distancia 6. de x para pontos de 
P. Então 
B (x, 6) C Rn — P, 
provando que P é fechado. 
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5.3. Conjuntos Conexos, Conjuntos Compactos. 
Definição geral: Seja (M, d) um espaço métrico. Dizemos que M é desconexo 
se existem abertos G e H, ambos não vazios, de modo que Gr1H=0 e GUH --= 
Urn espaço métrico e conexo quando não 6 desconexo, ou seja, não existem abertos 
G e H nestas condições_ 
Outra maneira de exprimir a conexidade de um espaço e dizer que se pode passar 
de um qualquer de seus pontos para outro por um movimento continuo, sem sair do 
espaço. Isto nos leva a noção de espaço conexo por caminho, conceito mais particular 
e provido de mais significado intuitivo do que o conceito geral de espaço conexo. 
Definição: Urn conjunto D em Rn 6 conexo por caminhos se: Dados x, y E D 
existe uma função continua 
: [0,1] 
	 D 
isto 6, 
COM 	 1]) C D 
tal que -y (0) 	 x e 7 (1) ---= y. 
Assim urna função pode ser chamada um caminho de x para em D. 
Observação: Como estamos considerando a topologia usual do 
	 os nossos 
conjuntos são conexos se, e somente se, eles são conexos por caminhos. 
Exemplos: 
1) Rn é conexo porque 
(t) = x±t(y—x) 
6 um caminho ern Rn de .z para y. 
2) D = {x e RI x  0} não e conexo. Por exemplo, nenhum caminho de —1 
para 1 pode ficar ern D. 
3) D = {(xi, x 2) C 	 I (xi, x2) (0,0)}  é conexo_ 
Exemplo importante- 0 (n) C Er2 não 6 conexo. As matrizes 
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A = 
/ —1 
0 
° 
0 
1 
0 
0 
0 
1 
) 
) 
e / 
1 	 0 	 • • • 
0 	 1 	 • • 
O 	 - - 	 0 
0 
0 
1 
) 
estio em 0 (ri). Suponha por absurdo que ry : [0,1] 	 (n) é um caminho de A 
para I, então a função composta 
[0,1] 1> 0 (n) (1e-> R 
continua (Proposição 2), logo é uni caminho em I de —1 para 1, contradizendo 
a existência de -y. 
Recordando que so (n) C Mn (IR) consiste das matrizes  anti-simétricas e que se 
A E so (n) , então exp A E 0 (n) (Proposição 3 do Capitulo IV) 
Proposição 3: exp aplica so (n) em SO (n) , isto e, exp (so (n)) C SO (n) . 
Prova: Para B e so (n) o caminho 
(t) _ etB 
um caminho de e° = I para en. Como vimos acima, isto implica que det elt -= +1 
assim e2 E SO (n). O 
Proposição 4: Seja D c ir conexo e f D 	 continua, então f (D) 
conexo. 
Prova: Dados a,b E f (D), escolhemos x, y E D tal que f (x) = a e f (y) -= b. 
Escolhemos um caminho ry de x para y em D. Então f 
 0 7 6 um caminho de 
a para b em f (D) .0 
Definição: Um subconjunto W de 	 limitado se W está inteiramente contido 
em alguma bola aberta. 
Temos que ser limitado, diferente da conexidacie, não e preservado por funções 
continuas. Por exemplo, se W = (0,1) C IR e f W --+ IR é definida por J(x) 
então W e limitado mas f (W) não é limitada. 
Nenhuma propriedade de fechamento é preservada por  funções continuas. Por 
exemplo Ré fechado em IR e f (x) = ex e continua, mas f ( ) ={y E Rly> 0 } 
não é fechado. 
Entretanto, quando colocamos fechado e limitado juntas, eles sio ambas preser-
vadas. 
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Definição geral : Seja M um espaço métrico e A C M. Uma cobertura finita 
de A é uma coleção de conjuntos abertos 19 {Ui} cuja união contem A, ou seja, 
A CU U. Uma subcobertura 
 é uma subcoleção de 19 = cuja união ainda contem 
A. Uma subcobertura finita é uma subcobertura formada por um número finito de 
conjuntos U , isto 6, é uma coleção finita 	 U 2 , . 	 tal que A cO Ui k . 
Sejam M espoço métrico e A C M. Dizemos que A é compacto se toda cobertura 
de A admitir urna subcobertura finita. 
Definição: C C IRtm é compacto se ele é fechado e limitado (Teorema de Heine-
Borel). 
Proposição 5: Se C 	 compacto e 	 continua, então f(C) 
compacta. 
5.4. Subespago Topológico, Base Enumerável. 
 
Definição geral: Uma topologia num conjunto X é uma coleção '0 de partes de 
X, chamados os abertos da topologia, com as seguintes propriedades: 
(i) 0 e X pertencem a 79; 
(i1,) Se Ai, 
	 , An, E 	 então Ain•••nAne19; 
(iii) Dada uma família arbitrária (244 .,,EL com AA E /9 para cada A E L, tem-se 
U AA e z9. 
Um espaço topolOgico é um par (X0.9) onde X é um conjunto e 6 é uma 
topologia em X. 
Seja (X,6) um espaço topolOgico, YCX e VI = {A nYlite 'O)-. A 
topologia O é chamada topologia induzida por 19 em Y e (Y,291 ) é chamado 
subespaço de (X09). 
As vezes temos urn subconjunto W de Er e queremos conhecer subconjuntos de 
W que chamaremos de conjuntos abertos em W 
Observação: Se UcWC Jr temos que U é um conjunto aberto em W se, e 
somente se, existir um conjunto aberto V em Ir tal que 
U=  v nw. 
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Por exemplo, se W = (0,11 C R, então U (,1) = 
	 E lR < < 1} éuni 
conjunto aberto em W, mas não urn conjunto aberto em 
	 U' = 11 não é aberto 
em VV. 
Note que se We urn conjunto aberto em TR'', então U C W e" aberto em W se e 
somente se ele é aberto em Rn. 
Para W C Ir a coleção de todos os conjuntos abertos de W é o subespago 
topolOgico de W 
Relembrando que V C Rn é aberto no espaço 
 métrico (W, d) se qualquer x E V 
tem alguma B (z, r) c V Isto é equivalente a dizer que V C IY é aberto se ele 
o conjunto vazio ou é uma união de bolas abertas. 
Definição: A coleção v = WalaeL de abertos para o espaço topolOgico M 
urna base para M, se qualquer U aberto em M é urna união de Va 's 
Exemplos: 
1) 0 conjunto de todos os quadrados abertos em R 2 é urna base dos conjuntos 
abertos ern R2 . 
2) 0 conjunto de todos os intervalos abertos (a, b) C IR com a e b racionais 
urna base para os conjuntos abertos em R. 
3) 0 conjunto de todas as bolas abertas em Tr 6, naturalmente, uma base para 
conjuntos abertos. Por exemplo, temos a seguinte base 
{13 (x, r) x = (xi , x2 , . ,x,,) com cada x, racional, e r é racional} 
(Veja Proposição 7.) 
Para um subconjunto W de ir sabemos quem são os conjuntos abertos ern W e 
podemos dar a mesma definição dada acima para a noção de urna base para conjuntos 
abertos em W De fato, está claro que se v {Ira } é uma base para os conjuntos de 
então { 1/,„ fl WI é uma base para os conjuntos abertos de W. 
Queremos obter bases para conjuntos abertos que são "mínimos" 
 no sentido que 
eles não tenham mais conjuntos do que é  necessário para a tarefa. O conceito que 
apareceu acima é enumerabilidade. 
Definição: O conjunto S é enumertivel se seus elementos podem todos ser 
arranjados em urna sequência finita ou infinita 31, 8 2 , 83, , isto 6, todo elemento 
de S est á em alguma parte da sequência, indexado pelos 
 números naturais. 
Exemplo: 0 conjunto Q+ de todos os números racionais positivos é enumerável, 
por exemplo 
1 3  
1,2' 	
1 2 4 5 7 8 
	 1 
2' 2'
3
' 3' 3' 3' 3' 3' 3' 4' 4' 
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uma sequência contendo todos os racionais positivos. Similarmente, 
1,-1,2,-2, 1 
	
13 
	 3 	
—3 ' 
contem todos os elementos de Q. 
0 conjunto I 
 =  (0,1} = {x E IR 10 < x < 1} laic) é enumerável. Provaremos esta 
contrapositividada Suponha 
é uma lista de todos os elementos de I. E suficiente dar um elemento de I que não  
pode estar na lista. Expresse os ri 's como decimals 
= 
Seja T= Yiy2y3 - • com yi = 5 se xj; = 1 e y; = 1 se xii 5. Então  
porque Yr 
r r2 	 porque 112 x22 , 	 etc. 
Mas r E I. 
Proposição 6: Se A e B say conjuntos enumeráveis, então seu produto cartesiano 
Ax B, também e. 
Prova: Seja A = {a i ,a2 , as ,. .} e B =-- fb1 ,b2 ,b3 , ..1 Então podemos 
escrever 
A x B =-- {(a1 , 	 b2) , (a 2 , b1) ,(a3,191 ) ,(a2,132) - • -} 
porque seguindo o caminho mostrado inclui todos os elementos de A x B. LI 
Proposição 7: , e portanto qualquer W c 1r, tern uma base enumerável para 
seus conjuntos abertos. 
Prova: 0 conjunto 
F -= {B 	 x 	 . , x„.,1 cada xiEQ e TE Q} 
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pode ser colocado em correspondência 1-1 com (n 1)-uplas 	 r) de 
números racionais, corn r > O. Pela Proposição 6 isto e urn conjunto enumerável de 
bolas. O 
Seja V qualquer conjunto aberto de r. Para mostrar que V 
 é uma união de 
elementos de C  e suficiente mostrar que para y E V alguma B (x, 2") E C contendo 
y fica em V. (Então V e a união de tais B (x,r) , uma para cada y E V) Como V e 
alguma bola aberta B (y, 8) C V, escolhemos x corn todas as coordenadas racionais 
tal que d (x, y) < 
	 e seja r um número racional satisfazendo —s 	 T < 3 
Então y E B (x, r) e B (x, r) C B (y, s) C V. 
5.5. Variedades. 
Definição: Chamamos de espaço qualquer subespaço topológico de Ir. A 
aplicação 
dos espaços e um homeomorfismo se ele e um-a-um, f é continua, e 
 f e continua. 
Exemplo: f (x) = e's é urna aplicação um-a-um continua de [0, 271 C 118 para 
o circulo unitário  Si 
 C r 2 . Mas f não 4 um homeomorfismo porque f 1 não 
continua. 
Exemplo: Seja G um grupo de matrizes e x E G_ Então a translação a. esquerda 
Lx por x (L w (g) = xg) é um homeomorfismo Lx : G --* G_ 
Urna variedade é um espaço que "localmente" olhamos como algum R.  
Definição: Um espaço X é urna ri-variedade 
 se para cada x E X existe uma 
vizinhança Vm de x, que e horneomOrfica a alguma B (o, r) C an. Uma n-variedade 
dita de dimensão n. 
Proposição 8: Um grupo de matrizes de dimensão n é urna n-variedade. 
Prova: A aplicação exponencial do espaço tangente n-dimensional T para G é 
continua. Ela é urna-a-uma em alguma vizinhança V de 0 em T porque tern uma 
inversa (log) Também esta inversa é continua. Tome B (0, r) C V e temos que a 
matriz identidade I tem a direita uma espécie de vizinhança. Para qualquer x E G 
temos 
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0 exp B (0,r) G 
sendo um homeornorfismo (composição de homeomorfismos é um horneomorfismo) 
sobre uma vizinhança de T. Assim G é urna ri-variedade. O 
Definição: Uma variedade G E Mr, (K) é dita fechada se ela é compacta 
(fechada e limitada). 
Proposição 9: GL (n, K) não é fechado, mas 0 (7z, K) 
 é fechado. 
Prova: Obviamente GL (n, K) não é limitado, porque para todo 
 número real r 
não nulo, iI E GL (71, K). (Assim também mostramos que CL (n, K) não é fechado. 
Porque O E Mr' (K) , mas toda bola cum centro O content algum ri E GL (n, K) .) 
Se A E O (n, K) então as linhas são vetores unitários pois como um vetor em 
M  a norma de A é menor ou ig-ual a n. Então O (n, K) é um conjunto 
limitado. 
Para ver que M (K) —  O (n, K) é aberto, suponha B E M,„ (K) —  O (n, K). 
Então existem x, y E Kn tal que 
< TB,yB >0 < x, y > . 
Como < , > é continuo, existe alguma bola aberta B (B, s) em M (K) tal 
que para B' B (B, s) temos < 	 yB' >0< y > . Assim B 0 0 (n, K) .E2 
Proposição 10: Sejam N e M n-variedades fechadas com N C M. Se M 
conexo, então N 
Prova: Precisamos provar que M —N é  vazio. Se ele não 6, escolha y E M—N 
e x E N. Como M é conexo, existe um cominho 
p [0,1] 	 M 
com p(0) =x e p(i) =  y. Então 	 (M — N) é um conjunto aberto em 
[0,1] e contem o 1 ruas não o 0. Seja to o maior elemento do conjunto fechado 
I — p' (M — . Então 
(i) toda B (to , 6) contem pontos de p-1 (M — N) , mas 
(it) como N é uma variedade há alguma vizinhança aberta U de p(t0) em N. 
Pela continuidade de p alguma B (to , E) aplicada por p em N. Esta contradição  
mostra que M =- N. O 
Corolário: A aplicação p Sp (1) —) SO (3) é sobrejetiva. 
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Prova: Como p é um homeomorfismo ern alguma vizinhança de cada ponto, vimos 
que a imagem p (Sp (1)) é uma 3-variedade. Como p é continua, sua imagem el uma 
3-variedade fechada (Proposição 5). Resta provar que SO (3) el conexo (de modo 
que possamos aplicar Proposição 10). E suficiente mostrar que qualquer A e SO (3) 
pode ser associada a urna matriz identidade I por um caminho em SO (3) . 
Temos det A = 1 e que {Ae j ,Ae 2 , Ae3 } '6 uma base ortonorma1 para W. Seja B 
uma rotação mandando ej para Aei e partindo na direção perpendicular para o 
plano Ael) fixado. (Se Aej. = el seguiremos diretamente para o próximo passa 
Se el e Ael são antipodais em 5'2 , então temos duas escolhas para B.) Obviamente, 
ha um caminho tu de I para B ern SO (3). Agora Be l -,--- Ael , assim Be l e Be3 
formam uma base ortonormal para o plano perpendicular a Aej. Seja C uma rotação 
deste plano mandando Be2 para Ae2 e Be3 para Ae3 . (Se não podemos fazer isso, 
terremos det A = —1.) Hit um caminho a de C em S0 (3) Uma vez que A  =  BC, 
podemos multiplicar os caminhos zu e a para obter um caminho de I para A em 
SO (3) . El 
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6. GRUPOS DE LIE 
6.1. Variedades Diferenciáveis. 
Se U é um conjunto aberto em 	 uma função f : U 	 dizemos que f é 
diferencidvel (ou Cel se todas as derivadas parciais de f existem e são continuas. A 
composição de funções diferenciáveis é diferenciivel. No caso in = n, se f :U 
um-a-um sobre f (U) , com f (U) aberto em Rn, e ambas f e f diferenciáveis 
então f é um difeomorfismo (de U para f (U)). 
Seja M uma n-variedade (Capitulo V, secção 5). Por definição, para qualquer 
p E M temos U aberto em 	 e um homeomorfismo 
: U M 
sobre M com 0 (U) sendo uma vizinhança aberta de p. 0 par (U, 	 é chamado 
oarta. Urna coleção de cartas tal que os 0 (U)'s recobrem M é chamado um atlas. 
Duas cartas 0 U 	 Al e 0 : V —> 114- são ditas mudança de carta se (ou 
(U) n (v) = 0, ou) 	 o é um difeomorfismo. 
Definição: M é uma variedade diferencidvel se tern um atlas de mudança de 
cartas. 
Dado um atlas podemos maximizar ele. Simplesmente acrescentamos todas as 
cartas que mudam de carta com algum dos atlas. Como composições de difeomorfis-
mos são difeomorfismos veremos que: Se duas novas cartas mudam com as cartas do 
a 
tlas, então elas mudam com cada uma. Chamaremos um atlas maximal de estrutura 
diferencidvel. 
Suponha termos variedades  diferenciáveis MeNe uma função f U N 
com U um conjunto aberto em M. 0 que significaria f ser diferenciável? Para 
x E U escolhemos cartas q5 : V 	 Al com 0(V) uma vizinhança aberta de x 
e '0 : W /V com 0 (W) uma vizinhança aberta de f (x) . Diremos que f 
diferenciavel em x se 0-1 o f o 0 for diferenciável em 0-1 (x). E fácil checar que 
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esta definição é independente das escolhas das cartas. 
Uma aplicação um-a-um diferenciável f M —> N com urna inversa diferenciável 
um d.ifeomorfismo das variedades diferenciáveis, Se M =1k =-- Nefe dada por 
f (x) = x 3 , então f é diferenciável e um-a-um, mas f1  não é diferenciável (urna 
vez que sua derivada não existe em 0) pois f não é um difeomorfisrno. 
6.2. Grupos de Lie. 
Definição: Um grupo de Lie é uma variedade diferenciavel G, com uma estrutura 
de grupo, de tal modo que as aplicações 
GxG---)G 
(x,Y)' —* xY 
são diferenciáveis. Decorre imediatamente da definição que, num grupo de Lie, as 
aplicações 
e 
Lx : 	 G 
e 
são difeomorfismos, para cada x E G. Estas aplicações são chamadas respectiva-
mente translação à esquerda por x e translação 'a, direita por x. 
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Exemplos de grupos de Lie: 
1) 0 conjunto R dos niimeros reais com a estrutura de soma e a estrutura dife 
renciavel usual. 
2) seja 	 = {z E 
	 1 21 = 1} . Consideremos em 51 a estrutura de grupo 
multiplicativo: se a, p E 51 , então a0 é o produto dos números complexos a e 
0- Como as aplicações 
CXC-+C 
(x)Y) 	 xY 
C- {0} C- 101 
e 
x x 
são diferenciáveis e suas restrições a 51 tem imagem em 51, S i- é um grupo de Lia 
	
Definamos agora a aplicação exp 	 -> Si que a cada x E R, associa o elemento 
exp 	 e's em S'. 
Temos que 
exp (x + y) = e2ni(x+v) = exp (x) • exp (y) , 
logo exp é um homornorfismo de grupos. Observe que exp-1 (e) = ker (exp) = Z 
um subconjunto de R. 
3) 0 produto G x H de dois grupos de Lie G e H, é um grupo de Lie com a 
estrutura de variedade produto e com a estrutura de produto direto de grupos: 
(911 h2) 	 (92, h2) = (91 •92, 	 - h2) 
quaisquer que sejam gi ,92 em G e hi. , h2 em H. Consequentemente 	 = 
Rx • - • xR e Ta = x • • x S1 sac) grupos de Lie. A aplicação exporiencial do exemplo 
anterior pode ser generalizada, definindo exp : 	 -> Tit por exp (xi, - • . , 	 = 
(exp xi , 	 , expin) e temos exp-1 	 =-2,x •••x Z. 
4) Sa = { .7) E It  Ipi= 1} é um grupo de Lia Usando q E H, como sendo 
o conjunto dos q =  a ± bi + cj + dk, onde a, b,c,d E R. El é urna álgebra não 
comutativa e para q E El temos (912 a2 b2 c2 a e 4 =- a - bi — cj — dk. 
Temos HE Pcs 4 e S3 =  fig E lEI I lqi = 1} Considerando em 53 a estrutura de 
grupo induzida por H, é  fácil ver que S3 é um grupo de Lia 
5) Grupos Lineares. Neste exemplo, K E {R, C, H} . Seja 
GL (72, K) == {matrizes A ri x ri sobre K tais que det A 0} 
Então os subconjuntos 
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GL (n, IR) C Rn2 , GL (n, C) C Et(2n)2 , GL (ri, 1111) C R(4702 
 
são abertos e são grupos de Lie com a operação de multiplicação de matrizes. 
0 grupo linear GL (ri, R) é o subconjunto aberto de M (ri, R) formado pelas 
matrizes invertiveis ou, equivalentemente, pelas matrizes com determinante diferente 
de zero. 
A função real det : Rn2 M(n,R) —> R é de classe C", pois det (X) é n-linear 
nos vetores colunas de X. Pela expressão geral da derivada de uma 
 função n-linear, 
tem-se 
clet t (X) H -= det (X 1 , 
	 X, H E M (n, . 
Em particular, para X = I -= matriz identidade ri x ri,  
cleti (/) • H E det (el , _ , 
	 ,e,t) = E = traço de 1-/ 
e 
o det 
Ox; 
onde Ens é a base canônica {Ens ; 1 < r < n, 1 < s < n}. 
Consideremos a restrição det : GL (Rn) 	 . Da expanção do determinante 
ao longo de urna linha (ou coluna), segue-se que, dada A E GL (IR"), existe algum 
menor det (Ars ) O. Isto mostra que det : GL (11r) uma submersão de classe 
C'" Em outras palavras, todo real não nulo c é valor regular de det 1 GL (r) . 
Conclui-se que o conjunto 
SL ( r) = {X e CL  (Ir) I det X = 1} = (det) -1 (1) 
urna superfície de dimensão ri2 —1 e classe C' em 11?!"2 SL (Ir) é chamado grupo 
especial linear ou grupo unimodular. 
(X)  = det ' (X) Ens -= (_i)' -F. det X:, 
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