Category learning has traditionally been studied by examining how percentage correct changes with experience (i.e., in the form of learning curves). An alternative and more powerful approach is to examine dynamical learning trajectories-that is, to examine how the parameters that describe the current state of the model change with experience. We describe results from a new experimental paradigm in which empirical-learning trajectories are directly observable. In these experiments, participants learned two categories of spatial position, and they were constrained to identify and use a linear decision bound on every trial. The dependent variables of principal interest were the slope and the intercept of the bound used on each trial. Data from two experiments supported the following conclusions.
Traditionally, category learning has been investigated by examining how response accuracy changes with experience. Often, such data are presented in the form of a learning curve, which plots proportion correct against trial or block number. Learning curves are a good nonparametric method for investigating category learning, because no model needs to be specified during their construction. Learning curves are also relatively simple to compute and often provide an effective method for comparing task difficulty across different conditions of an experiment (e.g., Shepard, Hovland, & Jenkins, 1961) .
On the other hand, the use of learning curves to test among competing models is severely limited because, in most cases, a variety of different models will be capable of predicting the same learning curves. For example, a popular assumption of many category-learning models is that the trial-by-trial learning of categories is accomplished via a process of gradient descent on the error surface (Ashby, Alfonso-Reese, Turken, & Waldron, 1998; Erickson & Kruschke, 1998; Estes 1993 Estes , 1994 Estes, Campbell, Hatsopoulos, & Hurwitz, 1989; Gluck & Bower, 1988; Hurwitz, 1990; Kruschke, 1992; Nosofsky, Kruschke, & McKinley, 1992) . Roughly speaking, gradient descent algorithms (e.g., the delta rule, backpropagation) predict that the learner will update the parameters that govern learning on a trial-by-trial basis in a way that causes the probability of error to decrease in the fastest possible manner (e.g., Rumelhart, Hinton, & Williams, 1986) . Even so, for any increasing learning curve, it will always be possible to find two models that provide perfect fits, where one assumes gradient descent and the other does not (an example will be shown below).
This article has a number of goals. First, we will demonstrate some of the limitations of learning curves when category-learning data are analyzed. Next, we will consider some advantages of considering category learning as a dynamical process that can be studied with classical techniques from dynamical systems theory. In the third section, we will propose a new empirical method in which dynamical trajectories are directly observable. Finally, two experiments will be presented that demonstrate the application of a dynamical systems approach to category learning. Among other results, we will show that the empirical trajectories from our experiments are incompatible with the assumption of gradient descent.
Some Limitations of Learning Curves
Consider an experiment in which observers are asked to classify stimuli into two categories, A and B, and suppose that the stimuli vary across trials on three continuousvalued dimensions (e.g., color, shape, and size). Suppose further that the category structures are such that size is the only relevant dimension. For example, large stimuli might be in Category A, and small stimuli in Category B. In this case, there are a number of ways these categories could be learned. One possibility is that observers use an This research was supported in part by National Science Foundation Grant BCS99-75037. Portions of this research were reported at the 1999 meetings of the Society for Mathematical Psychology. The authors thank Todd Maddox, Eric-Jan Wagenmakers, Richard Schweickert, In Jae Myung, and an anonymous reviewer for helpful comments on earlier drafts of this article. Correspondence concerning this article should be addressed to S. W. Ell, Psychology Department, University of California, 3210 Tolman Hall #1650, Berkeley, CA 94720-1650 (email: shawnell@socrates.berkeley.edu).
explicit rule-based strategy in which they only try unidimensional rules that are easy to verbalize. If we denote the stimulus values on the three dimensions by x 1 , x 2 , and x 3 , then under this scenario, all rules are of the form Respond A if x i Ͼ e i ; otherwise respond B, where e i is the decision criterion on dimension i. To use this strategy successfully, an observer must find the relevant dimension and determine the optimal value of e i . The latter problem is often referred to as criterial learning.
A very different possibility is that observers use a strategy in which they integrate information from all the stimulus dimensions at some predecisional stage (e.g., by using a form of procedural learning). In this type of learning, each stimulus dimension is assigned a weight, and the category response is determined by computing a weighted combination of the values on each stimulus dimension. For example, an observer using such a strategy might respond according to the following decision rule:
Respond A if a 1 x 1 ϩ a 2 x 2 ϩ a 3 x 3 Ͼ b; otherwise respond B, where a i is the weight on dimension i and b is the decision criterion. To learn the optimal form of this linear discriminant function, the dimension weights and the decision criterion are optimized in a trial-by-trial incremental process.
The rule-based strategy will produce learning that is nearly all-or-none. If the observer has selected the incorrect stimulus dimension, accuracy will be near chance. On the first trial in which the correct dimension is selected, accuracy will jump dramatically, and the only thing preventing optimal responding will be a suboptimal decision criterion. In contrast, we expect the procedurallearning process to lead to incremental improvements in accuracy-small changes in the dimensional weights should lead to small changes in accuracy. As such, accuracy should gradually rise from chance to near-optimal levels. These two strategies, therefore, should produce the most discrepant possible learning curves.
To verify this intuition, we conducted simulations of a model in which a rule-based decision strategy was assumed and one in which a procedural-learning strategy was assumed. 1 Average simulated backward-learning curves are plotted in Figure 1A . 2 As was expected, the two models predict quite different backward-learning curves. The rule-based model (solid line) initially performs at chance and then jumps to near-perfect accuracy during the block in which a criterion of 10 consecutive correct responses was met (arbitrarily numbered Block 0). On the other hand, the procedural-learning model (dotted line) demonstrates incremental learning. The initial performance of the procedural-learning model is at chance, but instead of a large jump in accuracy from one block to the next, accuracy gradually improves across a number of blocks.
The simulations shown in Figure 1A assumed continuous-valued stimulus dimensions. What would happen instead if the stimuli from the two categories varied across trials on three binary-valued dimensions? In this case, the stimulus coordinates would form a cube, and each of the two categories would contain four exemplars whose coordinates form opposite faces of the cube. The results of this simulation are shown in Figure 1B . Note that the rule-based model (solid line) and the procedural-learning model (dotted line) initially perform at chance, but then the performance of both dramatically jumps to near-perfect accuracy within a few blocks.
In this experiment, it would be virtually impossible to test between all-or-none and incremental learning by examining learning curves. The problem is that, although the procedural-learning model incrementally adjusts the position of its decision bound (i.e., a plane in this case), most of these changes have no effect on accuracy, because of the sparse nature of the stimulus space. For example, suppose that on trial n, the decision plane of the procedural-learning model is such that both sides contain two exemplars from Category A and two from Category B. In this case, accuracy will be at chance. Now suppose that the plane is incrementally adjusted so that it moves in the direction of the optimal decision bound. Unless this movement passes through the coordinates of one of the four incorrectly classified exemplars (and does not pass through the coordinates of one of the four exemplars that were correctly classified), accuracy on trial n ϩ 1 will be the same as that on trial n. Thus, with binary-valued stimulus dimensions, the incremental procedural-learning model predicts that accuracy will remain at chance as the decision bound is incrementally adjusted until the bound rotates through the coordinates of an incorrectly classified exemplar. At this point, accuracy will increase discretely. Figure 1B shows that this identifiability problem is so severe that the incremental procedural-learning model predicts essentially the same learning curves as the all-or-none rule-based model. In other words, simply changing the nature of the dimensions (from continuous to binary valued) produced a lack of identifiability at the level of analysis typically used in category-learning experiments.
Dynamical Trajectories
Every model can be characterized by a set of parameters. Excluding any stochastic influences, specifying the numerical values of these parameters fixes the predictions of the model. Let w denote the vector of parameters for some particular model. The so-called parameter space of the model contains a dimension for each parameter in the w vector. For any numerical value of wthat is, for any point in the parameter space-the model will make specific numerical predictions that will be associated with some overall probability of an incorrect categorization response, P(error | w). Adding this extra P(error | w) dimension to the parameter space creates a probability-of-error surface. In any experiment, some particular combination of parameters w* will predict fewer errors than any other possible combination will. Thus, the lowest point on the probability-of-error surface will have coordinates w*, and the elevation there will be P(error | w*). The behavior of the model on the first trial of the experiment can be described by the initial parameters w 0 , so learning can be described as movement through the parameter space in an attempt to find the lowest point on the probability-of-error surface-that is, as an attempt to move from the initial point w 0 to the optimal point w*. The path taken by the model through parameter space is called its dynamical trajectory. A major goal of this article is to show that dynamical trajectories provide a powerful alternative to learning curves as a tool with which to compare competing learning models.
Dynamical trajectories through the parameter space completely characterize the learning assumptions of a model. In particular, any learning model must define some algorithm that describes how w changes on a trialby-trial basis-that is, it must define the allowable dynamical trajectories. In category learning, the most popular approach has been to assume that learning follows a process of gradient descent-in other words, that the trajectories always move in the direction of the steepest possible descent down the probability-of-error surface. The gradient in the probability-of-error surface in every direction is specified in the vector of partial derivatives ∂P(error | w)/∂w. Thus, according to gradient descent algorithms, the change in w across trials is completely determined by ∂P(error | w)/∂w:
In particular, gradient descent algorithms assume that a is a constant. In this model, w is changed in the direction that causes the greatest possible decrease in P(error | w), and the steeper the gradient in the error surface at the point w on trial n (or at time t), the greater the resulting change in w on trial n ϩ 1. Admittedly, it is unlikely that people perform the calculus required by Equation 1 on a trial-by-trial basis; however, it is reasonable to assume that observers may adjust the parameters that govern learning with the goal of minimizing error. In fact, psychologists consider the assumption of gradient descent to be so reasonable that it is almost a universal feature of current category-learning models Erickson & Kruschke, 1998; Estes, 1993 Estes, , 1994 Estes et al., 1989; Gluck & Bower, 1988; Hurwitz, 1990; Kruschke, 1992; Nosofsky et al., 1992) . Furthermore, if the goal is to accurately describe how people develop category representations, the assumptions that define the manner in which learning occurs (e.g., gradient descent) are as critical as assumptions regarding the storage of information, response selection, and category access.
One especially popular method of implementing gradient descent is to cast the model in the form of a connectionist network. Briefly, these models assume a multilayer network of interconnected nodes. The parameters of the model include the strengths (or weights) of these connections. Information is passed from an input layer to an output layer, sometimes through an intermediate (hidden) layer or layers. The input layer represents the stimulus, and each node in the output layer is associated with a response. Learning in these networks is the process of modifying the strengths of the connections between the layers-almost always via an algorithm that implements gradient descent. Well-known examples include the delta rule and back-propagation, both of which implement gradient descent, but in different types of connectionist networks (Haykin, 1994) . Models of this type have been quite successful in accounting for various aspects of human category-learning performance, but the gradient descent assumption has never been directly tested, so it is not clear whether gradient descent accurately describes the nature of learning in human observers.
As learning progresses from the initial state w 0 to the optimal state w*, changes in P(error | w) tend to decrease, because in most cases, the probability-of-error surface flattens out around w*. Gradient descent predicts that the magnitude of changes in w are proportional to the gradient-that is, gradient descent algorithms make large changes in w when w is in a region where the probability-of-error surface is steep and small changes in w when w is in a region where the probability-of-error surface is shallow. For this reason, gradient descent typically predicts that the magnitude of changes in w will tend to decrease as the observer gains experience in the task. At the extreme, these models predict no further changes in w once w ϭ w*, because the probability-oferror surface is flat at w ϭ w* (since w* contains the coordinates of the minimum of the probability-of-error surface). In fact, empirical evidence for such decreases has been reported (Busemeyer, Swenson, & Lazarte, 1986) . Even so, many category-learning models that incorporate gradient descent include an additional assumption that this decrease is even more severe than predicted by standard gradient descent. This assumption, which is known in the literature as cooling, is formally implemented by allowing the constant a in Equation 1 to decrease with experience. To our knowledge, the assumption of cooling has never been empirically tested.
Dynamical trajectories provide more identifiability than learning curves do. To see this, consider the trajectories of two different category-learning models that are characterized by the same pair of parameters w 1 and w 2 . For example, both models might assume that observers use a linear decision bound with slope w 1 and intercept w 2 in order to categorize stimuli that vary across trials on two dimensions. Note that the rule-based and the procedurallearning models described in the previous section satisfy this description. However, suppose that the two models postulate different learning mechanisms. In particular, suppose that the first model assumes that learning obeys gradient descent, whereas the second postulates a learning process that dramatically violates gradient descent. Figure 2 shows dynamical trajectories from these two models across a series of six trials in a hypothetical category-learning experiment. The graph is a contour plot of the probability-of-error surface over the (w 1 , w 2 ) parameter space. Darker areas in Figure 2 indicate a smaller probability of error, and all the points on the same contour have the same probability of error. The solid white lines are the trajectories of the two models, and the filled circles represent the position of each model on the error surface across trials. Initially, both models begin at approximately the same point on the error surface (i.e., trial 1) and end at the surface minimum, w*. As is predicted by gradient descent, the trajectory of Model 1 proceeds directly downhill, whereas the trajectory of Model 2 clearly violates gradient descent. Despite this large qualitative difference in the learning assumptions, note that both models predict the same probability of error on each of the six trials illustrated in Figure 2 (e.g., the trajectories of both models on trial 3 lie on the same contour line). As a result, these two very different model trajectories predict identical learning curves. Thus, although it would be easy to test between the models if dy- namical trajectories were available, they are nonidentifiable with traditional methods of data analysis (i.e., learning curves).
The advantage of learning curves is that they are nonparametric-in the sense that they can be estimated without making any assumptions about the observer's decision strategies. The disadvantage is the high degree of nonidentifiability that exists at this level of data analysis. As we have seen, models that make strikingly different assumptions about decision strategy can predict identical learning curves. In contrast, the identifiability problems are virtually eliminated with a dynamical trajectories analysis. Two models postulating different learning algorithms almost necessarily must predict different dynamical trajectories. A major disadvantage with a dynamical trajectories approach, however, is that it is parametric-that is, since the trajectories are computed through some specific parameter space, trajectories can be computed only if a decision model is first specified. To make matters worse, the numerical values of the parameters that collectively define the state of the model on each trial are unobservable in typical applications. As such, these parameters must be estimated from the data. This is a serious impediment, because during learning the values of these parameters will presumably change on a trial-by-trial basis. One solution to the parameter estimation problem is somehow to make the trajectories directly observable. If this could be done, the parameters would always be known, and the problem of estimating the trajectories would vanish, because they would be empirically observable. In the remainder of this article, we will propose an experimental method that accomplishes this goal, and we will report the results of an experiment in which this method was used.
Making Dynamical Trajectories Directly Observable
There have been several attempts to estimate dynamical learning trajectories at discrete time points during the course of multidimensional perceptual categorization (Alfonso-Reese, 1996; Minda & Smith, 2001; Smith & Minda, 1998 , 2000 . In none of these studies were the empirical trajectories directly observable. Minda (1998, 2000; Minda & Smith, 2001 ) estimated dynamical trajectories predicted by prototype and exemplar models of categorization by fitting these models to relatively small segments of empirical data (e.g., groups of 10 trials; Minda & Smith, 2001 ). In Alfonso-Reese's experiment, a novel approach, called the decision bound probe technique (DBPT), was used to estimate the trajectories. The DBPT interrupts a sequence of traditional category-learning trials (that include trial-by-trial feedback) with probe blocks that occur at various times throughout learning. Each probe block includes 50 trials without feedback, during which participants are instructed to categorize a set of transfer stimuli (that are uniformly distributed across the stimulus space) by using the same decision rule that they used during the preceding learning phase. The data from the probe blocks is then used to estimate a best-fitting decision bound, whose parameters are assumed to locate the dynamical trajectory within the parameter space on the last learning trial preceding the probe block. Thus, to the extent that participants are able to maintain their decision strategy throughout the probe blocks, the DBPT allows the learning state to be estimated at discrete time points throughout the learning process (i.e., that depend on how many learning trials lie between the probe blocks). Therefore, in the DBPT, as in the work of Smith and Minda, the decision process is observed indirectly, and the trajectories are estimated by making assumptions about the true model of categorization.
In contrast, in several studies, attempts have been made to make the decision process directly observable in categorization tasks in which the stimuli varied across trials on only a single physical dimension. In all these studies, a signal-detection-like decision process was assumed in which the observer sets a criterion on the stimulus dimension and assigns all the stimuli with a value greater than that criterion to one category and all the stimuli with a value less than the criterion to the contrasting category. In this case, the parameter space is onedimensional (i.e., the value of the decision criterion). A series of studies have developed empirical methods for making the value of this parameter directly observable.
The most common such method is based on the socalled numerical decision task (Lee & Janke, 1964 , 1965 . Briefly, in this task, two univariate normal distributions of numbers are defined, and on each trial, a random sample, x, is drawn from one of the distributions and presented to the observer. The observer's task is to decide whether this number was sampled from Distribution A or B. In most applications, the decision criterion in this task is not known to the participants, but in the cutoff report condition in Kubovy and Healy (1977) , the criterion, e, was specified by the participants and, therefore, was directly observable. Specifically, on each trial, the participants were first asked to specify a numerical value for e. Next, a random sample, x, from one of the two category distributions was presented, and the participants were to make their responses on the basis of the following decision rule: if x Ͼ e, respond A; otherwise, respond B. For example, if x ϭ 10 and the participant had set e ϭ 5, the required category response was A. The participants were given feedback about the accuracy of each categorization response, and they were permitted to adjust the value of e on the basis of this information at the beginning of the next trial. The version of the numerical decision task used by Busemeyer and Myung (1992) (Experiment 2) framed the task as a medical classification problem. Here, the observer's choice of e determined his or her diagnosis about the presence or absence of a disease.
Both of these studies were successful in making the decision criterion directly observable on a trial-by-trial basis, although the primary focus was not to investigate dynamical trajectories but, rather, to test among various models of criterial learning. Kubovy and Healy (1977) tested between deterministic and probabilistic criteriallearning models, whereas Busemeyer and Myung (1992) tested the parameter search process of their hill-climbing model. Thus, the primary goal of these studies was to test specific models. Although the decision criterion was directly observable, dynamical trajectories were not examined, and the decision task was unidimensional. In contrast, in several studies, dynamical trajectories were estimated in a category-learning task with multidimensional stimuli, but the decision bound was not directly observable on a trial-by-trial basis (Alfonso-Reese, 1996; Minda & Smith, 2001; Smith & Minda, 1998 , 2000 . The goal of the present experiment was to combine both experimental procedures, so that the decision strategy in a task with multidimensional stimuli was observable on a trial-by-trial basis and this information, in turn, was used to specify dynamical learning trajectories. This experimental technique was used to test the assumptions of gradient descent and cooling and to highlight the nonidentifiability issues associated with learning curves.
EXPERIMENT 1
In our experiment, each stimulus was a single circle that varied across trials in its location on the computer screen. Thus, the stimuli varied on two physical dimensions-vertical and horizontal spatial positions. Exemplars from Category A were characterized by positions on one part of the screen, and exemplars from Category B tended to fall in another part (although the category distributions overlapped). Throughout the experiment, the screen was divided into dark green and dark blue response regions that were separated by a line. An example is shown in Figure 3 . The observers could move this line between trials to any position on the screen by pressing appropriate computer keys. Stimulus circles from Category A were displayed in light green, and circles from Category B were displayed in light blue. The observers were instructed to position the line between trials to maximize the probability that light green Category A exemplars fell in the dark green Category A response region and that light blue Category B exemplars fell in the dark blue Category B response region. The dependent variables of interest were the slope and the intercept of the line that divided the monitor into the two regions. 3 For each observer, a plot of these values across trials defined that observer's dynamical learning trajectory for this particular categorization task.
An example showing the sequence of events on a hypothetical trial in which the observer responds incorrectly is shown in Figure 3 . The trial begins with only the response regions and the decision bound visible ( Figure 3A ). Then a Category B exemplar is presented in the Category A response region, thereby indicating an incorrect response ( Figure 3B ). The participant then makes a response by adjusting the position of the decision bound ( Figure 3C ) to account for the current stimulus and all other, previously viewed stimuli.
Method Participants
The observers in all the experiments were 20 undergraduates at the University of California, Santa Barbara, who received partial course credit in an introductory psychology course for participating in the experiment. All the observers reported 20/20 vision or vision corrected to 20/20, reported normal color vision, and completed one session approximately 45 min in duration.
Stimuli and Stimulus Generation
The stimuli in all the experiments were light green (Category A) and light blue (Category B) circles defined by their spatial positions on the monitor. The category structures used in Experiment 1 are shown in Figure 4 , along with the initial and the optimal linear decision bounds. The Category A and B stimuli are plotted as plus symbols and circles, respectively. The abscissa represents horizontal position on the monitor, while the ordinate represents vertical position.
Each participant learned four different category structures. The stimuli from all the category structures were generated by randomly sampling from two bivariate normal distributions specified by a mean and variance on each dimension and a covariance between dimensions (see Table 1 for the exact category parameters). The categories always had different means but the same variances and covariance. Under these conditions, the optimal decision bounds are the solid lines plotted in Figure 4 . The category structures were chosen so that optimal accuracy was 80%. The order of presentation of the category structures was counterbalanced using a 4 ϫ 4 Latin square, and each participant was presented with a different pseudorandom ordering of the stimuli in each category structure.
The design of this experiment was based upon the randomization technique (Ashby & Gott, 1988) . Briefly, using the parameters listed in Table 1 for Category Structure 1 (CS1), 100 random samples were drawn from both the Category A and the Category B populations. The two samples were then combined to form CS1. The stimuli in the other three category structures were generated by ro- tating the CS1 stimulus set: 120º for CS2, 220º for CS3, and 270º for CS4. The parameters for each of these category structures are also given in Table 1 .
The stimuli were computer generated and displayed on a ViewSonic 15-in. CRT with 832 ϫ 624 pixel resolution in a dimly lit room. Each random sample (x 1 , x 2 ) from a given category structure defined a pixel point on the monitor and the center of each circular stimulus. All the stimuli subtended a visual angle of approximately 1º. The stimuli were generated and presented using the Psychophysics Toolbox (Brainard, 1997; Pelli, 1997) in the MATLAB environment.
Four initial decision bounds were chosen (arbitrarily) and were factorially combined with all of the category structures. The initial decision bounds (INI1-4) are plotted with respect to the four category structures in Figure 4 . For illustrative purposes, only one initial decision bound was plotted with respect to each category structure.
Display
As was stated earlier, this task was designed so that the decision bound was directly observable. This was accomplished by dividing the monitor into dark green (Category A) and dark blue (Category B) response regions, as depicted in Figure 3 by the solid and the hatched regions, respectively. The decision bound separated these two response regions.
Procedure
The participants were run individually in a dimly lit testing room. On a trial, a stimulus from either Category A (light green circle) or B (light blue circle) was presented in one of the two category response regions. The participant's task was to adjust the decision bound so that all of the stimuli from a given category structure were divided into two categories as accurately as possible. Specifically, they were instructed to position the decision bound so that as many of the light green (Category A) exemplars as possible fell in the dark green region (Category A response region) and as many of the light blue (Category B) exemplars as possible fell in the dark blue response region (Category B). Note that the specific colors used in Experiment 1 were chosen so that the Category A and B stimuli were clearly visible when presented in the Category A and B response regions. The participants were able to move the boundary in six possible ways on every trial-(1) up, (2) down, (3) left, (4) right, (5) rotate clockwise, and (6) rotate counterclockwise-by pressing keys labeled as such on the computer keyboard. The position of the bound (i.e., the slope and the intercept) was recorded after every trial. The participants were told that there were two equally likely categories and were informed of the optimal accuracy. More specifically, the participants were told that the categories would overlap and that it was possible to be incorrect even if the decision bound had been placed in the most accurate position possible.
Visual feedback regarding the current position of the decision bound was given on a trial-by-trial basis. The participants were informed that a correct trial was defined as one in which the stimulus (the center of the stimulus) from Category A (or B) appeared in the Category A (or B) response region. Thus, the stimulus presented on trial n provided feedback regarding the position of the bound following trial nϪ1. When satisfied with the position of the decision bound, the participants were able to initiate the next trial by pressing the space bar. The current stimulus remained on the monitor until the space bar was pressed. All the trials were separated by a response-stimulus interval of 500 msec. The sequence of events on a hypothetical error trial is shown in Figure 3 .
Before beginning the experiment, the participants were given 15 practice trials to ensure that they understood the task. The participants were then told that they would perform the task with four sets of categories and that the stimuli and the optimal decision bound in each of the category structures would be different. The participants were able to move on to the next category structure once they had met the stopping criterion of 80% correct over the last 40 trials in the current category structure. Beginning on Trial 40, this criterion was computed on every trial within a given category structure. An upper limit of 200 trials was imposed for those participants who did not reach the stopping criterion in a category structure. The break between category structures was self-paced.
Results and Discussion Trials to Criterion
Each of the 20 participants attempted to learn four category structures. Three category structures (out of 80 total) in which the participants did not meet the stopping criterion (80% correct over the last 40 trials) were not considered in the following analyses. The median number of trials to reach the stopping criterion for each category structure is given in Table 2 . None of these differences were statistically significant [c 2 (3) ϭ 0.806].
Empirical Trajectories
Recall that the primary dependent variables were the slope and the intercept of the decision bound on every trial and that the decision bound separated the Category A and B response regions. To aid in the visualization of subsequent analyses, the decision bounds were reparameterized as the slope (i.e., degrees of rotation of the bound from horizontal) and the area of the computer screen that was associated with the Category A response region (hereafter referred to as the area). In the experiment, the slope ranged from 0º to 360º, where 0º referred to a horizontal decision bound in which the Category A response region was above the Category B response region and the slope increased as the bound was rotated in a counterclockwise direction. The area ranged from 0 pixels 2 to 519,168 pixels 2 (based on a monitor resolution of 832 ϫ 624 pixels).
One of the objectives of this experiment was to develop a paradigm in which the dynamical learning trajectories were directly observable. The slope and the area were directly observable on a trial-by-trial basis, so the dynamical trajectories describing the evolution of an observer's decision strategy across trials were directly observable as well. In the plots of these trajectories, presented below, we overlay the trajectories with contour plots showing the associated probability of error (as in Figure 2 ; see Ashby, 1992b , for details on computing the error probabilities). It is important to point out, however, that even a model with perfect memory for all category exemplars would not have access to this probability-oferror surface, because its construction requires knowledge of the exact category parameters (i.e., means and covariance matrices). At best, such a model can hope only to estimate these parameters by using some trialby-trial updating procedure. Therefore, the probabilityof-error surface is stochastic across trials, although trialby-trial changes in that surface should gradually decrease Slope (degrees) Area Area with experience. We will examine this issue in more detail shortly.
The Assumption of Gradient Descent
Visual inspection of the empirical trajectories revealed some that appeared to approximately satisfy gradient descent and some that showed apparent dramatic violations. Figure 5 shows two trajectories that are representative of those that were roughly consistent with gradient descent. 4 Note that in both cases, the trajectories proceed from the initial bound toward the optimal bound in the general direction of steepest descent. On the other hand, Figure 6 demonstrates two trajectories representative of those that were classified as violating gradient descent-that is, the change in the decision bound is not consistently in the direction of steepest descent. In fact, the change in the decision bound often resulted in an increase, rather than a decrease, in the probability of error. Qualitatively, only a small percentage (approximately 10%) of the trajectories appeared to approximate a gradient-descent-like progression.
Optimal learner. To test the assumption of gradient descent more rigorously, we compared the empirical trajectories with those of an optimal learner model. To construct this model, we added a gradient descent learning algorithm to the general linear classifier (GLC) of deci- sion bound theory (Ashby, 1992a; . The GLC assumes that observers always use a linear decision bound. The optimal-learning model that we added to the GLC assumed perfect memory for all of the stimuli that had been presented. In addition, after each stimulus presentation, the parameters of the decision bound were reestimated to those values that minimized the proportion of errors up to that point. Of course, since the optimal learner initially had no knowledge of the category parameters, its representation of the local gradient information was imperfect, although this representation improved with experience. The performance of the optimal learner was simulated for a total of 250 replications of 200 trials for all possible category structure-initial decision bound combinations (see the Appendix for details of all the simulations). A composite deviation index was computed for each of the 250 simulated trajectories, using the following procedure. First, an average simulated trajectory was obtained by computing the average values of the deci- sion bound parameters on each trial across replications. Next, the deviation from the average trajectory (in Euclidean distance) was computed on a trial-by-trial basis for each replication. 5 Finally, these deviations were standardized, and a composite index for each simulated trajectory was computed by summing the standardized scores for all 200 points. The 250 trajectories were then rank ordered according to their deviation index, and the most deviant 5% of the simulated trajectories were deleted. This procedure resulted in the construction of a 95% confidence region determined by finding the envelope of the remaining trajectories (i.e., the 95% that were most typical). Representative confidence regions for two of the category structures are plotted in white in Figure 7 . For exposition, the confidence regions in Figure 7 were generated by plotting the 95% most typical simulated trajectories. There are several points worth noting about the confidence regions. First, in both category structures, the confidence regions include portions of the parameter space that have a probability of error less than .50. Second, in the top panel, where the initial decision bound was near the optimal decision bound, the confidence region also includes points with a probability of error greater than .50. Third, there was clearly a considerable amount of variability in the simulated trajectories, as indicated by the spread of the confidence regions. These observations support the claim that even an optimal gradient descent learning algorithm could produce trajectories that depart substantially from the trajectory predicted by gradient descent over the theoretical (i.e., population-based) probability-of-error surface.
To determine whether the empirical trajectories were consistent with sample-based gradient descent, we compared each of the empirical trajectories with the appropriate confidence region. Specifically, a trajectory was classified as violating sample-based gradient descent if more than 5% of the movements (i.e., changes in the state of the empirical trajectories) were to points outside of the confidence region. Analyzing the trajectories in this way revealed that 66% of the observers violated gradient descent. On average, trajectories that were classified as violating gradient descent produced 25 movements during the course of learning. It could be argued that given this small number, a criterion of 5% is too liberal. However, increasing this criterion to 20% still results in almost half (42%) of the trajectories being classified as violating gradient descent. Two examples of trajectories that violated gradient descent are overlaid in black on the confidence regions in Figure 7 . Although not absolute, this analysis indicates that gradient descent, by itself, does not provide a complete description of these data.
In addition to investigating the confidence regions predicted by the optimal learner model, it is also worthwhile to examine the confidence regions predicted by other popular gradient descent algorithms. As a result, we investigated the predictions of a version of the GLC that learned via a least mean square (LMS) algorithm, and we also investigated the predictions of Kruschke's (1992) ALCOVE (attention learning covering map) model. As with the optimal learner, confidence regions were computed for both models and compared with the empirical trajectories. The goal of these analyses was not to test these models rigorously but, rather, to explore the predictions of several different gradient-descent-based learning algorithms. Adaptive learner. The adaptive learner is a simple connectionist network version of the GLC. It differs from the optimal learner only in its learning assumptions (and it had no internal noise). The adaptive learner used a popular connectionist gradient descent learning algorithm-namely, the delta rule (Widrow & Hoff, 1960) . Details are given in the appendix.
The simulations are based on 1,000 replications using a single category structure (CS3) and initial bound (INI3). The confidence region was computed using the same procedure as that for the optimal learner and is plotted in Figure 8 (this time in black). Inspection of the confidence region illustrates that this simple model did not learn the categories within the allotted 200 trials-that is, the trajectories did not terminate at the global minimum of the error surface. However, simulation runs with an increased number of trials demonstrated that the adaptive learner does eventually reach the global minimum. Furthermore, increasing the learning rate (i.e., h in the Appendix) above the value used in these simulations resulted in convergence to the optimal decision bound in fewer trials, but at the expense of increased variability in the confidence regions. In addition, consistent with the optimal learner, the confidence regions were initially fairly wide and narrow with time-indicating that the adaptive learner builds a more detailed representation of the error surface with experience.
To test whether the empirical trajectories were consistent with the trajectories of the adaptive learner, we replicated the analysis performed with the optimal learner, but only for empirical trajectories with the CS3-INI3 combination (n ϭ 5). Not surprisingly, all of the empirical trajectories were inconsistent with the adaptive learner. This result was expected given that the adaptive learner did not learn the categories. Interestingly, not all of the observed violations were driven primarily by decision bounds near optimal. Consider, for example, the white trajectory overlaid upon the adaptive learner confidence region in Figure 8 . In direct contrast to the adaptive learner, this trajectory proceeds in the opposite direction along the error surface.
ALCOVE. ALCOVE is an exemplar-similarity-based connectionist model of category learning. Briefly, it assumes that category decisions are made by computing the similarity of the stimulus to memory representations of all the previously seen exemplars (see Kruschke, 1992 , for a full description). ALCOVE has four parameters: c, f, l w , and l a . The c parameter is a measure of the overall discriminability of the stimuli, f specifies the consistency of responding, and the two learning rates, l w and l a , determine how quickly the exemplar category associations and attention weights are learned, respectively. ALCOVE is a popular model of category learning that assumes that the weights between layers in the network are updated by a process of gradient descent on error.
For the present application, two numerical values of c, l w , and l a were used, and the value of f was held constant-resulting in eight unique parameter combinations (see Table 3 ). These parameter values have all been used in past applications of ALCOVE (e.g., Nosofsky & Kruschke, 2001) . Each of the eight parameter combinations was used to generate simulated trajectories for all four category structures (using a single initial bound, INI3). Each of the 32 possible parameter-categorystructure combinations were replicated 200 times. Confidence regions, which were generated using a procedure identical to that for the optimal and the adaptive learners, are shown in white in Figure 9 .
The ALCOVE trajectories were tested as before by comparing the empirical trajectories (n ϭ 20) with the appropriate confidence regions. Each trajectory was individually compared with all eight confidence regions generated by varying the parameters of ALCOVE. Using the criterion that gradient descent was violated if more than 5% of the movements for a trajectory were to points outside of the confidence region produced results consistent with those from the analysis of the optimal learner-that is, 65% of the empirical trajectories were classified as violating ALCOVE. However, unlike the optimal learner analysis, increasing the criterion to 20% did not produce a substantial decrease in the percentage of trajectories that were classified as violating gradient descent (i.e., 62.5%). Examples of trajectories that were consistent and inconsistent with the ALCOVE predictions are shown in black in the top and bottom panels of Figure 9 , respectively.
A related question is whether the magnitude of the movements made by the observers is consistent with the magnitude of the movements made by the models considered in the last section. In particular, an interesting question is whether the magnitude of the average movement following incorrect trials for the simulated models and the human observers are comparable. In fact, this was not the case. The magnitude of the change in the de- cision bounds of the human observers was far greater (M ϭ 138.63, SE ϭ 5.96) than that for the optimal learner (M ϭ 52.65, SE ϭ 14.58), the adaptive learner (M ϭ 8.87, SE ϭ 1.51), and ALCOVE (M ϭ 13.55, SE ϭ 3.49).
Cooling
As another illustration of the type of question that can be investigated using dynamical trajectories, we will now focus on the degree to which these data are consistent with cooling-or a general decrease in step size with experience. Although cooling is often incorporated in learning models, to our knowledge it has never been empirically tested. Because changes in the decision bound following correct trials were smaller in magnitude than those following incorrect trials, and since the number of correct trials increases with training, it follows that there was a general decrease in step size with experience. Thus, the question was not whether such a decrease occurred, but rather whether the decrease was greater than that predicted by gradient descent. One way to answer this question is to compare the observed decreases in step size with the local gradient. Gradient descent algorithms predict that the step size on each trial will be proportional to the local gradient (see Equation 1 ). For example, let S(n) denote the step size on trial n, and let G(n) denote the gradient in the direction of steepest descent on trial n. Then gradient descent predicts that S(n) ϭ g G(n), for some constant g or, in other words, that the ratio S(n)/G(n) is a constant as n increases. For this reason, we defined the following cooling statistic:
where G(n) was computed as the difference in the probability of error between the starting point on trial n and a step size of five units in slope-intercept space (see note 4) in the direction of the decision bound on trial n ϩ 1. 6 Note that G(n) is negative any time an observer moves in a direction that increases the probability of error, positive if the probability of error was smaller on trial n ϩ 1 than on trial n, and 0 if there was no change in accuracy. The constants g and d were set to the largest gradient possible (i.e., surface maximum Ϫ surface minimum ϭ 0.6) and the largest step size possible (1, 456 pixels; see note 4), respectively.
One prediction is that the mean of C(n) across trials, C ෆ will be positive if the participants are using gradient descent. Conversely, C ෆ Ͻ 0 implies that the participants generally moved in a direction that increased the probability of error. The mean, C ෆ , obtained by averaging across all the observers in all the category structures (C ෆ ϭ 0.23, SD ϭ 3.38), was not significantly different from 0 [t(624) ϭ 1.73, p Ͼ .05]. This implies that the participants, on average, did not generally move in directions that increased or decreased the probability of error. However, this analysis obscures differences throughout the course of learning.
To explore cooling in these data further, the change in C(n) as a function of trial number (i.e., n) was analyzed. Recall that gradient descent predicts that C(n) should not vary with n. If C(n) decreases with n, then as observers approach the optimal bound, the step sizes are decreasing faster than the gradient, which indicates cooling. A finding that C(n) increases with n indicates warming (i.e., the opposite of cooling).
The first step in this analysis was to obtain an aggregate cooling statistic by aligning each observer's data on the trial in which the stopping criterion was met and then averaging the absolute value of C(n) across all the observers in all the category structures. This process initially resulted in 200 data points. Trials in which there were no movements were then omitted from the following analysis (35 trials total). The data were arbitrarily grouped into five blocks of 33 trials each (analyses in which different bin sizes were used produced similar results). The average value of C for each of the blocks is graphed in Figure 10 . On average, C clearly decreased with experience. A one-way repeated measures analysis of variance was conducted on these data with the average value of C in each of the five blocks as the dependent variable. Consistent with a visual inspection of Figure 10 , a significant decreasing linear trend was observed [F(1,32) ϭ 6.61, p Ͻ .05]. Thus, these data appear to be inconsistent with simple gradient descentthat is, the participants decreased their movements at a faster rate than would be predicted by gradient descent. Note, however, that these violations of gradient descent Block C affect only the speed with which the optimal bound is approached, not the path taken through the parameter space. As such, the existence of cooling could not be responsible for the frequent rejections of gradient descent described in the previous section. In summary, the observers initially had changes in their decision bounds larger than those predicted by current models of category learning, and they decreased the magnitude of these changes at a faster than predicted rate.
Identifiability and Learning Curves
In addition to testing the assumptions of learning algorithms, the analysis of dynamical trajectories provides enough information to address the identifiability problems associated with learning curves. Recall the hypothetical category-learning experiment discussed earlier. It was shown that two very different models of the decision strategy were capable of producing nearly identical backwardlearning curves. This argument can easily be extended to the present experiment if one considers individual differences in the decision strategy used by the observers. There are an infinite number of empirical trajectories that differ only in the path they follow to the optimal decision bound (i.e., share only the initial and final decision bounds) but produce identical changes in accuracy across trials.
As an example, consider the learning curves and empirical trajectories from CS2 and CS3 in Figures 11 and  12 , respectively. The left panels in both figures are the empirical trajectories of 2 observers, both with the same initial decision bound. The right panels in both figures are plots of the backward-learning curves for each of the illustrated trajectories (0 on the horizontal axis corresponds to the trial on which the stopping criterion was met, and negative trial numbers refer to preceding trials). It is clear from the abscissas of the backward-learning curves plotted in Figure 11 that Participant 14 reached criterion sooner than did Participant 6. In addition, changes in proportion correct were much more frequent for Participant 6 than for Participant 14; thus, one inference from these backward-learning curves might be that Participant 6 cycled through a series of extremely different decision bounds. However, an investigation of the empirical trajectories reveals just the opposite. Participant 6 used a series of similar decision bounds at or near the optimal bound, whereas Participant 14 tried many different decision bounds, few of which were optimal. Figure 12 demonstrates a different situation. Clearly, the two backward-learning curves are not identical, but they are similar in the magnitude of the increase in accuracy and the general shape of the curves. Interestingly, these two, qualitatively similar, backward-learning curves were estimated from two dissimilar learning trajectories. Both participants started at the same point on the error surface and eventually reached the optimal bound, but the majority of the decision bounds used by Participant 20 were almost 180º off from the optimal bound. In sum, the examples in Figures 11 and 12 illustrate two different cases in which it would be difficult to draw accurate inferences about the evolution of the observer's decision strategy if backward-learning curves were the sole analytic tool.
Conclusions
The preceding analyses illustrate the diversity of questions that can be addressed by investigating dynamical trajectories. Primary among these was empirically testing the assumption of gradient descent in category learning. A set of simulation analyses using three different gradient-descent-based models revealed that gradient descent did not provide an adequate description of our data-that is, the majority of the observable trajectories violated gradient descent. Furthermore, we found strong evidence of cooling-that is, changes in decision strategy decreased at a faster rate than predicted by gradient descent. Finally, we provided an empirical demonstration of the identifiability problems inherent in learning curves. Specifically, it was shown that learning curves are not reliable as a basis for inferring an observer's decision strategy.
EXPERIMENT 2
A potential criticism of Experiment 1 is that forcing the observers to use linear decision bounds throughout the experiment placed unreasonable constraints on their decision strategies and, therefore, masked the underlying process of interest. Perhaps the observers would have adopted more complex decision bounds (e.g., quadratic) to learn the category structures in Experiment 1 if the linear constraint had not been imposed. Thus, the goal of Experiment 2 was to validate the methodology in Exper- iment 1 by using a more traditional category-learning paradigm.
Method Participants
An additional 20 undergraduates participated in Experiment 2.
Stimuli and Apparatus
All the stimuli were presented as light blue circles on a dark blue background.
Procedure
The procedure was identical to that in Experiment 1, with the following exceptions. On a trial, a single stimulus was presented, the observer was instructed to make a category assignment by depressing one of two response keys (labeled "A" or "B") with the index finger, and trial-by-trial feedback was provided. The trials were observer paced with an upper time limit of 5 sec. If a response was not given in that time period, the observer was prompted to speed up his or her response, and that trial was discarded. The response-stimulus interval was 500 msec. In an effort to equate the observed difficulty across the two experiments, the stopping criterion was decreased to a performance level of 75% correct (from 80% in Experiment 1) over the last 40 trials to move on to the next category structure or exit the experiment.
Results and Discussion Trials to Criterion
Each of the 20 participants attempted to learn four category structures. Two participants met criterion in only one of the category structures and were not considered in any of the analyses. Seven category structures (out of 72 total) in which the participants did not meet the stopping criterion were not considered in the following analyses. The median number of trials to reach the stopping criterion for each category structure is given in Table 4 . None of these differences were statistically significant [c 2 (3) ϭ 3.13].
Modeling Analyses
The goal of this analysis was to test the hypothesis that the more constrained Experiment 1 paradigm did not significantly alter the decision strategy that would have been used in a more typical category-learning task. Accordingly, we fit a number of different decision bound models (see Ashby, 1992a, and , for detailed descriptions of the models) to the last 40 trials of each category structure for each participant in both experiments. 7 The following three decision bound models were fit to the responses of each observer.
The General Linear Classifier. This model assumes that the decision bound between each pair of categories is linear. The GLC has three parameters: the slope and the intercept of the linear bound and the variance of internal (perceptual and criterial) noise (i.e., s 2 ). A special case of the GLC assumes that observers use the linear bound that maximizes accuracy (i.e., the solid bounds shown in Figure 4) . This model has only one free parameter (s 2 ) and is referred to as the optimal classifier (OC).
The General Quadratic Classifier (GQC). A natural extension of the GLC is to assume that the observer uses a quadratic, rather than a linear, decision bound. The GQC has six free parameters (five describing the form of the decision bound and s 2 ).
All of the models were fit using an iterative maximum likelihood search procedure (Ashby, 1992a; Wickens, 1982) , and the goodness-of-fit statistic was determined by computing the AIC value (AIC ϭ 2r Ϫ 2lnL, where r is the number of free parameters and L is the likelihood of the model given the data; Akaike, 1974) . The AIC statistic penalizes a model for poor fit and for the number of free parameters. To find the best model among a set of competitors, one simply computes an AIC value for each model and then selects the model with the smallest AIC.
The percentage of data sets that were best accounted for by each model across both experiments, along with the average percentage of responses accounted for (RA) by the best-fitting model, is listed in Table 5 . As was expected, the majority of the data from both experiments were best fit by a linear decision bound (i.e., GLC and OC), and importantly, this percentage was almost identical across the two experiments. 8 Furthermore, the RA suggests that the models were successfully accounting for the observed categorization data, thereby strengthening the results of this analysis.
Conclusions
Experiment 2 served as a control to Experiment 1 in that the goal was to determine whether forcing the observers in Experiment 1 to adopt linear decision bounds fundamentally altered category learning. The results of Experiment 2 suggest that performance was well described by a linear decision bound, even when no constraints were placed on the form of the decision bound. Therefore, the results obtained from the Experiment 1 paradigm should not be considered an artifact but, rather, a valid method for studying category learning.
GENERAL DISCUSSION
Learning curves are arguably the most widely employed technique in the analysis of category-learning data, but this level of data analysis can obscure meaningful differences between models, even at the individual observer level. We argued that a dynamical systems approach to category learning enriches the data that can be obtained and provides for analyses at a much finer level of detail than is permitted by learning curves. Experiment 1 introduced a novel paradigm for making the dynamical learning trajectories directly observable. This experimental technique was used to test the assumption of gradient descent in category learning and to illustrate the identifiability problems associated with learning curves. Experiment 2 established that the dynamical trajectory paradigm is a valid method for investigating category learning. Analysis of the dynamical learning trajectories provided evidence against the hypothesis that categories are learned by a simple gradient descent process. The results from the qualitative inspection of the empirical trajectories and the analysis of cooling were not consistent with the assumption of gradient descent, but both analyses assumed that the observers had access to complete information about the theoretical error surface. Simulations from three different models that assumed gradient descent produced a more rigorous test, which also disconfirmed simple gradient descent.
Although gradient descent is apparently incompatible with our data, our results do not rule out a more complex learning process in which gradient descent is augmented with a simulated annealing process (Darken & Moody, 1992; Geman & Geman, 1984) . Simulated annealing, which has its roots in statistical thermodynamics, would have the effect of shaking the dynamical trajectories as gradient descent forces them downhill. The result would produce jumps in the trajectories that could account for the larger-than-predicted step sizes and the frequent excursions outside of the gradient descent confidence regions.
Another possibility that our results cannot rule out is that gradient descent is augmented by an explicit rulebased process of hypothesis testing . According to this idea, observers occasionally generate specific verbalizable hypotheses about category structure. Testing these hypotheses introduces large discrete jumps in the trajectories. Ashby et al. (1998) hypothesized that such a process could mimic simulated annealing. The dynamical trajectories estimated by Alfonso-Reese (1996) were consistent with this rule-based hypothesis.
A related issue is whether or not gradient descent may be more likely depending on the type of category-learning task. A recent distinction has been made between tasks that can be learned via some explicit hypothesis-testing procedure (i.e., rule-based tasks) and those tasks that require the observer to combine information from multiple stimulus dimensions at some predecisional stage (i.e., information integration tasks; Ashby & Ell, 2001; Maddox & Ashby, 2004) . Observers are able to learn both types of tasks but are rarely able to provide an accurate description of their decision strategy in information integration tasks. Two features of the present experiments suggest that these tasks are more similar to rule-based than to information integration tasks. First, although it is possible to attend to both the horizontal and the vertical positions of the stimuli, it is perhaps even more likely that these two sources of information were encoded as a single spatial position dimension. Second, clearly the participants had trial-by-trial access to the decision criterion in Experiment 1. However, it could be argued that they also had access to a very accurate, albeit noisy, representation of the decision criterion in Experiment 2. Thus, it may be the case that information integration tasks, but not rule-based tasks, are learned by gradient descent.
A comparison of the dynamical trajectories to the backward-learning curves provided an empirical demonstration of the identifiability problems with learning curves. It was shown that observers can have similar learning curves despite clear differences in the decision strategies employed during the course of learning. Therefore, it is difficult to make strong inferences about the mechanisms underlying learning when the only data available are learning curves.
Experiment 2 served as a control experiment to validate the technique used to obtain dynamical learning trajectories in Experiment 1. Specifically, the goal was to test whether constraining observers to use only linear decision bounds (Experiment 1) in some way altered the approach they would have taken to learn the categories under conditions more representative of typical categorylearning tasks. We found that the decision strategy of observers in a two-alternative, forced choice categorylearning task was best described by linear decision bounds in 88% of the data sets, thereby supporting the Experiment 1 paradigm.
The most obvious difficulty in utilizing the dynamical trajectory paradigm is developing a method for estimating the parameters that define the state space and the trajectories. Our solution to this problem was to define the state space in terms of the parameters that specify the decision bounds and devise an experiment in which the decision bounds-and therefore, the parameters-were directly observable on a trial-by-trial basis. For simplicity, we chose to use category structures for which a linear decision strategy was optimal, but this paradigm is not limited to this choice. For example, one could devise an experiment that used a more complicated conjunctive or quadratic decision strategy.
In the present study, the initial decision bounds were arbitrary. The only minor constraint that we added was to begin the participants at a variety of locations in the parameter space. Clearly, the starting position in this paradigm is important. Consider 2 participants, 1 of whom starts with a bound that has a probability of error less than .50 and is near the minimum on the error surface (i.e., the optimal decision bound). The other participant begins with a decision bound that is far from optimal and has a probability of error greater than .50. Intuitively, one would expect this difference to have an effect on the participants' trajectories and overall performance in the task. Therefore, a potential next step with this paradigm is to test rigorously the influence of the initial decision bound on category learning. The category structures could also be constructed so that stronger tests of gradient descent are possible. In particular, learning algorithms assuming gradient descent are known to be susceptible to local minima (e.g., Busemeyer, Myung, & McDaniel, 1993; Rumelhart et al., 1986; Widrow & Hoff, 1960) . In the context of the present experiments, a local minimum would be a decision bound on the error surface where the gradient is zero in every direction and for which any reasonably small change in the decision bound results in an increase in the probability of error. With the normally distributed categories used in this article, no such local minima exist. However, it is straightforward to construct categories for which the resulting error surface is characterized by one or more local minima. In such cases, gradient descent learning algorithms predict that any trajectory passing through a local minimum will become trapped there, and asymptotic accuracy will, therefore, be suboptimal (White, 1989) . In resource allocation tasks, it has been shown that observers are susceptible to local minima, in that information is sometimes combined in a manner that produces suboptimal performance even if the optimal performance criterion is known (Busemeyer et al., 1986) . The use of the dynamical trajectory paradigm presented here could provide an extension of this research to category learning.
Experiments in which the decision criterion is observable on a trial-by-trial basis (Busemeyer & Myung, 1992; Kubovy & Healy, 1977) and in which dynamical learning trajectories are estimated (Alfonso-Reese, 1996; Minda & Smith, 2001; Smith & Minda, 1998 , 2000 have been used to distinguish between competing models of the same psychological process. The estimation of dynamical trajectories could also serve to help distinguish between component systems within a multiple systems framework. Arguments for multiple processing systems that mediate learning have been made in such diverse fields as reasoning (Sloman, 1996) , motor learning (Keele, Ivry, Mayr, Hazeltine, & Heuer, 2003; Willingham, Nissen, & Bullemer, 1989) , discrimination learning (Kendler & Kendler, 1962) , function learning (Hayes & Broadbent, 1988) , and category learning Ashby & Ell, 2001; Brooks, 1978; Erickson & Kruschke, 1998; Minda & Smith, 2001; Pickering, 1997) . Consequently, there is a growing need for analytic techniques that are capable of assessing the relative contribution of these component systems to learning.
Recall the hypothetical category-learning experiment discussed in the introduction, in which it was shown that backward-learning curves were not a powerful method for identifying the use of different learning algorithms. When the stimuli were constructed from continuous-valued dimensions, there was an observable signature in the backward-learning curves indicating a difference between the rule-based and the procedural-learning algorithms. However, when the stimuli were constructed from binaryvalued dimensions, the signature was no longer present. This hypothetical example maps quite well onto the issue of multiple versus single systems of learning and memory. For example, it might be possible to use dynamical trajectories to analyze the differences between different systems that each contribute to learning, which would otherwise be undetectable if only learning curves were available.
SUMMARY AND CONCLUSIONS
A great deal of information is lost by examining only learning curves. A more powerful alternative is to examine trial-by-trial learning in the form of dynamical learning trajectories. The primary challenge in utilizing this approach is estimating the parameters that specify the decision bounds. The paradigm presented in this article solved this problem, thereby allowing for a much more detailed account of category learning. The use of dynamical learning trajectories allows not only asymptotic performance to be examined, but also the analysis of trial-bytrial information. We then used the dynamical trajectory paradigm to investigate the often assumed, but rarely tested, assumption of gradient descent. Our data indicate that gradient descent, at least in the strictest sense, does not accurately describe the dynamics of category learning.
renumbering procedure resulted in a total of 15 possible blocks, because criterion could have been met in any of the 8 simulated blocks (e.g., criterion could have been met in block 1 in one replication and block 8 in another replication). The next step was to align all 250 replications on the criterion block. In practice, several of the extreme blocks contained few data points; thus, any block that contained data from fewer than 5% of the replications was excluded (e.g., blocks Ϫ6 and Ϫ7 in Figure 1A) . Finally, the average backward-learning curves in Figure 1 were generated by averaging across replications.
3. The intercept was defined as the point at which the decision bound intersected the perimeter of the monitor. The monitor intercept, rather than the intercept on the ordinate, was used because the latter is undefined for some values of the slope (e.g., 90º).
4. Although the slope and the area of the decision bound could be adjusted independently by the observer, there is a correlation between these two parameters with respect to the error surface. However, this correlation is inconsequential, since the dynamical trajectories were not estimated but, rather, directly observable.
5. All changes in the decision bounds were computed in Euclidean distance, using the original coordinates of the decision bounds: slope (in degrees) and monitor intercept (the point at which the bound intersected the perimeter of the monitor) of the decision bounds. The monitor intercept ranged from 0 to 2,912 pixels, where 0 defined the lower left corner of the monitor, and increased in the counterclockwise direction (e.g., monitor intercept ϭ 1,456 defined the upper right corner). For the purpose of the distance computations, it was assumed that the maximum change in the monitor intercept was 1,456 pixels. Although the monitor intercept ranges from 0 to 2,912 pixels, 0 and 2,912 are the same point (the lower left corner of the monitor). For example, a movement from 20 on trial n to 2,900 on trial n ϩ 1 probably did not result from a change of 2,880 pixels, but rather 32 pixels. This assumption was also applied to changes in the slope (0º and 360º are the same point). All distances were computed using these corrected values. One way to address this difficulty in the future would be to constrain the magnitude of change on the slope and the monitor intercept dimensions to be 180º and 1,456, respectively.
6. The choice of step size to compute the local gradient information was arbitrary. The only constraint was that this step size should not be so large as to obscure significant changes in the local gradient information. Several step sizes were used in this computation (0.1, 1, 3, 5, and 10), and no qualitative differences were found.
7. Although the observers in Experiment 1 were constrained to use a linear decision bound on a trial-by-trial basis, it is possible that a linear bound would not provide a good account of performance across the last 40 trials. For example, consider an observer who applies a series of decision bounds in the Experiment 1 paradigm such that each new bound is merely an arbitrarily small rotation of the previous one. In this case, the decision bound estimated across 40 trials would more closely resemble a quadratic, rather than a linear, function. For this reason, the decision bound models were also fit to the last 40 trials of each category structure for each participant in Experiment 1.
8. AIC tends to favor more complex models (e.g., the GQC). Repeating the analysis with a statistic that increased the penalty for complex models (BIC ϭ r lnN Ϫ 2lnL, where N is the sample size; Schwarz, 1978) indicated that 97% of the data sets in both experiments were best accounted for by a model assuming a linear decision bound.
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