The need for achieving higher data rates in underwater acoustic communications leverages the use of multi-input multi-output ͑MIMO͒ schemes. In this paper two key issues regarding the design of a MIMO communications system, namely, channel estimation and symbol detection, are addressed. To enhance channel estimation performance, a cyclic approach for designing training sequences and a channel estimation algorithm called the iterative adaptive approach ͑IAA͒ are presented. Sparse channel estimates can be obtained by combining IAA with the Bayesian information criterion ͑BIC͒. Moreover, the RELAX algorithm can be used to improve the IAA with BIC estimates further. Regarding symbol detection, a minimum mean-squared error based detection scheme, called RELAX-BLAST, which is a combination of vertical Bell Labs layered space-time ͑V-BLAST͒ algorithm and the cyclic principle of the RELAX algorithm, is presented and it is shown that RELAX-BLAST outperforms V-BLAST. Both simulated and experimental results are provided to validate the proposed MIMO scheme. RACE'08 experimental results employing a 4 ϫ 24 MIMO system show that the proposed scheme enjoys an average uncoded bit error rate of 0.38% at a payload data rate of 31.25 kbps and an average coded bit error rate of 0% at a payload data rate of 15.63 kbps.
I. INTRODUCTION
Achieving reliable communications with high data rates over underwater acoustic ͑UWA͒ channels has long been recognized as a challenging problem owing to the scarce bandwidth available and the double spreading phenomenon, i.e., spreading in both the time ͑delay spread͒ and frequency domains ͑Doppler spread͒. 1, 2 Delay and Doppler spreading are inherent to many practical communication channels 3 but are profoundly amplified in underwater environments. [4] [5] [6] [7] The large spread in delay is the result of multipath propagation and the relatively low velocity of acoustic waves compared to electromagnetic waves. 2 When the delay spread is large, a transmitted symbol may interfere with many of its adjacent symbols at the receiver. This leads to severe intersymbol interference ͑ISI͒, which complicates the receiver structure and makes it difficult to extract the desired symbol from the measurements. Doppler spreading stems from the random relative motion of the transmitters and receivers, and the nonstationarity of the underwater medium. This results in undesired phase shifts, making coherent communications using, for instance, phase-shift keying ͑PSK͒, 3 difficult for practical underwater communications. Thus, incoherent strategies, such as frequency-shift keying ͑FSK͒, 3 instead drew a lot of interest in the early UWA research. 8, 9 Although being immune to double spreading, FSK is much less bandwidth efficient than PSK. After the employment of the phase locked loop ͑PLL͒ methodology 10, 11 in underwater applications, coherent UWA communications gained popularity. 4, 12, 13 While PLL is in general successful in mitigating the effects of Doppler spreading, the delay spread, or equivalently ISI, can be accounted for by either the decision feedback equalizer ͑DFE͒ 14, 15 or the passive-phase conjugate 16 ͑PPC͒ methods. A detailed treatment alongside with performance comparisons of DFE and PPC is presented by Yang. 17, 18 In practical UWA systems, the coupling of DFE and PLL has found great success 4, 14 and almost became a standard. 6 DFE is a nonlinear equalizer, whose coefficients are updated by an adaptive approach such as the well-known recursive least squares ͑RLSs͒ or the least mean square algorithms. 4, 19, 20 The principle behind PPC is matched filtering, which states that when the channel impulse response ͑CIR͒ is convolved with its time-reversed and conjugated version at each receiver and added up, the summation approaches a delta function. 21 This compensates for the channel effects in the received signal. Obviously, the performance of such an approach relies heavily on the accuracy of the CIR estimate, especially when only few receivers exist. Taking one step further beyond the classic coupling of DFE with PLL, Yang 22 presented a hybrid structure combining the advantage of PPC with a single channel DFE and introduced a Doppler shift removal module before feeding the signals to the DFE. 23 All the aforementioned methods, however, are confined to single-input multiple-output ͑SIMO͒ ͓or single-input single-output ͑SISO͔͒ UWA communication systems. When multiple transmitters are used, interference between the multiple transmitted signals ͑besides ISI͒ degrades the perfor-mance of such methods significantly. This paper focuses on phase coherent communications over multi-input multioutput ͑MIMO͒ UWA channels with delay spreading only. We do not consider the effects of Doppler spreading herein. Yet, the methods presented in this paper can easily be extended to deal with Doppler spreading if desired. 24 The main motivation for establishing a MIMO system for underwater communications is the desire for higher data rates. As is well known, MIMO systems enjoy much higher data rates compared with their SIMO counterparts due to exploiting spatial diversity on both the receiver and the transmitter sides. To the best of our knowledge, there is not much work dealing with MIMO UWA communications in the literature. Early attempts 25, 26 mainly focus on the design of the equalizer in the receiver end while some recent approaches 27, 28 tackle the problem from a coding perspective. The design of a precoder that maps the source data to multiple transmitters in an optimal manner assuming that accurate channel estimates are available was presented by Kilfoyle et al. 29, 30 In the present paper, we offer a broader view of the MIMO UWA communications problem and address two important issues: ͑i͒ estimation of the underwater CIR with delay spread and ͑ii͒ detection schemes for recovering the transmitted symbols using the estimated CIR.
In general, the very first task of the receiver is to conduct a training-directed channel estimation. 4, 31 To achieve good performance, both well-structured training sequences and a signal processing methodology that can estimate the CIR accurately using the designed training sequences are required. In addition, to address the time-varying nature of the UWA channel, the decision-directed channel estimation is performed regularly using the detected symbols instead of the training symbols. 4, 31 Therefore, the channel estimation algorithm should be able to work well both in training-and decision-directed modes.
When designing the training sequences, the delay spread of the UWA channel must be taken into account. For MIMO flat fading channels, i.e., channels without delay spread, Hadamard sequences 32, 33 can be used effectively whereas for practical multipath channels, sequences with good auto-and cross-correlation properties instead are required. 34, 35 Early research has focused on binary training sequences 34, 36 due to practical concerns and simplicity. Later on, the use of polyphase training sequences was proposed, where the possible phase values were confined to a predefined finite set. 35 It is obviously advantageous to allow the phase values to be continuous. Yet, the problem becomes more demanding computationally as the degrees-of-freedom is allowed to increase. The cyclic approach ͑CA͒ presented by Li et al. 37, 38 for probing sequence design enjoys superior performance over the aforementioned methods by allowing continuous phase values while still being computationally tractable. The training sequences designed using the CA methodology possess good auto-and cross-correlation properties as desired for MIMO channel estimation in communications. 37, 38 As mentioned previously, the second phase of channel estimation involves the design of the algorithm that will estimate the CIR using the training sequences ͑or the previously detected symbols͒ and highly contaminated measurements, be it either by the ISI and the interference from multiple transmitters or by the unpredictable nature of the underwater medium. Three important sparsity based techniques have been used for underwater channel estimation, namely, the matching pursuit ͑MP͒ algorithm, the orthogonal MP ͑OMP͒ algorithm, 39 and the least squares MP ͑LSMP͒ algorithm. 31, [39] [40] [41] [42] [43] [44] The main motivation for using MP type of algorithms is that many channels including underwater communication channels 14, 45, 46 and wireless channels are appropriately modeled as sparse channels consisting of a few dominant delay and Doppler taps. 47 One problem with these methods is that it is difficult to determine the stopping criterion and user intervention might be needed. Moreover, the performance of these methods might degrade significantly depending on the structure of the matrix relating the unknowns to the measurements. For instance, as will be shown in our numerical examples later on, these methods show better performance with CA designed training sequences rather than with arbitrary training sequences, especially when the training length is small. To address these problems, we present a user parameter-free nonparametric iterative adaptive approach 24 ͑IAA͒ for estimating the CIR accurately even when the training sequences are arbitrary and short in length. The dominant channel tap estimates of IAA can be used in a Bayesian information criterion ͑BIC͒ 48, 49 to decide which taps to retain and which ones to discard. This combined method, called IAA with BIC, results in sparse channel estimates. Further improvements in performance can be achieved by initializing the last step of the cyclic and relaxation-based RELAX 50, 51 algorithm via the IAA with BIC sparse estimates.
Following the estimation of the CIR is the design of the detection scheme for extracting the payload symbols from the measurements. We use a minimum mean-squared error ͑MMSE͒ based filter for signal detection. Two important methods for applying the MMSE filter coefficients to the measurements are the linear combinatorial nulling 52 ͑LCN͒ and vertical Bell Labs layered space-time ͑V-BLAST͒ algorithms. 53 It is interesting to note that these two approaches resemble the classical periodogram 54, 55 and the CLEAN 56 methods used in spectral estimation applications. Being inspired from the improvements of RELAX over the periodogram and CLEAN, 54 we propose the RELAX-BLAST detection algorithm, which is a combination of V-BLAST and the cyclic principle of RELAX as the name suggests, and show that it outperforms V-BLAST.
The rest of this paper is organized as follows. Section II outlines the system configuration and describes the data package structure. Section III formulates the problem of CIR estimation, describes the CA method for training sequence design, and presents the IAA algorithm together with the BIC and RELAX extensions. Next, the symbol detection problem is analyzed in Sec. IV and the MMSE based RELAX-BLAST detection scheme is proposed. Both simulated and experimental results are presented in Sec. V. The sea data were gathered in the rescheduled acoustic communications experiment ͑RACE'08͒, which was conducted by the Woods Hole Oceanographic Institution ͑WHOI͒ in Narragansett Bay. This paper is concluded in Sec. VI.
The main contribution of the present paper is the thorough investigation of a MIMO UWA communications system by providing a detailed treatment of every step involved from data transmission to symbol detection at the receiver. This is done by presenting approaches for designing wellstructured training sequences, a novel channel estimation method and a novel detection scheme. Simulation and experimental results validate the utility of the proposed overall scheme for MIMO underwater communications.
Notation: We denote vectors and matrices by boldface lowercase and boldface uppercase letters, respectively. ʈ · ʈ 2 denotes the Euclidean norm, ʈ · ʈ F denotes the Frobenius matrix norm, ͑·͒ T denotes the transpose, ͑·͒ H denotes the conjugate transpose, E͑·͒ denotes the expected value, I denotes the identity matrix of appropriate size, and x denotes the estimate of x.
II. SYSTEM OUTLINE
Consider an N ϫ M MIMO communications system equipped with N transmit transducers and M receive transducers. The individual data streams of each transmitter are symbol aligned and are sent simultaneously. The data streams of each transmitter consist of successive data packages of the form shown in Fig. 1 . The data packages start with a training sequence of length P which is followed by a silent gap, the payload sequence, and another silent gap. During the gap intervals, no signal is transmitted in order to prevent the inner-package ISI ͑gap 1͒ between the training and payload symbols and the inter-package ISI ͑gap 2͒ between two consecutive packages. The payload sequence, which has length Q ͑Q Ͼ P in general͒, is the estimation target and each payload symbol is drawn from a quadrature PSK ͑QPSK͒ constellation modulated with Gray code. 3 The four constellation points of the QPSK symbols, i.e., ͕e j͑2n−1͒/4 ͖ n=1 4 , lie on the unit circle. Such a constellation is desirable in practice due to its unit modulus. The same practical constraints require the training symbols to have unit modulus as well but no restriction is imposed on their phase values.
In what follows, our consideration is always confined to one data package of the form given in Fig. 1 . Let x n ͑t͒ denote the tth symbol in the package sent by the nth transmitter and let y m ͑t͒ denote the tth symbol in the package received by the mth receiver, where n =1, ... ,N, m =1, ... , M, t =1, ... ,T, and T is the total symbol length of a single transmitted package. We do not go into the details of the sampling and synchronization procedures and assume that such operations have already been employed and the sampled complex baseband signals are available at the receiver. Figure 2 shows the N ϫ M MIMO system structure that we will use throughout the paper. The source bits are encoded, QPSK modulated, interleaved, and demultiplexed for transmission from multiple transducers. A random interleaver is used in order to avoid burst errors, which occur when the channel behaves badly at certain intervals of time. 3 After the signals have been received by the receive array, the processing consists of two steps: estimating the CIR ͑in training-or decision-directed mode͒ and detecting the symbols by using the estimated CIR. Once the symbols have been detected, they are multiplexed, deinterleaved, and then fed into a Viterbi decoder to recover the source bits. We now discuss the channel estimation problem.
III. CHANNEL ESTIMATION
In this section, we formulate the problem of channel estimation and describe the CA for training sequence design. We then propose IAA for channel estimation.
A. Problem formulation

Training-directed mode
The measurement vector at the mth receiver can be written as
for m =1, ... , M, where
and R − 1 is the maximum number of delay taps under consideration. ͓Note that this corresponds to a ͑R −1͒⌬t s delay spread, where ⌬t is the symbol interval.͔ h n,m denotes the CIR between the nth transmitter and the mth receiver, 
where X n C ͑P+R−1͒ϫR contains the nth training sequence and hence is known, and e m is the additive noise ͑thermal or hardware related noise͒ at the mth receiver. Equation ͑1͒ can be rewritten as
where
The trainingdirected channel estimation problem then reduces to estimating h m from the measurements y m and known X. It is assumed that the channel is stationary over the length of y m . In order to estimate all the channels for the N ϫ M MIMO system, Eq. ͑5͒ has to be solved for m =1, ... , M, i.e., M times. Note that X does not depend on m.
Decision-directed mode
The problem in the decision-directed mode is very similar to that of the training-directed mode except that now the training symbols are replaced with the previously estimated payload symbols. Consequently, Eq. ͑5͒ can be expressed as
where X = ͓X 1¯X N ͔,
and where x n ͑t i − R +1͒ and x n ͑t f ͒ represent the first and the last previously estimated symbols, respectively, used for updating the channel. The decision-directed channel estimation problem reduces to estimating h m from the measurements y m and the previously decoded symbols in X . On the one hand, it would be beneficial to keep L t f − t i + R large for estimating the channel more accurately but on the other hand, for a rapidly varying channel, L must be kept small so that the stationarity assumption of the channel over the length of y m holds and so that the channel can be updated more frequently. Therefore, L is a trade-off parameter which should be set according to the experimental conditions.
Note that the channel estimates obtained using the training sequences may become outdated before the first set of payload symbols are estimated due to the gap between the training and payload sequences. However, the length of the gap interval is relatively small and this effect can often be neglected. If the sea is expected to be very nonstationary, a smaller gap interval should be used even though this will increase the ISI between the training and the payload sequences.
B. Training sequence design
We use the algorithm presented by Li et al. 37, 38 for designing training sequences such that X in Eq. ͑5͒ facilitates the estimation of the CIR. It is desirable to have training symbols with constant modulus, i.e., the training symbols should have the following generic form:
x n ͑t͒ = e j n ͑t͒ , t = 1, ... ,P, n = 1, ... ,N, ͑9͒
where n ͑t͒ ͓0,2͒ represents the phase of the tth training symbol sent by the nth transmitter. Ideally, if X H X = PI ͑called the pairwise orthogonality principle͒, then the channel estimates can be recovered perfectly by matched filtering in the noiseless case. However, pairwise orthogonality is hardly achievable, if not impossible, in practice. 38 Instead, ⑀ = ʈX H X − PIʈ F 2 can be made small. Let U be an arbitrary semi-unitary matrix ͑i.e., UU H = I͒. Then,
Minimizing ⑀ can then be formulated in the following related ͑but not equivalent͒ way:
͑11͒
This optimization problem can be solved efficiently by using the CA method 38, 57 which guarantees that the cost function does not increase as the iterations proceed. In the CA method, U is assumed given when estimating ͕ n ͑t͖͒ and vice versa. This way, the optimization problem is solved iteratively by dividing it into simpler sub-problems.
When U H is fixed, the solution to Eq. ͑11͒ has the generic form
where ͕z r ͖ r=1 R are given numbers. For example, when the update target is 1 ͑1͒, z r represents the ͑r , r͒th diagonal entry of ͱ PU H . Given the phases n ͑t͒, the solution to Eq. ͑11͒ is given by U H = Ū Ũ H , 38, 58 where
is the singular value decomposition of ͱ PX ͑Ū and Ũ H are unitary matrices and ⌫ is a diagonal matrix with the singular values of ͱ PX on its diagonal͒.
The CA algorithm is terminated when the difference of the cost function ͓defined in Eq. ͑11͔͒ between two successive iterations drops below a certain threshold. For the CA algorithm to show good performance, it is recommended that P R and NR Ͻ P + R −1. 37, 38 In practice, N is determined from the system configuration while R is selected depending on the experimental conditions and is expected to be the smallest value that can capture the prominent channel features. It seems as if a large P value is preferable for satisfying the two inequalities. However, there are two problems associated with increasing P. First, the accuracy of the initial channel estimation depends on the assumption that the channel is stationary. For a fixed symbol rate, larger P means longer transmission time which means the stationarity assumption is more likely to be violated. Second, larger P means larger overhead and hence lower net data rate. Fortunately, though, the two inequalities can in general be satisfied in practice by selecting the parameters appropriately. Note that the CA method has been used to design the training sequences in Sec. V of this paper.
C. The channel estimation algorithm: IAA
The channel estimation problem at each receiver has the generic form given by ͓see Eqs. ͑5͒ and ͑6͔͒
where we have omitted the index m and replaced X ͑for the training-directed mode͒ or X ͑for the decision-directed mode͒ by S for notational simplicity. Note that the number of elements in y, namely, d y , is also different for the two modes. The problem is then to estimate h, which has NR unknowns, given y and S. In the following, we present the IAA algorithm 24 to solve this problem. IAA makes no assumptions on the statistical properties of the additive noise e. Note that since h contains the CIR of all N transmitters, IAA will estimate them jointly.
IAA
Many existing weighted least squares ͑WLSs͒ based channel estimation methodologies require the tuning of one or more user parameters and their assumptions on the CIR are in general not valid in the underwater scenario. 59, 60 To account for these problems, we present a user parameter-free iterative WLS based channel estimation technique, called IAA. 24 IAA is an adaptive and nonparametric algorithm, and it does not make any explicit assumptions on the CIR. Let P be an NR ϫ NR diagonal matrix whose diagonal contains the squared absolute value of each channel tap, i.e.,
where P r is the rth diagonal element of P and h r is the rth element of h. If the rth column of S is written as s r , then the covariance matrix of the noise and interference with respect to the tap of current interest h r can be expressed as This avoids the computation of Q −1 ͑r͒ for NR times and only one matrix inversion is needed per iteration. IAA for channel estimation is summarized in Table I . Since IAA requires R, which itself depends on the unknown channel taps, it has to be implemented as an iterative approach. The initialization is done by a standard matched filter. Our empirical experience is that IAA does not provide significant improvements in performance after about 15 iterations. In IAA, P and hence R are obtained from the channel estimates of the previous iteration and not from the measurements y as done in conventional adaptive filtering algorithms.
If the computation of R becomes problematic due to numerical ill-conditioning during the iterations, a regularization approach can be used. IAA can be regularized by considering an additional noise term separately from the interference terms in the expression for R:
where ⌺ is a diagonal matrix with unknown noise powers ͕ m 2 ͖ m=1 d y on its diagonal. IAA is then implemented in the same way as before except that now there are NR + d y rather than NR unknowns. Consequently, ͕ m 2 ͖ can be estimated by
at each iteration, where i m is the mth column of the d y ϫ d y identity matrix. Since the diagonal loading levels are calculated automatically, the approach conserves the practicality of IAA. Setting ͕ m ͖ m=1 d y to zero gives the original IAA algorithm. ⌺ can be initialized as all zeros.
IAA with BIC
In order to achieve sparsity with IAA, i.e., to retain only a few dominant channel taps, the BIC 48, 49 can be used in conjunction with IAA. BIC is a model order selection tool that is widely used in the statistics and signal processing communities. The advantage of using BIC over a simple thresholding operation is that BIC does not require the manual specification of a threshold value. ͑Note that the se- lection of the threshold value has a significant effect on the overall performance and it is usually impractical to tune this value for best performance since the true CIR is unknown.͒ Let P denote a set containing the indices of all the channel taps. Also, let I denote the set of the indices of the taps selected by the BIC algorithm so far. The IAA with BIC algorithm works as follows: first, the tap from the set P giving the minimum BIC is selected and included in the set I ͑initially I = ͒. Then the second tap, from the set P − I, which together with the first tap gives the minimum BIC is selected and so on until the BIC value does not decrease anymore. The IAA with BIC algorithm is summarized in Table II . BIC i ͑͒ is calculated as follows:
where = ͉I͉ + 1, with ͉I͉ denoting the size of I, i is the index of the current tap under consideration, and ĥ j is the IAA estimate of the jth element of h, j ͕I ഫ i͖. After BIC is implemented, the indices of the surviving CIR taps can be found in I. All other channel taps are then set to zero.
IAA with RELAX
The parametric and cyclic RELAX algorithm, 50,51 which was originally proposed for spectral estimation, can be used to improve the IAA with BIC results even further. Because RELAX is parametric, it requires the number of sources to be known. The IAA with BIC result can be used to estimate the number of sources and also to provide initial estimates for the last step of RELAX, as shown in Table III . Note that I͑k͒ denotes the kth element in the set I. The idea presented in Table III is to remove the contribution from all the components of ĥ other than the one of current interest ĥ I͑k͒ and then to update ĥ I͑k͒ in the minimum least squares sense. This procedure is repeated until the difference of the cost function ʈy − Sĥ ʈ 2 2 between two successive iterations becomes less than a certain threshold. ͑We used a threshold of 5 ϫ 10 −3 in our simulations herein.͒ For the best performance, it is recommended that before each RELAX iteration, ͕ĥ k ͖ be sorted by their magnitude in descending order and the columns of S be permuted accordingly. This way, the tap with the largest magnitude will be updated first, the tap with the second largest magnitude will be updated next, and so on.
Complexity analysis
The initialization step of IAA has complexity O͑2d y ͑NR͒ +3͑NR͒͒ and each IAA iteration has complexity O͑d y 3 + ͑2d y 2 +3d y +2͒͑NR͒͒. These complexities are calculated by counting the multiplication and division operations in Table I . When d y Ͼ ͑NR͒, R −1 can be calculated only once at the initialization step of IAA and then it can be updated when every ͕P r ͖ is estimated using the rank-1 matrix inverse update formula. 64 This way, the complexity of computing 31 However, the computation time does not depend only on the number of computations but rather is a function of the memory access time, the implementation software and hardware, and the number of computations combined together.
Note that the regularization, BIC, and RELAX extensions will be applied in all of our numerical examples and henceforth this combined approach will simply be referred to as IAA.
IV. SYMBOL DETECTION
The symbol detection problem is to estimate the transmitted payload symbols using the CIR estimates. In this section we first describe how to obtain the MMSE filter coefficients for each symbol of interest and then describe three methods on how to apply these filter coefficients to the measurements.
A. Problem formulation
Once the CIR estimates are available, the transmitted symbols can be detected by expressing Eq. ͑6͒ as I: Indices of the taps selected by IAA with BIC K = ͉I͉, i.e., the number of selected taps repeat for k =1,2, . . . ,K
T¯x N T ͔ T , and
Note that y m is used to represent the measurements in Eqs. ͑5͒, ͑6͒, and ͑23͒ since y m represents a portion of the received signal in any case. However, the use of y m should be clear from the context. When detecting the symbols, the channel is assumed to be stationary, which allows keeping H m in Eq. ͑23͒ constant.
If the measurements from all the receivers are stacked up together, we obtain
The transmitted symbols ͕x n ͑t 0 ͖͒ are estimated using Eq. ͑28͒. When estimating ͕x n ͑t 0 +1͖͒, the measurement vector ỹ is shifted by one symbol duration and so on. Yet, H remains constant since the channel is assumed to be stationary during the process.
B. The MMSE filter
In this section, we briefly review the Wiener filter, 65, 66 which is optimal in the MMSE sense with respect to each transmitted symbol, for symbol detection. The Wiener filter is widely used in the communication literature 53, 67, 68 and the exposition provided in this section is for the sake of completeness. The steering vector corresponding to ͕x n ͑t 0 ͖͒ in Eq. ͑28͒ is given by d n ͓ĥ n,1 T¯ĥ n,M T ͔ T , where ĥ n,m are the estimates of h n,m defined in Eq. ͑3͒. We let the symbol of current interest be x n ͑t 0 ͒. Then, the Wiener filter for this symbol, denoted as g n , can be derived by solving
The solution to Eq. ͑29͒ is 65, 66 g n = R ỹỹ
where R ỹỹ is the covariance matrix of ỹ, i.e., R ỹỹ = E͑ỹỹ H ͒. In the following, it is assumed that the payload sequences are pairwise uncorrelated, each payload sequence is uncorrelated with the noise ẽ, the noise has zero mean, each payload symbol is independent of the other payload symbols, and each payload symbol has zero mean. These assumptions can be stated mathematically as follows:
Using Eqs. ͑28͒ and ͑31͒, we obtain
and E͑x n H ͑t 0 ͒ỹ͒ = d n . Equation ͑30͒ then becomes
and the soft estimate of the symbol x n ͑t 0 ͒ is given by g n H ỹ. In our experiments we estimate R ẽẽ from the residual error obtained during the channel estimation process, i.e., using e m = y m − Sĥ m , m =1, ... , M, in Eq. ͑14͒. Since digital communications require the receiver to make a hard decision, the nearest constellation point to g n H ỹ is selected as the symbol estimate.
C. Detection schemes
In the following, we will consider three approaches for applying the filters ͕g n ͖ to the measurements. We will note the relations between the approaches proposed in the communications literature with those in the spectral estimation area and propose a new scheme inspired by this relationship.
Linear combinatorial nulling "LCN…
In LCN, 52 x n ͑t 0 ͒ is detected using g n H ỹ for n =1, ... ,N separately where for each n, other symbols are simply treated as interferences, i.e., the estimation of x n ͑t 0 ͒ has no effect on the estimation of x n Ј ͑t 0 ͒ ͑nЈ n͒. However, this approach shows poor performance when the channel coefficients for each transmitter differ significantly in magnitude. For instance, when the channel coefficients of the first transmitter dominate all the others, the symbol estimate for the first transmitter will be relatively accurate whereas the symbols sent from the other transmitters will be buried under the contribution from the first transmitter and hence they will be estimated inaccurately.
CLEAN-BLAST
The idea of sequential cancellation and nulling ͑SCN͒ can be used to alleviate the aforementioned drawback of LCN. As the name implies, SCN first detects the symbol with the strongest channel response. Then, the contribution of this symbol is removed from the measurements ỹ ͑and the corresponding columns are removed from H ͒ before estimating the other symbols. This process continues until all the N symbols are estimated. The symbol with the strongest channel coefficients is detected first because it can be estimated more accurately than the other symbols with weaker channel coefficients. After the dominant symbols are subtracted from the measurements, the weaker symbols can be estimated more accurately. Sequential cancellation, from the viewpoint of the remaining symbols, can be recognized as interference removal. Eventually, when detecting the symbol with the weakest channel coefficients, no more interferences are present. The detection algorithm featuring SCN is called V-BLAST. 53 Herein, we name the algorithm as CLEAN-BLAST to emphasize its analogy to the CLEAN algorithm used in spectral estimation. 69 
RELAX-BLAST
As we have already pointed out, the relationship between LCN and CLEAN-BLAST is analogous to that of the periodogram and CLEAN. 54 In spectral estimation, RELAX is also called SUPER-CLEAN 50, 51 since it is a recursive version of CLEAN but with much better performance. In the same spirit as RELAX, RELAX-BLAST first detects the symbol with the dominant channel taps and subtracts it out from ỹ. Then, it estimates the next dominant symbol from the residue signal. Unlike CLEAN-BLAST, however, which at this time estimates the third strongest symbol, RELAX-BLAST instead updates the two already detected symbols in an iterative manner until the difference of the RELAX-BLAST estimates between two successive iterations becomes less than a certain threshold. Once these two symbols are subtracted from the measurements and the third strongest symbol is estimated, the three symbols are again updated in an iterative manner until all the three estimates do not improve anymore. This process is repeated until all the N symbols are detected and updated.
Finally, note that when N = 1, i.e., for a SIMO or SISO system, LCN, CLEAN-BLAST, and RELAX-BLAST become identical approaches.
V. NUMERICAL AND EXPERIMENTAL RESULTS
In this section we evaluate the performance of the CA training sequences, compare IAA with MP, OMP, and LSMP for channel estimation, and compare CLEAN-BLAST with RELAX-BLAST for symbol detection using simulations and/or the RACE'08 experimental results. Throughout this section, all the CIR estimation algorithms are followed by BIC to achieve sparsity.
A. Simulations
CIR estimation performance
To begin with, we consider the problem of CIR estimation for a 4 ϫ 1 multi-input single-output ͑MISO͒ system with a time-invariant channel. The simulated CIR coefficients resemble real UWA conditions encountered in the RACE'08 experimental measurements. Figure 3 shows the modulus of the CIRs corresponding to the four transmitters where R = 30 delay taps are considered. Given the training symbols, the received data samples are constructed using Eq. ͑5͒, where e 1 is assumed to be a circularly symmetric independent and identically distributed ͑i.i.d.͒ complex-valued Gaussian random process with mean zero and variance 2 . Figure 4 shows the mean-squared error ͑MSE͒ of the channel estimates obtained by MP, OMP, LSMP, and IAA with two different training sequences: QPSK training and CA training. In QPSK training, each training symbol is randomly selected to be one of the four QPSK constellation points whereas in CA training each symbol is selected by using the CA algorithm described in Sec. III B. The training sequence length is set at P = 128 symbols. Each point in Fig.  4 is obtained by averaging 100 Monte-Carlo trials. We observe that when the QPSK training is used, IAA significantly outperforms the other channel estimation methods. OMP and LSMP show similar performance whereas MP shows the worst performance. On the other hand, when the CA training sequences are used, the performance gap between IAA and the MP based channel estimation algorithms diminishes and all algorithms yield very similar performance although IAA still gives the lowest MSE. Moreover, the performance of IAA is not affected very much from the characteristics of the training sequences used. This is an advantage over the other methods since in the decision-directed mode, the channel has to be updated using the previously decoded symbols, which do not have as good auto-and cross-correlation properties as the specifically designed training sequences.
Symbol detection performance
We now evaluate the bit error rates ͑BERs͒ of CLEAN-BLAST and RELAX-BLAST for a 4 ϫ 12 MIMO system. The package structure shown in Fig. 1 is used in the simulations with CA training sequences consisting of P = 512 symbols, a payload sequence consisting of 6000 QPSK modulated symbols, and two gaps consisting of 80 mute symbols each. IAA is used for channel estimation. The detection order for the algorithms is 3, 2, 4, and 1, i.e., the third channel is assumed to have the strongest channel response at all the receivers and the first channel the weakest. The average BERs over 100 Monte-Carlo trials are shown for the data transmitted from all four transducers in Fig. 5 . We observe that RELAX-BLAST shows much better performance than CLEAN-BLAST as long as severe error propagation does not exist. This result is supported by the fact that similar performance improvements in spectral estimation are obtained when RELAX is used instead of CLEAN. 50, 51 Due to this reason, we will use RELAX-BLAST when analyzing the RACE'08 data in the following.
B. RACE'08 experimental results
In this part, we evaluate our proposed MIMO underwater communications scheme using the RACE'08 experimental data set. RACE'08 was conducted by WHOI in Narragansett Bay. The water depths ranged from 9 to 14 m during the experiments. Surface conditions were primarily wind blown chop. A 4 ϫ 24 MIMO system was used in the experiments. The primary transmitter was located approximately 4 m above the bottom of the ocean using a stationary tripod. Below the primary transmitter, a source array consisting of three transducers was deployed vertically with a spacing of 0.6 m between the elements. The top element of the source array was 1 m below the primary source. 24 receiving transducers were mounted at a range of approximately 400 m. Receivers were deployed vertically with a spacing of 0.05 m between the individual elements. The carrier frequency and the bandwidth employed in the RACE'08 experiments were 12 and 3.9 kHz, respectively.
The data packet that we will consider herein is from epoch "0830156". Some epochs could not be evaluated due to the severe conditions of sea. Among the many epochs that result in reasonable performance, epoch "0830156" was chosen arbitrarily. The package structure shown in Fig. 1 was used in the experiments with CA training sequences consisting of P = 512 symbols, a payload sequence consisting of 2000 QPSK modulated symbols, and two gaps consisting of 80 mute symbols each. The symbol rate was 3906.25 symbols per second. By applying QPSK modulation and using four transmitters simultaneously, a 31.25 kbps uncoded payload data rate was achieved. The coding scheme we used for the experiments was a 1/2 convolutional encoder with constraint length of 5, and generator polynomials ͑1 0 0 1 1͒ and ͑1 1 0 1 1͒. 3 This coding scheme reduces the net payload data rate to 15.63 kbps.
The selection of the number of delay taps, R, to consider is very important. A value too small will loose important channel features whereas a value too large will complicate the receiver and may result in overfitting as well as increased noise. We found out empirically that R = 30 yields reasonable results. Figure 6 shows the modulus of the training-directed IAA estimate of the CIR at receiver 1. The CIRs for the other receivers, i.e., ͕ĥ m ͖ m=2 24 , share similar structure with ĥ 1 . As shown in Fig. 6 , the detection order should be 2 ͑strongest coefficients͒, 4, 3, and 1 ͑weakest coefficients͒.
The channel tracking approach we follow is summarized in Fig. 7 . In the first step, the CIR is estimated using the training sequences. Based on the initial CIR estimate, the first L + 50 payload symbols are obtained using RELAX-BLAST, where L was defined after Eq. ͑8͒. Next, a decisiondirected CIR estimation is done using the first L estimated symbols. The reason for not using all the L + 50 estimated symbols will be explained shortly. With the updated CIR, starting from the ͑L −49͒th symbol, the subsequent L + 100 symbols are detected again using RELAX-BLAST. This process is repeated until all the 2000 payload symbols are detected. Figure 7 shows that 100 more symbols ͑50 more sym- bols at the first and last steps͒ are detected other than the L symbols used to update the CIR at each step. These 50 margin symbols on either end serve as guard intervals because the errors tend to happen at the beginning and end of each block. This is partly due to no mute symbols being available within the payload sequence.
In Table IV we show the uncoded and coded BERs obtained via MP, OMP, LSMP, or IAA as the channel estimation algorithm. For the results presented in this table, the number of payload symbols used for updating the channel coefficients is 200, i.e., L = 200. We observe that IAA provides the best performance among all four algorithms. The average uncoded BER for IAA is 1.27%, MP is 13.86%, and OMP and LSMP is 3.78% and the coded average BER for IAA is 0%, MP is 13.89%, and OMP and LSMP is 0.6%. As expected, the sequence with the strongest ͑weakest͒ channel coefficients is estimated with the highest ͑lowest͒ accuracy, see Fig. 6 .
In Table V the uncoded and coded BERs are shown for L = 400. This means that the channel will be updated less frequently than in the case where L = 200. We observe that now IAA, OMP, and LSMP show almost identical performance. The average uncoded BER for IAA is 0.38%, MP is 2.09%, and OMP and LSMP is 0.37% and the coded average BER for IAA is 0%, MP is 0.01%, and OMP and LSMP is 0%. As we mentioned previously, when L is large or the sequence used for updating the channel is well-structured, the performance of MP type of algorithms approaches that of IAA. However, it might not be always possible to select L large in practice.
The choice of L determines the rate at which the CIR will be updated in the decision-directed mode. It also determines the accuracy of the CIRs. As can be seen from Eq. ͑6͒, the larger the L, the more accurate the channel estimates will be assuming that the previously detected symbols are correct and the channel is stationary. On the other hand, for larger L, the channel will be updated less frequently and hence the results will be inaccurate for a rapidly varying channel. Therefore, the choice of L has a direct effect on the performances of MP, OMP, LSMP, and IAA. Moreover, L also determines the computational complexities of these algorithms. For the current set of data, we observed that the channel is rather benign and using a large L value results in better estimates than using a lower one, as seen in Tables IV and V . However, for a rapidly varying channel where L has to be selected small, IAA appears to be the best candidate for channel estimation as its performance is still good with small L whereas MP type of algorithms show relatively worse performance.
Note that in our experiments, neither the training sequence length P nor the gap lengths have been optimized for the best performance as no prior information of the experimental conditions was available. Moreover, for the current experimental conditions, a 1/2 rate convolutional code appears to be on the conservative side to achieve 0% coded BER.
VI. CONCLUSIONS
In this paper, we have focused on the various aspects of using a MIMO acoustic communications system in an underwater environment where delay spread is present. The problem was divided into two main parts: ͑i͒ channel estimation, which involves the design of the training sequences and the design of the algorithm to estimate the channel coefficients using the training sequences or previously detected symbols, and ͑ii͒ symbol detection. We have presented the CA for designing training sequences with good auto-and crosscorrelation properties. IAA coupled with BIC and RELAX was presented as an approach for estimating the CIR. It was shown via simulations that IAA outperforms MP type of algorithms with arbitrary training sequences and it was shown via experimental data that IAA gives better results than MP type of algorithms when the number of symbols used for updating the channel is relatively small ͑a situation encountered in rapidly varying sea conditions͒. An extension to the widely used V-BLAST algorithm, namely, RELAX-BLAST, has been presented to improve detection performance. The validity of the proposed scheme was shown via both simulations and field data from the RACE'08 experiment.
