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INTRODUCTION 
The objective of the present research is to investigate the . stability ana 
growth characteristics of 2-D and 3-D supersonic free shear layers through direct 
numerical solution of the 3-D compressible viscous flow equations. 
An explicit time marching method, patterned after the well known 
MacCormack scheme is used to integrate the 2-D and 3-D Navier-Stokes 
equations in time, on a stretched Cartesian grid. The flow being studied consists 
of shear layers formed at the juncture of two parallel streams at different Mach 
numbers, densities· and temperatures. Assuming an initial velocity, density and 
temperature distribution at an upstream location, the mean steady flow 
characteristics of the shear layer are first computed. This is done by marching in-
time, until an asymptotically steady state solution for the mean 'flow is obtained. 
Next, acoustic disturbances composed of strea.mwise, normal or spanwise 
sinusoidal velocity perturbations at known frequencies are imposed on the shear 
layer. The limit cycle behavior of the shear layer is then computed by carrying out 
the calculations for several cycles of the imposed disturbance. 
The computed flow field properties are post-processed using standard 
graphics techniques to obtain vorticity, pressure and density plots, velocity and 
Mach numbers of eddies, the Fourier spectrum of the velocity and pressure field 
at a number of locations within the shear layer and so on. Based on the post 
processing, quantitative conclusions, listed in the next section, are drawn. 
The calculations were done on a Cray XM P system installed at the 
Pittsburgh Supercomputer Center. Computer time for the calculations was 
provided by NSF under a grant. 
SUMMARY OF SIGNIFICANT RESULTS 
In the appendix, three recent publications are enclosed, describing the 
solution procedure and significant computed results to date [Ref.1-3]. Here, the 
r~ 
conclusions of the present research to date are listed: 
1. The shear layer growth rate decreases with increase in the convective 
Mach number of the eddies. 
2. The eddies generated in the shear layer as a result of the acoustic 
disturbances appear to travel at a velocity closer to the faster stream. 
3. When the relative Mach number of the eddies with respect to one or 
both the streams is sufficiently. high, shocklets are formed in the shear layer. Its 
role on the reduction in the shear layer growth rate is likely to be small. 
4. When the shear layer is excited at multiple frequencies, eddies form in 
response to the excitation. Several of these eddies eventually merge together to 
form a larger, stronger vortex as they are convected downstream. In the Fourier 
transform of the pressures at several x- stations, this vortex merging leads to a 
shift in the energy content ·from the high frequencies to the low frequencies. 
APPENDIX 
The appendix consists of the following publications: 
1. Tang, W., Komerath, N. and Sankar, L. N., "Numerical Simulation of the Growth 
of Eddies in Supersonic Free Shear Layers," AIAA paper 89-0376, 1989. To 
appear in Journal of Propulsion and Power. 
2. Tang, W., Sankar, LN. and Komerath, N., "Mixing Enhancement in Supersonic 
Free Shear Layers, .. AIAA Paper 89-0981, March 1989. 
3. Sankar, L. N. and Tang, W., Proceedings of the AFOSR/ONR Contractors 
Meeting, Ann Arbor, Michigan, June 19-22, 1989. 
I . 
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NUMERICAL SIMULATION OF CONTROL OF SUPERSONIC SHEAR LAYERS 
ONR Contract No. N00014-89-J-1319 
Principal Investigator: L. N. Sankar 
School of Aerospace Engineering 
Georgia Institute of Technology, Atlanta, GA 30332 
SUMMARY 
The issue of enhancing mixing between parallel, supersonic streams is 
numerically investigated. An explicit time marching scheme that is second 
order accurate in time and fourth order accurate in space is used to study 
this problem. Small amplitude velocity disturbances at selected frequencies 
are imposed over an otherwise steady flow at the juncture of the two streams 
to promote mixing. It is found that disturbances are selectively amplified at 
certain frequencies, while disturbances at other frequencies are rapidly 
damped out. In studies where the relative Mach number of the disturbances 
relative to one of the streams is high, shocklets were found to form on one or 
both sides of the shear layers. In such a situation, the relative Mach numbers 
of the eddies were different in coordinate systems attached to the upper and 
the lower streams. 
SCOPE OF THE PRESENT WORK 
The objectives of the present work are to study the growth of supersonic 
free shear layers and their response to imposed acoustic disturbances through 
direct numerical solution of the governing equations. 
The 2-D compressible Navier-Stokes equations in a strong conservation 
form are numerically solved, using a modified MacCormack scheme that is second 
order accurate in time, and fourth order accurate in space. This scheme is 
suitable for studying phenomena such as propagation of acoustic waves, 
boundary layer instability, and shear layer instability and has been 
previously used by several authors. The flow field is assumed to be laminar. 
RESULTS AND DISCUSSION 
Figure 1 shows the computational domain used. The computational domain 
was divided into a uniformly spaced Cartesian grid consisting of 221 nodes in 
the x- direction and 241 nodes in the normal direction. The typical grid 
spacing in the x- and y- direction were 5/3d and 0.4 d units respectively, 
where d is the vorticity thickness of the shear layer at the inflow boundary. 
The grid spacing in the y- direction is fine enough to place approximately 30 
points across the shear layer where the vorticity content is largest, at 
distances sufficiently downstream (x > SOd) from the inlet. 
At the inflow boundary, a hyperbolic tangent mean velocity profile was 
specified. The v component of inflow velocity was set to zero for the mean 
flow. The pressure was assumed to be equal and uniform at the inflow boundary. 
A variety of velocity, density and temperature ratios across the shear layer 
have been used to study parametrically their effects on the shear layer 
characteristics. 
r;t 
The 2-D Navier-Stokes solver was used to compute the mean shear flow 
characteristics first. Then, forced excitation of the shear layer began. This 
was achieved by prescribing the normal (v-) component of velocity over the 
entire inflow boundary to behave as follows: 
v(y,x""'O,t) 
Here the summation shown is over all the excitation frequencies; ~ is 
the amplitude of disturbance, xn is the frequency of disturbance and en is the 
associated phase angle. The function f(y) determines the variation of the 
perturbation velocity across the shear layer. Both a Gaussian distribution and 
a constant magnitude distribution were attempted. The results to be presented 
here correspond to f(y) equal to unity. 
The computed flow fields after several cycles of forced excitation of 
the shear layer are analyzed using computer graphics and Fourier transform 
techniques to study the following issues of interest: 
a) Effect of convective Mach number on shear layer growth 
b) Correlation between computed convective Mach number of eddies and 
analytical estimates 
c) Occurrence of shocklets and their effects on shear layer growth 
d) The growth and decay of low and high frequency excitations with time 
and space. 
The following conclusions were drawn: 
a) In the case of shear layers at subsonic and supersonic convective 
Mach numbers, the imposition of acoustic disturbances over a large range of 
frequencies lead to the transfer of this energy from the high frequencies to 
the low frequencies, as the flow progressed from the upstream boundary to the 
downstream boundary. The energy content at the lowermost frequencies rapidly 
reached asymptotic values following which eddies in the shear layer were 
convected downstream with no further alteration in their structure [Figure 2]. 
b) In the case of shear layers at a supersonic convective Mach number, 
situations were found where the convective Mach number relative to the faster 
stream is low. This leads to a situation where shocklets arose only on the 
lower side of the shear layer. Conditions were also found where the convective 
Mach number relative to both the streams is high, leading to shocklets on 
either side [e.g. Figure 3]. These calculations demonstrate the same features 
....... 
experimentally observed by Papamoschou and discussed based on total pressure 
arguments by Dimotakis. 
c) The spatial growth of shear layers decreased with increasing 
convective Mach number. 
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Fig. 2 Variation of Fourier Spectrum 
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ABSTRACT 
The behavior of the initial region of a 
supersonic plane shear layer is analyzed through 
numerical solution of the 2-D Navier-Stokes 
equations, as well as the 3-D equations under the 
infinite span assumption. Two schemes are 
employed and compared: a 2nd order ADI 
procedure, as well as a modified McCormack 
scheme that is fourth order accurate in space 
and second order in time. Small amplitude 
oscillations in the normal velocity are found to 
grow as they convect downstream, and 
eventually lead to organized vortical structures. 
Normal velocity disturbances are found tc.' be 
more efficient than streamwise or spanwise 
disturbances. The growth rate of these 
disturbances, as well as the intensity of velocity 
fluctuations, are found to decrease as the 
convective Mach number of the shear layer 
increases. The Mach number of the vortical 
structures with respect to the faster stream are 
found to be considerably less than the 
theoretical value of the convective !Vlach 
number. 
INTRODUCTION 
Air-breathing engines designed for high 
flight Mach numbers require supersonic 
combustion for efficient operation. The shock 
losses associated with deceleration to low Mach 
numbers requires that the mixing of fuel and air, 
and the heat release, must occur in supersonic 
flows. For the same reason, it is desirable to mix 
the fuel and air using co-flowing streams. In 
such configurations, the mixing must occur 
across the shear layer formed between the 
streams. The length and weight of the engine, 
and the efficiency of heat release, depend on the 
rapidity of this mixing process. Most current 
concepts for supersonic-combustion ramjets thus 
1. Research Engineer II. Member, AIAA. 
2. Assistant Professor. Member, AIAA. 
3~ Associate Professor. Member, AIAA. 
Copyright ©American Institute of Aeronautics 
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employ mixing-limited heat release. The 
mixingacross a shear layer between two streams 
depends on the rate of mass and momentum 
transfer across the layer, and hence can be 
described using the "growth" or "spreading" rate 
of the shear layer. Unfortunately, shear layers 
separating supersonic streams are known to 
grow much slower than corresponding subsonic 
shear layers. 
One long-term objective of supersonic 
shear layer research, therefore, is to devise 
methods of increasing the mtxmg bet_ween 
supersonic streams by enhancing the shear layer 
growth rate. Recent success in greatly modifying 
subsonic shear layers has resulted in the 
advancement of a variety of schemes for 
achieving similar increases in supersonic shear 
layers. The variety of such possibilities far 
exceeds the resources available for experimental 
exploration of each. Instead, a better approach 
appears to be to develop reliable numerical 
models and solution methods that can then be 
used to perform the exploration, and to identify 
promising approaches and the appropriate 
values of parameters required. This is the 
motivation behind the research described in this 
paper. 
Previous Work 
Chinzei et all conducted experiments on 
planar shear layer configurations and studied 
the growth rate. Papamoschou 2 conducted 
similar experiments using a variety of gases and 
flow conditions and showed that the results 
could be scaled using the convective Mach 
number of the dominant eddies in the shear 
layer. These results showed that the growth rate 
of supersonic shear layers is typically less than 
1/3 the growth rate of incompressible shear 
layers. 
Passive and active control techniques have 
been studied by other researchers. These 
techniques are generally based on the principle 
that if vortiCity is introduced into the shear 
layer, it will increase the level of fluctuation and 
therefore promote mixing and growth. Guirguis3 
and Drummond et al4 studied the effect of a 
bluff body placed in the middle of the :;hear 
layer. Kumar5 considered the effects of vorticity 
produced by a pulsating shock wave on the 
growth characteristics of the shear layer. Ragab 
et al6 have developed calculations based on 
stability theory to predict the response of 
supersonic shear layers. Recently 7 they have 
also developed computations of the response of 
planar wakes and shear layers similar to those in 
experimental splitter plate configurations. 
Scope of Present Paper 
In the work presented here, the behavior 
of a planar free shear layer is studied using two 
numeri~al techniques for solution of the Navier-
Stokes equations. The effects of active control 
strategies are investigated. Sinusoidal variations 
in the velocity are introduced at th~ upstream 
boundary. The subsequent response of the shear 
layer to these disturbances is studied. 
Streamwise, normal, and spanwise disturbances 
are considered as suitable candidates for 
promoting mixing. 
At present, the problem is assumed to be 
nominally two-dimensional. Some calculations 
have been performed with 3-D layers under the 
infinite sweep assumption. It is recognized that 
the later development of the shear layer may be 
strongly influenced by three-dimensional effects. 
However, there is no reason to believe that the 
initial region should be anything other than two-
dimensional. The available experimental flow 
visualizations, performed with spanwise-
integrating techniques such as schlieren and 
shadow graphy, clearly show structures that 
would have been totally smeared out if the 
flowfields had been significantly three-
dimensional. 
No turbulence model is used. Turbulence 
models inherently bring additional uncertainty 
into the physical interpretation of the observed 
behavior of the flowfield, though they are 
certainly necessary to obtain quantitative 
accuracy. The lack of such a model restricts the 
applicability of these results to the initial region 
of the shear layer. 
The initial velocity profile used is a step 
change in velocity at the slip line between the 
two streams. Thus, the results obtained will not 
correspond to experimental results from splitter-
plate configurations, since there is no boundary 
2 
layer, and no embedded region of initially 
subsonic flow. 
Within the above limitations, the present 
work aims to study the behavior of the initial 
region of a shear layer, and to explore the effects 
of various forms of excitation. 
PROBLEM STATEMENT 
The shear layer configuration Is shown in 
Fig. 1. Two uniform. parailel supersonic strea~s 
of different Mach numbers are released at the 
left-hand boundary. All properties are known at 
this boundary. The upper and lower boundaries 
of the computational domain are assumed to be 
hard walls across which no disturbances can 
escape. There is no boundary layer at these 
walls, and slip conditions are used. At the 
downstream boundary, the flow and att 
disturbances are allowed to escape, and no 
disturbances are allowed to propagate back. 
To study shear layer behavior, the static 
pressures are equalized across the splitter plate, 
so that there are no strong shocks in the flow. 
Some waves and their reflections from th_e wall 
do occur, but these are quite weak. 
The flow is assumed to be non-reacting, 
and the ratio of specific heats was assumed to be 
constant for both streams. The species above and 
. below the shear layer were assumed to have the 
same molecular weight. 
Mathematical Formulation: 4th order McCormack 
Scheme 
Here F and G are the inviscid flux terms 
and account for the transport of mass moment 
and energy, and for the influence of pressure. 
The terms R and S are the viscous stress terms. 
The above set of equations are parabolic \Vith 
respect to time, and may be solved using J 
variety of stable time marching schemes. For 2-D 
flows there are four equations. In the case of 3-D 
flows subject to infinite-sweep assumption, there 
are five equations, the additional equation 
corresponding to the conservation of spanwise 
momentum. 
In this work the above equation was 
solved using a splitting approach. That is. the 
solution was advanced from one time level ·n· to 
the next 'n+2' through the following sequence of 
operations 
where, for example, the L x operator involves 
solution of the following 1-D equation: 
This 1-D equation was solved through the 
following predictor-corrector sequence, 
recommended by Bayliss et al. [Ref. 7]: 
Predictor Step: 
• n llt [ n 





1 ( n •) 2 q .. + q. . + 
I, J I, J 
-- 7 F .. - 8 F. . + F. . M [ r 12 /lx. I, J I + 1, J I + 2, J 
When the above equations are applied at 
nodes close to the left and right side boundary, a 
fourth order accurate extrapolation procedure 
was used to extrapolate the flux vectors F and 
F* needed at nodes outside the computational 
domain. 
The Ly operator requires solution of the 
equation 
using a similar approach. 
The operators Lxv and Lyv correspond to 
numerical solution of 1-D equations such as 
q t - Rx = 0 
The above equation was solved through the 
following two-step sequence: 
Q . .* 
I,J =Q .. + llx I, J 
n ll t [ R - R ]n . 1 . . 1 . 
. I + l,j I - 2,J 
n +1 1 ( n • 
qij" =2 q .. +Q .. ) 
' I, J I, J 
2/l X +~[ R . 1 . 
I+ l,J . 1 . R ]* I- l,J 
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The viscous terms are thus updated only to 
second order accuracy in space. It may be shown 
that the above scheme has very little artificial 
dissipation inherent in it, and is fourth order 
accurate in space, as far as the inviscid part is 
concerned. 
BOUNQARYCONDnlONS 
As stated above, all flow properties are 
prescribed at the upstream boundary for both 
streams, including any imposed perturbations. 
At the downstream boundary, the flow is 
assumed to remain fully supersonic. for the 
small-amplitude perturbations encountered in 
this work, so that the properties may be 
extrapolated from the interior, Alternatively. the 
governing equations themselves may be applied 
if the streamwise diffusion terms R x are 
suppressed at the downstream nodes. 
At the lateral boundaries, the flow is 
assumed to be confined by smooth, parallel 
walls. Slip boundary conditions were used to 
avoid the compression effects that would be 
caused by boundary layers. The walls -were 
considered adiabatic, and the normal derivatives· 
of density and pressure were set to zero. 
RESULTS AND DISCUSSION 
Normalization 
The speed of sound in the upper stream 
was assumed to be unity. The Reynolds number 
based on the speed of sound was assumed to be 
1000. A 221 x 61 uniform grid was used, with 
spacing of .01 in each direction. Thus the length 
of the domain, L was 2.2. The time step was 
taken as .001 (.0005 for each half-step). The . 
calculations were started with step velocity 
profiles at the upstream boundary, and allowed 
to proceed until a steady state was reached 
asymptotically. This usually took 600 time steps. 
The results at this stage were stored, and the 
code was re-started with an imposed sinusoidal 
velocity disturbance of amplitude 2% of the 
velocity of the upper stream. The calculations 
were then run until several cycles of the 
disturbance had been completed, and the initial 
effects had been convected away through the 
downstream boundary. 
Convective Mach Number 
The cases run have been summarized in 
Table 1. Because the supersonic shear flow 
problem involves several parameters, (at least 
five on either side of the shear layer), non-
dimensional groupings are sought to express 
observed effects. Following the practice of 
Papamoschou2, the convective Mach number 
was used here. For the problem studied here, the 
convective Mach number reduces to 
where 
atU2 + a2!Jl 
a I+ a2 
The values of Me calculated by this formula are 
tabulated. A physical interpretation of the 
convective Mach number is that it is the Mach 
number of the dominant large-scale vortical 
structures with respect to either stream. 
According to the formula given above, this Mach 
number .is the same with respect to either of the 
streams. An attempt was made, as discussed 
later, to determine the convection speed of the 
vortical structures seen in the computational 
flow field, and to determine relative Mach 
numbers from them. The Mach numbers so 
determined, with respect to the upper, high-
speed stream, are also tabulated. It is seen that 
there is a considerable discrepancy. This is not 
surprising, and in fact even in subsequent 
experiments by Papamoschou9, similar effects 
appear to have been observed . 
Formation of vortical structures 
Figure 2 (a) shows the contours of vorticity 
in the shear layer, calculated for Case 1, with no 
disturbance superposed. It is se.en that the shear 
layer grows quickly at the very beginning, and 
t~en takes on a smooth profile which grows very 
little thereafter. It should be remembered that 
in this calculation, there is no imposed 
turbulence model. Figure 2(b) shows the effect 
of imposing a sinusoidal 2% normal velocity 
disturbance at the upper boundary. Distinct 
centers of vorticity are seen to develop, and be 
convected downstream. The shear layer edge 
now penetrates considerably further into both 
streams. Careful examination of the contours 
shows considerable asymmetry and distortion as 
the structures proceed downstream. The 
computational domain in this calculation does 
not extend far enough for these disturbances to 
grow into the non-linear regime, and hence no 
"roll-up" can be expected here. The effects of six 
cycles of the imposed disturbance can be seen, 
with the sixth just leaving the computational 
domain. 
Figure 3(a) and (b) show the corresponding 
vorticity contours for Case 2, where the 
theoretical value of convective Mach number is 
4 
nearly twice that of Case 1. The growth rate 
appears to be less, as expected from the 
experimental observations of the effect of Me. 
This effect is seen further in Figs. 4 and 5, 
where the convective Mach number according to 
the formula is 0.8 and 1.2 respectively. 
Disturbance type 
Other kinds of disturbance were tried 
specifically, disturbances in velocity along th~ 
streamwise direction for the 2-D shear layer, and 
disturbances along the spanwise direction using 
a 3-D model with the infinite sweep assumption. 
The results are shown in Figs. 6 and 7 
respectively, for the case where the convective 
Mach number is predicted to be 0.2. In each 
case, the disturbance amplitude is the same. It is 
seen that these types of disturbances are less 
efficient that the normal velocity disturbance. 
Convective speed based on evolution of vorticity 
contours 
One common way of calculating the 
convective Mach number is to track the 
downstream convection ·of the vorticity contours 
as a function of time. The results of this -effort 
are shown in Fig. 8 for Case 2. Similar 
computations were performed for all the cases, 
and the results are shown in Table 1. It is seen 
that as the theoretical value of the convective 
Mach number rises, the measured convective 
Mach number of the structures with respect to 
the upper stream vary much less. Of course, this 
means that the convective Mach number is no 
longer the same when compared to the two 
streams. The structures appear to move at a 
speed that is close to that of the upper, high-
speed stream. This is similar to the more recent 
observations of Papamoschou9, where the 
structures were found, for many cases, to move 
at speeds close to that of one or the other 
stream. 
Growth rate enhancement 
The thickness of the shear layer was 
computed from the velocity profiles across the 
shear layer. These profiles are shown later in the 
paper, where they are used to examine the 
numerical accuracy of the results. Figure 9 shows 
the shear layer thickness for unperturbed and 
perturbed cases for Case 1. The disturbed case 
shows a significantly greater rate of growth, 
except near the downstream boundary. However, 
the increase in growth rate is only on the order 
of 10 to 15%. 
The frequency of the imposed fluctuations 
was chosen such that about 6 -vortical structures 
could be seen in the computational domain at 




actual frequency involved is 
the frequency of maximum 
predicted by linear stability 
The intensity of fluctuation in the shear 
layer is plotted as a function of downstream 
distance for three cases with different 
theoretical convective Mach numbers in Figs. 10. 
The quantity measured was the root-mean 
squared fluctuation of the U-component of 
velocity about the mean, normalized by the 
mean velocity. It is to be noted that this is not 
the turbulence intensity, since no attempt has 
been made to model the turbulence. The 
fluctuations have their origin in the imposed 
disturbance, though they may have been 
selectively amplified by energy exchange with 
the shear layer. It is seen that the intensity of 
fluctuations decreases rapidly with increasing 
convective Mach number. It also appears that 
the intensity quickly reaches an asymptotic 
value and does not increase further. In fact, for 
the higher values of convective Mach number, 
the intensity appears to peak and then decrease 
gradually thereafter. 
Validation studies 
All the above results were generated using 
the fourth-order MacCormack scheme. The 
influence of the accuracy of the computation 
scheme was studied by comparing results 
obtained using a second-order MacCormack 
scheme to those obtained with the fourth-order 
scheme. Velocity profiles across the shear layer 
were used to examine the results. Fig. 11 shows 
the comparison for Case 1, however, with a Ill x 
31 grid. The profile was obtained at the station 
10% of the domain length downstream of the 
origin. The results are seen to be quite ·similar. 
The agreement is close for profiles at 25 and 50% 
downstream. However, at X/L = 0.75, differences 
can be clearly seen. The 4th order scheme is 
seen to resolve spatial details better, as 
expected. The difference decreased further 
downstream. It is concluded from these that the 
second order scheme already shows reasonable 
accuracy, and that the fourth order results are 
quite accurate. 
The effect of grid size was checked by 
comparing the above results with those obtained 
with the 221 x 61 grid, as shown in Fig. 12. In 
this case, the difference between 2nd and 4th 
order codes is negligible for all stations. Thus, it 
is concluded that with the 221 x 61 grid, the 
results are not sensitive to grid size. 
Comparison with results using an ADI scheme 
5 
·Previous calculations for this configuration 
had been performed using an Alternating-
Direction Implicit scheme to solve the governing 
equations. The formulation of this scheme is 
discussed in detail in Ref. 10. Vorticity contours 
for Case 1 are shown in Fig. 13. With this 
technique, it was found that the disturbances 
would not grow, or lead to the formation of 
distinct centers of vorticity, except at extremely 
high values of the imposed perturbation 
amplitude. The dissipation inherent in the 
scheme is excessive for the study of disturbance 
growth. In addition, it was also found that the 
explicit MacCormack scheme required much less 
computer resources than the ADI scheme. 
Computational Resources 
All calculations reported here were 
performed on the Cray X-MP at the Pittsburgh 
Supercomputing Center. The CPU times per time 
step per grid node were 10 and 24.5 
microseconds for the 4th order MacCormack 
scheme and the ADI scheme respectively using 
the 221 x 61 grid. 
CONCLUSIONS 
A numerical study of the behavior of 
planar supersonic shear layers has been 
performed. Different numerical schemes have 
been tested. Techniques for enhancing the 
growth rate of the shear layer have been 
investigated. It is noted from the results that: 
1. The 4th order MacCormack scheme accurately 
simulates the evolution of the imposed 
disturbances. The results are essentially 
independent of the spatial order of the scheme 
with a 221 x 61 grid with the grid parameters 
used. 
2. The ADI scheme causes too much dissipation 
and fails to reveal the response of the shear 
layer to imposed disturbances except at very 
hi~h disturbance amplitudes. 
3. Normal velocity perturbations are found to be 
more efficient than either streamwise or 
spanwise velocity perturbations. 
4. Imposed sinusoidal disturbances m the normal 
velocity upstream lead to the formation and 
growth of vortical structures. The shear layer 
thickness grows rapidly at first and then the 
growth rate decreases asymptotically. 
5. The root-mean square fluctuation level in the 
streamwise velocity, and the shear layer growth 
rate decrease with increasing values of the 
theoretical convective Mach number of the shear 
layer. 
6. The vortical structures are found to move at 
different Mach numbers relative to the upper 
and lower stream, and the relative Mach number 
appears to be smaller relative to the stream with 
the higher Mach number. 
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u u c vortex case M M 
I 2 I 2 P"'''moscholls Pfes.ent 
tomu .• u. r•sutts 
1 4 .0 2 .3 4.00 3.51 0.20 0.2 
2 4.0 2 .0 4.00 3.05 0 .38 0.2 
3 4.0 1.3 4.00 1.98 0.80 02 
4 5.0 1 .3 5.00 1.98 1.20 0.6 
Table 1. Cases presented. 
p 1 = u y = p 1 = T y = 0, v = 0 
, 
p y = u y = p y = T y = 0, v = 0 
Px F 0 
u:.: = 0 
\"X = 0 
Px = 0 
Tx = 0 
Figure 1. Boundary conditions for supersonic 
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Figure 2. Vorticity contours for ease-l, MI=4.0. 
M2=2.3, Mc=0.2 . 
(a) without disturbance . (b) with 
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Figure 3. Vorticity contours for case-2, Mt=4.0, 
M2=2.0. Mc=0.38. 
(a) without disturbance. (b) with 
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Figure 4. Vorticity contours for case-3, Mt=4.0, 
M2=1.3, Mc=0.8. 
(a) without disturbance. (b) with 
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Figure 5. Vorticity contours for case-4, Mt=5.0, 
M2=1.3, Mc=l.2. 
(a) without disturbance. (b) with 
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Figure 8. Computation of convective speed 
based on the temporal evolution of 
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Figure 9. Shear layer thickness. 
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Figure 10. Effect of convective Mach number on 
fluctuation in the shear layer. 
(a) Mc=0.20; (b) Mc=0.38; (c) Mc=0.80. 
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Figure 11. Velocity profiles across the shear 
layer: comparison of second and 
fourth order MacCormack schemes for 
ease-l with 1 11 x31 grid . 
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Figure 12. Velocity profiles across the shear 
layer: comparison of second and 
fourth order MacCormack schemes for 
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Figure 13. Vorticity contours obtained from ADI 
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ABSTRACT 
The issue of enhancing mixing between 
parallel, supersonic streams is numerically 
investigated. An explicit time marching scheme that 
is second order accurate in time and fourth order 
accurate in space is used to study this problem. 
Small amplitude velocity disturbances at selected 
frequencies are imposed over an otherwise steady 
flow at the juncture of the two streams to promote 
mixing. It is found that disturbances are selectively 
amplified at certain frequencies, while disturbances 
at other frequencies are rapidly damped out. In 
studies where the relative Mach number of the 
disturbances relative to one of the streams is high, 
shocklets were found to form on one or both sides 
of the shear layers. In such a situation, the relative 
Mach numbers of the eddies were different in 
coordinate systems attached to the upper and the 
lower streams. 
INTRODUCTION 
Aircraft engine and missile manufacturers 
are presently interested in a class of propulsion 
systems called SCRAMJET engines. In these 
systems the supersonic airstream captured at the 
inlet is slowed down to modest supersonic speeds 
through a series of shock waves prior to entering 
the combustion chamber. Here the airstream is 
allowed to mix and react with a parallel stream of 
fuel or partially burnt fuel/air mixture. For efficient 
performance of these systems, it is necessary that 
the fuel and air streams mix with each other as 
rapidly as possible, over a fair1y short distance. 
Unfortunately, supersonic free shear layers 
which form at the juncture of the air and fuel 
streams tends to grow very slowly [Ref. 1-3] 
compared to their subsonic counterparts. Alternate 
mechanisms such as normal injection of fuel into 
the airstream will likely increase mixing, but at the 
expense of significant total pressure losses. 
1. Research Engineer, Member AIAA. 
2. Associate Professor, Member AIAA. 
3. Assistant Professor, Member AIAA. 
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Therefore, there is some interest in the use of active 
and passive control techniques which will promote 
mixing~ 
PREVIOUS WORK 
A comprehensive discussion of recent 
experimental, numerical and analytical studies on 
the behavior of subsonic and supersonic shear 
layers has been done by Dimotakis [Ref. 4]. Here, 
only a small subset of existing work, closely related 
to the present numerical studies, is reviewed. 
Experimental Studies: Chinzei et al. [Ref.1] have 
experimentally studied the growth rate of planar 
shear layers, using Schlieren techniques, and total 
pressure probes. They found organized vertical 
structures to exist in such flows, in a manner similar 
to subsonic shear layers. Perhaps the best known 
experimental work on supersonic planar shear 
layers is that done by Papamoschou and Roshko 
[ref. 2,3], for a variety of gases and flow conditions 
on either side of the shear layer. They showed that 
the convective Mach number of the eddies is a 
significant parameter governing the growth rate of 
supersonic shear layers. Papamoschou also 
performed stability analyses of infinitely thin shear 
layers (vortex sheets) to link the growth rate of the 
shear layer (compared to that of an incompressible 
shear layer) to the convective Mach number, and 
derived closed form expressions for the convective 
Mach number as a function of flow conditions on 
either side. The idea of convective Mach number 
itself is, of course, not new, and has been 
previously derived by Bogdanoff [Ref. 5]. In a later 
study [Ref. 6], Papamoschou found that the 
measured convective Mach number of the eddies 
matches the analytical predictions only when the 
convective Mach number is low and subsonic. He 
attributed this discrepancy to the fact that the 
traditional derivations for the convective Mach 
number assume the total pressure on either side of 
the shear layer to be equal. In cases where the · 
convective Mach number is high, shocklets can 
form and lead to different amounts of total pressure 
losses on either side of the shear layer. 
Papamoschou also studied modifications to the 
trailing edge of the splitter plate which initially 
separates the two streams to passively enhance the 
mixing rate, but found these modifications to be of 
little benefit. 
Stability Analyses: The stability of free shear layers 
has been extensively studied in the past by a 
number of researchers [e.g. Ref. 7]. Perhaps 
because the role convective Mach number plays in 
the stability and growth characteristics had not 
been discovered at that time, many of these ear1ier 
works dealt with parametric studies where one or 
more of the flow parameters were varied in a 
systematic manner. During the past few years, 
Ragab and Wu [Ref. 8,9] have studied the stability 
characteristics of both planar and oblique 
disturbances in wakes and planar shear layers, and 
have studied the effects of convective Mach 
number, and the disturbance propagation angle on 
the shear layer stability. They found non-parallel 
flow effects to have a negligible effect on the 
stability characteristics. Recently, these 
investigators [Ref. 14] studied the effects of 
subharmonic waves in 2-D spatially periodic shear 
layers through a Floquet analysis [Ref. 1 0]. 
The effects of side walls on the stability 
characteristics of confined, planar shear layers 
were studied by Tam [Ref. 11 ). For eddies travelling 
at supersonic (relative) speeds, these investigators 
pointed out that the acoustic waves propagating off 
these eddies may be reflected by the wall and 
interact with the shear ilayer leading to new modes 
of instabilities. 
Recently, Sandham et al. [Ref. 12] and 
other researchers have carried out stability 
analyses of free and confined shear layers, using 
methods simil'ar to that employed in the works 
mentioned above. 
Direct Numer·ical Simu1ations: The behavior of 
supersonic free shear ,layers through a numerical 
solution of the unsteady compressible Navier-
Stokes equations is now possible, thanks to the 
recent advancements in high order accuracy 
schemes, high speed computers and interactive 
graphics tools. Lele [Ref. 13, 14] has developed 
spatially fourth order and sixth order accurate finite 
difference schemes to study temporally and 
spatially growing shear layers. When the shear layer 
is excited at the most unstable frequency of the 
shear layer, and at a subharmonic, his solutions 
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demonstrated features such as vortex pa1nng, 
shear layer roll up and formation of shocklets at 
high enough convective Mach numbers. The 
temporal growth of inviscid shear layers was 
studied by Soetrisno et al. [Ref. 15, 16]. When the 
shear layer was initially seeded with disturbances at 
the most unstable frequency and a subharmonic, 
these investigators demonstrated that vortex roll up 
can occur, and that the total turbulent kinetic 
energy within the entire domain, grew very slowly at 
high convective Mach numbers. Their calculations 
showed evidence of weak shocklets in some cases. 
The present investigators used a Fourth 
order MacCormack scheme to study temporal and 
spatial growth of thin shear layers, at very ear1y 
stages of laminar mixing [Ref. 17, 18]. and studied 
the effects of convective Mach number as well as 
streamwise, spanwise and normal velocity 
disturbances on the shear layer growth. It was 
demonstrated that the growth rate of the shear 
layer decreased with increasing convective Mach 
number. In addition, the studies in Ref. 17 and 18 
found the eddy speeds to be significantly different 
_from Papamoschou's formulas for high convective 
Mach numbers. 
Other passive and active control 
techniques for enhancing mixing between fuel and 
airstreams have aJso been studied. Guirguis [Ref. 
19] suggested an arrangement where a bluff body 
is placed at the base of the splitter plate separating 
the air and fuel streams.Drummond and Mukunda 
[Ref. 20]. and Kumar et al. [Ref. 21] have discussed 
a passive control technique where a system of 
stationary shock waves are used to generate 
vorticity in the _flow. This vorticity interacts with the 
shear layer and leads to an increase in the 
turbulence level, and improved mixing of the shear 
layer. 
OBJECTIVES OF THE PRESENT WORK 
The objectives of the present work are to 
study the behavior of supersonic free shear layers 
at two extremes: a) at very low convective Mach 
numbers (Me < 0.2) and (b) at very high convective 
Mach numbers (Me > 1) relative to one of the two 
streams. 
In order to understand the behavior of 
supersonic free shear layers at low convective 
Mach numbers, we investigate its response to 
arbitrary, user-specified acoustic disturbances over 
a broad range of frequencies. Sinusoidally varying 
velocity disturbances at a number of frequencies 
are introduced at the initial, laminar mixing region of 
the shear layer. These disturbances grow with time 
as they are convected downstream and eventually 
lead to well organized vertical structures. The 
objective of this work is then to study how the 
disturbances over the entire spectrum of 
frequencies behave as they are convected 
downstream, and to speculate on mechanisms by 
which energy is transferred from high frequencies 
to low frequencies and vice versa. 
To study behavior of the shear layer at very 
high convective Mach numbers, we use vorticity 
and pressure contour plots at a number of time 
levels to track the velocity of the dominant eddies 
and compute the relative Mach number of these 
eddies in a coordinate system attached to either the 
faster stream or the slower stream. If supercritical 
Mach numbers arise relative to either stream, then 
the resultant pressure field is examined for the 
occurrence of shock waves, expansion waves and 
their effects on the shear layer growth. 
The 2-D compressible Navier-Stokes 
equations in a strong conservation form are 
numerically solved, using a modified MacCormack 
scheme that is second order accurate in time, and 
fourth order accurate in space. This scheme is 
suitable for studying phenomena such as 
propagation of acoustic waves, boundary layer 
instability, and shear layer instability and has been 
previously used by several authors [Ref. 22-24]. The 
flow field is assumed to be laminar. 
NUMERICAL FORMULATION 
The 2-D, laminar, unsteady, compressible 
flow is governed by the Navier-Stokes equations 
which may be formally written as: 
~ + F x + Gy = Rx + Sy 
where F and G are inviscid flux terms, while R and S 
are the viscous stress terms. 
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In this work the above equation was solved 
using a splitting approach. That is, the solution was 
advanced from one time level 'n' to the next (n + 2') 
through the following sequence of operations: 
where, for example, the Lx operator 
involves solution of the following 1-D equation: 
This 1-D equation was solved through the 
following predictor-corrector sequence, 
recommended by Bayliss et al [Ref.22]: 
Predictor Step: 
Corrector Step: 
In the above equations, the j- index has 
been suppressed for clarity. 
When the above equation is applied at 
nodes close to the left and right side boundary, a 
fourth order accurate extrapolation procedure wa~ 
used to extrapolate the flux vectors F and F 
needed at nodes outside the computational 
domain. 
The Ly operator requires solution of the 
equation 
using a similar approach. 
The operators Lxv and ~J\1 correspond to numerical 
solution of 1-D equationS' such as 
The above equation was solved through the 
following two-step sequence: 
r;: 
n+ 1 n * * 
qi = (qi +qi )/2 + ~ t /(~x)[Ri+ 1/2- Rl-1 /2] 
The viscous terms are thus updated only to 
second order accuracy in space. 
It may be shown that the above scheme 
has very little artificial dissipation inherent in it, and 
is fourth order accurate in space, as far as the 
inviscid part is concerned. In high Mach number 
streams, it is anticipated that the symmetric nature 
of the above scheme may cause inappropriate 
transfer of information from the downstream nodes 
to the upstream. To prevent this, three-point upwind 
schemes are also available as an option in the 
computer code, which use expressions such as 
F = (3 F- - 4 F- 1 + F· 2) I ~X X I 1- 1-
during both the predictor and corrector stages of 
the solution. AJI the results to be presented here 
were carried out using the fourth order accurate 
symmetric form. 
RESULTS AND DISCUSSION 
Figure 1 shows the computational domain 
used. In the discussions that follow, all velocities 
have been normalized by the velocity of the faster 
stream; all temperatures and densities have likewise 
been normalized the corresponding values of the 
faster stream. The distances have been normalized 
by the vorticity thickness of the prescribed mean 
velocity profile at the upstream boundary. 
The computational domain was divided into 
a uniformly spaced Cartesian grid consisting of 221 
nodes in the x- direction and 241 nodes in the 
normal direction. The typical grid spacing in the x-
and y- direction were 513 S and 0 . 4 S units 
respectively, where s is the vorticity thickness of the 
shear layer at the inflow boundary, as discussed 
earlier. The grid spacing in the y~ direction is fine 
enough to place approximately 30 points across the 
shear layer where the vorticity content is largest, at 
4 
distances sufficiently downstream (x > 500 ) from 
the inlet. 
As stated earlier, the objectives of the 
present work are to study shear layer 
characteristics at low and high convective Mach 
numbers. The method employed is the same. The 
shear layer is subjected to arbitrary, user input 
disturbances. The resulting velocity, vorticity and 
pressure fields are studied to gain an understanding 
of the shear layer behavior. 
I. Shear Layer Behavior at Subsonic Convective 
Mach Numbers: 
The initial and boundary conditions for this 
study are as follows. At the inflow boundary, the 
following mean velocity profile was specified: 
Here U 1 and u2 are the velocities on either 
side of the shear layer at sufficiently large distances 
away from the shear layer, and are equal to 1.0 and 
0.25 respectively. Also, S is the vorticity thickness at 
the inflow, equal to unity. The v component of 
inflow velocity was set to zero for the mean flow. 
The pressure was assumed to be equal and uniform 
at the inflow boundary. The density and 
temperature ratios were as follows: 
T 1 = 1.0 ; T 2 = 0.65 ; p 1 = 1.0 ; p 2 = 1.535 
The Reynolds number of the flow, defined 
as u1s p 1 /~ 1 was of the order of 25. The 
convective Mach number for this particular flow 
combination was 0.2. One can compute the 
convective Mach number by tracking vortices as 
they are convected downstream, as discussed in 
Ref. 18. Alternatively, one can compute the 
convective Mach number using Papamoschou's 
formula [Ref. 2]. In this particular case, these 
approaches agree to within 3%. 
At the top and bottom boundaries the flow 
may be either confined, or free. If the flow is 
confined, then the normal velocity at these 
boundaries was set to zero. The density and 
temperature at these boundaries were evaluated 
using the zero gradient condition. The x-
component of velocity at this boundary was also 
extrapolated using a zero gradient condition. This is 
equivalent to applying a slip boundary condition at 
these walls. In the case of free, unconfined shear 
layers, non-reflective boundary conditions are 
needed at these lateral boundaries. In the present 
work, setting the derivative of the normal 
component of velocity to zero, rather than the 
velocity itself to zero was found to minimize 
reflections. 
The flow properties at the inflow were 
specified everywhere in the flow field as the initial 
conditions for the problem. J'he Navier-Stokes 
solver was then advanced for several non-
dimensional units of time, until a fully developed 
shear layer with a modest streamwise growth was 
established. 
Once a steady state shear flow was 
achieved, forced excitation of the shear layer 
began. This was achieved by prescribing the 
normal (v-) component of velocity over the entire 
inflow boundary to behave as follows: 
v(y,x=O,t) =!:An f(y) sin~nt+O n) 
Here the summation shown is over all the 
excitation frequencies; An is the amplitude of 
disturbance, w n is the frequency of disturbance and 
o n is the associated phase angle. The function f(y) 
determines the variation of the perturbation velocity 
across the shear layer. Both a Gaussian distribution 
and a constant magnitude distribution were 
attempted. The results to be presented here 
correspond to f(y) equal to unity. 
In the present work 6 frequencies were 
used, with zero phase difference between the 
individual components. The quantity An was 2% of 
the reference velocity u1. The non-dimensional 
frequencies w were 1 0, 20, 30, 40, 50 and 60 
respectively. 8bviously, a linear stability analysis 
could have been used to pick the frequencies that 
are related to the most unstable frequency. But the 
intent here was to impose excitation at several 
frequencies on the shear layer, at the inflow 
boundary and determine which frequencies are 
selectively amplified, and to determine what 
happens to the energy content at the higher 
frequencies at subsequent time levejs. 
Figure 2 shows the vorticity contours at a 
randomly selected time level. It is seen that the 
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vorticity field at the immediate downstream 
boundary is rich in structure showing large 
gradients in the streamwise as well as normal 
directions. At large distances downstream, 
however, only a single row of eddies at well defined 
distances are seen. 
Because the formation and motion of 
vortices (or eddies) give rise to a rapidly varying 
pressure field which moves with the eddies some 
useful information about the energy content at the 
shear layer distributed over the various frequencies 
may be obtained by computing the Fourier 
transform of the pressure field at a number of points 
within the shear layer. In figure 3, the Fourier 
spectrum of the pressure field is plotted at 6 x-
locations within the computational field, at y /o = 0. 
The following trend is seen. Near the inflow 
boundary, the Fourier spectrum shows a near 
uniform distribution over the entire frequency range. 
At downstream locations, the higher frequency 
content begins to gradually decrease. The low 
frequency components at non-dimensional 
frequencies 1 0 and 20 show a rapid increase 
initially, but reaches asymptotically constant values. 
Figure 4 contains the same information as figure 3, 
except it shows the changes in energy content as a 
function of downstream distance. It is seen that 
Fourier coefficient associated with non-dimensional 
frequency 60 reduces to 30% of initial value 100 s 
downstream, whereas the low frequency 
component triples in magnitude and reaches its 
limit value 120 units downstream. An examination 
of the vorticity contour plot (figure 2) shows a 
number of small eddies at the inflow boundary, 
which rapidly merge into a single, large vortex. This 
merging appears to be the mechanism responsible 
for the decrease in the energy content at high 
frequencies, and the corresponding increase at the 
lower frequencies. It is interesting to note that the 
two lowest frequency components (corresponding 
to non-dimensional frequencies 10 and 20) maintain 
their energy levels once they reach their limit 
values, with no further transfer of energy from the 
w n = 20 waves to the w n = 1 0 waves. This may be 
due to the fact that the phase difference in the 
forcing function corresponding to these two waves 
was zero. 
II. Behavior of Supersonic Shear Layers at High 
Convective Mach Numbers: 
In his early work on supersonic free shear 
layers, Papamoschou [Ref. 2] derived an 
expression' for the convective Mach number and 
suggested that the convective Mach number of the 
eddy relative to the faster stream is the same as the 
convective Mach number of the slower stream 
relative to the eddy. That is, if Uc is the velocity of 
the eddy, then 
when the gases above and below have the same 
ratio of specific heat. 
In subsequent experimental studies, 
Papamoschou found that the above relation did not 
hold true when the convective Mach number on 
either side of the eddy rose high enough to give 
shock waves. The eddy appeared to be dragged 
along with either the faster scheme or the slower 
stream, and the convective Mach numbers of the 
eddy relative to the stream above and below were 
not equal. 
Dimotakis [Ref.4] has discussed on the 
probable causes of this phenomenon and suggests 
that there may be unequal total pressure losses on 
either side of the eddy, due to the occurrence of 
shock waves. He further discusses situations where 
the convective Mach number relative to one of the 
two streams can become very low, and the 
convective Mach number relative to the second 
stream can become very high, leading to shocklets 
only on one side of the shear layer. A hysteresis 
phenomenon, where shocklets appear alternatively 
on either side of the shear layer is also possible, 
according to Dimotakis. 
ln an earlier study, the present investigators 
computed the convective Mach number of eddies 
arising in the early stages of mixing of a laminar 
shear layer. It was found that at high enough 
convective Mach numbers the eddies appeared to 
travel at a speed closer to the faster stream, and 
was "dragged along" by the faster stream. The 
present study is an attempt to study the pressure 
fields and shocklets that arise when the convective 
Mach number relative to the faster and slower 
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streams is high. Three cases have been studied, 
which are discussed below. 
Case 1 : The flow conditions were: 
The velocity profile was given by a Tanh 
profile, similar to that used for the subsonic case 
discussed earlier. 
At the inflow boundary, a sinusoidally 
varying normal velocity disturbance was introduced 
at a single non-dimensional frequency, 60. The 
resulting velocity fields and vorticity fields were 
analyzed after several cycles of forced response of 
the shear layer. When the trajectories of these 
eddies were analyzed in the x-t frame, it was found 
that the eddies in the shear layer initially accelerate, 
until they reach a convectiye Mach number relative 
to the faster stream approximately equal to 0.5. 
Papamoschou's formula for this case yields a 
convective Mach number of 1.2. Thus the numerical 
predictions of the present code and 
Papamoschou's formula are in significant 
disagreement. The relative Mach number between 
the eddy and the lower stream are found to be well 
in excess of unity (approximately 1.9). 
When the pressure field is plotted at a 
randomly chosen time level, the following features 
are observed (Figure 6). The relative Mach numbers 
with respect to both the upper and lower streams 
are initially high enough, and give rise to shocklets 
as shown in figure 6. In figure 6, the dotted 
contours correspond to high pressure levels, while 
the solid lines correspond to lower pressures. The 
vorticity plot (shown in figure 5) is also seen to 
show closed vorticity contours approximately 
aligned with the shocks, just behind the shocklets. 
An inspection of the pressure jumps across the 
shocklets indicates that the shocklets on the lower 
side appear to be stronger than those on the upper 
side, as expected. 
Case 2: The flow conditions for this case were: 
As in the earlier cases, a tanh profile was 
used, and single frequency normal velocity 
excitations were introduced at the inflow boundary. 
In figures 7 and 8, the pressure and velocity 
contours are plotted at a randomly chosen time 
level. In this case, from an inspection of the vorticity 
profiles at adjacent time levels, the eddies appear to 
travel at substantially lower speed than the upper 
stream. During the earty stages of eddy formation 
and motion, shocklets occur both on the upper and 
lower sides of the shear layer. As the eddies 
accelerate and reach low subsonic Mach numbers 
relative to the upper stream, the shocklets on the 
upper side of the shear layer disappear. The 
shocklets on the lower side continue to travel with 
the eddies, with no reduction in their strength. 
Case 3: Case 1 was repeated, by artificially 
reducing the shear layer vorticity thickness by a 
factor of 15, keeping all other dimensions such as 
the grid size, domain length and width constant. In 
figures 9 and 10, the pressure and vorticity 
contours are plotted. Again, in figure 1 0, the solid 
and dotted contours correspond to low and high 
pressure levels respectively. Shocklets are evident 
on either side of the shear layer, although they are 
weak because the reduced shear layer thickness 
leads to small and thin eddies, compared to case 1. 
Case 4: As a final exercise, Case 1 was repeated, 
with forced excitation of the normal velocity at the 
inflow boundary over multiple frequencies, ranging 
from 1 0 to 60. The amplitude of the individual 
components was 0.02 times the upperstream 
velocity. In figure 11 the Fourier spectrum of the 
pressure field at several x- locations are plotted. A 
gradual migration of energy levels from the higher 
frequency to the lower frequencies is evident, as in 
the case of the subsonic convective Mach number 
case. Figure 12 shows how the two high frequency 
components decay following a brief initial growth as 
eddies are convected downstream. The low 
frequency components at frequencies 10 , 20 and 
30 initially grow rapidly, but reach asymptotic 
values. 
The response of the shear layer to multiple 
frequencies is strikingly similar to that in the earlier 
study for subsonic convective Mach numbers, 
shown in figures 3 and 4. 
CONCLUDING REMARKS 
The stability and growth characteristics of 
supersonic free shear layers were studied by 
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exciting the shear layer at the upstream boundary 
with small amplitude normal velocity disturbances. 
The following observations were made: 
a) In the case of shear. layers at subsonic 
and supersonic convective Mach · numbers, the 
imposition- of acoustic disturbances over a large 
range of frequencies lead to the transfer of this 
energy from the high frequencies to the low 
frequencies, as the flow progressed from the 
upstream boundary to the downstream boundary. 
The energy content at the lowermost frequencies 
rapidly reached asymptotic values following which 
eddies in the shear layer were convected 
downstream with no further alteration in their 
structure. 
b) In the case of shear layers at a 
supersonic convective Mach number, situations 
were found where the convective Mach number 
relative to the faster stream is low. This leads to a 
situation where shocklets arose only on the- lower 
side of the shear layer. Conditions were also found 
where the convective Mach number relative to both 
the streams is high, leading to shocklets on either 
side. These calculations demonstrate the same 
features experimentally observed by Papamoschou 
[Ref. 3] and discussed based on total pressure 
arguments by Dimotakis [Ref 4]. 
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Figure 2. Vorticity Contours for a shear layer excited at 
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Figure 3. Fourier spectrum of pressure field at selected 
x-locations within the shear layer; Mc=0.2, 
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Figure 4. Variation of Fourier spectrum as a function of 
streamwise location; Mc=0.2, M1=4.0, M2=2.3, 
a1/a2=2.3, o=1/15. 
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Figure 5. Vorticity contours at selected time levels for a 
shear layer excited at a single frequency; 





Figure 6. Typical pressure contours for conditions of 
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Figure 7. Typical vorticity contours for Mc=1.2, M1=5.0, 
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Figure 8. Typical pressure contours for Mc=1.2, M1=5.0, 




Figure 9. Typical vorticity contours for Mc=1.2, M1 =6.0. 
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Figure 10. Typical pressure contours for Mc=1.2, 
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Figure 11. Fourier spectrum of pressure field at 
selected x-locations within the shear layer; 
Mc=1.2, M1=6.0, M2=3.6, a1/a2=1.0, 8=1/15. 
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Figure 12. Variation of Fourier spectrum as a function of 
streamwise location; Mc=1.2, M1=6.0, 
M2=3.6, a1/a2=1.0, 8=1/15. 
11 
NUMERICAL SIMULATION OF SUPERSONIC FREE SHEAR LAYERS 
ONR Contract No. N00014-89-J-1319 
Semi-Annual Progress Report for the Period 
June 1 , 1989 - November 30, 1989 
Submitted to the 
Office of Naval Research 
Attn: Dr. S. G. Lekoudis 
Technical Monitor 
Prepared By 




School of Aerospace Engineering 
Georgia Institute of Technology 
Atlanta, GA 30332 
December 1989 
INTRODUCTION 
In a pioneering experimental work, Papamoschou and Roshko studied the 
growth characteristics of 3-D supersonic free shear layers [Ref. 1]. One of the 
conclusions of their study was that 3-D supersonic shear layers asymptotically 
approach a growth rate equal to 30% of that of subsonic shear layers. In an 
attempt to explain this phenomena, a series of analytical [Ref. 2,3], experimental 
[Ref. 4] and computational studies [Ref. 5,6] have recently been carried out. 
Many of these studies focused on 2-D supersonic shear layers. In these studies, 
and in particular, studies based on stability analysis of 2-D supersonic shear 
layers, it was found that the shear layer growth rate approaches zero (and not the 
30% observed in Ref. 1) as the convective Mach number of the shear layer 
increased from subsonic and supersonic. 
Several theories have been proposed to explain the discrepancies between 
2-D analyses and 3-D observations. Some of the theories are: 
a) Effects of 3-D disturbances and 3-D Vertical structures on Shear Layer Growth: 
3-D stability analyses such as those in Ref. 7 suggest that the 3-D shear layer 
growth may be caused by growth of 3-D unstable modes of the shear layer. 
These 3-D modes contribute to the shear layer growth even as the convective 
Mach number increases, whereas 2-D modes become less effective. 
b) Effects of Walls on the Shear Layer Growth: Tam et al. [Ref. 3] and others have 
studied 2-D and 3-D confined shear layers within rectangular channels. They 
found that the coupling between the shear layer and the acoustic modes of the 
channel give rise to new modes of instability, which may contribute to the growth 
rate of 3-D shear layers. 
The objective of this research is to study the stability and growth 
characteristics of 3-D free shear layers through a numerical solution of the 3-D 
unsteady, compressible Navier-Stokes equations. A general solution procedure 
has been constructed that may be used to study the temporal and spatial growth 
of 2-D and 3-D waves, to study the effects of random initial disturbances on the 
shear layer growth and to study the effects of wall on the shear layer growth. This 
procedure thus complements the well developed techniques of linear stability 
analysis, and allows one to study additional non-linear phenomena such as 
saturation of modes, vortex pairing phenomena etc. 
The solution procedure is a straight forward extension of the 2-D 
compressible Navier-Stokes solver documented in Ref. 6 to 3-D compressible 
Navier-Stokes equations. The solution procedure is second order accurate in 
time, and fourth order accurate in space. The computer code has been vectorized 
to perform efficiently on the Cray YMP and Cray 2 class of machines, and should 
lend itself to efficient implementation on massively parallel machine architectures. 
WORK PERFORMED THROUGH THE REPORTING PERIOD 
As a first application of the 3-D shear layer analysis, the temporal growth of 
a shear layer confined between walls was studied. The velocity, density and 
temperature profiles for the mean flow was chosen to be 
u(y) = U tanh(y) 
v(y) = 0.0 
w(y) = 0.0 
P (y) = PREF 
T(y) = TREF 
Note that this initial condition corresponds to a shear layer formed at the 
juncture of two parallel streams of speed U, moving in opposite directions. By 
changing the velocity U and reference temperature TREF, the Mach numbers on 
either side of the shear layer, and hence the .. convective .. Mach number may be 
changed. Also note that the reference length used here is the vorticity thickness of 
the shear layer and equals unity. A uniformly spaced Cartesian grid of size 121 x 
31 x 31 was used. 
The boundary conditions are as follows. At the upstream and downstream 
boundaries, the flow was assumed to be periodic. The length of the domain in the 
x- direction was chosen to be equal to the wave length of the most amplified 
temporal wave as reported by Michalke, equal to 15.5. The lateral boundaries 
were 3 unit lengths apart, and periodic boundary conditions were applied at these 
boundaries as well. At the top and bottom boundaries, located + 3 and -3 units 
away, slip boundary conditions were applied. That is, the normal component of 
velocity at these boundaries was zero, while the derivatives of the tangential 
components of velocity, the density and pressure were all set to zero. 
A random initial disturbance field was next superposed on the mean flow 
field defined earlier. This random disturbance field was generated using a random 
number generator, and its magnitude at any point in the flow field was restricted 
to be less than 3% of the speed of sound. These disturbances were imposed on 
the interior nodes as well as the boundary nodes, but were confined to regions of 
significant vorticity in the shear layer, by multiplying the computed random 
disturbance by the function [1-(y /Y)2] where Y is the y- location where u(y) 
equals 0.25U. 
Calculations are first carried out for 1000 to 2000 time steps in an inviscid 
mode in an attempt to let these disturbances grow to sizeable values before 
turning on the viscous terms. Then calculations are carried out for an additional 
10,000 iterations in the viscous mode. The computed flow field is analyzed at 
selected time level to monitor the streamwise and spanwise vorticity fields, and to 
compute the average turbulent kinetic energy within the flow field. To date, 
calculations have been carried out for 3 convective Mach numbers, 0.2, 0.4 and 
0.6. 
Figure 1 shows the time evolution of the streamwise (x- component) and 
spanwise (y-component) of the vorticity field for M = 0.2 case. It is seen that the 
vorticity field at initial time levels is totally random. At later time levels, organized 
vorticity fields begin to evolve, both for the x- and the y- component. These 
vorticity fields continue to change from time step to time step, and do not reach a 
limit cycle value. Figures 2 and 3 show the vorticity fields at later time levels for 
convective Mach numbers 0.4 and 0.6. Again, organized vertical structures are 
evident. 
There is a need to analyze these vorticity fields further to see if they contain 
dominant 2-D and 3-D modes. It will also be useful to determine if these modes 
compare well with linear stability analysis, particularly during the early periods of 
growth. 
The average turbulent kinetic energy (equal to the local turbulent kinetic 
energy at all nodes summed up and averaged) continues to grow with time. 
Figure 4 shows the normalized average turbulent kinetic energy (normalized by U) 
as a function of non-dimensional time (Normalized by U and vorticity thickness). It 
is observed that the shear layer turbulent kinetic energy growth with time slows 
down as the qonvective Mach number goes from 0.2 to 0.6. This is in agreement 
with stability analyses for confined and free shear layers. 
WORK TO BE PERFORMED DURING THE NEXT REPORTING PERIOD 
During the next reporting period, the following calculations will be carried 
out: 
a) As stated earlier, the computed velocity and vorticity fields will be 
compared with 3-D stability analyses to see if these two techniques predict the 
same behavior for the disturbance growth in time, at least during the early periods 
of time. 
b) The computed flow fields will be analyzed, and additional calculations 
will be carried out to determine if 3-D (spanwise, and oblique) modes become 
more important as the convective increases. 
c) In cooperation with Dr. C. Tam of Florida State University, calculations 
are planned for a spatially growing supersonic shear layer in a rectangular 
channel. At the upstream boundary, 2-D and 3-D modes will be imposed on the 
mean flow. Their linear growth at early time levels, and any non-linear interactions 
between the modes and with the acoustic modes of the solid wall will be analyzed. 
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INTRODUCTION 
The objective of the current research is to study the mixing and stability 
characteristics of three dimensional supersonic free shear flows through a direct 
numerical solution of 3-D compressible flow equations. Supersonic shear flows are 
of interest to SCRAMJET engine designers. The successful operation of these 
engines requires rapid and efficient (i.e. minimum total pressure loss) mixing of 
supersonic airstreams and subsonic/sonic fuel streams. 
The present research effort spans a four year period (February 1987-
November 1990), and this progress report covers the period December 1, 1990 -
May 31, 1990. It may be recalled that the following accomplishments were reported 
during the previous research periods: 
i) During the period February 1987-November 1988 work focused on the 
stability and growth characteristics of 2-D supersonic shear layers. After 
experiments with 2-D implicit time marching algorithms of second order spatial 
accuracy and first order time accuracy, an explicit time marching scheme patterned 
after the work of Turkel and Bayliss at NASA Langley was developed. This method 
is fourth order accurate in space and second order accurate in time, and was used to 
study effects of convective Mach number on 2-D shear layer growth, and the 
response of 2-D shear layer to single and multi-frequency acoustic disturbances [1]. 
ii) During the period December 1988 - November 1989, ·the 2-D numerical 
algorithm was extended to the study of 3-D supersonic shear layers. The 2-D and 3-
D computer codes were distributed to interested researchers (Dr. S. Ragab of VPI 
[Ref. 2] and Dr. Chris Tam of Florida State University). The 3-D code was used to 
study the response of a 3-D spatially periodic, temporally growing shear layer to 
random initial disturbances. The convective Mach number was parametrically 
varied. It was observed that the 3-D shear layer has characteristics very similar to 
the 2-D shear flows, in that the temporal growth of kinetic energy associated with 
the disturbances decreased as the convective Mach number was increased. No 
explicit turbulence model wa5 used in this study. 
During the current reporting period (December 1, 1989- May 31, 1990), the 
above calculations have been repeated, but using initial disturbances based on linear 
stability theory, rather than random initial disturbances. The objective has been to 
investigate if suitable combinations of streamwise and spanwise disturbances will 
lead to temporal (or spatial growth) of shear layers that reaches an asymptotically 
constant value as the convective Mach number is increased. It may be recalled that 
Papamoschou and Roshko reported an asymptotic spatial growth rate of shear 
layers that is 0.3 times that of an incompressible shear layer as the convective Mach 
number is increased. Thus our investigation during this phase of the study has been 
to determine if 3-D instability waves are responsible for this growth rate. 2-D Linear 
stability analyses by other researchers as well as 2-D numerical simulations by the 
present researchers have shown that the spatial growth rate goes to zero as the 
convective Mach number increases beyond 1.5 or so. 
THE WORK PERFORMED THROUGH THE REPORTING PERIOD 
We have studied the temporal evolution of shear layers disturbed with 3-
dimensional waves at two different convective Mach numbers. The mode shapes of 
the most amplified waves for a given Mach number and mean velocity profile have 
been obtained with a linear stability analysis code [Ref. 3]. We have employed the 
following hyperbolic tangent mean velocity profile throughout this study: 
where U1 and U2 are the velocities at the upper and lower bounds of the shear 
layers, respectively. The disturbance waves are given by the linear stability analysis 
for the velocity components, density and temperature in the following form: 
d(x,y,z,t) = A D(z) exp{ i(a x + f3 y -w t)} 
where D( z) is the eigenfunction, a and f3 are the wave numbers lm(w) is the 
exponential growth rate. A is the magnitude of the disturbances superimposed onto 
the main flow. The eigenfunctions are normalized with respect to the maximum 
streamwise velocity disturbance. 
The flowfield is initialized with the disturbance waves superimposed onto the 
mean velocity profile at time t = 0. Since we are interested in the temporally 
evolving shear layers, periodic boundary conditions are applied in the stream and 
spanwise directions while the slip-wall condition is imposed in the cross-stream 
direction. 
The computational domain is a rectangular channel which extends over one 
wavelength of the longest disturbance wave in stream and spanwise directions, that 
is Xmax = 'br /a and Ymax = 'br /fJ. (x andy are the stream and spanwise directions, 
respectively.) In the cross-stream direction it extends from -7.5 to 7.5. The 
computational domain was discretized with a 66 x 34 x 121 uniformly spaced grid 
along the streamwise, spanwise and normal (wall to wall) directions, respectively. 
The computations were carried out on the CRAY-XMP at the Naval Research 
Laboratory while the post processing of the results was done locally. Computations 
for a typical case took approximately 45 minutes of CPU time. 
In the first case, case A, U1 and U2 are set to 0.7 and -0.7 respectively, which 
sets the convective Mach number to 0.7. Two waves, one being a neutral, 2-
dimensional one with a. = 0.6 , fJ = 0., Im(w) = 0.0157 and the second one being 3-
dimensional, the most amplified wave which is incidentally the subharmonic of the 
first one with a. = 0.3, fJ = 03, Im(w) = 0.084 were superimposed onto the mean 
flow. 
The amplitude of the primary wave is set to be 5% of the mean flow velocity, 
whereas that of the subharmonic one is set to 1.5 %. The development of the flow in 
time is shown in Figures 1-2 in terms of vorticity contours along the stream and 
spanwise directions. It should be noted that the growing strength of streamwise 
vorticity indicates the growth of the subharmonic wave while strength of the 
spanwise vorticity field stays approximately at the same level. Figure 3 shows the 
modal kinetic energy content of the flow field, which is defined as 
* * * Emn(t) = [uu + vv + ww ] dz 
where u,v and ware the Fourier transforms of the velocity field (u,v,w) on the x-y 
* plane and the symbol' 'denotes the complex conjugate, and the integration is from 
the lower wall to the upper wall. It is observed in Fig. 3 that the kinetic energy of the 
modes (2,1) and (1,1) grows in time substantially while the neutral mode (2,0) stays 
almost constant. 
Figure 4 compares the computed growth of the subharmonic mode, mode 
(2, 1 ), to the one predicted by the linear stability theory, namely w. The computed 
growth rate initially agrees well with the linear theory but rapidly departs from 
linear theory at later time levels. 
In the second case, Case B, we studied the instabilities in supersonic shear 
layers, where U 1 = 1.2 and U2 = -1.2. A single 3-dimensional wave with a = 0.14, f3 
= 0.07 and Im(w) = 0.018 is superimposed onto shear layers. The magnitude of 
these disturbances is set to 0.15 ul. The development of the computed flowfield is 
shown in Figs. 5-6 in terms of stream and spanwise vorticity contours. The change in 
the pressure field at the mid-shear plane is also given in Fig. 7. In these figures it is 
observed that the initial 3-dimensional disturbance field tends to orient itself in the 
streamwise direction. This behavior is also supported by the change in the modal 
energy content of the flowfield given in Fig. 8. The initial growth in the (1,1) energy 
mode which corresponds to the mode of the introduced disturbance, is followed by 
its decrease while the two-dimensional modes (1,0) and (2,0) get energized. 
Figure 9 shows the growth of the ( 1,1) modal energy for the convective Mach 
number 1.2 case. For comparsion, the growth of modal energy for the lower 
convective Mach number case (M = 0. 7) is plotted on the same graph. It is clear that 
as the convective Mach number increases, the growth of the energy contained in the 
perturbations decreases. 
CONCLUDING REMARKS 
To date, the limited number of calculations we have done for 3-D supersonic 
shear layers as well as linear stability analyses by other researchers indicates that the 
growth rate (temporal or spatial) of supersonic shear layers decreases to zero as the 
convective Mach number increases beyond 1.5 or so. This is in contrast to 
Papamoschou and Roshko's observations. Two possible reasons have been sited for 
the discrepancy between linear stability analyses or laminar simulations and 
experiments. Some researchers (e.g. Chris Tam of Florida Stat U.) feel that the 
transverse modes associated with the reflection of acoustic waves off the top and 
bottom wind tunnel walls may play a role in the sustained growth of shear layer in 
Papamoschou's experiments. There is also some indication that turbulence plays a 
role in promoting mixing and sustaining the shear layer growth [Ref. 4]. During the 
remaining portion of the project, the present investigators plan to study the growth 
of 2-D and 3-D supersonic shear layers using a Reynolds stress turbulence model 
described in Ref. 4 and successfully used to simulate Papamoschou's experiments. 
This model has already been coded by Mr. Ray Hixon, a graduate student, and 
incorporated into our 2-D shear flow code. The goal of this investigation is to 
determine if and how compressibility influences the Reynolds stress production and 
turbulence dissipation rate in 2-D and 3-D supersonic shear flows. 
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Figure 8. Modal energy content of the flow field- Re == 600, M == 1.2 
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Dr. Michael M. Reischman 
Director, Mechanics Research 
September 27, 1990 
Office of the Chief of Naval Research 
~rlington, VA 22217-5000 
School of Aerospace Engineering 
Georgia Institute of Technology 
Atlanta, Georgia 30332-0150 
404·894·3000 
Fax: 404·894·2760 
Subject: End-of-Fiscal Year Letter for ONR Contract Number N00014-89-J-1319 
Dear Dr. Reischman: 
This letter summarizes the progress made in the ONR project "Numerical 
Simulation of Supersonic Free Shear Layers" during the fiscal year October 1, 
1989 - September 30, 1990. This work was funded by the Office of Naval 
Research under contract number N00014-89-J-1319. ( ~ ~ ~ 
u"-", 
-_Description of the Scientific Research Goals: 
The objective of this research is to study the stability and growth 
characteristics of 3-D supersonic shear layers through a direct numerical solution 
of the 3-D unsteady, compressible Navier-Stokes equations. The research 
focuses on the effects of the velocity, temperature and pressure values on either 
side of the shear layer on its growth characteristics. The effects of random initial 
disturbances in the shear layer, as well as forced disturbances at an upstream 
location, on the growth of the shear layer have been studied. 
Significant results in the past year: 
1. Development of a 3-D unsteady, compressible Navier -Stokes solver for 
analyzing the growth of supersonic shear layers was completed. This solver, and 
its two-dimensional counterpart were distributed to scientists at Virginia 
Polytechnic Institute (Prof. Saad Ragab) and Florida State University (Prof. Chris 
Tam). These researchers have found the computer code to be a highly accurate 
tool for modeling compressible flows, and for studying compressible turbulent 
flows through direct or large eddy simulations. 
An Equal Education and Employment Opportunity Institution A Unit of the University System of Georgia 
2. The effect of random initial disturbances on the temporal growth of kinetic 
energy in 3·0 supersonic shear layers was investigated. Spatially periodic 
boundary conditions were assumed at the upstream·downstream and on the 
lateral boundaries of the computational domain. The convective Mach number 
was parametrically varied, from 0.2 to 1.2. As in our previous studies dealing with 
2·0 supersonic shear layers, it was found that the temporal growth of turbulent 
kinetic energy decreases with increase in convective Mach number (Figure 1 ). 
3. The effect of acoustic disturbances (based on linear stability theory) on the 
temporal growth of turbulent kinetic energy in 3·0 supersonic shear layers was 
investigated. The convective Mach numbers were parametrically varied between 
0.2 and 1.2. During the initial period, the temporal growth of the disturbances is in 
good agreement with the linear stability theory. Figure 2 shows the growth of the _ 
energy associated with the most dominant mode with time for the 0.2 convective 
Mach number case. As in the case of random initial disturbances, the 
disturbances were assumed to be spatially periodic. The growth of turbulent 
· kinetic energy wa~ again found to decrease with increase in the convective ~~ach 
number (Figure 3). 
4. Based on the work of Dr. Sarkar at the NASA Langley Research Center, a 
Reynolds stress based turbulent model was implemented in the 2·D supersonic 
shear layer code. As expected, turbulent shear layers were observed to grow 
significantly faster than laminar supersonic shear layers. Their spatial growth rate 
was found in our preliminary studies (and in Sarkars work) to be significantly less 
sensitive to increase in convective Mach numbers than laminar shear layers. 
A_ detailed description of these calculations will be presented in an AIAA 
paper at the forthcoming AIAA Aeroacoustics Conference in October 1990, and at 
the ONR contractors meeting on supersonic combustion, to be held in October 
1990. 
Plans for Next Years Research: This present effort on supersonic shear layers 
ends in December 1990. The work done to date will be documented as an AIAA 
paper at the next Aeroacoustics Meeting. We also plan to complete the 2-D 
calculations on the effects of turbulence on shear layer growth. 
Please contact me at your convenience at 404-894-3014 if you need 
additional information on the information presented above. 
With best wishes, 
Sincerely, 
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Figure 1. Growth of average turbulent energy in time - random initial distur-
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INTRODUCTION 
The long term objective of the present effort is the development of solution 
techniques for direct numerical simulation of unsteady 3-D incompressible turbulent 
flows. The kinetic aspects of this problem are governed by a set of parabolic partial 
differential equations, which may be efficiently integrated by a variety of time 
marching schemes. The kinematic aspects of this flow such as the relationship 
between velocity and vorticity, and the relationship between velocity and pressure 
are governed by elliptic partial differential equations, which can be solved at any 
instance in time, only by iterative techniques. Direct and/or large eddy simulation of 
turbulent flows over submarine configurations, turbomachinery, pumps, ducts and 
other configurations of interest to the U. S. Navy require efficient solution methods 
for solving the governing equations. 
The near term objective of the present rP.search is to investigate and develop 
efficient time marching schemes for integrating the governing equations, and to 
evaluate the stability and accuracy of the schemes developed by studying a class of 
2-D and 3-D unsteady external flows for which good quality experimental and 
analytical results are available. The schemes developed as part of the present work 
should meet the following criteria: 
a) They should perform efficiently on the current and future generation 
vector computers, as well as machines that employ scalable, massively parallel 
processor architecture. 
b) The algorithms should allow fourth or sixth order accuracy in space, 
even on curvilinear, highly stretched grids. High spatial and temporal accuracy will 
be important for future direct and large eddy simulation of turbulent flow past 
general geometries. 
c) The algorithms should be cast in a moving, body-fitted, curvilinear 
coordinate system, allowing a variety of 2-D and 3-D, stationary and moving (e.g. 
rotating propeller blades) to be studied. 
PROGRESS MADE DURING 1HE REPORTING PERIOD 
Our research effort began on December 1, 1990. During the past six months 
(December 1, 1990- May 31, 1991), the following work was completed. 
Two-dimensional steady external flow problems were chosen for 
developn1ent and evaluation of solution algorithms during this phase of the study. 
Steady viscous flow past a NACA 0012 airfoil was chosen for detailed study, because 
of a wealth of experimental data collected by McAlister, Carr and McCroskey [Ref. 
1] and incompressible numerical solutions by U. B. Mehta of NASA Ames Research 
Center, available for this geometry [Ref. 2]. 
A body-fitted C-grid system was developed for this geometry, using grid 
generators previously developed by the principle investigator. Figure 1 shows a 
typical, body-fitted grid. During the reporting period, we studied iterative time 
marching techniques for integrating the 2-D unsteady Navier-Stokes equations on 
this grid. 
The governing equations and the solution algorithms tested are cast in a 
moving curvilinear system. For the sake of convenience, the details of the scheme 
tested are described in a Cartesian coordinate system. 
The goal of the iterative time-marching algorithm tested is to advance the 
flow properties (p,u,v) from a known time step 'n' to the next time step 'n + 1'. Let 'k' 
be an iteration counter. Then a quantity such as un + l,k denotes the variable u at the 
time level 'n + 1' and iteration level 'k'. A good starting guess for the flow variables at 
time level 'n + 1' at the start of the iteration process is the values of these variables at 
the previous time level. That is, 
un+l,O = un 
Vt+l,O = vn 
pn+l,O = pn 
We also define 'delta quantities' ~u ,~v and~p such that 
~u = un+1,k_un+1,k-1 
~ v = vn + 1,k _ vn + 1,k-1 
~p = pn+1,k _ pn+1,k-1 
Thus, the goal of the iterative process at each time step is to drive these delta 
quantities~ u , ~ v and~ p to zero. 
An coupled system of equations for these delta variables may now be written. 
For example, consider the u- momentum equation (with density assumed to be 
unity): 
Ut + (u2)x + (uv)y + apjax = 1.1 (Uxx + Uyy) 
For the sake of illustration, let us assume that a second order accuracy in 
time is acceptable. Then, the time derivative a uja t will be approximated as 
The other terms in the above equation will be evaluated at the 'n + 1/2' time 
level: 
un+1/2,k-1 = (un+1,k-1 + un)/2 
The spatial discretizations may be carried out using either a second order 
accurate central/upwind difference form or a higher order form. During the reporting 
period, we have investigated only second order accurate central difference schemes. 
If the quantities such as u2 , uv and p appearing in the above discretization 
are linearized about known information un and un + 1,k-1, then a difference equation 
linking ~ u , ~ v and ~ p results. Such an equation is given for the u- momentum 
equation below: 
tJ. uj tJ. t + [o x(2u n + 1/2,k-ltJ. u) + 0 y( un + 1/2,k-ltJ. v + vn + 1/2,k-ltJ. u)] + 0 x(tJ. p)] /2 
Here ox , o y , o xx etc. stand for suitable, high order upwind or central 
approximations to the spatial derivatives. 
Note that the right side of the above equation is simply the Crank-Nicholson 
approximation to the u- momentum equation. If the right side is driven to zero, then 
the unsteady u- momentum equation will be fully satisfied at the current time level 
n+l. 
A similar equation may be written for the v- momentum equation, linking the 
quantities tJ. u , tJ. v and tJ. p. In the case of continuity equation, one can draw upon the 
Marker and Cell approach, to link the iterative changes in pressure to changes in 
velocity, and write 
Here f3 is a free parameter, that may even vary from node to node. 
It should be noted that the addition of f3 tJ. p to the left side of the above 
equation is not equivalent to a pseudo-compressibility approach. As long as tJ. p is 
driven to zero, the discretized form of the continuity equation is exactly satisfied at 
each time step. 
Applying the above discretizations in time and space at all the nodes in the 
flow field, a system of simultaneous equations results for the quantity tJ.q equal to 
(tJ. u , tJ. v, tJ. p ). This system may be formally written as: 
[A] {tJ.q} = {R} (1) 
Here, the right hand side is the governing equation, with the temporal and 
spatial derivative approximated as discussed above. The right side also contains the 
time derivatives that appear in the governing equation. In traditional iterative 
schemes such as the pseudocompressibility scheme, the right side contains only the 
spatial derivatives. Thus, in these schemes, only the steady state solution is 
guaranteed. In the present approach, the time accurate solution at each time step is 
guaranteed, if the right side can be driven to zero. 
The matrix A is a sparse, nine-diagonal matrix whose elements are 3x3 
matrices, if standard central difference formulas are used to approximate the spatial 
derivatives. Direct inversion of this matrix requires a huge number of arithmetic 
operations, despite its sparsity. A common strategy in iterative solutions of elliptic 
equations is to approximate the matrix A by another, easily inverted matrix B. The 
closer the matrix A is to B, the faster the iterative convergence of the solution at any 
time step. 
During the reporting period, we tested a B matrix that contains only the 
diagonal contributions of matrix A. Since the inversion of a diagonal matrix is trivial, 
the equation system is easily inverted. The solution procedure also exhibits volume 
parallelism. That is, the flow properties at each and every node in the flow field may 
be updated in parallel. The algorithm performs efficiently on Cray Y /MP class of 
machines, but should work equally well on parallel architectures. The price for this 
simplicity is the large number of iterations needed at each time step (typically 20 to 
25, for Reynolds numbers of the order of 1,000,000). 
The iterative algorithm described above was tested by computing steady 
laminar viscous flow past a NACA 0012 airfoil at zero angle of attack, at a Reynolds 
number of 5,000. This case has been previously studied by Mehta [Ref. 2] using a 
velocity-vorticity formulation. Figure 2 shows how the largest change in the u-
component of velocity between adjacent time steps varies with non-dimensional 
time (normalized by airfoil chord/freestream velocity). Figure 3 shows the surface 
pressure distributions after 1.3 chord lengths of travel by the airfoil. Good 
agreement between our results and Mehta's solutions exists. 
To test if the iterative procedure developed is capable of computing unsteady 
incompressible viscous flows as well, we computed the loads over a NACA 0012 
airfoil as it sinusoidally pitches up and down between 5 degrees and 25 degrees 
angle of attack. During the end of the upstroke, the airfoil stalls, and recovery of the 
flow during the downstroke follows a trajectory that is different from the upstroke 
(lift hysteresis). Figure 4 shows the computed loads during a portion of the pitch-up 
motion. We are presently completing the calculations for the entire cycle, and will 
be comparing the computed results with experimental data given in Ref. 1. 
ANTICIPATED RESULTS FOR THE NEXT REPORTING PERIOD 
By the conclusion of the next reporting period (November 30, 1991), we plan 
to have the following cases completed: 
a) The dynamic stall case shown in figure 4 will be completed, using the 
present second order spatial accuracy version, as well as a fourth order spatial 
accuracy version of the algorithm. We hope to assess the robustness of the 
algorithm, and the solution efficiency (i.e. CPU time needed per node per time 
step), and compare the efficiency with other iterative and non-iterative methods 
(e.g. work by Dr. Kwak at NASA Ames Research center). 
b) The equation set ( 1) may be inverted using classical conjugate 
gradient schemes. We plan to investigate a class of conjugate gradient methods, 
known as the Generalized Minimum Residual method (GMRES) for the efficient 
inversion of the solution scheme. 
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INTRODUCTION 
In many fluid dynamics problems of interest to U. S. Navy, the flows are 
three-dimensional, unsteady and turbulent. Flow past submarine configurations, 
flow through marine propellers and turbomachinery are examples of such flows. 
Numerical procedures for accurate and efficient computations of such flows are 
presently not possible due to the mixed elliptic-parabolic nature of the governing 
equations. Indeed, methods for 3-D incompressible flows lag behind 3-D 
compressible flows by several years. Until accurate and efficient methods for 3-D 
incompressible, unsteady flows become available, it will not be possible to attempt 
challenging problems such as first principles based direct simulations of turbulent 
flow over marine vehicles. 
During the past year, under the support of the Office of Naval Research, a 
research program dealing with numerical solution of 3-D incompressible viscous 
flows has been underway at Georgia Tech. This report documents progress made 
under the above project during the period June 1- November 30, 1991. 
OBJECTIVES OF THE PRESENT EFFORT 
The long term objective of the present effort is the development of solution 
techniques for direct numerical simulation of unsteady 3-D incompressible turbulent 
flows. The kinetic aspects of this problem are governed by a set of parabolic partial 
differential equations, which may be efficiently integrated by a variety of time 
marching schemes. The kinematic aspects of this flow such as the relationship 
between velocity and vorticity, and the relationship between velocity and pressure 
are governed by elliptic partial differential equations, which can be solved at any 
instance in time, only by iterative techniques. Direct and/or large eddy simulation of 
turbulent flows over submarine configurations, turbomachinery, pumps, ducts and 
other configurations of interest to the U.S. Navy require efficient solution metheds 
for solving the governing equations. 
The near term objective of the present research is to investigate and develop 
efficient time marching schen1es for integrating the governing equations, and to 
evaluate the stability and accuracy of the schemes developed by studying a class of 
2-D and 3-D unsteady external flows for which good quality experimental and 
analytical results are available. The schemes developed as part of the present work 
should n1eet the following criteria: 
a) They should perform efficiently on the current and future generation 
vector computers, as well as machines that employ scalable, massively parallel 
processor architecture. 
b) The algorithms should allow fourth or sixth order accuracy in space, 
even on curvilinear, highly stretched grids. High spatial and temporal accuracy will 
be important for future direct and large eddy simulation of turbulent flow past 
general geometries. 
c) The algorithms should be cast in a moving, body-fitted, curvilinear 
coordinate system, allowing a variety of 2-D and 3-D, stationary and moving (e.g. 
rotating propeller blades) to be studied. 
OVERVIEW OF THE SOLUTION PROCEDURE 
The governing equations and the solution algorithms tested are cast in a 
moving curvilinear system. For the sake of convenience, the details of the scheme 
tested are described for 2-D flows in a Cartesian coordinate system. 
The goal of the iterative time-marching algorithm tested is to advance the 
flow properties (p,u,v) from a known time step 'n' to the next time step 'n + 1'. Let 'k' 
be an iteration counter. Then a quantity such as u0 + l,k denotes the variable u at the 
time level'n + 1' and iteration level 'k'. A good starting guess for the flow variables at 
time level 'n + 1' at the start of the iteration process is the values of these variables at 
the previous time level. That is, 
un+l,O = un 
vn+l,O = vn 
pn+l,O = pn 
We also define 'delta quantities' flu , fl v and fl p such that 
~u = un+1,k _ un+1,k-1 
~v = vn+1,k _ yn+1,k-1 
~p = pn+1,k _ pn+1,k-1 
Thus, the goal of the iterative process at each time step is to drive these delta 
quantities~ u , ~ v and~ p to zero. 
An coupled system of equations for these delta variables may now be written. 
For example, consider tJ::te u- momentum equation (with density assumed to be 
unity): 
For the sake of illustration, let us assume that a second order accuracy in 
time is acceptable. Then, the time derivative a uja twill be approximated as 
The other terms in the above equation will be evaluated at the 'n + 1/2' time 
level: 
un+1/2,k-1 = (un+1,k-1 + un)/2 
The spatial discretizations may be carried out using either a second order 
accurate central/upwind difference form or a higher order form. 
If the quantities such as u2 , uv and p appearing in the above discretization 
are linearized about known information un and un+ 1,k-1, then a difference equation 
linking ~u , ~v and ~p results. Such an equation is given for the u- momentum 
equation below: 
~ uj~ t + [o x(zun+ 1/2,k-1~ u) +o y(un+ 1/2,k-1~ v+vn+ 1/2,k-1~ u)] +ox(~ p )] /2 
-v (o xxu +o yyu) }n + 1/2,k-1] 
Here 5 x , 5 y , 5 xx etc. stand for suitable, high order upwind or central 
approximations to the spatial derivatives. 
Note that the right side of the above equation is simply the Crank-Nicholson 
approximation to the u- momentum equation. If the right side is driven to zero, then 
the unsteady u- momentum equation will be fully satisfied at the current time level 
n+ 1. 
A similar equation may be written for the v- momentum equation, linking the 
quantities ~ u , ~ v and~ p. In the case of continuity equation, one can draw upon the 
Marker and Cell approach, to link the iterative changes in pressure to changes in 
velocity, and write 
Here ,B is a free parameter, that may even vary from node to node. It should 
be noted that the addition of ,B ~ p to the left side of the above equation is not 
equivalent to a pseudo-compressibility approach. As long as~ p is driven to zero, the 
discretized form of the continuity equation is exactly satisfied at each time step. 
Applying the above discretizations in time and space at all the nodes in the 
flow field, a system of simultaneous equations results for the quantity ~q equal to 
(~ u , ~ v, ~ p ). This system may be formally written as: 
[A] {~q} = {R} (1) 
Here, the right hand side is the governing equation, with the temporal and 
spatial derivative approximated as discussed above. The right side also contains the 
time derivatives that appear in the governing equation. In traditional iterative 
schen1es such as the pseudocompressibility scheme, the right side contains only the 
spatial derivatives. Thus, in these schemes, only the steady state solution is 
guaranteed. In the present approach, the time accurate solution at each time step is 
guaranteed, if the right side can be driven to zero. 
The matrix A is a sparse, banded matrix whose elements are 3x3 ( 4x4 in 3-D) 
matrices, if standard central difference formulas are used to approximate the spatial 
derivatives. Direct inversion of this matrix requires a huge number of arithmetic 
operations, despite its sparsity. A common strategy in iterative solutions of elliptic 
equations is to approximate the matrix A by another, easily inverted matrix B. The 
closer the matrix A is to B, the faster the iterative convergence of the solution at any 
.time step. 
During the reporting period, we tested a B matrix that contains only the 
diagonal contributions of matrix A Since the inversion of a diagonal matrix is trivial, 
the equation system is easily inverted. The solution procedure also exhibits volume 
parallelism. That is, the flow properties at each and every node in the flow field may 
be updated in parallel. The algorithm performs efficiently on Cray Y /MP class of 
machines, but should work equally well on parallel architectures. The price for this 
simplicity is the large number of iterations needed at each time step (typically 20 to 
25, for Reynolds numbers of the order of 1,000,000). 
SUMMARY OF SIGNIFICANT RESULTS TO DATE 
The algorithm described above has been implemented both in a two-dimensional 
Navier-Stokes solver and in a 3-D Navier-Stokes solver. 
Two-Dimensional Results: The iterative algorithm described above was tested by 
computing unsteady laminar viscous flow past a sinusoidally pitching NACA 0012 
airfoil, at a Reynolds number of 5,000. This case has been previously studied by 
Mehta at NASA Ames Research Center using a velocity-vorticity formulation. 
Figure 1 shows the body-fitted grid around the airfoil used in this study. Figure 2 
shows the variations in lift, drag and pitching moment as a function of angle of 
attack as the airfoil pitches up to 20 degrees and returns to zero degree. A massive, 
highly unsteady, separated flow over the airfoil occurs during this maneuver. Thus, 
this case provides a good test of the present algorithm's ability to maintain time 
accuracy. Figure 3 shows the streamlines, velocity vectors over the airfoil, vorticity 
contours and surface pressure distribution at several instances in time. For the sake 
of comparison, the surface pressure distributions of Mehta, computed using a 
vorticity-stream function formulation is shown. In general, excellent agreement was 
found between the computed results and Mehta's solution. 
Three-Dimensional Results: A three-dimensional, incompressible Navier-Stokes 
method, capable of predicting massively separated flow over bluff configurations 
such as an ellipsoid of revolution at an angle of attack has also been developed. Like 
the 2-D solver, this method allows the body to move in a very general fashion and 
undergo pitching, plunging and yawing motions. The solution procedure is third 
order accurate in space, and uses an upwind scheme. Second order accuracy in time 
is possible. 
This solver was tested by computing the flow past an ellipsoid of revolution 
at 10 degree angle of attack, at a Reynolds number of 5,000. Figure 4 shows the 
body-fitted grid used in the study. Figure 5 shows the particle traces over the body 
surface, and the velocity vector field in the immediate vicinity of the body. There is a 
limited amount of experimental data available for this particular configuration, at a 
high turbulent Reynolds number. Figure 6 shows the surface pressure distribution 
on the windward and leeward sides _of the symmetry plane, along with the 
experimental data. Good agreement is evident everywhere except in the last 10% of 
the body, where the present laminar simulation predicts flow separation, and a 
flattening out of the pressure distribution. 
Acceleration of 2-D Unsteady Flow by Multigrid Techniques: The multigrid 
technique was developed during the 1970s as a technique for accelerating iterative 
numerical solution of elliptic partial differential equations. Since that time, this 
technique has been applied to a variety of fluid flow problems including steady 
transonic potential flow, and 2-D and 3-D in viscid rotational flows. 
During the reporting· period, it was investigated whether some of the 
iterations for u, v and p at a time step 'n + 1' can be done inexpensively on a coarse 
grid (where fewer grid points exist), without sacrificing the fine grid accuracy of the 
numerical solution. This is equivalent to computing a first estimate for the quantity 
qn + 1 appearing on a coarse grid. The following procedure was developed to advance 
the flow properties q at time level 'n + 1 ', at iteration level 'k', q0 + l,k to the next 
iteration, qn+l,k+l. 
i) Compute the residual {R} appearing on the right side of equation (1) on the fine 
grid using q0 + l,k 
ii) Transfer the residual from the fine grid to a coarse grid using the injection 
operation, lh2hR. A typical injection operation that is easy to implement is given at 
any node ( i,j) by 
R" I,J + (Ri+l,j+Ri-1,j+Ri,j+1 +Ri,j-1)/2 
+ (Ri + 1,j-1 + Ri-1,j + 1 + Ri-1,j-1 + Ri-1,j + 1)/4 
iii) Compute the quantity 6q at every point on the coarse grid by solving the system 
of equations: 
As mentioned earlier, in our present implen1entation, the matrix [B] is just 
the diagonal portion of the matrix [A]. 
iv) Interpolate the 6q values computed in step (iii) back onto the fine ~rid. 
v) Compute the updated values of the flow properties qn+ 1,k+ 1 as qn+l,k + 6q 
Repeat step (i) - (v) till6q is driven to zero. The resulting coverged solution 
q0 + 1 forms an excellent starting guess for subsequent fine grid iterations. 
At first glance, no CPU time appears to have _been saved, because the 
residuals in step (i) need to be computed at all fine grid node points. Indeed, there 
are no significant CPU time savings per iteration in the multi-grid method just 
outlined. But the savings come in the form of larger time steps that may be used 
without instability, improved · starting guesses for q on the fine grid, and fewer 
iterations on the fine grid to drive {R} to zero. 
The multigrid process described above has been implemented in the 2-D 
unsteady viscous flow analysis. For steady flow applications, where an asymptotically 
steady state solution is reached after several time steps, the multigrid process 
reduced the overall CPU time by over 30%, compared to a single grid iteration 
procedure. 
ANTICIPATED RESULTS FOR THE NEXT REPORTING PERIOD 
By the conclusion of the next reporting period (May 31, 1992), we plan to 
have the following work completed. 
a) In all the work done, the matrix B (which is an approximation to the matrix 
A) is a simple diagonal-matrix. While use of such a simple diagonal matrix simplifies 
the inversion, and makes the flow solver 100% vectorizable, it leads to slow 
convergence of the pressure and velocity fields at every time step. We will be 
investigating alternate B matrices, for example, a B matrix that is constructed by 
transferring the system of equations (1) to a coarser grid using classical multi-grid 
techniques. Another choice for the B matrix is an LU approximation to the A 
matrix. Inversion of LU matrices can be done on vector machines efficiently, if the 
equations are properly ordered, so that the elimination is done along diagonal lines 
or planes. 
b) The equation set ( 1) may be inverted using classical conjugate gradient schemes. 
We plan to investigate a class of conjugate gradient methods, known as the 
Generalized Minimum Residual method (GMRES) for the efficient inversion of the 
solution scheme. We have experience using the GMRES algorithm in another 
(compressible) flow solver, and found the flow solver to yield a factor of 4 speed up 
compared to classical ADI methods, when applied to unsteady viscous flows. 
CONCLUDING REMARKS 
It is anticipated that the present efforts will lead to a fairly general, and 
efficient ways of solving the 3-D incompressible Navier-Stokes equations. The 
resulting methods will provide a very good starting point for more ambitious efforts 
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IN1RODUCI10N 
The long tenn objective of the present effort is the development of solution 
techniques for direct numerical simulation of unsteady 3-D incompressible turbulent 
flows. The kinetic aspects of this problem are governed by a set of parabolic partial 
differential equations, which may be efficiently integrated by a variety of time marching 
schemes. The kinematic ·aspects of this flow such as the relationship between velocity 
and vorticity, and the relationship between velocity and pressure are governed by elliptic 
partial differential equations, which can be solved at any instance in time, only by 
iterative techniques. Direct and/or large eddy simulation of turbulent flows over 
submarine configurations, turbomachinery, pumps, ducts and other configurations of 
interest to the U. S. Navy require efficient solution methods for solving the governing 
equations. 
The near tenn objective of the present research is to investigate and develop 
efficient time marching schemes for integrating the governing equations, and to evaluate 
the stability and accuracy of the schemes developed by studying a class of 2-D and 3-D 
unsteady external flows for which good quality experimental and analytical results are 
available. 
WORK DONE DURING TilE REPORTING PERIOD 
During the reporting period, extension of the 2-D unsteady, incompressible 
viscous flow methodology was to three-dimensions was completed. A very general 3-D, 
incompressible flow solver capable of handling arbitrary curvilinear grids has been 
developed. The grid may move or deform with time, as will be the case, for example, for 
incompressible viscous flow past a spinning propeller .. The scheme is third order accurate 
in space, and first or second order accurate in time. 
This solver has been applied to the following cases: 
a) Incompressible viscous flow past an ellipsoid at an angle of attack. This 
geometry was chosen because of the availability of existing experimental data. 
b) Incompressible viscous flow through a 90 degree bend, of rectangular cross 
section. 
c) A multi-grid scheme has also been implemented for acceleration of the 
iterative process at every time step. Preliminary results on a two grid sequence are 
encouragmg. 
The above results are discussed in detail, along with the complete mathematical 
and numerical formulation in the following two documents: 
1. W. G. Park, "Numerical Solution of 3-D Unsteady Incompressible 
Viscous Flows," Ph. D. Thesis Proposal, to be presented to the Thesis Committee in 
August 1992. 
2. W. G. park and L. N. Sankar, " A Technique for the Prediction of 
Unsteady Incompressible Viscous Flows," Abstract submitted to the AIAA Aerospace 
Sciences Meeting in Reno, Nevada 1992. 
Copies of the above two documents are enclosed. 
ANTICIPATED RESULTS FOR 1HE NEXT REPORTING PERIOD 
By the conclusion of the next reporting period (November 30, 1991), we plan to 
have the following case completed: 
a) Viscous flow over a highly twisted tapered spinning propeller in fotward 
motion. An SR-7 propeller (developed for aircraft applications) is being used for the 
code validation. But the flow solver can handle marine propeller configurations as well. 
TECHNOLOGY 1RANSFER 
Dr. Wei Tang of the Naval Research center at Annapolis, Maryland (Phone: 301-
267-2730) has acquired a version of our 2-D unsteady incompressible flow solver, and 
plans to extend it to flow through multi -stage turbine and compressor configurations. We 
hope to assist her in the validation of the flow solver, as needed. 
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The accurate computation of three-dimensional unsteady incompressible flow 
problem is one of great interest to researchers working in fields of aerodynamics, 
hydrodynamics and biofluid mechanics. The flow over complex submarine shapes, flow 
past underwater propeller, flow within turbomachinery, and flow in blood vessels with 
compliant walls are examples of such flows. Accurate and efficient computation of such 
flows at high Reynolds numbers is presently not possible due to the mixed (elliptic-
parabolic) nature of the governing equations. Indeed, methods for three-dimensional 
incompressible flows lag behind three-dimensional compressible flows by several years. 
Until accurate and efficient methods for three-dimensional incompressible, unsteady flows 
become available, it will not be possible to attempt challenging problems such as the first 
principles based on direct simulation or large eddy simulation of turbulent flows over 
complex geometries. The lack of such tools is one of the principal reasons that the first 
principles based prediction of turbulent flows past and through complex configurations has 
not been extensively attempted to date. 
As Gresho and Sani (ref.l) pointed out, the pressure is a somewhat mysterious 
quantity in incompressible flows. It is not a thermodynamic variable since there is no 
'equation of state' for an incompressible fluid. It is in one sense a mathematical artefact - a 
Lagrange multiplier that constrains the velocity field to remain divergence-free ; i.e. 
incompressible- yet its gradient is a relevant physical quantity; a force per unit volume. It 
propagates at infinite speed in order to keep the flow always and everywhere 
incompressible ; i.e. it is always in equilibrium with a time-varying divergence-free velocity 
field. 
One might have the idea that the compressible Navier-Stokes equation solvers can 
compute incompressible flows using compressible flow methods, and setting the Mach 
1 
number to be very low. But this idea becomes impractical at very low Mach numbers 
because the compressible Navier-Stokes equation solvers have a singular behavior as the 
Mach number approaches zero. This leads to an ill-conditioned stiff system of equations 
and consequently very slow convergence, or even divergence of the solution with time. 
_This stiffness can be explained as a time step limitation (ref.2). We note that all explicit 
-methods for solving the compressible Navier-Stokes equations are limited to a time step -
·which is less than that given by the CFL condition. For example, in two-dimensions : 
( 1.1) 
where a is the speed of sound. From this condition, we observe that ~t approaches zero 
as the speed of sound approaches infinity. As a result, an "infinite" amount of computer 
time would be required to compute a truly incompressible flow in this manner. Implicit 
methods will pennit a larger ~t , but the maximum value is normally less than 100 times 
that given by Eq.(l.l) because of truncation errors, approximate factorization errors, and 
so on. Thus, even if an implicit scheme is used, it is not practical to compute a truly 
incompressible Navier-Stokes solution using compressible flow methods. 
The significant difficulty in solving incompressible Navier-Stokes equations is that 
the governing equations are a mixed elliptic-parabolic type of partial differential equations 
The continuity equation does not have a time derivative term and is given in the form of a 
divergence-free constraint. This is another major difference between the incompressible and 
compressible Navier-Stokes equations. The absence of a time derivative term in the 
continuity equation prohibits time integration of continuity equation by a time marching 
scheme. The compressible Navier-Stokes equations, on the other hand,are efficiently 
integrated by time marching schemes because they are a set of parabolic partial differential 
equations. 
One of the commonly used approaches for solving two-dimensional incompressible 
flow is the vorticity-velocity or vorticity-stream function formulation (ref. 3,4,5). This is 
very efficient for two-dimensional problems, but this approach can not be extended 
straightforwardly to t.hree dimensions. Consequently, the incompressible Navier-Stokes 
equations for three-dimensional problem are normally solved in their primitive variable 
form (p,u,v,w). Most methods using primitive variables may be classified into three 
groups. The first approach is the pressure Poisson method or Marker-and-Cell (MAC) 
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method which was frrst introduced by Harlow and Welch (ref.6). In the pressure Poisson 
method, the velocity field is advanced in time by solving the momentum equations with a 
stable explicit or implicit time marching scheme. Then the pressure field is evaluated at each 
time step by solving a Poisson equation for pressure directly (ref.7) or iteratively 
_(ref.8,9,10). The continuity equation is thus satisfied when the pressure field is computed 
-implicitly. This Poisson equation for pressure is obtained by taking the divergence of the -
·unsteady momentum equations. The main idea of the MAC method (ref.11,12), an 
alternative to solving a pressure Poisson equation, is that the pressure field is updated at 
each time step by adjusting the pressure by an amount proportional to the negative of the 
velocity divergence : 
k k-1 R en V)k-1 P .. - p· . =- jJ v. l.j l.j (1.2) 
Here the superscripts 'k' and 'k-1' denote the iteration level, and ~ is a relaxation factor. 
Usually, a staggered grid system (ref.6) is used for the MAC method, because such a grid 
does not require the specification of pressure on the boundaries and does not produce 
unphysical oscillations in the pressure and velocity fields due to the central differencing of 
the pressure gradient term. The second approach is a projection method (or, fractional step 
method) which was frrst introduced by Chorin (ref.13). At the first step, an intermediate 
velocity is computed from the momentum equation without the pressure gradient term. 
Then a pressure field is computed which will make the velocity field obtained from the first 
fractional step divergence free. Finally, a second fractional step is performed using the 
pressure field just computed. The third group is the pseudocompressibility method 
(ref.14, 15) which was also first introduced by Chorin (ref.l6) primarily for obtaining 
steady state solutions. In this method, an artificial pressure derivative with respect to time is 
appended to the continuity equation. The entire system of equation is solved by a time 
marching scheme developed for compressible flows, such as the approximate factorization 
scheme (ref.17). If only a steady state is of interest, then the added pressure derivative 
drops out in the steady state, and physically correct solutions are achieved. If the aim is to 
achieve time-accurate calculations, either the artificial pressure derivative should be kept 
very small (which makes the equations extremely stiff, and forces very small time steps) or 
an inner iterative loop within each time step should be used (ref.l8, 19). A concept similar 
to the pseudocompressibility method, known as the penalty function method (ref.20) is 




In this method, the pressure gradient term of momentum equation is eliminated by 
substituting Eq.(1.3) into the momentum equation, and then solving the momentum 
_equations with A. ---7 0. 
The methods for solving incompressible viscous flow discussed above have several 
drawbacks: 
a) Most of them are only second order accurate in space, and first or second order accurate 
in time. Before these schemes can be applied to phenomena such as direct numerical 
simulation of turbulence, it will be necessary to raise the spatial and temporal accuracy to 
fourth or higher order. 
b) The iterative convergence of the pressure Poisson solvers deteriorates at high Reynolds 
numbers. 
c) In some instance (e.g. in the pseudocompressibility method), a trade off exists between 
temporal accuracy and convergence speed. 
d) These methods do not take advantage of the vast progress that has been achieved in the 
solution of steady, viscous flows. For example, with rare exceptions, multi grid 
acceleration of Poisson solvers has not been attempted. Acceleration of the iterative solution 
of the pressure field to convergence using spatially varying time steps and grid sequencing 
have also not been extensively used. 
e) There has been a growing interest in the use of massively parallel computer architectures 
such as the Connection Machine to solve unsteady viscous flows. Many of the 
compressible flow algorithms have already been adapted for use on these machines. There 
is a need to develop new procedures and modify existing algorithms for incompressible 
flows; on parallel machines. 
The objective of this study is to develop an efficient and accurate solution 
technique for the analysis of two- and three-dimensional, unsteady, incompressible, 
viscous flows. The key features of the present scheme are listed below : 
a) The primitive variables (p,u,v ,w) are the primary unknowns in the present fonnulation. 
b) The equations and the solution procedures are cast into a curvilinear, time-defonning 
coordinate system to handle complex internal and external flows. 
c) An iterative time-marching scheme is used. 
d) The present scheme is semi-implicit at each iteration and is suitable for efficient 
execution on the current generation of vector or massively parallel computer architectures. 
4 
e) The solution procedure works for a wide range of Reynolds numbers, with no 
appreciable loss in solution efficiency. 
f) The present scheme is first order accurate in time and second order accurate in space, but 
higher order accuracy in space and time is easily achievable. 
Only laminar flow is considered in the results to be discussed because the goal of 
-this study is to develop an efficient and accurate incompressible N avier-Stokes solver. This -
·method is however capable of handling turbulent flows provided a suitable turbulence 





In this chapter, the governing equation for three-dimensional, unsteady, 
incompressible, viscous flow are presented in terms of the primitive variables (p,u,v,w) in 
both the Cartesian coordinate system and a curvilinear non-onhogonal, time deforming 
coordinate system. 
2.1 Governing Equations in the Physical Domain 
The motion of an incompressible viscous flow is governed by the conservation of 
mass and momentum, so called the continuity equation and the Navier-Stokes equation. 
Three-dimensional unsteady, incompressible, laminar, N a vier-Stokes equations in an 
inertial Cartesian coordinate system may be written in a non-dimensional form as follows : 
dq + _Q_(E - E ) + ~(F - F ) + ~(G - G ) = 0 dt dy v ay v az v (2.1) 
where 





G v = Re :: 
The stress terms are given by 
6 
(2.3) 
In Eq.(2.2) and Eq.(2.3), u, v and ware the normalized Cartesian components of velocity, 
p is the normalized pressure, and Re is the Reynolds number defined as : 
Re = pVooL 
J..l 
(2.4) 
where p, Voo, L and J..l are fluid density, freestream velocity, reference length and 
coefficient of viscosity (dynamic viscosity), respectively. 
The governing equation (2.1) is a mixed set of elliptic-parabolic partial differential 
equations. As mentioned before, the absence of a time derivative in continuity equation and 
the absence of an explicit relationship between pressure and divergence-free condition on 
the velocity prohibit time integration in a straightforward manner by a stable time marching 
scheme. In this study, the continuity equation is modified to directly link the iterative 
changes in pressure to changes in velocity, as done in the Marker-and-Cell method. 
2. 2 Governing Equations in the Computational Domain 
If the above equations are directly used on a Cartesian system to flow past complex 
geometries, the imposition of boundary conditions will require a complicated interpolation 
of the data on local grid lines, since the computational boundaries of complex geometries 
do not coincide with coordinate lines. This leads to a local loss of accuracy in the computed 
solution and leads to a complex program. To avoid these difficulties, a transformation from 
the physical domain (Cartesian coordinates(t,x,y,z)) to computational domain (generalized 
curvilinear coordinates( 't, ~' 11, ~)) is used. After transformation from the physical domain to 
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with the contravariant velocities U, V and W : 
U = ~t + U~x + V~y + W~z 
V = Tlt + ll'Tlx + Vlly + Wllz 
W = ~t + u~x + v~Y + w~ 









1 = a(~, n,~) = 1 
a(x,y,z) X~ x11 X~ 
y~ y11 y~ (2.9) 
z; z11 z~ 
-The quantities ~t , Tlt and ~t are presented if the grid is in motion (as in the case of flow 
past an oscillating airfoil or a spinning propeller). These quantities are given in terms of the 
velocity of the grid (x-r, Y-r' z-r) with reference to a stationary observers: 
~t = - X-r ~x - Y -r ~Y - Z-r ~z 
Tlt = - X-r Tlx - Y -r Tly - Z-r llz 





The numerical procedure for solving the governing equation is an iterative time 
marching scheme which attempts to solve the discretized form of equations to a user-
specified accuracy at any time step. Details of the iterative process are given in this chapter. 
3.1 Grid Generation 
The present method is a fmite difference scheme which solves the discretized form 
of the partial differential equations at a set of discrete points in the flow field. Therefore, a 
set of grid points within the domain, including its boundaries, must be specified before 
solving the governing equations. Such a body-fitted grid system may be generated by 
conformal mapping, by algebraic method, or by partial differential equation techniques. In 
this study, body-fitted C-grid (Fig.l) and H-0 grid system (Fig.5) are generated by an 
algebraic method for two-dimensional flow around NACA 0012 airfoil and three-
dimensional flow around the ellipsoid of revolution, respectively. For the three-
dimensional curved duct problem, a sheared/rotated Cartesian grid is used. 
3.,2 Grid Motion 
In unsteady state computations, it is convenient to use a moving grid to account for 
the body motion. The grid is attached to the body and it rotates or translate with the body. 
The grid coordinates can be advanced explicitly by a first order time marching scheme : 
Xn+l = X"+ X~ ~t 
yn+l = y" + Y~ ~t 




However, if only a pure rotational motion is considered (say in a two-dimensional flow 
problem)~ new coordinates of grid at any instance in time can be simply obtained by using 
the following relations : 
[
x] = [c~s 9 - sin 9] [x '] 
z s1n 9 cos 9 z' 
(3.2) -
where (x, z) is the instantaneous x, z values of the node and (x',z') is the x, z values of the 
node prior to rotation, and 9 is the clockwise rotation angle. In such a case x't and z't may 
be found by analytical differentiation of (3.2) with respect to time or from (3.1 ). 
3. 3 Iterative Time Marching Procedure 
The goal of the present procedure is to advance the flow properties (p,u,v ,w) from 
a known time level 'n' to the next time level 'n+ 1 '. First of all, let us consider the 
momentum equation. Since the momentum equation is a parabolic type of partial differential 
equation, it can be solved using a time marching scheme as follows : 
1 c-n+l -") -n+m -n+m s:: - n+m 
~1 q -q +8~E +8TlF +u~G = 
(3.3) 
where q is Q of Eq.(2.6) excluding the first row element, i.e., 
(3.4) 
Similarly, E, F, G, Ev, Fvand Gv can be also defined. For example, 
(3.5) 
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The above discretization of Eq(3.3) is frrst order accurate in time if 'm' is zero or one, and 
second order accurate if 'm' is set to 1/2. The operators, 8~,811 and 8~ represent second 
order accurate or higher order accurate spatial differences. The higher order spatial accuracy 
may be achieved on uniform grids using Fade approximations to the derivatives; on highly 
-stretched grids, higher order accuracy may be achieved using a Lagrange an fit to the flow 
-variables. In high Reynolds number flows, the Lagrangean fit need not be equally weighted 
about the node, but may be biased in the direction of flow. For example, when the flow is 
from left to right, if the Lagrangean interpolation of flow variables is done using nodes 
only to the left of, and including, the current node, then an upwind formulation results. 
If the Newton iteration method is applied to solve this unsteady flow problem, 
Eq.(3.3) is rewritten as follows : 
_l_(Cin+l. k+l _ Cin) + 8 £n+m. k+l + 8 Fn+m, k+l + 8 an+m. k+l = 
~1 ~ , ~ (3.6) 
8 En+m, k+l + 8 Fn+m, k+l + 8 Gn+l. k+l 
~v 11v ~v 
Following a local linearization of E, F, G, Ev, F and Gv about the 'n+m' time level and 
at the 'k' iteration level, one may have 
(
I +~A +~B+~C) Sq = w Rn+m, k 
a~ a11 as (3.7) 
where w is a relaxation factor and A, B and Care the Jacobian matrices of the flux vectors 
E- Ev, F- Fv and G- Gv, respectively: 
(3.8) 
and R n+m. k is the residual vector, defined as : 
-n+l, k -n 
Rn+m,k =-q -q -(8 £n+m,k+8 Fn+m,k+8 an+m,k) 
~1 ~ , ~ 
+(8 £n+m, k + 8 f.n+m, k + 8 an+m, k) ~v 11V ~v 
(3.9) 
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Note that when R n+m. k goes to zero, the momentum equations in their discretized form are 
exactly satisfied, and the solution is independent of w, and any approximations made in the 
construction of A, B and C. 
Next, let's consider the continuity equation. As mentioned in Chapter I, in order to 
_solve incompressible viscous flow problems efficiently, we need a relationship coupling 
-changes in the velocity field with changes in the pressure field while satisfying the 
-divergence-free constraint. In the present study, the Marker-and-Cell (MAC) approach is 
used to link the iterative changes between them, and can be written : 
~P = -P (V. vt+l. k (3.1 0) 
h 
Ap _ pn+l, k+l pn+l, k wereu- -
and p is a relaxation factor, that may even vary from node to node using local time concept. 
Again, when ~p goes to zero, the continuity equation is exactly satisfied at each time step, 
even in unsteady flows. 
In curvilinear coordinate system, Eq.(3.10) can be rewritten as: 
(3. 11) 
The contravariant velocities, U, V and Ware already defined in Eq.(2.8). 
Eq.(3.10) states that if a cell is accumulating mass, then the pressure value at next 
iteration is increased to repel fluid away from the cell. If a cell is losing mass, then the 
pressure value is lowered to draw fluid. Thus the pressure field is iteratively updated along 
with the velocity field until the conservation of mass is satisfied. 
Combining the momentum equation, Eq.(3.7) and the continuity equation, 
Eq.(3.11) , and applying the numerical discretization in time and space at all nodes in the 
flow field, a system of simultaneous equation results for the quantity ~~ equal to 
(~E.,~~' ~~' ~ wJ. This system may be formally written as: J J J J 
[M] {~~} = {R} (3.12) 
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Here, since the right hand side is the discretized form of the unsteady governing 
equations, as long as { ~~} is driven to zero, the discretized form of unsteady Navier-
Stokes equations are exactly satisfied at physical time level 'n+ 1 '. 
Although the matrix [M] is a sparse, banded matrix, direct inversion of this matrix 
-requires a huge number of arithmetic operations. A common strategy in iterative solutions 
-of elliptic equations is to approximate the matrix [M] by another, easily inverted matrix -
- [ N]. The closer the matrix [ N] is to [M] , the faster the iterative convergence of the 
solution at any time step. In this study, matrix [ N] contains only the diagonal 
contributions of matrix [M] , and Eq.(3.12) becomes an explicit form which is easier to be 
tailored for efficient execution on the current generation of vector or massively parallel 
computer architectures than an implicit form. This simplicity comes at the expense of the 
iterative speed. Acceleration of the iterative process above is a major contribution of this 
work to the state of the art. 
The spatial derivatives of convective flux terms are differenced by using third order 
accurate upwind QUICK (Quadratic Upstream Interpolation for Convective Kinematics, 
ref.21) scheme to reduce unphysical oscillations or false diffusion for high Reynolds 
number flows, and the spatial derivatives of viscous terms are differenced using half-point 
central differencing. The spatial derivatives of continuity equation is differenced with 
central differencing and a fourth order artificial damping term is added to the continuity 
equation to stabilize the present procedure. The QUICK scheme is constructed that, instead 
of such a linear interpolation for the convective terms as used in standard one-sided 
differencing schemes, a three-point upstream weighted quadratic interpolation is used. For 
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The cwvature terms (CURV) depend on the direction of the contravariant velocity U: 
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Fig. 3.1. Quadratic upstream interpolation 
(a) For U > 0 
(b) Fot U < 0 
3. 4 Initial and Boundary Conditions , 




if u 1 ( 0 
i+-
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if u . 1 ) 0 
1--
2 (3.16) 
if u. 1 < 0 
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2 
The governing equation (2.1) and (2.5) is a mixed elliptic-parabolic type of panial 
differential equation, and requires initial conditions to start the calculation as well as 
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boundary condition at every time step. The parabolic nature of the flow ensures that the 
flows will be independent of initial conditions, aft~r large number of time step. 
In the present work, the quantities ~p, ~u, ~v and ~w are set to zero at all solid 
and fluid boundaries. The boundary conditions are updated after every interior points 
_updated during each iteration. Thus the boundary values as well as interior values are 
iteratively advanced from a time level'n' to 'n+ 1'. 
Initial Conditions : 
In the case of external flows, we assume that the object is impulsively started from 
rest . Therefore, the uniform freestream conditions are used as initial conditions. In the case 
of internal flows, parallel flow solutions (e.g. Poiseulle flow in a square duct) are used to 
start the calculations. 
Farfield Boundary Conditions : 
For external flow applications, the farfield boundary is placed far away from the 
solid surface. Thus, it is natural to specify the freestream values at the farfield boundaries 
except along the outflow boundary where the extrapolation for velocities in combination 
with P = P"" is used, to account for the removal of vorticity from the flow domain by 
convective process. 
Boundary Conditions on the Solid Surface : 
On the solid surface, the no slip condition is imposed for velocity con1ponents. The 
surface pressure distribution is determined by solving the normal gradient of pressure to be 
zero: 
(3.17) 
Some researchers (ref.22, 23) obtain the boundary conditions for pressure from the normal 
component of momentum equation at the wall 
op 1 o2un 
on- Re on2 (3. 18) 
where u n is the normal component of velocity. In high Reynolds number flows, the 
viscous stress contribution to the normal momentum equation can be neglected at the wall 
and the grid point adjacent to the surface will be sufficiently fine so that constant pressure 
normal to the surface can be assumed. Thus Eq.(3.17) is an acceptable boundary condition. 
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Boundary Conditions on the Cut and Singular Line : 
Since the C-grid and the H-0 grid which are used for two-dimensional airfoil 
problem and three-dimensional body of revolution have a cut and singularlines, 
_respectively, special treatment is needed (see Fig. 3.2 and 3.3). Across the cut of the C-
.grid system, flow quantities should be continuous. The flow quantities on the cut can be 
-obtained by averaging the flow properties from above and below the cut. On the singular 
lines that occur in a H-0 grid system, the flow quantities are obtained by extrapolating fron1 
two adjacent interior points and then averaging them azimuthally to ensure that the flow 
quantities are singe-valued. 
Cut 
Fig.3.2 Cut of the C-grid system 
Sin gular line 
Singular line 
Fig.3.3. Singularline of the H-0 grid system 
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3. 5 Acceleration by Multigrid Technique 
Since the matrix [ N] (which is an approximate to matrix [M] of Eq.(3.12)) is a 
simple diagonal-matrix, it leads to slow convergence of the pressure and velocity fields at 
every time step. Use of such a simple diagonal matrix simplifies the inversion, and makes 
_the flow solver 100% vectorizable and parallelizable. To accelerate the present procedure, a 
multigrid technique (Coarse Grid Correction method) is applied in this study. 
The principles behind the present multigrid technique are as follows. The quantities 
. (~u, ~v, ~w, ~p) may be viewed as Fourier series-like sums made of components of 
different wave lengths. An extremely coarse grid linking a point to a node several units 
away is effective in computing the long wave length components. A very fine grid is 
effective in computing the short wave length components, and is very inefficient for 
computing the long wave length components. The multigrid technique attempts to compute 
these individual components of ~q on grids of several levels efficiently. When the process 
converges, of course, the discretized equations (i.e. RHS of Eq.(3.7) and (3.11)) are 
exactly satisfied on the fmest grid. 
The coarse grid correction algorithm presently used (given here for 2-grid sequence 
for simplicity) is as follows : 
i) Compute the residual {R} appearing on the right hand side ofEq.(3.12) on the fine grid 
. n+1,k 
USing q . 
ii) Transfer the residual from the fine grid to the coarse grid using the injection operation, 
2h 
I h R. An injection operation is given at any node (i,j) in two-dimensional case by 
2h 1 
I h R .. = R .. + -2 ( R . 1 . + R . 1 . + R . 1 + R . 1) 1,J 1,J 1+ ,J 1- ,J 1,J+ 1,J- (3.19) 
iii} Compute the quantity ~q at every point on the coarse grid by solving the system of 
equation : 
(3.20) 
iv) Interpolate the ~q values computed in step (iii) back on to the fine grid by using the 
bilinear interpolation. 
C n+l,k+1 n+l,k + A v) ompute the updated values of the flow properties q as q uq . 
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Repeat step (i) - (v) till ~q is driven to zero. 
The present 2-D solver accepts grids upto 3 levels. 
To the writer's knowledge, the multigrid technique in unsteady incompressible 
_flows has been applied only to pressure-Poisson equation. The u-, v- and w- momentun1 
equations are usually solved only on a single grid. The present work fully exploits the 
·benefits of the multi grid method for all the equations, while keeping the form of the matrix 
[N] extremely simple. This allows use of larger time steps and improved convergence as 
discussed on Chapter IV. The present investigator applied a conjugate gradient like scheme, 
called the GMRES (Generalized Minimal Residuals) to solve Eq.(3.12). The matrix [N] 
was used as the preconditioner. The success of the GMRES scheme crucially depends on 
the closeness of [N] to [M] . That is the eigenvalues of the matrix [I-N-1M] must be 




RESULTS AND DISCUSSION 
. In this chapter, the work done to date is presented. To validate the present 
procedure, three cases were tested. The flrst test case is two-dimensional unsteady viscous 
flow over an oscillating airfoil. The second is three-dimensional steady flow over an 
ellipsoid of revolution. The third is the flow through a curved duct. Numerical results are 
presented in the form of instantaneous streamlines, velocity profiles, vorticity contours, 
surface pressure distribution, and aerodynamic loads. Streamlines and surface pressure 
distributions are compared with flow visualization and the other available numerical data . 
4.1 Dynamic Stall of an Oscillating Airfoil 
The computations were carried out for a sinusoidally pitching NACA 0012 airtoil, 
at Re = 5,000 and K = 0.5, where K is reduced frequency of oscillation,defined by 
n c c 4.1) 
K=--
2 v 00 
where !2 is the radians of rotation per second and c is chord of airfoil. The physical 
interpretation of reduced frequency is the number of radians of oscillation per semi-chord 
length of travel. This case has been previously studied by Mehta (ref.3) at NASA Ames 
Research Center using a velocity-vorticity formulation and its flow visualization was 
carried out by Werle (ref. 24) in ONERA. 
After the flow is fully developed at zero angle of attack, the airfoil is allowed to 
oscillate in pitch through an angle of attack range from 0 degree to 20 degree given by 
a = 10 °(1 - cos t). Fig.l shows the body-fitted grid around the airloil used in this study. 
Fig.2 shows the instantaneous streamlines (actually, called particle tracers in PLOT3D 
software), velocity profiles and vorticity contours at selected angle of attack. Fig.3 shows 
the surface pressure distribution. In general, the streamline patterns and surface pressure 
distributions are in very good agreement with flow visualization and Mehta's numerical 
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results except that the present procedure predicts a little earlier generation of vortex than 
Mehta's method. The flow visualizations were carried out with air bubble in the water 
tunnel. Here, we should note that photographs showing air bubble trajectories were taken 
at an exposure time of 1/10 seconds. Therefore, in unsteady flow the air bubble trajectories 
_near the surface of airfoil represent neither streamlines nor streak.lines because "the pictures 
.contain many paths over the exposure time. On the orther hand, the instantaneous -
·streamline is a streamline at any instant of time, i.e. we assume the flowfield is frozen at 
any instant of time and draw the streamline. In other words, the instantaneous streamline is 
equivalent to the bubble trajectories with an infinitesimal exposure time. Thus, the flow 
visualization with air bubble is different from the instantaneous streamline, and should be 
used only for qualitative comparison. Fig.4 shows the lift, drag and moment hysteresis 
loops. The main feature of dynamic stall which is significantly different from static stall is 
due to the generation of a vortex near the leading edge. This vortex passes over the upper 
surface of airfoil, creating large variations in the aerodynamic forces and moment. From 
these figures, it is seen that the growth of lift during the upstroke is slow and gradual, well 
past the static-stall angle. The separation region, which is present over a small region near 
the trailing edge at first, moves upstream as the angle of attack increases. The pitching 
moment does not change much during the upstroke. The smface pressure distribution at an 
angle of attack of 18.6 degree shown in Fig.3 shows another pressure peak near the quarter 
chord. This indicates the leading-edge vortex is already generated, and this can be identified 
in Fig.2 (c). As the leading-edge vortex moves downstream, the chordwise surface 
pressure distribution and aerodynamic forces are significantly varied, especially during the 
downstroke. This variation may depend on the Reynolds number, airfoil shapes and 
reduced frequency. The moment stall, associated with an increase of negative moment, 
begins at about 18.5 degree in the downstroke. 
4. 2 3-D Steady Flow over an Ellipsoid of Revolution 
To validate the capability of the present method to handle three-dimensional viscous 
flows, the present procedure was tested by computing the flow past a 6:1 ellipsoid of 
revolution at 10 degree angle of attack, at a Reynolds number of 5,000. Fig.5 shows the 
body-fitted grid system. Fig.6 shows streamlines over the body surface. There is a limited 
amount of experimental data (ref.25, 26) available for this particular configuration, at high 
Reynolds number (Re=7.2 x lOt ). Fig.7 shows the surface pressure distribution on the 
windward and leeward sides of the symmetry plane, along with the experimenta-l data. 
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Good agreement is evident everywhere except in the last 10% of the body, where the 
present laminar simulation predicts flow separation, and a flattening out of the pressure 
distribution. 
-4.3 3-D Steady Flow through a 90° Bended Square Duct 
To validate the capability to handle three-dimensional internal flow problems, the 
flow within a square duct with a 90-deg bend was tested. The radius of curvature of the 
inner wall in the curved section is 1.8 times of the side length of square cross-section. This 
particular configuration (Fig.8) was experimented by Humphrey et al. (ref.27) at a 
Reynolds number of 790 based on the average inflow velocity and hydraulic diameter. The 
inflow and outflow velocity profile are obtained by solving the equation of fully developed 
duct flow (ref.28) : 
= const. (4.2) 
This equation is a standard form of Poisson equation and can be solved by ADI scheme. 
Fig.9 shows the streamwise velocity profiles compared with the experimental data of 
Humphrey et al. The plots on the left side of Fig.9 are at y/y 112 = 0.5, which is midway 
between the left side wall and the symmetry plane of square duct and the right side plots are 
at y/y 112 = 0, which is on the symmetry plane. The inside and outside wall are 
corresponding to z = 0 and z = 1, respectively. The results are in general good agreement 
with experiments except at e = 90deg. This discrepancy may be disappeared if a more fine 
grid is adopted. This will be further investigated. The presen-t grid system is 61 x21 x21. In 
Fig.l 0, the cross-sectional velocity profiles are plotted at 8 = 30, 60 and 90 de g. The top 
side and bottom side of cross-section are the inside wall and outside wall, respectively. In 
this figure, the pair of secondary vortices is shown and these vortices are generated due to 
the pressure difference between the higher pressure on the outside wall and lower pressure 
on the inside wall. Fig.ll is a sideview of streamwise velocity profiles at y/y1n = 0.5 and 
y/y 1n = 0. Fig.l2 shows streamwise velocity profiles from a viewpoint which is located at 
upper 45° in the xz-plane. The plot at z = 0.25 is corresponding to the midway plane 
between the inside wall and the plane of symmetry. The plots at z = 0.5 and 0.75 are on 
the plane of symmetry and the midway between the outside wall and the symmetry plane, 
respectively. 
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4.4 Acceleration of 2-D Flow Solver by Multigrid Technique 
The multigrid technique was implemented to the two-dimensional steady and 
-unsteady solver. The fine grid system has (81x41) grid points and the coarse grid system 
·has the half of the fine grid points, i.e. (41x21) grid points, and the coarsest grid system 
has (21x11) grid points. The two grid system consists of the fine and coarse grid system 
(Fig. 4.l.(a)) and the three grid system consists of all of them as shown in Fig.4.l.(b). 




Fig. 4.1 Structure of multigrid cycle 
(a) Two-grid system 
(b) Three-grid system 
(b) 
Fig.l3 shows the convergence history of the global residual (1
2 
-norm of RHS of Eq 
(3 .12)) reduction in CPU time for steady flow over NACA 0012 airfoil at zero angle of 
attack. Upto 40% and 60% acceleration was obtained using two- and three-grid system, 
respectively. The CPU time is based on 25 iterations at each time step on an IBM 
RISC/6000 workstation. Fig.l4 shows the history of global residual for sinusoidally 
oscillating airfoil (50 iterations/time step), where the three-grid system is used for 
multigrid. The residual by the multigrid technique maintains lower level than that of single 
grid iteration procedure indicating that the discretized equations are solved to much high 
levels of accuracy using the multigrid technique. The surface pressure distribution and 
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An iterative procedure for two- and three-dimensional unsteady, incompressible, viscous 
flow has been developed. It has been applied to massively separated flow over oscillating airfoil, 
three-dimensional flow past an ellipsoid of revolution, and three dimensional flow through a 
curved square duct. Good agreement with published experimental and numerical data has been 
obtained. After the validation of the present procedure, techniques for acceleration were explored. 
It was found that the multigrid technique was efficient in reducing the CPU time needed for the 
simulation and improved the solution quality because of the lower residuals achieved. The GMRES 
does not work successfully presumably because of the diagonal algorithm used as the 
precondi tioner. 
The present multigrid iterative scheme for unsteady incompressible viscous flows is being 
extended to three-dimensions. The single-grid version has alr~ady been tested as discussed in 
Chapter IV. It is proposed that the following calculations be done to test the suitability of this 
procedure to three-dimensional viscous flows : 
(a) Completion of three-dimensional multi grid solver validation for a curved square duct flow 
(b) Application of the three-dimensional multigrid method to flow past a marine propeller (Fig.15) 
or a direct numerical simulation of the turbulent Rayleigh-Benard problem 
(c) Extension to higher order accuracy in time. Specifically, the following studies will be done : 
This is simple, and simply requires replacement of terms such as ( q n+l, k - q n ) I ~t appearing 
in Eq.(3.9) to ( 3 qn+l,k- 4 qn + qn-l ) I ~t etc. One can show this formally raises the time 




Figure 1. Body-Fitted Grid Around a NACA 0012 airfoil 
(a) a= 0 (deg) 
Figure 2. Instantaneous Streamlines, Velocity Profiles, and Vorticity 
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INTRODUCTION 
During the past four years, under the support of Office of Naval Research, a 
research effort has been underway on the following two topics : 
(a) Numerical simulation of supersonic shear layer mixing phenomena. 
(b) Development of efficient methods for 3-D unsteady incompressible viscous flow 
simulations. 
Substantial progress was made in the above areas, and the computer codes 
developed as part of these efforts were transferred for further use to Virginia Polytechnic 
Institute (Dr. Saad Ragab) and to David Taylor Research and Development Center (Dr. Wei 
Tang). 
The progress made has been documented in a number of conference proceedings, 
two journal articles and a Ph. D. dissertation (in progress). The Appendix contains all the 
published work done to date. 
This research led to a number of significant new findings. Some of the major 
accomplishments are as follows : 
(a) A highly accurate method for simulating compressible mixing layers was developed. 
This method is suitable for direct numerical simulation (DNS) and large eddy simulation 
(LES) of compressible turbulence, and is used in this context by other researchers. 
(b) An iterative time marching method for 3-D incompressible flows was developed. This 
method is robust, and can handle internal and external flows. It employs a multigrid 
iterative strategy for satisfying the discretized form of the governing equations of 3-D 
viscous flows to great accuracy. 
It is hoped that these efforts will serve as useful stepping stones for future research 
in these areas. 
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ABSTRACT 
The behavior of free shear layers within 
ramjet dump commbustors is studied through the 
numerical solution of unsteady compressible 
Navier-Stokes equations. Three configurations are 
considered: a) a short combustor with an open 
downstream boundary, b) a 1 ong combustor with an 
open downstream boundary, and c) a short combustor 
with a partially blocked downstream boundary. 
Vorticity contours of the computed flow fields in 
all the three cases reveal oscillations of the 
shear layer, ro 11 up and shedding of organized 
vortices. A Fourier analysis of the computed flow 
fields indicates that the natural acoustic fre-
quency of the system, and the natural shear layer 
i nstab i 1 i ty frequency are the two dominant fre-
quencies of the flow field. It is also observed 
that the boundary conditions play a crucial role 
in the behavior of the combustor flow field. 
INTRODUCTION 
The flow field within ramjet combustors is 
characterized by a variety of phenomena such as 
thin boundary layers along the walls of the inlet 
and combustor, recirculating flow zones, reacting 
flow and free shear 1 ayers. The free shear 1 ayer 
is unstable by nature, and can undergo large 
spatial and temporal oscillations when subjected 
to disturbances. In many cases, the shear layer 
may roll up and form vortices, which are shed at 
periodic intervals resulting in a highly unsteady, 
and undes i rab 1 e flow environment within the 
combustor. There is a need to understand the 
response of the shear layer to externally imposed 
acoustic disturbances, and device passive and 
active control techniques for controlling the 
behavior of this flow field. Both theoretical and 
experimental studies are being carried out to 
understand the behavior of the free shear layer 
"th" d b 1- 3 w1 1 n ump com us tors. A number of invest i-
gators have also studied numerically the flow 
fields within the dump combustors, using explicit 
time marching techniques, with and without viscous 
terms. 4- 7 
The experimental studies reported in Ref. 1 
show that the behavior of the free shear layer is 
sensitive to periodic acoustic disturbances 
imposed at the downstream boundary. In some cases, 
it has been shown possible to drastically alter 
the size of the recirculation zone using disturb-
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significant role that the external boundary 
conditions and the related acoustics play on the 
behavior of the free shear layer. As a first step 
towards such a study, the flow field within a 2-D 
dump combustor is studied through the numerical 
solution of the unsteady, compressible Navier-
Stokes equations. The acoustics characteristics of 
the inlet-combustor system is altered by changing 
either the 1 ength of the combustor, or altering 
the downstream boundary condition, by partially 
blocking the downstream boundary. The length of 
the inlet, and the flow Reynolds number are held 
fixed in order to avoid significant changes of the 
thickness of the shear layer, and its natural 
instability characteristics. 
The computed flow fields are analyzed using 
iso-vorticity plots at selected time levels. The 
flow properties at selected locations within the 
shear layer are also analyzed using Fourier 
transform techniques to identify the dominant 
frequencies. The shear layer downstream of the 
step is analyzed using classical, linear instabi-
lity analyses to identify the natural frequency of 
the shear layer. It is found that the boundary 
conditions play a crucial role in the behavior of 
the unsteady flow within the combustor. 
NUMERICAL FORMULATION 
In Fig. 1, the three configurations being 
analyzed are shown. The typical dimensions of the 
configurations are also indicated, normalized with 
respect to the step height. The unsteady flow 
within the combustor is governed by 2-D compress-
ible Navier-Stokes equations, and is likely to be 
turbulent. Because existing algebraic and two 
equation models are not suitable for unsteady 
flows, and because these models can smear out 
features such as shear layer instability and 
vortex ro 11 up, in the present work no exp 1 i cit 
turbulence mode 1 was used. An a 1 gebra i ca 11 y 
generated, stretched Cartesian coordinate system 
was used. The governing equations, which are 
parabolic with respect to time, were integrated 
using an implicit time marching procedure, origi-
nally devised by Beam and Warming . 8 This procedure 
is second order accurate in space, and may be 
designed to be either first or second order 
accurate with respect to time. In the present 
work, the first order time accuracy option was 
used. This procedure has been previously applied 
to unsteady external flow problems with good 
success. 9 In the Appendix, the mathematical 
formulation is briefly described. 
Since numerical solutions are sensitive to 
grid spacing, a variety of grid sizes were exper-
imented with, ranging from a coarse 61 x 41 grid 
system, to a fine 151 x 121 grid system. As 
expected, increased grid refinement leads to 
improved resolution of features such as the shear 
layer roll up. The basic characteristics of the 
flow such a~ the length of the recirculation zone 
at a given time, and the thickness -of the shear 
layer are, however, insensitive to grid spacing. 
Based on these exploratory studies, in the calcu-
lations to be reported here it was decided to use 
the 151 x 121 grid system. Because excessive grid 
stretching can reduce the formal spatial accuracy 
of the solution from second order to first order, 
and 1 ead to a 1 oss of reso 1 uti on of the flow 
features, a uniform grid spacing was used in the 
studies reported here. For the short combustor 
configuration shown, this is equivalent to grid 
spacings of 0.15 and 0. 025 a 1 ong the x- and z-
directions respectively. 
Numerical viscosity is introduced into the 
solution procedure through a set of artificial 
viscosity terms as explained in the appendix. In 
order to assess the effects of artificial v_iscos-
ity on the solution, calculations were performed 
for values of the artificial viscosity coefficient 
between 1 and 5. The flow features were i nsens i-
tive to this coefficient, within this range. 
Subsequently, a va 1 ue of unity was used for the 
artifical viscosity coefficient, in the calcula-
tions to be reported. 
BOUNDARY CONDITIONS 
Because the governing equations are parabolic 
with respect to time, the proper boundary condi-
ti~n for this problem is the specification of 
velocity, and temperature at all time levels at 
all the boundaries. Unfortunately, such a complete 
specification of the boundary conditions is seldom 
feasible, and rarely available from experiments. 
Therefore, the fo 11 owing set of approximate 
boundary conditions have been used. 
At all the solid walls, the no slip boundary 
condition was imposed. Furthermore, the normal 
derivative of pressure was set to zero. The 
temperature at the solid walls was evaluated using 
adiabatic assumptions. The density at the wall was 
subsequently extracted from the equation of state. 
At the inlet, the flow was assumed to be 
parallel to the x- axis, and the velocity profile 
was assumed to be a "plug" profile (uniform 
everywhere except at the walls). The Mach number 
at the inlet was chosen to be 0.2, and the inflow 
density was assumed to be unity. Furthermore, the 
derivative of pressure along the x- axis was 
assumed to be zero at the inlet. 
At the outflow boundary., two different 
treatments are needed depending on whether the 
downstream boundary is partially blocked, or is 
completely open. Configurations 1 and 2 shown in 
Fig. 1 have open downstream boundaries. On the 
open boundary the pressure was prescribed, wh i 1 e 
the other three flow variables (density, u and v 
components of velocity) were extrapolated from the 
interior. The portion of the downstream boundary 
that is b 1 ocked was treated 1 ike any other so 1 i d 
wall. 
The above b\iundary .conditions are consi~ered 
"reflecting" boundary conditions. That is, they 
allow part of the signals attempting to leave the 
2 
computation a 1 domain to be reflected back at the 
inlet and the outflow boundary. In a real world 
situation, say in a wind tunne 1 , no such refl ec-
tions occur although there may be other sources of 
disturbances such as background noise. In other 
cases, say within a ramjet combustor, the inlet 
and exit may be choked. Thus the above boundary 
conditions are a poor substitute for what takes 
place near the boundaries of a wind tunnel or a 
ramjet combustor. As mentioned earlier, removal of 
false reflections from the boundaries would 
require prescription of velocity and temperature 
at all boundaries at all time levels. 
The reflecting boundary conditions described 
above serve one very useful purpose, however. They 
provide a continuous, small supply of acoustic 
energy at a frequency which is characteristic of 
the dimensions of the configuration. These waves 
can interact with the shear 1 ayer, and 1 ead to 
amplification of shear layer instability, shear 
layer roll up and other interesting phenomena. For 
the situation where the pressure is fixed at the 
downstream boundary, and has zero gradient at the 
upstream boundary, the acoustic mode imposed by 
the reflecting boundaries corresponds to the 
quarter wave acoustic mode. Since the frequency 
of this mode may be changed by changing the length 
of the configuration, it is possible to study the 
response of the shear layer to a particular 
frequency, simply by choosing a suitable length of 
the configuration. For the short combustor configu-
ration shown in Fig. 1, the quarter wave frequency 
happens to be 160 Hertz. 
RESULTS AND DISCUSSION 
Calculations have been carried out for the 
three configurations shown in Fig. 1. In all the 
cases, the flow was started impulsively, assuming 
the air to be stationary within the configuration 
at time t = 0+ , except at the inflow boundary. At 
subsequent time levels, the flow velocity within 
the combustor steadily increases as the stationary 
mass of air is replaced by the high speed air-
stream. At later time levels, a periodic pattern 
is established, in which the shear layer oscil-
lates in resonance with a frequency that is 
characteristic of the combustor length for config-
urations 1 and 2, and the cavity length for 
configuration 3. During a given cycle a part of 
the shear 1 ayer rolls up into a vortex, and is 
shed. Depending on the case studied, this vortex 
may merge with previously shed vortices downstream 
at a subsequent time. 
To verify the observation that the present 
boundary conditions lead to the presence of 
quarter wave acoustic modes for configurations 1 
and 2, a large number of calculations were done on 
a somewhat coarser grid, for a number of config-
urations. The length of the combustor was paramet-
rically changed. In Fig. 2, the frequency of 
flapping of the shear layer is plotted as a 
function of the 1 ength of the configuration. The 
quarter wave acoustic frequency associ a ted with 
the configuration, given by 4a/L where a is the 
speed of sound, is also plotted. It is . seen that 
these two quantities match well for the entire 
range of combustor lengths. Similar studies have 
been __ done with configuration 3, which indicate 
that the sh :•.Jr layer oscillates at the natural 
frequEncy of the cavity. 
Configuration 1: For a detailed discussion of the 
shear layer dynamics, we concentrate on configura-
tion 1. In Fig. 3, the vorticity contours within 
the dump combustor after a large period of time 
are shown, at regular time levels. It is seen that 
the vorticity contours at time t = 210 (normalized 
with respect to step height and in 1 et speed of 
sound) are i dent i ca 1 to those at t = 300. The 
other time levels (t = 220, t = 310), (t = 230. t 
= 320) etc. a 1 so match. That is, the shear 1 ayer 
pattern repeats itself once every 90 non-dimen-
sional units of time. This exactly equals the 
quarter wave acoustic frequency of configuration 
1, which has a length equal to 22.5. 
In Fig. 3, it is seen that the shear layer 
undergoes considerable lateral oscillations called 
f1 appi ng. It is a 1 so seen that the shear 1 ayer 
periodically rolls up and sheds a vortex, for 
example between time levels 220 and 290. During 
the time interval 250 < t < 290, this vortex pairs 
into two smaller vortices which are convected out 
of the flow domain. 
In Fig. 4, the pressure variation at a point 
one step height downstream, and in the middle of 
the shear layer is plotted as a function of time. 
It is seen that the pressure values oscillate at a 
distinct frequency, but the amplitude varies from 
cycle to cycle. The calculations were carried out 
for approximately 12 cycles of oscillation (approx-
imately 1200 units of time, 24000 time steps) to 
ensure that the phenomena being discussed repeat 
themselves. 
In order to understand why the amplitude of 
pressure oscillations vary from cycle to cycle, 
the pressure distribution shown within 4 was 
analyzed using Fast Fourier transform techniques. 
In Fig. 5, the Fourier transform of the pressure 
signals at six different locations is plotted. 
Note that the distances indicated are measured 
from the corner of the step. It is seen that the 
Fourier transform shows pressure peaks at four 
distinct frequencies, equal to 160, 304, 416 and 
592 Hz. The fourth frequency appears to be combi-
nations of the first and third frequency (160 + 
416 = 592). The 160Hz peak occurs as a result of 
the quarter wave acoustic mode. 
To assess the reason for the existence of the 
304 Hz peak, the shear layer velocity distribution 
just downstream of the boundary was analyzed using 
classical inviscid shear layer stability analysis. 
The amplitude of the streamwise growth of disturb-
ances within the shear layer was studied as a 
function of user input sinusoidal temporal varia-
tion. In Fig. 6, the real part of the growth rate 
is plotted as a function of the input frequency, 
for a velocity profile 1.5 steps downstream of the 
step. It is seen that . at a frequency of 300, the 
most rapid spatial growth of the linear instabili-
ty waves occur. We have repeated these stabi 1 i ty 
calculations at a number of stations in the 
immediate vicinity of the step, using velocity 
profiles selected at random time levels. In all 
cases, the analysis indicated that at 300 Hz the 
shear layer is most prone to instabilities. 
From the above discussions one may conclude 
that the shear layer within the conf1guration 1 
locks onto the quarter wave acoustic frequency of 
the shear layer, and oscillates. Shear layer roll 
up and shedding of vortices also occur at the 
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quarter wave acoustic frequency. Secondary osci 1-
lations also occur within the shear layer at 
frequency close to the natural frequency of roll 
up of the shear layer. Some of the higher frequen-
cies observed may be seen to be combinations of 
the above two fundamental frequencies of the flow. 
Configuration 2: This configuration differs from 
configuration 1 only in the length of the com-
bustor. The increased length of the combustor 
leads to a somewhat lower quarter wave acoustic 
frequency, equal to 48 Hz. In Fig. 7, the vorti-
city contours are plotted at selected time inter-
vals for the period 200 < t < 300 . The natural 
frequency of roll up of the shear layer, computed 
using velocity profiles just downstream of the . 
step was found to be 270 hz. In this case the 
shear layer still locks onto the quarter wave 
acoustic frequency of the system and tends to 
oscillate very slowly. 
In Fig. 8, the Fourier transform of the 
pressure at two locations within the shear layer 
is shown. It is seen that two distinct peaks, one 
at the system acoustic frequency of 90 Hz, and the 
other near the shear 1 ayer ro 11 up frequency of 
270 Hz . Because the time step was chosen to be 
large to reduce the computer time requirements, 
higher harmonics o_r combinations of these fre-
quencies could not be resolved by the calcula-
tions. 
Configuration 3: This configuration differs from 
the previous two in that a cavity forms between 
the step and the partially blocked downstream 
boundary. The cavity has a distinct acoustic 
frequency of its own, which differs from the 
quarter wave acoustic frequency of the system 
based on the length of the configuration. 
Calculations for this configuration were 
done, and results analyzed using techniques 
identical to those employed for configurations 1 
and 2. In Fig. 9, the u- component of velocity and 
pressure at selected locations within the shear 
layer is plotted as a function of time. A visual 
examination of this near sinusoidal variation 
indicates that it occurs at a frequency equal to 
the natural acoustic frequency of the cavity. In 
this case, the velocity profile downstream of the 
step tended to vary rapidly from one time level to 
the other, so that a single shear 1 ayer ro 11 up 
frequency could not be found. A Fourier analysis 
of the velocity and pressure variations showed 
only one significant peak, corresponding to the 
natural acoustic frequency of the cavity. 
CONCLUSIONS 
The behavior of free shear layers within 2-0 
dump combustors has been analyzed using numerical 
solution of time-dependent Navier-Stokes equa-
tions. The computed flow fields have been analyzed 
using vorticity contour plots, Fast Fourier 
transform of the pressure fluctuations, and 
1 inear, inviscid stability analysis of the shear 
layer. The following conclusions may be drawn, 
based on the present study. 
1) Boundary conditions play a crucial role in the 
behavior of the fll'lw within the combustor. For 
example, when the dc~mstream boundary is blocked 
the shear 1 ayer tends to oscillate at the cavity 
frequency, rather than the system frequency. 
Changing the length of the configuration leads to 
large variations in the system response, when 
monitored as a function of time. 
2) The shear layer tends to lock onto the natural 
acoustic frequency of the system (or of the 
cavity) . The flapping motion of the shear layer 
was accompanied by vortex shedding, and pairing in 
the cases studied. 
3) Fourier spectra of the pressure fluctuations 
within the system show a second, somewhat weaker 
peak, at the shear layer instability frequency. 
Some of the higher frequencies found in the 
Fourier spectra appear to be combinations or 
multiples of these two basic frequencies. 
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APPENDIX 
All the calculations were performed in a 
stretched Cartesian coordinate system (~,111r) 
which is linked to the physical coordinate system 
4 
according to the following one-to-one relation-
ship: 
( 1) 
The Jacobian of transformation J is given by 
J = E; , 
X y 
(2) 
and the metrics of transformation are given by 
t;x = Jy 
11 
; 'ly = Jxt; ( 3) 
Standard centra 1 differences were used to 
compute quantities such as x , x etc. which in 
return were used to compute q6antfties such as t;x 
, t; etc. At the so 1 i d surface and the inflow-
lou~low boundaries, three-point one-sided dif-
ferences were used to compute the metrics. 
In the (t;,,.,,;) coordinate system, the two-
dimensional, unsteady Navier-Stokes equations may 
be written as 
qi + F + G R + s ( 4) E; , E; , 
where 
-1 ( 5) q J {p,pu,pv,e} 
The quantities F, G, R and S are given by 
F = (t;x F ) I J 
G ( ,y G) I J 
R ( t;x R) I J 
s = ( lly S) I J ( 6) 
and 
[pu2 ] [pv ] F= p  +p G= pu~ 







4 ( 7) 
The quantities R4 and s4 represent the dissipation of energy due to work done by the 
viscous stresses, and heat conduction along the x-
and y- directions respectively. The viscous 
stresses ; , ; and ; were related to the 
velocity gfldien~~ througKYstokes' hypothesis. As 
mentioned earlier the objective of the present 
work is to determine the onset of 1 ami nar shear 
layer instability, and no explicit turbulence 




Since the governing equations are coupled to 
each other and are highly nonlinear, a stable, 
efficient solution procedure is required for 
solving them. In the present work, the Beam-
Warming algorithm was used with some modifica-
tions. The viscous terms were explicitly evaluated 
using information available at earlier steps. 
Since the mathematical and numerical formulation 
of the Beam-Warming algorithm are well known, only 
a brief description of the solution scheme is 
given here . 
The governing equations are written at a 
computational node (i,j) in the following finite 
difference form: 
O<q + 6 Fn+1 Gn+1 = o Rn 
~ + 0~ ~ 
(8) + o.,sn - EE on 
n+1 . h d where for examp 1 e, the term 6 F 1 s t e stan -
ard two point central differen~e formula given by 
(F. - F._ )n /2 . The quantity 0 is the artifi-
cilt1 disJi~ation term discussed in the next 
section. 
The highly nonlinear terms F and G at the 
time level (n+1) were expanded by a Taylor series 
about a previous time level n as shown below: 
Fn+1 Fn + [DF/Dq]n (qn+1 _ qn) 
6n+1 = 6n + [DG/Dq]n (qn+1 _ qn) (g) 
Here the quantities DF/Dq and DG/Dq are 4x4 
matrices which are the Jacobians of the flux 
vectors F and G with respect to q. 
In order to allow large values of the expli-
cit dissipation coefficient EF to be used with out 
instability, and to allow the viscous terms to be 
treated explicitly, the following implicit dissi-
pation terms were added to the 1 eft side of the 
difference equation (8): 
-1 n+1 n 
-EIJ (6~~+6 11 ~) J (q - q ) (10) 
The coefficient E was taken to be three 
times the explicit diss,pation coefficient EF . A 
range of EF values between 3 and 5 were us~d in 
the calcula~ions reported here. 
Equation (8) may be written after the addi-
tion of the artificial implicit dissipation terms 
given by Equation (10), in the following operator 
form: 
[I+dt6~ {DF/Dq}+~t6 11 {DG/Dq} 
-1 n+1 n n 
-EIJ (6~~+6 1111 )J](q -q )= R ( 11) 
where, 
(12) 
The left-hand side operator of Equation (11) 
was approximately factored into two smaller 





-EI~tJ-16 J)(qn+1 - qn)= Rn 
'1'1 
(13) 
Equation (13) may be solved through the 
inversion of two block tridiagonal matrix 
equations, one corresponding to the ~- direction 
and the other corresponding the .,- direction. In 
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order to keep the flow solver simple , the boundary 
conditions on all the boundaries were explicitly 
updated after the interior points had been updated 
using Equation (13) o 
TREATMENT OF THE EXPLICIT 
DISSIPATION TERMS 
In the earlier Euler and Navi er-Stokes 
equations, researchers used the following form of 
the artificial dissipation term: 
on =~t J- 1[6 + 6 J (Jq)n (14) 
~~~~ '111'1'1 
This term is formally of the order of the fourth 
power of the grid spacing in the physical plane, 
and is not expected to reduce the overall accuracy. 
of the solution technique. This form was found to 
give nonphysical overshoots in the vicinity of 
rapid flow gradients such as shocks. It was found 
that second order artificial dissipation terms did 
not exhibit a similar overshoot, but led to highly 
inaccurate solutions. 
A solution to the problem of overshoots was 
proposed by Jameson. In his approach, the dissi-
pation term was written as a combination of second 
and fourth order dissipation terms. A sensor, 
based on the second derivative of pressure turned 
on the second order dissipation in the vicinity of 
shocks and suppressed the fourth order di ss i-
pation' term . Away from the rapid gradients, the 
fourth order dissipation form was used. Jameson's 
approach was implemented in the following study as 
follows. 
The term 0 was written as 
(15) 
The coefficients C/and c1 are proportional to the second derivatives of pressure, and are 
defined such that it will of significant value (of 
the order of unity) only near rapid gradients such 
as shock waves . Elsewhere, these coefficients are 
of the order zero, and the expression g i v_en in 
equation (15) leads to a fourth order error 1n the 
solution. The coefficients A and B are propor-
tion a 1 to the wave speed in the x- and y- d i rec-
tions and provide an upwind flavor to the present 
scheme . 
::t: ~~c::: .. ::::::.J ::1=":"' "1 ::I: ~ ~ ~:~. Y.; .. ; .. :h 
DO 10.0 20 0 00 10 0 20 ( 
(al ,, \ 
~ ~ ~c~:: ... ::~:: ~:::. :~: :::::: :::~~:=] 
0 .0 10 0 20 0 30.0 <40 0 ~0 0 60 0 
(h) 
Figure 1. Configurations Studied. 
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Figure 2. Comparison of Theoretical and Computed. 
Shear Layer Flapping Frequency as a Function of 
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Figure 3. Sample Vorticity Contours at Selected Time Levels for Configuration 1. 
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Figure 4. Pressure Time History at a Point Within 
the Shear Layer (x/h = 1.05, y/h = 0.0) for 
Configuration 1. 
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~igure 7. Sample Vorticity Contours at Selected 
Time Levels for Configuration 2. 
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Configuration 3. 
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ABSTRACT 
The issue of enhancing mixing between 
paraJiel, supersonic streams is numerically 
investigated. An explicit time marching scheme that 
is second order accurate in time and fourth order 
accurate in space is used to study this problem. 
Small amplitude velocity disturbances at selected 
frequencies are imposed over an otherwise steady 
flow at the juncture of the two streams to promote 
mixing. It is found that disturbances are selectively 
amplified at certain frequencies, while disturbances 
at other frequencies are rapidly damped out. In 
studies where the relative Mach number of the 
disturbances relative to one of the streams is high, 
shocklets were found to form on one or both sides 
of the shear layers. In such a situation, the relative 
Mach numbers of the eddies were different in 
coordinate systems attached to the upper and the 
lower streams. 
INTRODUCTION 
Aircraft engine and missile manufacturers 
are presently interested in a class of p·ropulsion 
systems called SCRAMJET engines. In these 
systems the supersonic airstream captured at the 
inlet is slowed down to modest supersonic speeds 
through a series of shock waves prior to entering 
the combustion chamber. Here the airstream is 
allowed to mix and react with a parallel stream of 
fuel or partially burnt fueljair mixture. For efficient 
performance of these systems, it is necessary that 
the fuel and air streams mix with each other as 
rapidly as possible, over a fairly short distance. 
Unfortunately, supersonic free shear layers 
which form at the juncture of the air and fuel 
streams tends to grow very slowly [Ref. 1-3] 
compared to their subsonic counterparts. Alternate 
mechanisms such as normal Injection of fuel into 
the airstream will likely increase mixing, but at the 
expense of significant total pressure losses. 
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Therefore, there is some interest in the use of active 
and passive control techniques which will promote 
mixing. 
PREVIOUS WORK 
A comprehensive discussion of recent 
experimentaJ, numerical and analytiCaJ studies on 
the behavior of subsonic and supersonic shear 
layers has been done by Dimotakis [Ref. 4]. Here, 
only a small subset of existing work, closely related 
to the present numerical studies, is reviewed. 
Experimental Studies: Chinzei et al. [Ref.1 ] have 
experimentally studied the growth rate of planar 
shear layers, using Schlieren techniques, and total 
pressure probes. They found organized vertical 
structures to exist in such flows, In a manner similar 
to subsonic shear layers. Perhaps the best known 
experimental work on supersonic planar shear 
layers is that done by Papamoschou and Roshko 
[ref. 2,3], for a variety of gases and flow conditions 
on either side of the shear layer. They showed that 
the convective Mach number of the eddies is a 
significant parameter governing the growth rate of 
supersonic shear layers. Papamoschou also 
performed stability analyses of infinitely thin shear 
layers (vortex sheets) to link the growth rate of the 
shear layer (compared to that of an incompressible 
shear layer) to the convective Mach number, and 
derived closed form expressions for the convective 
Mach number as a function of flow conditions on 
either side. The idea of convective Mach number 
itself is, of course, not new, and has been 
previously derived by Bogdanoff [Ref. 5]. In a later 
study [Ref. 6], Papamoschou found that the 
measured convective Mach number of the eddies 
matches the analytical predictions only when the 
convective Mach number is low and subsonic. He 
attributed this discrepancy to the fact that the 
traditional derivations for the convective Mach 
number assume the totaJ pressure on either side of 
the shear layer to be equal. In cases where the 
convective Mach number is high, shocktets can 
form and lead to different amounts of totaJ pressure 
losses on either side of the shear layer. 
Papamoschou also studied modifications to the 
trailing edge of the splitter plate which Initially 
In order to understand the behavior of 
supersonic free shear layers at low convective 
Mach numbers, we investigate its response to 
arbitrary, user-specified acoustic disturbances over 
a broad range of frequencies. Sinusoidally varying 
velocity disturbances at a number of frequencies 
are introduced at the initial, laminar mixing region of 
the shear layer. These disturbances grow with time 
as they are convected downstream and eventually 
lead to well organized vertical structures. The 
objective of this work is then to study how the 
disturbances over the entire spectrum of 
frequencies behave as they are convected 
downstream, and to speculate on mechanisms by 
which energy is transferred from high frequencies 
to low frequencies and vice versa. 
To study behavior of the shear layer at very 
high convective Mach numbers, we use vorticity 
and pressure contour . plots at a number of time 
levels to track the velocity of the dominant eddies 
and compute the relative Mach number of these 
eddies in a coordinate system attached to either the 
faster stream or the slower stream. If supercritical 
Mach numbers arise relative to either stream, then 
the resultant pressure field is examined for the 
occurrence of shock waves, expansion waves and 
their effects on the shear layer growth. 
The 2-0 compressible Navier-Stokes 
equations in a strong conservation form are 
numerically solved, using a modified MacCormack 
scheme that is second order accurate in time, and 
fourth order accurate in space. This scheme is 
suitable for studying phenomena such as 
propagation of acoustic waves, boundary layer 
instability, and shear layer instability and has been 
previously used by several authors [Ref. 22-24). The 
flow field is assumed to be laminar. 
NUMERICAL FORMULATION 
The 2-D, laminar, unsteady, compressible 
flow Is governed by the Navier-Stokes equations 
which may be formally written as: 
C1t + F x + Gy = Ax + Sy 
where F and G are inviscid flux terms, while A and S 
are the viscous stress terms. 
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In this work the above equation was solved 
using a splitting approach. That is, the solution was 
advanced from one time level 'n' to the next Cn + 2') 
through the following sequence of operations: 
where, for example, the Lx operator 
involves solution of the following 1-D equation: 
This 1-D equation was solved through the 
following predictor-corrector sequence, 
recommended by Bayliss et al [Ref.22]: 
Predictor Step: 
Corrector Step: 
In the above equations, the j- index has 
been suppressed for clarity. 
When the above equation is applied at 
nodes dose to the left and right side boundary, a 
fourth order accurate extrapolation procedure wa~ 
used to extrapolate the flux vectors F and F 
needed at nodes outside the computational 
domain. 
. The Ly operator requires solution of the 
equat1on 
ctt + Gy = 0 
using a similar approach. 
The operators Lxv and Lvv correspond to numerical 
solution of 1-0 equation$ such as 
equivalent to applying a slip boundary condition at 
these walls. In the case of free, unconfined shear 
layers, non-reflective boundary conditions are 
needed at these lateral boundaries. In the present 
work, setting the derivative of the normal 
component of velocity to zero, rather than the 
velocity itself to zero was found to minimize 
reflections. 
The flow properties at the inflow were 
specified everywhere in the flow field as the initial 
conditions for the problem. The Navier-Stokes 
solver was then advanced for several non-
dimensional units of time, until a fully developed 
shear layer with a modest streamwise growth was 
established. 
Once a steady state shear flow was 
achieved, forced excitation of the shear layer 
began. This was achieved by prescribing the 
normal {v-) component of velocity over the entire 
inflow boundary to behave as follows: 
Here the summation shown is over all the 
excitation f~equencies; An is the amplitude of 
disturbance, w n Is the frequency of disturbance and 
9 n is the associated phase angle. The function f{y) 
determines the variation of the perturbation velocity 
across the shear layer. Both a Gaussian distribution 
and a constant magnitude distribution were 
attempted. The results to be presented here 
correspond to f(y) equal to unity. 
In the present work 6 frequencies were 
used, with zero phase difference between the 
individual components. The quantity An was 2% of 
the reference velocity u1. The non-dimensional 
frequencies w were 10, 20, 30, 40, 50 and 60 
respectively. 8bviously, a linear stability analysis 
could have been used to pick the frequencies that 
are related to the most unstable frequency. But the 
Intent here was to impose excitation at several 
frequencies on the shear layer, at the Inflow 
boundary and determine which frequencies are 
selectively amplified, and to determine what 
happens to the energy content at the higher 
frequencies at subsequent time levels. 
Figure 2 shows the vorticity contours at a 
randomly selected time level. It is seen that the 
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vorticity field at the immediate downstream 
boundary is rich in structure showing large 
gradients in the streamwise as well as normal 
directions. At large distances downstream, 
however, only a single row of eddies at well defined 
distances are seen. 
Because the formation and motion of 
vortices {or eddies) give rise to a rapidly varying 
pressure field which moves with the eddies some 
useful information about the energy content at the 
shear layer distributed over the various frequencies 
may be obtained by computing the Fourier 
transform of the pressure field at a number of points 
within the shear layer. In figure 3, the Fourier 
spectrum of the pressure field is plotted at 6 x-
locations within the computational field, at y /o = o. 
The following trend is seen. Near the inflow 
boundary, the Fourier spectrum shows a near 
uniform distribution over the entire frequency range. 
At downstream locations, the higher frequency 
content begins to gradually decrease. The low 
frequency components at non-dimensional 
frequencies 1 o and 20 show a rapid increase 
initially, but reaches asymptotically constant values. 
Figure 4 contains the same information as figure 3, 
exceP.t it shows the changes in energy content as a 
function of downstream distance. It is seen that 
Fourier coefficient associated with non-dimensional 
frequency 60 reduces to 30% of initial value 1 00 o 
downstream, whereas the low frequency 
component triples in magnitude and reaches its 
limit value 12£ units downstream. An examination 
of the vorticity contour plot {figure 2) shows a 
number of small eddies at the inflow boundary, 
which rapidly merge into a single, large vortex. This 
merging appears to be the mechanism responsible 
for the decrease in the energy content at high 
frequencies, and the corresponding increase at the 
lower frequencies. It is interesting to note that the 
two lowest frequency components {corresponding 
to non-dimensional frequencies 10 and 20) maintain 
their energy levels once they reach their limit 
values, with no further transfer of energy from the 
w n = 20 waves to the w n = 10 waves. This may be 
due to the fact that the phase difference in the 
forcing function corresponding to these two waves 
was zero. 
In figures 7 and 8, the pressure and velocity 
contours are plotted at a randomly chosen time 
level. In this case, from an inspection of the vorticity 
profiles at adjacent time levels, the eddies appear to 
travel at substantially lower speed than the upper 
stream. During the earty stages of eddy formation 
and motion, shocklets occur both on the upper and 
lower sides of the shear layer. As the eddies 
accelerate and reach low subsonic Mach numbers 
relative to the upper stream, the shocklets on the 
upper side of the shear layer disappear. The 
shocklets on the lower side continue to travel with 
the eddies, with no reduction in their strength. 
Case 3: Case 1 was repeated, by artificially 
reducing the shear layer vorticity thickness by a 
factor of 15, keeping all other dimensions such as 
the grid size, domain length and width constant. In 
figures 9 and 10, the pressure and vorticity 
contours are plotted. Again, in figure 1 o, the solid 
and dotted contours correspond to low and high 
pressure levels respectively. Shocklets are evident 
on either side of the shear layer, although they are 
weak because the reduced shear layer thickness 
leads to small and thin eddies, compared to case 1. 
Case 4: As a final exercise, Case 1 was repeated, 
with forced excitation of the normal velocity at the 
inflow boundary over multiple frequencies, ranging 
from 10 to 60. The amplitude of the individual 
components was 0.02 times the upperstream 
velocity. In figure 11 the Fourier spectrum of the 
pressure field at several x- locations are plotted. A 
gradual migration of energy levels from the higher 
frequency to the lower frequencies is evident, as in 
the case of the subsonic convective Mach number 
case. Figure 12 shows how the two high frequency 
components decay following a brief initial growth as 
eddies are convected downstream. The low 
frequency components at frequencies 10 , 20 and 
30 initially grow rapidly, but reach asymptotic 
values. 
The response of the shear layer to multiple 
frequencies Is strikingly similar to that in the earlier 
study for subsonic convective Mach numbers, 
shown In figures 3 and 4. 
CONCLUDING REMARKS 
The stability and growth characteristics of 
supersonic free shear layers were studied by 
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exciting the shear layer at the upstream boundary 
with small amplitude normal velocity disturbances. 
The following observations were made: 
a) In the case of shear layers at subsonic 
and supersonic convective Mach numbers, the 
imposition of acoustic disturbances over a large 
range of frequencies lead to the transfer of this 
energy from the high frequencies to the low 
frequencies, as the flow progressed from the 
upstream boundary to the downstream boundary. 
The energy content at the lowermost frequencies 
rapidly reached asymptotic values following which 
eddies in the shear layer were convected 
downstream with no further aJteration in their 
structure. 
b) In the case of shear layers at a 
supersonic convective Mach number, situations 
were found where the convective Mach number 
relative to the faster stream is low. This leads to a 
situation where shocklets arose only on the lower 
side of the shear layer. Conditions were also found 
where the convective Mach number relative to both 
the streams Is high, leading to shocklets on either 
side. These calculations demonstrate the same 
features experimentally observed by Papamoschou 
[Ref. 3] and discussed based on total pressure 
arguments by Dimotakis [Ref 4]. 
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Figure 2. Vorticity Contours for a shear layer excited at 
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Figure 4. Variation of Fourier spectrum as a function of 
streamwise location; Mc=0.2, M1=4.0, M2=2.3, 
a,la2=2.3, 8=1/15. 
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Figure 11. Fourier spectrum of pressure field at 
selected x-locations within the shear layer; 
Mc==1.2, M1==6.0, M2=3.6, a1/a2=1.0, 8==1115. 
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Figure 12. Variation of Fourier spectrum as a function of 
streamwise location; Mc=1.2, M1==6.0, 
M2=3.6, a1/a2=1.0, o=1/15. 
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Numerical Simulation of the Growth of Instabilities in 
Supersonic Free Shear Layers 
W. Tang: N. M. Komerath,t and L. N. Sankart 
Georgia Institute of Technology, Atlanta, Georgia 
The behnior of the initial region of a supersonic plane shear layer is analyzed through numerical solution of 
the two-dimensional Nal'ier-Stokes equations, as well as the three-dimensional equations under the finite-span 
assumption. A modified MacCormack scheme that is fourth-order accurate in space and second-order in time 
is employed. Small amplitude oscillations in the normal nlocity are found to grow as they connct downstream, 
and enntually lead to organized \'Ortical structures. Normal nlocity disturbances are found to be more efficient 
than streamwise or spanwise disturbances. The growth rate of these disturbances, as well as the intensity of 
nlocity fluctuations, are found to decrease as the connctin Mach number of the shear layer increases. The 
Mach number of the \'Ortical structures witb respect to the faster stream is found to be considerably less than 














=upper stream speed of sound 
=lower stream speed of sound 
= flux vectors 
=convective Mach number of present result 
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=vector of conserved variables 
= diffusion vectors 
=convection speed of vortices 
=upper stream inflow velocity 
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=coordinate in stream wise direction 
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Introduction 
A IR-BREA THING engines designed for high-flight Mach numbers require supersonic combustion for efficient op-
eration. The shock losses associated with deceleration to low 
Mach numbers require that the mixing of fuel and air, and the 
heat release, must occur in supersonic flows. For the same 
reason, it is desirable to mix the fuel and air using coflowing 
streams. In such configurations, the mixing must occur across 
the shear layer formed between the streams. The length and 
weight of the engine, and the efficiency of heat release, depend 
on the rapidity of this mixing process. Most current concepts 
for supersonic-combustion ramjets thus employ mixing-lim-
ited heat release. The mixing across a shear layer between two 
streams depends on the rate of mass and momentum transfer 
across the layer, and, hence, can be described using the 
"growth" or "spreading" rate of the shear layer. Unfortu-
nately, shear layers separating supersonic streams are known 
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to grow much more slowly than corresponding subsonic shear 
layers. 
One long-term objective of supersonic shear layer research, 
therefore, is to devise methods of increasing the mixing be-
tween supersonic streams by enhancing the shear layer growth 
rate. Recent success in greatly modifying subsonic shear layers 
has resulted in the advancement of a variety of schemes for 
achieving similar increases in supersonic shear layers. The 
variety of such possibilities far exceeds the resources available 
for experimental exploration of each. Instead, a better ap-
proach appears to be to develop reliable numerical models and 
solution methods that can then be used to perform the explo-
ration, and to identify promising approaches and the appro-
priate values of parameters required. This is the motivation 
behind the research described in this paper. 
Prel'ious Work 
Chinzei et al. 1 conducted experiments on planar shear layer 
configurations and studied the growth rate. Papamoschou2 
conducted similar experiments, using a variety of gases and 
flow conditions, and showed that the results could be scaled 
using the convective Mach number of the dominant eddies in 
the shear layer. These results showed that the growth rate of 
supersonic shear layers is typically less than one-third the 
growth rate of incompressible shear layers for convective 
Mach numbers greater than unity. 
Passive and active control techniques have been studied by 
other researchers. These techniques are generally based on the 
principle that if vorticity is introduced into the shear layer, it 
will increase the level of fluctuation and, therefore, promote 
mixing and growth. Guirguis3 and Drummond and Mukunda4 
studied the effect of a bluff body placed in the middle of the 
shear layer. Kumar et al. 5 considered the effects of vorticity 
produced by a pulsating shock wave on the growth character-
istics of the shear layer. Ragab and Wu6 have developed 
calculations based on stability theory to predict the response 
of supersonic shear layers. Recently,7 they have also developed 
computations of the response of planar wakes and shear layers 
similar to those in experimental splitter plate configurations. 
Scope of Present Paper 
In the work presented here, the behavior of a planar free 
shear l<!yer is studied, using two numerical techniques for 
solution of the Navier-Stokes equations. The effects of active 
control strategies are investigated. Sinusoidal variations in the 
velocity are introduced at the upstream boundary. The subse-
quent response of the sliear layer to these disturbances is 
studied. Streamwise, normal, and spanwise disturbances are 
considered as suitable candidates for promoting mixing. 
At present, the problem is assumed to be nominally two-di-
mensional. Some calculations have been performed with 
three-dimensional layers under the infinite sweep assumption. 
It is recognized that the later development of the shear layer 
may be strongly influenced by three-dimensional effects. 
However, there is no reason to believe that the initial region 
should be anything other than two-dimensional. The available 
experimental flow visualizations, performed with spanwise-in-
tegrating techniques such as schlieren and shadowgraphy, 
clearly show structures that would have been totally smeared 
out if the flow fields had been significantly three-dimensional. 
The present calculations are for laminar shear layers, and 
no turbulence model is used. Turbulence models inherently 
bring additional uncertainty into the physical interpretation of 
the observed behavior of the flowfield, though they are cer-
tainly necessary to obtain quantitative accuracy . The lack of 
such a model restricts the applicability of these results to the 
initial region of the shear layer. 
The initial velocity profile used is a step change in velocity 
at the slip line between the two streams. Thus. the results 
obtained will not correspond to experimental results from 
splitter-plate configurations. since there is no boundary layer 
and no embedded region of initially subsonic flow. 
Within the above limitations, the present work aims to 
study the behavior of the initial region of a shear layer, and to 
explore the effects of various forms of excitation. 
Problem Statement 
The shear layer configuration is shown in Fig. 1. Two 
uniform, parallel supersonic streams of different Mach num-
bers are released at the left-hand boundary. All properties are 
known at this boundary. The upper and lower boundaries of 
the computational domain are assumed to be hard walls across 
which no disturbances can escape. There is no boundary layer 
at these walls, and slip conditions are used. At the downstream 
boundary, the flow and all disturbances are allowed to escape, 
and no disturbances are allowed to propagate back. 
To study shear layer behavior, the static pressures are equal-
ized across the splitter plate, so that there are no strong shocks 
in the flow. Some waves and their reflections from the wall do 
occur. but these are quite weak. 
The flow is assumed to be nonreacting, and the ratio of 
specific heats was assumed to be constant for both streams. 
The species above and below the shear layer were assumed to 
have the same molecular weight. 
Mathematical Formulation: Fourth Order MacCormack Scheme 
(1) 
Px = 0 
u = 0 
X 
v = 0 
X 
M T P = 0 2'p2, 2'p2 X 
Tx = 0 
p y = u y = p y = T y = 0, v = 0 
Fig. 1 Boundary conditions ror supersonic free shear layer. 
Here, F and G are the inviscid flux terms and account for 
the transport of mass, moment, and energy and for the influ-
ence of pressure. The terms R and S are the viscous stress 
terms . The above equation is parabolic with respect to time, 
and may be solved using a variety of stable time marching 
schemes. For two-dimensional flows, there are four equations . 
In the case of three-dimensional flows subject to infinitec 
sweep assumption, there are five equations, the additional 
equation corresponding to the conservation of spanwise 
momentum. 
In this work, the above equation was solved using a splitting 
approach; that is, the solution was advanced from one time 
level 'n • to the next 'n + 2', through the following sequence of 
operations: 
(2) 
where, for example, the Lx operator involves solution of the 
following equation: 
q, +Fx =0 (3) 
This one-dimensional equation was solved through the fol-
lowing predictor-corrector sequence, recommended by Bayliss 




When the above equations are applied at nodes close to the 
left- and right-side boundary, a fourth-order accurate extrapo-
lation procedure was used to extrapolate the flux vectors F and 
F' needed at nodes outside the computational domain. 
The Ly operator requires solution of the equation 
q, +Gy =0 (6) 
using a similar approach. 
The operators Lxv and Lyv correspond to numerical solution 
of one-dimensional equations such as 
q, -Rx =0 (7) 
The above equation was solved through the following two-step 
sequence: 
q··"=q ··n+~ [R·+! ·-R·-! ·]n 
1.) 1,) dx I 2 .,} I 2 .,} (8) 
Ill [ 1 1 ] +-- R ·+- J-R1-- • • 2dx I 2 2 .J (9) 
The viscous terms are thus updated only to second-order 
accuracy in space. It may be shown that the above scheme has 
very little artificial dissipation inherent in it, and is fourth-or-
der accurate in space, as far as the inviscid part is concerned. 
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Boundary Conditions 
As stated above, all flow properties are prescribed at the 
upstream boundary for both streams, including any imposed 
perturbations . At the downstream boundary, the flow is as-
sumed to remain fully supersonic for the small-amplitude 
perturbations encountered in this work, so that the properties 
may be extrapolated from the interior. Alternatively, the gov-
erning equations themselves may be applied if the streamwise 
diffusion terms Rx are suppressed at the downstream nodes. 
At the lateral boundaries, the flow is assumed to be con-
fined by smooth, parallel walls. Slip boundary conditions were 
used to avoid the compression effects that would be caused by 
boundary layers. The walls were considered adiabatic, and the 
normal derivatives of density and pressure were set to zero. 
Results and Discussion 
Normalization 
Velocities were normalized using the speed of sound in the 
upper stream, which thus became unity. The Reynolds number 
based on the speed of sound was chosen to be 1000. A 221 x 61 
uniform grid was used, with spacing of 0.01 in each direction. 
Thus, the length of the domain L was 2.2. The time step was 
taken as 0.001 (0.0005 for each half-step). The calculations 
were started with step velocity profiles at the upstream 
boundary, and allowed to proceed until a steady state was 
reached asymptotically. This usually took 600 time steps. The 
results at this stage were stored, and the code was restarted 
with an imposed sinusoidal velocity disturbance of amplitude 
2% of the velocity of the upper stream. The calculations were 
then run until several cycles of the disturbance had been 
completed, and the initial effects had been convected away 
through the downstream boundary. 
Convective Mach Number 
The cases run have been summarized in Table 1. Because the 
supersonic shear flow problem involves several parameters (at 
least five on either side of the shear layer), nondimensional 
groupings are sought to express observed effects . Following 
the practice of Papamoschou, 2 the convective Mach number 
was used here. For the problem studied here, the convective 
Mach number reduces to 
where 
The values of Me calculated by this formula are tabulated. A 
physical interpretation of the convective Mach number is that 
it is the Mach number of the dominant large-scale vortical 
structures with respect to either stream. According to the 
formula given above, this Mach number is the same with 
respect to either of the streams. An attempt was made, as 
discussed later, to determine the convection speed of the vorti-
cal structures seen in the computational flowfield, and to 
determine relative Mach numbers from them. The Mach num-
bers so determined, with respect to the upper, high-speed 
stream, are also tabulated. It is seen that there is a consider-
able discrepancy. This is not surprising, and, in fact, even in 
subsequent experiments by Papamoschou,9 similar effects ap-
pear to have been observed. 
Table 1 Cases presented 
Case M1 M2 u1 u2 Me Mvo"ex 
1 4.0 2.3 4.00 3.51 0.20 0.2 
2 4.0 2.0 4.00 3.05 0.38 0.2 
3 4.0 1.3 4.00 1.98 0.80 0.2 
4 s.o 1.3 s.oo 1.98 . 1.20 0.6 
Formation of Vortical Structures 
Figure 2a shows the contours of vorticity in the shear layer, 
calculated for case 1, with no disturbance superposed. It is 
seen that the shear layer grows quickly at the very beginning, 
and then takes on a smooth profile which grows very little 
thereafter. It should be remembered that in this calculation 
there is no imposed turbulence model. Figure 2b shows the 
effect of imposing a sinusoidal 20Jo normal velocity distur-
bance at the inflow boundary. Distinct centers of vorticity are 
seen to develop and be convected downstream . The shear layer 
edge now penetrates considerably further into both streams. 
Careful examination of the contours shows considerable 
asymmetry and distortion as the structures proceed down-
stream. The computational domain in this calculation does 
not extend far enough for these disturbances to grow into the 
nonlinear regime, and hence no "roll-up" can be expected 
here . The effects of six cycles of the imposed disturbance can 
be seen, with the sixth just leaving the computational domain. 
Figures 3a and 3b show the corresponding vorticity con-
tours for case 2, where the theoretical value of convective 
Mach number is nearly twice that of case 1. The growth rate 
.3 T--------------------------------------, 
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Fig. 2 Vorticity contours for case 1, Mt = 4.0, M1 = 2.3, Me= 0.2.; 
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Fig. 3 Vorticity contours for case 2, Mt = 4.0, M2 = 2.0, Me = 0.38; 
a) without disturbance, b) with disturbance in the normal direction. 
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Fig. 4 Vorticity contours for case 3, M1 = 4.0, Mz = 1.3, Me= 0.8; 
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Fig. S Vorticity contours for case 4, M1 =5.0, Mz= 1.3, Me= 1.2; 
a) without disturbance, b) with disturbance in the normal direction. 
appears to be less, as expected from the experimental observa-
tions of the effect of Me. This effect is seen further in Figs. 4 
and 5, where the convective Mach number, according to the 
formula, is 0.8 and 1.2, respectively. 
Disturbance Type 
Other kinds of disturbance were tried; specifically, distur-
bances in velocity along the streamwise direction for the two-
dimensional shear layer and disturbances along the spanwise 
direction using a three-dimensional model with the infinite 
sweep assumption. The results are shown in Figs. 6 and 7, 
respectively, for the case where the convective Mach number is 
predicted to be 0.2. In each case, the disturbance amplitude is 
the same. It is seen that these types of disturbances are less 
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Fig. 6 Effect of ~treamwi~ disturbances for case 1. 
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Fig. 7 Effect of spanwise disturbances for case 1. 
0 .. 2 .4 .6 .8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 
x/H 
Fig. 8 Computation of convective speed based on the temporal evo-
lution of vorticity contours for case 2. 
Convective Speed Based on Evolution of Vorticity Contours 
One common way of calculating the convective Mach num-
ber is to track the downstream convection of the vorticity 
contours as a function of time. The results of this effort are 
shown in Fig. 8 for case 2. Similar computations were per-
formed for all of the cases, and the results are shown in Table 
1. It is seen that as the theoretical value of the convective 
Mach number rises, the measured convective Mach number of 
the structures with respect to the upper stream vary much less. 
Of course, this means that the convective Mach number is no 
longer the same when compared to the two streams. The 
structures appear to move at a speed that is close to that of the 
upper, high-speed stream. This is similar to the more recent 
observations of Papamoschou, 9 where the structures were 
found, for many cases, to move at speeds close to that of one 
or the other stream. 
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Growth Rate Enhancement 
The thickness of the shear layer was computed from the 
velocity profiles across the shear layer. These profiles are 
shown later in the paper 9 where they are used to examine the 
numerical accuracy of the results . Figure 9 shows the shear 
layer thickness for unperturbed and perturbed cases for case I. 
The disturbed case shows a significantly greater rate of 
growth, except near the downstream boundary. However, the 
increase in growth rate is only on the order of I0-150Jo. 
The frequency of the imposed fluctuations was chosen such 
that about six vortical structures could be seen in the computa-
tional domain at one time. Thus, the actual frequency used 
was higher than the frequency of maximum amplification 
predicted by linear stability analysis. Use of the preferred 
frequency would have required a much larger computational 
domain in the x direction to capture an adequate number of 
vortices, and would have increased the computational effort 
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Fig. 9 Shear layer thickness. 
(a) Me= 0.2 
0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 
(b) Me= 0.4 
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(c) Me= 0.8 
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x/H 
Fig. 10 · Effect of convective Macb number on fluctuation in tbe 
shear layer; a) Me = 0.2; b) Me= 0.38; and c) Me= 0.80. 
The intensity of fluctuation in the shear layer is plotted as a 
function of downstream distance for three cases with different 
theoretical convective Mach numbers in Figs. JOa-IOc. The 
quantity measured was the root-mean-squared fluctuation of 
the U-component of velocity about the mean, normalized by 
the mean velocity. It is to be noted that this is not the turbu-
lence intensity, since no attempt has been made to model the 
turbulence. The fluctuations have their origin in the imposed 
disturbance, though they may have been selectively amplified 
by energy exchange with the shear layer. It is seen that the 
intehsity of fluctuations decreases rapidly with increasing con-
vective Mach number. It also appears that the intensity 
quickly reaches an asymptotic value and does not increase 
further. In fact, for the higher values of convective Mach 
number, the intensity appears to peak and then decrease grad-
ually thereafter. This decay in the intensity with high values of 
Me has been predicted by other researchers using linear stabil-
ity analysis. 
Studies of Discretization Error 
All the above results were generated using the fourth-order 
MacCormack scheme. The influence of the accuracy of the 
computation scheme was studied by comparing results ob-
tained using a second-order MacCormack scheme to those 
obtained with the fourth-order scheme. Velocity profiles 
across the shear layer were used to examine the results. Figure 
11 shows the comparison for case 1, however, with a 111 x 31 
grid. The profile was obtained at rhe station 100Jo of the 
domain length downstream of the origin. The results are seen 
to be quite similar. The agreement is close for profiles at 25 
and 500Jo downstream. However, at x!L =0.15, differences 
can be clearly seen. The fourth-order scheme is seen to resolve 
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4th Order 
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Fig. 11 Velocity profiles across the shear layer: comparison of sec-
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Fig. 12 Velocity profiles across the shear layer: comparison of sec-
ondc and fourth-order MacCormack schemes for case 1 with 221 x 61 
grid. 
further downstream. It is concluded from these that the 
second-order scheme already shows reasonable accuracy, and 
that the fourth-order results are quite accurate. 
The effect of grid size was checked by comparing the above 
results with those obtained with the 221 x 61 grid, as shown in 
Fig. 12. In this case, the difference between the second- and 
fourth-order codes is negligible for all stations. Thus, it is 
concluded that with the 221 x 61 grid, the results are not 
sensitive to grid size. 
Computational Resources 
All calculations reported here were performed on the Cray 
X-MP at the Pittsburgh Supercomputing Center. The CPU 
time per time step per grid node was 10 p.s for the fourth-order 
MacCormack scheme, using the 221 x 61 grid. 
Conclusions 
A numerical study of the behavior of planar supersonic 
shear layers has been performed. Different numerical schemes 
have been tested. Techniques for enhancing the growth rate of 
the shear layer have been investigated. The following are 
noted from the results: 
1) The fourth-order MacCormack scheme accurately simu-
lates the evolution of the imposed disturbances. The results 
are essentially independent of the spatial order of the scheme, 
with a 221 x 61 grid with the grid parameters used. 
J. t'R 
2) A perturbation of 2% of the mean flow velocity, imposed 
at the upstream boundary in the normal direction, produces a 
larger growth of the shear layer than an equal amount of 
perturbation imposed in the streamwise or spanwise direc-
tions. 
3) Imposed sinusoidal disturbances in the normal velocity 
upstream lead to the formation and growth of vortical struc-
tures. The shear layer thickness grows rapidly at first and then 
the growth rate decreases asymptotically, 
4) The root-mean-square fluctuation level in the streamwise 
velocity and the shear layer growth rate decrease with increas-
ing values of the theoretical convective Mach number of the 
shear layer. 
5) The vortical structures are found to move at different 
Mach numbers relative to the upper and lower stream, and the 
relative Mach number appears to be smaller relative to the 
stream with the higher Mach number. 
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Numerical Simulation of Three-Dimensional Supersonic 
Free Shear Layers 
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Abstract 
T HE temporal stability and growth characteristics of three-dimensional supersonic shear layers are numerically in-
vestigated. An explicit time-marching scheme that is second-
order accurate in time and fourth-order accurate in space is 
used to study this problem. The shear layer is excited by 
instability waves computed from a linear stability analysis and 
random initial disturbances. At low convective Mach num-
bers, organized vortical structures develop both for the ran-
dom disturbance and the modal disturbance cases. At super-
sonic convective Mach numbers, vortical structures develop 
initially but are not sustained in time. Temporal growth of 
disturbances is found to be a strong function of the convective 
Mach number. 
Contents 
An improved understanding of factors that contribute to 
supersonic shear-layer growth is necessary for design of active 
and passive control techniques to enhance the mixing of 
airstreams and fuel streams, and for the design of efficient, 
compact SCRAMJET engines. It has been observed 1- 3 that, in 
supersonic shear layers, organized vortical structures exist in a 
manner similar to subsonic shear layers. However, as the 
convective Mach number increases, the streamwise shear-layer 
growth rate is found to drop to about 300Jo of that of an 
incompressible flow. 4 
In the past, Tang et al. 5 used a fourth-order MacCormack 
scheme to study temporal and spatial growth of two-dimen-
sional thin shear layers at very early stages of laminar mixing, 
and studied the effects of convective Mach number as well as 
streamwise, spanwise, and cross-stream velocity disturbances 
on the shear layer growth. It was demonstrated that the 
growth rate of the shear layer decreased with increasing con-
vective Mach number. In this work, three-dimensional, tem-
porarily growing mixing layers have been studied. The study 
focuses on the effects of instability waves computed using a 
linear stability analysis and random initial disturbances on a 
temporarily evolving shear layer. 
The three-dimensional, laminar, unsteady, compressible 
flow is governed by the Navier-Stokes equations, which may 
be formally written in a strong conservation form 
(l) 
where F, G, and Hare inviscid flux terms, and R, S, and Tare 
the viscous stress terms. Equation (l) was solved using an 
operator splitting approach and a MacCormack-type finite 
difference scheme: 
(2) 
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The Ln Ly. and LT. operators involve solutions of the one-di-
mensional equation such as 
Qr + Fx = 0 (3) 
This one-dimensional equation is solved through the following 
predictor-corrector sequence, recommended by Bayliss and 
Maestrello. 6 
Predictor step: 
c n Dt [ 
qi = qi -
6 
Dx 7Fi- BFi- 1 + Fi_ 2]n (4) 
Corrector step: 
n + I (qj• + qn Dt [7 F SF • 
qi = 
2 
+ 12 Dx i - i + 1 + Fi + 21 (5) 
The viscous operators Lxv. Lyv• and L1.v are integrated simi-
larly with the exception that the viscous stress terms are differ-
enced in space with the second-order-accurate central differ-
ence scheme. The overall numerical scheme is fourth-order 
accurate in space and second-order accurate in time as far as 
the inviscid part is concerned. 
Since the temporal development mixing layers are studied, 
periodic boundary conditions in the streamwise and spanwise 
directions and slip boundary conditions in the cross-stream 
direction are applied. 
The computational domain is a rectangular channel that 
extends in stream- and spanwise directions over one wave-
length of the longest disturbance wave predicted by linear 
stability analysis for a given convective Mach number. In the 
cross-stream direction, it extends from -7.5 to 7.5 times the 
vortiCity thickness. The computational domain is discretized 
with a 66 x 34 x 121 uniformly spaced grid along the stream-
wise, span wise, and cross-stream directions, respectively. The 
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Fig. 1 Modal energy growth of the most unstable modes in shear 
layers disturbed by instability wans. · 
.;/ 
.\. 
ranges between 3 x 102 and 6 x 102. The mean velocity across 
the cross-stream direction is given by a hyperbolic tangent 
profile. The convective Mach number is defined as Me = 
(U1 - U2)/(c1 + c2), where U is the magnitude of the mean 
velocity, c is the speed of sound, and subscripts 1 and 2 refer 
to the upper and lower streams, respectively. 
The modal kinetic energy content of the flowfield is de-
fined as 
EmnU) = J [uu· + vv· + ww·] d.;: (6) 
where u, v. and ware the two-dimensional Fourier transforms 
of the velocity field on the plane that spans in the streamwise 
and spanwise directions. The integration is in the cross-stream 
direction. The superscript • denotes the complex conjugate. 
Instability Waves Superposed on Mean Flow 
We have first superposed three-dimensional waves onto the 
mean flow and monitored temporal evolution of the flowfield 
and the modal energy growth. These disturbance waves are the 
most unstable waves predicted by the linear stability analysis3 
at a given convective Mach number and are given for the 
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Fig. 2 Spanwise vorticity contours at midspan in a randomly dis-
turbed shear layer, Me = 1.2. 
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Fig. 3 Average perturbation kinetic energy growth in randomly dis-
turbed shear layers. 
velocity components, density, and temperature in the follow-
ing form: 
d(x,y,z) = AD(z) exp i(ax + {3y) (7) 
where D(z) is the eigenfunction, a and {3 are the wave num-
bers, and A is the magnitude, which is set to 0.015Me. 
We have studied the flowfields for convective Mach num-
bers of 0.2, 0.7, and 1.2. The corresponding wavelengths of 
the most unstable waves, which are predicted by the linear 
stability analysis code, are a= 0.41 and {3 = 0 for Me = 0.2, 
a= 0.3 and {3 = 0.3 for Me= 7, and a= 0.14 and {3 = 0.07 for 
Me = 1.2. The temporal growth of modal kinetic energy asso-
ciated with the most unstable modes is shown in Fig. 1. 
Random Disturbances Superposed on Mean Flow 
Next, we superposed a random initial disturbance field onto 
the mean flowfield. The random disturbance field was gener-
ated using a random number generator, and its magnitude at 
any point in the flowfield was restricted to be less than 
0.03Me. These disturbances were confined to regions of signif-
icant vorticity in the shear layer, where I u (y) I ~ 0.25Me. 
Computations were performed for convective Mach numbers 
of 0.2, 0.4, 0.6, and 1.2. 
In all flow cases, random organized vortical structures were 
observed in the perturbation velocity field. However, at a 
higher convective Mach number of 1.2, organized structures 
tended to die out in time (Fig. 2). The temporal growth of 
average perturbation kinetic energy for the cases studied is· 
given in Fig. 3. 
The following is concluded: 
1) The temporal growth rate in perturbation kinetic energy 
decreases with increasing convective Mach numbers for both 
modal and random disturbances. 
2) At supersonic conve:::tive Mach numbers (Me = 1.2), the 
growth of three-dimensional structures were also found to be 
unsustainable in both the random and modal disturbance 
cases. 
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ABSTRAcr 
A technique for computing 2-D and 3-D unsteady, 
incompressible viscous flows is described. This procedure allows 
foun.h or sixth order accuracy in space, and second order accuracy 
in time, and is general enough to be used to study external and 
internal flow problems. Algorithmic details of the procedure are 
described. A sample application of this algorithm to 3-D steady 
viscous flow over a body of revolution is given. The final paper 
will give additional numerical results for external flow past a bodY. 
of revolution at an angle of attack, and flow over 2-D airfoil 
geometries. 
INTRODUCilON 
The problem of accurately computing unsteady three 
dimensional incompressible flows is one of great interest to 
~esearchers working in .th~ fiel.ds of bioengineering and aerospace 
mdustry. The flow Within bifurcated channels. flow in blood 
vessels with compliant walls. flow over complex submarine 
shapes, flow past underwater propellers, and flows within 
turbomachinery, ducts and pumps are all inherently three-
dimensional, and unsteady. These confi~ations can not be 
properly analyzed unless a computatJonal capability that 
a>mplements experimental methods exists to analyze such flows. 
Techniques for efficient and accurate prediction of 3-D, 
incompressible, unsteady flows are also necessary for the first 
principle based prediction of incompressible turbulent flows 
through direct numerical simulations or large eddy simulations. 
The lack of such tools is one of the principal reasons that first 
principle based prediction of turbulent flows past and through 
complex configurations have not been extensively attempted to 
date. 
Fmally, there bas been a significant interest within the 
res~arch oomm.unity during the. past several years in the use of 
acttve and passtve control techruques to improve flow q_uality and 
reduce undesirable phenomena. There is considerable mterest in 
the use of control devices to promote mixing in air /fuel streams, 
or hot/cold streams, to ensure uniform inflow at the compressor 
face, and to ~revent. flow ~eparati~n within diffusers, and highly 
curved ducts. There 1S also mterest m the use of control devices to 
reduce noise. vibration. and flutter. These control devices and 
control laws Ca.n not be perfected until a capability for accurate 
and efficient prediction of unsteady incompressible flows is 
available. 
ASURVEYOFIDa~GSOLUTIONPROCEDURES 
Interest in the development of numerical solution 
procedures for the prediction of two- and three-dimensionaJ 
unsteady Navier-Stokes equations arose in the mid sixties and 
early seventies with the availability of high speed digital com-
puters of the IBM 370 and the CDC 6600 class. During the past 
two decades, evolution of these techniques has been fueled by the 
availability of faster and cheaper scalar /vector computer 
architectures, the availability of efficient solution algorithms, and 
the development of automated grid generation techniques 
capable of dividing complex flow regions into smoothly varying 
cells. At the present time, this field of computational fluid dy-
namics is a well developed science, documented in text books 
[Ref. 1-3], conference proceedings and journals. 
Although solution techniques for both compressible and 
incompressible flows have evolved. techniques for analyzing these 
two class of flows are necessarily different Compressible viscous 
flows are governed by a set of parabolic partial differential 
equations. As first pointed out by Crocco [Ref. 4J marching in 
time from an arbitrary set of initial conditions is indeed the most 
efficient way of solving unsteady compressible viscous flows. 
Incompressible viscous flows on the other band are governed by a 
mixed set of elliptic and parabolic differential equations, making 
noniterative time marching approaches difficult. except in special 
cases. 
Despite the different mathematical characteristics of 
compressible and incompressible flows, enough commonalties 
exist between these two class of flows to encourage adaptation of 
algorithms developed for incompressible flows to compressible 
flows and vice versa. For example, the parabolic part of the 
incom,Pressible flow equations (e.g. the vorticity transpon 
equation) may be integrated using schemes such as the 
MacCormack scheme, or implicit approximate factorization 
schemes which are the traditional tools used in compressible flow 
solvers. Grid generation schemes, and graphics pre- and post-
processi.ni tools are all quite similar, whether one solves the 
~mJ>!.~SSlble _flow equations or the incompressible flow 
: . .:.:-:~ . ·:..:::~-: 
~quations. Nonetheless, compressible flow solvers have evolved to 
l point where they may be routinely used to study a variety of 
>roblems ranging from 1-D subsonic flow to 3-D unsteady, 
1ypersonic flow. Incompressible flow solvers, on the other band, 
:aave shown only a lirilited level of success in predicting 3-D 
msteady viscous flows. All evidence to date points the elliptic 
)()rtion of the incompressible flow equations to be one of the 
aifficulties. The traditional, iterative solution of the elliptic 
portion of the governing equations (where the unknown may be 
pressure, or the scalar components of a vector stream function) 
converges very. slowly, and the convergence rate usually 
lieteriorates at high Reynolds numbers. 
One of the commonly used approaches for solving 2-D 
incompressible flows is the vorticity-velocity or the vorticity-
stream function formulation. Mehta [Ref. 5], Wu [Ref. 6], Thames 
[Ref. 7] and others have used this approach. In Mehta's work, 
unsteady viscous flow past stationary and oscillating airfoils were 
studied. He used an approximate factorization scheme to 
integrate the parabolic portion of the governing equations, and a 
meet fast POISSOn solver to invert the elliptic equation for the 
;tream function. He experienced difficulties in obtaining accurate 
t<>lutions at Reynolds numbers as low as 5,000. Some researchers 
e.s. Wu) have circumvented the need to iteratively solve the 
PoiSson equation for velocity or stream function, by recasting the 
differential equation as an integral relation. The operations count 
for this approach dramatically increases with Reynolds number. 
This approach requires costly, numerical evaluation of volume 
,integrals in three-dimensions. Thompson lRef. 8] studied the 3-D 
jet-in-cross wind problem. As in the preVIous cases, the analyses 
were restricted to relatively low Reynolds numbers. 
A different approach for solving the incompressible 
Navier-Stokes equations is to solve them in the primitive variables 
form (pressure-velocity). Again, a variety of approaches for 
solving these equations are possible. In some studies [e.g. God a, 
Ref.. 9], the u-, v- and w- momentum equations are integrated in 
time using an implicit or an explicit time marching scheme. The 
pressure field which appears in these equations is evaluated at 
each time step by solving a Poisson's equation for pressure, 
usually using an iterative scheme. By using a staggered storage 
scheme where the pressure field is stored at cell centers, while the 
velocity fields are stored at face centers, it is possible to avoid use 
of nonphysical, extraneous boundary conditions for pressure at 
the sohd surface. Brandt [Ref. 10], Ta'asan [Ref. ll] nave shown 
that it is possible to accelerate the iterative solution of the 
pressure field using classical multigrid techniques. 
An alternative to solving a Poisson equation for pressure is 
the Marker and Cell (~C) algorithm developed at LOs Alamos 
by Welch et. al. [Ref. 12]. At each time ste.P, the velocity field is 
first updated using an explicit time marching scheme, using the 
pressure field from the previous time step. Nexty the correction to 
the pressure at the center of each cell is evaluated by summing up 
the mass flux through the six faces of the cell. H a cell IS 
accumulating mass, then the pressure value is increased to repel 
fluid away from the cell. H a cell is losing mass, then the pressure 
value is ·lowered. Any change in the pressure field produces a 
corresponding change in the velocity field, which may be 
computed simply by evaluating the changes in the pressure 
gradient. Thus the velocity field is iteratively updated ~on with 
the pressure field at each time step. Hirt and Cook [Ref. 13 have 
extended the MAC method to 3-D flows, and to · · ear 
coordinates. 
Building upon the earlier works by Cborin [Ref. 141 and 
Steger and Kutler [Ref. 15], Kwak et. al. [Ref. 16] have devefoP.ed 
an implicit time marching scheme for solving incompressible 
flows. In their scheme, known as the method of pseudo-
compressibility, an artificial pressure derivative with respect to 
time is appended to the continuity equation. The entire system of 
equations is solved by a time marching scheme, as in a compress-
ible flow. If oD.ly a steady state is of interest, then the added 
;. -:. .. --- =---- · 
pressure derivative drops out in the steady state, and physically 
correct solutions are achieved. H the aim is to achieve time-
accurate calculations, either the artificial pressure derivative 
~ould be kept very small (which makes the equations extremely 
stiff, and forces very small time steps) or an inner iterative loop 
within each time step should be used. 
A number of other approaches for solving incompressible 
viscous flows exist, and have been demonstrated to work well for 
a limited number of test cases. A direct inversion of the Poisson 
equation for pressure at each time step was employed by Osswald 
and Ghia [Ref. 171. This requires large amounts memory, because 
the sparse coefficient matrix, that arises when the Elliptic 
equation for pressure is discretized, gives rise to a full matrix 
when inverted. Thus, even a very sparse grid containing 1 000 
nodes will require one million words of storage to store 'the 
inverted matrix. Funhermore, a direct solution to the elliptic 
equation alone does not necessarily guarantee stable, accurate 
solutions of the entire equation set. Hafez et al. [Ref. 18] have 
looked at the decomposition of the velocity field into a rotational 
part and an irrotational part. This approach shares many of the 
drawbacks of the traditional veloCity-vorticity form previously 
discussed. Higher order projection methods for solving in-
compressible viscous flows have been documented by Bell et. al. 
[Ref. 191 and have been applied to low Reynolds number flows 
(Re < 5000). 
The methods for solving incompressible viscous flows 
discussed above have several drawbacks: 
a) Most of them are only second order accurate in space, and 
first or second order accurate in time. Before these schemes can 
be applied to phenomena such as direct numerical simulation of 
turbulence, it will be necessary to raise the spatial and temporal 
accuracy to founh or higher order. 
b) The iterative convergence of the elliptic portion of the 
solvers deteriorates at high Reynolds numbers. 
c) In some instances (e.g. method of pseudo-compressibility) 
a trade off exists between temporal accuracy and convergence 
speed. 
d) These methods do not take advantage of the vast progress 
that has been achieved in the solution of steady viscous flows. For 
example, with rare exceptions, multigrid acceleration of the 
~oissc;>n solvex:s has not been attempted. Acceleration of the 
Iterative solution of the pressure field to convergence using 
spatially varying time steps and grid sequencing have also not 
been extensively used. Although these techniques are primarily 
intended for steady state solutions in compressible flows, there is 
no reason why these strategies can not be used to solve the elliptic 
partial differential equation governing the pressure (or a vector 
stream function). 
e) There has been a growing interest in the use of massively 
parallel computer architectures such as the Connection Machine 
to solve unsteady viscous flows. Many of the compressible flow 
algorithms have already been adapted for use on these machines 
[Ref. 20-22]. There is a need to develop new procedures and 
modify existing algorithms for incompressible flows, on parallel 
machines. 
MA TIIEMA TICAL AND NUMERICAL FORMUlATION 
The objective of the present research is to develop 
efficient, and accurate solution techniques for the analysis of 3-D, 
unsteady, incompressible flows. The algorithms to be described 
meet the following requirements: 
a) The schemes should be fourth or hi~er order accurate 
in space, and second or higher order accurate m time. 
b) The solution techniques should be capable of handling 
complex internal and external flows. That is, the eg_uations and 
the solution procedures should be cast in a curvilinear, time-
deforming coordinate system. 
c) The solution procedures shou1d work for a wide range 
of Reynolds numbers, with no appreciable loss in solution 
efficiency. 
d) The solution procedures should be tailored for efficient 
execution on the current generation of vector and massively 
parallel computer architectures. 
With the above goals in mind, a solution procedure for 
solving 3-D unsteady incompressible flows has been developed. 
The key feawres of the present scheme are listed below. 
a) The primitive variables (p,u,v,w) are the primary 
unknowns in the present formu1ation. Depending on the 
turbulence models to be used, additional unknowns such as the 
turbulence kinetic energy k, dissipation rate e, the Reynolds stress 
components u'v' may need to be evaluated. In three-dimensional 
flows, it is believed that solving for the primitive variables 
(p,u,v,w) wil;1 be more convenient than use of vorticity-vector 
stream function. 
b) The present scheme is iterative in nature. That is, at each 
time step, the flow properties are updated in an iterative fashion. 
Such an iterative procedure is necessary, because one of the 
unknowns, namely the pressure is governed by an elliptic POE. In 
some approaches, such as the pseudo-cornpressiblity approach, a 
noniterative marching scheme has been used. However, such 
schemes trade temporal accuracy for the ability to achieve a 
convergent steady state solution. 
c) The parabolic portion of the governing equations employ a 
high order (second or fourth order in time) implicit time 
marching scheme. Since there is at least one flow variable 
(pressure) that must be iteratively solved for, there is no reason 
not to update the rest of the flow variables (u,v,w) during each 
pressure iteration. The use of implicit schemes removes the 
necessity to choose small time steps required by stability 
considerations. 
Present Scheme: 
For the sake of convenience, the details of the present 
scheme are described in a Canesian coordinate system, and for 2-
D flows. Since the governing equations may be cast in a 
curvilinear, non-orthogonal, time-deforming coordinate system in 
a form very similar to the Canesian form, application of the 
present algorithm on a curvilinear grid is straightforward. 
The goal of the present scheme is to advance the flow 
properties (p,u,v) from a known time step 'n' to the next time step 
11+ 1'. Let 'k' be an iteration counter. Then a quantity such as 
,rs+l.k denotes the variable u at the time level 'n+ 1' and iteration 
level 'k'. A good starting guess for the flow variables at time level 
'n + 1' at the start of the iteration process is these variables at the 




We also define •delta quantities' ll u , ll v and ll p such that 
AU • uJ~+l.k • uD+l,k-1 
Av • y~~+U .y~~+U-1 
Ap •• p~~+U .p~~+U-1 
Thus, the goal of the iterative process at each time step is 
to drive these delta quantities ll u , 4 v and ll p to zero. 
An coupled system of equations for these delta variables 
may now be written. For example, consider the u- momentum 
equation (with density assumed to be unity): 
ur + (u2)x + (uv)y + ap/ax •., (uxx + uyy) 
For the sake of illustration, let us assume that a second 
order accuracy in time is acceptable. Th_en, the time derivative 
~ ufa t will be approximated as · 
~ufat • (ua+U- ua)/ At 
The other terms in the above equation will be evaluated at 
the 'n+ 1/2' time level: 
ua+l/U • (ua+U + ua)/2 
ua+1/2.k·1 • (ua+l,k-1 + un)/2 
The spatial discretizations may be carried out using either 
a second order accurate central/upwind difference form or a 
hi~er order form. The higher order spatial accuracy may be 
aclrieved on uniform grids using Pade' approximations to the 
derivatives; on highly stretched grids, higher order accuracy may 
be achieved using a Lagrangean fit to the variables u2 , uv , p etc. 
In high Reynolds number flows, the Lagrangean fit need not be 
equallj' weighted about the node, but may be biased in the 
directton of the fiow. For example, when t9e fiow is from left to 
right, if the Lagrangean interpolation of u is done using nodes 
oruy to the left of, and including, the current node then an upwind 
formulation results. The details of how the spatial discretization is 
done do not change the iterative solution process being described. 
If the quantities such as u2 , uv and p appearing in the 
above disp-ftization are linearized about known information u0 
and un + l,.k- , then a difference equation linking t. u , ll v and ll p 
results. Such an equation is given for the u- momentum equation 
below: 
llU/ll t+ [6 x(2ua+ 1/2.k·1Au) +6 y(un+ 1/2.k-lll v+vD+ 1/l.k·'-Au)] 
+6 x(Ap)) /2 
-~~/2(6:u+6yy)llu •· [(un+U·l. uD)/llt + {6x (u2) + 6y(uv) + 
6JP 
•ll(6 xzU +6 yyU)}D+ 1/2,k·l] 
Here 6 x , 6 y , 6 p. etc. stand for suitable, high order upwind 
or central approximations to the spatial derivatives. 
Note that the right side of the above equation is simply the 
Crank-Nicholson a~prox:imation to the u- momentum equation. If 
the right side is driven to zero, then the unsteady u- momentum 
equauon will be fully satisfied at the current time level n + 1. 
A similar equation may be wrinen for the v- momentum 
equation, linking t&e quantities ll u , ll v and t. p. In the case of 
continuity equation, one can draw upon the Marker and Cell 
appr~acb, to ~ the iterative changes in pressure to changes in 
veloaty, and wnte 
~ 4p •. (6xU+6yV)a+U·1 
Here~ is a free parameter, that may even vary from node 
to node. 
It should be noted that the addition of~ llp to the left side 
of the above equation is not equivalent to a pseudo-
compressibility approach. As long as llP is driven to zero, the 
discretized form of the continuity equauon is exactly satisfied at 
each time step. 
Applying the above discretizations in time and space at all 
- ; · . ..:.:.: . .::.-------~ 
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the nodes in the flow field, a system of simultaneous-equations 
results for the quantity ~q equal to (~u, l1V, ~p). This system may 
be formally written as: 
{A] {t.q} • {R} 
Here, the right band side is the governing equatio~ with 
the temporal and spatial derivative approximated as discussed 
:lbove. The right stde also contains the time derivatives that 
appear in the governing equation. In traditional iterative schemes 
such as the pseudocompressibility scheme, the ri2bt side contains 
only the spatial derivatives. Thus, in these sdiemes, only the 
steady state solution is guaranteed. In the present approach, the 
time accurate solution at each time step is guaranteed, if the right 
.side can be driven to zero. 
PREUMINARY RESULTS 
The above procedure for solving 2-D and 3-D 
incompressible viscous flows is being tested on several 2-D 
problems. A preliminary version of the procedure for computing 
external flows over three-dimensional geometries also exists. 
Figure 1 shows the computed surface pressure distribution over a 
body of revolution tested in Germany, for which experimentally 
measured data is available. It is clear that the proposed iterative 
scheme gives numerical results that are in good agreement with 
experiments. 
The full paper will give the following additional results: 
a) Incompressible flow past an airfoil at Reynolds numbers 
5000 to 3.5 Millton. 
b) Steady 3-D separated flow past an ellipsoid of 
revolution at an angle of attack. 
These cases have been chosen because of the availability 
of good. quality experimental data , and the simplicity of the grid 
generation. 
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The accurate computation of three-dimensional unsteady incompressible flow 
problem is one of great interest to researchers working in fields of aerodynamics, 
hydrodynamics and biofluid mechanics. The flow over complex submarine shapes, flow 
past underwater propeller, flow within turbomachinery, and flow in blood vessels with 
compliant walls are examples of such flows. Accurate and efficient computation of such 
flows at high Reynolds numbers is presently not possible due to the mixed (elliptic-
parabolic) nature of the governing equations. Indeed, methods for three-dimensional 
incompressible flows lag behind three-dimensional compressible flows by several years. 
Until accurate and efficient methods for three-dimensional incompressible, unsteady flows 
become available, it will not be possible to attempt challenging problems such as the first 
principles based on direct simulation or large eddy simulation of turbulent flows over 
complex geomeoies. The lack of such tools is one of the principal reasons that the first 
principles based prediction of turbulent flows past and through complex configurations has 
not been extensively attempted to date. 
As Gresho and Sani (ref.l) pointed out, the pressure is a somewhat mysterious 
quantity in incompressible flows. It is not a thermodynamic variable since there is no 
'equation of state' for an incompressible fluid. It is in one sense a mathematical artefact - a 
Lagrange multiplier that constrains the velocity field to remain divergence-free ; i.e. 
incompressible- yet its gradient is a relevant physical quantity ; a force per unit volume. It 
propagates at infinite speed in order to keep the flow always and everywhere 
incompressible; i.e. it is always in equilibrium with a time-varying divergence-free velocity 
field. 
One might have the idea that the compressible Navier-Stokes equation solvers can 
compute incompressible flows using compressible flow methods, and setting the Mach 
1 
number to be very low. But this idea becomes impractical at very low Mach numbers 
because the compressible Navier-Stokes equation solvers have a singular behavior as the 
Mach number approaches zero. This leads to an ill-conditioned stiff system of equations 
and consequently very slow convergence, or even divergence of the solution with time. 
_This stiffness can be explained as a time step limitation (ref.2). We note that all explicit 
-methods for solving the compressible Navier-Stokes equations are limited to a time step -
.. which is less than that given by the CFL condition. For example, in two-dimensions : 
( 1.1) 
where a is the speed of sound. From this condition, we observe that Llt approaches zero 
as the speed of sound approaches infinity. As a result, an "infinite" amount of computer 
time would be required to compute a truly incompressible flow in this manner. Implicit 
methods will permit a larger Llt, but the maximum value is normally less than 100 times 
that given by Eq.(l.l) because of truncation errors, approximate factorization errors, and 
so on. Thus, even if an implicit scheme is used, it is not practical to compute a truly 
incompressible Navier-Stokes solution using compressible flow methods. 
The significant difficulty in solving incompressible Navier-Stokes equations is that 
the governing equations are a mixed elliptic-parabolic type of partial differential equations~·- . 
The continuity equation does not have a time derivative term and is given in the form of a 
divergence-free constrairit. This is another major difference between the incompressible and 
compressible Navier-Stokes equations. The absence of a time derivative term in the 
continuity equation prohibits time integration of continuity equation by a time marching 
scheme. The compressible Navier-Stokes equations, on the other hand,are efficiently 
integrated by time marching schemes because they are a set of parabolic partial differential 
equations. 
One of the commonly used approaches for solving two-dimensional incompressible 
flow is the vorticity-velocity or vorticity-stream function formulation (ref. 3,4,5). This is 
very efficient for two-dimensional problems, but this approach can not be extended 
straightforwardly to three dimensions. Consequently, the incompressible Navier-Stokes 
equations for three-dimensional problem are normally solved in their primitive variable 
form (p,u,v,w). Most methods using primitive variables may be classified into three 
groups. The frrst approach is the pressure Poisson method or Marker-and-Cell (MAC) 
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method which was first introduced by Harlow and Welch (ref.6). In the pressure Poisson 
method, the velocity field is advanced in time by solving the momentum equations with a 
stable explicit or implicit time marching scheme. Then the pressure field is evaluated at each 
time step by solving a Poisson equation for pressure directly (ref.7) or iteratively 
_(ref.8,9,10). The continuity equation is thus satisfied when the pressure field is computed 
--implicitly. This Poisson equation for pressure is obtained by taking the divergence of the · 
·unsteady momentum equations. The main idea of the MAC method (ref. ll,l2), an 
alternative to solving a pressure Poisson equation, is that the pressure field is updated at 
each time step by adjusting the pressure by an amount proponional to the negative of the 
velocity divergence : 
k k-1 ~ (" V)k-1 P .. -p· . =- v. l,j l,J ( 1.2) 
Here the superscripts 'k' and 'k-1' denote the iteration level, and ~ is a relaxation factor. 
Usually, a staggered grid system (ref.6) is used for the MAC method, because such a grid 
does not require the specification of pressure on the boundaries and does not produce 
unphysical oscillations in the pressure and velocity fields due to the central differencing of 
the pressure gradient term. The second approach is a projection method (or, fractional step 
method) which was frrst introduced by Chorin (ref.13). At the fliSt step, an intermediate 
velocity is computed from the momentum equation without the pressure gradient term. 
Then a pressure field is computed which will make the velocity field obtained from the first 
fractional step divergence free. Finally, a second fractional step is performed using the 
pressure field just computed. The third group is the pseudocompressibility method 
(ref.l4, 15) which was also frrst introduced by Chorin (ref.16) primarily for obtaining 
steady state solutions. In this methcxi, an artificial pressure derivative with respect to time is 
appended to the continuity equation. The entire system of equation is solved by a time 
marching scheme developed for compressible flows, such as the approximate factorization 
scheme (ref.17). If only a steady state is of interest, then the added pressure derivative 
drops out in the steady state, and physically correct solutions are achieved. If the aim is to 
achieve time-accurate calculations, either the artificial pressure derivative should be kept 
very small (which makes the equations extremely stiff, and forces very small time steps) or 
an inner iterative loop within each time step should be used (ref.l8, 19). A concept similar 
to the pseudocompressibility method, known as the penalty function method (ref.20) is 




In this method, the pressure gradient tenn of momentum equation is eliminated by 
substituting Eq.(l.3) into the momentum equation, and then solving the momentum 
_equations with A. ~ 0. 
The methods for solving incompressible viscous flow discussed above have several 
drawbacks: 
a) Most of them are only second order accurate in space, and first or second order accurate 
in time. Before these schemes can be applied to phenomena such as direct numerical 
simulation of turbulence, it will be necessary to raise the spatial and temporal accuracy to 
fourth or higher order. 
b) The iterative convergence of the pressure Poisson solvers deteriorates at high Reynolds 
numbers. 
c) In some instance (e.g. in the pseudocompressibility method), a trade off exists between 
temporal accuracy and convergence speed. 
d) These methods do not take advantage of the vast progress that has been achieved in the 
solution of steady, viscous flows. For example, with rare exceptions, multigrid 
acceleration of Poisson solvers has not been attempted. Acceleration of the iterative solution 
of the pressure field to convergence using spatially varying time steps and grid sequencing 
·have also not been extensively used. 
e) There has been a growing interest in the use of massively parallel computer architectures 
such as the Connection Machine to solve unsteady viscous flows. Many of the 
compressible flow algorithms have already been adapted for use on these machines. There 
is a need to develop new procedures and modify existing algorithms for incompressible 
~' on parallel machines. 
The objective of this study is to develop an efficient and accurate solution 
technique for the analysis of two- and three-dimensional, unsteady, incompressible, 
viscous flows. The key features of the present scheme are listed below : 
a) The primitive variables (p,u,v,w) are the primary unknowns in the present formulation. 
b) The equations and the solution procedures are cast into a curvilinear, time-deforming 
coordinate system to handle complex internal and external flows. 
c) An iterative time-marching scheme is used. 
d) The present scheme is semi-implicit at each iteration and is suitable for efficient 
execution on the current generation of vector or massively parallel computer architectures. 
4 
e) The solution procedure works for a wide range of Reynolds numbers, with no 
appreciable loss in solution efficiency. 
f) The present scheme is first order accurate in time and second order accurate in space, but 
higher order accuracy in space and time is easily achievable. 
Only laminar flow is considered in the results to be discussed because the goal of 
-this study is to develop an efficient and accurate incompressible Navier-Stokes solver. This · 
-method is however capable of handling turbulent flows provided a suitable turbulence 





In this chapter, the governing equation for three-dimensional, unsteady, 
incompressible, viscous flow are presented in terms of the primitive variables (p,u,v,w) in 
both the Cartesian coordinate system and a curvilinear non-orthogonal, time deforming 
coordinate system. 
2.1 Governing Equations in the Physical Domain 
The motion of an incompressible viscous flow is governed by the conservation of 
mass and momentum, so called the continuity equation and the Navier-Stokes equation. 
Three-dimensional unsteady, incompressible, laminar, Navier-Stokes equations in an 
inertial Cartesian coordinate system may be \Witten in a non-dimensional form as follows : 
C1q + _Q_(E - E ) + ~(F - F ) + ~(G - G ) = 0 dt dy v ay v az v (2.1) 
where 
[0] [ u l [ v l [ w l u u 2 + p uv uw q = : E = ~: F = v~: p G = :;'+ p 
(2.2) 
[ 
0 l 1 't 1X E =-
v Re :: [ 
0 l 1 't yx F =-
v Re :: 
The stress terms are given by 
6 
't = 1. ( 2 au - av - aw ) 
XX 3 dxdydz 
't = 1.. (2av - au - aw) 
yy 3 ay ax az 
't = ~ (2 aw - au - av ) 
7Z 3 az ax ay (2.3) 
au C1v 
't xy = 't yx = dy + dx 
aw au 
't ='t =~+ --c-
liZ zx ox az 
av aw 
't =t =-+-
yz ey az ay 
In Eq.(2.2) and Eq.(2.3), u, v and ware the normalized Cartesian components of velocity, 
p is the normalized pressure, and Re is the Reynolds number defined as : 
Re = pVOOL 
Jl 
(2.4) 
where p, V_, L and Jl are fluid density, freestream velocity, reference length and 
coefficient of viscosity (dynamic viscosity), respectively. 
The governing equation (2.1) is a mixed set of elliptic-parabolic partial differential 
equations. As mentioned before, the absence of a time derivative in continuity equation and 
the absence of an explicit relationship between pressure and divergence-free condition on 
the velocity prohibit time integration in a srraightforward manner by a stable time marching 
scheme. In this study, the continuity equation is modified to directly link the iterative 
changes in pressure to changes in velocity, as done in the Marker-and-Cell method. 
2.2 Governing Equations in the Computational Domain 
If the above equations are directly used on a Cartesian system to flow past complex 
geometries, the imposition of boundary conditions will require a complicated interpolation 
of the data on local grid lines, since the computational boundaries of complex geometries 
do not coincide with coordinate lines. This leads to a local loss of accuracy in the computed 
solution and leads to a complex program. To avoid these difficulties, a transformation from 
the physical domain (Cartesian coordinates(t,x,y,z)) to computational domain (generalized 
curvilinear coordinates( 't, ~. ll. ~)) is used. After transformation from the physical domain to 
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A 1 (V~ · V~)u~ + (V~ · Vll)uTJ + (V~ · V~)u~ 
Ev = J Re (V~ · V~)v~ + (V~ · Vll)vT) + (V~ · V~)v~ 
(V~ · V~)w~ + (V~ · V11)wT) + (V~ · V~)w~ 
0 
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Fv = J Re (Vll· V~)v~ + (Vll· Vll)vT) + (Vll· V~)v~ 
(Vll· V~)w ~ + (Vll· Vll)w T) + (Vll· V~)w ~ 
0 
A 1 (V~ · V~)u~ + (V~ · Vll)uTJ + (V~ · V~)u~ 
G =-
v J Re (V~ · V~)v~ + (V~ · Vll)vT) + (V~ · V~)v~ 
(V~ · V~)w~ + (V~ · Vll)wT) + (V~ · V~)w~ 
with the contravariant velocities U, V and W : 
U = ~t + U~x + V~y + W~z 
V = llt + Ullx + V'Tly + Wllz 
W = ~t + U~x + v~Y + w~ 












a(x,y,z) X~ x11 X~ 
y~ Y, y~ 
z~ z11 z~ 
(2 .9) 
OThe quantities ~t , llt and ~t are presented if the grid is in motion (as in the case of flow 
past an oscillating airfoil or a spinning propeller). These quantities are given in terms of the 
velocity of the grid (xt, Yt' zt) with reference to a stationary observers: 
~t = - x't ~x - Y t ~Y - z't ~z 
Tlt =- X-r llx- Yt lly- Z-r llz 
~t = - xt ~x - Y t ~Y - zt ~z 




The num~rical procedure for solving the governing equation is an iterative time 
marching scheme which attempts to solve the discretized form of equations to a user-
specified accuracy at any time step. Details of the iterative process are given in this chapter. 
3.1 Grid Generation 
The present method is a fmite difference scheme which solves the discretized form 
of the partial differential equations at a set of discrete points in the flow field. Therefore, a 
set of grid points within the domain, including its boundaries, must be specified before 
solving the governing equations. Such a body-fitted grid system may be generated by 
conformal mapping, by algebraic method, or by partial differential equation techniques. In 
this study, body-fitted C-grid (Fig.l) and H-0 grid system (Fig.5) are generated by an 
algebraic method for two-dimensional flow around NACA 0012 airfoil and three-
dimensional flow around the ellipsoid of revolution, respectively. For the three-
dimensional curved duct problem, a sheared/rotated Cartesian grid is used. 
3. 2 Grid Motion 
In unsteady state computations, it is convenient to use a moving grid to account for 
the body motion. The grid is attached to the body and it rotates or translate with the body. 
The grid coordinates can be advanced explicitly by a first order time marching scheme: 
Xn+l = Xn + X~ Dat 
yn+l = yn + y~ Dat 




However~ if only a pure rotational motion is considered (say in a two-dimensional flow 
problem)~ new coordinates of grid at any instance in time can be simply obtained by using 
the following relations : 
[
x] = [c~s e -sine] [x'] 
Z Sln 9 cos9 z' (3.2) -
where (x, z) is the instantaneous x, z values of the node and (x',z') is the x, z values of the 
node prior to rotation, and e is the clockwise rotation angle. In such a case x't and z't may 
be found by analytical differentiation of (3.2) with respect to time or from (3.1). 
3. 3 Iterative Time Marching Procedure 
The goal of the present procedure is to advance the flow properties (p,u,v,w) from 
a known time level 'n' to the next time level 'n+ 1 '. First of all, let us consider the 
momentum equation. Since the momentum equation is a parabolic type of partial differential 
equation, it can be solved using a time marching scheme as follows : 
1 (-n+l -n) ~ -n+m ~ -n+m ~ - n+m 
-q -q +uE +uF +uG = 
~'t ~ , ~ 
(303) 
where q is ~ of Eq.(2.6) excluding the first row element, i.e., 
(3.4) 
Similarly, E, F, G, Ev, Fvand Gv can be also defined. For example, 
(3.5) 
1 1 
The above discretization of Eq(3.3) is frrst order accurate in time if 'm' is zero or one, and 
second order accurate if 'm' is set to 1/2. The operators, 8~ ,8TJ and 8~ represent second 
order accurate or higher order accurate spatial differences. The higher order spatial accuracy 
may be achieved on uniform grids using Pade approximations to the derivatives; on highly 
. -stretched grids, higher order accuracy may be achieved using a Lagrangean fit to the flow 
-variables. In high Reynolds number flows, the Lagrangean fit need not be equally weighted 
about the node, but may be biased in the direction of flow. For example, when the flow is 
from left to right, if the Lagrangean interpolation of flow variables is done using nodes 
only to the left of, and including, the current node, then an upwind formulation results. 
If the Newton iteration method is applied to solve this unsteady flow problem, 
Eq.(3.3) is rewritten as follows : 
_l_(q-n+l. k+l_ q-n) + 8 £n+m. k+l + 8 pn+m, k+l + 8 an+m, k+l = 
~'t ~ T) ~ (3.6) 
8 £n+m. k+l + 8 pn+m. k+l + 8 0 n+l. k+l ~v T)V ~v 
Following a local linearization of E, F, G, Ev, F and Gv about the 'n+m' time level and 
at the 'k' iteration level, one may have 
(3.7) 
where ro is a relaxation factor and A, B and Care the Jacobian matrices of the flux vectors 
E- Ev, F- Fv and G- Gv, respectively: 
(3.8) 
and R n+m, k is the residual vector, defined as: 
-n+l, k -n 
q - q - (8 £n+m, k + 8 pn+m, k + 8 an+m, k) 
~'t ~ T) ~ 
+(8 En+m, k + 8 pn+m, k + 8 an+m, k) ~v T)v ~v 
(3.9) 
1 2 
Note that when R n+m, k goes to zero, the momentum equations in their discretized form are 
exactly satisfied, and the solution is independent of ro, and any approximations made in the 
construction of A, B and C. 
Next~ let's consider the continuity equation. As mentioned in Chapter I, in order to 
-solve incompressible viscous flow problems efficiently, we need a relationship coupling 
-changes in the velocity field with changes in the pressure field while satisfying the -
... divergence-free constraint. In the present study, the Marker-and-Cell (MAC) approach is 
used to link the iterative changes between them, and can be written : 
(3.10) 
h Ap _ pn+l. k+l pn+l, k w ere u - -
and p is a relaxation factor, that may even vary from node to node using local time concept. 
Again, when llp goes to zero, the continuity equation is exactly satisfied at each time step, 
even in unsteady flows. 
In curvilinear coordinate system, Eq.(3.10) can be rewritten as: 
(3 .11) 
The contravariant velocities, U, V and W are already defmed in Eq.(2.8). 
Eq.(3.10) states that if a cell is accumulating mass, then the pressure value at next 
iteration is increased to repel fluid away from the cell. If a cell is losing mass, then the 
pressure value is lowered to draw fluid. Thus the pressure field is iteratively updated along 
with the velocity field until the conservation of mass is satisfied. 
Combining the momentum equation, Eq.(3.7) and the continuity equation, 
Eq.(3.11) , and applying the numerical discretization in time and space at all nodes in the 
flow field, a system of simultaneous equation results for the quantity ~~ equal to 
(~ p, ~~' ~~' ll w)· This system may be formally written as: J J J J 
[M]{ll~} = {R} (3.12) 
1 3 
Here, since the right hand side is the discretized form of the unsteady governing 
equations, as long as {~4} is driven to zero, the discretized form of unsteady Navier-
Stokes equations are exactly satisfied at physical time level 'n+ 1 '. 
Although the matrix [ M] is a sparse, banded matrix, direct inversion of this matrix 
-requires a huge number of arithmetic operations. A common strategy in iterative solutions 
-of elliptic equations is to approximate the matrix [M] by another, easily inverted matrix · 
"' [ N] . The closer the matrix [ N] is to [M] , the faster the iterative convergence of the 
solution at . any time step. In this study, matrix [ N] contains only the diagonal 
contributions of matrix [M] , and Eq.(3.12) becomes an explicit form which is easier to be 
tailored for efficient execution on the current generation of vector or massively parallel 
computer architectures than an implicit form. This simplicity comes at the expense of the 
iterative speed. Acceleration of the iterative process above is a major contribution of this 
work to the state of the art. 
The spatial derivatives of convective flux terms are differenced by using third order 
accurate upwind QUICK (Quadratic Upstream Interpolation for Convective Kinematics, 
ref.21) scheme to reduce unphysical oscillations or false diffusion for high Reynolds 
number flows, and the spatial derivatives of viscous terms are differenced using half-point 
central differencing. The spatial derivatives of continuity equation is differenced with 
central differencing and a fourth order artificial damping term is added to the continuity 
equation to stabilize the present procedure. The QUICK scheme is constructed that, instead 
of such a linear interpolation for the convective terms as used in standard one-sided 
differencing schemes, a three-point upstream weighted quadratic interpolation is used. For 
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2 2 (3.14) 
(uU). I = (U). I {(ui-1 + uJ- .1.~2 CURVi-l} 
j 1-- j 1-- 2 8 2 
2 2 
The curvature terms (CURV) depend on the direction of the contravariant velocity U: 
1 4 
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Fig. 3.1. Quadratic upstream interpolation 
(a) For U > 0 
(b) For U < 0 
3., 4 Initial and Boundary Conditions 
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The governing equation (2.1) and (2.5) is a mixed elliptic-parabolic type of panial 
differential equation, and requires initial conditions to start the calculation as well as 
1 5 
boundary condition at every time step. The parabolic nature of the flow ensures that the 
flows will be independent of initial conditions, after large number of time step. 
In the present work, the quantities ~p, ~u, ~v and ~w are set to zero at all solid 
and fluid boundaries. The boundary conditions are updated after every interior points 
..updated during each iteration. Thus the boundary values as well as interior' values are 
iteratively advanced from a time level'n' to 'n+ 1'. 
Initial Conditions : 
In the case of external flows, we assume that the object is impulsively started from 
rest. Therefore, the uniform freestream conditions are used as initial conditions. In the case 
of internal flows, parallel flow solutions (e.g. Poiseulle flow in a square duct) are used to 
stan the calculations. 
Farfield Boundary Conditions : 
For external flow applications, the farfield boundary is placed far away from the 
solid surface. Thus, it is natural to specify the freestream values at the farfield boundaries 
except along the outflow boundary where the extrapolation for velocities in combination 
with P = P- is used, to account for the removal of vorticity from the flow domain by 
convective process. 
Boundary Conditions on the Solid Surface : 
On the solid surface, the no slip condition is imposed for velocity components. The 
surface pressure disrribution is determined by solving the normal gradient of pressure to be 
zero: 
Some researchers (ref.22, 23) obtain the boundary conditions for pressure from the normal 
component of momentum equation at the wall 
where u n is the normal component of velocity. In high Reynolds number flows, the 
viscous stress conoibution to the normal momentum equation can be neglected at the wail 
and the grid point adjacent to the surface will be sufficiently fine so that constant pressure 
normal to the surface can be assumed. Thus Eq.(3.17) is an acceptable boundary condition. 
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Boundary Conditions on the Cut and Singular Line : 
Since the C-grid and the H-0 grid which are used for two-dimensional airfoil 
problem and three-dimensional body of revolution have a cut and singularlines, 
_respectively, special treatment is needed (see Fig. 3.2 and 3.3). Across the cut of the C-
.grid system, flow quantities should be continuous. The flow quantities on the cut can be · 
-obtained by averaging the flow properties from above and below the cut. On the singular 
lines that occur in a H-0 grid system, the flow quantities are obtained by extrapolating from 
two adjacent interior points and then averaging them azimuthally to ensure that the flow 
0 
quantities are singe-valued. 
Cut 
Fig.3.2 Cut of the C-grid system 
Singular line 
Singular line 
Fig.3.3. Singularline of the H-0 grid system 
1 7 
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3. 5 Acceleration by Multigrid Technique 
Since the matrix [ N] (which is an approximate to matrix [M] of Eq.(3.12)) is a 
simple diagonal-matrix, it leads to slow convergence of the pressure and velocity fields at 
every time step. Use of such a simple diagonal matrix simplifies the inversion, and makes 
the flow solver 1 OOo/o vectorizable and parallelizable. To accelerate the present procedure, a 
multigrid technique (Coarse Grid Correction method) is applied in this study. 
The principles behind the present multigrid technique are as follows. The quantities 
(~u, ~v, ~w, ~p) may be viewed as Fourier series-like sums made of components of 
different wave lengths. An extremely coarse grid linking a point to a node several units 
away is effective in computing the long wave length components. A very fine grid is 
effective in computing the short wave length components, and is very inefficient for 
computing the long wave length components. The multigrid technique attempts to compute 
these individual components of ~q on grids of several levels efficiently. When the process 
converges, of course, the discretized equations (i.e. RHS of Eq.(3.7) and (3.11 )) are 
exactly satisfied on the finest grid. 
The coarse grid correction algorithm presently used (given here for 2-grid sequence 
for simplicity) is as follows : 
i) Compute the residual {R} appearing on the right hand side ofEq.(3.12) on the fine grid 
• n+l • .k 
USing q . 
ii) Transfer the residual from the fine grid to the coarse grid using the injection operation, 
2h 
I h R. An injection operation is given at any node (i,j) in two-dimensional case by 
2h 1 
I h R .. = R .. + -
2 
( R. 1 . + R. 1 . + R .. 1 + R .. 1) 1,J 1,J 1+ ,J 1- ,J 1,J+ 1,J-
+: (Ri+1,j-1 + Ri-1,j+I + Ri-1,j-1 + Ri+l.i+I) 
and in three-dimensional case : 
2h 1 ( I R· · =R· · +- R· · +R· · +R· · +R· · h l.j,k l.j,k 2 l,j-l,k l+l.j,k l.j+l,k 1-l,j,k 
+ R;,j,k-1 + R;,j,k+1) + ~ (Ri-1,j-1,k + Ri+1,j-I,k 
+ Ri+1,j+1,k + Ri-l,j+1,k + Ri.j-I.k-1 + Ri,j+1,k-1 




+ Ri+1.j.k+1 + Ri-1,j,k+1) + ~ (Ri-1,j-1,k-1 + Ri+1,j-1.k-1 
+ Ri+1,j+1,k-1 + Ri-1,j+1,k-1 + Ri-1,j-1,k+1 + Ri+I.j-1,k+1 
+ Ri-1,j+1,k+1 + Ri+1,j+1,k+1) 
iii) Compute the quantity ilq at every point on the coarse grid by solving the system of 
equation: 
(3 .21) 
iv) Interpolate the ilq values computed in step (iii) back on to the fine grid by using the 
bilinear interpolation. 
) C th d d al f th fl 
. n+l,k+l n+l ,k A 
v ompute e up ate v ues o e ow properties q as q + L.lq . 
Repeat step (i) - (v) till ilq is driven to zero. 
The present 2-D solver accepts grids upto 3 levels. 
To the writer's knowledge, the multigrid technique in unsteady incon1pressible 
flows has been applied only to pressure-Poisson equation. The u-, v- and w- momentum 
equations are usually solved only on a single grid. The present work fully exploits the 
benefits of the multi grid method for all the equations, while keeping the form of the matrix 
[N] extremely simple. This allows use of larger time steps and improved convergence as 
discussed on Chapter IV. The present investigator applied a conjugate gradient like scheme, 
called the GMRES (Generalized Minimal Residuals) to solve Eq.(3.12). The matrix [N] 
was used as the preconclitioner. The success of the GMRES scheme crucially depends on 
the closeness of [N] to [M] . That is the eigenvalues of the matrix [I-N-1M] must be 





RESULTS AND DISCUSSION 
In this chapter, the work done to date is presented. To validate the present 
procedure, three cases were tested. The flrst test case is two-dimensional unsteady viscous 
flow over an oscillating airfoil. The second is three-dimensional steady flow over an 
ellipsoid of revolution. The third is the flow through a curved duct. Numerical results are 
presented in the form of instantaneous streamlines, velocity profiles, vorticity contours, 
surface pressure distribution, and aerodynamic loads. Streamlines and surface pressure 
distributions are compared with flow visualization and the other available numerical data . 
4.1 Dynamic Stall of an Oscillating Airfoil 
The computations were carried out for a sinusoidally pitching NACA 0012 airfoil, 
at Re = 5,000 and K = 0.5, where K is reduced frequency of oscillation,defined by 
1( = _Q_£_ 
2 v-
( 4.1) 
where Q is the radians of rotation per second and c is chord of airfoil. The physical 
interpretation of reduced frequency is the number of radians of oscillation per semi-chord 
length of travel. This case has been previously studied by Mehta (ref.3) at NASA Ames 
Research Center using a velocity-vorticity formulation and its flow visualization was 
carried out by Werle (ref. 24) in ONERA. 
After the flow is fully developed at zero angle of attack, the airfoil is allowed to 
oscillate in pitch through an angle of attack range from 0 degree to 20 degree given by 
a = 10 ·c 1 - cos t). Fig.l shows the body-fitted grid around the airfoil used in this study. 
Fig.2 shows the instantaneous streamlines (actually, called panicle tracers in PLOT3D 
software), velocity profiles and vorticity contours at selected angle of attack. Fig.3 shows 
the surface pressure distribution. In general, the streamline patterns and surface pressure 
distributions are in very good agreement with flow visualization and Mehta's numerical 
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results except that the present procedure predicts a little earlier generation of vonex than 
Mehta's method. The flow visualizations were carried out with air bubble in the water 
tunnel. Here, we should note that photographs showing air bubble trajectories were taken 
at an exposure time of 1/10 seconds. Therefore, in unsteady flow the air bubble trajectories 
_near the surface of airloil represent neither streamlines nor streak.lines because lhe pictures 
.contain many paths over the exposure time. On the orther hand, the instantaneous -
·streamline is a streamline at any instant of time, i.e. we assume the flowfield is frozen at 
any instant of time and draw the streamline. In other words, the instantaneous streamline is 
equivalent to the bubble trajectories with an infinitesimal exposure time. Thus, the flow 
visualization with air bubble is different from the instantaneous streamline, and should be 
used only for qualitative comparison. Fig.4 shows the lift, drag and moment hysteresis 
loops. The main feature of dynamic stall which is significantly different from static stall is 
due to the generation of a vortex near the leading edge. This vortex passes over the upper 
surface of airfoil, creating large variations in the aerodynamic forces and moment. From 
these figures, it is seen that the gr-owth of lift during the upstroke is slow and gradual, well 
past the static-stall angle. The separation region, which is present over a small region near 
the trailing edge at first, moves upstream as the angle of attack increases. The pitching 
moment does not change much during the upstroke. The surface pressure distribution at an 
angle of attack of 18.6 degr-ee shown in Fig.3 shows another pressure peak near the quaner 
chord. This indicates the leading-edge vonex is already generated, and this can be identified 
in Fig.2 (c). As the leading-edge vortex moves downstream, the chordwise surface 
pressure distribution and aerodynamic forces are significantly varied, especially during the 
downstroke. This variation may depend on the Reynolds number, airfoil shapes and 
reduced frequency. The moment stall, associated with an increase of negative moment, 
begins at about 18.5 degr-ee in the downstroke. 
4.2 3-D Steady Flow over an Ellipsoid of Revolution 
To validate the capability of the present method to handle three-dimensional viscous 
flows, the present procedure was tested by computing the flow past a 6:1 ellipsoid of 
revolution at 10 degr-ee angle of attack, at a Reynolds number of 5,000. Fig.5 shows the 
body-fitted grid system. Fig.6 shows streamlines over the body surface. There is a limited 
amount of experimental data (ref.25, 26) available for this panicular configuration, at high 
Reynolds number (Re=7.2 x lOt ). Fig.7 shows the surface pressure distribution on the 
windward and leeward sides of the symmetry plane, along with the experimental data. 
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Good agreement is evident everywhere except in the last 10% of the body, where the 
present laminar simulation predicts flow separation, and a flattening out of the pressure 
distribution. 
4.3 3-D Steady Flow through a 90° Bended Square Duct 
To validate the capability to handle three-dimensional internal flow problems, the 
flow within a square duct with a 90-deg bend was tested. The radius of curvature of the 
inner wall in the curved section is 1.8 times of the side length of square cross-section. This 
particular configuration (Fig.8) was experimented by Humphrey et al. (ref.27) and 
numerically calculated by K wak: et al.(ref.19) at a Reynolds number of 790 based on the 
average inflow velocity and hydraulic diameter. The inflow and outflow velocity profile are 
obtained by solving the equation of fully developed duct flow (ref.28) : 
1. dp = const. 
Jldx 
(4.2) 
This equation is a standard form of Poisson equation and can be solved by ADI scheme. 
Fig.9 shows the strea.m.wise velocity profiles compared with the experimental data of 
Humphrey et al.and numerical data of Kwak et al. The results are in general good 
agreement with experiments and the other numerical solution. The present grid system is 
· 75x41x4l.ln Fig.10, the cross-sectional velocity profiles are plotted at a= 30, 60 and 90 
deg. The top side and bottom side of cross-section are the inside wall and outside wall, 
respectively. In this figure, the pair of vortices and the secondary flow are shownr~fhese 
vortices are generated due to the pressure difference betwee.n the higher pressure on the 
outside wall and lower pressure on the inside wall. Fig.11 and 12 show the velocity 
magnitude contours and the vorticity magnitude contours at the three selected streamwise 
stations, respectively. The plot on the left side of Fig.13 is a sideview of stream wise 
velocity profiles at y/y112 = 0.5, which is midway between the left side wall and the 
symmetry plane of square duct and the right side plot is at y/y112 = 0, which is on the 
symmetry plane. The inside and outside wall are corresponding to z = 0 and z = 1, 
respectively. Fig.14 shows strea.m.wise velocity proftles from a viewpoint which is located 
at upper 45° in the xz-plane. The plot at z = 0.25 is corresponding to the midway plane 
between the inside wall and the plane of symmetry. The plots at z = 0.5 and 0.75 are on 
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the plane of symmetry and the midway between the outside wall and the symmetry plane, 
respectively. Fig.15 is the streamlines viewing from the three different viewpoints, i.e., 
front, oblique, and side view. We can see the vortex pair which is originating from about 9 
=0°. Fig.16 is the pressure contours in the curved section and shows the higher pressure 
on the outer wall due to the centrifugal forces. 
4.4 Acceleration of Flow Solver by Multigrid Technique 
The multigrid technique was implemented to the two- ~d three-dimensiona] solver. 
In two-dimensional case, the fme grid system has (81x41) grid points and the coarse grid 
system has the half of the fine grid points, i.e. (4lx21) grid points, and the coarsest grid 
system has (21xll) grid points. The two grid system consists of the fine and coarse grid 
system (Fig. 4.1.(a)) and the three grid system consists of all of them as shown in 





Fig. 4.1 Structure of multigrid cycle 
(a) Two-grid system 
(b) Three-grid system 
(b) 
Fig.17 shows the convergence history of the global residual (1
2 
-norm of RHS of Eq 
(3.12)) reduction in CPU time for 2-D steady flow over NACA 0012 airfoil at zero angle of 
attack. Upto 40% and 60% acceleration was obtained.using two- and three-grid system, 
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respectively. The CPU time is based on 25 iterations at each time step on an IBM 
RISC/6000 workstation. Fig.18 shows the history of global residual of 2-D unsteady state 
for sinusoidally oscillating airfoil (50 iterations/time step), where the three-grid system is 
used for multigrid. The residual by the multigrid technique maintains lower level than that 
of single grid iteration procedure indicating that the discretized equations are solved to 
much high levels of accuracy using the multigrid technique. The surface pressure 
distribution and dynamic stall hysteresis is nearly the same as those of single grid system 
and are not plotted here. In three-dimensional case, the multigrid technique was 
implemented to the flow solver for 90° bended square duct problem. The three level of grid 
system consists of (65x21x21), (33xllxll), and (17x6x6). Fig.19 shows the comparison 
of convergence history with and without multigrid method. Here we got much better 
quality of solutions with multigrid technique than were without multigrid technique. 
Furthermore, The grid system (65x21x21) is so coarse that it can not detect the sufficiently 
strong vortex core and the residual of solution without multigrid technique remains of the 
order of 10°. Thus the solution with single grid/non-multigrid version is not accurate. The 
comparison of solutions with multigrid and without multigrid is shown in Fig.20. The 
solutions of fine grid(75x41x41) system with single grid are a:lso plotted to compare the 
intensity of vortex. From this figure, it is clear that the multigrid analysis is adequately 
resolving the counter-rotating vortex pair. 
4.5 3-D Steady Flow around a Marine Propeller 
The flow around a marine propeller is a challenging problem because the geometry 
is much more complex than the aircraft wing and helicopter blades. The high twist, low 
aspect ratio, close proximity of other blades and high rotational speed make the flow 
around a propeller highly three-dimensional and complex, featuring centrifugal forces, 
formation of curved tip vortices and leading edge vortices. 
Technique for efficient and accurate prediction of 3-D incompressible viscous flow 
around a marine propeller are necessary for accurate precliction of performance. Moreover, 
the lack of such tools is a major obstacles to the accurate calculation of cavitation and 
propeller noise. 
Numerical methods to solve flow around propellers range from Goldstein's strip 
theory ( 1929) to Navier-Stokes equation solvers. The Goldstein's strip theory models the 
propeller by a lifting line vortex in a potential flow and assumes that the wake is a rigid 
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helical vortex sheet. This theory can handle only a straight blade without a nacelle. Sullivan 
(1977) and Egolf (1979) improved this theory to account for blade sweep and nacelle by 
using the curved lifting line concept and vortex filaments. A review of potential flow 
method applicable to propellers is well described by Kerwin (1986). Jou (1982) has 
applied the full potential equation with a finite volume approach to solve propfans but his 
method can not catch the strong rotational flow effects near the leading edge. Euler 
equations have been applied by many researchers such as Chaussee ( 1979, 1983 ), Bober 
(1985, 1986) and Whitfield (1987). For a more accurate prediction, Srivastava and Sankar 
(1990) developed an iterative method which couples the Euler equation solver and 
NASTRAN to model structural deformation due to aerodynamic forces and centrifugal 
forces. Full Navier-Stokes equations have recently been applied to advanced propfans by 
Matsuo (1988) and Hall (1991). Lim and Sankar (1993) extended the Euler equation solver 
of Srivastava and Sankar to full Navire-Stokes equations using the Roe upwind scheme. 
These Navier-Stokes equation solvers are based on the compressible Navier-Stokes 
equations and can not accurately predict incompressible flow solutions. Kim (1989) applied 
incompressible Navier-Stokes equations in the cylinderical coordinate to an infinite-pitch 
marine propeller with rectangular blades by using the SIMPLER algorithm. Although their 
work can simulate marine-propeller flow fields, including propeller loading and complex 
blade-to-blade flow, the infinite pitch propeller with rectangilar blade shape is not realistic 
and no experimental data is availble for comparison. 
The above procedure for solving 3-D unsteady incompressible viscous flows 
without cavitation has been applied to the flow around a 2-bladed SR7L propeller as 
shown in Fig.l. The present scheme is time accurate and the steady state solutions 
are obtained as asymptotic solution of the time marching process. Fig.2 shows the 
H-0 grid for a 2-bladed SR7L propeller. Fig.3 shows the pressure coefficient 
distribution at some selected spanwisw location at a nondimensional time of 0.3 in a 
single grid system (without accleration by multigrid technique), compared with 
experimental data by Bushnell (1988) and compressible Navier-Stokes equation 
solutions by Lim and Sankar. A fairly good agreement with experimental and other 
numerical data was achieved except near the leading edge region. These 
discrepancies are because at the nondimensional time = 0.3, the flow has not 
evolved enough to generate leading edge vortices. At later time levels, it is 




An accurate and efficient iterative time marching procedure for two- and three-dimensional 
unsteady, incompressible, viscous flow has been developed. It has been applied to the following 
cases with success : 
(a) Massively separated flow over oscillating airfoil, 
(b) Three-dimensional flow past an ellipsoid of revolution, 
(c) Three dimensional flow through a square duct with a 90-deg. bend 
(d) Three-dimensional flow around a marine propeller. 
Good agreement with published experimental and numerical data has been obtained. After 
the validation of the present procedure, techniques for acceleration were explored. It was found 
that the multigrid technique was efficient in reducing the CPU time needed for the simulation and 
improved the solution quality because of the lower residuals achieved. 
This report is a draft copy of the Ph. D. dissertation of Mr. Warn-Gyu Park, and will in its 
completed form include changes suggested by the thesis committee. A copy of the fmished form of 
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Figure 3. Surface Pressure Distributions at Selected Angle of Attack 
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Figure 4. Dynamic Stall Hysteresis Loops for a NACA 0012 Airfoil 
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Figure 5. Body-Fitted Grid Around an Ellipsoid of Revolution 
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Figure 14. Streamwise velocity profiles at z = 0.25, z = 0.5, 
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Figure 15. Streamlines viewing from the three different view-points 
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