Active Learning for Identification of Linear Dynamical Systems by Wagenmaker, Andrew & Jamieson, Kevin
Proceedings of Machine Learning Research vol 125:1–96, 2020 33rd Annual Conference on Learning Theory
Active Learning for Identification of Linear Dynamical Systems
Andrew Wagenmaker AJWAGEN@CS.WASHINGTON.EDU
Kevin Jamieson JAMIESON@CS.WASHINGTON.EDU
Paul G. Allen School of Computer Science & Engineering, University of Washington, Seattle, WA 98195
Editors: Jacob Abernethy and Shivani Agarwal
Abstract
We propose an algorithm to actively estimate the parameters of a linear dynamical system. Given
complete control over the system’s input, our algorithm adaptively chooses the inputs to accelerate
estimation. We show a finite time bound quantifying the estimation rate our algorithm attains and
prove matching upper and lower bounds which guarantee its asymptotic optimality, up to constants.
In addition, we show that this optimal rate is unattainable when using Gaussian noise to excite the
system, even with optimally tuned covariance, and analyze several examples where our algorithm
provably improves over rates obtained by playing noise. Our analysis critically relies on a novel
result quantifying the error in estimating the parameters of a dynamical system when arbitrary peri-
odic inputs are being played. We conclude with numerical examples that illustrate the effectiveness
of our algorithm in practice.
Keywords: Linear dynamical systems, system identification, time series, autoregressive processes
1. Introduction
System identification is a fundamental problem in control theory, reinforcement learning, econo-
metrics, and time-series modeling. Given observations of the input-output behavior of a dynamical
system, system identification seeks to estimate the parameters of the system. When the governing
dynamics cannot be derived from first principles, this is an important tool for modeling the behavior
of a system, allowing for downstream analysis and engineering. In this work we focus on the sim-
plest possible dynamical system model—discrete-time, linear dynamical systems. Several recent
works Simchowitz et al. (2018); Sarkar and Rakhlin (2018) have shown sharp rates for estimating
the parameters of such systems in the passive case—where the system is driven by random noise.
Here we seek to understand active system identification—given complete control over the inputs,
how can we best excite the system to accelerate estimation? Dating back to the 1970s, significant
attention has been given to the problem of how to best excite systems for estimation Mehra (1976);
Goodwin and Payne (1977); Bombois et al. (2011) yet these works typically lack theoretical guar-
antees. To the best of our knowledge, we present the first provably correct method for active system
identification. We show finite time and asymptotic sample complexity guarantees and characterize
settings in which active input design yields performance improvements.
Formally, we consider linear dynamical systems (LDS) of the form:
xt+1 = A∗xt +B∗ut + ηt (1)
where A∗ ∈ Rd×d is unknown, B∗ ∈ Rd×p, and ηt is unobserved process noise. We choose the
input ut sequentially, observe the state xt, and wish to estimate A∗ from this data. For simplicity
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and ease of exposition, we assume B∗ is known, though all our results can be extended to the case
where B∗ is unknown. From an engineering perspective, assuming B∗ is known is a reasonable
assumption as one may have knowledge ofB∗ from the design of the system actuation. Throughout,
we assume that ρ(A∗) < 1 where ρ(A∗) is the spectral radius of A∗. We are interested in estimating
A∗ in the spectral norm, in the case where our input is constrained to have bounded energy, that is:
E
[
1
T
∑T
t=1 u
>
t ut
]
≤ γ2 for some constant γ2.
As we will show, the fundamental quantity that determines the sample complexity of estimation
is the minimum eigenvalue of the covariates: λmin
(∑T
t=1 xtx
>
t
)
. Optimally exciting the system
is then equivalent to maximizing this quantity subject to the input power constraints. This quantity,
however, depends on A∗, the parameter we wish to estimate, so cannot be optimized in practice.
Our main contribution is an algorithm which balances this tradeoff—progressively updating the
inputs as the estimates of A∗ improve—and finite time bounds quantifying the estimation rate it
achieves, as well as the number of samples necessary to guarantee the optimally exciting inputs
are being played. In addition, we present a lower bound and asymptotic upper bound guaranteeing
the asymptotic optimality of our algorithm. We show that playing Gaussian noise, even with an
optimally tuned covariance, is insufficient to achieve this optimal rate. Our algorithm can be seen
as an instance of adaptive E-optimal design Pronzato and Pa´zman (2013).
An important piece in our analysis is a new finite-time bound on the estimation error ‖A∗ −
Aˆ‖2 that holds when arbitrary periodic inputs are being played. Previous works Simchowitz et al.
(2018); Sarkar and Rakhlin (2018); Dean et al. (2018) only consider inputs that are Gaussian or state
feedback. These works emphasize obtaining bounds that scale properly with the spectral radius of
the system. Following this, we develop bounds that avoid a poor scaling with the spectral radius. To
the best of our knowledge, this is a novel result and may be of independent interest.
1.1. Related Works
A significant body of work exists on how to optimally excite dynamical systems for identification
Mehra (1976); Goodwin and Payne (1977); Jansson and Hjalmarsson (2005); Gevers et al. (2009);
Manchester (2010); Ha¨gg et al. (2013). An excellent survey of classical results can be found in
Mehra (1974) and a more recent survey in Bombois et al. (2011). Broadly speaking, earlier works
tended to focus on designing inputs so as to be optimal with respect to traditional experimental
design objectives. More recent works Hjalmarsson et al. (1996); Hildebrand and Gevers (2002);
Katselis et al. (2012) have focused on designing inputs to meet certain task-specific objectives—for
instance, identifying a system for the purpose of control.
A primary difficulty in designing inputs for identification is that the design criteria, often some
function of the Fisher Information Matrix, depend on the unknown parameters of the system. Sev-
eral different approaches have been proposed to overcome this challenge. One line of work Rojas
et al. (2007, 2011); Larsson et al. (2012); Ha¨gg et al. (2013) performs robust experimental de-
sign and optimizes a minimax objective. More comparable to our approach are works which per-
form adaptive experimental design Lindqvist and Hjalmarsson (2001); Gerencse´r and Hjalmarsson
(2005); Barenthin et al. (2005); Gerencse´r et al. (2007, 2009)—alternating between estimating the
unknown parameters and designing inputs based on the current estimates.
Existing works in active system identification lack sound theoretical guarantees and too often
specialize results to single-input single-output systems. While several results guarantee asymptotic
consistency Gerencse´r et al. (2007, 2009), most proposed approaches are heuristic and are validated
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only through examples. To our knowledge, no finite-time performance bounds exist. In addition,
many works seek to optimize quantities that only describe the asymptotic behavior of the system—
for instance minimizing the asymptotic variance—and it is unclear and unjustified if these are the
correct quantities to optimize for over a finite time interval. Finally, existing works do not give
precise, explicit algorithms.
Recently, considerable interest has been shown in the machine learning community towards
obtaining finite-time performance guarantees for system identification and control problems. The
latter category has primarily centered around developing finite time regret bounds for the LQR
problem with unknown dynamics Abbasi-Yadkori and Szepesva´ri (2011); Dean et al. (2017, 2018);
Mania et al. (2019); Dean et al. (2019); Cohen et al. (2019). Recent results in system identification
have focused on obtaining finite time high probability bounds on the estimation error of the system’s
parameters when observing the evolution over time Tu et al. (2017); Faradonbeh et al. (2018); Hazan
et al. (2018); Hardt et al. (2018); Simchowitz et al. (2018); Sarkar and Rakhlin (2018); Oymak and
Ozay (2019); Simchowitz et al. (2019); Sarkar et al. (2019); Tsiamis and Pappas (2019). Existing
results rely on excitation from random noise to guarantee learning and do not consider the problem
of learning with arbitrary sequences of inputs or optimally choosing inputs for excitation.
In the context of the existing literature, this work can be seen as the first rigorous treatment of
active system identification and the first work to provide finite-time performance guarantees for the
problem—bridging the gap between classical approaches and modern machine learning techniques.
Indeed, our algorithm is similar to the adaptive input design approach in Lindqvist and Hjalmarsson
(2001); our work can be seen as making their algorithm more precise and providing finite-time
performance and asymptotic optimality guarantees. Our analysis framework is general enough it
could be extended to different experimental design criteria proposed in the existing literature.
1.2. Notation
We will let ρ(A) denote the spectral radius ofA. ‖ · ‖2 denotes the spectral norm of a matrix. O˜( · )
hides log factors. We assume throughout that ηt ∼ N (0, σ2I) though all results can be extended to
more general noise distributions. Let:
Γt(A) =
∑t−1
s=0(A
s)(As)>, ΓBt (A) =
∑t−1
s=0(A
sB)(AsB)>
and Γt := Γt(A∗), ΓB∗t := Γ
B∗
t (A∗). Γt is the expected value of xtx>t when ut = 0,∀t, and ΓB∗t
is the expected value of xtx>t when ut ∼ N (0, I), ηt = 0,∀t. In the case when the input is a
deterministic, periodic signal of period k and 1k
∑k
t=1 u
>
t ut = γ
2, then setting ηt = 0 and applying
this input on the system with parameters A and B for all t, we denote the steady state covariates as:
Γuk(A,B) = lim
T→∞
1
γ2T
∑T
t=1xtx
>
t
(a)
=
1
γ2k2
∑k−1
`=0 (e
j 2pi`
k I −A)−1B∗U`UH` BH∗ (ej
2pi`
k I −A)−H
whereU` denotes the Discrete Fourier Transform of {ut}kt=1. Here (a) holds by Parseval’s Theorem.
Let Γuk := Γ
u
k(A∗, B∗). Γ¯T will denote an upper bound on the covariates:
∑T
t=1 xtx
>
t  T Γ¯T . We
will specify its precise form as needed. To aid in analyzing the transient behavior of a system, let:
β(A) := sup{‖Ak‖2 (1/2 + ρ(A)/2)−k : k ≥ 0}
β(A) is then the smallest value such that ‖Ak‖2 ≤ β(A)(1/2 + ρ(A)/2)k for all k ≥ 0, and is
always finite. We give a more thorough discussion of this parameter in Appendix A. To determine
3
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the optimal inputs, we will solve the following optimization problem. As we make clear in Section
2.1, the fundamental quantity that controls the sample complexity of estimation is the minimum
eigenvalue of the covariates, the quantity OptInput maximizes:
OptInputk(A,B, γ
2, I, {xt}Tt=1) :=
arg maxu1,...,uk∈Rp λmin
(
γ2T¯Γuk(A,B) +
∑T
t=1 xtx
>
t
)
s.t. u1, ..., uk ∈ U¯γ2 , U` = 0,∀` 6∈ I
Here I ⊆ [k] is the set of frequencies we are optimizing over, T¯ is the time horizon we will play
the inputs for, U` is the DFT of u1, ..., uk, and U¯γ2 is the set of mean-zero signals of length k with
average power bounded by γ2. The constraint that the signal be mean zero is for technical reasons
and does not affect the results. We let Uγ2 denote the same set without the constraint that the signal
be mean 0. In some cases we will overload notation, letting OptInputk(A,B∗, γ2, I,M) denote
OptInputk(A,B∗, γ2, I, {xt}Tt=1) but with the
∑T
t=1 xtx
>
t term in the optimization replaced by
M . In addition, we will sometimes use OptInput to refer to the maximum value of the optimiza-
tion, and sometimes to refer to the inputs attaining that maximum—it will be clear from context
which we are referring to.
2. Main Results
Algorithm 1 proceeds in epochs, successively improving its input design as its estimate of A∗ im-
proves. At each epoch, the input computed in the previous epoch is played (line 11), and A∗ esti-
mated from the data collected (line 12). Using this estimate, a set of inputs are designed to excite the
estimated system (line 15), and these inputs are played on the real system in the subsequent epoch,
yielding a new estimate of A∗. This procedure continues with exponentially growing epoch length.
Algorithm 1 Active Estimation of LDS
1: Input: Confidence δ, input power γ2, T0 (Default: T0 = 100), k0 (Default: k0 = 20),
2: FT (Default: True)
3: T ← T0
4: Run LDS for T0 steps with ut ∼ N (0, γ2p I)
5: Aˆ0 ← arg minA
∑T0
t=1 ‖xt+1 −Axt −B∗ut‖22
6: 0 ← σ
∥∥∥∥(∑T0t=1 xtx>t )−1/2∥∥∥∥
2
√
16 log 5
d
δ + 8 log det(Γ¯T0(σ
2Γk0 + γ
2ΓB∗k0 /p)
−1 + I)
7: k1 ← 2k0
8: u˜1, σ2u ← UpdateInputs(Aˆ0, B∗, {xt}Tt=1, γ2, k1, 0, FT )
9: for i = 1, 2, 3, ... do
10: Ti ← 3Ti−1, T ← T + Ti
11: Run LDS for Ti steps with ut = u˜it + η
u
t , η
u
t ∼ N (0, γ
2
2pI)
12: Aˆi ← arg minA
∑T
t=1 ‖xt+1 −Axt −B∗ut‖22
13: i ← σ
∥∥∥∥(∑Tt=1 xtx>t )−1/2∥∥∥∥
2
√
16 log 5
d
δ + 8 log det(Γ¯T (σ
2Γki + σ
2
uΓ
B∗
ki
+ γ2Γuiki )
−1 + I)
14: ki+1 ← 2ki
15: u˜i+1 ← UpdateInputs(Aˆi, B∗, {xt}Tt=1, γ2, ki+1, i, FT )
16: end for
4
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UpdateInputs pseudocode (full definition in Appendix A)
1: function UPDATEINPUTS(A,B,{xt}Tt=1,γ2,k,,FT )
2: Check if  small enough to plan with all frequencies, if so set I = [k]
3: Otherwise set I to include frequencies we can guarantee will sufficiently excite the system
4: if FT == True: return OptInputk(A,B,
γ2
2 , I, {xt}Tt=1)
5: else: return OptInputk(A,B,
γ2
2 , I, (2T + T0)σ2Γk(A))
6: end function
The FT flag in UpdateInputs controls how the inputs are designed. With FT = True
(the finite time case), the algorithm does not take into account the expected future contribution due
to noise when designing the inputs. Results for this case are outlined in Section 2.3. With FT =
False (the asymptotic case), the algorithm does take into account the estimated future contribution
due to noise when designing the inputs. Results for this case are outlined in Section 2.1.
2.1. Asymptotic Optimality of Algorithm 1
We show that our algorithm is asymptotically optimal—up to constants, no algorithm can estimate
A∗ more quickly as δ → 0. We first present a lower bound for estimating linear dynamical systems
actively. We call an algorithm (, δ)-locally-stable in A if there exists a finite time τ such that for
all t ≥ τ and all A′ ∈ B(A, 3): PA′(‖Aˆt − A′‖2 ≤ ) ≥ 1 − δ. Here PA′ is the measure induced
when the true matrix is A′, B(A, 3) := {A′ ∈ Rd×d : ‖A − A′‖2 ≤ 3}, and Aˆt is the estimate
obtained by the algorithm after t observations. The sample complexity τδ is the infimum of all
times τ satisfying the above definition. This condition was introduced in Jedra and Proutiere (2019)
and allows us to avoid trivial algorithms that simply return Aˆt = A∗ for all time. Also define:
max
u∈Uγ2
λmin(σ
2Γ∞ + γ2Γu∞) := lim
i→∞
max
u∈Uγ2
λmin(σ
2Γ2i + γ
2Γu2i)
Note that, by Lemma H.2 and Lemma H.3, this limit exists and is equal to the limit obtained by
replacing 2i with any other sequence ni →∞ as i→∞.
Theorem 2.1 Assume there exists finite k such that the input ut satisfies 1k
∑k
t=1 u
>
s+tus+t ≤ γ2
for any s ≥ 0. Then for (, δ) small enough, any (, δ)-locally-stable in A∗ algorithm will have:
τδ ≥ σ
2−2/8
maxu∈Uγ2 λmin (σ
2Γ∞ + γ2Γu∞)
log
1
2.4δ
.
Theorem 2.2 Assume we are running Algorithm 1 with FT = False. Then for any δ,  ∈ (0, 1),
there exists a deterministic τδ such that, for any T ≥ τδ where T is at an epoch boundary, we
have: P
[
‖Aˆ−A∗‖2 > 
]
≤ δ, and, for small enough  and some universal constant C:
lim
δ→0
τδ
log(1/δ)
≤ Cσ
2−2
maxu∈Uγ2 λmin(σ
2Γ∞ + γ2Γu∞)
.
The proof of Theorem 2.1 is given in Section G and the proof of Theorem 2.2 is given in Section
B.3. It follows that up to constant factors, Algorithm 1 is asymptotically optimal. The fundamental
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value present in both the upper and lower bound controlling the sample complexity of estimation
is λmin(σ2Γ∞ + γ2Γu∞), the minimum eigenvalue of the expected covariates when the input u is
being played. Optimally exciting the system for identification is then equivalent to choosing u so as
to maximize λmin(σ2Γ∞ + γ2Γu∞).
2.2. Suboptimality of Colored Noise
While Theorem 2.1 and Theorem 2.2 together show that the optimal performance can be attained in
the limit by periodic inputs, it may seem reasonable that one could attain a similar rate by playing the
optimal noise—setting ut ∼ N (0,Σ∗) for the optimal choice of Σ∗ that satisfies the expected power
constraint. We show this is false. Consider the following example. Let A∗ be PSD with eigenvalues
λ = [λ1, . . . , λd], B∗ = I , and assume that γ2  σ2. We show in the proof of Corollary 3.1 that
maxu∈Uγ2 λmin(σ
2Γ∞+γ2Γu∞) = Θ
(
γ2/‖1− λ‖22
)
. In contrast, when playing ut ∼ N (0,Σ∗), as
we show in Appendix I, we will have that λmin(σ2Γ∞ +
∑∞
s=0A
sΣ∗(As)>) = Θ(γ2/‖1 − λ‖1).
Note here that λmin(σ2Γ∞ +
∑∞
s=0A
sΣ∗(As)>) upper bounds the minimum eigenvalue of the
expected covariates when ut ∼ N (0,Σ∗). Depending on the values of λ, there is clear gap between
these quantities. For example, if λi = 1 − 1/d for i = 1, ..., d, the upper bound on the sample
complexity of our algorithm is Θ(σ2−2/(dγ2)) while the lower bound on the sample complexity
when playing optimal noise is Θ(σ2−2/γ2), a gap of Θ(d). Note that existing works on system
identification Simchowitz et al. (2018); Sarkar and Rakhlin (2018) only apply to the case when the
input is zero-mean noise and are thus insufficient to guarantee optimal rates.
2.3. Finite Time Performance of Algorithm 1
We next present our main result quantifying the finite time performance of Algorithm 1. Through-
out, we let T =
∑i
j=0 Tj , the total time elapsed after i epochs, and k(T ) the value of ki after T
steps. If T is at an epoch boundary, k(T ) = k02log(2T/T0+1)/ log 3−1 ≈ O((T/T0)0.63).
Theorem 2.3 (Informal) Assume that T0 is chosen sufficiently large relative to k0. Then for T
large enough, with FT = True, Algorithm 1 will achieve the following rate:
P
‖Aˆ−A∗‖2 ≤ Cσ
√√√√√√ log 1δ + d+ log det
(
Γ¯T
(
σ2Γk(T ) +
γ2
p Γ
B∗
k(T )
)−1
+ I
)
Tλmin
(
σ2Γk(T ) + γ2Γ
u∗
k(T )
)
 ≥ 1− 9δ
and will produce inputs satisfying E
[
1/T
∑T
t=1 u
>
t ut
]
≤ γ2. Here C is a universal constant, u∗ is
the solution to OptInputk(T )(A∗, B∗, γ2, k(T ), 0), and Γ¯T = I · O(β(A∗)2γ2T/(1− ρ(A∗))2).
Note that our finite time rate critically depends on the minimum eigenvalue of the expected co-
variates. At a high level, Theorem 2.3 provides a finite sample bound on the error in the estimates
produced by Algorithm 1 and states that once T is large enough, despite lacking knowledge of the
true system parameters, Algorithm 1 will play inputs that maximize λmin(γ2Γuk). As was shown
in Section 2.1, the fundamental quantity that controls the estimation rate is λmin(σ2Γ∞ + γ2Γu∞)
which, in finite time, can be thought of as λmin(σ2Γk + γ2Γuk). When γ
2  σ2, maximizing
λmin(γ
2Γuk) is essentially equivalent to maximizing λmin(σ
2Γk + γ
2Γuk). Theorem 2.3 then guar-
antees in this case that Algorithm 1 plays the inputs that best excite the system for estimation.
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The proof of this theorem is sketched in Section 4 and formally proved in Section B.1. A full
version of this result is presented as Theorem B.1 in Appendix B, where we quantify formally how
large T must be for the rate given in Theorem 2.3 to apply. Corollary 3.1 works this out explicitly
in a simplified setting. Intuitively, T must be large enough for the transient effects of the last input
to have dissipated, and for i−1 to be small enough to guarantee we are playing inputs that achieve
nearly optimal performance. The former quantity scales as O˜ (1/(1− ρ(A∗))). The latter depends
on the system parameters in a complicated fashion. In the case where A∗ is diagonalizable with
largest and smallest magnitude eigenvalues λ1 and λd, respectively, and B∗ allows for sufficient
excitation of all modes, then when 11−|λ1|  11−|λd| , it will behave like O˜
(
(1− |λd|)4/(1− |λ1|)4
)
.
If |λ1| ≈ |λd| it will behave like O˜(1/(1− |λ1|)2).
Remark 2.4 If B∗ is also unknown, it is still possible to run a procedure similar to Algorithm
1, choosing the inputs to improve estimation of both A∗ and B∗ simultaneously. In this case, we
minimize the same least squares objective but now over bothA andB. Theorem 2.6 can be modified
to bound the error
∥∥[A∗ B∗]− [Aˆ Bˆ]∥∥2, but the error scales instead with:
λmin
(
T∑
t=1
[
xtx
>
t xtu
>
t
utx
>
t utu
>
t
])
In this setting, the optimal design is one that maximizes this minimum eigenvalue. To obtain a result
similar to Theorem 2.3, a version of Theorem 4.1 is needed to quantify how suboptimal our choice of
input may be given only estimates of A∗ and B∗. A fairly straightforward extension of the argument
used to obtain Theorem 4.1 can be used to argue such a bound, allowing a version of Theorem 2.3
to be proved.
Remark 2.5 The update of i in Algorithm 1 requires knowledge of the true system parameters to
compute Γ¯T ,Γki ,Γ
B∗
ki
. In practice, bootstrapped estimates of these quantities could be used. Fur-
ther, these terms only appear logarithmically and will not be the dominant terms in the expression.
Experimentally, we found that greedily designing our inputs with respect to Aˆi, equivalent to solv-
ing UpdateInputs(Aˆi, B∗, {xt}Tt=1, γ2, 2k(T ), 0, FT ), yielded better performance and did not
require any estimate of i.
2.4. Estimating Dynamical Systems With Periodic Inputs
As was shown in Section 2.2, exciting a system with random noise is insufficient to obtain optimal
estimation rates. Relying on carefully designed periodic inputs, Algorithm 1 is able to attain this
optimal rate. Showing this critically requires bounding the estimation error when arbitrary periodic
inputs are being played. The following result quantifies this and can be thought of as a novel
extension of Simchowitz et al. (2018); Sarkar and Rakhlin (2018) to non-noise inputs. This result
may be of independent interest and is proved in Section E.
Theorem 2.6 Assume that we start from initial state x0 and play input ut = u˜t + ηut where u˜t is
deterministic with period k and average power γ2 ≥ 0, and ηut ∼ N (0, σ2uI) with σ2u ≥ 0. Let Tss
be some value satisfying Tss = O˜(1/(1− ρ(A∗))). Then as long as:
T ≥ Tss + ck
(
d+ max
{
log det(Γ¯TΓ
u
k
−1/γ2), log det(Γ¯T (σ2Γk + σ2uΓ
B∗
k )
−1)
}
+ log
1
δ
)
7
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we have:
P
‖Aˆ−A∗‖2 > Cσ
√√√√ log 1δ + log det(Γ¯T (σ2Γk + σ2uΓB∗k + γ2Γuk)−1 + I) + d
Tλmin(σ2Γk + σ2uΓ
B∗
k + γ
2Γuk)
 ≤ 3δ
where Γ¯T = 4
(
1
T
∑T
t=0 x
u˜
t x
u˜
t
>
+ Tr(σ2ΓT + σ
2
uΓ
B∗
T )(1 + log
2
δ )I
)
, c, C are universal constants,
and xu˜t is the (deterministic) response of the system to ut = u˜t.
Note, critically, the Γuk term in the denominator. This term quantifies how the estimation error
scales in terms of the interaction between the input and the system.
3. Interpreting the Results
We next present several corollaries to Theorem 2.3. Let A∗ = V ΛV > for orthogonal V , real,
diagonal Λ  0, and B∗ = I . Denote the eigenvalues of A∗ as λ1 ≥ λ2 ≥ . . . ≥ λd and
λ = [λ1, λ2, ..., λd]. To aid in interpretability, assume that 11−λ1  11−λ2 , 11−λd is small enough to
be thought of as a small constant factor, γ2 > σ2, and, log 1δ > 1. We then have the following.
Corollary 3.1 (Symmetric A∗) Let Tinit be some value satisfying:
Tinit = O˜
(
max
{
T 20
k20
max
i=1,...,d
i2
(1− λi)2 ,
d2σ2‖1− λ‖42
(dσ2 + γ2)(1− λ1)4
})
then after T ≥ Tinit steps, running Algorithm 1 with FT = True will produce an estimate satisfy-
ing, with high probability:
‖Aˆ−A∗‖2 = O˜
(√
σ2‖1− λ‖22
γ2 + σ2‖1− λ‖22
√
d
T
)
while instead playing ut ∼ N (0, γ2d I) for all time, our estimate will satisfy, with high probability:
‖Aˆ−A∗‖2 = O˜
(√
σ2d
γ2 + σ2d
√
d
T
)
In the high SNR regime of γ2  dσ2, the leading constant for the rate attained by Algorithm 1
behaves as σ‖1−λ‖2γ compared to a leading constant of
σ
√
d
γ when playing ut ∼ N (0, γ
2
d I). Note
that in both cases the expected average power is γ2.
Now let A∗ and B∗ be block diagonal matrices where Aj ∈ Rdj×dj and Bj ∈ Rdj×pj denote
their jth blocks. Assume that it is known thatA∗ has this structure. For simplicity, assume γ2  σ2
so that λmin
(
σ2Γjk + γ
2Γu
∗,j
k
)
≈ λmin
(
γ2Γu
∗,j
k
)
. Here Γjk and Γ
u∗,j
k denote the expected noise
and input covariates of the jth subsystem.
Corollary 3.2 (Block DiagonalA∗) For T large enough, a version of Algorithm 1 slightly modified
to account for the block structure, will have, with high probability, when FT = True:
‖Aˆ−A∗‖2 = O˜
√√√√ m∑
j=1
dj
λmin
(
Γu
∗,j
k(T )
)√ 1
γ2T

8
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In contrast, simply playing ut ∼ N (0, γ2p I) will, with high probability, achieve the following rate:
‖Aˆ−A∗‖2 = O˜
√√√√ max
j=1,...,m
mdj
λmin
(
ΓB∗,jk(T )
)√ 1
γ2T

Intuitively, the rate obtained by Algorithm 1 scales as the average error in estimating each block,
while the rate obtained by playing ut ∼ N (0, γ2p I) scales as the error of the worst case block. Note
that while in both Corollary 3.1 and Corollary 3.2 we are comparing upper bounds, the leading
constants in these bounds are identical to those obtained in the asymptotic lower bound, Theorem
2.1, and are thus unimprovable—the improvement in upper bounds we see in performing active
estimation compared to playing noise are matched by the lower bound. Both corollaries are proved
in Section C.
It is difficult to work out analytically what the performance will be when A∗ is a Jordan block.
However, at an intuitive level, our algorithm should yield a large improvement over isotropic noise
as the proper excitation of a Jordan block focuses nearly all the energy on the last coordinate in the
block. This conjecture is supported by our experiments in Section 5.
4. Proof Sketch of Theorem 2.3
To prove Theorem 2.3, our primary upper bound on the error in the estimates of A∗ produced by
Algorithm 1, we first bound the error in the estimate of A∗ obtained at the (i − 1)th epoch, then
bound the suboptimality of the inputs computed from this estimate, and finally bound the estimation
error at the ith epoch in terms of these inputs.
Controlling the estimation error ‖Aˆi−1 − A∗‖2 at the (i − 1)th epoch. We rely on excitation
due to noise to guarantee learning and bound ‖Aˆi−1 −A∗‖2. This proof is similar to those given in
Simchowitz et al. (2018); Sarkar and Rakhlin (2018) and is outlined in the appendix.
Bounding the suboptimality of the inputs. Given the estimate Aˆi−1 and past data {xt}T−Tit=1 , and
letting uˆi denote the optimal inputs on the estimated system and u∗i the optimal inputs on the true
system, we wish to bound:∣∣∣λmin(∑T−Tit=1 xtx>t + Γuˆiki )− λmin(∑T−Tit=1 xtx>t + Γu∗iki )∣∣∣ (2)
in terms of i−1, as this will quantify how suboptimal our input’s response on the true system is.
Theorem 4.1 provides such a bound in terms of i−1.
Theorem 4.1 (Informal) Assuming that ‖A∗ − Aˆi−1‖2 ≤ , then:∣∣∣λmin(∑T−Tit=1 xtx>t + Γuˆiki )− λmin(∑T−Tit=1 xtx>t + Γu∗iki )∣∣∣ ≤ maxU∈Uγ2 ,w∈M 2L(A∗, B∗, U, , I, w)
where L(A∗, B∗, U, , I, w) is a measure of the smoothness of Γuki with respect to A∗.
The full version of Theorem 4.1 is stated and proved in Appendix F. At a high level, the proof
follows by upper bounding (2) in terms of the difference between Γuki and Γˆ
u
ki
:= Γuki(Aˆi−1, B∗).
This difference can be quantified in terms of the sensitivity of Γuki to changes in A∗ and, critically,
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does not require bounding the difference between uˆi and u∗i . The primary challenge in proving
Theorem 4.1 is in avoiding standard matrix perturbation bounds of the form:∣∣∣λmin(∑T−Tit=1 xtx>t + Γˆuki)− λmin(∑T−Tit=1 xtx>t + Γuki)∣∣∣ ≤ ‖Γˆuki − Γuki‖2 (3)
Depending on the structure of A∗, Γuki could be very ill-conditioned and (3) could be very loose.
We instead show that it is sufficient to bound:
max
w∈M
∣∣∣w>(∑T−Tit=1 xtx>t + Γˆuki)w − w>(∑T−Tit=1 xtx>t + Γuki)w∣∣∣ = maxw∈M ∣∣∣w>(Γˆuki − Γuki)w∣∣∣ (4)
for a setM guaranteed to include the eigenvectors corresponding to the minimum eigenvalues of∑T−Ti
t=1 xtx
>
t + Γ
uˆi
ki
and
∑T−Ti
t=1 xtx
>
t + Γ
u∗i
ki
. Applying (4) instead of (3) with this M can save a
factor of as much as 1/(1− ρ(A∗)) in the final perturbation bound.
Given this perturbation bound, we can quantify how suboptimal the inputs computed by solving
OptInput on our estimated system are. As we make precise in Appendix F, the suboptimality
depends on the frequencies our input signal contains. UpdateInputs carefully takes this into
account, only playing inputs for which it can guarantee the system will be sufficiently excited.
Ultimately, we are interested in exciting the system optimally, which requires that we have learned
the system well enough to guarantee the performance at every frequency. We quantify this in Lemma
D.1 and show that for sufficiently large T , we will be playing inputs that attain the optimal response.
Controlling the estimation error ‖Aˆi −A∗‖2 in terms of the inputs. The final piece in the proof
involves showing that, for the inputs being played, uˆi, the estimation error will scale in accordance
with how these inputs excite the true system. We can decompose the error in our estimate of A∗ as:
‖Aˆi −A∗‖2 = ‖(
∑T
t=1xtx
>
t )
−1∑T
t=1xtη
>
t ‖2
≤ λmin(
∑T
t=1xtx
>
t )
−1/2‖(∑Tt=1xtx>t )−1/2∑Tt=1xtη>t ‖2
‖(∑Tt=1xtx>t )−1/2∑Tt=1xtη>t ‖2 scales like O(√d+ log 1/δ + log T ) and can be handled using
a self-normalized bound Abbasi-Yadkori et al. (2011); Sarkar and Rakhlin (2018). The primary
difficulty is obtaining a lower bound on λmin(
∑T
t=1xtx
>
t ) in terms of the inputs being played. We
in fact want to show something even stronger, that
∑T
t=T−Ti xtx
>
t  c(T −Ti)Γuˆiki , as this allows us
to quantify precisely how an input affects the covariates, and how we can adjust the input to increase
λmin(
∑T
t=1xtx
>
t ). The following proposition is the key piece in proving such a lower bound.
Proposition 4.2 (Informal) Consider w ∈ Sd−1 and let ut be a deterministic signal with period k.
Assuming that Tss is large enough that the transient effects of the input have dissipated, we have:
P
[∑Tss+T
t=Tss+1
(w>xt)2 ≥ 2
81
kbT/kcγ2w>Γukw
]
≥ 1− e− 281 bT/kc (5)
The proof of this proposition is given in Section E. The main technical challenge comes in handling
the interactions between the inputs and the noise. To avoid directly bounding these cross terms, we
prove that the covariates over one period of the input are, with constant probability, lower bounded
by the covariates obtained if running the system with no process noise. After enough periods, we
show that with high probability the bound (5) holds. Given this pointwise lower bound, we can
apply a similar argument to that in Simchowitz et al. (2018); Sarkar and Rakhlin (2018) to show the
estimation error bound given in Theorem 2.6.
To complete the proof of Theorem 2.3, we effectively apply Theorem 2.6 to bound the estimation
error in the ith epoch in terms of Γuˆiki , and using the fact that uˆi excites the system nearly optimally,
conclude that we attain the optimal estimation rate.
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Figure 1: A∗ diagonalizable by unitary matrix,
d = 6, p = 4, B∗ randomly generated
Figure 2: A∗ and B∗ randomly generated, d = 5,
p = 3
Figure 3: A∗ Jordan block with
d = 4, ρ(A∗) = 0.9, B∗ = I
Figure 4: A∗ Jordan block with d = 4,
ρ(A∗) = 0.9, B∗ = I , varying σ2u
5. Experimental Results
We next validate our algorithm on several examples. Additional trials are included in Section J. We
compare Algorithm 1 against three baselines: playing ut ∼ N (0, γ2I/p), playing ut ∼ N (0,Σ∗),
and playing the oracle set of inputs as computed by solving OptInput on the true system parame-
ters. Σ∗ is the covariance yielding the optimal noise excitation and can be computed via an SDP. We
do not compare against existing works in active system identification as these works typically either
require knowledge of A∗ to implement, and so are not directly comparable, or propose approaches
similar enough to ours (Lindqvist and Hjalmarsson (2001)) a comparison is not relevant.
We set T0 = 100, k0 = 20. Rather than running the UpdateInputs function as stated,
we plan greedily with respect to Aˆ—we do not restrict the set of allowable frequencies and set
U ← OptInputki(Aˆi, B∗, γ2/2, [ki+1], {xt}Tt=1). In every experiment we solve OptInput from
a single random initialization and do not restart multiple times to obtain a globally optimal solution.
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We plot the error ‖Aˆ − A∗‖2 against the iteration number. The solid lines show the averages over
50 trials (100 for Figure 2) and the shaded regions indicate the 10% and 90% percentiles.
Figures 1 and 2 illustrate the effectiveness of our approach as compared to exciting the system
with noise—Algorithm 1 dramatically outperforms noise-based approaches and performs nearly as
well as the optimal. Figure 3 investigates the performance of our algorithm when B∗ is unknown.
Here we simultaneously solve for A∗ and B∗ and use our estimate of B∗ when optimizing our
inputs. As can be seen, this barely affects the algorithm’s performance.
At each epoch, Algorithm 1 devotes some amount of input energy to playing random noise. Let
σ2u denote the variance of this noise. By default in Algorithm 1 we set σ
2
u =
γ2
2p . Figure 4 illustrates
the performance of Algorithm 1 when σ2u is varied. For a given σ
2
u, all additional energy is devoted
to the sinusoidal component of the input. As this plot illustrates, noise is not needed in practice
to effectively learn and, when all energy is devoted to the sinusoidal inputs, the performance of
Algorithm 1 almost immediately matches that of the optimal.
6. Discussion
In this work we have presented an algorithm for active identification of linear dynamical systems.
We show that our algorithm achieves optimal asymptotic rates and present finite time performance
bounds quantifying how the interactions between the input and the system affect the estimation.
This work opens up several possible directions for future work.
• OptInput is nonconvex so a globally optimal solution cannot be efficiently found. In practice,
an alternating minimization approach can be used to compute a local optimum. While solving
OptInput may be difficult, as our bounds show, the quantity being optimized is intrinsic to the
problem. Developing algorithms to efficiently solve OptInput is an interesting future direction.
• Recent works in system identification Simchowitz et al. (2018); Sarkar and Rakhlin (2018) have
emphasized obtaining bounds that do not scale with the mixing time of the system. Our error
bounds do not scale with this quantity yet they require the transient effects of the inputs to have
decayed. This condition seems necessary to cleanly quantify the performance and design inputs,
yet may be possible to remove with a careful analysis of the transient behavior.
• This work only considers exciting the system with sinusoidal inputs. While we show this is
sufficient to achieve optimal rates, one could also imagine choosing inputs that were a function of
the current state. Dean et al. (2018) provides rates when a linear state feedback controller is used,
but does not discuss how the choice of feedback could improve estimation. It is unclear a priori
how effective it could be. At minimum, a carefully designed state feedback controller could be
used to mitigate transient effects. We leave this direction for future work.
• A recent work Gonzlez and Rojas (2019) develops finite time bounds for estimating SISO AR(n)
systems with n > 1. Extending this to MIMO AR(n) systems and allowing for active input
design is an open problem and exciting future direction.
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Appendix A. Notation
LDS Notation
d is the state dimension
p is the input dimension
σ2 is the variance of the process noise
σ2u is the variance of the exploration noise (set by default to γ
2/(2p))
xut system state due only to deterministic input, x
u
t+1 = A∗xut +B∗ut
xηt system state due only to noise, x
η
t+1 = A∗x
η
t + ηt
A = PJP−1 denotes Jordan decomposition of A
J`, ` = 1, ..., r is `th Jordan block of J
U(ej
2pi`
k ) denotes the Discrete Fourier Transform of {ut}kt=1
U` = U(e
j 2pi`
k )
G(ejθ) = (ejθI −A∗)−1B∗
ρ(A) spectral radius of A
ρ¯(A) = 1/2 + ρ(A)/2
β(A, ρ) = sup
{‖Ak‖2ρ−k : k ≥ 0}
β(A) = β(A, 1/2 + ρ(A)/2)
κ(A) = ‖P‖2‖P−1‖2
Γt(A) =
∑t−1
s=0(A
s)(As)>
ΓBt (A) =
∑t−1
s=0(A
sB)(AsB)>
Γηt (A) = σ
2Γt(A) + σ
2
uΓ
B∗
t (A)
Γt = Γt(A∗)
ΓB∗t = Γ
B∗
t (A∗)
Γηt = Γ
η
t (A∗)
Γuk,t0 =
1
γ2
1
k
∑t0+k
s=t0+1
xusx
u
s
>
Γuk(A,B) =
1
γ2
1
k2
∑k−1
`=0 (e
j 2pi`
k I −A)−1BU(ej 2pi`k )U(ej 2pi`k )HBH(ej 2pi`k I −A)−H
Γuk = Γ
u
k(A∗, B∗)
Γ˜uk,t0 = γ
2Γuk,t0
Γ˜uk = γ
2Γuk
Hk(A,B,U, I) =
∑
`∈I(e
j 2pi`
k I −A)−1BU(ej 2pi`k )U(ej 2pi`k )HBH(ej 2pi`k I −A)−H
Γ¯T high probability upper bound, in PSD sense, on
∑T
t=1 xtx
>
t
Tss(ζ, k, x
u
0) = O
(
1
log ρ(A∗) log
(
kζ(1−ρ(A∗)2)
2‖xu0−xss0 ‖22β(A∗)2
))
Tss(ζ, ki+1) = O
(
1
log 1
ρ(A∗)
(
log
(
4β(A∗)‖B∗‖2ki+1γ
1−ρ(A∗)ki+1 +
√
2Tr
(
σ2ΓT +
γ2
2pΓ
B∗
T
) (
1 + 1c log
4
δ
))
+ log
(
4β(A∗)γmax`=1,...,ki+1 ‖(e
j 2pi`
ki+1 I−A∗)−1B∗‖2
ζ
√
ki+1
√
1−ρ(A∗)2
)))
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Active System Identification Notation
Uγ2 =
{
u1, ..., uk ∈ Rp :
∑k
`=1 U(e
j2pi`/k)HU(ej2pi`/k) ≤ k2γ2
}
U¯γ2 =
{
u1, ..., uk ∈ Rp :
∑k
`=1 U(e
j2pi`/k)HU(ej2pi`/k) ≤ k2γ2, ∑kt=1 ut = 0}
OptInputk(A,B, γ
2, I, {xt}Tt=1) =
maxu1,...,uk∈Rp λmin
(
γ2T¯Γuk(A,B) +
∑T
t=1 xtx
>
t
)
s.t. u1, ..., uk ∈ U¯γ2 , U(ej2pi`/k) = 0, ∀` 6∈ I
S(A,B, γ
2, ki, {xt}Tt=1, δ) = min
{
27
256Tiγ
2 OptInputki (A,B,γ
2/2,[ki],{xt}Tt=1)
max
w∈M(Aˆi,{xt}Tt=1),`∈[ki]
‖w>(ej
2pi`
ki I−A)−1‖22‖(e
j 2pi`
ki I−A)−1‖2‖B‖22
,
1
max`∈[ki] 5‖(e
j 2pi`
ki I−A)−1‖2
}
¯S(A,B, γ
2, T, δ) = min
{
27
256(2T+T0)γ
2‖B‖22
OptInput2k(T )
(
A,B,γ2,[2k(T )],cTΓη
k(T )
)
max
w∈M¯2k(T )(A,B,δ,γ2/2),`∈[2k(T )]
‖w>(ej
2pi`
2k(T ) I−A)−1‖22‖(e
j 2pi`
2k(T ) I−A)−1‖2
,
1
max`∈[2k(T )] 5‖(e
j 2pi`
2k(T ) I−A)−1‖2
}
L(A,B,U, , I, w) = max
∆∈Rd×d,‖∆‖2=1
δ∈[0,]
2
∣∣∣∑`∈I w>(ej 2pi`k I −A− δ∆)−1∆(ej 2pi`k I −A− δ∆)−1
· BU(ej 2pi`k )U(ej 2pi`k )HBH(ej 2pi`k I −A− δ∆)−Hw
∣∣∣
M(A, {xt}Tt=1)←
{
w ∈ Sd−1 : k22T+T0
∑T
t=1(w
>xt)2 ≤ k22T+T0
∑T
t=1(w
′>xt)2
+ minw′∈Sd−1
4
3γ
2 max
`∈[k] : ≤
(
4‖(ej 2pi`k I−A)−1‖2
)−1 ‖w′>(ej 2pi`k I −A)−1B‖22
}
M(A, Aˆ, {xt}Tt=1, I) =
{
w ∈ Sd−1 : k22T+T0
∑T
t=1(w
>xt)2 ≤ min
w′∈Sd−1
k2
2T+T0
∑T
t=1(w
′>xt)2
+ γ2 max
i∈I
max{‖w′>(ej 2piik I −A)−1B‖22, ‖w′>(ej
2pii
k I − Aˆ)−1B‖22}
}
M¯k(A,B, δ, γ2) =
{
w ∈ Sd−1 : T2T+T0w>Γ
η
kw ≤ min
`∈[r]
max
θ∈[0,2pi]
6γ2κ(A)2‖(ejθI − J`)−1‖22‖B‖22
+ 2
(
1 + log 2δ
) (κ(A)2β(J`)2(σ2+γ2/p‖B‖22)
1−ρ¯(J`)2
)
+ 16
κ(A)2‖B‖22β(J`)2γ2
(1−ρ¯(J`)2k0 )(1−ρ¯(J`)2)
}
k(T ) denotes value of ki for given T , if T at epoch boundary, denotes value for previous epoch
θi =
2pii
k
Standard Mathematical Notation
Sd−1 = {v ∈ Rd : ‖v‖2 = 1}
‖ . ‖2 denotes matrix operator norm and vector 2-norm
‖ . ‖F denotes matrix Frobenius norm
[k] = {1, 2, 3, ..., k}
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Full Definition of UpdateInputs
1: function UPDATEINPUTS(A,B,{xt}Tt=1,γ2,k,,FT )
2: // Form set of directions that may correspond to minimum eigenvalue
3: M(A, {xt}Tt=1)←
{
w ∈ Sd−1 : k22T+T0
∑T
t=1(w
>xt)2 ≤ k22T+T0
∑T
t=1(w
′>xt)2+
minw′∈Sd−1
4
3γ
2 max
`∈[k] : ≤
(
4‖(ej 2pi`k I−A)−1‖2
)−1 ‖w′>(ej 2pi`k I −A)−1B‖22
}
4: // Check if  small enough to plan with all frequencies
5: if  ≤ min`∈[k]
(
4‖(ej 2pi`k I −A)−1‖2
)−1
6: and maxw∈M(A,{xt}Tt=1),`∈[k]
32
3 (2T + T0)γ
2‖w>(ej 2pi`k I −A)−1‖22 ‖(e
j 2pi`
k I−A)−1B‖22
‖(ej 2pi`k I−A)−1‖2
7: ≤ OptInputk(A,B, γ2/2, [k], {xt}Tt=1) then
8: I = [k]
9: else
10: // Otherwise, set I to include frequencies we can plan effectively with
11: I ← {}
12: for ` = 1, 2, 3, ..., k do
13: // Check if we can plan optimally with frequency `
14: if  ≤
(
4‖(ej 2pi`k I −A)−1‖2
)−1
and maxw∈M(A,{xt}Tt=1)
32
3 (2T+
T0)γ
2‖w>(ej 2pi`k I −A)−1‖22 ‖(e
j 2pi`
k I−A)−1B‖22
‖(ej 2pi`k I−A)−1‖2
≤ λmin
(∑T
t=1 xtx
>
t
)
then
15: I ← I ∪ `
16: end if
17: end for
18: end if
19: // Update inputs
20: if FT == True then
21: σ2u ← γ
2
2p , u← OptInputk(A,B, γ2 − pσ2u, I, {xt}Tt=1)
22: else
23: σ2u ← γ
2
2p , u← OptInputk
(
A,B, γ2 − pσ2u, I, (2T + T0)σ2Γk(A)
)
24: end if
25: return U
26: end function
Several comments on notation are in order. First, note that β(A, ρ) is the smallest value such that
‖Ak‖2 ≤ β(A, r)ρk for all k ≥ 0. β(A, ρ) is finite as long as ρ > ρ(A). More generally, we can
upper bound β(A, ρ) as Tu et al. (2017):
β(A, ρ) ≤ max
|z|≥1
‖(zρI −A)−1‖2 = max
θ∈[0,2pi]
‖(ρejθI −A)−1‖2
As r is increased, β(A, ρ) will decrease, but the decay rate will be slower. Note that if we set
ρ = ρ¯(A) = 12 +
1
2ρ(A) and β(A) = β(A,
1
2 +
1
2ρ(A)), we have:
1
1− ρ =
2
1− ρ(A) , maxθ∈[0,2pi] ‖(ρe
jθI −A)−1‖2 = 2 max
θ∈[0,2pi]
‖(ejθI −A)−1‖2
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so the cumulative behavior of the transient, which corresponds to 11−ρ , and the upper bound on
β(A, ρ), will each be within a factor of 2 of their optimal possible values. Throughout the appendix,
we will upper bound ‖A`‖2 ≤ β(A)ρ¯(A)`. In nearly all cases, however, the expressions obtained
that contain ρ¯(A) can be replaced with a ρ(A) by adding a factor of 2.
To simplify notation throughout the proofs, we will let Γηk = σ
2Γk + σ
2
uΓ
B∗
k and Γ˜
u
k = γ
2Γuk .
Throughout the appendix, we will let σ2u refer to the variance of the exploration noise, which is set
by default to γ2/(2p).
Appendix B. Algorithm 1 Performance Results
We first present the full version of Theorem 2.3.
Theorem B.1 (Full version of Theorem 2.3) Assume that γ2 ≥ (1−ρ(A∗))2
2β(A∗)2 , and:
T0 ≥ ck0
(
log
1
δ
+ d+ d log
(
2β(A∗)2γ2
(1− ρ(A∗))2 (1 + T0) +
4β(A∗)2d(σ2 + γ2‖B∗‖2)
1− ρ(A∗)2 (1 + log
2
δ
)
))
(6)
Then for any:
T ≥ max
{
9
2
Tss
(
c1λmin
(
σ2Γk(T ) +
γ2
p
ΓB∗k(T )
)
,
k(T )
2
)
,
c2σ
2
log 1δ + d+ log det
(
Γ¯T
(
σ2Γk(T ) +
γ2
p Γ
B∗
k(T )
)−1
+ I
)
¯S(A∗, B∗, γ2, T, δ)2λmin
(
σ2Γk(T ) +
γ2
p Γ
B∗
k(T )
)

(7)
Algorithm 1 with FT = True will achieve the following rate:
P
‖Aˆ−A∗‖2 ≤ Cσ
√√√√√√ log 1δ + d+ log det
(
Γ¯T
(
σ2Γk(T ) +
γ2
p Γ
B∗
k(T )
)−1
+ I
)
Tλmin
(
σ2Γk(T ) + γ2Γ
u∗
k(T )
)
 ≥ 1− 9δ
and will produce inputs satisfying E
[
1/T
∑T
t=1 u
>
t ut
]
≤ γ2. Here c1, c2, C are universal con-
stants, u∗ is the solution to OptInputk(T )(A∗, B∗, γ2, k(T ), 0), and Γ¯T = 16
β(A∗)2γ2
(1−ρ(A∗))2 (1 +
T )I + 4
(
tr
(
σ2ΓT +
γ2
p Γ
B∗
T
) (
1 + log 2δ
)
I
)
.
Several additional remarks are in order.
Remark B.2 For Theorem B.1 to hold, T0 and k0 must be set to satisfy (6). This condition is nec-
essary to guarantee that the burn-in time required by Theorem 2.6 is met at each epoch. Satisfying
this condition requires knowledge of the unknown system so, in practice, we cannot guarantee that
it will be met for some T0, k0. However, since Algorithm 1 increases Ti faster than ki, regardless
of how T0, k0 are set, it will eventually satisfy the burn-in condition of Theorem 2.6, and so the
conclusion of Theorem B.1 will eventually hold.
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Remark B.3 Every line in UpdateInputs, with the exceptions of solving OptInput, is at worst
a convex program and can be solved efficiently. ComputingM(A, {xt}Tt=1) in line 3 involves a lin-
ear search over ` ∈ [k] and the computation of a minimum eigenvalue for each `. M(A, {xt}Tt=1)
will be an ellipsoid. Line 7 and line 12 also involve iterating over all ` ∈ [k] and for each `, max-
imizing a quadratic over an ellipsoid. Since the maximization of a quadratic over an ellipsoid can
be solved via a single SVD, this step can be efficiently completed. While k is growing exponentially
with the epoch, we only call UpdateInputs once per epoch. Since the epoch length is also in-
creasing exponentially, the number of epochs is only logarithmic in T . Thus, the total number of
flops is only linear in T . In practice, one should simply stop increasing k when a sufficiently fine
discretization of the space is reached to obtain close to optimal performance. Experimentally, we
found this worked quite well.
Remark B.4 The only constraint we place on the inputs is that their average power is bounded
by some value. This constraint allows for signals with large amplitudes, a situation which is of-
ten highly undesirable in practice. To avoid this possibility, further constraints could be added
OptInput to guarantee that the input computed has bounded amplitude as well as power. Unfor-
tunately, amplitude constraints are non-trivial to enforce when optimizing in the frequency domain.
Further, adding this constraint would cause us to lose the guarantee of global optimality of inputs.
In practice, we have observed that the optimal inputs typically do not exhibit large spikes are other
such undesirable behavior.
Remark B.5 The restriction that ρ(A∗) < 1 is necessary to guarantee that the system will reach
steady-state when a new input is played. As such, all our finite time results fundamentally depend
on this assumption. A first step towards relaxing it would be proving a version of Proposition E.2
that does not require the system has reached steady state. We leave this for future work.
We also note that, in some sense, the interesting regime for active system identification is when
ρ(A∗) < 1. As was shown in Sarkar and Rakhlin (2018), when all modes in A∗ are unstable, the
system can be estimated at an exponential rate. Thus, in this case, active identification is likely
unnecessary. A more interesting regime may be when some eigenvalues of A∗ have magnitude
greater than 1, and some have magnitude less than 1. In this case active identification could be
used to excite the modes corresponding to the smaller eigenvalues. We leave this direction for
future work.
We next present our master theorem quantifying the performance of Algorithm 1. Algorithm 1
operates in three regimes. In the first regime, when Ti is not large enough for the system to reach
steady state, we are only able to guarantee learning due to the contribution of the noise. In the
second regime, Ti is large enough for the system to reach steady state but i is not small enough for
all frequencies to be playable. Finally, in the third regime, Ti is large enough to reach steady state
and all frequencies are playable, allowing us to attain the optimal performance. All three regimes
are quantified in Theorem B.6.
Theorem B.6 Assume that γ2 ≥ (1−ρ(A∗))2
2β(A∗)2 , and:
T0 ≥ ck0
(
log
1
δ
+ d+ d log
(
2β(A∗)2γ2
(1− ρ(A∗))2 (1 + T0) +
4β(A∗)2d(σ2 + σ2u‖B∗‖2)
1− ρ(A∗)2 (1 + log
2
δ
)
))
(8)
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Let Γ¯T = 16
β(A∗)2γ2
(1−ρ(A∗))2 (1 +T )I + 4
(
tr
(
σ2ΓT +
γ2
p Γ
B∗
T
) (
1 + log 2δ
)
I
)
. Then Algorithm 1 with
FT = True will have:
(a) For any i:
P
‖Aˆi −A∗‖2 ≤ C1σ
√√√√ log 1δ + d+ log det(Γ¯T (Γηki)−1 + I)
Tλmin(Γ
η
ki
)
 ≥ 1− 3δ
(b) If:
Ti ≥ 3Tss
(
1
10
λmin(Γ˜
ui
ki
), ki
)
then:
P
‖Aˆi −A∗‖2 ≤ C2σ
√√√√ log 1δ + d+ log det(Γ¯T (Γηki + Γ˜u∗iki )−1 + I)
Tλmin(Γ
η
ki
+ Γ˜
u∗i
ki
)
 ≥ 1− 5δ
where u∗i is the solution to OptInputki(A∗, B∗, γ
2, Ii, {xt}T−Tit=1 ).
(c) If:
Ti ≥ max
{
3Tss
(
1
10
λmin(Γ˜
ui
ki
), ki
)
, C23σ
2
log 1δ + d+ log det(Γ¯T (Γ
η
ki−1)
−1 + I)
¯S(A∗, B∗, γ2, T − Ti, δ)2λmin(Γηki−1)
}
then:
P
‖Aˆi −A∗‖2 ≤ C4σ
√√√√ log 1δ + d+ log det(Γ¯T (Γηki + Γ˜u∗iki )−1 + I)
Tλmin(Γ
η
ki
+ Γ˜
u∗i
ki
)
 ≥ 1− 9δ
where u∗i is the solution to OptInputki(A∗, B∗, γ
2, [ki], {xt}T−Tit=1 ).
In all cases, the inputs produced will satisfy:
E
[
1
T
T∑
t=1
u>t ut
]
≤ γ2
Here C1, C2, C3, C4 are universal constants.
B.1. Proof of Theorem 2.3 and Theorem B.1
The proof of Theorem B.1 follows an event-based analysis. We define several events, show that they
all hold with high probability, and that together they imply the rate given in Theorem B.1 holds. We
outline the steps at a high level here.
We first must show that the estimate attained at the i − 1th epoch is sufficiently accurate to
guarantee that we are playing inputs that achieve a response close to optimal. Defining the event E7
to be the event that i−1 is this small, Theorem B.6 shows that this holds with high probability. To
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show that the value of i−1 is sufficiently small to guarantee that our inputs are nearly optimal, we
must show that S ≥ ¯S . This requires controlling the covariates in a specific direction, wmin which
we define below. Event E6 is the event on which this is controlled and Lemma E.7 shows that it
holds with high probability. On this event, Theorem F.1 and Lemmas D.2 and D.1 guarantee that,
given i−1 this small, we will have that our inputs achieve a nearly optimal response.
The remaining events are needed to guarantee our estimation rate at epoch i holds. Event E1
guarantees an upper bound on the covariates. E2 and E3 are both lower bounds on the covariates.
E2 lower bounds the covariates from all epochs prior to epoch i in terms of the noise and E3 lower
bounds the covariates from the ith epochs in terms of the input. The former is necessary for more
technical reasons while the latter allows us to lower bound the covariates in terms of the inputs,
which ultimately yields the rate that depends on the input response. E1 is shown to hold with high
probability by Lemma E.7 and, conditioned on the covariates being upper bounded Lemma E.3
shows that E2 holds with high probability.
A slightly more subtle issue arises in showing that E3 holds with high probability. For E3 to
hold, we must have that T is large enough to guarantee that the system has reached steady state in
the ith epoch. Guaranteeing the steady state condition is reached requires the initial state at the start
of the epoch, xT−Ti , to be bounded. Given that such a bound holds, we can guarantee, in terms of
this bound, that T will be sufficiently large for the system to reach steady state. Event E5 gives this
upper bound on xT−Ti and Lemma D.7 shows that it holds with high probability. Given this and
the burn-in condition required by Theorem B.1, it follows that the system will have reached steady
state at epoch i. This, combined with E1 holding, allows us to apply Corollary E.5 to show that E3
holds with high probability.
Event E4 next shows that the self-normalized term in the error is bounded. On the event that the
covariates are upper and lower bounded as in E1, E2, E3, E4 holds with high probability by Lemma
E.6.
Finally, we show that if all of these events hold simultaneously, the “good” event, A, which
guarantees that the rate in Theorem B.1 holds, is always true. Since all of these events hold with
high probability, it then follows that A holds with high probability.
Proof Throughout we will let T =
∑i
j=0 Ti, the total time that has elapsed after i epochs.
Let u¯∗ be the solution to OptInputki(A∗, B∗, γ
2, ki, 0) and define the following events:
A :=
‖Aˆi −A∗‖2 ≤ Cσ
√√√√√ log 1δ + d+ log det(Γ¯T (Γηki + Γ˜uiki )−1 + I)
Tλmin
(
Γηki + Γ˜
u¯∗
ki
)

E1 :=
{
T∑
t=1
xtx
>
t  T Γ¯T
}
E2 :=
{
T−Ti∑
t=1
xtx
>
t  c1Ti−1Γηki
}
E3 :=

T∑
t=T−Ti
xtx
>
t +
T−Ti∑
t=1
xtx
>
t  c2TiΓ˜uiki +
1
2
T−Ti∑
t=1
xtx
>
t

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E4 :=

∥∥∥∥∥∥
(
T∑
t=1
xtx
>
t
)−1/2 T∑
t=1
xtη
>
t
∥∥∥∥∥∥
2
≤ c3σ
√
log
1
δ
+ d+ log det(Γ¯T (Γ
η
ki
+ Γ˜uiki )
−1 + I)

E5 :=
{
‖xT−Ti‖2 ≤
2β(A∗)‖B∗‖2ki−1γ
1− ρ¯(A∗)ki−1 +
√
2tr
(
ΓηT−Ti
)(
1 +
1
c4
log
4
δ
)}
E6 :=
{
T∑
t=1
(w>minxt)
2 ≤ 4
T∑
t=1
(w>minx
u
t )
2 + 4T
(
1 + log
2
δ
)
w>min(σ
2ΓT + σ
2
uΓ
B∗
T )wmin
}
E7 :=
{
i−1 ≤ ¯S(A∗, B∗, γ2, T, δ)
}
Let A∗ = PJP−1 and pi denote the columns of P . Here wmin is any unit norm vector such that
w>minpi = 0 for all pi that do not correspond to the minimum eigenvalue of A∗. We wish to bound
P[Ac]. The following set of inequalities obviously holds:
P[Ac] ≤ P[Ac ∩ E1] + P[Ec1]
≤ P[Ac ∩ E1 ∩ E5] + P[Ec1] + P[Ec5]
≤ P[Ac ∩ E1 ∩ E2 ∩ E5] + P[Ec1] + P[E1 ∩ Ec2] + P[Ec5]
≤ P[Ac ∩ E1 ∩ E2 ∩ E3 ∩ E5] + P[Ec1] + P[E1 ∩ Ec2] + P[E1 ∩ E2 ∩ E5 ∩ Ec3] + P[Ec5]
≤ P[Ac ∩ E1 ∩ E2 ∩ E3 ∩ E4 ∩ E5] + P[Ec1] + P[E1 ∩ Ec2] + P[E1 ∩ E2 ∩ E5 ∩ Ec3]
+ P[E1 ∩ E2 ∩ E3 ∩ Ec4] + P[Ec5]
≤ P[Ac ∩ E1 ∩ E2 ∩ E3 ∩ E4 ∩ E5 ∩ E6] + P[Ec1] + P[E1 ∩ Ec2] + P[E1 ∩ E2 ∩ E5 ∩ Ec3]
+ P[E1 ∩ E2 ∩ E3 ∩ Ec4] + P[Ec5] + P[Ec6]
≤ P[Ac ∩ E1 ∩ E2 ∩ E3 ∩ E4 ∩ E5 ∩ E6 ∩ E7] + P[Ec1] + P[E1 ∩ Ec2] + P[E1 ∩ E2 ∩ E5 ∩ Ec3]
+ P[E1 ∩ E2 ∩ E3 ∩ Ec4] + P[Ec5] + P[Ec6] + P[Ec7]
By part (a) of Theorem B.6 it follows that if:
Ti−1 ≥ C2σ2
log 1δ + d+ log det(Γ¯T (Γ
η
ki−1)
−1 + I)(
¯S(A∗, B∗, γ2, T, δ)
)2
λmin(Γ
η
ki−1)
then P[Ec7] ≤ 3δ. By Lemma D.7 we have that P[Ec5] ≤ δ. In Lemma D.4 we proved that:
Γ˜uT,0 =
1
T
T∑
t=1
xut x
u
t
>  β(A∗)
2γ2
2(1− ρ¯(A∗))2 (1 + T )I
which allows us to deterministically upper bound:
4
i∑
j=0
(
Γ˜
uj
Tj
+ tr
(
ΓηTj
)(
1 + log
2
δ
)
I
)
 4 β(A∗)
2γ2
(1− ρ¯(A∗))2 (1 + T )I + 4
(
tr
(
ΓηT
)(
1 + log
2
δ
)
I
)
By Lemma E.7 we then have that P[Ec1] ≤ δ. By Lemma E.7, P[Ec6] ≤ δ. Note that on the event E1
by Lemmas D.5 and D.4 the burn-in time required by Lemma E.3 will be met at the end of epoch i
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assuming that k0, T0 are chosen to satisfy (6). Since ui−1 is random we cannot apply Lemma E.3 to
bound this directly, however:
P[E1 ∩ Ec2] = E[I{E1 ∩ Ec2}]
= E[E[I{E1 ∩ Ec2}|FT−Ti−Ti−1 ]]
(a)
≤ E
E
I

T−Ti∑
t=T−Ti−Ti−1
xtx
>
t 6 c1Ti−1Γηki ,
T∑
t=1
xtx
>
t  T Γ¯T
 |FT−Ti−Ti−1

(b)
≤ δ
Here (a) follows since
∑T−Ti
t=T−Ti−Ti−1 xtx
>
t 
∑T−Ti
t=1 xtx
>
t so P[
∑T−Ti
t=T−Ti−Ti−1 xtx
>
t 6 c1Ti−1Γηki ] ≥
P[
∑T−Ti
t=1 xtx
>
t 6 c1Ti−1Γηki ], and (b) follows by applying Lemma E.3 since ui−1 is deterministic
on FT−Ti−Ti−1 .
A similar argument can be applied to bound P[E1 ∩ E2 ∩ E5 ∩ Ec3]. By Corollary E.5, we will
have that P[E1 ∩ E2 ∩ E5 ∩ Ec3] ≤ δ so long as the steady state condition required by Proposition E.2
is met for every w ∈ Sd−1 where cTiw>Γ˜uikiw ≥
∑T−Ti
t=1 (w
>xt)2. That is, we need:∣∣∣∣∣∣
T ′+k∑
t=T ′+1
(
w>xuit −
1
k
T ′+k∑
t′=T ′+1
w>xuit′
)2
− kiw>Γ˜uikiw
∣∣∣∣∣∣ ≤ 110kiw>Γ˜uik+iw
for all w meeting this condition. On the event E5, by Corollary D.8, this burn in time will be reached
as long as:
T ′ ≥ max
w∈Sd−1 : cTiw>Γ˜uikiw≥
∑T−Ti
t=1 (w
>xt)2
Tss
(
1
10
w>Γ˜uikiw, ki
)
Note that on the event E2 and since Tss increases as its first argument decreases, we have:
max
w∈Sd−1 : cTiw>Γ˜uikiw≥
∑T−Ti
t=1 (w
>xt)2
Tss
(
1
10
w>Γ˜uikiw, ki
)
≤ max
w∈Sd−1 : cTiw>Γ˜uikiw≥
∑T−Ti
t=1 (w
>xt)2
Tss
(
1
10c
1
Ti
T−Ti∑
t=1
(w>xt)2, ki
)
≤ max
w∈Sd−1 : cTiw>Γ˜uikiw≥
∑T−Ti
t=1 (w
>xt)2
Tss
(
c1
10c
Ti−1
Ti
Γηki , ki
)
≤ Tss
(
c5λmin(Γ
η
ki
), ki
)
By Lemmas D.5 and D.4 and on the event E1, assuming that k0, T0 are chosen to satisfy (6), we will
have that:
Ti ≥ cki
(
d+ log
1
δ
+ log det(Γ¯T (Γ˜
ui
ki
)−1)
)
so if Ti ≥ 3Tss
(
c5λmin(Γ
η
ki
), ki
)
, then:
Ti ≥ 2Tss
(
c5λmin(Γ
η
ki
), ki
)
+
1
3
cki
(
d+ log
1
δ
+ log det(Γ¯T (Γ˜
ui
ki
)−1)
)
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Noting that on E1, we will have that
∑T−Ti
t=1 xtx
>
t  T Γ¯T , we see then that the burn-in time required
by Corollary E.5 will be met if Ti ≥ 3Tss
(
c5λmin(Γ
η
ki
), ki
)
. Repeating the same calculation we
used to bound P[E1 ∩ Ec2] to handle the fact that ui is random, we conclude, by Corollary E.5, that
P[E1 ∩ E2 ∩ E5 ∩ Ec3] ≤ δ.
By Lemma E.6, we have directly that P[E1 ∩ E2 ∩ E3 ∩ Ec4] ≤ δ.
Finally, we must bound P[Ac ∩ E1 ∩ E2 ∩ E3 ∩ E4 ∩ E5 ∩ E6 ∩ E7]. We can decompose the error
as:
‖Aˆi −A∗‖2 = ‖(XX>)−1X>E‖2
≤ ‖(XX>)−1/2‖2‖(XX>)−1/2X>E‖2
= λmin(XX
>)−1/2‖(XX>)−1/2X>E‖2
On the event E1 ∩ E2 ∩ E3 ∩ E4 ∩ E5 ∩ E6 ∩ E7, we will have that:
‖(XX>)−1/2X>E‖2 ≤ c3σ
√
log
1
δ
+ d+ log det(Γ¯T (Γ
η
ki
+ Γ˜uiki )
−1 + I)
Furthermore, on this event, we will have that i−1 ≤ ¯S(A∗, B∗, γ2, T, δ) and all the conditions of
Lemma D.2 will be met so S(A∗, B∗, γ2, ki, {xt}Tt=1, δ) ≥ ¯S(A∗, B∗, γ2, T, δ). This implies that
i−1 ≤ S(A∗, B∗, γ2, ki−1, {xt}T−Tit=1 , δ) so by Lemma D.1, Ii = [ki] and:∣∣∣∣∣λmin
(
Ti
k2i
Hki(A∗, B∗, U
∗, [ki]) +
T−Ti∑
t=1
xtx
>
t
)
− λmin
(
Ti
k2i
Hki(A∗, B∗, Uˆ , [ki]) +
T−Ti∑
t=1
xtx
>
t
)∣∣∣∣∣
≤ 1
2
λmin
(
Ti
k2i
Hki(A∗, B∗, U
∗, [ki]) +
T−Ti∑
t=1
xtx
>
t
)
(9)
where U∗ is the solution to OptInputki(A∗, B∗, γ
2/2, [ki], {xt}Tt=1) and Uˆ the solution to
OptInputki(Aˆi−1, B∗, γ
2/2, [ki], {xt}Tt=1). Furthermore, on this event we will have that:
λmin
(
T∑
t=1
xtx
>
t
)
(a)
≥ λmin
(
1
2
T−Ti∑
t=1
xtx
>
t + c2TiΓ˜
ui
ki
)
(b)
≥ 1
2
λmin
(
T−Ti∑
t=1
xtx
>
t + c2TiΓ˜
u∗i
ki
)
(c)
≥ c2
2
λmin
(
T−Ti∑
t=1
xtx
>
t + TiΓ˜
u¯∗
ki
)
(d)
≥ c3
2
λmin
(
Ti−1Γ
η
ki
+ TiΓ˜
u¯∗
ki
)
where (a) holds on E3, (b) holds given (9), (c) holds since the inputs u∗i maximize the quantity
λmin
(∑T−Ti
t=1 xtx
>
t + TiΓ˜
u∗i
ki
)
under the power constraint, and (d) holds on E2. Ti = 23T + 13T0
which implies that both Ti and Ti−1 are greater than 15T so:
c3
2
λmin
(
Ti−1Γ
η
ki
+ TiΓ˜
u¯∗
ki
)
≥ c4Tλmin
(
Γηki + Γ˜
u¯∗
ki
)
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By the error decomposition above, on the event E1 ∩E2 ∩E3 ∩E4 ∩E5 ∩E6 ∩E7 it then follows that:
‖Aˆi −A∗‖2 ≤ Cσ
√√√√√ log 1δ + d+ log det(Γ¯T (Γηki + Γ˜uiki )−1 + I)
Tλmin
(
Γηki + Γ˜
u¯∗
ki
)
so P[Ac ∩ E1 ∩ E2 ∩ E3 ∩ E4 ∩ E5 ∩ E6 ∩ E7] = 0.
Combining all of this, we have that if:
Ti−1 ≥ C2σ2
log 1δ + d+ log det(Γ¯T (Γ
η
ki−1)
−1 + I)(
¯S(A∗, B∗, γ2, T, δ)
)2
λmin(Γ
η
ki−1)
and Ti ≥ 3Tss
(
c5λmin(Γ
η
ki
), ki
)
then:
P
‖Aˆi −A∗‖2 ≤ Cσ
√√√√√ log 1δ + d+ log det(Γ¯T (Γηki + Γ˜uiki )−1 + I)
Tλmin
(
Γηki + Γ˜
u¯∗
ki
)
 ≥ 1− 9δ
To eliminate dependance on i, note that T =
∑i
j=0 3
jT0 =
T0
2 (3
i+1 − 1) which implies that
i = log(2T/T0 + 1)/ log 3− 1, and that Ti = 23T + 13T0 and Ti−1 = 29T + 19T0. We then have that
if:
2
9
T +
1
9
T0 ≥ C2σ2
log 1δ + d+ log det(Γ¯T (Γ
η
k(T )/2)
−1 + I)(
¯S(A∗, B∗, γ2, T, δ)
)2
λmin(Γ
η
k(T )/2)
and 23T +
1
3T0 ≥ 3Tss
(
c5λmin(Γ
η
k(T )/2), k(T )/2
)
that:
P
‖Aˆi −A∗‖2 ≤ Cσ
√√√√√ log 1δ + d+ log det(Γ¯T (Γηk(T ))−1 + I)
Tλmin
(
Γηk(T ) + Γ˜
u¯∗
k(T )
)
 ≥ 1− 9δ
B.2. Proof of Theorem B.6
Throughout we will let T =
∑i
j=0 Ti, the total time that has elapsed after i epochs.
We first note that the bound on expected power of the inputs follows directly from Lemma D.6
and by the power constraint imposed in OptInput.
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B.2.1. PROOF OF THEOREM B.6 PART (A)
Let:
A :=
‖Aˆi −A∗‖2 ≤ Cσ
√√√√ log 1δ + d+ log det(Γ¯T (Γηki)−1 + I)
Tλmin(Γ
η
ki
)

be the event that our desired error bound holds, and define the following events:
E1 :=
{
T∑
t=1
xtx
>
t  T Γ¯T
}
E2 :=
{
T∑
t=1
xtx
>
t  c1TΓηki
}
E3 :=

∥∥∥∥∥∥
(
T∑
t=1
xtx
>
t
)−1/2 T∑
t=1
xtη
>
t
∥∥∥∥∥∥
2
≤ c3σ
√
log
1
δ
+ d+ log det(Γ¯T (Γ
η
ki
)−1 + I)

We wish to bound P[Ac]. The following inequalities obviously hold:
P[Ac] ≤ P[Ac ∩ E1] + P[Ec1]
≤ P[Ac ∩ E1 ∩ E2] + P[E1 ∩ Ec2] + P[Ec1]
≤ P[Ac ∩ E1 ∩ E2 ∩ E3] + P[E1 ∩ E2 ∩ Ec3] + P[E1 ∩ Ec2] + P[Ec1]
By Lemma E.7, and since, following the proof of Lemma D.4:
4
i∑
j=0
Γ
uj
Tj
+ 4tr
(
ΓηT
)(
1 + log
2
δ
)
I  4 β(A∗)
2γ2
(1− ρ¯(A∗))2 (1 + T )I + 4
(
tr
(
ΓηT
)(
1 + log
2
δ
)
I
)
we have that P[Ec1] ≤ δ. Note that on the event E1, by Lemmas D.5 and D.4 the burn-in time
required by Lemma E.3 will be met at the end of epoch i assuming that k0, T0 are chosen to satisfy
(8). Therefore, by Lemma E.3, P[E1 ∩ Ec2] ≤ δ.
By Lemma E.6, we have directly that P[E1 ∩ E2 ∩ Ec3] ≤ δ.
Finally, to bound P[Ac ∩ E1 ∩ E2 ∩ E3], note that:
‖Aˆi −A∗‖2 = ‖(XX>)−1X>E‖2
≤ ‖(XX>)−1/2‖2‖(XX>)−1/2X>E‖2
= λmin(XX
>)−1/2‖(XX>)−1/2X>E‖2
On the event E1 ∩ E2 ∩ E3, we have that:
λmin(XX
>)−1/2 ≤ C
√
1
Tλmin(Γ
η
ki
)
and:
‖(XX>)−1/2X>E‖2 ≤ c3σ
√
log
1
δ
+ d+ log det(Γ¯T (Γ
η
ki
)−1 + I)
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Thus:
‖Aˆi −A∗‖2 ≤ Cσ
√√√√ log 1δ + d+ log det(Γ¯T (Γηki)−1 + I)
Tλmin(Γ
η
ki
)
so P[Ac ∩ E1 ∩ E2 ∩ E3] = 0. Combining everything, it follows that:
P
‖Aˆi −A∗‖2 ≤ Cσ
√√√√ log 1δ + d+ log det(Γ¯T (Γηki)−1 + I)
Tλmin(Γ
η
ki
)
 ≥ 1− 3δ
B.2.2. BOUNDING THE ERROR WITH RESPECT TO INPUTS
The proof of this mirrors closely the proof above but now with inputs included. Let:
A :=
‖Aˆi −A∗‖2 ≤ Cσ
√√√√ log 1δ + d+ log det(Γ¯T (Γηki + Γ˜uiki )−1 + I)
Tλmin(Γ
η
ki
+ Γ˜uiki )

be the event that our desired error bound holds, and define the following events:
E1 :=
{
T∑
t=1
xtx
>
t  T Γ¯T
}
E2 :=
{
T∑
t=1
xtx
>
t  c1TΓηki
}
E3 :=
{
T∑
t=1
xtx
>
t  c2T Γ˜uiki
}
E4 :=

∥∥∥∥∥∥
(
T∑
t=1
xtx
>
t
)−1/2 T∑
t=1
xtη
>
t
∥∥∥∥∥∥
2
≤ c3σ
√
log
1
δ
+ d+ log det(Γ¯T (Γ
η
ki
+ Γ˜uiki )
−1 + I)

E5 :=
{
‖xT−Ti‖2 ≤
2β(A∗)‖B∗‖2ki−1γ
1− ρ¯(A∗)ki−1 +
√
2tr
(
ΓηT−Ti
)(
1 +
1
c4
log
4
δ
)}
We wish to bound P[Ac]. The following set of inequalities hold:
P[Ac] ≤ P[Ac ∩ E1] + P[Ec1]
≤ P[Ac ∩ E1 ∩ E5] + P[Ec1] + P[Ec5]
≤ P[Ac ∩ E1 ∩ E2 ∩ E5] + P[Ec1] + P[E1 ∩ Ec2] + P[Ec5]
≤ P[Ac ∩ E1 ∩ E2 ∩ E3 ∩ E5] + P[Ec1] + P[E1 ∩ Ec2] + P[E1 ∩ E5 ∩ Ec3] + P[Ec5]
≤ P[Ac ∩ E1 ∩ E2 ∩ E3 ∩ E4 ∩ E5] + P[Ec1] + P[E1 ∩ Ec2] + P[E5 ∩ E1 ∩ Ec3]
+ P[E1 ∩ E2 ∩ E3 ∩ Ec4] + P[Ec5]
By Lemma D.7 we have that P[Ec5] ≤ δ. By Lemma E.7 and since:
4
i∑
j=0
Γ
uj
Tj
+ 4tr
(
ΓηT
)(
1 + log
2
δ
)
I  4 β(A∗)
2γ2
(1− ρ¯(A∗))2 (1 + T )I + 4
(
tr
(
ΓηT
)(
1 + log
2
δ
)
I
)
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we have that P[Ec1] ≤ δ. Note that on the event E1, by Lemmas D.5 and D.4 the burn-in time required
by Lemma E.3 will be met at the end of epoch i assuming that k0, T0 are chosen to satisfy (8). Since
ui is random we cannot apply Lemma E.3 to bound this directly, however:
P[E1 ∩ Ec2] = E[I{E1 ∩ Ec2}]
= E[E[I{E1 ∩ Ec2}|FT−Ti ]]
≤ E
E
I

T∑
t=T−Ti
xtx
>
t 6 c1TΓηki ,
T∑
t=1
xtx
>
t  T Γ¯T
 |FT−Ti

≤ δ
where the last inequality follows by applying Lemma E.3 since ui is deterministic on FT−Ti and
noting that Ti = 23T +
1
3T0.
A similar argument can be applied to bound P[E1 ∩ E5 ∩ Ec3]. Note that on the event E1, by
Lemmas D.5 and D.4 and assuming that k0, T0 are chosen to satisfy (8), we will have that:
Ti ≥ cki
(
d+ log
1
δ
+ log det(Γ¯T (Γ˜
ui
ki
)−1)
)
so if Ti ≥ 3Tss
(
1
10λmin(Γ˜
ui
ki
), ki
)
, then:
Ti ≥ 2Tss
(
1
10
λmin(Γ˜
ui
ki
), ki
)
+
1
3
cki
(
d+ log
1
δ
+ log det(Γ¯T (Γ˜
ui
ki
)−1)
)
On the event E5, by Corollary D.8, Tss
(
1
10λmin(Γ˜
ui
ki
), ki
)
will then be sufficiently large for the
system to reach steady state so the burn-in time required by Lemma E.4 will be met. Then repeating
the same calculation as above to handle the fact that ui are random, we get that P[E1∩E5∩Ec3] ≤ δ.
By Lemma E.6, we have directly that P[E1 ∩ E2 ∩ E3 ∩ Ec4] ≤ δ.
Finally, to bound P[Ac ∩ E1 ∩ E2 ∩ E3 ∩ E4 ∩ E5], note that:
‖Aˆi −A∗‖2 = ‖(XX>)−1X>E‖2
≤ ‖(XX>)−1/2‖2‖(XX>)−1/2X>E‖2
= λmin(XX
>)−1/2‖(XX>)−1/2X>E‖2
On the event E1 ∩ E2 ∩ E3 ∩ E4 ∩ E5, we have that:
λmin(XX
>)−1/2 ≤ C
√
1
Tλmin(Γ
η
ki
+ Γ˜uiki )
and:
‖(XX>)−1/2X>E‖2 ≤ c3σ
√
log
1
δ
+ d+ log det(Γ¯T (Γ
η
ki
+ Γ˜uiki )
−1 + I)
Thus:
‖Aˆi −A∗‖2 ≤ Cσ
√√√√ log 1δ + d+ log det(Γ¯T (Γηki + Γ˜uiki )−1 + I)
Tλmin(Γ
η
ki
+ Γ˜uiki )
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so P[Ac ∩ E1 ∩ E2 ∩ E3 ∩ E4 ∩ E5] = 0. Combining everything, it follows that:
P
‖Aˆi −A∗‖2 ≤ Cσ
√√√√ log 1δ + d+ log det(Γ¯T (Γηki + Γ˜uiki )−1 + I)
Tλmin(Γ
η
ki
+ Γ˜uiki )
 ≥ 1− 5δ
B.2.3. PROOF OF THEOREM B.6 PART (B)
To complete the result, we must show that the inputs ui, which are computed based on our estimate
of the system Aˆi−1, are close to the optimal inputs computed on the true system, for a specific set
of frequencies Ii. That is:∣∣∣∣∣λmin
(
Ti
k2i
Hki(A∗, B∗, U
∗, Ii) +
T−Ti∑
t=1
xtx
>
t
)
− λmin
(
Ti
k2i
Hki(A∗, B∗, Uˆ , Ii) +
T−Ti∑
t=1
xtx
>
t
)∣∣∣∣∣
≤ 1
2
λmin
(
Ti
k2i
Hki(A∗, B∗, U
∗, Ii) +
T−Ti∑
t=1
xtx
>
t
)
where U∗ is the solution to OptInputki(A∗, B∗, γ
2/2, Ii, {xt}T−Tit=1 ) and Uˆ the solution to
OptInputki(Aˆi−1, B∗, γ
2/2, Ii, {xt}T−Tit=1 ). By Lemma F.9, if i−1 ≤ (4‖(ej
2pi`
ki I−Aˆi−1)−1‖2)−1,
then:
‖(ej 2pi`ki I −A∗)−1‖2 ≤ 4
3
‖(ej 2pi`ki I − Aˆi−1)−1‖2
and:
‖w>(ej 2pi`ki I −A∗)−1‖2 ≤ 4
3
‖w>(ej 2pi`ki I − Aˆi−1)−1‖2
this then implies that i−1 ≤ (3‖(ej
2pi`
ki I −A∗)−1‖2)−1 so, again by Lemma F.9:
‖(ej 2pi`ki I − Aˆi−1)−1‖2 ≤ 3
2
‖(ej 2pi`ki I −A∗)−1‖2
Assuming this condition is satisfied for a particular `, then:
max
w∈M(Aˆi−1,{xt}T−Tit=1 )
27
4
i−1Tiγ2‖w>(ej
2pi`
ki I −A∗)−1‖22
‖(ej 2pi`ki I −A∗)−1B∗‖22
‖(ej 2pi`ki I −A∗)−1‖2
≤ max
w∈M(Aˆi−1,{xt}T−Tit=1 )
32
3
i−1Tiγ2‖w>(ej
2pi`
ki I − Aˆi−1)−1‖22
‖(ej 2pi`ki I − Aˆi−1)−1B∗‖22
‖(ej 2pi`ki I − Aˆi−1)−1‖2
Note that OptInputki(A∗, B∗, γ
2/2, Ii, {xt}T−Tit=1 ) ≥ λmin
(∑T−Ti
t=1 xtx
>
t
)
. So linking these
together, if ` ∈ Ii, then:
max
w∈M(Aˆi−1,{xt}T−Tit=1 )
27
4
i−1Tiγ2‖w>(ej
2pi`
ki I −A∗)−1‖22
‖(ej 2pi`ki I −A∗)−1B∗‖22
‖(ej 2pi`ki I −A∗)−1‖2
≤ 1
2
OptInputki(A∗, B∗, γ
2/2, Ii, {xt}T−Tit=1 )
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Since i−1 ≤ (3‖(ej
2pi`
ki I −A∗)−1‖2)−1 for all ` ∈ Ii, we can invoke Lemma F.4 to get that:
max
w∈M(Aˆi−1,{xt}T−Tit=1 ),U∈Uγ2/2
2
Ti
k2i
i−1L(A∗, B∗, U, i−1, Ii, w)
≤ max
w∈M(Aˆi−1,{xt}T−Tit=1 ),`∈Ii
27
4
i−1Tiγ2‖w>(ej
2pi`
ki I −A∗)−1‖22
‖(ej 2pi`ki I −A∗)−1B∗‖22
‖(ej 2pi`ki I −A∗)−1‖2
so applying Theorem F.1 and Lemma D.3:∣∣∣OptInputki(A∗, B∗, γ2/2, Ii, {xt}T−Tit=1 )− OptInputki(Aˆi−1, B∗, γ2/2, Ii, {xt}T−Tit=1 )∣∣∣
≤ max
U∈Uγ2/2
w∈M(A∗,Aˆi−1,{xt}T−Tit=1 ,Ii)
2
Ti
k2i
i−1L(A∗, B∗, U, i−1, Ii, w)
≤ max
U∈Uγ2/2
w∈M(Aˆi−1,{xt}T−Tit=1 )
2
Ti
k2i
i−1L(A∗, B∗, U, i−1, Ii, w)
≤ 1
2
OptInputki(A∗, B∗, γ
2/2, Ii, {xt}T−Tit=1 )
which is the desired conclusion.
B.2.4. PROOF OF THEOREM B.6 PART (C)
Let:
A :=
‖Aˆi −A∗‖2 ≤ Cσ
√√√√ log 1δ + d+ log det(Γ¯T (Γηki + Γ˜uiki )−1 + I)
Tλmin(Γ
η
ki
+ Γ˜
u∗i
ki
)

E6 :=
i−1 ≤ Cσ
√√√√ log 1δ + d+ log det(Γ¯T (Γηki−1)−1 + I)
Ti−1λmin(Γ
η
ki−1)

E7 :=
{
T∑
t=1
(w>minxt)
2 ≤ 4
T∑
t=1
(w>minx
u
t )
2 + 4T
(
1 + log
2
δ
)
w>min(σ
2ΓT + σ
2
uΓ
B∗
T )wmin
}
Let A∗ = PJP−1 and pi denote the columns of P . Here wmin is any unit norm vector such that
w>minpi = 0 for all pi that do not correspond to the minimum eigenvalue of A∗. We can follow the
proof outlined in Section B.2.2 up to the final step, adding in the events E6, E7:
P[Ac ∩ E1 ∩ E2 ∩ E3 ∩ E5] ≤ P[Ac ∩ E1 ∩ E2 ∩ E3 ∩ E5 ∩ E6 ∩ E7] + P[Ec6] + P[Ec7]
By Lemma E.7, P[Ec7] ≤ δ. By part (a), we will have that P[E6] ≥ 1 − 3δ. We would like to
guarantee that i−1 ≤ ¯S(A∗, B∗, γ2, T − Ti, δ). On the event E6, a sufficient condition to achieve
this is:
Ti−1 ≥ C2σ2
log 1δ + d+ log det(Γ¯T (Γ
η
ki−1)
−1 + I)(
¯S(A∗, B∗, γ2, T − Ti, δ)
)2
λmin(Γ
η
ki−1)
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On the event E1∩E2∩E3∩E5∩E6∩E7, by Lemma D.2, we will have that S(A,B, γ2, ki−1, {xt}T−Tit=1 , δ) ≥
¯S(A∗, B∗, γ2, T − Ti, δ), so by Lemma D.1, then we will have that Ii = [ki] and that:∣∣∣∣∣λmin
(
Ti
k2i
Hki(A∗, B∗, U
∗, [ki]) +
T−Ti∑
t=1
xtx
>
t
)
− λmin
(
Ti
k2i
Hki(A∗, B∗, Uˆ , [ki]) +
T−Ti∑
t=1
xtx
>
t
)∣∣∣∣∣
≤ 1
2
λmin
(
Ti
k2i
Hki(A∗, B∗, U
∗, [ki]) +
T−Ti∑
t=1
xtx
>
t
)
where U∗ is the solution to OptInputki(A∗, B∗, γ
2/2, [ki], {xt}T−Tit=1 ) and Uˆ the solution to
OptInputki(Aˆi−1, B∗, γ
2/2, [ki], {xt}T−Tit=1 ). So it follows that on the event E1 ∩ E2 ∩ E3 ∩ E5 ∩
E6 ∩ E7, A will also hold, so P[Ac ∩ E1 ∩ E2 ∩ E3 ∩ E5 ∩ E6 ∩ E7] = 0. We can then apply part (a)
to get that, so long as Ti−1 meets the condition above and Ti ≥ 3Tss
(
1
10λmin(Γ˜
u∗i
ki
), ki
)
:
P
‖Aˆi −A∗‖2 ≤ Cσ
√√√√ log 1δ + d+ log det(Γ¯T (Γηki + Γ˜u∗iki )−1 + I)
Tλmin(Γ
η
ki
+ Γ˜
u∗i
ki
)
 ≥ 1− 9δ
B.3. Proof of Theorem 2.2
Proof Throughout we will let T =
∑i
j=0 Ti, the total time that has elapsed after i epochs.
By Lemma H.3, we know that:
c∗ := lim
i→∞
λmin(σ
2Γk02i + Γ˜
u∗
k02i
)
exists and is finite, where here u∗ is the set of inputs in Uγ2 that maximizes λmin(σ2Γk02i + Γ˜uk02i).
It follows then that there exists i0 such that, for all i ≥ i0, we will have:∣∣∣λmin(σ2Γk02i + Γ˜u∗k02i)− c∗∣∣∣ ≤ 14c∗
By Corollary F.3 and Lemma F.6, for small enough  and some i1, we will have that:∣∣∣λmin(σ2Γk02i + Γ˜u∗k02i)− λmin(σ2Γk02i + Γ˜uˆk02i)∣∣∣ ≤ 14c∗
for all i ≥ i1, where uˆ is the set of inputs in U¯γ2 that maximizes λmin(σ2Γk02i(Aˆi−1)+Γ˜uk02i(Aˆi−1, B∗)),
the set of inputs computed when FT = False. Denote this small enough  as ∞, and set ∞ small
enough so that ∞ ≤ ¯(A∗, B∗, γ2, T, δ) for all T, δ, which will guarantee that we are playing all
frequencies, and small enough that Aˆi−1 has spectral radius less than 1. Note that ¯(A∗, B∗, γ2, T, δ)
is finite and greater than 0 as δ → 0 and T →∞. Note also that the fact that we allow u∗ to have a
DC component and do not allow uˆ to have a DC component does not affect the above result since,
by Lemma H.1, transfer functions are continuous in frequency. For large enough i, we can then
make the response of the system without DC input arbitrarily close to the response of the system
with DC input, by inputing energy at increasing lower frequencies. Combining these give that, for
all i ≥ max{i0, i1}, we will have:∣∣∣λmin(σ2Γk02i + Γ˜uˆk02i)− c∗∣∣∣ ≤ 12c∗
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which implies:
λmin(σ
2Γk02i + Γ˜
uˆ
k02i
) ≥ 1
2
c∗ (10)
Modifying the burn-in time of Theorem B.1 to:
Ti ≥ max
{
9
2
Tss
(
c1λmin(Γ
η
ki
), ki
)
, c2σ
2
log 1δ + d+ log det(Γ¯T (Γ
η
ki−1)
−1 + I)
2∞λmin(Γ
η
ki−1)
}
Assuming this burn in time is met and:
Ti ≥ cki
(
log
1
δ
+ d+ d log
(
2β(A∗)2γ2
(1− ρ¯(A∗))2 (1 + T ) +
4β(A∗)2d(σ2 + σ2u‖B∗‖2)
1− ρ¯(A∗)2 (1 + log
2
δ
)
))
then by Theorem B.1, we will have that:
P
[
‖Aˆ−A∗‖2 > 
]
≤ δ
so long as (where here we use the fact that ki = k(T )):
 ≥ Cσ
√√√√√√d+ log det
(
Γ¯T
(
Γηk(T ) + Γ˜
u∗
k(T )
)−1
+ I
)
+ log 1δ
Tλmin
(
Γηk(T ) + Γ˜
u∗
k(T )
)
or equivalently:
T ≥ Cσ2
d+ log det
(
Γ¯T
(
Γηk(T ) + Γ˜
u∗
k(T )
)−1
+ I
)
+ log 1δ
2λmin
(
Γηk(T ) + Γ˜
u∗
k(T )
) (11)
where u∗ is defined as above and here we use (10). Note that by modifying the burn-in time of
Theorem B.1, replacing ¯(A∗, B∗, γ2, T, δ) with ∞, by the definition of ∞, we will have the
inputs being played are optimal with the flag FT = False, since ∞ ≤ ¯(A∗, B∗, γ2, T, δ). As
noted above, λmin
(
Γηk(T ) + Γ˜
u∗
k(T )
)
is upper bounded by a constant independent of T and δ. Thus,
as δ → 0, the condition (11) will force T →∞. This implies that for small enough δ, we will have
k(T ) ≥ k02max{i0,i1}. In this case, then, we will have:
C ′σ2
d+ log det
(
1
c∗ Γ¯T
)
+ log 1δ
2c∗
≥ Cσ2
d+ log det
(
Γ¯T
(
Γηk(T ) + Γ˜
u∗
k(T )
)−1
+ I
)
+ log 1δ
2λmin
(
Γηk(T ) + Γ˜
u∗
k(T )
)
Defining τ¯δ to be a solution to:
τ¯δ ≥ C ′σ2
d+ log det
(
1
c∗ Γ¯τ¯δ
)
+ log 1δ
2c∗
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for small enough , δ, it then follows by Theorem B.1 that for any T at an epoch boundary, so long
as T ≥ τ¯δ and the burn-in condition is met, we will have that:
P
[
‖Aˆ−A∗‖2 > 
]
≤ δ
The above definition of τ¯δ implies that necessarily τ¯δ ≥ C
′σ2 log 1
δ
2c∗ so as δ → 0, we will have that
τ¯δ →∞. By definition:
Γ¯T = 2
β(A∗)2γ2
(1− ρ¯(A∗))2 (1 + T )I + 4
(
tr
(
ΓηT
)(
1 + log
2
δ
)
I
)
so:
log det
(
1
c∗
Γ¯τ¯δ
)
= d log
(
2
β(A∗)2γ2
c∗(1− ρ¯(A∗))2 (1 + τ¯δ) + 4
tr
(
Γητ¯δ
)
c∗
(
1 + log
2
δ
))
≤ d log
(
2
β(A∗)2γ2
c∗(1− ρ¯(A∗))2 (1 + τ¯δ)
)
+ d log
(
4
tr (Γη∞)
c∗
(
1 + log
2
δ
))
where the inequality will hold for small enough δ. Since τ¯δ → ∞ as δ → 0, it follows that for
small enough δ, we will have that:
d log
(
2
β(A∗)2γ2
c∗(1− ρ¯(A∗))2 (1 + τ¯δ)
)
≤ 
2c∗
2C ′σ2
τ¯δ
Thus, for small enough δ, we will have that:
C ′σ2
d+ log det
(
1
c∗ Γ¯τ¯δ
)
+ log 1δ
2c∗
≤ C ′σ2
d+ d log
(
4
tr(Γη∞)
c∗
(
1 + log 2δ
))
+ log 1δ
2c∗
+
τ¯δ
2
(12)
So if:
τ¯δ ≥ 2C ′σ2
d+ d log
(
4
tr(Γη∞)
c∗
(
1 + log 2δ
))
+ log 1δ
2c∗
we will have that for any T ≥ τ¯δ, so long as the burn-in condition is met:
P
[
‖Aˆ−A∗‖2 > 
]
≤ δ
We can set:
τδ := 2C
′σ2
d+ d log
(
4
tr(Γη∞)
c∗
(
1 + log 2δ
))
+ log 1δ
2c∗
and then:
lim
δ→0
τδ
log 1δ
=
Cσ2
2c∗
It remains to show that the modified burn-in time required by Theorem B.1 is met as δ → 0. That
is, we need to ensure that as δ → 0:
τδ ≥ max
{
9Tss
(
c1λmin(Γ
η
ki
), ki
)
, c2σ
2
log 1δ + d+ log det(Γ¯τδ(Γ
η
ki−1)
−1 + I)
2∞λmin(Γ
η
ki−1)
}
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where here we have replaced Ti by τδ by noting that Ti ≥ τδ2 if τδ is at an epoch boundary, since
Ti =
2
3T +
1
3T0. By what we have shown and by definition of τδ, so long as  < ∞ and for small
enough δ, we automatically have that:
τδ ≥ c2σ2
d+ log det
(
Γ¯τδ(Γ
η
ki−1)
−1 + I
)
+ log 1δ
2∞λmin
(
Γηki−1
)
To see that eventually:
τδ ≥ 9Tss
(
c1λmin(Γ
η
ki
), ki
)
Note that λmin(Γ
η
ki
) > 0, and that the dependance in Tss is logarithmic in τδ, and scales as log log 1δ .
Thus, using the same argument as what we used above in (12), since τδ increases as log 1δ , a
term linear in τδ will eventually exceed a term logarithmic in τδ for small enough δ, so we will
eventually have that the burn-in condition is met. Finally, we see that the condition:
Ti ≥ cki
(
log
1
δ
+ d+ d log
(
2β(A∗)2γ2
(1− ρ¯(A∗))2 (1 + T ) +
4β(A∗)2d(σ2 + σ2u‖B∗‖2)
1− ρ¯(A∗)2 (1 + log
2
δ
)
))
will be met eventually regardless of how k0, T0 are set since, as noted, τδ →∞ as δ → 0, implying
that the number of epochs will go to infinity as δ → 0. Since Ti increases faster than ki, eventually
the left hand side of the above inequality will be greater than the right hand side.
Appendix C. Special Cases of Theorem B.1
Corollary C.1 (Full version of Corollary 3.1) Assume the assumptions outlined in Section 3 for
the case where A∗ is diagonalizable by a unitary matrix are met. Then after:
T ≥ cmax
{
T 20
k20
max
i=1,...,d
i2
(1− λi)2 ,
log
(
‖1−λ‖22k
1−λ1 +
‖1−λ‖22
γ(1−λ1)
√(∑d
i=1
σ2+γ2/d
1−λi
)
log 1δ
)
1− λ1 ,
σ2‖1− λ‖42
σ2 + γ2/d
d log
( ‖1−λ‖22
(1−λ1)2T + log
1
δ
∑d
i=1
d
1−λi
)
+ log 1δ
(1− λ1)4
(
log 1δ
)2
}
steps, Algorithm 1 will attain the following rate:
P
‖Aˆ−A∗‖2 > C
√
σ2‖1− λ‖22
γ2 + σ2‖1− λ‖22
√√√√d log ( ‖1−λ‖22(1−λ1)2T + log 1δ∑di=1 d1−λi)+ log 1δ
T
 ≤ 9δ
while simply playing ut ∼ N (0, γ2d I) for all time will yield the following rate:
P
‖Aˆ−A∗‖2 > C
√
σ2d
γ2 + dσ2
√√√√d log ( T(1−λ1)2 + log 1δ∑di=1 d1−λi)+ log 1δ
T
 ≤ 3δ
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C.1. Proof of Corollary 3.1 and Corollary C.1
Proof The above rate can be attained by the input:
ut =
d∑
i=1
aivi cos
(
2pii
k
t
)
for k ≥ O
(
maxi=1,...,d
i
1−λi
)
and some ai to be specified satisfying:
d∑
i=1
a2i = γ
2
To see this, note that with this input we will have that:
Hk(A∗, B∗, U, [k]) =
d∑
i=1
a2i (e
j2pii/kI −A∗)−1viv>i (ej2pii/kI −A∗)−H
= V
[
d∑
i=1
a2i (e
j2pii/kI − Λ)−1V >viv>i V (ej2pii/kI − Λ)−H
]
V >
= V
[
d∑
i=1
a2i
(ej2pii/k − λi)(e−j2pii/k − λi)
eie
>
i
]
V >
Note that:
(ej2pii/k − λi)(e−j2pii/k − λi) = 1 + λ2i − λi
(
e−j
2pii
k + ej
2pii
k
)
= 1 + λ2i − 2λi cos
2pii
k
≈ 1 + λ2i − 2λi
(
1− 2pi
2i2
k2
)
= (1− λi)2 + 4λipi
2i2
k2
= O ((1− λi)2)
where the last equality will hold as long as:
4λipi
2i2
k2
≤ (1− λi)2 =⇒ 2
√
λipii
1− λi ≤ k
Assume that k satisfies this, then:
Hk(A∗, B∗, U, [k]) = O
(
V
[
d∑
i=1
a2i
(1− λi)2 eie
>
i
]
V >
)
Choosing a2i =
γ2
‖1−λ‖22
(1− λi)2, the energy constraint will be satisfied since:
d∑
i=1
a2i =
γ2
‖1− λ‖22
d∑
i=1
(1− λi)2 = γ2
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and:
Hk(A∗, B∗, U, [k]) = O
(
γ2
‖1− λ‖22
V
[
d∑
i=1
eie
>
i
]
V >
)
= O
(
γ2
‖1− λ‖22
I
)
Thus, we will have that λmin
(
Γ˜uk
)
= O
(
γ2
‖1−λ‖22
)
so λmin
(
Γηk + Γ˜
u
k
)
≥ O
(
σ2
1−λd +
γ2
‖1−λ‖22
)
.
Since we have constructed a feasible input and Algorithm 1 constructs the optimal input on the true
system (assuming T is large enough), it follows that Algorithm 1 will perform at least this well.
Theorem B.1 then immediately gives that for sufficiently large T :
P
‖Aˆ−A∗‖2 > Cσ
√√√√√d log
( ‖1−λ‖22
(1−λ1)2T + log
1
δ
∑d
i=1
d
1−λi
)
+ log 1δ
T
(
σ2
1−λd +
γ2
‖1−λ‖22
)
 ≤ 9δ
Since Γ¯T = 2
β(A∗)2γ2
(1−ρ¯(A∗))2 (1 + T )I + 4
(
tr
(
ΓηT
) (
1 + log 2δ
)
I
)
and:
log det
(
Γ¯T
(
Γηk + Γ˜
u∗
k
)−1
+ I
)
≤ cd log
 γ2(1−λ1)2T + tr (ΓηT ) log 1δ
σ2
1−λd +
γ2
‖1−λ‖22

≤ cd log
(
‖1− λ‖22
(1− λ1)2T +
(
d∑
i=1
γ2/d+ σ2
1− λi
)
d
σ2 + γ2
log
1
δ
)
It remains then to quantify how large T must be to achieve this rate. From Theorem B.1, we know
that we must have:
T ≥ max
{
2Tss
(
1
10
λmin
(
Γ˜uk
)
, k
)
, c2σ
2
d+ log det
(
Γ¯TΓ
η
k
−1)
+ log 1δ(
¯S(A∗, B∗, γ2, T, δ)
)2
λmin
(
Γηk
)
}
(13)
and from above we need k = O
(
maxi=1,...,d
i
1−λi
)
. To achieve this condition on k, Lemma D.9
lets us lower bound k as k ≥
√
2
2
k0
T0
√
T so if T ≥ O
(
T 20
k20
maxi=1,...,d
i2
(1−λi)2
)
, then k will be
sufficiently large.
We already know that λmin
(
Γ˜u
∗
k
)
= O
(
γ2
‖1−λ‖22
)
. In this case then, by Corollary D.8:
Tss
(
1
10
λmin
(
Γ˜uk
)
, k
)
=O
(
max
{
1
log 1ρ¯(A∗)
log
 kγ
1− ρ¯(A∗)k +
√√√√( d∑
i=1
σ2 + γ2/d
1− λi
)
log
1
δ

+ log
( ‖1− λ‖22
kγ2(1− ρ¯(A∗)2)
))
,
1
log 1ρ¯(A∗)
log
 kγ
1− ρ¯(A∗)k +
√√√√( d∑
i=1
σ2 + γ2/d
1− λi
)
log
1
δ

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+ log
( ‖1− λ‖22
γ
√
k(1− ρ¯(A∗))3/2
))})
≤ O
 log
(
kγ
1−ρ¯(A∗)k +
√(∑d
i=1
σ2+γ2/d
1−λi
)
log 1δ
)
+ log
( ‖1−λ‖22
γ
√
k(1−ρ¯(A∗))3/2
)
1− ρ¯(A∗)

≤ O
 log
(
‖1−λ‖22k
1−ρ¯(A∗) +
‖1−λ‖22
γ(1−ρ¯(A∗))
√(∑d
i=1
σ2+γ2/d
1−λi
)
log 1δ
)
1− ρ¯(A∗)

where the first inequality holds since log 1ρ¯(A∗) ≈ 1 − ρ¯(A∗) for ρ¯(A∗) close to 1 and the second
holds by our lower bound on k.
To bound ¯S(A∗, B∗, γ2, T, δ), we must first bound M¯k(A∗, B∗, δ, γ2/2). We see in our case
that:
M¯k(A∗, B∗, δ, γ2/2) ⊆
{
V w : w ∈ Sd−1,
d∑
i=1
w2i
1− λ2i
≤ c1 γ
2
(1− λd)2 + c2 log
1
δ
(
σ2 + γ2/d
1− λ2d
)}
Note that this implies that, for any u ∈ M¯k(A∗, B∗, δ, γ2/2), denoting wi = [V >u]i, we will have:
w1 ≤ c
√
1− λ1
(
γ
1− λd +
√
log
1
δ
(
σ + γ/
√
d√
1− λd
))
≤ c(σ + γ)
√
(1− λ1) log 1
δ
Then we will have that:
max
w∈M¯k(A∗,B∗,δ,γ2/2),θ∈[0,2pi]
‖w>(ejθI −A∗)−1‖22‖(ejθI −A∗)−1‖2 ≈ max
w∈M¯k(A∗,B∗,δ,γ2/2)
w21
(1− λ1)3
≤ c σ
2 + γ2
(1− λ1)2 log
1
δ
Based on our choice of inputs:
1
2T + T0
OptInputk
(
A∗, B∗, γ2, [k] , c2TΓ
η
k
) ≥ O(σ2 + γ2‖1− λ‖22
)
So combining these, we can lower bound ¯S(A∗, B∗, γ2, T, δ) as:
¯S(A∗, B∗, γ2, T, δ) ≥ O
(
(1− λ1)2
‖1− λ‖22 log 1δ
)
We can then write the burn in time from Theorem B.1 as:
T ≥ cmax
{
T 20
k20
max
i=1,...,d
i2
(1− λi)2 ,
log
(
‖1−λ‖22k
1−λ1 +
‖1−λ‖22
γ(1−λ1)
√(∑d
i=1
σ2+γ2/d
1−λi
)
log 1δ
)
1− λ1 ,
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σ2‖1− λ‖42
σ2 + γ2/d
d log
( ‖1−λ‖22
(1−λ1)2T + log
1
δ
∑d
i=1
d
1−λi
)
+ log 1δ
(1− λ1)4
(
log 1δ
)2
}
The rate in the case where we simply play ut ∼ N (0, γ2d I) for all time follows from Theorem
2.6.
C.2. Proof of Corollary 3.2
Proof Since ‖A∗ − Aˆ‖2 = maxj=1,...,m ‖Aj − Aˆj‖2 (assuming Aˆ has the same block diagonal
structure), to minimize the error in the estimate we want to minimize the maximum error in the
estimate of each subsystem. By Theorem B.1, once the burn-in time is reached, the estimation error
for each subsystem will behave as:
P
‖Aˆj −Aj‖2 > Cσ
√√√√√√dj + log det
(
Γ¯jT
(
Γη,jk(T ) + Γ˜
u∗,j
k(T )
)−1
+ I
)
+ log 1δ
Tλmin
(
Γη,jk(T ) + Γ˜
u∗,j
k(T )
)
 ≤ 9δ
where we let Γj denote the covariates for the jth subsystem. For simplicity assume that:
λmin
(
Γη,jk(T ) + Γ˜
u∗,j
k(T )
)
≈ λmin
(
Γ˜u
∗,j
k(T )
)
=: γ2j λ
∗,j
min
where here we let λ∗,jmin denote the optimal response of the system to inputs with power 1, and γ
2
j
the true amount of power inputed to the jth block.
Ignoring log factors, the optimal thing to do is to then set:
d`
γ2`λ
∗,`
min
=
dj
γ2j λ
∗,j
min
(14)
for all `, j ∈ [m], as this will make the estimation error equal for each subsystem, minimizing the
overall error. Meeting this constraint and the power constraint, the following condition will then be
met for any j:
γ2j
λ∗,jmin
dj
m∑
`=1
d`
λ∗,`min
= γ2 =⇒ γ2j =
djγ
2
λ∗,jmin
∑m
`=1
d`
λ∗,`min
Given this, we then have that:
P
‖Aˆj −Aj‖2 > Cσ
√√√√∑m`=1 d`λ∗,`min
djγ2
√√√√√dj + log det
(
Γ¯jT
(
Γη,jk(T ) + Γ˜
u∗,j
k(T )
)−1
+ I
)
+ log 1δ
T
 ≤ 9δ
Thus, with high probability, we will have that:
 = O˜

√√√√∑m`=1 d`λ∗,`min
γ2T

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In contrast, if we simply input random noise into the system—that is, set ut ∼ N (0, γ2p I)—then in
the ith block we will achieve the rate:
P
‖Aˆj −Aj‖2 > Cσ
√√√√√√dj + log det
(
Γ¯jT
(
γ2
p Γ
B,j
k(T ) + σ
2Γjk(T )
)−1
+ I
)
+ log 1δ
Tλmin
(
γ2
p Γ
B,j
k(T ) + σ
2Γjk(T )
)
 ≤ 3δ
so, with high probability, noting that by construction p ≥ m:
 = O˜
 max
j=1,...,m
√√√√ djm
γ2Tλmin
(
ΓB,jk(T )
)

To achieve the adaptive rate, Algorithm 1 can be run separately for each subsystem. After the
optimal solution for each subsystem is found, the power γ2j input to each subsystem can then be
adjusted so that the empirical version of (14) is satisfied. Once the burn-in time from Theorem B.1
is met for each subsystem, our estimates of λ∗,jmin will be sufficiently accurate to guarantee that (14)
will be met on the true system, and we will then achieve the optimal adaptive rate.
Appendix D. Algorithm 1 Performance Lemmas
D.1. Quantifying When i−1 Small Enough for ui ≈ u∗i
Lemma D.1 If:
i ≤ min
{
OptInputki+1(A∗, B∗, γ
2/2, [ki+1], {xt}Tt=1)
maxw∈M(Aˆi,{xt}Tt=1),`∈[ki+1]
256
27 Ti+1γ
2‖w>(ej
2pi`
ki+1 I −A∗)−1‖22‖(e
j 2pi`
ki+1 I −A∗)−1‖2‖B∗‖22
,
1
max`∈[ki+1] 5‖(e
j 2pi`
ki+1 I −A∗)−1‖2
}
=: S(A∗, B∗, γ2, ki+1, {xt}Tt=1, δ)
then Ii+1 = [ki+1] and:∣∣∣∣∣λmin
(
Ti+1
k2i+1
Hki+1(A∗, B∗, U
∗, [ki+1]) +
T∑
t=1
xtx
>
t
)
− λmin
(
Ti+1
k2i+1
Hki+1(A∗, B∗, Uˆ , [ki+1]) +
T∑
t=1
xtx
>
t
)∣∣∣∣∣
≤ 1
3
λmin
(
Ti+1
k2i+1
Hki+1(A∗, B∗, U
∗, [ki+1]) +
T∑
t=1
xtx
>
t
)
where U∗ is the solution to OptInputki+1(A∗, B∗, γ
2/2, [ki+1], {xt}Tt=1) and Uˆ the solution to
OptInputki+1(Aˆi, B∗, γ
2/2, [ki+1], {xt}Tt=1).
Proof By Lemma F.9, if i ≤ (4‖(ejθI − Aˆi)−1‖2)−1, then:
‖(ejθI −A∗)−1‖2 ≤ 4
3
‖(ejθI − Aˆi)−1‖2
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this then implies that i ≤ (3‖(ejθI −A∗)−1‖2)−1 so, again by Lemma F.9:
‖(ejθI − Aˆi)−1‖2 ≤ 3
2
‖(ejθI −A∗)−1‖2
Thus, if i ≤ (4‖(ejθI − Aˆi)−1‖2)−1, we can upper bound:
‖w>(ej
2pi`
ki+1 I − Aˆi)−1‖22
‖(ej
2pi`
ki+1 I − Aˆi)−1B∗‖22
‖(ej
2pi`
ki+1 I − Aˆi)−1‖2
≤ ‖w>(ej
2pi`
ki+1 I − Aˆi)−1‖22‖(e
j 2pi`
ki+1 I − Aˆi)−1‖2‖B∗‖22
≤ 27
8
‖w>(ej
2pi`
ki+1 I −A∗)−1‖22‖(e
j 2pi`
ki+1 I −A∗)−1‖2‖B∗‖22
(15)
Applying Lemma F.9 again, a sufficient condition for i ≤ (4‖(ejθI−Aˆi)−1‖2)−1 is i ≤ (5‖(ejθI−
A∗)−1‖2)−1.
Assume now that i ≤ (max`∈[ki+1] 5‖(e
j 2pi`
ki+1 I − A∗)−1‖2)−1. From the analysis in the proof
of Theorem F.1, it follows that:∣∣∣OptInputki+1(A∗, B∗, γ2/2, [ki+1], {xt}Tt=1)− OptInputki+1(Aˆi, B∗, γ2/2, [ki+1], {xt}Tt=1)∣∣∣
≤ max
w∈M(A∗,Aˆi,{xt}Tt=1,Ii+1)
U∈Uγ2/2
Ti+1
k2i+1
iL(A∗, B∗, U, i, [ki+1], w)
(a)
≤ max
w∈M(A∗,Aˆi,{xt}Tt=1,Ii+1)
`∈[ki+1]
125
64
iTi+1γ
2‖w>(ej
2pi`
ki+1 I −A∗)−1‖22
‖(ej
2pi`
ki+1 I −A∗)−1B∗‖22
‖(ej
2pi`
ki+1 I −A∗)−1‖2
(b)
≤ max
w∈M(Aˆi,{xt}Tt=1)
`∈[ki+1]
125
64
iTi+1γ
2‖w>(ej
2pi`
ki+1 I −A∗)−1‖22
‖(ej
2pi`
ki+1 I −A∗)−1B∗‖22
‖(ej
2pi`
ki+1 I −A∗)−1‖2
where the inequality (a) follows from Lemma F.4 (with a slight readjustment of constants) and (b)
follows from Lemma D.3. Thus, if we can guarantee that:
max
w∈M(Aˆi,{xt}Tt=1)
`∈[ki+1]
125
64
iTi+1γ
2‖w>(ej
2pi`
ki+1 I −A∗)−1‖22
‖(ej
2pi`
ki+1 I −A∗)−1B∗‖22
‖(ej
2pi`
ki+1 I −A∗)−1‖2
≤ 1
2
OptInputki+1(A∗, B∗, γ
2/2, [ki+1], {xt}Tt=1)
(16)
then it will follow that:
OptInputki+1(A∗, B∗, γ
2/2, [ki+1], {xt}Tt=1) ≤ 2OptInputki+1(Aˆi, B∗, γ2/2, [ki+1], {xt}Tt=1)
Assume i is small enough to satisfy this. Then, with (15), it follows that if:
max
w∈M(Aˆi,{xt}Tt=1)
256
81
iTi+1γ
2‖w>(ej
2pi`
ki+1 I −A∗)−1‖22‖(e
j 2pi`
ki+1 I −A∗)−1‖2‖B∗‖22
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≤ 1
3
OptInputki+1(A∗, B∗, γ
2/2, [ki+1], {xt}Tt=1)
then:
max
w∈M(Aˆi,{xt}Tt=1)
32
3
iTi+1γ
2‖w>(ej
2pi`
ki+1 I − Aˆi)−1‖22
‖(ej
2pi`
ki+1 I − Aˆi)−1B∗‖22
‖(ej
2pi`
ki+1 I − Aˆi)−1‖2
≤ 2
3
OptInputki+1(Aˆi, B∗, γ
2/2, [ki+1], {xt}Tt=1)
so ` ∈ Ii+1. Note that this condition will also imply that (16) holds. Combining all of this, it
follows that if:
i ≤ min
{
OptInputki+1(A∗, B∗, γ
2/2, [ki+1], {xt}Tt=1)
maxw∈M(Aˆi,{xt}Tt=1),`∈[ki+1]
256
27 Ti+1γ
2‖w>(ej
2pi`
ki+1 I −A∗)−1‖22‖(e
j 2pi`
ki+1 I −A∗)−1‖2‖B∗‖22
,
1
max`∈[ki+1] 5‖(e
j 2pi`
ki+1 I −A∗)−1‖2
}
then Ii+1 = [ki+1]. Finally, we see that the perturbation bound holds by applying Theorem F.1 and
our condition on i, since:
max
w∈M(A∗,Aˆi,{xt}Tt=1,Ii+1)
U∈Uγ2/2
2
Ti+1
k2i+1
iL(A∗, B∗, U, i, [ki+1], w)
≤ max
w∈M(A∗,Aˆi,{xt}Tt=1,Ii+1)
`∈[ki+1]
125
32
iTi+1γ
2‖w>(ej
2pi`
ki+1 I −A∗)−1‖22‖(e
j 2pi`
ki+1 I −A∗)−1‖2‖B∗‖22
≤ max
w∈M(Aˆi,{xt}Tt=1)
`∈[ki+1]
125
32
iTi+1γ
2‖w>(ej
2pi`
ki+1 I −A∗)−1‖22‖(e
j 2pi`
ki+1 I −A∗)−1‖2‖B∗‖22
≤ 1
2
OptInputki+1(A∗, B∗, γ
2/2, [ki+1], {xt}Tt=1)
Lemma D.2 On the events that:
T∑
t=1
xtx
>
t  cTΓηki
T∑
t=1
(w′>xt)2 ≤ 4
T∑
t=1
(w′>xut )
2 + 4T
(
1 + log
2
δ
)
w′>
(
σ2ΓT + σ
2
uΓ
B∗
T
)
w′
‖A∗ − Aˆi‖2 ≤ 1
max`∈Ii+1 2‖(ejθ`I −A∗)−1‖2
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for some w′ to be specified, we will have:
S(A∗, B∗, γ2, ki+1, {xt}Tt=1, δ) ≥ ¯S(A∗, B∗, γ2, T, δ)
where:
¯S(A∗, B∗, γ2, T, δ)
:= min
{ 27
256(2T+T0)γ2
OptInput2k(T )
(
A∗, B∗, γ2, [2k(T )], cTΓ
η
k(T )
)
maxw∈M¯2k(T )(A∗,B∗,δ,γ2/2),`∈[2k(T )] ‖w>(e
j 2pi`
2k(T ) I −A∗)−1‖22‖(ej
2pi`
2k(T ) I −A∗)−1‖2‖B∗‖22
,
1
max`∈[2k(T )] 5‖(ej
2pi`
2k(T ) I −A∗)−1‖2
}
Proof From the definition of OptInput, it is clear that:
OptInputki+1(A∗, B∗, γ
2, [ki+1], {xt}Tt=1) ≥ OptInputki+1
(
A∗, B∗, γ2, [ki+1], c2TΓ
η
ki
)
on the event
∑T
t=1 xtx
>
t  c2TΓηki . Further, conditioned on all three events assumed to hold, by
Lemma F.5, we have that:
M(Aˆi, {xt}Tt=1) ⊆ M¯ki+1(A∗, B∗, δ, γ2/2)
Finally, recall that ki = k(T ). Combining all of this we have:
S(A∗, B∗, γ2, ki+1, {xt}Tt=1, δ)
= min
{
OptInputki+1(A∗, B∗, γ
2/2, [ki+1], {xt}Tt=1)
maxw∈M(Aˆi,{xt}Tt=1),`∈[ki+1]
256
27 Ti+1γ
2‖w>(ej
2pi`
ki+1 I −A∗)−1‖22‖(e
j 2pi`
ki+1 I −A∗)−1‖2‖B∗‖22
,
1
max`∈[ki+1] 5‖(e
j 2pi`
ki+1 I −A∗)−1‖2
}
≥ min
{
OptInputki+1
(
A∗, B∗, γ2, [ki+1], cTΓ
η
ki
)
maxw∈M¯ki+1 (A∗,B∗,δ,γ2/2),`∈[ki+1]
256
27 Ti+1γ
2‖w>(ej
2pi`
ki+1 I −A∗)−1‖22‖(e
j 2pi`
ki+1 I −A∗)−1‖2‖B∗‖22
,
1
max`∈[ki+1] 5‖(e
j 2pi`
ki+1 I −A∗)−1‖2
}
Lemma D.3 When calling UpdateInputs, we will always have that:
M(A∗, Aˆ, {xt}Tt=1, I) ⊆M(Aˆ, {xt}Tt=1)
44
ACTIVE LEARNING FOR IDENTIFICATION OF LINEAR DYNAMICAL SYSTEMS
Proof Recall that:
M(Aˆ, {xt}Tt=1) =
{
w ∈ Sd−1 : k
2
2T + T0
T∑
t=1
(w>xt)2 ≤ k
2
2T + T0
T∑
t=1
(w′>xt)2
+ min
w′∈Sd−1
4
3
γ2 max
`∈[k] : ≤
(
4‖(ej 2pi`k I−Aˆ)−1‖2
)−1 ‖w′>(ej 2pi`k I − Aˆ)−1B∗‖22
}
and:
M(A∗, Aˆ, {xt}Tt=1, I) =
{
w ∈ Sd−1 : k
2
2T + T0
T∑
t=1
(w>xt)2 ≤ min
w′∈Sd−1
k2
2T + T0
T∑
t=1
(w′>xt)2
+ γ2 max
i∈I
max{‖w′>(ej 2piik I −A∗)−1B∗‖22, ‖w′>(ej
2pii
k I − Aˆ)−1‖22‖B∗‖22}
}
for any ` ∈ [k] satisfying  ≤
(
4‖(ej 2pi`k I − Aˆ)−1‖2
)−1
, by Lemma F.9, we will have that:
‖(ej 2pi`k I −A∗)−1‖2 ≤ 4
3
‖(ej 2pi`k I − Aˆ)−1‖2
Since UpdateInputs only includes frequencies ` in I if  ≤
(
4‖(ej 2pi`k I − Aˆ)−1‖2
)−1
, it fol-
lows that:
max
`∈I
‖w′>(ej 2piik I −A∗)−1B∗‖22 ≤ max
`∈[k] : ≤
(
4‖(ej 2pi`k I−Aˆ)−1‖2
)−1 43‖w′>(ej
2pi`
k I − Aˆ)−1B∗‖22
from which it follows thatM(A∗, Aˆ, {xt}Tt=1, I) ⊆M(Aˆ, {xt}Tt=1).
D.2. Meeting the Burn-In Time of Theorem E.1
Lemma D.4 log det(Γ¯T (Γηk+Γ˜
u
k)
−1) ≤ d log
(
2β(A∗)2γ2
(1−ρ¯(A∗))2 (1 + T ) +
4β(A∗)2d(σ2+σ2u‖B∗‖2)
1−ρ¯(A∗)2 (1 + log
2
δ )
)
Proof We have that Γ¯T = 4
(
Γ˜uT,0 + Tr(Γ
η
T )(1 + log
2
δ )I
)
where Γ˜uT,0 =
1
T
∑T
t=1 x
u
t x
u
t
>. Note
that:
‖xut ‖2 =
∥∥∥∥∥
t−1∑
s=0
At−s−1∗ us
∥∥∥∥∥
2
≤
t−1∑
s=0
‖At−s−1∗ ‖2‖us‖2 ≤ β(A∗)γ
√
t
t−1∑
s=0
ρ¯(A∗)t−s−1
=
β(A∗)γ
√
t(1− ρ¯(A∗)t)
1− ρ¯(A∗) ≤
β(A∗)γ
√
t
1− ρ¯(A∗)
which implies that:
xut x
u
t
>  β(A∗)
2γ2t
(1− ρ¯(A∗))2 I
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so:
1
T
T∑
t=1
xut x
u
t
>  1
T
β(A∗)2γ2
(1− ρ¯(A∗))2
T∑
t=1
tI =
β(A∗)2γ2
2(1− ρ¯(A∗))2 (1 + T )I
We also have that:
Tr(ΓηT ) = σ
2
T−1∑
t=0
Tr((At∗)
>At∗) + σ
2
u
T−1∑
t=0
Tr(B>∗ (A
t
∗)
>At∗B∗)
= σ2
T−1∑
t=0
‖At∗‖2F + σ2u
T−1∑
t=0
‖At∗B∗‖2F
≤ σ2d
T−1∑
t=0
‖At∗‖22 + σ2ud
T−1∑
t=0
‖At∗‖22‖B∗‖22
≤ σ2β(A∗)2d
T−1∑
t=0
ρ¯(A∗)2t + σ2uβ(A∗)
2‖B∗‖22d
T−1∑
t=0
ρ¯(A∗)2t
≤ β(A∗)
2d(σ2 + σ2u‖B∗‖2)
1− ρ¯(A∗)
This gives that:
Γ¯T  4
(
β(A∗)2γ2
2(1− ρ¯(A∗))2 (1 + T ) +
β(A∗)2d(σ2 + σ2u‖B∗‖2)
1− ρ¯(A∗)2 (1 + log
2
δ
)
)
I
Thus:
log det(Γ¯T (Γ
η
k + Γ˜
u
k)
−1) = log det(Γ¯T )− log det(ΓηTk + Γ˜uk)
≤ log det(Γ¯T )
≤ log det
(
4
(
β(A∗)2γ2
2(1− ρ¯(A∗))2 (1 + T ) +
β(A∗)2d(σ2 + σ2u‖B∗‖2)
1− ρ¯(A∗)2 (1 + log
2
δ
)
)
I
)
= d log
(
2β(A∗)2γ2
(1− ρ¯(A∗))2 (1 + T ) +
4β(A∗)2d(σ2 + σ2u‖B∗‖2)
1− ρ¯(A∗)2 (1 + log
2
δ
)
)
Lemma D.5 Assume that T ≥ 16, γ2 ≥ (1−ρ¯(A∗))2
2β(A∗)2 , and:
Ti ≥ cki
(
log
1
δ
+ d+ d log
(
2β(A∗)2γ2
(1− ρ¯(A∗))2 (1 + T ) +
4β(A∗)2d(σ2 + σ2u‖B∗‖2)
1− ρ¯(A∗)2 (1 + log
2
δ
)
))
then:
3Ti ≥ c2ki
(
log
1
δ
+ d+ d log
(
2β(A∗)2γ2
(1− ρ¯(A∗))2 (1 + T + 3Ti) +
4β(A∗)2d(σ2 + σ2u‖B∗‖2)
1− ρ¯(A∗)2 (1 + log
2
δ
)
))
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Proof Since T =
∑i
j=1 Tj , we will have that:
log
(
2β(A∗)2γ2
(1− ρ¯(A∗))2 (1 + T + 3Ti) +
4β(A∗)2d(σ2 + σ2u‖B∗‖2)
1− ρ¯(A∗)2 (1 + log
2
δ
)
)
≤ log
(
4
2β(A∗)2γ2
(1− ρ¯(A∗))2 (1 + T ) + 4
4β(A∗)2d(σ2 + σ2u‖B∗‖2)
1− ρ¯(A∗)2 (1 + log
2
δ
)
)
= log 4 + log
(
2β(A∗)2γ2
(1− ρ¯(A∗))2 (1 + T ) +
4β(A∗)2d(σ2 + σ2u‖B∗‖2)
1− ρ¯(A∗)2 (1 + log
2
δ
)
)
so:
c2ki
(
log
1
δ
+ d+ d log
(
2β(A∗)2γ2
(1− ρ¯(A∗))2 (1 + T + 3Ti) +
4β(A∗)2d(σ2 + σ2u‖B∗‖2)
1− ρ¯(A∗)2 (1 + log
2
δ
)
))
≤ c2ki
(
log
1
δ
+ d+ d log
(
2β(A∗)2γ2
(1− ρ¯(A∗))2 (1 + T ) +
4β(A∗)2d(σ2 + σ2u‖B∗‖2)
1− ρ¯(A∗)2 (1 + log
2
δ
)
))
+ c2ki log 4
≤ 2Ti + c2ki log 4
≤ 3Ti
where the second to last inequality follows assuming that T ≥ 16 and γ2 ≥ (1−ρ¯(A∗))2
2β(A∗)2 .
A direct corollary of Lemma D.5 and Lemma D.4 is that, assuming T0 ≥ 16 and γ2 ≥
(1−ρ¯(A∗))2
2β(A∗)2 , then, as long as:
T0 ≥ ck0
(
log
1
δ
+ d+ d log
(
2β(A∗)2γ2
(1− ρ¯(A∗))2 (1 + T0) +
4β(A∗)2d(σ2 + σ2u‖B∗‖2)
1− ρ¯(A∗)2 (1 + log
2
δ
)
))
the ki and Ti used by Algorithm 1 will satisfy:
Ti ≥ cki
(
log
1
δ
+ d+ log det(Γ¯TΓ
−1)
)
for any Γ  0 and all i.
D.3. Additional Lemmas
Lemma D.6 For any i and any t ∈ [T − Ti, Ti − ki], the inputs generated by Algorithm 1 will
satisfy:
E
[
1
ki
t+ki∑
s=t
u>s us
]
≤ γ2
Proof Denote ut = u˜t+ηut where u˜t is the solution to OptInputk(A∗, B∗, γ2−pσ2u, I, {xt}Tt=1)
and ηut ∼ N (0, σ2uI). Assume that σ2u 6= 0. Then:
E
[
1
ki
t+ki∑
s=t
u>s us
]
= E
[
1
ki
t+ki∑
s=t
(
u˜>t u˜t + 2u˜
>
t η
u
t + η
u
t
>ηut
)]
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(a)
=
1
ki
t+ki∑
s=t
u˜>t u˜t +
1
ki
E
[
t+ki∑
s=t
ηut
>ηut
]
(b)
=
1
ki
t+ki∑
s=t
u˜>t u˜t +
γ2
2
= γ2
where (a) follows since u˜t and ηut are independent, (b) follows by our choice of σ
2
u in Algo-
rithm 1. The final equality follows since, by construction, the inputs that are the solution to
OptInputk(A∗, B∗, γ2 − pσ2u, I, {xt}Tt=1) will satisfy:
1
k
t+k∑
s=t
u˜>s u˜s ≤ γ2 − pσ2u
for any t ≥ 0.
Lemma D.7 After i epochs of running Algorithm 1, we will have, with probability 1− δ:
‖xt‖2 ≤ 2β(A∗)‖B∗‖2kiγ
1− ρ¯(A∗)ki +
√
2Tr
(
σ2Γt +
γ2
2p
ΓB∗t
)(
1 +
1
c
log
4
δ
)
Proof Let xt = xut + x
η,p
t + x
η,u
t where x
u
t is the response of the system due to the sinusoidal
component of the input, xη,pt is the response due to the process noise, and x
η,u
t is the response due
to the input noise. Note that this decomposition holds by linearity. Given this, we have ‖xt‖2 ≤
‖xη,pt ‖2 + ‖xη,ut ‖2 + ‖xut ‖2. Then:
‖xut ‖2 ≤
∥∥∥∥∥
t−1∑
s=0
At−s−1∗ B∗us
∥∥∥∥∥
2
≤ β(A∗)‖B∗‖2
t−1∑
s=0
ρ¯(A∗)t−s−1‖us‖2
≤ β(A∗)‖B∗‖2
dt/kie−2∑
`=0
ρ¯(A∗)t−ki(`+1)−1
ki(`+1)−1∑
s=ki`
‖us‖2 + β(A∗)‖B∗‖2
t∑
s=(dt/kie−1)k
‖us‖2
By construction, we will have that
∑ki(`+1)−1
s=ki`
‖us‖22 ≤ kiγ2 so long as ` is large enough that
ki` is in epoch i. However, since ki is doubled at each epoch, this sum will contain an integer
multiple of the period of the input regardless what the value of ` is, so we see that this inequality
will hold for all values of `. This implies that for all ` (since ‖x‖1 ≤
√
n‖x‖2 for any x ∈ Rn),∑ki(`+1)−1
s=ki`
‖us‖2 ≤
√
ki
√∑ki(`+1)−1
s=ki`
‖us‖22 ≤ kiγ. So:
β(A∗)‖B∗‖2
dt/kie−2∑
`=0
ρ¯(A∗)t−ki(`+1)−1
ki(`+1)−1∑
s=ki`
‖us‖2 + β(A∗)‖B∗‖2
t∑
s=(dt/kie−1)k
‖us‖2
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≤ β(A∗)‖B∗‖2kiγ
dt/kie−2∑
`=0
ρ¯(A∗)t−ki(`+1)−1 + β(A∗)‖B∗‖2kiγ
= β(A∗)‖B∗‖2kiγ ρ¯(A∗)
t−1
ρ¯(A∗)ki
1
ρ¯(A∗)ki(dt/kie−2)
− ρ¯(A∗)ki
1− ρ¯(A∗)ki + β(A∗)‖B∗‖2kiγ
= β(A∗)‖B∗‖2kiγ
ρ¯(A∗)ki
ρ¯(A∗)kidt/kie−t+1
− ρ¯(A∗)t−1
1− ρ¯(A∗)ki + β(A∗)‖B∗‖2kiγ
≤ β(A∗)‖B∗‖2kiγ
1− ρ¯(A∗)ki + β(A∗)‖B∗‖2kiγ
≤ 2β(A∗)‖B∗‖2kiγ
1− ρ¯(A∗)ki
where the last inequality holds since if t is divisible by ki, kidt/kie−t+1 = 1 so ρ¯(A∗)
ki
ρ¯(A∗)kidt/kie−t+1
≤
1, and if t is not divisible by ki, kidt/kie − t + 1 < ki(t/ki + 1) − t + 1 = ki + 1, and since
kidt/kie − t+ 1 is an integer, it follows that ρ¯(A∗)
ki
ρ¯(A∗)kidt/kie−t+1
≤ 1.
By definition:
‖xη,pt ‖2 + ‖xη,ut ‖2 =
∥∥∥∥∥
t−1∑
s=0
At−s−1∗ ηs
∥∥∥∥∥
2
+
∥∥∥∥∥
t−1∑
s=0
At−s−1∗ B∗η
u
s
∥∥∥∥∥
2
where ηs ∼ N (0, σ2I) and either ηus = 0 or ηus ∼ N (0, γ
2
2pI). Note that:∥∥∥∥∥
t−1∑
s=0
At−s−1∗ ηs
∥∥∥∥∥
2
2
= η˜>A˜>A˜η˜
where:
A˜ =
[
At−1∗ At−2∗ . . . A∗ I
]
, η˜ =

η0
η1
...
ηt−1

Noting that Eη˜>A˜>A˜η˜ = σ2Tr(Γt), we can then apply the Hanson-Wright inequality to get:
P
[
|η˜>A˜>A˜η˜ − σ2Tr(Γt)| ≥ t
]
≤ 2 exp
(
−cmin
{
t2
σ4‖A˜>A˜‖2F
,
t
σ2‖A˜>A˜‖2
})
Setting t = σ
2‖A˜>A˜‖2F
c‖A˜>A˜‖2 log
4
δ the right hand side becomes:
2 exp
(
−‖A˜
>A˜‖2F
‖A˜>A˜‖22
log
4
δ
)
≤ δ
2
where the inequality follows since ‖A˜
>A˜‖2F
‖A˜>A˜‖22
≥ 1. So, with probability at least 1− δ/2, we will have:
‖xη,pt ‖22 ≤ σ2Tr(Γt) +
σ2‖A˜>A˜‖2F
c‖A˜>A˜‖2
log
4
δ
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≤ σ2Tr(Γt)
(
1 +
1
c
log
4
δ
)
where the inequality holds since ‖A˜>A˜‖2F ≤ ‖A˜>A˜‖2Tr(A˜>A˜) = ‖A˜>A˜‖2Tr(Γt). Denoting
A˜>A˜ = UΛU>, we see this is true since:
‖A˜>A˜‖2F = Tr(A˜>A˜A˜>A˜) = Tr(Λ2) =
n∑
i=1
λ2i ≤
(
max
i
λi
) n∑
i=1
λi = ‖A˜>A˜‖2Tr(A˜>A˜)
A similar calculation reveals that with probability at least 1− δ/2:
‖xη,ut ‖22 ≤
γ2
2p
Tr(ΓB∗t )
(
1 +
1
c
log
4
δ
)
Corollary D.8 After i epochs of running Algorithm 1, on the event that:
‖xt‖2 ≤ β(A∗)‖B∗‖2kiγ
1− ρ¯(A∗)ki +
√
2Tr
(
σ2Γt +
γ2
2p
ΓB∗t
)(
1 +
1
c
log
4
δ
)
we will have:
Tss(ζ, ki+1, xT¯i) ≤ max
{
1
2 log 1ρ¯(A∗)
(
2 log
(
4β(A∗)‖B∗‖2ki+1γ
1− ρ¯(A∗)ki+1 +
√
2Tr
(
σ2ΓT +
γ2
2p
ΓB∗T
)(
1 +
1
c
log
4
δ
))
+ log
(
2β(A∗)2
ki+1ζ(1− ρ¯(A∗)2)
))
,
1
log 1ρ¯(A∗)
(
log
(
4β(A∗)‖B∗‖2ki+1γ
1− ρ¯(A∗)ki+1 +
√
2Tr
(
σ2ΓT +
γ2
2p
ΓB∗T
)(
1 +
1
c
log
4
δ
))
+ log
4β(A∗)γmax`=1,...,ki+1 ‖(ej 2pi`ki+1 I −A∗)−1B∗‖2
ζ
√
ki+1
√
1− ρ¯(A∗)2
} =: Tss(ζ, ki+1)
where T is the amount of time elapsed after i epochs.
Proof From Lemma E.10, we have:
Tss(ζ, ki+1, xT¯i) = max
{
1
2 log ρ¯(A∗)
log
(
ki+1ζ(1− ρ¯(A∗)2)
2‖xT − xss,i+10 ‖22β(A∗)2
)
,
1
log ρ¯(A∗)
log
 ki+1ζ√1− ρ¯(A∗)2
4‖xT − xss,i+10 ‖2β(A∗)
√
ki+1w>Γ˜
ui+1
ki+1
w

= max
{
1
2 log 1ρ¯(A∗)
log
(
2‖xT − xss,i+10 ‖22β(A∗)2
ki+1ζ(1− ρ¯(A∗)2)
)
,
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1
log 1ρ¯(A∗)
log
4‖xT − xss,i+10 ‖2β(A∗)
√
ki+1w>Γ˜
ui+1
ki+1
w
ki+1ζ
√
1− ρ¯(A∗)2

where xT is the state at the start of the i + 1th epoch, and x
ss,i+1
0 is the initial state of the steady
state response of the system to the inputs played at the i + 1th epoch. From Lemma D.7, since the
noise term will be 0, we can deterministically upper bound:
‖xss,i+10 ‖2 ≤
2β(A∗)‖B∗‖2ki+1γ
1− ρ¯(A∗)ki+1
and also:
‖xT ‖2 ≤ 2β(A∗)‖B∗‖2kiγ
1− ρ¯(A∗)ki +
√
2Tr
(
σ2ΓT +
γ2
2p
ΓB∗T
)(
1 +
1
c
log
4
δ
)
≤ 2β(A∗)‖B∗‖2ki+1γ
1− ρ¯(A∗)ki+1 +
√
2Tr
(
σ2ΓT +
γ2
2p
ΓB∗T
)(
1 +
1
c
log
4
δ
)
so:
‖xT − xss,i+10 ‖2 ≤
4β(A∗)‖B∗‖2ki+1γ
1− ρ¯(A∗)ki+1 +
√
2Tr
(
σ2ΓT +
γ2
2p
ΓB∗T
)(
1 +
1
c
log
4
δ
)
it follows then that:
Tss(ζ, ki+1, xT¯i) ≤ max
{
1
2 log 1ρ¯(A∗)
(
2 log
(
4β(A∗)‖B∗‖2ki+1γ
1− ρ¯(A∗)ki+1 +
√
2Tr
(
σ2ΓT +
γ2
2p
ΓB∗T
)(
1 +
1
c
log
4
δ
))
+ log
(
2β(A∗)2
ki+1ζ(1− ρ¯(A∗)2)
))
,
1
log 1ρ¯(A∗)
(
log
(
4β(A∗)‖B∗‖2ki+1γ
1− ρ¯(A∗)ki+1 +
√
2Tr
(
σ2ΓT +
γ2
2p
ΓB∗T
)(
1 +
1
c
log
4
δ
))
+ log
4β(A∗)
√
ki+1w>Γ˜
ui+1
ki+1
w
ki+1ζ
√
1− ρ¯(A∗)2
}
Finally, we must upper bound ki+1w>Γ˜
ui+1
ki+1
w. Upper bounding this over all w ∈ Sd−1 is equivalent
to bounding:∥∥∥∥∥
k∑
t=1
x
ui+1,ss
t x
ui+1,ss
t
>
∥∥∥∥∥
2
=
1
k
∥∥∥∥∥∥
ki+1∑
`=1
(e
j 2pi`
ki+1 I −A∗)−1B∗U(ej
2pi`
ki+1 )U(e
j 2pi`
ki+1 )HBH∗ (e
j 2pi`
ki+1 I −A∗)−H
∥∥∥∥∥∥
2
≤ 1
ki+1
(
max
`=1,...,ki+1
‖(ej
2pi`
ki+1 I −A∗)−1B∗‖22
) ki+1∑
`=1
‖U(ej
2pi`
ki+1 )‖22
≤ ki+1γ2
(
max
`=1,...,ki+1
‖(ej
2pi`
ki+1 I −A∗)−1B∗‖22
)
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Lemma D.9 After i epochs, we will have that:
ki ≥
√
2
2
k0
T0
√
T
Proof After the ith epoch, we will have that:
T =
i∑
j=0
3jT0 =
1
2
(3i+1 − 1)T0
Solving this for i gives:
i =
log
(
2T+T0
T0
)
log 3
− 1
Thus:
ki = 2
ik0 =
1
2
2
log
(
2T+T0
T0
)
log 3 k0 =
k0
2
(
2T + T0
T0
)log 2/ log 3
Noting that log 2/ log 3 ≈ 0.63, we can lower bound this as:
ki ≥ 1
2
k0
T0
√
2T + T0 ≥
√
2
2
k0
T0
√
T
Appendix E. Estimation of Linear Dynamical Systems with Periodic Inputs
Theorem E.1 (Full version of Theorem 2.6) Assume that we start from some initial state x0 and
we are playing some input ut = u˜t+ηut where u˜t is deterministic with period k and η
u
t ∼ N (0, σ2uI).
Then as long as:
T ≥ ck
(
d+ log det(Γ¯TΓ
η
k
−1
) + log
1
δ
)
(17)
we will have that:
P
‖Aˆ−A∗‖2 > Cσ
√
16 log 1δ + 8 log det(Γ¯TΓ
η
k
−1
+ I) + 16d log 5
Tλmin(Γ
η
k)
 ≤ 3δ (18)
and if:
T ≥ 2Tss
(
1
10
λmin(Γ˜
u
k), k, x0
)
+c′k
(
d+ max{log det(Γ¯T (Γ˜uk)−1), log det(Γ¯TΓηk−1)}+ log
1
δ
)
(19)
then:
P
[
‖Aˆ−A∗‖2 > C ′σ
√
16 log 43δ + 8 log det(Γ¯T (Γ
η
k + Γ˜
u
k)
−1 + I) + 16d log 5
Tλmin(Γ
η
k + Γ˜
u
k)
]
≤ 3δ (20)
where Γ¯T = 4
(
Γ˜uT,0 + Tr(Γ
η
T )(1 + log
2
δ )I
)
and c, c′, C, C ′ are universal constants.
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Note that Tss
(
1
10λmin(Γ˜
u
k), k, x0
)
in (19) can be replaced with Tss
(
c′′λmin(Γ
η
k), k, x0
)
, which
may be helpful if our system is not controllable, in which case it’s possible λmin(Γ˜uk) = 0. An
example of this argument can be found in the proof of Theorem 2.3.
E.1. Proof of Theorem 2.6 and Theorem E.1
Proof Define the following events:
A1 :=
‖Aˆ−A∗‖2 ≤ C ′σ
√
16 log 1δ + 8 log det(Γ¯T (Γ
η
k)
−1 + I) + 16d log 5
Tλmin(Γ
η
k)

E1 :=
{
T∑
t=1
xtx
>
t  T Γ¯T
}
E2 :=
{
T∑
t=1
xtx
>
t  c1TΓηk
}
E3 :=

∥∥∥∥∥∥
(
T∑
t=1
xtx
>
t
)−1/2 T∑
t=1
xtη
>
t
∥∥∥∥∥∥
2
≤ c3σ
√
log
1
δ
+ d+ log det(Γ¯T (Γ
η
k)
−1 + I)

(18) follows directly from bounding P[Ac1]. The following clearly holds:
P[Ac1] ≤ P[Ac1 ∩ E1] + P[Ec1]
≤ P[Ac1 ∩ E1 ∩ E2] + P[E1 ∩ Ec2] + P[Ec1]
≤ P[Ac1 ∩ E1 ∩ E2 ∩ E3] + P[E1 ∩ E2 ∩ Ec3] + P[E1 ∩ Ec2] + P[Ec1]
By Lemma E.7, we will have that P[Ec1] ≤ δ. If (17) holds the burn in time required by Lemma E.3
will be met, so by Lemma E.3, P[Ec2 ∩ E1] ≤ δ. Similarly, by Lemma E.6, P[Ec3 ∩ E1 ∩ E2] ≤ δ. To
bound P[Ac1 ∩ E1 ∩ E2 ∩ E3], note that we can decompose the error of the least squares estimate as:
‖Aˆ−A∗‖2 = ‖(XX>)−1X>E‖2
≤ ‖(XX>)−1/2‖2‖(XX>)−1/2X>E‖2
= λmin(XX
>)−1/2‖(XX>)−1/2X>E‖2
On the event E1 ∩ E2 ∩ E3, we will have that:
λmin(XX
>)−1/2 ≤
√
1
c1Tλmin(Γ
η
k)
‖(XX>)−1/2X>E‖2 ≤ c3σ
√
log
1
δ
+ d+ log det(Γ¯T (Γ
η
k)
−1 + I)
Combining these it follows that on this event:
‖Aˆ−A∗‖2 ≤ C ′σ
√
16 log 1δ + 8 log det(Γ¯T (Γ
η
k)
−1 + I) + 16d log 5
Tλmin(Γ
η
k)
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so P[Ac1 ∩ E1 ∩ E2 ∩ E3] = 0. It follows then that P[Ac1] ≤ 3δ which proves (18).
To show (20), define the following events:
A2 :=
{
‖Aˆ−A∗‖2 ≤ C ′σ
√
16 log 1δ + 8 log det(Γ¯T (Γ
η
k + Γ˜
u
k)
−1 + I) + 16d log 5
Tλmin(Γ
η
k + Γ˜
u
k)
}
E4 :=
{
T∑
t=1
xtx
>
t  c2T Γ˜uk
}
E5 :=

∥∥∥∥∥∥
(
T∑
t=1
xtx
>
t
)−1/2 T∑
t=1
xtη
>
t
∥∥∥∥∥∥
2
≤ c3σ
√
log
1
δ
+ d+ log det(Γ¯T (Γ
η
k + Γ˜
u
k)
−1 + I)

Our goal now is to bound P[Ac2]. Similar to the above, we have:
P[Ac2] ≤ P[Ac2 ∩ E1] + P[Ec1]
≤ P[Ac2 ∩ E1 ∩ E2 ∩ E4] + P[E1 ∩ Ec2] + P[E1 ∩ Ec4] + P[Ec1]
≤ P[Ac2 ∩ E1 ∩ E2 ∩ E4 ∩ E5] + P[E1 ∩ E2 ∩ E4 ∩ Ec5] + P[E1 ∩ Ec2] + P[E1 ∩ Ec4] + P[Ec1]
As before, we have that P[Ec1] ≤ δ and, assuming (19) holds, P[E1 ∩ Ec2] ≤ δ. If (19) holds, by
Corollary E.11 the burn in condition required by Lemma E.4 will be met so we will also have that
P[E1 ∩ Ec4] ≤ δ. By Lemma E.6 and the error decomposition of ‖Aˆ − A∗‖2 used above, we have
that P[E1 ∩ E2 ∩ E4 ∩ Ec5] ≤ δ and P[Ac2 ∩ E1 ∩ E2 ∩ E4 ∩ E5] = 0. Thus, P[Ac2] ≤ 4δ from which
(20) follows directly.
E.2. Lower Bounds on Covariates and Self-Normalized Bounds
The following proposition is crucial to proving a high probability bound on the error in the presence
of non-random inputs.
Proposition E.2 (Full version of Proposition 4.2) Consider any w ∈ Sd−1 and let xt evolve
according to the dynamical system (1). Let ut be a deterministic periodic signal and k be an integer
multiple of its period. Let xu,sst denote the steady state response of the system to this input and let
α :=
∑k−1
t=0 (w
>xu,sst )2. Assume that Tss is chosen large enough so that, for any T ≥ 0:∣∣∣∣∣
Tss+T+k∑
t=Tss+T+1
(w>xut − w>x¯uTss+T :k)2 − α
∣∣∣∣∣ ≤ α10 (21)
where:
x¯uT :k :=
1
k
T+k∑
t=T+1
xut
Then we will have that:
P
[
Tss+T∑
t=Tss+1
(w>xt)2 ≤ 2
81
kbT/kcw>Γ˜ukw
]
≤ e− 281 bT/kc (22)
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Proof We first note that, since our system is linear, the output of the system due to the input, xut ,
will contain only the frequencies present in the input, ut, with possibly some phase shift. Thus, the
period of the periodic part of our output will be identical to that of the input once the system is in
steady state.
Let:
zt := w
>xTss+t = w
>(xuTss+t + x
η
Tss+t
), µt := w
>xuTss+t − w>x¯uTss+b(t−1)/kck:k
Note that
∑k
t=1 µjk+t = 0 for any j = 0, 1, 2, ....
Let:
Bj := I
[
k∑
i=1
z2jk+i ≥ c1
k∑
i=1
µ2jk+i
]
for some c1 to be specified, where I is the indicator function. Then
∑k
i=1 z
2
jk+i ≥
(
c1
∑k
i=1 µ
2
jk+i
)
Bj .
Let S = bT/kc and c2 be some constant to be specified. Then:
P
[
T∑
t=1
z2t ≤ c2
T∑
t=1
µ2t
]
≤ P
S−1∑
j=0
(
c1
k∑
i=1
µ2jk+i
)
Bj ≤ c2
T∑
t=1
µ2t

≤ inf
λ<0
exp
{
−λc2
T∑
t=1
µ2t
}
E
exp
λ
S−1∑
j=0
(
c1
k∑
i=1
µ2jk+i
)
Bj

 (23)
where the last inequality is simply Chernoff’s bound. To compute the expectation, we will use the
tower property. To do so, it will be convenient to first calculate the conditional expectation of Bj .
Letting Fj denote the σ-field generated by η0, ..., ηTss+jk, we have that:
E[Bj |Fj ] = P
[
k∑
i=1
z2jk+i ≥ c1
k∑
i=1
µ2jk+i|Fj
]
= P
[
k∑
i=1
(
µjk+i + w
>xηTss+jk+i + w
>x¯uTss+jk
)2 ≥ c1 k∑
i=1
µ2jk+i|Fj
]
= P
 k∑
i=1
(
µjk+i + w
>
i−1∑
s=0
Ai−s−1∗ ηTss+jk+s + w
>Ai∗x
η
Tss+jk
+ w>x¯uTss+jk
)2
≥ c1
k∑
i=1
µ2jk+i|Fj

where the last equality follows since:
xηTss+jk+i = A
i
∗x
η
Tss+jk
+
i−1∑
s=0
Ai−s−1∗ ηTss+jk+s
Note that, conditioned on the Fj , w>Ai∗xηTss+jk and w>x¯uTss+jk are deterministic. Further, since ηt
is mean 0, w>
∑i−1
s=0A
i−s−1∗ ηTss+jk+i will simply be a linear combination of mean 0 Gaussians and
so will itself be a mean 0 Gaussian. This implies that P[w>
∑i−1
s=0A
i−s−1∗ ηTss+jk+i ≥ 0] = 1/2.
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Since we have constructed µt in such a way as to be mean zero over a block of length k, for any
fixed a:
k∑
i=1
(µjk+i + a)
2 =
k∑
i=1
µ2jk+i + a
k∑
i=1
µjk+i + a
2 =
k∑
i=1
µ2jk+i + a
2 ≥
k∑
i=1
µ2jk+i
In particular then:
k∑
i=1
(µjk+i + w
>Ai∗x
η
Tss+jk
+ w>x¯uTss+jk)
2|Fj ≥
k∑
i=1
µ2jk+i|Fj (24)
which implies:
P
 k∑
i=1
(
µjk+i + w
>
i−1∑
s=0
Ai−s−1∗ ηTss+jk+s + w
>Ai∗x
η
Tss+jk
+ w>x¯uTss+jk
)2
≥ c1
k∑
i=1
µ2jk+i|Fj

≥ P
 k∑
i=1
(
µjk+i + w
>
i−1∑
s=0
Ai−s−1∗ ηTss+jk+s + w
>Ai∗x
η
Tss+jk
+ w>x¯uTss+jk
)2
≥ c1
k∑
i=1
(µjk+i + w
>Ai∗x
η
Tss+jk
+ w>x¯uTss+jk)
2|Fj
]
≥ P
[
k∑
i=1
(
µjk+i + w
>Ai∗x
η
Tss+jk
+ w>x¯uTss+jk
)2
I
[∣∣∣∣∣µjk+i + w>
i−1∑
s=0
Ai−s−1∗ ηTss+jk+s
+w>Ai∗x
η
Tss+jk
+ w>x¯uTss+jk
∣∣∣ ≥ ∣∣∣µjk+i + w>Ai∗xηTss+jk + w>x¯uTss+jk∣∣∣
]
≥ c1
k∑
i=1
(µjk+i + w
>Ai∗x
η
Tss+jk
+ w>x¯uTss+jk)
2|Fj
]
(a)
≥ 1/2− c1
1− c1
where the last inequality follows by a reverse Markov inequality which states that, for any random
variable Z supported in [0, 1] almost surely and with E[Z] ≥ p ∈ (0, 1), for all t ∈ [0, p], P[Z ≥
t] ≥ p−t1−t Simchowitz et al. (2018). Noting that, since the noise is 0 mean Gaussian, we have:
E
[
k∑
i=1
(
µjk+i + w
>Ai∗x
η
Tss+jk
+ w>x¯uTss+jk
)2
I
[∣∣∣∣∣µjk+i + w>
i−1∑
s=0
Ai−s−1∗ ηTss+jk+s + w
>Ai∗x
η
Tss+jk
+w>x¯uTss+jk
∣∣∣ ≥ ∣∣∣µjk+i + w>Ai∗xηTss+jk + w>x¯uTss+jk∣∣∣
]
|Fj
]
=
k∑
i=1
(
µjk+i + w
>Ai∗x
η
Tss+jk
+ w>x¯uTss+jk
)2
P
[∣∣∣∣∣µjk+i + w>
i−1∑
s=0
Ai−s−1∗ ηTss+jk+s + w
>Ai∗x
η
Tss+jk
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+w>x¯uTss+jk
∣∣∣ ≥ ∣∣∣µjk+i + w>Ai∗xηTss+jk + w>x¯uTss+jk∣∣∣ |Fj
]
=
1
2
k∑
i=1
(
µjk+i + w
>Ai∗x
η
Tss+jk
+ w>x¯uTss+jk
)2
From this (a) follows by simple manipulations. Since we can choose c1 as we wish, we set it equal
to c1 = 1/4 and conclude that:
E[Bj |Fj ] ≥ 1
3
Returning to (23), we can now use this result to bound the expectation. Note that:
E
exp
λ
S−1∑
j=0
(
c1
k∑
i=1
µ2jk+i
)
Bj

 = E
E
exp
λ
S−1∑
j=0
(
c1
k∑
i=1
µ2jk+i
)
Bj
 |FS−1

= E
exp
λ
S−2∑
j=0
(
c1
k∑
i=1
µ2jk+i
)
Bj
E
[
exp
{
λ
(
c1
k∑
i=1
µ2(S−1)k+i
)
BS−1
}
|FS−1
]
Then by what we just proved and applying Hoeffding’s Lemma, since λ < 0, we have:
E
[
exp
{
λ
(
c1
k∑
i=1
µ2(S−1)k+i
)
BS−1
}
|FS−1
]
≤ exp
λ3
(
c1
k∑
i=1
µ2(S−1)k+i
)
+
λ2
8
(
c1
k∑
i=1
µ2(S−1)k+i
)2
Repeating this procedure condition on each Fi, we get:
E
exp
λ
S−1∑
j=0
(
c1
k∑
i=1
µ2jk+i
)
Bj

 ≤ exp
λ3
S−1∑
j=0
(
c1
k∑
i=1
µ2jk+i
)
+
λ2
8
S−1∑
j=0
(
c1
k∑
i=1
µ2jk+i
)2
and so:
P
[
T∑
t=1
z2t ≤ c2
T∑
t=1
µ2t
]
≤ inf
λ<0
exp
{
−λc2
T∑
t=1
µ2t
}
exp
λ3
S−1∑
j=0
(
c1
k∑
i=1
µ2jk+i
)
+
λ2
8
S−1∑
j=0
(
c1
k∑
i=1
µ2jk+i
)2
= inf
λ<0
exp
λ(c13 − c2)
S−1∑
j=0
(
k∑
i=1
µ2jk+i
)
+
λ2
8
S−1∑
j=0
(
c1
k∑
i=1
µ2jk+i
)2
≤ exp
−
2
((
c1
3 − c2
)∑S−1
j=0
∑k
i=1 µ
2
jk+i
)2
∑S−1
j=0
(
c1
∑k
i=1 µ
2
jk+i
)2

= exp
−C
(∑S−1
j=0
∑k
i=1 µ
2
jk+i
)2
∑S−1
j=0
(∑k
i=1 µ
2
jk+i
)2

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where the final inequality follows from choosing the optimal λ < 0 (and assuming c2 chosen such
that c1/3− c2 is positive) and the final equality uses C = 2(c1/3− c2)2/c21. By our assumption on
the power (21), we will have that
∑k
i=1 µ
2
jk+i = α+ αj for some |αj | ≤ α/10. Thus:
exp
−C
(∑S−1
j=0
∑k
i=1 µ
2
jk+i
)2
∑S−1
j=0
(∑k
i=1 µ
2
jk+i
)2
 = exp
−C
(∑S−1
j=0 α+ αj
)2
∑S−1
j=0 (α+ αj)
2

≤ exp
−C
(∑S−1
j=0 9/10α
)2
∑S−1
j=0 (11/10)
2α2

= exp
{
−C 81
121
S
}
where the inequality holds from maximizing this expression over αj .
Recalling that S = bT/kc, we conclude that:
P
[
T∑
t=1
z2t ≤ c2
T∑
t=1
µ2t
]
≤ exp
{
−C 81
121
bT/kc
}
It remains then to write this in form of (22). Plugging in our definitions of µt and zt, we have that
the above is equivalent to:
P
[
Tss+T∑
t=Tss+1
(w>xt)2 ≤ c2
T∑
t=1
(
w>xuTss+t − w>x¯uTss+bt/k−1ck:k
)2] ≤ e−C 81121 bT/kc
(a)
=⇒ P
 Tss+T∑
t=Tss+1
(w>xt)2 ≤ c2
2
bT/kck∑
t=1
(
w>xu,ssTss+t
)2 ≤ e−C 81121 bT/kc
(b)⇐⇒ P
[
T∑
t=1
(w>xt)2 ≤ c2
2
bT/kckw>Γ˜ukw
]
≤ e−C 81121 bT/kc
where (a) holds by our assumption on the power (21) and (b) follows by Parseval’s Theorem.
Choosing c2 to balance the constants, we get that:
P
[
Tss+T∑
t=Tss+1
(w>xt)2 ≤ 2
81
kbT/kcw>Γ˜ukw
]
≤ e− 281 bT/kc
which completes the proof.
Lemma E.3 Assume that our system is driven by some input ut = u˜t+ηut where u˜t is deterministic
and ηut ∼ N (0, σ2uI). Then on the event that:
T∑
t=1
xtx
>
t  T Γ¯T
58
ACTIVE LEARNING FOR IDENTIFICATION OF LINEAR DYNAMICAL SYSTEMS
for some Γ¯T , choosing k so that:
T ≥ 25600
27
k
(
2d log(200/3) + log det(Γ¯TΓ
η
k
−1
) + log
1
δ
)
(25)
we will have with probability less than δ:
T∑
t=1
xtx
>
t 6
27
25600
TΓηk
Proof Take some s ≥ 0, then:
w>xs+t|Fs ∼ N
(
w>At∗xs + w
>xus+t, σ
2w>Γt−sw + σ2uw
>ΓB∗t−sw
)
where xus+t is the state obtained by driving the system with the input in the absence of noise,
which is deterministic conditioned on Fs. Given this, we have that xs+t satisfies the (2k, σ2Γk +
σ2uΓ
B∗
k , 3/20)-BMSB condition, as defined in Simchowitz et al. (2018). The proof of this closely
mirrors the proof of Proposition 3.1 of Simchowitz et al. (2018). The primary difference is that the
mean of w>xs+t|Fs differs from that of the signal considered in Simchowitz et al. (2018), but this
does not affect the argument and, as such, we omit it here. We can then apply Proposition 2.5 of
Simchowitz et al. (2018) to get that:
P
[
T∑
t=1
(w>xt)2 ≤ kbT/kcp
2w>Γηkw
8
]
≤ e− bT/kcp
2
16
where here p = 3/20. Following the proof of Theorem 2.4 of Simchowitz et al. (2018), let T be a
1/4-net in the norm T Γ¯T of
{
w : kbT/kcp2w>Γηkw/8 = 1
}
. By Lemma 4.1 of Simchowitz et al.
(2018), |T | ≤ 2d log(10/p) + log det(Γ¯TΓηk−1). Then by Lemma 4.1 of Simchowitz et al. (2018)
we have:
P
[
T∑
t=1
xtx
>
t 6
kbT/kcp2Γηk
16
,
T∑
t=1
xtx
>
t  T Γ¯T
]
≤ P
[
∃w ∈ T :
T∑
t=1
(w>xt)2 <
kbT/kcp2w>Γηkw
8
,
T∑
t=1
xtx
>
t  T Γ¯T
]
≤ exp
(
−bT/kcp
2
16
+ 2d log(10/p) + log det(Γ¯TΓ
η
k
−1
)
)
(a)
≤ exp
(
−3Tp
2
64k
+ 2d log(10/p) + log det(Γ¯TΓ
η
k
−1
)
)
(b)
≤ δ
where (a) holds if T ≥ 4k, which is true by (25), and (b) holds by (25). Lower bounding
kbT/kcp2Γηk
16 
3p2TΓηk
64 and plugging in p = 3/20 completes the result.
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Lemma E.4 Let ut be a deterministic input with period k and let Tss be the time such that condition
(21) in Proposition E.2 is met for all w ∈ Sd−1. On the event that:
T∑
t=1
xtx
>
t  T Γ¯T
for some Γ¯T , then as long as:
T ≥ 2Tss + 54k
(
2d log(45/2) + log det(Γ¯T (Γ˜
u
k)
−1) + log
1
δ
)
(26)
with probability less than δ:
T∑
t=1
xtx
>
t 6
1
108
T Γ˜uk
Proof The proof of this follows Simchowitz et al. (2018) closely but replacing Proposition 2.5 of
Simchowitz et al. (2018) with our Proposition E.2.
By Proposition E.2 we will have that:
P
[
T∑
t=1
(w>xt)2 ≤ 2
81
kb(T − Tss)/kcw>Γ˜ukw
]
≤ P
[
T∑
t=Tss
(w>xt)2 ≤ 2
81
kb(T − Tss)/kcw>Γ˜ukw
]
≤ e− 281 b(T−Tss)/kc
Following the proof of Theorem 2.4 of Simchowitz et al. (2018), let T be a 1/4-net in the norm
T Γ¯T of
{
w : 2kbT/kcw>Γ˜ukw/81 = 1
}
. By Lemma D.1 of Simchowitz et al. (2018), we have
that |T | ≤ 2d log(45/2) + log det(Γ¯T (Γ˜uk)−1). Then by Lemma 4.1 of Simchowitz et al. (2018) we
have:
P
[
T∑
t=1
xtx
>
t 6
kb(T − Tss)/kcΓ˜uk
81
,
T∑
t=1
xtx
>
t  T Γ¯T
]
≤ P
[
∃w ∈ T :
T∑
t=1
(w>xt)2 <
2kb(T − Tss)/kcw>Γ˜ukw
81
,
T∑
t=1
xtx
>
t  T Γ¯T
]
≤ P
[
∃w ∈ T :
T∑
t=Tss
(w>xt)2 <
2kb(T − Tss)/kcw>Γ˜ukw
81
,
T∑
t=1
xtx
>
t  T Γ¯T
]
≤ exp
(
−2b(T − Tss)/kc
81
+ 2d log(45/2) + log det(Γ¯T (Γ˜
u
k)
−1)
)
(a)
≤ exp
(
−(T − Tss)
54k
+ 2d log(45/2) + log det(Γ¯T (Γ˜
u
k)
−1)
)
(b)
≤ δ
where (a) holds so long as T ≥ Tss + 4k, which will be true by (26), and (b) holds by (26). The
following holds by T ≥ Tss + 4k and by (26):
kb(T − Tss)/kcΓ˜uk
81
 (T − Tss)Γ˜
u
k
54
 T Γ˜
u
k
108
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which completes the result.
Corollary E.5 Let:
W :=
{
w ∈ Sd−1 : 1
108
Tw>Γ˜ukw ≥
1
2
w>Mw
}
where M  0. Let ut be a deterministic input with period k and let Tss be the time such that
condition (21) in Proposition E.2 is met for all w ∈ W . On the event that:
T∑
t=1
xtx
>
t  T Γ¯T
for some Γ¯T , then as long as:
T ≥ 2Tss + 54k
(
2d log(45/2) + log det((Γ¯T +
1
T
M)(Γ˜uk)
−1) + log
1
δ
)
(27)
with probability less than δ:
T∑
t=1
xtx
>
t +M 6
1
108
T Γ˜uk +
1
2
M
Proof The proof of this result is very similar to that of Lemma E.4. For any w ∈ Sd−1 ∩Wc:
w>
(
T∑
t=1
xtx
>
t +M
)
w ≥ w>Mw ≥ 1
108
Tw>Γ˜ukw +
1
2
w>Mw (28)
For any w ∈ W , by Proposition E.2, given the definition of Tss, we will have that:
P
[
T∑
t=1
(w>xt)2 ≤ 2
81
kb(T − Tss)/kcw>Γ˜ukw
]
≤ P
[
T∑
t=Tss
(w>xt)2 ≤ 2
81
kb(T − Tss)/kcw>Γ˜ukw
]
≤ e− 281 bT/kc
Following the proof of Theorem 2.4 of Simchowitz et al. (2018), let T be a 1/4-net in the norm
T Γ¯T +M of
{
w : 2kbT/kcw>Γ˜ukw/81 = 1
}
. By Lemma D.1 of Simchowitz et al. (2018), |T | ≤
2d log(45/2) + log det((Γ¯T +
1
TM)(Γ˜
u
k)
−1). Then by Lemma 4.1of Simchowitz et al. (2018) we
have:
P
[
T∑
t=1
xtx
>
t +M 6
1
108
T Γ˜uk +
1
2
M,
T∑
t=1
xtx
>
t  T Γ¯T
]
(a)
≤ P
[
∃w ∈ T ∩W :
T∑
t=1
(w>xt)2 <
2
108
Tw>Γ˜ukw − w>Mw,
T∑
t=1
xtx
>
t  T Γ¯T
]
61
ACTIVE LEARNING FOR IDENTIFICATION OF LINEAR DYNAMICAL SYSTEMS
(b)
≤ P
[
∃w ∈ T ∩W :
T∑
t=1
(w>xt)2 <
2kb(T − Tss)/kcw>Γ˜ukw
81
− w>Mw,
T∑
t=1
xtx
>
t  T Γ¯T
]
≤ P
[
∃w ∈ T ∩W :
T∑
t=Tss
(w>xt)2 <
2kb(T − Tss)/kcw>Γ˜ukw
81
,
T∑
t=1
xtx
>
t  T Γ¯T
]
≤ exp
(
−2b(T − Tss)/kc
81
+ 2d log(45/2) + log det((Γ¯T +
1
T
M)(Γ˜uk)
−1)
)
≤ exp
(
−(T − Tss)
54k
+ 2d log(45/2) + log det((Γ¯T +
1
T
M)(Γ˜uk)
−1)
)
≤ δ
where (a) holds by (28) and (b) and the final inequalities hold so long as T ≥ Tss + 4k and (27)
holds, since in that case we will have that kb(T − Tss)/kc/81 ≥ (T − Tss)/54 ≥ T/108.
Lemma E.6 Assume that xt is generated from some input ut = u˜t + ηut where u˜t is Ft−1 mea-
surable and ηut ∼ N (0, σ2uI). On the event that V+ 
∑T
t=1 xtx
>
t  V−, we will have that, with
probability less than δ:∥∥∥∥∥∥
(
T∑
t=1
xtx
>
t
)−1/2 T∑
t=1
xtη
>
t
∥∥∥∥∥∥
2
> σ
√
16 log
1
δ
+ 8 log det(V+V
−1
− + I) + 16d log 5
Proof Note that Proposition 8.2 of Sarkar and Rakhlin (2018) applies even when xt is driven by an
input u˜t which is changing over time, since we choose u˜t to be Ft−1 measurable, so xt is still Ft−1
measurable. Therefore, for any deterministic V  0:∥∥∥∥∥∥
(
T∑
t=1
xtx
>
t + V
)−1/2 T∑
t=1
xtη
>
t
∥∥∥∥∥∥
2
> σ
√√√√8 log 1
δ
+ 4 log det
((
T∑
t=1
xtx>t
)
V −1 + I
)
+ 8d log 5
with probability less than δ.
On the event that V+ 
∑T
t=1 xtx
>
t  V−, we will have:
T∑
t=1
xtx
>
t + V−  2
T∑
t=1
xtx
>
t =⇒
(
T∑
t=1
xtx
>
t + V−
)−1
 1
2
(
T∑
t=1
xtx
>
t
)−1
Choosing V = V− and using this inequality gives:∥∥∥∥∥∥
(
T∑
t=1
xtx
>
t
)−1/2 T∑
t=1
xtη
>
t
∥∥∥∥∥∥
2
> σ
√
16 log
1
δ
+ 8 log det(V+V
−1
− + I) + 16d log 5
with probability less than δ.
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E.3. Upper Bounds on Covariates
Lemma E.7 Assume ut = u˜t + ηut for some deterministic u˜t, ηut ∼ N (0, σ2uI), and for any initial
state, then with probability at least 1− δ:
T∑
t=1
xtx
>
t  4T
(
Γ˜uT,0 + tr
(
σ2ΓT + σ
2
uΓ
B∗
T
)(
1 + log
2
δ
)
I
)
and for any w, with probability at least 1− δ:
T∑
t=1
(w>xt)2 ≤ 4Tw>
(
Γ˜uT,0 +
(
σ2ΓT + σ
2
uΓ
B∗
T
)(
1 + log
2
δ
))
w
Proof We note that:
T∑
t=1
xtx
>
t =
T∑
t=1
(
xu˜t + x
ηu
t + x
η
t
)(
xu˜t + x
ηu
t + x
η
t
)>
(a.s.)
 4
T∑
t=1
[
xu˜t x
u˜
t
>
+ xη
u
t x
ηu
t
>
+ xηt x
η
t
>]
Where here we let xu˜t denote the response of the system to the deterministic part of the input and
xη
u
t the response due to the random part of the input. The term
∑T
t=1 x
u˜
t x
u˜
t
> is then deterministic.
Following Proposition 8.4 of Sarkar and Rakhlin (2018), we can bound the second and third terms
each with probability 1− δ/2 as:∥∥∥∥∥
T∑
t=1
xη
u
t x
ηu
t
>
∥∥∥∥∥
2
≤ σ2utr
(
T−1∑
t=0
ΓB∗t
)(
1 + log
2
δ
)
≤ Tσ2utr
(
ΓB∗T
)(
1 + log
2
δ
)
∥∥∥∥∥
T∑
t=1
xηt x
η
t
>
∥∥∥∥∥
2
≤ σ2tr
(
T−1∑
t=0
Γt
)(
1 + log
2
δ
)
≤ Tσ2tr (ΓT )
(
1 + log
2
δ
)
Combining these bounds gives the result.
For the second inequality, following the same argument as in the proof of Proposition 8.4 of
Sarkar and Rakhlin (2018), we obtain:
T∑
t=1
(w>xηt )
2 ≤
(
1 + log
1
δ
) T∑
t=1
w>Γtw
combining this with the above gives the result.
Lemma E.8 Assume that the input ut satisfies, for some k and any s ≥ 0:
1
k
k∑
t=1
u>s+tus+t ≤ γ2
63
ACTIVE LEARNING FOR IDENTIFICATION OF LINEAR DYNAMICAL SYSTEMS
then:
T∑
t=1
xut x
u
t
>  1
T
T∑
t=1
G(ejθt)U(ejθt)U(ejθt)HG(ejθt)H +
4β(A∗)2k2γ2
(1− ρ¯(A∗)k)2
(
max
θ∈[0,2pi]
‖G(ejθ)‖22
)
I
+
4β(A∗)kγ2
√
T
1− ρ¯(A∗)k
(
max
θ∈[0,2pi]
‖G(ejθ)‖22
)
I
Proof Denote θt = 2pitT . Then:∥∥∥∥∥
T∑
t=1
xut x
u
t
> − 1
T
T∑
t=1
G(ejθt)U(ejθt)U(ejθt)HG(ejθt)H
∥∥∥∥∥
2
=
∥∥∥∥∥ 1T
T∑
t=1
X(ejθt)X(ejθt)H − 1
T
T∑
t=1
G(ejθt)U(ejθt)U(ejθt)HG(ejθt)H
∥∥∥∥∥
2
=
1
T
∥∥∥∥∥
T∑
t=1
[(
X(ejθt)−G(ejθt)U(ejθt)
)
U(ejθt)HG(ejθt)H +G(ejθt)U(ejθt)
(
X(ejθt)−G(ejθt)U(ejθt)
)H
+
(
X(ejθt)−G(ejθt)U(ejθt)
)(
X(ejθt)−G(ejθt)U(ejθt)
)H]∥∥∥∥
2
≤ 1
T
T∑
t=1
‖X(ejθt)−G(ejθt)U(ejθt)‖22 +
2
T
T∑
t=1
‖X(ejθt)−G(ejθt)U(ejθt)‖2‖G(ejθt)U(ejθt)‖2
(a)
≤ 4
T
T∑
t=1
‖G(ejθt)‖22β(A∗)2k2γ2
(1− ρ¯(A∗)k)2 +
4
T
T∑
t=1
‖G(ejθt)‖2β(A∗)kγ
1− ρ¯(A∗)k ‖G(e
jθt)U(ejθt)‖2
≤ 4β(A∗)
2k2γ2
(1− ρ¯(A∗)k)2
(
max
θ∈[0,2pi]
‖G(ejθ)‖22
)
+
4β(A∗)kγ
1− ρ¯(A∗)k
(
max
θ∈[0,2pi]
‖G(ejθ)‖22
)
1
T
T∑
t=1
‖U(ejθt)‖2
where (a) uses Lemma E.12. Since ‖x‖1 ≤
√
n‖x‖2 for any x ∈ Rn, we will have, by Parseval’s
Theorem and our assumption on ut:
T∑
t=1
‖U(ejθt)‖2 ≤
√
T
√√√√ T∑
t=1
‖U(ejθt)‖22 =
√
T
√√√√T T∑
t=1
u>t ut ≤
√
T
√
T 2γ2 = T 3/2γ
so:
β(A∗)2k2γ2
(1− ρ¯(A∗)k)2
(
max
θ∈[0,2pi]
‖G(ejθ)‖22
)
+
4β(A∗)kγ
1− ρ¯(A∗)k
(
max
θ∈[0,2pi]
‖G(ejθ)‖22
)
1
T
T∑
t=1
‖U(ejθt)‖2
≤ 4β(A∗)
2k2γ2
(1− ρ¯(A∗)k)2
(
max
θ∈[0,2pi]
‖G(ejθ)‖22
)
+
4β(A∗)kγ2
√
T
1− ρ¯(A∗)k
(
max
θ∈[0,2pi]
‖G(ejθ)‖22
)
Thus:
T∑
t=1
xut x
u
t
>  1
T
T∑
t=1
G(ejθt)U(ejθt)U(ejθt)HG(ejθt)H
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+
∥∥∥∥∥
T∑
t=1
xut x
u
t
> − 1
T
T∑
t=1
G(ejθt)U(ejθt)U(ejθt)HG(ejθt)H
∥∥∥∥∥
2
I
 1
T
T∑
t=1
G(ejθt)U(ejθt)U(ejθt)HG(ejθt)H +
4β(A∗)2k2γ2
(1− ρ¯(A∗)k)2
(
max
θ∈[0,2pi]
‖G(ejθ)‖22
)
I
+
4β(A∗)kγ2
√
T
1− ρ¯(A∗)k
(
max
θ∈[0,2pi]
‖G(ejθ)‖22
)
I
Lemma E.9 Assume that we are running Algorithm 1 and that we started from initial condition
x0 = 0. Let A∗ = PJP−1 be the Jordan decomposition of A∗ and consider some w ∈ Sd−1
such that ‖w>Pn(j):n(j)‖2 = 0 except for j = `. Here n(j) and n(j) denote the start and stop
indices of the jth Jordan block (so in particular, if Jj is the jth Jordan block, we have that Jj =
[J ]n(j):n(j),n(j):n(j)). Assume that T is chosen to be within epoch i. Then, after T steps:
T∑
t=1
(w>xut )
2 ≤ 3Tiγ2 max
θ∈[0,2pi]
‖w>(ejθI −A∗)−1‖22‖B∗‖22 + 16
‖P−1‖22‖P‖22‖B∗‖22β(J`)2γ2ki
(1− ρ¯(J`)2k0)(1− ρ¯(J`)2)
Proof Adopting the notation used in Algorithm 1, let Ti denote the length of the ith epoch. Denote
T¯i =
∑t−1
j=0 Tj be the start time of the ith epoch.
Following the analysis used in Section E.4, we can break up the response into its steady state
and transient components and write:
xuT¯i+t = x
ssi
t +A
t
∗(x
u
T¯i
− xssi0 )
for t ∈ [T¯i + 1, T¯i + Ti], where xssit denotes the steady state response of the system at time t to the
inputs used at epoch i. We then have:
Ti∑
t=1
(w>xuT¯i+t)
2 =
Ti∑
t=1
(w>xssit + w
>At∗(x
u
T¯i
− xssi0 ))2
≤ 2
Ti∑
t=1
(w>xssit )
2 + 2
Ti∑
t=1
(w>At∗(x
u
T¯i
− xssi0 ))2
≤ 2
Ti∑
t=1
(w>xssit )
2 + 4
Ti∑
t=1
(w>At∗x
u
T¯i
)2 + 4
Ti∑
t=1
(w>At∗x
ssi
0 )
2
Note that:
xuT¯i =
T¯i−1∑
s=1
AT¯i−s−1∗ B∗us, x
ssi
0 =
−1∑
s=−∞
A−s−1∗ B∗us
where, relying on the periodicity of us, we let us = us%ki+ki for negative s. So:
(w>At∗x
ssi
0 )
2 =
( −1∑
s=−∞
w>At−s−1∗ B∗us
)2
≤
−1∑
s=−∞
‖w>At−s−1∗ B∗us‖22
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≤
−1∑
s=−∞
‖w>PJ t−s−1‖22‖P−1B∗‖22‖us‖22
≤
−1∑
s=−∞
‖w>Pn(`):n(`)‖22‖J t−s−1` ‖22‖P−1B∗‖22‖us‖22
≤ ‖P‖22‖P−1‖22‖B∗‖22β(J`)2
−1∑
s=−∞
ρ¯(J`)
2t−2s−2‖us‖22
≤ ‖P‖22‖P−1‖22‖B∗‖22β(J`)2ρ¯(J`)2t
∞∑
j=0
ρ¯(J`)
2kij
ki−1∑
s=0
‖us‖22
≤ ‖P‖22‖P−1‖22‖B∗‖22β(J`)2kiγ2ρ¯(J`)2t
∞∑
j=0
ρ¯(J`)
2kij
= ‖P‖22‖P−1‖22‖B∗‖22β(J`)2kiγ2
ρ¯(J`)
2t
1− ρ¯(J`)2ki
Repeating this calculation:
(w>At∗x
u
T¯i
)2 =
T¯i−1∑
s=1
w>AT¯i+t−s−1∗ B∗us
2
≤ ‖P−1‖22‖B∗‖22
T¯i−1∑
s=1
‖w>PJ T¯i+t−s−1‖22‖us‖22
≤ ‖P−1‖22‖B∗‖22
T¯i−1∑
s=1
‖w>Pn(`):n(`)‖22‖J T¯i+t−s−1` ‖22‖us‖22
≤ ‖P−1‖22‖P‖22‖B∗‖22β(J`)2
T¯i−1∑
s=1
ρ¯(J`)
2T¯i+2t−2s−2‖us‖22
≤ ‖P−1‖22‖P‖22‖B∗‖22β(J`)2
i−1∑
j=0
Tj
kj
−1∑
z=0
ρ¯(J`)
2T¯i+2t−2T¯j−2kjz−2
kj∑
s=0
‖us‖22
≤ ‖P−1‖22‖P‖22‖B∗‖22β(J`)2γ2
i−1∑
j=0
Tj
kj
−1∑
z=0
kj ρ¯(J`)
2T¯i+2t−2T¯j−2kjz−2
= ‖P−1‖22‖P‖22‖B∗‖22β(J`)2γ2ρ¯(J`)2t
i−1∑
j=0
kj ρ¯(J`)
2T¯i−2T¯j+2kj−2Tj−2 1− ρ¯(J`)2Tj
1− ρ¯(J`)2kj
= ‖P−1‖22‖P‖22‖B∗‖22β(J`)2γ2
ρ¯(J`)
2t
1− ρ¯(J`)2k0
i−1∑
j=0
kj
≤ ‖P−1‖22‖P‖22‖B∗‖22β(J`)2γ2
ρ¯(J`)
2t
1− ρ¯(J`)2k0 ki
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where the last inequality follows since kj = 2kj−1. Therefore:
Ti∑
t=1
(w>At∗x
ssi
0 )
2 ≤
Ti∑
t=1
‖P‖22‖P−1‖22‖B∗‖22β(J`)2kiγ2
ρ¯(J`)
2t
1− ρ¯(J`)2ki
≤ ‖P‖
2
2‖P−1‖22‖B∗‖22β(J`)2γ2ki
(1− ρ¯(J`)2ki)(1− ρ¯(J`)2)
and:
Ti∑
t=1
(w>At∗x
u
T¯i
)2 ≤
Ti∑
t=1
‖P−1‖22‖P‖22‖B∗‖22β(J`)2γ2
ρ¯(J`)
2t
1− ρ¯(J`)2k0 ki
≤ ‖P
−1‖22‖P‖22‖B∗‖22β(J`)2γ2ki
(1− ρ¯(J`)2k0)(1− ρ¯(J`)2)
Finally, by Parseval’s Theorem:
Ti∑
t=1
(w>xssit )
2 =
Ti
k2i
∑
θ∈Ii
‖w>(ejθI −A∗)−1B∗U(ejθ)‖22
≤ Tiγ2 max
`∈Ii
‖w>(ejθ`I −A∗)−1‖22‖B∗‖22
Combining this, we have:
T∑
t=1
(w>xut )
2 ≤
i∑
j=0
(
2Tjγ
2 max
θ∈Ij
‖w>(ejθI −A∗)−1‖22‖B∗‖22 + 4
‖P−1‖22‖P‖22‖B∗‖22β(J`)2γ2kj
(1− ρ¯(J`)2kj )(1− ρ¯(J`)2)
+ 4
‖P−1‖22‖P‖22‖B∗‖22β(J`)2γ2kj
(1− ρ¯(J`)2k0)(1− ρ¯(J`)2)
)
≤ 2 max
θ∈[0,2pi]
γ2‖w>(ejθI −A∗)−1‖22‖B∗‖22
i∑
j=0
Tj +
i∑
j=0
8
‖P−1‖22‖P‖22‖B∗‖22β(J`)2γ2kj
(1− ρ¯(J`)2k0)(1− ρ¯(J`)2)
≤ 3Tiγ2 max
θ∈[0,2pi]
‖w>(ejθI −A∗)−1‖22‖B∗‖22 + 16
‖P−1‖22‖P‖22‖B∗‖22β(J`)2γ2ki
(1− ρ¯(J`)2k0)(1− ρ¯(J`)2)
E.4. Transients
Consider the response of a system to a deterministic, periodic, zero-mean input ut starting from
some initial state xu0 at t = 0 (here the mean is taken over a full period). We can break up the
response into the steady state response, xsst , and the transient response, x
tr
t : x
u
t = x
ss
t + x
tr
t .
Precisely, xsst is the response of the system if the input ut has been on for all time in the past and,
to attain the desired response, we can set:
xtrt =
{
xu0 − xsst for t ≤ 0
A∗xtrt−1 for t > 0
=
{
xu0 − xsst for t ≤ 0
At∗(xu0 − xss0 ) for t > 0
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With these definitions, we will have:
xut = x
tr
t + x
ss
t =
{
xu0 for t ≤ 0
xsst +A
t∗(xu0 − xss0 ) for t > 0
Assume that ρ(A∗) < 1, we will have that limt→∞ ‖xut − xsst ‖2 = 0.
Take k to be an integer multiple of the period of the input and note that, by linearity, k will also
be an integer multiple of the period of xsst .
Lemma E.10 Using the definitions above, let:
Tss(ζ, k, x
u
0) := max
{
1
2 log ρ¯(A∗)
log
(
kζ(1− ρ¯(A∗)2)
2‖xu0 − xss0 ‖22β(A∗)2
)
,
1
log ρ¯(A∗)
log
 kζ√1− ρ¯(A∗)2
4‖xu0 − xss0 ‖2β(A∗)
√
kw>Γ˜ukw

Then if T ′ ≥ Tss(ζ, k, xu0), we will have that:
1
k
∣∣∣∣∣
T ′+k−1∑
t=T ′
(w>xut )
2 − kw>Γ˜ukw
∣∣∣∣∣ ≤ ζ
Proof Note first that kw>Γ˜ukw =
∑k
t=1(w
>xsst )2. By what we have above:∣∣∣∣∣
T ′+k−1∑
t=T ′
(w>xut )
2 − kw>Γ˜ukw
∣∣∣∣∣
=
∣∣∣∣∣
T ′+k−1∑
t=T ′
(
w>xsst + w
>At∗(x
u
0 − xss0 )
)2 − kw>Γ˜ukw
∣∣∣∣∣
=
∣∣∣∣∣
T ′+k−1∑
t=T ′
(
w>xsst
)2
+
T ′+k−1∑
t=T ′
(
w>At∗(x
u
0 − xss0 )
)2
+ 2
T ′+k−1∑
t=T ′
(
w>xsst
)(
w>At∗(x
u
0 − xss0 )
)
− kw>Γ˜ukw
∣∣∣∣∣
=
∣∣∣∣∣
T ′+k−1∑
t=T ′
(
w>At∗(x
u
0 − xss0 )
)2
+ 2
T ′+k−1∑
t=T ′
(
w>xsst
)(
w>At∗(x
u
0 − xss0 )
)∣∣∣∣∣
≤
T ′+k−1∑
t=T ′
(
w>At∗(x
u
0 − xss0 )
)2
+ 2
√√√√T ′+k−1∑
t=T ′
(w>xsst )
2
√√√√T ′+k−1∑
t=T ′
(w>At∗(xu0 − xss0 ))2
=
T ′+k−1∑
t=T ′
(
w>At∗(x
u
0 − xss0 )
)2
+ 2
√
kw>Γ˜ukw
√√√√T ′+k−1∑
t=T ′
(w>At∗(xu0 − xss0 ))2
≤ ‖xu0 − xss0 ‖22
T ′+k−1∑
t=T ′
‖At∗‖22 + 2‖xu0 − xss0 ‖2
√
kw>Γ˜ukw
√√√√T ′+k−1∑
t=T ′
‖At∗‖22
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≤ ‖xu0 − xss0 ‖22β(A∗)2ρ¯(A∗)2T
′
k−1∑
t=0
ρ¯(A∗)2t + 2‖xu0 − xss0 ‖2β(A∗)ρ¯(A∗)T
′
√
kw>Γ˜ukw
√√√√k−1∑
t=0
ρ¯(A∗)2t
≤ ‖x
u
0 − xss0 ‖22β(A∗)2ρ¯(A∗)2T
′
1− ρ¯(A∗)2 +
2‖xu0 − xss0 ‖2β(A∗)
√
kw>Γ˜ukwρ¯(A∗)
T ′√
1− ρ¯(A∗)2
(a)
≤ kζ
2
+
kζ
2
= kζ
where (a) holds by our assumption on T ′.
Corollary E.11 Under the same assumptions as Lemma E.10, we will have that:
1
k
∣∣∣∣∣
T ′+k−1∑
t=T ′
(w>xut − w>x¯u)2 − kw>Γ˜ukw
∣∣∣∣∣ ≤ ζ
where:
x¯u =
1
k
T ′+k−1∑
t=T ′
xut
Proof As before, we have:∣∣∣∣∣
T ′+k−1∑
t=T ′
(w>xut − w>x¯u)2 − kw>Γ˜ukw
∣∣∣∣∣
≤
T ′+k−1∑
t=T ′
(
w>At∗(x
u
0 − xss0 )− w>x¯u
)2
+ 2
√
kw>Γ˜ukw
√√√√T ′+k−1∑
t=T ′
(w>At∗(xu0 − xss0 )− w>x¯u)2
Since, by assumption ut is zero-mean, it follows that xsst is zero-mean. Thus, the only non-zero
mean component of xut is that due to the transient so:
1
k
T ′+k−1∑
t=T ′
w>At∗(x
u
0 − xss0 ) = w>x¯u
from which it follows that w>At∗(xu0 − xss0 )−w>x¯u is a zero-mean signal. Denoting Xtr(ejθ) the
DFT of xtrt over t = T
′, ..., T ′ + k − 1, by Parseval’s Theorem, we will have that:
T ′+k−1∑
t=T ′
(
w>At∗(x
u
0 − xss0 )− w>x¯u
)2
=
k−1∑
`=1
wHXtr(ej
2pi`
k )Xtr(ej
2pi`
k )
H
w
where, crucially, sincew>At∗(xu0−xss0 )−w>x¯u is zero-mean, we only sum over frequencies starting
at θ = 2pik (that is, we do not sum over the DC component). Thus:
T ′+k−1∑
t=T ′
(
w>At∗(x
u
0 − xss0 )− w>x¯u
)2
=
k−1∑
`=1
wHXtr(ej
2pi`
k )Xtr(ej
2pi`
k )
H
w
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≤
k−1∑
`=0
wHXtr(ej
2pi`
k )Xtr(ej
2pi`
k )
H
w
=
T ′+k−1∑
t=T ′
(
w>At∗(x
u
0 − xss0 )
)2
Thus:
T ′+k−1∑
t=T ′
(
w>At∗(x
u
0 − xss0 )− w>x¯u
)2
+ 2
√
kw>Γ˜ukw
√√√√T ′+k−1∑
t=T ′
(w>At∗(xu0 − xss0 )− w>x¯u)2
≤
T ′+k−1∑
t=T ′
(
w>At∗(x
u
0 − xss0 )
)2
+ 2
√
kw>Γ˜ukw
√√√√T ′+k−1∑
t=T ′
(w>At∗(xu0 − xss0 ))2
≤ kζ
where the last inequality follows since we have assumed Lemma E.10 holds.
Lemma E.12 Assume that the input ut satisfies, for some k and any s ≥ 0:
1
k
k∑
t=1
u>s+tus+t ≤ γ2
then:
‖X(ejθ)−G(ejθ)U(ejθ)‖2 ≤ 2‖G(e
jθ)‖‖B∗‖2β(A∗)kγ
1− ρ¯(A∗)k
where X(ejθ) denotes the response of the noiseless system running for T steps when the input
U(ejθ) is applied.
Proof Note that:
X(ejθ) =
T−1∑
t=0
e−jθtxt =
T−1∑
t=0
t−1∑
s=0
At−s−1∗ e
−jθtB∗us
=
T−1∑
s=0
T−s−1∑
t=0
e−jθ(t+s+1)At∗B∗us =
T−1∑
s=0
(
T−s−1∑
t=0
e−jθ(t+1)At∗
)
e−jθsB∗us
and:
G(ejθ) = (ejθI −A∗)−1B∗ =
∞∑
s=0
e−jθ(s+1)As∗B∗, U(e
jθ) =
T−1∑
t=0
e−jθtut
Thus:
‖X(ejθ)−G(ejθ)U(ejθ)‖2 =
∥∥∥∥∥
T−1∑
s=0
(
T−s−1∑
t=0
e−jθ(t+1)At∗
)
e−jθsB∗us −
T−1∑
s=0
( ∞∑
t=0
e−jθ(t+1)At∗
)
e−jθsB∗us
∥∥∥∥∥
2
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=
∥∥∥∥∥
T−1∑
s=0
( ∞∑
t=T−s
e−jθ(t+1)At∗
)
e−jθsB∗us
∥∥∥∥∥
2
=
∥∥∥∥∥
T−1∑
s=0
(
e−jθ(T−s)AT−s∗
∞∑
t=0
e−jθ(t+1)At∗
)
e−jθsB∗us
∥∥∥∥∥
2
=
∥∥∥∥∥
T−1∑
s=0
(
e−jθ(T−s)AT−s∗ G(e
jθ)
)
e−jθsus
∥∥∥∥∥
2
=
∥∥∥∥∥e−jθT
T−1∑
s=0
AT−s∗ G(e
jθ)us
∥∥∥∥∥
2
≤ ‖G(ejθ)‖2
T−1∑
s=0
‖AT−s∗ ‖2‖us‖2
≤ ‖G(ejθ)‖2β(A∗)
T−1∑
s=0
ρ¯(A∗)T−s‖us‖2
≤ 2‖G(e
jθ)‖2β(A∗)kγ
1− ρ¯(A∗)k
where the last inequality follows from the proof of Lemma D.7.
Appendix F. Optimal Design Perturbation Bounds
Throughout this section we assume we are running Algorithm 1 and that T is the elapsed time after
i epochs. We will let k = ki to simplify expressions. We will also often simplify notation by writing
θi :=
2pii
k and Ui := U(e
j 2pii
k ).
Let:
Hk(A,B,U, I) :=
∑
i∈I
(ej2pii/kI −A)−1BU(ej2pii/k)U(ej2pii/k)HBH(ej2pii/kI −A)−H
where I ⊆ [k].
Formally, for some k, the optimization problem we wish to solve is:
OptInputk(A,B, γ
2, I, {xt}Tt=1) :=
maxu1,...,uk∈Rp λmin
(
2T+T0
k2
Hk(A,B,U, I) +
∑T
t=1 xtx
>
t
)
s.t.
∑k
`=1 U(e
j2pi`/k)HU(ej2pi`/k) ≤ k2γ2,
U(ej2pi`/k) = 0,∀` 6∈ I, ∑kt=1 ut = 0
where γ2 is simply some value constraining the power of our input signal and U(ej2pi`/k) denotes
the DFT of u1, ..., uk, the time domain signal. Note that the normalization 2T+T0k2 of
∑T
t=1 xtx
>
t is
due to the fact that, by Parseval’s Theorem:
Ti∑
t=1
xut x
u
t
> =
Ti
k
1
k
k∑
i=1
Xu(ej2pii/k)Xu(ej2pii/k)H
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assuming that ut has period k and that we are in steady state. Further, by the update rule of Algo-
rithm 1, T =
∑i−1
`=0 3
iT0 =
1
2(3
i − 1)T0 = 12Ti − 12T0 so Ti = 2T + T0, which is the expected
amount of time we will play these inputs for.
It is worth noting that the constraint
∑k
`=1 U(e
j2pi`/k)HU(ej2pi`/k) ≤ k2γ2 is equivalent, by
Parseval’s Theorem, to the constraint:
1
k
k∑
t=1
u>t ut ≤ γ2
We will denote the optimal set of inputs on the true system as u∗ and the optimal set of inputs
on the estimated system as uˆ (that is, uˆ is the solution to OptInputk(Aˆ, B∗, γ2, I, {xt}Tt=1)).
Our main perturbation result is as follows.
Theorem F.1 (Full version of Theorem 4.1) Assuming that ‖A∗ − Aˆ‖2 ≤ , then we will have
that:∣∣∣∣∣λmin
(
1
k2
Hk(A∗, B∗, U∗, I) + 1
2T + T0
T∑
t=1
xtx
>
t
)
− λmin
(
1
k2
Hk(A∗, B∗, Uˆ , I) + 1
2T + T0
T∑
t=1
xtx
>
t
)∣∣∣∣∣
≤ max
U∈Uγ2
w∈M(A∗,Aˆ,{xt}Tt=1,I)
2
k2
L(A∗, B∗, U, , I, w)
where {xt}Tt=1 is generated from a system with parameterA∗,U∗ is the solution to OptInputk(A∗, B∗, γ2, I, {xt}Tt=1),
Uˆ is the solution to OptInputk(Aˆ, B∗, γ2, I, {xt}Tt=1), and:
M(A∗, Aˆ, {xt}Tt=1, I) :=
{
w ∈ Sd−1 : k
2
2T + T0
T∑
t=1
(w>xt)2
≤ min
w′∈Sd−1
γ2 max
i∈I
max{‖w′>(ejθiI −A∗)−1B∗‖22, ‖w′>(ejθiI − Aˆ)−1B∗‖22}+
k2
2T + T0
T∑
t=1
(w′>xt)2
}
L(A∗, B∗, U, , I, w)
:= max
δ∈[0,],∆∈Rd×d
‖∆‖2=1
2
∣∣∣∣∣∑
i∈I
w>(ejθiI −A∗ − δ∆)−1∆(ejθiI −A∗ − δ∆)−1B∗UiUHi BH∗ (ejθiI −A∗ − δ∆)−Hw
∣∣∣∣∣
Remark F.2 As we will show in the proof of Theorem F.1, the setM(A∗, Aˆ, {xt}Tt=1, I) is guaran-
teed to contain the eigenvectors of 2T+T0
k2
Hk(Aˆ, B∗, U∗, I)+
∑T
t=1 xtx
>
t and
2T+T0
k2
Hk(A∗, B∗, Uˆ , I)+∑T
t=1 xtx
>
t corresponding to their minimum eigenvalues. Restricting to a max over this set is suffi-
cient to bound the difference in the minimum eigenvalues and avoids computingL(A∗, B∗, U, , I, w)
for the worst case w—the w corresponding to the most easily excited directions.
The max of L(A∗, B∗, U, , I, w) over all w ∈ Sd−1 will scale roughly as maxi∈I ‖(ejθiI −
A∗)‖32. However, in some situations, as we show in Corollary 3.1, the max overM(A∗, Aˆ, {xt}Tt=1, I)
will scale only as maxi∈I ‖(ejθiI−A∗)‖22. The reason for this is that, assuming a large enough gap
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between the largest and smallest eigenvalues of A∗,M(A∗, Aˆ, {xt}Tt=1, I) will not include vectors
corresponding to the subspace spanned by the eigenvectors corresponding to the largest eigenval-
ues, as these will be sufficiently excited by noise to make
∑T
t=1(w
>xt)2 large. In that case one can
show that for all w ∈M(A∗, Aˆ, {xt}Tt=1, I), ‖(ejθiI −A∗)−Hw‖2 = O(‖(ejθiI −A∗)−1‖1/22 ).
F.1. Proof of Theorem 4.1 and Theorem F.1
Proof Throughout, to shorten notation, let ξ = 2T+T0
k2
. Note that:∣∣∣∣∣λmin
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
− λmin
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)∣∣∣∣∣
=
∣∣∣∣∣wA∗,U∗>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗ − wA∗,Uˆ>
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
∣∣∣∣∣
where wA∗,U∗ , wA∗,Uˆ are the eigenvectors corresponding to the minimum eigenvalues of the ma-
trices ξHk(A∗, B∗, U∗, I) +
∑T
t=1 xtx
>
t and ξHk(A∗, B∗, Uˆ , I) +
∑T
t=1 xtx
>
t , respectively. We
wish to show that:∣∣∣∣∣wA∗,U∗>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗ − wA∗,Uˆ>
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
∣∣∣∣∣ ≤ δ
for some choice of δ. To show this, we will first show that:∣∣∣∣∣wA∗,U∗>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗ − min
w∈Sd−1
w>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
w
∣∣∣∣∣ ≤ δ′
Denote wAˆ,Uˆ the solution of the above minimization. Denote also wAˆ,U∗ the eigenvector corre-
sponding to the minimum eigenvalue of ξHk(Aˆ, B∗, U∗, I) +
∑T
t=1 xtx
>
t . Then if for all U ∈ Uγ2 :∣∣∣∣∣wA∗,Uˆ>
(
ξHk(Aˆ, B∗, U, I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ − wA∗,Uˆ>
(
ξHk(A∗, B∗, U, I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
∣∣∣∣∣ ≤ δ′
(29)
and:∣∣∣∣∣wAˆ,U∗>
(
ξHk(Aˆ, B∗, U, I) +
T∑
t=1
xtx
>
t
)
wAˆ,U∗ − wAˆ,U∗>
(
ξHk(A∗, B∗, U, I) +
T∑
t=1
xtx
>
t
)
wAˆ,U∗
∣∣∣∣∣ ≤ δ′
(30)
the above will follow. To see this, assume that:
wAˆ,Uˆ
>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wAˆ,Uˆ−δ′ > wA∗,U∗>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗
then:
wAˆ,Uˆ
>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wAˆ,Uˆ − δ′
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> wA∗,U∗
>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗
(a)
≥ wA∗,Uˆ>
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
(b)
≥ wA∗,Uˆ>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ − δ′
(c)
≥ wAˆ,Uˆ>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wAˆ,Uˆ − δ′
where (a) follows by optimality of U∗, (b) follows by our assumption (29), and (c) follows since
wAˆ,Uˆ corresponds to the minimum eigenvalue of ξHk(Aˆ, B∗, Uˆ , I) +
∑T
t=1 xtx
>
t . This is clearly a
contradiction, which implies that:
wAˆ,Uˆ
>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wAˆ,Uˆ−δ′ ≤ wA∗,U∗>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗
We can repeat this argument identically in the opposite direction:
wA∗,U∗
>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗ − δ′
> wAˆ,Uˆ
>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wAˆ,Uˆ
≥ wAˆ,U∗>
(
ξHk(Aˆ, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wAˆ,U∗
≥ wAˆ,U∗>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wAˆ,U∗ − δ′
≥ wA∗,U∗>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗ − δ′
which is another contradiction. Combining these, it follows then that:∣∣∣∣∣wA∗,U∗>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗ − wAˆ,Uˆ>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wAˆ,Uˆ
∣∣∣∣∣ ≤ δ′
(31)
We now return to bounding the difference assuming (29) and (30) hold:∣∣∣∣∣λmin
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
− λmin
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)∣∣∣∣∣
=
∣∣∣∣∣wA∗,U∗>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗ − wA∗,Uˆ>
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
∣∣∣∣∣
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First, assume that:
wA∗,U∗
>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗ ≥ wA∗,Uˆ>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
then:∣∣∣∣∣wA∗,U∗>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗ − wA∗,Uˆ>
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
∣∣∣∣∣
≤
∣∣∣∣∣wA∗,U∗>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗ − wA∗,Uˆ>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
∣∣∣∣∣
+
∣∣∣∣∣wA∗,Uˆ>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ − wA∗,Uˆ>
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
∣∣∣∣∣
≤
∣∣∣∣∣wA∗,U∗>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗ − wAˆ,Uˆ>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wAˆ,Uˆ
∣∣∣∣∣
+
∣∣∣∣∣wA∗,Uˆ>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ − wA∗,Uˆ>
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
∣∣∣∣∣
≤ 2δ′
where the final inequality follows by (29) and (31). Assume instead that:
wA∗,U∗
>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗ < wA∗,Uˆ
>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
then:∣∣∣∣∣wA∗,U∗>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗ − wA∗,Uˆ>
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
∣∣∣∣∣
≤
∣∣∣∣∣wA∗,U∗>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗ − wAˆ,Uˆ>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wAˆ,Uˆ
∣∣∣∣∣
+
∣∣∣∣∣wAˆ,Uˆ>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wAˆ,Uˆ − wA∗,Uˆ>
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
∣∣∣∣∣
≤ δ′ +
∣∣∣∣∣wAˆ,Uˆ>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wAˆ,Uˆ − wA∗,Uˆ>
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
∣∣∣∣∣
where the final equality follows by (31). If we assume that:
wAˆ,Uˆ
>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wAˆ,Uˆ ≥ wA∗,Uˆ>
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
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then:∣∣∣∣∣wAˆ,Uˆ>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wAˆ,Uˆ − wA∗,Uˆ>
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
∣∣∣∣∣
≤
∣∣∣∣∣wA∗,Uˆ>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ − wA∗,Uˆ>
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
∣∣∣∣∣
≤ δ′
where the final equality follows by (29). Otherwise:∣∣∣∣∣wAˆ,Uˆ>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wAˆ,Uˆ − wA∗,Uˆ>
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wA∗,Uˆ
∣∣∣∣∣
≤
∣∣∣∣∣wAˆ,Uˆ>
(
ξHk(Aˆ, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)
wAˆ,Uˆ − wA∗,U∗>
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
wA∗,U∗
∣∣∣∣∣
≤ δ′
where the first inequality holds since U∗ are the optimal inputs and the final equality follows by
(31). Combining these, we conclude that:∣∣∣∣∣λmin
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
− λmin
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)∣∣∣∣∣ ≤ 2δ′
To get a bound of the form:∣∣∣∣∣w>
(
ξHk(A∗, B∗, U, I) +
T∑
t=1
xtx
>
t
)
w − w>
(
ξHk(Aˆ, B∗, U, I) +
T∑
t=1
xtx
>
t
)
w
∣∣∣∣∣ ≤ δ′
and guarantee (29) and (30) hold we can apply Lemma F.7 which states that:∣∣∣∣∣w>
(
ξHk(A∗, B∗, U, I) +
T∑
t=1
xtx
>
t
)
w − w>
(
ξHk(Aˆ, B∗, U, I) +
T∑
t=1
xtx
>
t
)
w
∣∣∣∣∣ ≤ ξL(A∗, B∗, U, , I, w)
We want to guarantee that such a condition holds for wAˆ,U∗ and wA∗,Uˆ . In practice we cannot
determine what these are exactly since this requires knowledge of A∗. Thus, instead, we will find a
setM(A∗, Aˆ, {xt}Tt=1, I) which is guaranteed to contain them. Setting:
M(A∗, Aˆ, {xt}Tt=1, I) :=
{
w ∈ Sd−1 :
T∑
t=1
(w>xt)2 ≤ min
w′∈Sd−1
T∑
t=1
(w′>xt)2
+ (2T + T0)γ
2 max
i∈I
max{‖w′>(ejθiI −A∗)−1B∗‖22, ‖w′>(ejθiI − Aˆ)−1B∗‖22}
}
this will be satisfied. To see why, note that
min
w′∈Sd−1
(2T + T0)γ
2 max
i∈I
max{‖(ejθiI −A∗)−1B∗‖22, ‖(ejθiI − Aˆ)−1B∗‖22}+
T∑
t=1
(w′>xt)2
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upper bounds
λmin
(
ξHk(A∗, B∗, U, I) +
T∑
t=1
xtx
>
t
)
and
λmin
(
ξHk(Aˆ, B∗, U, I) +
T∑
t=1
xtx
>
t
)
for all U ∈ Uγ2 , so if
T∑
t=1
(w>xt)2 > min
w′∈Sd−1
(2T+T0)γ
2 max
i∈I
max{‖(ejθiI−A∗)−1B∗‖22, ‖(ejθiI−Aˆ)−1B∗‖22}+
T∑
t=1
(w′>xt)2
then w cannot possibly correspond to the minimum eigenvalue of either
ξHk(A∗, B∗, U, I) +
T∑
t=1
xtx
>
t
or
ξHk(Aˆ, B∗, U, I) +
T∑
t=1
xtx
>
t
Thus, to conclude, we will have that:∣∣∣∣∣λmin
(
ξHk(A∗, B∗, U∗, I) +
T∑
t=1
xtx
>
t
)
− λmin
(
ξHk(A∗, B∗, Uˆ , I) +
T∑
t=1
xtx
>
t
)∣∣∣∣∣
≤ max
U∈Uγ2
w∈M(A∗,Aˆ,{xt}Tt=1,I)
2ξL(A∗, B∗, U, , I, w)
F.2. Perturbation Lemmas
Corollary F.3 Assuming that ‖A∗−Aˆ‖2 ≤  and that the largest Jordan block ofA∗ has dimension
q, we will have that, for small enough :∣∣∣∣λmin(2T + T0k2 Hk(A∗, B∗, U∗, I) +M
)
− λmin
(
2T + T0
k2
Hk(A∗, B∗, Uˆ , I) +M
)∣∣∣∣
≤ max
U∈Uγ2 ,w∈Sd−1
2
(
2T + T0
k2
)
L(A∗, B∗, U, , I, w) + ‖M − Mˆ‖2
where here U∗ is the solution to OptInputk
(
A∗, B∗, γ2, I,M
)
and Uˆ is the solution to
OptInputk
(
Aˆ, B∗, γ2, I, Mˆ
)
.
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Proof The proof of this result follows identically the proof of Theorem F.1 except now instead of
showing:∣∣∣∣∣w>
(
2T + T0
k2
Hk(A∗, B∗, U, I) +
T∑
t=1
xtx
>
t
)
w − w>
(
2T + T0
k2
Hk(Aˆ, B∗, U, I) +
T∑
t=1
xtx
>
t
)
w
∣∣∣∣∣ ≤ δ′
we must show:∣∣∣∣w>(2T + T0k2 Hk(A∗, B∗, U, I) +M
)
w − w>
(
2T + T0
k2
Hk(Aˆ, B∗, U, I) + Mˆ
)
w
∣∣∣∣ ≤ δ′
for some δ′. Note that:∣∣∣∣w>(2T + T0k2 Hk(A∗, B∗, U, I) +M
)
w − w>
(
2T + T0
k2
Hk(Aˆ, B∗, U, I) + Mˆ
)
w
∣∣∣∣
≤ 2T + T0
k2
∣∣∣w>Hk(A∗, B∗, U, I)w − w>Hk(Aˆ, B∗, U, I)w∣∣∣+ ∥∥∥M − Mˆ∥∥∥
2
By Lemma F.7 we can upper bound:∣∣∣w>Hk(A∗, B∗, U, I)w − w>Hk(Aˆ, B∗, U, I)w∣∣∣ ≤ L(A∗, B∗, U, , I, w)
Given this, the rest of the proof of Theorem F.1 follows identically now.
It is not clear in general how large L(A∗, B∗, U, , I, w) is and how it scales with . The follow-
ing lemma provides an interpretable upper bound on L(A∗, B∗, U, , I, w) when  is small enough.
Lemma F.4 Assume that U has period k. Then as long as:
 ≤ 1
maxi∈I a‖(ejθiI −A∗)−1‖2
for some a > 1, then:
max
w∈M,U∈Uγ2
L(A∗, B∗, U, , I, w)
= max
w∈M,U∈Uγ2
δ′∈[0,],‖∆‖2=1
2
∣∣∣∣∣∑
i∈I
w>(ejθiI −A∗ − δ′∆)−1∆(ejθiI −A∗ − δ′∆)−1B∗UiUHi BH∗ (ejθiI −A∗ − δ′∆)−Hw
∣∣∣∣∣
≤ max
w∈M,i∈I
2
(
a
a− 1
)3
k2γ2‖w>(ejθiI −A∗)−1‖22
‖(ejθiI −A∗)−1B∗‖22
‖(ejθiI −A∗)−1‖2
Proof
max
w∈M,U∈Uγ2
δ′∈[0,],‖∆‖2=1
∣∣∣∣∣∑
i∈I
w>(ejθiI −A∗ − δ′∆)−1∆(ejθiI −A∗ − δ′∆)−1B∗UiUHi BH∗ (ejθiI −A∗ − δ′∆)−Hw
∣∣∣∣∣
≤ max
w∈M,U∈Uγ2
δ′∈[0,],‖∆‖2=1
∑
i∈I
‖w>(ejθiI −A∗ − δ′∆)−1‖2‖(ejθiI −A∗ − δ′∆)−1B∗UiUHi BH∗ (ejθiI −A∗ − δ′∆)−Hw‖2
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≤ max
w∈M,U∈Uγ2
δ′∈[0,],‖∆‖2=1
(
max
i∈I
‖w>(ejθiI −A∗ − δ′∆)−1‖2‖(ejθiI −A∗ − δ′∆)−1B∗‖2‖BH∗ (ejθiI −A∗ − δ′∆)−Hw‖2
)
·
∑
i∈I
UHi Ui
≤ max
w∈M,i∈I
δ′∈[0,],‖∆‖2=1
k2γ2‖w>(ejθiI −A∗ − δ′∆)−1‖2‖(ejθiI −A∗ − δ′∆)−1B∗‖2‖BH∗ (ejθiI −A∗ − δ′∆)−Hw‖2
where the final inequality holds since, by Parseval’s Theorem:
1
T
T∑
t=1
u>t ut =
1
T
T
k
1
k
k∑
i=1
UHi Ui
so:
1
T
T∑
t=1
u>t ut ≤ γ2 =⇒
k∑
i=1
UHi Ui ≤ k2γ2
By Lemma F.8 and our condition on  we have that:
(ejθiI −A∗ − δ∆)−1 =
∞∑
s=0
(ejθiI −A∗)−1(δ∆(ejθiI −A∗)−1)s
Thus:
max
w∈M,δ′∈[0,]
‖∆‖2=1,i∈I
k2γ2‖w>(ejθiI −A∗ − δ′∆)−1‖2‖(ejθiI −A∗ − δ′∆)−1B∗‖2‖BH∗ (ejθiI −A∗ − δ′∆)−Hw‖2
= max
w∈M,δ′∈[0,]
‖∆‖2=1,i∈I
k2γ2
∥∥∥∥∥w>(ejθiI −A∗)−1
∞∑
s=0
(δ′∆(ejθiI −A∗)−1)s
∥∥∥∥∥
2
·
∥∥∥∥∥(ejθiI −A∗)−1
∞∑
s=0
(δ′∆(ejθiI −A∗)−1)sB∗
∥∥∥∥∥
2
·
∥∥∥∥∥w>(ejθiI −A∗)−1
∞∑
s=0
(δ′∆(ejθiI −A∗)−1)sB∗
∥∥∥∥∥
2
≤ max
w∈M,δ′∈[0,]
‖∆‖2=1,i∈I
k2γ2
(
‖w>(ejθiI −A∗)−1‖2
∞∑
s=0
‖(δ′∆(ejθiI −A∗)−1)s‖2
)
·
(
‖(ejθiI −A∗)−1‖2
∞∑
s=0
‖(δ′∆(ejθiI −A∗)−1)sB∗‖2
)
·
(
‖w>(ejθiI −A∗)−1‖2
∞∑
s=0
‖(δ′∆(ejθiI −A∗)−1)sB∗‖2
)
≤ max
w∈M,i∈I
k2γ2
(
‖w>(ejθiI −A∗)−1‖2
∞∑
s=0
s‖(ejθiI −A∗)−1‖s2
)
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·
(
‖(ejθiI −A∗)−1‖2
∞∑
s=0
s‖(ejθiI −A∗)−1‖s−12 ‖(ejθiI −A∗)−1B∗‖2
)
·
(
‖w>(ejθiI −A∗)−1‖2
∞∑
s=0
s‖(ejθiI −A∗)−1‖s−12 ‖(ejθiI −A∗)−1B∗‖2
)
If:
 ≤ 1
maxi∈I a‖(ejθiI −A∗)−1‖2
then this can be upper bounded as:
≤ max
w∈M,i∈I
k2γ2
(
‖w>(ejθiI −A∗)−1‖2
∞∑
s=0
1
as
)
·
(
‖(ejθiI −A∗)−1B∗‖2
∞∑
s=0
1
as
)
·
(
‖w>(ejθiI −A∗)−1‖2 ‖(e
jθiI −A∗)−1B∗‖2
‖(ejθiI −A∗)−1‖2
∞∑
s=0
1
as
)
≤ max
w∈M,i∈I
(
a
a− 1
)3
k2γ2‖w>(ejθiI −A∗)−1‖22
‖(ejθiI −A∗)−1B∗‖22
‖(ejθiI −A∗)−1‖2
To get deterministic bounds on the algorithm performance, it is helpful to deterministically
upper boundM(A∗, Aˆ, {xt}Tt=1). The following lemma provides such a bound.
Lemma F.5 Assume that A∗ = PJP−1 is the Jordan decomposition of A∗, let J` denote the `th
Jordan block, and assume A∗ has r Jordan blocks. On the event that:
T∑
t=1
xtx
>
t  cTΓηk
and:
T∑
t=1
(w′>xt)2 ≤ 4
T∑
t=1
(w′>xut )
2 + 4T
(
1 + log
2
δ
)
w′>
(
σ2ΓT + σ
2
uΓ
B∗
T
)
w′
for some w′ to be specified, and if:
 ≤ 1
maxi∈I 2‖(ejθiI −A∗)−1‖2
then:
M(A∗, Aˆ, {xt}Tt=1, I) ⊆ M¯k(A∗, B∗, δ, γ2)
and:
M(Aˆ, {xt}Tt=1) ⊆ M¯k(A∗, B∗, δ, γ2)
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where:
M¯k(A∗, B∗, δ, γ2) :=
{
w ∈ Sd−1 : T
2T + T0
w>Γηkw ≤ min
`∈[r]
max
θ∈[0,2pi]
6γ2‖P−1‖22‖P‖22‖(ejθI − J`)−1‖22‖B∗‖22
+ 2
(
1 + log
2
δ
)(‖P−1‖22‖P‖22β(J`)2(σ2 + σ2u‖B∗‖22)
1− ρ¯(J`)2
)
+ 16
‖P−1‖22‖P‖22‖B∗‖22β(J`)2γ2
(1− ρ¯(J`)2k0)(1− ρ¯(J`)2)
}
and here k is the frequency discretization at the epoch with end-time T .
Proof By definition:
M(A∗, Aˆ, {xt}Tt=1, I)
:=
{
w ∈ Sd−1 : k
2
2T + T0
T∑
t=1
(w>xt)2 ≤ min
w′∈Sd−1
k2
2T + T0
T∑
t=1
(w′>xt)2
+ k2γ2 max
i∈I
max{‖w′>(ejθiI −A∗)−1B∗‖22, ‖w′>(ejθiI − Aˆ)−1B∗‖22}
}
=
{
w ∈ Sd−1 : 1
2T + T0
T∑
t=1
(w>xt)2 ≤ min
w′∈Sd−1
1
2T + T0
T∑
t=1
(w′>xt)2
+ γ2 max
i∈I
max{‖w′>(ejθiI −A∗)−1B∗‖22, ‖w′>(ejθiI − Aˆ)−1B∗‖22}
}
By Lemma F.8 and our condition on , we have that:
max
i∈I
‖w′>(ejθiI − Aˆ)−1B∗‖2 = max
i∈I
∥∥∥∥∥w′>
∞∑
s=0
(ejθiI −A∗)−1(δ∆(ejθiI −A∗)−1)sB∗
∥∥∥∥∥
2
≤ max
i∈I
‖w′>(ejθiI −A∗)−1‖2
∞∑
s=0
s‖(ejθiI −A∗)−1‖s2‖B∗‖2
≤ max
i∈I
‖w′>(ejθiI −A∗)−1‖2‖B∗‖2
∞∑
s=0
1
2s
= max
i∈I
2‖w′>(ejθiI −A∗)−1‖2‖B∗‖2
By assumption:
T∑
t=1
(w′>xt)2 ≤ 4
T∑
t=1
(w′>xut )
2 + 4T
(
1 + log
2
δ
)
w′>
(
σ2ΓT + σ
2
uΓ
B∗
T
)
w′
Lemma E.9 implies that, assuming we choose w′ such that
∥∥∥w′>Pn(j):n(j)∥∥∥
2
= 0 for j 6= ` and that
T chosen such that it is within epoch i:
T∑
t=1
(w′>xut )
2 ≤ 3Tiγ2 max
θ∈[0,2pi]
‖w′>(ejθI −A∗)−1‖22‖B∗‖22 + 16
‖P−1‖22‖P‖22‖B∗‖22β(J`)2γ2ki
(1− ρ¯(J`)2k0)(1− ρ¯(J`)2)
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Following the computation from Lemma F.11 and noting that:
‖w′>(ejθI −A∗)−1‖22 ≤ ‖P−1‖22‖w′>P (ejθI − J)−1‖22
and that the inverse of a block diagonal matrix is equal to the matrix formed from each of the blocks
inverted individually, we then have that:
max
θ∈[0,2pi]
‖w′>(ejθI −A∗)−1‖22 ≤ ‖P−1‖22‖P‖22 max
θ∈[0,2pi]
‖(ejθI − J`)−1‖22
In addition, Lemma F.11, gives that:
w′>ΓTw′ =
T−1∑
s=0
‖w′>As∗‖22
≤ ‖P−1‖22‖P‖22β(J`)2
T−1∑
s=0
ρ¯(J`)
2s
≤ ‖P
−1‖22‖P‖22β(J`)2
1− ρ¯(J`)2
and a similar calculation holds for w′>ΓB∗T w
′.
Combining everything gives:
min
w′∈Sd−1
γ2 max
i∈I
max{‖w′>(ejθiI −A∗)−1B∗‖22, ‖w′>(ejθiI − Aˆ)−1B∗‖22}+
1
2T + T0
T∑
t=1
(w′>xt)2
(a)
≤ min
`∈[r]
max
i∈I
3γ2‖P−1‖22‖w′>P (ejθI − J)−1‖22‖B∗‖22
+ 4
1
2T + T0
T
(
1 + log
2
δ
)(‖P−1‖22‖P‖22β(J`)2(σ2 + σ2u‖B∗‖22)
1− ρ¯(J`)2
)
+ 3γ2 max
θ∈[0,2pi]
‖w′>(ejθI −A∗)−1‖22‖B∗‖22 + 16
1
Ti
‖P−1‖22‖P‖22‖B∗‖22β(J`)2γ2ki
(1− ρ¯(J`)2k0)(1− ρ¯(J`)2)
≤ min
`∈[r]
max
θ∈[0,2pi]
6γ2‖P−1‖22‖w′>P (ejθI − J)−1‖22‖B∗‖22
+ 2
(
1 + log
2
δ
)(‖P−1‖22‖P‖22β(J`)2(σ2 + σ2u‖B∗‖22)
1− ρ¯(J`)2
)
+ 16
1
Ti
‖P−1‖22‖P‖22‖B∗‖22β(J`)2γ2ki
(1− ρ¯(J`)2k0)(1− ρ¯(J`)2)
≤ min
`∈[r]
max
θ∈[0,2pi]
6γ2‖P−1‖22‖P‖22‖(ejθI − J`)−1‖22‖B∗‖22
+ 2
(
1 + log
2
δ
)(‖P−1‖22‖P‖22β(J`)2(σ2 + σ2u‖B∗‖22)
1− ρ¯(J`)2
)
+ 16
‖P−1‖22‖P‖22‖B∗‖22β(J`)2γ2
(1− ρ¯(J`)2k0)(1− ρ¯(J`)2)
Assume that β(Jk)ρ¯(Jk) ≤ β(Ji)ρ¯(Ji) for all i 6= k, and letw′ be some vector such that
∥∥∥w′>Pn(i):n(i)∥∥∥
2
=
0 for i 6= k. Note that (a) will also upper bound:
min
w′∈Sd−1
4
3
γ2 max
i∈I
‖w′>(ejθiI − Aˆ)−1B∗‖22 +
1
2T + T0
T∑
t=1
(w′>xt)2
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the upper bound in the membership condition ofM(Aˆ, {xt}Tt=1).
Finally, given our assumption that
∑T
t=1 xtx
>
t  cTΓηk, we will have that:
T∑
t=1
(w>xt)2 ≥ cTw>Γηkw
and the result follows.
Finally, for Theorem 2.2, it is necessary to quantify how close Γt(A∗) is to Γt(Aˆ). This is
quantified below.
Lemma F.6 Let q be the dimension of the largest Jordan block of A∗. Then if ‖Aˆ−A∗‖2 ≤ , for
small enough , where at least ρ(A∗) + q
√
2κ(A∗) < 1, we have:
∥∥∥∥∥
t−1∑
s=0
As∗(A
s
∗)
> −
t−1∑
s=0
Aˆs(Aˆs)>
∥∥∥∥∥
2
≤
 maxθ∈[0,2pi] 128‖(ejθI −A∗)−1‖32(
1−
(
1/2 + ρ(A∗)/2 + q
√
2κ(A∗)/2
)2)2
 
Proof We first compute the directional derivate of
∑t−1
s=0A
s∗(As∗)> with respect to A∗ in direction
∆:
D
[
t−1∑
s=0
As∗(A
s
∗)
>
]
[∆]
= lim
δ→0
∑t−1
s=0(A∗ + δ∆)
s((A∗ + δ∆)s)> −
∑t−1
s=0A
s∗(As∗)>
|δ|
= lim
δ→0
δ
∑t−1
s=1A
s∗
∑s−1
`=0(A
`∗)>∆>(As−`−1∗ )> + δ
∑t−1
s=1
(∑s−1
`=0 A
`∗∆As−`−1∗
)
(As∗)> +O(δ2)
|δ|
=
t−1∑
s=1
As∗
s−1∑
`=0
(A`∗)
>∆>(As−`−1∗ )
> +
t−1∑
s=1
(
s−1∑
`=0
A`∗∆A
s−`−1
∗
)
(As∗)
>
Thus:∥∥∥∥∥
t−1∑
s=0
As∗(A
s
∗)
> −
t−1∑
s=0
Aˆs(Aˆs)>
∥∥∥∥∥
2
≤
 max
∆:‖∆‖2=1
A′:‖A∗−A′‖2≤
∥∥∥∥∥
t−1∑
s=1
A′s
s−1∑
`=0
(A′`)>∆>(A′s−`−1)> +
t−1∑
s=1
(
s−1∑
`=0
A′`∆A′s−`−1
)
(A′s)>
∥∥∥∥∥
2
 ‖A∗ − Aˆ‖2
≤
(
max
A′:‖A∗−A′‖2≤
2
t−1∑
s=1
s−1∑
`=0
‖A′s‖2‖A′`‖2‖(A′s−`−1)‖2
)

≤
(
max
A′:‖A∗−A′‖2≤
2
t−1∑
s=1
s−1∑
`=0
β(A′)3ρ¯(A′)2s−`−1ρ¯(A′)`
)

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≤
(
max
A′:‖A∗−A′‖2≤
2β(A′)3ρ¯(A′)
(1− ρ¯(A′)2)2
)

We can upper bound β(A′) as:
β(A′) ≤ max
θ∈[0,2pi]
2‖(ejθI −A′)−1‖2
WritingA′ = A∗+δ∆ for δ ∈ [0, ] and ‖∆‖2 = 1, by Lemma F.8, if  ≤ 1maxθ∈[0,2pi] 2‖(ejθI−A∗)−1‖2 :
max
θ∈[0,2pi]
‖(ejθI −A∗ − δ∆)−1‖2 = max
θ∈[0,2pi]
∥∥∥∥∥(ejθI −A∗)−1
∞∑
s=0
(δ∆(ejθI −A∗)−1)s
∥∥∥∥∥
2
≤ max
θ∈[0,2pi]
‖(ejθI −A∗)−1‖2
∞∑
s=0
s‖(ejθI −A∗)−1‖s2 ≤ max
θ∈[0,2pi]
‖(ejθI −A∗)−1‖2
∞∑
s=0
1
2s
= max
θ∈[0,2pi]
2‖(ejθI −A∗)−1‖2
By Lemma F.10 we will have that:
max
A′:‖A∗−A′‖2≤
ρ(A′) ≤ ρ(A∗) + q
√
2κ(A∗)
Combining these we have that:
(
max
A′:‖A∗−A′‖2≤
2β(A′)3ρ¯(A′)
(1− ρ¯(A′)2)2
)
 ≤
 maxθ∈[0,2pi] 128‖(ejθI −A∗)−1‖32(
1−
(
1/2 + ρ(A∗)/2 + q
√
2κ(A∗)/2
)2)2
 
F.3. Additional Lemmas
Lemma F.7 If ‖A− Aˆ‖2 ≤ , then for any w ∈ Sd−1:∣∣∣w>Hk(A,B,U, I)w − w>Hk(Aˆ, B, U, I)w∣∣∣ ≤ L(A,B,U, , I, w)
where:
L(A,B,U, , I, w)
:= max
δ∈[0,],∆∈Rd×d
‖∆‖2=1
2
∣∣∣∣∣∑
i∈I
w>(ejθiI −A− δ∆)−1∆(ejθiI −A− δ∆)−1BUiUHi BH(ejθiI −A− δ∆)−Hw
∣∣∣∣∣
Proof To bound
∣∣∣w>Hk(A,B,U, I)w − w>Hk(Aˆ, B, U, I)w∣∣∣, we calculate the directional deriva-
tive of w>Hk(A,B,U, I)w with respect to A and use this to bound the Lipschitz constant of the
function w>Hk(A,B,U, I)w. The directional derivative is given by:
D[w>Hk(A,B,U, I)w][∆] = lim
δ→0
w>Hk(A+ δ∆, B, U, I)w − w>Hk(A,B,U, I)w
|δ|
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Lemma F.8 gives that, for small enough δ:
(ejθI −A− δ∆)−1 =
∞∑
s=0
(ejθI −A)−1(δ∆(ejθI −A)−1)s
so:
w>Hk(A+ δ∆, B, U, I)w = w>
(∑
i∈I
(ejθiI −A− δ∆)−1BUiUHi BH(ejθiI −A− δ∆)−H
)
w
= w>
(∑
i∈I
(ejθiI −A)−1BUiUHi BH(ejθiI −A)−H
)
w
+ 2δw>
(∑
i∈I
(ejθiI −A)−1∆(ejθiI −A)−1BUiUHi BH(ejθiI −A)−H
)
w
+O(δ2)
and thus:
lim
δ→0
w>Hk(A+ δ∆, B, U, I)w − w>Hk(A,B,U, I)w
|δ|
= 2w>
(∑
i∈I
(ejθiI −A)−1∆(ejθiI −A)−1BUiUHi BH(ejθiI −A)−H
)
w
Given our assumption that ‖A−Aˆ‖2 ≤ , we can bound the difference
∣∣∣w>Hk(A,B,U, I)w − w>Hk(Aˆ, B, U, I)w∣∣∣
by bounding the Lipschitz constant of w>Hk(A,B,U, I)w over the domain {A + δ∆ : δ ∈
[0, ],∆ ∈ Rd×d, ‖∆‖2 = 1}. Since a Lipschitz function is upper bounded by the derivative, this
then gives that:∣∣∣w>Hk(A,B,U, I)w − w>Hk(Aˆ, B, U, I)w∣∣∣
≤
 max
δ∈[0,],∆∈Rd×d
‖∆‖2=1
2
∣∣∣∣∣∑
i∈I
w>(ejθiI −A− δ∆)−1∆(ejθiI −A− δ∆)−1BUiUHi BH(ejθiI −A− δ∆)−Hw
∣∣∣∣∣

· ‖A− Aˆ‖2
≤ L(A,B,U, , I, w)
Lemma F.8 For δ < 1‖(ejθI−A)−1‖2 :
(ejθI −A− δ∆)−1 =
∞∑
s=0
(ejθI −A)−1(δ∆(ejθI −A)−1)s
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Proof To see that this is true, we can simply multiply the right hand side above by (ejθI−A− δ∆)
and observe that the result is I . We wish to show that:( ∞∑
s=0
(ejθI −A)−1(δ∆(ejθI −A)−1)s
)
(ejθI −A− δ∆) = I
Consider, for fixed n:∥∥∥∥∥
(
n∑
s=0
(ejθI −A)−1(δ∆(ejθI −A)−1)s
)
(ejθI −A− δ∆)− I
∥∥∥∥∥
2
=
∥∥∥∥∥I − δ(ejθI −A)−1∆ +
n∑
s=1
(ejθI −A)−1
(
δ∆(ejθI −A)−1
)s−1 (
δ∆− δ2∆(ejθI −A)−1∆
)
− I
∥∥∥∥∥
2
=
∥∥∥∥∥I − δ(ejθI −A)−1∆ +
n∑
s=1
δ(ejθI −A)−1
((
δ∆(ejθI −A)−1
)s−1 − (δ∆(ejθI −A)−1)s )∆− I∥∥∥∥∥
2
=
∥∥∥I − δ(ejθI −A)−1 (δ∆(ejθI −A)−1)n ∆− I∥∥∥
2
≤ δn+1‖(ejθI −A)−1‖n+12
Since δ < 1‖(ejθI−A)−1‖2 , we can make δ
n+1‖(ejθI−A)−1‖n+12 arbitrarily small by making n large.
Thus, for any  > 0, we can find an N such that for all n ≥ N :∥∥∥∥∥
(
n∑
s=0
(ejθI −A)−1(δ∆(ejθI −A)−1)s
)
(ejθI −A− δ∆)− I
∥∥∥∥∥
2
≤ 
This implies that:
lim
n→∞
(
n∑
s=0
(ejθI −A)−1(δ∆(ejθI −A)−1)s
)
(ejθI −A− δ∆)
=
( ∞∑
s=0
(ejθI −A)−1(δ∆(ejθI −A)−1)s
)
(ejθI −A− δ∆)
= I
Lemma F.9 If:
‖A− Aˆ‖2 ≤ 1
a‖(ejθI −A)−1‖2
for some a > 1, then:
‖(ejθI − Aˆ)−1‖2 ≤ a
a− 1‖(e
jθI −A)−1‖2
and:
‖w>(ejθI − Aˆ)−1‖2 ≤ a
a− 1‖w
>(ejθI −A)−1‖2
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Proof Denote Aˆ = A+ δ∆ for some ‖∆‖2 = 1 and δ ≤ 1a‖(ejθI−A)−1‖2 . By Lemma F.8:
‖(ejθI−A− δ∆)−1‖2 =
∥∥∥∥∥
∞∑
s=0
(ejθI −A)−1(δ∆(ejθI −A)−1)s
∥∥∥∥∥
2
≤ ‖(ejθI −A)−1‖2
∞∑
s=0
‖(δ∆(ejθI −A)−1)s‖2 ≤ ‖(ejθI −A)−1‖2
∞∑
s=0
δs‖(ejθI −A)−1‖s2
≤ ‖(ejθI −A)−1‖2
∞∑
s=0
1
as
=
a
a− 1‖(e
jθI −A)−1‖2
For the second inequality, we can simply multiply the first term in the expression by w> and we see
that the result holds.
Lemma F.10 Assume that ‖A − Aˆ‖2 ≤  for some small enough . Denote by ρ(Aˆ) the spectral
radius of Aˆ. Let A = PJP−1 be the Jordan decomposition of A. Then if J is diagonal, we will
have that:
ρ(Aˆ) ≤ ρ(A) + κ(A)
where κ(A) = ‖P‖2‖P−1‖2. If J is not diagonal then, letting n be the dimension of its largest
Jordan block:
ρ(Aˆ) ≤ ρ(A) + n
√
2κ(A)
Proof Let A = PJP−1 be the Jordan decomposition of A. Assume that Aˆ = A + δ∆ where
δ ∈ [0, ] and ‖∆‖2 = 1. Let µ be the eigenvalue of Aˆ with largest magnitude and assume that µ is
not an eigenvalue of A (otherwise we are trivially done). Since µ is an eigenvalue of Aˆ, following a
standard proof of the Bauer-Fike Theorem we have:
0 = det(A+ δ∆− µI) = det(P−1) det(A+ δ∆− µI) det(P )
= det(P−1(A+ δ∆− µI)P ) = det(J + δP−1∆P − µI)
= det(J − µI) det(δ(J − µI)−1P−1∆P + I)
Since by assumption µ is not an eigenvalue of A, det(J − µI) 6= 0, which implies that −1 is an
eigenvalue of δ(J − µI)−1P−1∆P . Since the spectral norm upper bounds all eigenvalues:
1 ≤ ‖δ(J − µI)−1P−1∆P‖2
≤ δ‖(J − µI)−1‖2‖P−1‖2‖P‖2
so:
1
‖(J − µI)−1‖2 ≤ κ(A)δ (32)
If J is diagonal, then ‖(J − µI)−1‖2 = 1mini |λi(A)−µ| . Denoting i∗ = arg mini |λi(A) − µ|, we
then have:
|λi∗(A)− µ| ≤ κ(A)δ =⇒ |µ| ≤ |λi∗(A)|+ κ(A)δ ≤ ρ(A) + κ(A)
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where the implication follows by the reverse triangle inequality.
If J is not diagonal, then J − µI will be a Jordan form with eigenvalues λi − µ. In particular
then we have:
J−µI =

J˜1 0 . . . 0
0 J˜2 . . . 0
...
...
. . .
...
0 0 . . . J˜k
 =

(λ1 − µ)In(1) +Dn(1) 0 . . . 0
0 (λ2 − µ)In(2) +Dn(2) . . . 0
...
...
. . .
...
0 0 . . . (λk − µ)In(k) +Dn(k)

where J˜i is the ith Jordan block of J − µI , n(i) is the dimension of the ith Jordan block, and:
Dn =

0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
0 0 0 . . . 0
 ∈ Rn×n
Since the inverse of a block diagonal matrix is simply formed by inverting each block, we can
calculate (J − µI)−1 by calculating the inverse of each block (λi − µ)In(i) + Dn(i) individually.
Note that each block is invertible since we have assumed that µ is not an eigenvalue ofA. By Taylor
expanding, and the fact that Dn(i) is nilpotent, we have:
((λi − µ)In(i) +Dn(i))−1 =
n(i)∑
`=1
1
(λi − µ)`D
`−1
n(i)
so:
(J − µI)−1 =

∑n(1)
`=1
1
(λ1−µ)`D
`−1
n(1) 0 . . . 0
0
∑n(2)
`=1
1
(λ2−µ)`D
`−1
n(2) . . . 0
...
...
. . .
...
0 0 . . .
∑n(k)
`=1
1
(λk−µ)`D
`−1
n(k)

Since eigenvalues are continuous functions of the entries of a matrix Horn and Johnson (2012), for
small enough δ, we will have that |µ− λi| ≤ 1/2 for some i. If this holds then:
n(i)−1∑
`=1
|λi − µ|` = 1− |λi − µ|
n(i)−1
1
|λi−µ| − 1
≤ 11
|λi−µ| − 1
≤ 1
Since:
n(i)−1∑
`=1
|λi − µ|` = |λi − µ|n(i)
n(i)−1∑
`=1
1
|λi − µ|`
it follows that:
n(i)∑
`=1
1
|λi − µ|` ≤ 2
1
|λi − µ|n(i)
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Then:
‖(J − µI)−1‖2 = max
i=1,...,k
∥∥∥∥∥∥
n(i)∑
`=1
1
(λi − µ)`D
`−1
n(i)
∥∥∥∥∥∥
2
≤ max
i=1,...,k
n(i)∑
`=1
1
|λi − µ|`
∥∥∥D`−1n(i)∥∥∥2
= max
i=1,...,k
n(i)∑
`=1
1
|λi − µ|`
≤ max
i,j=1,...,k
2
1
|λi − µ|n(j)
Combining this with (32) and denoting i∗, j∗ the indices at which the above maximum is achieved,
we get that:
|λi∗ − µ|n(j∗) ≤ 2κ(A)δ =⇒ |λi∗ − µ| ≤ n(j∗)
√
2κ(A)δ
=⇒ |µ| ≤ |λi∗ |+ n(j∗)
√
2κ(A)δ
=⇒ |µ| ≤ ρ(A) + n(j∗)
√
2κ(A)δ
Lemma F.11 Let A = PJP−1 be the Jordan decomposition of A. Assume that A has r Jordan
blocks and denote by n(i) and n(i) the start and stop indices of the ith Jordan block (so in particular,
if Ji is the ith Jordan block, we have that Ji = [J ]n(i):n(i),n(i):n(i)). Let Pi:j to denote [pi, ..., pj ],
the matrix with columns equal to the ith to jth columns of P . Then:
‖w>A`‖2 ≤
∥∥P−1∥∥
2
r∑
i=1
∥∥∥w>Pn(i):n(i)∥∥∥β(Ji)ρ¯(Ji)`
Proof We have:
‖w>A`‖2 = ‖w>PJ `P−1‖2 ≤ ‖w>PJ `‖2‖P−1‖2 =
∥∥∥[w>p1, . . . , w>pd]J `∥∥∥
2
∥∥P−1∥∥
2
=
∥∥∥[[w>p1, . . . , w>pn(1)]J `1, . . . , [w>pn(r), . . . , w>pn(r)]J `r]∥∥∥
2
∥∥P−1∥∥
2
Since, for nonnegative a, b,
√
a+ b ≤ √a+√b (by virtue of the fact that a+ b ≤ (√a+√b)2 =
a+ b+ 2
√
a
√
b), it then follows that:∥∥∥[[w>p1, . . . , w>pn(1)]J `1, . . . , [w>pn(r), . . . , w>pn(r)]J `r]∥∥∥
2
≤
r∑
i=1
∥∥∥[w>pn(i), . . . , w>pn(i)]J `i ∥∥∥
2
=
r∑
i=1
∥∥∥w>Pn(i):n(i)J `i ∥∥∥
2
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≤
r∑
i=1
∥∥∥w>Pn(i):n(i)∥∥∥∥∥∥J `i ∥∥∥
2
≤
r∑
i=1
∥∥∥w>Pn(i):n(i)∥∥∥β(Ji)ρ¯(Ji)`
Appendix G. Lower Bound
We base our analysis off the lower bound presented in Jedra and Proutiere (2019). A slight modifi-
cation of their analysis to our situation yields the following result.
Theorem G.1 For any matrix A∗, for all  > 0, δ ∈ (0, 1), the sample complexity τδ of any
(, δ)-locally-stable algorithm in A∗ satisfies:
λmin
(
E
[
τδ∑
t=1
xtx
>
t
])
≥ σ
2
22
log
1
2.4δ
Proof The proof of this result is essentially identical to the proof of Theorem 1 in Jedra and
Proutiere (2019) and we omit it here.
Denoting xut the response of the system due to the input and x
η
t the response due to the noise,
we can write:
T∑
t=1
xtx
>
t =
T∑
t=1
[
xut x
u
t
> + xηt x
η
t
>
+ xut x
η
t
>
+ xηt x
u
t
>
] a.s. 2 T∑
t=1
[
xut x
u
t
> + xηt x
η
t
>]
Thus:
2λmin
(
E
[
T∑
t=1
xut x
u
t
> + xηt x
η
t
>
])
≥ λmin
(
E
[
T∑
t=1
xtx
>
t
])
so, Theorem G.1 gives that:
λmin
(
E
[
τδ∑
t=1
xut x
u
t
> + xηt x
η
t
>
])
= λmin
(
E
[
τδ∑
t=1
xut x
u
t
>
]
+
τδ∑
t=1
σ2Γt
)
≥ σ
2
42
log
1
2.4δ
(33)
G.1. Proof of Theorem 2.1
Proof Since (33) holds for all input sequences ut, and since we wish to minimize the lower bound,
we will have in particular:
max
u∈Uγ2
λmin
(
E
[
τδ∑
t=1
xut x
u
t
>
]
+
τδ∑
t=1
σ2Γt
)
≥ σ
2
42
log
1
2.4δ
90
ACTIVE LEARNING FOR IDENTIFICATION OF LINEAR DYNAMICAL SYSTEMS
Since xut is deterministic conditioned on ut, maximizing λmin
(
E
[∑τδ
t=1 x
u
t x
u
t
>]+∑τδt=1 σ2Γt) is
equivalent to maximizing λmin
(∑τδ
t=1 x
u
t x
u
t
> +
∑τδ
t=1 σ
2Γt
)
. For any input u satisfying the power
constraint given in the statement of Theorem 2.1, by Lemma E.8:
λmin
(
τδ∑
t=1
xut x
u
t
> +
τδ∑
t=1
σ2Γt
)
≤ λmin
(
1
τδ
τδ∑
t=1
G(ejθt)U(ejθt)U(ejθt)HG(ejθt)H +
4β(A∗)2k2γ2
(1− ρ¯(A∗)k)2
(
max
θ∈[0,2pi]
‖G(ejθ)‖22
)
+
4β(A∗)kγ2
√
τδ
1− ρ¯(A∗)k
(
max
θ∈[0,2pi]
‖G(ejθ)‖22
)
+
τδ∑
t=1
σ2Γt
)
Note that the term 1τδ
∑τδ
t=1G(e
jθt)U(ejθt)U(ejθt)HG(ejθt)H +
∑τδ
t=1 σ
2Γt is scaling as τδ since
Γt  I . Thus, for large enough τδ, since the left hand side is only scaling as√τδ:
4β(A∗)2k2γ2
(1− ρ¯(A∗)k)2
(
max
θ∈[0,2pi]
‖G(ejθ)‖22
)
I +
4β(A∗)kγ2
√
τδ
1− ρ¯(A∗)k
(
max
θ∈[0,2pi]
‖G(ejθ)‖22
)
I
 1
τδ
τδ∑
t=1
G(ejθt)U(ejθt)U(ejθt)HG(ejθt)H +
τδ∑
t=1
σ2Γt
so, for large enough τδ:
λmin
(
1
τδ
τδ∑
t=1
G(ejθt)U∗(ejθt)U∗(ejθt)HG(ejθt)H +
4β(A∗)2k2γ2
(1− ρ¯(A∗)k)2
(
max
θ∈[0,2pi]
‖G(ejθ)‖22
)
I
+
4β(A∗)kγ2
√
τδ
1− ρ¯(A∗)k
(
max
θ∈[0,2pi]
‖G(ejθ)‖22
)
I +
τδ∑
t=1
σ2Γt
)
≤ 2λmin
(
1
τδ
τδ∑
t=1
G(ejθt)U(ejθt)U(ejθt)HG(ejθt)H +
τδ∑
t=1
σ2Γt
)
For small enough , τδ will be sufficiently large for this to hold. We have then that:
max
U∈Uγ2
2λmin
(
1
τδ
τδ∑
t=1
G(ejθt)U(ejθt)U(ejθt)HG(ejθt)H +
τδ∑
t=1
σ2Γt
)
≥ max
u∈Uγ2
λmin
(
E
[
τδ∑
t=1
xut x
u
t
>
]
+
τδ∑
t=1
σ2Γt
)
≥ σ
2
42
log
1
2.4δ
By Lemma H.2, we know that:
lim
i→∞
max
u∈Uγ2
λmin(σ
2Γ2i + Γ˜
u
2i) = maxu∈Uγ2
λmin(σ
2Γ∞ + Γ˜u∞)
exists and, further, that:
max
U∈Uγ2
λmin
(
1
τδ
τδ∑
t=1
G(ejθt)U(ejθt)U(ejθt)HG(ejθt)H+
τδ∑
t=1
σ2Γt
)
≤ max
u∈Uγ2
λmin(τδσ
2Γ∞+τδΓ˜u∞)
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for all τδ. Thus, for small enough , we will have that:
τδ ≥ σ
2
maxu∈Uγ2 8
2λmin
(
σ2Γ∞ + Γ˜u∞
) log 1
2.4δ
Appendix H. Additional Lemmas
Lemma H.1 Assume that ρ(A) < 1. Then for any θ1, θ2, we will have that:
‖(ejθ1I −A)−1 − (ejθ2I −A)−1‖2 ≤
(
max
θ∈[0,2pi]
‖(ejθI −A)−2‖2
)
|θ1 − θ2|
so it follows that (ejθI −A)−1 is Lipschitz continuous in θ.
Proof Noting that, since we assume ρ(A) < 1, using the identity that (I +A)−1 = I −A+A2 −
A3 + ..., we have:
(ejθI −A)−1 =
(
e−jθI + e−j2θA+ e−j3θA2 + ...
)
Thus:
d
dθ
(ejθI −A)−1 =
∞∑
`=0
−j(`+ 1)e−j(`+1)θA`
For any matrix A with ρ(A) < 1 we have:
(I + 2A+ 3A2 + 4A3 + ...)(I −A)2 = (I +A+A2 +A3 + ...)(I −A) = I
=⇒ (I + 2A+ 3A2 + 4A3 + ...)−1 = (I −A)−2
which implies:
∞∑
`=0
−j(`+ 1)e−j(`+1)θA` = −je−jθ
∞∑
`=0
(`+ 1)(e−jθA)` = −je−jθ(I − e−jθA)−2
So the Lipschitz constant of (ejθI −A)−1 is bounded by:
max
θ∈[0,2pi]
‖ − je−jθ(I − e−jθA)−2‖2 ≤ max
θ∈[0,2pi]
‖(ejθI −A)−2‖2
from which the result follows directly.
Lemma H.2 For any sequences of integers ni,mi such that limi→∞ ni = limi→∞mi = ∞, we
will have that:
lim
i→∞
λmin(Γ˜
u∗
ni ) = limj→∞
λmin(Γ˜
u∗
mj )
assuming the limit of each exists. Further, for any finite j, we will have:
λmin(Γ˜
u∗
mj ) ≤ limi→∞λmin(Γ˜
u∗
ni )
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Proof Assume the opposite, that there exists some sequence of integers ni,mi satisfying the above
condition such that limi→∞ λmin(Γ˜u
∗
ni ) > limj→∞ λmin(Γ˜
u∗
mj ). By the definition of a limit, this
implies that there exists some finite i0 such that for any i ≥ i0, we will have that λmin(Γ˜u∗ni ) >
λmin(Γ˜
u∗
mj ) for all j. For any ` ∈ [ni0 ], note that we can make:∣∣∣∣ `ni0 − `(j)mj
∣∣∣∣
arbitrarily small for large enough j (since mj →∞ and by proper choice of `(j)). By Lemma H.1,
this implies that we can make:∥∥∥∥(ej 2pi`ni0 I −A)−1 − (ej 2pi`(j)mj I −A)−1∥∥∥∥
2
arbitrarily small. Thus, for large enough j, we can simply set the inputs at positions `(j)mj identical
to those at positions `ni0
for each `, and make λmin(Γ˜u
∗
mj ) arbitrarily close to λmin(Γ˜
u∗
ni0
) while still
meeting the feasibility constraint on the input. This contradicts the fact that limi→∞ λmin(Γ˜u
∗
ni ) >
limj→∞ λmin(Γ˜u
∗
mj ), which implies that limi→∞ λmin(Γ˜
u∗
ni ) = limj→∞ λmin(Γ˜
u∗
mj ).
To see that:
λmin(Γ˜
u∗
mj ) ≤ limi→∞λmin(Γ˜
u∗
ni )
assume that this is not the case, that there exists some finite j such that λmin(Γ˜u
∗
mj ) > limi→∞ λmin(Γ˜
u∗
ni ).
Then using the same argument as above, we can make λmin(Γ˜u
∗
ni ) arbitrarily close to λmin(Γ˜
u∗
mj ) for
large enough i, which contradicts the fact that λmin(Γ˜u
∗
mj ) > limi→∞ λmin(Γ˜
u∗
ni ).
Lemma H.3 For any integer k0 and finite input power budget γ2,
lim
i→∞
max
u∈Uγ2
λmin(σ
2Γk02i + Γ˜
u
k02i
)
exists and is finite.
Proof Note that maxu∈Uγ2 λmin(σ
2Γk02i + Γ˜
u
k02i
) will be bounded for all i assuming our system
is stable and the power of the inputs is constrained. Further, note that maxu∈Uγ2 λmin(σ
2Γk02i +
Γ˜u
k02i
) ≤ maxu∈Uγ2 λmin(σ2Γk02j +Γ˜uk02j ) for i ≤ j since the frequencies optimized over to obtain
maxu∈Uγ2 λmin(σ
2Γk02j+Γ˜
u
k02j
) are a superset of those optimized over to obtain maxu∈Uγ2 λmin(σ
2Γk02i+
Γ˜u
k02i
), and since Γk02i  Γ˜k02j . By the monotone convergence theorem, this implies that:
lim
i→∞
max
u∈Uγ2
λmin(σ
2Γk02i + Γ˜
u
k02i
) = c∗
exists and is finite.
93
ACTIVE LEARNING FOR IDENTIFICATION OF LINEAR DYNAMICAL SYSTEMS
Appendix I. Suboptimality of Colored Noise
First, note that satisfying the power constraint in this setting is equivalent to Tr(Σ) ≤ γ2. Under
this constraint, the optimal noise covariance can be obtained by solving:
max
Σ0
λmin
(
σ2
k∑
t=0
At∗(A
t
∗)
> +
k∑
t=0
At∗B∗ΣB
>
∗ (A
t
∗)
>
)
s.t. Tr(Σ) ≤ γ2
In our setting, with γ2  σ2, solving this is approximately equivalent to solving:
max
Σ˜0
λmin
(
k∑
t=0
ΛtΣ˜Λt
)
s.t. Tr(Σ˜) ≤ γ2
where Σ˜ = V >ΣV . Let Σ˜∗ be the optimal diagonal solution, and note that, in this case, we will
have:
k∑
t=0
ΛtΣ˜∗Λt =
γ2∑d
i=1
1−λ2i
1−λ2ki
I
To see this, note that for any diagonal Σ˜ with ith element γ2i :[
k∑
t=0
ΛtΣ˜Λt
]
ii
=
γ2i (1− λ2ki )
1− λ2i
The optimal solution will clearly be the solution that balances the energy in every diagonal element,
that is:
γ2i (1− λ2ki )
1− λ2i
=
γ2j (1− λ2kj )
1− λ2j
for all i, j ∈ [d], so combining this constraint with the trace constraint yields:
γ2j (1− λ2kj )
1− λ2j
d∑
i=1
1− λ2i
1− λ2ki
= γ2 =⇒ γ2j =
1− λ2j
1− λ2kj
γ2∑d
i=1
1−λ2i
1−λ2ki
and thus the jth diagonal element will be:
γ2∑d
i=1
1−λ2i
1−λ2ki
Consider now some other matrix ∆ that is not necessarily diagonal. Note then that:
λmin
(
k∑
t=0
Λt(Σ˜∗ + ∆)Λt
)
= λmin
(
k∑
t=0
ΛtΣ˜∗Λt +
k∑
t=0
Λt∆Λt
)
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= λmin
 γ2∑d
i=1
1−λ2i
1−λ2ki
I +
k∑
t=0
Λt∆Λt

=
γ2∑d
i=1
1−λ2i
1−λ2ki
+ λmin
(
k∑
t=0
Λt∆Λt
)
For Σ˜∗ + ∆ to be in the constraint set, we must have that Tr(Σ˜∗ + ∆) = γ2 + Tr(∆) ≤ γ2 =⇒
Tr(∆) ≤ 0. To have that:
γ2∑d
i=1
1−λ2i
1−λ2ki
+ λmin
(
k∑
t=0
Λt∆Λt
)
≥ γ
2∑d
i=1
1−λ2i
1−λ2ki
we must have that
∑k
t=0 Λ
t∆Λt is positive definite. However, this is not possible since the diagonal
elements of
∑k
t=0 Λ
t∆Λt are the sum of non-negative scalings of the diagonal elements of ∆,
and since ∆ must have at least one non-positive element on the diagonal to meet the constraint
Tr(∆) ≤ 0, it follows that ∑kt=0 Λt∆Λt has at least one non-positive diagonal element. Since the
diagonal elements of every positive definite matrix are positive,
∑k
t=0 Λ
t∆Λt cannot be positive
definite, so we cannot increase the value of λmin
(∑k
t=0 Λ
t(Σ˜∗ + ∆)Λt
)
. By convexity of the
constraint set, it follows that the directional derivative in the direction of any other point in our
constraint set is negative. Since this is a concave function, it follows that Σ˜∗ is optimal.
Thus, the optimal noise will yield a covariance with minimum eigenvalue γ
2∑d
i=1
1−λ2
i
1−λ2k
i
. For k
sufficiently large, we have that:
γ2∑d
i=1
1−λ2i
1−λ2ki
= Θ
(
γ2
‖1− λ‖1
)
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Appendix J. Additional Experimental Results
Figure 5: A∗ Jordan block with d = 4,
ρ(A∗) = 0.9, B∗ randomly generated with
specified value of p
Figure 6: A∗ diagonalizable by a unitary matrix
and has given spectral radius, p = 4 and B∗
randomly generated. Dotted lines illustrate the
performance of ut ∼ N (0, γ2I/p) for each value
of ρ
Figure 5 illustrates how the shape of B can influence the effectiveness of active system identifica-
tion. With p = 1, it is not possible to control the direction of the input, which can greatly reduce the
effectiveness of input design. Interestingly, for all p > 1, the performance is roughly the same—
increasing p beyond 2 does not provide a large gain in the effectiveness of input design.
Figure 6 plots how the estimation rate depends on the spectral radius. Here the performance
of our algorithm is plotted as the solid line and the performance of of isotropic noise as the dotted
line. As our theory predicts, systems with a larger spectral radius are easier to estimate. Further, as
Corollary 3.1 states, the gap between our algorithm and isotropic noise increases as ρ increases—for
ρ = 0.2 there is almost no gain in designing inputs actively but as ρ increases the gains of active
input design also increase.
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