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から 19 までをカテゴリー C2 のように表現する．例
えば，あるユーザの属性値が 37 である場合，カテゴ
リーは C4 である．このとき，RRではある確率 pで
C4 をサーバへ報告するが，1− pの確率で C4 以外の
任意のカテゴリーをサーバへ報告する．サーバへ報告
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であるとき，ある確率 pj,i でカテゴリー Cj を選択し
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を 0～1000万円，C2 を 1000万円～2000万円，C3 を
2000万円～3000万円，のようにカテゴリーを定義し
て行う給料についてのアンケート調査を考える．あ
るユーザ Aの回答が「C1 か C2 のいずれか」であり，
ユーザ Bは未回答であったとする．ユーザ Aとして















各ユーザ uの真のカテゴリー Cu は，全てのユーザ
で共通の確率分布から独立にランダムに選択されたも












































































3. 1 Randomized Response (RR)
3. 1. 1 基本アルゴリズムと推測誤差
カテゴリー数を F とし，それぞれ C1, C2, . . . , CF
と表す．ユーザはいずれかのカテゴリーに属し，これを
True Category (TC)と呼ぶ．あるユーザの True
Categoryが Ci であるとき，ある確率で Ci 以外のカ
テゴリーを選択し，サーバへ報告する．サーバへ報告
するカテゴリーをNegative Category (NC)と呼
ぶ．TCが Ci であるとき，Cj を NCとして選択する
確率を pj,i とし，確率行列をあらかじめ設定しておく．
確率行列は，対角成分を pi,i = p，対角成分以外の全
i = j における各成分を同一の値に設定する Uniform





















TCが実際に Ci であるユーザ数を xi とおく．これ
は未知の値であり，サーバ側で推測したい値である．
サーバに NC を報告したユーザ数を N とし，NC と
して Ci が報告された数を yi とする．TCが Ci であ
ると推測されるユーザ数を x̂i と表すと，
xˆ = M(p)−1yτ
where xˆ = {x̂1, . . . , x̂F }, y = {y1, . . . , yF }
(2)
と計算することができる．ここで，M(p)−1 は行列
M(p) の逆行列，yτ は行列 y の転置行列を表す．ま
た，x̂i は xi の不偏推定量となる [4]．
確率行列M(p)を利用した際の推測誤差としてMSE
（Mean Square Error）を計算する．カテゴリー Ci が








TCがCiであるユーザ数の割合を P (X = Ci)，NC
が Ci であるユーザ数の割合を P (Y = Ci)，式 (2)を
用いて TCが Ci であると推測されるユーザの割合を
̂P (X = Ci)とすると，Ci における推測誤差の期待値
E[σ2i ]は以下の式で表すことができる [4]．








































) = − 1
N
· P (Y = Cj)P (Y = Ck)
ここで，M(p)−1i,j は，行列M(p)の逆行列M(p)
−1 に
おける i行 j 列目の要素を表す．また，期待値算出時
に P (Y = Ci)の値が不明である場合，P (Y = Ci) =
955
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1/F (i = 1, . . . , F )と設定する．





























M(0) を用いる Negative Survey と呼ばれる手法















































F ユーザ属性のカテゴリー数（2 ≤ F）
N ユーザ数
Ci ID が i であるカテゴリー
γ ユーザが設定可能なプライバシー保護レベル（1 ≤ γ）
xi TC が Ci である実際のユーザ数
yi NC が Ci であるユーザ数
x̂i TC が Ci であると推測されたユーザ数
M(p) 対角成分が p，それ以外の成分が (1−p)/(F−1)
である行列











(1− p)/(F − 1) ≤ γ (6)
したがって，pの取り得る値の範囲は，1 ≤ γ，2 ≤ F
を考慮すると，
1
1 + γ(F − 1) ≤ p ≤
γ
γ + F − 1 (7)
である．
4. 1. 2 推測誤差を最小化する pの値算出
式 (7)の範囲で最も推測誤差の期待値を小さくできる
pの値を決定する．式 (4)において，P (Y = Ci) = 1/F
(i = 1, . . . , F )としたときの推測誤差は，後述の4. 2. 2




F 2Nk(F · p− 1)3 (8)
となる．したがって，p < 1/F までの範囲では p の
値が大きくなるほど推測誤差は増加し，1/F < pの範
囲では p の値が大きくなるほど推測誤差は減少する．
また，式 (20) に対して，p = 1/F + δ と設定した場
合も，p = 1/F − δ と設定した場合も，等しい値を取
るため（注1），推測誤差は p = 1/F で対称な関数とな
る．以上より，式 (7)を満たす範囲の中で，1/F との
差の絶対値が最も大きい値を選ぶことになる．これは，
1 ≤ γ かつ 2 ≤ F の場合は，
p =
γ
γ + F − 1 (9)
である．
4. 2 各カテゴリーに属すユーザ数の推測




列の対角成分を ptとおく．各 pt (t = 1, . . . , N)が等し
いユーザをグループ化し，各グループを S1, S2, . . . , Sδ
とする（図 1 の左端における各ユーザグループ）．ま
た各 Sk (k = 1, . . . , δ)に属すユーザ数を Nk とおく．
（注1）：具体的には −(F −1)(F (1+(1+δ2−F )F )−1)/(δ2F5Nk)
となる．
図 1 TC の分布を推測する流れ
Fig. 1 Flow of estimation of TC distribution.
各グループ Sk の中において，TCが Ci である実際
のユーザ数を xk,i，Ci を NC として報告したユーザ
数を yk,i，TC が Ci であると推測されるユーザ数を
x̂k,i とおく．
各グループ Sk の中において，式 (2)を用いて x̂k,i
(i = 1, . . . , F )を算出する（図 1 における “Estimate
TC distribution of Sk”）．
最後に，あるカテゴリー Ci を対象として算出され
た各 x̂k,i (k = 1, . . . , δ) に注目し，最終的な x̂i を算
出する（図 1 における “Estimate TC distribution of











Sk のユーザ群において，TC が実際に Ci である
ユーザの割合を P (Xk = Ci)，NCとしてCiを報告し
たユーザの割合を P (Yk = Ci)，式 (2)を用いてTCが
Ci であると推測されたユーザの割合を ̂P (Xk = Ci)
とおく．TC が Ci であると推測されたユーザ数の推
測誤差を σ2k,i とおくと，その期待値は
E[σ2k,i] = E[( ̂P (Xk = Ci)−P (Xk = Ci))2] (11)
である．
ここで， ̂P (Xk = Ci)は P (Xk = Ci)の不偏推定量
であるから [4]，E[ ̂P (Xk = Ci)] = P (Xk = Ci)であ
る．したがって，E[σ2k,i] は ̂P (Xk = Ci) の分散を表
957
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している．
ここで，不偏推定量 ̂P (Xk = Ci) と真実の値
P (Xk = Ci) の差が正規分布に従うと仮定すると，
























































) = 0 (15)
が成り立つとき式 (14) は最大化される．このときの
xi の値を xˆi とおくと，








4. 2. 2 推測アルゴリズムの簡素化
TC がカテゴリー Ci であると推測されるユーザ数









p1 p2 p2 . . .
p2 p1 p2 . . .







pk + F − 2
F · pk − 1 , p2 =
pk − 1
F · pk − 1
(17)







2 = p21 + (F − 1)p22
=
F (F + p2k − 3)− 2pk + 3
















確率行列の対角成分が pk であるユーザ数を Nk と
おく．任意の i, j について P (Y = Ci) ≈ P (Y = Cj)
と仮定すると，任意の i について σk,i の値は等しい．
式 (4)，(18)，(19)より，任意の iについて，
σ2k,i=
(F−1)(F 2 + 2pk − F (1 + p2k)− 1)
F 2Nk(F · pk − 1)2 (20)
と表すことができる．



















Algorithm 1 Estimate TC distribution
Input: # of categories F , Users U
Output: TC distribution of all users
1: Creates Hashtables users, dists, mses
Creates Array rslts[]
/*Divides users based on their diagonal elements*/
2: for u ∈ U do
3: users.put(getP (u), users.get(p) ∪ {getP (u)})
4: end for
/*Estimates TC distribution of each group of users*/
5: for p ∈ users.keys() do
6: dists.put(p, calcDist(F, p, users.get(p))
7: mses.put(p, calcMSE(F, p, users.get(p))
8: end for
/*Estimates TC distribution of all users*/
9: for p ∈ users.keys() do
10: denom ⇐ denom + 1
mses.get(p)
11: end for
12: for i = 1, . . . , F do
13: for p ∈ users.keys() do









Input: # of categories F , Diagonal element p, Users Sk
Output: Estimated TC distribution in Sk
1: Creates Array rsltsk[]
2: for i = 1, . . . , F do




Input: # of categories F , Diagonal element p, Users Sk
Output: Expected MSE in Sk
1: Creates Variable msek
2: msek ⇐ result calculated by Eq. 20
3: return msek
ここで，Hashtableについて，put(Key, Value)は
指定された Key と Value を格納する関数であり，
get(Key) は指定された Key に対応する Value が存
在する場合はその Value を返し，対応する Value が
ない場合は空集合を返す関数である．また keys() は
格納されている Keyの集合を返す関数である．また，










な誤差は，Propagation of Error Formula [22] を利
用して計算することができる．Propagation of Error
Formula によると，z = f(t1, t2, . . . , tδ) で表される











相当するものが x̂k,i/Nk である．したがって式 (16)，

































































標として用いられており，γ の値は 9 から 99 までの
値を取るよう設定されている．これに基づき本評価に
おいては，最もプライバシー保護レベルが厳しいユー
ザは γ = 10，最も寛大なユーザは γ = 100とし，各
ユーザは γ の値を 10, 20, . . . , 100までの 10段階で設
定できると想定する．RRに参加するユーザが設定す




法で，ユーザ数 N = 1, 000とし，カテゴリー数 F を
10 から 300 まで変化させて推測誤差を計算した結果
を図 2 に示す．Simple 手法は，プライバシー保護レ
ベルが最も厳しいユーザに合わせているため，プライ
図 2 F を変化させたときの推測誤差










角成分 p の値が，F が増加するほど減少し，1/F に
近づくためである．式 (8)より，pの値が 1/F に近づ
くほど推測誤差が増加することが分かっている．一方，





次に，カテゴリー数 F = 50，ユーザ数 N =
100, 1000, 10000 に設定して推測誤差を計算した結












性を利用した．年齢は 15-19，20-24のように 5 歳ず
図 3 N を変化させたときの推測誤差
Fig. 3 MSEs with diﬀerent N .
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(a) Original data set (b) Estimated result (Simple) (c) Estimated result (NaiveAdding)
(d) Estimated result (Proposal) (e) MSE (average of 100 trials)
図 4 Adult データセットの分布と推測結果
Fig. 4 Distribution of Adult data set and estimated results.
つカテゴリー化して利用した．抽出されたデータに
は [15-19] から [90-94] の 16 カテゴリーまで存在し，
人種はWhite, Black, Amer-Indian-Eskimo, Asian-




て NC の情報から TC の分布を推測した結果をそれ

















6. 2. 2 計 算 時 間
提案手法において，収集された NC のデータから，
TCのデータ分布を求めるために必要な時間を計測し
た．実験は，OS がWindows 7 Professional 64 bit，
CPU が Intel Core i7-3712QM CPU @ (2 CPUs)，
RAMが 8GBである PCを利用して行った．
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