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где  ˆ tx  – оценка вектора состояния;  tK  – матрица коэффициентов усиления;  tD  – матрица дисперсий 
ошибок фильтрации; N  – матрица спектральных плотностей шума наблюдения; Q  – матрица спектральных плотно-
стей формирующих шумов. 
На рисунке 2 изображена одна из реализаций входного воздействия и полученная по ней оценка  ˆgy t , а 
также ошибка полученной оценки    ˆδ g gy t y t  . 
,ˆgy
м
t,  м
)(tz
gyˆ
0
5
10
-5
-10
-15
-20
15
10 20 30 40 50
,δ
м
t,  м
0
0,5
1
-0,5
-1
-1,5
10 20 30 40 500 0
 
Рисунок 2– Результат работы фильтра 
 
Таким образом, представленный комплексный измеритель позволяет получить достаточно точную оцен-
ку высоты полета летательного аппарата. Величина погрешности измерения высоты комплексным измери-
телем будет меньше погрешностей отдельных измерителей. 
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Для решения в гильбертовом пространстве уравнения первого рода 
 yAx                                                                                                                                                           (1) 
с положительным ограниченным самосопряжѐнным оператором А (0 не является его собственным значе-
нием, но SpA0 , и, следовательно, рассматриваемая задача некорректна) используем неявную итераци-
онную процедуру 
     0,2 01   xyxAExAE nn .          (2) 
Здесь E  тождественный оператор. 
В случае приближѐнной правой части y  :  yy  метод (2) примет вид 
    0,2 ,0,,1   xyxAExAE nn .                                                            (3) 
Справедлива Т е о р е м а  1.    Итерационный процесс неявного типа (2) при условии 0          (4) 
сходится. 
До к а з а т е л ь с т в о . 
По индукции легко проверить, что     yAEAEEAx nnn   1 . Поэтому имеем По
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При 0  и  λ(0, M], где AM  , имеет место неравенство 1
1
1

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 и, следовательно, по-
следний интеграл очевидным образом стремится к нулю по норме:  
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в силу свойств спектральной функции E [1, с. 302]. 
Таким образом, при условии (4)  nxx n ,0 , т. е. процесс (2) сходится при точной пра-
вой части у уравнения (1). Теорема 1 доказана. 
Справедливы 
Т е о р е м а  2.  Если выбирать число итераций n в зависимости от уровня погрешности δ так, чтобы 
0n , n , 0 , то при условии (4) итерационный процесс (3) сходится. 
Т е о р е м а  3. Если решение уравнения (1) истокообразно представимо ( 0,  szAx s ), то при 
условии (4) для метода итераций (3) справедлива оценка погрешности 
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Замечание. Очевидно, при 0n  величина 
n
s
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, убывающая как геометрическая про-
грессия, станет меньше величины   ss ns 4 , убывающей как 
sn
1
. Следовательно, для достаточно 
больших n в оценке (5) будет фигурировать величина   zns ss 4 .  
Предложенным методом могут быть успешно решены прикладные некорректные задачи математической 
экономики, теории оптимального управления, линейной алгебры, техники, спектроскопии и медицины [2, с. 
224]. 
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