In this paper, we exploit different facets of the Friends and Family study to deal with two personality-related tasks of paramount importance for the user modeling and ubiquitous computing fields. First, we propose and validate an approach for automatic classification of personality traits based on the ego-networks' structural characteristics. Our classification results show that (i) mobile phones-based behavioral data can be superior to survey ones for the purposes of personality classification from structural network properties and (ii) particular feature set/network type combinations promise to perform better with given personality traits. Then, we investigate the mediating role played by personality in the context of inducing behavioral change, specifically increasing daily physical activity using social strategies (social comparison and peer pressure). Our results confirm the role played by Extraversion and Neuroticism. Extroverts exposed to a social comparison strategy are positively associated with an increase in physical activity level, while they tend to decrease physical activity level if they are exposed to a peer pressure intervention strategy. Regarding Neuroticism dimension, neurotic people tend to increase their physical daily activity level if they are exposed to a social comparison strategy. Our findings may have implications in designing personality-based behavioral change strategies and suggest to incorporate users' personality models in the implementation of persuasive systems.
Introduction
In everyday life, we all rely on the innate ability to interpret the behavior of the people we interact with: by processing observed behavioral cues, we are able to describe others as being more or less talkative, bold or sociable, more or less vulnerable to stress or anger. This kind of intelligence allows us to describe others, to try to anticipate their behavior, and to adapt our behaviors to pursue our own goals. Generally speaking, this process can be summarized as attributing certain stable personality characteristics to old friends as well as to new acquaintances and it is a fundamental characteristic of our folk psychology, see Andrews (2008) .
A more abstract view on personality, which encompasses a number of dispositions towards action, belief and attitude formation (the traits) has been developed by social and personality psychologists. The defining characteristics of personality traits are defined as: relative stability over time, different between individuals, and having an impact on people's behavior. Therefore, personality traits are specific to each person and can be leveraged to capture inter-individual differences in beliefs, attitudes and behaviors: previous research efforts, ranging from social psychology to organizational behavior studies, see for instance Little (2014) , have exploited their predictive and descriptive capabilities.
The search for personality traits has been often pursued by means of factor-analytic studies applied to lists of trait adjectives (Allport and Odbert 1936) . A prominent multifactorial model, originally proposed by Costa and McCrae (1992) and subsequently refined by John and Srivastava (1999) , is the Big-Five, which, as the name suggests, defines five traits to describe the personality of people:
1. Extraversion versus Introversion-playful, sociable, assertive versus reserved, shy, aloof ; 2. Emotional Stability versus Neuroticism-unemotional, calm versus anxious, insecure; 3. Agreeableness versus Disagreeableness-cooperative, friendly versus faultfinding, antagonistic; 4. Conscientiousness versus Unconscientiousness-organized, self-disciplined versus careless, inefficient; 5. Openness to experience-insightful, intellectual versus unimaginative, shallow.
Since its inception, the Big-Five model has gained enormous popularity and has received great deals of attention by the research community. Using said model, it has been shown how personality traits impact several behavioral manifestations: Page and Kobsa (2011) and Quercia et al. (2012a) focused on privacy attitudes; Hurtz and Donovan (2000) and Furnham and Fudge (2008) on job performance; DeNeve and Cooper (1998) and Vitters (2001) on subjective well-being. Moreover, the model has also been instrumental in investigating the relation between personality and the attitudes of people towards technology: examplar research on the matter has been conducted by Zhou and Conati (2003) , who focused on tutoring systems; moreover, Tapus et al. (2008) dealt with assistive robots; André et al. (2000) with conversational agents; other research efforts attempted to enlighten the associations between personality and adaptive (Goren-Bar et al. 2006) or recommendation (Hu and Pu 2010; Ferwerda et al. 2015) systems.
Personality is also considered as an important piece of knowledge useful to build effective persuasive systems: people, in fact, may react differently to persuasive stimuli according to their personality. One of the more systematic efforts in the study of personality and persuasion has been provided by Hovland and his colleagues (Hovland and Janis 1959) . For example, individuals who are high on Neuroticism seem to be more susceptible to persuasion (Hovland et al. 1953) , as are people who are high on Openness trait (Gerber et al. 2013) .
In the last few years, a number of multi-disciplinary research works have tackled the automatic personality recognition task using the Big-Five model in data-intensive experimental scenarios: practitioners have employed data feeds provided by cameras and microphones (Mohammadi et al. 2010; Staiano et al. 2011; Batrinca et al. 2011; Mohammadi and Vinciarelli 2012; Lepri et al. 2012) , social media (Golbeck et al. 2011b; Celli et al. 2014; Kosinski et al. 2013) , written texts (Schwartz et al. 2013) , wearable devices (Mehl et al. 2006; Olguın et al. 2009; Teso et al. 2013 ) and mobile phones (de Oliveira et al. 2011; Chittaranjan et al. 2011 Chittaranjan et al. , 2013 de Montjoye et al. 2013) . A comprehensive review has been provided in Vinciarelli and Mohammadi (2014) .
In this paper, we exploit different facets of the Friends and Family study to deal with two task of paramount importance for user modeling and ubiquitous computing fields. First of all, we propose and validate an approach for automatic classification of personality traits based on the ego-networks' structural characteristics. Then, we investigate the mediating role played by personality in the context of inducing behavioral change, specifically increasing daily physical activity.
Our classification approach exploits the role of personality in shaping the structure of the social networks we are part of: the number and type of contacts we have, the way they are mutually linked, etc.-all reflecting to a varying degree our personality profile. Recent research efforts in social psychology and network science have started investigating the role that individual psychological differences have in the structuring of social networks, with an emphasis on ego-networks (Kalish and Robins 2006) . These results can be leveraged by exploiting the rich array of traces that the digitalization of human communication makes available. In particular, we exploit the large amount of data related to social behavior that smart-phones allow nowadays to collect in an unobtrusive and cost-effective manner (Lane et al. 2010) .
The social psychologist Geoffrey Miller published The Smartphone Psychology Manifesto, arguing that smart-phones should be taken seriously as new research tools for psychology (Miller 2012) . In his opinion, these tools could revolutionize all fields of psychology and other behavioral sciences making these disciplines more powerful, sophisticated, international, applicable, and grounded in real-world behavior. Given their pervasiveness, mobile phones are becoming also the most powerful channel for persuasion, more influential than TV, radio, print, or the Internet (Fogg and Eckles 2007) . At the same time, some studies (Halko and Kientz 2010) have convincingly shown that psychological variables affect whether and how people are amenable to persuasion as well as the choice of the best means to bring it about; as a consequence, automatically inferred personality traits can be used to build more effective changeinducing systems.
In order to investigate the role played by personality traits in mediating behavioral change, we resort to the FunFit experiment (Aharony et al. 2011; Shmueli et al. 2014) . FunFit is a physical activity experimental intervention conducted within the Friends and Family study. The experiment was presented to participants as a wellness game to help them increase their daily activity levels. The results reported in Aharony et al. (2011) suggest that there is a role played by the two social strategies, social comparison (Peer See) and peer pressure (Peer Reward). Our focus here is to zoom-in to these results and analyze how the different subjects' personality traits interplay with the effectiveness of the two social strategies.
Our classification results show that (i) mobile phones-based behavioral data can be superior to survey ones for the purposes of personality classification from structural network properties and (ii) particular feature set/network type combinations promise to perform better with given personality traits.
Moreover, the results of the second task highlight the role that two traits, specifically Neuroticism and Extraversion, have on the effectiveness of the social strategies for inducing physical activity, thus supporting the design of personality-based behavioral change strategies. In particular, we found that extroverts exposed to a social comparison strategy are positively associated with an increase in physical activity level, while they tend to decrease physical activity level if they are exposed to a peer pressure strategy. On the contrary, peer pressure has a positive effect on introverts. Thus, different strategies should be implemented for extroverts and introverts. Neurotic people tend to increase their physical daily activity level if they are exposed to a social comparison strategy. Hence, researchers designing persuasive strategies for neurotic people should prefer a social comparison strategy to a social mechanism based on peer pressure.
To summarize, the main contributions of our work are:
-propose and validate an approach based on structural network characteristics for the automatic personality classification from mobile behavioral data; -investigate the role played by personality traits in mediating the effect of two social strategies (social comparison and peer reward) in the context of behavioral change.
The rest of this paper is organized as follows: Section 2 provides the reader with a comprehensive survey of previous research efforts investigating the role of personality traits in shaping network characteristics and in mediating persuasion strategies; Section 3 describes the dataset used throughout this paper; Section 4 details the first study, focused on assessing the relation between personality and social network structure; in Sect. 5 we present our second study, on the personality impact on behavioral change.
Finally, we elaborate implications of the studies presented along with their limitations in Sect. 6, and provide our conclusions in Sect. 7.
Previous work
In this section we review key works from social and personality psychology literature and from social and ubiquitous computing literature, covering (i) the role of personality traits in shaping network characteristics and (ii) the role of personality traits in mediating persuasion strategies.
Personality traits and network characteristics
For a long time, network science researchers have investigated how the network structure influences the behavior of the nodes (Wehrli 2008) . Some recent studies have started to devote attention to the relationship between network structural characteristics and personality traits: for example, Swickert et al. (2002) reported a positive correlation between Extraversion and the size of the ego-network. Roberts et al. (2008) found no effect of Extraversion after controlling for age. Regarding Neuroticism dimension, Klein et al. (2004) found that people who were low on this trait tended to have high degree centrality in the self-reported friendship networks. Unfortunately, their analysis reports only in-degree centrality and hence it does not allow a complete investigation of relationships between the local network structures and the personality traits of the ego. In order to overcome the limitations of this work, Kalish and Robins (2006) presented a new method of examining personal networks of strong and weak ties through a census of nine triads of different types (e.g., WWW, SNS, SSS, where W means "weak tie", S means "strong tie", and N means "no tie"). Their results suggest that people who seek to maintain their strong tie partners apart tend to have higher levels of Neuroticism. Instead, people with strong network closure and "weak" structural holes (where "structural holes" refers to the absence of ties between parts of the network Burt 1992), tend to be more extraverted.
A common characteristic of the works described above is their being based on information collected by means of surveys (e.g., self-reported social relations). However, researchers in social and ubiquitous computing have started exploring the wealth of behavioral data made available by smartphones, wearable sensors (e.g., sociometric badges Olguın et al. 2009 ), Facebook Quercia et al. (2012b and Twitter Golbeck et al. (2011a) , Quercia et al. (2011) . Exploiting sociometric badges, Olguın et al. (2009) found that Extraversion and Neuroticism were positively correlated with degree, closeness, betweenness, and eigenvector centrality measures. Moreover, they found a negative correlation between Conscientiousness and betweenness centrality. Gloor et al. (2011) found a positive correlation between Openness and Agreeableness on the one hand, and degree and betweenness centrality on the other. Using Facebook data, Golbeck et al. (2011b) found a positive correlation between the number of friends (taken as a measure of degree centrality) and Extraversion, and a negative correlation between ego-network density and Openness and Extraversion. More recently, Quercia et al. (2012b) argued that Extraversion is a predictor (albeit weak) for the number of social contacts. Furthermore, based on a large dataset consisting of recordings of real-life smartphone usage and personality surveys, Chittaranjan et al. (2011 Chittaranjan et al. ( , 2013 exploited actor-based features (e.g., number and duration of calls, BT hits, etc.) in order to automatically classify personality traits. Their results showed that these features could be predictive of the Big-Five personality traits. Moreover, the analysis of these features revealed some interesting trends: extroverts were more likely to receive calls and to spend more time on them, while features pertaining to outgoing calls were found to be not predictive of the Big-Five traits. Finally, de Oliveira et al. (2011) extracted 474 variables from call data records (CDRs), at different time scales, and derived from them the users' social networks; from the latter, they extracted nine structural network features (e.g., degree, efficiency, etc.). For three personality traits (Extraversion, Agreeableness, and Openness), the authors obtained significant improvements in classification performance when using some of these structural network characteristics. Inspired by de Oliveira et al. (2011) , our work extends the number and types of global and local social network structural properties to include centrality, small world and efficiency measures, triadic structures and transitivity measures.
Personality traits and persuasibility
The relationship between personality traits and susceptibility to social influence is still under investigation in social psychology. In their seminal study, Hovland et al. (1953) found that individuals who feel inadequate and depressed, and hence scoring high in Neuroticism trait, tend to be more susceptible to social influence and to need social comparison.
Instead, studies investigating the association between Extraversion and persuasion have reported contrasting results. Several researchers have found a negative impact of Extraversion on persuasion: for example, Gerber et al. (2013) showed that there is negative effect of Extraversion on persuasion. On the contrary, other studies report that extraverts tend to be susceptible to influence given their needs to be socially desirable (Eysenck 1953) . Moreover, a recent study by Hirsh et al. (2012) examined whether message-person congruence effects can be obtained by framing persuasive messages in terms of Big-Five personality dimensions, using a sample of 324 survey respondents. The participants judged an advertisement emphasizing a particular motivational concern as more effective when that concern was congruent with their own personality traits. Hence, their results suggested that adapting persuasive messages to the personality traits of the recipient can be an effective way of increasing the messages impact, and highlighted the potential value of personality-based communication strategies.
In the ubiquitous computing domain, Arteaga et al. (2009) used the Big-Five model to guide the design of mobile persuasive systems for combating obesity trends in teenagers population. Specifically, they used Big-Five traits to make suggestions on game choice and to select motivational phrases to encourage users to play. At a broader level, Halko and Kientz (2010) have investigated whether significant associations exist between personality traits and perceptions of persuasive technologies targeting health promotion. An interesting positive correlation was found between neurotic subjects and the usage of social cooperative strategies. Instead, negative correlations were found between the Conscientiousness trait and social persuasive strategies. Thus, it may indicate that conscientious people may be less susceptible to the use of social persuasive technologies.
In our study, we focus on the mediating role played by personality traits on the effectiveness of two specific social strategies, (i) a social comparison strategy whereby the subject target was shown his/her buddies' physical activities levels, but he/she was still rewarded for his/her own activity level, and (iii) the "peer-reward" condition, in which the buddies instead received a reward proportional to the participant's activity. Compared with previous works, the effectiveness of the strategies was not investigated by using self-reported surveys.
The friends and family study
In this study, we use the Friends and Family dataset, previously introduced by Aharony et al. (2011) and Shmueli et al. (2014) . The Friends and Family dataset is based on a year long study, which collected an immensely rich and dense information on the lives of its 130 participants (approximately 64 families).
The participants were all members of a young-family residential living community at a major North American university, where at least one of the members of each family was affiliated with the university. The majority of the participants were Asian and white North American, with a small subset of Hispanic and Middle Eastern ones. The entire residential community was composed of over 400 residents (approximately half of which had children), and exhibited a lot of friendship ties between its members. Compared with previous social computing observatory studies (e.g., Eagle and (Sandy) Pentland 2006; Madan et al. 2010) , the Friends and Family community includes a more diverse subject pool and provides a unique perspective into a phase of life that has not been traditionally studied in the field of ubiquitous computingmarried couples and young families.
Each participant in the study was equipped with an Android-based mobile phone incorporating the "Funf" platform. This platform is essentially a passive sensing software explicitly designed to continuously collect over 25 phone-based signals, including location, accelerometer data, Bluetooth (BT) based device proximity, communication activities, installed applications, currently running applications, multimedia and file system information, and additional data generated by dedicated experimental applications.
In addition to the passive data collection, participants completed surveys at regular intervals. Upon joining the study, each participant filled out an initial questionnaire which included questions about self-perception of relationships, interactions, and also standard scales like the Big-Five personality questionnaire. Moreover, daily surveys included questions like mood, stress, sleep, productivity, socialization and others.
Participants could also opt in to provide information on: (i) their purchases through submission of receipts and credit card statements; and (ii) their online socialization activities through the installation of a Facebook app (approximately 70 % of subjects chose to install the app).
Participants committed to use the study phone as their primary phone for the duration of the study and in return they were allowed to keep the phone at the end of the study. In addition, participants were extra compensated for every out-of-routine task, such as filling out surveys, submitting receipts or participating in interventions.
The study was approved by the Institutional Review Board (IRB) and conducted under strict protocol guidelines. The protection of participants' privacy and sensitive information was a key consideration: data were linked to coded identifiers of the participants and not to their real world personal identifiers; all human-readable text, such as phone numbers and text messages, was captured as hashed identifiers, and was never stored in its cleartext form and collected data were physically secured and de-identified before being aggregated for analysis. A second important consideration was to be as unobtrusive as possible to the subjects' life routines.
Personality and the structure of the social network
As previously mentioned, personality is an important characteristic which is expected to influence network size and composition. In Kalish and Robins (2006) , the authors investigated the effect of subjects' personality on their immediate network environment: focusing on ego networks, consisting of a focal node (the ego) and the nodes to whom it is directly connected (the alters) plus the ties, if any, among the alters. They showed that psychological predispositions can explain significant portions of the variance of egocentric network characteristics.
In line with Kalish and Robins (2006) , we have previously investigated ) the hypothesis that individuals' psychological predispositions tend to shape their immediate network environment. However, rather than exclusively relying on self-reported data, we prominently exploit real-life behavioral data, collected by means of smartphones. By targeting the automatic classification of the Big-Five personality traits, our work extended and merged the lines of research followed by de Oliveira et al. (2011) and Kalish and Robins (2006) by: (i) exploiting both survey and mobile data and comparing the results obtained thereof; and (ii) focusing on several classes of structural network properties (centrality measures, small world and efficiency measures, triadic structures and transitivity measures) and their relationship to personality traits.
Dataset
For this task, we exploited a subset of the Friends and Family dataset capturing eight complete weeks in the lives of 53 subjects, collected between March and May 2010. In particular, we focus on: (i) call logs, from which we built the Call network (see Fig. 1 ) whereby participants act as nodes and the number of calls between two nodes is used as the edge weight (similarly to the method used in Pentland et al. 2009 ); (ii) proximity data, obtained by scanning near-by phones and other Bluetooth (BT) devices every 5 min, which allowed us to build the BT proximity network (see Fig. 2 ) with, again, participants as nodes and the number of BT hits as edge weights; (iii) data from a survey administered to participants, which provided self-reported information about closeness relationships among subjects (on a 0 ="not close at all" to 10 ="very close" scale). This information was used to build the Survey network where closeness scores are used as edge weights (see Fig. 3 ). The depicted networks have been created using a Fruchterman-Reingold layout with gravity parameter set at 10; node size represents degree (the higher the bigger), node color represents betweenness centrality score (the higher the darker) and edge color represents the edge weight (the higher the darker). As can be noted by looking at the networks visualizations, the behavior of subjects are remarkably different between the two types of interaction networks: i.e., call and Bluetooth versus survey. In particular, it is noticeable how the subjects with the highest degree on the survey network (i.e. the most popular within the sample) are not the ones with highest degree when it comes to BT interactions.
Several factors influence the size of each network: in the Call networks, for instance, some subjects were found to be isolates, a fact that could be due to them only calling people not participating in the data collection (our data did not include such external calls), or to malfunctioning of the call logging system. Thus, we proceeded to discard these subjects from the call network, assuming that their empty network structure would introduce undesired noise for the purpose of personality classification. Beside the two basic behavioral networks (Call and BT) and the one based on survey data, we formed a complex behavioral network by combining Call and BT networks in such a way that its node set was the intersection of BT and Call networks' node sets and its edge weights were a linear combination (the sum of the normalized edge weights) of BT and Call networks' weights.
Personality traits were measured by asking subjects to answer the online version of the 44 items Big Five questionnaire, developed by John and Srivastava (1999) . The scores of the five traits were computed by summing the (inverted when needed) raw scores of the items pertaining to each trait. The maximum (minimum) possible scores were: 40 (8) for Extraversion, 45 (9) for Agreeablenness, 45 (9) for Conscientiousness, 40 (8) for Neuroticism, and 50 (10) for Openness to Experience. The results (average, standard deviation, median, minimum and maximum values) are reproduced in Table 1 . We also performed a Lilliefors' goodness-of-fit test of composite normality on each trait's distribution and found that all traits are normally distributed ( p < 0.05).
Extraction of network characteristics
In order to describe the interaction networks derived from mobile-phones data, we resorted to a set of structural network characteristics including centrality, efficiency, and transitivity measures, as we proceed to describe. 
Centrality measures
Centrality measures can be divided into two classes: those based on the idea that the centrality of a node in a network is related to how close the node is to the other nodes (e.g., degree and closeness centrality), and those based on the idea that central nodes stand between others playing the role of intermediary (e.g., betweenness centrality). Ample, though not always converging, evidence of a relationship between centrality measures and Big-Five traits has been reported in literature. For instance, according to Kanfer and Tanaka (1993) all of the Big-Five personality traits, with the exception of Agreeableness, correlate closely with degree, and more precisely with in-degree; moreover, agreeable persons tend to occupy central positions and report interacting more with others while outgoing (extraverted) and secure (low Neuroticism) subjects had more people reporting interacting with them. Klein et al. (2004) found negative correlation between in-degree centrality from Neuroticism and Openness, and a positive effect of Agreeableness in friendship networks of work group members. Surprisingly, Extraversion had no effect on friendship centrality. In Wehrli (2008) , Conscientiousness is found to negatively correlate with closeness, betweenness and degree centrality, while Extraversion and Neuroticism (the latter in a less evident manner) positively correlate with degree, closeness, betweenness and eigenvector centrality. Moreover, Olguın et al. (2009) obtained evidence for the negative correlation of Conscientiousness and betweenness centrality. In a more recent study conducted by Gloor et al. (2011) , the authors found significant positive correlations between Openness and Agreeableness and degree and betweenness centrality.
Inspired by these previous works, we extracted the three standard measures of centrality proposed by Freeman (1979) : degree, betweenness, and closeness centrality.
More specifically, the degree centrality of a node i is defined as:
where G is a graph with N nodes and K edges, a i j is the adjacency matrix element describing presence/absence of an edge between nodes i and j, and k i is the degree of node i. Betweenness centrality is defined as the number of geodesics (shortest paths) going through a given vertex. Thus, if n jk is the number of geodesics linking two nodes j and k and n jk (i) is the number of geodesics linking the two nodes j and k containing the node i, the betweeness centrality of node i can be defined as:
The closeness centrality of a node i is based on the concept of minimum distance or geodesic d i j , namely the minimum number of edges traversed to get from i to j, and defined as:
where L i is the average distance from node i to all the other nodes. A different interpretation of centrality is given, for instance, by delta centrality measures, which take into account the contribution of a node to network cohesiveness, inferred from the observed network variation when the node is deleted. We computed the delta centrality measure recently proposed by Latora and Marchiori (2007) information centrality-based on the concept of efficient propagation of information over the network Marchiori 2001, 2003) . The efficiency E[G] of a graph G is defined as:
Consequently, the information centrality C I i (C I S ) of a node i belonging to a set of nodes S is (Latora and Marchiori 2007) :
where G indicates the graph obtained by removing from G the edges incident to node i. Such removal affects the communication between various nodes of G and increases the lengths of the shortest paths.
Another measure of centrality we extracted-eigenvector centrality (Bonacich 1987 )-assigns each node with a centrality score depending both on the number and the quality of its connections: having a large number of connections is still valuable, but a vertex with a smaller number of high-quality contacts may outrank one with a larger number of mediocre contacts.
Small world and efficiency measures
The concept of efficiency Marchiori 2001, 2003) can be used to characterize how close to a small world a given ego-network is. Small world networks are a particular kind of networks that are highly clustered, like regular lattices, and have short characteristic path lengths, like random graphs (Watts and Strogatz 1998) .
The formal definition of efficiency E of a graph G containing N nodes is reported in Equation 4. The use of efficiency measures for performance evaluation of structural network features is justified by the hypothesis (Lu et al. 2009 ) that the rate at which information flows within an ego-network is influenced to some degree by the personality of the ego. For each node i ∈ G, local efficiency is defined as (Latora and Marchiori 2003) :
The normalization factor E(G ideal i ) represents the efficiency of the ideal case G ideal i in which i's ego-network G i has all the k i (k i − 1)/2 possible edges, where k i is the number of edges incident with i. E loc is an average of the local efficiency and plays a role similar to transitivity, which will be treated in the next section. Since i ∈ G i , the local efficiency E loc tells how efficient the communication is between i's neighbors when i is removed; in other words, local efficiency gives a measure of the response, in terms of efficiency, of i's ego-network when i is removed.
Conversely, nodal efficiency is defined as the inverse of the harmonic mean of path length, hence for a given node i ∈ G it is calculated as:
We computed nodal and local efficiency for each node in the networks, along with the mean nodal and mean local efficiency of each ego-network. All were extracted both on the weighted and unweighted networks, accounting for a total of eight efficiency measures computed.
Transitivity measures
In Wehrli (2008) , Extraversion was found to negatively correlate with local transitivity; furthermore, McCarty and Green (2005) found that agreeable and conscientious persons tend to have well-connected networks.
To account for a possible contribution of these insights to personality prediction, we computed the following three transitivity features: (i) global transitivity of the egonetworks, (ii) local transitivity, and (iii) mean local transitivity. Global transitivity gives an indication of clustering properties at the level of the entire ego-network. It is based on triples counts, where a triple is a set of three nodes connected by either two (open triple) or three (closed triple) ties. The global transitivity of a given graph G is then defined as the ratio between the number of closed triples in G and the total number of triples.
For each ego-network, we computed this measure, which gives an indication of the clustering in a network, and is often referred to as clustering coefficient. The local transitivity of a node, in turn, measures how close its neighbors are to forming a clique (i.e. a complete graph) and the graph to a small-world network (Watts and Strogatz 1998) . For a node i, local transitivity is defined as the proportion of ties between the nodes in i's neighborhood (i's ego-network) to the number of ties that could possibly exist between them. Finally, we computed i's mean local transitivity as the mean of the local transitivity values of i's adjacent nodes. Davis and Leinhardt (1972) described triad configurations through a string of four elements: the number of mutual (complete) dyads within the triad; the number of asymmetric dyads within the triad; the number of null (empty) dyads within the triad; and, finally, a configuration code for the triads which are not uniquely distinguishable by the first three elements. In the case of directed graphs, every triad may thus occupy one of the 16 possible distinct states. Conversely, in the case of undirected networks, as in our experiments, the triadic census reduces to the following four states: (i) Triad_1, the empty triad; (ii) Triad_3, the ratio of triads where two nodes are connected; (iii) Triad_11, the ratio of triads where a given vertex i is connected to the node j and the node z and there is no edge between the latter two; (iv) Triad_16, the ratio of triads representing the complete graph, namely i is connected with j and z, and j and z are also connected.
Triadic measures
Recently, Kalish and Robins (2006) argued that triad proportions can provide more accurate and informative depictions of the egocentric networks than global measures. They also argued that those ego-network properties are significantly associated with the ego's personality traits. In detail, when ego is connected to two alters, alter1 and alter2, the triad that depicts the relationship between these three actors is denoted by a three letter combination. The first letter indicates the strength of tie between ego and alter1 (S or W, for Strong or Weak tie), the second letter the strength of the tie between alters (S, W, or N, for Strong, Weak, or No tie) and the third letter the strength of the tie between alter2 and ego (S or W). Given the symmetry of triads, alter1 and alter2 are interchangeable and SNW and WNS are thus same triad; hence, a total of nine possible triads can occur in egocentric networks: SSS, SWS, SNS, WWW, WSW, WNW, SSW, SWW, SNW. As for Davis and Leinhardt (1972) , the census is not just a count of the different triad types but rather the proportions of each type against the total number of possible triads given the number of alters in the network: in this way, egocentric networks of different sizes can be compared.
Among the nine triads defined by Kalish and Robins (2006) , SSS and WWW represent strong and weak tie network closure, respectively, while WNW, SNS, and SNW represent three different types of structural holes. In particular, WNW represents weak structural holes as implied by Granovetter (1973) ; SNS represents strong structural holes as permitted by Burt (1992) ; and SNW represents a mixed structural hole between a strong and weak tie. This third structural hole is permitted by Burt (1992) but is also implied by Granovetter (1973) .
Within this framework, Kalish and Robins (2006) suggested that Neuroticism is positively associated with the proportion of WWW triads and negatively associated with the proportion of SSS and SWS triads. Conversely, they found Extraversion to be negatively associated with the proportion of WWW triads and positively associated with the proportion of SSS triads.
In our case, the definition of Strong and Weak ties was established as follows: following Kalish and Robins (2006) , from the weighted adjacency matrix, we used as a threshold the 59th percentile of the edge weights array cumulative distribution; then, edges with a weight higher than or equal to that threshold were considered as S (Strong) while edges weighting less than the threshold were marked as W (Weak).
Results and discussion
In Staiano et al. (2012) , we investigated the efficacy of the above presented networktopology related features in the context of a binary personality classification task. To this end, after dichotomizing the personality scores to obtain binary labels, using the median values reported in Table 1 , we evaluated the recognition accuracy of models built on selected subsets of the feature sets discussed above in a binary personality classification task.
Our models were built by means of Random Forests ensemble classifiers (Breiman 2001), which we chose because they satisfy the max-margin property, they do not require parameter tuning, and, importantly, they are feature-space agnostic, i.e. they do not require the specification of a feature-space, as support vector machines (SVMs) do through the kernels. Moreover, Random Forests are considered within the most accurate learning algorithms available (Caruana et al. 2008) . It has to be noted that the experiments described below were ran also using SVMs with linear and RBF kernels, and obtained less stable and accurate results.
More specifically, the five sets of features we compared are: (Kalish and Robins 2006) , and (v) transitivity measures. We added three additional and composite sets of features, consisting of: (vi) centrality and efficiency features-i.e. the union of (i) and (ii); (vii) all the triadic measures-i.e the union of (iii) and (iv); and (viii) all the features assessing local connectivity-i.e. the union of (v) and (vi). These feature sets were computed on the Survey, Call, BT and on the compound Call ∩ BT networks described above. The results of the classification experiments were validated by embedding bootstrap (Kohavi 1995) in a Leave-One-Out strategy as follows. First, a new dataset D was generated by leaving subject i out of the original data. Then, for 100 iterations, we created a new training set by randomly sampling D (with replacement), and used it to train a classifier to be evaluated on the left out instance i. As a baseline, we chose the classifier that always predicts the majority class (e.g., in case of perfect balance, the baseline's accuracy is 50 %).
(i) centrality measures, (ii) efficiency measures, (iii) Davis & Leinhardt's triad census (Davis and Leinhardt
The obtained mean accuracy values are reported in Tables 2, 3 , 4, 5, 6; each table addresses one of the Big-Five traits, with columns distinguishing the results according to network type and marginals indicated in italics. As can be seen, in all cases the performances are well above those of the baseline.
Such experiments showed, network-wise, a significant informational advantage in the networks built upon the Bluetooth logs. Conversely, concerning the feature sets, measures of centrality and efficiency were found to outperform transitivity and triadic measures. Finally, in terms of personality traits, the highest global accuracies were obtained on Openness and Agreeableness, followed by Extraversion, Conscientiousness, and Neuroticism.
In Tables 2, 3 , 4, 5, 6 we report the results obtained using the different classes of structural network features in a binary classification setting, for each Big-Five Trait.
We proceeded to convert accuracy figures into global ranks, and consequently ran an all-encompassing analysis of variance (ANOVA) on ranks with design Trait(5)*Network-Type(4)*Feature-Set(8). All main and interaction effects turned out to be significant (p < .05); pairwise comparisons (with Bonferroni adjustment for multiple comparisons and overall α = 0.05) on marginal means for Network-Type In summary, BT is the most efficient network for classification purposes at the global level, with Call being the least; Centrality features (be they alone or in conjunction with Efficiency one) are found to outperform Davis & Leinhardt's triads and Transitivity while Agreeableness and Openness are the traits that are best recognized.
Further analyses at finer granularity enriched such global picture of results with more interesting details: for each trait, we ran an analysis of variance (ANOVA) with Feature-Set and Network-Type as factors, in a 8*4 design. The results are summarized in Table 7 .
On all traits considered, Network-Type appears to have significant influence on classification results. A detailed analysis of the sources of these effects (same procedure as above for pairwise comparisons) yields the following patterns:
-Agreeableness-BT > Call = Call ∩ BT > Survey (see Table 2 ); -Conscientiousness-BT = Call ∩ BT = Survey > Call (see Table 3 ); -Extraversion-BT > Call ∩ BT > Survey > Call (see Table 4 ); -Neuroticism-no clear ordering, though BT is significantly worse than Call and Call ∩ BT (see Table 5 ); -Openness-no clear ordering, though Call is worse than BT and Survey (see Table 6 ).
Hence, the neat ordering among network types that we detected at the global level is substantially confirmed at the level of the single trait: in all but one case (Neuroticism), BT is the best performing network and Call is the worst one.
Regarding Feature-Set effects of Table 7 , they are significant only on Conscientiousness and Openness. With respect to the former, this effect is attributable to the higher accuracies of Centrality features in comparison to the other feature sets; on Openness, the joint analysis of the Feature-Set main effect and of the Network Type*Feature Set interaction revealed that the (otherwise quite low) performances of Call ∩ BT significantly increase when Davis & Leinhardt's triads or Transitivity are used.
The remaining two interaction effects concern Agreeableness and Neuroticism: the former can, at least in part, be attributed to a performance drop of Call with Davis and Leinhardt's triads and Transitivity, see Table 2 ; the second interaction effect can be traced back to the accuracy increase obtained when Centrality and Centrality + Efficiency are computed from Call. We also discuss the interaction effect for Extraversion: though only marginally significant (p < .1), it is worth commenting because it highlights opposing patterns between BT and Call networks, with the former sensibly increasing its performance with Davis and Leinhardt's triads and Transitivity and the latter decreasing when the same feature sets are exploited.
Therefore, we observe that the pattern highlighted above when discussing the effects of Feature Set at the global level, stems from specific interactions among NetworkType, Trait, and Feature-Set.
Moving from coarser to finer grained considerations, the models built upon survey network data never outperform the other network types (while providing good results on Openness), suggesting that, despite the many problems that might affect them (e.g., sparseness and incompleteness in the case of the Call network), behavioral data have an advantage over survey data for automatic personality prediction purposes. The second point concerns the relationships between network types and feature sets: in general, performances of models built on Call data tend to decrease with the various types of transitivity and triadic features; BT performances, in turn, are more stable (and higher) across features sets and personality traits. The results from the trait-specific ANOVAs allow refining these general associations: Centrality computed on Call data yields high performances with Neuroticism; Davis and Leinhardt's triads and Transitivity computed on BT data improve the classification accuracy with Extraversion, and they do the same for Openness when computed on Call ∩ BT. In light of the correlation between relevant features and Extraversion on the BT network Fig. 4 , we can further analyse the improved results obtained on such trait by models built upon Davis and Leinhardt's triads (henceforth, we discuss only correlation with significance level p < .01). In particular, a positive association (.281) for Triad_16, the (ratio of) triads representing a complete graph, and negative associations (−.345, −.283 and −.237, respectively) for Triad_1, the empty triad, Triad_3, the triads with two connected nodes, and Triad_11, the triads with two edges.
In other words, in our BT network, extroverts tend to have more complete triads and less incomplete or empty ones, than introverts. As one may put it, extroverts seems likely to keep their close partners together, perhaps by actively seeking to introduce them to one another at the social gatherings captured by the BT network.
Kalish and Robins' triads, which encode the strength of the ties, appear slightly less informative for Extraversion classification, according to our results; in fact, we find only a couple of significant correlations in this case: with WNW (−.228) and with SNW (−.235) triads. Thus, our experiment do not confirm findings reported in Kalish and Robins (2006) , that extroverts have proportionally more SSS and SWS triads and fewer WWW triads. Such differences that can reasonably be attributed to the different types of networks these data are drawn from (survey data in Kalish and Robins 2006, BT in the present discussion).
Finally, we find that all features in our transitivity set significantly correlate with Extraversion: local transitivity (.301), mean local transitivity (.282) and global egonetwork transitivity (.285); in correspondence, classification performance on the BT network gets up to 80 %. It should be noted that our correlation figures contrast with those obtained by Wehrli (2008) where Extraversion was found to negatively correlate with local transitivity.
However, our results seem to support those of Hallinan and Hallinan and Kubitschek (1988) who, examining the relationship between tolerance for intransitivity and friendliness, found that friendly students have a lower tolerance for intransitive triads and tend to remove them over time. Finally, no significant correlations could be found in the Call network between the Extraversion trait and any of the features composing the Davis & Leinhardt's triads and the Transitivity sets, possibly explaining the drop in accuracy discussed above.
Turning to Neuroticism, the association with centrality measures in the call network that our classification results reveal can be traced back to the level of correlations to degree centrality (.257), a datum that is in line with findings in Wehrli (2008) . By indicating a more substantial (though not necessarily linear) relationship between entrality features and Neuroticism, our classification results call for further investigation of the underlying phenomena.
Our conclusions concerning Agreeableness are similar to those for Neuroticism. In the literature, this trait has not been investigated much by means of network-level measures. On our side, we could only find a significant positive association in the Call network between Agreeableness and local efficiency (.246), which measures the mean efficiency internal to an ego-network, an index related to small world formation. Correspondingly, the Call network accuracy gets up to 73 % with the Efficiency feature set. As it seems, therefore, more agreeable people have some tendency towards forming small worlds than less agreeable ones; again, this is a datum that, together with its import to the explanation of our classification results, needs further investigation. The literature does not offer much to discuss, and compare with, concerning the elusive trait of Openness. Given this lack of information, the level and type of recognition accuracy that we obtained is even more remarkable: at the global level, Openness is one of two best recognized trait, with average accuracy 68.23; it seems capable of taking specific advantage of features, such as Davis & Leinhardt's triads and Transitivity, which measure the level of connectedness of the ego-network; it is also the trait where information from the surveys performs better. Definitely, more work is needed. Finally, Conscientiousness trait seems capable of taking specific advantage of centrality features. However, no significant associations were found for this trait. Our classification results call for further investigation of the underlying phenomena between centrality feautures and Conscientiousness.
Personality as a mediator for behavioral change
The second goal of this work is to investigate the role played by personality traits in mediating the effectiveness of two social strategies in promoting physical activity, (i) Peer See, a social comparison strategy, and (ii) Peer Reward, a novel social mechanism in which subjects are rewarded based on their peers' performance rather than their own. In the following, we will describe the design of the FunFit experiment and the methodology used to measure the subjects' physical activity; then, we will describe and discuss the performed analyses and the obtained results.
The FunFit experiment
FunFit is a fitness and physical activity experimental intervention conducted within the Friend and Family study from October 2010 to December 2010. The main goal of the experiment was to explore the question of understanding social influence and motivation in the context of health and wellness activities. The experiment was presented to participants as a wellness game to help them increase their daily activity levels. 108 out of the 123 active Friends and Family subjects at that time elected to participate and were allocated into two experimental conditions, allowing us to isolate different incentive mechanisms related to monetary reward, the value of social information, and social pressure/influence: -Peer See: subjects were shown their own progress and the progress of two "buddies" in the same experimental group, and were given reward based solely on their own activity. -Peer Reward: subjects were shown their own progress and the progress of two "buddies" in the same experimental group, but their rewards depended only on the performance of the two buddies. This condition simulates a social mechanism based on inducing peer-to-peer interactions and peer pressure.
The allocation algorithm was designed to pair each participant in the Peer-View and Peer-Reward with two buddies within their group, while (i) prioritizing pairings with closer friends, (ii) eliminating pairings of spouses, and (iii) eliminating reciprocal pairings of buddies. The algorithm was formulated as an integer programming optimization problem and was solved by applying an iterative heuristic (see Aharony et al. 2011 for further details).
During the initial 23 days of the experiment (Oct 5-Oct 27), denoted as P1, the baseline activity levels of the subjects were collected. The actual intervention period was divided into two periods: Oct 28-Nov 15, denoted as P2, and Nov 16-Dec 5, denoted as P3. During these two intervention periods, the subjects were given feedback on their performance in the form of a monetary reward. The monetary reward was calculated as a function of the subject's activity and was allocated according to the subject's experimental condition.
The game was not designed as a competition, and every subject had the potential to earn the maximal reward. That is, a previously non-active participant could gain the same reward as a highly active one, while the highly active person would need to work harder.
Measuring physical activities
Physical activity measurement was based on accelerometer readings from the subjects' smartphones. Accelerometer scans were sampled in a duty cycle of 15 s every 2 min. During the 15 s, raw 3-axis accelerometer measurements were sampled at 5 Hz rate and combined to compute the vector magnitude for each sample. The variance of the magnitude in each 1-s block was then computed (Eston et al. 1998) . The score was calculated by giving one point for every second, thresholded to three states (i) 'still, (ii) moderate activity, and (iii) high activity, where the two active levels were combined into a single active level. Participants were not constrained in the way they should carry the phone, but were told that the more they carry the phone on their body, the more of their activity would be accounted for their game score.
For analysis purposes, activity levels were normalized to the span of a single sample. For example, a normalized daily average activity is calculated by summing all accelerometer samples for the day and then dividing by the total count of accelerom- eter readings for the day. This gives the average activity level per reading for that day, and allows us to easily do things like comparing normalized average activity levels in different times of the day. It is trivial to convert a normalized value to actual time: for instance, a normalized daily average value of 1.0 for an experimental group represents an average activity of 96 min per member.
Calculating rewards
Game rewards were calculated every 3 days, using a reference window of the 7 days preceding the current 3-day bin. Average and variance for daily activity count are calculated for the reference window, as well the daily average for the current 3-day bin. Rewards depended solely on an individual's performance, and was mapped to be between $0.50 and $5, in $0.50 increments between one standard deviation above and below the reference average value. Values above or below the bounds received max or min value, respectively. To avoid discouragement due to zero reward, participants were not given less than 50 cents per reward period.
Cleaning the data
As detailed in Aharony et al. (2011) , eleven subjects were removed from the study pool over the course of the intervention (due to prolonged technical issues that prevented reliable activity tracking, long durations of out of town travel, or dropping out of the longitudinal study entirely). In addition, we also removed subjects that did not fill the personality survey, obtaining a final sample of 32 subjects for the Peer See experimental group and 37 subjects for the Peer Reward experimental group (see Table 8 ). Their data has been removed from the analysis, except for cases of analyzing peer effects for their Buddies. As in Aharony et al. (2011) , subject-day pairs that did not have sufficient information for generating a reliable average score for the day were precluded. For a single subject, a complete day's worth of data consisted of 720 accelerometer score readings, since accelerometer scans were taken in 2-min intervals. Data was considered "missing" for an interval if there was no accelerometer score logged for that interval. When a person's day had fewer than 50 % of the possible readings, that day was not used for the analysis and calculation of averages. Removed measurements accounted for less than 5.4 % of the total available measurements.
Regression analysis and results
Our goal in the following analysis is to investigate whether the impact on physical activity in the two social strategies (i.e., Peer See and Peer Reward) is mediated by personality traits. Several studies have investigated antecedent correlates of participation in physical activity. Personality is a factor that has received continued, albeit modest, attention in exercise and health psychology across the years (see Rhodes and Smith 2006 for a general review). Hence, as a first step in our analysis, we tested whether our subjects' daily physical activity level in normal conditions differs for different personality traits. We performed a regression analysis using the daily physical activity level collected during the pre-intervention phase (P1) as the dependent variable and the five personality traits as the independent variables. For the sake of regression, all personality raw scores were transformed into z-scores. In order to account for the repeated measures for participants (due to the daily measurement of physical activity) we used linear mixed models in which the IDs of participants were treated as the random effect. It is worth noting that the daily activity variable was not normally distributed, but linear mixed models are robust with this regard (Gelman and Hill 2007) . Table 9 reports the significant effects ( p < .05) we found: Neuroticism positively correlates with daily physical activity (regression coefficient = 0.055, p = .013). In order to understand the meaning of this finding, one should keep in mind that a positive coefficient indicates a direct relationship between the dependent variable and the relevant independent variable, whereas a negative coefficient correspond to an inverse relationship. Hence, in our dataset highly neurotic people tend to perform more physical activity. Interestingly, our result is in contrast with previous findings in exercise and health psychology. Some studies have found a small but negative association between this trait and physical activity (Rhodes and Smith 2006) . Moreover, a slightly significant positive correlation was also found with Agreeableness (regression coefficient = 0.038, p = .099). No significant associations were found between daily physical activity and the remaining traits, Openness, Extraversion, and Conscientiousness.
Next, we investigated the role played by subjects' personality in mediating the effectiveness of the two social strategies (i.e., Peer See and Peer Reward) Similarly to the analysis above, we designed a regression analysis in which the dependent variable was the daily physical activity performed during the post-intervention phase (P2 + P3) and the independent variables consisted of: (i) the average level of daily physical activity computed during pre-intervention phase (P1), (ii) the five personality traits, (iii) the experimental group (a binary variable with Peer Reward set to 0), and finally (iv) the interaction personality*group (e.g., Extraversion*group, Neuroticism*group, Agreeableness*group, etc.). Doing so, the average physical activity level for subjects in P1 acts as a control for itself. Again, linear mixed models were used and the Ids of the participants were set as the random effect. Table 10 reports the significant effects ( p < .05) we found in the pre-post analysis. As expected, we found a strong positive correlation between the daily physical activity level during the pre-intervention phase (P1) and the activity level during the post-intervention phase. As for the personality traits, the regression analysis showed significant effects only for Conscientiousness and Agreeableness. Conscientiousness positively associates with daily physical activity level (regression coefficient = 0.048, p = .029) suggesting that subjects scoring high on this trait tend to do more physical activity. This finding confirms several previous works on health psychology (Rhodes and Smith 2006) . Consistently with the previous analysis, a positive association was also found with Agreeableness (regression coefficient = 0.089, p = .000).
Interestingly, interaction effects for group and personality were found significant for Extraversion and Neuroticism. To make these effects clearer, we generated Figs. 5 and 6, taking into account the following assumptions:
1. pre-intervention activity level was set to 1 (dotted black line in the figures). Given the linearity of the regression model we can set the pre-activity level to 2 or 3 without significant changes in the interpretation; 2. the value 0 in the X axis is the mean value of the personality z-scores; 3. −1 means a decrease of one standard deviation while +1 means an increase of one standard deviation in the personality z-scores.
As can be seen in Fig. 5 , an increase in Extraversion for subjects in Peer See experimental group is positively associated with an increase in physical activity level. According to Eysenck (1953) , extroverts are more concerned with the social world and how they are viewed which means that they need to be viewed as socially desirable. Moreover, VanderZee et al. (1996) found a positive association between individuals high on Extraversion and need for comparison. On the other hand, subjects scored higher on Extraversion tend to decrease their physical activity level while exposed to the Peer Reward intervention strategy. An interesting study by Nussbaum (2002) may help us in the interpretation of the negative effect of a peer pressure social mechanism (Peer Reward) on extroverts. Nussbaum, performed a study in which introverts and extroverts engaged in a discussion about a project. During the study, extroverts made a larger number of contradictions to the opinions of others and discussed the issue in an adversarial manner whereas introverts tend to work together to construct solutions. This suggests that extroverts will conform less than introverts once exposed to peer pressure.
As shown in Fig. 6 , subjects scored higher on Neuroticism increase their physical daily activity level if they are exposed to a social comparison strategy. Instead, no evident effect is found using the Peer Reward strategy. Again, VanderZee et al. (1996) found that individuals high on Neuroticism displayed a higher need for comparison and engaged more often in upward comparisons. A similar result was found also Gibbons and Buunk (1999) . Moreover, given that a primary component of Neuroticism is uncertainty about the self, its relation with social comparison appears to be theoretically consistent.
Regarding Agreeableness and Conscientiousness, only main effects of the traits were found without any interaction with the social strategy used. Hence, agreeable and conscientious subjects tend to perform more daily physical activity in comparison to dis-agreeable and low-conscientious ones (Fig. 7 and Fig. 8 ). 
Implications and limitations
In our paper, we dealt with two tasks related to personality that have several implications for social computing, user modeling and ubiquitous computing research fields.
First of all, we have proposed and validated an approach for the automatic classification of personality traits from mobile phone data. In particular, we emphasized the importance of ego-networks structural characteristics. We also systematically investigated the predictive power of those structural properties with networks arising from different types of behavior (call logs and BT proximity), and compared the obtained results to those obtained from survey data, which still are the most common source of data in the social sciences. The results we obtained provide encouraging evidence that behavioral data are better suited to our task. However, dealing with networks that are built from events (face-to-face interactions, call exchanges, etc.) rather than from survey items targeting specific dimensions of interest (e.g., friendship, information flow, etc.) requires the researcher to reconstruct the meaning of the networks.
Moreover, the availability of different social behaviors in the form of mobile phone data opens the possibility of finding out about the best combinations of social behavior and structural properties for specific personality traits.
Hence, it is the case that the exploitation of behavioral data from mobile phones can considerably change the picture in disciplines exploiting the methods of social network analysis and greatly impact the task of automatically predicting personality.
On a practical side, the ability of inferring personality and other psychological variables through data collected by mobile phones could be used in various ways in the context of mobile applications (Chittaranjan et al. 2013 ). In the first place, previous works have shown that personality is linked to user interface preferences (Brinkman and Fine 2005) . The personality of a user might also determine the kind of functions s/he is disposed to use on the phone, as in the case of recommendation systems that attempt to match the preferences and personalities of their users (Graham and Gosling 2011) . Again, a recent study has shown the role of personality, specifically Extraversion and Conscientiousness, on the users' satisfaction from basic mobile phone services (calls, text messages, and simple GPRS/3G services) (de Oliveira et al. 2013 ).
As we highlighted in the introduction, another important implication is the usage of the automatic understanding of personality from mobile phone data for the design of more effective strategies of mobile persuasion. For this reason, in the second task we investigated and showed how personality traits act as mediating factors in a behavioral change intervention. The results confirm the role played by Neuroticism and Extraversion and support the idea of personality-based behavioral change strategies. From the analysis of FunFit data it clearly emerges that Neuroticism positively interact with a social comparison strategy. Hence, researchers designing persuasive strategies for neurotic people should prefer a social comparison strategy to a social mechanism based on peer pressure such as our Peer Reward strategy. More interestingly, we found that Peer See has a positive effect on extroverts while Peer Reward is adequate for introverts. In sum, our results suggest to incorporate users' personality models in the design and implementation of persuasive sistems and, more in general, provide support to the emergent interest on personality-based personalized systems (Ferwerda et al. 2015) .
However, our study has also several limitations that call us and other researchers to further work on the personality recognition task and on the investigation of the mediating role played by personality in behavioral change contexts.
Some of the limitations pertain to the dataset used: the relatively small size of the sample; the fact that it comes from a population living in the same environment (our subjects were all married graduate students living in a campus facility of a major US university); the non-availability of behavioral data concerning the interaction with people not participating in the data collection, a fact that is common to many other studies of this type and that has been also pointed out by Quercia et al. (2012b) . As consequence, an extrovert whose friends are mostly outside of the participants might appear to be more introverted based purely on the Friends and Family dataset. Another limitation is the focus on two behavioral change strategies only, i.e. the social comparison and social-pressure mechanisms. However, several other strategies (e.g., dialogueand argumentation-based strategies, central route and peripheral route strategies) could be used requiring additional analysis for understanding the role of individual traits. Finally, our behavioral change intervention was designed to target a specific issue, increasing physical activity. For sure, it would be quite interesting looking at the role played by personality and other individual characteristics in other behavioral change domains (e.g., energy consumption, recycling, etc.).
Conclusions
This paper aimed at advancing the state of the art of the automatic classification of personality traits and at investigating the role played by personality in a behavioral change context.
Despite the limitations discussed above, we believe that our classification results have provided compelling evidence that mobile phones-based behavioral data can be superior to survey ones for the purposes of personality classification and that egonetwork-based features provide many interesting insights about ego's personality such as (i) the superiority of triadic and transitivity features for Extraversion prediction on proximity (BT) data, (ii) the importance of centrality and efficiency features from Call data for Neuroticism and Agreeableness, and (iii) the overall greater richness of the information provided by proximity (BT) data with respect to Call data.
Furthermore, our FunFit results have highlighted both the main and interaction effects of personality on physical activity. In particular, the results confirm the role played by Neuroticism and Extraversion in mediating the effectiveness of social comparison and social-pressure and support the idea of personality-based behavioral change strategies. As consequence, persuasive systems should incorporate users' personality models in order to effectively influence and change theirs behaviors.
