Hyperspectral dimensionality reduction (HDR), an important preprocessing step prior to high-level data analysis, has been garnering growing attention in the remote sensing community. Although a variety of methods, both unsupervised and supervised models, have been proposed for this task, yet the discriminative ability in feature representation still remains limited due to the lack of a powerful tool that effectively exploits the labeled and unlabeled data in the HDR process. A semi-supervised HDR approach, called iterative multitask regression (IMR), is proposed in this paper to address this need. IMR aims at learning a low-dimensional subspace by jointly considering the labeled and unlabeled data, and also bridging the learned subspace with two regression tasks: labels and pseudo-labels initialized by a given classifier. More significantly, IMR dynamically propagates the labels on a learnable graph and progressively refines pseudo-labels, yielding a well-conditioned feedback system. Experiments conducted on three widely-used hyperspectral image datasets demonstrate that the dimensionreduced features learned by the proposed IMR framework with respect to classification or recognition accuracy are superior to those of related state-of-the-art HDR approaches.
(t) (t)
: An overview of the proposed IMR framework. In fact, each iterative (t-step) starts with the input of labeled and unlabeled data and ends up the output of the subspace projections (S (t) ), regression matrix (A (t) ), and learned graph (W (t) ) aligning the labeled with unlabeled samples. With the t-step learned graph, the pseudo-labels (t + 1) can be refined.
ADMM-based optimizer is used for the IMR solution. Fig. 1 illustrates the workflow 145 of the proposed IMR method. Let X l ∈ R d×N be the unfolded hyperspectral data with d bands by N pixels (or 148 samples), and Y l ∈ R l×N be the corresponding one-hot encoded label matrix with l 149 classes by N pixels. We model the original JL problem [55] as follows.
where S ∈ R d sub ×N and A ∈ R l×d sub denote the subspace projection and the regres-151 sion matrix linking the estimated subspace with label information, respectively, and 152 d sub represents the subspace dimension. || • || F denotes the Frobenius norm and α is 153 the regularization parameter . 154 Slightly different from the original JL, an improved model with manifold (graph) 155 regularization is formulated by optimizing the following objective function. where L l ∈ R N ×N = D l − W l is the Laplacian matrix, W l ∈ R N ×N is an adjacency 157 matrix (graph), and D l(ii) = i =j W L(i,j) is the corresponding degree matrix. The 158 term tr denotes the trace of matrix parameterized by β. The JL-based models in Eqs. 159 (1) and (2) have been proven to be effectively solved with the ADMM optimizer [63] . 160 Once the projection matrix S is learned, the subspace features can be computed by SX. 161 
Iterative Multitask Regression (IMR)

Multitask Regression with Graph Learning 169
In the multitask framework, we propose a learning-based graph regularization in-170 stead of a fixed graph artificially constructed with the known kernels (e.g., using Gaus-171 sian kernel function), in order to depict the connectivity (or similarity) between sam-172 ples. Accordingly, a multitask regression framework is proposed for semi-supervised 173 HDR by optimizing the following objective function.
where X pl ∈ R d×M and Y pl ∈ R l×M denote unlabeled hyperspectral data and a one-175 hot encoded pseudo-label matrix, respectively, while X = [X l , X pl ] ∈ R d×(N +M ) 176 and L ∈ R (N +M )×(N +M ) is a joint Laplacian matrix. The term s > 0 is a constant to 177 control the scale. Furthermore, the two fidelity terms in multitask learning are balanced 178 by a penalty parameter γ.
179
To solve (3) effectively, we rewrite the trace term as
where W ∈ R (N +M )×(N +M ) is the to-be-learned joint adjacency matrix (see Fig. 2 in red). In W, the similarities between X can be measured by a pair-wise distance 182 matrix (Z ∈ R (2N +M )×(2N +M ) ) on Euclidean space; this matrix can be computed by 183
Moreover, the operator is interpreted as a term-wise 184
Schur-Hadamard product.
185
By means of Eq. (4), optimizing problem (3) on a smooth manifold can be equiva-186 lently converted on a sparse graph as follows. 
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Intuitively, the optimization problem for solving the variable A is a Tikhonov-212 regularized least square regression, which is formulated as follows.
A closed-form solution of Eq. (6) is given by
where H l = SX l and H pl = SX pl . The variable S can be estimated by solving the following optimization problem.
The orthogonality-constrained regression problem in Eq. (8) has been effectively solved 218 by using an ADMM-based optimization algorithm [63] . In the sub-problem, we learn the connectivity (or similarity) between samples from 221 the data rather than using certain existing distance measurements. Therefore, the re-222 sulting optimization problem can be formulated as
whose solution has been obtained with an effective ADMM as well, as presented in 224 [66] . Please note that for those samples with labels, we construct a graph-based local 
where N k denotes the number of samples belonging to k-th class. Given the labels (Y l ) and pseudo-labels (Y (t) pl ) of the t-th step, and the labeled (X l ) 230 and unlabeled (X pl ) samples, we can correspondingly learn the joint graph structure 231 (W (t) ) in the t-th step from the t-th latent feature spaces (Z (t) ). The learned W (t) can 232 then be further applied to infer the pseudo-labels of next step (Y (t+1) pl ) by LP, and then 233 the updated pseudo-labels can be fed into a next-round model learning. This process is 234 illustrated in Fig. 3 . Please note that the model's iteration will be suspended as long as 235 the to-be-learned adjacency matrix W is not changed or the residual error ( ) between 236 the current W (t) and the former step W (t−1) are close to zero (e.g., 10 −6 ). The same or similar criterion has been successfully applied in various practical appli-247 cations [10, 67, 68, 69]. In addition, we also draw the convergence curves correspond-248
ing to the three used datasets, respectively, by recording the relative loss of objective 249 function of Eq. (5) in each iteration, as shown in Fig. (4) . One can be seen from the 250
figure is that our model is able to fast reach the state of convergence with more or less 251 20 steps. to 1050 nm at a ground sampling distance (GSD) of 1 m. This is a complex city scene 273 with 20 challenging classes (see Fig. 7 and Table 1 the three datasets. Fig. 5 gives both visual and quantitative results with the increase 335 of the IMR's iterations 4 . Note that the IMR with iterative 0 equivalently degrades to a 336 version without label propagation. The OAs are clearly much lower without using an it-337 erative strategy to update pseudo labels (iterative 0) than when using several iterations.
338
Intuitively, this proves the superiority of the iterative strategy by gradually optimizing 339 the pseudo-labels. It is worth noting, however, that the performance gain starts to slow to be 3 (IMR-3 for short); it will be used for comparison in the following experiments. results obtained under the optimal parameter combination.
350
Using the NN classifier, there is basically the same classification performance in 351 OSF and FSDA. Despite an improved supervised criteria, FSDA still yields poor clas- Table 2 : Quantitative performance comparison among the different algorithms with the optimal parameters on the IndianPines dataset in terms of OA, AA, and κ as well as accuracy for each class. The best is shown in bold. Note that IMR-3 denotes the IMR with three iterations. ing, the JL model dramatically outperforms FSDA (more than 10% improvement), but 358 also improves the OAs of around 4%, 6%, 2%, and 1%, respectively, compared to those 359 semi-supervised HDR approaches (SELD, CDME, SL-LDA, and SSLFDA). This intu-360 itively indicates the superiority of the regression-based JL model for feature learning. 361
Following the JL-like model, the proposed IMR framework achieves the best perfor-362 mance owing to the multitask learning framework, where the labeled and unlabeled 363 samples can be jointly regressed, and to the iterative updating strategy of pseudo-labels. 364
There is a similar trend in classification performance using the LSVM classifier, yet its 365 performance is relatively weaker than those with the NN classifier. The possible reason 366 for that is the few training samples available, further leading to the poor estimation of 367 decision boundary for the SVM-like classifier learning.
368
Furthermore, we can observe from Table 3 : Quantitative performance comparison among the different algorithms with the optimal parameters on the Houston2018 dataset in terms of OA, AA, and κ as well as accuracy for each class. The best is shown in bold. Note that IMR-3 denotes the IMR with three iterations. shown in Fig. 7 and listed in Table 3 , respectively. The optimal parameters used for 379 different compared methods are given in Table 3 as well. Likewise, due to more chal-380 lenging categories in this scene and small-scale training set, the ability to classify the 381 materials for the LSVM is limited. This might explain a phenomena in Table 3 , that is, 382 why the NN-based classifier, to some extent, performs better than the SVM-based one 383 for many compared methods.
384
More specifically, OSF yields a poor classification performance, due to the highly 385 redundant spectral information and the sensitivity to noise. Unlike OSF that directly 386 uses the original spectral features as the input features, FSDA and JL are apt to discrim-387 inate the materials due to the utilization of the label information. Further, taking the 388 unlabeled samples into account is of great benefit in finding a better decision bound-389 ary, yielding a possible performance improvement, as shown in those subspace-based 390 learning semi-supervised HDR methods (e.g., SELD, CDME). It is worth noting that 391 the regression-based JL model is provided with nearly identical performance to those 392 semi-supervised HDR approaches using both NN and LSVM classifiers, even though 393 Table 4 : Quantitative performance comparison among the different algorithms with the optimal parameters on the Berlin EnMap dataset in terms of OA, AA, and κ as well as accuracy for each class. The best is shown in bold. Note that IMR-3 denotes the IMR with three iterations. the powerful GLP is utilized (e.g., SL-LDA, SSLFDA). As expected, the performance 394 of the IMR framework, which optimizes the pseudo-labels in an iterative fashion, is Apart from the regularization parameters, we analyze the performance gain in us-451 ing the different subspace dimension of our IMR method, since a proper subspace 452 dimension tends to reach a trade-off between discrimination and redundancy of the 453 dimension-reduced product. For this purpose, the corresponding experiments are con-454 ducted by using the NN classifier to see the classification performance with the gradually-455 reducing dimension. As can be seen from Fig. 10 Figure 11 : Sensitivity analysis to the size of training set using the NN and LVSM classifiers for the used three datasets. probably due to the lack of the spatial information modeling. 
Computational Cost in Different Methods
485
The experiments for HDR conducted by different methods are implemented for 486 simulation on a laptop with the CPU i7-6700HQ (2.60GHz) and a 32GB random access 487 memory (RAM). Herein, we assess the operational efficiency of the compared HDR 488 approaches in terms of running time, as listed in Table 5 .
489
In general, the running time of supervised HDR is much less than that of semi-490
supervised HDR, such as between supervised discriminant analysis (FSDA) and semi-491 supervised discriminant analysis (SELD, CDME, SL-LDA, and SSFLDA). The conclu-492 sion is just as much applicable to another group, that is, JL and our proposed IMR. Re-493 markably, although the newly-proposed IMR model seems to be operationally complex 494 compared to other HDR methods, yet as it turns out, the IMR shows the computation-495 ally efficiency and the time cost is acceptable, mainly owing to the fast matrix-based 496 computing power in regression-based techniques. To facilitate the use of unlabeled samples effectively and efficiently, we propose a 499 novel regression-based semi-supervised HDR model, called iterative multitask regres-500 sion (IMR), which 1) simultaneously bridges the labeled and unlabeled samples with 501 the labels and pseudo-labels in a multitask regression framework; and 2) progressively 502 updates the pseudo-labels in an iterative fashion. This model provides us a new insight 503 into the solutions of HDR-related problems. We conducted extensive experiments on 504 three convincing and challenging HSI datasets, demonstrating that our method (IMR) 505
is capable of extracting more discriminative features by allowing for the unlabeled 506 samples and by optimizing the pseudo-labels. 
