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We calculate the moduli dependent part of string one-loop threshold correc-
tions to gauge couplings for the heterotic string theory compactified on abelian
toroidal orbifolds, allowing for arbitrary discrete Wilson lines. We show that
the knowledge of threshold corrections for any such compactification is equiv-
alent to solving a class of integrals. We solve a sub-class of these integrals
and show how any model can be mapped onto this class by fractional linear
transformations of its fixed plane moduli. Modular symmetries of the final
expression are discussed.
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1 Introduction
In the past decades, string theory emerged as one of the most promising candidates for a
unified description of nature—providing a quantum theory of all known forces including
gravity. However, it still remains an open problem to find a vacuum of the theory which
consistently describes the well-known standard model of elementary particle physics and
enables us to predict physics beyond the standard model—hopefully leading to a connec-
tion of string theory to experiment.
The setting for our work will be the heterotic string, for which numerous models are
known with the minimal supersymmetric standard model (MSSM) spectrum and gauge
group. As compactification spaces we will be looking at abelian toroidal orbifolds. These
have been investigated thoroughly since the early works [1] [2] and have attracted several
interest recently, see for example [3] [4] [5].
Besides the difficulty of obtaining the correct massless spectrum and standard model
gauge group, there exist several other problems. The most severe of these possibly being
the discrepancy between the expected energy scale for the unification of all forces from
experimental data (the GUT scale) and the scale suggested by string theory (the string
scale) at tree level. These two scales differ by an order of magnitude.
There are various possibilities of how to resolve this problem: new particles at intermediate
mass scales, non-standard affine levels and string one-loop effects. See [6] for a review.
String one-loop effects can alter the unification scale through threshold corrections to the
gauge couplings. It is essential that, for the reconciliation of GUT scale and string scale,
it suffices to know the part of these threshold corrections which depends on the moduli of
the compactifying space. This part can be obtained from the general formula determined
in [7], valid for any vacuum of the heterotic string. In ref. [8] this formula has been applied
to abelian toroidal orbifold compactifications. It was possible to evaluate formulas for a
special sub-class of the orbifold compactifications, in which the string modes contributing
to the threshold corrections are localized on a complete two dimensional sub-torus in
the absence of discrete Wilson lines. This result was further generalized in [9] where
the moduli dependent part of the threshold corrections has been evaluated for special
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orbifold geometries, in which the string states contributing to the threshold corrections
are not localized in a complete two-dimensional sub-torus. However, the inclusion of
discrete Wilson lines has remained a problem ever since. Possible effects of non-vanishing
discrete Wilson lines on modular symmetries have been first considered in [10] [11] [12].
There it was realized that discrete Wilson lines can break the usual PSL(2,Z) symmetry.
Symmetry groups of various orbifold models with discrete Wilson lines were obtained in
[13] [14].
However, the calculation of threshold corrections in the presence of discrete Wilson lines
remained as an open problem. The recent activity in orbifold model building has renewed
interest in solving this problem, since all promising models posses non-vanishing discrete
Wilson lines. Therefore, investigation of the unification scale in these models requires
the knowledge of the moduli dependent part of the gauge coupling threshold corrections.
Furthermore, many aspects of low-energy phenomenology rely on PSL(2,Z) as the group
of modular symmetries [15]. The knowledge of the group of modular symmetries in the
presence of Wilson lines is, therefore, useful to examine certain low-energy phenomena in
these models.
This has been the main motivation behind the work presented here. In the following,
we shall explain why we think that this work has solved the task of determining the
moduli dependent part of gauge threshold corrections in arbitrary abelian toroidal orbifold
compactification of the heterotic string (allowing for arbitrary discrete Wilson lines) in
full generality: We will develop a constructive prescription of how to calculate an analytic
expression for an arbitrary model.
The organisation of the paper is as follows. The first part of Chapter 2 introduces the
physical language we will be using throughout the work. The second part investigates the
action of modular transformations on conformal field boundary conditions on the world
sheet torus. The third part develops the notion of closed, minimally closed and generating
sets of boundary conditions. Furthermore, their structure is analysed. Chapter 3 applies
the structure uncovered in chapter 2 to show that the calculation of threshold corrections
simplifies significantly since the partition functions to different boundary conditions can
be related to each other. This is used to reformulate the problem as an integral over
the partition function associated to one specific boundary condition, with the domain
of integration being the fundamental domain of the symmetry group of this partition
function. Next, the fixed plane condition for the quantum numbers is considered. It
is shown that this is a system of linear Diophantine equations which always possesses
solutions and can be characterised by four rational numbers α, β, γ, δ ∈ Q. These four
numbers determine a class of integrals which is equivalent to the calculation of one-loop
threshold corrections. Chapter 4 starts with the calculation of the integrals of the classes
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α = β = γ = 1 and δ ∈ Z and the symmetry of the result is investigated. Afterwards, it is
proven that all other classes can be reduced to the classes α = β = γ = 1 and δ ∈ Z via a
redefinition of the complex structure and Ka¨hler structure moduli of the compactification
space.
2 On Boundary Conditions, Closed Sets and Generating
Elements
This section will follow several aims. Firstly, we will give a brief introduction into the
physical background of our analysis. Secondly, we will show that the set of elements of
boundary conditions which contribute to the one-loop gauge threshold corrections admit
a certain structure. Thirdly, we will proof the existence of a generating system for these
elements.
The main result of this section will be theorems 2.9, 2.17 and 2.19. The first states that
the set of boundary conditions which contributes to ∆a is closed under SL(2,Z).
1 The
second states that there is a natural choice of a generating system of O. The third states
that the partition functions of all boundary conditions of a generating set coincide if at
least one of them is invariant under Γ′ ⊂ Γ for some finite index subgroup Γ′ of Γ. If
a transformation is regarded as an action on boundary conditions, it is regarded as an
element of SL(2,Z). The definition of the action of such a transformation accounts for
the fact that there exists an associated modular transformation, hence, an element of
Γ, on the partition function which is associated to this boundary condition. We should
mention that it is possible to generalize these results. One can look at closed sets under
other groups than SL(2,Z) and assign functions to those sets with crucial relation (2.21).
These sets do not necessarily have to be boundary conditions and the function not to be
partition functions. But since we want to compute one-loop gauge threshold corrections,
we will not develop this further in the present work.
2.1 Physical terminology
The aim of this subsection is to outline the physical motivation for our computation.
Furthermore, we would like to establish a precise language for the class of string theory
models we will be discussing. The reader without a background in string theory will find
definitions for the physical terms used throughout this work. However, the definitions
1Therefore, the sum over all associated partition functions is modular invariant.
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given are designed to suit this work and will most probably not be of great practicality
in most other contexts.
Our starting point is the heterotic string theory. We compactify down to four dimensions
by using the geometry M4 ×O, where O is a toroidal orbifold defined by [1] [2]
O = T6/P . (2.1)
This means that all points x ∈ T6 are identified which are related by a group element
θ ∈ P as2
x ∼ y ⇐⇒ y = Q(θ) x (2.2)
where Q(θ) is a representation of θ on the torus lattice. The group P is called the point
group of the orbifold. We will choose an abelian group P = ZN which has been the choice
in the vast majority of constructed orbifold models until today.
Note, that in contrast to earlier work, we do not impose further assumptions. We do
not require the torus lattice to be decomposable into T4 × T2 or T2 × T2 × T2 as in [8].
Furthermore, we allow for arbitrary discrete Wilson lines, which can be understood as the
P action in the E8 × E′8 or SO(32) gauge bundle over O [2].
This is of particular interest in string phenomenology since “switching on” discrete Wilson
lines can be used to lower the rank of the gauge group smoothly and reduce the number
of generations in a given model without Wilson lines [16], yielding numerous interesting
models with three generations and the standard model gauge group, see [3] [4] [5] for
recent constructions.
For our purposes, the following definition will be most suitable
Definition 2.1. An (abelian toroidal) orbifold model (of the heterotic string) (Λ, Q, { ~Ai})
is given by specifying a six-dimensional torus lattice Λ, the generator Q of a P = ZN
representation on the torus lattice and a set of rational numbers {AIi } =: ~Ai i = 1, . . . , 6,
I = 1, . . . , 16.
We call the generating element of ZN the (orbifold) twist, N the order of the twist and
the six sixteen dimensional vectors ~Ai the (discrete) Wilson lines of the model specified in
that way.
An orbifold model (Λ, Q, { ~Ai}) where all ~Ai = 0 is called an orbifold model without Wilson
lines.
2Here x and y are elements of the torus. If we view x, y ∈ R6, they have to coincide only modulo lattice
translations.
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Remarks.
• The words in parentheses will be often ommitted in favour of brevity.
• It has to be stressed again, that this definition is designed to suit our purposes. To
construct a sensible physical model one has to impose additional restricitons on the
twist and the Wilson lines [2]. However, since our results will remain true even
for unphysical choices of (Λ, Q, { ~Ai}), we appeal to this minimal definition in order
to avoid a loss of generality. Obviously, every physical model is included in this
definition.
• Throughout the article, we will be explicitly using E8 × E′8 heterotic theory for con-
creteness. However, all of our results are most easily reformulated to apply to the
SO(32) heterotic theory as well by simply choosing the Wilson lines to take values
in the SO(32) root lattice and replacing the term E8 × E′8 by SO(32) wherever used
in the text.
• If θ is the generating element of ZN , then Q(θ) will usually be called twist as well.
A special role is played by singular loci in the orbifold. These occur if the point group is
not acting freely on T6.
There are two concepts we will need. Firstly, the concept of fixed points in the orbifold.
Secondly the notion of a fixed plane. The fixed points are given by
{x ∈ R6 | Q(θ) x ≡ x (modΛ) }k∈N . (2.3)
This means the set of all points which are equivalent under the action of the twist modulo
some lattice translation. The fixed planes are relevant, since their intersection with the
torus lattice is given by all states which are invariant under some power of the twist. They
correspond to all states which are present after orbifolding and given by
{x ∈ R6 | Q(θ)k x = x }k∈N . (2.4)
It can be shown [8], that this locus has either dimension 0, 2 or 6 and accordingly defines
an invariant point, an invariant plane (fixed plane) or acts trivially on the torus lattice.
Fixed planes are given by the solutions of the equation
Q(θ)k x = x (2.5)
for k ∈ N, k 6= 1 and Qk 6= 1 3.
3We will usually say that θk fixes a plane and call the plane the θk fixed plane.
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For our task at hand, the calculation of the moduli dependent part of a certain one-loop
amplitude, it will be necessary to consider fields on a world-sheet torus of the string. The
Hilbert space of fields decomposes into sectors of different boundary conditions along the
fundamental cycles of the world-sheet torus.
Definition 2.2. A field φ on the world-sheet torus T2 (parametrized as σ1+τ σ2, σ1,2 ∈ R,
τ ∈ C, σ1,2 ∼= σ1,2 + 1) is said to carry boundary conditions (g, h) ∈ P if
φ(σ1 + 1, σ2) = g · φ(σ1, σ2)
φ(σ1, σ2 + 1) = h · φ(σ1, σ2)
(2.6)
Remark. “·” denotes some action of P on the fields. In the case of P = ZN this
is given as follows: We can always choose a complex basis {zi}i=1,2,3 for our six real
fields embedding the string into the orbifold. In these coordinates, a general irreducible
representation of the twist is given by diag(θ1, θ2, θ3) with θi ∈ C, θNi = 1 and |θi| = 1.
The set of boundary conditions is classified as follows:
Definition 2.3. We call
{(g, h) ∈ P × P | g and h fix the same points} (2.7)
the N = 1 sector of the orbifold model,
{(g, h) ∈ P × P | g and h fix the same plane} (2.8)
the N = 2 sector of the orbifold model and
{(g, h) ∈ P × P | g and h leave the whole orbifold invariant} (2.9)
the N = 4 sector of the orbifold model.
Let us define the main object of interest in the present work.
Definition 2.4. We call ∆a the (moduli dependent part of the) threshold correction, with
∆a =
∫
RΓ
d2τ
τ22
∑
(g,h)∈O
b(g,h)a τ2 Z
1-loop
(g,h) (τ)− R . (2.10)
Here O denotes the N = 2 sector of the orbifold model, Z1-loop(g,h) (τ) the partition function
associated to the boundary conditions (g, h) and RΓ the fundamental domain of the group
Γ in the upper half complex plane H+.
We will examine this expression in more detail in section 3. For the discussion in the
present section, it will be of importance that only the N = 2 sector contributes to the
threshold correction. As we will see shortly, boundary conditions of this sector exhibit a
useful structure with respect to modular transformations on the world-sheet torus.
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2.2 Transformation of Boundary Conditions
Boundary conditions specify the transformation properties of the fields under transla-
tion of the world-sheet torus-lattice by fundamental cycles. It will be of special interest,
how these properties behave under the action of a modular transformation on the torus.
There exist different conventions and formulas in the literature of how boundary condi-
tions on the world-sheet transform under modular transformations. To keep our work
self-contained, we start with an examination how boundary conditions map onto each
other under the action of SL(2,Z). This is to avoid any confusion due to the different
conventions used throughout the literature.
At the beginning we would like to state the result of this examination: The generators
of the modular group, namely S : τ 7→ −1/τ and T : τ 7→ τ + 1 change the boundary
conditions to
(θk, θl)
S→ (θl, θN−k) and
(θk, θl)
T→ (θk, θl−k) , respectively.
(2.11)
Where N denotes the order of the twist (θN = 1). Next, we will show why this is true.
Let us look at a modular transformation on the world-sheet torus. The torus is defined
by a lattice Λ in complex space via T 2 ∼= C/Λ. We will describe it by a single complex
modular parameter τ . The resulting object becomes a one dimensional complex manifold
by choosing an atlas and a complex structure on it. Let us denote the complex variable on
the torus (in local coordinates) by ν. This ν is then parameterized by two real variables
σ1 and σ2,
ν = σ1 + σ2 τ . (2.12)
To see how the boundary conditions change under modular transformations one has to
recall that two lattices Λ and Λ′ define the same complex structure on a torus if and only
if there exists a complex number ξ ∈ C such that Λ = ξ Λ′. This condition is equivalent
to the existence of a matrix V ∈ SL(2,Z) which links the complex parameters τ ∈ Λ,
τ ′ ∈ Λ′, by a modular transformation
τ ′ =
a τ + b
c τ + d
for V =
(
a b
c d
)
. (2.13)
By inserting equation (2.13) into (2.12), factoring out c τ + d, re-expressing σ1 and σ2,
and exploiting the definition of equivalence of complex structures, one can infer that this
transformation corresponds to
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4(σ1, σ2) 7−→ (σ′1, σ′2) = (d σ1 + b σ2, c σ1 + a σ2) . (2.14)
For fields φ(σ1, σ2) with boundary conditions (2.6) it follows that a V transformation on
τ of the form (2.13) results in
φ′(σ′1 + 1, σ
′
2) = φ
′(d σ1 + b σ2 + 1 , c σ1 + a σ2)
= φ′ ((d(σ1 + a) + b(σ2 − c) , c(σ1 + a) + a(σ2 − c))
= V φ(σ1 + a , σ2 − c)
= ga h−c V φ(σ1, σ2)
= ga h−c φ′(σ′1, σ
′
2)
= g′ φ′(σ′1, σ
′
2) . (2.15)
And consequently g′ = ga h−c. Here we used [g, h] = 0. In analogy it follows that
h′ = g−b hd .
Therefore, the change of the boundary conditions under a modular transformation reads
V : (g, h) 7−→ (g′, h′) = (ga h−c, g−b hd) . (2.16)
If one applies (2.16) to twists, equation (2.11) is proven.
2.3 Modular Subgroups, (Minimally) Closed Sets, Generating Sets
and Partition Functions
This section will provide necessary tools for the computation of one-loop gauge threshold
corrections for general orbifold models with arbitrary discrete Wilson lines. In section 3
we will apply theorem 2.19 to simplify the general expression for ∆a. Having established
the notion of a generating set of boundary conditions in definition 2.18, this theorem
tells us that all partition functions associated to elements of one generating set actually
coincide if the generating set is defined with respect to the (modular) symmetry group
4In the convention of [17] equation (2.14) takes the form (σ1, σ2) 7−→ (σ′1, σ′2) = (a σ1+b σ2, c σ1+d σ2) .
In our convention this would correspond to the modular transformation by the inverse matrix and,
hence, this has no influence on the calculation of the thresholds.
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Γ′ ⊂ Γ of one of these elements5. The examination whether generating sets of boundary
conditions are unique is not important to our scope, since an immediate consequence of
their definition is that the threshold correction does not depend on possible ambiguities.
All this will be utilised together with lemma 2.10 to justify our ansatz to compute ∆a
later in section 3.
We will start this issue by defining the notion of a group right action on a finite set. After-
wards we will define a binary operation which accounts for the transformation behaviour
of the world-sheet torus partition function associated to the boundary conditions (g, h)
under modular transformations. This will give a group right action of modular trans-
formations, viewed as elements of SL(2,Z), on the (closed) set of boundary conditions.
Then we will define closed and minimally closed sets and show under some assumptions
that the N = 2 sector of the orbifold model O which contributes to ∆a is closed. Having
established their definition, the structure of closed sets will be examined. Afterwards, we
will define generating sets and prove their existence within closed sets. At the end we will
observe that it is possible to choose a generating set O0 of O such that the torus partition
functions of O0 coincide.
In the proofs concerning boundary conditions of conformal fields on a world sheet torus
we have taken into account that in our orbifold models we always have a commutative
point group P = ZN . This has been done in order to simplify and shorten the proofs.
However, many of the presented properties of sets of boundary conditions do not rely on
the commutativity of the point group and the whole discussion can be generalised to the
non-abelian case (using the fact, that in an element of boundary conditions (g, h) physical
consistency requires [g, h] = 0). However, for the sake of brevity we will only consider
abelian point groups since this is our concern in the following sections. Though, we tried
to keep the notation as general as possible.
For the remainder of this section, if not stated differently, let O be a finite set, (G, ·) be
a group, (G′, ·) be a subgroup of (G, ·) and ∗ be a right action of (G, ·) on O, i.e.
∀ x ∈ O : ∀V1, V2 ∈ G : x ∗ (V1 · V2) = (x ∗ V1) ∗ V2 (2.17)
∀ x ∈ O : x ∗ 1 = x (2.18)
Now let us introduce a binary operation which accounts for the transformation of partition
functions under modular transformations.
Definition 2.5. Let V ∈ SL(2,Z) and let (g, h) ∈ P2, with P denoting the point-group
5Since the partition functions coincide, the symmetry group is the same for all these elements
9
of an orbifold model. Furthermore, let V be parameterised as
V =
(
a b
c d
)
. (2.19)
Then we define a binary operation P2 × SL(2,Z)→ P2, ((g, h), V ) 7−→ (g, h) ∗ V via
(g, h) ∗ V := (ga h−c, g−b hd) . (2.20)
This is motivated by (2.16) and further justified by the fact that
V · τ2Z1-loop(g,h) (τ) ≡ (ImV τ)Z1-loop(g,h) (V τ) = τ2Z1-loop(g,h)∗V (τ) . (2.21)
This operation defines a group right action of SL(2,Z) on the set of boundary conditions
(and, hence, on the N = 2 sector O), as stated in
Proposition 2.6. Let P2 be the set of boundary conditions of an orbifold model and ∗ be
defined in definition 2.5. Then ∗ defines a group right action of SL(2,Z) on P2.
Proof. Let x ∈ P2. Then it has the form x = (g, h). Obviously, it holds (g, h)∗1 = (g, h).
Now, we will show
((g, h) ∗ V1) ∗ V2 = (g, h) ∗ (V1 · V2) , (2.22)
where the dot denotes the ordinary matrix-multiplication.
Let V1, V2 ∈ SL(2,Z), (g, h) ∈ P2 and let V1, V2 be parameterised as
V1 =
(
a1 b1
c1 d1
)
and V2 =
(
a2 b2
c2 d2
)
, respectively. (2.23)
Then matrix multiplication yields
V1 · V2 =
(
a1 b1
c1 d1
)
·
(
a2 b2
c2 d2
)
=
(
a1 a2 + b1 c2 a1 b2 + b1 d2
c1 a2 + d1 c2 c1 b2 + d1 d2
)
. (2.24)
Therefore, the action of V1 · V2 on (g, h) reads
(g, h) ∗ (V1 · V2) =
(
ga1a2+b1c2 h−c1a2−d1c2, g−a1b2−b1d2 hc1b2+d1d2
)
(2.25)
Now let us look at ((g, h) ∗ V1) ∗ V2. Since g and h commute, it is given by
((g, h) ∗ V1) ∗ V2 =
(
ga1 h−c1, g−b1 hd1
) ∗ V2
=
(
ga1a2 h−c1a2 gb1c2 h−d1c2, g−a1b2 hc1b2 g−b1d2 hd1d2
)
=
(
ga1a2+b1c2 h−c1a2−d1c2, g−a1b2−b1d2 hc1b2+d1d2
)
.
(2.26)
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If we compare (2.26) with (2.25), we can deduce that
((g, h) ∗ V1) ∗ V2 = (g, h) ∗ (V1 · V2) . (2.27)
Therefore, ∗ defines a group right action of SL(2,Z) on P2, indeed.6
This result can also be seen in another way: Let Z1-loop(g,h) (τ) be the one-loop partition
function associated to the boundary conditions (g, h) and V1, V2 ∈ SL(2,Z). Then it
follows that
(V1 · V2) · τ2Z1-loop(g,h) (τ) ≡ Im(V1 · V2τ)Z1-loop(g,h) ((V1 · V2) τ) = τ2Z1-loop(g,h)∗(V1·V2)(τ) . (2.28)
On the other hand, it is
Im(V1 · V2τ)Z1-loop(g,h) (V1 · V2 τ) = Im(V2τ)Z1-loop(g,h)∗V1(V2 τ) = τ2Z
1-loop
((g,h)∗V1)∗V2(τ) (2.29)
and, therefore, ((g, h) ∗ V1) ∗ V2 = (g, h) ∗ (V1 · V2). This is exactly the statement of
proposition 2.6, hence, ensuring definition 2.5 to be consistent with (2.21).
As an example let x1, x2, x3 be boundary conditions xi = (gi, hi) ∈ P2 and let Z1-loopxi (τ)
be the torus partition function which is associated to xi. Then V12, V13 and V23 are defined
via the following (commutative) diagram:
x1
∗V12
//
∗V13 !!BB
BB
BB
BB
x2
∗V23}}|||
||
||
|
x3
(2.30)
It is obvious that
τ2Z
1-loop
(g3,h3)
(τ) = V12 · V23
(
τ2Z
1-loop
(g1,h1)
(τ)
)
. (2.31)
The computation of the threshold correction ∆a relies on the concept of closed sets of
boundary conditions. Their definition is given by
Definition 2.7. Let O be a finite set and ∗ be a group right action of a group (G, ·) on
O. Then we call this set closed under G if
∀ x ∈ O : ∀V ∈ G : x ∗ V ∈ O . (2.32)
If there is no O′ ( O such that O′ is closed, we call O a minimally closed set.
6It is clear that this group action defines also a group action on the N = 2 sector O of an orbifold
model.
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As an example for a minimally closed set consider O = {(1, θ2), (θ2, 1), (θ2, θ2)} for a
Z4 orbifold. An example for a non minimally closed set is the N = 2 sector of the
SU(2)× SO(10)/Z8 orbifold in ref. [9]. An immediate corollary of definition 2.7 is
Corollary 2.8. Let O be minimally closed under (G, ·). Then for all x, x′ ∈ O there
exists a V ∈ G such that x′ = x ∗ V .
Proof. Let O be minimally closed and x ∈ O. Let us assume that there exists a x′ ∈ O
such that there is no V ∈ G with x′ = x ∗V . Then we can deduce that O′ := x′ ∗G is per
definition closed under G and O′ ( O. Since O is minimally closed, this is a contradiction
and the theorem is proven.
Next, we will show
Theorem 2.9. Let O be the N = 2 sector of an orbifold model. Then O is closed under
SL(2,Z) and in particular under all subgroups G′ of SL(2,Z). All elements of a minimally
closed set in O fix the same plane.
Proof. Let an orbifold model be given and θ denote its twist of order N . Furthermore, let
θk0, k0 ∈ Z, leave exactly one plane invariant. At the beginning, we will construct a closed
set of boundary conditions out of the element θk0 . Then we will use this construction to
prove the theorem. To construct a closed set of boundary conditions out of θk0 we have
to observe that there exist m,n ∈ Z such that
k0m−N n = gcd(k0, N) , (2.33)
which means
k0m ≡ gcd(k0, N) mod N . (2.34)
Thus, θgcd(k0,N) = θk0m and, obviously, θgcd(k0,N) leaves the same plane invariant as θmk0 =(
θk0
)m
. A power θk of the twist θ can only fix one point, one plane or three planes. Since
θk0 leaves one plane invariant, it follows that θk0m leaves at least the same plane invariant
as θk0 . Hence, θk0m can either fix exactly one plane, or three planes. If θk0m leaves three
planes invariant, it is possible to choose a basis of R6 which is left invariant under the
action of θk0m. Therefore, R6 is left invariant and we can infer that θk0m = 1. Thus,
θk0m either leaves exactly the same plane invariant as θk0 or is the identity. If θk0m is the
identity, it follows that θgcd(k0,N) is also the identity. Since there exists an integer λ ∈ Z
such that k0 = λ gcd(k0, N) we can infer that θ
k0 = 1. This is a contradiction to the fact
that θk0 leaves exactly one plane invariant.
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Let us define
O(k0, N) := {(θk1, θk2)
∣∣ k1,2 = γ1,2 gcd(k0, N) , γ1,2 ∈ Z} \M , (2.35)
where M := {(θγ1N , θγ2N |γ1, γ2 ∈ Z} and \ denotes the difference between two sets.
If we introduce an equivalence relation on {(θk, θl)|k, l ∈ Z} as ∼ : (θk, θl) ∼ (θk′ , θl′) :⇔
k ≡ k′ modN ∧ l ≡ l′ modN , we can observe that O(k0, N)/∼ is finite. Let us denote
the equivalence-class of (θk, θl) by
[
(θk, θl)
]
. Furthermore, let[
(θk, θl)
] ∗ V := (θk, θl) ∗ V . (2.36)
Since any element (g, h) ∈ [(θk, θl)] can be written as (θk+αkN , θl+αlN) and
(
θk+αkN , θl+αlN
) ∗ V = (θak−cl+(aαk−cαl)N , θ−bk+dl+(−bαk+dαl)N) =
= (θak−cl, θdl−bk) = (θk, θl) ∗ V (2.37)
for
V =
(
a b
c d
)
, (2.38)
equation (2.36) is well-defined.
Let α ∈ Z be defined via N = α gcd(k0, N). From equation (2.20) it follows that[
(θγ1 gcd(k0,N), θγ2 gcd(k0,N))
] ∗ S = [(θγ2 gcd(k0,N), θ(α−γ1) gcd(k0,N))] ∈ O(k0, N)/∼ ,[
(θγ1 gcd(k0,N), θγ2 gcd(k0,N))
] ∗ T = [(θγ1 gcd(k0,N), θ(γ2−γ1) gcd(k0,N))] ∈ O(k0, N)/∼ .
Therefore, O(k0, N)/∼ is closed under SL(2,Z) and in particular under all subgroups G′
of SL(2,Z).
Now, let another l0 ∈ Z be given, with θl0 leaving exactly one plane fixed. Then O(l0, N)
is closed, too. Hence, O(k0, N) ∪O(l0, N) is closed.
Let I be the set of all k ∈ Z with 0 < k < N and θk leaving exactly one plane invariant.
Then we can deduce that
O :=
⋃
k∈I
O(k,N) (2.39)
is closed under SL(2,Z) and in particular under all subgroups G′ of SL(2,Z).
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Now we will show that all elements in a minimally closed subset O0 of the N = 2 sector
O of an orbifold model leave the same plane invariant. Let x, x′ ∈ O0, x = (g, h) and
x′ = (g′, h′). Because of corollary 2.8, there exists a V ∈ SL(2,Z) such that x′ = x ∗ V .
Since x ∈ O0 ⊂ O, it follows that x = (θk, θl) with θk and θl leaving the same plane
invariant. Because of Qkx = x ⇔ Q−kx = x, θk and θ−k leave the same plane invariant
for all k ∈ Z. Together with the discussion below equation (2.34) we deduce that
x ∗ V = (θk, θl) ∗ V = (θakθ−cl, θdlθ−bk). (2.40)
leaves the same plane invariant as x.
Our next step towards proving the main result of this chapter, theorem 2.19, is to show
that every minimally closed set in an orbifold model contains an element of the form
(1, θk). This is summarised in
Lemma 2.10. Let O be a minimally closed set of boundary conditions of an orbifold
model and θ its twist. Then for every x ∈ O there exist m ∈ Z and V ∈ SL(2,Z) such
that
x ∗ V = (1, θm) ∈ O . (2.41)
Proof. Let x be the boundary condition of an orbifold model. It can be written in terms
of the twist θ
x = (g, h) = (θk, θl) . (2.42)
Furthermore, let V ∈ SL(2,Z) be parameterised according to (2.19). Then it follows from
equation (2.20) that
x ∗ V = (θk, θl) ∗ V = (θa k−c l, θd l−b k) . (2.43)
Therefore, we have to find a solution of
a k − c l = αN and a d− b c = 1 with α ∈ Z . (2.44)
The choice of α is completely arbitrary. The only important property is that there exists
at least one α such that (2.44) has a solution. Therefore, let us choose α = 0. Then (2.44)
implies
a k = c l. (2.45)
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The general solution of equation (2.45) is given by
aγ =
l
gcd(k, l)
γ and cγ =
k
gcd(k, l)
γ , (2.46)
with γ ∈ Z. We search for a, c ∈ Z such that there exist b, d ∈ Z so that a d − b c = 1.
Therefore, aγ and cγ have to fulfil gcd(aγ , cγ) = 1. This is equivalent to γ = 1. Therefore,
we have gained a solution of (2.44) and the lemma is proven.
Next, we will prove two statements. Firstly, we will show that the intersection of two
different minimally closed sets contained in a closed set is empty. Secondly, we will prove
that a closed set is a unique disjoint union of minimally closed sets.
Lemma 2.11. Let O be a closed set under G and let O1,O2 ⊂ O be distinct and minimally
closed. Then it holds that O1 ∩O2 = ∅.
Proof. Let V ∈ G. Furthermore, let us assume that there exists a x ∈ O in such a way
that x ∈ O1 ∩ O2. Since O1 and O2 are closed, it follows that x ∗ V ∈ O1 ∩ O2. This
means that O1 ∩ O2 is closed itself. Since O1 and O2 are minimally closed, this is a
contradiction.
This enables us to state following
Proposition 2.12. Let O be a finite closed set under G. Then O is a unique disjoint
union of minimally closed sets.
Proof. Let O be finite and closed. If O is minimally closed, proposition 2.12 is trivial.
Now let O be not minimal. First we will show that every closed set contains at least one
minimally closed set. Since O is closed and not minimal, it has to contain a closed set
O1 ( O by definition. Let us assume that O does not contain a minimally closed set.
Then O1 ( O cannot be minimally closed. Hence, O1 contains a closed set O2 ( O1
which cannot be minimal. Thus, O2 contains a closed set O3 ( O2 which cannot be
minimal, and so on.
Altogether, there exists an infinite sequence of nested sets
O ) O1 ) O2 ) O3 ) . . . (2.47)
Since the set of boundary conditions is finite, this infinite sequence is obviously a contra-
diction. Therefore O contains a minimally closed set, which we call O1.
15
Next we will show that O has to be the disjoint union of minimally closed sets. Since O
is closed and O1 is minimally closed, we can deduce that O \ O1 has to be closed, too.
This closed set has to contain a minimally closed set O2. From lemma 2.11 it follows
that O1 ∩ O2 = ∅. Now consider O \ (O1 ∪O2). It is closed, too. Again, it contains a
minimally closed set O3, with O1 ∩ O2 ∩ O3 = ∅, and so on.
Since O is finite, this construction will terminate at some n ∈ N. Therefore,
O =
n⋃
k=1
Ok .
Let us assume that there exists another decomposition {O′k} of O which is truly distinct
from {Ok}. Then we can infer that there exists at least one Ok and one O′l such that
∅ 6= Ok ∩ O′l ( Ok. Since lemma 2.11 holds, this is a contradiction and we have proven
that the decomposition of O is unique up to ordering ambiguities.
Definition 2.13. Let (G, ·) be a group, (G′, ·) be a subgroup of (G, ·), O be a finite set,
x ∈ O and ∗ be a right action of (G, ·) on O. Furthermore, let O be closed under the
action of G. Then we denote by Gx (G
′
x) the stabilizer of (G, ·) ((G′, ·)) at x under ∗, i.e.
Gx := {V ∈ G | x ∗ V = x} (2.48)
G′x := {P ∈ G′ | x ∗ P = x} (2.49)
The stabilisers of G and G′ at x form a group. This is formulated in
Corollary 2.14. Let Gx and G
′
x be the stabilisers of (G, ·) and (G′, ·), respectively, at x
under ∗. Then (Gx, ·) and (G′x, ·) are both groups. Furthermore, (G′x, ·) is a subgroup of
(Gx, ·).
Proof. It holds Gx ⊂ G and G′x ⊂ G′ ⊂ G. Let V, V1, V2 ∈ Gx and P, P1, P2 ∈ G′x. Then
it follows that x ∗ V = x⇔ x = x ∗ V −1 and x ∗P = x⇔ x = x ∗P−1. Hence, V ∈ Gx ⇒
V −1 ∈ Gx and P ∈ G′x ⇒ P−1 ∈ G′x. Furthermore, x∗ (V1 ·V2) = (x∗V1)∗V2 = x∗V2 = x
and x ∗ (P1 · P2) = (x ∗ P1) ∗ P2 = x ∗ P2 = x. Therefore, V1, V2 ∈ Gx ⇒ V1 · V2 ∈ Gx and
P1, P2 ∈ G′x ⇒ P1 · P2 ∈ G′x. Obviously, G′x ⊂ Gx and (G′x, ·) is a subgroup of (Gx, ·).
We will choose one element x ∈ O and will be interested in group elements V1, V2 ∈ G
which lead to different elements in O, i.e. x ∗ V1 6= x ∗ V2. This leads us to
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Definition 2.15. Let (G, ·), (G′, ·), (Gx, ·) and (G′x, ·) be as above. Then we define four
equivalence relations ∼1, ∼2, ∼3 and ∼4 as
∀V1, V2 ∈ G : V1 ∼1 V2 :⇔ ∃ g ∈ Gx : V1 = g · V2 , (2.50)
∀P1, P2 ∈ G′ : P1 ∼2 P2 :⇔ ∃ g′ ∈ G′x : P1 = g′ · P2 , (2.51)
∀V1, V2 ∈ G : V1 ∼3 V2 :⇔ ∃ g′ ∈ G′x : V1 = g′ · V2 , (2.52)
∀V1, V2 ∈ G : V1 ∼4 V2 :⇔ ∃P ∈ G′ : V1 = P · V2 . (2.53)
We denote G/∼1 as G/Gx, G′/∼2 as G′/G′x, G/∼3 as G/G′x and G/∼4 as G/G′.
Next we define the action of an equivalence class [V ] on an element x ∈ O.
Definition 2.16. Let G/Gx, G
′/G′x and G/G
′
x as above. Then we define for [V ] ∈ G/Gx,
[P ] ∈ G′/G′x and [C] ∈ G/G′x
x ∗ [V ] := x ∗ V , (2.54)
x ∗ [P ] := x ∗ P , (2.55)
x ∗ [C] := x ∗ C . (2.56)
It can be easily verified that these operations are well defined, i.e. they do not depend
on the choice of representatives of the equivalence classes. Strictly speaking, we should
differentiate between the equivalence classes [V ]1, [V ]2, [V ]3 and [V ]4 with respect to the
equivalence relations ∼1, ∼2, ∼3 and ∼4. Since it should be clear from the context, we
omit the index to simplify notation. Now we are ready to formulate one of the main
results of this section, which will enable us to essentially simplify the expression of one-
loop threshold corrections:
Theorem 2.17. Let gi, Vj, Pl and Mk be representative systems of Gx/G
′
x, G/Gx, G
′/G′x
and G/G′, respectively. Then every equivalence class [C] ∈ G/G′x includes exactly one
element Pl ·Mk and exactly one element gi · Vj.
Proof. Let C ∈ G and [C] ∈ G/Gx be the equivalence class which contains C. Then there
exists a unique Vj such that [C] = [Vj ]. Therefore, there exists g ∈ Gx so that C = g · Vj.
Since g ∈ Gx, it follows that there exists a unique gi ∈ G′x such that [g] = [gi] ∈ Gx/G′x.
Then there exists a unique g′ ∈ G′x such that g = g′ · gi. Thus, C can be uniquely
decomposed as C = g′ · gi · Vj.
On the other hand, there exists a unique Mk such that [C] = [Mk] ∈ G/G′. Thus, there
exists a unique P ∈ G such that C = P ·Mk. Because of P ∈ G′, it follows that there
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exists a unique Pl ∈ G′ so that [P ] = [Pl] ∈ G′/G′x. Hence, there exists a unique g′′ ∈ G′x
such that P = g′′ · Pl. Therefore, C can be uniquely decomposed as C = g′′ · Pl ·Mk.
Let us assume [Pl · Mk] = [Pl′ · Mk′] ∈ G/G′x. Then there exists g′ ∈ G′x such that
Pl ·Mk = g′·Pl′ ·Mk′. Therefore,Mk ·M−1k′ = P−1l ·g′·Pl′ ∈ G′. Hence, [Mk] = [Mk′] ∈ G/G′.
This implies together with the definition of Mk that Mk = Mk′. Thus, it is true that
Pl = g
′ ·Pl′ and, therefore, [Pl] = [Pl′ ] ∈ G′/G′x. This is equivalent to Pl = Pl′. Altogether,
Mk 6= Mk′ ∨ Pl 6= Pl′ ⇔ [Pl ·Mk] 6= [Pl′ ·Mk′] . (2.57)
Let us now assume [gi · Vj] = [gi′ · Vj′] ∈ G/G′x. Then there exists g′′ ∈ G′x such that
gi · Vj = g′′ · gi′ · Vj′. Thus, Vj · V −1j′ = g−1i · g′′ · gi′ ∈ Gx. Therefore, [Vj] = [Vj′] ∈ G/Gx.
This implies Vj = Vj′. Hence, it holds gi = g
′′ · gi′ and, therefore, [gi] = [gi′ ] ∈ Gx/G′x.
This is equivalent to gi = gi′. Altogether,
gi 6= gi′ ∨ Vj 6= Vj′ ⇔ [gi · Vj] 6= [gi′ · Vj′] . (2.58)
Since every C ∈ G can be uniquely decomposed as C = g′ · gi · Vj = g′′ · Pl ·Mk, it holds
[C] = [gi ·Vj] = [Pl ·Mk] ∈ G/G′x. The equivalence class of C does not change if g′ and g′′
change. Thus, every equivalence class [C] ∈ G/G′x contains exactly one element Pl ·Mk
and exactly one element gi · Vj .
Let us look at all combinations of x ∗ Pl ·Mk. This is equivalent to all combinations of
x ∗ gi · Vj . Now, it holds that x ∗ gi · Vj = x ∗ Vj for all gi. But all combinations of x ∗ Vj
are exactly O. This means that we get all x′ ∈ O equally often. The cardinality of how
often every element is counted is given by the cardinality of all gi. Hence, every element
is counted [Gx : G
′
x] often. In particular it is easy to observe that [Gx : G
′
x] <∞.
We will need
Definition 2.18. Let O be a finite set, ∗ be a group right action of (G, ·) on O and (G′, ·)
be a subgroup of (G, ·). Then we call OG0 (x,G′) := x ∗G′/G′x := {x ∗ [P ] | [P ] ∈ G′/G′x} a
generating set of order [Gx : G
′
x].
This definition can be used to state one of the main results of this section.
Theorem 2.19. Let O be the N = 2 sector of some orbifold model. Furthermore, for any
minimally closed set Ok ⊂ O let there exist an xk = (gk, hk) ∈ Ok such that τ2 Z1-loop(gk,hk) is
invariant under Γ′k ⊂ Γ, Γ′k being a finite index subgroup of Γ = PSL(2,Z). Then every
minimally closed set Ok contains a generating set O0,k = OPSL(2,Z)0 (xk,Γ′k) such that all
partition functions of x ∈ O0,k coincide.
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Proof. Theorem 2.9 shows that the N = 2 sector of some orbifold model is closed under
SL(2,Z). Thus it is also closed under modular transformations Γ = PSL(2,Z). Proposi-
tion 2.12 shows that this closed set is the unique disjoint union of minimally closed sets
Ok. Thus, by definition 2.18 it holds that OPSL(2,Z)0 (x,Γ′) := x ∗ Γ′/Γ′x is a generating set
in Ok for all elements x ∈ Ok and all modular subgroups Γ′ ⊂ Γ. By assumption it is
true that all minimally closed sets contain an element xk = (gk, hk) ∈ Ok with τ2 Z1-loop(gk,hk)
being invariant under some finite index subgroup Γ′k of the modular group Γ. Therefore,
OPSL(2,Z)0 (xk,Γ′k) is a generating set so that all partition functions associated to elements
of this generating set coincide.
Now, the sum (3.1) over all boundary conditions with a fixed plane effectively shrinks to a
sum over the generating elements, provided that the integration domain of the integral of
Ba over RΓ in (3.1) is extended to RΓ′ =
⋃[Γ:Γ′]
l=1 MlRΓ. We will need theorem 2.19 later to
perform the discussion of the threshold corrections to all abelian toroidal orbifold models
with arbitrary discrete Wilson lines, without having to assume a certain model.
3 General Setup and Characteristic Numbers
(α, β, γ, δ) ∈ Q4
In this section, we are going to formulate the problem of computing threshold corrections
in orbifold models more precisely. In particular, we will consider the inclusion of discrete
Wilson lines, not discussed in earlier work, so far. We show how this influences the various
momenta and winding lattices. It will turn out, that the Wilson lines do not change the
orientation of the fixed planes but twist them in a sense we will specify precisely.
The starting point of the computation of the moduli dependent part of one-loop gauge
threshold corrections ∆a is given by [7][8][9]
∆a =
∫
RΓ
d2τ
τ22
∑
(g,h)∈O
b(g,h)a τ2 Z
1-loop
(g,h) (τ)− R . (3.1)
Here O denotes all boundary conditions on the world sheet which admit a fixed plane,
i.e. the N = 2 sector of the orbifold model. The partition functions Z1-loop(g,h) (τ) associated
to the boundary conditions (g, h) are integrated over a fundamental domain of Γ and the
regulator R is given by
R =
∫
RΓ
d2τ
τ22
∑
(g,h)∈O
b(g,h)a τ2 ≡ ba(O)
∫
RΓ
d2τ
τ22
τ2. (3.2)
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∆a is a modular invariant function.
It should be stressed that b
(g,h)
a is not modular invariant, although it seems to be a con-
stant. Under a modular transformation V ∈ Γ it transforms as
V b(g,h)a = b
V ∗(g,h)
a . (3.3)
Here,
lim
τ2→∞
B(g,h)a = b
(g,h)
a (3.4)
and the definition of Ba can be found in [7], [8]. It should be noted, that the b(g,h)a
correspond to the beta function coefficients of the theory, see the references for more
details.
Furthermore, we denote the contribution of all states obeying boundary conditions (g, h)
to Ba by B(g,h)a . In [7] and [8] it has also been shown that
B(g,h)a = b(g,h)a Z1−loop(g,h) . (3.5)
Equation (3.5) and the fact that
lim
τ2→∞
Z1−loop(g,h) (τ) = 1 (3.6)
can be used to express b
V ∗(g,h)
a through b
(g,h)
a .
Theorem 2.9 states that O is closed under SL(2,Z). Since O is closed under SL(2,Z),
it is clearly closed under modular transformations Γ = PSL(2,Z). Here PSL(2,Z) is
constructed out of SL(2,Z) by identifying matrices V and −V . As a closed set it is a
unique disjoint union of minimally closed sets Ok, which is guaranteed by proposition
2.12. Every minimally closed set Ok contains an element of the form xk :=
(
1, θlk
)
, where
θlk leaves exactly one plane fixed here, cf. lemma 2.10. By definition 2.18 there exists a
generating set OPSL(2,Z)0 (xk,Γ′k) which contains xk =
(
1, θlk
)
. This holds true for any finite
index subgroup Γ′k of Γ = PSL(2,Z). Later it will be convenient to choose the symmetry
group of Z1−loop
(1,θlk)
(τ) as Γ′k.
Using equation (2.21) , theorem 2.17, the invariance of the hyperbolic measure under
Moebius transformations as well as7
RΓ′k =
[Γ:Γ′k]⋃
l=1
Mkl RΓ (3.7)
7Here,MkRΓ means the action of the modular transformationMk on the fundamental domain RΓ ⊂ H+
as a point set.
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for a coset decomposition
Γ =
[Γ:Γ′k]⋃
l=1
Γ′Mkl , (3.8)
it follows that
∆a + R =
∑
k
∑
(g,h)∈Ok
∫
RΓ
d2τ
τ22
τ2 B(g,h)a (τ)
=
∑
k
1
[PSL(2,Z)xk : (Γ
′
k)xk ]
∑
[C]∈Γ/(Γ′k)xk
∫
RΓ
d2τ
τ22
τ2 Bxk∗[C]a (τ)
=
∑
k
[Γ:Γ′k]∑
l=1
1
[PSL(2,Z)xk : (Γ
′
k)xk ]
∑
(g,h)∈xk∗Γ′k/(Γ′k)xk
∫
RΓ
d2τ
τ22
Im(Mlτ)B(g,h)a (Mkl τ)
=
∑
k
1
[PSL(2,Z)xk : (Γ
′
k)xk ]
∑
(g,h)∈xk∗Γ′k/(Γ′k)xk
b(g,h)a
∫
RΓ′
k
d2τ
τ22
τ2 Z
1−loop
(g,h) (τ) (3.9)
The change of boundary conditions acts essentially on τ2Ba. The proof of theorem 2.9
shows that each element of a minimally closed set which contains xk = (1, θ
lk) leaves
the same plane invariant as
(
1, θlk
)
. According to theorem 2.19 all partition functions
associated to xk ∗ Γ′k/(Γ′k)xk = OPSL(2,Z)0
((
1, θlk
)
,Γ′k
)
coincide and (3.9) simplifies to
∆a+R =
∑
k
1
[PSL(2,Z)xk : (Γ
′
k)xk ]

 ∑
(g,h)∈xk∗Γ′k/(Γ′k)xk
b(g,h)a

 ∫
RΓ′
k
d2τ
τ22
τ2 Z
1−loop
(1,θlk)
(τ) . (3.10)
The sum in front of the integral can be determined under the assumption that one-loop
gauge threshold corrections have to be finite. For convenience, we write this Ok dependent
constant as
1
[PSL(2,Z)xk : (Γ
′
k)xk ]
∑
(g,h)∈xk∗Γ′k/(Γ′k)xk
b(g,h)a ≡ A(Ok)ba(Ok) , (3.11)
with
ba(Ok) :=
∑
(g,h)∈Ok
b(g,h)a . (3.12)
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Now (3.10) yields
∆a =
∑
k
ba(Ok)

A(Ok)
∫
RΓ′
k
d2τ
τ22
τ2 Z
1−loop
(1,θlk)
(τ)−
∫
RΓ
d2τ
τ22
τ2

 . (3.13)
So, we have expressed one-loop gauge threshold corrections by an integral of the partition
function which is associated to a special element (1, θlk) over a fundamental domain of
any symmetry group of this partition function. We assumed this symmetry to be of
finite group index in Γ, since we will only be interested in such groups. But what are
the symmetries of τ2 Z
1−loop
(1,θlk)
(τ)? We will answer this question when we have obtained a
concrete form of the partition function, later.
The partition function associated to certain boundary conditions is by definition given by
a sum over all states which obey these boundary conditions. In [8] and [7] it has been
shown that only boundary conditions which leave exactly one plane invariant contribute
to ∆a. Therefore, it suffices to look at an invariant sub-lattice—the fixed plane—of the
lattice of all states.
Our next step is to construct these invariant sub-lattices. For that purpose we need a
representation of the twist in terms of a lattice basis of the (complete) lattice of states.
This representation of θ is given by Q ∈ SO(6) with QN = 1 for some N , which we call
the order of the twist. Let us denote the quantum numbers of all states by w, p and l,
where w ∈ Z6 denotes a vector in the defining lattice of the theory, the compactification
lattice, p ∈ Z6 denotes a momentum vector, out of the dual lattice, and l ∈ Z16 denotes
the momentum in the additional E8 × E8 lattice.8 All these vectors are written in a
basis of the corresponding lattice. We combine them into a tuple of quantum numbers
u := (w, p, l) ∈ Z26. They are connected to the corresponding left- and right moving
physical momenta of the string via [18]
pL =
(
p
2
+
(
g − b− 1
4
ATCA
)
w − 1
2
ATCl , l + Aw
)
and
pR =
(
p
2
−
(
g + b +
1
4
ATCA
)
w − 1
2
ATCl , 0
)
.
(3.14)
with C denoting the metric on the root lattice under consideration and A ∈ Q16×6 being
the matrix of discrete Wilson lines. The matrices g and b denote the metric tensor and
8Although we will focus on the E8 × E8 heterotic string, the discussion of the SO(32) heterotic string
follows analogously.
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antisymmetric background, which are the most general symmetric and anti-symmetric
matrices compatible with the orbifold twist [19]
QTgQ = g
gT = g
and
QTbQ = b
bT = −b . (3.15)
To search for the invariant subspaces, we need to give the action of the orbifold twist on
the quantum numbers u. It is given by [20]
Q =

 Q 0 0ξ Q∗ (1−Q∗)ATC
A (1−Q) 0 1

 , (3.16)
with
ξ =
1
2
ATCA(1−Q) + 1
2
(1−Q∗)ATCA and Q∗ := (Q−1)T = SQS−1 . (3.17)
Therefore, we search for powers of l such that (integral) solutions of
Qlu = u (3.18)
exist and want to determine them. To perform this task it is useful to have a closed
formula for Ql. It can be constructed if we diagonalise Q. For that purpose we define
wˆ := w , (3.19)
pˆ := p− 1
2
ATCAw − ATCl and (3.20)
lˆ := l + Aw . (3.21)
Then a new operator Qˆ, which exactly corresponds to Q, acts on uˆ := (wˆ, pˆ, lˆ) by
Qˆ uˆ =

Q 0 00 Q∗ 0
0 0 1



wˆpˆ
lˆ

 . (3.22)
A simple calculation shows that
uˆ = Ωu and Qˆ = ΩQΩ−1 , with Ω =

 1 0 0−1
2
ATCA 1 −ATC
A 0 1

 . (3.23)
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Furthermore, it is easy to verify
Ω−1 =

 1 0 0−1
2
ATCA 1 ATC
−A 0 1

 . (3.24)
If we use Qˆk = ΩQkΩ−1 we get
Qk =

 Qk 0 0ξ′ (Q∗)k (1− (Q∗)k)ATC
A
(
1−Qk) 0 1

 , (3.25)
where
ξ′ =
1
2
ATCA
(
1−Qk)+ 1
2
(
1− (Q∗)k)ATCA . (3.26)
The system of equations (3.18) now reads
Qkw = w , (3.27)
1
2
ATCA
(
1−Qk)w + 1
2
(
1− (Q∗)k)ATCAw + (Q∗)k p+ (1− (Q∗)k)ATCl = p ,
(3.28)
A
(
1−Qk)w + l = l . (3.29)
Examining these equations, we can immediately observe that the power of the twist which
leaves one plane invariant does not change if we allow for discrete Wilson lines. The power
is completely independent of them. But the concrete form of the sub-lattice will change.
If a power of the twist admits a fixed plane, this plane can be parameterised with two
real variables. Since we are interested in the sub-lattice which lies inside this plane,
we can parameterise this sub-lattice by two integral valued variables. So, from a more
physical point of view, the position or orientation of the fixed planes within the winding
and momentum lattices remains unchanged by switching on Wilson lines. However, non-
vanishing Wilson lines do deform the lattices.
Because (3.1) is a sum over boundary conditions which admit a fixed plane, it follows that
(3.27) is solvable and can be parameterised by two integral variables (n1, n2) ∈ Z2 via
w =W ·
(
n1
n2
)
where W ∈ Z6×2 . (3.30)
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Then (3.28) and (3.29) simplify accordingly to
(
1− (Q∗)k)(1
2
ATCAw + ATCl
)
=
(
1− (Q∗)k) p (3.31)
l = l . (3.32)
Equation (3.32) is always true and (3.31) can be solved by applying Gauß’ algorithm, in
which we only add and subtract multiples of one row to another. Since the right-hand
side of (3.31) contains rational numbers only, the result of the algorithm will be a (linear)
sum of rational multiples of the variables of w, l and two additional variables m1 and m2,
which are present since we look at a fixed plane in the dual lattice. Now this parameterised
object has to be a subset of the original lattice, which corresponds to the fact that all
components of p which solve (3.31) have to be integral numbers. Since (w, p, l) = (0, 0, 0)
is a special solution of equations (3.27), (3.28) and (3.29), the theory of linear Diophantine
equations tells us that the most general solution (w, p, l) is given by,

wp
l

 = L ·


m1
m2
n1
n2
l1
...
l16


, where L ∈ Z20×20 . (3.33)
We have gained a solution of the system of Diophantine equations (3.27) to (3.29). They
determine the hatted variables uniquely. Let us observe that (3.31) can be written as
(
1− (Q∗)k)(p− 1
2
ATCAw −ATCl
)
= 0⇔ (1− (Q∗)k) pˆ = 0 . (3.34)
Obviously it is more natural to view wˆ, pˆ and lˆ as fundamental variables, since they
transform as ordinary winding, momentum and lattice vectors under the action of the
twist. In these variables the left and right moving momenta read
pL =
(
pˆ
2
+ (g − b) wˆ , lˆ
)
and
pR =
(
pˆ
2
− (g + b) wˆ , 0
)
.
(3.35)
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This expression is formally the same as it is without Wilson lines. Recall that in this
case the additional sum over the E8 × E ′8 lattice can be absorbed into the beta function
coefficients as was shown in [8].
This can be understood from a physical point of view. The E8 × E ′8 momenta do not
influence the partition function of the internal manifold, but they do influence the gauge
degrees of freedom, hence, the beta function coefficients. Therefore, all information needed
from the E8 × E ′8 lattice is already encoded in the computation of the beta function
coefficients.
For the following argumentation we need
{a1x1 + a2x2 + . . .+ anxn|x1, . . . , xn ∈ Z} = {gcd(a1, . . . , an)k|k ∈ Z} , (3.36)
for given a1, . . . , an ∈ Z. This can be seen if we observe that c = a1x1+a2x2+ . . .+anxn
is solvable if and only if gcd(a1, . . . , a2) divides c.
9
Now if we solve (3.34) for pˆ we get as a solution a plane lying in the six dimensional
space representing momentum vectors. Its parametrisation is given by the one which we
would have gained if there were no Wilson lines present. Therefore, if we put the solutions
w, p, and l into (3.34) we get, using above argument, some sub-lattice of this plane. It
differs from the intersection of the plane which solves (3.34) with the lattice Z6, which
corresponds to all quantized momenta. Sometimes it can happen that the sub-lattice not
only contains all points of this intersection, but even more, i.e. the momentum pˆ becomes
fractional. In that sense Wilson lines deform the lattices and if we switch off the Wilson
lines, the lattices will be of the shape as it has to be without them.
Next, we will show that the hatted momentum and the hatted winding lattice can each
be parameterised via two integral variables.10
Solving (3.27), (3.31) and (3.32) for vanishing Wilson lines results in a fixed plane in
momentum space and a fixed plane in winding space. Let us parameterise the former
through two integral variables m1, m2 ∈ Z and the latter through n1, n2 ∈ Z. Switching
on the Wilson lines results, with the condition of p being a vector in Z6, in a deformation
9This can be seen as getting all equations when going through all possible solutions.
10Above they were parameterised by twenty integral variables.
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of the variables according to11
(
nˆ1
nˆ2
)
=
(
αw 0
0 βw
)
·Mw ·


n1
n2
l1
...
l16

 , with Mw ∈ Z
2×18 and (3.37)
(
mˆ1
mˆ2
)
=
(
αp 0
0 βp
)
·Mp ·


m1
m2
n1
n2
l1
...
l16


, with Mp ∈ Z2×20 . (3.38)
Here, nˆ1, nˆ2 parametrise the hatted winding lattice, whereas mˆ1, mˆ2 parametrise the
hatted momentum lattice (both in the presence of discrete Wilson lines). The diagonal
matrix is chosen such that Mw and Mp are integral, indeed. The entries in their rows
are relatively prime to the entries in the same row. Thus, we can state that nˆ1 takes all
values in αwZ. If nˆ2 and nˆ1 have no variables in common, it immediately follows that
nˆ2 takes all values in βwZ, independently of nˆ1. If they have common variables, let us
express one of those variables in terms of nˆ1/αw =: nˆ
′
1. Thus, a possible parametrisation
of the lattice given by (3.37) reads
(
nˆ1
nˆ2
)
=
(
αw 0
0 βw
)
·
(
1 01×17
c′1 M
′
w
)
·


nˆ′1
n2
l1
...
l16

 , (3.39)
with c1 ∈ Q, 01×17 being a 1× 17 matrix of zeros and M ′ ∈ Z1×17. Furthermore, let
M ′w =
(
c′2 c
′
3 · · · c′18
)
, (3.40)
where c′2, c
′
3, ..., c
′
18 ∈ Q.
11Note that, although wˆ = w, the condition of p ∈ Z6 in equation (3.34) causes an interdependence
of w = wˆ and l. Therefore, the solution for wˆ depends, in general, not only on n1, n2 but also on
l1, . . . , l16.
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Let us denote the greatest common divisor of rational numbers a, b ∈ Q by the rational
number c, so that c−1 is the lowest rational number such that a c−1 ∈ Z and b c−1 ∈ Z.
Its concrete form is given by
Proposition 3.1. For a = u/v ∈ Q, b = x/y ∈ Q and gcd(u, v) = gcd(x, y) = 1 it holds
gcd
(
u
v
,
x
y
)
=
gcd(u, x)
lcm(v, y)
. (3.41)
Proof. One can prove this statement as follows. Since the right hand side of (3.41) clearly
divides both a and b, it follows that the right hand side of (3.41) also divides gcd(a, b).
Hence, there exists a k ∈ Z such that
gcd
(
u
v
,
x
y
)
= k
gcd(u, x)
lcm(v, y)
(3.42)
which yields
u
v
· lcm(v, y)
k gcd(u, x)
∈ Z and x
y
· lcm(v, y)
k gcd(u, x)
∈ Z . (3.43)
This is equivalent to
k
∣∣∣∣ ugcd(u, x) · lcm(v, y)v and k
∣∣∣∣ xgcd(u, x) · lcm(v, y)y . (3.44)
Using gcd(v, y) · lcm(v, y) = v · y and gcd(u, v) = gcd(x, y) = 1 we infer that k|1 and the
statement is true.
Now let us define β ′w := gcd(c
′
1, c
′
2, . . . , c
′
18) and ci := c
′
i/β
′
w ∈ Z for i = 1, 2, . . . , 18. Then
the lattice parameterised by (3.39) can be written as
(
nˆ1
nˆ2
)
=
(
αw 0
0 βw β
′
w
)
·
(
1 0 · · · 0
c1 c2 · · · c18
)
·


nˆ′1
n2
l1
...
l16

 . (3.45)
Our next step to show that the winding lattice and the momentum lattice can each be
parameterised via two independent integral variables is
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Proposition 3.2. The lattice {(y1, y2)} given by all pairs of (y1, y2) with(
y1
y2
)
=
(
x1
c1 x1 + c2 x2 + . . .+ cn xn
)
with ci, xi ∈ Z , n ≥ 2 (3.46)
can be parameterised via two integral variables, i.e.
there exist c¯1, c¯2 ∈ Z such that{(
x1
c1 x1 + c2 x2 + . . .+ cn xn
)
: xi ∈ Z
}
=
{(
x1
c¯1 x1 + c¯2 χ
)
: x1, χ ∈ Z
}
(3.47)
Proof. We have to show that there exist c¯1, c¯2 ∈ Z such that for all x2, x3 . . . , xn ∈ Z
there exists one χ ∈ Z in such a way that
c1 x1 + c2 x2 + . . .+ cn xn = c¯1 x1 + c¯2 χ (3.48)
independently of x1. If we look at the difference of the left hand side and the right hand
side of equation (3.48) and use the lemma of Be´zout, it becomes clear that we have to
choose c¯1 = c1 and c¯2 = gcd(c2, c3, . . . , cn). This proves the proposition.
Let us apply this proposition to (3.45). The momentum lattice can, therefore, be written
as (
nˆ1
nˆ2
)
=
(
αw 0
0 βw β
′
w
)
·
(
nˆ′1
c1 nˆ
′
1 + gcd(c2, c3, . . . , cn)nˆ
′
2
)
=
=
(
αw 0
0 βw β
′
w
)
·
(
1 0
c1 gcd(c2, c3, . . . , cn)
)
·
(
nˆ′1
nˆ′2
)
.
(3.49)
Observe that gcd(c2, c3, . . . , cn) = 1 for n ≥ 3 and c2 for n = 2. Hence, we have shown
that we can always parameterise the hatted winding lattice with two variables. To achieve
this we had to redefine the variables of the hatted momentum lattice and of the E8 ×E8
lattice. Next we have to express n1, n2, l1, . . . , l16 in terms of these new variables. This is
clearly possible. Then we can apply the same argumentation as above to show that the
momentum lattice can also be parameterised via two integral variables. Altogether, we
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can state that there exist matrices Aw, Ap ∈ Q2×2 and Al ∈ Q16×16 such that
wˆ =W ·
(
nˆ′1
nˆ′2
)
=W · Aw ·
(
n′1
n′2
)
, for n′1, n
′
2 ∈ Z , (3.50)
pˆ = P ·
(
mˆ1
mˆ2
)
= P · Ap ·
(
m′1
m′2
)
, for m′1, m
′
2 ∈ Z and (3.51)
lˆ =


lˆ1
lˆ2
...
lˆ16

 = Al ·


l′1
l′2
...
l′16

 , for l′1, l′2, . . . , l′16 ∈ Z (3.52)
parameterise the fixed planes for non-vanishing Wilson lines. Here, W and P are defined
in such a way that they parameterise the fixed planes in momentum and winding lattice
for vanishing Wilson lines (cf. eq (3.30)). It is crucial that we can choose variables such
that all lattices decouple from the other two lattices. In particular, this allows us to
absorb the sum over the E8 ×E ′8 lattice into the beta function coefficients. Later we will
see how to deal with these matrices.
To write down the moduli of the lattice, we have to firstly construct a metric and an
antisymmetric tensor through (3.15). Secondly, we have to construct the projection of
the metric and antisymmetric tensor field onto the constructed sub-lattice wˆ. It is uniquely
defined in terms of wˆ, g and b via
wˆTg wˆ =
(
n1 n2
) · g⊥ · (n1
n2
)
and (3.53)
wˆT b wˆ =
(
n1 n2
) · b⊥ · (n1
n2
)
, (3.54)
where g⊥ is symmetric and b⊥ is antisymmetric. Since b⊥ is an antisymmetric 2×2 matrix,
it follows that it contains only one independent entry, which we also denote as b⊥. Given
the metric and the antisymmetric tensor in the fixed plane parameterised by wˆ, we can
write down the moduli of this plane12:
T = T1 + iT2 = 2
(
b⊥ + i
√
det g⊥
)
and (3.55)
U = U1 + iU2 =
1
g⊥11
(
g⊥12 + i
√
det g⊥
)
(3.56)
12We work with the convention α′ = 2.
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It is important to note that the moduli of the fixed plane do not change if we switch
on discrete Wilson lines. This is true since the power of the twist and the real two-
dimensional vector space which contains the fixed plane (the integer variables considered
as real ones) remain unchanged.
Now we are able to evaluate the one-loop partition function associated to the bound-
ary conditions
(
1, θlk
)
. In the following we will need certain tools, whose derivation we
postpone until chapter 4 where their careful development does not disturb the line of
reasoning.
Let Λ∗k denote the lattice of all states in momentum space and (Λ
∗
k)
⊥ the invariant sub-
lattice. Then the general expression for the partition function which is associated to(
1, θlk
)
is given by [19]
Z1−loop
(1,θlk)
(τ) =
∑
p∈(Λ∗k)
⊥
q p
2
L/2 q¯ p
2
R/2 . (3.57)
Without discrete Wilson lines this can be simplified by putting (3.35), (3.55) and (3.56)
into (3.57) and using the Smith normal form (SNF) (cf. theorem 4.7) of the matrix P T ·W .
This would result in a partition function
Zno-WL(τ) =
∑
n1,n2∈Z
m1,m2∈Z
e2πi τ(γ1m1n1+γ2m2n2)
× exp
[
− π τ2
T ′2 U
′
2
|T ′U ′ n2 + T ′ n1 − γ1m1 U ′ + γ2m2|2
]
=
=
∑
A
e−2πi τ detA exp
[
− π τ2
T ′2 U
′
2
∣∣∣∣(1 U ′) · A ·
(
T ′
1
)∣∣∣∣
2
]
,
(3.58)
with γ1|γ2 ∈ Z, T ′ and U ′ being determined by the SNF and
A =
(
n1 γ2m2
n2 −γ1m1
)
=
(
n1 0
n2 0
)
+
(
0 1
−1 0
)
·
(
γ1 0
0 γ2
)
·
(
0 m1
0 m2
)
. (3.59)
If we allow for discrete Wilson lines, we have to sum over all hatted variables which give
integral momentum p, instead of all unhatted variables in (3.58). We showed that this
results in a redefinition of momenta and winding according to equations (3.50) - (3.52).
Inserting this redefinition into (3.59) yields
A = Aw ·
(
n1 0
n2 0
)
+
(
0 1
−1 0
)
·
(
γ1 0
0 γ2
)
· Ap ·
(
0 m1
0 m2
)
. (3.60)
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Let us denote the greatest common divisor of the entries of Aw and Ap by ωw and ωp,
respectively. Then A′w := ωw
−1Aw and A′p := ωp
−1Ap are both integral matrices. Equation
(3.60) can now be written as
A = ωw A
′
w ·
(
n1 0
n2 0
)
+ ωp
(
0 1
−1 0
)
·
(
γ1 0
0 γ2
)
· A′p ·
(
0 m1
0 m2
)
. (3.61)
Using theorem 4.7 and the discussion below this theorem, we can infer that there exist
two matrices P1, Q1 ∈ SL(2,Z) and a diagonal matrix D1 with integral components, such
that A′w = P1
−1 ·D1 ·Q1−1. Then (3.61) is given by
A = P−11 ·
(
ωwD1 ·Q1−1
(
n1 0
n2 0
)
+ ωp S
−1 SP1S−1 ·
(
γ1 0
0 γ2
)
· A′p ·
(
0 m1
0 m2
))
. (3.62)
Using the discussion below equation (4.116), the prefactor P1
−1 results in a modular
transformation of U and, again, we should redefine summation variables n1, n2 ∈ Z,(
n′1
n′2
)
= Q1
−1 ·
(
n1
n2
)
(3.63)
U ′′ = (P1−1)♯ U ′ , with
(
a b
c d
)♯
:=
(
d b
c a
)
. (3.64)
For a general m × n matrix A it holds in analogy that (A♯)i,j = An+1−j,m+1−i. Observe
that Q−11 · Z2 = Z2 for Q−11 ∈ SL(2,Z). If we use SM S−1 = M∗ for any Z2×2, we arrive
at
A′ = ωwD1
(
n′1 0
n′2 0
)
+ ωp S
−1 P1
∗ ·
(
γ1 0
0 γ2
)
·A′p ·
(
0 m1
0 m2
)
. (3.65)
Replacing A by A′ in (3.58) and using the discussion below equations (4.96) and (4.97),
we can deal with the diagonal matrix ωwD1, which has rational entries. Hence, we set
ωwD1 =: diag(α1, β1) and rescale the moduli according to
T 7−→ T ′ = α1β1 T (3.66)
U ′′ 7−→ U ′′′ = β1
α1
U ′′ , (3.67)
then the matrix A in (3.58) is replaced by
A′′ =
(
n′1 0
n′2 0
)
+ ωp ωw S
−1 ·D1 · P1∗ ·
(
γ1 0
0 γ2
)
· A′p ·
(
0 m1
0 m2
)
, (3.68)
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where n′1, n
′
2, m1, m2 ∈ Z. By construction it is true that
A′′p := D1 · P1∗ ·
(
γ1 0
0 γ2
)
· A′p ∈ Z2×2 . (3.69)
Thus, again by theorem 4.7 and the discussion below this theorem we can infer that there
exist two matrices P2, Q2 ∈ SL(2,Z) and a diagonal matrix D2 with integral components,
such that A′′p = P2
−1 ·D2 ·Q2−1 and equation (3.68) can be expressed as13
A′′ = P2T
(
P2
∗
(
n′1 0
n′2 0
)
+ ωp ωw S
−1 ·D2 ·Q2−1 ·
(
0 m1
0 m2
))
. (3.70)
Again, we redefine the variables of the momentum- and the winding-lattice, as well as the
U ′′′-modulus,
U ′′′′ :=
(
P2
T
)♯
U ′′′ , (3.71)(
n′′1
n′′2
)
:= P2
∗ ·
(
n′1
n′2
)
and (3.72)(
m′1
m′2
)
:= Q2
−1 ·
(
m1
m2
)
. (3.73)
If we now define ωp ωwD2 =: diag(γ, δ) we arrive, finally, at
A′′′ =
(
n′′1 0
n′′2 0
)
+ S−1 ·
(
γ 0
0 δ
)
·
(
0 m′1
0 m′2
)
. (3.74)
Therefore, there exist γ, δ ∈ Q such that the partition function for non-vanishing Wilson
lines can be written as
ZWL(τ) =
∑
n′′1 ,n
′′
2∈Z
m′
1
,m′
2
∈Z
e2πi τ(γ m
′
1n
′′
1+δm
′
2n
′′
2 )
× exp
[
− π τ2
T ′2 U
′′′′
2
|T ′U ′′′′ n2 + T ′ n1 − γ m1 U ′′′′ + δ m2|2
]
.
(3.75)
We will look at a more general case. We assume that the most general form of the partition
function reads after Poisson resummation (omitting the primes)
τ2 Z
1−loop
(1,θlk)
(τ) =
∑
A∈ αβM
γ
δ
e−2πi T detA
T2
γδ
exp
[
− π T2
τ2 U2
∣∣∣∣(1 U)A
(
τ
1
)∣∣∣∣
2
]
, (3.76)
13Remember SAS−1 = A∗ =
(
A−1
)T
for a matrix A.
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where
α
βM
γ
δ =
{(
αn1
1
γ
l1
βn2
1
δ
l2
)∣∣∣∣n1, n2, l1, l2 ∈ Z
}
with α, β, γ, δ ∈ Q . (3.77)
This expression allows us to examine the set of possible symmetries Γ′ of the partition
function which is associated with (1, θlk). In principle, the concrete form of the symmetry
won’t be necessary for the computation of one-loop gauge threshold corrections. The only
fact which will be of importance is that there exists a symmetry Γ′. We will prove its
existence by constructing it explicitly.
Let us examine a modular transformation P ∈ Γ on the variable τ in (3.76) and let P as
a transformation on τ be represented as
Pτ =
(
a b
c d
)
with ad− bc = 1 . (3.78)
Then the associated modular transformation is given by
Pτ
(
τ2 Z
1−loop
(1,θlk)
(τ)
)
:=
τ2
|cτ + d|2 Z
1−loop
(1,θlk)
(
aτ + b
cτ + d
)
= (3.79)
=
∑
A∈ αβMγδ
e−2πi T detA
T2
γδ
exp
[
−π T2 |cτ + d|
2
τ2 U2
∣∣∣∣(1 U)A
(
aτ+b
cτ+d
1
)∣∣∣∣
2
]
=
=
∑
A∈ αβMγδ
e−2πi T detAP
T2
γδ
exp
[
− π T2
τ2 U2
∣∣∣∣(1 U)A
(
a b
c d
)(
τ
1
)∣∣∣∣
2
]
=
=
∑
A∈ αβMγδ ·P
e−2πiT detA
T2
γδ
exp
[
− π T2
τ2 U2
∣∣∣∣(1 U)A
(
τ
1
)∣∣∣∣
2
]
.
Therefore, a modular transformation on τ is equivalent to a multiplication of any matrix
of αβM
γ
δ with P from the right, which means that we replace the domain of summation
α
βM
γ
δ by
α
βM
γ
δ · P . Hence, the invariance of the partition function τ2 Z1−loop(1,θlk)(τ) is fulfilled
if
α
βM
γ
δ · P = αβMγδ . (3.80)
Let us write(
α γ
β δ
)
=
(
uα
vα
uγ
vγ
uβ
vβ
uδ
vδ
)
, (3.81)
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with gcd(uα, vα) = gcd(uβ, vβ) = gcd(uγ, vγ) = gcd(uδ, vδ) = 1. Then, the above men-
tioned multiplication reads
(
uα
vα
n1
vγ
uγ
l1
uβ
vβ
n2
vδ
uδ
l2
)
·
(
a b
c d
)
=

uαvα
(
n1a+
vα vγ
uα uγ
l1c
)
vγ
uγ
(
uγ uα
vγ vα
n1b+ l1d
)
uβ
vβ
(
n2a +
vβ vδ
uβ uδ
l2c
)
vδ
uδ
(
uδ uβ
vδ vβ
n2b+ l2d
)

 (3.82)
and, therefore,
ν := lcm
(
vγ vα
gcd(uγ uα, vγ vα)
,
vδ vβ
gcd(uδ uβ, vδ vβ)
)∣∣∣∣ b and (3.83)
µ := lcm
(
uα uγ
gcd(uα uγ, vα vγ)
,
uβ uδ
gcd(uβ uδ, vβ vδ)
)∣∣∣∣ c . (3.84)
Thus, we can read off
Γ′ = Γ(µ, ν) := Γ0(µ) ∩ Γ0(ν) . (3.85)
We will compute the integrals (3.13) (with the partition function given in (3.76)) by
successively reducing the cases of (α, β, γ, δ) via rescaling of the moduli T and U . Firstly,
we will reduce the case of (α, β, γ, δ) ∈ Q4 to (1, 1, γ˜, δ˜) with γ˜, δ˜ ∈ Q. This will turn out
to be equivalent to (1, 1, λγ¯, λδ¯) with λ ∈ Q and γ¯, δ¯ ∈ Z. Secondly, we will reduce the
case (1, 1, λγ¯, λδ¯), if γ < δ, to (1, 1, λ, λγ¯δ¯) and, if γ > δ, to (1, 1, λγ¯δ¯, λ) . Thirdly, we will
reduce (1, 1, λ, λγ¯δ¯) to (1, 1, 1, γ¯δ¯) and (1, 1, λγ¯δ¯, λ) to (1, 1, γ¯δ¯, 1). All these reductions
will require different lines of reasoning.
Altogether, we can state that the problem of computing one-loop gauge threshold correc-
tions in heterotic string theory compactified on an arbitrary (abelian, toroidal) orbifold
(allowing for arbitrary discrete Wilson lines), is solved by evaluating integrals of the form
α
βI
γ
δ (T, U) =
α
βA
γ
δ
∫
RΓ′
d2τ
τ22
∑
A∈ αβM
γ
δ
e−2πi T detA
T2
γδ
× exp
[
− π T2
τ2 U2
∣∣∣∣(1 U)A
(
τ
1
)∣∣∣∣
2
]
−
∫
RΓ
d2τ
τ22
τ2 ,
(3.86)
with αβA
γ
δ being a constant that forces (3.86) to be finite. This constant will be determined
later.
In the remainder of the work we will, therefore, be concerned in developing a method of
how to deal with a generic integral of the type (3.86).
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4 Computation of Threshold Corrections
In this section we will compute the Integrals of the form (3.86). We will begin this issue
by computing the case α = β = γ = 1 and δ ∈ Z. Afterwards, we will show that this
result is already enough to compute threshold corrections, because it is possible to reduce
the general case α, β, γ, δ ∈ Q to the case α = β = γ = 1 and δ ∈ Z. This will be done
in three steps.
4.1 Computation in case of α = β = γ = 1 and δ ∈ Z
Let us begin with the computation of 11I
1
δ . In the case under consideration we can deduce
from equations (3.83) to (3.85) that the symmetry of τ2Z
one-loop
(1,θlk )
is given by Γ′ = Γ0(δ)
and that the integral is given by
1
1I
1
δ (T, U) =
1
1A
1
δ
∫
RΓ0(δ)
d2τ
τ22
∑
A∈ 11M1δ
e−2πi T detA
T2
δ
× exp
[
− π T2
τ2 U2
∣∣∣∣(1 U)A
(
τ
1
)∣∣∣∣
2
]
−
∫
RΓ
d2τ
τ22
τ2 .
(4.1)
Furthermore, let us parameterize the matrices A ∈ 11M1δ as
A =
(
n1 l1
n2
1
δ
l2
)
. (4.2)
The main result of this subsection is given by
Theorem 4.1. Let 11I
1
δ be given by (4.1). Then it holds that
1
1I
1
δ (T, U) = − 11A1δ
∑
d|δ
1
1C
1
δ (d)
[
ln
(
T2
d
∣∣∣∣η
(
T
d
)∣∣∣∣
4
U2
d
∣∣∣∣η
(
U
d
)∣∣∣∣
4
)
+ ln
(
8 π e1−γE
3
√
3
)]
,
(4.3)
where
1
1C
1
δ (d) =
∏
p|d∧ p| δd ∧ p∈P
(
1− 1
p
)
and 11A
1
δ =

∑
d|δ
1
1C
1
δ (d)


−1
. (4.4)
η denotes Dedekind’s eta function.
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Remarks.
• Note that in the sums above, d runs over all divisors of δ, not only its prime factors.
Or in other words, d runs over all possible integer numbers which can be constructed
from δ by omitting one of its prime factors. In particular, the set of all divisors d
always includes δ and 1.
• The product in the definition of 11C1δ (d) is understood to give 1 if there exists no p
fulfilling the condition p|d ∧ p ∣∣ δ
d
∧ p ∈ P.
• Since ln
(
8π e1−γE
3
√
3
)
is independent of d, we could have also evaluated the sum over
it:
1
1A
1
δ
∑
d|δ
1
1C
1
δ (d) ln
(
8 π e1−γE
3
√
3
)
= ln
(
8 π e1−γE
3
√
3
)
by definition of 11A
1
δ. However, the given form has a more apparent relation to the
case δ = 1 and we chose it for later convenience.
The proof of the theorem requires several lemmas, which we have to develop first. They
will provide the technical tools to compute (4.1). The concepts we will be using can be
summarised as
1. The domain of integration is the fundamental domain of a modular subgroup.
2. A matrix multiplication A · P corresponds to a modular transformation Pτ on τ .
3. Imposing divisibility of l2 by a prime factor of δ results in a reduction δ 7→ δ′ with
δ′ | δ.
4. Imposing non-divisibility of the reduced l2 by a prime factor of δ
′ results in an
integral which can be computed directly using the reference integral.
5. There exists a reference integral to which everything can be traced back.
These points should be clarified.
The integrals we wish to compute look similar to the ones solved in [8], which correspond
to the case α = β = γ = δ = 1. However, several kinds of new problems arise.
Firstly, the domain of integration is no longer the fundamental domain of Γ but the
fundamental domain of a subgroup Γ0(δ). This problem already occurs in models with
vanishing discrete Wilson lines, where the fixed planes do not lie in a two-dimensional
sub-torus of the torus lattice. Thresholds for such models were considered in [9], where
the cases (α, β, γ, δ) = (1, 1, 2, 2), (1, 1, 1, 3) and (1, 1, 2, 1) occur. There, the problem with
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the domain of integration was solved by explicitly constructing the necessary fundamental
domains RΓ0(2), RΓ0(3). In more general cases (in particular if δ 6∈P), the construction of
RΓ0(δ) is a difficult and complicated task. Furthermore, knowledge of the value of δ is
necessary and the computation of (4.1) would have to be performed individually for every
model at hand. Therefore, we choose to use a method which only applies the defining
properties of a fundamental domain (point 1 above):
1. Γ0(δ)RΓ0(δ) = H
+ and
2. ∀τ1, τ2 ∈ RΓ0(δ) : ∀P ∈ Γ0(δ) : P τ1 6= τ2
Secondly, we will use that multiplying A in (4.1) by a matrix P from the right can be
reinterpreted as a modular transformation Pτ acting on τ (point 2 above). Using this fact,
the set of matrices we sum over can be decomposed into orbits under a modular subgroup,
giving contributions of the zero matrix, the set of matrices with non-zero determinant and
the set of non-zero matrices with vanishing determinant.
Thirdly, in [8] the summation has to run over all integer matrices, while in our case the
summation runs over special matrices fulfilling certain divisibility conditions. This causes
a naive application of the method in [8] to fail for our case. However, in the present
work we will develop several methods to express the sums over matrices with divisibility
conditions as sums without divisibility conditions (points 3 and 4 above). Hence, we can
trace back the most general case to the case solved in reference [8] (α = β = γ = δ = 1)
which provides the mentioned reference integral (point 4 above) and will act as a building
block in the final result.
The first lemma that we will need to prove theorem 4.1 provides the reference integral,
in particular the case α = β = γ = δ = 1. It’s proof can be found in the literature and
we won’t repeat it here.
Lemma 4.2. Let 11I
1
1 be given by (4.1) with δ = 1. Then it holds
1
1I
1
1 (T, U) = f1(T, U) + f2(T, U) + f3(T, U) =
= − ln
(
8π e1−γE
3
√
3
)
− ln (T2 |η (T )|4 U2 |η (U)|4) , (4.5)
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with
f1 =
∫
RΓ
d2τ
τ22
T2 , (4.6)
f2 =
∑
0≤j<k
p 6=0
T2 e
−2πi T ·kp
∞∫
−∞
dτ1
∞∫
0
dτ2
τ22
exp
(
− π T2
τ2 U2
|kτ + j + pU |2
)
and (4.7)
f3 =
+1/2∫
−1/2
dτ1
∞∫
0
dτ2
τ22
[
T2
∑′
j,p
exp
(
− π T2
τ2 U2
|j + Up|2
)
− τ2θRΓ(τ)
]
, (4.8)
for all T , U ∈ H+.
Proof. The proof of this statement can be found in reference [8].
Remarks.
• The fi decode the different contributions of orbits to 11I11 (T, U).
• The first integral is given by the contribution of the zero matrix, the second by all
matrices A with non-vanishing determinant, which can be written as
A ∈
(
k j
0 p
)
· Γ , (4.9)
and the third integral by all non-zero matrices A′ with vanishing determinant, which
can be written as
A′ ∈
(
0 j
0 p
)
· Γ . (4.10)
• The results for f1, f2 and f3 read [8]
f1 =
π
3
T2 = −4Re ln e2πi T 124 , (4.11)
f2 = −4Re ln
∞∏
n=1
(1− qT n) , where qT = e2πi T , and (4.12)
f3 = −4Re ln η(U)− ln(T2 U2)− ln
(
8π e1−γE
3
√
3
)
. (4.13)
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• Note that
1
1I
1
δ (T, U) = − 11A1δ
∑
d|δ
1
1C
1
δ (d)
1
1I
1
1 (T/d, U/d) . (4.14)
Our method will rely on the following observation: If we look at a matrix(
n1 l1
n2
1
δ
l2
)
and run through all l2 ∈ Z then, inevitably, we will hit all integer multiples of δ: l2 = n δ
with a n ∈ Z. The contribution of all these matrices will look like the case δ = 1, which
is our reference integral.
However, what about the missing contributions? To incorporate them, it will be useful
to look at all integer multiples of divisors of δ. To see this, let d|δ and have a look at all
matrices where l2 = n d with a n ∈ Z. Then, these matrices look like(
n1 l1
n2
d
δ
l2
)
=
(
n1 l1
n2
1
δ/d
l2
)
so they look like the contribution of the smaller integer number δ/d instead of δ. Hence,
all the divisors of δ fractionise the matrix sum into matrix sums corresponding to smaller
integer numbers, which we will call the reductions of δ. Of course, the method can be
reapplied to those reductions again yielding smaller reductions. After finitely many steps
we will get several contributions which look like the δ = 1 case.
Still, we are missing those integers l2 which are not divisible by any prime factor of δ.
However, we can use an elementary trick to incorporate these in a similar manner as
above. If the partition into prime factors of δ is given by
δ = δx11 · δx22 · . . . · δxnn (4.15)
then the contribution of matrices not fulfilling any divisibility conditions is
δ1 6 | l2 ∧ . . . ∧ δn 6 | l2 . (4.16)
However, we can write
δ1 6 | l2∧. . .∧δn 6 | l2 = (all l2) \ ¬(δ1 6 | l2∧. . .∧δn 6 | l2) = (all l2) \ δ1| l2∨. . .∨δn| l2 , (4.17)
where we used ¬(A ∧B) = (¬A) ∨ (¬B). These contributions can then again be written
in terms of contributions l2 = n d with d|δ.
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Now, let us convert these ideas into practicable lemmas. Lemma 4.3 will treat in detail
the mentioned reduction of contributions l2 = n d with d|δ. Afterwards, we will formulate
lemma 4.4 which establishes the precise connection of idea (4.17) to the sums we wish to
compute. Finally, lemmas 4.5 and 4.6 show how to reformulate the contributions of the
different orbits as sums of reductions of δ.
We start with
Lemma and Definition 4.3. Let
1
1I1δ :=
∫
RΓ0(δ)
d2τ
τ22
∑
A∈ 11M1δ
e−2πi T detA
T2
δ
exp
[
− π T2
τ2 U2
∣∣∣∣(1 U)A
(
τ
1
)∣∣∣∣
2
]
(4.18)
and
1
1M
1
d|δ :=
{(
n1 l1
n2
1
δ
l2
)∣∣∣∣ l2 = d l′2 n1, n2, l1, l′2 ∈ Z
}
,
where d | δ. If we denote the contribution of all matrices A ∈ 11M1d|δ by 11I1d|δ(T, U) it holds
that
1
1I1d|δ(T, U) =
[
Γ0
(
δ
d
)
: Γ0(δ)
]
d
1
1I1δ
d
(T, U) , (4.19)
with
[
Γ0
(
δ
d
)
: Γ0(δ)
]
being the index of Γ0(δ) in Γ0
(
δ
d
)
.
Proof. To prove this lemma, look at the contribution of all matrices with l2 = d l
′
2 and
d | δ to (4.1). It is
A′ =
(
n1 l1
n2
d
δ
l′2
)
=
(
n1 l1
n2
1
δ
d
l′2
)
. (4.20)
Since Γ0(δ) ( Γ0
(
δ
d
)
it follows that RΓ0(δ) ) RΓ0( δd)
with
RΓ0(δ) =
[Γ0( δd):Γ0(δ)]⋃
k=1
Mk RΓ0( δd )
(4.21)
andMk ∈ Γ0
(
δ
d
)
. Inserting (4.20) into (4.1) yields an expression, which is invariant under
Γ0
(
δ
d
)
. Using this fact and factoring out 1/d of this expression yields equation (4.19) and
the lemma is proven.
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Now we make the idea (4.17) more precise and applicable:
Lemma and Definition 4.4. Let δ = δ1
x1 · δ2x2 · . . . · δnxn and δ(l) := δi1 · δi2 · . . . · δil | δ
with δi ∈ P, be the product of a choice of l prime factors of δ. Moreover, let Cl(δ) be
the set of all possible products of choices of l prime factors of δ and f some function on
Z. We define C0(δ) := {1} and Cl(1) := {1} for all l and δ. Then it holds, at least as a
formal sum, that
∑
δ1|k∨...∨ δn|k
f(k) =
n∑
l=1
(−1)l+1
∑
δ(l)∈Cl(δ)
∑
k∈Z
f(δ(l) · k) . (4.22)
Proof. We want to show that every number k which fulfills δ1|k ∨ . . . ∨ δn|k has been
counted once and only once in (4.22). To that end let us consider an arbitrary choice of
prime factors δ(l) = δi1 · δi2 · . . . · δil . How many times has a number k which is divisible
by δ(l), i.e. with prime factorization k = δi1
j1+1 · δi2 j2+1 · . . . · δil jl+1 · k′, where all δi 6 | k′,
been counted by the right-hand sight of equation (4.22)? It has been counted
(
l
1
)
times
by summing over all multiples of δi1 ,all multiples of δi2,... and all multiples of δil . By
subtracting all multiples of δi1δi2 , all multiples of δi1δi3 ,... and all multiples of δin−1δin it
has been counted −( l
2
)
times. In this manner k has been counted (−1)l′+1 ( l
l′
)
times by a
choice of l′ prime factors of δ(l). Altogether k has been counted(
l
1
)
−
(
l
2
)
+ . . .+ (−1)l+1
(
l
l
)
= 1 (4.23)
times. Since (4.23) holds for arbitrary choices δ(l), lemma 4.4 is proven.
To clarify this lemma we consider an example. Let us assume that δ = 2 ·3 ·52 = 150 and,
therefore, we want to compute a sum of some function f(k) over 2|k ∨ 3|k ∨ 5|k. Lemma
4.4 states that this sum is given by∑
2|k∨ 3|k∨ 5|k
f(k) =
∑
k
f(2k) +
∑
k
f(3k) +
∑
k
f(5k)−
−
∑
k
f(6k)−
∑
k
f(10k)−
∑
k
f(15k)+
+
∑
k
f(30k) .
(4.24)
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It should be mentioned that Cl(δ) only depends on the prime numbers which divide δ. As
an example consider 30 = 2 · 3 · 5 and 150 = 2 · 3 · 52, which results in
C0(30) = C0(150) = {1}
C1(30) = C1(150) = {2, 3, 5}
C2(30) = C2(150) = {6, 10, 15}
C3(30) = C3(150) = {30}
To give a procedure to sum over all matrices which satisfy δ1 6 | l2∧. . .∧δn 6 | l2, we formulate
two lemmas. The first one enables us to sum over all matrices with non-vanishing deter-
minant and the second one deals with all non-zero matrices with vanishing determinant.
Lemma 4.5. Let δ = δ1
x1 · δ2x2 · . . . · δnxn and δ(l) = δi1 · δi2 · . . . · δil , with δi ∈ P, be the
product of a choice of l prime factors of δ. Moreover, let Cl(δ) be the set of all possible
products of choices of l prime factors of δ and f some function on Z. Then it holds, at
least as a formal sum, that
∑
A∈ 11M
1
δ∧detA6=0
δ1 6 | l2∧...∧δn 6 | l2
f(A) =
n∑
l=0
(−1)l
∑
δ(l)∈Cl(δ)
∑
k,j,p∈Z
k>j≥0∧p 6=0
∑
P∈Γ0(δ)
f
((
k j
0 δ
(l)
δ
p
)
· P
)
.
(4.25)
Proof. To prove this lemma, we use an immediate corollary of lemma 4.4. With the same
assumptions it is14
∑
δ1 6 | p∧...∧δn 6 | p
p 6=0
F (p) =
n∑
l=0
(−1)l
∑
δ(l)∈Cl(δ)
∑
p∈Z
p 6=0
F (δ(l) · p) . (4.26)
Let us define
F (p) :=
∑
k,j∈Z
k>j≥0
∑
P∈Γ0(δ)
f
((
k j
0 p
δ
)
· P
)
. (4.27)
and parameterise P according to
P =
(
a b
δc d
)
. (4.28)
14Using
∑
δ1 6 | p∧...∧δn 6 | p
. . . =
∑
p∈Z
. . .− ∑
δ1 | p∨...∨δn | p
. . .
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Then (4.26) implies
∑
δ1 6 | p∧...∧δn 6 | p
p 6=0
F (p) =
n∑
l=0
(−1)l
∑
δ(l)∈Cl(δ)
∑
k,j,p∈Z
k>j≥0∧p 6=0
∑
P∈Γ0(δ)
f
((
k j
0 δ
(l)
δ
p
)
· P
)
(4.29)
Thus, we have to show∑
δ1 6 | p∧...∧δn 6 | p
p 6=0
F (p) =
∑
A∈ 11M
1
δ∧detA6=0
δ1 6 | l2∧...∧δn 6 | l2
f(A) . (4.30)
This is equivalent to prove that every matrix A ∈ 11M1δ, with δ1 6 | l2 ∧ . . . ∧ δn 6 | l2 and
detA 6= 0, can be uniquely decomposed as
A = A0 · P =
(
n1 l1
n2
1
δ
l2
)
=
(
k j
0 1
δ
p
)
·
(
a b
δ c d
)
=
(
k a + δ j c k b+ j d
p c 1
δ
p d
)
(4.31)
Since a d − δ b c = 1, we can infer that (using the lemma of Be´zout) δi 6 | d for δi|δ and
δi ∈ P. Hence, it holds that δi 6 | l2 for δi|δ and δi ∈ P. To solve (4.31), we multiply it with
P−1 from the right. This results in the system of Diophantine equations(
k j
0 1
δ
p
)
=
(
n1 l1
n2
1
δ
l2
)
·
(
d −b
−δ c a
)
=
(
n1 d− l1 δ c l1 a− n1 b
n2 d− l2 c 1δ (l2 a− δ n2 b)
)
, (4.32)
with a d− δ b c = 1. Let us look at the two-one component of (4.32). It states
n2 d− l2 c = 0 . (4.33)
Because of gcd(δ, l2) = 1 it follows that gcd(n2, l2) = gcd(δ n2, l2) and the most general
integral solution of (4.33) is given by
d = ǫ
l2
gcd(δ n2, l2)
and c = ǫ
n2
gcd(δ n2, l2)
, for ǫ ∈ Z . (4.34)
Inserting equation (4.34) into a d− δ b c = 1 yields
l2 a− δ n2 b = gcd(δ n2, l2)
ǫ
(4.35)
Equation (4.35) is solvable if and only if
gcd(δ n2, l2)
∣∣∣∣gcd(δ n2, l2)ǫ ⇔ ∃k ∈ Z : k gcd(δ n2, l2) = gcd(δ n2, l2)ǫ (4.36)
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⇔ k ǫ = 1⇔ k = ǫ = ±1
Putting this into (4.35) leads to
l2 a− δ n2 b = ǫ gcd(δ n2, l2) (4.37)
The lemma of Be´zout tells us that the most general solution of (4.37) is given by
aξ = a− ǫ ξ δ n2
gcd(l2, δ n2)
and (4.38)
bξ = b− ǫ ξ l2
gcd(l2, δ n2)
for ξ ∈ Z . (4.39)
Where (a, b) is a special solution of (4.37) which can, for example, be gained by the
extended Euclidean algorithm. The other solutions k, j and p are determined by (4.32)
and read
k = n1 d− l1 δ c = n1 ǫ l2
gcd(δ n2, l2)
− δ l1 ǫ n2
gcd(δ n2, l2)
=
= δ ǫ
detA
gcd(δ n2, l2)
,
(4.40)
j = l1 a− n1b+ ξ k and (4.41)
p = ǫ gcd(δ n2, l2) 6= 0 . (4.42)
These numbers are integral by construction. Therefore, we have proven the existence of
A0 and P in (4.31). Next, we want to show their uniqueness if we require k > j ≥ 0.
Let now k > j ≥ 0. From k > 0 we can infer ǫ = sgn detA. Then j ≥ 0 implies together
with equations (4.40) to (4.42)
l1 a− n1 b+ ξk ≥ 0 ⇒ ξ ≥ n1 b− l1 a
δ| detA| gcd (δ n2, l2) =: ξmin . (4.43)
With j < k it follows that
l1 a− n1 b+ ξ k < k ⇒ ξ < k + (n1 b− l1 a)
k
= 1 + ξmin . (4.44)
Hence,
ξmin ≤ ξ < ξmin + 1 . (4.45)
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Together with ξ ∈ Z we deduce that
ξ = ξ0(a, b) =
⌈
n1 b− l1 a
δ| detA| gcd (a21, a22)
⌉
, (4.46)
where ⌈·⌉ denotes the ceiling function15.
Now we define a0 and b0 through ξ0 via eq. (4.38) and (4.39). It remains to show the
independence of eq. (4.38) and (4.39), with ξ = ξ0, from the special choice of solutions
(a, b). To achieve this one has to keep in mind that ⌈x+ ξ⌉ = ⌈x⌉+ ξ for all ξ ∈ Z. Let a
and b be arbitrary solutions of (4.37). Then all solutions (aξ, bξ) to (4.37) can be written
in the form (4.38) and (4.39). Inserting all these solutions into (4.37) with ξ = ξ0(a, b) we
obtain
a0(aξ, bξ) := aξ − ξ0(aξ, bξ) ǫ δ n2
gcd (δ n2, l2)
=
= a− ǫ ξ δ n2
gcd (δ n2, l2)
−
⌈
n1 b− l1 a
δ| detA| gcd(δ n2, l2) −
−ǫ ξ n1 l2 − δ n2 l1
δ | detA| gcd(δ n2, l2) gcd(δ n2, l2)
⌉
ǫ
δ n2
gcd(δ n2, l2)
=
= a− ξ0(a, b) δ n2
gcd(δ n2, l2)
= a0(a, b) .
Independence of b0 from the solutions (a, b) can be shown analogous and so the lemma is
proven.
Let us illustrate this lemma by assuming δ = 2 · 3 · 52 = 150 and, therefore, computing a
sum of some function f(A) over δ1 6 | l2 ∧ . . .∧ δn 6 | l2, detA6=0. Lemma 4.5 states that this
sum is given by
∑
A∈ 11M
1
150∧detA6=0
26 | l2∧36 | l2∧56 | l2
f(A) =
∑
n1,n2,l1,l2∈Z
26 | l2∧36 | l2∧56 | l2
f
((
n1 l1
n2
1
150
l2
))
= (4.47)
=
3∑
l=1
(−1)l
∑
δ(l)∈Cl(150)
∑
k,j,p∈Z
k>j≥0∧p 6=0
∑
P∈Γ0(150)
f
((
k j
0 δ
(l)
150
p
)
· P
)
=
15⌈α⌉ := min
n≥α
{n ∈ Z}
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=
∑
k,j,p∈Z
k>j≥0∧p 6=0
∑
P∈Γ0(150)
[
f
((
k j
0 1
150
p
)
· P
)
−
−f
((
k j
0 2
150
p
)
· P
)
− f
((
k j
0 3
150
p
)
· P
)
− f
((
k j
0 5
150
p
)
· P
)
+
+f
((
k j
0 6
150
p
)
· P
)
+ f
((
k j
0 10
150
p
)
· P
)
+ f
((
k j
0 15
150
p
)
· P
)
−
− f
((
k j
0 30
150
p
)
· P
)]
Next we want to state the lemma which enables us to sum over all non-zero matrices
A ∈ 11M1δ, with δ1 6 | l2 ∧ . . . ∧ δn 6 | l2 and detA = 0, namely
Lemma 4.6. Let δ = δ1
x1 · δ2x2 · . . . · δnxn and δ(l) = δi1 · δi2 · . . . · δil , with δi ∈ P, be the
product of a choice of l prime factors of δ. Moreover, let Cl(δ) be the set of all possible
products of choices of l prime factors of δ and f some function on Z. Then it holds, at
least as a formal sum,
∑
A∈ 11M
1
δ∧A6=0∧detA=0
δ1 6 | l2∧...∧δn 6 | l2
f(A) =
1
2
n∑
l=0
(−1)l
∑
δ(l)∈Cl(δ)
∑
j,p∈Z
(j,p) 6=(0,0)
∑
P∈Γ0(δ)/〈T 〉
f
((
0 j
0 δ
(l)
δ
p
)
· P
)
.
(4.48)
The homogeneous space Γ0(δ)/〈T 〉 is defined by considering P1, P2 ∈ Γ0(δ) equivalent if
there exists a m ∈ Z such that16 P1 = Tm · P2.
Proof. This lemma can be proven in a similar way as lemma 4.5. We define a function
F (p) :=


1
2
∑
j∈Z
∑
P∈Γ0(δ)/〈T 〉
f
((
0 j
0 δ
(l)
δ
p
)
· P
)
, if p 6= 0
1
2
∑
j∈Z
j 6=0
∑
P∈Γ0(δ)/〈T 〉
f
((
0 j
0 δ
(l)
δ
p
)
· P
)
, if p = 0
(4.49)
analogously to (4.27). Then it holds (cf. (4.26)) that
∑
δ1 6 | p∧...∧ δn 6 | p
F (p) =
1
2
·
n∑
l=0
(−1)l
∑
δ(l)∈Cl(δ)
∑
j,p∈Z
(j,p) 6=(0,0)
∑
P∈Γ0(δ)/〈T 〉
f
((
0 j
0 δ
(l)
δ
p
)
· P
)
(4.50)
16Recall that T :=
(
1 1
0 1
)
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Thus, we have to show∑
δ1 6 | p∧...∧ δn 6 | p
F (p) =
∑
A∈ 11M
1
δ∧A6=0∧detA=0
δ1 6 | l2∧...∧δn 6 | l2
f(A) . (4.51)
This is equivalent to prove that every matrix A ∈ 11M1δ, with δ1 6 | l2 ∧ . . . ∧ δn 6 | l2, A 6= 0
and detA = 0, can be uniquely17 decomposed as
A =
(
n′1 l1
n2
1
δ
l2
)
=
(
0 j
0 δ
(l)
δ
p
)
·
(
a b
δ c d
)
=
(
δ j c jd
p c p d
δ
)
, (4.52)
where
(
a b
δ c d
)
∈ Γ0(δ)/〈T 〉. We will observe that (j, p) and (−j,−p) label the same
orbit. Since detA = 0 it follows that
n′1
l2
δ
= n2 l1 =: n0 ∈ Z . (4.53)
Because of δi 6 | l2 we can infer δ|n′1 = δ n1. In consideration of (4.52), i.e.
c =
n1
j
∈ Z and d = l1
j
∈ Z (4.54)
it follows that
j| gcd(n1, l1)⇔ ∃ k ∈ Z : j k = gcd(n1, l1)⇔ j = gcd(n1, l1)
k
. (4.55)
Therefore, using (4.52) again,
p =
n2
n1
j =
n2
n1
gcd(n1, l1)
k
=
n0
lcm(n1, l1)
1
k
. (4.56)
Since the least common multiple of two numbers n1 and l1 is the product of the highest
powers of all prime-factors that are present in their prime-factorisations, it follows together
with the fact that n1 and l1 are both divisors of n0 that p ∈ Z for at least k = ±1.
Since a d− δ b c = 1 it is true that gcd(c, d) = 1. Thus, |j| = gcd(n1, l1)⇔ k = ±1. Here
we can observe the above mentioned sign ambiguity. Both k = 1 and k = −1 yield a
consistent solution of (4.52) for the same matrix A. Hence, we have(
0 j
0 δ
(l)
δ
p
)
· Γ0(δ) =
(
0 −j
0 − δ(l)
δ
p
)
· Γ0(δ) . (4.57)
17Up to a sign ambiguity, which will turn out to be irrelevant shortly.
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Let P1, P2 ∈ Γ0(δ). Then it is clear that(
0 j
0 δ
(l)
δ
p
)
· P1 =
(
0 j
0 δ
(l)
δ
p
)
· P2 (4.58)
if
P1 =
(
1 m
0 1
)
· P2 ≡ Tm · P2 . (4.59)
So the lemma is proven.
Now we can begin the
Proof of theorem 4.1. The idea of the proof is as follows. Let δ = δ1
x1 · . . . · δnxn. The
problematic part of the sum over all A ∈ 11M1δ will be the sum over l2, with A parametrised
as in (4.2). To perform this summation, we split the sum over all l2 ∈ Z into two sums
δ1 6 | l2 ∧ . . . ∧ δn 6 | l2 and δ1|l2 ∨ . . . ∨ δn|l2. Using lemmas 4.5 and 4.6 the first sum
can be decomposed into sums over integrals which can be computed directly via lemma
4.2. Using lemma 4.4 the second sum can be decomposed into different sums of the
form d|l2, which lead to a reduction via lemma 4.3 to δd |δ. We will use this procedure
successively for all reduced sums until we are left with δ′ = 1. Firstly, we will apply it
to matrices with non-vanishing determinant to get the constants 11C
1
δ (d). After that we
will show that the contribution of the zero matrix takes exactly the value to complete the
contribution of the matrices with non-vanishing determinant. At the end we will look at
the non-zero matrices with vanishing determinant. The finiteness of this expression fixes
the multiplicative constant 11A
1
δ .
One of the results of this section up to now is the fact that every integral which has to
be computed arises as the contribution of matrices of the form(
k j
0 δ
′(l)
δ′
p
)
and
(
0 j
0 δ
′(l)
δ′
p
)
(4.60)
for δ′|δ and δ′(l) ∈ Cl(δ′). The general form of these contributions is given by
1
δ′(l)
∑
k>j≥0
p 6=0
T2
δ′/δ′(l)
exp
(
−2πi T det
(
k j
0 δ
′
δ′(l)
p
))
(4.61)
×
∞∫
−∞
dτ1
∞∫
0
dτ2
τ22
exp
(
− π T2
τ2 U2
∣∣∣∣(1 U) ·
(
k j
0 δ
′(l)
δ′
p
)
·
(
τ
1
)∣∣∣∣
2
)
=
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=
1
δ′(l)
∑
0≤j<k
p 6=0
T2 e
−2πi T δ′(l)
δ′
kp
∞∫
−∞
dτ1
∞∫
0
dτ2
τ22
exp
(
− π
δ′(l)
δ′
T2
τ2
δ′(l)
δ′
U2
∣∣∣∣kτ + j + p δ′(l)δ′ U
∣∣∣∣
2
)
=
= − 1
δ′(l)
4Re ln
∞∏
n=1
(
1− e2πi
T
δ′/δ′(l)
n
)
,
for matrices with non-vanishing determinant and
1
δ′(l)
+1/2∫
−1/2
dτ1
∞∫
0
dτ2
τ22
[
T2
δ′/δ′(l)
∑′
j,p
exp
(
− π T2
τ2 U2
∣∣∣∣(1 U)
(
0 j
0 δ
′(l)
δ
p
)(
τ
1
)∣∣∣∣
2
)
− τ2θRΓ(τ)
]
=
(4.62)
=
1
δ′(l)
+1/2∫
−1/2
dτ1
∞∫
0
dτ2
τ22
[
T2
δ′/δ′(l)
∑′
j,p
exp
(
π δ
′(l)
δ′
T2
τ2
δ′(l)
δ′
U2
∣∣∣∣j + δ′(l)δ′ U p
∣∣∣∣
2
)
− τ2θRΓ(τ)
]
=
= − 1
δ′(l)
[
4Re ln η
(
U
δ′/δ′(l)
)
− ln
(
T2
δ′/δ′(l)
U2
δ′/δ′(l)
)
− ln
(
8π e1−γE
3
√
3
)]
for non-zero matrices with vanishing determinant.
Let us look closer at our proposition, i.e. formula (4.3). The different terms in the sum
on the right-hand side equal 11I
1
1 (
T
d
, U
d
) and it is feasible to guess that they stem from a
reduction δ → 1. However, how does the sum over all divisors arise from the reduction?
To see that, observe that at every intermediate step of reduction d = δ
x′1
1 · . . .·δx
′
n
n |δ, lemma
4.5 ensures that there is always a contribution of matrices A with δi1 6 | l2 ∧ . . . ∧ δin′ 6 | l2
and
A =
(
k j
0 1
d
p
)
. (4.63)
For matrices with vanishing determinant there holds an analogous statement with k = 0.
Since these two assertions are true for every divisor d of δ, this leads to a sum over all
these divisors d in (4.1). It remains to compute the prefactors 11C
1
δ (d) of these summands
and the overall constant 11A
1
δ .
As mentioned, imposing divisibility conditions on l2 = δ
(l) l′2, with δ
(l) ∈ Cl(δ), results in
a reduction of δ to δ
δ(l)
. On the resulting sum we can again impose divisibility conditions
l′2 = δ
′(l) l′′2 , which gives rise to another reduction, and so on. Now, we will show the
following
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Claim. The following two procedures are equivalent
1. successively apply lemmas 4.5, 4.6, 4.4 and 4.3 to (4.1)
2. sum over all d1 l2, d2 l2, ..., dσ0(δ) l2, where σ0(δ) denotes the numbers of divisors of
δ, and then apply lemmas 4.5 and 4.6.
Proof. Recall that the reduction of δ′ to δ
′
δ′(l)
gives rise to a multiplicative constant (cf.
lemma 4.3)
1
1I1δ′(l)|δ′(T, U) =
[
Γ0
(
δ′
δ′(l)
)
: Γ0(δ
′)
]
δ′(l)
1
1I1δ′
δ′(l)
(T, U) .
When reducing by a prime number p which divides δ′ as well as δ
′
δ′(l)
, this constant is 1.
For every prime number p|δ′ which does not divide δ′
δ′(l)
a factor of p+1
p
has to be multiplied,
i.e. [
Γ0
(
δ′
δ′(l)
)
: Γ0(δ
′)
]
δ′(l)
=
∏
p|δ′ ∧ p✁| δ
′
δ′(l)
∧ p∈P
p+ 1
p
(4.64)
It is important that the multiplicative constant which we gain by reducing from δ to δ′
does not depend on the path on which we did it. It does only depend on δ and δ′. That
means that the constant is the same if we first reduce by δi and then by δj, first by δj and
then by δi or by δi δj . By reducing δ by δi we mean reducing δ to
δ
δi
. Thus, to show the
claim above, we have to look at the possible ways (with sign) of how we can reduce δ to
δ′.
Let us look at an overall reduction of δ by d|δ. Furthermore, let us denote the numbers
of primes which divide n ∈ Z by #p(n). Then the preimage of δ
d
under (direct) reduction
is given by the set of all δ
d
δ(l) with δ(l) ∈ Cl(d) and l ≤ #p(d).18 Reducing δd δ(l) by δ(l)
results in a sign (−1)l+1. It is clear that there is only one way of reducing δ by δi, with
δi ∈ P. Now let us assume that it is true that we count every divisor δd′ exactly once for
d′ < d. If we define l0 := #p(d) we can infer how often δd has been counted
l0∑
l=1
∑
δ(l)∈Cl(d)
(−1)l+1 =
l0∑
l=1
(
l0
l
)
(−1)l+1 = 1− (1− 1)l0 = 1. (4.65)
Here we used
|Cl(d)| =
(
l0
l
)
. (4.66)
18Recall that we use lemma 4.4 and lemma 4.3 for reduction.
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Hence, if the assertion is true that we count every divisor δ
d′
exactly once for d′ < d it
follows that it is also true for d. Since it holds for P ∋ δi|δ we can infer that the claim is
true.
Above, we motivated that the result of (4.1) is a sum over all divisors d of δ. Afterwards
we have shown that it is equivalent to iteratively use lemmas 4.5, 4.6, 4.4 and 4.3 or to
look at the sum over all restricted sums l2 = d1 l
′
2, l2 = d2 l
′
2, ..., l2 = dσ0(δ) l
′
2 and apply
lemmas 4.5 and 4.6 to these sums. Now, let us look at such a restricted sum d|l2. It is
given by
1
1I1δ′|δ(T, U) =
[
Γ0
(
δ
δ′
)
: Γ0(δ)
]
δ′
∫
RΓ0(δ/δ′)
d2τ
τ22
∑
A∈ 11M1δ′|δ
e−2πi T detA
T2
δ/δ′
× exp
[
− π T2
τ2 U2
∣∣∣∣(1 U)A
(
τ
1
)∣∣∣∣
2
]
.
(4.67)
Note that this is strictly spoken a formal expression, since it contains infinite contributions.
These will eventually cancelled by the regulator from (4.1). We will show explicitly that
this is always possible by determining 11A
1
δ later.
Since δ
δ′
∈ Z we can write δ
δ′
= δi1
y1 · . . . · δimym for δij ∈ P. Imposing δi1 6 | l′2 ∧ . . .∧ δim 6 | l′2
results, using lemma 4.5 in integrals of the form
I ′δ(l)δ′|δ(T, U) =
[
Γ0
(
δ
δ′
)
: Γ0(δ)
]
δ(l) δ′
∫
RΓ0(δ/δ′)
d2τ
τ22
∑
k>j≥0
p 6=0
∑
P∈Γ0( δδ′ )
e−2πi T
δ′(l) δ′
δ
T2
δ/δ(l) δ′
× exp
[
− π T2
τ2 U2
∣∣∣∣(1 U)
(
k j
0 δ
(j) δ′
δ
p
)
· P
(
τ
1
)∣∣∣∣
2
] (4.68)
for matrices with non-vanishing determinant. The matrix multiplication with P can
be interpreted as a modular transformation on τ , cf. eq. (3.79). Since we sum over
all matrices P ∈ Γ0
(
δ
δ′
)
, we are left with an integral over H+ and are allowed to use
lemma 4.2. If we apply the same reasoning to matrices with vanishing determinant (using
lemma 4.6), set k = 0 and adjust the sum, we have to take into account that not all
P1, P2 ∈ Γ0
(
δ
δ′
)
yield different matrices, cf. the proof of lemma 4.6. There we found out
that two matrices P1, P2 with P1 = T
m P2 for some m ∈ Z label the same orbit. Hence, we
have to integrate the contributions of matrices with vanishing determinant over H+/〈T 〉,
which is given by a stripe
{
τ ∈ H+ : |τ1| < 12
}
. If we denote the contribution of all these
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matrices by I ′′
δ(l)δ′|δ, we get using 4.2
I ′δ(l)δ′|δ(T, U) + I ′′δ(l)δ′|δ(T, U) + Izero-matrix + reg. = (4.69)
= −
[
Γ0
(
δ
δ′
)
: Γ0(δ)
]
δ(l) δ′
ln
(
T2
δ/δ′δ(l)
∣∣∣∣η
(
T
δ/δ′δ(l)
)∣∣∣∣
4
U2
δ/δ′δ(l)
∣∣∣∣η
(
U
δ/δ′δ(l)
)∣∣∣∣
4
)
,
where reg. denotes the fraction of the regulator from (4.1) which cancels the divergent
contributions.
Thus, we understood the principal form of the summands in (4.3). It is interesting that
there always appear blocks containing the logarithm of Dedekind η-functions, very similar
to the result for the case α = β = γ = δ = 1.
Our next aim is to show
1
1C
1
δ (d) =
∏
p|d∧ p| δd ∧ p∈P
(
1− 1
p
)
.
Using the above construction, we can show an intermediate result towards the multiplica-
tive constants 11C
1
δ (d), namely
1
1C
1
δ (d) =
#p( δd)∑
l=0
∑
δ(l)∈Cl( δd)
(−1)l 1
δ(l)
∏
p|δ∧ p✁| δ(l)·d∧ p∈P
p+ 1
p
. (4.70)
To do this, let’s compute the prefactor of the block which is associated to d being a divisor
of δ. Equation (4.70) sums over all preimages of d under reduction of restricted sums via
lemmas 4.5 and 4.6. These preimages are given by the set of all d · δ(l), with δ(l) ∈ Cl
(
δ
d
)
and l ≤ #p ( δ
d
)
. Reducing d · δ(l) by δ(l) to d via lemmas 4.5 and 4.6 results, firstly, in
a sign (−1)l. Secondly, if we look at (4.67) and (4.68), we observe that this contribution
causes a prefactor of 1
δ(l)
. Thirdly, we have to account for the multiplicative constants
(4.64) arising from reducing δ to d · δ(l) via the claim. This factor is the last product in
(4.70).
By definition it is clear that19
ψ(p · d)
ψ(d)
1
p
=
{
1 , if p|d
p+1
p
, if p 6 | d . (4.71)
19We use ψ(n) = [Γ : Γ0(n)] = n
∏
p|n∧ p∈P
(
1 + 1
p
)
.
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This implies together with p✁✁| δ(l) · d⇔ p✁✁| δ(l) ∧ p✁✁| d for all prime numbers p ∈ P that∏
p|δ∧ p✁| δ(l)·d∧ p∈P
p+ 1
p
=
∏
p| δ
d
∧ p✁| δ(l) ∧ p∈P
ψ(p · d)
ψ(d)
1
p
. (4.72)
Thus, equation (4.70) is equivalent to
1
1C
1
δ (d) =
#p( δd)∑
l=0
∑
δ(l)∈Cl( δd)
(−1)l 1
δ(l)
∏
p| δ
d
∧ p✁| δ(l) ∧ p∈P
ψ(p · d)
ψ(d)
1
p
. (4.73)
Multiplying out
1
1C
1
δ (d) =
∏
p| δd
(
ψ(p · d)
ψ(d)
1
p
− 1
p
)
. (4.74)
yields exactly equation (4.73). If we use
ψ(p · d)
ψ(d)
1
p
− 1
p
=
{
1− 1
p
, if p|d
1 , if p 6 | d , (4.75)
we get (4.4). It is easy to see that 11A
1
δ is the inverse of the sum over all
1
1C
1
δ (d) as follows.
The regulator in (3.86) has to cancel the divergent contributions from the orbit of non-zero
matrices with vanishing determinant. Since it has to regulate all of them (belonging to
various divisors of d), it must be the inverse of the sum of their multiplicative coefficients.
Hence, we took care of the orbits for non-vanishing matrices. Now let us look at the
remaining contribution of the zero matrix. It is given by
Izero-matrix =
∫
RΓ0(δ)
d2τ
τ22
T2
δ
=
π
3
T2
[Γ : Γ0(δ)]
δ
=
π
3
T2
∏
p|δ∧ p∈P
(
1 +
1
p
)
(4.76)
= T2
π
3
#p(δ)∑
l=0
∑
δ(l)∈Cl(δ)
1
δ(l)
.
To prove theorem 4.1 it remains to show
T2
π
3
∑
d|δ
1
d
∏
p|d∧ p| δd
(
1− 1
p
)
= T2
π
3
#p(δ)∑
l=0
∑
δ(l)∈Cl(δ)
1
δ(l)
. (4.77)
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For δ = δ1 · . . . · δn, i.e. no prime factor δi occurs more than once, this equation is trivial.
We will now show that if this equation holds for δ, then it holds for δi · δ, with δi|δ and
δi ∈ P. This will give us the complete proof of theorem 4.1.
Let δ = δ1
x1 · . . . · δnxn ∈ Z, δi ∈ P with δi|δ and let (4.77) be true for δ. We will show∑
d|δ·δi
1
1C
1
δi·δ(d)
1
d
=
∑
d|δ
1
1C
1
δ (d)
1
d
(4.78)
by comparing
Cδ(d) :=
∏
p|d∧ p| δ
d
∧ p∈P
(
1− 1
p
)
and Cδiδ(d) :=
∏
p|d∧ p| δiδ
d
∧ p∈P
(
1− 1
p
)
. (4.79)
It is clear that if there is some difference between the left-hand and the right-hand side
in equation (4.78), it must be caused by δi. Let us consider different cases.
The case d 6 | δ and d 6 | δi·δ is not interesting, while the case d|δ and d 6 | δi·δ is a contradiction.
Let now d 6 | δ and d|δi · δ. We denote the power of δi in the prime factorisation of δ by
pδi(δ) = xi. Then pδi(d) = xi + 1 and d = d
′ · δixi+1 with d′
∣∣∣ δ
δi
xi+1
.
Since d 6 | δ, the term Cδ(d) is not present in the left-hand side of (4.78).
Because of δi 6 | d′ and δi 6 | δδid′δixi+1 it is true that
Cδδi(d) = Cδδi(d
′δi
xi+1) =
∏
p|d′δixi+1 ∧ p
∣
∣
∣
∣
δδi
d′δi
xi+1
∧ p∈P
(
1− 1
p
)
= (4.80)
=
∏
p|d′ ∧ p| δd′ ∧ p∈P
(
1− 1
p
)
= Cδ(d
′)
Next, we consider the case d|δ and d 6 | δiδ. From δi 6 | d we deduce Cδ(d) = Cδiδ(d). If δi|d
there are four cases:
1. If δi
∣∣ δ
d
∧ δi
∣∣ δiδ
d
it is evident that Cδ(d) = Cδi·δ.
2. Considering δi
∣∣ δ
d
∧ δi 6
∣∣ δiδ
d
yields a contradiction.
3. Setting δi 6
∣∣ δ
d
∧ δi 6
∣∣ δiδ
d
results in pδi(d) = xi and, thus,
Cδ(d)
(
1− 1
δi
)
= Cδiδ(d) . (4.81)
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4. The last case δi 6
∣∣ δ
d
∧ δi 6
∣∣ δiδ
d
is a contradiction since δi|d and d|δ.
Altogether, the difference between the left-hand and the right-hand side of equation (4.78)
reads ∑
d|δ
pδi
(d)=xi
1
d
Cδ(d)−
∑
d|δiδ
pδi
(d)=xi
1
d
Cδiδ(d)−
∑
d|δiδ
pδi
(d)=xi+1
1
d
Cδiδ(d) = (4.82)
=
∑
d|δ
pδi
(d)=xi
1
d
Cδ(d)−
(
1− 1
δi
) ∑
d|δ
pδi
(d)=xi
1
d
Cδ(d)−
∑
d′|δ
pδi
(d′)=0
1
d′δi
xi+1
Cδ(d
′)
=
1
δi
∑
d|δ
pδi
(d)=xi
1
d
Cδ(d)− 1
δi
∑
d|δ
pδi
(d)=xi
1
d
Cδ(d) = 0
This proves (4.78). If (4.77) is true for δ it follows that it is true for δiδ, with δi|δ and
δi ∈ P. Since it is true for δ = δ1 · . . . · δn we can infer that it is also true for all δ ∈ Z
and we have proven theorem 4.1.
Let us analyse the symmetries of equation (4.3). The building block
ln
(
T2
d
∣∣∣∣η
(
T
d
)∣∣∣∣
4
U2
d
∣∣∣∣η
(
U
d
)∣∣∣∣
4
)
has the symmetry Γ(1/d, d) = Γ0(1/d)∩ Γ0(d) acting on T or U . Hence, the sum over all
these building blocks, i.e. equation (4.3), is symmetric under⋂
d|δ
Γ
(
1
d
, d
)
= Γ0(δ) (4.83)
acting on T and U independently. But there are more symmetries of eq. (4.3). If we
examine eq. (4.4), we observe that
1
1C
1
δ (d) =
1
1C
1
δ
(
δ
d
)
. (4.84)
Thus, (4.3) admits the additional involutive symmetries
1
1T
1
δ : T 7→ T ′ = −
δ
T
and (4.85)
1
1U
1
δ : U 7→ U ′ = −
δ
U
. (4.86)
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This is a generalisation of what is commonly denoted as T-duality. Note in particular,
that, although this looks very similar to the usual T-duality, this symmetry is not a
modular transformation (except for the case δ = 1). It also possesses different self-dual
points than the common T-duality. We will investigate physical consequences of this fact
in another work and for specific models [21].
Last but not least, there is yet another symmetry which interchanges the role of T and
U . It is given by
1
1M
1
δ : (T, U) 7→ (T ′, U ′) = (U, T ) . (4.87)
It corresponds to the mirror map acting on the fixed plane.
Hence, the complete symmetry group 11S
1
δ of equation (4.3) is given by
1
1S
1
δ =
[(
Γ0(δ) ∗ 11T1δ
)
T
× (Γ0(δ) ∗ 11U1δ)U] ∗ 11M1δ , (4.88)
where ∗ denotes the free product of groups.
4.2 Reduction of α, β, γ, δ ∈ Q to α = β = γ = 1 and δ ∈ Z
In the last section we computed (3.86) for α = β = γ = 1 and δ ∈ Z. Considering
the more general case α = β = γ = 1, δ ∈ Q one faces difficulties which turn out to
be so severe that they seem to leave no hope for a direct solution. Matters even get
worse considering the most general case α, β, γ, δ ∈ Q. Summing over all matrices with
fractional entries appears to be even more complicated than summing over integers has
been. Fortunately, in the special case at hand it is not. As we will show in this section,
it is possible to reduce all cases to the case α = β = γ = 1, δ ∈ Z by transforming the
moduli appropriately.
The starting point of our consideration is given by the expression of the one-loop partition
function on the world-sheet which is associated to the boundary condition
(
1, θlk
)
. The
most general form it can take is (cf. (3.86) before Poisson resummation)
Zone-loop
(1,θlk)
(τ) =
∑
n1,n2∈Z
m1,m2∈Z
e2πi τ(γm1 αn1+δm2 βn2)
× exp
[
− π τ2
T2 U2
|TU βn2 + T αn1 − γm1 U + δm2|2
]
.
(4.89)
If we define
A :=
(
αn1 δm2
βn2 −γm1
)
, (4.90)
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(4.89) can be written as
Zone-loop
(1,θlk)
(τ) =
∑
A∈ αβM
1/δ
1/γ
e−2πi τ detA exp
[
− π τ2
T2 U2
∣∣∣∣(1 U)A
(
T
1
)∣∣∣∣
2
]
. (4.91)
Furthermore, let us define
H : = − π τ2
T2 U2
∣∣∣∣(1 U)A
(
T
1
)∣∣∣∣
2
= − π τ2
T2 U2
|TU βn2 + T αn1 − γm1 U + δm2|2 and
(4.92)
S := −2πi τ detA = 2πi τ (γm1 αn1 + δm2 βn2) . (4.93)
The first reduction we are going to perform becomes visible if we look at
S = 2πi τ (αγm1 n1 + βδm2 n2) . (4.94)
It suggests that one can reduce (α, β, γ, δ) to (1, 1, αγ, βδ). To establish this, we have to
show that H can be reduced consistently.
It is
H = − π τ2
T2 U2
|TU βn2 + T αn1 − γm1 U + δm2|2 = (4.95)
= − π τ2
αβT2
β
α
U2
∣∣∣∣αβ T βαU n2 + αβ T n1 − αγ m1 βαU + βδ m2
∣∣∣∣
2
.
If we rescale the moduli as
T 7−→ T ′ = αβ T (4.96)
U 7−→ U ′ = β
α
U (4.97)
we see that it is possible to consistently reduce (α, β, γ, δ) to
(
1, 1, γ˜, δ˜
)
, where γ˜ = αγ
and δ˜ = βδ.
On the other hand, if we perform the rescaling
T 7−→ T ′ = α
′β ′
γ′δ′
T and (4.98)
U 7−→ U ′ = γ
′β ′
α′δ′
U , (4.99)
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we see that the more general reduction
(α′α, β ′β, γ′γ, δ′δ) 7−→ (γ′α, δ′β, α′γ, β ′δ) (4.100)
takes place.
The first reduction can be recovered from the second by setting γ′ = δ′ = α = β = 1 and
α′ 7→ α as well as β ′ 7→ β.
Therefore, as we showed in section 3, the Poisson resummed version of (4.89) has to posses
the modular symmetry group (3.85) after appropriate rescaling of the moduli.
This is important since we integrate τ2Z
one-loop
(1,θlk)
over a fundamental domain of this sym-
metry group.
However, we are still left with the case (1, 1, γ˜, δ˜) with γ˜, δ˜ ∈ Q - posing the mentioned
difficulties when trying to sum over matrices with rational entries. To further reduce this
case, let us examine how we can deal with common factors in γ˜, δ˜ ∈ Q. Since γ˜ and δ˜ are
rational numbers, they can be written
γ˜ =
uγ˜
vγ˜
and δ˜ =
uδ˜
vδ˜
with gcd (uγ˜, vγ˜) = gcd (uδ˜, vδ˜) = 1. (4.101)
To determine the sought common factor, we modify (4.101) to
γ˜ =
gcd (vδ˜ uγ˜, vγ˜ uδ˜)
vγ˜vδ˜
vδ˜ uγ˜
gcd (vδ˜ uγ˜, vγ˜ uδ˜)
and
δ˜ =
gcd (vδ˜ uγ˜, vγ˜ uδ˜)
vγ˜vδ˜
vγ˜ uδ˜
gcd (vδ˜ uγ˜, vγ˜ uδ˜)
.
(4.102)
If we now define
λ :=
gcd (vδ˜ uγ˜, vγ˜ uδ˜)
vγ˜vδ˜
, γ :=
vδ˜ uγ˜
gcd (vδ˜ uγ˜, vγ˜ uδ˜)
and δ :=
vγ˜ uδ˜
gcd (vδ˜ uγ˜, vγ˜ uδ˜)
(4.103)
equation (4.102) yields
α γ = γ˜ = λ γ and β δ = δ˜ = λ δ . (4.104)
By definition (4.101) it holds that gcd
(
γ, δ
)
= 1. Furthermore, inspection of (4.103)
yields γ, δ ∈ Z.
Because of (4.104) it is clear that the symmetry of τ2Z
one-loop
(1,θlk)
can also be expressed in
terms of λ, γ and δ. If we write λ as
λ =
uλ
vλ
(4.105)
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and look at a matrix multiplication similar to (3.82) we find that20
lcm
(
vλ
gcd (vλ, γ)
,
vλ
gcd
(
vλ, δ
)
)
=
vλ
gcd
(
gcd (vλ, γ) , gcd
(
vλ, δ
)) =
= vλ =: µ | b and
(4.106)
lcm
(
uλ γ
gcd (uλ γ, vλ)
,
uλ δ
gcd
(
uλ δ, vλ
)
)
= uλ lcm
(
γ
gcd (γ, vλ)
,
δ
gcd
(
δ, vλ
)
)
=
= uλ
γ
gcd (γ, vλ)
δ
gcd
(
δ, vλ
) = vλ
gcd
(
vλ, γ δ
) λ γ δ =: ǫ λ γ δ =: ν | c ,
(4.107)
where use has been made of gcd
(
γ, δ
)
= gcd (uλ, vλ) = 1, and by definition ǫ ∈ Z. This
means
1
1M
λγ
λδ
· P = 11Mλγλδ for P ∈ Γ (µ, ν) . (4.108)
In order to get rid of the common factor λ, we will have to reduce(
1, 1, λ γ, λ δ
) 7−→ (1, 1, λ, λ γ δ) if γ < δ and (4.109)
(
1, 1, λ γ, λ δ
) 7−→ (1, 1, λ γ δ, λ) if γ > δ . (4.110)
This can be achieved by making use of the Smith normal form [22]. The theorem we will
use is given by
Theorem 4.7 (Smith Normal Form). Let M ∈ Z2×2. Then there exist invertible matrices
P ∈ GL(2,Z) and Q ∈ GL(2,Z) such that
P ·M ·Q =
(
γ1 0
0 γ2
)
, (4.111)
with γ1|γ2. The numbers γ1 and γ2 are the elementary divisors of M .
The fact that the matrices P and Q are invertible and integral valued is equivalent to
their determinant being 1 or −1. Theorem 4.7 tells us that there exist matrices P and Q
such that(
γ 0
0 δ
)
= P−1 ·
(
1 0
0 γδ
)
·Q−1 , (4.112)
20Recall that x y = lcm (x, y) gcd (x, y).
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where we used gcd
(
γ, δ
)
= 1. If γ < δ it follows that detP = detQ = 1 and γ > δ
implies detP = detQ = −1. In the latter case we use(
γ 0
0 δ
)
= (RP )−1 ·
(
γδ 0
0 1
)
· (QR)−1 (4.113)
to replace (4.112), where we used a matrix
R :=
(
0 1
1 0
)
. (4.114)
Since detR = −1 it is evident that detRP = detQR = 1. Having reduced to the case
(1, 1, λγ, λδ), H reads
H = − π τ2
T ′2 U
′
2
∣∣∣∣(1 U ′) ·
(
n1 λ δm2
n2 −λ γ m1
)
·
(
T ′
1
)∣∣∣∣
2
=
= − π τ2
T ′2 U
′
2
∣∣∣∣(1 U ′) ·
(
n1 δ m2
n2 −γ m1
)
·
(
1 0
0 λ
)
·
(
T ′
1
)∣∣∣∣
2
=
= − π λτ2
(T2/λ) U
′
2
∣∣∣∣(1 U ′) ·
(
n1 δ m2
n2 −γ m1
)
·
(
T ′/λ
1
)∣∣∣∣
2
.
(4.115)
Let w.l.o.g. γ < δ. Then it holds that21(
n1 δ m2
n2 −γ m1
)
=
(
n1 0
n2 0
)
+
(
0 1
−1 0
)
·
(
γ 0
0 δ
)
·
(
0 m1
0 m2
)
=
=
(
S−1PS
)−1((
S−1PS
) · (n1 0
n2 0
)
+ S−1 ·
(
1 0
0 γδ
)
·Q−1 ·
(
0 m1
0 m2
))
.
(4.116)
If we define(
n′1
n′2
)
:=
(
S−1PS
) · (n1
n2
)
, (4.117)(
m′1
m′2
)
:= Q−1 ·
(
m1
m2
)
(4.118)
and22
U ′′ :=
((
S−1PS
)−1)♯
U ′ , (4.119)
21Recall that S :=
(
0 −1
1 0
)
.
22Here
((
S−1PS
)−1)♯
acts as a modular transformation on U . For the definition of ♯ cf. (3.64).
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then the combination of (4.93), (4.115) and (4.116) yields
S = −2πiτ detA = 2πiτ (λm′1n′1 + λ γ δm′2n′2) (4.120)
and
H = − π τ2
T ′2 U
′′
2
∣∣∣∣(1 U ′′) ·
(
n′1 λγ δ m
′
2
n′2 −λm′1
)
·
(
T ′′
1
)∣∣∣∣
2
. (4.121)
If γ > δ, we replace P by RP and Q by QR and follow the same line of reasoning.
But now another question arises. What is the summation domain of n′1, n
′
2, m
′
1 and m
′
2?
To answer this question let us parameterise S−1PS and Q−1 as
S−1PS =
(
a11 a12
a21 a22
)
(4.122)
and
Q−1 =
(
b11 b12
b21 b22
)
. (4.123)
Then the primed variables can be written as
n′i = ai1 n1 + ai2 n2 and (4.124)
m′i = bi1 n1 + bi2 n2 . (4.125)
Since (S−1PS) ∈ SL(2,Z) and Q−1 ∈ SL(2,Z) (see comment below theorem 4.7), it
follows that gcd (ai1, ai2) = gcd (bi1, bi2) = 1 for i = 1, 2
23. Since we had to sum the
unprimed variables over Z, it follows that we have to sum the primed variables over
Z, too. Again we have to ensure that we did not change the symmetry of τ2Z
one-loop
(1,θlk)
.
Therefore, we have to examine whether 11M
λ
λγδ
· P = 11Mλλγδ for P ∈ Γ (µ, ν) (cf. (4.106),
(4.107) and (4.108)). This means for all M1 ∈ 11Mλλγδ and P ∈ Γ (µ, ν) there has to exist a
matrix M2 ∈ 11Mλλγδ such that M1 · P =M2. Let us look at such a matrix multiplication:(
n1
1
λ
l1
n2
1
λ γ δ
l2
)
·
(
a b
c d
)
=
(
n1 a+ l1
1
λ
c 1
λ
(n1 λ b+ l1 d)
n2 a+ l2
1
λ γ δ
c 1
λ γ δ
(
n1 λ γ δ b+ l1 d
)) (4.126)
23This holds true, because the Diophantine equations det
(
S−1PS
)
= 1 and detQ−1 = 1 posses solutions.
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Here we can read off
vλ | b and (4.127)
lcm
(
uλ,
uλ γ δ
gcd
(
γ δ
)
)
= uλ
γ δ
gcd
(
γ δ
) = uλ γ
gcd (γ, vλ)
δ
gcd
(
δ, vλ
) | c , (4.128)
where we used lcm (z x, z y) = z lcm (x, y) and gcd (x y, z) = gcd (x, z) gcd (y, z) for
gcd (x, y) = 1 and x, y, z > 0. Since (4.127) and (4.128) coincides with (4.106) and (4.107),
the symmetry does not change.
Now we are ready for the last reduction. Let again w.l.o.g γ < δ. We will show that(
1, 1, λ, λ γ δ
) 7−→ (1, 1, 1, γ δ) (4.129)
if we rescale T ′ as
T ′ 7−→ T ′′ = T
′
λ
. (4.130)
For that purpose let us look at the partition function which is associated to
(
1, θlk
)
. Up
to now we have shown that it can be written as
τ2Z
one-loop
(1,θlk)
(τ) =
∑
1
1M
λ
λγδ
e−2πi T
′ detA T
′
2
λγλδ
exp
[
− π T
′
2
τ2 U
′′
2
∣∣∣∣(1 U ′′)A
(
τ
1
)∣∣∣∣
2
]
. (4.131)
This is equivalent to
τ2Z
one-loop
(1,θlk)
(τ) =
1
λ
∑
A∈ 11M1γδ
e−2πi (T
′/λ) detA T
′
2/λ
γδ
exp
[
−π (T
′
2/λ)
λτ2 U
′′
2
∣∣∣∣(1 U ′′)A
(
λτ
1
)∣∣∣∣
2
]
(4.132)
and nearly what we wanted to achieve. But how can we deal with λτ? First we have to
observe that A is of the form
A =
(
n1 l1
n2
1
γ δ
)
. (4.133)
In the last section we gave a procedure to compute a sum over these matrices assuming
that the integration domain is RΓ0(γδ). One crucial point was the possibility to reinterpret
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a matrix multiplication of representative matrices with matrices in Γ0
(
γδ
)
as a modular
transformation of τ by an element in Γ0
(
γ δ
)
. We only used two universal properties.
Firstly, a fundamental domain of Γ0
(
γ δ
)
is defined as a maximal inequivalent set of
complex numbers τ ∈ H+ and by acting with Γ0
(
γ δ
)
on RΓ0(γ δ) we get the whole
complex plane. Secondly, the contributions of representative matrices with non-vanishing
determinant have to be integrated over H+, while those with vanishing determinant over
H+/〈T 〉. The latter resulted from the fact that two matrices P1, P2 ∈ Γ0
(
γ δ
)
lead to
the same matrix with vanishing determinant, A0 · P1 = A0 · P2, if these two matrices are
connected by an element of 〈T 〉. Now, we will show that the same holds true here (up to
a multiplicative constant). The crucial point is that we act with a matrix P ∈ Γ0
(
γ δ
)
not on τ , but on λτ as a modular transformation. This means
Pλτλτ =
a λτ + b
γ δ c λτ + d
= λ
aτ + b
λ
λ γ δ τ + d
= λP ′τ τ , (4.134)
which shows that we can alternatively act with a transformation P ′ ∈ Γ ( 1
λ
, λ γ δ
)
on τ and
rescale afterwards by λ. The next problem which arises is the fact that we integrate the
partition function over a fundamental domain of Γ
(
vλ, ǫ λ γ δ
)
and not over a fundamental
domain of Γ
(
1
λ
, λ γ δ
)
. This can be resolved by observing
Γ
(
vλ, ǫ λ γ δ
) ⊂ Γ(1
λ
, λ γ δ
)
(4.135)
and, therefore,
RΓ(vλ,ǫ λ γ δ) =
[Γ( 1λ ,λ γ δ):Γ(vλ,ǫ λ γ δ)]⋃
k=1
Mk RΓ( 1λ ,λ γ δ)
, (4.136)
with Mk ∈ Γ
(
1
λ
, λ γ δ
)
. Thus, the relevant integral to compute one-loop gauge threshold
corrections reads
α
βI
γ
δ (T, U) =
α
βA
γ
δ
1
λ
∫
RΓ(vλ,ǫ λ γ δ)
d2τ
τ22
∑
A∈ 11M1γ δ
e−2πi T
′/λ detA T
′
2/λ
γ δ
(4.137)
× exp
[
−π T
′
2/λ
λτ2 U
′′
2
∣∣∣∣(1 U ′′)A
(
λτ
1
)∣∣∣∣
2
]
−
∫
RΓ
d2τ
τ22
τ2 =
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= αβA
γ
δ
1
λ
[Γ( 1λ ,λ γ δ):Γ(vλ,ǫ λ γ δ)]∑
k=1
∫
Mk R
Γ( 1λ ,λ γ δ)
d2τ
τ22
∑
A∈ 11M1γ δ
e−2πi T
′/λ detA T
′
2/λ
γ δ
× exp
[
−π T
′
2/λ
λτ2 U ′′2
∣∣∣∣(1 U ′′)A
(
λτ
1
)∣∣∣∣
2
]
−
∫
RΓ
d2τ
τ22
τ2 .
Applying the procedure of the last section on this integral results in considering the action
of subgroups of Γ
(
1
λ
, λ γ δ
)
onMkRΓ( 1λ ,λ γ δ)
. By observing that the latter is a fundamental
domain of Γ
(
1
λ
, λ γ δ
)
for all k it follows that the contributions of the representative
matrices with non-vanishing determinant have to be integrated over H+. Moreover, it is
evident that two matrices of Γ0
(
γ δ
)
lead to the same matrix with vanishing determinant
if these two matrices are connected by an element of 〈T 1/λ〉.
Above we argued that we have to rescale by λ after a modular transformation P ′ on τ .
Since the integration measure d
2τ
τ22
is invariant under scaling and modular transformations
of τ , we have to integrate those contributions of matrices with non-vanishing determinant
over λH+ = H+ and those with vanishing determinant over λ (H+/〈T 1/λ〉) = H+/〈T 〉.
Here we mean rescaled domains via a transformation τ 7−→ τ ′ = λτ . As an example
consider a rescaled open interval: λ = 2 and 2 ]− 1, 2[=]− 2, 4[.
Therefore, we have shown that the universal properties, mentioned below equation (4.133),
are fulfilled. Hence, we gain
α
βI
γ
δ =
α
βA
γ
δ
[
Γ
(
1
λ
, λ γ δ
)
: Γ
(
vλ, ǫ λ γ δ
)]
λ
∫
RΓ0(γδ)
d2τ
τ22
∑
A∈ 11M1γ δ
e−2πi T
′/λ detA
× T
′
2/λ
γ δ
exp
[
−π T
′
2/λ
τ2 U ′′2
∣∣∣∣(1 U ′′)A
(
τ
1
)∣∣∣∣
2
]
−
∫
RΓ
d2τ
τ22
τ2
(4.138)
Moreover, from the construction given in the last section it follows that an overall factor
in front of the first integral gets absorbed in αβA
δ
γ. This is true because of the finiteness
of the result. Thus, we have shown that it is possible to reduce (4.129) via (4.130).
For the case γ > δ it follows in complete analogy(
1, 1, λ γ δ, λ
) 7−→ (1, 1, γ δ, 1) (4.139)
if we rescale T ′ as
T ′ 7−→ T ′′ = T
′
λ
. (4.140)
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This completes our treatment of the reduction of all cases (α, β, γ, δ) to those of the form
(1, 1, 1, δ).
We have shown that this reduction is always possible and we gave a procedure to achieve
this. We started with (α, β, γ, δ) and showed that this is equivalent to (1, 1, γ˜, δ˜) =
(1, 1, αγ, βδ) via (4.96), (4.97). By definition it is (1, 1, γ˜, δ˜) = (1, 1, λγ¯, λδ¯) with λ ∈ Q
and γ¯, δ¯ ∈ Z. Making use of the SNF, we showed that we can transform U by a modular
transformation P to U ′ = (P T )♯ U so that (1, 1, λ, λγ¯δ¯) (w.l.o.g. ). We got rid of the factor
λ by the rescaling T 7→ T
λ
.
Using
1
1C
δ¯
γ¯ =
1
1C
δ¯
1
1
1C
1
γ¯ =
1
1C
δ¯
1
1
1C
γ¯
1 , (4.141)
we obtain,
α
βI
γ
δ =− 11A1δ¯γ¯
∑
d|δ¯∧g|γ¯
1
1C
1
δ¯ (d)
1
1C
1
γ¯(g)
×
[
ln
(
T ′′2
gd
∣∣∣∣η
(
T ′′
gd
)∣∣∣∣
4
U ′′2
gd
∣∣∣∣η
(
U ′′
gd
)∣∣∣∣
4
)
+ ln
(
8 π e1−γE
3
√
3
)]
, (4.142)
where
T ′′ =
αβ
λ
T , (4.143)
U ′′ =
β
α
U ′ . (4.144)
This leads to a symmetry group
α
βS
γ
δ =
[ (
Γ
(
αβ
λ
, γ¯δ¯
λ
αβ
)
∗ αβTγδ
)
T
×
(
Γ
(
β
α
, γ¯δ¯
α
β
)
∗ αβUγδ
)
U ′
]
∗ αβMγδ , (4.145)
with
α
βT
γ
δ : T 7→ T ′ = −
γδλ2
α2β2 T
, (4.146)
α
βU
γ
δ : U
′ 7→ − γδα
2
β2 U ′
, (4.147)
α
βM
γ
δ : (T, U) 7→ (T ′, U ′) =
(
λ
α2
U ′,
α2
λ
T
)
, (4.148)
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∗ denotes the free product of groups.
As mentioned before, the three involutive symmetries αβT
γ
δ ,
α
βU
γ
δ and
α
βM
γ
δ are not modular
transformations in general. αβM
γ
δ corresponds to the mirror map acting on the fixed plane,
while the other two correspond to a generalisation of what is usually called T-duality, in
the sense that they exchange large with small radii. However, notice that—unlike the
usual interpretation of T-duality—these symmetries are not contained in PSL(2,Z) and in
none of its subgroups. They pose an additional structure to the modular transformations
(which form a subgroup of the modular group in general).
Physical consequences of this observations (e.g. self-dual points different from 1) in con-
crete models are being investigated [21].
As a remark, this can be regarded as the proof of a conjecture made in [11]: that there
always exists an involutive symmetry interchanging large and small radii, in any orbifold
model (even with non-vanishing Wilson lines). Until now, its existence could only be
shown for simple toy-models.
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5 Conclusions and Outlook
Our goal in this work has been the calculation of threshold corrections in general abelian
toroidal orbifold models, allowing for arbitrary discrete Wilson lines. So far, only threshold
corrections in the absence of discrete Wilson lines were known. However, the phenomeno-
logically most promising models possess non-vanishing discrete Wilson lines.
The path followed in our work can be divided in two parts. The first part consists
of chapters 2 and 3, in which we aim to reformulate the task at hand in terms of a
well-defined technical problem. We were able to show that every orbifold model can be
assigned four characteristic numbers24 (α, β, γ, δ) ∈ Z4 (one set for every fixed plane)
which determine a special integral
α
βI
γ
δ (T, U) =
α
βA
γ
δ
∫
RΓ′
d2τ
τ22
∑
A∈ αβMγδ
e−2πi T detA
T2
γδ
× exp
[
− π T2
τ2 U2
∣∣∣∣(1 U)A
(
τ
1
)∣∣∣∣
2
]
−
∫
RΓ
d2τ
τ22
τ2 ,
(3.86)
(depending on the moduli of the fixed plane). Knowledge of this integral (for every fixed
plane) together with the beta function coefficients is enough to calculate the threshold
corrections ∆a.
The second part of our work is devoted to solving these integrals αβI
γ
δ (T, U). This problem
turns out to be quite difficult, mainly for two reasons: the domain of integration is the
fundamental domain of some sub-group of PSL(2,Z) and the integrand contains an infinite
sum over all matrices which fulfil certain divisibility conditions. The former is difficult to
construct in general and it is hard to find a parameterisation for the latter.
Fortunately, it suffices to solve the case (1, 1, 1, δ) with δ ∈ Z, since all other cases can
be mapped onto this one by fractional linear transformations of the fixed plane moduli.
Still, both problems survive in a less complicated form.
The first one can be circumvented by only using defining properties of a fundamental
domain. To tackle the second problem, we had to develop techniques to cope with the
divisibility condition in the infinite sum of matrices. The tricks which emanate from this
(cf. lemmas 4.3, 4.4, 4.5 and 4.6) were unfamiliar to us before and we were not able to
24Note, that we compute the integrals in (3.86) for all rational numbers α, β, γ, δ. However, in physical
models, the most general case is (1, 1, γ′, δ′) with γ′, δ′ ∈ Q, which is equivalent to (α, β, γ, δ) ∈ Z4.
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find any similar techniques in the literature. Though, we think that it is most improbable
that we were the first to ever use such techniques and it would be interesting to find works
using them (or similar versions thereof).
Eventually, we obtained the result
α
βI
γ
δ =− 11A1δ¯γ¯
∑
d|δ¯∧g|γ¯
1
1C
1
δ¯ (d)
1
1C
1
γ¯(g)
×
[
ln
(
T ′′2
gd
∣∣∣∣η
(
T ′′
gd
)∣∣∣∣
4
U ′′2
gd
∣∣∣∣η
(
U ′′
gd
)∣∣∣∣
4
)
+ ln
(
8 π e1−γE
3
√
3
)]
, (4.142)
with T ′′ = αβ
λ
T , U ′′ = β
α
U ′.
It is particularly interesting how naturally number theoretic notions like prime numbers,
greatest common divisor, lowest common multiple, etc. appear in our results and proofs.
We found this quite surprising and suspect that there are good reasons for this beyond
our present understanding of the problem. Therefore, we would be especially interested
in understanding what actually was computed in our work from a mathematical point of
view. It is known that one-loop string thresholds have a close relationship to the Ray-
Singer/analytic torsion [23]. The result for the case (1, 1, 1, 1) agrees with (the logarithm
of) the result of Ray-Singer for a (complex) line-bundle with flat connection and, hence,
could be viewed as the analytic torsion of the fixed plane. However, the interpretation of
the result for general (α, β, γ, δ) remains unclear. Especially the coefficients 11C
1
δ (d),
α
βA
γ
δ
appearing in our results should have some close relationship to bundle cohomology.
Another interesting aspect of our results are the modular symmetries. We obtain the
symmetry group
α
βS
γ
δ =
[ (
Γ
(
αβ
λ
, γ¯δ¯
λ
αβ
)
∗ αβTγδ
)
T
×
(
Γ
(
β
α
, γ¯δ¯
α
β
)
∗ αβUγδ
)
U ′
]
∗ αβMγδ , (4.145)
where ∗ denotes the free product of groups.
Besides the expected occurrence of modular symmetries and the mirror map αβM
γ
δ , there
appear two involutive symmetries αβT
γ
δ and
α
βU
γ
δ . These exchange small with large radii
and, in that sense, are a generalisation of T-duality. It should be stressed that, in contrast
to the usual version of T-duality (which is a transformation in PSL(2,Z)), these are not
modular symmetries. Work on physical implications of these observations in various
models is in progress [21].
In that context, we would also like to point out some side results of our work. In chapter
3 we analysed the momentum and winding lattices of the N = 2 sector. We were able to
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show how discrete Wilson lines effect these lattices and how to parametrise them. This
was needed in the context of our work, to be able to characterise every obrifold model (in
our sense) by four numbers α, β, γ, δ. However, we think that these results are of more
general use in the context of orbifold model building. They should enable one to determine
the spectrum of the N = 2 sector of a general orbifold model, i.e. with non-factorizable
lattice and discrete Wilson lines and might also give hints on how to repeat this analysis
for the other sectors of boundary conditions. To the extent of our knowledge, this is still
an open problem and we think that our results might be applicable to solve this problem.
Finally, we would like to state that we think that it should be possible to generalise the
given procedure in order to be able to calculate even more general integrals than αβI
γ
δ (T, U).
Necessary for our method to work in principle are the following properties: the domain
of integration should be the fundamental domain of some group, this group should be a
subgroup of the symmetry group of the integrand, the infinite sum over matrices should
be now an (infinite) sum over group elements and one has to know a basic building block
to trace everything back to. This might make the method applicable, in principle, to
other technical problems.
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