Abstract. Presently, there are few options with available software to perform a fully Bayesian analysis of time-to-event data wherein the hazard is estimated semi-or non-parametrically. One option is the piecewise exponential model, which requires an often unrealistic assumption that the hazard is piecewise constant over time. The primary aim of this paper is to construct a tractable semiparametric alternative to the piecewise exponential model that assumes the hazard is continuous, and to provide modifiable, user-friendly software that allows the use of these methods in a variety of settings. To accomplish this aim, we use a novel model formulation for the log-hazard based on a low-rank thin plate linear spline that readily facilitates adjustment for covariates with time-dependent and proportional hazards effects, possibly subject to shape restrictions. We investigate the performance of our model choices via simulation. We then analyze colorectal cancer data from a clinical trial comparing the effectiveness of two novel treatment regimes relative to the standard of care for overall survival. We estimate a time-dependent hazard ratio for each novel regime relative to the standard of care while adjusting for the effect of aspartate transaminase, a biomarker of liver function, that is subject to a non-decreasing shape restriction.
Introduction
Confirmatory tests of novel medical interventions measure evidence of effectiveness through comparative evaluations of time-to-event endpoints. Yet, treatment comparisons in confirmatory studies routinely rely on statistical models that suffer from several limiting assumptions. Parametric models for the hazard are often inadequate for characterizing the curvature of non-unimodal functions. For example, the Weibull model precludes the possibility of a non-monotone hazard over time. Despite its popularity, Cox's proportional hazards model only facilitates estimation of covariate effects, which is limiting when the hazard is of interest or the proportional hazards assumption is violated (Cox, 1975) . Recent developments in nonparametric time-to-event modeling have predominately focused on imparting flexibility for estimation of a single feature in isolation, or concern nonparametric methods for continuous characterization of the hazard function (Müller and Mitra, 2013 ). Yet, flexible models for the hazard are useful for analysis of actual clinical data only in the presence of a framework that accommodates a diverse class of covariate effects for characterizing patient and intervention heterogeneity.
The primary aim of this paper is to provide a unified framework for highly flexible, fully Bayesian analyses of time-to-event data, along with user-friendly software that enables investigators to use our methods in a variety of settings. There are currently few options with available software for conducting a fully Bayesian analysis of timeto-event data that accommodate flexible hazard regression. A presently popular choice is the semiparametric piecewise exponential model, which assumes that the hazard is piecewise constant over time (c.f. Ibrahim et al., 2001 , Section 3.1). This approach is tractable and readily facilitates time-dependent and proportional hazards covariate effects, but the discontinuous piecewise constant approximation for the hazard and timedependent effects, when present, is unrealistic and makes posterior inference sensitive to prespecification of the number and location of hazard function discontinuities along the time axis. We propose a more realistic piecewise linear log-hazard formulation that is still tractable and facilitates time-dependent and proportional hazards covariate effects.
Other flexible survival models have been proposed in the literature. Fahrmeir and Hennerfeind (2003) and Cai et al. (2002) model the log-hazard additively using Bsplines. Henschel et al. (2009) extend this additive framework to include random effects in an effort to handle clustering in the data; Hennerfeind et al. (2006) also include structured spatial effects. Sharef et al. (2010) further allow the set of B-spline basis functions to be estimated, and facilitate mixtures with parametric baseline hazard forms. These additive log-hazard models formulated using B-splines all require numerical integration to evaluate the likelihood. Existing software packages that fit B-spline log-hazard models (e.g., BayesX and the splinesurv package in R) are limited by the fact that they do not facilitate shape-restricted covariate effects and they restrict prior specification to a particular distributional family. We propose a novel log-hazard model formulation using a low-rank thin plate (LRTP) linear spline that results in a closed-form likelihood, thereby avoiding numerical integration when evaluating the likelihood and even making estimation possible in popular Gibbs sampling software, i.e. JAGS (Plummer, 2003) and BUGS (Lunn et al., 2009 ), which are not well-suited to numerically-evaluated likelihoods. Our LRTP linear spline formulation of the log-hazard tends to result in fast posterior convergence relative to a similarly tractable truncated basis spline formulation (Crainiceanu et al., 2005) , and we provide modifiable software for implementation. Lin et al. (2014) considered a similar setting to ours for interval-censored survival data and developed a tractable sampling method. However, their approach uses a monotone spline to model the cumulative baseline hazard, which is monotone by definition, and their method was limited to proportional hazards covariate effects; see also Gelfand and Mallick (1995) . By way of contrast, we model the log-hazard and thereby avoid shape restrictions on the hazard domain, and introduce monotone splines to model proportional hazards covariate effects that are subject to shape restrictions.
The motivating application involves data from a colorectal cancer clinical trial by Goldberg et al. (2004) that assessed the efficacy of three treatment regimes for overall survival during the eight years following treatment initiation on patients with previously untreated metastatic colorectal cancer. The drug combinations considered were irinotecan and bolus fluorouracil plus leucovorin (IFL), and two novel regimes: oxaliplatin and infused fluorouracil plus leucovorin (FOLFOX), and irinotecan and oxaliplatin (IROX). The trial enrolled 795 patients, and randomly allocated 264 to each of the IFL and IROX regimes, and 267 to the FOLFOX regime. A secondary goal is to jointly characterize the effect of aspartate transaminase (AST), a liver prognostic biomarker measured at baseline, that is thought to have an nondecreasing effect on the hazard for death over the domain of AST.
The remainder of this paper evolves as follows. In Section 2 we develop the foundation of our flexible survival model using LRTP linear splines to formulate the log-hazard without covariates. In Section 3 we discuss adjustment for covariates with various types of effects on the hazard, including time-dependent and proportional hazards, possibly subject to shape-restrictions. In Section 4 we compare the proposed model with other common models using simulation. In Section 5 we analyze the colorectal cancer data, using time-dependent adjustment for the effect of each novel treatment relative to the standard of care, while adjusting for AST using a proportional hazards effect that is subject to a non-decreasing shape restriction. We close in Section 6 with an overview of our findings and directions for future work.
Log-Hazard Model Formulation
In this section, we develop the foundation for our flexible survival modeling approach without covariates using LRTP linear splines. We assume the data consist of N independent, possibly right-censored observations. We let t = (t 1 , . . . , t N ), assuming without loss of generality that t i ∈ (0, 1], and δ = (δ 1 , . . . , δ N ), where t i denotes the i-th observed time, and δ i denotes whether t i is an event (defining δ i = 1) or a right-censored observation (defining δ i = 0), for i = 1, . . . , N . The likelihood of these data is
where h(t) is the hazard function and H(t) is the cumulative hazard function (Klein and Moeschberger, 2003, Section 3.5) . Since h(t) ≥ 0, H(t) is non-decreasing by definition. The survival distribution, i.e. P r(T > t), is S(t) = exp {−H(t)}. Using (2.1), an analysis of time-to-event data can be conducted through a model for the hazard function. For example, the parametric Weibull model defines h(t) = ψφ −ψ t ψ−1 , where φ, ψ > 0.
Piecewise Exponential Model
The piecewise exponential (PE) model suggested by Ibrahim et al. (2001, Section 3 .1) improves upon parametric alternatives by introducing more parameters to accommodate diverse, possibly non-unimodal shapes of the hazard function. We provide some details about the PE model because we will use it as a comparator. The PE model is constructed by partitioning the time axis into K intervals (0 =t 0 <t 1 < . . . <t K−1 <t K = ∞), and modeling
2)
The PE model assumes the hazard is a discontinuous piecewise constant function, where γ k is the value of the log-hazard function in the k-th interval of the prespecified time axis partition. We discuss the choice of a time-axis partition later. Using (2.2) , the cumulative hazard function is
3)
The likelihood for the PE model is a tractable expression that arises by plugging (2.2) and (2.3) into (2.1).
To complete the Bayesian specification of the PE model, a prior is assigned to γ = (γ 1 , . . . , γ K ). Numerous prior specifications have been proposed; for a discussion established options, see Ibrahim et al. (2001, Section 3) . We focus on the random walk prior process proposed by Fahrmeir and Lang (2001) that assumes a smoothing marginal dependence structure on the γ k 's. This prior process specifies γ 1 ∼ N (0, 10 4 ), and 2.4) where N (µ, σ 2 ) denotes a normal distribution with mean µ and variance σ 2 . This choice is parsimonious and allows strength to be borrowed across successive intervals, thereby improving efficiency. Lastly, motivated by the work of Gelman (2006) , we specify σ γ ∼ U(0.01, 100), where U(a, b) denotes a uniform distribution with positive support on the interval [a, b].
Piecewise Linear log-Hazard Model
The PE model defined in (2.2) is popular because it is tractable yet flexible; however it imposes unrealistic discontinuities in the resulting hazard estimate. Inference derived from a model that uses a higher-order approximation to the hazard remedies the discontinuity limitation of the PE model; however, since the likelihood expression in (2.1) requires the evaluation of the definite integral H(t) = t 0 h(s)ds, mathematical tractability is usually sacrificed. Using a first-order polynomial to model the log-hazard, we can retain tractability while gaining continuity in the resulting hazard estimate.
Penalized splines are a simple and flexible option for a first-order polynomial loghazard model. Ruppert et al. (2003) discuss various spline constructions, including B-splines, truncated basis splines and radial basis splines. Crainiceanu et al. (2005) demonstrate that low-rank thin-plate (LRTP) splines, a type of radial basis spline, tend to exhibit fast Markov chain Monte Carlo (MCMC) convergence relative to truncated basis splines. In our experience, B-splines, which require an intractable recursive algorithm to define the basis functions, exhibit MCMC convergence properties and resulting inferences that are similar to LRTP splines. The relative intractability of B-splines compared to LRTP splines has little practical consequence in the context of semiparametric regression, so we find either construction to be an attractive Bayesian modeling choice. However, in the present context of time-to-event outcomes, we prefer a LRTP spline construction because it results in a tractable likelihood expression, whereas a B-spline construction would require numerical integration to evaluate (2.1).
To formulate our model, we prespecify a partition of the time axis (0 =t 0 <t 1 < . . . <t K−1 <t K = ∞) and define log {h(t; α
where
In (2.5), we replace the usual radial basis terms, |t −t k−1 |, with modified terms, |t −t k−1 | − |t k−1 |, to ensure log{h(0; α * )} = α * 0 . This modification improves MCMC convergence and may ease prior elicitation for α * 0 . Our proposed model in (2.5) assumes the log-hazard is a piecewise linear function, so we hereafter refer to this model as the piecewise linear (PL) model. Under (2.5), the cumulative hazard arises as
. . , K, and 1 k denotes a k-dimensional row vector of ones. The likelihood for the PL model is a tractable expression that arises by plugging (2.5) and (2.6) into (2.1).
Following the work of Crainiceanu et al. (2005) , we implement a series of transformations, including a one-to-one transformation from α * to α = (α 0 , . . . , α K ) , and then reformulate (2.5) and (2.6) in terms of α. The details of this procedure are provided in the Appendix. We specify priors for α as follows
We also assume σ α ∼ U(0.01, 100). The marginal prior distribution induced on α * k , k = 2, . . . , K, has the shape of a double-exponential distribution with mean zero, so the prior defined in (2.7) shrinks the modified radial basis coefficients in (2.5) toward zero, thereby smoothing the resulting estimator and resisting overfitting the data.
Partition Specification
The PE model defined in (2.2) and the proposed PL model defined in (2.5) each require a partition of the time domain. Specification of K andt can be avoided by treating them as unknown parameters and estimating them in a Bayesian framework, see Sharef et al. (2010) . However, the additional computational burden typically does not justify the marginal gains in approximation accuracy over a reasonable prespecified partition. Ruppert (2002) shows that the most important issue is selecting K large enough so that the resulting model can adequately capture the hazard function curvature. Given K, the placement of thet k 's over the domain of t can be done in any sensible manner, say at the quantiles of the observed event times. For time-to-event data, we prefer equallyspaced partitions, because the hazard may still exhibit interesting features in an area where there is a dearth of event times. For example, the hazard may exhibit a sharp drop that results in event times being distributed away from this feature.
For the simulation, we use an equally-spaced partition with K = 20 intervals, thereby providing ample flexibility and consistency across scenarios, and computational feasibility. To select a partition for the analysis of the colorectal cancer data, we conduct a grid search using a modification of the deviance information criterion (DIC) (Spiegelhalter et al., 2002) . Specifically, we select the partition that minimizes D + K, instead of DIC = D + p D . Since the prior shrinks the effective number of parameters, p D does not necessarily increase with K, despite our preference for smaller K owing to the added computational burden. Furthermore, the fit as measured by D also does not improve by increasing K when K is already large. Therefore, the proposed criterion will identify a partition with small K that still provides a good fit, whereas DIC tends to have difficulties distinguishing among partitions with large K.
Covariate Adjustment
In this section, we incorporate covariate adjustment into the PE and PL hazard models developed in Section 2. In practice, data often derive from a heterogeneous population with measured covariates, so robust estimation methods using flexible hazard models are useful only when incorporated into a modeling framework that accommodates a diverse class of covariates. We focus on baseline covariates, which assume a fixed value throughout the time period of interest (e.g., gender, race, a biomarker measured at baseline, etc.). The effect a baseline covariate has on the hazard may be time-dependent (e.g., the beneficial effect of a novel treatment may diminish relative to the standard treatment over time) or satisfy the proportional hazards (i.e., time-independent) assumption. In contrast, time-varying covariates assume a value that may change over the course of follow-up (e.g., in-patient versus out-patient status, modifications in the course of treatment, measurements of surrogate markers, etc.), and they too may have a time-dependent or proportional hazards effect on the hazard. We first consider baseline covariates with time-dependent effects, and then address proportional hazards effect, including those subject to shape-restrictions.
Time-dependent effect
We assume the data now include information about a baseline covariate z that is assumed to have a time-dependent effect on the hazard. In the motivating data, the covariate z may indicate assignment to F OLF OX or IROX. The PE and PL models developed in Section 2 readily extend to accommodate z using an similar formulation of the conditional hazard h(t|z). This extension facilitates investigation of the timedependent effect of treatment, as well as the hazard functions and survival distributions in each treatment group. Gamerman (1991) extends the PE model defined in (2.2) to accommodate z by assuming
where γ = (γ 0 γ 1 ) and γ q = (γ q,1 , . . . , γ q,K ) , for q = 0, 1. The entries of γ q are allowed to realize distinct values, thereby facilitating time-dependent effects with a piecewise constant structure using the same time axis partition. The cumulative conditional hazard H(t|z; γ) arises by replacing γ k in (2.3) with (γ 0,k + γ 1,k z). Typically, the γ q are assumed to be independent a priori, whence the prior specification for each can follow analogous to (2.4).
In a similar fashion, we propose to extend the PL model defined in (2.5) by assuming
where α * = (α * 0 α * 1 ) and α * q = (α * q,0 , . . . , α * q,K ) , for q = 0, 1. Like in Section 2.2, we apply a series of one-to-one transformations that result in a parameterization of (3.2) in terms of α 0 and α 1 . The details for this procedure are also provided in the Appendix. We then assume that α 0 and α 1 are independent a priori, a standard prior assumption in the context of an additive model, and use prior specifications for α 0 and α 1 analogous to (2.7).
Using (3.2), the log-hazard ratio for an individual having z = 1 relative to z = 0 is a piecewise linear function given by a LRTP linear spline with the previous set of basis functions. In contrast, the extended PE model in (3.1) assumes that the log-hazard ratio is piecewise constant over time. Therefore, if the time-dependent effect of z is of interest, our extended PL model offers a continuous alternative to the extended PE model. Nevertheless, either approach facilitates a flexible semiparametric estimate for the effect of z over the course of follow-up, whereas a proportional hazards model rigidly assumes that the effect of z is constant. Extending either (3.1) or (3.2) to handle an arbitrary number of baseline covariates with time-dependent effects is trivial. Furthermore, extending either model to accommodate a time-varying covariate z(t) with a time-dependent effect requires only a minor adjustment in the calculation of the likelihood to account for the time-varying nature of z(t).
Proportional hazards effect
Assume the data also include information for a baseline continuous covariate x that is thought to have a proportional hazards effect on the hazard function. In this case, we can model h(t|x, z) = h 0 (t|z) exp {f (x)}, wherein exp {f (x)} denotes the multiplicative effect of x on the conditional baseline hazard, h 0 (t|z). When x is continuous, a standard linear regressor (i.e. f (x) ≡ βx) does not always sufficiently characterize its effect on the conditional baseline hazard, and a more flexible model may thus be required. In this case, modeling the effect of x as a smooth nonlinear function is usually sensible; alternatively, a shape-restricted model may be more appropriate, say if there is a scientific basis to assume that the effect of x is monotonically increasing.
In this subsection, we extend the previously developed PE and PL models to accommodate semiparametric proportional hazards covariate adjustment, with and without shape restrictions. Before doing so, we note that the effect of x factors out in the calculations of the cumulative conditional hazard so that H(t|x, z) = H 0 (t|z) exp {f (x)}, thereby affording the use of either (3.1) or (3.2) as a model for h 0 (t|z). Likewise, in the absence of any covariate z with a time-dependent effect, h 0 (t|z) ≡ h(t), thereby allowing the use of either (2.2) or (2.5) as a model for h(t). It follows that the previous models can be combined with the methods in this subsection, thereby providing a flexible approach that can accommodate the diverse sets of covariates actually encountered in practice.
Smooth Proportional Hazards Effect
If the proportional hazards effect of x is not adequately captured by a linear term, but its effect is smooth, then splines are a natural choice (Ruppert et al., 2003) . We use a LRTP cubic spline without sacrificing tractability because proportional hazards effects factor conveniently out of the definite integral in (2.1). We again prefer LRTP splines for their simple construction and tendency to exhibit fast MCMC convergence, though a B-spline would be another sensible choice. The construction of our LRTP cubic spline model for the effect of x is similar to the approach of Section 2.2, so we briefly provide the details.
We assume without loss of generality that x ∈ [0, 1] and specify a partition with J equally-spaced pieces (0 =x 0 <x 1 < . . . <x J = 1) over this domain. We use a two dimensional grid search to select J jointly with K. Like K, using too small J may result in a model that does not adequately characterize the effect of x on the hazard, whereas using an unnecessarily large J will increase the computational burden while providing a similar fit as that of a model with a smaller, yet adequate J. Given this partition, we model
wherex is the sample mean of the covariate. This model fixes f (x; β * ) = 0, thereby ensuring interpretability of the baseline conditional hazard, since h(t|z, x =x) ≡ h 0 (t|z), and improving MCMC convergence. Using (3.3), the conditional baseline hazard repre-sents the hazard of an individual having x =x and arbitrary z. Recall, either (3.2) or (3.1) can be used to model h 0 (t|z) in this context.
In practice, we again implement a series of one-to-one transformations leading to (3.3) being parametrized in terms of β = (β 1 , . . . , β J ) . The details of this procedure are provided in the Appendix. For prior specification, we assume a priori that β is mutually independent of the parameters characterizing the baseline conditional hazard (e.g. α or γ). We then specify the usual LRTP spline prior for β, i.e. β 1 ∼ N (0, 10 4 ) and Crainiceanu et al., 2005) . Lastly, we specify σ β ∼ U(0.01, 100).
Shape-Restricted Proportional Hazards Effect
In some settings, understanding of an underlying biological mechanism may justify assuming that the effect of x is of some particular shape. For example, the effect of AST on overall survival is thought to be non-decreasing over its observed domain in our motivating colorectal cancer data. Shively et al. (2011) show that many types of shape restrictions can be imposed tractably through the prior when the effect of x is modeled as a truncated quadratic spline. In this context, motivated by tractability for the constraints, we model the effect of x using a truncated basis quadratic spline as
where (x) 2 + = max(x, 0) 2 . This model fixes f (0; ψ * ) = 0, so h 0 (t|z) is the conditional hazard for an individual having x = 0 and arbitrary z.
Using (3.4), we can impose monotonicity by forcing the first derivative of f (x; ψ * ),
to be non-negative for all x ∈ [0, 1]. Since f (x; ψ * ) is a piecewise linear function, the local minima in each interval (x j−1 ,x j ) will be realized at the boundaries, i.e. at x =x j−1 or x =x j . It follows that the necessary constraints are identified by evaluating f (x; ψ * ) at each interval boundary (i.e.x 0 , . . . ,x J ), and requiring that each of the resulting J + 1 expressions be non-negative. Doing so, the constraints arise as
(3.5)
Following Shively and Sager (2009) , these constraints can be tractably reformulated as φ j ≥ 0, for j = 1, . . . , J + 1, after applying the linear transformation ψ = Lψ * , where L is a (J + 1) dimensional lower triangular matrix with jth row given by {1, 2(x j −x 0 ), . . . , 2(x j −x j−1 ), 0 }. Therefore, these constraints can be imposed by specifying a prior distribution for ψ that has non-negative support.
We assign a hierarchical prior for ψ with non-negative support using mixture distributions as follows
(1−ιj ) , and (3.6) where N (0, 10 4 ) [0,∞) denotes a truncated normal distribution with positive support, δ 0 denotes the Dirac delta function with infinite density at zero, and p 0 ∈ [0, 1] is a prespecified hyperparameter. Since f (x j ; ψ * ) = ψ j , the value of p 0 represents the prior probability that f (x; ψ * ) is increasing atx j−1 . Thus, p 0 provides control over the probability of invariant intervals in f (x; ψ * ) along the domain of x; we use a default value of p 0 = 0.50. Using a normal distribution truncated to have non-positive support in (3.6) would instead restrict the proposed effect to be non-increasing.
Our proposed prior specification in (3.6) deviates slightly from that of Shively and Sager (2009) , who use a mixture of a (J + 1) dimensional multivariate normal distribution truncated to have positive support in each dimension of ψ, and probability masses corresponding to each boundary wherein a subset of ψ is exactly zero. The univariate mixture structure we propose in (3.6) is substantially easier to construct in practice, and in our experience the resulting posterior estimates are similar. Many other monotone model formulations have been suggested, see e.g., Brezger and Steiner (2004) and Dunson (2005) 
Simulations
In this section, we report three simulation studies comparing proposed PL model framework with the PE model framework. First, we compare the estimation of a hazard function for a variety of complex shapes and the resultant survival distribution in a homogeneous population. Second, we compare the estimation of a time-dependent treatment effect. Third, we compare the estimation of a monotone proportional hazards effect.
Log-Hazard and Survival Distribution Estimation
We evaluate the performance of the PL and PE models for various shapes of the true hazard function in a homogeneous population. We use R simulation runs to do so, wherein we generate pairs (t i , δ i ), i = 1, . . . , N , of independent, possibly right censored observation times from a survival distribution with complex hazard h(t). To draw an observation from a survival distribution with hazard h(t), we follow the inverse cumulative density function method of Bender et al. (2005) . We specify h(t) such that H(t) is available analytically, then generate an event time y i from S(t) = exp{−H(t)} by drawing a u i ∼ U(0, 1), and defining y i = H −1 {− log(u i )}. We solve the latter identity numerically, thereby affording diverse classes of hazard function shapes from which to choose. We also generate censoring times c i from an independent uniform distribution, and set the observed time t i = min(y i , c i ) and event indicator δ i = I(t i ≤ c i ). We use N =200 and specified the survival and censoring distributions so that S(1) is about 0.10 and the resulting data exhibit about 15% censoring. These choices reflect the approximate characteristics of each treatment group in the colorectal cancer data.
For the r-th run, we fit the PE and PL models defined in Sections 2.1 and 2.2 to the generated data and save the posterior mean parameter estimates, denoting these byγ (r) andα (r) . We conduct posterior estimation by calling JAGS in R via the R2jags package, and using snowfall for parallel computing. Following 2,000 iterations of burn-in, we used 10,000 iterations from 2 chains for posterior estimation. These choices reflect a preliminary assessment of MCMC convergence based on the potential scale reduction factor and the resulting effective sample size for each parameter, see Gelman et al. (2014, Chapter 11 ) R code to reproduce each simulation assessment in this paper is available on the fourth author's software web page: www.biostat.umn.edu/∼brad/software.html.
Using the R = 200 realizations of the parameter estimates for each model, for visual comparison, we calculate the average pointwise log-hazard estimate, log{h(t)}, and the empirical pointwise 2.5% and 97.5% quantiles at 10,000 equally spaced time points over the unit interval. For quantitative comparison, we also calculate the root-integrated squared error of the average pointwise log-hazard estimate, defined by
We use a Riemannian approximation for (4.1) based on a grid of 10,000 equally spaced points. For further visual comparison, we calculate RISE for each of the R = 200 individual log-hazard estimates, denoting these by RISE (r) , and display the best estimate defined by having the smallest RISE (r) . The evaluation criteria for the survival distribution S(t) are defined analogously.
The results with K = 20 are displayed in Figure 1 , wherein each row corresponds to a different scenario. We provide the analytical definitions in the Appendix for the three h(t) considered in this simulation. The log-hazard estimates for the PE model are discontinuous piecewise constant functions, whereas our proposed PL model results in continuous piecewise linear estimates. As evidenced by the results depicted in the first and third row, both approaches struggle to detect a shift in log-hazard beyond 80% follow-up (t-axis) where the data are quite sparse. The PL model exhibits slightly greater variability than the PE model in this data-sparse region. In the top row, RISE of the average estimate is slightly larger for the PL model than the PE model; however, the PL model provides a smaller RISE than the PE model when only integrating over the initial 80% of follow-up (0.06 versus 0.07). The PL model provides an improvement in RISE over the PE model for the scenarios depicted the middle and bottom rows. Turning to the survival distribution evaluation, from top to bottom row, the PL model results in a RISE of the average estimate that is 30%, 20% and 15% smaller in magnitude than the PE model. This suggest that the proposed PL model better captures the curvature of the true survival distribution on average than the PE model. 
Time-dependent Effect Estimation
For this investigation we introduce a binary treatment indicator z with P r(z = 1) = P r(z = 0) = 0.50. We consider two scenarios, the first where z has a time-dependent effect and the second where it has a proportional hazards effect. We evaluate the performance of the extended PL model with a time-dependent effect defined in (3.2) compared to the similarly extended PE model defined in (3.1). We refer to these as the "PL-TD" and "PE-TD" models. For the proportional hazards scenario the PL-TD and PE-TD models provide more flexibility than is needed, so to investigate their possible loss of efficiency, we also fit proportional hazards (PH) versions of the PL and PE models. That is, we assume h(t|z) = h 0 (t) exp{βz} where h 0 (t) is defined by (2.2) for the PE model and by (2.5) for the PL model. We refer to these as the "PL-PH" and "PE-PH" models. Lastly, we fit Cox's PH model using the coxph() function from the survival package available in R.
To compare the methods, we again generate N = 200 survival observations (t i , δ i , z i ) from a distribution with a prespecified conditional hazard h(t|z) using the inverse cumulative density function method discussed in (4.1). We then fit each model to these data and save the posterior mean parameter estimates, e.g. α, γ, andβ. We iterate this process over R = 200 simulation runs. We compare the models visually using the average pointwise log-hazard estimate for the control group, i.e. log{h(t|z = 0)}, and log-hazard ratio estimate, i.e. log{h(t|z = 1)} − log{h(t|z = 0)}. We also calculate the 2.5% and 97.5% pointwise percentiles, RISE of the average estimates, and display the individual estimate with the smallest RISE over all R = 200 runs.
The results of this investigation using K = 20 are displayed in Figure 2 . We provide the analytical definitions in the Appendix for the h(t|z) considered in this simulation. The log-hazard ratio estimate for the three PH models is a constant, and Cox's PH model provides no estimate log-hazard curve for the control group, so we have omitted these models from the display and will evaluate their performance below using only the RISE of the average estimate. For both the time-dependent (first row) and proportional hazards scenario (second row), the PL-TD model exhibits greater variability than the PE-TD model in the right tail where the data become sparse. For the time-dependent scenario, the PL-TD model results in a smaller control log-hazard RISE than the PE-TD model. In contrast, the PL-TD model results in a lager log-hazard ratio RISE value than the PE-TD model; however, focusing on t ∈ [0, 0.60], the PL-TD model result in a much smaller RISE than the PE-TD model (0.09 versus 0.17). The PE-PH and PL-PH models have control log-hazard RISE values of 0.34 and 0.38, which are much larger than those of the TD models. All three PH models exhibit a relatively large log-hazard ratio RISE value of 0.81. For the time-independent scenario (second row), the three PH models result much smaller log-hazard ratio RISE values than the highly parametrized models, with the PL-PH model exhibiting the smallest at 0.007. By contrast, the control log-hazard RISE values are only slightly larger for the highly parametrized models than their PH equivalents. For example, the PL-PH model has 0.08 versus 0.09 for the PL-TD model. 
Control log-Hazard Estimation

PE-TD Model
Monotone Proportional Hazards Effect Estimation
For our last investigation we introduce a continuous covariate x with a monotone proportional hazards effect. We compare the performance of the shape-restricted model defined in (3.4) with that of the unrestricted model defined in (3.3), using the PL model defined in (2.5) with K = 20 as the model for the baseline hazard. We consider two nonlinear monotone effect scenarios, wherein the first has static intervals and the second does not, and a third linear monotone effect scenario. For the linear effect scenario, the proposed models facilitate more flexibility than needed, so we also fit a model that correctly assumes linearity in the effect of x, again using the PL model defined in (2.5) with K = 20 for the baseline hazard.
For evaluation, we generate N = 200 survival observations (t i , δ i , x i ) from a survival distribution with a prespecified conditional hazard h(t|x) = h 0 (t) exp{f (x)} using a straightforward extension of the inverse cumulative density function methods discussed in Section 4.1. We fix the x i at N equally spaced points across [0, 1] for all R simulation runs, so that each run uses the same set of x i 's. We then fit each model to these data, and save the posterior mean parameter estimates relating to the proportional hazards effect, i.e.β. We compare the models by characterizing the effect of x on the hazard as a log-hazard ratio curve defined relative to the sampling average, i.e. f (x)− f (x). By doing so, the estimated effect denotes the log-hazard ratio for an individual having arbitrary x versus an individual having x = 0.50; therefore, the value of the estimated curve at x = 0.50 is zero by definition. Iterating this process over R = 200 simulation runs, we compare the models visually using the average pointwise estimate, along with 2.5% and 97.5% pointwise quantiles, and the best estimate defined by having the smallest RISE among all R = 200 simulation runs. We also compare the average estimates quantitatively using RISE as we did in Section 4.1.
The results are depicted in Figure 3 . We provide the analytical definitions in the Appendix for the baseline hazard h 0 (t) and the three f (x) considered in this simulation. For the two nonlinear scenarios (first and second row), the linear effect model results in a suboptimal linear fit with the largest RISE value, and the smooth effect model exhibits the best average behavior as indicated by the lowest RISE value. The shaperestricted effect model (using p 0 = 0.5) exhibits an average estimate with a RISE value about twice as large as the smooth effect model, and slightly greater estimate variability as evidenced by wider shaded percentile regions. In addition, the shaded percentile regions for the shape-restricted model confirm that the resulting estimate always satisfies f (x < .5) ≤ f (x = .5) = 0 ≤ f (x > .5), whereas the smooth effect model does not. Turning to the linear scenario (second row), the smooth effect model does not deteriorate much relative to the "correct" linear effect model, although it exhibits greater variability. In contrast, the shape-restricted effect model seems to deteriorate slightly, perhaps owing to the relatively large prior weight given to the probability masses on zero (i.e. p 0 = 0.50) which indicates a moderate prior belief that f contains static intervals along the domain of x, which is not the case here.
Colorectal Cancer Clinical Trial Application
In this section, we combine our proposed methods in Sections 2 and 3 to evaluate the performance of the three regimes (i.e. IFL, IROX and FOLFOX) assigned in the clinical trial reported by Goldberg et al. (2004) for overall survival, while adjusting for the effect of AST. We do not assume that the effect of IROX and FOLFOX relative to IFL satisfy the proportional hazards assumption, but rather use the extended PL model we proposed in Section 3.1. We consider two such models that differ in the adjustment for the effect of AST corresponding to the smooth and shape-restricted models discussed in Section 3.2.
Before fitting the proposed models, we divided the observed times by the maximum observed time so that t i ∈ (0, 1], and we standardized the observed AST values x * i by defining by calling JAGS from R using the R2jags package. For posterior estimation, we ran two MCMC chains for 20,000 iterations, following 2,000 iterations of burn-in. Following Treatment Comparisons
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AST EffectPosterior Mean log−Hazard Ratio Curve 95% Pointwise Credible IntervalGelman et al. (2014, Section 11.4), we monitored MCMC convergence using the potential scale reduction factor. To jointly select the size of the time axis partition, K, and AST domain partition, J, we fit each AST effect model using combinations of K and J in the set {5, 10, 15, 20} and selected the partitions that resulted in the smallest D + K + J.
For each AST effect model, these were the partitions with K = 10 and J = 5.
The results of our analysis are displayed in Figure 4 . The first column displays posterior summaries of the log-hazard ratio curves from the three possible treatment comparisons over the initial five years of follow-up since treatment initiation, while adjusting for AST subject to a non-decreasing shape restriction. The results depicted in Figure 4 are nearly indistinguishable from the model that adjusts for AST using the smooth effect formulation discussed in Section 3.2, a lack of change apparently due to the even spread of AST demographics across the three treatment regimes. The top left panel shows that IROX appears to reduce the hazard for death relative to IFL by about 20% during the initial year and a half, but the evidence is not substantial and its advantage over IFL is less clear after that point in time. The middle panel on the left shows that there is substantial evidence that FOLFOX reduces the hazard for death relative to IFL by about 40% during the initial four years of follow-up. The lower left panel suggests FOLFOX even reduces the hazard for death relative to IROX by about 20% during the initial two and half years, though the evidence is less substantial as the 95% credible intervals contain one throughout much of this period. The amount of evidence decreases as the number of patients at risk shrinks, hence the increasing width of the credible regions as follow-up accrues. The benefits of either IROX or FOLFOX relative to IFL do appear to diminish slightly over the course of follow-up, though there is no substantial evidence for time dependency in either case, suggesting that a proportional hazards model may be acceptable for these data.
The second column of Figure 4 compares the results from the model that uses a smooth proportional hazards effect (top right panel) and the model that uses a shaperestricted proportional hazards effect (bottom right panel) for AST. We report the effect of AST relative to an individual having an AST of 40 U/L, which is the standard upper threshold for the normal range of AST. The smooth effect model suggests an increasing hazard of death up to 150 U/L, but this hazard diminishes for higher AST values.
Larger AST values are indicative of complications, so this is a non-intuitive signal and may purely be a result of sampling variation and sparse data for long follow-ups rather than a true effect. The shape-restricted effect model suggests the effect of AST is static in the lower domain of AST values (≤20 U/L), then increases sharply until about 60 U/L, at which point it remains constant. The resulting estimate provides evidence that patients with AST at or above 60 U/L have a hazard for death nearly 1.5 times higher than those with an AST of 40 U/L, whereas persons with AST below 20 U/L have a hazard about 0.75 times lower than those with an AST of 40 U/L.
Discussion
This article presented a highly flexible framework for conducting a fully Bayesian analysis of survival data that can adjust for covariates using semiparametric time-dependent effects and proportional hazards effects subject to shape-restrictions. These developments provide a unified framework to conduct a fully Bayesian analyses of complex survival data that we hope will encourage more comprehensive analyses, which currently often rely on some version of Cox's proportional hazards model without further exploration. The modifiability of our approach eases investigations into prior sensitivity and assumptions about the relationship between covariates and the hazard. Furthermore, our choice to rely on low-rank thin plate splines ensures that the proposed methods attain fast MCMC convergence, thereby making the estimation of these models computationally feasible.
The simulations in Section 4 showed that where the data is non-sparse, estimates of the log-hazard and log-hazard ratio curves resulting from the proposed piecewise linear (PL) modeling approach are better than those of piecewise exponential (PE) modeling approach; however, where the data is sparse, estimates from PL models can exhibit greater variability and thereby diminish efficiency when compared to results obtained from PE models. To reduce variability in sparse regions, one possible remedy is a hybrid approach that constrains the PL formulation to be constant beyond some time-point. The simulations also showed that monotone shape restrictions can result in worse average behavior than unrestricted methods. The performance of the shaperestricted model in these contexts may be improved by careful selection of the mixture weights that control the prior probability for static regions in the hazard ratio curve. We considered estimating p 0 using a vague beta prior, but this did not seem to improve the average RISE properties. Further exploration into the usefulness of shape-restricted proportional hazards effect models is a worthy topic for future research.
The colorectal clinical trial data analysis in Section 5 illustrates the vast modifiability of the proposed methods, and verifies the conclusion of Goldberg et al. (2004) that FOLFOX is indeed the superior regime. Our choice to allow time-varying treatment effects was certainly reasonable, but the data did not provide substantial evidence that this flexibility was necessary. The comparative effectiveness of the three treatments turned out to be reasonably handled within the proportional hazards framework. However, the tools presented here help investigators to explore and infer time-dependent effects, which may promote better understanding of the biological mechanism at play that determine the relative long-term effectiveness of emerging therapies. The proposed methods provide a flexible, robust alternative to linear proportional hazards covariate effect assumptions. Lastly, these methods facilitate feasible exploration of critical modeling assumptions, which can be difficult to address using currently available software.
