Microblog has witnessed an explosive development in the past few years. The research on how to detect bursty events timely and efficiently from large amounts of microblog posts has attracted much attention. The key to bursty events detection is the extraction of bursty features. We reconsider the problem from the standpoint of Kinematics theory and look on bursty events detection as a Kinematics phenomenon instead of considering bursty features separately. A novel model named PHCM (Particle Horizontal Cast Movement) is proposed in this paper. Bursty words describing the particular event tend to appear simultaneously in microblog streams. So we shuffle the bursty words appearance sequence in time scale and sort them in ascending order by frequency. Each bursty word is regarded as a moving particle over the time dimension and the movement can be decomposed into a series of consecutive flat parabolic motions with specific time interval. Then the particle's vertical velocity and horizontal velocity in each interval are taken to construct the feature vector of its trajectory. Finally, through computing similarity between different trajectory vectors, we can get bursty words clusters with similar trajectories. By retrieving microblog posts containing bursty words in the same cluster, bursty events can be obtained. Experiments show that our model can detect bursty events accurately as well as efficiently. . Recent methods of bursty events detection can be mainly divided into two kinds [1]: methods based on text clustering and burst feature-based approaches.
Introduction
With the development of information technology, social media shows a general development towards diversification. As a tool of cross-platform interactive communication, microblog springs up in recent years. Users can publish short instant posts to share with the public and retweet the information posted by others freely. As an open and transparent social media platform, microblog forms the characteristics of diversity, variability and timeliness. However, it's difficult for users to insight bursty events or continuously keep track of one particular bursty event in large amounts of microblog posts. In addition, bursty events detection is also conductive to public opinion monitoring and social security. So it is meaningful to detect bursty events timely and efficiently. way, we can get bursty words which make great contribution to bursty event detection. In the next step, the appearance time sequence of bursty words is disrupted and sorted in ascending order by word frequency in each time window. We look on bursty words with varying frequency in different time window as a moving particle. Consequently, trajectories of bursty words in a time window can be viewed as horizontal projectile motions. So we put forward the acceleration vector and the angle between velocity vectors to quantify the similarity of particles' trajectories. Then, the concept of correlation rate is proposed to measure the relationship between bursty words and the distance as they appear in the same text. We combine the cosine similarity of vectors with correlation rate to calculate the similarity. Finally, bursty words are clustered according to similarity of their trajectories.
Bursty Words Extraction
In the process of bursty events detection, bursty words are usually regarded as bursty features. The accuracy of bursty words extracted from text streams directly influences the detection results of bursty events. The effectiveness and burstiness are considered when bursty words are extracted. The effectiveness refers to the correlation between the candidate bursty words with the bursty event. The microblogging space is filled with amounts of noise information, such as advertising information and daily expressions, which are of no use to detect bursty events, and may further disturb the bursty words extraction. The noisy lexicon is constructed automatically to filter useless information. The burstiness is the specific attribute of bursty words. The higher the burstiness, the more likely to describe bursty events. By calculating the bursty rate, we can get bursty words having relatively high burstiness.
Definition 1: Bursty Word The word appears in large numbers suddenly along with one particular bursty event in very short time.
Definition 2: Bursty Rate Bursty rate refers to the probability of the word being a bursty word.
Definition 3: Noisy Word The noisy word refers to the word without much effective information for bursty event detection.
Definition 4: Time Window
The time window refers to an independent time period. The detection period of bursty events can be represented as T and the length of the time window is set as len . Therefore, the number of time windows is T len .
Effectiveness extraction
Microblog text is filled with much jumbled information. To extract more effective bursty words, we construct automatically the noisy lexicon. With a stable and high frequency, the word is screened out as noisy words from the microblog texts of the previous year relative to the detection period to construct noisy lexicon. The formulas of noisy words' weight are as follows:
( ) i f w denotes the frequency of word i w in microblog text on a daily basis. n denotes the number of days in the detection period. ( ) i w δ denotes the variance of the word i w in the daily frequency sequence.
A few of noisy words are listed in Table 1 : 
Burstiness extraction
Both of the comparative data and the detection data are filtered by noisy lexicon. The comparative data refers to the data from the previous week before the detection date, words with high frequency in comparative data and their responding frequency are added into the comparative map cmap . Similarly, words with high frequency and their frequency in the detection data are added into the candidate map dmap .
The rules of burstiness extraction are as follows: Rule 1: To each candidate word i w , if its frequency is greater than the threshold λ and it is not in the comparative map, the word i w will be added into the set 1 S .
Rule 2: If both the candidate map and the comparative map contain the word i w and its growth rate of frequency ( ) i GR w is greater than the threshold γ . Then the word i w will be added into the set 2 S .
The growth rate of frequency ( ) i GR w is calculated as follow: Based on the above rules, 1 S and 2 S are constructed. Then, they are merged into the bursty set S .
Bursty Word Pairs Extraction
Definition 5: Co-occurrence Distance Co-occurrence distance refers to the distance between two words when they appear simultaneously in the same text.
Bursty words describing the same bursty event tend to appear together in the same text. The smaller the co-occurrence distance, the greater probability of the words describing one same event. For instance, the (The entertainment, Dad Where Are We Going, will be broadcast firstly on Hunan TV)", and the other is "爸爸一大早就去上班了, 我自己也不知道去哪玩 (my dad went to work in the early morning, and I didn't know where to go.)". Both of the text contain the word "爸爸(dad)" and "去哪(where)". When only considering the co-occurrence frequency, the two sentences cannot be distinguished. If we take the co-occurrence distance into account, the two sentences can be differentiated easily.
The formula of co-occurrence distance is as follow:
represents the position of the bursty word i w in microblog text m t . ( , , ) i j m d w w t represents the co-occurrence distance between i w and j w when they appear in m t .
Definition 6: Correlation Rate
The correlation rate refers to the degree of association between words. The Activation Force model [12] is a statistic model. The text is converted to the sequence of words. In the sequence, the word appearing firstly has a trigger affection towards the following words. Based on the word frequency and the co-occurrence information, we build excitation intensity between words. The excitation intensity captures important information on the word network. The method can properly reflect the syntactic and semantic information.
Based on the activation force and co-occurrence, we consider the co-occurrence distance and propose the concept of correlation rate to quantify the association degree between words.
The correlation rate ( , ) i j R w w between the bursty word i w and j w is calculated as follow: For i w and w j in bursty set S , we compute their correlation rate
in comparative data. We select the bursty words pair according to their correlation rate difference in detection data and comparative data. When the condition of formula (6) is satisfied, i w and j w will be taken as a pair of bursty words and added into the bursty words pair set BWPS .
Model Quantification
The Horizontal Cast Movement in Physics is defined as: objects with a certain initial velocity is thrown in the horizontal direction and the object is only influenced by gravity, such a motion is called as Horizontal Cast Movement. The trajectory of Horizontal Cast Movement is a parabolic.
Similarly, when the bursty word particle is thrown in the horizontal direction with a certain initial velocity, it is affected by the social attention in microblog stream. And the influence can be seen as changeless in a small time interval. So the trajectory of a bursty word particle can approximately be taken as a parabolic. So we construct the acceleration vector and the angle between velocity vectors to quantify particles' trajectories.
Feature vectors
In different time intervals, bursty word particles do variable accelerated motion in the vertical direction. The acceleration of bursty word particle in the time interval n is set as n a . The formula of n a is as follow:
Here is the derivative process of n a : i v is used to describe the velocity of a bursty word particle in the ith time interval. Similarly, i vy and i vx describe the vertical velocity and the horizontal velocity in the ith time interval. And the initial 0 vy is assigned with 0.
We can assume that when n =k-1,
Bursty word particles do variable accelerated motion in the vertical direction and the direction of velocity is changeable. The angle between velocities in the time window n is expressed with n A . And we can get n A as follow:
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The derivative process is similar with acceleration vector. When n =1,
When n =2,
Finally,
The acceleration vector of bursty word particle i w in detection period T can be represented as 
. The feature vector of the bursty word particle i w can be represented as:
where,1 k len ≤ ≤ , and len represents the number of time windows. w is coefficient threshold value of feature vectors.
Similarity computation
The trajectory of the bursty word particle is quantified as a len dimensional vector vec . So the similarity of trajectories can be calculated by calculating the similarity of vectors. The cosine similarity and correlation rate are combined to calculate the similarity of vectors. The similarity of trajectory is calculated as follow: 
Bursty Event Detection
In this paper, we combine the cosine similarity with correlation rate to calculate the similarity of particles' trajectories. The agglomerative hierarchical clustering algorithm is used to cluster the similar trajectories of bursty words into different clusters. The representative bursty words in the cluster are used to represent the bursty event.
The agglomerative hierarchical clustering algorithm [13] , [14] is commonly used in the field of data mining. The algorithm initializes each element which will be clustered as a cluster. Then, the clusters with the shortest distance will be merged from the bottom up. The process will stop when it meets the set condition. The detailed clustering process is shown as follows:
Input: Bursty words Output: Bursty clusters
Step 1: The feature vector of every bursty word particle is taken as a cluster.
Step 2: Calculate the distance between any two clusters contained in the bursty words pair set BWPS .
Then, merge the two clusters with the shortest distance.
Step 3: Recalculate the distance of every cluster and get the shortest distance between clusters.
Step 4: If the shortest distance is smaller than the threshold, the Step 2 will be executed. If not, the clustering will be stopped and output the results.
The cluster, which will be clustered, consists of the feature vector of the bursty word particle. The distance between clusters is influenced by the distance between feature vectors. So we define the distance between clusters as the inverse of the similarity of every two elements in different clusters.
The distance between clusters is calculated as follow: 
Experiment and Analysis

Dataset and Evaluation
We get about 10. a represents the number of related texts in detection result. c represents the number of related texts misjudged by the model. b represents the number of uncorrelated texts in detection result. d represents the number of uncorrelated texts misjudged by the model. We define another evaluation metric P by combining Rmiss and Rfalse [15] .
The threshold parameters are shown in Table 2 . 
Results and Analysis
In the agglomerative hierarchical clustering algorithm, the distance μ between clusters is the condition to decide whether two bursty words will be clustered into one topic. Considering the importance of the threshold μ, we conduct five experiments by setting different μ values with 0.1, 0.3, 0.5, 0.7, 0.9, and find the optimum value of μ is 0.5. The results are shown in Table 3 .
As the Table 3 shows, the correct rate is up to the optimal value 92.85% with the threshold μ set as 0.5. The correct rate will descend when the threshold μ become smaller or bigger than 0.5. The reason is as follows: if the threshold μ is too small, it will shorten the clustering process. Therefore, bursty words describing the same bursty event cannot be clustered together, so the omission rate rose and the correct rate decreased. Inversely, if the threshold μ is too big, it will prolong the clustering process. As a consequence, irrelevant bursty words will be clustered together, which results in the improvement of false detecting rate and the decrease in correct rate.
With the threshold μ being set as the optimal value 0.5, we detect bursty events in two detection periods using the PHCM model. Fourteen clusters, which can represent correctly bursty events, are detected totally. The results are shown in Table 4 .
Comparison with Other Methods
In this paper, the PHCM model is used to detect bursty events on a daily basis, which is similar with the topic modeling. The goal of the topic modeling is to discover "topics" hidden in the text streams. Therefore, we apply the widely used statistical topic model Latent Dirichlet Allocation (LDA) on the dataset. Then, the result generated from LDA is compared with our results. We regard the dataset of one day as a document, so there are eight documents in our experiment. In LDA, each document may contain various topics and each topic contains various words. The LDA assumes that the document-topic distribution has a Dirichlet prior (with hype-parameter α′ ) and the topic-word distribution has a Dirichlet prior (with hype-parameter β ′ ). In our experiment, the topic number ' T is set as 50. The hype-parameterα ′ , β ′ are separately set as 50 and 0.1. The identified top-5 topics are listed in Table 5 . The "probability" in this table refers to the probability that the corresponding topic appears in a International Journal of Computer and Communication Engineering particular day.
As shown as the Table 5 , we can see that topic words identified by LDA are too ambiguous to present the bursty event. For instance, the word "昆明(Kunming)" and the word "祈福(bless)" are identified as the top words for the most related topic on March 2, 2014. However, the word "照片(photo)" and the word "辽宁 (Liaoning)" are mixed with them as well, which increases the difficulty of identifying bursty events. In addition, if the number of topics ' T is reset, the LDA will return a new distribution over ' T topics for each document even if the document hasn't discussed about any real-life event. Therefore, to improve the results generated by LDA for event detection, further processing should be taken into account. While, according to the effectiveness and burstiness, the PHCM model can filter trivial words useless to events detection. More importantly, the number of bursty events does not need to be preseted and are generated automatically in the processing of clustering.
The method of bursty events detection approach based on burst words clustering [11] is regarded as the second comparative experiment. The weight threshold of bursty words is set as 20. The incremental clustering threshold D is set separately as 300,400,500,600,700,800. The correct rate is up to the optimal value 70.69% when the value of D is 600. At the same time, the omission rate is 48.82% and the false detecting rate is 9.79%. Results of comparative experiment are shown in the Fig. 1 , and the detection results (clusters) of baseline are shown in Table 6 .
As shown in experimental results, the PHCM model proposed in this paper is superior to the baseline. In addition, clusters in the baseline contain much noisy information and cannot be easily interpreted into 
Rmiss
Rfalse P PHCM bursty events. By analyzing the experiment, the main reason can be concluded into the following two points: Firstly, in the microblogging space, ordinary users account for a large proportion and make some contribution to the bursty event detection. While [11] only extracts the bursty word from texts of important users selected by the influence, which will omit much important information of ordinary user. In this paper, we extract bursty words according to the effectiveness and burstiness, which avoids omitting the user information.
Secondly, in this paper, we propose the PHCM model based on the Horizontal Cast Movement theory. The bursty word is taken as a particle. Bursty words are clustered according to the similarity of particle's trajectories. In addition, the relationship between bursty words and the co-occurrence distance are taken into account, which can improve the identification accuracy of similar trajectories. Moreover, bursty word pairs are extracted, which can shorten the time of clustering.
Conclusion
We regard the bursty detection as a Kinematics phenomenon and propose the PHCM model based on the Kinematics theory. In addition, in terms of the effectiveness and burstiness, the noisy lexicon and the comparative map are constructed automatically to get bursty words. Finally, the concept of correlation rate is presented to improve the identification accuracy of the similar trajectories. Experimental results show that the PHCM is effective on bursty events detection.
In the future work, we will research on the iterative algorithm to get the optimal value of the time window.
