With the expansion of electromagnetic field analysis using computers, large spaces that include complex shapes have also become an analysis target, and the development of a high-accuracy analysis is required for these problems. Therefore, in the present study, Berenger's PML, which is currently the most effective absorbing boundary condition, is applied to the parallel finite element method based on the domain decomposition method, which is an effective analysis method for the microwave band. As a basic study, we developed an analysis code using a parallel finite element method based on the iterative domain decomposition method. In verifying the accuracy of the analysis code, we analyzed TEAM Workshop Problem 29, which is a benchmark problem, and confirmed that a highly accurate solution is obtained. Next, a model with Berenger's PML added to the dipole antenna model is used as an analysis object, and the absorption performance of the PML is evaluated using a reflection coefficient based on the S parameter. Moreover, the accuracy of the antenna analysis is evaluated by comparing the directivity of the dipole antenna with the theoretical solution. As a result, the effectiveness of the proposed method for microwave analysis is confirmed.
Introduction
Electromagnetic field analysis based on a numerical analysis method, such as the finite element method using a computer, has become widespread [1, 2] due to recent improvements in computer performance and numerical calculation technology. Therefore, in the development and Journal of Advanced Simulation in Science and Engineering electromagnetic field analysis is a very useful tool for shortening the development period and reducing the development cost. However, with the spread of electromagnetic field analysis, the scale of analysis objects has become larger, to include analysis models of complicated shapes (such as vacuum circuit breakers and cavity resonators) [2, 3] , and state of an electromagnetic wave propagating over a wide range [4] . In the case of accurately reproducing an analysis model of complicated shape, it is necessary to use a large number of small elements. In the case of analyzing the state of electromagnetic waves propagation in a wide range, a wide analysis domain is examined. Furthermore, in order to perform a high-accuracy analysis, it is necessary to model the analysis domain with a sufficiently small element for the wavelength, and, in this case, the number of elements also increases. Increasing the number of elements increases the scale of the problem. Therefore, Therefore, a large-scale analysis method has come to be demanded.
Large-scale analysis methods based on the finite-difference-time-domain (FDTD) method, the boundary element method, and the finite element method have been developed to calculate large-scale problems. The FDTD method divides the analysis domain using a structured grid.
However, when obtaining a highly accurate solution with a complicated shape model, it is necessary to divide the whole analysis domain with a very small grid. The boundary element method analyzes only the boundary part of the analysis domain, and the scale of the problem is small. However, the matrix to be solved becomes dense, which becomes a significant restriction when analyzing large-scale problems. On the other hand, the finite element method uses an element shape that is easily adapted to complicated shapes, and highly accurate solutions can be obtained even at the boundary of the analysis domain. Based on the above characteristics, in the present study, we employ the finite element method and develop an analysis code.
Parallelization methods are being examined as for analyzing large-scale problems using the finite element method. An iterative domain decomposition method has been proposed as one such method. In this method, first, the analysis domain is divided into small domains called a subdomain. Next, the finite element analysis inside a subdomain called a subdomain problem is solved for each iteration of a subdomain boundary problem called an interface problem. At this time, if the iteration of the interface problem converges, the solution of the whole analysis domain is obtained. In the subdomain problem, a subdomain can be calculated without depending on other subdomains, and parallel calculation becomes possible. There exist few electromagnetic field analysis methods of the microwave band based on the finite element method, which can use a boundary adaptation lattice of tens of millions to hundreds of millions of elements, which is necessary for real environmental problems, such as the reproduction of experimental environments.
Numerical analysis deals with a domain of finite size, and handling of the boundary surface of the analysis domain must be changed according to the analysis object. In dealing with conditions. There is a difference in the ease of incorporation into the analysis code and the accuracy of the solution. Among the above conditions, Berenger's PML is currently the most effective absorbing boundary condition from the viewpoint of the solution's accuracy. Next, the physical property value of the PML is given so that the electromagnetic wave does not reflect on the analysis domain and is sufficiently attenuated. This method adds a model for the PML outside the analysis model. The number of elements increases, and the scale of analysis increases. However, in the present study, it is incorporated in the parallel analysis code that can be analyzed in large scale, the calculation problem such as the increase in the calculation amount and increase in the used memory amount does not become obvious.
In the present study, Berenger's PML, which is currently regarded as the most effective absorbing boundary condition, is applied to the parallel finite element method, which is an analysis method that is capable of computing large-scale problems. We then show that the parallel finite element method is effective as an analysis method for a microwave band by calculating the problem dealing with an open domain and evaluating the solution's accuracy. First, as a basic study, we developed a three-dimensional electromagnetic field analysis code using a parallel finite element method based on the iterative domain decomposition method. In order to verify the accuracy of the developed code, we calculate TEAM Workshop Problem 29, which is a benchmark problem, and evaluate the accuracy of the analysis code. Next, a model with a PML added to the dipole antenna is used as the analysis object, and the absorption performance of the PML is evaluated using a reflection coefficient based on the S parameter. Moreover, by comparing the directivity of the dipole antenna with the theoretical solution, evaluations of the accuracy and performance of the antenna analysis are performed. And, to confirm our numerical analysis code's availabilities using another numerical model, the Yagi-antenna model is analyzed. As a result, we confirmed the effectiveness of this method for microwave analysis.
Formulation

Fundamental equation
Let Ω be a domain with the boundary ∂Ω. In the present study, a high-frequency electromagnetic field is the object of analysis, and we consider a vector wave equation with unknown electric field [V/m] from Maxwell's equation, including a displacement current. Let this equation be the basic equation to solve [5, 6, 7] . 
Finite element formulation
A weak form is derived using the Galerkin method for (1), and a finite element division of the analysis domain Ω is considered. The electric field is approximated using Nedelec tetrahedral elements (edge elements) [8, 9] . The current density is approximated using tetrahedral elements, and E and E are finite element approximations of electric field and current density , respectively. The following equation is the finite element equation to be solved:
where E * is the weighted function for E . The equation contains complex numbers and becomes a complex symmetric matrix. The solving linear algebraic equations (6) are constructed by finite element equations in all elements based on (5).
where is a complex symmetric coefficient matrix, is an unknown vector, and is known.
Algorithm for parallel computing
Domain decomposition method
In the present study, we use the domain decomposition method (DDM) as a parallel calculation method for large-scale analysis [10] . In the domain decomposition method, the analysis domain is first divided into several subdomains. Next, the DDM is divided into finite element calculations on subdomain internal degrees of freedom and iterative calculations of interface problems that balance equilibrium degrees of freedom. By doing this, the DDM is a very efficient parallelization method that realizes contraction of degrees of freedom solved by the memory
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distribution and an iterative method. The analysis domain Ω is divided into pieces so that there is no overlap between the domain boundaries.
Superscript ( ) is a subdomain number that hereafter indicates data of Ω (S) . In this division, (6) is divided into the inner degrees of freedom ( ) and the inner boundary degrees such as (8) .
where c (S)d represents the internal degree of freedom ( ) of subdomain Ω (S) with respect to . c (S)d is a 0-1 procession to restrict. As a result, we obtain the following equations:
T SUV where ( ) is the right-hand side vector for , and p __ (S) q rV is the inverse matrix of __ (S) .
(9) is referred to as an interface problem and is an equation for satisfying the continuity between domains in the domain decomposition method. For simplicity, (10) is rewritten as follows:
where and (S) are called the Schur complement matrix and the local Schur complement matrix in subdomain Ω (S) , respectively. Moreover, is the vector on the right-hand side of (10).
Iterative domain decomposition method
In the present study, we introduce an iterative domain decomposition method as a parallelization method based on the domain decomposition method. The iterative domain decomposition method is a method of obtaining a solution by an iterative method, such as the conjugate orthogonal conjugate gradient (COCG) method [11] , for the interface problem expressed by (11) .
First, the algorithm based on the COCG method is applied to (11) , and the degree of freedom on the inner boundary is calculated. Here, δ is a non-negative constant used for testing convergence, and v・v indicates the Euclidean norm. Figure 1 shows the algorithm of the COCG method for the interface problem. 
end;
( ) * In each subdomain 
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In Figs. 1(a) and 1(b), it is necessary to perform a vector product operation on the Schur complement the matrix . However, the construction of matrix requires a very long computation time. Therefore, using (12) and (13), we replace (a) and (b) with finite element calculations of subdomains shown in the lower side of Fig. 1 . This makes it possible to perform calculation without explicitly creating matrix . After that, we obtain ( ) of each subdomain using (9) in order to obtain a solution of the whole domain. Here, (a) and (b) in Fig. 1 and (9) can be calculated independently in each subdomain, and parallel calculation becomes possible.
This calculation is performed by the Gaussian elimination based on the LDL T decomposition.
Hierarchical domain decomposition method
The iterative domain decomposition method applied to the parallel electromagnetic field analysis code is developed in the present study, and parallel computation is realized by multiple computers using the hierarchical domain decomposition method [5, 10] . Figure 2 shows the concept of the hierarchical domain decomposition method. In the hierarchical domain decomposition method, the analysis domain is first divided into several domains called Parts, which are further divided into subdomains, so that the domain decomposed data has a hierarchical structure. At this time, the number of subdomains is adjusted so that the number of elements of the subdomain becomes appropriate, and each part is assigned to a process or thread. In the present study, only parallel processes are used, and one part is assigned to one core. ary condition for the FDTD method, in the present study, we apply the Berenger's PML for a finite element method dealing with an unstructured grid, so we propose a simplified method omitting the directionality of electric conductivity given to the PML and confirm its effectiveness.
Berenger's PML
Berenger's PML stacks several PMLs outside the analysis domain and gradually sets a large value of electric conductivity according to the outer layer so that the outermost wall can be surrounded with a perfect conductor wall without reflecting electromagnetic waves. Figure   3 shows a schematic diagram of Berenger's PML absorbing boundary.
Figure 3: PML absorbing boundary
In this paper, the distribution of the electric conductivity for PML is expressed as follows:
where ∆ is the thickness of a PML layer, is the number of layers of the PML, • ( ) is a coefficient determined by position , respectively. • ( ) becomes 0 at the Lth layer, • ( ) becomes 1 at the ( -1)th layer, and • ( ) becomes − 1 at the first layer.
Moreover, ˆ‰Š is the maximum value of the electric conductivity for the PML, and is the degree distribution of electric conductivity. This equation is used to determine the electric conductivity of each layer of the PML.
The parameters to be determined as the parameters of the PML are the thickness ∆ of PML 1, the number of PML layers, the maximum electric conductivity ˆ‰Š of the PML, the degree distribution of the electric conductivity, the reflection coefficient
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where is the incident angle of the electromagnetic wave, and is the speed of light. Since the incident angle for an arbitrary incident wave is able to be decided, = 0, a reflection coefficient for perpendicular incidence is used as a reference. Moreover, since the that gives the distribution of the electric conductivity causes the calculation accuracy to deteriorate if the change of the electric field in the PML is too steep, is approximately 2 to 4. If the number of layers is too large, more memory will be required, and if L is too small, it will not function adequately as an absorbing boundary. There are many cases where the concrete number of L is set to 4 to 16 [1] . The thickness ∆ of the PML 1 is a constant thickness of all layers.
The reflection coefficient R(0) is set according to the required accuracy. Upon determining the above parameters, the maximum electric conductivity ˆ‰Š is given as follows [1] :
In the present study, the PML is constructed using (14) 
Numerical analysis 4.1. Verification of accuracy by TEAM 29
The TEAM Workshop Problem 29 (TEAM 29) is analyzed in order to verify the accuracy of the developed code [12] . TEAM 29 is a benchmark problem and involves a resonator model. Fig. 4 . Table 1 shows the specifications of the TEAM 29 model. The highest calculation efficiency is achieved when the number of elements contained in one subdomain is approximately 170, and the number of subdomains is determined such that the number of elements contained in one subdomain is equal to 170 [5] . Figure 5 shows the frequency response of the magnetic field. The measured and calculated values are shown in Table 2 . As shown in Fig. 5 , a solution resonating around the resonance frequency of the actually measured value is obtained. In the comparison of the measured and calculated values, the error rate is 4.37% in the 1st mode, 0.91% in the 2nd mode, and 0.30% in the 3rd mode. As the mode increases, the error rate decreases. However, it is the same tendency as the analysis result obtained by the FDTD method. Moreover, the error rate is less than 5%, and a solution with highaccuracy is obtained [13] .
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Therefore, the solution obtained by the developed code is proven to have sufficiently high accuracy. Moreover, in the analysis of the dipole antenna applying the PML described in the following sections, the error tolerance index is defined as 5% in order to evaluate the accuracy.
Analysis and error evaluation by dipole antenna
The PML is applied to the dipole antenna model. The analysis domain is a cube of length 0.6
[m] so that the distance from the antenna to the innermost PML matches the wavelength. The current density is applied to the antenna as a current source as follows:
where @ = 0.08 [A/m 2 ], is the wavelength, and is the length from the feeding point to
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the antenna tip.
The analysis frequency is 1 [GHz] , and the length of the antenna is 0.15 [m] , which is the half wavelength. Here, mesh division is performed so that the maximum side length of the element is 1/20 of the wavelength. The analysis domain's boundary is a perfect conductor expressing by (2) . Figure 6 shows a schematic of the dipole antenna model. We assign PMLs to the domain boundary as shown in Fig. 6(a) . The plane portion of the PML at the domain boundary overlaps a number of flat plates according to the number of layers, and the corner portion of the PML is one rectangular parallelepiped or cube. The boundary of the outermost layer of the PML is a perfect conductor wall. We perform performance evaluation by setting the thickness of one layer to be 0.03 [m] and the PML to have = 9 (hereinafter a PML with L layers is abbreviated as PML( )). Table 3 lists the number of elements and the degree of freedom of the analysis model. In (16), we set = 9, ∆ = 0.03, = 4, and (0) = -120 [dB], which yields the maximum electric conductivity ˆ‰Š to PML (9) . In addition, we decide the electric conductivity of each layer using (14) . In the present study, the average value of each layer is set to the electric conductivity of the corner portion. We evaluate the performance of the PML based on the Journal of Advanced Simulation in Science and Engineering reflection coefficient obtained using the VV parameter [2] . The observation point of the VV parameter is on the x-axis 1 [cm] inside of the PML. The computing environment is the same as in the previous section. Table 4 lists the reflection coefficient, the CPU time, and the memory size. When the domain boundary is PML(0), i.e., when it is a perfect conductor wall, In the left-hand side of Fig. 7 , the electric field propagates from the dipole antenna to the free space. On the other hand, in the right-hand side of Fig. 7 , the mode is observed when the dipole
antenna is enclosed by a perfect conductor wall.
Next, we perform an evaluation of the directivity of the dipole antenna by error evaluation using the theoretical solution in the far field. The error evaluation of the far field uses the E plane.
The theoretical solution [4] of the far field of the E plane is as follows:
where is the imaginary unit, is the current, and is the distance from the feeding point,
respectively. The approximate distance to the far-field peak of the Fresnel's region 
Average error rate of the dipole antenna and the optimum number of PML layers
In the calculations shown in the previous section, the dipole antenna model with PML (9) is used. Here, the optimum L is found from the average error rate in the far field and the reflection coefficient of PML(L) by a parameter study using the number of PMLs. The computing environment is the same as in the previous section. Table 5 shows the number of elements for each L, the number of degrees of freedom of the edge, the error rate, the reflection coefficient, the calculation time, and the number of iterations of the COCG method applied to the interface problem. From Table 5 , PML(9) is the case with the best far field accuracy. When the allowable range of the error rate is less than 5%, which is the allowable range of numerical analysis error, since PML(7) has a reflection coefficient of less than -15 [dB], the PML functions sufficiently. However, the error rate exceeded the allowable range. We can find that PML(8) is optimal because it has a better calculation time and iteration count than PML(9).
Performance evaluation by several frequencies
Here, the optimum PML(8) obtained in the previous section is applied for the dipole antenna model. This model is analyzed for several frequencies, and performance evaluation is Journal of Advanced Simulation in Science and Engineering performed. In these analyses, the numerical model is used that is shown in Fig. 6 , and the antenna length is changed to the half wavelength. The analysis frequencies used in a wireless microphone, LTE, and W-CDMA are 1.2 GHz, 1.5 GHz, and 1.7 GHz, respectively. Table 6 lists the number of elements, the number of degrees of freedom, the error rate, reflection coefficient, the calculation time, and the number of iterations of the COCG method for the interface problem. 
Another numerical analysis
To confirm our numerical analysis code's availabilities using another numerical model, the Yagi-antenna model is analyzed in 1GHz frequency. The Yagi-antenna is used for television receiving, and electromagnetic field analyses are also used for its design. In addition, the interference of the Yagi-antenna for television receiving with cellular phone base stations has been reported recently [14] , and the use of electromagnetic field analyses become important for investigating the state of interference with them. Figure 9 shows the schematics of the model.
The computing environment is the same as in the previous section. Table 7 lists the number of elements, the number of degrees of freedom, reflection coefficient, the calculation time, and the number of iterations of the COCG method for the interface problem. Figure 10 shows the visualization of the analysis result.
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(a) Analysis domain (b) YAGI-antenna Figure 9 : Yagi-antenna model Table 7 , the reflection coefficient is -20.11[dB], so we can obtain that the absorption performance is sufficient. Moreover, from Fig. 10 , we can also obtain a directivity in a direction toward wave directors.
From the above, the effectiveness of our proposed method can be shown as a numerical antenna analysis method. The study to incorporate electromagnetic field analyses into the specific design method of the Yagi-antenna is to be future works.
Conclusion
In the present paper, we propose a microwave analysis method based on the domain decomposition method. The analysis method based on the finite element method handles the unstructured grid, and we propose a simplified method that omits the directionality to Berenger's PML and gives the average value of the electric conductivity of each layer at the corner of the model.
Performance evaluation reveals that sufficient absorption performance can be obtained. In the accuracy verification by directivity evaluation of the dipole antenna, when the maximum element side length is set to 1/20 of the wavelength, and the PML to be given is set to 9 layers, the error rate of the numerical solution and the theoretical solution is about 1.70 %. It is found that a highly accurate solution can be obtained. In addition, when the tolerance range of the farfield error rate that is considered to be sufficiently practical is set to less than 5 %, an eightlayer PML is found to be optimal. In addition, the usefulness of the proposed method for a frequency band of 1.2 GHz or higher, which is used in microphones and mobile phones, is demonstrated. Moreover, the numerical result of Yagi-antenna is shown as a confirmation of our numerical analysis code's availabilities.
However, as the frequency increases, the analysis scale increases, so the computational cost is higher. As such, in the future, it will be necessary to improve the performance of the proposed method, including reducing the number of iterations required to solve the interface problem.
And, we will also consider incorporating our analysis code into the Yagi-antenna and other's design method as future works.
