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[1] Impact of sea-ice concentration (SIC) on the Arctic atmospheric boundary layer (ABL)
is investigated using a polar-optimized version of the Weather Research and Forecasting
(Polar WRF) model forced with SIC conditions during three different years. We present a
detailed comparison of the simulations with historical ship and ice station based data
focusing on September. Our analysis shows that Polar WRF provides a reasonable
representation of the observed ABL evolution provided that SIC uncertainties are small.
Lower skill is obtained, however, with elevated SIC uncertainties associated with incorrect
seasonal evolution of sea ice and misrepresentation of ice thickness near the marginal ice
zone (MIZ). The result underscores the importance of accurate representation of ice
conditions for skillful simulation of the Arctic ABL. Further, two dynamically distinctive
effects of sea ice on the surface wind were found, which act on different spatial scales.
Reduced SIC lowers ABL stability, thereby increasing surface-wind (W10) speeds. The
spatial scale of this response is comparable to the basin scale of the SIC difference. In
contrast, near-surface geostrophic wind (Wg) shows a strong response in the MIZ, where a
good spatial correspondence exists among the Laplacian of the sea level pressure (SLP), the
surface-wind convergence, and the vertical motion within the ABL. This indicates that SIC
affects Wg through variation in SLP but on a much narrower scale. Larger-amplitude and
broader-scale response in W10 implies that surface-wind stress derived from Wg to drive
ice-ocean models may not fully reﬂect the effect of SIC changes.
Citation: Seo, H., and J. Yang (2013), Dynamical response of the Arctic atmospheric boundary layer process to
uncertainties in sea-ice concentration, J. Geophys. Res. Atmos., 118, 12,383–12,402, doi:10.1002/2013JD020312.
1. Introduction
[2] Sea-ice concentration (SIC) is a key factor for surface
ﬂuxes in the Arctic atmospheric boundary layer (ABL). Sea
ice effectively insulates the cold lower atmosphere from a rel-
atively warmer ocean by suppressing latent and sensible heat
ﬂuxes from the ocean. Variations in SIC affect the radiative
ﬂuxes and regulate surface air and skin temperatures and
thus the stability of the ABL. The importance of sea ice
for the Arctic and broader-scale climate system has long
been recognized [e.g., Budyko, 1969; Manabe et al., 1992;
Deser et al., 2004; Alexander et al., 2004; Budikova, 2009;
Porter et al., 2012]. In a large-eddy simulation model
by Lüpkes et al. [2008], for example, a 1% variation in SIC
resulting from opening leads can change the surface air tem-
perature by 3.5K in winter. Similarly, Ebner et al. [2011],
using idealized mesoscale modeling, reported that anomalous
air temperatures can reach up to 5K over the Laptev Sea po-
lynyas due to a more convective boundary layer and enhanced
surface heat ﬂuxes (see also Esau [2007]). The importance
of SIC in surface energy balance has motivated several
extensive in situ ﬁeld experiments, such as the Surface
Heat Budget of the Arctic Ocean (SHEBA) experiments
[Perovich et al., 1999; Uttal et al., 2002; Persson et al.,
2002], and model intercomparison studies, such as the Arctic
Regional Climate Model Intercomparison Project [Curry and
Lynch, 2002; Tjernstrom et al., 2005; Inoue et al., 2006].
[3] The SIC affects not only surface heat ﬂuxes but also
other dynamically important processes in the ABL such as
the sea level pressure (SLP), the low-level geostrophic wind,
and the near-surface wind. Dynamical adjustment process of
the near-surface winds is key for understanding the feedback
effect between the ice and the atmosphere. The spatial scales
over which this process occurs, for example across the
sea-ice margins, tend to be too small to be well resolved
by climate-scale models that tend to have global coverage
at the expense of using coarser resolutions. An ABL-centric
modeling approach has advantages in isolating and studying
the ABL response to SIC change. In this study, we use a
state-of-the-art weather forecast model adapted for polar
regions to investigate dynamical process in the ABL in
response to SIC variations.
[4] We designed our experiments to examine the ABL’s
response to different SIC conditions. A set of nearly identical
simulations with an atmospheric model for the Arctic was car-
ried out. The simulations only differ by the SIC data sets being
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used as boundary conditions. The simulated ABL responses
to three different SIC products are validated against the
three historical in situ measurements of the Arctic atmosphere
representing different sea-ice conditions and time periods. This
study focuses only the near-surface atmospheric response to sea
ice; the investigation of responses in the upper atmosphere [e.g.,
Inoue et al., 2006] and large-scale circulation including the
energy budget and the hydrological cycle [e.g., Porter et al.,
2012] will be addressed elsewhere. While the main goal of this
study is to improve understanding of the Arctic ABL pro-
cesses, our results also provide valuable assessments of poten-
tial differences when atmospheric models use different SIC
products as their boundary conditions. Such assessments can
be useful in atmospheric model intercomparison studies.
[5] There are two well-accepted dynamical explanations for
ABL response to change in sea surface temperature (SST).
Wallace et al. [1989] suggest that SST variations on the oce-
anic mesoscales modulate the ABL stratiﬁcation. A weakened
stratiﬁcation over warm SST enhances downward transport of
high momentum from the lower troposphere, accelerating
surface wind, a phenomenon that has been widely studied
in both low-latitude to midlatitude oceans [e.g., Sweet et al.,
1981; Chelton et al., 2004; Seo et al., 2007a, 2007b, 2008;
Small et al., 2008;O’Neill, 2012] as well as in the Arctic basin
[Brown, 1981; Overland, 1985]. Aircraft measurements of
two cold and very stable central Arctic cases in March 1989
[Walter andOverland, 1991], for example, showed a reduction
in surface stress by a factor of 4 compared to that under clima-
tological conditions [Overland and Colony, 1994]. Consistent
with this mechanism, Chelton et al. [2004] have observed an
empirical relationship that vorticity and divergence of surface
winds are linearly proportional to crosswind and downwind
SST gradients (see also O’Neill et al., 2003, 2005).
[6] In addition, the simple ABL model by Lindzen and
Nigam [1987] suggests that SST variations cause the mean
temperature and hence the thickness of the ABL to change,
resulting in a higher (lower) SLP anomaly over cold (warm)
waters. The resultant divergence (convergence) of low-level
winds leads to the maximum wind anomalies located over
the front. The momentum budget indicates a linear relation-
ship between the convergence of wind and the Laplacian of
SST, which has been observed in the vicinity of the western
boundary currents [e.g., Minobe et al., 2008; Shimada and
Minobe, 2011]. The relationship to the Laplacian of SST
implies that, over the Arctic sea ice, narrow-scale surface
temperature variations near the ice margins might affect the
ABL through this mechanism. While originally proposed
for the tropical atmosphere, these two mechanisms have been
widely observed in the mid- to high latitudes (see review by
Small et al. [2008]). As will be discussed in this study, they
also hold for Arctic surface-wind variations related to the
technical uncertainties in SIC estimate.
[7] The paper is organized as follows. In section 2, the
model and sea-ice data sets are introduced, and experimental
designs are described. This is followed in section 3 by descrip-
tions of three historical in situ measurements of the Arctic
ABL process. Section 4 focuses on the validation of the model
and assesses the along-track sensitivity of the ABL to SIC
uncertainties. Section 5 provides the dynamical interpretations
on the basin-scale and narrow-scale response in surface wind
to SIC uncertainties. A summary of the results and additional
discussions are provided in section 6.
2. Model and Experiments
2.1. Model
[8] Model simulations are made by using the Weather
Research and Forecasting (WRF) mesoscale atmospheric
model. The core of the WRF is the Advanced Research
WRF dynamic solver [Skamarock et al., 2008], which solves
the fully compressible nonhydrostatic equations on a mass-
based terrain-following coordinate system. The WRF model
has been optimized for the polar regions and dubbed Polar
WRF by the Ohio State University’s Byrd Polar Research
Center [Hines and Bromwich, 2008]. Polar WRF has been
extensively tested for various Arctic and Antarctic surface
conditions [e.g., Bromwich et al., 2009; Wilson et al., 2011,
2012; Valkonen et al., 2008; Tastula et al., 2012]. Key mod-
iﬁcations of the WRF for the polar environment are docu-
mented in detail by Bromwich et al. [2009], including the
surface layer parameterization in the Noah land surface
model [Chen and Dudhia, 2001] and the latent heat of subli-
mation for calculating latent heat ﬂux.
[9] The adjustment of the surface albedo in Polar WRF is
based on the University of Illinois Urbana Champaign algo-
rithm [Hines et al., 2011a], which is implemented in the
Noah land surface scheme for sea ice. The albedo over the
snow-covered sea ice (αsnow) and snow-free surface (αice) is
computed diagnostically based on snow depth, surface skin
temperature (TSK), and near-surface air temperature (T2).
The ﬁnal albedo (α) is obtained by averaging αice and αsnow
weighted by fractional snow cover. The variation in sea-ice
thickness is not considered in this study and is set to a uni-
form value of 3m. However, this is not a valid assumption
for the newly generated thin ice in the marginal ice zones
(MIZ), the impact of which on the skill of the model is
discussed in section 4.3.2.
[10] Except for cloud microphysics, which are based on the
WRF single-moment six-class scheme [Hong and Lim, 2006]
as in Wilson et al. [2012], this study uses the same set of
model physics as in Bromwich et al. [2009], who demon-
strated that the selected set of parameterizations produces
realistic Arctic ABL evolution and surface energy balance
for the SHEBA campaign year and location (see section 3.2).
Longwave and shortwave radiation transfer through the atmo-
sphere is parameterized with the Rapid Radiation Transfer
Model (RRTM, [Mlawer et al., 1997]) and the Goddard
scheme [Chou and Suarez, 1999], respectively. The planetary
boundary layer (PBL) is treated with the Mellor-Yamada-
Janjic (MYJ) scheme run with the Eta surface layer scheme
based on similarity theory. The Noah land surface model is
altered to accommodate the surface energy balance over sea
ice [Hines and Bromwich, 2008; Bromwich et al., 2009].
While general performance of the Polar WRF would depend
upon the chosen set of model physics [Hines and Bromwich,
2008], the impact of alternative physics schemes, especially
those for the PBL and surface layer that are relevant to this
study, appears to be minor [e.g., Bromwich et al., 2009] in
light of the technical SIC uncertainties documented here.
2.2. Experimental Setup
[11] The Polar WRF model conﬁgured for this study uses
a Polar Stereographic domain of 253 by 239 grids from
approximately 65°N to the North Pole at a horizontal resolution
of 25 km. Vertically, there is a total of 29 terrain-following
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sigma levels between the surface and 10 hPa, approximately
10 layers below 750m height. Figure 1 shows the geographical
coverage of the model domain.
[12] The Polar WRF is initialized from the European Center
for Medium-Range Weather Forecasts (ECMWF) Interim
reanalysis (ERA-Interim) [Dee et al., 2011] on a 0.75° by
0.75° grid. The 6-hourly ERA-Interim data and the daily
mean sea surface temperatures (SST) are prescribed as lateral
and lower boundary conditions, respectively. In this study,
Polar WRF simulations are conducted, as in Bromwich et al.
[2009] and Wilson et al. [2012], with a series of successive
48 h hindcast mode initialized daily at 0000 UTC. This allows
for surface meteorological and hydrological processes to spin
up during the ﬁrst 24 h. The ﬁnal 24 h are used to produce the
12month long time series at the 6-hourly frequency. This type
of experimental setup helps maintain skillful simulations since
the skill tends to be strongly dependent upon the initial condi-
tion, which should be of high quality near the observational
sites of our interest. In this sense, the simulation results are
rather deterministic as opposed to those with “climate mode”
simulations with no successive initializations. This has advan-
tages of eliminating the need for ensemble simulation and
allowing for a clearer identiﬁcation of the rapid ABL response
to SIC-induced diabatic forcing. This conﬁguration, however,
may not fully capture slower adjustment process in the large-
scale circulation. Sensitivity of a model’s skill to various
hindcast lead times is left to a future study.
[13] Using this modeling setup, the Polar WRF was run for
1 year for each of the three periods that were separated
by 11 years: (1) 00Z 1 November 1986 to 00Z 1 November
1987, (2) 00Z 1 November 1997 to 00Z 1 November 1998,
and (3) 00Z 1 November 2008 to 00Z 1 November 2009.
These periods were chosen based on the availability of three
in situ data sets. From November 1986 to October 1987, the
data from the North Pole drifting buoy station #28 over the
consolidated pack ice in the central Arctic were used to vali-
date Polar WRF. This period is called NP. The second period
corresponds to the extensive ﬁeld experiments from the
drifting SHEBA Ice Station over the multiyear ice in the
Beaufort Sea. We shall call this period SHEBA. The last
period includes the 2month expedition by the R/V Mirai in
the ice-free (but near the ice edge) Beaufort Sea during
September–October 2009. We call this period MIRAI.
2.3. SIC as a Lower Boundary Forcing
[14] Most SIC products are derived from the passive micro-
wave imagery and are affected by such factors as errors due to
atmospheric absorption and emission [Oelke, 1997] and sur-
face roughness and emissivities of surface covered with ice
and snow [Wensnahan et al., 1993; Cavalieri, 1994]. These
factors are treated differently in different algorithms, leading
to diverse SIC estimates in both high and low SIC conditions
[Andersen et al., 2007].
[15] Polar WRF for these three periods is forced by
the identical daily mean SST from ERA-Interim but with
three different daily SIC data. Therefore, each period, NP,
SHEBA, or MIRAI, consists of three sensitivity runs, leading
up to a total of nine 1 year long Polar WRF simulations.
SIC data sets used in this study are from (1) the National
Aeronautics and Space Administration (NASA) TEAM
algorithm [Swift and Cavalieri, 1985; Cavalieri et al., 1996],
(2) the Bootstrap algorithm [Comiso, 1995, 2006], and (3)
the combination of multiple algorithms by the European
Organisation for the Exploitation of Meteorological Satellites
(EUMET-SAT) Ocean and Sea Ice Satellite Application
Facility [Tonboe et al., 2011]. These three SIC data sets are
referred to as (1) NT, (2) BT, and (3) EU, respectively in this
study. As discussed later in this paper, the largest gap in SIC
estimates is found between NT and BT, where BT SIC is
higher than NT SIC. We note that the NASA Team 2 (NT2)
algorithm reduces the low SIC bias in the NT sea ice
[Markus and Cavalieri, 2000, 2009], indicating that the use
of NT2 sea ice would reduce the spread. As the NT2 depends
on the SSMI 85GHz channels, however, the estimate is
known to be sensitive to weather effects. NT2 also has the
shorter period of record that does not cover the time period
of our interest (e.g., NP). For the EU, the Bootstrap and
Bristol algorithms for the Scanning Multichannel Microwave
Radiometer (SSMR) and Special Sensor Microwave/Imager
(SSM/I) data are used for the period of 1978–1991 and the
Technical University of Denmark algorithm to the SSM/I data
from 1991 onward. The NT and BT are on a 25 km grid, while
the EU offers the SIC on a 12.5 km grid. SIC data prior to July
1987 are recorded every other day, not daily. For the NP runs
Figure 1. The geographical coverage of the Polar WRF
model domain in the Arctic basin. Color shading shows the
mean sea-ice concentration (SIC [%]) averaged for September
of 1987, 1998, and 2009. The three colored curves denote the
tracks of the measurement stations: (red) the North Pole station
28 (NP#28) from November 1986 to October 1987, (magenta)
the SHEBA fromNovember 1997 to October 1998 and (green)
the R/V Mirai observations from 9 September to 14 October
2009. The black curves overlaid in each colored curve repre-
sent the tracks during September only for NP#28 and
SHEBA and 19–27 September 2009 for MIRAI. The green
(pink) triangles denote the beginning (end) of the measure-
ment time series. For Mirai cruise, these symbols fall outside
of the domain and are not shown for display purposes. The
area enclosed by the black curves is used for area-averaged
statistics in this study.
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that overlap with this period (i.e., November 1986 to June
1987), the gaps are ﬁlled with a linear interpolation in time.
This daily or bidaily SIC condition is held ﬁxed in time in each
of the 48 h integration segments, although it evolves in time
from one segment to the next during the 12month integration
period [Bromwich et al., 2009]. Each run is named by a com-
bination of the period with the used sea-ice data set. For exam-
ple, the run for the SHEBA period with the NT SIC is denoted
as SHEBA-NT. Table 1 summarizes the list of runs with their
sea-ice conditions and the simulation periods.
[16] Figure 2 compares the annual mean SIC from these
three data sets for each period in NP (top), SHEBA (middle),
andMIRAI (bottom). The ﬁrst column of each row shows the
annual mean BT SIC, while the middle and right columns
show NT-BT and EU-BT, respectively. In all periods, higher
(lower) concentration and compactness in sea ice are found in
BT (NT). Comiso et al. [1997] reported this difference,
showing that BT gives SIC 10% higher than NT. This dif-
ference is due to the technical uncertainties present in both
algorithms: the layering in the snow and thin ice types affect
the normalized polarization difference in the NT algorithm,
while the ﬂuctuation in the snow and ice surface temperatures
lowers the accuracy in BT. The EU SIC in all cases tends to
lie between NT and BT. Figure 2 also shows the overall
reduction in SIC from the NP simulation of 1986/1987 to the
MIRAI simulation of 2008/2009, which relates to the negative
long-term trend in Arctic sea-ice area [e.g., Cavalieri and
Parkinson, 2012].
[17] SIC discrepancies are enhanced in two regions: along
the periphery of the Arctic sea-ice margin and the inner pack
Table 1. The Names of the Experiments Forced With Three SIC Data Sets for Three Different Periods
Sea-Ice Data Set
NT (NASA Team 1 Algorithm),
Daily 25 km
BT (NASA Bootstrap Algorithm),
Daily 25 km
EU (EUMET-SAT Hybrid Algorithm),
Daily 12.5 kmPeriod
NP: Nov. 1986 to Oct. 1987 NP-NT NP-BT NP-EU
SHEBA: Nov. 1997 to Oct. 1998 SHEBA-NT SHEBA-BT SHEBA-EU
MIRAI: Nov. 2008 to Oct. 2009 MIRAI-NT MIRAI-BT MIRAI-EU
Figure 2. Three estimates of the annual mean sea-ice concentration (SIC [%]) from (left column) the
NASA Team 1 Algorithm (NT), (middle column) the NASA Bootstrap Algorithm (BT), and (right column)
the EUMET-SAT Reprocessed data (EU) for the period (top row) November 1986 to October 1987
(NP period), (middle row) November 1997 to October 1998 (SHEBA period), and (bottom) November
2008 to October 2009 (MIRAI period).
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ice regions in the eastern and central Arctic, where the ABL
response is remarkably enhanced. This becomes evident by
taking the standard deviation (STD) across three SIC prod-
ucts (Figure 3), which is used as a measure of uncertainty.
The STD was calculated across the monthly averaged SIC
data sets. The autumn (September–November) STD of the
SIC, for example, shows a striking uncertainty pattern with
amplitudes >10% in the central and eastern Arctic and the
transpolar marginal ice regions. The uncertainties are stron-
ger in summer and weaker in winter (ﬁgures not shown).
The high uncertainties in the Fram Strait (seen year-round,
not shown) could be associated with high ice variability due
to large ice drift and export to the Greenland Sea and Atlantic
Ocean [e.g., Vinje, 2001; Brummer et al., 2003; Kwok, 2009].
In general, the autumn uncertainties have been ampliﬁed in
time from the NP period when the STD is enhanced only in
the MIZ to the MIRAI period when the enhanced STD is
widespread in the interior Arctic as well.
[18] When averaged over the large area of the Arctic basin
from 75°E to 120°W and north of 70°N including the central
Arctic and marginal/shelf seas, enclosed by the black line in
Figure 1, a clear seasonality and trend in mean and STD
emerges. Figure 4 shows the monthly averaged evolution of
the across-data mean (i.e., the averages of the three SIC con-
ditions, left axis, blue-yellow-orange) and the across-data
STD (the standard deviation of the three SIC conditions, right
axis, black-dark gray-light-gray). The decline in summer SIC
becomes apparent from comparing the most recent period
(MIRAI, orange) with the earlier periods (NP with blue and
SHEBA with yellow) from July to October, during which
the mean was reduced to 64% while STD is elevated to
6.8%. The largest STD in NP and MIRAI occurred in July,
while in SHEBA there was a broad peak in enhanced STD
that lasts throughout the melting season. The agreement
among the three data sets was much better during winter
and spring (December–May), with the across-data mean
value of 98% and STD of 1.5%. Decadal trend in winter
was more moderate than that in summer, which is in line with
studies showing a more pronounced change of sea ice in the
summer than in the winter [e.g.,Comiso, 2012]. The reduction
in summer SIC from the SHEBA toMIRAI period was greater
than that from the NP to SHEBA period, which is also consis-
tent with the observations that the retreat of summer sea ice in
the Arctic has accelerated since 1990 [e.g., Comiso, 2012].
3. In Situ Data for Model Validation
[19] The following three ﬁeld experiments provide in
situ measurements of surface meteorology, ﬂux, and vertical
soundings. While various types of data sets are available, this
study will focus on the basic near-surface meteorological
variables such as surface pressure (or SLP), 2m temperature
(T2) and speciﬁc humidity (Q2), and 10m wind speed
(W10), which are commonly available from all three data sets.
A more in-depth model validation focuses on the SHEBA case
because this campaign provides direct observations for surface
energy balance. For the purpose of model validation, we will
limit our attention to periods of enhanced SIC uncertainties.
The outputs are subsampled in space and time in which three
in situ data exist.
3.1. North Pole Drifting Ice Stations
[20] The Soviet Union deployed 31 “North Pole” drifting
ice stations in the Arctic Ocean from 1950 to 1991, providing
in situ measurements of T2, Q2, SLP, andW10, as well as the
vertical sounding from the routine radiosonde deployments
[Arctic Climatology Project, 2000]. Data used here are obtained
from the National Snow and Ice Data Center at http://nsidc.
org/data/nsidc-0060.html, archived by Kahl et al. [1999].
The subdaily surface ﬁelds recorded from the NP station
#28 were daily averaged for the period of November 1986 to
Figure 3. Across-data standard deviation (STD) of monthly mean SIC [%] averaged for autumn
(September–November) during the (a) NP, (b) SHEBA, and (c) MIRAI periods.
Figure 4. Monthly evolutions, averaged over the area
enclosed by the black line in Figure 1b of (left axis) the
across-data mean SIC ([%], blue for NP, yellow for SHEBA,
and orange for MIRAI) and (right axis) the across-data stan-
dard deviation (STD) in SIC (black for NP, dark gray for
SHEBA, and light gray for MIRAI). Only the sea-ice points
are used for averaging. Calculation excludes the regions of
extremely high uncertainties in the Canadian Archipelagos
and the Greenland and Barents Seas shown in Figure 1.
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October 1987. The track of the NP#28 for this period is over-
laid in Figure 5a with the September 1987 mean SIC. It repre-
sents the ABL process over the drifting pack ice.
[21] The daily along-track evolutions of NT (red), BT
(blue), and EU (green) SIC are shown in Figure 5d. From
November 1986 to June 1987, the SICs were above 95%
with small daily ﬂuctuations. From the end of June, the SIC
estimates begin to diverge. In June–July, both NT and EU
SIC were down to 75%. The NT SIC remained low until
October, while the EU SIC rapidly returned to near 100%
by September. In contrast, BT SIC remains persistently high
year-round with only a short period of melting in early July.
Given the particularly large difference in SIC estimates,
validation and assessment of along-track atmospheric sensitiv-
ity will focus on the onset of freezing in September 1987 (black
curve in Figure 5a–5c showing the track for this period).
3.2. Ice Station SHEBA
[22] The Surface Heat Budget of the Arctic Ocean (SHEBA)
observations, conducted with a drifting station in the multiyear
ice near the Beaufort Sea [Perovich et al., 1999; Uttal et al.,
2002; Persson et al., 2002], provide extensive measurements
of surface heat and ice mass balance from October 1997 to
October 1998. Details on data calibration, processing, and un-
certainty estimates were documented by Persson et al. [2002].
Temperature and humidity measurements at 2.5m height are
compared to those from the model at 2m. Hourly near-surface
meteorological ﬁelds obtained from the National Center for
Atmospheric Research’s Earth Observing Laboratory (http://
www.eol.ucar.edu/projects/sheba) are averaged to produce
6-hourly time series, to which 6-hourly Polar WRF outputs
are compared. Surface heat ﬂux is deﬁned positive toward
the surface. The track of SHEBA Ice Station from November
1997 to October 1998 is overlaid with the September 1998
mean SIC in Figure 5b.
[23] SIC along the SHEBA trajectory (Figure 5e) is close
to 100% in all three products from November 1997 through
April 1998. The SIC estimates diverge as the melting begins
in May–June, reaching the greatest difference in August and
September. The minimum in NT SIC is in August and
September, whereas the BT SIC remains above 90% even
during the melting period except for a brief melting in
August. The EU SIC tends to be between NT and BT during
the peak melting period in August and September. Given that
the SIC uncertainty is remarkably enhanced in September
1998, the subsequent validation and analysis will focus on
this period.
3.3. Arctic Cruises by the R/V Mirai
[24] Equipped with an ice-strengthened hull and meteoro-
logical instruments, the R/V Mirai has conducted extensive
measurements of ice-free summer Arctic meteorology since
1999 [Inoue and Hori, 2011; Sato et al., 2012]. This study
uses the near-surface meteorological ﬁelds from the cruise
that took place in September–October 2009 [Inoue et al.,
2011; http://www.godac.jamstec.go.jp/cruisedata/mirai/e/].
The gray curve in Figure 5c shows the cruise track from
9 September to 14 October 2009 overlaid with September
2009 mean SIC. The along-track SIC estimates from three
data sets are shown in Figure 5f, illustrating that, during the
9 day period of 19–27 September 2009 in the Beaufort Sea
ice edge (black curve in Figure 5c), the SIC peaked up
Figure 5. Time-averaged and across-data mean SIC [%] for (a) the 1 year NP period from November
1986 to October 1987, (b) the 1 year SHEBA period from November 1997 to October 1998, and (c) the
36 day period of R/V Mirai observations from 9 September to 14 October 2009. The gray curves in each
panel represent the tracks of the stations. The green (pink) triangles denote the beginning (end) of the
SIC time series shown in the lower panel. For Figure 5c, these symbols fall outside of the domain and
are not shown for display purposes. The black curves overlaid in gray in Figures 5a–5c denote the tracks
during (Figure 5a) September 1987 in Figure 6, (Figure 5b) September 1998 in Figure 7, and (Figure 5c)
19–27 September 2009 in Figure 9.
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to 90% with large differences in daily evolution of SIC esti-
mates. Therefore, the validation analysis will be carried out
for this 9 day period.
4. Validation and Across-Model Sensitivity
4.1. NP
4.1.1. Along-Track SIC and Albedo in September 1987
[25] Figures 6a and 6b show the along-track evolutions
of the prescribed SIC and the simulated surface albedo in
September 1987. BT and EU SIC remain high (95%–100%)
while NT SIC is considerably lower (83%–95%). The simu-
lated albedo reﬂects this difference: albedo in NT remains
lower at 0.68 to 0.75, while that in BT and EU is up to 0.8,
the maximum value in the model. With the lower SIC and
albedo in NT, the ABL in NT tends to be warmer and moister
than the other two cases as discussed in the next section.
4.1.2. Bias and Across-Model Sensitivity
[26] Figures 6c and 6f compare the daily along-track
evolutions of T2, Q2, SLP, and W10 with the measurements
from NP#28 (black curves). The observed T2 displays con-
siderable day-to-day variations with magnitude often exceed-
ing 10°C [e.g., Vihma et al., 2005]. Monthly mean biases of
T2 and Q2 in NT of +0.31°C and +0.004 g kg1 are substan-
tially lower and of opposite sign than those in BT (1.89°C
and 0.207 g kg1) and EU (1.53°C and 0.168 g kg1).
The root mean square errors (RMSE) for T2 and Q2 are of
comparable magnitude (Table 2). Thus, the result indicates
that NT is the most favorable SIC condition for the simula-
tion of T2 and Q2 during September 1988. However, the
same does not hold for SLP and W10 in that the bias in NT
is greater (Table 2). Furthermore, SLP andW10 show a weak
across-model sensitivity despite the large SIC difference.
This is a characteristic response pattern in other periods as
well and is discussed further in section 5.
4.2. SHEBA
4.2.1. Along-Track SIC and Albedo in September 1998
[27] Figure 7a shows that the BT SIC is near 100%
throughout September 1998, while the NT is in a lower range
Figure 6. Daily evolutions in September 1987 of (a) three SIC estimates (%) and (b) surface albedos,
(c) 2m temperatures (T2, °C), (d) 2m speciﬁc humidity (Q2, g kg1), (e) sea-level pressure (SLP, hPa),
and (f) 10m wind speed (W10, m s1) sampled following the track. The measurements are shown in black
curves, while the red, blue, and green curves represent the Polar WRF result forced with NP, BT, and EU
SIC, respectively. The same color-coded curves are used throughout the paper.
Table 2. Statistics of the Polar WRF Runs Along the NP#28 for September 1988
Individual Model Runs
NP#28 NT BT EUMET
Mean Mean Bias RMSE Mean Bias RMSE Mean Bias RMSE
SLP [hPa] 1005.9 1005.4 0.52 8.34 1005.6 0.38 8.34 1005.5 0.41 8.33
T2 [°C] 14.41 14.09 0.31 3.14 16.30 1.89 3.80 15.94 1.53 3.52
Q2 [g kg1] 1.222 1.225 0.004 0.32 1.015 0.207 0.38 1.053 0.168 0.36
W10 [m s1] 6.89 7.23 0.34 3.39 6.90 0.01 3.29 6.91 0.02 3.28
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between 60% and 80%, similar to the NP period. The EU is
about 20% higher than NT and 20% lower than BT during
the ﬁrst half of the month, which then becomes more com-
parable to BT during the second half. This difference is
reﬂected in albedos, showing monthly averaged albedo of
0.79 in BT, 0.70 in EU, and 0.56 in NT. Two observed
estimates of the surface albedo are available during the
SHEBA period (Figure 7). One estimate from the SHEBA
Atmospheric Surface Flux Group (ASFG) tower site [Persson
et al., 2002] suggests the September average albedo of
0.84 (gray curve in Figure 7g), while the other from the Ice
Physics Group (IPG) [Perovich et al., 2002] suggests 0.76
(brown curve). The latter measured the albedo over various
surface types every 2.5m along a 200m survey line at least
weekly fromMay to September 1998. In comparison to these
two observed estimates, BT SIC produces a September mean
albedo of 0.80 and hence the least amount of bias (0.04 and
+0.04 with respect to estimates from the ASFG and IPG,
respectively). NT SIC, in contrast, produces too a low mean
albedo (0.56) and thus the largest bias of 0.28 and 0.20
with respect to these two observed estimates. With the mean
albedo of 0.70, the bias in EU lies between the BT and NT.
As discussed in the next section, however, this difference in
albedo bias is not translated into the corresponding bias in
ABL ﬁelds.
4.2.2. Bias and Correlation
[28] In the SHEBA case, the ABL parameters of all three
simulations agree with the observations during most of the
year except in September. September marks the onset of
freezing and is thus different from other months. We focus
our analysis on this special period, for which all three simu-
lations show substantial deviations from the measurements.
Figure 7 shows the time series of evolution of the near-surface
atmospheric variables and the surface ﬂuxes. The bar plots
in Figure 8 and Table 3 summarize the statistics of model
performance during this period. These ﬁgures show that the
simulated T2 and Q2 in September 1998 are in general too
cold and dry with the mean bias of 2.7°C and 0.5 g kg1,
respectively. The near-surface stability, deﬁned as the dif-
ference between skin temperature (TSK) and T2 (TSK-T2),
shows conﬂicting results depending upon the choice of SIC
data set. NT and EU (BT) produce more unstable (stable)
ABL than that in the observations. As was the case with
NP, SLP (Figure 7e) andW10 (Figure 7f) do not show appre-
ciable response considering the large spread in SIC, but they
are highly consistent with the measurements.
[29] The corresponding time series of ﬂuxes suggest that
there is a positive bias of net shortwave radiation (SWnet)
by +8.7Wm2 and net turbulent heat ﬂux (a sum of latent
heat (LH) and sensible heat (SH) ﬂux) of 3.7Wm2
(Figure 8). Conductive heat ﬂux (CH), calculated based on
the method by Sturm et al. [1997, 2002] and Persson et al.
[2002], has a positive bias of +12Wm2. This overestimation
of CH (Figure 7k) is likely related to the model snow depth
being set to the maximum 5 cm over sea ice in the modiﬁed
Noah land surface model [Bromwich et al., 2009], which can
Figure 7. Six-hourly evolution of (a) SIC [%], (b) T2 [°C], (c) TSK-T2 [°C], (d) Q2 [g kg1], (e) SLP
[hPa], (f ) W10 [m s1], (g) albedo, (h) SWd [Wm2], (i) LWd [Wm2], (j) LH+ SH [Wm2], (k) CH
[Wm2], and (l) Qnet [Wm2] for September 1998 from NT (red), BT (blue), and EU (green) in compar-
ison to the SHEBA measurements (black). The gray and brown curves in Figure 7g represent the albedo
measurements from the SHEBA Atmospheric Surface Flux Group (ASFG) tower (gray) and from the Ice
Physics Group (IPG, brown). The ﬂux is deﬁned positive toward the surface and negative away from it.
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be inconsistent to the snow stake measurements reporting
snow depth up to 1m at the ASFG tower [Persson et al.,
2002, Figure 7].
[30] The PolarWRF also has a negative bias in net longwave
radiation (LWnet) of 20Wm2 (Figure 8d), which is
dominated by the negative bias in downward longwave radi-
ation (LWd) of30Wm2 (Figure 7i) rather than a positive
bias in upward longwave radiation (LWu) of +9Wm2
(Figure 8d). The simulated September net heat ﬂux (Qnet)
has a negative bias of 10Wm2, which is dominated by
the negative bias in LWd. Note, however, that the available
data points for Qnet is less than 10% of the time in
September (Figure 7l, black curve).
4.2.3. Across-Model Sensitivity
[31] In September 1998, SLP and W10 have small across-
model spreads compared to T2, TSK-T2, and Q2 (Figures 7
and 8c). This indicates a greater sensitivity of the latter ﬁelds
to the local surface energy balance rather than to the large-scale
circulation. The total surface energy balance varies rapidly
with the ABL. Despite the larger bias in albedo discussed in
section 4.2.1, NT produces the best simulated monthly mean
T2 (Figure 7b) and Q2 (Figure 7d).
[32] However, EU has a much smaller SWu bias than BT
and NT (Figure 8d), which reﬂects the superior SIC estimate
by EU. BT and NT have a 10Wm2 bias of opposing signs,
which also links to the SIC estimate. The BT produces the least
SWnet heating, thus producing the most realistic SWnet. In
contrast, BT exhibits the largest bias in LWd and LWu, which
are better simulated with NT SIC. Since the spreads in LWd
and LWu cancel out, there is no signiﬁcant intermodel spread
in LWnet. The BT with the highest SIC is more realistic in
the simulation of LH and SH, although the magnitude is
small during this period. The NT is more favorable for CH,
producing 10Wm2 less bias than BT. The bias in Qnet
for September 1998 is lowest (highest) with the BT (NT)
SIC, where the across-model spread in Qnet is <10Wm2.
Figure 8. Bar plots for September 1998 showing (a, b) time-mean observations (blue) and the multimodel
mean ﬁelds (yellow) and (c, d) the time-mean bias (across-model mean minus observations) of SLP [hPa],
T2 [°C], TSK-T2 [°C], Q2 [g kg1], W10 [m s1], SWd [Wm2], SWu [Wm2], LWd [Wm2], LWu
[Wm2], LWnet [Wm2], LH [Wm2], SH [Wm2], CH [Wm2], and Qnet [Wm2]. The vertical scales
in (Figures 8a–8d) correspond to the unit of each variable. Each dot denotes the bias of each model, where
the error bars represent ±1 standard deviation of the bias. (e) Bar plots of correlation coefﬁcients between
across-model mean and observations, where the error bars denote ±1 standard deviation of the correlations.
The surface heat ﬂux is deﬁned positive toward the surface and negative away from it. For the purpose of
illustration, TSK-T2 (Figure 8a) is multiplied by 10 (i.e., the unit is 101°C), while LWd and LWu
(Figure 8b) are divided by 10 (thus, the unit is 10Wm2).
SEO AND YANG: ABL RESPONSE TO SEA-ICE CONCENTRATION
12,391
4.3. MIRAI Cruise 2009 September–October
4.3.1. Along-Track SIC and Albedo During 19–27
September 2009
[33] Figures 9a and 9b show the SIC and the albedo sampled
along the 2009 R/VMirai cruise from 19 to 27 September 2009
(black curve in Figures 1 and 5c). During the 9 day period, BT
has the largest SIC value that reaches as high as 90%, followed
by EU 77% and then by NT 68% on 22 September. The sim-
ulated albedos reﬂect the variations in SIC, with the highest
albedo in BT and the lowest in NT during this time.
4.3.2. Bias and Across-Model Sensitivity
[34] The across-model mean Polar WRF simulation biases
toward higher T2 (+0.17°C), higher Q2 (+0.04 g kg1),
lower SLP (0.73 hPa), and lower W10 (0.88m s1). The
bias in T2 and Q2 seems to originate mainly from 2 days:
20 September when the simulated T2 and Q2 were relatively
higher than the measurements (Figures 9c and 9d), and
22 September when they were relatively lower. The warm/
humid bias on 20 September is accompanied by the slightly
weaker high pressure (Figure 9e) and the weaker wind speed
(Figure 9f), indicating a less strong cold-air advection from
the high-pressure center located in the East Siberian Sea at
this time (not shown, J. Inoue, personal communication).
The warm/humid bias can be also attributable to the warmer
SST (1.2°C for 20 September) used in the model than the
measured SST (1.3°C), which would increase the turbulent
Table 3. Statistics of the Polar WRF Runs Along the SHEBA for September 1988a
Individual Model Runs
SHEBA NT BT EU
Mean Mean Bias Correlation Mean Bias Correlation Mean Bias Correlation
SLP 1015.0 1014.50 0.45 0.98 1014.7 0.30 0.98 1014.6 0.36 0.98
T2 4.37 5.66 1.16 0.51 8.17 4.10 0.56 7.21 2.97 0.60
TSK-T2 0.14 0.86 1.00 0.00 0.33 0.19 0.07 0.31 0.44 0.01
Q2 2.66 2.40 0.26 0.59 1.92 0.74 0.62 2.10 0.56 0.67
W10 4.77 5.15 0.38 0.91 4.86 0.08 0.90 4.95 0.17 0.91
SWd 41.36 45.24 3.88 0.87 53.27 11.91 0.92 49.75 8.38 0.89
SWu 34.55 25.20 9.35 0.86 42.41 7.86 0.92 34.24 0.31 0.89
SWnet 6.81 20.04 13.23 0.85 10.86 4.05 0.90 15.50 8.69 0.86
LWd 283.55 264.08 19.48 0.33 246.67 36.88 0.36 253.08 30.47 0.38
LWu 295.27 294.47 0.80 0.64 278.81 16.46 0.62 285.14 10.14 0.67
LWnet 11.72 30.39 18.67 0.16 32.14 20.42 0.20 32.06 20.34 0.20
LH 2.13 7.77 5.64 0.75 4.21 2.08 0.79 5.05 2.92 0.85
SH 0.39 9.04 9.42 0.23 1.18 0.80 0.25 2.81 3.20 0.16
CH 2.73 9.99 7.26 0.36 18.82 16.09 0.45 15.12 12.39 0.51
Qnet 0.01 10.06 10.05 0.19 1.59 1.58 0.43 2.70 2.69 0.32
aSigniﬁcant (p= 0.05) correlation is marked bold.
Figure 9. Six-hourly evolutions of the (a) SIC, (b) albedo, (c) T2, (d) Q2, (e) SLP, and (e) W10 from the
R/V Mirai cruise during the 9 day period of 19–27 September 2009. Tick marks in the x axis denote the
beginning of the date.
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heat ﬂux to the atmosphere. The R/V Mirai sailed through
nearly ice-free waters on 20 September except for the end
of the day when SIC increased (J. Inoue, personal communi-
cation), which is in general consistent with the evolution of
satellite SICs (Figure 9a).
[35] On 22 September, the SIC near the R/V Mirai was al-
most at 100% due to extensive formation of new ice [Inoue
et al., 2011], which is qualitatively consistent with the evolu-
tion of the three satellite SIC estimates exhibiting the maxima
during this period. However, there exists a substantial spread
in SIC estimates among the three data sets ranging from 60 to
90%, which likely contributes to the bias in the model. The
low skill in T2 and Q2 during this period would be also
caused by the uniform ice thickness of 3m prescribed as a
boundary condition, which is not valid in the MIZ as observed
on 22 September. Prescribing thicker ice than observed likely
contributes to the latent and sensible heat ﬂux biases, leading
to the cold and dry model bias on 22 September, as seen
in Figure 9.
[36] Aside from the across-model mean bias, T2 and Q2
show a relatively greater across-model spread, which corre-
sponds to the large spread in SIC. BT (NT) produces the
coldest and driest (warmest and wettest) air (Table 4). In
terms of absolute magnitude of bias in T2 and Q2, EU is
the best (+0.25°C, +0.05gkg1), followed by BT (0.49°C,
0.08gkg1), which is superior toNT (+0.77°C, +0.15gkg1).
The delayed peaks and the large across-model spread are not
apparent in SLP and W10, again implying that the T2 and
Q2 respond more rapidly to the SIC change. The result implies
that the inaccurate representation of the SIC evolution and the
thickness would have a signiﬁcant impact on the skill of the
weather forecast models.
Table 4. Statistics From Polar WRF Results During 19–27 September 2009 (R/V Mirai)
Individual Model Runs
R/V Mirai NT BT EUMET
Mean Mean Bias RMSE Mean Bias RMSE Mean Bias RMSE
SLP [hPa] 1018.9 1018.0 0.85 1.77 1018.3 0.61 1.66 1018.2 0.72 1.72
T2 [°C] 3.97 3.20 0.77 1.75 4.46 0.49 2.34 3.74 0.23 1.81
Q2 [g kg1] 2.60 2.79 0.15 2.81 2.55 0.08 2.61 2.68 0.05 2.71
W10 [m s1] 6.73 5.79 0.94 1.69 5.88 0.84 1.66 5.88 0.85 1.67
Figure 10. Scatterplots of the monthly mean ABL and surface ﬂux ﬁelds to SIC [%] averaged
over the large area of the Arctic (Figure 1) for September–November period showing (a) T2 [°C],
(b) TSK-T2 [°C], (c) TCWP [gm2], (d) SH [Wm2], (e) SWnet [Wm2], and (f ) Qnet [Wm2].
Dots are color coded to represent the ABL response in each month to the NT (red), BT (blue), and
EU (green) SIC conditions. The scatters are overlaid with the black straight lines representing the best
linear ﬁt of the dots. Also shown in each panel are the average slope of the linear ﬁt and the standard
errors. All slopes are signiﬁcant at 95% conﬁdence level. The gray straight lines represent signiﬁcant
slope (95%) of the linear ﬁts of the response due to the technical uncertainties in SIC only estimated
for each month.
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4.4. Summary
[37] The Polar WRF simulations provide a reasonable rep-
resentation of the observed Arctic ABL, provided that the
technical uncertainties in the SIC estimate remain small. The
reduced skill and higher sensitivity are found with the elevated
levels of SIC uncertainties during the onset of freezing in the
NP and SHEBA cases and associated with the day-to-day
variation in SIC near the MIZ in the MIRAI case. In addition
to the effect of technical uncertainties in SIC, we have also
identiﬁed that the bias in representation of large-scale circu-
lation variability, the SST value near the sea-ice margin,
and the thickness of the ice greatly inﬂuence the hindcast
skills in the MIZ. In all cases, thermodynamic variables (T2
and Q2) tend to be more responsive than the dynamic vari-
ables (SLP and W10).
5. The Pan-Arctic Response Pattern
and its Seasonality
[38] In the previous section, we explored biases of the
pan-Arctic model simulation to in situ point measurements
focusing on September. In this section, we use the full
spatial extent of the simulations to assess the atmospheric
response to the natural SIC variability (section 5.1) and
the deviations resulting from the technical uncertainties
in SIC boundary conditions (section 5.2). This will help
to separate different responses of the thermodynamic and
dynamic variables.
5.1. Linearity of the ABL Response to SIC
and its Seasonality
[39] Figure 10 shows the scatterplots of responses in the
select ABL and ﬂux ﬁelds to SIC for September–November
periods. The ABL and SIC ﬁelds were ﬁrst averaged over
the large area of the Arctic (Figure 1) as well as across the
three periods (NP, SHEBA, and MIRAI). The linearity of
the ABL response to the range of SIC variations was then
assessed by the slope (s) of the linear ﬁt (black straight lines)
to the scatters of the ABL response to three different SIC prod-
ucts (NT, BT, and EU) for the 3months in autumn (September,
October, and November). Table 5 lists the values of s for the
extended list of the atmospheric and ﬂux ﬁelds for all seasons.
Hence, the linearity of the response can arise from both the
natural variability in SIC (i.e., monthly evolution in SIC)
and the technical uncertainties in SIC conditions (i.e., differ-
ences among NT, BT, and EU in each month). Gray lines in
Figure 10 highlight ABL-SIC relationships that are solely
due to technical SIC uncertainties (only signiﬁcant regressions
are shown). Corresponding values of slopes s are summarized
in Table 6. The limited signiﬁcance of linearity in the ABL
response to the technical uncertainty implies that the overall
linearity in the ABL response seen in Figure 10 is largely due
to the natural variability in SIC boundary conditions.
[40] In autumn, the SIC values range from 40% to near
95%, to which the Arctic ABL is remarkably sensitive. Per
+1% change in fall SIC, the slopes of linear ﬁt suggest that
the T2 varies by 0.39°C, TSK-T2 by 0.02°C, planetary
boundary layer height (PBLH)3.9m, and total cloud water
path (TCWP)1.38 gm2, all signiﬁcant at 95% conﬁdence
level (Figure 10 and Table 5). The surface ﬂuxes also vary
signiﬁcantly, LH and SH by +0.14 and +0.19Wm2 res-
pectively, SWnet and LWnet by 0.67 and 0.30Wm2
respectively, which leads to Qnet by +0.19Wm2 (Table 5).
Since the typical across-data STD of SIC in autumn is close
to 5% (Table 7), the effects of these autumn “responses” in
the atmospheric ﬁeld upon the ocean circulation and sea-ice
variations [Hunke and Holland, 2007; Ebner et al., 2011]
could be substantial.
[41] There is clearly seasonality in the sensitivity. In sum-
mer, despite the most pronounced STD of the SIC (5.9%,
Table 7), weak air-sea temperature contrast limits the ABL-
SIC coupling, leading to generally weaker overall regression
coefﬁcients (Table 5). However, in winter and spring when
the STD of SIC is only 1.3%, because of the strong air-sea
temperature contrast, a slight opening of sea ice can dramat-
ically increase air temperatures [Lüpkes et al., 2008] and
lower the static stability of ABL [e.g., Kay and Gettelman,
2009; Eastman and Warren, 2010]. The resultant large
upward turbulent heat and moisture ﬂuxes and increased
Table 5. The Slopes of Linear Fit to the Scatters Between the ABL/
Flux Fields and the SIC Uncertainties Over Large Area of the Arctic
(Figure 1) and Across the Three Periodsa
Slope of
Linear Fit
Spring
(MAM)
Summer
(JJA)
Autumn
(SON)
Winter
(DJF)
T2 [°C], 4.10 0.02 0.39 0.89
TSK-T2 [°C] 0.17 0.00 0.02 0.14
PBLH [m] 16.71 0.21 3.90 12.16
TCWP [gm2] 4.05 1.70 1.38 0.85
LH [Wm2] 1.40 0.00 0.14 0.88
SH [Wm2] 2.36 0.03 0.19 1.81
CH [Wm2] 4.32 0.05 0.45 1.58
SWd [Wm2] 37.76 3.99 0.58 0.50
SWu [Wm2] 50.29 4.44 1.25 0.63
SWnet [Wm2] 12.44 0.50 0.67 0.13
LWd [Wm2] 14.68 0.35 1.92 1.98
LWu [Wm2] 16.28 0.08 1.64 3.40
LWnet [Wm2] 1.63 0.28 0.30 1.43
Qnet [Wm2] 3.32 0.15 0.19 5.88
aSigniﬁcant slopes (95%) are marked in bold. The unit is per 1% change
in SIC.
MAM, March-April-May; JJA, June-July-August; SON, September-
October-November; DJF, December-January-February.
Table 6. ABL Response to the Technical Uncertainties in SIC: The
Slopes of Linear Fit to the Scatters Between the ABL/Flux Fields and
the SIC Uncertainties Over Large Area of the Arctic (Figure 1) in
Each Montha
Slope of Linear Fit September October November
T2 [°C], 0.32 0.08 0.18
TSK-T2 [°C] 0.10 0.02 0.05
TCWP [gm2] 0.05 0.14 0.12
SH [Wm2] 1.12 0.23 0.54
SWnet [Wm2] 0.00 0.31 0.06
Qnet [Wm2] 0.97 0.05 0.39
aSigniﬁcant slopes (95%) are marked in bold. The unit is per 1% change
in SIC.
Table 7. The Area-Averaged (Over the Region Shown in Figure 1)
Across-Data STD of SIC [%] is Shown for Each Season
Spring
(MAM)
Summer
(JJA)
Autumn
(SON)
Winter
(DJF)
Across-data STD
of SIC
1.3 5.9 4.9 1.3
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cloudiness [e.g., Schweiger et al., 2008] yield signiﬁcantly
stronger coupling. As summarized in Table 5, LH and SH
tend to have a greater response to SIC during the winter
and spring, when CH also remains as an important com-
ponent of the surface energy budget [Persson et al., 2002].
LWnet sensitivity is also more noticeable during the winter
when it dominates the surface energy balance, while SWnet
sensitivity is prominent during the summer and autumn.
The simulated TCWP has higher sensitivity in summer
and autumn.
[42] In autumn, the seasonal cooling of the Arctic
Ocean begins while the atmosphere still remains warm,
leading to the strong air-sea temperature gradient [e.g.,
Porter et al., 2012]. The high level of STD of SIC is
maintained in the autumn (4.9%), while the synoptic
atmospheric variability remains weak, which facilitates a
robust detection of the SIC-ABL process as elaborated
in the following sections.
5.2. Dynamic and Thermodynamic Response
to the Technical Uncertainties in Autumn SIC
[43] Figures 11a and 11b show the mean and difference in
SIC between NT and BT averaged for the 1month period in
autumn (15 September to 14 October 2009). We found that
the SIC differences between EU and BT are very similar to
those between NT and BT and thus present only results
based on the latter for conciseness. The brown curves mark
the isoline for 15% SIC denoting the approximate location
of the sea-ice edge. The NT SIC is lower by 20–40% than
the BT SIC over the pan-Arctic from the Beaufort Sea to
the Kara Sea as well as in the interior Arctic. A lower SIC
during autumn in NT results in a monthly mean difference
in T2 that is warmer by 5°C in NT (Figure 11d)—a large
gap considering that the monthly mean T2 in the NT run
is about 5°C (Figure 11c). This underscores that SIC
uncertainty is a decisive factor for the skill of the forecast.
Simmonds and Budd [1990], using an atmospheric general
circulation model (AGCM), demonstrated that the Antarctic
T2 can warm up to 6°C when the SIC is reduced from
100% to 50% during July to represent the ice leads.
Another AGCM study based on Goddard Institute for
Space Studies global climate model by Parkinson et al.
[2001] reported that differences of ±7% in SIC, typical
accuracy of satellite SIC retrievals [Gloersen et al., 1992],
can have an effect of the simulated monthly mean T2
by more than 6°C in polar regions during fall and winter.
Figure 11. (left column) Monthly mean (15 September to 14 October 2009) ﬁelds in MIRAI-NT run
showing (a) SIC [%], (c) T2 [°C], and (e) the planetary boundary layer height (PBLH [m]) and (b, d, and
f) their difference to BT (i.e., NT minus BT). The brown outlines in each panel denote the isolines for
15% SIC in NT.
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A regional model study byValkonen et al. [2008], applying the
polar modiﬁed version of the National Center for Atmospheric
Research (NCAR)/Pennsylvania State University Fifth-
Generation Mesoscale Model (Polar MM5) in the Weddell
Sea, showed that the difference in their simulated T2 can be
as large as 13°C during the period of the cold-air outbreak
when using different SIC products.
[44] Higher T2 in NT weakens the stability of the lower
atmosphere, resulting in an elevated planetary boundary layer
height (PBLH) by more than 100m along the periphery of
the ice margin and the interior Arctic (Figure 11f). Note that
the mean PBLH in this region is around 450m (Figure 11e,
see also Figure 13). The weakened boundary layer stability
is also associated with an enhanced upward turbulent heat ﬂux
(not shown) and a signiﬁcantly increased total cloud water
path (TCWP, Figures 12b and 13). TCWP is the sum of cloud
liquid water path and ice water path integrated from the sur-
face to top of the atmosphere. Various satellite observations
and reanalysis data indicate that an increase in cloud fraction
is associated with a decrease in SIC when the boundary layer
becomes unstable and upward heat ﬂux is enhanced [e.g.,
Schweiger et al., 2008; Kay and Gettelman, 2009; Eastman
and Warren, 2010; Palm et al., 2010]. The effect of stability
adjustment within the ABL to SIC difference is further
illustrated in Figure 13 showing the differences in vertical
proﬁles. When averaged over the Arctic sea ice north of
70°N, the destabilized lower atmosphere in NT produces
the positive air temperature anomaly (blue) near the surface,
which decreases with height. The PBLH is elevated by
an average of 56m in NT (black lines) where the most
pronounced increase in cloud water path is found (green).
The demonstrated sensitivity of ABL stability, surface ﬂux,
and TCWP to SIC difference is broadly consistent with the
observed local thermodynamic process for cloud fraction
over varied sea-ice conditions.
[45] Dynamically, an unstable ABL would be conducive
to the enhanced downward transport of high momentum
from the lower troposphere to the surface [Overland,
1985;Wallace et al., 1989], thus accelerating surface wind.
The pronounced increase in W10 is found poleward of the
ice margins (denoted by the brown outlines), whereas the
reduced W10 is seen seaward. Figure 12d demonstrates a
0.6m s1 increase in easterly W10 over a broad region
within the central Arctic. Given that the monthly mean wind
speed is 6m s1 in this region, the SIC can account for a
considerable fraction of the simulated monthly mean W10
Figure 12. As in Figure 11, except for showing (top) total cloud water path (TCWP [gm2]), (middle)
W10 [m s1], and (bottom) geostrophic wind (Wg [m s1]). The brown outlines in each panel denote the
isolines for 15% SIC in NT.
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over the regions of the enhanced SIC uncertainties. The
vertical proﬁle of wind speed difference (Figure 13, red
line) provides further evidence that weakened stability
results in an accelerated wind speed below 100m at the
expense of a reduced wind speed aloft, indicative of the
effect of downward momentum transport [Wallace et al.,
1989; Small et al., 2008].
[46] In contrast, the near-surface geostrophic wind (Wg),
calculated from SLP, becomes weaker with the lower SIC,
the response being particularly more pronounced along
the transpolar marginal ice regions (Figure 12f). Reduction
in Wg is consistent with the change in wind proﬁles
in Figure 13 showing the reduced wind aloft as a result
of downward momentum transport. The reduction in Wg
is ~0.5m s1, for example, near the ice margin in the
Chukchi Sea, where the mean Wg is about 5m s1. In
contrast to W10, however, there is no signiﬁcant change in
Wg in the central Arctic interior to the MIZ.
[47] The contrasting responses in W10 and Wg to the SIC
difference are further quantiﬁed with the binned scatterplots
in Figure 14, which was calculated from the monthly aver-
aged model outputs over the large Arctic region marked in
Figure 1. The red dots in Figure 14 (top), denoting the
differences in W10, display a quasilinear negative relation-
ship over the range of SIC difference in all three cases
(Figure 14). The slope of the linear ﬁt that describes the
wind speed as a function of SIC represents the strength of
the inﬂuence of the SIC on the wind speed. This slope is
similar to the coupling coefﬁcient of Chelton et al. [2004],
who used SST instead of SIC, but SIC provides a better
basis in ice-covered seas than SST. Given the increasingly
broader probability density functions (PDFs) of the SIC
difference in time from NP period (20 to 0%) toward
the MIRAI period (35 to 0%), it appears that s becomes
greater in a more recent period, for example, when compar-
ing Figure 14e to Figure 14a. In contrast, Wg (blue dots)
displays either the opposite (i.e., positive) correlation
with the SIC difference in NP (Figure 14a) and MIRAI
(Figure 14e) or no correlation (Figure 14c) in SHEBA when
calculated over the large area over the Arctic sea ice (shown
in Figure 1). We speculate that a tightening of the relation-
ship between wind speeds and SIC over the last couple of
decades as suggested by the difference between the NP
and MIRAI cases is associated with the long-term trend in
the Arctic sea-ice loss, which would strengthen the interac-
tion between the SIC and the unstable ABL and hence the
W10 response. Further quantiﬁcation of the decadal trend
in SIC-W10 relationship is, however, not possible in this
study due to the insufﬁcient sample. The strengthening of
the SIC-ABL feedback in time is thus yet to be examined
in more detail with a long-term continuous simulation of
the Arctic ABL with a decreasing sea ice.
[48] This contrasting response in W10 and Wg is found
year-round. Figure 15 shows the monthly time series of
s for the pan-Arctic-averaged W10 (red) and Wg (blue)
to the SIC difference (NTBT). The response of W10
is characterized by a persistent negative s in all three
periods, while that of Wg is either positive or not corre-
lated. This marked difference in the response pattern of
W10 and Wg implies that the uncertainties in SIC might
have a greater impact on the area-averaged W10 rather than
area-averaged Wg.
[49] This, however, does not imply that SIC would have
no impact on Wg. In fact, SLP response (Figure 16b) clearly
resembles the pattern of difference in SIC (Figure 11b). Note
that the Figures 16 and 17 focus on the regions near
the Beaufort, Chukchi and East Siberian Seas, where this
small-scale association of the wind with SIC is more pro-
nounced. According to the marine ABL model of Lindzen
and Nigam [1987], the anomalous surface temperatures
generate perturbation in SLP through the hydrostatic balance,
thus accelerating the surface wind across the front to
converge (diverge) toward the warmer (colder) water. This
divergence (convergence) of surface wind ( ∇→u ) would
then have a negative (positive) proportionality to the
Laplacian of SLP (∇2P) via the relation based on momentum
budget analysis, ρo ∇→u
  ¼  ∇2P  ε
ε 2þf 2 , where the
→u
represents the horizontal surface-wind vectors and ε the
linear damping coefﬁcients [see Minobe et al., 2008;
Shimada and Minobe, 2011]. A high spatial anticorrelation
Figure 13. The Arctic-averaged (over sea-ice points north
of 70°N) proﬁles of difference (NTBT) in wind speed
(WS, red [101m s1]), air temperature (Ta, blue [°C]), and
total cloud water path (TCWP, green [gm2]). Also shown
are the heights of PBL in NT (black solid, 467m) and BT
(black dashed, 409m). The difference in PBLH is 58m.
The ice-covered points are deﬁned with the SIC threshold
of 15%.
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of ∇2P and ∇→u as indicated by the respective ﬁelds shown
in Figures 16c and 16e indicates that Lindzen and Nigam’s
model holds for the Arctic ABL. The vertical integration of this
relationship also yields a positive linear relationship between
vertical velocity, w and ∇2P, such that w zð Þ ¼ 1ρo
εz
ε2þf 2
 
∇2P.
Figure 17a shows the mean w at 200m height within
the PBL. The narrow region of the maximum upward
(downward) motions of >0.001m s1 in Chukchi Sea
(in Laptev Sea) is colocated with the region of positive
(negative) ∇2P, suggestive of the important role by SLP
variations across the sea ice in the vertical motions in the
lower atmosphere.
[50] The same relationship holds for the difference ﬁelds.
The parallel bands of positive and negative ∇2P straddling the
areas of large SIC difference in the Chukchi Sea (Figure 16d)
correspond well to the convergence (blue) and divergence
(red) of near-surface wind (Figure 16f). Though the difference
in w is quite noisy, the analysis nonetheless demonstrates that
the anomalous upward and downward motion in the ABL
across the Chukchi/Beaufort Sea ice margins (Figure 17b) is
consistent with the occurrence of positive and negative differ-
ence in ∇2P.
[51] The narrowness in the scale of wind response in
the Lindzen and Nigam’s model is expected since the
Laplacian of surface temperature (or SLP) is what drives
the surface convergence and thus the vertical motions. As
the Laplacian operator tends to more effectively emphasize
smaller-scale features as in the marginal ice zones, a basin-
Figure 14. (top) The binned scatterplots, calculated from the monthly averaged model outputs over the
large Artic region marked in Figure 1, of difference (NTBT) of W10 (red) and Wg (blue) with respect
to the difference in SIC for 15 September to 14 October in (a, b) 1987, (c, d) 1998, and (e, f) 2009. The
slopes of linear ﬁt (s) are marked in each panel with the unit of meter per second per 10% difference in
SIC. The error bars represent ±1 standard deviation. (bottom) The histograms of SIC difference (NTBT).
All quantities are area-averaged.
Figure 15. Monthly averaged time series of s (m s1 per
10% SIC difference) for the difference (NTBT) in W10
(blue) and Wg (blue) with respect to the difference in SIC
during the period of (a) NP, (b) SHEBA, and (c) MIRAI.
The error bars denote the standard error of the linear regres-
sion. The ﬁlled circles denote the month with the signiﬁcant
( p = 0.05) slope.
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scale averaging used here would likely produce less obvious
response due to SLP variations. This is in contrast to the pro-
cess suggested byWallace et al. [1989], where the horizontal
scales of stability (response) and the SIC difference (forcing)
are comparable (Figures 11–12).
[52] Due to the scarcity of surface-wind measurements over
sea ice, the Arctic Oceanmodeling community has often relied
upon the SLP-based Wg from, for example, the International
Arctic Buoy Program [Rigor, 2002], to estimate the surface
stress and to drive the ocean-ice models [e.g., Proshutinsky
et al., 2005, 2011; Hunke and Holland, 2007; Yang, 2009].
Our result suggests that the SLP-based wind ﬁelds may not
fully represent the effect of sea-ice variations [e.g., Martin
and Gerdes, 2007]. Furthermore, coarseness of horizontal
resolution of atmospheric reanalysis products in the high lati-
tudes implies that the small-scale response in Wg across the
marginal sea ice may not be fully captured in these data sets,
again a potentially important source of uncertainty in atmo-
spheric forcing of the ocean-ice models. A more accurate
representation of the near-surface-wind variability reﬂecting
these two effects is needed to improve the predictive skills in
models of ocean circulation and sea-ice variability.
Figure 16. As in Figure 11, except for showing (a, b) sea level pressure (SLP [hPa]), (c, d) the Laplacian
of SLP (∇2P [109 Pam2]), and (e, f ) the divergence of 10m wind (positive for divergence and negative
for convergence [106 s1]).
Figure 17. As in Figure 16 except for showing vertical velocity (w [103m s1]) at 200m height.
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6. Conclusion and Discussion
[53] The most extensively and continuously observed
climate variable in the Arctic is sea-ice concentration (SIC)
from satellite sensors. It is imperative that we deduce potential
impacts of SIC uncertainties on other climate variables that
have not been well observed. In this study, we use the polar-
optimized WRF (Polar WRF) model to study near-surface
meteorological responses to SIC changes. Beyond uncovering
the impact of technical uncertainties, our results provide a start
to more insights into the dynamical and thermodynamical
evolution of the Arctic atmospheric boundary layer (ABL) in
relation to the ever-changing Arctic sea-ice conditions.
[54] We ran a set of three numerical experiments by only
varying the underlying SIC. Three widely used SIC data sets
are used in this study, the NASA/TEAM algorithm (NT),
the Bootstrap algorithm (BT), and the hybrid algorithm by
EUMET-SAT (EU). Difference in each sea-ice product
manifests itself strongly in the long-term decadal trend
[e.g., Andersen et al., 2007] and on daily to seasonal time
scales [e.g., Kwok, 2002; Meier, 2005]. The spatial pattern
in difference is marked in the marginal ice zone (MIZ) as
well as in the inner pack ice zone of the eastern and central
Arctic. The ABL response to these different SIC boundary
conditions is analyzed and validated against three sets of in
situ measurements.
[55] In general, Polar WRF produces skillful hindcasts of
the ABL evolution provided that the SIC uncertainties are
small. Much of the errors identiﬁed can be attributed to the
incorrect evolution (Figures 6 and 7) and inaccurate estimates
in SIC (Figure 9). The onset of freezing in September is char-
acterized by large discrepancies in SIC and albedo, yielding
varied hindcast skills. It is, however, difﬁcult to determine
conclusively which data set is the best during these periods
as none of them are persistently better across the range of vari-
ables being examined. Near the MIZ, we have also identiﬁed
that the bias in synoptic variability, the SST value in the
model, and the misrepresentation of ice thickness signiﬁcantly
lower the skill in daily evolution of T2 and Q2.
[56] Over the pan-Arctic domain, one can see a clear
seasonality in the ABL response. TheABL response to the var-
iation in SIC is generally weak in summer when the technical
SIC uncertainties are greatest (~6%, Tables 4 and 5). On the
other hand, a strong ABL response is found in winter when
the technical uncertainties are at the minimum (1.3%). This is
closely related to seasonality of the strength of the background
air-sea temperature difference, being weaker in summer and
stronger in winter [e.g., Porter et al., 2012]. The sensitivity
of the Arctic ABL response to the technical uncertainties in
SIC can be more robustly identiﬁed in the autumn, the focus
of this study, in which both the technical SIC uncertainties
and the ABL response to the natural SIC variability remain
substantial. The weaker synoptic variability of the Arctic atmo-
sphere during autumn also facilitates a clearer examination of
the near-surface-wind response to the uncertainties in SIC.
The strength of this sensitivity shows the signiﬁcant responses
in nearly all the ABL and ﬂux ﬁelds in the autumn as summa-
rized in Table 5.
[57] On the large area of the Arctic Ocean, SIC differences
affect W10 (Figure 12d), PBLH (Figure 11f), and TCWP
(Figure 12b). A warmer surface results in a greater downward
ﬂux of momentum, thus locally accelerating the wind above
the warmer water [Overland, 1985; Wallace et al., 1989]. Our
study suggests that the lower SIC in NT results in a signiﬁcant
enhancement of the near-surface wind through this mechanism.
[58] Over the same broad scale, however, the geostrophic
wind (Wg) response to SIC uncertainties is not as noticeable.
This may seem puzzling, as there is evidence for a coherent spa-
tial response of sea level pressure (SLP) to SIC (Figure 16b).
According to the simple ABL model of Lindzen and Nigam
[1987], the wind response to surface temperature anomalies
via adjustment in SLP requires that the divergence and conver-
gence of surface wind be proportional to the Laplacian of SLP.
In the monthly mean case, regions with the negative (positive)
Laplacian of SLP in the eastern Arctic (East Greenland,
Barents and Kara Seas) clearly correspond to those with diver-
gence (convergence) of the surface wind (Figures 16c and
16e). This is compelling evidence that the pressure-gradient
mechanism has an important inﬂuence in the Arctic. On this
narrow scale, the response in wind convergence (and curl,
not shown) is likely important for evolution of sea ice [e.g.,
Zhang et al., 2010] and the ice-edge intensiﬁed vertical
motions in the atmosphere (Figures 17) and the ocean [e.g.,
Pickart et al., 2011].
[59] Some quantities in ABL display signiﬁcant trends in
response to the declining long-term SIC trends (e.g., Figure 10),
which appears to be comparable to previous studies based on
satellite and reanalysis data sets (not shown). However, the
issue on the trends in response should be addressed with the
continuous long-termmodel integrations resolving small-scale
SIC-ABL evolutions. This is a topic of future study.
[60] The dynamic response of the atmosphere to diversities
in SIC estimates, demonstrated in this study, is of great
importance to the simulations of the Arctic climate system.
A slight error in SIC estimates could result in a signiﬁcant
atmospheric response [e.g., Lüpkes et al., 2008; Valkonen
et al., 2008; Ebner et al., 2011]. A seemingly minor change
to the atmospheric forcing data, perhaps with comparable
amplitudes to what has been discussed in this study, may
generate signiﬁcant differences in the Arctic ice thickness
and circulations [Hunke and Holland, 2007; Ebner et al.,
2011]. This two-way feedback problem should be addressed
in the coupled modeling framework that allows for integrated
assessment of the complex feedback process. The use of a
weather forecast model with suitable representation of the
observed Arctic ABL process is a good starting point. The de-
velopment and testing of a fully coupled ice-ocean-atmosphere
regional model is left as a future goal.
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