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Abstract
We investigate the structure of holographic renormalization in the presence of sources
for irrelevant operators. By working perturbatively in the sources we avoid issues related
to the non-renormalizability of the dual field theory. We find new classes of divergences
which appear to be non-local on the gravity side. However in all cases a systematic
renormalization procedure exists involving either standard local counterterms or new
counterterms which may be interpreted as multi-trace counterterms in the field theory.
The multi-trace counterterms reflect a more intricate relation between sources and the
asymptotics of bulk fields.
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1 Introduction
In recent years a variety of conjectures has been made concerning a possible holographic
interpretation of spacetimes which are not asymptotically (locally) of an AdS form. In
particular, we have in mind examples like the non-relativistic spacetimes of [1, 2], the Lifshitz
geometries [3] but also the longer known geometries dual to non-commutative gauge theories
[4, 5]. A common feature of these spacetimes is that they all have a peculiar asymptotic
structure where some of the metric components diverge faster near the boundary of the
spacetime than would be the case for an Asymptotically locally AdS (or AlAdS) background.
For example, in the d+1-dimensional non-relativistic backgrounds of [1] the metric has the
form:
ds2 = dr2 − b2e4rdu2 + e2r(dudv + dxidxi) , (1)
where i ∈ {1, 2, . . . , d−2}. When the parameter b vanishes we recover the usual AdS metric,
but for nonzero b the (uu)-component of the metric diverges faster near the boundary r →∞
than the AdS components.
Such a modification of the asymptotics of the bulk metric implies the dual field theory
is no longer conformal in the UV. Indeed, for the metric (1) it was suggested in [1] and
worked out in more detail in [6, 7] that the dual field theory is deformed by an irrelevant
operator. This can be seen by taking the small b limit, where (1) corresponds to a small
perturbation around the AdS metric. We can holographically interpret this situation using
the standard AdS/CFT dictionary and conclude that the deformation to first order corre-
sponds to switching on a nonzero source b for an irrelevant vector operator. In fact, such a
deformation picture applies not only to all the examples mentioned above, but also seems
to occur in the NHEK geometry of [8] as was recently discussed in [9, 10].
The fact that the deforming operator is irrelevant leads to genuine concerns about the
renormalizability of the dual field theory at finite b. These concerns should be reflected in
the bulk theory as well, but it is currently not known to which extend the on-shell gravity
action for perturbations around these backgrounds can be holographically renormalized.
We recall that many of the key results of holographic renormalization (see [11] for an
introduction) largely apply to AlAdS spacetimes only and cannot be directly applied to
non-AlAdS metrics like (1). In order to draw any meaningful conclusions concerning the
renormalizability of the on-shell action for such modified asymptotics it will therefore be
necessary to extend the currently known results.
In this paper we will take a first step in this direction by considering the holographic
renormalization procedure in the presence of parametrically small sources for irrelevant op-
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erators. If we work up to any given finite order in the sources then the dual field theory
remains fully renormalizable and the same result should apply to the on-shell bulk action
as well. We will demonstrate below that the bulk action indeed remains renormalizable,
although the usual methods of holographic renormalization need to be extended in a non-
trivial manner to incorporate even such parametrically small irrelevant deformations. In
the remainder of this paper we work out the detailed holographic renormalization procedure
only in very specific examples, but the general conclusions we draw should be applicable
in all cases where one holographically computes correlation functions involving irrelevant
operators. As such the present work forms an integral part of any complete gauge/gravity
dictionary. We however expect our results to be particularly useful in the study of hologra-
phy for the kind of non-AlAdS spacetimes we mentioned above.
1.1 Summary of results
The main computations of this paper concern the holographic renormalization of an on-
shell bulk action in two toy model examples. The first example, discussed in section 2, is
a massive scalar field Φ with a λΦ3 interaction, propagating in a fixed d + 1-dimensional
AdS background. The second example is a free massive scalar field propagating in a general
d+1-dimensional AlAdS spacetime and will be discussed in section 3. Since the scalar fields
are always taken to be massive, they correspond as promised to irrelevant operators. In
both examples the radial expansion of Φ contains a term of the form (see the next section
for our conventions):
Φ(r, xi) = φ(0)(x
i)e(∆−d)r + . . . (2)
In the gauge/gravity duality we interpret φ(0) as the source for an operator O dual to Φ.
Our first result is the following. As is reviewed in [11], in all the examples of holographic
renormalization worked out so far, the divergences are always local functionals of the sources
of the dual field theory, so for the scalar field they would be local functionals of φ(0). For
irrelevant deformations however we find that this no longer has to be the case. Instead,
it may occur that the divergences are non-local functions of φ(0) but nevertheless they are
local functions of the fields at the cutoff surface r = r0, that is of Φ(r0). We refer to such
divergences as ‘pseudo-non-local’, since they can be renormalized with local counterterms
at the cutoff surface.
Our second result is however that not all non-local divergences can be cancelled in
this way. Some divergences necessitate the use of counterterms which are genuinely non-
local when expressed in terms of the field Φ. They are however local when expressed in
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terms of the field Φ and its conjugate momentum ∂rΦ. Furthermore, in all the examples
we considered they are at least quadratic in ∂rΦ. We interpret these counterterms as
multi-trace counterterms in the dual field theory. The fact that such counterterms are
necessary of course has repercussions on the variational principle in the bulk on which
we will comment below. The presence of these multi-trace counterterms in the standard
framework of holographic renormalization is again a new result, although their role has
recently been emphasized in a different framework in [12].
Our third and last result concerns the backreaction onto other fields. We find that in our
second toy model computation, so the holographic renormalization for a free scalar field in
a general AlAdS spacetime, it is necessary to take into account the backreaction. A simple
computation in section 3 demonstrates that the effect of the backreaction is indeed in no
sense smaller than the original perturbation and that indeed non-local counterterms (which
are neither pseudo-non-local nor of multi-trace form) can only be avoided upon taking into
account the backreaction onto the metric. Once the backreaction has been accounted for
we will find the same ‘pseudo-non-local’ and multi-trace divergences as in our first example.
Although we have performed no further computations, we expect that the general pro-
cedure of holographic renormalization is reflected accurately by these examples. In partic-
ular, the dual field theory is renormalizable with single- and multi-trace counterterms for
any parametrically small irrelevant deformations. In the bulk we therefore expect to need
only counterterms which are either local functionals of the boundary fields or multi-trace
counterterms which are by definition at least quadratic in the conjugate momenta. In other
words, there should be no counterterms which are linear in the conjugate momenta since
these cannot be interpreted as local counterterms in the field theory. Any divergence linear
in the conjugate momenta will therefore have to be pseudo-non-local and should be can-
celled by other counterterms. We emphasize that this is a nontrivial conjecture concerning
general perturbations around AlAdS spacetimes which generalizes the well-known results
that the on-shell action for an AlAdS spacetime can always be renormalized with local
counterterms. (Notice that the latter statement is proved for a large class of theories in
[13].)
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2 Interacting scalar field
In this section we will be concerned with the holographic renormalization for an interacting
scalar field Φ with the action:
S =
∫
dd+1x
√
G
(1
2
∂µΦ∂
µΦ+
1
2
m2Φ2 +
1
3
λΦ3
)
. (3)
We take the background spacetime to be empty Euclidean AdS with a metric of the form:
Gµνdx
µdxν = dr2 + γijdx
idxj γij = e
2rδij , (4)
with i ∈ {1, . . . , d}. The equation of motion becomes:
GΦ−m2Φ− λΦ2 = Φ¨ + (∆+ +∆−)Φ˙ + e−2r0Φ+∆+∆−Φ− λΦ2 = 0 , (5)
where a dot denotes a radial derivative and we introduced ∆± =
1
2(d ±
√
d2 + 4m2) and
0 = δ
ij∂i∂j . We will below also use the covariant Laplacian γ = γ
ij∂i∂j = e
−2rδij∂i∂j .
Notice that ∆+ = ∆ is the scaling dimension of the dual operator and ∆+ +∆− = d. We
will solve equation (5) only perturbatively in λ, ignoring the backreaction onto the metric or
any other fields as well as any non-perturbative effects. To this end we expand the solution
Φ as:
Φ = Φ{0} +Φ{1} +Φ{2} +Φ{3} + . . . (6)
with the individual terms given by the solutions to linear equations:
(G −m2)Φ{0} = 0
(G −m2)Φ{1} = λΦ2{0}
(G −m2)Φ{2} = 2λΦ{0}Φ{1}
(G −m2)Φ{3} = λ(Φ2{1} + 2Φ{0}Φ{2})
. . .
(7)
with boundary conditions which can schematically be written as:
Φ{0} = φ{0}(∆−)e
−∆−r + . . .
Φ{1} = 0 e
−∆−r + . . .
Φ{2} = 0 e
−∆−r + . . .
. . .
(8)
We will make these boundary conditions more precise below.
The on-shell action takes the form:
S = −λ
6
∫
dd+1x
√
GΦ3 +
1
2
∫
ddx
√
γΦ˙Φ , (9)
where for our choice of background coordinate system we find that
√
G =
√
γ = edr.
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2.1 Free-field solution and two-point function
In this section we will perform the holographic analysis to zeroth order in λ. The scalar
field is then free and the analysis is familiar. We will here briefly review this analysis
and we refer to the lecture notes [11] for more details. Notice that we will not use the
more streamlined framework of Hamiltonian holographic renormalization of [13] (see also
[14, 15, 16] for related work) as we found it to obfuscate several important features of the
analysis.
2.1.1 Structure of the asymptotic solution
The solution to the free-field equation, so the first equation in (7), is well-known. Asymp-
totically it takes the form:
Φ{0} = e
−∆−r(φ{0}(∆−) + φ{0}(∆−+2)e
−2r + . . .) + e−∆+r(φ{0}(∆+) + φ{0}(∆++2)e
−2r + . . .) .
(10)
A subscript {k} indicates the order in λ at which we are working, whereas a subscript (k)
indicates the power of exp(−r) in the radial expansion.1 From the free equation of motion
one may recursively determine that for k ∈ {1, 2, . . .}:
φ{0}(∆±+2k) = −f(∆± + 2k)0φ{0}(∆±+2k−2) , (11)
with:
f(α) =
1
(α−∆+)(α −∆−) . (12)
This expression is no longer valid at the poles of f(∆±+2k), which occur when ∆ =
d
2 + k.
In those cases we would need a logarithmic term in the radial expansion and we have to
deal with these cases separately. We will consider such cases in a separate paper [17].
According to the standard AdS/CFT dictionary, the component φ{0}(∆−) is regarded
as the source for the dual operator. On the other hand, φ{0}(∆+) is expressable in terms
of φ{0}(∆−) only by demanding regularity in the interior and will eventually define the
one-point function of the dual operator.
1Our subscripts in parentheses are deliberately labeled differently from the usual conventions employed
in the literature. For example, the leading term φ{0}(∆
−
) would usually have been labeled φ{0}(0). This kind
of labeling however turns out to be rather inconvenient below. For the same reason we introduced ∆+ and
∆− rather than using ∆ = ∆+ and d−∆ = ∆−.
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2.1.2 Renormalization of the on-shell action
To zeroth order in λ, the bare on-shell action (9) takes the form:
S{0} =
1
2
∫
ddx
√
γΦ˙{0}Φ{0} , (13)
where
√
γ = exp(dr) = exp((∆+ +∆−)r) and the integral is taken on a fixed cutoff surface
of constant large r. Upon subtitution of (10) we find an asymptotic expansion of the form:
S{0} = −
1
2
∫
ddx e(∆+−∆−)r(∆−φ
2
{0}(∆−)
+ (2∆− + 2)e
−2rφ{0}(∆−)φ{2}(∆−) + . . .) . (14)
To find the counterterms we follow the usual methods of holographic renormalization and
express the divergences in terms of the field Φ rather than the source φ{0}(∆−). In order
to do so we should write φ{0}(∆−) as a function of Φ. To leading order this relation simply
reads:
φ{0}(∆−) = e
∆−rΦ+ . . . (15)
We then substitute this inverted series into the divergent part of the action. The leading
terms can then be simply removed by adding a counterterm action of the same form, see
[11] for details. This procedure leads to a counterterm action
S0,ct =
∫
ddx
√
γ(
1
2
∆−Φ
2 − f(∆− + 2)ΦγΦ+ . . .) , (16)
where the dots represent terms of the form ckΦ
k
γΦ for 1 < k < (∆+ − ∆−)/2. The
coefficients ck can be determined recursively but their exact value will not be needed here.
After adding the counterterms the total action S + S0,ct is finite as we send the cutoff
r →∞.
2.1.3 One-point function
To find the one-point function we look at the first variation of the total action,
δ(S + S0,ct) =
∫
ddx
√
γΠrδΦ . (17)
where we introduced:
Πr = Φ˙ +∆−Φ− 2f(2∆− + 2)γΦ+ . . . , (18)
which is called the renormalized conjugate momentum in [13]. The more subleading terms
in Πr are by construction obtained by taking the variation of the counterterms but we will
again not need their exact expressions here. We find that the second and higher terms in
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(18) precisely strip off all the locally determined terms in Φ˙ so that the leading term in the
radial expansion is
Πr = (∆− −∆+)e−∆+rφ{0}(∆+) + . . . (19)
Furthermore,
δΦ = e−∆−rδφ{0}(∆−) + . . . (20)
so we obtain, up to terms which vanish as r →∞, that
δ(S + S0,ct) =
∫
ddx(∆− −∆+)φ{0}(∆+)δφ{0}(∆−) , (21)
where we used that ∆− + ∆− = d. The one-point function in the presence of sources is
therefore given by:
〈O〉 = lim
r→∞
e∆+rΠr = (∆− −∆+)φ{0}(∆+) , (22)
which also agrees with [11].
2.2 First-order correction
We will now extend our analysis to first order in λ. The procedure here is exactly the
same as in the previous section: we find the asymptotic form of the solution, substitute
it into the on-shell action, compute the counterterm action which cancels the divergences
and finally compute the first-order variation of the renormalized on-shell action to find the
finite one-point function in the presence of sources.
2.2.1 Structure of the asymptotic solution
From the second line in (7) we find a radial expansion for Φ{1} of the form:
Φ{1} = e
−2∆−r(φ{1}(2∆−) + e
−2rφ{1}(2∆−+2) + . . .)
+ e−∆−r(φ{1}(∆−) + . . .)
+ e−(∆−+∆+)r(φ{1}(∆−+∆+) + . . .)
+ e−∆+r(φ{1}(∆+) + . . .)
+ e−2∆+r(φ{1}(2∆+) + . . .) ,
(23)
with coefficients given by:
φ{1}(2∆−) = f(2∆−)λφ
2
{0}(∆−)
φ{1}(2∆−+2) = f(2∆− + 2)(2λφ{0}(∆−)φ{0}(∆−+2) −0φ{1}(2∆−))
φ{1}(2∆−+4) = f(2∆− + 4)(2λφ{0}(∆−)φ{0}(∆−+4) + λφ
2
{0}(∆−+2)
−0φ{1}(2∆−+2))
(24)
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and similarly for ∆− → ∆+. We also find that
φ{1}(∆−+∆+) = 2f(∆− +∆+)λφ{0}(∆−)φ{0}(∆+) . (25)
Notice that f(2∆− + 2k) has a pole if ∆ = 2k + d for k ∈ {1, 2, 3, . . .}. This again signifies
that new logarithmic terms need to be added to the radial expansion and we will explore
these cases in [17]. In this paper we will always assume that ∆ is such that no logarithmic
terms need to be added to the radial expansion, also when working at higher orders in λ
below.
The above procedure recursively determines all the terms in (23) except for the terms
φ{1}(∆±). This is as expected: the coefficient φ{1}(∆−) represents a change of order λ to the
source term φ{0}(∆−). Since we want to keep the sources fixed, we require it to be zero:
φ{1}(∆−) = 0 . (26)
This is the more precise boundary condition for Φ{1} which we referred to above. (Similarly,
at higher orders the precise boundary condition for Φ{k} with k > 1 is that φ{k}(∆−) = 0.)
Last, the term φ{1}(∆+) represents a change to the vev term φ{0}(∆+). This term can only
be obtained from the complete solution at order λ to the equation of motion and just like
φ{0}(∆+) will only follow from demanding regularity in the interior.
Let us remark that the asymptotics (23) are not easily obtained from the possibly more
familiar analysis which uses a bulk-bulk propagator to construct Φ{1}. In appendix A we
explain in more detail how these terms can nevertheless be recovered by using an appropriate
Fourier-transformed expression for the bulk-bulk propagator.
2.2.2 Renormalization of the on-shell action
Let us now substitute the solution Φ{0} +Φ{1} into the on-shell action. To first order in λ
we find that (9) becomes:
S{1} = −
λ
6
∫
dd+1x
√
GΦ3{0} +
1
2
∫
ddx
√
γ(Φ˙{0}Φ{1} + Φ˙{1}Φ{0}) . (27)
To cancel the divergences at zeroth order we added above the counterterm action S0,ct given
in (10). Since this counterterm action is a function of Φ and not just of Φ{0}, it also has an
expansion in λ which to first order takes the form:
S0,ct {1} =
∫
ddx
√
γ(∆−Φ{0}Φ{1} + 2f(∆− + 2)Φ{0}γΦ{1} + . . .) . (28)
To re-emphasize, the subscript on the left-hand side symbolizes the expansion to first order
in λ of the counterterm action S0,ct which rendered the on-shell action finite to zeroth order
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in λ. Substitution of the above radial expansions then results in the following divergent
terms:
S{1} + S0,ct {1} = λ
∫
ddx
(
e(∆+−2∆−)r
1
3(∆+ − 2∆−)φ
3
{0}(∆−)
+ . . .
+ e−∆−r
1
∆+ − 2∆−φ
2
{0}(∆−)
φ{0}(∆+) + . . .
)
.
(29)
In this expression the dots represent terms involving powers of the box . Such terms
are actually rather unimportant for our analysis. This is because they sit at powers of
exp(−n∆− − m∆+ − 2kr) for nonzero positive k and (provided there are no logarithmic
terms) these powers do not mix with the terms with k = 0. This shows that the terms
involving boxes cannot contribute, for example, to the one-point function, and can also be
more or less ignored for the discussion below. We will therefore often not write such terms
explicitly and rather use dots to indicate that we omitted them.
A remarkable property of (29) is that the nonlocally determined part φ{0}(∆+) appears
explicitly in the divergent part of the action. This may seem worrying, since non-local
divergences may require non-local counterterms and such counterterms generally spoil the
predictability of the theory. Although we may expect such non-local divergences for finite
values of the source φ{0}(∆−), we certainly do not expect them while treating the sources
infinitesimally as we do here.
However the AdS/CFT dictionary is slightly more subtle than the above reasoning
suggests and the fact that the divergences are non-local when expressed in terms of φ{0}(∆−)
is in itself not problematic. This is because the proper boundary data for a finite cutoff is
the field Φ and not φ{0}(∆−). To zeroth order in λ, the relation between Φ and φ{0}(∆−) is
locally determined to order exp(−∆+r) in the radial expansion. However to first order in
λ this local relation is spoiled already at order exp(−(∆+ + ∆−)r) by the appearance of
the nonlocal term φ{1}(∆++∆−) in (23). As long as ∆− < 0, so as long as the operator is
irrelevant, this new nonlocal term is more leading than the old one. It is then not surprising
that (at order λ) a divergence which may be local in Φ appears non-local when expressed in
terms of φ{0}(∆−). The proper method is therefore to express the divergences first in terms
of Φ and only then assess whether they are local or not.
For the case at hand we find that the non-local divergence is actually cancelled by the
leading counterterm. This occurs as follows. We first use the relation (15) between the
source φ{0}(∆−) which we recall takes the form:
φ{0}(∆−) = e
∆−rΦ+ . . . , (30)
where the dots involve terms with boxes as well as higher order terms in λ which are all
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unimportant to us here. The leading divergence in (29) therefore requires a counterterm of
the form:
S1,ct = −λ
∫
ddx
√
γ
( 1
3(∆+ − 2∆−)Φ
3 + . . .
)
, (31)
where the dots represent the terms involving boxes which cancel similar divergences in (29).
Now, upon substitution of the radial expansion for Φ (and keeping only the terms to first
order in λ), we find that this counterterm precisely cancels also the ‘non-local’ divergence
on the second line of (29). Therefore, the combined divergence in (29) was in fact local
when expressed in terms of Φ and therefore not problematic.
We have verified using Mathematica that a similar cancellation occurs for many sub-
leading ‘pseudo-non-local’ divergences involving up to four boxes which we represented by
the dots in equation (29). For example, the second counterterm in S1,ct, which actually
takes the form:
λ
∫
ddx
√
γ
Φ2γΦ
(2 + ∆− −∆+)(2∆− −∆+)(2 + 2∆− −∆+) (32)
cancels both the local term of order exp(−(2∆−−∆++2)r) and the pseudo-non-local term
of order exp(−(∆−+2)r) in the radial expansion of S{1}+S0,ct {1}. To first order in λ, then,
it is natural to claim that all divergences can be cancelled with counterterms which are local
in Φ. This would be in agreement with the locality of the divergences on the field theory
side, but unfortunately we were unable to completely prove this result. A full demonstration
can presumably be obtained by a suitable modification of the radial Hamiltonian approach
to holographic renormalization which was worked out in detail in [13].
As a sidenote, let us remark that one crucial feature of this radial Hamiltonian approach
is to replace the radial derivative by a covariant functional differentiation operator which
approximates the radial derivative near the boundary. In our case, however, the asymptotic
behavior of Φ is modified to each order in λ and this requires corresponding perturba-
tive adjustments to any functional differentiation operator which asymptotes to the radial
derivative. This considerably complicates the usual analysis, especially when one attempts
to demonstrate the general statements of the previous paragraph.
2.2.3 One-point function
The first-order variation of the renormalized on-shell action now takes the form:
δ(S + S0,ct + S1,ct) =
∫
ddx
√
γ(Φ˙ + ∆−Φ− λ
∆+ − 2∆−Φ
2 + . . .)δΦ . (33)
The term in parentheses is an extension of the renormalized conjugate momentum Πr defined
in (18) to include the variation of the counterterms at first order in λ. In this case the leading
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term in its radial expansion is however not directly related to the one-point function. Indeed,
we find that
Φ˙ + ∆−Φ− λ
∆+ − 2∆−Φ
2 + . . . = (∆− −∆+)(φ{0}(∆+) + φ{1}(∆+))e−∆+r
− 2λf(2∆−)(∆− −∆+)φ{0}(∆−)φ{0}(∆+)e−(∆−+∆+)r + . . . ,
(34)
which has an unwanted divergent term of order exp(−(∆+ + ∆−)r). However in (33) this
term gets multiplied by δΦ, which is given by
δΦ = (2λf(2∆−)φ{0}(∆−)e
−∆−r + 1 + . . .)δφ{0}(∆−)e
−∆−r , (35)
as follows directly from (23). Combining the above two equations we eventually find that
the unwanted term precisely cancels and we obtain the finite first-order variation:
δ(S + S0,ct + S1,ct) =
∫
ddx(∆− −∆+)(φ{0}(∆+) + φ{1}(∆+))δφ{0}(∆−) . (36)
The one-point function is therefore again just (∆− −∆+) times the normalizable mode,
〈O〉 = (∆− −∆+)(φ{0}(∆+) + φ{1}(∆+)) , (37)
which is the familiar result. (We refer to [11] for an explanation of the fact that (37), or
more precisely the all-orders extension 〈O〉 = (∆− −∆+)φ(∆+), leads to the usual Witten
diagram expression for three- and higher-point functions.)
Notice that in almost all currently known examples of holography the relation between
the source and the bulk field always takes a simple form like (20), so the source φ{0}(∆−) is
always the leading term in the radial expansion of the field Φ. For irrelevant operators this
no longer has to be the case since we see explicitly from (35) that the relation between the
field and the source becomes more involved. Comparing (34) with (19) we find that this
also has repercussions on the relation between the renormalized conjugate momentum and
the one-point function which is given by φ{0}(∆+).
2.3 Second-order correction
At second order in λ we should formally start taking into account the backreaction onto
the metric of the scalar field, at least within any string theory context where all coupling
constants are (generically) of the same order. However we expect that a more complete
analysis which includes the other supergravity fields will not significantly alter the procedure
of holographic renormalization. As we announced in the introduction, we will therefore
continue to set to zero all the other fields. Within this setting the second-order correction
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in λ follows largely the analysis of the first-order correction. We will therefore be rather
brief in this subsection and omit most of the details.
First of all, from the third line in (7), we find the asymptotic solution to the equation
of motion at second order in λ:
Φ{2} = e
−3∆−r(φ{2}(3∆−) + e
−2rφ{2}(3∆−+2) + . . .)
+ e−(2∆−+∆+)r(φ{2}(2∆−+∆+) + . . .)
+ e−∆+r(φ{2}(∆+) + . . .)
+ e−(∆−+2∆+)r(φ{2}(∆−+2∆+) + . . .)
+ e−2∆+r(φ{2}(2∆+) + . . .)
+ e−3∆+r(φ{2}(3∆+) + . . .) ,
(38)
where we ordered the terms from larger to smaller powers of er for ∆− < 0 and the
dots represent subleading terms with boxes. We again set to zero a possible higher-order
correction to the source, which would be a term exp(−∆−r)φ{2}(∆−). In this expansion,
all the coefficients except for φ{2}(∆+) can be (recursively) determined by an asymptotic
analysis in terms of those entering in Φ{0} and Φ{1}, and therefore eventually in terms of
φ{0}(∆±) and φ{1}(∆+). For example, we find for the leading term:
φ{2}(3∆−) = 2λ
2f(3∆−)f(2∆−)φ
3
{0}(∆−)
. (39)
The exceptional term φ{2}(∆+) of course will eventually become the higher-order correction
to the one-point function.
The divergences in the on-shell action now take the form:
S{2} + S0,ct {2} + S1,ct {2} = λ
2
∫
ddx
(
e(∆+−3∆−)r
φ4{0}(∆−)
2(3∆− −∆+)(2∆− −∆+)2 + . . .
+ e−2∆−r
2φ3{0}(∆−)φ{0}(∆+)
(3∆− −∆+)(2∆− −∆+)2 + . . .
)
,
(40)
where the dots again represent terms involving powers of boxes. Notice that the structure
of the divergence is very similar to (29). The next possible subleading term without boxes
is proportional to φ2{0}(∆−)φ
2
{0}(∆+)
exp(−(∆−+∆+)r) and therefore convergent as r →∞.
To find the first counterterm it suffices again to use the leading-order inversion (15) and
the counterterm which cancels the leading divergence is then found to be:
S2,ct = −λ2
∫
ddx
√
γ
( Φ4
2(3∆− −∆+)(2∆− −∆+)2 + . . .
)
. (41)
Again, this counterterm also cancels the pseudo-non-local term on the second line of (40)
and we have checked with Mathematica that a similar phenomenon occurs for the sublead-
ing counterterms involving up to two boxes. We again suppose that this cancellation is
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systematic, thus extending our claim of the previous section to second order in λ. (Notice
that in the next subsection we will conclude that not all divergences involving φ{0}(∆+) are
pseudo-non-local.)
The one-point function is obtained by expanding δS to second order in λ. The relation
between the source φ{0}(∆−) and the field Φ is now given by:
δΦ =
(
6λ2f(3∆−)f(2∆−)φ
2
{0}(∆−)
e−2∆−r
+ 2λf(2∆−)φ{0}(∆−)e
−∆−r + 1 + . . .
)
δφ{0}(∆−)e
−∆−r ,
(42)
which follows from (35), (38) and (39). Just as in equation (34), we find similar terms in
the expression for the extension of the renormalized conjugate momentum to second order
in λ which precisely cancel the two leading terms in (42). The total variation of the action
to second order in λ then again takes the simple and finite form:
δ(S+S0,ct+S1,ct+S2,ct) =
∫
ddx(∆−−∆+)(φ{0}(∆+)+φ{1}(∆+)+φ{2}(∆+))δφ{0}(∆−) (43)
and the renormalized one-point function up to this order finally becomes
〈O〉 = (∆− −∆+)(φ{0}(∆+) + φ{1}(∆+) + φ{2}(∆+)) , (44)
again as expected.
2.4 Third-order correction
We will now consider the third-order correction where we will see that extra complications
arise and the variational principle has to be modified to include also the variation of the
conjugate momentum Φ˙ at the boundary.
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2.4.1 Structure of the asymptotic solution
The third-order correction to the solution of the equation of motion takes a rather compli-
cated form:
Φ{3} = e
−4∆−r(φ{3}(4∆−) + e
−2rφ{3}(4∆−+2) + . . .)
+ e−(3∆−+∆+)r(φ{3}(3∆−+∆+) + . . .)
+ e−(2∆−+∆+)r(φ{3}(2∆−+∆+) + . . .)
+ e−(2∆−+2∆+)r(φ{3}(2∆−+2∆+) + . . .)
+ e−(∆−+2∆+)r(φ{3}(∆−+2∆+) + . . .)
+ e−(∆−+3∆+)r(φ{3}(∆−+3∆+) + . . .)
+ e−∆+r(φ{3}(∆+) + . . .)
+ e−2∆+r(φ{3}(2∆+) + . . .)
+ e−3∆+r(φ{3}(3∆+) + . . .)
+ e−4∆+r(φ{3}(4∆+) + . . .) .
(45)
Notice that we again set to zero a possible higher-order correction to the source, which would
be a term exp(−∆−r)φ{3}(∆−). In this expansion, all the coefficients except for φ{3}(∆+) can
be determined by the asymptotic analysis in terms of those entering in Φ{0}, Φ{1} and Φ{2}
and so eventually in terms of φ{0}(∆±), φ{1}(∆+) and φ{2}(∆+). The exceptional non-locally
determined term φ{3}(∆+) will again eventually become the higher-order correction to the
one-point function.
We find for the leading coefficient:
φ{3}(4∆−) = λ
3f(4∆−)[f(2∆−)
2 + 4f(3∆−)f(2∆−)]φ
4
{0}(∆−)
(46)
and for the first subleading term not involving boxes:
φ{3}(3∆−+∆+) = λ
3c3,1φ
3
{0}(∆−)
φ{0}(∆+) , (47)
with
c3,1 = 4f(3∆− +∆+)
(
2f(2∆− +∆+)f(∆− +∆+) + f(2∆−)[f(3∆−)
+ f(2∆− +∆+) + f(∆− +∆+)]
)
=
4 (9∆− −∆+)
3∆2−∆+
(
12∆4− + 8∆
3
−∆+ − 7∆2−∆2+ − 2∆−∆3+ +∆4+
) .
(48)
Notice that φ{3}(3∆−+∆+) involves the nonlocally determined term φ{0}(∆+) and for 3∆− +
∆+ < ∆−, so for ∆ > 2d, this term is more leading than the source term φ{0}(∆−).
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Therefore, the asymptotic relation between the field Φ and the source term φ{0}(∆−) will
at this order involve φ{0}(∆+) and therefore become non-local. As we shall see below, the
holographic renormalization procedure will resolve this issue by an appropriate modification
of the variational principle which will ensure precisely that φ{0}(∆−) remains the correct
source term also at this order.
2.4.2 Renormalization of the on-shell action
In the on-shell action we now find the following divergent terms:
S{3} + S0,ct {3} + S1,ct {3} + S2,ct {3} =
− 2λ3
∫
ddx
( 1
(2∆− −∆+) 3
(
12∆2− − 7∆−∆+ +∆2+
)φ5{0}(∆−)e(−4∆−+∆+)r
+
5
(2∆− −∆+) 3
(
12∆2− − 7∆−∆+ +∆2+
)φ4{0}(∆−)φ{0}(∆+)e(−3∆−+∆+)r
−
(
10∆3− − 63∆2−∆+ + 26∆−∆2+ − 3∆3+
)
3∆3− (2∆− −∆+) 3
(
6∆2− +∆−∆+ −∆2+
)φ3{0}(∆−)φ2{0}(∆+)e−(2∆−+∆+)r + . . .
)
. (49)
We again omitted the terms involving boxes. Notice that the last term is only divergent
when 2∆− +∆+ < 0, that is when:
∆ > 2d , (50)
which we will henceforth assume to be the case.
As before, to cancel the leading divergence we need the relation (15) which says that to
leading order in both λ and the radial expansion:
φ{0}(∆−) = e
∆−rΦ+ . . . (51)
The counterterm cancelling the leading divergence is therefore:
S3,ct = 2λ
3
∫
ddx
√
γ
Φ5
(2∆− −∆+) 3
(
12∆2− − 7∆−∆+ +∆2+
) + . . . (52)
and this counterterm again also happens to cancel the divergence on the second line of (49)
which was therefore only pseudo-non-local. However after adding this counterterm we find
that the other non-local divergence remains:
S{3} + S0,ct {3} + S1,ct {3} + S2,ct {3} + S3,ct {3} =
λ3
∫
ddx c3,2φ
3
{0}(∆−)
φ2{0}(∆+)e
−(2∆−+∆+)r + . . .
(53)
whose coefficient is now modified to:
c3,2 =
2 (∆− −∆+) 2
(
100∆2− − 32∆−∆+ + 3∆2+
)
3∆3− (2∆− −∆+) 3
(
24∆3− − 2∆2−∆+ − 5∆−∆2+ +∆3+
) . (54)
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Similar subleading divergences remain if we add the counterterms involving boxes to cancel
divergences of the symbolic form kφ5{0}(∆−): although the counterterms with boxes again
happen to cancel divergences of the form kφ4{0}(∆−)φ{0}(∆+), just as they did for lower
orders in λ, they do not cancel the possibly divergent terms of the form kφ3{0}(∆−)φ
2
{0}(∆+)
.
As we discussed when we computed the first-order correction, the counterterms involving
boxes will also never mix with or change the divergence (53).
It follows that we need a new counterterm to cancel the divergence in (53). As always,
in order to find it we have to write the divergence in terms of the induced fields by inverting
the asymptotic relation between the fields and the boundary sources. Since the divergence
already has an overall factor λ3, it suffices to perform this inversion to order λ0. The
divergence in (53) however involves the non-locally determined term φ{0}(∆+) and we cannot
use (15) as we did for all the counterterms so far. Rather, to express φ{0}(∆+) in terms of
the boundary fields we need the radial momentum Φ˙. Indeed, the only possibility is to use:
φ{0}(∆+) =
e∆+r
∆− −∆+ (Φ˙ + ∆−Φ+ . . .) ≡
e∆+r
∆− −∆+Πr + . . . , (55)
where the dots represent terms of the form kγΦ which subtract the terms of the form

k
0φ
k
{0}(∆−)
from the expansion (10). The expression in parentheses is precisely the renor-
malized conjugate momentum defined in (18). From its definition we see that it is a covariant
function of the field Φ and the bare conjugate momentum Φ˙. Using Πr we directly find that
the extra counterterm has the form:
S˜3,ct = − λ
3
(∆− −∆+)2
∫
ddx
√
γ(c3,2Φ
3Π2r + . . .) , (56)
where again the dots represent the terms involving boxes. The counterterm (56) is certainly
a non-local function of the boundary data Φ, indicative of a more fundamental phenomenon
than the pseudo-non-local terms we found at first and second order.
Despite its non-local nature, the appearance of (56) is completely compatible with the
field theory analysis. Namely, by power counting this is precisely the order at which multi-
trace counterterms should become necessary and according to the standard multi-trace
results of [18, 19, 20, 21, 22, 23] this is implemented holographically by the addition of
non-local boundary terms of the form (56) in the bulk theory.
The power counting in the field theory is done as follows. We consider switching on a
nonzero source t(x) for a scalar operator O of the form∫
ddx t(x)O(x) . (57)
Generally, in order to render the partition function finite one needs to supplement this
deformation with all possible counterterms of dimension less than d that are compatible with
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the remaining symmetries. If the operatorO has dimension ∆ then t(x) has dimension d−∆.
The dimension of t(x) is therefore negative for irrelevant operators and we can construct
counterterms with operators of arbitrarily high dimension by compensating with a large
number of sources: this is the usual phenomenon of non-renormalizibility which forces us to
work perturbatively in t(x). At order t(x)2, such counterterms for example take the form:
Λ∆−2k−d
∫
ddx t(x)2kO (58)
for all k < (∆ − d)/2, or a logarithmic counterterm when equality holds. We in general
may also find counterterms involving many other operators when operator mixing occurs.
In particular, if O mixes with the identity operator we find additive counterterms of the
form:
Λ2∆−2k−d
∫
ddx t(x)kt(x) . (59)
A logarithmic counterterm of a similar form occurs whenever ∆ = k + d/2 (which is in
fact precisely the counterterm that leads to the usual nontrivial conformal anomaly for the
two-point function of such operators in a CFT).
Let us now consider the multi-trace operator O2(x) and more particularly the countert-
erm: ∫
ddx tk(x)O2(x) , (60)
with k an integer whose lowest possible value is determined as follows. To leading order
O2(x) has scaling dimension 2∆. In order to obtain a counterterm of dimension less than
d, we need k(d−∆) + 2∆ < d. Assuming that ∆ > d we find that:
k >
2∆− d
∆− d . (61)
The right-hand side is a monotonically decreasing function of ∆ which for large ∆ tends
to 2 from above. The lowest possible value for the integer k is therefore k = 3 and then
the integrand in (60) has dimension less than d for all ∆ > 2d. We thus conclude that
this counterterm can only be important when we expand the partition function to at least
third order in t(x). However at order t(x)3 this counterterm merely results in the vacuum
expectation value of O2(x) which vanishes in our background. The contribution at order
t(x)4 multiplies the two-point function 〈O2(x)O(y)〉 which also vanishes as the operators
have different dimensions. The lowest order at which this counterterm may be observed is
therefore in the renormalization of the five-point function and this precisely matches the
result from the bulk theory.
Indeed, by an analogous power-counting argument in the bulk theory one finds that
counterterms involving Πr arise precisely at order k as predicted by (61). To see this, notice
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that such a divergence has the form λkφk{0}(∆−)φ
2
{0}(∆+)
and therefore has a power exp(−[(k−
2)∆− + ∆+]r) which becomes positive precisely when (61) is satisfied. Furthermore, in
agreement with the above argument it becomes relevant at the level of the (k + 2)-point
function. In particular, by assuming (50) we obtained such a counterterm in the bulk theory
precisely at the level of the five-point function.
The counterterms like (60), which we deem as non-local in the gravity theory, are there-
fore interpreted as local multi-trace counterterms in the field theory. In the gravity theory
the usual renormalization prescription gets modified: we should not merely look for coun-
terterms which are local expresssions of the boundary data Φ, but upon the appearance of
truly non-local divergences we should rather admit the insertion of counterterms involving
the (renormalized) conjugate momentum Πr as well. The locality of the field theory coun-
terterms is then more precisely translated into the locality of the counterterm action as a
function of Φ and Πr rather than as a function of Φ alone. Notice however that multi-
trace counterterms are always at least quadratic in Πr and a term linear in Πr is therefore
excluded from appearing in the counterterm action.
The addition of the counterterm (56) changes the variational principle. Correspondingly,
we find for the first variation of the on-shell action that:
δ(S + S0,ct + S1,ct + S2,ct + S3,ct + S˜3,ct) =
∫
ddx
√
γ
(
Φ˙δΦ+
3∑
k=1
δSk,ct − λ
3
(∆− −∆+)2 c3,2(3Φ
2Π2rδΦ + 2Φ
3ΠrδΠr) + . . .
)
,
(62)
with the dots representing the terms involving boxes in S˜3,ct.
As we mentioned below (48), the fact that a change in the variational principle was
necessary already demonstrated itself in the relation between Φ and the source φ{0}(∆−).
Indeed, to this order in λ we find that:
δΦ =
(
16λ3f(4∆−)[f(2∆−)
2 + 4f(3∆−)f(2∆−)]φ
3
{0}(∆−)
e−3∆−r
+ 3λ3c3,1φ
2
{0}(∆−)
φ{0}(∆+)e
−(2∆−+∆+)r + 6λ2f(3∆−)f(2∆−)φ
2
{0}(∆−)
e−2∆−r
+ 2f(2∆−)λφ{0}(∆−)e
−∆−r + 1 + . . .
)
δφ{0}(∆−)e
−∆−r
+
(
λ3c3,1φ
3
{0}(∆−)
e−3∆−r + . . .
)
δφ{0}(∆+)e
−∆+r .
(63)
where the last term is the non-local and unwanted term. However, upon substitution of
(63) and all the other radial expansions in the total variation (62), we find that all the
terms which multiply δφ{0}(∆+) conspire to give zero in the r → ∞ limit. The proper
source is therefore still φ{0}(∆−), precisely because of the extra boundary terms involving
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the conjugate momentum. (Notice that also in AlAdS spacetimes there is an interesting
relation between the counterterms and the variational principle, see [24, 25].)
For the variation of the total action (62) we then again obtain a simple and finite
expression:
∫
ddx(∆− −∆+)(φ{0}(∆+) + φ{1}(∆+) + φ{2}(∆+) + φ{3}(∆+))δφ{0}(∆−) . (64)
The renormalized one-point function up to this order therefore becomes:
〈O〉 = (∆− −∆+)(φ{0}(∆+) + φ{1}(∆+) + φ{2}(∆+) + φ{3}(∆+)) . (65)
Just as at lower orders in λ, this again reflects the known result that the one-point function
to all orders in the sources should be given by (∆−−∆+) times φ(∆+), at least up to contact
terms which may arise in the presence of logarithmic divergences.
Finally, we expect that the general structure exhibited here will persist to higher orders
in λ. In particular, we will at a certain order encounter triple-trace counterterms and so on.
However we also expect that we will never need any counterterms linear in the conjugate
momentum, since such counterterms cannot be matched to any local counterterms in the
field theory.
3 Coupling to gravity
In this section we consider the holographic renormalization of a free massive scalar field
in a general AlAdS background metric. We suppose that the background metric satisfies
the vacuum Einstein equations with a negative cosmological constant but we leave it oth-
erwise unspecified. In particular, in our viewpoint the bulk metric is always dynamical and
the boundary metric is therefore kept arbitrary. We are then effectively renormalizing the
partition function to all orders in the boundary metric and consequently we are renormal-
izing correlation functions with an arbitrary number of insertions of the energy-momentum
tensor. We will in contrast only be working to second order in the scalar field sources, so
our results apply only to correlation functions with at most two scalar operators. Notice
that, just like in the previous section, we will not compute any of these correlation functions
exactly but rather consider their (holographic) renormalization properties only.
With this setup we expect to capture the following generic class of divergences. In a
conformal field theory the renormalization of the two-point function of a scalar operator O
is intricately linked with the singular terms in the OO operator product expansion, since
these are precisely the terms which need to be regularized and renormalized in order to make
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the correlation function well-defined also at contact points. Now, for any operator O with
a non-zero scaling dimension we should encounter the energy-momentum tensor in the OO
OPE, since the associated three-point function has to be non-vanishing, and furthermore
the coefficient is singular precisely for irrelevant operators. The generality of this statement
makes it worthwhile to investigate the associated (holographic) renormalization process in
some detail.
In this section we will demonstrate that the holographic renormalization procedure for
an arbitrary AlAdS background will be more involved than in the previous section where the
background was just AdS in Poincare´ coordinates. In particular, we will demonstrate that
it becomes necessary to take into account the first-order backreaction. Once this is properly
done the counterterms take the expected form: they are either completely local functionals
of the boundary fields themselves or at least quadratic in the conjugate momentum. The
latter counterterms are again interpreted as corresponding to multi-trace counterterms in
the field theory.
3.1 Setup
We work in Euclidean signature. The bare action for our system is:
S =
1
2κ2
∫
dd+1x
√
G(−R+2Λ)+ 1
2
∫
dd+1x
√
G(∂µΦ∂
µΦ+m2Φ2)− 1
κ2
∫
ddx
√
γK , (66)
where κ2 = 8piGN . Notice that we again use γij to denote the metric on slices of constant
r. Our conventions for the curvatures are:
R σµνρ = ∂νΓ
σ
µρ + Γ
λ
µρΓ
σ
νλ − (µ↔ ν), Rµρ = R σµσρ . (67)
The equations of motion are given by:
Rµν − 1
2
RGµν + ΛGµν = 2κ
2Tµν
Tµν =
1
2
∂µΦ∂νΦ− 1
4
Gµν(∂ρΦ∂
ρΦ+m2Φ2)
GΦ−m2Φ = 0 .
(68)
We will henceforth set the AdS radius to 1, which amounts to setting Λ = −d(d− 1)/2. We
work in Gaussian normal coordinates with respect to slices of constant radial coordinate r.
The metric therefore takes the form:
Gµνdx
µdxν = dr2 + γijdx
idxj (69)
and the extrinsic curvature of a slice of constant r is in our conventions given by:
Kij =
1
2
γ˙ij , (70)
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where the dot denotes a radial derivative. For later convenience we also introduce:
Π = Φ˙ (71)
and
∆ =
1
2
(d+
√
4m2 + d2) ∆(∆− d) = m2 . (72)
The equations of motion can now be rewritten as:
∂rK
i
j +KK
i
j −Rij[γ]− δij
(
d− κ2∆(∆− d)
d− 1 Φ
2
)
+ κ2∂jΦ∂
iΦ = 0
KjiK
i
j +R[γ]−K2 + d(d− 1) + κ2(Π2 − ∂kΦ∂kΦ−∆(∆− d)Φ2) = 0
∇jKji −∇iK − κ2Π∂iΦ = 0
Π˙ +KΠ+γΦ−∆(∆− d)Φ = 0 ,
(73)
where covariant derivatives, curvatures Rij and raised indices are all defined using the d-
dimensional metric γij .
We regard the scalar field as a small perturbation on top of a background metric Gµν
which satisfies the vacuum Einstein equations. In the next subsection we first discuss the
asymptotic form of the background solution and the corresponding holographic renormal-
ization. Afterwards we consider the scalar field fluctuation and the backreaction onto the
metric.
3.2 Holographic renormalization for Einstein gravity
As we mentioned in the introduction to this section, we take the background metric Gµν
to be of AlAdS form. This implies that γij near the conformal boundary r →∞ takes the
form:
γij = e
2rg(0)ij + . . . (74)
with g(0)ij a non-degenerate boundary metric which sources the boundary energy-momentum
tensor. (See [26] for a brief review on AlAdS spacetimes.) Also, here and below the dots
denote terms which are subleading in the large r limit. For pure Einstein gravity we find
the radial expansion to be:
γij = e
2r
(
g(0)ij + e
−2rg(2)ij + . . . + e
−dr(rg˜(d)ij + g(d)ij) + . . .
)
. (75)
As for the scalar field, the terms g(2)ij until g(d−2)ij as well as g˜(d)ij are local functions of
the source g(0)ij . Actually, in odd boundary dimensions as well as in d = 2 one finds that
g˜(d)ij = 0. The term g(d)ij is similar to φ(∆+) in the scalar field theory example, since it is
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fixed only by demanding regularity in the interior and then it is non-locally determined in
terms of the source g(0)ij . It will again define the non-local part of the one-point function
of the dual operator, so in this case of the energy-momentum tensor.
Upon substitution of the asymptotic solution into the bare on-shell Einstein-Hilbert
action (plus the Gibbons-Hawking boundary term) one finds divergences which need renor-
malization. As explained in [13], this renormalization is more conveniently done at the level
of the first-order variation of the action rather than at the level of the action itself. To
illustrate this, consider the first variation of the on-shell gravity action:
δS =
1
2κ2
∫ √
γ(Kij −Kγij)δγij , (76)
where in the Fefferman-Graham coordinate the extrinsic curvature is given in (70). Notice
that (74) implies that:
Kij = γij + . . . (77)
Subsituting this into (76) we find that the leading term has a divergence of order exp(dr).
We also immediately see that we can subtract this divergence by defining a counterterm
which satisfies:
δSct = − 1
2κ2
∫
ddx
√
γ(1− d)γijδγij + . . . (78)
since adding this variation precisely cancels the leading divergence in (76). Although one
may integrate (78) back to find the leading counterterm (it is given by 1κ2 (d− 1)
∫
ddx
√
γ),
in practice this integration is never necessary since the one-point function in the presence of
sources contains all the necessary information to compute higher-point correlation functions.
To compute the subleading counterterms for the background solution we follow the
procedure of [13]. We begin by writing out the vacuum Einstein equations which we assumed
are satisfied by our solution. They are obtained by setting Φ = 0 in (73) and take the form:
∂rK
i
j +KK
i
j −Rij[γ]− dδij = 0
∇jKji −∇iK = 0
KjiK
i
j +R[γ]−K2 + d(d− 1) = 0 .
(79)
The radial derivative acting on Kij can be written in terms of a functional derivative, since
at least asymptotically all the radial dependence of Kij resides in its functional dependence
on the metric γij . We may therefore use:
∂rK
i
j [γij ] =
∫
ddx γ˙kl
δ
δγkl
Kij = 2
∫
ddxKkl
δ
δγkl
Kij . (80)
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Upon substitution of (77) we then see that up to subleading terms the radial derivative is
equal to the dilatation operator which is defined as:
δD ≡ 2
∫
ddx γij
δ
δγij
. (81)
Now, rather than organizing the divergences in eigenfunctions of the radial derivative (i.e.
powers of exp(r)), it is more convenient to organize them in eigenfunctions of the dilatation
operator since the latter is a covariant operator on the slices of constant r. We therefore
expand:
Kji = K
j
(0)i +K
j
(2)i +K
j
(4)i + . . . , (82)
where by definition:
δDK
j
(s)i = −sK
j
(s)i . (83)
(We assume here an absence of logarithmic terms, see [13] for these cases.) To compute
the various terms in (82) we use the equations of motion (79) but with the radial derivative
rewritten as a functional derivative using (80). Upon substitution of the expansion (82) and
collecting terms of equal dilatation weight we can recursively determine the various Kj(s)i.
To zeroth order we for example find that:
δDK
i
(0)j +K(0)K
i
(0)j − dδji = 0
∇jKj(0)i −∇iK(0) = 0
Kj(0)iK
i
(0)j −K2(0) + d(d− 1) = 0
(84)
and these equations are indeed satisfied for
Ki(0)j = δ
i
j , (85)
which is in agreement with the leading-order behavior we already found in (77). At the first
subleading order we then find that the equations reduce to:
δDK
i
(2)j + dK
i
(2)j +K(2)δ
i
(0)j −Rij [γ] = 0
∇jKj(2)i −∇iK(2) = 0
2K(2) +R[γ]− 2dK(2) = 0 ,
(86)
where we used (85). These equations then determine:
K(2) =
R[γ]
2(d− 1) (d− 2)K
i
(2)j = R
i
j [γ]−
R[γ]δij
2(d− 1) ∇jK
j
(2)i =
∇iR[γ]
2(d − 1) . (87)
Notice that for d 6= 2 we find that Ki(2)j is completely determined whereas for d = 2 the
middle equation is trivially satisfied since for a two-dimensional metric Rij =
1
2Rγij. More
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generally, this iterative procedure determines all the Ki(s)j for 0 ≤ s < d but will fail to
completely determine Ki(d)j . This is the covariant analogue of the fact that g(d)ij is left
undetermined by the asymptotic analysis. However the trace and divergence of Ki(d)j are
always locally determined, just as in (87) for Ki(2)j in d = 2. These will eventually lead to
the diffeomorphism and conformal Ward identities in the dual field theory.
Finally, at the second subleading order we may also determine:
K(4) =
1
2(d − 1)(K
i
(2)jK
j
(2)i −K2(2)) (88)
and we will not need the other components of Ki(4)j in what follows so we refer to [13] for
the exact expression.
Let us now turn to the counterterm action. It is defined implicitly by the formula:
δSct = − 1
2κ2
∫
ddx
√
γ
∑
0≤s<d
(Kij(s) −K(s)γij)δγij (89)
and as we mentioned above we do not need to compute it explicitly. Rather, it suffices to
note that since all the terms K(s)ij with 0 ≤ s < d are locally determined functions of γij ,
this procedure indeed leads to a local and covariant counterterm action. (In d = 2 there is
an extra logarithmic counterterm which is a topological invariant and therefore cannot be
determined in this way. It however does not enter in the one-point function either.)
From (76) and (89) we see directly that the first variation of the renormalized action
takes the form:
δ(S + Sct) =
1
2κ2
∫
ddx
√
γ(Kij
(d)
−K(d)γij + . . .)δγij (90)
where, by using the asymptotic relation between the dilatation operator and the radial
derivative, we find that the radial expansion of K(d)ij = γikK
k
(d)j begins with a term of
order exp((2− d)r). In fact, an explicit computation reveals that [27]:
K(d)ij = e
(2−d)r(−d
2
g(d)ij + (local) + . . .) , (91)
where we indicated with (local) a certain local function of g(0)ij which appears at the same
order in the radial expansion and the dots indicate again subleading terms which vanish as
r → ∞. Upon substitution of (74) and (91) in (90) one then finds that the first variation
of the renormalized on-shell action is precisely finite,
lim
r→∞
δ(S + Sct) = − d
4κ2
∫
ddx
√
g(0)(g
ij
(d) + (local))δg(0)ij . (92)
The one-point function of the energy-momentum tensor is then given by:
〈T ij〉 = − 2√
g(0)
δ
δg(0)ij
S =
d
2κ2
gij
(d)
+ (local) . (93)
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By virtue of the equations satisfied for the trace and divergence of K(d)ij , one finds that
〈T ij〉 satisfies precisely the expected diffeomorphism and conformal Ward identities [13].
3.3 Scalar field solution
Let us now consider the holographic renormalization for a free massive scalar field Φ in the
above AlAdS background. To determine the divergences we will follow the same functional
approach as in the previous subsection.
The first step is to consider the equation of motion satisfied by the scalar field Φ.
Since we regard Φ as a small perturbation it satisfies the Klein-Gordon equation on a fixed
background. The Klein-Gordon equation in our coordinate system was given as the last
equation in (73) and we repeat here that it takes the form:
Π˙ +KΠ+γΦ−∆(∆− d)Φ = 0 , (94)
where K is the trace of the extrinsic curvature and we recall that Π = Φ˙. Just as for the
extrinsic curvature Kji in the previous subsection, we may again observe that Π at a slice
of constant r should be completely determined in terms of the boundary fields Φ and γij .
Its radial derivative is therefore now given by:
∂rΠ =
∫
ddx 2Kij
δ
δγij
Π+
∫
ddxΠ
δ
δΦ
Π . (95)
As in section 2, the asymptotic solution to the equation of motion is easily found to be:
Φ = e(∆−d)r(φ(0) + . . .+ e
−(2∆−d)rφ(2∆−d) + . . .) . (96)
and therefore asymptotically:
Π = (∆− d)Φ + . . . (97)
The radial derivative is then again seen to be asymptotically equal to the dilatation operator
δD which is now defined as:
δD = 2
∫
ddx γij
δ
δγij
+ (∆− d)
∫
ddxΦ
δ
δΦ
. (98)
We again expand Π in terms of eigenfunctions of the dilatation operator:
Π = Π(0) +Π(2) +Π(4) + . . . , (99)
where by definition
δDΠ(s) = (∆− d− s)Π(s) . (100)
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Notice the extra shift of ∆− d between the label and the actual eigenvalue; this notation is
not conventional but will be convenient in what follows.
Plugging now (95), (99) and (82) into (94) and using (100) we may iteratively determine
Π(s) for s < 2∆ − d, just as for the coefficients Ki(s)j of the previous subsection. We find:
Π(0) = (∆− d)Φ
Π(2) =
−1
2∆− d− 2(γΦ+ (∆ − d)K(2)Φ)
Π(4) =
−1
2∆− d− 4
(
(∆ − d)ΦK(4) + 2
∫
ddxK(2)ij
δΠ(2)
δγij
− γΠ(2)
2∆− d− 2 +
3∆− d− 4
2∆− d− 2K(2)Π(2)
)
.
(101)
Substituting (87) for K(2) and (88) for K(4) we can work out the last expression. To this
end we also need:
δγRij[γ] =
1
2
(∇k∇iδγjk +∇k∇jδγik −∇k∇kδγij −∇i∇jγklδγkl)
δγγΦ = −(δγij)∇i∇jΦ− γkl(∇kδγlm − 1
2
∇mδγkl)∇mΦ
(102)
and we eventually find:
Π(4) =
−1
2∆− d− 4
( ∆− d
2(d − 1)ΦK
i
(2)jK
j
(2)i −
∆− d
8(d− 1)3ΦR
2
+
1
(2∆ − d− 2)2
[

2
γΦ+
∆− d
2(d− 1)γ(RΦ)−
(3∆ − d− 4)(∆ − d+ 1)
2(d − 1) RγΦ
+
2∆ − d− 2
2(d − 1) ∇kR∇
kΦ+ 2(2∆ − d− 2)Kij(2)∇i∇jΦ
])
. (103)
For d > 2 we may replace K(2)ij in (103) with the solution to the middle equation in (87).
However we will focus on d = 2 below. In this case K(2)ij is not locally determined in
terms of γij and therefore we kept K(2)ij arbitrary in equation (103). We did use the other
equations in (87) which determine its divergence and trace also for d = 2.
One may continue this expansion and find that all the conjugate momenta Π(s) for
s < 2∆−d are again locally determined in terms of Φ. However these terms generically also
depend on K(s−2)ij and for s ≥ d + 2 they are therefore non-locally determined in terms
of γij . We will not work out the detailed form of any more subleading terms here, since
the general procedure of dealing with such non-local divergences can be seen already at the
level of Π(4) by choosing d = 2.
The on-shell action for the scalar field takes the simple form:
S =
1
2
∫
ddx
√
γΠΦ . (104)
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By power-counting (and using the asymptotic relation between the radial derivative and
the dilatation operator) The divergent pieces in the on-shell action are given by:
Sdiv =
1
2
∫
ddx
√
γ
∑
0≤s<2∆−d
Π(s)Φ . (105)
One would be tempted to define (minus) this as the proper counterterm action, since it is
covariant and a local function of the field Φ. However this is not the correct counterterm
action because we have not yet incorporated the backreaction onto the metric. In the next
subsection we will explain why the backreaction necessarily has to be taken into account.
3.4 The first-order backreaction
In this subsection we consider the first-order backreaction onto the metric. We choose a
radial-axial gauge for the metric variation, so we set δGrr = δGri = 0. We then write:
γij → γij + δγij = γij + κ2σij , (106)
where the factor of κ2 is inserted for later convenience. From the linearization of the
equations of motion (73) we obtain that σij is quadratic in Φ and zeroth order in κ
2.
Consider now the variation in the on-shell renormalized action as a result of this change
in the metric. Since for any first-order variation the bulk term vanishes by the equation of
motion, the resulting change is precisely the boundary term given in (90) with δγij = κ
2σij,
so:
1
2
∫
ddx
√
γ(Kij(d) −K(d)γij +Kij(d+2) −K(d+2)γij + . . .)σij . (107)
This is a boundary term and therefore depends crucially on the asymptotic behavior of σij.
As in our scalar field example of section 2, the correct boundary condition for σij is dictated
by imposing that the boundary metric does not change, so by imposing that the term of
order exp(2r) in the radial expansion σij vanishes. We therefore write:
σij = . . .+ 0 e
2r + . . . (108)
If the term of order exp(2r) were the leading term in σij then we could ignore the back-
reaction, since the other terms in (107) conspire to be of total order exp(−2r) to leading
order. However, from the second equation in (73) one may deduce that the leading term in
σij has to be of order exp(2(∆ − d)r) and therefore more divergent than exp(2r) if ∆ > d.
For irrelevant operators there thus have to be leading terms in (108) and substitution into
(107) will then lead to new divergences if Kij(d) −K(d)γij is non-zero.
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The total bare action quadratic in the scalar field is given by:
Sbare =
1
2
∫
ddx
√
γ(Kij(d) −K(d)γij + . . .)σij +
1
2
∫
ddx
√
γΠΦ . (109)
Our perturbative expansion is in terms of the number of sources and in terms of Newton’s
constant. However the first term in (109) is of precisely the same order as the second as both
terms are second order in the number of sources and zeroth order in Newton’s constant.
We conclude that if the first term does not vanish as r → ∞, so if the dual operator is
irrelevant and the one-point function of the energy-momentum tensor is non-zero, then the
backreaction onto the metric cannot be ignored.
In the holographic renormalization literature the incorporation of the backreaction has
been investigated before. For example in [27] the authors considered the backreaction for
marginal and relevant operators and demonstrated how the Ward identities related to the
energy-momentum tensor receive the corrections which are expected by the presence of a
scalar source. In [28, 29] the holographic renormalization was performed by solving the
non-linear field equations but it was observed that the backreaction for relevant operators
could be ignored in certain cases where the equations asymptotically decouple. Finally, in
[30] the linearized equations did not decouple and in such cases one necessarily has to take
into account the backreaction, even at the linearized level and for relevant operators.
3.5 Computation of the backreaction
In this section we compute the first-order backreaction of the scalar field on the metric. We
henceforth set κ2 = 1 but the dependence on κ2 can be trivially reinstated. We denote the
variation of Kij by λij, so:
Kij → Kij + λij λij = 1
2
σ˙ij . (110)
Notice that this implies that:
Kji → Kji + λji − σjkKki
K → K + λ− σjiKij
∂rK
j
i → ∂rKji + ∂rλji − σjk∂rKki + 2Kki σlkKjl − 2Kki λjk ,
(111)
where λji = γ
jkλkj, λ = γ
ijλij and similarly all other indices will be raised using γij . We
also write:
Rij[γ]→ Rij [γ] +Xij , (112)
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where the linearized Ricci tensor Xij = δRij was already given in (102), of course now with
δγij = σij. We also write σ = γ
ijσij and X = γ
ijXij . With these notations the linearization
of the relevant equations of motion (73) becomes:
−2σkiKijKjk + 2λjiKij − 2λK +X − σijRji + 2KσjiKij +Π2 − ∂kΦ∂kΦ−∆(∆− d)Φ2 = 0
∂rλ
j
i − dσji + 2Kki σlkKjl − 2Kki λjk + (λ− σlkKkl )Kji (113)
+Kλji −Xji + ∂iΦ∂jΦ+ δji ∆(∆−d)d−1 Φ2 = 0
and we also need that:
λji =
1
2
∂rσ
j
i + σ
k
iK
j
k . (114)
Just as for Kij and Π, it will be most convenient to compute the backreaction σij as a
function of γij and Φ since this allows us to directly obtain a covariant expression. The
radial derivative on σji is then rewritten as:
∂rσ
j
i =
(∫
ddx2Kkl
δ
δγkl
+
∫
ddxΠ
δ
δΦ
)
σji (115)
and similarly for λji . We again organize the solution in eigenfunctions of the dilatation
operator which takes the same form as in (98). We write:
σji = σ
j
(0)i + σ
j
(2)i + σ
j
(4)i + . . .
λji = λ
j
(0)i + λ
j
(2)i + λ
j
(4)i + . . .
(116)
where by definition:
δDσ
j
(s)i = (2∆ − 2d− s)σj(s)i . (117)
It is then tedious but straightforward to work out the coefficients. To this end one first
replaces the radial derivative in both (113) and in (114) with the operator defined in (115).
The next step is to substitute the expansions (116) for σji and λ
j
i as well as the expansions
(82) and (99) for Kji and Π. Finally one collects the terms of equal dilatation weight and
solves for the various coefficients. In this way one obtains the traces:
σ(0) =
−d
2(d− 1)Φ
2 λ(0) =
−d(∆ − d+ 1)
2(d− 1) Φ
2 , (118)
from which one subsequently obtains that:
σj(0)i =
−1
2(d − 1)Φ
2δji λ
j
(0)i =
−(∆− d+ 1)
2(d− 1) Φ
2δji . (119)
At the first subleading order one finds again first the traces:
σ(2) =
1
2(d − 1)(∆ − d− 1)(2∆ − d− 2)
(
− 2ΦγΦ+ d− 2
2(d− 1)R[γ]Φ
2
)
λ(2) =
1
2(d − 1)(∆ − d− 1)(2∆ − d− 2)
(
dΦγΦ+
(d− 2)(∆ − d− 1)
2(d− 1) R[γ]Φ
2
)
+ (∆− d)σ(2) ,
(120)
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and the full coefficients are then given by:
λj(2)i =
1
2(d− 1)(2∆ − d− 2)
(
ΦγΦ+
∆− d
2(d− 1)R[γ]Φ
2
)
δji
+ (∆− d)σj(2)i −
1
2(d − 1)Φ
2Kj(2)i
σj(2)i =
−1
(∆− d− 1)(2∆ − d− 2)
(d2 − d∆− d+ 2
2(d− 1) K
j
(2)iΦ
2 +∇iΦ∇jΦ
− d− 2
4(d− 1)∇i∇
jΦ2 +
δji
2(d − 1)
[ ∆− d
2(d− 1)R[γ]Φ
2 + 2ΦγΦ− 1
2
γΦ
2
])
.
(121)
Notice that we again kept K(2)ij explicit in these expressions as we will shortly focus again
on the case where d = 2. In principle one may continue this computation of the backreaction
to any given order.
3.6 Renormalization including the backreaction
Let us now plug our asymptotic solution into the on-shell action (109). We again specialize
to d = 2 but for future reference we keep d explicit in many of the expressions below. Up
to the order we are interested in here we find that:
S =
1
2
∫
ddx
√
γ(Kij(2) −K(2)γij +Kij(4) −K(4)γij)σij +
1
2
∫
ddx
√
γΠΦ . (122)
Notice that we included the subleading terms involving K(4)ij . Normally such terms would
vanish in the limit r → ∞ but since σij is more divergent than the background metric γij
these terms actually do contribute. Upon substitution of the various expansions we find
that:
S = S(0) + S(2) + S(4) + . . . , (123)
where the leading divergence is not modified by the backreaction:
S(0) =
1
2
∫
ddx
√
γ(∆− d)Φ2 , (124)
but the first subleading term is now:
S(2) =
1
2
∫
ddx
√
γ[Π(2)Φ+ (K
ij
(2) −K(2)γij)σ
ij
(0)]
= −1
2
∫
ddx
√
γ
( ΦγΦ
2∆− d− 2 +
(2∆ − 2d− 1)
4(d− 1)(2∆ − d− 2)R[γ]Φ
2
) (125)
and the second subleading piece becomes:
S(4) =
1
2
∫
ddx
√
γ[Π(4)Φ+ (K
ij
(4) −K(4)γij)σij(0) + (Kij(2) −K(2)γij)σij(2)] . (126)
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Before writing out the full expression, let us look at the divergences linear in K(2)ij which
by the arguments of section 2 would be non-local in d = 2. Since its trace and divergence are
locally determined even in d = 2, see equation (87), the only possible non-local divergence
is the term of the form:
Kij(2)Φ∇i∇jΦ , (127)
which in d = 2 cannot, even after integration by parts, be written as a local function of
the metric γij. From (103) one finds that the corresponding term in the scalar field part of
(126) has the coefficient:
Π(4)Φ = . . .+
−2
(2∆ − d− 4)(2∆ − d− 2)K
ij
(2)Φ∇i∇jΦ+ . . . , (128)
whereas in the gravity part of the action it enters via the term Kij(2)σ(2)ij . After an integra-
tion by parts one finds that:
∫
ddx
√
γKij(2)σ(2)ij =
∫
ddx
√
γ(. . .+
1
(∆ − d− 1)(2∆ − d− 2)K
ij
(2)Φ∇i∇jΦ+ . . .) . (129)
Adding the coefficients one finds:
S(4) = . . .+
1
2
∫
ddx
√
γKij(2)Φ∇i∇jΦ
( −2
(2∆ − d− 4)(2∆ − d− 2) +
1
(∆− d− 1)(2∆ − d− 2)
)
+ . . .
= . . .+
1
2
∫
ddx
√
γKij(2)Φ∇i∇jΦ
( d− 2
(2∆ − d− 2)(∆ − d− 1)(2∆ − d− 4)
)
+ . . . , (130)
so our potentially non-local divergence vanishes precisely when d = 2. We may again refer to
this as a pseudo-non-local divergence: although it may arise by power-counting its coefficient
in the counterterm action actually vanishes. This cancellation should not be accidental but
rather is a reflection in the bulk of the renormalizability of the dual CFT. We emphasize
that the observed cancellation is however the result of rather lengthy computation and it
would be desirable to understand it on a more structural level.
The full expression for the divergences at this order reads:
S(4) =
1
2
∫
ddx
√
γ
( −1
(2∆ − d− 4)(2∆ − d− 2)2ΦγΦ
− 12− 28∆ + 22∆
2 − 6∆3 + 20d − 34∆d + 14∆2d+ 13d2 − 10∆d+ 2d3
(d− 1)(∆ − d− 1)(2∆ − d− 4)(2∆ − d− 2)2 ΦRγΦ
− d− 2
4(d − 1)(2∆ − d− 2)(∆ − d− 1)(2∆ − d− 4)R∇kΦ∇
kΦ
− (d− 2)(d
2 − 3∆d+ d+ 2∆2 − 4)
16(2∆ − d− 4)(d − 1)3(∆ − d− 1)(2∆ − d− 2)R
2Φ2
+
8 + 8∆− 8∆2 − 14d+ 4∆d+ 6∆2d+ 5d2 − 9∆d2 + 3d3
4(∆ − d− 1)(2∆ − d− 2)(2∆ − d− 4)(d − 1) K
j
(2)iK
i
(2)jΦ
)
.
(131)
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We may define the counterterm action as minus S(0)+S(2)+S(4). Notice again the presence
of a multi-trace counterterm proportional to Kj(2)iK
i
(2)j on the last line of (131).
Finally by power-counting we find that only the leading counterterm has the right powers
of exp(r) to contribute to the one-point function. (Recall that we used a similar argument
for the counterterms involving boxes in the previous section.) Therefore the one-point
function is of the standard form:
δS = (∆− −∆+)
∫
ddx
√
g(0)φ{0}(∆+)δφ{0}(∆−) , (132)
just as for the scalar field theory example of section 2. We would like to emphasize that in
the presence of logarithmic divergences this result is augmented by various contact terms.
We will report on this in [17].
4 Conclusions
We have analyzed in two toy model examples the general features of holographic renormal-
ization in the presence of sources for irrelevant operators. The structure we have found
extends the standard holographic renormalization results. Namely, as we already sum-
marized in the introduction to this paper, we have found pseudo-non-local divergences,
multi-trace counterterms and the need to take the backreaction into account even at the
level of scalar two-point functions.
We expect that our results are much more generally valid. For example, by general OPE
arguments we expect multi-trace counterterms to arise already in the four-point function
of operators with sufficiently high difference between their scaling dimensions. Either way
it would be interesting to obtain a more general understanding of the structures we have
identified, in particular we would like to have a general proof of the absence of any coun-
terterms which are linear in the conjugate momentum. This would be equivalent to a proof
that the dual field theory can be renormalized when working to arbitrary finite order in the
sources for irrelevant operators.
In string theory compactifications most operator dimensions are such that logarithmic
divergences will arise in the renormalization procedure. We will therefore in [17] extend
the results of this paper to include such cases as well and derive the associated anomalous
conformal Ward identities and operator mixing between single- and multi-trace operators.
Recently in for example [8] the notion of the asymptotic symmetry group has been re-
vived as a tool in the analysis of holography for non-AlAdS spacetimes. In those cases one
performs a similar analysis as in [31], where the asymptotic symmetry group was used to
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correctly compute the central charge of a CFT whose energy-momentum tensor sector is
described by Einstein gravity in AdS3. As was reviewed in [26], for AlAdS spacetimes this
analysis has been embedded into a more precise holographic dictionary which extends be-
yond just Einstein gravity. In particular, within this framework the precise falloff conditions
for normalizable modes can be computed from the AlAdS hypothesis and the equations of
motion. Finiteness of the charges is guaranteed by the holographic renormalization pro-
cedure. To see how the computation of these falloff conditions is affected by irrelevant
deformations one may consider a small ‘normalizable’ fluctuation δΦ of the scalar field Φ
of section 2, so a fluctuation where δφ(∆−) = 0. The correct boundary conditions for δΦ
are then directly seen to be a function not just of δΦ but also of the conjugate momentum
∂rδΦ. It would be interesting to further investigate this issue and its possible repercussions
on the asymptotic symmetry group analysis for non-AlAdS spacetimes.
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A The bulk-to-bulk propagator
The asymptotic expansion of the solution to the equations of motion in section 2 is not easily
recovered from more familiar expressions. For example, in the literature it is customary to
use the bulk-bulk propagator in position space, see for example the review [32]. In our
coordinate system this bulk-bulk propagator is written as:
K(xµ, x′µ) = Cξ∆+F (
∆+
2
,
∆+ + 1
2
;
∆+ −∆−
2
+ 1; ξ2) (133)
where xµ = (r, xi) and:
ξ =
2e−r−r
′
e−2r + e−2r′ + (x− x′)i(x− x′)i (134)
and the normalization is given by:
C =
Γ(∆+)
2∆+pi(∆++∆−)/2(∆+ −∆−)Γ(12(∆+ −∆−))
(135)
The function K(xµ, x′µ) is symmetric in its arguments, satisfies the equation:
(G −m2)K(xµ, x′µ) = 1√
G
δd+1(xµ − x′µ) (136)
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and has the normalizable boundary condition:
K(xµ, x′µ) = O(e−∆+r) as r→∞ , (137)
where it is understood that r′ is kept finite in the limit. Using this bulk-bulk propagator,
the first-order correction to the free-field solution is then tentatively written as:
Φ{1}(x
µ) = λ
∫
dd+1x′
√
G(x′µ)K(xµ, x′µ)Φ2{0}(x
′µ) . (138)
Applying the naive limit (137) however does not reproduce the asymptotic behavior of
section 2. The reason for this is that the above integral does not converge, which can be
easily seen by using the asymptotic expansions of the integrand:
√
G(x′µ)K(xµ, x′µ)Φ2{0}(x
′µ) ∼ e−∆−r′ as r′ →∞ (139)
which is indeed divergent for irrelevant operators, even for finite r. We therefore cannot
trust the expansion inside the integral.
One method to deal with the divergence in (138) is to impose a cutoff at a large but
finite r0. This method renders everything manifestly finite but it modifies the solution
Φ{1}. One may then substitute the solution with a cutoff into the on-shell action and try
to cancel the divergences that arise as one sends r0 → ∞ with counterterms. It would
be interesting to compare this prescription with the one we use in the main text, but we
stress that the philosophy employed in this method is rather different. Namely, in principle
there is nothing wrong with the solution Φ{1} which is by definition just the first-order
correction to the solution to the equations of motion. Rather it is our method of computing
Φ{1}, namely using (138), which fails (essentially because Φ{1} cannot satisfy normalizable
boundary conditions). For this reason the divergence in (138) does not mean that Φ{1}
itself needs any form of regularization and renormalization as is the case for the the on-shell
action. When one cuts off the integral in (138) one appears to unnecessarily modify Φ{1}
such that the equation of motion is no longer completely satisfied. Whether or not this
presents insurmountable difficulties for the holographic renormalization procedure remains
to be seen.
A second method of dealing with the divergence in (138) is by analytic continuation.
One may for example compute the integral for a value of ∆ where it converges and then
analytically continue ∆ to the desired value. By construction the expression for Φ{1} so
obtained will satisfy the correct equation of motion. This procedure is technically more
involved than the previous one but we will show below that it indeed leads to the correct
asymptotic expansion presented in section 2.
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To exhibit the leading behaviour of Φ{1} we will first Fourier transform along the bound-
ary directions. For the free-field solution in Poincare´ coordinates this leads to the familiar
expression:
Φ{0} =
∫
ddk
(2pi)d
φ(0)(ki)
|k|h
2h−1Γ(h)
e−dr/2Kh(|k|e−r)eikjxj (140)
where |k| =√kjkj and we defined:
h ≡ 1
2
(∆+ −∆−) = 1
2
√
d2 + 4m2. (141)
Indeed, upon substitution of the expansion of the Bessel function:
Kh(z) = Γ(h)2
h−1z−h(1 +
z2
4(1 − h) + . . .) + Γ(−h)2
−h−1zh(1 +
z2
4(1 + h)
+ . . .) (142)
we directly obtain the behavior of Φ{0} as given in (10).
Let us now similarly rewrite the bulk-bulk propagator in Fourier space. To this end we
notice that the inhomogeneous Klein-Gordon equation:
GΦ−m2Φ = λΦ (143)
has the solutions:
e−dr/2Kiµ(|k|e−r) e−dr/2Iiµ(|k|e−r) (144)
where iµ =
√
h2 + λ. The second of these solutions blows up in the interior, so as r → −∞,
and therefore does not satisfy the boundary conditions there. Furthermore, if we insist
that the solution be normalizable as r → ∞ we need µ to be real. With these boundary
conditions the spectrum of allowed eigenvalues is λ ∈ (−∞,−h2) or µ ∈ R+. The solutions
for different values of µ are orthogonal, more precisely we find:
∫
drKiµ(|k|e−r)Kiµ′(|k|e−r) = pi
2
2µ sinh(piµ)
(δ(µ − µ′) + δ(µ + µ′)) (145)
(The integral may be regulated by inserting an extra e−αr in the integrand and the desired
result is then obtained by taking the limit α ↓ 0.) By the standard arguments of Sturm-
Liouville theory these modes form a complete set:
e−drδ(r − r′) =
∫ ∞
0
dµ
2
pi2
µ sinh(piµ)e−dr/2Kiµ(|k|e−r)e−dr′/2Kiµ(|k|e−r′) (146)
The bulk-bulk propagator in Fourier space is then given by:
K(xµ, x′µ) =∫
ddk
(2pi)d
∫ ∞
−∞
dµ
−µ sinh(piµ)
pi2(µ2 + h2)
eikix
i−dr/2Kiµ(|k|e−r)eikix′i−dr′/2Kiµ(|k|e−r′)
(147)
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In this equation, we used the manifest symmetry µ ↔ −µ to extend the integral over all
µ ∈ R. To verify that it also satisfies the right boundary conditions one substitutes the
asymptotic expansion of the first Bessel function and keeps r′ finite. This leads to:
K(xµ, x′µ) =∫
ddk
(2pi)d
∫ ∞
−∞
dµ
−µ sinh(piµ)
pi2(µ2 + h2)
eikix
i−dr/2e−ikix
′i−dr′/2Kiµ(|k|e−r′)
×
(
Γ(iµ)2iµ−1|k|−iµeiµr + . . .+ Γ(−iµ)2−iµ−1|k|iµe−iµr + . . .
)
(148)
The integral splits into two parts which can be evaluated by contour deformation in the
complex µ plane. (For all finite |k| exp(−r′) the second Bessel function is an analytic
function of µ. Its large µ asymptotics may furthermore be regularized by integrating against
a source as we will demonstrate explicitly below.) Since r > 0 the first integral converges in
the upper half plane and the second integral in the lower half plane. We pick up the poles
at µ = ±ih and find:
K(xµ, x′µ) = −e
−∆+r
2h
∫
ddk
(2pi)d
eiki(x−x
′)i |k|h
2h−1Γ(h)
e−dr
′/2Kh(|k|e−r′) (149)
so we recover indeed the requested boundary condition (137). Upon comparison with (140)
we furthermore recover the familiar property that the bulk-bulk propagator asymptotes
precisely to the bulk-boundary propagator times a factor − exp(−∆+r)/(2h), see [32].
Of course, upon subtitution of this form of the bulk-bulk propagator in equations like
(138) we encounter precisely the same divergences as before and we need to analytically
continue in ∆ to make the integral finite. As we will shortly see, the expression (147) is
much more amenable to this approach than (133). Let us for example recover the leading
behavior of Φ{1}. To this end we substitute the expression:
Φ{0} = φ{0}(∆−) exp(−∆−r) (150)
into (138). (Although for non-constant φ{0}(∆−) this Φ{0} does not solve the free equation
of motion, this ansatz suffices to illustrate the leading asymptotic behavior of Φ{1}.) After
interchanging the integrals over r′ and µ we find:
Φ{1} = λ
∫
ddk
(2pi)d
∫
dµ
−µ sinh(piµ)
pi2(µ2 + h2)
eikix
i−dr/2Kiµ(|k|e−r)(φ{0}(∆−) ∗ φ{0}(∆−))C[ki, µ] ,
(151)
where we defined the convolution operator:
φ{0}(∆−) ∗ φ{0}(∆−) ≡
∫
ddq
(2pi)d
φ{0}(∆−)(q)φ{0}(∆−)(k − q) (152)
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and:
C[ki, µ] =
∫
dr′e−(3∆−−∆+)r
′/2Kiµ(|k|e−r′) (153)
If µ is real then (153) converges for 3∆− −∆+ > 0, so for ∆ < 3d/4, which is generically
not the case. We may however obtain a finite result by analytic continuation of ∆ to the
region of convergence and obtain:
C[ki, µ] = 2
−2+(∆+−3∆−)/2|k|(∆+−3∆−)/2Γ(1
4
(3∆−−∆+−2iµ))Γ(1
4
(3∆−−∆++2iµ)) (154)
We now substitute (154) and the asymptotic expansion of the Bessel function (142) into
(151), split the integral over µ into two parts and evaluate each part by contour deformation.
The difference with the previous case is that the gamma functions in (154) give rise to extra
poles at:
µ = ± i
2
(3∆− −∆+ + 4n) n ∈ {0, 1, 2, . . .} (155)
Remembering that we assumed that 3∆− − ∆+ > 0, we find the contributions from the
leading poles to conspire precisely to:
Φ{1} = λf(2∆−)φ
2
{0}(∆−)
e−2∆−r + . . . (156)
We may now analytically continue back ∆ to its original value to recover precisely the
leading term φ{1}(2∆−) in (23). The subleading terms can be obtained in a similar matter.
This shows that the asymptotics in (23) can indeed be recovered from the full solution,
albeit in a rather non-trivial way.
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