One of the significant issues in a smart city is maintaining a healthy environment. To improve the environment, huge amounts of data are gathered, manipulated, analyzed, and utilized, and these data might include noise, uncertainty, or unexpected mistreatment of the data. In some datasets, the class imbalance problem skews the learning performance of the classification algorithms. In this paper, we propose a case-based reasoning method that combines the use of crowd knowledge from open source data and collective knowledge. is method mitigates the class imbalance issues resulting from datasets, which diagnose wellness levels in patients suffering from stress or depression. We investigate effective ways to mitigate class imbalance issues in which the datasets have a higher proportion of one class over another. e results of this proposed hybrid reasoning method, using a combination of crowd knowledge extracted from open source data (i.e., a Google search, or other publicly accessible source) and collective knowledge (i.e., case-based reasoning), were that it performs better than other traditional methods (e.g., SMO, BayesNet, IBk, Logistic, C4.5, and crowd reasoning). We also demonstrate that the use of open source and big data improves the classification performance when used in addition to conventional classification algorithms.
Introduction
One of the most important ingredients for smart cities is a healthy environment that improves the quality of life and well-being of its city dwellers. Fostering smart, healthy cities is a mission of the WHO (World Health Organization) Healthy Cities project from 1987 (Phase I) and is currently in Phase VI (2014) [1] . e criteria for smart, healthy cities include the ability to gather, manipulate, and utilize huge amounts of data, generated both within and outside designated city to improve the quality of the city dwellers' environment. Based on the analyzed and processed data and smart decision support systems using these data, an individual's health issue can be diagnosed and treated with the most appropriate decisions within a smart healthy city. Currently, the class imbalance problem skews the data analysis and healthcare decision process in smart environments.
e class imbalance problem arising from datasets that include more instances of some classes than others is a challenging issue for improving the quality of IT service using recommendation algorithms, and this problem can lead to classification problems [2, 3, 4] . Recently, class imbalance has been recognized as a crucial problem in machine learning and data mining.
is problem is encountered in multiple domains and may have negative effects on the performance of learning methods based on assumption about a balanced distribution of classes [5, 6, 7] . Class imbalance complicates generalizations and causes decreased performance in classifiers, which are machine learning algorithms used for classification purposes.
To address these class imbalance issues, oversampling and undersampling have been studied as solutions [8] .
Oversampling increases the minor category data to balance the classes. In this approach, no new information is added through oversampling. is method increases the likelihood of overfitting because it makes exact copies of data in the minority class [9, 10] . Undersampling deletes samples from the major classes [11] . Information loss from deletion jeopardizes the generalizability of the results. As a further restriction, these sampling methods are only applicable for use in two-class tasks [7] . Tasks requiring more than two classes are more complex, and the performance of classification algorithm is consequently lower [12] .
Industries that use social media may benefit from research on open source data. In particular, metadata gathered from users of social media can be used for a variety of marketing, medical, and other applications by these industries. Crowd knowledge refers to processes, activities, and resources that are created and deployed by large, often organization-independent user bases [13] . Crowd knowledge is self-evolving, rapidly changing, domain-based knowledge acquired using social media, search engines, or other open source origin [13] .
e beauty of crowd knowledge is that it is open sourced and freely accessible, and it can therefore be mined very easily through the Internet using social media, or search tools. Its coverage is broad, as data from all over the world may be collected from anyone who wants to participate. Crowd knowledge can be less biased than knowledge collected from a relatively small set of data sources, such as in studies using case-based reasoning. Because of the lower bias, crowd knowledge has been used in studies of recommendation systems [14, 15] and Q&A systems [16, 17] , in which data are collected inexpensively and connectivity is high. Crowd knowledge can be unreliable because participants who provide data have no obligation or responsibility to affirm that the knowledge is correct. Since the intent of users of crowd knowledge cannot be identified in advance, the knowledge is not well structured according to specific uses. ese constraints decrease the accuracy of classifications using crowd knowledge.
In this study, we propose a hybrid reasoning approach combining case-based reasoning as a form of collective knowledge and big data search engine as a source of crowd knowledge. Search engines such as Google are open source tools for continuously accumulating data storage tools. It has less biased collective data, good coverage over time, and unbiased data collection methods, which make it less susceptible to the cold-start problem. ese characteristics make crowd knowledge from Google's data a good complement to case-based reasoning to solve classification problems. We used an actual dataset from a commercial wellness care service, operating in China and Korea, to demonstrate the performance of this hybrid method. We then compared the proposed method to conventional classification algorithms in terms of accuracy, TP rate, ROC, and AUC. e paper is organized as follows: Section 2 provides a literature review on case-based reasoning and crowdsourced knowledge.
e proposed method is outlined in Section 3.
e experiment and results are described in Sections 4 and 5, respectively. Section 6 concludes and gives areas of future research.
Related Work

Case-Based
Reasoning. During problem-solving, human beings naturally reuse previous knowledge, accessing information about similar past cases for which they have information. In machine learning, systems and methodologies have been developed to solve new problems in ways similar to human problem-solving. Case-based reasoning (CBR) is one such methodology. CBR is the process by which new problems are solved based on past experiences, where problems were solved and the routines for doing so were memorized [18] . CBR is a methodology combining problemsolving and learning.
e CBR approach was introduced by Roger Schank and his students about 37 years ago [19] . In the early 1980s, several models were presented such as Schank's dynamic memory model [20] , Janet Kolodner's CYRUS [21] , Lockheed's CLAVIER [22] , and Michael Lebowitz's IPP [23] . In the 1990s, use of CBR grew widely in various fields. Skalle et al. described the employment of the CBR method in the drilling industry [24] . Bhushan and Hopkinson [25] applied CBR to global searches for reservoir analogues. Combined with database systems, CBR has been used to support the interpretation and classification of new rock samples [26] .
e Compaq SMART system was developed and applied using CBR to support the Compaq help desk [27] . Particularly relevant to this study is the fact that many CBR systems have been applied in medical decision making, such as CBR for medical knowledge-based systems [28] , CBR in the health sciences [29] , CBR for the prognosis and diagnosis of chronic diseases [30] , case-based medical diagnosis, development, and experimentation [31] , and a distributed CBR tool for medical prognosis [32] . Recently, CBR has been applied in problem-solving complex domains, including planning [33] , law [34] , e-learning [35] , knowledge management [36] , image processing [37] , and recommender systems [38] .
CBR follows a cycle of four steps or processes: retrieve, reuse, revise, and retain [18] . A typical CBR system might look something like this: (1) retrieve the most similar cases from all previous cases relevant to solving the new problem, (2) reuse the knowledge in these retrieved cases, (3) revise previous solutions to fit the new problem, and (4) retain information about the resulting experience for solving new problems in future. Based on these principles and previous studies of CBR, the benefits of using CBR in solving realworld problems are as follows: (1) the use of CBR reduces the effort required for knowledge acquisition, (2) CBR requires less maintenance effort relative to other algorithms, (3) CBR improves problem-solving performance through reuse of previously successful solutions, (4) CBR allows reuse of existing data, (5) CBR allows solutions to improve over time and adapt to changes in the environment, and (6) it is easily accepted by users.
Despite the widespread use and acceptance of the CBR method, without statistically relevant data for backing up the results and facilitating generalization, there is no guarantee that the results of problem-solving using CBR are correct [39] .
is well-known problem is called the cold-start problem in information systems, based on computer automation of the data modelling. Obtaining sufficient and appropriate information is an intrinsic problem so that statistically relevant inferences can be made. Although the relevant data may generate a result that solves the problem, without sufficient data to back up the results, no statistically sound claims can be made. In addition, class imbalance, by having the total number of data in some classes more numerous than others, exacerbates the cold-start problem. In this study, the authors examine the potential of crowd knowledge-based methodology to overcome this limitation of CBR.
Class Imbalance.
Class imbalance causes and exacerbates the cold-start problem [2, 4] . Class imbalance refers to the problem that some classes have many more instances than others. e class imbalance problem is encountered in a large number of domains. For example, in medical diagnosis, class imbalance is often found. e stakes are high in this field because it is necessary for classifiers to be accurate.
e cost of erroneously diagnosing a patient as healthy may exceed that of mistakenly diagnosing a healthy person as sick, because the former error may result in loss of life [7] .
Class imbalance is common when the collected knowledge is insufficient because it is new or there is a change in the environment, like a fluctuation in consumer preference. Class imbalance contributes to the cold-start problem, which occurs in situations where decisions or historical data are required but for which no dataset has yet been established. is is a widespread problem in recommender and diagnosis systems. Recommender systems suggest choices, items, and services based on users' interests, and their explicit and implicit preference information is pregathered. e implicit and explicit preferences may be related to other users, item attributes, or contexts. For example, a travel recommender provides decision options for specific users from combined preferences, like explicit rating information (e.g., Kim rates Dokdo 9 out of 10 for tourist spots in Korea), implicit information (e.g., Kwon reserved Dokdo travel for next week), item attributes (e.g., Dokdo is not accessible to everyone), demographic information (e.g., Kim and Kwon are male), weather conditions (e.g., Dokdo is an island and experiences much rain during the summer), and other criteria (e.g., other islands such as Jejudo and Ulleungdo).
Researchers have developed algorithms and techniques to avoid the cold-start problem caused by class imbalance, including memory-based algorithms [40] , filtering through hard-clustering [41] , simultaneous hard-clustering [42] , soft-clustering [43] , singular value decomposition [44] , inferring item-item similarities [45] , probabilistic modelling [46] , machine learning [47] , and list ranking [48] . ese techniques all have both advantages and disadvantages. Other methods to cope with the class imbalance problem with the cold-start problem must be developed.
Crowd Knowledge.
Innovative technologies related to the Internet changed the definition of the word "crowd." Currently, a crowd includes not only a group of people or animals, but also a group of anything, for example, documents, pictures, songs, videos, and web pages. On a Web 2.0 site, users may interact and collaborate with each other in a social web, which is represented by a class of websites and applications, as creators of user-generated content in virtual communities. Examples of Web 2.0 applications include Wikipedia, MySpace, YouTube, Linux, Yahoo! Answers, Flickr, Del.icio.us, Facebook, Twitter, and more. Furthermore, the potential for knowledge sharing today is unmatched in history. Never before have so many creative and knowledgeable people been connected by such an efficient and universal network. e Internet provides an incredible wealth of information and diversity of perspective and fosters a culture of mass participation that sustains a fountain of publicly available content. Millions of humans upload their knowledge online for easy storing, searching, and sharing with others. is content is called "crowd knowledge." e amount of crowd knowledge available on the web exceeds human control.
Crowd knowledge is an imprecisely defined term. In this paper, crowd knowledge is treated as an extension of collective intelligence. Collective intelligence is a shared or group intelligence acquired from various sources such as collaboration, collective efforts, competitions among many individuals, and machines. It is used to make appropriate decisions in many contexts. Collective intelligence, or crowdsourcing, has continuously grown throughout the history of the Internet. Engelbart [49] introduced the idea of collective intelligence in 1963 when he stated that "the grand challenge is to boost the collective IQ of organizations and of society." His idea was that a human-machine system involving various technologies could harvest collective knowledge to improve collective learning. Other pioneers of the human-machine model in collective intelligence were Norbert Wiener (cybernetics), Buckminster Fuller (system thinker) [50] , and Stewart Brand (first large virtual community on the Internet) [51] . e inventor of the World Wide Web, Tim Berners-Lee, shared his vision about the web: " e Semantic Web is not a separate Web but an extension of the current one, in which information is given well-defined meaning, better enabling computers and people to work in cooperation" [52] . Collective intelligence entails the shift of knowledge and power from the individual to the collective.
Collective intelligence is the result of mass collaboration. It is based on four principles [53] : (1) openness, or allowing the sharing of ideas and intellectual property to everyone, (2) peering, which is to open up the opportunity for users to modify and develop through horizontal organization, (3) sharing of ideas, patent rights, and intellectual property in order to expand markets and bring out products faster, and (4) acting globally with no regard for geographical boundaries, allowing access to new markets, ideas, and technology. In addition to these four principles, crowd knowledge includes the following features: (1) unintended data sources, (2) low-value data, and (3) large volume. Crowd knowledge may be related to relevant searches, but also to unintended or unknown areas. Users of crowd knowledge can obtain search results from the collective intelligence acquired by machine learning in user-intended search areas, and other areas, such as biology, psychology, services, books, social media, games, medicine, advertisements, educations, patents, and jobs. is unintended knowledge may be based on data of low value.
e value of such data must be increased to generate meaningful connections.
Crowd knowledge may be gleaned from data of almost infinite volume. According to the CSC's Big Data Infographic and Data Evolution report, the amount of data available in the world size increased dramatically in 2012 (1.2 zettabytes) and will be increased exponentially in 2015 (7.9 zettabytes) and in 2020 (35 zettabytes)-1 zettabyte is 1,000,000,000,000 gigabytes [54] . Knowledge based on data of this volume may increase the relevance of the results and potentially improve our capability of making decisions.
e quality of crowd knowledge depends on the degree of user participation, and the flexibility of knowledge as it evolves and responds to shifts in social trends [13] . One application through which crowd knowledge can be obtained is the Google search engine, the most-used search engine on the World Wide Web, where more than three billion searches are made each day. In this paper, we use the Google search engine for the application representing crowd knowledge because it indexes all web pages in the world, and there is no barrier to uploading knowledge from knowledge providers or to searching for knowledge for knowledge users, the results are sensitive to social trends, and it is costefficient as it is free.
Crowd knowledge has been utilized in past studies of recommendation systems [14, 15] and Q&A systems [16, 17] to resolve the cold-start problem. Crowd knowledge mitigates the cold-start problem since it is not limited by previous knowledge, models, or cases. Crowd knowledge may need expert knowledge to be verified as relevant before being accepted by an intelligent system.
In this paper, a novel hybrid method combining crowd and case-based knowledge is developed and tested. is hybrid method generates a model, knowledge, or case from crowd knowledge at the first reasoning instance. Based on this model, knowledge, or case, CBR provides results that accurately reflect changes in crowd knowledge over time.
Proposed Method
In this paper, we propose a novel hybrid reasoning method to address the issues with classification involving datasets with class imbalance. To enhance accuracy, the method also involves use of a well-known classification algorithm, CBR, and crowd knowledge. Results of classification systems using crowd knowledge are determined through comparison with features of high relevance to the minority class, and the relation between features of the dataset and the classes. e classification is estimated using open data or big data, which is unstructured and updated continuously. Open data resulting from a Google search is used. As shown in Figure 1 , the proposed method consists of three phases: reasoning with crowd knowledge, reasoning with collective knowledge, and combining the results of these two reasoning methods to reach a classification decision.
Reasoning with Crowd Knowledge.
e first stage involves mining the crowd knowledge and gathering the associated words from each class from the open source data. To gather the words related to a class word, information regarding URLs or posts is collected by querying "class words" in a Google search or SNS. After downloading web pages identified by a web crawler, or SNS API, such as Twitter4j and Facebook4j, a text analysis is then conducted. e analysis finds synonyms of the class word that can then be queried. A set of associated words is represented as follows:
where c 0 is the original class word and the rest are synonyms and associated words. e frequency of a word indicates the extent that it is related to the target class word. Words that frequently appear ubiquitously (e.g., a, the, person, and we, and) are eliminated from the candidate set of associated words. Features in the feature set may also be associated words if the feature set is predefined to gather collective knowledge, as in questionnaires.
Once a set of associated words is identified, the strength of the association is calculated. e strength of association between any two words, x i and c j , is represented by ∝ i,j , as below:
where 0 ≤ α i,j ≤ 1, ζ is the number of appearances and a ⊗ b means a and b appear simultaneously in a given web page. For example, in a Google search, if the frequency of (insomnia ⊗ depression) is 209,000 and the frequencies of insomnia and depression are 907,000 and 3,570,000, respectively; then α i,j is 209,000/(907,000 + 3570,000 − 209,000) � 0.049. e direction of association is calculated along with the strength of association. e strength of association must be greater than 0, but the direction of association may be positive or negative (+, −). For example, the direction of insomnia and depression is positive, but the direction of wellbeing and depression is negative. e direction of association is determined by correlation analysis if collective knowledge exists. Otherwise, the results are gathered through a sentiment analysis, or based on prior knowledge from the acquired URL. e next step is to calculate the total strength of the association, if more than two associated words are identified in a class. e total strength of the association with every associated word in the class is then calculated. For example, the total strength of the association for depression is the average value for the strength of the association in associated words such as insomnia, well-being, and tiredness as follows:
where β i,j is a multiplier which is 1 if the direction of the association is negative, or 2 if the direction of the association is positive. e degree of strength may be added to the concept of class. For example, the concept of class may be a primitive concept (PC, e.g., depression), a weak concept (WC, e.g., weak depression), a moderate concept (MC, e.g., regular depression, not weak depression), or a strong concept (SC, e.g., severe depression). e total value for the strength of the association (α i,j,k ) is calculated as follows:
where k is an index of the degree adverb that distinguishes the concept of any given associated word as PC, WC, or SC. en, α i,j,k is identified as the specific level or degree to which a given concept is larger than any other concepts. For example, insomnia includes the larger concept combination (insomnia and SC depression), which allows us to calculate the strength of the association when insomnia and depression appear simultaneously. e largest concept combination is insomnia-SC depression, showing the association between insomnia-WC depression and insomnia-SC depression.
e total strength of the association of any given concept is derived as follows:
where con is an element in a set of PC, WC, MC, or SC and J con is a set of features related to a certain con, which means that it is the set of features observable when the strength of the association in the specific con is greater than that of any other con. e strength of the association is the crowd knowledge of a certain con.
In the proposed method, the reasoning method from the calculated strengths of the association, the subjective average method, and the absolute maximum method are combined.
e subjective (or relative) average method distinguishes relatively higher or lower values by comparing the results of the two averages from the inputs, and the strength of the association of the features in the J con of the con in a case from a specific sample, and from other cases. e absolute maximum method determines whether the minimum or maximum values of each feature in the J con of the con in a case from a specific sample are included within a specific range or if it is compared with other cases. e result is classified as a minority class if one of two results from these methods indicates that the value should be classified as "minor." 
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To be sensitive to results that designate a minority class, we add the following provision. If at least one result indicates that the case should be classified as minor, the final determination using the combined reasoning method is that the result is the same as those in the minority class. Similarly, when the results obtained using the two reasoning methods determine the case as major, the final determination using the combined reasoning method is that the result is the same as those in the majority class.
Experiment
To show the feasibility of the idea proposed in this paper, we conducted an experiment. To obtain training and test data, a user survey was conducted prior to the experiment. In the experiment, an actual dataset was archived and used as a training and test set to test the proposed method. e results of the proposed method were then compared with conventional classification methods for performance accuracy.
Procedure.
e experiment was conducted according to the method introduced in the previous section. Additional details are provided below.
Step 1. First, we collected potentially associated words in a Google search. For example, if the city name is "Seoul," then we typed "stress temperature Seoul." As a result, the following words were identified as associated with Step 2. Degree words (adjectives) for the words identified in
Step 1 were identified from the literature related to stress and depression, as follows: slight-a little, some, succinct, trifling, light, and soft, and serious-not a little, severe, grave, deep, intensive, and intensified.
Step 3. rough a Google search, we acquired information as to the frequency of each associated word and degree word. For example, we found the frequency of "deep depression," as well as depression. Note that the results for frequency may vary because the data must be collected within a very short time period. For our study, we collected data regarding frequency for all words and all combinations of words in one day. To aid in this process, eight coders were recruited for the experiment.
Step 4. e results were divided into two groups: normal and serious. e results for depression are displayed as shown in Table 1 .
Step 5. Based on the results reported in Table 1 , we calculated α i , the associated level for each word, using Equation (4). e results are shown in Table 2 . For serious depression, words such as noise, stress, fatigue, fat, diabetes, smoking, drinking, insomnia, allergy, blood pressure, and wellness were significantly more often associated with this term than normal depression, while anger, cold, age, gender, hobby, and yellow dust were more often associated with normal depression. Finally, the pairs of associated words and information about the level of depression or stress were then stored in a crowd knowledge database for later use.
Step 6. Once a crowd knowledge database was established, we could predict a person's level of depression or stress by combining the classification results obtained using a collective knowledge method (i.e., CBR) with those obtained from crowd knowledge.
Step 7. In this study, to validate our method's performance, we utilize data obtained from a public well-being life care service for a city about the stress and depression levels of Korean citizens. is dataset was constructed in 2014. All data were gathered as part of company-driven wellness life care application and were provided by customers who actually or may potentially use the commercial system for treatment. We collected 334 valid (i.e., responses which meet the questionnaire restrictions) data in total. Descriptive statistics relating to the subjects' profiles are summarized in Table 3 .
e class imbalance of the datasets is shown in Table 4 . In the public health system, the users were requested to estimate the degree of stress and depression they were experiencing on a 7-point Likert scale (1: I feel no stress/depression now, 7: I feel serious stress/depression now). Table 5 is the questionnaire we used for the survey, and Table 6 is the raw data samples from the survey. Scores were then categorized as follows: 1-5 � normal, 6 or 7 � abnormal. Table 7 shows comparing the degree of stress and depression scores before and after categorization. Respondents with scores greater than or equal to 6 were advised to consult a doctor. As shown in Table 4 , most of the subjects in this study scored within the range of normality (tagged as 1).
Results.
To analyze the performance of the proposed method, the results were compared with those from the traditional methods of measuring performance, such as overall accuracy, TP (true positive) rate, FP (false positive) rate, precision, and recall. TP and TN (true negative) are the number of positive and negative samples that are classified correctly. FN (false negative) and FP are the number of misclassified positive and negative samples, respectively. Table 8 displays a confusion matrix. Equations (6) through (10) outline our measures of performance:
However, the performance outcomes in Equations (6)-(10) cannot fully be compared when there is class imbalance in the dataset. In this situation, accuracy is no longer a comparable measure, since it does not distinguish between the dataset numbers of correctly classified examples (TPs) of different classes. To achieve comparable results for both classes, ROC (the receiver operating characteristic) analysis and AUC (area under the ROC) curve are used [56] . e AUC measure is computed as follows:
e ROC curve is a two-dimensional graph in which the TP rate is plotted on the y-axis and the FP rate is plotted on Note. Values in boldface indicate that the corresponding associated word is found more frequently. e meaning of these associated words helps to determine the depression level (normal or serious). For example, the high value for the associated word noise indicates that the depression level is likely to be more serious than normal. Note. e level of class imbalance indicates the ratio of the number of cases in the majority class compared to that of the minority class.
the x-axis. ROC curves, like precision-recall curves, can also be used to assess different trade-offs for comparing the method outcomes. e ROC curve depicts relative trade-offs between benefits (TP rate) and costs (FP rate); the number of correctly classified, positive examples can be increased while decreasing additional false positives. Table 9 illustrates the algorithms of the traditional methods in the performance evaluation. Each performance evaluation of the traditional algorithms was tested using Weka 3.7.1, which is a popular data mining tool that can be obtained from Java application programs. To avoid both overfitting and local optimization issues, the parameter values are not optimized but set as default value in Weka 3.7.1 as shown in Table 9 .
Results
e results of the analysis for stress and depression are shown in Tables 10 and 11 , respectively. First, according to the results using the proposed method (hybrid reasoning) for stress, the predictive value of a positive test (PPV), which is the probability of the correct result if a person has a SC stress and the result of the reasoning is SC stress, is 90.9%, and the predictive value of a negative test (NPV), which is the probability of the correct result if a person has no SC stress and the result of the reasoning is not SC stress, is 92.6%. PPV has four times greater performance than other methods, and NPV does not differ from the other methods. Second, according to the results of the proposed method for depression, PPV is 60.0% and NPV is 94.0%. PPV is therefore approximately two times better in terms of performance than other methods (Logistic and Ripper), and NPV is not significantly different from other methods. Because of the data imbalance, the results obtained using overall accuracy, precision, and recall are no different from other methods. For overall accuracy, the proposed method performed significantly better than other methods, taking into account the generalization between the importance of PPV and the Journal of Healthcare Engineering importance of NPV as 1:1 (e.g., the simple average). e proposed method is one of the best reasoning methods because the reasoning method of PPV is more significant than the reasoning methods of NPV in this dataset obtained from a wellness service. Figure 2 illustrates the results of comparative performance in a dataset with class imbalance, measured by AUC.
e proposed hybrid reasoning method performed significantly better than the other algorithms. e results suggest that the hybrid reasoning method is superior to any conventional classification algorithms. e proposed method is 
Discussion
6.1. Contributions. In this paper, a hybrid method, combining collective knowledge and crowd knowledge for diagnosing wellness in patients, was studied empirically, using a dataset with a high degree of class imbalance (i.e., actual healthcare data). e proposed method contributes to academia as well as practitioners. First, we show that collective knowledge and crowd knowledge are complementary. e results suggest that the proposed method partially remediates the class imbalance problem. Hybrid reasoning with crowd knowledge extracted from open source data (i.e., a Google search) and collective knowledge (i.e., CBR) results in better performance than traditional methods (e.g., SMO, BayesNet, IBk, Logistic, C4.5, and crowd reasoning) as indicated by two measures, ROC and AUC, where accuracy is not an appropriate measure for class imbalance situations. is superior performance of the proposed method results from the complementary nature of these different kinds of knowledge.
Second, the results also suggest that big data, available online, and open source data may be used to improve the performance of reasoning systems. We used a Google search to compute the frequency of the association of two concepts in crowdsourced knowledge. e open data provided by a Google search is big data, as it results in a very large dataset with an unstructured format and can be updated in near real time.
ird, we found a cost-effective method for data-driven public health management in a smart city, as using open source data is easy to implement and less costly than reasoning-based methods from experts. For example, datasets with class imbalance are associated with cost-sensitive learning using conventional methods. By contrast, the proposed method is more economically efficient and has fewer maintenance Last, the proposed method is extendable to other domains of a smart city in which class imbalance is problematic, such as prognosis and recommendation in various areas (e.g., medicine, planning, law, e-learning, knowledge management, and image processing). Further studies in different domains will make the proposed method more comprehensive.
Meanwhile, the proposed approach does not always produce the same result because the search result may vary depends on the time of searching for words. For example, search results from a search engine a year ago may differ from the current search results. After storing a lot of external knowledge on the web, analysis will provide consistent results. However, collecting a lot of external knowledge on the web using technique such as scrapping and then analyzing or predicting user's stress level or depression level could need amount of cost of time and effort. erefore, the proposed method can have weakness in the consistency of result, but it can be an advantage in terms of efficiency. We confirmed that the proposed method is superior to other machine learning algorithms.
Concluding Remarks.
As the fourth industrial revolution progresses, various personalized wellness services to be provided to citizens of each smart city will progress with big data collected from sensor network and intelligent analysis.
ese big data originate from either collective data or crowdsourced data, or both. Because data quality is crucial for the acceptance of big data analytics in the organizations [56] , the issues associated with the class imbalance problem, resulting in lower data analysis performance, need to be resolved [57, 58] . Specifically, with regard to health data from a smart city, noise, uncertainty, and bias of crowdsourced data have to be addressed. Our research shows that crowd knowledge may be successfully combined with collective knowledge to enhance reasoning performance. Future research is needed to capitalize on the collaboration between conventional reasoning methods, and use of big data.
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