We deal in this work with the nonlinear Navier-Stokes equations set in a three-dimensional axisymmetric bounded domain. The boundary conditions that we consider are given on the normal component of the velocity and the tangential component of the vorticity. Such conditions occur in a large number of flows and we are led to write a vorticityvelocity-pressure formulation. Under assumptions on the data of the problem, the threedimensional problem is reduced in a two-dimensional one. For the discretization, we use the spectral methods which are well-adapted here. We prove the well-posedness of the obtained formulations and we derive optimal error estimates on the three unknowns. The results of the numerical experiments for known functions and a given data corresponding to a Poiseuille type flow are coherent with the theoretical ones.
Introduction
We consider the Navier-Stokes problem in a three-dimensional axisymmetric bounded domain, when provided with boundary conditions on the normal component of the velocity and tangential component of the vorticity. The same problem but in an unspecified bounded domain is first studied in [1] , then it was taken again by Azaïez et al. [2] in a two and threedimensional bounded domain, however the formulation that is considered in this work deals with the velocity and the pressure as only unknowns. As first proposed in [3, 4] for the Stokes problem (see also [5] [6] [7] ), the Navier-Stokes equations with this type of boundary conditions admit an equivalent variational formulation where the unknowns are the vorticity, the velocity and the pressure (see also [2] ). We prove the existence of a solution for these equations. Note that such a result is established for a large enough viscosity only. We also study the uniqueness of the solution.
The first numerical analysis of discretizations relying on the vorticity, the velocity and the pressure formulation has been performed in [4, 8] for finite element methods. Such analysis of the Stokes and Navier-Stokes problems has been recently extended to the case of spectral methods in [9, 2] , where spectral analogues of Nédélec's finite elements [10] are used.
We propose in this paper, a discretization of the Navier-Stokes equations in the rectangle ]0, 1[×]−1, 1[. The techniques we use can be easily extended to more complex geometries thanks to the arguments in [11] , see also [12] . The main tool for the analysis of the nonlinear discrete problem is the theorem of Brezzi et al. [13] and we prove the existence of a discrete solution. By combining the results in [13, 14] , we establish fully optimal estimates concerning the vorticity, the velocity and the pressure.
Finally, we describe the algorithm which we use to solve the nonlinear discrete problem and we present some numerical experiments which are coherent with the theoretical results and confirm the interest of this formulation.
An outline of the paper is as follows.
• In Section 2, we write the variational formulation of the problem in the case of homogeneous boundary conditions and we derive the existence of a solution.
• Section 3 is devoted to the description of the spectral discrete problem. We also prove its well-posedness.
• Optimal error estimates are derived in Section 4.
• In Section 5, we describe the iterative algorithm used for solving the discrete problem.
• In Section 6, we present some numerical experiments.
• In Section 7, we give a conclusion of the work.
The velocity, vorticity and pressure formulation
LetΩ be a bounded connected three-dimensional domain, that we suppose invariant by rotation around an axis. The generic point inΩ is given by cylindrical components (r, θ , z) in R + ×] − π , π] × R.Ω is obtained by rotating a twodimensional domain Ω: Ω =  (x, y, z) ∈ R 3 / (r, z) ∈ Ω ∪ Γ 0 and − π < θ ≤ π  where Γ 0 is the interior of the part of the boundary ∂Ω on the axis r = 0 and we set Γ = ∂Ω \ Γ 0 . In any point of ∂Ω the outward unit normal vector is  n and the normal to Γ in the plan (r, z) is noted n.
We consider the axisymmetric Navier-Stokes problem
where  f = (f r , f θ , f z ) is an axisymmetric data, which represent a density of body forces. For any vector field  u = (u r , u θ , u z ), we have (curl u) r = −∂ z u θ , (curl u) θ = ∂ z u r − ∂ r u z and (curl u) z = ∂ r u θ + r −1 u θ . We denote by u = (u r , u z ) and we introduce the following operators: curl u = ∂ r u z − ∂ z u r , div r u = ∂ r u r + r −1 u r + ∂ z u z and for any scalar function ϕ we define curl r ϕ =  ∂ z ϕ, −r −1 ∂ r (rϕ)  . The idea is to introduce the vorticity ω = curl u, as a new unknown. We note then, that the term (u · ∇) u can be written as
Thus, defining a pseudo-pressure p by the formula p = P + 1 2 |u| 2 , the system (2.1) is equivalent to the problem:
In order to write the variational formulation of the problem (2.2), we consider the Sobolev spaces
The spaces H 1 (div r , Ω) , V 1 1 (Ω) and H 1 (curl r , Ω) are endowed respectively with the norms
It's necessary to note that the norms ∥·∥ H 1 (curlr ,Ω) and ∥·∥ V 1
1
(Ω) are equivalent and verify that for any ϕ in V
Finally, let L (Ω) with a null integral on Ω.
We consider the variational problem:
where ⟨·, ·⟩ denotes the duality pairing between H 1 (div r , Ω) and its dual space. The forms a (·, ·; ·) , b(·, ·) and c (·, ·; ·) are defined by:
The trilinear form K (·, ·; ·), is defined by
The following proposition is a consequence of the density of
with the two following formulae:
For more details, see [14] . 
2 is a solution of problem (2.2) if and only if it is a solution of problem (2.5).
To study the problem (2.5), we need some tools developed for the Stokes problem, for that, we recall some results from [14] . First, we note that the forms a (·, ·; ·) , b(·, ·) and c(·, ·; ·) are continuous, respectively, on 
We note that V coincides with the space of divergence-free functions in H 1 (div r , Ω) since the divergence of any function in H 1 (div r , Ω) belongs to L 2 1,0 (Ω). Similarly, as can be derived from density results [15] , the kernel 
(ii) There exists a positive constant β such that the form b(·, ·) satisfies the inf-sup condition:
(Ω) .
(2.9)
We also need the two following properties
and
where c 0 denotes the smallest constant such that
The existence of such a constant derives from [16] .
We deal now with the trilinear form K (·, ·; ·). 
for a constantĉ only depending on Ω;
(ii) for any (ϑ, w) in W, the operators:
We consider now the spaces H
where the operator div is defined by div v = ∂ rṽr + For all (ϑ, w) ∈ Z, we associate the vectors  w = (w r , 0, w z ) andθ = (0, ϑ, 0) which belong, respectively, to
1 Ω 3 , see [16, 17] , hence they are
2 . This result combined with the inequality of Cauchy-Schwartz, leads to
from where we derive the result (ii). In addition
Simple arguments lead to the following lemma. 
(2.14)
Now, we observe that, for any solution (ω, u, p) of problem (2.5), the pair (ω, u) is a solution of the following reduced problem: 
where the constant c only depends on Ω.
Proof. We set
By taking v equal to u in (2.15) and using (2.11) and (2.14), we have
Next, we take v = u + curl r ω in (2.15). Using now (2.10) and (2.14), we obtain ν 2 max
From (2.13) and since u ∈ V , we derive
so that, thanks to (2.18),
Combining all this gives
 2 leads to estimate (2.17).
Proposition 2.5. There exists a constant c only depending on Ω such that, for any data f in the dual space of H 1 (div r , Ω)
Moreover, this solution satisfies (2.17).
Proof. Setting (ω 0 , u 0 ) = (0, 0), we iteratively solve the problem, for n ≥ 1:
Thanks to the continuity property of the form a (·, ·; ·), (2.8) and (2.13), this problem admits a unique solution. Now, let µ be defined by
where the constantĉ is that in (2.13). We now check by induction on n that, for an appropriate choice of c in (2.19), the sequence (ω n , u n ) n is bounded by µ in the norm of W, namely that
Since this estimate obviously holds for n = 0, we now assume that it holds for n − 1. We take v equal to u n + curl r ω n in problem (2.20) and we easily derive from (2.10) and (2.13) that
Thanks to the choice of µ, we have 2ĉ
Moreover, when we take c ≥ 16
 2 , we obtain 2 max
So, we proved the desired estimate. On the other hand, we have for all n ≥ 2 and for any v in V and thanks to the definition of the form a(·, ·; ·)
. Using once more (2.10) and (2.13) and for u = u n−1 − u n−2 + curl r (ω n−1 − ω n−2 ), we have thanks to (2.21):
whence, thanks to the choice of µ,
The sequence (ω n , u n ) n is a Cauchy sequence in W, so it converges to a pair (ω, u). By passing to the limit in (2.20) , it is readily checked that (ω, u) is a solution of problem (2.15). Estimate (2.17) is finally derived from Lemma 2.4 since c is larger than c ♦ .
We deal now with problem (2.5).
Theorem 2.6. For any data f in the dual space of H
Moreover, this solution satisfies: 
Since the right-hand side of the previous line vanishes for all v in V , see (2.15) , the existence of a solution p of this equation in L 2 1,0 (Ω) is a consequence of condition (2.9), see [15] .
whence the second part of (2.22).
As usual for the Navier-Stokes equations, the uniqueness of the solution can be proven only for a small enough data or large enough viscosity.
Theorem 2.7. There exists a constantc only depending on Ω such that, for any data f in the dual space of H
Proof. Let (ω 1 , u 1 , p 1 ) and (ω 2 , u 2 , p 2 ) be two solutions of problem (2.5). It follows from Lemma 2.4 that, when taking c > c ♦ , both (ω 1 , u 1 ) and (ω 2 , u 2 ) satisfy (2.17). On the other hand, the pair (ω, u) with ω = ω 1 − ω 2 and u = u 1 − u 2 belongs to W and satisfies:
. By taking v equal to u + curl r ω in the previous line and by using once more (2.10) gives ν
A simple extension of Lemma 2.3 gives
By applying Cauchy-Schwartz inequality and using Lemma 2.2 we derive
Thanks to the imbedding of W into L
(Ω) 2 and since u ∈ V , we have:
The same arguments lead to
By combining the two last lines and (2.17) yields 2 is equal zero thanks to condition (2.9).
The spectral discrete problem

Tools
We assume that Ω is the rectangle ]0, 1[ × ]−1, 1[ and we note by P n,m (Ω) the space of restrictions to Ω of polynomials with degree ≤ n with respect to r and ≤ m with respect to z. To construct the discrete spaces we use the same idea proposed by Nédélec in [10, Section 2] for the finite elements on cubic three-dimensional meshes.
Let N be an integer ≥ 2, for the approximation of H 1 (div r , Ω), we consider the space ∀φ ∈ P 2N−1 (Λ) ,
we recall [18, Formula (13.20) ] the following property:
. ∀φ ∈ P 2N−1 (Λ) ,
We recall [19, Formula (VI.1.15)] the following property:
.
Thus, we define the discrete product for all continuous functions φ and
Relying on formulae (3.2) and (3.4), we have the following property
. (1 + ζ ), we define the quadrature formula with the measure rdr:
thus, the discrete product (3.5) becomes: for all continuous functions φ and ψ on Ω:
We finally denote by I N the Lagrange interpolation operator at the nodes
, with values in P N (Ω).
Discrete problem
We assume now that f is continuous on Ω. The discrete problem is constructed from (2.5) by using the Galerkin method combined with the numerical integration. It reads
where the forms a N (·, ·; ·) , b N (·, ·) and c N (·, ·; ·) are defined by:
As a consequence of the exactness properties (3.1) and (3.7), the forms b (·, ·) and
In order to prove that the problem (3.9) admits a solution, we introduce the following discrete kernels:
Note that the kernel V N is contained in V , but the space W N is not contained in W in the general case. We observe that, for any solution (ω N , u N , p N ) of problem (3.9), the pair (ω N , u N ) is a solution of the reduced discrete problem:
(3.14)
Existence of a solution
The existence of a solution to this problem is proved thanks to the same arguments as for Proposition 2.5. 
Proof. We introduce the mapping Φ N defined from W N into its dual space by:
We provide W N with the norm 
Combining (3.6) with the definition of W N gives
So, using once more (3.6) leads to
On the other hand, it follows from [14, 
Using the definition of W N and (3.6) give
(3.16)
Combining all this yields
So, setting
and noting from (3.6) and (3.16) that
(Ω) , there exists a positive constant β * independent of N such that the form b N (·, ·) satisfies the inf-sup condition
(Ω) . So the full existence result follows from Proposition 3.1 and condition (3.17) by using exactly the same arguments as Theorem 2.8. 
Remark. Note that the previous existence result still holds when K N (·, ·; ·) is replaced by K (·, ·; ·) in problem (3.9). This means in practice that we can use a more precise quadrature formula, exact on P 3N−1 (Ω), to evaluate the integrals that appear in the treatment of the non-linear term. The corresponding discrete problem reads
Similarly, the reduced problem (2.15) becomes: 
Error estimates
We now intend to prove an error estimate between the solutions of problems (2.5) and (3.19) . The proof of this result relies on the theorem due to Brezzi et al. [13] . We write both problems (2.15) and (3.20) in a different form. We denote by S the linear operator which, for a data f in the dual space of H 1 (div r , Ω), associates Sf the solution (ω, u) of the following reduced problem:
The fact that S is well-defined follows from [14, Theorem 2.5]. To derive error estimates on (ω, u) we need to assume that the velocity u is in H 1 (curl, Ω), so we set X =V 1 1 (Ω) × (V ∩ H 1 (curl, Ω)) and we define the mapping G from X into the dual space of H 1 (div r , Ω), by:
It is readily checked that problem (2.15) can equivalently be written as
Similarly, we set X N = C N × (V N ∩ H 1 (curl, Ω)). We thus define the discrete Stokes operator: For any data f in the dual space of H 1 (div r , Ω), S N f denotes the solution (ω N , u N ) of the problem:
Note that it is nearly the same problem as considered in [14, Section 3] , only the discrete product in the right-hand member is replaced by duality pairing. We also recall from [14] the following results:
(i) The operator S N satisfies the stability property
(ii) The error estimate for all f such that Sf belongs to H
(4.5)
As for the exact problem, we consider the mapping G N defined from X N into the dual space of D N , by:
It is readily checked that problem (3.20) can equivalently be written as
For the next results, we need a further assumption. Let D stand for the differential operator. Note that this assumption can equivalently be written as follows: the operator Id + SDG (ω, u) is an isomorphism of
It means that, for any data g in the dual space of H 1 (div r , Ω) , the linearized problem:
has a unique solution with norm bounded by a constant times ∥g∥ H 1 (divr ,Ω) ′ . Since the condition (2.23) is much too restrictive, we prefer to work with a locally unique solution (ω, u, p). Then, the idea is to use the discrete implicit function theorem of Brezzi-Rappaz-Raviart [13] . The first step consists in proving the following continuity property.
Lemma 4.2. For any
where c is a positive constant.
Proof. Due to the Cauchy-Schwartz inequality, we have
Next, we use the imbedding of V
(Ω) and the following inverse inequality,
see [20] , to conclude.
Let also L denote the space of linear operators from X into X . Proof. The idea is to write
(4.10)
We need three steps to prove the desired result.
(1) It derives from the definitions of G and G N the equality of the terms DG (ω, u) and DG N (ω, u), so that the last term in (4.10) is equal zero.
(2) For any (ϑ, w) in X ,
Since we have chosen X =V Ω) ) and thanks to the compact imbedding of
2 . Thus, using (4.5) yields
choosing N large enough, so that the quantity in (4.11) is smaller than 1 2γ
, gives the desired result with the norm of the inverse smaller than 2γ . 
(4.12)
Thanks to the definition of the L-norm and (4.4), we have the desired property.
Lemma 4.5. Assume that the data f belongs to H
and that the solution (ω, u, p) of problem (2.5) belongs to
The following estimate holds
for a constant c (f ) only depending of the data f .
Proof. We derive from Eq. (4.2) that
We use (4.5) to bound the first term in the right-hand side. For the second term, we note, thanks to the definition of G and G N [19] , by adding and subtracting the term Π + N−1 f in the last term and by using (4.4) we have: 
, and that the solution of the problem (2.5), (ω, u; p) belongs to 
for a constant c (f ) only depending on the data f .
Proof. Combining Lemmas 4.3-4.5 with the Brezzi-Rappaz-Raviart theorem [13] (see also [22, Chapter IV, Theorem 3.1])
yields that, for N large enough, problem (3.20) has a unique solution (ω N , u N ) which satisfies:
Let N 0 such that γ N ≤ 2γ , ∀N ≥ N 0 , where γ is defined previously. We can prove using (4.5) and the proof of Lemma 4.5, that lim
where L is defined in (4.12) and we deduce that 
so, we derive the desired estimate.
(Ω) , we use that for any
The majoration of the first five terms is a classical one, the main difficulty is for the two last ones. We begin by writing:
The stability conditions (2.17) and (3.15) lead to
By combining the previous results we have the estimate (4.14).
The solution algorithm
Problem (3.9) is solved via the following iterative algorithm. STEP I. We first solve the Stokes problem 
STEP II is iterated until the following condition holds
for a fixed tolerance η.
To solve the problem (5.2), we need to introduce the following data:
Let l j be the Lagrange polynomial in P N (−1, 1) associated with the nodes ξ j , 0 ≤ j ≤ N. We fix an integer j * between 0 and N,
) and we denote by J * the set {0, 1, . . . , N} {j * }. Then, we define the polynomial l * ) and we denote by I * the set {1, . . . , N + 1} {i * }. Then, we define the polynomial h * i in
Thus, the unknowns ω N , u N and p N are written in the forms
By consequence, the problem (5.2) is equivalent to the linear system:
are the same as the Stokes problem in [14] .
B T denotes the transposed matrix of B.
The matrix
Numerical experiments
In this section, we present three numerical tests for ν = 5.10 −2 and η = 10 −2 .
(i) Our first test concern a very smooth functions given by
(ii) Second, we consider a given solution (ω, u, p) constructed thanks to formulae u =curl r ψω = curl u. Where ψ and p are singular functions given by
We present in Fig. 1 for the solution issued from (6.1) the error estimates on ω, u and p in the norm L
semi-logarithmic scales, as a function of N, for N varying from 5 to 30. As can be expected from Theorem 4.6, the convergence is exponential for the solution, and the slope for the error on the pressure is the same as for the two other unknowns. (iii) The next numerical experiment deals with the more realistic case where we replace the homogenous limit condition
where g belongs to L 2 1 (Γ ). We refer to [21] for the details of the analysis to the new boundary condition (6.3). We work with the Poiseuille type flow with the data f and g given by On an other hand, we investigate the influence of the viscosity on the flow. We take η = 10 −12 and work with the regular solution issued from (6.1). We deal now with the non zero datum f given by (6.4) and the datum g from (6.6). Fig. 6 presents, from left to right, the curves of the velocity field, with the same ν and N as Fig. 5 , for the data (f , g) defined in (6.4)-(6.6). Note that, as expected, the influence of ν is more important in the case where the vorticity is not zero and in this case, the importance of the boundary condition on u diminishes in comparison to that on ω when ν decreases.
Conclusion
The Navier-Stokes problem studied in this work is set in a three-dimensional axisymmetric domain in vorticity, velocity and pressure formulation which is reduced to a two-dimensional problem. In the mathematical analysis of the new problem we prove the existence of a solution and, as usual for Navier-Stokes equations, the uniqueness of a solution is local. For the discretization, we use spectral methods, we prove the well-posedness of the discrete problem with optimal error estimate for the three unknowns, which is rather difficult for the Navier-Stokes equations in a general 3D domain. The obtained estimates have the same order as the Stokes ones. The numerical results are coherent with the theoretical estimations. We intend to extend our study to the problem of a flow around an obstacle which can be partitioned into axisymmetric subdomains.
