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Résumé
Le Cloud Computing est devenu un moyen largement utilisé pour l’interrogation de
bases de données. Les fournisseurs de cloud actuels proposent une variété de services
implémentés sur des architectures parallèles. Les objectifs de performances et les éven-
tuelles pénalités dans le cas de violation sont établis au préalable dans un contrat appelé
Service-Level Agreement (SLA). Le but du fournisseur est de maximiser son bénéfice tout
en respectant les besoins des locataires.
Avant la naissance des systèmes cloud, plusieurs travaux ont considéré le problème
d’allocation de ressources pour l’interrogation de bases de données sur des architectures
parallèles. Le plan d’exécution de chaque requête est un graphe de tâches dépendantes.
L’expression “allocation de ressources” dans ces travaux sous-entend souvent le placement
des tâches sur les ressources disponibles et aussi leur ordonnancement qui tient compte des
liens de dépendance. Le but consistait principalement à minimiser le temps d’exécution
de requêtes et maximiser l’utilisation de ressources. Par contre, dans le cloud ce but ne
garantit pas nécessairement le meilleur bénéfice économique pour le fournisseur. Afin de
maximiser le bénéfice et satisfaire les besoins des locataires, il est essentiel d’inclure le
modèle économique et les SLAs dans le processus d’allocation de ressources. En effet, les
besoins des locataires en terme de performances sont différents, il serait donc intéressant
d’allouer les ressources d’une façon qui favorise les locataires les plus exigeants en assurant
quand même une certaine qualité de service pour les locataires les moins exigeants. De
plus, dans le cloud le nombre de ressources attribuées peut augmenter/diminuer selon la
demande (élasticité) et le coût monétaire dépend du nombre de ressources attribuées, il
devient donc intéressant de mettre en place un mécanisme pour choisir automatiquement
le moment adéquat pour ajouter ou supprimer des ressources en fonction de la charge
(dimensionnement automatique).
Nous nous intéressons dans le cadre de cette thèse à la conception de méthodes d’allo-
cation de ressources élastique pour les services d’interrogation de bases de données dans
le cloud : (1) une méthode d’allocation de ressources statique en deux phases pour as-
4surer un bon compromis entre le bénéfice du fournisseur et la satisfaction des locataires,
tout en garantissant un coût d’allocation raisonnable, (2) une méthode de réallocation
de ressources dirigée par les SLAs pour limiter l’impact des erreurs d’estimation sur le
bénéfice et (3) une méthode de dimensionnement automatique basée sur l’apprentissage
par renforcement qui répond aux spécificités de l’interrogation de bases de données.
Afin d’évaluer nos contributions, nous avons implémenté nos méthodes dans un envi-
ronnement cloud simulé et nous les avons comparées à des méthodes de l’état de l’art en
terme de coût monétaire de l’exécution de requêtes ainsi que le coût d’allocation.
Mots clés : Cloud computing, Bases de données, Allocation de ressources, Dimen-
sionnement automatique, Service-Level Agreement, Modèle économique.
Abstract
Cloud computing has become a widely used way to query databases. Today’s cloud
providers offer a variety of services implemented on parallel architectures. Performance
targets and possible penalties in case of violation are established in advance in a contract
called Service-Level Agreement (SLA). The provider’s goal is to maximize its benefit while
respecting the needs of tenants.
Before the birth of cloud systems, several studies considered the problem of resource
allocation for database querying in parallel architectures. The execution plan for each
query is a graph of dependent tasks. The expression "Resource allocation" in this context
often implies the placement of tasks within available resources and also their scheduling
that takes into account dependencies between tasks. The main goal was to minimize query
execution time and maximize the use of resources. However, this goal does not necessarily
guarantee the best economic benefit for the provider in the cloud. In order to maximize the
provider’s benefit and meet the needs of tenants, it is important to include the economic
model and SLAs in the resource allocation process. Indeed, the needs of tenants in terms
of performance are different, so it would be interesting to allocate resources in a way
that favors the most demanding tenants and ensure an acceptable quality of service for
the least demanding tenants. In addition, in the cloud the number of assigned resources
can increase/decrease according to demand (elasticity) and the monetary cost depends
on the number of assigned resources, so it would be interesting to set up a mechanism to
automatically choose the right moment to add or remove resources according to the load
(auto-scaling).
In this thesis, we are interested in designing elastic resource allocation methods for
database queries in the cloud. This solution includes : (1) a static two-phase resource
allocation method to ensure a good compromise between provider benefit and tenant
satisfaction, while ensuring a reasonable allocation cost, (2) an SLA-driven resource real-
location to limit the impact of estimation errors on the benefit and (3) an auto-scaling
method based on reinforcement learning that meet the specificities of database queries.
In order to evaluate our contributions, we have implemented our methods in a simu-
lated cloud environment and compared them with state-of-the-art methods in terms of
monetary cost of the execution of queries as well as the allocation cost.
Keywords : Cloud computing, Databases, Resource allocation, Auto-scaling, Service-
Level Agreement, Economic model.
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1.1 Contexte
Le cloud computing est devenu aujourd’hui un moyen largement utilisé pour répondre
à des besoins en informatique. Depuis son lancement dans les années 2000, le marché
du cloud computing continue d’évoluer. Le chiffre d’affaires d’exploitation des activités
cloud chez Amazon par exemple s’élève à 7,7 milliards de dollars (avec un bénéfice de 2,2
milliards de dollars) au premier trimestre 2019.
Le bénéfice du fournisseur est défini comme étant la différence entre le revenu et les
dépenses. Le revenu est la somme monétaire facturée aux différents locataires suite à
l’utilisation des services. Les dépenses regroupent le coût monétaire lié à l’exécution des
services (CPU, mémoire, disque, réseau, licences des logiciels...) ainsi que les éventuelles
pénalités dans le cas de violation des objectifs de performances et/ou fiabilité.
Les services sollicités dans le cloud sont souvent critiques. Les objectifs de performances
et/ou fiabilité sont formulés dans un contrat appelé Service-Level Agreements (SLAs). Le
contenu de ce contrat est négocié au préalable entre le fournisseur et le locataire. Il précise
d’une façon formelle les différents objectifs (temps d’exécution, taux de disponibilité...),
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mais aussi les actions à prendre dans le cas où ils ne sont pas respectés. En général, le
fournisseur paye des pénalités aux locataires en cas de violation des objectifs.
Les fournisseurs de cloud actuels proposent une variété de services allant de simples
capacités de calcul à des solutions complexes visant à répondre aux différents besoins
des locataires. Les services cloud peuvent être classifiés selon leur nature, à savoir : In-
frastructure as a Service (IaaS), Plateform as a Service (PaaS) et Software as a Service
(SaaS). L’IaaS offre des services de niveau infrastructure. Le fournisseur est responsable
des machines physiques, le réseau et la virtualisation. Le PaaS offre des services du niveau
plateforme. Le fournisseur est responsable des systèmes de gestion de bases de données
et/ou des outils de développement logiciel. Le SaaS offre des services du niveau applica-
tif. Le fournisseur est responsable des applications de natures variées : analyse, business,
bureautique, web, robotique... Les trois classes de services peuvent être proposés par le
même fournisseur. Il peut y avoir aussi des fournisseurs qui proposent des services appar-
tenant à une seule classe. Dans ce cas, un fournisseur PaaS peut solliciter, par exemple,
un fournisseur IaaS pour la gestion de l’infrastructure.
Nous nous intéressons dans le cadre de la thèse aux services d’interrogation de bases de
données (fournisseur PaaS). Les systèmes de gestion de bases de données sont des éléments
indispensables pour toute organisation de nos jours. Étant donné les avantages, plusieurs
organisations ont choisi de déployer leurs bases de données dans le cloud (Chauhan et al.,
2014; Verbitski et al., 2017), notamment via : Amazon Aurora 1, Amazon RDS 2, Amazon
EMR 3, Azure SQL Database 4, Azure HDInsight 5, Oracle Database Cloud Service 6...
Une base de données est un ensemble structuré de données modélisant les objets d’une
partie du monde réel et servant de support à une application informatique (Gardarin,
2003). Nous considérons une structuration relationnelle pour les données. Les requêtes
d’interrogation sont souvent exprimées avec le langage déclaratif SQL (Date and Darwen,
1987). Reconnu comme norme internationale dans les années 80, SQL est toujours utilisé
dans les systèmes de gestion de bases de données relationnels, mais aussi comme extension
(langage quasi-SQL) dans les outils big data récents comme Hadoop/Hive (Thusoo et al.,
2010; White, 2012; Saha et al., 2015) et Spark SQL (Zaharia et al., 2010b; Armbrust et al.,
1. https ://aws.amazon.com/fr/rds/aurora/
2. https ://aws.amazon.com/fr/rds/
3. https ://aws.amazon.com/fr/emr/
4. https ://azure.microsoft.com/fr-fr/services/sql-database/
5. https ://azure.microsoft.com/fr-fr/services/hdinsight/
6. https ://cloud.oracle.com/fr_FR/database
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2015).
L’optimiseur de requêtes est un composant essentiel pour l’interrogation des bases
de données. Son rôle consiste à trouver le meilleur plan d’exécution pour les requêtes
soumises. Chaque requête est d’abord analysée pour vérifier si elle est lexicalement et
syntaxiquement correcte. Ensuite, elle est transformée en un arbre d’opérateurs relation-
nels (sélections, projections, jointures et agrégations) appelé un plan d’exécution logique.
Enfin, un plan d’exécution physique séquentiel est généré. Ce dernier indique l’ordre des
opérateurs et leur algorithme d’exécution.
Dans un environnement d’exécution parallèle, le plan d’exécution séquentiel est trans-
formé en un plan d’exécution parallèle. Chaque opérateur est exécuté par un ensemble de
tâches parallèles. Une tâche donnée effectue un traitement sur une partie des données. Les
tâches dépendantes communiquent en mode producteur-consommateur. L’exécution pa-
rallèle d’une requête nécessite une infrastructure matérielle constituée de plusieurs unités
de calcul (CPU) et un réseau de communication.
Nous considérons qu’une ressource est constituée d’une CPU et une certaine quantité
mémoire. À un instant donnée, une ressource peut exécuter une seule tâche à la fois.
Nous nous intéressons dans cette thèse à l’allocation de ressources et le dimensionnement
automatique. Ces derniers ont un impact sur le bénéfice du fournisseur et la satisfaction
des locataires.
1.1.1 Allocation de ressources
L’allocation de ressources consiste à déterminer "quand" et "où" exécuter chaque tâche
du plan. Le choix de la ressource d’exécution (où ?) est appelé placement. La détermination
de l’instant de déclenchement (quand ?) par rapport aux autres tâches placées sur la même
ressource et en tenant compte des dépendances entre les tâches de la même requête est
appelé ordonnancement.
L’allocation de ressources se base sur un modèle de coûts. Ce dernier utilise des sta-
tistiques contenues dans un catalogue (notamment le nombre de tuples et leur taille en
octets, nombre de valeurs uniques d’un attribue donné, histogrammes) pour estimer le
nombre et la taille des tuples des relations intermédiaires de la requête. À partir de ces
estimations, des algorithmes sont utilisés pour trouver une allocation de ressources qui
minimise (ou maximise, selon la formulation du problème) une fonction objectif tout en
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respectant un ensemble de contraintes.
Avant la naissance des systèmes cloud, plusieurs travaux ont considéré le problème
d’allocation de ressources pour l’interrogation de bases de données dans des architectures
parallèles. Certains ont résolu le problème d’une manière statique avant l’exécution de la
requête (Nag and DeWitt, 1998; Yu and Cornell, 1993) alors que d’autres d’une manière
dynamique pendant l’exécution de la requête (Bouganim et al., 1998). Il y a aussi des
travaux qui supposent l’existence d’une allocation statique puis cette dernière est modifiée
dynamiquement pendant l’exécution de la requête si les estimations initiales du modèle
de coûts sont significativement différentes de la réalité (Kabra and DeWitt, 1998). Ceci
est appelé la réallocation de ressources. Suite à l’arrivée du cloud, certaines méthodes ont
été étendues pour répondre aux spécificités de cet environnement, notamment les SLAs,
le modèle économique et le multi-locataire (Kllapi et al., 2011; Pietri et al., 2019). Dans
cette thèse, nous étudions le problème d’allocation de ressource statique en environnement
cloud, et aussi le réallocation.
1.1.2 Dimensionnement automatique
L’utilisation du cloud a de nombreux avantages par rapport à une solution en local
au sein des locaux de l’entreprise. Une solution en local nécessite un investissement ini-
tial pour la mise en place de l’infrastructure et l’installation des logiciels. De plus, elle
peut donner lieu à une infrastructure sous-chargée ou surchargée. En effet, le nombre de
ressources est défini lors de la mise en place de l’infrastructure alors que la charge peut
varier dans le temps d’une façon imprévisible. La surcharge implique une diminution des
performances de service alors que la sous-charge est considérée comme du gaspillage de
ressources. Par contre, dans le cloud, il n’y a pas d’investissement initial pour le locataire
car les ressources sont au niveau de l’infrastructure du fournisseur. De plus, grâce à l’élas-
ticité (Kouki and Ledoux, 2012), le nombre de ressources attribuées peut changer à tout
moment ce qui permet de garder des performances acceptables et au même temps éviter
le gaspillage.
Afin d’assurer l’élasticité du cloud, il est important de décider le moment d’augmenter
ou diminuer le nombre de ressources attribuées au service (combien ?). Le dimension-
nement automatique est le mécanisme permettant de choisir le moment d’augmenter et
diminuer le nombre de ressources. La plupart des fournisseurs actuels utilisent une ap-
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proche intuitive basée sur des seuils (Khatua et al., 2010; Chieu et al., 2011; Simmons
et al., 2011; Ghanbari et al., 2011; Han et al., 2012). L’idée principale de cette approche
est d’ajouter (ou de supprimer) des ressources si une certaine mesure est supérieure (ou
inférieure) à un seuil prédéfini. Le principal inconvénient de l’approche basée sur les seuils
est le fait qu’elle exige une compréhension approfondie des tendances de la charge pour
choisir les bons seuils, ce qui n’est pas facile à réaliser. Afin d’éviter les inconvénients
de l’approche de seuils, de nombreux travaux scientifiques ont été consacrés à la concep-
tion de méthodes de dimensionnement automatique indépendantes de l’humain, basées
sur l’apprentissage par renforcement (Dutreilh et al., 2011; Rao et al., 2011). L’appre-
nant est un agent qui fait des actions successives dans un environnement et reçoit une
récompense pour chaque action effectuée. Après une suite d’essais, il devrait apprendre à
prendre de bonnes décisions ce qui permet d’effectuer le dimensionnement automatique
sans intervention humaine. Dans cette thèse, nous avons adopté la deuxième approche.
1.2 Problématique
La thèse répond à trois questions notée respectivement Q1, Q2 et Q3. Dans cette
section, nous présentons une question à la fin de chaque paragraphe.
Le but des travaux dédiés à l’allocation statique pour les architectures parallèles (Yu
and Cornell, 1993; Nag and DeWitt, 1998; Bouganim et al., 1998) est de minimiser le
temps d’exécution de requêtes et maximiser l’utilisation de ressources, dont le nombre
est supposé fixe. Ils sont destinés plutôt à une installation en local au sein des locaux de
l’entreprise. En effet, le fait de minimiser le temps d’exécution de requêtes et maximiser
l’utilisation de ressources ne garantit pas nécessairement le meilleur bénéfice économique
pour le fournisseur. Dans le cloud, les besoins en terme de performances et les pénalités en
cas de violation sont différents d’un locataire à l’autre, il serait donc intéressant d’allouer
les ressources d’une façon qui favorise les locataires les plus exigeants en assurant quand
même une certaine qualité de service pour les locataires les moins exigeants. Les méthodes
existantes orientées cloud (Kllapi et al., 2011; Pietri et al., 2019) sont généralement basées
sur des méthodes heuristiques qui présentent l’avantage d’un temps d’allocation rapide
et la simplicité de leur conception. Cependant l’optimalité n’est pas garantie et dans
certains cas la solution trouvée par ces méthodes est loin de l’optimal. Ce qui laisse la
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voie à la communauté scientifique pour proposer des nouvelles méthodes qui répondent à
la question : (Q1) Comment permettre à l’allocation statique d’assurer un bon compromis
entre le bénéfice du fournisseur et la satisfaction des locataires, tout en garantissant un
coût d’allocation raisonnable ?
L’allocation statique se base sur des estimations calculées grâce au modèle de coûts.
Néanmoins, les estimations peuvent contenir des erreurs. La taille et le nombre de tuples
réels des relations intermédiaires peuvent être significativement différents de ceux esti-
més. Les erreurs d’estimation sont dues au fait que les estimations sont calculées avec
des formules analytiques approximatives. De plus, les statistiques du catalogue ne sont
pas maintenues à jour. Dans le cadre d’une requête avec plusieurs opérateurs successifs,
l’erreur se propage d’une façon exponentielle (Ioannidis and Christodoulakis, 1991). Si la
taille des données réelle est très différente de la taille estimée, la qualité du plan d’al-
location initialement établi (plan statique) se dégrade d’une façon significative. Certains
travaux ont considéré le problème d’erreurs d’estimation (Kabra and DeWitt, 1998; Agar-
wal et al., 2012; Bruno et al., 2013). L’idée est de placer des opérateurs qui collectent des
statistiques pendant l’exécution de la requête. Si les statistiques collectées sont significati-
vement différentes des statistiques estimées pendant l’allocation statique alors l’allocateur
est sollicité pour modifier l’allocation du reste de la requête. Ces méthodes considèrent
que les requêtes ont le même niveau de priorité. Par contre, le cloud est un environnement
multi-locataire dans lequel les exigences de performances et les éventuelles pénalités sont
différentes d’un locataire à un autre. Par exemple un locataire de profil premium exige
des seuils stricts sur le temps d’exécution de ses requêtes et des pénalités élevées dans le
cas du dépassement de seuils alors q’un locataire de profil basic est tolérant en matière
de seuils et en même temps les pénalités sont moindres dans le cas de violation. Étant
donné que le but du fournisseur est de satisfaire les besoins des différents locataires tout
en maximisant son bénéfice, il est important de prendre en compte les SLAs durant le
processus de collecte de statistiques et la réallocation. Une question à poser est : (Q2)
Comment limiter l’impact des erreurs d’estimation sur le bénéfice du fournisseur, sachant
qu’il s’agit d’un environnement multi-locataire ?
Enfin, par rapport au dimensionnement automatique basé sur l’apprentissage par ren-
foncement, il n’y a pas une méthode efficace pour toutes les applications cloud. Chaque
solution doit tenir compte des spécificités de l’application. Nous constatons que la plupart
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des méthodes existantes se concentrent sur les applications Web. Une requête dans ces
applications peut être considérée comme une tâche atomique assignée à une seule res-
source pour une courte période de temps (Dutreilh et al., 2011; Rao et al., 2011). Ces
méthodes ne conviennent pas à l’interrogation de bases de données. En effet, la structure
d’une requête dans ce cas est complexe comparée à une requête web. Le plan d’exécu-
tion physique contient de nombreuses tâches. Certaines sont parallèles, d’autres sont liées
par une relation producteur-consommateur. Le temps d’exécution d’une requête sur des
données massives peut aller de quelques minutes à plusieurs heures. En outre, dans une
requête de base de données, si le consommateur n’est pas lancé au moment où les données
sont générées par le producteur, alors les données intermédiaires peuvent être stockées
sur disque. Le stockage disque dans le cloud peut avoir un coût monétaire. Étant donné
que la plupart des méthodes existantes ne conviennent pas à l’interrogation de bases de
données. La question que nous pouvons poser est : (Q3) Comment améliorer les méthodes
de dimensionnement automatique basées sur l’apprentissage par renforcement afin qu’elles
correspondent aux spécificités de l’interrogation de bases de données ?
1.3 Contributions
Nous avons proposé des méthodes pour répondre aux questions Q1, Q2 et Q3 de la
section précédente. Les contributions de thèse peuvent être résumées comme suit :
— Une méthode d’allocation de ressources statique en deux phases pour assurer un
bon compromis entre le bénéfice du fournisseur et la satisfaction des locataires, tout
en garantissant un coût d’allocation raisonnable. La méthode est constituée de deux
phases successives : 1) placer les tâches sur les ressources disponibles (placement) et
2) ordonner les tâches allouées pour chaque ressource en tenant compte des dépen-
dances entre les tâches d’une même requête (ordonnancement). Chaque phase est
modélisée par un modèle de Programmation Linéaire en Nombres Entiers (PLNE),
de sorte que la solution optimale pour chaque phase peut être faite avec n’importe
quel algorithme d’optimisation PLNE. Décomposer le problème en deux phases suc-
cessives permet de réduite la complexité et donc le temps d’exécution de l’allocation.
Nous avons comparé la méthode en deux phases avec une méthode PLNE mono-
phase (que nous avons conçu dans le but de comparer et montrer l’avantage de la
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méthode en deux phases) et quelques méthodes gloutons existantes : G-BRT, G-
MPT et G-MPM (Kllapi et al., 2011). Nous avons montré que notre méthode offre
un bon compromis entre le coût monétaire engendré par l’exécution des requêtes et
la satisfaction des locataires, tout en garantissant un coût d’allocation raisonnable.
— Une méthode de réallocation de ressources dirigée par les SLAs pour limiter l’im-
pact des erreurs d’estimation sur le bénéfice. La méthode choisit les collecteurs de
statistiques les plus pertinents en se basant d’une part sur la structure de la requête
et le contenu du catalogue, et d’une autre part sur la nature des différents SLAs. La
méthode favorise de mettre plus de collecteurs dans les requêtes des locataires les
plus exigeants. Nous avons comparé notre méthode avec une solution existante qui
considère que les requêtes ont le même niveau de priorité (Kabra and DeWitt, 1998;
Agarwal et al., 2012; Bruno et al., 2013). Nous avons montré que notre méthode
dirigée par SLAs assure un bénéfice meilleur.
— Une méthode de dimensionnement automatique basée sur l’apprentissage par ren-
forcement pour répondre aux spécificités de l’interrogation de bases de données. La
principale originalité de la méthode réside dans le fait que nous estimons l’utilisa-
tion de ressources et les pénalités à payer dans une fenêtre temporelle future afin de
fournir une description plus précise du modèle d’apprentissage. Le calcul des esti-
mations est basé sur le modèle de coûts ainsi que l’allocation de ressources statique.
Ces estimations sont injectées dans l’algorithme d’apprentissage par renforcement
pour améliorer la capacité d’apprentissage des agents. Une comparaison de notre
méthode avec une méthode existante (Dutreilh et al., 2011; Barrett et al., 2013) a
montré l’avantage d’introduire le modèle de coûts et la sortie de l’allocation statique
dans le modèle d’apprentissage.
Le dimensionnement automatique, le placement et l’ordonnancement constituent le
processus d’allocation de ressources élastique.
1.4 Liste des publications
Le travail de thèse a donné lieu à deux articles scientifiques acceptés :
— Mohamed Mehdi Kandi, Shaoyi Yin, and Abdelkader Hameurlain. Avril 2018. An
integer linear-programming based resource allocation method for SQL-like queries
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in the cloud. In Proceedings of the 33rd Annual ACM Symposium on Applied Com-
puting (SAC). Pau, France. ACM, 161–166.
— Mohamed Mehdi Kandi, Shaoyi Yin, and Abdelkader Hameurlain. Août 2019. Re-
source Auto-scaling for SQL-like Queries in the Cloud based on Parallel Reinfor-
cement Learning. International Journal of Grid and Utility Computing (IJGUC).
Inderscience Publishers. vol. 10, no 6, p. 654-671.
Ainsi qu’un article soumis :
— Mohamed Mehdi Kandi, Shaoyi Yin, and Abdelkader Hameurlain. (Under review).
SLA-Driven Ressource Re-Allocation for SQL-like Queries in the Cloud. Knowledge
and Information Systems (KAIS). Springer.
1.5 Organisation du manuscrit
Ce document est constitué de six chapitres. Après la description du contexte, la pro-
blématique et les contributions dans le chapitre 1 , le reste de document est organisé
comme suit :
Le chapitre 2 est dédié à l’état de l’art. Nous positionnons notre travail par rap-
port au monde du cloud computing et de l’interrogation parallèle de bases de données.
Nous présentons aussi des méthodes d’allocation de ressources et de dimensionnement
automatique existantes.
Le chapitre 3 est consacré à la description du service cloud considéré dans la thèse,
à notre méthode d’allocation statique ainsi que la méthode de réallocation. Pour la mé-
thode d’allocation statique nous expliquons le principe de la PLNE, puis nous présentons
la formulation PLNE du placement et la formulation PLNE d’ordonnancement. Pour la
méthode de réallocation, nous détaillons l’algorithme du choix des collecteurs de statis-
tiques et l’algorithme de réallocation.
Le chapitre 4 décrit notre méthode de dimensionnement automatique. Nous com-
mençons par décrire le processus d’allocation de ressources élastique. Ensuite, nous ex-
pliquons le principe de l’algorithme Q-learning. Enfin, nous présentons la méthode de
dimensionnement automatique basée sur cet algorithme.
Le chapitre 5 est dédié à l’évaluation des performances. Après la description du
simulateur utilisé et la génération des plans d’exécution parallèles, nous présentons l’éva-
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luation des méthodes proposées (allocation statique, réallocation et dimensionnement au-
tomatique). Pour chaque méthode nous décrivons les méthodes avec lesquelles on s’est
comparé, les métriques de comparaison, les paramètres et les scénarios de simulation,
ainsi que l’analyse des résultats obtenus.
Le chapitre 6 conclue le manuscrit de thèse avec une synthèse de nos contributions
ainsi qu’une discussion des voies possibles pour la continuation de notre travail.
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2.1 Introduction
Le contexte général de cette thèse est l’interrogation de bases de données sur des
architectures parallèles dans un environnement de cloud computing. Nous nous intéres-
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sons principalement aux problèmes de l’allocation de ressources et le dimensionnement
automatique.
L’idée derrière le cloud computing a été introduite pour la première fois en 1961, quand
John McCarthy 1 présente lors d’une conférence un concept qui recommande à offrir les
ressources informatiques comme n’importe quel service public (Parkhill, 1966; Garfinkel,
1999). Cependant, le terme n’est devenu populaire qu’à partir de 2006, quand les premières
solutions commerciales ont été officiellement lancées (notamment Amazon Web Services).
Depuis, le terme cloud a été largement adopté dans une variété de contextes. Ceci a donné
lieu à une confusion par rapport d’un côté à la définition précise du cloud et d’un autre
côté aux caractéristiques qui le différencient des grilles de calcul conventionnelles (Bégin
et al., 2008; Jha et al., 2009). Cependant, des organismes de standardisation ont proposé
des définitions formelles largement adoptées par la communauté (Mell et al., 2011). Des
efforts ont aussi été fournis pour différencier les services et modèles de déploiement de
cloud.
Le déploiement de bases de données dans le cloud est une pratique très adoptée par
les entreprises de nos jours 2 3 4 5. Les entreprises favorisent l’utilisation du cloud car il
permet d’éviter un grand investissement matériel, humain et technique pour la gestion
de l’infrastructure en local. Par contre, le déploiement dans le cloud a donné lieu à de
nouveaux défis en ce qui concerne la gestion de ressources.
Dans ce chapitre, nous commençons par donner une définition du cloud, ses carac-
téristiques, les classifications existantes et les concepts clés (section 2.2). Ensuite, nous
présentons un aperçu de l’interrogation des bases données sur des architectures parallèles
dans un cadre général et dans le cloud (section 2.3 et 2.4). Enfin, nous présentons quelques
travaux qui portent sur l’allocation de ressources (section 2.5) et le dimensionnement au-
tomatique (section 2.6).
1. l’un des fondateurs de la discipline de l’intelligence artificielle et la technique du temps partagé
2. https ://aws.amazon.com/fr/products/databases/
3. https ://aws.amazon.com/emr/ ?nc1=hls
4. https ://azure.microsoft.com/en-gb/services/sql-database/
5. https ://azure.microsoft.com/en-gb/services/hdinsight/
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2.2 Cloud Computing
2.2.1 Définition et caractéristiques
De nombreux travaux proposent des définitions pour le cloud (Bragg, 2008; de Haaff,
2008; Geelan et al., 2009; Zhang et al., 2010). La principale raison de l’existence de
plusieurs définitions est le fait qu’il ne s’agit pas d’une nouvelle technologie, mais plutôt
d’un nouveau modèle qui exploite un ensemble de technologies existantes pour répondre à
des exigences économiques. La plupart des technologies utilisées par le cloud, notamment
la virtualisation, ne sont pas nouvelles (Zhang et al., 2010).
Pour éliminer la confusion par rapport à la définition, des organismes de standardisa-
tion ont proposé des définitions formelles pour le Cloud. L’Institut National des Standards
et de la Technologie (NIST, Etats-Unis) adopte la définition suivante (Mell et al., 2011) :
"Cloud computing is a model for enabling ubiquitous, convenient, on-demand network
access to a shared pool of configurable computing resources (e.g., networks, servers, sto-
rage, applications...) that can be rapidly provisioned and released with minimal manage-
ment effort or service provider interaction".
Cette dernière peut être traduite en français comme suit :
"Le cloud computing est un modèle permettant un accès réseau à la demande, pratique
et omniprésent, à un pool partagé de ressources informatiques configurables (Réseaux,
serveurs, stockage, applications...) qui peuvent être rapidement réservées et libérées avec
un effort de gestion ou une interaction minimale avec les fournisseurs de services".
Le même organisme définit les caractéristiques principales du cloud comme suit (Mell
et al., 2011) :
— Libre-service à la demande : un locataire peut utiliser unilatéralement des capacités
informatiques en fonction de ses besoins, sans avoir nécessairement besoin d’une
interaction humaine avec le fournisseur du service.
— Large accès au réseau : les services sont accessibles via le réseau par le biais de mé-
canismes standard qui encouragent l’utilisation de plateformes hétérogènes d’équi-
pement légers ou lourds (téléphones mobiles, ordinateurs portables...).
13
État de l’art 2.2. Cloud Computing
Figure 1 – Modèles de service cloud (Kouki, 2013)
— Mise en commun des ressources : les ressources informatiques du fournisseur sont
mises en commun pour servir de multiples locataires. Le locataire n’a généralement
aucun contrôle ou connaissance sur l’emplacement exact des ressources fournies,
mais peut être en mesure de spécifier l’emplacement à un niveau d’abstraction plus
élevé, par exemple le pays ou l’état.
— Élasticité rapide : les capacités peuvent être provisionnées et libérées automatique-
ment afin de s’adapter rapidement à la demande. Pour le locataire, les capacités
disponibles semblent souvent illimitées.
— Service mesuré : les systèmes cloud contrôlent et optimisent automatiquement l’uti-
lisation des ressources qui peut être surveillée, contrôlés et signalés, ce qui assure la
transparence tant pour le fournisseur que pour le locataire.
2.2.2 Classifications
Les environnements cloud peuvent être classifiés sur la base du modèle de services et
aussi le modèle de déploiement (Mell and Grance, 2011; Santana, 2016).
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2.2.2.1 Modèles de service
La classification selon le modèle de service se base sur la nature du service fourni. Il
y a trois classes de services : Infrastructure as a Service (IaaS), Plateform as a Service
(Paas) et Software as a Service (SaaS). La Figure 1 montre la responsabilité du fournisseur
et le locataire dans chaque classe. Nous proposons dans ce qui suit une définition basée
sur (Mell and Grance, 2011) vu qu’elle a été largement adoptée. Dans la pratique la
distinction entre les différents modèles de service n’est pas nette et peut-être légèrement
différente d’un fournisseur à un autre.
L’IaaS (Malawski et al., 2015; Karthikeyan, 2018; Talebian et al., 2019) offre des
services de bas niveau notamment les ressources de calcul et de stockage. Le fournisseur
est responsable du réseau, des machines physiques et la virtualisation. Le locataire peut
installer le système d’exploitation et les applications qu’il souhaite. Ce service est destiné
principalement aux administrateurs systèmes qui préfèrent louer des ressources de calcul
au lieu d’acheter et gérer des ressources en interne.
Le PaaS (Pahl, 2015; Pokahr and Braubach, 2016; Zhong and Yuan, 2019) fournit
au locataire la capacité de déployer des applications grâce à des outils de développement
pris en charge par le fournisseur. Ce dernier est responsable du réseau, des machines
physiques, de la virtualisation, des systèmes d’exploitation, des logiciels intermédiaires,
des outils de développement et de la gestion de bases de données. Un fournisseur PaaS
peut être vu comme un locataire qui fait appel un fournisseur IaaS pour la gestion du
réseau, des machines physiques et la virtualisation. Le PaaS est destiné principalement
aux développeurs d’applications et administrateurs de bases de données qui souhaitent
avoir un environnement complet pour leur travail sans se soucier des aspects bas niveau.
Le SaaS (Stavrinides and Karatza, 2016; Iranpour and Sharifian, 2018; Stavrinides
and Karatza, 2019) est destiné aux locataires qui souhaitent accéder à des applications
complètes. Le fournisseur est responsable de tous les niveaux : matériel, virtualisation,
système d’exploitation... Il doit assurer une fiabilité et des performances acceptables et
similaires à celles obtenues avec un déploiement en local.
2.2.2.2 Modèles de déploiement
La classification selon le modèle de déploiement s’intéresse à la position du cloud par
rapport au locataire. Il existe trois modèles de déploiement : public, privé et hybride.
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Dans les chapitres suivants, le mot cloud désigne plutôt un fournisseur public si aucune
précision n’est rajoutée.
Le cloud public (Firestone et al., 2018; Persico et al., 2018; Xue et al., 2019) est une
infrastructure destinée à une utilisation ouverte pour un grand public. C’est la catégorie
la plus connue par rapport à celles qui seront présentées par la suite. Malgré ses avantages,
il existe des risques pour ce type de déploiement : perte de données, des informations sen-
sibles peuvent être lues par des attaquants, les identifiants et les mots de passe peuvent
être volés, des informations confidentielles peuvent être placées par erreur dans un espace
de stockage public, la facilité d’allocation peut engendrer une utilisation exagérée et donc
des coûts inutiles. De plus pour des raisons de sécurité nationale, certaines informations ne
peuvent pas être stockées dans une localisation (pays) non autorisée. Néanmoins les four-
nisseurs de cloud actuels sont conscients de ces risques, ils proposent donc des mécanismes
pour les éviter.
Le cloud privé (Hale and Egerstedty, 2015; Chang, 2015; Griebler et al., 2018) est une
infrastructure destinée à l’utilisation par une seule organisation. Par rapport au cloud
public, il permet une meilleure sécurité, un meilleur contrôle et gestion des coûts. Le
cloud privé peut se situer physiquement au sein même de l’organisation et être géré par ses
employés. Néanmoins, le cloud privé peut-être géré par une société externe si l’organisation
manque de moyens ou de compétences nécessaires.
Le cloud hybride (Farokhi et al., 2016; Yangui et al., 2016; Azumah et al., 2018) est une
composition de plusieurs infrastructures cloud (public, privé). Le but est de profiter des
avantages des différentes catégories. Le locataire peut par exemple allouer des ressources
dans le cloud public dans les périodes où le cloud privé est surchargé. Le locataire peut
aussi utiliser un cloud privé quand une garantie en terme de sécurité est exigée, sinon il
utilise le cloud public pour profiter du passage à l’échelle. La difficulté de déploiement
d’un cloud hybride se trouve dans le fait que les infrastructures qui le constituent utilisent
des technologies et des standards qui peuvent être différents.
2.2.3 Concepts clés
2.2.3.1 Service-Level Agreements (SLAs)
Un SLA est un contrat établi entre le fournisseur et le locataire. Il précise d’une façon
formelle les différents objectifs et les actions à prendre dans le cas où ils ne sont pas
16
État de l’art 2.2. Cloud Computing
respectés. Ce concept était introduit pour la première fois dans les années 80 pour gérer
la qualité de service dans la télécommunication. Puis il s’est développé avec l’apparition
d’Internet, les architectures orientées services (Ludwig et al., 2003; Andrieux et al., 2007)
et le cloud (Nassar, 2018; Zhou et al., 2018; Ibrahim et al., 2018).
Les principaux composants d’un SLA sont les suivants (Jin et al., 2002) :
— L’objet : objectifs à atteindre en utilisant le SLA.
— Les restrictions : les mesures ou actions nécessaires qui doivent être prises pour
s’assurer que le niveau demandé services est fourni.
— Période de validité : période de temps d’application du SLA.
— Portée : les services qui seront fournis au locataire et les services qui ne seront pas
couverts dans le cadre du SLA.
— Parties : les organisations ou les personnes concernées et leurs rôles (principalement
le fournisseur et le locataire).
— Service-level objectives (SLOs) : niveaux de services sur lesquels les parties s’en-
tendent. Parmi les indicateurs, on trouve : la disponibilité et la performance.
— Pénalités : si le service fourni n’atteint pas les SLO des pénalités seront imposées.
— Services facultatifs : services qui ne sont pas obligatoires, mais qui pourraient être
requis.
— Administration : processus utilisés pour garantir la réalisation des SLOs et les res-
ponsabilités organisationnelles connexes en matière de contrôle de ces processus.
Le cycle de vie des SLA peut être représenté par six étapes (Maarouf et al., 2015) :
— Étape 1 - découvrir les fournisseurs de services : les fournisseurs de services sont
situés en fonction des exigences du locataire.
— Étape 2 - définir du SLA : cette étape inclut la définition des services, des parties,
les pénalités et les SLOs.
— Étape 3 - établissement d’un accord : le SLA est établi et les parties s’engagent à le
respecter.
— Étape 4 - surveillance de la violation du SLA : la performance du service est mesurée
par rapport au contrat.
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Figure 2 – Exemple de sur-approvisionnement et sous-approvisionnement (JoSEP et al.,
2010)
— Étape 5 - Terminaison du SLA : le SLA se termine à cause d’un timeout ou d’une
violation de la part d’une partie.
— Étape 6 - l’application des pénalités en cas de violation du SLA : si l’une des parties
ne respecte pas les termes du contrat, les clauses correspondantes sont invoquées et
exécutées.
2.2.3.2 Élasticité
Comme mentionné dans la section 2.2.1, l’élasticité rapide fait partie des caractéris-
tiques principales du cloud. L’élasticité est définie comme étant la capacité d’un système
à ajouter et à supprimer des ressources, ou modifier leur configuration, pour s’adapter à
la variation de charge en temps réel (Al-Dhuraibi et al., 2017).
Le terme élasticité est associé à l’évolutivité. Cette dernière est définie comme étant
la capacité d’un système à supporter des charges de travail croissantes en utilisant des
ressources supplémentaires. L’évolutivité est indépendante du temps, il s’agit donc d’une
propriété statique. L’élasticité peut être considérée comme une automatisation du concept
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d’évolutivité, mais elle vise aussi à optimiser au mieux et le plus rapidement possible les
ressources à un moment donné (Al-Dhuraibi et al., 2017).
Nous pouvons citer trois cas qui montrent l’intérêt d’un système élastique par rapport
à un système non élastique. Le premier cas est celui où la demande d’un service varie dans
le temps. Dans ce cas, la capacité réservée dans un système non élastique doit satisfaite
la charge de pointe ce qui entraîne une sous-utilisation à d’autres moments. Au lieu de
cela, un système élastique permet de rajouter ou supprimer des ressources en fonction
de la charge ce qui limite le gaspillage. Un deuxième cas est celui où la demande est
inconnue à l’avance. Par exemple, une organisation qui démarre devra prendre en charge
une hausse de la demande lorsqu’elle deviendra populaire, suivie éventuellement d’une
réduction lorsque certains visiteurs se détourneront. Enfin, les organisations qui réalisent
occasionnellement des traitements parallèles massifs peuvent profiter de l’élasticité pour
réserver un nombre important de ressources uniquement quand il y a le besoin (JoSEP
et al., 2010).
Le sur-approvisionnement et le sous-approvisionnement sont deux facteurs qui caracté-
risent un système élastique. Le système est dans un état de sur-approvisionnement quand
les ressources attribuées sont supérieures aux ressources nécessaires. Comme c’est le cas
de l’approvisionnement qui correspond à la charge de pointe de la Figure 2-(a). La qualité
de service est satisfaite par contre cet état entraîne des coûts supplémentaires et inutiles.
Le système est dans un état de sous-approvisionnement quand les ressources attribuées
sont inférieures aux ressources requises. Comme c’est le cas de l’approvisionnement qui
de la Figure 2-(b). Ceci entraîne une dégradation des performances et éventuellement le
départ des locataires non satisfaits (Al-Dhuraibi et al., 2017). La Figure 2-(c) montre une
baisse des demandes suite au départ des locataires.
Al-Dhuraibi et al. (2017) proposent d’autres classifications des travaux qui concernent
l’élasticité. Les solutions sont classées en fonction de la configuration (rigide, configurable),
de la portée (infrastructure, plateforme), de l’objectif (performances, coûts, énergie, dis-
ponibilité), du mode (réactif, prédictif), de la méthode (horizontale, verticale, hybride),
de l’architecture (centralisée, décentralisée) et du fournisseur (unique, multiple).
Le terme élasticité est aussi associé à l’efficacité. Cette dernière dépend de la quantité
de ressources consommées pour traiter une quantité de travail donné, plus cette quantité
est faible, plus l’efficacité d’un système est élevée. L’allocation et le dimensionnement au-
19
État de l’art 2.3. Bases de données dans le cloud
tomatique visent à répondre aux compromis de la maximisation du bénéfice du fournisseur
et la satisfaction des locataires. La définition de l’allocation de ressources et dimension-
nement automatique et l’état de l’art des travaux existants sont présentés respectivement
dans les sections 2.5 et 2.6.
2.2.3.3 Modèle économique
L’objectif du fournisseur cloud est de garantir le plus grand bénéfice, tandis que l’ob-
jectif de chaque locataire est d’obtenir un service maximal à faible coût. Le bénéfice du
fournisseur est la différence entre le revenu et les dépenses. Le revenu est la somme d’ar-
gent facturée aux locataires qui utilisent les services. Les dépenses sont la somme du coût
monétaire lié à l’exécution des services et les éventuelles pénalités dans le cas de violation
des SLAs.
Le prix des services est l’une des mesures les plus importantes que le fournisseur doit
contrôler pour encourager l’utilisation de ses services et la maximisation de son bénéfice.
Il existe différents schémas de tarification, principalement : la tarification fixe et dyna-
mique (Mazrekaj et al., 2016). La tarification fixe comprend le paiement à l’utilisation
(les locataires paient en fonction du temps et de la quantité qu’il consomme sur un service
spécifique) et l’abonnement (les locataires s’abonnent à une combinaison pré sélectionnée
d’unités de service et s’engagent sur une période longue, généralement mensuelle ou an-
nuelle (Chun and Choi, 2014)). Dans la tarification dynamique, le prix est déterminé en
fonction de l’offre et la demande. Ce modèle permet au fournisseur de mieux exploiter le
potentiel de paiement des locataires et donc de réaliser plus de bénéfice. Le prix peut aussi
être choisi suite à une négociation entre le fournisseur et le locataire (Yin et al., 2018).
Dans ce cas, un protocole de négociation est utilisé afin de satisfaire les deux parties.
2.3 Bases de données dans le cloud
Les services de bases de données dans le cloud sont considérés comme des produits
de niveau PaaS. Ces services sont utilisés soit directement par des utilisateurs finaux
(généralement des administrateurs de bases de données) ou bien par des services du niveau
SaaS. Les services de bases de données utilisent eux-mêmes des services du niveau IaaS
qui fournissent des capacités de calcul et de stockage (Figure 1) La Figure 3 montre les
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Figure 3 – Produits bases de données Cloud de Microsoft Azure
différentes possibilités fournies par Microsoft. Sur la Figure nous avons de gauche vers la
droite : (1) la solution privée physique non cloud, (2) la solution cloud privé virtuel, (3)
la solution cloud publique virtuel IaaS et (4) la solution cloud publique virtuel PaaS.
Contrairement aux systèmes de gestion des bases de données classiques qui sont ins-
tallés et maintenus au sein de l’organisation, les services cloud sont proposés généralement
par un fournisseur externe. Le fournisseur propose un tarif qui tient compte de la durée
de service, des prix proposés par les concurrents et d’un certain nombre de paramètres de
performances et de disponibilité.
Le Tableau 2.3.1 présente une comparaison des services de bases de données des prin-
cipaux fournisseurs du marché. Les critères de comparaison que nous avons considérés
sont les suivants :
— C1 : le type de bases de données considéré. relationnel (REL), NoSQL, envi-
ronnement Hadoop (HAD).
— C2 : infrastructure de calcul. le service cloud IaaS proposé par le fournisseur
pour le calcul.
— C3 : infrastructure de stockage. le service cloud IaaS proposé par le fournisseur
pour le stockage.
— C4 : paramètres pris en compte pour la tarification. nombre ou performances
de processeurs (CPU), capacité mémoire (MEM), capacité de stockage (CST), per-
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formances réseau (PRS), débit d’entrée/sortie (DEB), nombre de noeuds (NBN),
nombre de bases de données (NBD), moteur de traitement (MOT), région géogra-
phique (REG), nombre de zones de réplication (NBZ), mode de tarification (MOD),
services additionnels inclus (SER).
— C5 : élasticité. horizontale : possibilité de changer le nombre de MVs (H), verti-
cale : possibilité de changer le nombre de ressources <cpu, mémoire...> d’une même
MV (V).
— C6 : Service-level agreement. garanties sur la disponibilité de service (DSP),
garanties sur les performances (PRF).
Bien que la plupart des services considèrent surtout la disponibilité pour les SLAs, nous
constatons que les fournisseurs actuels commencent à s’intéresser aussi aux performances.
2.4 Interrogation parallèle des bases de données
2.4.1 Analyse et optimisation de requêtes
Les requêtes d’interrogation de bases de données sont souvent exprimées avec un lan-
gage déclaratif. Avec un tel langage, l’utilisateur décrit les données qu’il souhaite obtenir
sans fournir les algorithmes d’accès aux données. Chaque requête est d’abord analysée lexi-
calement et syntaxiquement pour vérifier qu’elle est exprimée correctement, puis traduite
en un graphe d’opérateurs. Ce graphe subit une optimisation (Gruenheid et al., 2011). Le
but de l’optimisation est de trouver un plan d’exécution optimal ou proche de l’optimal.
Depuis les années 80, l’optimisation de requêtes a reçu une attention considérable (Jarke
and Koch, 1984; Mitschang, 1995). Un optimiseur transforme le graphe d’opérateurs de
l’analyse en un plan d’exécution composé d’opérations de bas niveau réalisant l’accès aux
données. L’optimisation de requêtes est constituée de deux étapes successives (Figure 4) :
1. Optimisation logique : permet de réécrire la requête sous une forme logiquement
optimisée, sans tenir compte des coûts d’accès aux données. Le but est de réduire la
taille de données manipulées en appliquant des règles de transformation des arbres
algébriques.
2. Optimisation physique : choisit le meilleur plan d’exécution (déterminer les
algorithmes d’exécution des opérateurs et leur ordre) en tenant compte de la taille
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Figure 4 – Optimisation de requêtes
des données et des chemins d’accès aux données disponibles.
Pour chaque plan d’exécution, un coût approché est calculé. Pour cela, l’optimisation
physique nécessite un modèle de coûts (Hameurlain, 1996). Ce dernier permet de calculer
un ensemble de métriques exploitées par l’optimiseur pour trouver le plan d’exécution
séquentiel optimal (ou proche de l’optimal). Le plan d’exécution séquentiel optimal (ou
proche de l’optimal) généré à l’issue de l’optimisation physique est transformé en plan
d’exécution parallèle suite à l’étape de parallèlisation. L’exécution parallèle de requêtes
est abordée dans la section suivante.
2.4.2 Parallélisation de requêtes : modèle d’exécution sans-pipeline
VS. modèle d’exécution avec-pipeline
Dans le cadre de l’exécution parallèle des requêtes, nous distinguons deux niveaux de
parallélisme : le parallélisme inter-requête et le parallélisme intra-requête. Le parallélisme
inter-requête consiste à exploiter plusieurs processeurs de l’architecture pour exécuter plu-
sieurs requêtes en même temps. Le parallélisme intra-requête consiste à exploiter plusieurs
processeurs de l’architecture pour exécuter une requête donnée. Il y a deux formes de pa-
rallélisme intra-requête : le parallélisme inter-opération et le parallélisme intra-opération.
Le parallélisme inter-opération consiste à exécuter plusieurs opérations de la même re-
quête en même temps. Ces opérations sont soit indépendantes ou bien consécutives (liées
par des flux de données). Le parallélisme intra-opérateur consiste à décomposer une opé-
ration donnée en un ensemble de tâches, chacune d’elles est placée sur un seul processeur
et exécute l’algorithme de l’opération sur une partie des données (Bonneau, 1999). Cer-
tains opérateurs, comme la sélection et la projection, peuvent être facilement décomposés
en tâches parallèles. Par contre, pour d’autres opérateurs, comme la jointure, la décom-
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Figure 5 – Comparaison de la structure du plan d’exécution parallèle dans (a) le modèle
d’exécution sans-pipeline et (b) le modèle d’exécution avec-pipeline
position est plus complexe.
MapReduce est un modèle de programmation pour le traitement de grands ensembles
de données. Les utilisateurs spécifient le calcul sous forme de fonctions Map et Re-
duce (Dean and Ghemawat, 2008). Afin de profiter le parallélisme implicite et la tolérance
aux fautes des plateformes qui implémentent MapReduce, des outils ont été développés
pour représenter le plan d’exécution parallèle par un ensemble de jobs MapReduce dé-
pendants (White, 2012) (Figure 5-a. Un job MapReduce contient une phase Map et une
phase Reduce. Chaque phase est instanciée par un ensemble de tâches parallèles de type
Map ou Reduce. L’inconvénient de ce modèle, c’est qu’il y a une opération d’écriture
puis une opération de lecture sur un système de fichiers distribué (SFD) entre deux jobs
successifs, ce qui ralentit le temps d’exécution des requêtes.
Récemment, un autre modèle a été proposé et déjà intégré dans des outils existants,
principalement Hive/Tez (Saha et al., 2015) et SparkSQL (Armbrust et al., 2015). Les
opérateurs relationnels sont regroupés en stades (Floratou et al., 2014). Chaque stade
est instancié par un ensemble de tâches parallèles (Figure 5-b). Une tâche donnée exécute
l’ensemble des opérateurs du stade sur une partie des données en entrée. La communication
entre les tâches de deux stades qui se suivent se fait soit par diffusion (i.e. un tuple généré
par une tâche du stade producteur est envoyé à toutes les tâches du stade consommateur)
ou bien par répartition (i.e. un tuple généré par une tâche du stade producteur est envoyé
à une seule tâche du stade consommateur). La lecture à partir du système de fichiers
distribué est faite uniquement au début de l’exécution de la requête. L’écriture est faite
uniquement à la fin de l’exécution de la requête.
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Dans ce document, nous nous référons à l’ancien modèle MapReduce comme le modèle
d’exécution sans-pipeline et à la nouvelle représentation comme le modèle d’exécution
avec-pipeline.
2.4.3 Architectures parallèles
La communauté de bases de données classe les architectures parallèles selon l’orga-
nisation de leur mémoire et disque. Quatre architectures ont été proposées (Figure 6) :
architecture parallèle à mémoire partagée (Ranganathan et al., 1998), architecture pa-
rallèle à disques partagés, architecture parallèle à mémoire distribuée (Chen et al., 2015;
Wan et al., 2016) et architecture hybride.
L’architecture à mémoire partagée présente l’avantage de la simplicité de program-
mation par contre le réseau d’interconnexion est utilisé pour tout accès mémoire, ce qui
fait que le problème d’interférence devient critique. La bande passante du réseau doit
correspondre aux besoins de la somme du besoin des processeurs. Donc le nombre de
processeurs est limité. L’architecture à mémoire distribuée réduit les interférences car elle
minimise les ressources partagées et la mémoire est exploitée indépendamment du réseau
d’interconnexion. Cette architecture est plus facilement extensible. Les avantages de l’ar-
chitecture à disques partagés par rapport aux architectures à mémoire commune, c’est
une meilleure extensibilité (car chaque processeur dispose d’une mémoire privée) et la
disponibilité (en cas de problème sur un noeud donné, la base de données reste dispo-
nible car un autre noeud détecte le problème et réalise une récupération automatique).
L’architecture hybride tente de combiner les avantages de l’architecture à mémoire com-
mune et l’architecture à mémoire distribuée (Hameurlain, 1996; Bonneau, 1999). Sur la
Figure 6-(d), chaque noeud dispose d’une architecture à mémoire partagée.
2.4.4 Répartition des données
Dans une architecture parallèle, chaque relation est répartie sur plusieurs disques. La
répartition doit éviter d’accéder souvent à des données distantes afin de réduire le coût
de communication. Il existe deux approches de répartition de données : la répartition
totale et la répartition partielle. La répartition totale répartit chaque relation sur tous
les disques disponibles. Elle est adoptée dans les architectures à mémoire commune. En
effet, les architectures à mémoire partagée contiennent beaucoup de noeud. Le surcoût
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Figure 6 – Modèles d’architecture parallèle (Hameurlain, 1996)
de communication engendré par cette approche est très important donc le compromis
entre les traitements et la communication ne peut pas être établie. La répartition par-
tielle répartit chaque relation sur un sous-ensemble de disques. Cette approche est plus
performante. La difficulté consiste à déterminer le nombre de disques adéquats pour la
répartition (Hameurlain, 1996).
Il y a plusieurs façons d’effectuer la répartition de données : répartition circulaire,
répartition par intervalle et répartition par hachage (Mehta and DeWitt, 1997). Avec
la répartition circulaire, les relations sont réparties tuple par tuple dans l’ordre sur les
disques. Avec répartition par intervalle, les relations sont réparties avec des opérations de
restriction sur des intervalles par rapport à un attribut choisi par l’administrateur. Avec
la répartition par hachage, une fonction de hachage est appliquée à chaque tuple pour
déterminer le disque associé. La répartition par hachage peut générer une distribution non
équilibrée des données. Il est donc important de bien choisir les attributs de répartition
et la fonction de hachage.
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2.5 Allocation de ressources
Étant donné les plans d’exécution parallèles d’un ensemble de requêtes à exécuter
sur une architecture parallèle, l’allocation de ressources consiste à déterminer "où" et
"quand" lancer chaque tâche des plans. En effet, dans une architecture parallèle plusieurs
ressources sont susceptibles d’exécuter les tâches. Le choix de la ressource de l’exécution
de chaque tâche est appelé placement (où ?), alors que la détermination de l’instant de
déclenchement de l’exécution de la tâche est appelé ordonnancement (quand ?).
Formellement, un placement est une application plac qui associe une ressource r pour
une tâche t :
plac : T → R ∀t ∈ T,∃r ∈ R, plac(t) = r (2.1)
L’ordonnancement est une application ordo qui associe un instant de déclenchement i
pour une tâche t :
ordo : T → I ∀t ∈ T,∃i ∈ I, ordo(t) = i (2.2)
Avec T est l’ensemble des tâches, P est l’ensemble des ressources de l’architecture
parallèle et I est un ensemble d’instants possibles.
En fonction du problème, le but est de trouver un placement (resp. ordonnancement)
qui maximise (ou minimise) une fonction objectif et respecte un ensemble de contraintes.
En général, l’espace de recherche est très grand pour explorer toutes les possibilités en un
temps raisonnable.
Nous présentons d’abord les travaux qui portent sur l’allocation de ressources pour
l’interrogation parallèle de bases de données non cloud (section 2.5.1), puis les travaux qui
portent sur l’allocation de ressources pour l’interrogation parallèle de bases de données
dans le cloud (section 2.5.2).
2.5.1 Pour l’interrogation parallèle de bases de données non
cloud
Il existe de nombreux travaux qui portent sur l’allocation de ressources pour l’inter-
rogation parallèle des bases de données dans un contexte non cloud. Les anciens travaux
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qui datent des années 90 sont destinés aux systèmes de gestion de bases de données re-
lationnels parallèles. Dans les 10 derniers années, de nouveaux travaux sur l’allocation
de ressources ont été proposés. Ils sont principalement dédiés aux technologies big data,
notamment l’écosystème Hadoop. Le but principal de ces travaux (anciens et nouveaux)
est de minimiser le temps de réponse et maximiser l’utilisation des ressources. Certains
proposent des méthodes statiques (i.e. allocation de ressources avant l’exécution de la
requête) alors que d’autres proposent des méthodes dynamiques (i.e. allocation de res-
sources pendant l’exécution de la requête). Il y a aussi des travaux qui supposent une
allocation statique qui sera modifiée pendant l’exécution en cas d’imprévu. Ceci est ap-
pelé la réallocation de ressources. Dans la suite de cette section nous présentons quelques
travaux existants.
Salagnon (1994) aborde le problème d’ordonnancement et placement des tâches obte-
nues après parallélisation des requêtes SQL. Le but de l’ordonnancement est de minimiser
le temps de réponse. L’auteur propose un algorithme basé sur des heuristiques. Cet algo-
rithme utilise les dates de début au plus tôt, ainsi que l’aptitude des tâches à se déplacer
dans le temps sans augmenter le temps de réponse. Il ajoute la possibilité de modifier la
granularité des tâches s’il vient à manquer des processeurs pour leur exécution. Il emploie
également une heuristique pour le placement dont le rôle est l’équilibrage des charges.
L’auteur a étudié la mise en ouvre dans le cadre des systèmes parallèles à mémoire par-
tagée, puis de ceux a mémoire distribuée.
Garofalakis and Ioannidis (1996) présentent une méthode statique de placement-
ordonnancement sur une architecture parallèle à mémoire distribuée. L’algorithme proposé
repose sur un modèle multi-dimensionnel d’utilisation de ressources. À chaque opérateur
est associé un vecteur possédant une dimension par ressource. L’algorithme proposé prend
en compte les parallélismes intra-opération, pipeline et indépendant et la localité des don-
nées. Les auteurs supposent qu’il n’y a pas de limitation mémoire. L’algorithme découpe
l’arbre d’opérateurs en phases contenant chacune des chaînes pipeline. Les phases sont
ordonnées en respectant les contraintes de précédente. Les tâches contraintes par la ré-
partition initiale des données sont placées sur les ressources qui contiennent les données
qu’ils utilisent. Le travail est étendu dans (Garofalakis and Ioannidis, 1997) pour une
architecture hybride.
Certains travaux ont abordé principalement l’allocation de la mémoire. Nag and De-
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Witt (1998) examinent la question de savoir comment allouer de la mémoire aux différents
opérateurs d’une requête de manière à minimiser le temps d’exécution total de la requête.
Les auteurs considèrent l’allocation statique avant l’exécution de la requête. Ils ont pro-
posé quatre stratégies d’allocations. Tous les algorithmes présentés dans ce travail peuvent
fonctionner dans un environnement parallèle avec quelques modifications.
Yu and Cornell (1993) utilisent le concept de retour sur consommation comme base
pour l’allocation. Le retour sur consommation mesure l’efficacité de la réduction du temps
d’exécution grâce à une consommation mémoire supplémentaire. Une stratégie d’optimi-
sation globale utilisant l’algorithme recuit simulé est développée. Le but est de minimiser
le temps d’exécution pour toutes les requêtes, avec la contrainte que la consommation
de mémoire totale doit être inférieure à la taille de la mémoire disponible. La méthode
sélectionne l’algorithme de jointure et l’allocation pour tous les types de requêtes simul-
tanément. Néanmoins, les auteurs se limitent à des requêtes avec un seul opérateur de
jointure.
Parmi les travaux sur la réallocation de ressources pendant l’exécution de la requête,
nous citons (Kabra and DeWitt, 1998; Agarwal et al., 2012; Bruno et al., 2013). Dans
(Kabra and DeWitt, 1998), le plan produit par l’optimiseur est annoté avec les estimations
utilisées par l’optimiseur. Des statistiques sont collectées au moment de l’exécution de
la requête. Ces statistiques sont comparées aux statistiques estimées initialement et la
différence sert à indiquer si le plan initial est sous-optimal. Les nouvelles statistiques
peuvent ensuite être utilisées pour optimiser le reste de la requête. La réoptimisation
dans ce travail concerne à la fois l’allocation mémoire mais aussi le plan d’exécution de la
requête. Néanmoins, ce travail ne considère pas le parallélisme intra-opérations.
Agarwal et al. (2012); Bruno et al. (2013) conçoivent RoPE, un ré-optimiseur pour le
traitement parallèle des données. RoPE collecte certaines propriétés de données lors de
l’exécution de la requête. Il adapte les plans d’exécution en transmettant ses propriétés à
un optimiseur de requêtes. Parmi les principales nouveautés de ce travail, c’est le fait que
la collecte des statistiques se fait dans un environnement parallèle. Les données locales
collectées par les différentes tâches sont envoyées à un gestionnaire global qui procède à
une agrégation afin d’obtenir les statistiques globales.
Il existe aussi des travaux d’allocation de ressources conçus pour les technologies big
data, principalement l’écosystème Hadoop (YARN (Vavilapalli et al., 2013)). L’algorithme
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de base implémenté est premier arrivé premier servi. L’allocateur affecte la plus ancienne
tâche en attente à la première ressource disponible. L’inconvénient c’est lorsque des tâches
longues sont soumises, les tâches courtes qui viennent après doivent attendre longtemps.
FAIR (Zaharia et al., 2010a) est un algorithme d’allocation de ressources qui résout
ce problème en considérant l’équité. Cet algorithme garantit que chaque requête reçoit
une capacité de ressources minimale tant qu’il y a une demande suffisante. Lorsqu’un
utilisateur n’a pas besoin de sa capacité minimale, d’autres utilisateurs sont autorisés à
la prendre. Malgré ses avantages, FAIR n’offre pas de mécanismes pour gérer les dates
limites de la fin d’exécution.
ARIA (Verma et al., 2011) propose une solution à ce problème. Pour ce faire, il établit
un profil qui reflète les caractéristiques de performance pour les phases Map et reduce,
puis définit un modèle de performance qui estime le nombre de tâches map et reduce.
Enfin, ARIA détermine l’ordre d’exécution des tâches pour le respect des délais basé sur
la politique le délai le plus court d’abord.
Cheng et al. (2017) proposent une solution pour améliorer l’utilisation des ressources et
les performances des applications dans les clusters multi-locataires Spark-on-YARN. Les
auteurs conçoivent un mécanisme de placement de tâches qui tient compte des réservations
afin de sélectionner des ressources pour réduire le temps de réservation. Ils conçoivent aussi
un mécanisme d’ajustement des ressources en qui tient compte des dépendances afin de
contrôler d’une manière adaptative les ressources sous-utilisées par les tâches Reduce. Il
développent également un mécanisme d’attribution de tâches afin de coordonner la prise
en compte de la localité entre des tâches MapReduce et le placement des tâches Spark. Ce
mécanisme vise à augmenter les opportunités d’accès aux données locales sur les noeuds
qui hébergent à la fois Spark et des applications MapReduce.
HaSTE (Yao et al., 2019) est un algorithme d’ordonnancement Hadoop YARN basé
sur la dépendance de tâches et la demande de ressources. Il vise à utiliser efficacement
les ressources pour planifier les tâches MapReduce dans Hadoop YARN et améliorer le
temps de réponse. L’algorithme choisit dynamiquement les tâches à exécuter lorsque les
ressources deviennent disponibles en fonction de l’aptitude et l’urgence de chaque tâche.
L’aptitude fait référence à l’écart entre la demande de ressources des tâches et la capacité
résiduelle des nœuds en ressources. La priorité vise à quantifier l’importance d’une tâche.
Elle permet de prioriser toutes les tâches et tenir compte des dépendances entre les tâches.
31
État de l’art 2.5. Allocation de ressources
2.5.2 Pour l’interrogation parallèle de bases de données dans le
cloud
Parmi les travaux existants d’allocation de ressources dédiés au cloud, (Kllapi et al.,
2011) est le plus proche de notre contexte. Ce travail prend en compte les aspects écono-
miques. Les auteurs explorent trois problèmes différents : (1) minimiser le temps d’exécu-
tion compte tenu d’un budget fixe, (2) minimiser le coût monétaire compte tenu des dates
limites et (3) trouver le bon compromis entre le temps d’exécution et le coût monétaire.
Ils proposent des méthodes gourmandes et un algorithme de recherche locale pour allouer
les ressources aux tâches dépendantes. Ils montrent que la recherche locale n’améliore
pas significativement les résultats par rapport aux méthodes gourmandes. Cependant, les
approches gourmandes ne garantissent pas théoriquement la qualité de la solution. Cela
peut avoir un impact négatif sur le bénéfice du fournisseur.
Zhao et al. (2016) se concentrent sur l’allocation de ressources pour les applications
de type Analytics-as-a-Service (AaaS). Le but est de maximiser le bénéfice du fournis-
seur AaaS tout en respectant les SLAs. Pour cela, les auteurs modélisent le problème
d’allocation de ressources afin de maximiser le bénéfice du fournisseur AaaS tout en mi-
nimisant les temps de réponse des requêtes avec des garanties SLA. Ensuite, ils proposent
un algorithme d’allocation des ressources pour traiter des charges de travail de requêtes
hautement dynamiques et permettre aux utilisateurs d’obtenir des solutions analytiques
en temps opportun. Le problème a été formulé avec la programmation linéaire en nombre
entier. La formulation des auteurs se situe dans un cadre moins spécifique que celle que
nous présenterons par la suite dans cette thèse. En effet, les requêtes peuvent concentrent
différentes applications. Elles sont de natures variées : interrogation d’une ou plusieurs
tables, un algorithme de machine learning qui joue le rôle de classifieur... De plus, les
auteurs considèrent qu’une machine virtuelle est une ressource atomique.
Tan and Babu (2016) positionnent leur travail dans le contexte des bases de données
parallèles à plusieurs locataires. Leur solution prend en charge les SLA. Néanmoins, ils ne
tiennent compte que des paramètres de performances mais pas les aspects économiques.
Pietri et al. (2019) proposent un algorithme d’allocation de ressources équitables qui
permet l’exécution de plusieurs flux de données dans un cloud hétérogène. L’algorithme
cherche un équilibre entre le temps d’exécution, le coût monétaire et l’équité, en explorant
l’espace de la solution de manière efficace. La méthode proposée est statique. De plus, elle
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suppose que l’ensemble des requêtes sont soumises par le même locataire et non pas des
locataires différents.
2.6 Dimensionnement automatique de ressources
Le dimensionnement automatique est le mécanisme permettant de choisir le moment
d’augmenter et diminuer le nombre de ressources. Les méthodes existantes qui traitent
le dimensionnement automatique sont diverses en ce qui concerne l’approche de prise de
décision. Chaque méthode a été conçue avec des objectifs particuliers et se concentre sur
une architecture cible.
2.6.1 Pour un cadre applicatif général
Les travaux peuvent être classés de différentes manières. Dans cette section, nous don-
nons un bref aperçu des méthodes existantes et nous nous concentrons sur deux approches :
le dimensionnement basé sur les seuils et le dimensionnement basé sur l’apprentissage par
renforcement. D’une part, en raison de son aspect intuitif, l’approche basée sur les seuils
est adoptée par les fournisseurs actuels de cloud. D’autre part, l’apprentissage par renfor-
cement suscite actuellement l’intérêt de la communauté scientifique et son adoption pour
différentes applications et architectures de cloud est une tendance prometteuse.
2.6.1.1 Dimensionnement basé sur les seuils
L’utilisation de seuils est une approche bien connue pour le dimensionnement automa-
tique dans le cloud. L’idée est d’ajouter de nouvelles ressources lorsqu’une certaine mesure
dépasse un seuil d’ajout et de supprimer des ressources lorsque la mesure est en dessous
d’un seuil de suppression. Les travaux existants peuvent être classés en deux catégories.
Certains travaux sont basés sur les valeurs observées de la métrique (Han et al., 2012;
Hasan et al., 2012) tandis que d’autres appliquent des techniques de prévision (Khatua
et al., 2010). Han et al. (2012) affirment que le dimensionnement ne nécessite pas toujours
d’ajouter ou de supprimer des machines virtuelles en permanence. La modification de la
capacité des machines virtuelles (CPU et mémoire) peut être effectuée pour obtenir un
dimensionnement automatique avec moins de coûts et moins de temps. Ils ont introduit
un algorithme léger pour permettre le dimensionnement au niveau du processeur et de
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la mémoire. La solution utilise des seuils séparés pour le processeur et la mémoire. Les
mesures considérées sont basées sur l’observation et non sur des prédictions. De plus, les
coûts de communication ne sont pas pris en compte.
L’aspect communication a été pris en compte dans certains travaux. Hasan et al. (2012)
utilise la charge, la gigue et le retard des liens comme métriques. Ils se concentrent sur la
relation entre le calcul et le réseau. Ils soulignent le fait que ces domaines sont souvent
considérés séparément pour le dimensionnement. Pour remédier à cette limitation, ils
ont proposé un mécanisme de seuil qui combine les métriques des domaines de calcul et
réseau. Ce travail ne prend également en compte que les valeurs observées pour calculer
les mesures.
D’autres travaux proposent d’associer l’approche des seuils à un processus de vote.
Chaque MV vote pour une action d’ajout ou suppression de ressources. Le vote est basé sur
une ou plusieurs règles gérées par des métriques et des seuils. L’action de dimensionnement
est déclenchée si la majorité des MV sont d’accord. Cette solution a été adoptée par Chieu
et al. (2011) et Simmons et al. (2011). Il existe également des travaux qui combinent
l’approche des seuils avec d’autres approches de dimensionnement. Ghanbari et al. (2011)
proposent une politique d’élasticité utilisant à la fois la théorie du contrôle et des approches
basées sur les seuils. Contrairement à l’utilisation de seuils qui est plus intuitive, la théorie
du contrôle est basée sur la modélisation mathématique.
Tous les travaux cités ci-dessus utilisent les valeurs observées pour calculer les mé-
triques. D’autres travaux se sont penchés sur la prévision des valeurs futures. Nous men-
tionnons, par exemple, Khatua et al. (2010) qui utilise la théorie des séries chronologiques
(Mills and Mills, 1991) pour prévoir les valeurs futures. Si l’une des valeurs prévues dépasse
le seuil prédéfini, un événement est déclenché.
La nature intuitive de l’approche des seuils a attiré les fournisseurs de cloud. Toutefois,
le choix des paramètres à prendre en compte et les valeurs des seuils de manière efficace
exigent une intervention humaine et une compréhension approfondie des tendances de la
charge de travail, ce qui n’est pas facile à réaliser. Une autre approche indépendante de
l’intervention humaine intéresse la communauté scientifique. Il est basé sur le renforcement
de l’apprentissage.
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2.6.1.2 Dimensionnement basé sur l’apprentissage par renforcement
L’apprentissage par renforcement a été adopté pour le dimensionnement automatique
dans certains travaux cloud. Les méthodes existantes peuvent être différenciées par le
mode de dimensionnement, l’algorithme d’apprentissage et la technique utilisée pour ac-
célérer l’apprentissage.
Le mode de dimensionnement dans le cloud peut être horizontal ou vertical. Dans le
dimensionnement horizontal, les actions possibles sont d’ajouter ou de supprimer des res-
sources (Dutreilh et al., 2011). Dans le dimensionnement vertical, au contraire, le nombre
de ressources est fixe et les actions possibles consistent à ajuster leur configuration en
termes de CPU et de mémoire (Rao et al., 2009, 2011).
L’algorithme typique d’apprentissage par renforcement est le Q-learning classique mais
certains travaux utilisent une variante appelée Sarsa (Tesauro et al., 2006). Plus de détails
sur la différence entre le Q-learning standard seront donnés dans la section 4.3 de ce
document.
Malgré leurs avantages, les algorithmes d’apprentissage par renforcement présentent
certains problèmes, notamment le temps d’apprentissage important et la taille de l’espace
d’état. Dutreilh et al. (2011) introduisent une politique gourmande pour trouver une bonne
initialisation des valeurs d’apprentissage, une technique d’accélération de la convergence,
et la détection des changements de modèles de performance. Rao et al. (2009) proposent
dans un premier temps d’adopter un modèle d’apprentissage par renforcement global
pour le dimensionnement vertical. Dans ce modèle, l’état est décrit par la quantité de
CPU/mémoire de toutes les machines virtuelles du cloud. Cette approche donne lieu à
un très grand nombre d’états et donc beaucoup de temps pour explorer suffisamment le
modèle. Ensuite, ils considèrent dans (Rao et al., 2011) que chaque MV a son propre
modèle local et dans ce cas, l’état est défini par la quantité de CPU/mémoire de cette
MV uniquement pour que la complexité soit réduite.
Barrett et al. (2013) utilisent une version parallèle de l’apprentissage mais le niveau de
généralité est limité au niveau MV (pas au niveau des ressources logiques), le dimensionne-
ment automatique est indépendant de la programmation du placement et les spécificités
des requêtes d’interrogation de bases de données ne sont pas prises en compte dans la
fonction description d’état et récompense.
Le niveau de granularité de la plupart des travaux existant sur le dimensionnement
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automatique est limité au niveau machine virtuelle (MV). Les requêtes sont considérées
comme des entités atomiques. Dans notre travail, nous considérons un niveau de granu-
larité plus fin. Une MV contient un ensemble de ressources logiques et chaque requête
est décomposée en un graphe de tâches avec dépendances. Chaque ressource logique uti-
lise une quantité spécifique de ressources physiques (CPU, mémoire et disque) sur une
machine spécifique. Un job (ou un stade) contient un ensemble de tâches parallèles. Le
problème est donc beaucoup plus complexe si on le compare aux applications web.
Enfin, la gestion des données intermédiaires est généralement négligée dans les tra-
vaux existants. C’est une caractéristique importante pour les applications de bases de
données. En effet, si le prochain consommateur de données intermédiaires n’est pas dispo-
nible immédiatement, ces données peuvent être stockées sur le disque. L’utilisation de la
capacité de stockage dans le cloud a un coût monétaire qui peut ne pas être négligeable.
Les disques sur Amazon S3, par exemple, sont facturés en fonction de la taille et de la
durée de stockage.
2.6.2 Pour l’interrogation de bases de données
Peu de travaux de dimensionnement automatique dans le cloud sont dédiés à l’inter-
rogation de bases de données. Certains travaux ont proposé des solutions de dimension-
nement automatique pour les bases de données dans le cloud, mais ils se sont concentrés
sur des technologies spécifiques. Par exemple, MongoDB (Huang et al., 2013) ou Hadoop
(Gandhi et al., 2016). Ces travaux ont considéré des métriques de performances (et non
monétaires) dans leurs propositions.
Certains travaux se concentrent sur les bases de données NoSQL. Par exemple, TIRA-
MOLA est un framework open-source permettant d’effectuer un dimensionnement auto-
matique des clusters NoSQL selon des politiques définies par l’utilisateur (Konstantinou
et al., 2012; Angelou et al., 2012; Tsoumakos et al., 2013). Il existe également des travaux
sur le dimensionnement horizontale des bases de données NoSQL en tenant compte des
coûts (Naskos et al., 2015, 2017, 2018). Ces propositions sont également fondées sur les
processus de décision markoviens (PDM) et utilisent la vérification du modèle probabiliste
comme principal mécanisme de décision.
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2.7 Conclusion
Dans cette thèse, nous adoptons la définition de cloud présentée par Mell et al. (2011)
(section 2.2.1). Nous nous intéressons principalement, dans le cadre de notre probléma-
tique de recherche, à la mise en commun des ressources et l’élasticité rapide. Nous consi-
dérons un fournisseur PaaS publique. Pour cela, le mot fournisseur désigne un fournisseur
PaaS publique dans la suite du document si aucune précision n’est rajoutée. Par rapport
aux SLOs, nous nous intéressons aux performances. Nous supposons qu’un seuil est fixé
pour chaque requête soumise au cloud, et le fournisseur paye des pénalités au locataire si le
temps d’exécution est supérieur au seuil fixé. Nous considérons une élasticité à un niveau
abstrait : rajouter et supprimer des ressources logiques. Une ressource logique est définie
par la suite dans la section 3.2.2. Par rapport au modèle économique, nous supposons que
le prix est négocié au préalable entre le fournisseur et ses locataires. La détermination du
prix ne fait pas partie des contributions de cette thèse.
Nous considérons le parallélisme inter-requête et intra-requête. Notre travail traite à
la fois le modèle d’exécution sans-pipeline et avec-pipeline. L’architecture parallèle consi-
dérée est de type hybride.
Les contributions qui seront présentées dans les deux chapitres suivants portent sur
les problèmes d’allocation de ressources et dimensionnement automatique.
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3.1 Introduction
Dans le chapitre précédent, nous avons donné une synthèse des travaux qui portent
d’un côté sur l’allocation de ressources et d’un autre côté sur le dimensionnement automa-
tique. Dans ce chapitre, nous présentons notre stratégie d’allocation de ressources (réponse
aux questions Q1 et Q2 posées dans la section 1.2). Notre méthode de dimensionnement
automatique est abordée dans le chapitre suivant.
Nous rappelons que l’allocation de ressources est constituée du placement des tâches
du plan d’exécution parallèle et de leur ordonnancement. Le placement détermine "où"
exécuter chaque tâche alors que l’ordonnancement détermine "quand" commencer leur
38
Stratégie d’allocation de ressources 3.1. Introduction
exécution. Le problème d’allocation de ressources est abordé bien avant la naissance du
cloud. Par contre, ce dernier a introduit de nouveaux défis. En effet, le contrat établi
peut-être différent d’un locataire à un autre. Pour maximiser le bénéfice du fournisseur
et garantir la satisfaction des locataires, il faut allouer les ressources d’une façon qui
favorise les locataires les plus exigeants et assurant au même temps une certaine qualité
pour les locataires les moins exigeants. Le coût de l’allocation doit aussi être raisonnable.
Nous avons présenté les travaux existants qui portent sur l’allocation de ressources dans la
section 2.5 du chapitre précédent. Certaines méthodes existantes sont statiques (i.e. le plan
d’allocation est établi avant le lancement de l’exécution de requête) alors que d’autres sont
dynamiques (i.e. l’allocation est effectuée pendant l’exécution de requête). Il y a aussi des
travaux qui portent sur la réallocation de ressources (i.e. ils supposent l’existence d’une
allocation statique déjà établie, puis cette dernière est modifiée dynamiquement si une
sous optimalitée est détectée). L’allocation statique se base sur le modèle pour calculer des
estimations pour le nombre de tuples et la taille des relations intermédiaires. Néanmoins,
les estimations peuvent contenir des erreurs. Ce qui fait que le plan d’allocation statique
choisi peut être sous optimal. Il devient donc important d’adopter un mécanisme pour
limiter l’impact des erreurs d’estimation sur le bénéfice du fournisseur sachant qu’il s’agit
d’un environnement multi-locataire.
Nous proposons dans ce chapitre notre stratégie d’allocation de ressources constituée
d’une méthode d’allocation de ressources statique et une méthode de réallocation pour
limiter l’impact des erreurs d’estimations. La méthode d’allocation de ressources statique
est décomposée en deux phases. Chaque phase est modélisée par un modèle de Program-
mation Linéaire en Nombres Entiers (PLNE). La méthode de réallocation de ressources
choisit les collecteurs de statistiques les plus pertinents en se basant sur la structure de
la requête, le contenu du catalogue, mais aussi de la nature du contrat établi entre le
fournisseur et le locataire.
Nous commençons d’abord par donner, dans la section 3.2, une description du service
cloud considéré. Ensuite, nous présentons, dans la section 3.3, notre méthode d’alloca-
tion de ressources statique. Enfin, nous abordons, dans la section 3.4, la méthode de
réallocation de ressources.
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Figure 7 – Exemple de requête quasi-SQL
3.2 Description du service cloud considéré
Nous considérons qu’un système de gestion de bases de données est mis en place chez
un fournisseur de cloud et qu’un ensemble de requêtes Q appartenant à différents loca-
taires sont soumises via des interfaces client. D’abord, l’optimiseur de requêtes transforme
chaque requête en un plan d’exécution physique parallèle (sous-section 3.2.1). Ensuite, le
gestionnaire d’allocation de ressources global effectue l’allocation de ressources statique
pour l’ensemble des requêtes. Enfin, l’exécution des requêtes est lancée sur l’infrastructure
matérielle à disposition du fournisseur (sous-section 3.2.2). Si une erreur d’estimation est
détectée pendant l’exécution alors une réallocation de ressources est envisagée. L’alloca-
tion statique et la réallocation sont guidées par un modèle de coûts (sous-section 3.2.3)
et un modèle économique (sous-section 3.2.4).
3.2.1 Paradigme d’exécution de requêtes
Chaque requête soumise par un locataire est d’abord analysée pour vérifier si elle
est lexicalement et syntaxiquement correcte. Ensuite, elle est transformée en un arbre
d’opérateurs relationnels (sélections, projections, jointures et agrégations) appelé plan
d’exécution logique. Enfin, un plan d’exécution physique séquentiel est généré. Ce dernier
indique l’algorithme d’exécution de chaque opérateur. Un opérateur du plan d’exécution
physique séquentiel peut contenir plusieurs phases, comme c’est le cas de la jointure par
hachage qui contient une phase build et une phase probe.
Prenant l’exemple de la requête quasi-SQL représentée sur la Figure 7. La requête
concerne trois relations : customer, orders et lineitem. La requête est transformée en un
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Figure 8 – Du plan d’exécution séquentiel au plan d’exécution parallèle
plan d’exécution logique puis un plan d’exécution physique séquentiel.
Comme indiquée sur la partie droite de la Figure 8, le plan d’exécution physique
séquentiel de la requête de l’exemple contient trois parcours de tables (Scans) trois sélec-
tions (Filter), trois projections (Proj), deux equi-jointures par hachage (Build+Probe)
et une agrégation (Aggr).
Le plan d’exécution séquentiel est ensuite transformé en un plan d’exécution parallèle.
Le plan d’exécution parallèle avec-pipeline de l’exemple précédent (requête de la Figure 7)
est représenté sur la partie gauche de la Figure 8. Il est constitué de trois stades Map
(M1,M2,M3) et deux stades Reduce (R1, R2). Les communications M1→M2 et M2→M3
sont de type diffusion alors que les communications M3→R1 et R1→R2 sont de type
répartition. Le stade M1 effectue un parcours de table, une sélection et une projection sur
la relation customer. Le stade M2 effectue un parcours de table et une sélection sur la
relation orders, ensuite, une equi-jointure entre le résultat de la sélection et le résultat de
la phase M1. Le stade M3 effectue un parcours de table, une sélection et une projection sur
la relation lineitem, puis une equi-jointure entre le résultat de la projection et le résultat
de la phase M2, et enfin une agrégation locale. R4 effectue une agrégation globale alors
que R5 limite le résultat à 10 tuples puis les écrit dans le système de fichiers distribué.
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Figure 9 – Architecture de l’infrastructure cloud considérée
3.2.2 Architecture de l’infrastructure considérée
L’architecture que nous considérons est de type hybride. Cette dernière correspond à
une architecture parallèle à mémoire globalement distribuée et localement partagée (Hua
et al., 1991; Valduriez, 1993). L’infrastructure est constituée d’un ensemble de machines
physiques. Chaque machine physique contient des ressources (CPU, mémoire et disque)
distribuées entre des machines virtuelles. La mémoire d’une machine virtuelle donnée est
partagée entre ses CPUs. Les différentes machines physiques communiquent via un réseau
local (LAN). Les CPU appartenant à la même machine physique communiquent via un
réseau interne d’interconnexion. Dans l’exemple de la Figure 9, nous avons deux machines
virtuelles par machine physique et chaque machine virtuelle dispose de deux CPU.
Le gestionnaire d’allocation de ressources global reçoit le plan d’exécution parallèle
des requêtes soumises afin d’effectuer l’allocation de ressources. Chaque tâche élémentaire
est affectée à une ressource logique particulière pendant une certaine période donnée.
Nous définissions une ressource logique comme étant une représentation abstraite d’une
CPU et une certaine quantité de mémoire. Une ressource logique donnée est caractérisée
par la vitesse du CPU, l’emplacement physique dans l’infrastructure et la taille mémoire
42
Stratégie d’allocation de ressources 3.2. Description du service cloud considéré
minimale garantit. À un instant donné, une ressource logique peut contenir zéro ou une
seule tâche.
Pour que l’exécution d’un opérateur relationnel soit la plus rapide possible, il est
nécessaire que la quantité mémoire attribuée soit suffisante pour contenir les données
manipulées en faisant au plus un seul accès disque. Néanmoins, il n’est pas toujours
possible de satisfaire complètement le besoin en mémoire étant donné le nombre important
de requêtes. Chacune des tâches ne peut utiliser qu’une partie de la mémoire disponible.
La répartition de la mémoire entre les tâches doit respecter la limite de disponibilité
mémoire tout en garantissant le minimum entrés/sorties disque possible. Dans l’idéal, il est
souhaitable de récupérer les données du disque uniquement une fois (one-pass algorithme),
voir deux fois si ce n’est pas possible de le faire en une seule fois (two-pass algorithme).
La sélection et la projection parcourent les tuples de la relation un par un, effectuent
un traitement sur chaque tuple indépendamment des autres, puis déplacent les tuples
sélectionnés ou les tuples projetés vers la sortie. Ainsi, le même bloc de tuples est récupéré
une seule fois seulement à partir du disque (one-pass algorithme). De plus, une seule page
mémoire suffit quelle que soit la taille de la relation en entrée.
D’autres opérateurs comme la jointure et l’agrégation ont besoin de plus de mémoire.
Par exemple pour exécuter un algorithme de jointure par hachage il est préférable dans
l’idéal que la mémoire attribuée soit supérieure à la plus petite des deux relations (one-
pass algorithme). Si ce n’est pas le cas, les données doivent d’abord être chargées en
mémoire pour les répartir en seaux qui rentrent dans la mémoire disponible, puis charger
une deuxième fois, un sceau à la fois, pour exécuter l’algorithme de jointure par hachage
(two-pass algorithme). Dans ce cas, si la taille de la petite des deux relations est B blocs
alors la taille mémoire minimale nécessaire est approximativement de l’ordre de
√
B pages
(Garcia-Molina, 2008).
3.2.3 Modèle de coûts
Nous présentons dans cette section le modèle de coûts de l’exécution avec-pipeline. Le
modèle de coûts de l’exécution sans-pipeline est présenté dans l’annexe A.
Le temps d’exécution estimé (ETstat) d’une requête q ∈ Q peut être calculé en se
basant sur le plan d’exécution parallèle, l’allocation de ressources ainsi que les paramètres
des Tableaux 3.2.1, 3.2.2 et 3.2.3. Il est représenté comme suit dans le cas idéal où les
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Tableau 3.2.1 – Paramètres de base du modèle de coûts
Paramètre Signification
Rs la première (ou l’unique) relation en entrée du stade s
Ss la deuxième relation en entrée du stade s
Os la relation en sortie du stade s
|R| nombre de tuples dans R
σ sélectivité des sélections
ψ sélectivité des jointures
pi la fraction du tuplet conservée après la projection
limit
la taille de données retournées suite à l’application de l’opérateur
limit
f
la fraction des données qui peut être gardée en mémoire dans
le cas d’un algorithme two-pass
pds nombre de tâches dans le stade s (degré de parallélisme)
Tableau 3.2.2 – Paramètres système du modèle de coûts
Paramètre Signification
dbl bande passante du disque local
dbsfd bande passante du SFD
cpu vitesse du traitement
nb bande passante du réseau
nd latence du réseau
nif nombre d’instructions pour appliquer une sélection sur un tuple
nip nombre d’instructions pour appliquer une projection sur un tuple
nih nombre d’instructions pour appliquer une fonction de hachagesur un tuple
nis nombre d’instructions pour trouver une correspondance dansla table de hachage
nij nombre d’instructions pour joindre deux tuples
nia nombre d’instructions pour appliquer une agrégation à un tuple
Tableau 3.2.3 – Paramètres déduits du modèle de coûts
Paramètre Signification
||R|| taille de R en octets
tfilter le temps pour appliquer un filtre sur un tuple (tfilter=nif/cpu)
tprojection
le temps pour appliquer une projection sur un tuple
(tprojection=nip/cpu)
thash
le temps pour appliquer une fonction de hachage sur un tuple
(thash=nih/cpu)
tsearch
le temps pour trouver une correspondance dans la table de hachage
(tsearch=nis/cpu)
tjoin le temps pour joindre deux tuples (tjoin=nij/cpu)
tagg le temps pour appliquer une agrégation à un tuple (tagg=nia/cpu)
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différents stades de la requête q sont exécutés l’un après l’autre sans chevauchement avec
d’autres requêtes qui partagent les mêmes ressources :
ETstat(q) =
∑
s∈Sq
etstat(s) (3.1)
Avec Sq est l’ensemble des stades de la requête q. etstat(s) est le temps d’exécution
estimé d’une tâche du stade s. En cas de chevauchement avec d’autres requêtes qui par-
tagent les mêmes ressources, le calcul de ETstat(q) doit tenir compte de l’ordonnancement
imposé par l’allocation de ressources.
Le temps d’exécution estimé d’une tâche du stade s est calculé comme suit :
etstat(s) = Top(s) + Trep(s) + Ttr(s) (3.2)
Top(s) est le temps estimé des opérateurs exécutés par le stade s. Il dépend donc de
la nature des opérateurs qui constituent s, mais aussi de l’algorithme utilisé (one-pass ou
two-pass). Nous donnons comme exemple, dans l’annexe B, le détail de calcul de Top(s)
pour les stades de la requête de la Figure 7.
Trep(s) est le temps estimé pour répartir les données en sortie du stade s. Ce temps
est calculé seulement dans le cas où la communication est en répartition entre le stade s
et le stade consommateur des sorties de s :
Trep(s) =

thash ∗ (|Os|/pds) , si répartition.
0 , si diffusion ou stade final.
(3.3)
Ttr(s) est le temps estimé pour transférer les données entre le stade s et le stade suivant
(next(s)) :
Ttr(s) =

((||Os||/(pds ∗ pdnext(s)))/nb+ nd) ∗max(pds; pdnext(s)) , si répartition.
((||Os||/pds)/nb+ nd) ∗max(pds; pdnext(s)) , si diffusion.
0 , si stade final.
(3.4)
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3.2.4 Modèle économique
Chaque requête q ∈ Q a un prix PRq, une date limite DLq et un poids de pénalités
PWq. Les valeurs de ces paramètres sont négociés au préalable entre le fournisseur et le
locataire (Yin et al., 2018). PRq est le montant que le fournisseur reçoit de la part du
locataire suite au succès de l’exécution de la requête. Le fournisseur paye des pénalités
au locataire si le temps d’exécution de la requête dépasse la date limite DLq. Le poids de
pénalités PWq est la somme d’argent que le fournisseur paye pour chaque unité de temps
d’exécution après la date limite. Le temps d’exécution ET (q) est la durée qui sépare
l’instant de la soumission de la requête à l’infrastructure et la fin de son exécution. Le
coût des pénalités par requête PC(q) est calculé comme suit :
PC(q) =

(ET (q)−DLq) ∗ PWq , si ET (q) > DLq
0 , sinon
(3.5)
La requête q utilise un ensemble de ressources logiques (Rq), de l’espace disque et le
réseau. Chaque ressource logique r ∈ Rq contient une CPU et une partie de la mémoire
disponible. Le coût monétaire d’utilisation de l’infrastructure IC(q) est la somme du coût
monétaire de l’utilisation des ressources logiques RC(q), le disque DC(q) et le réseau
NC(q). Il est calculé comme suit :
IC(q) = RC(q) +DC(q) +NC(q) (3.6)
Le bénéfice par requête q est :
B(q) = PRq − (PC(q) + IC(q)) (3.7)
Le bénéfice global du fournisseur est le suivant :
B =
∑
q∈Q
B(q) (3.8)
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3.3 Méthode d’allocation de ressources statique
Nous proposons une méthode basée sur la Programmation Linéaire en Nombres En-
tiers (PLNE) pour le problème de l’allocation des ressources statique. Étant donné les
ressources logiques attribuées au service cloud, l’objectif de notre méthode d’allocation
est de trouver un placement et un ordonnancement qui réduisent le coût monétaire pour
le fournisseur du cloud. La solution proposée adopte une approche en deux phases. Tout
d’abord, le placement implique le choix d’une ressource logique pour chaque tâche des
requêtes soumises (phase 1). Ensuite, une fois le placement effectué, l’ordonnancement
consiste à ordonner les tâches placées en tenant compte des dépendances entre les stades
et la disponibilité des ressources logiques (phase 2). Nous avons proposé une formulation
PLNE pour chaque phase. Décomposer le problème en deux phases successives permet
de réduire la complexité et donc le coût de l’allocation. Nous compensons par expliquer
le principe de la Programmation Linéaire en Nombres Entiers (sous-section 3.3.1). En-
suite, nous présentions notre formulation PLNE pour le modèle d’exécution avec-pipeline
(sous-section 3.3.2), en commençant par la phase de placement (sous-section 3.3.2.1) puis
la phase d’ordonnancement (sous-section 3.3.2.2). La formulation PLNE pour le modèle
d’exécution sans-pipeline est présentée dans l’annexe C.
3.3.1 Principe de la Programmation Linéaire en Nombres En-
tiers (PLNE)
Un problème de Programmation Linéaire (PL) est un problème d’optimisation dans
lequel nous cherchons à trouver les valeurs d’un ensemble de variables (x1, x2..., xn)
qui maximise (ou minimise) une fonction objectif linéaire z en satisfaisant un ensemble
de contraintes linéaires. Un problème de Programmation Linéaire en Nombres Entiers
(PLNE) est un problème de programmation linéaire dans lequel au moins l’une des va-
riables est limitée à des valeurs entières (Chen et al., 2010). Un problème PLNE est
formulé mathématiquement comme suit, dans le cas d’une fonction objectif à minimiser :
47
Stratégie d’allocation de ressources 3.3. Méthode d’allocation de ressources statique
minimize z =
∑
j
cj ∗ xj +
∑
k
dk ∗ yk
subject to
∑
j
aij ∗ xj +
∑
k
gik ∗ yk ≤ bi (i = 1, 2, ...m)
xj ≥ 0 (j = 1, 2, ...n)
yj = 0, 1, 2... (k = 1, 2, ...p)
Avec m est le nombre de contraintes, n est le nombre de variables continues, p est le
nombre de variables entières, (c1, c2, ...cn) et (d1, d2, ...dp) sont les coefficients de la fonction
objectif, (a11, a12, ...a1n, ...am1, am2, ...amn), (g11, g12, ...g1p, ...gm1, gm2, ...gmp) et (b1, b2, ...bn)
sont les coefficients des contraintes, (x1, x2, ...xn) sont les variables continues, (y1, y2, ...yp)
sont les variables entières.
Plusieurs approches de résolution des problèmes de programmation linéaires, et leurs
variantes, ont été proposées par le passé, à savoir : branch − and − bound (Lawler and
Wood, 1966), cutting plane (Balas et al., 1993) et group theoretic (Shapiro, 1968). La
solution dominante aujourd’hui est branch−and−cut (Padberg and Rinaldi, 1987; Audet
et al., 2007; Yu et al., 2019). Il existe aujourd’hui plusieurs solveurs logiciels de PLNE,
notamment : GLPK, CPLEX et Gurobi. L’utilisateur introduit la formulation mathéma-
tique de son problème dans un langage haut niveau puis c’est le solveur qui s’occupe de
trouver la solution optimale du problème.
3.3.2 Formulation PLNE pour le modèle d’exécution avec-pipeline
La formulation PLNE (contraintes et fonction objective linéaires) du placement et
d’ordonnancement avec-pipeline est présentée dans ce qui suit. Les Tableaux 3.3.1, 3.3.2
et 3.3.3 définissent respectivement les ensembles, les paramètres et les variables utilisés.
3.3.2.1 Formulation PLNE du placement (1ere phase)
Nous introduisons les familles de variables x :
— xi,m,r indique si la tâche m ∈ Ti du stage i ∈ S est placée sur la ressource
r ∈ P (= 1) ou non (= 0).
Il s’agit donc de variables binaires :
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Tableau 3.3.1 – Notation utilisée pour les ensembles de la formulation PLNE avec-pipeline
Ensembles
S Ensemble des stades de toutes les requêtes soumises
Ti Ensemble des tâches du stade i ∈ S
P Ensemble de ressources logiques
F Ensemble des stades finals des requêtes soumises
C Ensemble de types de ressources, chaque type est caractérisé par sa capacité demémoire et son coût monétaire
xi,m,r ∈ {0, 1}, ∀i ∈ S,m ∈ Ti, r ∈ P (3.9)
La quantité mémoire minimale C∗mem pour une tâche map ne doit pas dépasser la
quantité mémoire minimale garantit Cmem par la ressource choisie :
C∗m(i) ∗ xi,m,r ≤ Cm(Ty(r)), ∀i ∈ S,m ∈ Ti, r ∈ P (3.10)
Chaque tâche est placée sur une et une seule ressource logique :
∑
r∈P
xi,m,r = 1, ∀i ∈ S,m ∈ Ti (3.11)
Afin d’assurer le parallélisme intra-stage, deux tâches appartenant au même stage ne
peuvent pas être placées dans la même ressource :
∑
m∈Ti
xi,m,r ≤ 1, ∀i ∈ S, r ∈ P (3.12)
Nous ajoutons la contrainte (3.14) pour améliorer la répartition équitable des tâches
entre les ressources. Sans cette contrainte, nous avons constaté que les tâches ne sont pas
réparties de manière équilibrée sur les ressources. Les tâches sont plus susceptibles d’être
sur la même ressource. Cela réduit les coûts réseau, mais il y a un risque d’être dans des
situations où nous avons des ressources trop occupées (risque de dépassement des délais)
et d’autres ressources sous-exploitées. L’ajout de la contrainte (3.14) permet de prendre
en compte la répartition équilibrée des tâches sur les ressources disponibles. Le compromis
entre l’équilibrage de charge et les coûts réseau est exprimé par la suite dans la fonction
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Tableau 3.3.2 – Notation utilisée pour les paramètres de la formulation PLNE avec-
pipeline
paramètres
Ty(r) Type de ressource r ∈ P , Ty(r) ∈ C
C∗mem(i) Quantité mémoire minimale pour une une tâche du stade i ∈ S
Cmem(c) uantité mémoire minimale garantit par la ressource de type c ∈ C
Fr,t
Indique si la ressource a est initialement disponible à l’instant t
(= 1) ou non (= 0), r ∈ P
Qi,j
Quantité de données transférées entre une tâche du stage i ∈ S et
une tâche du stage j ∈ S
Ti Temps de réponse local d’une tâche du stage i ∈ S
T Nombre de fenêtres temporelles futures prises en compte
Dist(r1, r2) Distance entre la ressource r1 ∈ P et la ressource r2 ∈ P
Wproc Poids d’utilisation du processeur
Wmem Poids d’utilisation de la mémoire
Wstor Poids associé au stockage des résultats intermédiaires
Wcom Poids de la communication
Wrep Poids de l’équilibrage de charge
C(r) Coût de la ressource logique r ∈ P(C(r) = Wproc +Wmem ∗ Cmem(Ty(r)))
Ccom(r1, r2)
Coût de la communication entre les ressources logiques r1 et r2 ∈ P
(Ccom(r1, r2) = Wcom ∗Dist(r1, r2))
Di Date limite de la requête à laquelle appartient le stage i ∈ S
Wi
Poids de pénalité associé à chaque fenêtre de temps d’exécution après
la date limite du stage ∈ S
qi Quantité estimée de données générées des tâches du stage i ∈ S
Ai,m
Indique la ressource logique dans laquelle la tâche m ∈ Ti du stade
i ∈ S est placés suite à la phase de placement
Si,j
Indique si le stage i ∈ S et j ∈ S sont liés par des liens non pipeline,
Si,j ∈ {0, 1} (non pipeline signifie que la tâche j peut commencer à
partir du moment où la tâche i se termine complètement)
Pi,j
Indique si le stade i ∈ S et j ∈ S sont liés par des liens pipeline,
Pi,j ∈ {0, 1} (pipeline signifie que la tâche j peut démarrer dès que la
tâche i génère sa première sortie)
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Tableau 3.3.3 – Notation utilisée pour les variables de la formulation PLNE avec-pipeline
Variables du placement
xi,m,r
Indique si la tâche m ∈ Ti du stage i ∈ S est placée sur la ressources
r ∈ P (= 1) ou non (= 0)
zr1,r2
Quantité maximale de données transférées entre la tâche placée sur la
ressource r1 ∈ P et la tâche placée sur la ressource r2 ∈ P
α variable fictive utilisée dans la contrainte (3.14)
Variables de l’ordonnancement
vi,m,t
Indique si la tâche m ∈ Ti du stade i ∈ S commence avant, pendant (= 1) ou
après (= 0)
l’instant t ∈ 0, ..., T
ui,m,t
Indique si les résultats intermédiaires de la tâche m ∈ Ti du stade i ∈ S
sont stockés sur disque à l’instant t ∈ {0, ..., T} (= 1) ou non (= 0)
β Famille de variables fictives utilisées dans les contraintes (3.28) et (3.29)
objectif. Nous introduisons la variable α. La fonction objective que nous présentons plus
loin inclut α comme variable à minimiser.
α ∈ {0, 1....., T} (3.13)∑
i∈S
∑
m∈Ti
Ti ∗ xi,m,r +
∑
t<T
(1− Fr,t) ≤ α, ∀r ∈ P (3.14)
La variable zr1,r2 indique la quantité maximale de données transférées entre la tâche
placée sur la ressource r1 ∈ P et la tâche placée sur la ressource r2. Cette définition
satisfait :
zr1,r2 ∈ {0, 1...., UpperBound(z)}, ∀r1, r2 ∈ P (3.15)
xi,m,r1 = 1 and xj,r,r2 = 1⇒ zr1,r2 ≥ Qi,j
∀i, j ∈ S,m ∈ Ti, r ∈ Tj, r1, r2 ∈ P , Qi,j > 0 (3.16)
Cette contrainte peut être exprimée linéairement comme suit :
Qi,j ∗ xi,m,r1 +Qi,j ∗ xj,r,r2 − zr1,r2 ≤ Qi,j,
∀i, j ∈ S,m ∈ Ti, r ∈ Tj, r1, r2 ∈ P , Qi,j > 0 (3.17)
La fonction d’objectif f prend en compte les coûts des ressources et réseau. Elle tient
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également compte de l’équilibrage de charge :
f =
∑
i∈S
∑
m∈Ti
∑
r∈P
C(r) ∗ Ti ∗ xi,m,r+
∑
r1∈P
∑
r2∈P
Ccom(r1, r2) ∗ zr1,r2 +Wrep ∗ α
La formulation PLNE du problème du placement est :
minimize f
subject to (3.9), (3.10), (3.11), (3.12), (3.13), (3.14), (3.15), (3.17)
La solution du problème est trouvée avec le logiciel GLPK.
3.3.2.2 Formulation PLNE de l’ordonnancement (2eme phase)
Le résultat du modèle de placement est considéré comme une entrée pour le modèle
d’ordonnancement que nous présentons dans cette section.Nous recherchons maintenant
les fenêtres de temps allouées à chaque tâche. Les variables suivantes sont introduites :
— vi,m,t indique si la tâche m ∈ Ti du stade i ∈ S commence avant, pendant (= 1) ou
après (= 0) l’instant t.
Nous pouvons déduire de la définition de la famille de variables v que :
vi,m,t ∈ {0, 1}, ∀i ∈ S,m ∈ Ti, t < T (3.18)
vi,m,t ≤ vi,m,t+1, ∀i ∈ S,m ∈ Ti, t < T (3.19)
Une ressource ne peut pas exécuter plus d’une tâche à la fois (contrainte d’exclusi-
vité). De la définition de la famille de variables v et sachant qu’une tâche ne peut être
interrompue avant sa fin, on peut le déduire que vi,m,t−vi,m,t−Ti = 1 si la tâche m du stade
i utilise la ressource r au moment t ; = 0 sinon. La formulation linéaire de la contrainte
d’exclusivité est la suivante :
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∑
i∈S
∑
m∈Ti
Ai,m=r
∑
t−Ti≥1
(vi,m,t − vi,m,t−Ti)
+
∑
i∈S
∑
m∈Ti
Ai,m=r
∑
t−Ti<1
vi,m,t ≤ Fr,t, ∀r ∈ P , t < T (3.20)
Nous proposons la formulation suivante pour la contrainte de dépendance entre les
tâches. Pipeline signifie que la tâche j peut démarrer dès que la tâche i génère sa première
sortie. Non pipeline signifie que la tâche j peut commencer à partir du moment où la tâche
i se termine.
vj,r,t − vi,m,t−Ti ≤ 1− Si,j,
∀i, j ∈ S,m ∈ Ti, r ∈ Tj, t− Ti ≥ 1 (3.21)
vj,r,t ≤ 1− Si,j, ∀i, j ∈ S, r ∈ Tj, t− Ti < 1 (3.22)
vj,r,t − vi,m,t ≤ 1− Pi,j,
∀i, j ∈ S,m ∈ Ti, r ∈ Tj, t < T (3.23)
Les résultats intermédiaires d’une tâche sont maintenus sur l’espace de stockage local
jusqu’à ce que les tâches successives commencent. La variable ui,m,t indique si les résultats
intermédiaires de la tâche m ∈ Ti du stade i ∈ S sont stockés sur disque à l’instant t (= 1)
ou non (= 0) :
ui,m,t ∈ {0, 1}, ∀i ∈ S,m ∈ Ti, t < T (3.24)
vi,m1,t = 1 and vj,m2,t = 0⇒ ui,m1,t = 1
∀i, j ∈ S,m1 ∈ Ti,m2 ∈ Tj, t < T, Si,j = 1 or Pi,j = 1 (3.25)
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La contrainte (3.25) peut être exprimée linéairement comme suit :
Si,j ∗ vi,m1,t + Si,j ∗ (1− vj,m2,t)− ui,m1,t ≤ 1,
∀i, j ∈ S,m1 ∈ Ti,m2 ∈ Tj, t < T, Si,j > 1 (3.26)
Pi,j ∗ vi,m1,t + Pi,j ∗ (1− vj,m2,t)− ui,m1,t ≤ 1,
∀i, j ∈ S,m1 ∈ Ti,m2 ∈ Tj, t < T, Pi,j > 1 (3.27)
Les coûts monétaires qui influencent l’ordonnancement des tâches sont les pénalités et
le stockage des résultats intermédiaires. L’objectif est de trouver la combinaison de v et u
qui minimise ce coût. Chaque requête a une date limite spécifiée dans les SLAs. Le cumul
des pénalités commence lorsque l’exécution de la requête dépasse le délai. La fonction
objective à minimiser est la suivante. La première (resp. deuxième) ligne représente le
coût de pénalité (resp. coût disque) :
g =
∑
i∈F
∑
Di−Ti<t<T
Wi ∗max
r∈Ti
(1− vi,r,t)
+Wstor ∗
∑
i∈S
∑
m∈Ti
∑
t<T
qi ∗ ui,m,t
Cette fonction objectif est non linéaire. Pour avoir une forme linéaire, nous introduisons
la famille des variables β telles que :
βi,t ∈ {0, 1}, ∀i ∈ J , t < T (3.28)
1− vi,r,t ≤ βi,t ∀i ∈ S, r ∈ Ti, t < T (3.29)
La fonction objectif peut être exprimée linéairement comme suit :
g′ =
∑
i∈F
∑
Di−Ti<t<T
Wi ∗ βi,t+
Wstor ∗
∑
i∈S
∑
m∈Ti
∑
t<T
qi ∗ ui,m,t
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La formulation PLNE du problème d’ordonnancement est :
minimize g′
subject to (3.18), (3.19), (3.20), (3.21), (3.22), (3.23),
(3.24), (3.26), (3.27), (3.28), (3.29)
La solution du problème est trouvée avec le logiciel GLPK.
3.4 Méthode de réallocation de ressources
La méthode d’allocation de ressources statique présentée dans la section 3.3 est guidée
par le modèle de coûts. Ce dernier utilise des formules analytiques et des statistiques
contenues dans le catalogue pour estimer le nombre et la taille des tuples des relations
intermédiaires. Ces estimations permettent de mesurer le coût de plusieurs plans afin de
choisir le meilleur. Nous notons le meilleur plan statique trouvé Poptstat.
Néanmoins, le nombre de tuples pendant l’exécution peut être différents des estima-
tions calculées au préalable à l’étape statique. Ceci est dû à la nature approximative des
formules analytiques, mais aussi le fait que le contenu du catalogue n’est pas nécessai-
rement à jour. Les erreurs d’estimation se propagent d’une façon exponentielle sur les
opérateurs successifs d’une requête complexe q (Ioannidis and Christodoulakis, 1991). La
conséquence, c’est que le temps d’exécution réel peut être significativement supérieur au
temps d’exécution initialement estimé puis éventuellement Breal < Bstat (Breal est le bé-
néfice réel suite à l’exécution des requêtes, Bstat est le bénéfice estimé suite à l’allocation
initiale de ressources). Ce qui fait que le plan d’allocation Poptstat n’est pas nécessairement
le meilleur au cours de l’exécution de la requête (sous optimalité).
Le problème consiste d’une part à trouver un moyen pour détecter les erreurs d’estima-
tion pendant l’exécution de la requête avec peu de surcharge et en considérant le fait que
les locataires ont différents niveaux d’exigence. D’autre part, générer une autre allocation
de ressources dynamiquement Poptdyna si des erreurs sont détectées afin de maximiser le
bénéfice défini par la formule (3.8).
Afin de remédier aux erreurs d’estimation, des collecteurs de statistiques sont injec-
tés dans les différentes requêtes (Figure 10). Certaines statistiques peuvent être calculées
facilement avec un minimum de charge (comme c’est le cas du nombre de tuple d’une re-
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Figure 10 – Plan d’exécution séquentiel avec des collecteurs de statistiques
lation intermédiaire) alors que d’autres sont plus gourmandes en terme de charge (nombre
de valeurs uniques d’un attribut et histogrammes). Les statistiques collectées permettent
d’obtenir de meilleures estimations de la taille des données et nombre de tuples des rela-
tions intermédiaires.
Le fait d’ajouter tous les collecteurs potentiels possibles d’une requête q peut être
significativement coûteux. Pour cette raison, la méthode place uniquement les collec-
teurs potentiels les plus pertinents (sous-section 3.4.1). Étant donné que nous considérons
un environnemt parallèle, les statistiques collectées par une tâche donnée ne constituent
qu’une partie locale des statistiques globales. Chaque tâche envoie les statistiques locales
à un manager qui calcule les statistiques globales puis décide de déclencher la réallocation
de ressources si une sous optimalité est détectée (sous-section 3.4.2). Contrairement aux
travaux existants, nous proposons une méthode dirigée par les SLAs.
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3.4.1 Algorithme du choix des collecteurs de statistiques perti-
nents
Les travaux précédents (Kabra and DeWitt, 1998; Agarwal et al., 2012; Bruno et al.,
2013) placent les collecteurs pertinents en supposant que l’ensemble des requêtes ont le
même niveau de priorité. Cependant, locataires dans le cloud ont différents niveaux d’exi-
gences. Certains sont moins tolérants au retard que d’autres. Le but du fournisseur est
de satisfaire les besoins des locataires tout en maximisant son bénéfice. Contrairement
aux travaux de l’état de l’art, nous proposons une approche dirigée par les SLAs (Algo-
rithme 1).
Dans l’algorithme 1, la liste des collecteurs potentiels est d’abord triée par ordre de
pertinence via une fonction sort(). Les travaux existants proposent un ordre de pertinence
basé sur deux critères (Kabra and DeWitt, 1998) : (1) la probabilité que l’estimation soit
inexacte (potentiel d’inexactitude) ainsi que (2) le nombre d’opérateurs affectés par la
statistique et n’ayant pas encore été exécutés. Ce deuxième critère ne prend pas en compte
le parallélisme. Nous proposons donc de remplacer le critère (2) par le nombre de tâches des
stades affectées et n’ayant pas encore été exécutées. En effet, certains stades sont constitués
d’un nombre important de tâches alors que d’autres ne contiennent que peu, notre nouveau
critère constitue donc un paramètre plus représentatif dans un environnement parallèle.
Pour définir l’ordre de pertinence, les collecteurs sont d’abord comparés avec le critère
(1), puis selon le critère (2) en cas d’égalité.
Le temps total de la collecte globale de statistiques (l’ensemble des requêtes) ne doit
pas dépasser un certain seuil calculé à partir du temps total de chaque requête :
q.tempsTotal =
∑
s∈Sq
etstat(s) ∗ pds, ∀q ∈ Q (3.30)
tempsCollectGlobal = α ∗∑
q∈Q
q.tempsTotal; 0 < α < 1 (3.31)
Ce temps de collecte global est réparti sur l’ensemble des requêtes q ∈ Q en se basant
sur un poids par requête. Le poids est calculé à partir du contenu des SLAs. Chaque
requête q est caractérisée par sa date limite DLq ainsi que la somme monétaire que
le fournisseur paye pour chaque unité de temps d’exécution après la date limite PWq
(pénalités).
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Algorithm 1 Choix des collecteurs de statistiques pertinents dirigée par les SLAs
1: // Trier les collecteurs potentiels par ordre de pertinence
2: for chaque requête q ∈ Q do
3: Cq ← ∅
4: for chaque stade s ∈ Sq do
5: Cq ← Cq∪ { les collecteurs potentiels du stade s }
6: end for
7: Csort(q)← sort(Cq)
8: end for
9: // Calculer le temps total Global de la collecte de statistiques
10: tempsTotalGlobal← 0
11: for chaque requête q ∈ Q do
12: q.tempsTotal← 0
13: for chaque stade s ∈ Sq do
14: q.tempsTotal← q.tempsTotal + etstat(s) ∗ pds
15: end for
16: tempsTotalGlobal← tempsTotalGlobal + q.tempsTotal
17: end for
18: tempsCollectGlobal← α ∗ tempsTotalGlobal
19: // Définir la répartition du temps de collecte total
20: somme← 0
21: for chaque requête q ∈ Q do
22: q.poids← (β ∗ (1/DLq) + γ ∗ PWq) ∗ q.tempsTotal
23: somme← somme+ q.poids
24: end for
25: for chaque requête q ∈ Q do
26: q.tempsTotalCollect← (q.poids/somme)∗tempsCollectGlobal
27: end for
28: // Sélectionner les collecteurs à retenir
29: for chaque requête q ∈ Q do
30: temps← 0
31: Cq ← ∅
32: for chaque collecteur c ∈ Csort(q) do
33: c.tempsTotal← (Tlocal(c) + Ttr(c)) ∗ pdstade(c) + Tglobal(c)
34: if temps+ c.tempsTotal < q.tempsTotalCollect then
35: Cq ← Cq∪ {c}
36: temps← temps+ c.tempsTotal
37: else
38: Break
39: end if
40: end for
41: end for
58
Stratégie d’allocation de ressources 3.4. Méthode de réallocation de ressources
q.poids = (β ∗ (1/DLq) + γ ∗ PWq) ∗ q.tempsTotal (3.32)
q.tempsTotalCollect =
(q.poids/
∑
q′∈Q
q′.poids) ∗ tempsCollectGlobal, ∀q ∈ Q (3.33)
Enfin, pour chaque requête q ∈ Q nous commençons à rajouter les collecteurs les
plus pertinents à l’ensemble des collecteurs à retenir (Cq) un par un (dans l’ordre du tri)
jusqu’à ce que le temps total de collecte cumulé de l’ensemble des collecteurs retenus soit
en dessus du temps total de collecte de q.
Le temps total d’un collecteur c ∈ Cq situé dans un stade s ∈ S inclue le traitement
local au niveau de chaque tâche (Tlocal), le transfert réseaux entre les tâches et le manager
global (Ttr), ainsi que le traitement au niveau du Manager (Tglobal).
c.tempsTotal = (Tlocal(c) + Ttr(c)) ∗ pds + Tglobal(c) (3.34)
3.4.2 Algorithme de réallocation
Pendant l’exécution d’une requête q, les collecteurs insérés calculent les statistiques
locales et les transmettent au manager. Ce dernier lit les statistiques locales reçues et
les combinent pour trouver les statistiques globales. Dans le cas où le nouveau bénéfice
estimé Bnew est significativement inférieur au bénéfice estimé de l’allocation statique Bstat
(i.e. Bstat−Bnew > seuilreAlloc) alors un processus de réallocation est déclenché. D’abord,
l’algorithme effectue une réallocation mémoire (expliquée dans le paragraphe suivant). Si le
nouveau bénéfice est toujours significativement inférieur du bénéficie estimé de l’allocation
statique alors un re-placement de tâches est envisagé. Étant donné la surcharge réseau
engendrée par le re-placement (transfert de données), ce dernier n’est déclenché que s’il
garantit une amélioration significative du bénéfice (i.e. Bstat − Bnew ≤ seuilreAlloc). La
réallocation de ressources est présenté dans l’algorithme 2.
La réallocation mémoire commence d’abord par définir sinit le premier stade non en-
core exécuté et qui sera impacté par cette erreur d’estimation. Par exemple, si l’erreur
concerne un histogramme sur un attribut alors le premier stade impacté pourrait être le
59
Stratégie d’allocation de ressources 3.4. Méthode de réallocation de ressources
Algorithm 2 Collecte des statistiques du gestionnaire global et réallocation
1: for chaque MV v ∈ V do
2: lire statistiques locales de v
3: end for
4: calculer les statistiques globales
5: calculer le nouveau bénéfice avec les nouvelles statistiques Bnew
6: if Bstat −Bnew > seuilreAlloc then
7: effectuer une réallocation mémoire (Algortihme 3)
8: calculer le nouveau bénéfice estimé après la réallocation mémoire BreMem
9: if Bstat −BreMem > seuilreAlloc then
10: for chaque tâche appartenant à un stade impacté par l’erreur d’estimation do
11: choisir la ressource logique cible qui satisfait le nouveau besoin et qui garantit
la moins de temps de transfert de données
12: end for
13: calculer le nouveau bénéfice estimé dans le cas du re-placement BreP lac
14: if BreP lac −BreMem > seuilreP lac then
15: déclencher le re-placement
16: end if
17: end if
18: end if
Algorithm 3 réallocation mémoire
1: Définir sinit ∈ Sq le premier stade impacté par l’erreur d’estimation
2: s← sinit
3: while s 6= null do
4: for chaque opérateur o du stade s do
5: o.memory ← 0
6: recalculer o.Mmin et o.Mmax en se basant sur les statistiques collectées
7: end for
8: s← next(s)
9: end while
10: for chaque MV v ∈ V do
11: s← sinit
12: while s 6= null do
13: allocationMemoire(v,s) // (Nag and DeWitt, 1998)
14: s← next(s)
15: end while
16: end for
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prochain qui contient une jointure dont l’attribut est celui de l’histogramme. La réalloca-
tion mémoire concerne le stade sinit ainsi que tous les stades qui viennent après (next(.)).
Tout d’abord, pour chaque opérateur o, la mémoire allouée (o.memory) est initialisé à
zéro et la mémoire minimale (o.Mmin) et maximale (o.Mmax) recalculées en se basant
sur les nouvelles estimations. Ensuite, la réallocation est déclenchée pour chaque couple :
(machine virtuelle, stade). Toute méthode existante de l’allocation mémoire peut être uti-
lisée pour les stades concernés par la réallocation (Nag and DeWitt, 1998). La réallocation
mémoire est effectuée via l’algorithme 3.
3.5 Conclusion
Dans ce chapitre, nous avons présenté notre méthode d’allocation de ressources sta-
tique ainsi que la méthode de réallocation. Le but de la méthode d’allocation de ressources
statique est d’assurer le meilleur compromis entre le bénéfice du fournisseur et la satisfac-
tion des locataires, tout en garantissant un coût d’allocation raisonnable. La réallocation
a pour rôle de limiter la dégradation des performances causée par les erreurs d’estimation
du modèle de coût. Notre solution est dirigée par les SLAs. Nos méthodes sont évaluées et
comparées avec des travaux existants dans le chapitre 5. Le chapitre suivant aborde notre
méthode de dimensionnement automatique qui permet de choisir le moment d’augmenter
et diminuer le nombre de ressources en fonction de la charge.
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4.1 Introduction
Dans le chapitre précédent, nous avons présenté notre stratégie d’allocation de res-
sources (réponse aux questions Q1 et Q2 de la problématique de thèse). Ce chapitre est
consacré à notre nouvelle méthode de dimensionnement automatique (réponse à la ques-
tion Q3 de la problématique de thèse). L’évaluation des performances de l’ensemble des
méthodes proposées est abordée dans le chapitre suivant.
Le dimensionnement automatique est le mécanisme permettant de choisir le moment
d’augmenter et diminuer le nombre de ressources en fonction de la charge afin d’assurer
des performances acceptables et éviter le gaspillage. Actuellement les fournisseurs de cloud
utilisent généralement une approche basée sur des seuils. Les inconvénients de cette ap-
proche ont été abordés dans la section 2.6.1.1. Afin d’éviter les inconvénients, de nombreux
travaux scientifiques ont été consacrés à la conception de méthodes de dimensionnement
automatique basées sur l’apprentissage par renforcement. Par rapport à cette approche,
nous avons constaté que la plupart des travaux existants se concentrent sur des applica-
tions dans lesquelles les requêtes sont constituées d’une seule tâche atomique placée sur
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une ressource pour une courte période de temps. Ceci ne convient pas à l’interrogation de
bases de données. En effet, le plan d’exécution physique contient de nombreuses tâches.
Le temps d’exécution d’une requête sur des données massives peut être très long. De plus,
les données intermédiaires peuvent être stockées sur le disque ce qui engendre un coût
monétaire supplémentaire. Ce qui fait que les méthodes de dimensionnement automa-
tique basées sur l’apprentissage par renforcement devraient être améliorées afin qu’elles
correspondent aux spécificités de l’interrogation de bases de données.
Nous proposons dans ce chapitre une méthode de dimensionnement automatique basée
sur l’apprentissage par renforcement dédiée pour les requêtes d’interrogation de bases de
données. La nouveauté de la méthode, c’est le fait que nous estimons la disponibilité des
ressources et les pénalités futures afin de fournir une description plus précise du modèle
d’apprentissage. Le calcul de ces estimations se base sur le modèle de coûts et l’alloca-
tion de ressources statique (présentés respectivement dans les sections 3.2.3 et 3.3 du
chapitre précédent). Les estimations sont injectées dans l’algorithme d’apprentissage par
renforcement pour améliorer l’efficacité des agents. Le dimensionnement automatique, le
placement et l’ordonnancement constituent le processus d’allocation de ressources élas-
tique.
Nous commençons dans ce chapitre par présenter le processus d’allocation de res-
sources élastique dans la section 4.2. Ensuite, nous donnons dans la section 4.3, des détails
par rapport à l’algorithme d’apprentissage par renforcement utilisé. Enfin, nous abordons
notre méthode de dimensionnement automatique dans la section 4.4.
4.2 Processus d’allocation de ressources élastique
La Figure 11 illustre le processus d’allocation élastique. Ce processus se déroule en
quatre étapes : (1) dimensionnement automatique, (2) choix de la méthode de place-
ment/ordonnancement, (3) placement et (4) ordonnancement. Nous appelons une exécu-
tion complète des quatre étapes une itération. Une nouvelle itération est effectuée chaque
unité de temps fixe dt. Dans une itération lancée à un instant t, le système traite les plans
d’exécution parallèles générés entre t− dt et t.
Le dimensionnement automatique permet de décider si le nombre de ressources devrait
être augmenté, diminué ou rester inchangé en fonction de la charge. Nous donnons plus
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Figure 11 – Processus d’allocation de ressources élastique
de détails sur la méthode de dimensionnement automatique proposée dans la section 4.4.
Suite au dimensionnement automatique, l’agent choisit la meilleure méthode de placement
et d’ordonnancement des tâches en fonction du nombre de requêtes et le nombre de
ressources affectées. À la fin de chaque itération de ce processus, le plan d’allocation
statique, ainsi que les coûts estimés des pénalités et du stockage des données intermédiaires
sont injectés dans le gestionnaire de capacité afin d’être utilisés pour le dimensionnement
de la prochaine itération.
Nous supposons qu’il y a n des agents qui travaillent indépendamment. Chaque agent
est responsable de plusieurs plans d’exécution parallèles. Il y a deux avantages à utiliser
plusieurs agents travaillant en parallèle : (1) les expériences peuvent être partagées entre
agents, ce qui accélère l’apprentissage, (2) le processus d’allocation élastique est plus
rapide lorsqu’il y a plusieurs agents. Pour expliquer le deuxième point, nous considérons
l’exemple suivant. Nous supposons qu’à l’instant t, il y a 50 ressources logiques allouées et
20 requêtes qui arrivent dans le système. Considérons le premier cas où nous n’avons qu’un
seul agent, ce dernier doit faire le placement et l’ordonnancement des 20 requêtes sur 50
ressources logiques. Considérons un deuxième cas où nous avons 5 agents parallèles. Dans
ce cas, chaque agent doit faire le placement et l’ordonnancement de 4 requêtes (20/5) sur
environ 10 ressources logiques (50/5). Le problème est moins complexe dans le deuxième
cas puisqu’il y a moins de requêtes et de ressources logiques à gérer par un agent, ce qui
fait que le temps du placement et ordonnancement est plus rapide.
Notre solution de dimensionnement automatique dépend de l’allocation de ressources
statique. Notre processus d’allocation de ressources élastique supporte notre méthode
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d’allocation statique présentée dans le chapitre précédent ainsi que la méthode propo-
sée dans (Kllapi et al., 2011). Le choix de l’approche se fait d’abord en fonction de la
complexité des requêtes reçues et du nombre de ressources disponibles.
4.3 Principe de l’algorithme Q-learning
Tous les concepts, formules et algorithmes présentés dans cette section (4.3) existent
dans la littérature (Alpaydin, 2014). Ils sont décrits ici vu qu’ils constituent la base de
notre méthode de dimensionnement automatique présentée dans la section suivante. Nous
rappelons que l’idée de base de l’apprentissage par renforcement est que nous avons un
agent qui prend des décisions dans un environnement complexe. L’agent est caractérisé
par son autonomie dans la prise de décision. À tout moment, l’environnement se trouve
dans un certain état qui fait partie d’un ensemble d’états possibles. À chaque état, l’agent
dispose d’un certain nombre d’actions possibles. Une fois qu’une action est choisie par
l’agent, l’état change. Suite à l’exécution de l’action, l’environnement fournit une récom-
pense ou une pénalité (selon le problème traité 1) à l’agent - Figure 12. Après un ensemble
d’itérations, l’agent doit apprendre la séquence des actions qui maximisent la récompense
totale (ou minimisent la pénalité totale).
Le fonctionnement d’un tel système est modélisé par un processus de décision marko-
vien (PDM). Le temps est discret t = 0, 1, 2, .... À un instant t, l’agent est dans un état
st ∈ S, avec S est l’ensemble des états possibles. Puis il choisit une action at ∈ A(st),
tel que A(st) est l’ensemble des actions possibles lorsque l’environnement est dans l’état
st. Suite à l’action, l’agent reçoit une récompense rt+1 ∈ R puis passe à un état st+1.
La valeur de la récompense et le nouveau état suivent des distributions de probabilité :
p(rt+1/st, at), p(st+1/st, at). Dans certaines applications, il y a un état terminal. Toutes les
actions dans cet état terminal passent à lui-même et avec zéro récompense. La séquence
d’actions du début jusqu’à l’état terminal est appelé un épisode.
Une politique est une fonction pi qui associe une action à un état : at = pi(st). V pi(st),
est la récompense cumulative qui sera reçue suite à l’exécution de la politique pi en dé-
marrant de l’état st. Les récompenses du future éloigné sont pénalisées par rapport aux
récompenses du future proche en utilisant un facteur γ (avec E(.) est l’espérance mathé-
1. pour simplifier la lecture nous utilisons par la suite uniquement le terme récompense
65
Méthode de dimensionnement automatique 4.3. Principe de l’algorithme Q-learning
Figure 12 – Interaction entre l’agent et l’environnement
matique) :
V pi(st) = E(
∞∑
t=1
γt−1rt+1), 0 ≤ γ < 1 (4.1)
Il peut y avoir plusieurs politiques possibles. La politique optimale pi∗ est celle qui
maximise la récompense cumulative.
Nous définissons Q(st, at) comme étant la récompense cumulative en démarrant de
l’état st et en effectuant l’action at. Elle indique à quel point il est bon d’effectuer l’action
at lorsqu’on se trouve dans l’état st. Q∗(st, at) est récompense cumulative en appliquant
la politique optimale :
V pi
∗(st) = max
at
Q∗(st, at) (4.2)
Q∗(st, at) = E(rt+1) + γ
∑
st+1
p(st+1/st, at) ∗max
at+1
Q∗(st+1, at+1) (4.3)
Si nous avons les valeurs Q∗ alors il faut que l’agent choisisse à chaque instant t l’action
at avec Q∗(st, at) le plus élevé (ou la plus faible si r est considéré comme une pénalité).
Lorsque la structure du modèle est bien connue, les valeurs de Q∗ peuvent être cal-
culées avec la programmation dynamique. Cependant, la structure du système et son
comportement ne sont généralement pas connus à l’avance, et dans ce cas, les algorithmes
d’apprentissage par renforcement, tels que le Q-learning classique (ou sa variante Sarsa)
sont plus appropriés (Watkins, 1989; Watkins and Dayan, 1992).
L’algorithme Q-learning classique (Algorithme 4) utilise l’apprentissage pour trouver
des valeurs estimées (Qˆ). Qˆ sont initialisées avec une valeur arbitraire (ligne 1). La stra-
tégie de choix de la prochaine action fait un compromis entre l’exploration de l’espace
d’états et la maximisation de la récompense. Pour cela, l’agent choisit à chaque itéra-
tion une action aléatoirement avec une probabilité  (lignes 6-7) et choisit l’action avec le
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Qˆ(s, a) le plus élevé avec la probabilité 1−  (lignes 8-9). Qˆ est amélioré (ligne 12) en se
basant sur le nouvel état et la récompense observée (ligne 11). Les paramètres η, γ et la
fonction  sont définis à l’avance.
Algorithm 4 Q-Learning classique
1: initialiser tous les Qˆ(s, a) arbitrairement
2: initialiser s
3: iteration← 1
4: repeat
5: générer un nombre aléatoire "rand" entre 0 et 1
6: if rand < (iteration) then
7: choisir une action a ∈ A(s) aléatoirement
8: else
9: choisir une action a ∈ A(s) avec Qˆ le plus élevé
10: end if
11: observer s′ (le nouveau état) et R(s, a) (la récompense)
12: mettre à jour Qˆ(s, a) :
Qˆ(s, a)← Qˆ(s, a) + η ∗ (R(s, a) + γ ∗max
a′
Qˆ(s′, a′)− Qˆ(s, a))
13: s← s′
14: iteration← iteration+ 1
15: attendre la prochaine itération
16: until le système s’arrête
L’algorithme Q-learning classique utilise la meilleure action possible a′ de l’état sui-
vant s′ pour mettre à jour Qˆ (ligne 12 de l’algorithme 4) tandis que la variante Sarsa
choisit d’abord une action a′ en utilisant la politique courante (lignes 7-12 de l’algo-
rithme 5) et revient ensuite pour mettre à jour Qˆ(s, a) (ligne 13 de l’algorithme 5). Les
deux algorithmes combinent l’exploration et l’optimisation dans la prise de décision mais
le Q-learning classique considère que l’agent prend toujours la politique optimale lors de
la mise à jour des valeurs de Qˆ alors que Sarsa considère le fait que la politique réelle
combine l’exploration et l’optimisation. Sarsa permet à l’agent de savoir que certaines
de ses décisions sont aléatoires. L’expérience stockée à Sarsa est donc plus précise que le
Q-learning classique.
4.4 Méthode de dimensionnement automatique
Nous appliquons l’apprentissage par renforcement pour nous assurer que le service
cloud dispose du nombre correct de ressources. Nous définissons l’état comme un triplet :
1) le nombre de ressources logiques attribuées au service, 2) l’heure actuelle de la journée
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Algorithm 5 Q-Learning Sarsa
1: initialiser tous les Qˆ(s, a) arbitrairement
2: initialiser s
3: choisir une action a ∈ A(s) aléatoirement
4: iteration← 1
5: repeat
6: observer s′ (le nouvel état) et R(s, a) (la récompense)
7: générer un nombre aléatoire "rand" entre 0 et 1
8: if rand < (iteration) then
9: choisir une action a′ ∈ A(s′) aléatoirement
10: else
11: choisir une action a′ ∈ A(s′) avec Qˆ le plus élevé
12: end if
13: mettre à jour Qˆ(s, a) :
Qˆ(s, a)← Qˆ(s, a) + η ∗ (R(s, a) + γ ∗ Qˆ(s′, a′)− Qˆ(s, a))
14: s← s′
15: a← a′
16: iteration← iteration+ 1
17: attendre la prochaine itération
18: until le système s’arrête
et 3) le niveau de disponibilité des ressources.
Formellement un état s = (n, h, d). Tel que n = (n1, n2, .....ncard(C)), C est l’ensemble
des types de ressources, chaque type est caractérisé par sa capacité mémoire et son coût
monétaire, nc est le nombre de ressources de type c, h est une représentation distincte de
l’heure actuelle, 0 ≤ d ≤ 1 définit le niveau de disponibilité des ressources.
Contrairement aux applications Web, la durée d’une requête de base de données peut
être longue. Le niveau de disponibilité des ressources dans notre méthode n’est pas seule-
ment basé sur l’instant présent (c’est le cas des travaux existants) mais aussi sur une
fenêtre temporelle future calculée à partir du plan de placement des ressources. Le niveau
de disponibilité d est calculé avec la formule (4.4). Avec P(iter) est l’ensemble des res-
sources logiques potentielles dans l’itération courante "iter", T est le nombre de fenêtres
temporelles futures considérées, Fr,t indique si la ressource logique r ∈ P(iter) est libre à
l’instant t (Fr,t = 1) ou occupée (Fr,t = 0) selon l’allocation statique.
d = round(
∑
r∈P(iter)
∑
t<T
(1− Fr,t)
T ∗ card(P(iter)) , nbDigits) (4.4)
Afin d’expliquer l’intuition derrière la formule (4.4), nous considérons l’exemple de la
Figure 13. Le numérateur de la formule représente la surface de la zone grise (les ressources
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Figure 13 – Exemple de placement - ordonnancement
sont occupées). Le dénominateur représente la surface de la zone grise plus la surface de
la zone blanche (les ressources sont occupées + libres). Donc d est un nombre entre 0 et 1,
avec d est proche de 0 (resp. proche de 1) quand il y a beaucoup de ressources disponibles
(resp. beaucoup de ressources occupées) dans la fenêtre temporelle future considérée T .
nbDigits est le nombre de chiffres considérés après la virgule quand on applique la fonction
round. La fonction round est nécessaire pour obtenir un espace d’états avec un nombre
fini d’états.
Les actions possibles sont de garder le même nombre (0), ajouter (+1) ou libérer
(−1) une ressource. Une action a = (a(1), a(2), ....a(card(C))) avec a(c) ∈ {−1; 0; 1}∀c ∈
C et si ∃c1 ∈ C,a(c1) = 1 ∨ a(c1) = −1 ⇒ a(c2) = 0 ∀c2 6= c1 (c.-à-d. nous nous
rajoutons/supprimons pas plus d’une seule ressource logique pendant la même itération).
La récompense suite d’une action a comprend : 1) le coût d’utilisation des ressources
physiques Cress, 2) le coût d’affectation et de libération des ressources Cajust, 3) le coût
des pénalités payées par le fournisseur en cas de violation des SLAs Cpen et 4) le coût
d’utilisation de l’espace de stockage Cstor :
R(s, a) = Cress(s) + Cajust(a) + Cpen(s) + Cstor(s) (4.5)
Le coût d’utilisation des ressources comprend le coût du processeur Cproc et la mémoire
Cmem :
Cress(s) = Cproc(s) + Cmem(s) (4.6)
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Le coût du processeur (resp. de la mémoire) est calculé comme suit :
Cproc(s) = Wproc ∗
∑
c∈C
s.nc (4.7)
Cmem(s) = Wmem ∗
∑
c∈C
Cm(c) ∗ s.nc (4.8)
Wproc est le poids du coût du processeur, Wmem est le poids du coût de la mémoire,
s.nc est le nombre de ressources logiques de type c lorsque le système est en état s, Cm(c)
est la mémoire disponible dans les ressources de type c.
Le coût d’ajustement dépend du coût d’ajout des ressources Casg et du coût de sup-
pression des ressources Crel (1condition = 1 si la condition est vraie, = 0 sinon) :
Cajust(a) =
∑
c∈C
(Casg(c) ∗ 1a(c)>0 + Crel(c) ∗ 1a(c)<0) (4.9)
Les coûts de pénalités (Cpen) et de stockage (Cstor) dépendent de l’ordonnancement
des tâches. Basé sur la fonction objective de la formulation PLNE de l’ordonnancement
et en supposant que la solution trouvée de l’ordonnancement est {v∗, u∗, β∗}, nous avons :
Cpen(s) =
∑
i∈F
∑
Di−Ti<t<T
Wi ∗ β∗i,t (4.10)
Cstor(s) = Ws ∗
∑
i∈S
∑
m∈Ti
∑
t<T
qi ∗ u∗i,m,t (4.11)
L’objectif est de minimiser la pénalité cumulative. La meilleure action est celle qui a la
valeur la plus basse de Q. Dans notre problème, le comportement du PDM n’est pas connu
à l’avance donc, comme mentionné à la section 4.3, un algorithme tel que Q-learning peut
être utilisé pour apprendre une valeur estimée Qˆ. La valeur de Qˆ est améliorée à chaque
itération en fonction de la récompense observée et de la description de l’état.
Dans l’apprentissage par renforcement, le nombre de fois qu’un état est visité déter-
mine la qualité de la décision. En effet, plus de visites impliquent une meilleure expérience.
Il est donc intéressant d’adopter des méthodes qui accélèrent l’évolution de l’expérience
de l’agent d’apprentissage. Nous proposons d’adopter le renforcement parallèle de l’ap-
prentissage (Kretchmar, 2002) pour accélérer l’apprentissage. Le système a un ensemble
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Algorithm 6 Q-learning classique parallèle pour le dimensionnement automatique (Agent
i)
1: initialiser tous les Qˆil(s, a) d’une façon arbitraire
2: initialiser tous les ki(s, a) à 1
3: for chaque état s ∈ S do
4: Cproc(s)← Wproc ∗ ∑
c∈C
s.nc
5: Cmem(s)← Wmem ∗ ∑
c∈C
Cm(j) ∗ s.nc
6: Cress(s)← Cproc(s) + Cmem(s)
7: for each action a ∈ A(s) do
8: Cajust(a)← ∑
c∈C
Casg(c) ∗ 1a(c)>0 + ∑
c∈C
Crel(c) ∗ 1a(c)<0
9: end for
10: end for
11: initialiser s
12: repeat
13: générer un nombre aléatoire "rand" entre 0 et 1
14: if rand < (iteration) then
15: choisir une action a ∈ A(s) aléatoirement
16: else
17: choisir une action a ∈ A(s) avec Qˆi le plus élevé
18: end if
19: recevoir les plans d’exécution parallèles des requêtés soumises
20: exécuter l’action a
21: avertir le gestionnaire d’allocation global (Figure 11, flèche (a)), le placement puis
l’ordonnancement sont lancés,
22: Obtenir Cstor(s) et Cpen(s) estimé à partir du manager (Figure 11, flèche (b)),
23: R(s, a)← Cress(s) + Cajust(a) + Cpen(s) + Cstor(s)
24: observer s′ (le nouvel état)
25: for chaque action a′ ∈ A(s′) do
26: K ← ∑
j∈Agents,j 6=i
kj(s′, a′)
27: Qˆig(s′, a′)←
∑
j∈Agents,j 6=i
kj(s′,a′)∗Qˆj
l
(s′,a′)
K
28: Qˆi(s′, a′)← Wl∗ki(s′,a′)∗Qˆil(s′,a′)+Wg∗K∗(nbAgents−1)∗Qˆig(s′,a′)
Wl∗ki(s′,a′)+Wg∗K∗(nbAgents−1)
29: end for
30: mettre à jour Qˆil(s, a) :
31: Qˆil(s, a)← Qˆil(s, a) + η ∗ (R(s, a) + γ ∗max
a′
Qˆil(s′, a′)− Qˆil(s, a))
32: ki(s, a)← ki(s, a) + 1
33: partager Qˆil(s, a) et ki(s, a) avec les autres agents
34: s← s′
35: iteration← iteration+ 1
36: attendre la prochaine itération
37: until le système s’arrête
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Algorithm 7 Q-learning Sarsa parallèle pour le dimensionnement automatique (Agent
i)
1: initialiser tous les Qˆil(s, a) d’une façon arbitraire
2: initialiser tous les ki(s, a) à 1
3: for chaque état s ∈ S do
4: Cproc(s)← Wproc ∗ ∑
c∈C
s.nc
5: Cmem(s)← Wmem ∗ ∑
c∈C
Cm(j) ∗ s.nc
6: Cress(s)← Cproc(s) + Cmem(s)
7: for each action a ∈ A(s) do
8: Cajust(a)← ∑
c∈C
Casg(c) ∗ 1a(c)>0 + ∑
c∈C
Crel(c) ∗ 1a(c)<0
9: end for
10: end for
11: initialiser s
12: choisir une action a ∈ A(s) aléatoirement
13: repeat
14: recevoir les plans d’exécution parallèles des requêtés soumises
15: exécuter l’action a
16: avertir le gestionnaire d’allocation global (Figure 11, flèche (a)), le placement puis
l’ordonnancement sont lancés,
17: Obtenir Cstor(s) et Cpen(s) estimé à partir du manager (Figure 11, flèche (b)),
18: R(s, a)← Cress(s) + Cajust(a) + Cpen(s) + Cstor(s)
19: observer s′ (le nouvel état)
20: for chaque action a′ ∈ A(s′) do
21: K ← ∑
j∈Agents,j 6=i
kj(s′, a′)
22: Qˆig(s′, a′)←
∑
j∈Agents,j 6=i
kj(s′,a′)∗Qˆj
l
(s′,a′)
K
23: Qˆi(s′, a′)← Wl∗ki(s′,a′)∗Qˆil(s′,a′)+Wg∗K∗(nbAgents−1)∗Qˆig(s′,a′)
Wl∗ki(s′,a′)+Wg∗K∗(nbAgents−1)
24: end for
25: générer un nombre aléatoire "rand" entre 0 et 1
26: if rand < (iteration) then
27: choisir une action a′ ∈ A(s′) aléatoirement
28: else
29: choisir une action a′ ∈ A(s′) avec Qˆi le plus élevé
30: end if
31: mettre à jour Qˆil(s, a) :
32: Qˆil(s, a)← Qˆil(s, a) + η ∗ (R(s, a) + γ ∗ Qˆil(s′, a′)− Qˆil(s, a))
33: ki(s, a)← ki(s, a) + 1
34: partager Qˆil(s, a) et ki(s, a) avec les autres agents
35: s← s′
36: a← a′
37: iteration← iteration+ 1
38: attendre la prochaine itération
39: until le système s’arrête
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d’agents parallèles qui partagent leurs expériences. Chaque agent i prend ses décisions
en utilisant une mesure Qˆi composée de sa propre expérience locale Qˆil et de l’expérience
globale Qˆig que les autres agents partagent avec lui.
Algorithme 6 (resp. Algorithme 7) illustre l’algorithme Q-learning classique (resp.
Sarsa) parallèle appliqué à notre problème et exécuté par un agent i parmi un ensemble
d’agents. ki(s, a) est le nombre de fois que l’action a a été prise suite à une visite à l’état
s. L’agent peut donner plus d’importance à sa propre expérience et ainsi, dans ce cas, Wl
et Wg sont choisis de sorte que Wl > Wg. L’algorithme 7 est exécuté par le gestionnaire
de capacité (représenté sur la Figure 11).
4.5 Conclusion
Dans ce chapitre, nous avons présenté notre méthode de dimensionnement automa-
tique. Cette dernière est basée sur l’apprentissage par renfoncement parallèle. Le modèle
de coûts et l’allocation de ressources statique sont utilisés pour estimer la disponibilité des
ressources et les pénalités d’une fenêtre temporelle future. Ces estimations sont injectées
dans le modèle d’apprentissage pour améliorer la capacité d’apprentissage. Une compa-
raison expérimentale de notre méthode avec une méthode existante a montré l’avantage
d’introduire le modèle de coûts et la sortie de l’allocation de statique dans le modèle
d’apprentissage. Le chapitre suivant est consacré à l’évaluation des performances.
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5.1 Introduction
Dans les deux chapitres précédents, nous avons présenté nos contributions de thèse,
à savoir : la méthode d’allocation de ressources statique, la méthode réallocation (Cha-
pitre 3) et la méthode de dimensionnement automatique (Chapitre 4). Dans ce chapitre,
nous présentons l’évaluation des performances de l’ensemble des méthodes.
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Nous avons choisi d’évaluer nos méthodes par simulation. La simulation utilise un
programme informatique afin de donner un aperçu du comportement d’un système réel.
La simulation est utilisée quand le système réel n’existe pas encore ou qu’il existe déjà
mais que les expérimentations réelles sont coûteuses en terme de temps et/ou argent (Law
et al., 2000; McHaney, 2009). La simulation a de nombreux avantages. Elle permet d’exa-
miner l’impact d’une nouvelle idée. Cette dernière est implémentée dans le système réel
seulement si les résultats de la simulation sont satisfaisants. La simulation permet aussi de
détecter des erreurs de conception et les corriger avant l’implémentation dans le système
réel. La détection et la correction des erreurs à la phase de simulation sont plus simples et
moins coûteuses qu’à la phase de l’implémentation réelle. La simulation assure également
une rapidité d’analyse. Après que la solution est conçue, il est possible de lancer des simu-
lations à une vitesse supérieure que la vitesse de fonctionnement réel. Une simulation qui
dure quelques secondes ou minutes peut représenter un fonctionnement réel qui dure des
heures, des jours ou même des mois. Donc plusieurs scénarios et configurations peuvent
être testés en un temps raisonnable. Enfin, la simulation permet de mettre en place des
scénarios de test personnalisables et qui peuvent être répétés, ce qui est indispensable
quand nous disposons d’un ensemble de méthodes à comparer. Le système réel peut être
très complexe pour créer de tels scénarios.
La mise en oeuvre de l’évaluation des performances est présentée dans la section 5.2.
Nous avons développé un simulateur de l’environnement cloud considéré. Le simulateur a
été codé en Java.
Les formulations PLNE ont été implémentées avec l’outil GNU Linear Programming
Kit 1 (GLPK). Les graphiques ont été créées avec la bibliothèque Matplotlib de Python.
Les requêtes quasi-SQL ont été récupérées à partir du banc d’essai TPC-H (Kim et al.,
2008). La base de données est générée avec l’outil Hive-testbench 2. Il s’agit d’un géné-
rateur de données qui permet de tester des requêtes Apache Hive à grande échelle. Les
requêtes considérées ont été analysées sur Hive pour connaître le plan d’exécution séquen-
tiel et parallèle ainsi que les estimations initiales du nombre de tuples et taille de données
intermédiaires des différents opérateurs.
L’évaluation des performances des méthodes proposées (allocation de ressources sta-
tique, réallocation de ressources et dimensionnement automatique) est présentée respec-
1. https ://www.gnu.org/software/glpk/
2. https ://github.com/hortonworks/ Hive-testbench
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tivement dans les sections 5.3, 5.4 et 5.5. Pour chaque méthode, nous expliquons les
méthodes avec lesquelles nous nous sommes comparés, les métriques de comparaison, les
paramètres et scénario de simulation et l’analyse des résultats.
5.2 Mise en oeuvre de l’évaluation des performances
Nous avons effectué des simulations pour évaluer nos contributions de thèse. Le simula-
teur est constitué de plusieurs modules - Figure 14. Il a été développée en Java sous l’IDE
Eclipse 3. Chaque module contient un ensemble de classes Java. Les requêtes sont récu-
pérées du banc d’essai TPC-H. La structure des plans d’exécution parallèles des requêtes
est définie en observant leur génération sous Hive. L’exécution des requêtes est simulée.
Leurs temps d’exécution et coût monétaire sont calculés en se basant sur les formules du
modèle de coûts et le modèle économique présentés dans le chapitre 3. Les méthodes que
nous avons proposé et celles avec lesquelles nous nous sommes comparés sont entièrement
codées en Java. L’outil GLPK est utilisé pour la résolution des formulations PLNE de
l’allocation de ressources statique. Dans la suite de cette section, nous allons donner des
détails par rapport aux modules du simulateur et la génération des plans d’exécution
parallèles utilisés pour la simulation.
5.2.1 Description des modules du simulateur
Un projet en Java est organisé en modules. La liste des modules de notre simulateur
est la suivante :
— Le module Infrastructure : contient les éléments de l’infrastructure matérielle
considérée dans la thèse (section 3.2.2). Les principales classes sont : Cloud, Ma-
chinePhysique, MachineVirtuelle et RessourceLogique. Dans une simulation, nous
disposons d’un objet de la classe Cloud. Cet objet est constitué d’une liste d’objets
de la classe MachinePhysique. Chaque objet MachinePhysique contient des objets
de la classe MachineVirtuelle, dont chacune dispose d’une liste d’objets de la classe
RessourceLogique.
— Le module Modèles : contient les différents modèles, notamment : ModeleCouts
(implémente les formules du modèle de coûts - section 3.2.3), ModeleEconomique
3. https ://www.eclipse.org/
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Figure 14 – Architecture du simulateur
(implémente les formules du modèle économique - section 3.2.4), ModeleCommuni-
cation (implémente les formules qui calculent le temps consacré à la communication
entre tâches pour une requête ou un ensemble de requêtes) et ModeleMemoire (im-
plémente les formules qui calculent le besoin mémoire minimal et maximal pour une
opération donnée en fonction de la taille des données manipulées).
— Le module Requêtes : contient les classes liées à la représentation des plans
d’exécution parallèles des requêtes soumises par les locataires. Les principales classes
sont : PlanExecution, Stade, Job, Operation, Tache, Locataire et Benchmark. Le
paradigme d’exécution des requêtes est présenté dans la section 3.2.1. La manière
avec laquelle les plans d’exécution parallèles sont générés dans notre simulation est
décrite par la suite dans la section 5.2.2.
— Le module Allocation de ressources statique : implémente des méthodes
d’allocation de ressources statique (la méthode proposée dans la thèse et les mé-
thodes avec lesquelles nous nous sommes comparés). Les principales classes sont :
PLNE2phases_Placement, PLNE2phases_Ordonnancement, PLNE1Phase,G_BRT,
G_MPT et G_MPM. Les méthodes d’allocation de ressources statique avec les-
quelles nous nous sommes comparés (G_BRT, G_MPT et G_MPM) sont présen-
tées par la suite dans la section 5.3.1.
— Le module Réallocation de ressources : implémente des méthodes d’alloca-
tion de réallocation de ressources (la méthode proposée dans la thèse et la méthode
avec lesquelles nous nous sommes comparées) ainsi que la génération des erreurs
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d’estimation. Les principales classes sont : CollecteurPotentiel, CollecteStatistiques,
ReAllocation, SimulerErreurEstimation. La méthode de réallocation de ressources
avec laquelle nous nous sommes comparés est présentée par la suite dans la sec-
tion 5.4.1. La génération des erreurs d’estimation est décrite dans la section 5.4.2.
— Le module Dimensionnement automatique : implémente les éléments dé-
crivant un PDM et les méthodes de dimensionnement automatique (la méthode
proposée dans la thèse et la méthode avec laquelle nous nous sommes comparées).
Les principales classes sont : Etat, Action, Transition, Agent, PDM_Classique et
PDM_Sarsa. La méthode de dimensionnement automatique avec laquelle nous nous
sommes comparés est présentée dans la suite par la section 5.5.1.
— Le module Scénarios de simulation : contient une classe pour chaque scénario
de simulation. Ces classes contiennent la méthode main (la méthode principale
d’un programme Java). Dans un scénario, l’exécution d’un ensemble de requêtes est
simulée afin de mesurer une ou plusieurs métriques (notamment le temps d’exécution
des requêtes et le coût monétaire). Les scénarios de simulation implémentés sont
présentés dans les sections 5.3.2, 5.4.2 et 5.5.2.
5.2.2 Génération des plans d’exécution parallèles
Nous rappelons que chaque requête soumise par un locataire est transformée en un
plan d’exécution parallèle par l’optimiseur de requêtes, ensuite l’allocation de ressources
est effectuée. Dans nos contributions, nous nous intéressons principalement à l’allocation
de ressources et non pas la génération des plans d’exécution parallèles. Ces derniers sont
donc considérés comme une entrée pour nos simulations.
Afin d’obtenir des plans d’exécutions parallèles, nous avons d’abord utilisé l’outil Hive-
testbench pour générer une base de données. Hive-testbench est un générateur de données
qui permet de tester des requêtes Hive à grande échelle. Hive (Thusoo et al., 2010) est une
solution construite sur Hadoop permettant l’interrogation et la manipulation de données
avec un langage déclaratif quasi-SQL : HiveQL. Les requêtes sont exécutées sous Hadoop
(donc le plan est parallèle). La base de données générée contient 8 tables : customer,
employe, lineitem, nation, orders, part, region et supplier. Cette base peut être interrogée
avec les requêtes TPC-H fournies par l’outil Hive-testbench. Nous rajoutons le mot-clé
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Figure 15 – Exemple de requête quasi-SQL avec le mot-clé EXPLAIN
Figure 16 – Exécution d’une requête quasi-SQL sur Hive
EXPLAIN 4 à ces requêtes afin d’afficher le plan d’exécution et aussi une estimation de
nombre de tuples et taille de données intermédiaires. En lançant l’exécution de la requête,
le degré de parallélisme est affiché sur l’écran. Après avoir capturé toutes les informations,
nous avons créé des objets Java qui décrivent les plans d’exécution des requêtes considérées
pour la simulation.
La Figure 15 montre une requête quasi-SQL à laquelle nous avons rajouté le mot-clé
EXPLAIN. L’annexe D montre le plan d’exécution affiché. On peut trouver les dépen-
dances entre les stades, les opérations de chaque stade, le nombre de tuples et la taille des
données intermédiaires. La Figure 16 montre l’exécution de la requête, on peut trouver le
degré de parallélisme de chaque stage (colonne Total).
4. https ://cwiki.apache.org/confluence/display/Hive/LanguageManual+Explain
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5.3 Évaluation de la méthode d’allocation de ressources
statique
Cette section est consacrée à l’évaluation des performances de la méthode d’allocation
de ressources statique présentée dans la section 3.3 du chapitre 3.
5.3.1 Méthodes comparées et métriques
Notre méthode d’allocation statique (est qui sera notée par la suite PLNE2P) est
d’abord comparée à trois heuristiques présentées dans (Kllapi et al., 2011). Les heuris-
tiques (notées G-BRT, G-MPT et G-MPM) suivent le même algorithme générique
gourmand mais diffèrent dans le critère de l’ordre du choix des tâches à placer ainsi que
les ressources cibles. Dans chaque itération :
— G-BRT place la tâche avec le temps d’exécution maximum dans la ressource qui
minimise l’écart-type de l’utilisation des ressources.
— G-MPT place la tâche avec le temps d’exécution maximum dans la ressource qui
minimise le temps de d’exécution.
— G-MPM place la tâche avec la taille des résultats maximale dans la ressource qui
minimise le coût monétaire.
Dans une deuxième étape, nous comparons notre méthode PLNE en deux phases
(PLNE2P) avec une méthode PLNE en une phase (PLNE1P) conçue pour montrer les
avantages d’adopter une approche en deux phases. Dans la méthode PLNE1P, il y a une
seule formulation PLNE qui traite à la fois le placement et l’ordonnancement.
Les métriques considérées pour la comparaison sont le coût monétaire des pénalités
(formule (3.5)), le coût monétaire de l’infrastructure (formule (3.6)) et le coût d’allocation
(i.e. le temps d’exécution de la méthode d’allocation de ressources).
5.3.2 Paramètres et scénario de simulation
Nous considérons l’arrivée de requêtes simples (< 6 jobs par requête) et complexes
(≥ 6 jobs par requête). Dans la simulation, nous considérons deux types de MV. Une MV
de type1 contient 32 CPU et 8Go de RAM, son prix par heure d’utilisation est de 1.5$.
Une MV de type2 contient 16 CPU et 4Go de RAM, son prix par heure d’utilisation
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Figure 17 – Coût monétaire pour les requêtes simples et complexes (G-BRT, G-MPT,
G-MPM, PLNE2P)
est de 0.75$. Chaque tâche contient de 16 à 40 tâches Map (resp. Reduce). La taille de
chaque bloc Map est de 256 ou 512 Mo. Le taux initial de disponibilité des ressources
est généré de manière aléatoire. Nous avons effectué des expérimentations avec différents
taux d’arrivée des requêtes (2, 3 et 4 requêtes par unité de temps).
5.3.3 Analyse des résultats
En premier lieu, nous comparons les méthodes PLNE2P, G-MPM, G-BRT et G-MPT.
La Figure 17 représente le coût monétaire moyen par unité de temps pour différents types
de requêtes et taux d’arrivée. Les résultats montrent que G-MPM et PLNE2P sont moins
coûteux que G-BRT et G-MPT. Ces deux dernières méthodes permettent d’équilibrer la
charge et de réduire le temps d’exécution, mais elles ne suffisent pas à réduire les coûts
monétaires. En effet, lorsque nous avons un ensemble de requêtes à placer et ordonner, et
que nous voulons réduire les coûts monétaires, nous devons d’abord commencer par les
requêtes les plus restrictives en terme de délai et poids de pénalité et non les requêtes qui
minimisent le temps d’exécution global. G-MPM gère les coûts monétaires mais utilise
une méthode gourmande dans laquelle une partie de la solution est déterminée à chaque
étape de l’algorithme. Cette partie est déterminée avec les informations disponibles dans
l’étape en cours et sans tenir compte de toutes les configurations possibles de placement
et d’ordonnancement. Cela peut donner lieu à des choix qui peuvent sembler intéressants
compte tenu de l’information disponible à l’étape où le choix a été fait, mais il s’avérera
que ce n’est pas un bon choix plus tard.
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Figure 18 – Coût monétaire pour les requêtes simples (G-BRT, G-MPT, G-MPM,
PLNE2P, PLNE1P)
En deuxième lieu, nous introduisons aussi la méthode PLNE1P. Les résultats de Fi-
gure 18 montrent que la méthode PLNE1P a évidemment le meilleur coût monétaire.
En effet, si les problèmes de placement et d’ordonnancement sont traités en même temps,
l’espace de recherche est considérablement plus grand. Elle est donc susceptible de trouver
une meilleure solution en termes de coût monétaire. Par contre, la gestion simultanée du
placement et d’ordonnancement constitue un problème plus complexe.
Le Tableau 5.3.1 illustre les temps d’allocation moyens, minimaux et maximaux des
différentes méthodes. Étant donné la nature complexe du PLNE1P, son temps d’exécution
est très long et déraisonnable dans la pratique. Bien que l’PLNE2P est plus lente que les
méthodes gourmandes, son temps d’allocation reste raisonnable et nettement meilleur que
l’PLNE1P.
Tableau 5.3.1 – Coût d’allocation (secondes)
moyenne minimum maximum
G-BRT 0.020 0.017 0.052
G-MPT 0.223 0.178 0.401
G-MPM 0.228 0.176 0.483
PLNE2P 2.272 0.931 19.405
PLNE1P 376.043 54.763 1201.742
82
Évaluation des performances 5.4. Évaluation de la méthode de réallocation de ressources
Tableau 5.4.1 – Paramètres du modèle économique
Basic Standard Premium
Requêtes
simples (qs)
DLqs 435 sec
PWqs 1*10^-5 50*10^-5 100*10^-5
PRqs 125 cent 400 cent 800 cent
requêtes
complexes (qc)
DLqc 900 sec
PWqc 1*10^-5 50*10^-5 100*10^-5
PRqc 100 cent 500 cent 1000 cent
coût ressource logique 10/3600 cent/sec
coût disque 10/1024/(30*24*3600) cent/Mo/sec
coût réseau 10/(1024*1024) cent/Mo
5.4 Évaluation de la méthode de réallocation de res-
sources
Cette section est consacrée à l’évaluation des performances de la méthode de réallo-
cation de ressources présentée dans la section 3.4 du chapitre 3.
5.4.1 Méthodes comparées et métriques
Afin de montrer l’avantage de tenir compte des SLAs, la méthode de réallocation de res-
sources proposée (SLA-driven re-allocation) est comparée avec une méthode qui place
les collecteurs de statistiques en considérant que les requêtes ont le même niveau de priorité
(classical re-allocation), comme c’est le cas du placement de collecteurs dans (Kabra
and DeWitt, 1998; Agarwal et al., 2012; Bruno et al., 2013). Dans la méthode avec la-
quelle nous nous comparons, le temps total de collecte par requête (q.tempsTotalCollect)
est calculé en se basant uniquement sur un seuil fixe par rapport au temps total de la
requête et non pas les dates limites et les poids des pénalités. Nous considérons dans la
comparaison le cas où on effectue uniquement la réallocation mémoire (m) ainsi que le
cas où on effectue aussi le re-placement (mp). Notre méthode est aussi comparée avec
l’allocation statique sans réallocation (no re-allocation).
Les métriques considérées pour la comparaison sont le temps d’exécution des requêtes
(voir le modèle de performance de la section 3.2.3), le coût monétaire des pénalités (formule
(3.5)), le coût monétaire de l’infrastructure (formule (3.6)), le bénéfice (formule (3.7)) et
la mémoire allouée par opérateur (o.memory dans l’algorithme 3).
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Tableau 5.4.2 – Paramètres système
Paramètre Valeur utilisée
dbl (bande passante du disque local) 100 Mo/sec
dbsfd (bande passante du SFD) 80 Mo/sec
cpu (Vitesse de traitement CPU) 100 MIPS
Taille de la page 8192 Octets
5.4.2 Paramètres et scénario de simulation
Nous considérons deux types de requêtes : simples et complexes. Les requêtes simples
sont constituées de deux jointures alors que les requêtes complexes sont constituées de sept
jointures. Nous utilisons un facteur d’échelle égal à 100 pour la génération des données.
Le facteur d’échelle se traduit approximativement en gigaoctets. Un facteur d’échelle de
100 correspond à environ 100 gigaoctets. Avec le facteur d’échelle choisi, nous avons des
requêtes simples constituées de 5 stades : M1 (2 tâches), M2 (25 tâches), M3 (23 tâches),
R1 (18 tâches), R2 (1 tâche). Les requêtes complexes contiennent 10 stades : M1 (1 tâche),
M2 (1 tâche), M3 (9 tâches), M4 (1 tâche), M5 (1 tâche), M6 (12 tâches), M7 (25 tâches),
M8 (24 tâches), R1 (1 tâche), R2 (1 tâche).
Dans la simulation, nous supposons qu’il y a trois types de locataires : basic, standard
et premium. Le Tableau 5.4.1 présente les paramètres du modèle économique considéré,
notamment : les dates limites (DL), le poids des pénalités (PW ), le prix des requêtes
(PR), le coût des ressources logiques, le coût disque et le coût réseau. L’unité de temps
est la seconde. Les locataires de type premium sont les plus exigeants en terme de respect
des dates limites et il s’agit des requêtes les plus chères. Les locataires de type basic sont
les moins exigeants en terme de respect des dates limites et il s’agit des requêtes les moins
chères. Le type standard est un compromis entre les locataires premium et basic. Les
paramètres système utilisés sont présentés dans le Tableau 5.4.2.
Dans chaque expérimentation trois requêtes sont lancées au même moment : une re-
quête basic, une requête standard et une requête premium. Nous supposons que nous
disposons d’assez de ressources logiques pour que toutes les requêtes soient lancées en
même temps. Nous supposons également que les MVs du cloud n’ont pas la même taille
de mémoire disponible au lancement de la simulation. Nous considérons deux scénarios
expérimentaux : (1) pas d’erreur d’estimation -NE- et (2) avec des erreurs d’estimation
-E-. Le deuxième scénario est décomposé en trois sous scénarios : (2.1) une erreur dans
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une requête basic, (2.2) une erreur dans une requête standard et (2.3) une erreur dans une
requête premium. L’emplacement de l’erreur dans la requête choisie, la statistique concer-
née et l’impact sont définis avec une fonction aléatoire. Nous supposons, en cas d’erreur,
que le nombre de tuples (resp. taille des relations) réel est supérieure au nombre (resp.
à la taille) estimé pendant l’allocation statique. Chaque expérimentation est répétée plu-
sieurs fois (25) afin d’obtenir différentes possibilités aléatoires. Les différentes métriques
présentées par la suite dans les résultats sont la moyenne des métriques mesurées dans les
25 tests.
5.4.3 Analyse des résultats
Les Figures 19 et 20 présentent les résultats obtenus pour les requêtes simples et
complexes, en terme de temps d’exécution des requêtes, coût monétaire et bénéfice.
Sur la Figure 19, nous remarquons que dans le cas où il n’y a pas d’erreurs d’estimation
(NE-), le temps d’exécution moyen se situe autour de 290 secondes pour les requêtes
simples (resp. 720 secondes pour les requêtes complexes). Dans le cas où il y a erreur
(E-), les performances se dégradent. Le temps d’exécution moyen d’une requête se situe
entre 735 secondes et 980 secondes pour les requêtes simples (resp. 1300 secondes et 1520
secondes pour les requêtes complexes). Le temps le plus élevé est constaté dans le cas où
il n’y a pas de réallocation. En effet, le plan statique est maintenu et l’allocation n’est
jamais mise à jour pour la prise en compte de l’erreur. Pour les requêtes de type basic,
la re-alloaction classique donne un meilleur temps d’exécution comparé à la réallocation
dirigée par SLA. En effet, vu que les locataires basic sont peu exigeants en terme du respect
des dates limites, l’approche dirigée par SLAs place un nombre réduit de collecteur de
statistiques et donc il est peu probable de détecter l’erreur. Pour les requêtes de type
standard, la re-alloaction classique donne un temps d’exécution similaire à la réallocation
dirigée par SLA. En effet, d’un côté la re-alloaction classique considère que tous les types
de locataires ont le même niveau de priorité, d’un autre côté les locataires standard ont un
niveau moyen d’exigence, ces deux aspects ont fait en sorte que le nombre de collecteurs
rajoutés est approximativement le même pour la méthode classique et dirigée par SLAs.
Pour les requêtes de type premium, la re-alloaction dirigée par SLAs donne un meilleur
temps d’exécution comparé à la réallocation classique. En effet, vu que les locataires
premium sont très exigeants en terme du respect des dates limites, l’approche dirigée par
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Figure 19 – Temps d’exécution pour les requêtes simples (a) et complexes (b)
SLA place un nombre important de collecteurs de statistiques et donc il est très probable
de détecter l’erreur et déclencher le processus de la réallocation de ressources.
Les Figures 20-a et 20-c illustrent le coût monétaire de l’utilisation de l’infrastructure
et le coût des pénalités moyen par requête. Le coût des pénalités diffère selon le type
du locataire et la méthode de réallocation. Dans le cas des locataires basic, les pénalités
sont plus importantes dans la méthode dirigée par les SLAs mais ça reste négligeable vu
que le poids des pénalités est réduit pour les locataires basic. Dans le cas des locataires
standard, le coût des pénalités est le même pour la méthode dirigée par SLAs et méthode
classique. En effet, comme expliqué dans le paragraphe précèdent, le temps d’exécution
de requêtes est pratiquement le même. Dans le cas des locataires premium, les pénalités
sont moins importantes dans la méthode dirigée par les SLAs par rapport à la méthode
classique, et cette fois l’écart n’est pas négligeable vu que le poids des pénalités pour
les locataires premium sont élevés. Les Figures 20-b et 20-d montrent le bénéfice du
fournisseur Cloud. Nous constatons que globalement la méthode dirigée par SLAs garantit
le meilleur bénéfice, étant donné qu’elle favorise les locataires exigent dans le processus
du placement de collecteurs.
Nous remarquons également dans les résultats de la Figure 20 que le re-placement
(mp) donne de meilleurs résultats que la réallocation mémoire locale (m). En effet, dans
les nouvelles ressources suite au re-placement nous disposons plus de mémoire disponible
par rapport aux ressources initiales ce qui améliore les performances.
Les Tableaux 5.4.3 et 5.4.4 montrent la mémoire moyenne allouée, suite à la réalloca-
tion, par tâche des différents stades (M :Map, R :Reduce) et opérateurs (S :Scan, F :Filter,
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Figure 20 – Coût monétaire et bénéfice pour les requêtes simples ((a),(b)) et complexes
((c),(d))
Tableau 5.4.3 – Mémoire moyenne allouée (pages) par tâche pour les requêtes simples
M1 M2 M3 R1 R2
SFP SFJ SFPJ A R A R LW
Allocation Statique 1 8 3853 25779 1 24089 1 1
SLA-Driven
Re-allocation
basic 1 8 3853 25779 1 24089 1 1
standard 1 8 168609 728739 1 754290 1 1
premium 1 8 204341 997921 1 930604 1 1
Classical
Re-allocation
basic 1 8 161750 742831 1 695254 1 1
standard 1 8 161750 682831 1 725254 1 1
premium 1 8 168609 758739 1 707106 1 1
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Tableau 5.4.4 – Mémoire moyenne allouée (pages) par tâche pour les requêtes complexes
M1 M2 M3 M4 M5 M6 M7
SFP SF SF SFJ SFJ SFP SFJ J
Static Allocation 1 1 1 2 2 1 917 2
SLA-Driven
Re-allocation
basic 1 1 1 2 2 1 917 2
standard 1 1 1 2 2 1 917 2
premium 1 1 1 2 2 1 917 2
Classic
Re-allocation
basic 1 1 1 2 2 1 917 2
standard 1 1 1 2 2 1 917 2
premium 1 1 1 2 2 1 917 2
Tableau 5.4.5 – Mémoire moyenne allouée (pages) par tâche pour les requêtes complexes
(suite)
M8 R1 R2
SFJ J J A Pa A Pa PW
Static Allocation 6 7783 658 5407 1 6455 1 1
SLA-Driven
Re-allocation
basic 6 7783 658 5407 1 6455 1 1
standard 6 7783 47302 406093 1 415035 1 1
premium 6 7783 108120 1037051 1 1179010 1 1
Classic
Re-allocation
basic 6 7783 56424 504159 1 529329 1 1
standard 6 7783 56424 504159 1 529329 1 1
premium 6 7783 47646 509796 1 519457 1 1
P :Projection, J :Join, A :Agregation, R :Replication, W :Write) en nombre de pages. Dans
le cas de la réallocation dirigée par SLA, la mémoire allouée pour les requêtes premium
est supérieure à celle des requêtes basic et standard. Les requêtes basic ont une allocation
proche à l’allocation initiale étant donné que les erreurs sont rarement détectées. Dans le
cas de la réallocation classique, la mémoire allouée des différents types de locataires est
proche et dans la même échelle que les locataires standard de la méthode dirigée par SLA.
5.5 Évaluation de la méthode de dimensionnement
automatique
Cette section est consacrée à l’évaluation des performances de la méthode de dimen-
sionnement automatique présentée dans le chapitre 4.
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5.5.1 Méthodes comparées et métriques
D’abord, nous comparons notre méthode qui utilise le modèle de coûts et le plan
d’allocation statique pour estimer la disponibilité future des ressources, les pénalités et
l’utilisation du disque (notée SQLCloudRL) avec une méthode de dimensionnement au-
tomatique qui fonctionne indépendamment du modèle de coûts et l’allocation statique
(Dutreilh et al., 2011; Barrett et al., 2013) (notée BasicCloudRL). Nous avons choisi
de ne pas comparer notre méthode de dimensionnement automatique avec des méthodes
basées sur des seuils. La différence entre l’approche basée sur l’apprentissage par ren-
forcement et l’approche basée sur les seuils est discutée dans le chapitre état de l’art.
L’avantage de l’apprentissage par renforcement est le fait qu’il est indépendant de l’inter-
vention humaine. Si nous comparons notre travail avec une méthode basée sur des seuils,
nous devrons définir manuellement les valeurs des seuils. Mettre en place une comparai-
son équitable n’est pas évident. Nous avons donc comparé notre travail avec une méthode
de littérature également basée sur l’apprentissage par renforcement. La particularité de
notre travail est la dépendance entre le dimensionnement automatique et l’allocation de
ressources statique. En effet, comme expliqué dans la section 4.4 du chapitre 4, les sor-
ties de l’allocation statique sont utilisées pour donner une représentation plus précise
des états du PDM et de la fonction récompense. La méthode avec laquelle nous nous
comparons utilise également l’algorithme d’apprentissage Q-learning mais suppose que
le dimensionnement automatique est effectué indépendamment des sorties de l’allocation
statique. Ensuite, nous montrons l’impact du partage d’expérience. Nous supposons que
certains agents exploitent l’expérience partagée (share) et d’autres non (no share). En-
fin, nous comparons les deux variantes de l’algorithme Q-learning (Q-learning classique
et Sarsa).
Les métriques considérées sont le coût monétaire de la formule 4.5 et la durée de
l’allocation élastique (temps de dimensionnement automatique + temps de placement +
temps d’ordonnancement).
5.5.2 Paramètres et scénario de simulation
Dans la simulation, nous exécutons les algorithmes 6 et 7 pour un grand nombre
d’itérations (jusqu’à 70000 itérations). Une itération est définie comme une exécution
complète des lignes de 13 à 36 de l’algorithme 6 (lignes de 14 à 38 de l’algorithme 7).
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Au début de chaque itération, nous supposons l’arrivée d’un certain nombre de requêtes
représentées par leurs plans d’exécution parallèles. Le nombre de requêtes reçues suit une
distribution aléatoire qui dépend de l’heure de la journée. Le nombre de demandes reçues
le jour est plus important que le nombre de demandes reçues la nuit. Le nombre maximum
de requêtes prises en compte est de 540 requêtes/heure. Il est important de mentionner
qu’une requête commencée à l’itération i peut se terminer plus tard (i.e. à l’itération i+j,
j > 0). A chaque itération, une décision de dimensionnement est prise.
Nous avons mis η = 0.5 et α = 0.8. Nous rappelons que les algorithmes 6 et 7 utilisent
le paramètre  pour faire le compromis entre le choix des bonnes décisions et l’exploration
de l’espace d’états. Afin de tester des différents scénarios, nous proposons trois politiques :
— politique 1 (trois étapes) :
(iteration) =

0.999, quand
0 ≤ iteration < endStep1
0.4, quand
endStep1 ≤ iteration < endStep2
0.2, quand
endStep2 ≤ iteration < endOfSimul
— politique 2 (deux étapes) :
(iteration) =

0.999, quand
0 ≤ iteration < endStep1
0.3, quand
endStep1 ≤ iteration < endOfSimul
— politique 3 (une étape) :
(iteration) =
{
0.1, quand 0 ≤ iteration < endOfSimul
5.5.3 Analyse des résultats
5.5.3.1 Comparaison de notre méthode et une méthode d’apprentissage par
renforcement de base
Dans la Figure 21 le coût monétaire est cumulatif sur un intervalle d’itérations. La va-
leur du "pas" indique la largeur de cet intervalle. Trois agents sont considérés dans chaque
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Figure 21 – Évolution du coût monétaire dans le temps (SQLCloudRL VS. BasicClou-
dRL)
test et les valeurs données sur l’axe des y correspondent au coût monétaire moyen par unité
de temps des trois agents. Lors de l’itération 1, chaque agent n’a aucune connaissance de
l’environnement alors le coût monétaire est élevé au début. L’agent explore l’environne-
ment, stocke ses expériences et les exploite dans la prise de décision ce qui fait que le coût
monétaire diminue avec le temps.
D’une part, les décisions de dimensionnement pour les politiques 1 et 2 sont presque
aléatoires au début ((iteration) = 0.999 lorsque 0 ≤ iteration < 10000). Les coûts restent
donc stables et élevés pendant cette période. Les décisions aléatoires permettent à l’agent
d’explorer plus de possibilités afin que l’apprentissage soit rapide. Dès que nous changeons
la valeur de  à iteration = 10000, l’agent commence à utiliser l’expérience stockée pour
prendre les décisions de dimensionnement afin que les coûts diminuent. La politique 3, par
contre, utilise une approche progressive. L’agent fait un compromis entre l’exploration et
l’optimisation dès le début ((iteration) = 0.1 ∀iteration). Le coût diminue donc moins
brutalement que celui des politiques 1 et 2.
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Figure 22 – Évolution du coût monétaire dans le temps (No share VS. share)
La même figure montre l’avantage de notre solution par rapport à la méthode existante
en termes de coût monétaire. L’avantage de notre proposition est dû à la prise en compte
de l’estimation de la disponibilité de ressources et des pénalités. La formulation de la
baseline peut être utile pour les requêtes courtes (applications Web) mais pas suffisante
pour les requêtes longues des applications d’interrogation de base de données. Pour les
requêtes longues, la prise en compte des estimations permet une définition plus précise
de l’état du PDM. Le gain en termes de coût monétaire devient très important dans un
environnement avec des dizaines, voire des centaines d’agents et après un grand nombre
d’itérations.
5.5.3.2 Impact du partage d’expérience
Nous considérons trois agents qui travaillent en parallèle et partagent leurs expériences.
Les agents 2 et 3 utilisent l’expérience partagée (partage) tandis que l’agent 1 n’utilise
que sa propre expérience (pas de partage). Le Tableau 5.5.1 et la Figure 22 montrent les
résultats. Nous notons les mêmes remarques que l’expérience précédente concernant la
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Tableau 5.5.1 – Coût monétaire moyen ($) par itération pour le Q-learning sans (agent
1) et avec (agent 2 et 3) le partage d’expérience (phase 1 : 0 ≤ iteration < 10000, phase
2 : 10000 ≤ iteration < 20000, phase 3 : 20000 ≤ iteration < 50000)
politique 1
phase 1 phase 2 phase 3
Pas de partage - coût 0.1522 0.1285 0.1224
Partage - coût 0.1517 0.1178 0.1170
Gain 5.4%
politique 2
phase 1 phase 2 phase 3
Pas de partage - coût 0.1513 0.1245 0.1175
Partage - coût 0.1517 0.1123 0.1119
Gain 6.1%
politique 3
phase 1 phase 2 phase 3
Pas de partage - coût 0.1322 0.1204 0.1092
Partage - coût 0.1216 0.1110 0.1037
Gain 5.8%
tendance générale des courbes. En outre, les coûts des agents qui bénéficient de l’expé-
rience partagée (agents 2 et 3) sont inférieurs à ceux des agents qui n’en bénéficient pas
(agent 1). En effet, le partage d’expérience permet aux agents 2 et 3 d’apprendre plus
vite qu’un agent 1.
Ensuite, nous varions le nombre d’agents et observons l’évolution du coût monétaire
et de la durée d’allocation élastique : dimensionnement automatique + placement + or-
donnancement (Figure 23). D’une part, le coût monétaire diminue avec l’augmentation du
nombre d’agents. En effet, plus il y a d’agents partageant leur expérience, plus l’apprentis-
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Figure 23 – Coût monétaire par rapport au temps moyen d’allocation
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Figure 24 – Evolution du coût monétaire dans le temps (Q-learning classique VS. Sarsa)
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sage est rapide et donc le dimensionnement automatique se fait de manière plus efficace.
D’autre part, l’augmentation du nombre d’agents implique plus de messages échangés
et donc plus de temps d’allocation. Pour limiter la durée d’allocation lorsque le nombre
d’agents est très important, il est possible de regrouper les agents en clusters afin que
chaque agent ne partage son expérience qu’avec les agents de son cluster. Une autre
solution n’est pas d’échanger à chaque itération mais plutôt après un certain nombre
d’itérations.
5.5.3.3 Comparaison de l’algorithme d’apprentissage Q-learning classique et
de la variante Sarsa
La différence entre l’algorithme Q-learning classique et Sarsa est la façon de mettre
à jour les valeurs de Qˆ(s, a). Q-learning standard utilise la meilleure action a′ de l’état
suivant s′ pour mettre à jour Qˆ(s, a) tandis que Sarsa choisit d’abord une action a′ en
utilisant la politique courante et revient ensuite pour mettre à jour Qˆ(s, a). Les deux
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Tableau 5.5.2 – Coût monétaire moyen ($) par itération pour l’apprentissage Q standard
et Sarsa (phase 1 : 0 ≤ iteration < 20000, phase 2 : 20000 ≤ iteration < 40000, phase 3 :
40000 ≤ iteration < 70000)
politique 1
phase 1 phase 2 phase 3
QL classique - coût 0.1518 0.1304 0.1208
QL sarsa - coût 0.1519 0.1232 0.1182
politique 2
phase 1 phase 2 phase 3
QL classique - coût 0.1522 0.1256 0.1163
QL sarsa - coût 0.1525 0.1176 0.1133
politique 3
phase 1 phase 2 phase 3
QL classique - coût 0.1344 0.1228 0.1089
QL sarsa - coût 0.1269 0.1108 0.1029
algorithmes combinent l’exploration et l’optimisation dans la prise de décision mais le
Q-learning classique considère que l’agent prend toujours la politique optimale lors de
la mise à jour des valeurs de Qˆ alors que Sarsa considère le fait que la politique réelle
combine l’exploration et l’optimisation (c’est-à-dire que Sarsa permet à l’agent de savoir
que certaines de ses décisions sont aléatoires). L’expérience de Sarsa est donc plus précise
que le Q-learning classique. Nous ne considérons qu’un seul agent dans cette expérience.
Le Tableau 5.5.2 et la Figure 24 confirment que Sarsa est plus efficace que l’apprentissage
Q-learning classique en termes de coût monétaire.
5.6 Conclusion
Ce chapitre a été consacré à l’évaluation des performances de l’ensemble des méthodes
proposées. Nous avons d’abord présenté le simulateur développé et la démarche suivie
pour la génération des plans d’exécution parallèles utilisés. Ensuite, nous avons présenté
l’évaluation des performances des méthodes proposées : allocation de ressources statique,
réallocation de ressources et dimensionnement automatique.
Notre méthode d’allocation de ressources statique PLNE2P garantit moins de coût
monétaire comparé aux méthodes G-MPM, G-BRT et G-MPT. En effet, G-BRT et G-
MPT équilibrent les charges et réduisent le temps d’exécution des requêtes, mais elles
ne suffisent pas à réduire les coûts monétaires. G-MPM prend en compte les coûts mo-
nétaires, mais utilise une méthode gourmande dans laquelle une partie de la solution
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est déterminée à chaque étape en se basant sur les informations disponibles et non pas
l’ensemble des configurations possibles. La méthode PLNE1P donne un meilleur coût mo-
nétaire comparé à la méthode PLNE2P. Par contre, la gestion simultanée du placement
et d’ordonnancement constitue un problème complexe. PLNE2P est plus lente que les
méthodes gourmandes mais son temps d’allocation est raisonnable comparé à PLNE1P.
Notre méthode de réallocation dirigée par les SLAs garantit un meilleur bénéfice pour
le fournisseur comparé à la méthode classique. Ceci est dû au fait qu’elle prend en compte
le contrat établi avec le locataire et favorise la détection des erreurs dans les requêtes
avec un coût de pénalités élevé. La méthode de réallocation classique constitue une bonne
solution dans le cas où il s’agit principalement de minimiser le temps d’exécution des
requêtes. Par contre, dans un environnement cloud, le but est de satisfaire les besoins des
différents locataires et maximiser le bénéfice du fournisseur du cloud.
Les expériences réalisées par rapport à notre méthode de dimensionnement automa-
tique concernent trois aspects :
— D’abord, l’apprentissage par renforcement et son applicabilité au problème du di-
mensionnement automatique pour les requêtes d’interrogation de bases de données.
Une comparaison de notre méthode et d’une méthode existante a montré l’avantage
d’utiliser le modèle de coûts et l’allocation de ressources statique pour la définition
du PDM. En effet, ce dernier devient plus précis et le coût monétaire est plus faible.
— Ensuite, la partage d’expérience entre plusieurs agents. Nous avons observé que l’ex-
ploitation de l’expérience partagée permet aux agents d’apprendre plus rapidement
et de réduire les coûts, mais que le temps d’allocation élastique est plus important
en raison de la communication entre agents.
— Enfin, la performance de l’apprentissage de deux algorithmes Q-Learning. La va-
riante Sarsa est plus efficace que le Q-learning classique. Cela peut s’expliquer par
le fait que Sarsa est basée sur des calculs plus précis de Qˆ. En effet, Sarsa permet à
l’agent d’apprendre que certaines de ses décisions sont aléatoires.
Après avoir évalué les performances de nos méthodes, nous terminons ce document
dans le chapitre suivant avec une synthèse de nos travaux de recherche et en proposant
des voies possibles pour des travaux futurs.
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Ce chapitre clôture le document en donnant une synthèse des contributions apportées
par cette thèse et en proposant des pistes pour étendre les travaux. La synthèse des
contributions est présentée dans la section 6.1. Les perspectives sont détaillées par la
suite dans la section 6.2.
6.1 Synthèse des contributions
Les contributions présentées dans ce document s’inscrivent dans le contexte d’alloca-
tion de ressources élastique dans le cloud. Nous nous sommes en particulier focalisés sur
l’interrogation parallèle de bases de données. Nous avons proposé une stratégie d’allo-
cation de ressources (constituée d’une méthode d’allocation statique et une méthode de
réallocation) ainsi qu’une méthode de dimensionnement automatique pour l’exécution des
requêtes sur des architectures parallèles.
Dans notre première contribution, nous avons développé une méthode d’allocation
de ressources statique en deux phases. La première phase représente le placement alors
que la deuxième phase représente l’ordonnancement. Le placement consiste à affecter des
tâches aux ressources logiques. L’ordonnancement consiste à définir l’ordre d’exécution des
tâches qui tient compte dépendances entre les tâches d’une même requête. La méthode
d’allocation de ressources statique proposée a pour but d’assurer un bon compromis entre
le bénéfice du fournisseur et la satisfaction de ses locataires, et en même temps garantir un
coût d’allocation raisonnable. Chaque phase de la méthode est representée par un modèle
PLNE et résolue avec l’outil GLPK. Le fait que le problème d’allocation est réparti en
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deux phases permet de réduite le temps d’exécution d’allocation.
La méthode d’allocation de ressources statique en deux phases a été comparée à des
méthodes gloutons existantes : G-BRT, G-MPT et G-MPM (Kllapi et al., 2011) et une
méthode PLNE monophase. Les résultats ont montré que notre méthode ainsi que G-
MPM donnent lieu à moins de coût monétaire que les méthodes G-BRT et G-MPT.
Ces deux dernières méthodes cherchent principalement à réduire le temps d’exécution
d’une manière globale. Par contre, quand nous voulons réduire les coûts monétaires, nous
devons d’abord commencer par les requêtes les plus exigeantes en terme de délai et poids
de pénalité. La méthode G-MPM prend en compte les coûts monétaires mais utilise une
approche gloutons. Une partie de la solution est déterminée à chaque étape. Cette partie
est déterminée grâce aux informations disponibles dans l’étape actuelle de l’algorithme
sans tenir compte de toutes les configurations possibles. Cela peut donner lieu à des choix
qui semblent bons mais il s’avérera que ce n’est pas le cas plus tard. La méthode PLNE
monophase a le meilleur coût monétaire car l’espace de recherche est considérablement
grand. Par contre, son temps d’exécution est très long et non raisonnable.
Nous nous sommes intéressés dans la deuxième contribution aux erreurs d’esti-
mation. Afin de détecter les erreurs, des collecteurs de statistiques sont introduits dans
différents endroits du plan d’exécution de la requête. Une réallocation de ressources est
déclenchée si une erreur avec des conséquences significatives est détectée. La réalloca-
tion consiste à modifier l’allocation de ressources dynamiquement pendant l’exécution de
la requête. Les collecteurs pertinents sont choisis en se basant sur la nature des SLAs.
Les locataires les plus exigeants sont favorisés dans l’étape du choix de collecteurs de
statistiques.
La méthode de réallocation dirigée par les SLAs a été comparée à une méthode clas-
sique qui considère que les requêtes ont le même niveau de priorité (Kabra and DeWitt,
1998; Agarwal et al., 2012; Bruno et al., 2013). Le coût des pénalités diffère selon le type
du locataire (basic, standard ou premium). Les pénalités pour les requêtes basic plus
élevées dans la méthode dirigée par les SLAs mais c’est négligeable car le poids des péna-
lités est réduit pour ces requêtes. Les pénalités pour les requêtes standard sont les mêmes
pour les deux méthodes. Les pénalités pour les requêtes premium sont plus importantes
dans la méthode classique et l’écart avec notre méthode n’est pas négligeable étant donné
que le poids des pénalités est élevé. Nous avons constaté que la méthode dirigée par SLAs
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garantit le meilleur bénéfice vu qu’elle favorise les locataires exigeants dans le processus
du placement de collecteur.
La troisième contribution est une méthode de dimensionnement automatique de
ressources qui vise à répondre aux spécificités de l’interrogation de bases de données. Le
dimensionnement automatique consiste à choisir le moment pour ajouter ou supprimer
des ressources attribuées au service en fonction de la charge. La méthode est basée sur
l’apprentissage par renforcement parallèle. Elle estime la disponibilité des ressources et les
pénalités à payer dans une fenêtre temporelle future pour donner une description précise
du modèle d’apprentissage. Ces estimations sont calculées en se basant sur le modèle de
coûts et l’allocation de ressources statique. L’expérience de chaque agent est partagée avec
les autres.
La méthode est comparée avec une méthode de dimensionnement automatique qui ne
se base pas sur le modèle de coûts et l’allocation statique (Dutreilh et al., 2011; Barrett
et al., 2013). La comparaison a montré l’avantage d’utiliser le modèle de coûts et l’allo-
cation de ressources statique. Le PDM devient plus précis et le coût monétaire est plus
faible. Ensuite, nous avons comparé le cas où l’expérience est partagée avec le cas où il n’y
a pas de partage d’expérience. Les résultats ont montré que l’exploitation de l’expérience
partagée permet aux agents d’apprendre plus rapidement. Par contre, le coût d’allocation
élastique est plus important, à cause, de la communication entre les agents.
6.2 Perspectives
Les travaux rapportés dans cette thèse pourraient être étendus selon plusieurs direc-
tions. Dans cette section, nous discutons certaines de ces directions :
1. Intégrer d’autres imprévus : La réallocation de ressources est utilisée quand
l’exécution de requêtes rencontre des imprévus. Dans notre travail, l’imprévu consi-
déré était des erreurs d’estimations par rapport de la taille des données intermé-
diaires. D’autres imprévus peuvent être intégrés à notre travail comme les pannes
des ressources ou l’annulation de l’exécution de requêtes par le locataire. Les pannes
des ressources ont un impact sur le temps d’exécution des requêtes. Elles nécessitent
de faire un choix entre déplacer les tâches et les données ou bien attendre la reprise
de la ressource en panne. Le travail que nous avons réalisé suppose qu’il y a une
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seule copie des données manipulées par les requêtes. La réplication de données peut
être utilisée pour assurer une meilleure tolérance aux pannes mais le coût moné-
taire supplémentaire qu’elle engendre doit être considéré dans la fonction objectif
du problème.
2. Combiner l’apprentissage par renforcement avec des techniques d’ap-
prentissage profond : le travail présenté dans ce document est basée sur l’ap-
prentissage par renforcement via les algorithmes Q-learning classique et Sarsa. L’ap-
prentissage par renforcement peut être combiné avec des techniques de deep lear-
ning (Mnih et al., 2015; Silver et al., 2016; Evans and Gao, 2016). Cette combinaison,
appelée apprentissage par renforcement profond, est mieux adaptée pour traiter des
espaces d’états avec des dimensions très grandes (François-Lavet et al., 2018). En
effet, l’approche nécessite de mémoriser seulement les valeurs des paramètres d’un
réseau de neurones et non pas la valeur de tous les Qˆ comme c’est le cas dans le
Q-learning classique et Sarsa. Mao et al. (2016) affirment que l’apprentissage par
renforcement profond est bien adapté aux problèmes de gestion des ressources. Des
travaux récents ont exploré la possibilité d’appliquer cette approche pour la gestion
de ressources cloud (Liu et al., 2017; Cheng et al., 2018). Il serait intéressant d’in-
tégrer des algorithmes d’apprentissage profond dans le travail que nous présentons
dans ce document afin de gérer efficacement des espaces d’états très grands.
3. Considérer l’historique de l’utilisation du service par les locataires :
d’autres aspects peuvent être intégrés aux méthodes présentées dans ce document.
Les requêtes dans notre travail sont caractérisées par leur date limite et le poids de
pénalités. Nos méthodes cherchent à minimiser les coûts monétaires du fournisseur
en se basant principalement sur ces deux caractéristiques. Il serait intéressant d’in-
troduire aussi l’historique de l’utilisation du service par les locataires. Par exemple,
les requêtes des locataires qui ont l’habitude d’utiliser le service très récemment sont
favorisées dans l’allocation de ressources même s’ils ne sont pas de type premium.
Ceci semble ne pas être avantageux pour le bénéfice du fournisseur à court terme
mais le départ de ces locataires a des conséquences négatives sur le long terme.
4. Explorer d’autres possibilités et scénarios dans l’évaluation des perfor-
mances :
— Le nombre maximal d’agents que nous avons considérés est 7. Il serait inté-
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ressant d’effectuer des tests avec un nombre plus d’importants (des dizaines
d’agents). Dans ce cas, il faut adopter une stratégie pour réduire le coût d’al-
location élastique. Par exemple, répartir les agents en sous-ensembles indépen-
dants (deux agents se partagent leurs expériences uniquement s’ils sont dans
le même sous-ensemble) ou diminuer la fréquence de partage d’expérience.
— Dans notre processus d’allocation de ressources élastique, il y a une étape
de choix de la méthode d’allocation de ressource statique. Dans nos expéri-
mentations le choix de la méthode est fait manuellement. Il serait intéressant
d’intégrer un mécanisme qui automatise le choix de la méthode en se basant
sur la complexité du problème (nombre de requêtes, leur taille, nombre de
ressources...).
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Annexe A
Modèle de coûts pour l’exécution
sans-pipeline
Le temps d’exécution estimé (ETstat) d’une requête q, dont le plan est représenté par le
modèle d’exécution sans-pipeline, est calculé comme suit dans le cas idéal où les différents
phases Map et Reduce sont exécutés l’une après l’autre sans chevauchement avec d’autres
requêtes qui partagent les mêmes ressources :
ETstat(q) =
∑
j∈Jq
etstat(j) (A.1)
Avec Jq est l’ensemble des jobs de la requête q. etstat(j) est le temps d’exécution es-
timé du job j. En cas de chevauchement avec d’autres requêtes qui partagent les mêmes
ressources, le calcul de ETstat(q) doit tenir compte de l’ordonnancement imposé par l’al-
location de ressources.
Le temps d’exécution estimé d’un job j est calculé comme suit :
etstat(j) = Tlect−sfd(j) + Tmap(j) + Trep(j) + Ttr(j) + Treduce(j) + Tecrt−sfd(j) (A.2)
Tlect−sfd(j) est le temps estimé pour lire les données en entrée du job j à partir du
système de fichiers distribué (SFD). Tecrt−sfd(j) est le temps estimé pour écrire les données
en sortie du job j sur le système de fichiers distribué (SFD).
Tlect−sfd(j) = (TDEMj/pdmj)/dbsfd (A.3)
Tecrt−sfd(j) = (TDSRj/pdrj)/dbsfd (A.4)
Avec TDEMj est la taille des données en entrée du job j. TDSRj est la taille des
données en sortie du job j. pdmj est le degré de parallélisme de la phase map du job
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j (i.e. le nombre de tâches dans la phase map). pdrj est le degré de parallélisme de la
phase reduce du job j (i.e. le nombre de tâches dans la phase reduce). dbsfd est la bande
passante du SFD.
Tmap(j) (resp. Treduce(j) est le temps estimé des opérateurs exécutés par la phase map
(resp. la phase reduce) du job j. Il dépend donc de la nature des opérateurs qui constituent
la phase map (resp. reduce), mais aussi de l’algorithme utilisé.
Trep(j) est le temps estimé pour répartir les données en sortie de la phase map :
Trep(j) = thash ∗ (NBSMj/pdmj) (A.5)
Avec thash est le temps pour appliquer une fonction de hachage sur un tuple. NBSMj
est le nombre de tuples en sortie de la phase map.
Ttr(j) est le temps estimé pour transférer les données entre la phase map et la phase
reduce :
Ttr(j) = ((TDSMj/(pdmj ∗ pdrj))/nb+ nd) ∗max(pdmj; pdrj) (A.6)
Avec TDSMj est la taille des données en sortie de la phase map du job j. nb est la
bande passante du réseau. nd est la latence du réseau.
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Annexe B
Exemple de calcul de Top pour une
requête TPC-H
Nous présentons dans cette annexe le détail de calcul de Top(s) pour les stades de la
requête de la Figure 7. Pour les stades qui contiennent des jointures ou des agrégations,
nous considérons le cas où on applique un algorithme one-pass et aussi two-pass. Les
paramètres utilisés sont décrits dans les Tableaux 3.2.1, 3.2.2 et 3.2.3.
Le stade M1 : (1) lire RM1 à partir du SFD, (2) appliquer la sélection, (3) appliquer
la projection.
Top(M1) = (
(||RM1||/pdM1)/dbsfd + // (1)
(|RM1|/pdM1) ∗ tfilter + // (2)
σ(|RM1|/pdM1) ∗ tproject) // (3) (B.1)
Le stade M2 (jointure one-pass) : (1) lire RM2 à partir du disque local, (2) exécuter
la phase build, (3) lire SM2 à partir du SFD, (4) appliquer la sélection, (5) exécuter la
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phase prob.
Top(M2) = (
||RM2||/dbl + // (1)
|RM2| ∗ thash + // (2)
(||SM2||/pdM2)/dbsfd + // (3)
(|SM2|/pdM2) ∗ tfilter + // (4)
(σ(|SM2|)/pdM2) ∗ (thash + tsearch)+
(ψ(|RM2| ∗ σ(|SM2|))/pdM2) ∗ tjoin) // (5) (B.2)
Le stade M2 (jointure two-pass) : (1) lire RM2 à partir du disque local, (2)
partitionner RM2, (3) écrire RM2 sur le disque local, (4) lire SM2 à partir du SFD, (5)
appliquer la sélection, (6) partitionner SM2, (7) écrire SM2 sur le disque local, (8) lire RM2
à partir du disque local, (9) exécuter la phase build, (10) lire SM2 à partir du disque local,
(11) exécuter la phase prob.
Top(M2) = (
||RM2||/dbl + // (1)
|RM2| ∗ thash + // (2)
((1− f) ∗ ||RM2||)/dbl + // (3)
(||SM2||/pdM2)/dbsfd + // (4)
(|SM2|/pdM2) ∗ tfilter + // (5)
(σ(|SM2|)/pdM2) ∗ thash + // (6)
(((1− f) ∗ σ(||SM2||))/pdM2)/dbl + // (7)
((1− f) ∗ ||RM2||)/dbl + // (8)
|RM2| ∗ thash + // (9)
(((1− f) ∗ σ(||SM2||))/pdM2)/dbl + // (10)
(σ(|SM2|)/pdM2) ∗ (thash + tsearch)+
(ψ(|RM2| ∗ σ(|SM2|))/pdM2) ∗ tjoin) // (11) (B.3)
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Le stade M3 (jointure one-pass) : (1) lire RM3 à partir du disque local, (2) exécuter
la phase build, (3) lire SM3 à partir du SFD, (4) appliquer la sélection, (5) appliquer la
projection, (6) exécuter la phase probe, (7) partitionner les données, (8) écrire sur le disque
local, (9) lire du disque local, (10) exécuter l’agrégation.
Top(M3) = (
||RM3||/dbl + // (1)
|RM3| ∗ thash + // (2)
(||SM3||/pdM3)/dbsfd + // (3)
(|SM3|/pdM3) ∗ tfilter + // (4)
(σ(|SM3|)/pdM3) ∗ tproject + // (5)
(σ(|SM3|)/pdM3) ∗ (thash + tsearch)+
(ψ(|RM3| ∗ σ(|SM3|))/pdM3) ∗ tjoin + // (6)
(ψ(|RM3| ∗ σ(|SM3|))/pdM3) ∗ thash + // (7)
ψ(||RM3|| ∗ pi(σ(||SM3||))/pdM3)/dbl + // (8)
ψ(||RM3|| ∗ pi(σ(||SM3||))/pdM3)/dbl + // (9)
(ψ(|RM3| ∗ σ(|SM3|))/pdM3) ∗ (thash + tsearch + tagg)) // (10) (B.4)
Le stade M3 (jointur two-pass) : (1) lire RM3 à partir du disque local, (2) parti-
tionner RM3, (3) écrire RM3 sur le disque local, (4) lire SM3 à partir du SFD, (5) appliquer
la sélection, (6) appliquer la proejction, (7) partitionner SM3, (8) écrire SM3 sur le disque
local, (9) lire RM3 à partir du disque local, (10) exécuter la phase build, (11) lire SM3 à
partir du SFD, (12) exécuter la phase probe, (13) partitionner les données, (14) écrire les
données sur le disque local, (15) lire les données à partir du disque local, (16) exécuter
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l’agrégation.
Top(M3) = (
||RM3||/dbl + // (1)
|RM3| ∗ thash + // (2)
((1− f) ∗ ||RM3||)/dbl + // (3)
(||SM3||/pdM3)/dbsfd + // (4)
(|SM3|/pdM3) ∗ tfilter + // (5)
(σ(|SM3|) ∗ tproject + // (6)
(σ(|SM3|)/pdM3) ∗ thash + // (7)
(((1− f) ∗ pi(σ(||SM3||)))/pdM3)/dbl + // (8)
((1− f) ∗ ||RM3||)/dbl + // (9)
|RM3| ∗ thash + // (10)
(((1− f) ∗ pi(σ(||SM3||)))/pdM3)/dbl + // (11)
(σ(|SM3|)/pdM3) ∗ (thash + tsearch)+
((ψ(|RM3| ∗ σ(|SM3|))/pdM3) ∗ tjoin) + // (12)
((ψ(|RM3| ∗ σ(|SM3|))/pdM3) ∗ thash + // (13)
((ψ(||RM3|| ∗ pi(σ(||SM3||)))/pdM3)/dbl + // (14)
(ψ(||RM3|| ∗ pi(σ(||SM3||)))/pdM3)/dbl + // (15)
(|RM3|/pdM3) ∗ (thash + tsearch + tagg)) // (16) (B.5)
Le stade R1 (agrégation one-pass) : (1) lire RR1 à partir du disque local, (2)
exécuter l’agrégation.
Top(R1) = (
(||RR1||/pdR1)/dbl + // (1)
(|RR1|/pdR1) ∗ (thash + tsearch + tagg)) // (2) (B.6)
Le stade R1 (agrégation two-pass) : (1) lire RR1 à partir du disque local, (2)
partitionner les données, (3) écrire les données sur le disque local, (4) lire les données à
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partir du disque local, (5) exécuter l’agrégation.
Top(R1) = (
(||RR1||/pdR1)/dbl + // (1)
(||RR1||/pdR1) ∗ thash + // (2)
(((1− f) ∗ ||RR1||)/pdR1)/dbl + // (3)
(((1− f) ∗ ||RR1||)/pdR1)/dbl + // (4)
(|RR1|/pdR1) ∗ (thash + tsearch + tagg) // (5) (B.7)
Le stade R2 : (1) lire à partir du disque local, (2) écrire sur le SFD.
Top(R2) = (
limit(RR2)/dbl + // (1)
limit(RR2)/dbsfd) // (2) (B.8)
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Annexe C
Formulation PLNE pour le modèle
d’exécution sans-pipeline
La formulation PLNE (contraintes et fonction objective linéaires) du placement et
d’ordonnancement sans-pipeline est présentée dans ce qui suit. Les Tableaux C.0.1, C.0.2
et C.0.3 définissent respectivement les ensembles, les paramètres et les variables utilisés.
C.1 Placement (1ere phase)
Nous introduisons les familles de variables x et y :
— xi,m,a indique si la tâche map m ∈Mi du job i ∈ J est placée sur la ressource map
a ∈ A (= 1), ou non (= 0).
— yi,r,b indique si la tâche reduce r ∈ Ri du job i ∈ J est placée sur la ressource reduce
b ∈ B (= 1), ou non (= 0).
Il s’agit donc de variables binaires :
Tableau C.0.1 – Notation utilisée pour les ensembles de la formulation PLNE sans-pipeline
Ensembles
J Ensemble des jobs de toutes les requêtes soumises
Mi Ensemble de tâches map du job i
Rj Ensemble tâches reduce du job j
A Ensemble de ressources map
B Ensemble de ressources reduce
F Ensemble des jobs finaux des requêtes soumises
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Tableau C.0.2 – Notation utilisée pour les paramètres de la formulation PLNE sans-
pipeline
paramètres
CMmem(i) Quantité mémoire minimale pour une une tâche map du job i ∈ J
CRmem(i) Quantité mémoire minimale pour une une tâche reduce du job i ∈ J
Cmem(a) Quantité mémoire minimale garantit par la ressource a ∈ A ∪ B
Fma,t
Indique si la ressource map a ∈ A est initialement disponible à l’instant t
(= 1), ou non (= 0)
Frb,t
Indique si la ressource reduce b ∈ B est initialement disponible à l’instant
t (= 1), ou non (= 0)
Qi,j
Quantité de données transférées entre une tâche du job i ∈ J et une tâche
du job j ∈ J
Tmi Temps de réponse local d’une tâche map du job i ∈ J
Tri Temps de réponse local d’une tâche reduce du job i ∈ J
T Nombre de fenêtres temporelles futures prises en compte
Dist(a, b) Distance entre la ressource a et b
Wproc Poids d’utilisation du processeur
Wmem Poids d’utilisation de la mémoire
Wstor Poids associé au stockage des résultats intermédiaires
Wcom Poids de la communication
Wrep Poids de l’équilibrage de charge
Cmap(a) Coût d’une ressource map a ∈ A, Cmap(a) = Wproc +Wmem ∗ Cmem(a)
Creduce(b) Coût d’une ressource reduce b ∈ B, Creduce(b) = Wproc +Wmem ∗ Cmem(b)
Ccom(a, b) Coût de communication, Ccom(a, b) = Wcom ∗Dist(a, b)
Di Date limite de la requête à laquelle appartient le job i ∈ J
Wi Poids de pénalité du job i ∈ F
qmi Quantité estimée de données générées des tâches map du job i ∈ J
qri Quantité estimée de données générées des tâches reduce du job i ∈ J
Amim
Indique la ressource sur laquelle la tâche Map m ∈Mi du job i ∈ J a été
placée après la phase de placement
Arir
Indique la ressource sur laquelle la tâche reduce r ∈ Ri du job i ∈ J a été
placée après la phase de placement
Oi,j
Indique l’ordre entre les jobs. Si Oi,j = 1 alors le job j ∈ J ne peut pas
commencer avant la fin du job i ∈ J
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Tableau C.0.3 – Notation utilisée pour les variables de la formulation PLNE sans-pipeline
Variables du placement
xi,m,a
Indique si la tâche map m ∈Mi du job i ∈ J est placée sur la ressource map
a ∈ A (= 1), ou non (= 0)
yi,r,b
Indique si la tâche reduce r ∈ Ri du job i ∈ J est placée sur la ressource
reduce b ∈ B (= 1), ou non (= 0)
za,b
la quantité maximale de données transférées entre les tâches placées sur
la ressource a et les tâches placées sur la ressource b
α variable fictive utilisée dans la contrainte (C.10)
β variable fictive utilisée dans la contrainte (C.11)
Variables de l’ordonnancement
vi,m,t
Indique si la tâche map m ∈Mi du job i ∈ J a commencé à ou avant
l’instant t (= 1), ou non (= 0)
wi,r,t
Indique si la tâche reduce r ∈ Ri du job i ∈ J a commencé à ou avant
l’instant t (= 1), ou non (= 0)
ui,m,t
Indique si les résultats de la tâche m ∈Mi ∪Ri du job i ∈ J sont stockés sur
disque à l’instant t ∈ {0, ..., T} (= 1) ou non (= 0)
γ Famille de variables fictives utilisées dans les contraintes (C.31) et (C.32)
xi,m,a ∈ {0, 1}, ∀i ∈ J ,m ∈Mi, a ∈ A (C.1)
yj,r,b ∈ {0, 1}, ∀j ∈ J , r ∈ Rj, b ∈ B (C.2)
Plusieurs tâches peuvent être affectées à la même ressource. L’exclusivité d’exécution
est alors assurée dans le temps avec le modèle d’ordonnancement qui sera présenté dans
la section C.2. La quantité mémoire minimale CMmem pour une tâche map ne doit pas
dépasser la quantité mémoire minimale garantit Cmem par la ressource choisie (équation
C.3). De même, pour les tâches reduce (équations C.4) :
CMmem(i) ∗ xi,m,a ≤ Cmem(a), ∀i ∈ J ,m ∈Mi, a ∈ A (C.3)
CRmem(i) ∗ yi,r,b ≤ Cmem(b), ∀i ∈ J , r ∈ Ri, b ∈ B (C.4)
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Chaque tâche est placée dans une seule et unique ressource :
∑
a∈A
xi,m,a = 1, ∀i ∈ J ,m ∈Mi (C.5)
∑
b∈B
yi,r,b = 1, ∀i ∈ J , r ∈ Ri (C.6)
Afin d’assurer le parallélisme inter-job, deux tâches map (ou reduce) appartenant au
même job ne peuvent pas être placées dans la même ressource :
∑
m∈Mi
xi,m,a ≤ 1, ∀i ∈ J , a ∈ A (C.7)
∑
r∈Ri
yi,r,b ≤ 1, ∀i ∈ J , b ∈ B (C.8)
Notre formulation PLNE du placement gère l’équilibrage de charge. Afin d’assurer
une répartition équitable des tâches entre les ressources, nous proposons de minimiser
le nombre maximum de fenêtres de temps allouées dans chaque ressource, ce qui évite
d’allouer trop de tâches à une ressource et peu à une autre. Pour modéliser cela de manière
linéaire, nous introduisons deux variables α et β. Nous ajoutons les contraintes suivantes.
La fonction objectif présentée par la suite inclut α et β comme variables à minimiser.
α, β ∈ {0, 1....., T} (C.9)∑
i∈J
∑
m∈Mi
Tmi ∗ xi,m,a +
∑
t<T
(1− Fma,t) ≤ α, ∀a ∈ A (C.10)
∑
i∈J
∑
r∈Ri
Tri ∗ xi,r,b +
∑
t<T
(1− Frb,t) ≤ β, ∀b ∈ B (C.11)
Avec Fma,t = 1 si la ressource Map a est initialement disponible à l’instant t, = 0
sinon, Frb,t = 1 si la ressource Reduce b est initialement disponible à l’instant t, = 0
sinon, Tmi est le temps de réponse local des tâches Map du job i, Tri est le temps de
réponse local d’une tâche Reduce du job i.
za,b est la quantité maximale de données transférées entre les tâches placées sur la
ressource a et les tâches placées sur la ressource b. La famille de variables z satisfait la
condition suivante :
125
Formulation PLNE pour le modèle d’exécution sans-pipeline C.1. Placement (1ere phase)
za,b ∈ {0, 1...., UpperBound(z)}, ∀a ∈ A, b ∈ B (C.12)
xi,m,a = 1 and yj,r,b = 1⇒ za,b ≥ Qi,j
∀i, j ∈ J ,m ∈Mi, r ∈ Rj, a ∈ A, b ∈ B, Qi,j > 0 (C.13)
Qi,j est la quantité de données transférées entre une tâche du job i et une tâche du
job j. Cette condition peut être exprimée linéairement comme suit :
Qi,j ∗ xi,m,a +Qi,j ∗ yj,r,b − za,b ≤ Qi,j,
∀i, j ∈ J ,m ∈Mi, r ∈ Rj, a ∈ A, b ∈ B, Qi,j > 0 (C.14)
La fonction d’objectif du modèle de placement comprend les coûts des ressources
et réseau. Wproc (poids d’utilisation du processeur) et Wmem (poids d’utilisation de la
mémoire) sont déduits selon l’influence du processeur et la mémoire sur le coût monétaire :
f =
∑
i∈J
∑
m∈Mi
∑
a∈A
Cmap(a) ∗ Tmi ∗ xi,m,a
+
∑
i∈J
∑
r∈Ri
∑
b∈B
Creduce(b) ∗ Tri ∗ yi,r,b (C.15)
∑
a∈A
∑
b∈B
Ccom(a, b) ∗ za,b +Wrep ∗ (α + β)
Avec Wrep est le poids de l’équilibrage de charge, Ccom(a, b) = Wcom ∗ Dist(a, b),
Cmap(a) = Wproc+Wmem ∗Cmem(a) et Creduce(b) = Wproc+Wmem ∗Cmem(b), Dist(a, b) est
la distance entre la ressource a et b,Wcom est le poids de la communication. La formulation
du problème à résoudre est :
minimize f
subject to (C.1), (C.2), (C.3), (C.4), (C.5), (C.6), (C.7), (C.8),
(C.9), (C.10), (C.11), (C.12), (C.14)
La solution du problème est trouvée avec le logiciel GLPK.
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C.2 Ordonnancement (2eme phase)
La configuration optimale du modèle de placement précédent est considérée comme
une entrée pour le modèle d’ordonnancement que nous présentons dans cette section.
Nous recherchons maintenant les fenêtres de temps allouées à chaque tâche. Les variables
suivantes sont introduites :
— vi,m,t = 1 si la tâche Map m du job i a commencé à ou avant le temps t ; = 0 sinon.
— wi,r,t = 1 si la tâche Reduce r du job i a commencé à ou avant le temps t ; = 0 sinon.
Nous avons donc :
vi,m,t ∈ {0, 1}, ∀i ∈ J ,m ∈Mi, t < T (C.16)
wi,r,t ∈ {0, 1}, ∀i ∈ J , r ∈ Ri, t < T (C.17)
vi,m,t ≤ vi,m,t+1, ∀i ∈ J ,m ∈Mi, t < T (C.18)
wi,r,t ≤ wi,r,t+1, ∀i ∈ J , r ∈ Ri, t < T (C.19)
Pour un job donné, les tâches reduce ne peuvent pas commencer avant la fin des tâches
map. Cette contrainte peut être exprimée de façon linéaire :
vi,m,t−Tmi ≥ wi,r,t, ∀i ∈ J ,m ∈Mi, r ∈ Ri, t− Tmi ≥ 1 (C.20)
wi,r,t ≤ 0, ∀i ∈ J ,m ∈Mi, t− Tmi < 1 (C.21)
Une ressource ne peut pas contenir plus d’une tâche à la fois (contrainte d’exclusivité).
De la définition des familles de variables v et w et sachant qu’une tâche ne peut être
interrompue avant sa fin, on peut le déduire :
— vi,m,t − vi,m,t−Tmi = 1 si la tâche Map m du job i utilise la ressource a à l’instant t ;
= 0 sinon.
— wi,r,t−wi,r,t−Tri = 1 si la tâche Reduce r du job i utilise la ressource b à l’instant t ;
= 0 sinon.
Amim (ou Arir) indique la ressource sur laquelle la tâche Mapm (resp. tâche Reduce r)
du job i a été placée après la phase de placement. La formulation linéaire de la contrainte
d’exclusivité est donc la suivante :
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∑
i∈J
∑
m∈Mi
Amim=a
∑
t−Tmi≥1
(vi,m,t − vi,m,t−Tmi)
+
∑
i∈J
∑
m∈Mi
Amim=a
∑
t−Tmi<1
vi,m,t ≤ Fma,t, ∀a ∈ A, t < T (C.22)
∑
i∈J
∑
r∈Ri
Arir=b
∑
t−Tri≥1
(wi,r,t − wi,r,t−Tri)
+
∑
i∈J
∑
r∈Ri
Arir=b
∑
t−Tri<1
wi,r,t ≤ Frb,t, ∀b ∈ B, t < T (C.23)
La famille de paramètres O indique la priorité entre les jobs. Si Oi,j = 1 alors le job
j ne peut pas commencer avant la fin du job i. Nous proposons la formulation linéaire
suivante pour la contrainte de priorité :
vj,m,t − wi,r,t−Tri ≤ 1−Oi,j,
∀i, j ∈ J ,m ∈Mj, r ∈ Ri, t− Tri ≥ 1 (C.24)
vj,m,t ≤ 1−Oi,j, ∀i, j ∈ J ,m ∈Mj, t− Tri < 1 (C.25)
Les résultats intermédiaires d’une tâche sont maintenus sur l’espace de stockage local
jusqu’à ce que les tâches successives commencent. La variable ui,m,t indique si les résultats
de la tâche m ∈ Mi ∪ Ri du job i ∈ J sont stockés sur le disque à l’instant t ou non
(= 0) :
vi,m,t ∈ {0, 1}, ∀i ∈ J ,m ∈Mi ∪Ri, t < T (C.26)
ui,m,tvi,m,t = 1 and wi,r,t = 0⇒ ui,m,t = 1
∀i ∈ J ,m ∈Mi, r ∈ Ri, t < T (C.27)
wi,r,t = 1 and vj,m,t = 0⇒ ui,r,t = 1
∀i, j ∈ J ,m ∈Mi, r ∈ Ri, t < T,Oi,j = 1 (C.28)
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Les contraintes (C.27) et (C.28) peuvent être exprimées linéairement comme suit :
vi,m,t + (1− wi,r,t)− ui,m,t ≤ 1,
∀i ∈ J ,m ∈Mi, r ∈ Ri, t < T (C.29)
Oi,j ∗ wi,r,t +Oi,j ∗ (1− vj,m,t)− ui,r,t ≤ 1,
∀i, j ∈ J ,m ∈Mj, r ∈ Ri, t < T,Oi,j = 1 (C.30)
Les paramètre économique qui influe sur l’ordonnancement des tâches est le coût
des pénalités et disque. Un poids de pénalité Wi est associé à chaque fenêtre de temps
d’exécution après la date limite. Par exemple, le fournisseur peut proposer deux offres : (1)
basic et (2) premium. Il est clair que la violation des SLAs de l’offre (2) est moins tolérée
que l’offre (1). Ainsi, si un job i est de l’offre (1) et que le job j est de l’offre (2) alors
Wj > Wi. Chaque requête a une date limite, qui est spécifiée dans le SLA. L’accumulation
des pénalités commence à partir du moment où l’exécution des requêtes dépasse la date
limite. La fonction objective à minimiser est la suivante :
g =
∑
i∈F
∑
Di−Tri<t<T
Wi ∗max
r∈Ri
(1− wi,r,t) +Wstor ∗ (
∑
i∈J
∑
m∈Mi
∑
t<T
qmi ∗ ui,m,t
+
∑
i∈J
∑
r∈Ri
∑
t<T
qri ∗ ui,r,t)
Cette fonction objectif n’est pas linéaire. Pour avoir une forme linéaire, nous introdui-
sons une famille de variables γ telle que :
γi,t ∈ {0, 1}, ∀i ∈ J , t < T (C.31)
1− wi,r,t ≤ γi,t ∀i ∈ J , r ∈ Ri, t < T (C.32)
La fonction de l’objectif peut être formulée linéairement comme suit :
g′ =
∑
i∈F
∑
Di−Tri<t<T
Wi ∗ γi,t +Wstor ∗ (
∑
i∈J
∑
m∈Mi
∑
t<T
qmi ∗ ui,m,t
+
∑
i∈J
∑
r∈Ri
∑
t<T
qri ∗ ui,r,t)
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Le problème à résoudre est :
minimize g′
subject to (C.16), (C.17), (C.18), (C.19), (C.20), (C.21), (C.22), (C.23),
(C.24), (C.25), (C.26), (C.29), (C.30), (C.31), (C.32)
La solution du problème est trouvée avec le logiciel GLPK.
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Annexe D
Exemple de plan d’exécution sous
Hive
Nous présentons dans cette annexe un exemple du plan d’exécution affiché quand le
mot-clé EXPLAIN est ajouté à une requête quasi-SQL sous Hive. La requête considérée
est celle de la Figure 15 du chapitre 5. Les lignes 4 à 9 décrivent les dépendances entre
les stades. Nous disposons de 5 stades : Map 1, Map 2, Map 3, Reducer 4, Reducer 5. Le
reste du fichier décrit le détail de chaque stades, notamment : la liste des opérations, le
nombre de tuples et la taille des données intermédiaires.
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