Abstract-In this paper, we present a novel method to gender classification using a new simple feature extraction which extracts geometric and appearance features at the same time. This feature extraction is performed by computing the derivative in all pixels of face images and then constructing a histogram based on edges magnitudes and directions. The experiments clearly show that the presented method is quite competitive with 95.67% accuracy on FERET database. In addition, the efficiency of the proposed method makes it a good choice for real-time systems which combine face detection and gender classification.
I. INTRODUCTION
Face is a very important biometric feature of human. Automatic recognizing and analyzing of face is one of challenging tasks in object recognition. Successful performing this task allows many applications in human computer interaction, psychology, security purposes and etc [1] . Useful information can be obtained from face images such as ethnicity, identity, age, gender, expression and so on [2] , [3] .
Gender plays a significant role in our interactions in society and with computers [4] . Actually Gender classification is a binary classification problem in which one has to predict an image belongs to a man or woman. It is an easy job for a person but a challenging one for computers [5] . Gender classification from face images has received much attention recently because of its applications including improving search engine retrieval accuracy, demographic data collection, human-computer interfaces (adjusting the software behavior with respect to the user gender) and etc [6] . Moreover it can be used as a preprocessing step for face recognition since it may halve the number of face candidates (in case of equal amount of both genders) before the recognition and thus causes the face recognition process almost twice faster [1] .
Similar to other pattern classification problems, two key steps for gender classification are feature extraction and pattern classification. From the view of feature extraction, there are four kinds of methods. First kind of methods and simplest of them is using gray-scale or color pixel vectors as features [7] . Subspace transformation theory present some approaches such as PCA, ICA and LDA that we consider them as second kind of methods. These methods recognize objects after casting them into a low-dimensional space [8] .
Disadvantage of this batch is that their efficiency is sensitive to face orientation and they don't work well if variation be large enough [9] . Third kind of methods is to use texture information like winkle and complexion [10] . Last kind of methods is extracting the local facial features for classification such as the analysis of facial winkles and shapes [9] . This is done with combining the facial feature detection with wavelet transform [11] , [12] .
From the view of classifier learning many different methods have been tried. We introduce some of them briefly here. [13] , [14] used a two-layer network that the first layer was for feature extraction and the second for classification. Neural network which [14] used from called SexNet. [15] experimented with radial basis function (RBF) networks and inductive decision tress. In [16] maximum-likelihood system is used for face detection and the superiority of nonlinear SVMs over traditional linear pattern classifiers together with RBFs and large ensemble-RBF networks is showed. Accuracy that was achieved on the FERET face database in [16] was high (96.62%). In [17] classification is done by Gaussian process classifiers, which belong to Beyesian kernel classifiers classes. This method solves the problem of determining parameters for the kernels in SVMs. [18] tried to improve generalization for gender classification using fuzzy SVM. Another method which is used for gender classification is Adaboost. [19] applied a threshold Adaboost trained classifier for gender and ethnicity classification. Look up table (LUT) based weak classifier Adaboost is used in [20] . [21] used pixel comparison operators with Adaboost on low resolution grayscale face images and achieved over 93% gender classification accuracy. [22] , [1] combined face detection and gender classification and carried out a comparison study for the state-of-the-art gender classification methods. Small differences in the classification rates between the methods were seen in results. In addition it was showed that combining the outputs of different gender classifiers can improve the classification rate [1] .
In this paper, we present a fast and reliable method that is capable of classifying genders based on a simple feature extraction. The efficiency of the proposed method makes it a good choice for real-time systems which combine face detection and gender classification.
The rest of this paper is organized as follows: the next section contains a description of the proposed method including a description of the feature extraction used; In section 3, the proposed method is tested on the FERET database and compared against competing state-of-the-art algorithm described in [9] ; In Section 4, the results are analyzed and lastly, conclusions are drawn in Section 5. 
II. EDGE HISTOGRAM
There are a lot of geometric differences between men and women faces. Thus, using face geometric features besides the appearance or texture features seems to increase gender classification accuracy. Accordingly, we have separate geometric and appearance feature extraction phases in the methods that make use of both feature types.
One of the approaches to use face geometric information is extracting face perimeter and components. Then we can use the distances between components or the gradient in specific locations to produce geometric features. The disadvantages of this approach are its complexity and time consuming training. Also having separate phases for extracting geometric and appearance features can impose extra time for the whole system especially in the training phase.
In this paper, we propose a gender classification method which defines its features based on edges magnitude and direction. In our method geometric and appearance features are extracted simultaneously. These features include necessary information for gender recognition. We show that, since our purpose is only to discriminate between male and female, we can achieve acceptable classification accuracy by only using frequency of edges distribution.
First, we obtain derivative map for the input image. This map can represent texture and edges and therefore geometric features at the same time.
Vertical and horizontal edge maps are computed in all pixels by convolving the masks and with the original image. Consider d x and d y are the vertical and horizontal edge values in pixel (x, y), respectively. Then, the edge map direction and magnitude are obtained by (1) and (2) respectively.
(1)
As a result, we have two matrices, magnitude and direction with the same dimension as the input image. The first one represents pixels derivative's magnitude and the second one represents the corresponding direction. Then, continuous values of magnitude and direction matrices are transformed into discrete values. The directions obtained from (1) are discretized to N primary directions (0, N-1). Likewise, the magnitudes are encoded to (0, M). In fact, the continuous space is transformed to fuzzy space. By increasing M or N smaller patterns can be represented. Now, we define a histogram on the input image with number of bins equals to the number of possible (m, θ) pairs. So, each pixel in the edge image with magnitude m and direction θ is assigned to the bin number (m-1) × N+θ+1. All (0, θ) pairs are assigned to the bin number zero. Then, the histogram is normalized in order to become scale invariant. Accordingly, the proposed feature extraction algorithm is invariant to face image size and there is no need for resizing face images as a pre-processing procedure.
III. EXPERIMENTS
A. The Dataset FERET [23] is a large-scale face database which currently contains 11,383 pose images of 994 individuals. Table 1 shows the database in detail. 
B. Pre-processing
Preprocessing for gender recognition may include image resizing, normalization based on intensity, or geometric normalization. Geometric normalization consists of eyes localization and then applying geometric transformation so that each face image has eyes in the same location and all the faces are in the upright position. As noted in [1] normalization process may be useless if it is not carried out in a reliable way. Since the normalization implies further processing and usually does not have a good precision, and also in conflict with our desired algorithm that must be fast enough to support real-time systems, our approach in this paper does not use normalization
C. Feature Extraction
For extracting features, the edge histogram must be computed for each face image. We choose M=10 and N=8 as fixed parameters and Therefore, the histogram has (10-1) × 8+8+1=81 bins. This histogram contains information about the distribution of the local patterns over the whole image, such as edges, spots and flat areas.
For efficient face representation, one should retain also spatial information. For this purpose the image is divided into K×K separate regions R11, R12, R13,…, Rkk.
Then, the input image is divided into K×K equal size blocks where K is ranged from 1 to 9 and the histogram is computed in each block separately. Finally, these sub-regional histograms are concatenated into a single feature histogram. The process of feature extraction is illustrated in Figure 1 .
For extracting face coordination from database images, Viola Jones [24] face detection algorithm is used. After feature extraction, the number of dimensions is decreased by applying PCA method.
D. Classifiers
In this paper, for evaluating the performance of the proposed method, three classifiers LDA, Adaboost, and SVM are used. We use MATLAB implementation of LDA with default parameters, Weka [25] implementation of Real-Adaboost with default parameters and LIBSVM [26] implementation of SVM with linear kernel and fixed parameter C=100.
IV. RESULTS AND DISCUSSION
SVM with linear kernel, LDA and Adaboost classifiers are chosen to evaluate the performance of our proposed method. We use 10-fold cross validation method [27] for training the classifiers. The results are shown in figure 2. According to the results, SVM with linear kernel and K=8 has the best outcome and we choose it as the optimum method. The detailed result for this optimum method is shown in table 2. We also compare the proposed method with existing approach [9] . In the existing approach [9] Local Binary Pattern [28] is used for extracting texture features. LBP is a powerful way of texture description. The operator labels the pixels of an image by thresholding the 3×3-neighbourhood of each pixel with the center value and considering the result as a binary number. Then the histogram of the labels can be used as a texture descriptor. The most important difference between the proposed method and the existing approach [9] is that in our work the histogram is defined based on magnitude and direction of edges while the existing approach defines its histogram based on intensity of pixels. The classification results for both methods are shown in figure 3 . Fig. 3 . Results of the proposed method and existing method in [9] The results show that the proposed method has slightly better classification accuracy than the LBP method. As it can be seen, while we increase the number of divisions, the classification accuracy increases accordingly.
The reason is that when K is small, the histogram only contains local appearance and geometric features but while K increases, the spatial information are retained and consequently the accuracy is increased.
For proving the capability of the algorithm in fast feature extraction, we implement it as a real-time gender recognition system (figure 4) using OpenCV 2.1 [29] for face detection. 
V. CONCLUSION
In this paper, a new gender classification method with high accuracy is proposed. In our work, feature extraction consists of producing a histogram based on magnitude and direction of edges in the face image. We concluded that in the performed experiments, as our purpose is only to discriminate between male and female, we can achieve excellent classification accuracy just by using simple feature extraction.
The efficiency and simplicity of our proposed method (Edge Histogram) result in a very fast feature extraction. Besides, regional and global descriptions allow for capturing geometric and appearance information of faces simultaneously.
