I. INTRODUCTION AND MOTIVATION
Enabling commercial buildings to use energy in a flexible way, such as reducing usage during consumption peak hours, is of crucial importance, not only for preventing the disruptions of the utility grid, but also for containing buildings' rapidly growing energy cost. Such smart energy consumption, however, heavily relies on accurate short-term energy load forecasting, such as hourly predictions for the next ( ≥ 2) hours. To attain sufficient accuracy, we treat such multisteps ahead regression task as a sequence labeling (regression) problem, and adopt the Continuous Conditional Random Fields (CCRF) [1] to explicitly model these interconnected outputs.
In particular, to enable the applicability of CCRF to highspeed, time series, energy data streams, we address two problems in the CCRF: the weak feature constraint for continuous features and the expensive computation cost in the training and inference. We address the former issue with a novel multitarget edge function and the latter with tridiagonal matrix computation techniques. As a result, we not only boost the CCRF's predictive performance, but also reduce its computation complexity from cubic to linear. Importantly, through careful design of its edge and variable potential features, the CCRF can be mapped to a multivariate Gaussian, thus being able to generate smooth, uncertainty information about their predictions, which have been shown to be very beneficial for better decision makings in energy load management.
II. MODELING ENERGY LOAD WITH CCRF
Conditional Random Fields (CRF) are undirected graphical models that define the conditional probability of the label se-
. That is, the discriminative strategy aims to model ( | ). The CRF is originally introduced to cope with discrete outputs. To deal with regression problems, Continuous Conditional Random Fields (CCRF) has been presented by Qin et al. [1] , aiming at document ranking with the following form:
where ∼ means and are related and is a normalization factor that ensures the distribution sums to 1. Also, potential feature functions ( , ) and ( , , ) intend to capture the interplays between inputs and outputs, and the relationships among related outputs, respectively. Here, and represent the weights for these feature functions. One of the core developments for a CCRF model is its edge and variable features. Our analysis on real-world shortterm energy load data indicates that, for these data the adjacent target variables are highly correlated. We, therefore, consider two target variables and to be related (denoted by ∼ ) if they are adjacent, and deploy ( , , , ) = ∑ ( − ) 2 as our edge function form. The is the -th of a set of indicator functions with values of either zero or one, indicating if the correlation between and should be measured or not. For each and pair, we have multiple edge features (denoted by ), each responsible for a different type of relationship between and . In contrast to the edge potential feature, our variable potential feature here aims at making good use of many efficient and accurate regression predictors. To this end, we consider variable features of the form
Here, indicates the -th target output, ( ) is the -th of predictors for the target output .
With the above edge and variable features, our CCRF strategy results in the following formula:
Promisingly, following the idea presented by Radosavljevic et al. [2] , the above CCRF, namely Equation 2 can be further mapped to a multivariate Gaussian because of their quadratic forms for the edge and variable potential features:
where the inverse of the covariance matrix Σ is the sum of two × matrices, which involve , , . Also, the mean ( ) is computed as Σ ⃗ , where is a dimensional vector:
The training of a CCRF model can be executed using maximizing log-likelihood, with stochastic gradient ascent:
In inference, finding the most likely predictions , given observation , boils down to finding the mean of the multivariate Gaussian distribution:
Furthermore, the 95%-confidence intervals of the estimated outputs can be obtained byˆ± 1.96 × (Σ), due to the Gaussian distribution.
III. COPE WITH WEAK FEATURE CONSTRAINT IN CCRF
In a nutshell, CRF is a maximum entropy model with feature constraints that capture relevant aspects of the training data. That is, training a CRF amounts to forcing the expected value of each feature with respect to the model to be the same as that with respect to the training data. Consequently, the constraints with binary feature, for example, contain essential information about the data because knowing the mean of the binary feature is equivalent to knowing its full distribution. On the other hand, knowing the mean may not tell too much about the distribution of continuous variables because of CRF's linear parameterization characteristics [3] . In other words, the edge function of ( − ) 2 may not be able to capture complex relationships between and well. Also, typical approaches of dividing continuous values into "bins" cannot be applied here because we need to simultaneously "bin" multiple correlated target variables that are unknown in inference time.
In this paper, we deploy a Predictive Clustering Trees (PCT) [4] , aiming to divide the relationships of related outputs into a set of "sub-relationships", each providing more specific feature constraints for the interplays of the related outputs. For the multi-dimensional target space, the PCT partitions the input space, namely , into different disjoint regions, where each is a leaf and each groups instances with similar values for the target variables Ys. Intuitively, depending on , the PCT forms sub-relationships among targets, thus enabling the CCRF to better capture the correlations between related outputs.
IV. SPEED UP TRAINING AND INFERENCE FOR CCRF
During the training and inference, a matrix operation, namely constructing the inverse of the matrix Σ −1 , accounts for the main computation cost of the CCRF. This matrix inversion operation typically has complexity of ( 3 ), if one computes it directly. In fact, during training, Equation 5 can be rewritten as the Frobenius scalar product of two matrices:
In our case, our CCRF only needs to take into account the correlation between two adjacent outputs. As a result, the resulting matrix Σ −1 is a sparse one. Specifically, the matrix Σ −1 is, indeed, a x tridiagonal matrix, where nonzero entries lie along the main diagonal, the immediate sub-diagonal, and the super-diagonal of the matrix:
where
As mentioned earlier, finding the inverse of a x matrix typically requires ( 3 ) operations. Fortunately, Rybicki and Hummer [5] have proven that, if one does not need to construct the full inverse of a tridiagonal matrix, all the non-zero entries in the inverse of the tridiagonal matrix can be found quickly with only 3 operations. Following the idea presented in [5] , for our x matrix Σ −1 , we first compute the diagonal elements (denoted as ) of its inverse Σ. This process needs operations. Second, making use of the previously computed , we then calculate the off-diagonal elements using a recursive procedure. In this way, calculating the two off-diagonal, non-zero entries (denoted as , | − | = 1) of the Σ needs 2 operations.
In the inference stage, Equation 6 , namelyˆ= argmax( ( | )) = Σ ⃗ , can be rewritten as:
With this rewritten form, finding the product ofˆ= Σ ⃗ reduces to solving the linear system Σ −1ˆ= ⃗ . Consequently, this equation can be resolved using the Thomas algorithm [6] directly, in linear computational cost.
V. EXPERIMENTAL STUDIES
We applied the proposed approach to two real-world energy load prediction systems: one for electricity demand and another for gas usage. Our experimental results, as reported in [7] , show that the proposed strategy can meaningfully reduce the predictive error for the two systems, in terms of mean absolute percentage error and root mean square error.
