Purpose: Sparsely sampled computed tomography (CT) has been attracting attention as a technique that can reduce the high radiation dose of conventional CT. In general, iterative reconstruction techniques have been applied to sparsely sampled CT to realize high quality images. These methodologies require high computing power due to the modeling of the system and the trajectory of radiation rays. Therefore, the purpose of this study was to obtain high quality three-dimensional (3D) reconstructed images with deep learning under sparse sampling conditions. Methods: We used a deep learning model based on a fully convolutional network and a wavelet transform to predict high quality images. To reduce the spatial resolution loss of predicted images, we replaced the pooling layer with a wavelet transform. Three different domains were evaluatedthe sinogram domain, the image domain, and the hybrid domain -to optimize a reconstruction technique based on deep learning. To train and develop a deep learning model, The Cancer Imaging Archive (TCIA) dataset was used. Results: Streak artifacts, which generally occur under sparse sampling conditions, were effectively removed from deep learning-based sparsely sampled reconstructed images. However, image characteristics of fine structures varied depending on the application of deep learning technologies. The use of deep learning techniques in the sinogram domain removed streak artifacts well, but some image noise remained. Likewise, when applying deep learning technology to the image domain, a blurring effect occurred. The proposed hybrid domain sparsely sampled reconstruction based on deep learning was able to restore images to a quality similar to fully sampled images. The structural similarity (SSIM) index values of sparsely sampled CT reconstruction based on deep learning technology were 0.85 or higher. Among the three domains studied, the hybrid domain techniques achieved the highest SSIM index values (0.9 or more). Conclusion: We proposed a method of sparsely sampled CT reconstruction from a new perspective -unlike iterative reconstruction. In addition, we developed an optimal deep learning-based sparse sampling reconstruction technique by evaluating image quality with deep learning technologies.
INTRODUCTION
Over the past decade, the tremendous advances in computed tomography (CT) technology and its applications have increased the clinical utilization of CT. In many clinical applications, CT is essential for an accurate diagnosis for most organs, including digestive and cardiovascular organs. [1] [2] [3] However, owing to the recent scientifically confirmed harmfulness of radiation exposure to the human body, the excessive use of CT in medical environments raises concerns. In response to these concerns, the radiology community -radiologists, medical physicists, and manufacturers -have implemented CT dose management procedures, which correspond to the principle of "as low as reasonably achievable" (ALARA). [4] [5] [6] [7] Scanner manufacturers and researchers have subsequently developed several strategies to appropriately manage or reduce the radiation dose from CT; there are three typical approaches to this: reducing tube current, 8, 9 sparse sampling, 10, 11 and region-of-interest (ROI) scans. 12, 13 Reducing the radiation dose leads to an increase in image noise and the occurrence of artifacts. Particularly, streak artifacts are a serious problem in sparse sampling CT scans. The removal of these artifacts is not a simple task when using conventional image-based denoising methods, such as total variation minimization 14, 15 and the nonlocal means denoising algorithm. 16, 17 Iterative reconstruction is an alternative reconstruction algorithm that can remove the noise and artifacts from lowdose CT images using a variety of mathematical models. [18] [19] [20] Iterative reconstruction can obtain low-dose CT images of excellent quality; however, it has a large computational cost due to its conducting geometry modeling, physical modeling of projection/back-projection, statistical modeling of the noise in a projection measurement, and other tasks.
Recently, deep learning-based image processing has been proven to outperform other techniques 21, 22 in various areas of computer vision. For example, denoising based on the multilayer perceptron -a technique employed in deep learning -achieves better performance than the latest conventional denoising algorithms. 23, 24 In addition, studies on the application of fully convolutional networks (FCNs), including U-Net for medical imaging, have recently been performed, and they have achieved excellent performance. [25] [26] [27] [28] There are several studies regarding the improvement of image quality of low-dose CT through deep learning. For example, Kang et al. and Han et al. proposed a low-dose CT reconstruction framework developed by convolutional neural networks (CNNs). The deep learning techniques of these studies are implemented in the image domain. 28, 29 In Han et al., a new approach was attempted using a residual map, but this was also performed in the image domain. 29 In addition, recently, there are several studies of applying the deep learning technologies to the projection domain. For examples, Liang et al. suggested a network that predicts missing projection information and designed a model to generate a full sinogram by concatenating predicted subsinograms. 30, 31 Unlike previous studies, we applied a deep learning technique to the image domain as well as to the sinogram domain and compared the results with the application of deep learning technology in the existing image domain techniques. Also, we attempted to predict a fully sampled sinogram from a sparsely sampled sinogram. In this study, deep learning technology was applied in three domains -the sinogram domain, the image domain, and a hybrid domain (combination of sinogram and image domains). In addition, we quantitatively evaluated the image quality achieved from the three methods and searched for an optimal sparse sampling technology strategy using deep learning.
MATERIALS AND METHODS

2.A. Lung CT volume database
In this study, we used The Cancer Imaging Archive (TCIA) dataset. TCIA is a service that de-identifies and hosts a large archive of medical images of cancer; it is publicly available to download. 32 The data are organized as "collections"; typically, a collection consists of patient data that is related by a common disease, image modality, or research focus. The primary file format used by TCIA for image storage is DICOM. Of the many collections available, we selected the LungCT-Diagnosis CT image database for the experiment in this study. All the images are diagnostic contrast-enhanced CT scans. The images were retrospectively acquired to ensure sufficient patient follow-up. Slice thickness is variable -between 3 and 6 mm. The CT images of 61 patients are contained in the LungCT-Diagnosis database; we used the data of 50 patients (4182 images) for training and the data of 11 patients (500 images) for testing.
2.B. Simulation for sparse sampling low-dose CT
Because clinical images consist of volume data that has been reconstructed, there is no projection data, which is required for sparse reconstruction. Therefore, we projected the volume data through computer simulation and created projection images virtually through a MATLAB-based CT projector. The geometry of simulation was set with reference to the Philips Brilliance 64 channel. The focus to isocenter distance is 570 mm and focus to detector distance is 1040 mm. The projection conditions were a matrix of size 1 9 1024 and a pixel size of 0.5 mm. Sparse sampling was conducted at intervals of 4°and 8°, and the sparse sampling low-dose CT images were reconstructed into fully sampled CT images, which were sampled at 1°i ntervals. We used the Tomographic Iterative GPU-based Reconstruction Toolbox (TIGRE), which is publicly accessible MATLAB code for CT simulation. 33 The simulation is ray-tracing based without modeling physical processes such as scatter and beam hardening etc. Figure 1 is a schematic of the full sampling and sparse sampling conditions. It is estimated that a patient's radiation dose from sparse sampling will be proportional the number of projections. 10, 11, 34 
2.C. Deep learning model
A CNN, which is composed of a convolutional layer, a pooling layer, and dense layers, has been applied to image analysis. 35 The convolutional and pooling layers are used repeatedly to extract image features. The output of the last dense layer is fed to a K-way softmax (where K is the number of classes), which produces a distribution over the class labels. 36, 37 A typical dense layer is implemented as a matrixmatrix multiplication between the input vectors for a minibatch of training examples and the weight matrix. During the training of deep learning structures, the dense layers are considered to be a bottleneck, because they use many more parameters than the feature extraction process.
Recently, FCN structures have attracted attention because they have no dense layer, so training is more efficient. 25, 26 An FCN has an encoder and a decoder layer; the encoder is equivalent to a CNN without any dense layers and the decoder is used to generate an output with the same resolution as the input. Owing to the advantage of the output images having the same spatial information as the input, FCNs are widely used for image segmentation, translation, and processing.
In an FCN, convolution, which is a local transform, and pooling, which is a global transform, are repeatedly performed. However, a pooling layer can lead to output image resolution degradation. 37 Therefore, we replaced the pooling layer with a 2D discrete wavelet transform (2D-DWT). 28 The 2D-DWT decomposes the image into four subbands (LL, LH, HL, and HH). 38 Similar to the role of the pooling layer, the wavelet transform reduces the size of the image to a quadrant, but it preserves multidirectional high-frequency information. Therefore, it is expected that the degradation of spatial resolution caused in prediction images can be minimized by replacing the pooling layer with a 2D-DWT.
We used a 2D-DWT before the feedforward proposed network. An inverse 2D-DWT was applied to the predicted images. The Haar function can be used to implement the 2D-DWT. 39 Figure 2 shows a Haar function, the process of 2D-DWT, and an example the 2D-DWT for an image. For training, we used four-channel images created using subband images.
In addition, for high quality image prediction with excellent spatial resolution, we added a shortcut connection to the development model that transfers the encoder feature information directly to the decoder. A direct shortcut connection between encoder and decoder layers was first introduced as a U-Net structure, and in a previous study, U-Net structures proved to be more capable of high-resolution image prediction than a conventional convolutional autoencoder. 26 To improve generalization performance, we used various techniques, such as batch normalization (BN) 38, 39 and rectified linear units (ReLUs). [40] [41] [42] BN reduces the statistical variation among the training data and has a significant impact on model generalization performance. 40, 43 The equations for BN are given as follows 28, 43 :
Value of x over a mini À batch :
The size of the mini-batch was 256 and the BN layer was located immediately before the activation layer. The role of an activation function in deep learning is to establish a nonlinear relationship between input and output. Activation function types include sigmoid, hyperbolic tangent, Gaussian, ramp, and ReLU. Among them, the ReLU function is known to be able to improve training efficiency and prevent overfitting by constructing a sparse model by replacing negative values with 0s. 43, 44 Therefore, the ReLU function is considered as a standard activation function and many previous studies on deep learning have used the ReLU function as an activation function. The ReLU function returns the input value when the input value is positive and returns 0 when the input value is negative. 41, 42 ReLUðxÞ
In this study, we also used the ReLU function as an activation function. Figure 3 shows a schematic of our proposed deep learning model. As can be seen in Fig. 3 , a wavelet transform is added to the network input and output, and there is a shortcut connection between the encoder and decoder layers.
The developed algorithm can be considered as a complex end-to-end nonlinear mapping function, which transforms sparsely sampled CT images to their corresponding full 
including convolution kernel and bias, which is achieved by minimizing the loss function between prediction images F(X, h) and output images Y corresponding to full sampled ground truth CT images. Table I describes the number of parameters that are used in each hidden layer. Layers 1-8 are encoding parts and layers 9-16 are decoding parts. The number of parameters in the decoding part are higher than for the encoding part because hidden layers in the encoding part are concatenated to the decoding part.
For a set of sparsely sampled CT images X and their corresponding full sampled CT images, we employed the mean absolute error (MAE) as the loss function. In general, using MAE as the loss function L makes training more robust to outliers, such as noise or other artifacts in the images. The MAE is given by
Training for deep learning is consistent with optimizing the parameters. Two typical techniques, including gradient descent and backpropagation algorithms, are used for the process of training deep learning. 21, 22 Training proceeds so that the gradient value of the loss function for each parameter (DL/Dh k ) obtained by backpropagation is to be descending. In this study, adaptive moment estimation (Adam), one of the gradient descent optimization methods, was used. 45, 46 Adam optimization, which is a momentum-based method, is the most commonly used optimization method in deep learning because of its fast convergence and stability. The following equations demonstrate the training process of deep learning with Adam optimization.
The hyperparameters b 1 , b 2 , and for the Adam optimizer were 0.9 and 0.999, and 1e-08, respectively. The learning rate was 0.002. For training, we used the TensorFlow, NumPy, and PyWavelets library for CNN, linear interpolation, and the 2D-DWT, [47] [48] [49] and the workstation used had a 3.00 GHz Intel â Xenon â E5-2690 v2 CPU, 256 GB RAM, and an Nvidia TITAN Xp graphics card. It took 5 days to do all the training including data simulations.
2.D. Sparsely sampled low-dose CT reconstruction
We took three approaches to constructing the deep learning model for sparsely sampled CT reconstruction -the sinogram domain, the image domain, and the hybrid domain. The experimental setup for each approach is shown in Fig. 4 .
First, the image domain sparsely sampled CT reconstruction was developed by mapping sparsely sampled 29 Residual map refers to the difference between input and output, and training through residual map can be explained as follow:
FðxÞ ¼ hðxÞ À x where h(x) is the target function and x is the input. This method extracts image noise and artifacts existing in the image through deep learning and removes it from the mixed signal.
Second, the sinogram domain sparsely sampled CT reconstruction based on deep learning restores a sparsely sampled sinogram to a full sampled sinogram. Due to the structural characteristics of the developed deep learning model, the size of the input and output should be the same, so we filled the sparsely sampled sinogram data using linear interpolation and then trained it to restore the full sampled sinogram. A sinogram is a way to display the projections, where projection data of one ray are put in one row of the sinogram and each column represents a view angle. Sinogram data with simple linear interpolation do not accurately predict the angle of a projected image. Deep learning helps to restore inaccurate projection angle information in a linearly interpolated sinogram to a full-sampled sinogram that contains accurate information about projected angles.
Last, the hybrid domain-based sparsely sampled reconstruction is a technique that combines the sinogram and image domain methods. It is characterized by setting the image predicted by the sinogram-based sparsely sampled reconstruction as the input of the hybrid domain sparsely sampled reconstruction. The output of the hybrid domain used the fully sampled CT reconstruction images.
2.E. Image evaluation
To evaluate image quality quantitatively, we used the structural similarity (SSIM) index. The SSIM estimates the visual effect of shifts in image luminance, contrast, and other remaining errors, which are collectively called structural changes. 50, 51 The ground truth images for the SSIM measurement were reconstructed images obtained with full sampled conditions. The purpose of the SSIM measurement is to ascertain how similar a sparsely sampled reconstruction is to the full sampled images. The SSIM takes values in the range [0, 1]. A value of 0 implies that there is no correlation between images, while a value of 1 implies that two images are identical. 50 For the processed signals x and y, the SSIM is given as follows:
SSIMðx; yÞ ¼ ½lðx; yÞ½cðx; yÞ½sðx; yÞ where l, c, and s are the luminance, contrast, and structural components, respectively, and are calculated as follows:
where l x and l y represent the mean of the ground truth and processed images, respectively; r x and r y are the respective standard deviations; and r xy is the covariance of the two images. The positive constants C 1 , C 2 , and C 3 were used to avoid a null denominator. In addition, we compared the resulting images obtained by the proposed techniques with an existing state-of-the-art image reconstruction method: adaptive steepest descent-projection on convex subsets (ASD-POCS). The ASD-POCS algorithm is a total variation (TV) regularized version of the simultaneous algebraic reconstruction technique (SART). ASD-POCS minimizes Af À y and the TV norm separately in each iteration. The following equation demonstrates ASD-POCS:
where f and y denote the reconstructed images and the projection data; A is the projection matrix; and k is the hyperparameter for TV. The image quality of the resulting images varies depending on k. Therefore, we set the value considering the spatial resolution and image noise. In this experiment, k was set to 0.0002.
10,33
3. RESULTS Figure 5 shows the tendency of the value of the loss function with the training process. As training progressed, both the training and testing loss in the three domains gradually decreased. Among the three methods, the absolute value of the loss function was the smallest in the hybrid domain. This means that the images predicted through the hybrid domain method were predicted quantitatively to be the most similar to the original images. In addition, the generalization performance defined as the difference between training loss and testing loss was the best in the hybrid domain. Figure 6 shows an example of a linearly interpolated sinogram from a sparsely sampled sinogram (8°angular intervals), a sinogram predicted using deep learning, and a fully sampled sinogram. We can confirm that restoring a sinogram by linear interpolation from adjacent angles is relatively effective. However, the data generated by the linear interpolation does not convey accurate information. Thus, it is inevitable that it will not be in agreement with ground truth information. Restoring a sinogram with deep learning gave much more natural results than the linearly interpolated sinogram. It can be assumed that the accuracy of angle projection in deep learning is superior to that of linear interpolation. Figure 7 shows different versions of an image using filtered back-projection (FBP), ASD-POCS, and the three proposed methods. Compared with the fully sampled reconstructed image obtained with the FBP algorithm [ Fig. 7(a) ], the sparsely sampled reconstructed images obtained with the FBP algorithm [ Fig. 7(b) ] contained severe image artifacts and noise. Specifically, the streak artifacts are very severe. Although it is a homogeneous region, streak artifacts can make it difficult to grasp accurate anatomical structures. The reconstructed image obtained with sparsely sampled data and ASD-POCS [ Fig. 7(c) ] produced better results than the method used for the image shown in Fig. 7(b) . However, the ASD-POCS algorithm caused a slight blurring effect, and fine structures were not imaged. Figure 8 is an enlarged image for comparison of training performance for fine structures. The enlarged region is located in the right lung shown in Fig. 7 . The terminal bronchioles, which can be seen clearly in the fully sampled reconstructed images, is obscured by image noise and artifacts in the sparsely sampled reconstructed images, as shown in Fig. 8(b) . The ASD-POCS [ Fig. 8(c) ] is able to reduce image noise and artifacts but degraded spatial resolution is confirmed. All deep learning-based techniques [ Figs. 8(d)-8(f) ] have excellent streak artifact removal capabilities, but the proposed hybrid domain deep learning sparsely sampled reconstruction technique provides the best image quality, which contained a little noise and high spatial resolution. Figure 9 shows another example of reconstructed images using different reconstruction techniques and sampling conditions. The images in Fig. 9 show a soft tissue-dominant region. Since soft tissue contains low inherent contrast, image quality is easily affected by image noise and artifacts. Unlike the sparsely sampled example images in Fig. 7 , which are sampled at a 4°angular interval, the sparse sampling resulting in the image shown in Fig. 9 was performed at an 8°a ngular interval. For the case of the fully sampled condition, reconstructed images of excellent image quality are implemented by the FBP algorithm, as shown in Fig. 9(a) . However, low image quality diagnosis images were implemented with sparsely sampled data. The FBP algorithm, which is most commonly used in clinical practice, rarely produced the signal of soft tissue with sparsely sampled data. The ASD-POCS algorithm was able to produce much improved images compared with FBP with sparsely sampled data. However, the ASD-POCS algorithm has difficulty in describing fine image information in excessive under sampling conditions (8°angular interval) and has also caused a cartoon artifact. The performance of ASD-POCS was significantly affected by sampling conditions. Similar to the results of Fig. 7 , streak artifacts and image noise occurring for the sparsely sampled condition were well resolved by the deep learning methods in different domain. However, depending on the deep learning approach taken, image quality was slightly different. The sinogram domain sparse sample reconstruction image seems to have good spatial resolution but contained some image noise. The image domain sparse sample reconstruction image showed high image quality with little image noise, but some spatial resolution degradation is confirmed. The hybrid domain sparse sample reconstruction image was an excellent reconstruction image with almost no image noise and excellent spatial resolution, even with only 45 projection data. Figure 10 shows an enlarged version of the image from the yellow box in Fig. 9 , showing the left kidney. The enlarged images obtained with FBP with sparsely sample data [ Fig. 10(b) ] were obscured by severe image noise and artifacts. of the hybrid domain sparsely sampled reconstruction image showed the best image quality, especially with respect to both image noise and spatial resolution. Table II shows SSIM values for different sampling conditions and reconstruction techniques. The ground truth images of the SSIM evaluation used fully sampled reconstructed images obtained by FBP algorithms. For the sparse sampling condition, the SSIM value of the existing technologies, including FBP and ASD-POCS, were relatively low. However, the proposed deep learning-based reconstruction techniques achieved quantitative results of over 0.85 SSIM. In addition, the SSIM results confirmed that the existing technologies have a large difference in image quality depending on the degree of sparsity. On the other hand, the variation in SSIM values depending on sparsity of the sampling data was not relatively large for the proposed deep learning-based techniques. Figure 11 shows the pixel profile of the central portion of Fig. 9 in the vertical direction. In sparse sampling conditions, the existing techniques have very serious variations in the pixel profile. The pixel profile of proposed deep learningbased methods shows improved results. In particular, the pixel profile of the hybrid domain is almost noise free.
DISCUSSION
Recently, deep learning methods have been introduced in medical image analysis with promising results in various applications. 52 Specifically, the range of applications for deep learning technology is gradually expanding from computeraided diagnosis and image segmentation to various image processing fields. [52] [53] [54] [55] FCNs play a major role in this development and are at the core of deep learning-based image processing technology. In this study, we attempted to reconstruct high quality images under sparse sampling conditions using deep learning.
We used U-Net-based deep learning structures but with pooling layers removed from them. There are several types of pooling, including average, max, and global. 54 Unlike the convolution process, which is considered a local transformation, the pooling layer is applied to a whole image and contributes to the improvement of the training efficiency with an enlarged receptive field of convolution kernels. However, the pooling layer reduces or transforms the spatial domain of the feature map, which affects the quality of the prediction image and especially affects spatial resolution. For example, the predicted images of the convolutional denoising autoencoder and image segmentation-based FCN, which include one or more pooling layers, have reduced spatial resolution. 55 Therefore, we added a 2D-DWT to our deep learning model in place of a pooling layer, which resulted in high resolution image prediction.
In addition, it is well known that shortcut connections between encoder and decoder improve predicted image quality and overall model efficiency. A shortcut connection is a direct connection between two layers in a network, skipping one or a few layers. 55, 56 During the encoding process, spatial information may be lost due to the convolution process; therefore, the spatial information is reintroduced in the decoder. 57, 58 We attempted to develop deep learning structures that preserve spatial resolution in several ways. This is because CT images have relatively high spatial resolution, and the internal organs, such as the lungs, which are mainly imaged using CT, are required to have a high spatial resolution capability because of their fine structures.
Previous deep learning-based image reconstruction has mostly been studied in the image domain. 28, 29 In the image domain, deep learning can be constructed to reconstruct the desired image directly. However, residual learning is more effective for eliminating strong artifacts and noise such as sparse CT images. 29 This is because the streak artifacts generated by sparse CT can be thought of as a noticeable pattern for extraction by deep learning. However, the image domain technology based on the residual map assumes that the image information necessary for the reconstructed image is included in sparsely sampled data. However, since reconstructed images due to sparse sampling cause not only the occurrence of streak artifacts and image noise but also the degradation of signals for the anatomical structures required for diagnosis, resolution degradation, such as loss of image information for small structures, can occur.
The deep learning technique of the sinogram domain is a technology that compensates the image quality that occurs due to lack of data by filling skipped projection data in sparsely sampling conditions. When we reconstructed the restored sinogram, we obtained a similar image to the reconstructed image with the fully sampled sinogram. In addition, sinogram domain deep learning technology is likely to be able to converge with existing algorithms. By reconstructing an image with a predicted sinogram and the various existing algorithms, it is possible to improve image quality further.
The hybrid domain technology can reconstruct the degraded image in both sinogram and image domains, thereby realizing higher quality images compared with the other methods. Two deep learning processes in different domains have made it possible to restore images closer to the ground truth.
Unlike previous studies, which were mainly focused in the image domain, we tried to utilize deep learning technologies in the sinogram domain. Furthermore, we proved that applying deep learning technologies to both the sinogram and image domains can achieve improved results compared with using just single domains.
Iterative reconstruction techniques, which were considered as image reconstruction strategies for low-dose CT, require high computing power each time a patient is diagnosed. On the other hand, deep learning-based reconstruction is well suited to the urgent clinical environment because once the trained model is created, it is very simple to exploit it. For example, it took less than 10 s to process the 500 testing images using the proposed methods. It is important to consider that the proposed technique is effective without distorting the image information even in irregular anatomical structures like lesions. In the Appendix, we show the results of applying deep learning-based restoration techniques to clinical images that include irregular anatomical information, such as lesions. These data were not included in the training data set. Last, this study used simulated projections. Therefore, to put the proposed technology into practical use, further studies utilizing actual projection data obtained from helical CT geometry are needed.
CONCLUSION
We proposed a method of sparsely sampled CT reconstruction from a new perspective. The proposed reconstruction scheme utilized deep learning technology that has recently been attracting attention in the field of computer vision. In addition, we developed an optimal deep learningbased sparsely sampled reconstruction technique that can produce high quality images in a shorter time than conventional techniques. 
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