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Abstract: In [4,5], Habibullin et.al proposed an approach to construct Lax pairs of a nonlinear
integrable partial differential equation (PDE), where one is the linearized equation of the studied
PDE and the other is the invariant manifold of the linearized equation. In this paper, we show
that the invariant manifold is the characteristic of a generalized conditional symmetry of the
system composed of the studied PDE and its linearized PDE. Then we give an upper order
bound of the invariant manifold which provides a theoretical basis for a complete classification
of such type of invariant manifold. As an application, we give a complete classification of the
given type invariant manifold for the KdV and mKdV equations and also construct several
invariant manifolds and Lax pairs for the Sharma-Tasso-Olver equation.
Keywords: Lax pair, Generalized conditional symmetry, Linearized equation, Invariant mani-
fold
1 Introduction
Lax pair is usually related to the possibility of “linearizing” a nonlinear PDE and thus composed
of two coupled PDEs linear in an auxiliary dependent variable and compatible on the condition
that the considered nonlinear PDE is satisfied [1].
Consider a scalar (1 + 1) dimensional nonlinear evolution PDE in the form
ut = f(x, t, u, u1, . . . , un), n > 1 (1)
where u0 = u and uj = ∂
ju/∂xj , j = 1, 2, . . . , n. Introducing the auxiliary variable ϕ, Lax pair
of Eq.(1) takes the form 
ϕt =
s∑
i=0
αi(x, t, u, u1, . . . )ϕi,
ϕr =
r−1∑
i=0
βi(x, t, u, u1, . . . )ϕi,
(2)
where αi, βi are some smooth functions of their arguments, ϕi = ∂
iϕ/∂xi. In system (2) the first
equation is the time-derivative PDE and the second one is the spectral problem, the compatibility
condition ϕtr = ϕrt holds on the solution manifold of Eq.(1).
Whether there exist Lax pairs for the considered PDE is a leading tool to discriminate
the PDE’s integrability, named by Lax integrability. The existence of Lax pair makes us more
facilitate to understand the properties of the integrable models. For example, Lax pair is related
with infinite conservation laws, and also used to construct Ba¨cklund transformation of the PDE.
However, Lax pair is not unique and thus many researchers devoted to design effective techniques
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to find new Lax pairs such as the Zakharov-Shabat dressing [2] and prolongation structures [3],
etc.
Recently, Habibullin et.al suggested a method to construct Lax pairs for the nonlinear inte-
grable equations [4, 5]. Taking Eq.(1) as a research object, the first operator in the Lax pair is
chosen as the linearized equation of Eq.(1)
vt =
n∑
i=0
∂f
∂ui
vi, v0 = v, (3)
while the second one is an invariant manifold of Eq.(3) in the form
H = vp −
p−1∑
j=0
αjvj = 0, (4)
where vj = ∂
jv/∂xj , αj = αj(x, t, u, u1, . . . , us) are undetermined smooth functions. Note that
the invariant manifold (4) is not unique and can be taken other expressions such as the quadratic
form [5]. Then Eqs.(3) and (4) yield a Lax pair of Eq.(1) if the following condition holds
DtH|{(1),(3),(4)} = 0, (5)
where, hereinafter, |{△} means the computations are performed on the solution manifold of △,
Dt and the subsequent Dx are total differential operators with respect to t and x respectively,
Dt =
∂
∂t
+ ut
∂
∂u
+ u1t
∂
∂u1
+ utt
∂
∂ut
+ · · · ,
Dx =
∂
∂x
+ u1
∂
∂u
+ u2
∂
∂u1
+ u1t
∂
∂ut
+ · · · .
Then splitting Eq.(5) with respect to u, v and their different order x-derivatives gives an over-
determined system for αj . Solving the system gives the invariant manifold (4) and then the
required Lax pair is obtained since Eq.(3) is known.
In this paper, we formulate the method by Habibullin et.al into the framework of generalized
conditional symmetry and give an upper order bound of p in the invariant manifold (4), which
will promote a complete classification of such type of invariant manifold. Such results are given
in Section 2. In Section 3 we present several examples including the KdV, mKdV and Sharma-
Tasso-Olver equations to illustrate the results. The last section concludes the results.
2 Main results
2.1 Related notions
We first recall some related definitions by considering Eq.(1). A generalized symmetry X =
η(x, t, u, u1, . . . )∂u is admitted by Eq.(1) if it satisfies
X(ut − f)|M =
(
Dtη −
n∑
i=0
∂f
∂ui
Dixη
)
|M = 0, (6)
where, hereinafter, M is the set of all differential consequences of Eq.(1). Note that on the
solution manifold of Eq.(1) we exclude all derivatives of u with respect to t and thus express
η = η(x, t, u, u1, . . . ). Obviously, Eq.(3) corresponds to condition (6) with η = v(x, t).
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Definition 2.1 (Generalized conditional symmetry [6, 7]) Eq.(1) is conditionally invariant un-
der the generalized symmetry X = η(x, t, u, u1, . . . )∂u if the following condition
X(ut − f)|M∩Lx = 0 (7)
holds, where M is defined as in (6) and Lx denotes the set of all differential consequences of
η = 0 with respect to the variable x. Then X is called a generalized conditional symmetry of
Eq.(1) and η(x, t, u, u1, . . . ) is the characteristic of X.
The generalized symmetry is a special case of generalized conditional symmetry. Further-
more, taking X = η(x, t, u, u1, . . . )∂u into Eq.(7) yields
X(ut − f)|M∩Lx =
(
Dtη −
n∑
i=0
∂f
∂ui
Dixη
)
|M∩Lx = Dtη|M∩Lx = 0,
which is a simple condition to determine generalized conditional symmetry of Eq.(1). Let L
denotes the set of all differential results of η = 0, then the solution manifold M ∩L is contained
in M ∩ Lx, thus
Dtη|M∩L = 0. (8)
Definition 2.2 (Invariant manifold [9]) An ordinary differential equation
I(x, t, u, u1, . . . , um) = 0 (9)
defines an invariant manifold of Eq.(1) if it satisfies
DtI(x, t, u, u1, . . . , um)|{(1),(9)} = 0. (10)
By Definition 2.1 and equality (8), condition (10) means that X = I(x, t, u, u1, . . . , um)∂u
with I given in (9) is a generalized conditional symmetry of Eq.(1). Thus the system{
ut = f(x, t, u, u1, . . . , un),
I(x, t, u, u1, . . . , um) = 0,
is compatible [6].
2.2 Construction of Lax pair
Consider a general form invariant manifold of Eq.(3)
H(x, t, u, u1, . . . , um; v, v1, . . . , vp) = 0, (11)
by the method in [4], it means
DtH(x, t, u, u1, . . . , um; v, v1, . . . , vp)|{(1),(3),(11)} = 0. (12)
Lemma 2.3 Following the above notations and conditions, Eqs.(3) and (11) are consistent on
the solution space of Eq.(1).
Proof: Since Eq.(11) is an invariant manifold of Eq.(3), then by Definition 2.1 and condition
(12), we get that X = H∂v with H defined by (11) is a generalized conditional symmetry of
Eqs.(1) and (3), thus Eqs.(3) and (11) are consistent on the solution space of Eq.(1) [6]. The
proof ends. 
In particular, if the invariant manifold takes the special form (4), then by Lemma 2.3, Eqs.(3)
and (4) are consistent and their compatibility generates Eq.(1) and thus can be regarded as a
Lax pair of Eq.(1).
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Lemma 2.4 Let X = H∂v with H given in (11) is a generalized conditional symmetry of Eqs.(1)
and (3), then H = 0 defines an invariant manifold of Eq.(3).
Proof: Since X = H∂v with H given in (11) is a generalized conditional symmetry of Eqs.(1)
and (3), then
X(ut − f)|{(1),(3),(11)} = 0,
X
(
vt −
n∑
i=0
∂f
∂ui
vi
)
|{(1),(3),(11)} = 0 (13)
Obviously, the first equation in system (13) holds identically since it is independent of v and
its derivatives, while inserting X = H∂v into the second equation yields
X
(
vt −
n∑
i=0
∂f
∂ui
vi
)
|{(1),(3),(11)} =
(
DtH −
n∑
i=0
∂f
∂ui
DixH
)
|{(1),(3),(11)}
= DtH|{(1),(3),(11)}
= 0,
which is the same to condition (12). It completes the proof. 
Note that alternatively one can choose X = H∂u as a generalized conditional symmetry of
Eqs.(1) and (3), then with similar proof we find that H = 0 also defines an invariant manifold
of Eq.(3). Moreover, one can also call X as a generalized conditional symmetry of Eq.(3) with
the nonlinear differential constraint Eq.(1), but here we adopt the former statement.
Therefore, by Lemma 2.4 a simple and practical technique to find invariant manifold of
Eq.(3) is to search for a generalized conditional symmetry X = H∂v of the system consisting
of Eq.(1) and Eq.(3). Furthermore, the existence of the invariant manifold in the form (4) is
guaranteed by the following result.
Lemma 2.5 Eqs.(1) and (3) always have the invariant manifold of the form (4).
Proof. Observe that Eqs.(1) and (3) are always admitted by the symmetry Xv = v∂v since
on the solution space of Eqs.(1) and (3),
Xv(ut − f) ≡ 0,
Pr(n)Xv
(
vt −
n∑
i=0
∂f
∂ui
vi
)
|{(1),(3)} =
(
vt −
n∑
i=0
∂f
∂ui
vi
)
|{(1),(3)} = 0,
(14)
where Pr(n)Xv denotes the nth-order prolongation of Xv and is given by Pr
(n)Xv = vt∂vt +∑n
i=0 vi∂vi with v0 = v [13]. It has n differential variants vi/v (i = 1, . . . , n). Thus the invariant
manifold H = 0 spanned by the linear combinations of vi/v (i = 1, . . . , p) takes the form (4).
The proof ends. 
Note that if p < n then the invariant manifold is spanned by p differential invariants vi/v (i =
1, . . . , p), otherwise one can prolong X to p th-order, Pr(p)Xv = vt∂vt +
∑p
i=0 vi∂vi , which also
makes system (14) hold, then the differential variants are vi/v (i = 1, . . . , p).
Summarizing the above Lemmas, we give the following theorem to determine the invariant
manifold of Eq.(3).
Theorem 2.6 The invariant manifold of Eq.(3) with the form (4) is the characteristic of a
generalized conditional symmetry of Eq.(1) and Eq.(3), determined by DtH|{(1),(3),(4)} = 0.
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For example, consider the well-known KdV equation
ut = uxxx + uux. (15)
Its linearized equation is
vt = vxxx + uvx + uxv, (16)
which admits a linear invariant manifold with p = 3 [4]
0 = H = v3 −
u2
u1
v2 +
(
2
3
u+ λ
)
v1 −
(
2uu2
3u1
+ λ
u2
u1
− u1
)
v
= v
[
v3
v
−
u2
u1
v2
v
+
(
2
3
u+ λ
)
v1
v
−
(
2uu2
3u1
+ λ
u2
u1
− u1
)]
. (17)
Actually, let X = H∂v with H given in (17), then on the solution manifold of Eqs.(15) and
(16), we find
Pr(3)X(ut − uux − uxxx) ≡ 0,
while direct computations yield
Pr(3)X (vt − uvx − uxv − vxxx) |{(15),(16),(17)} =
(
DtH − uDxH − uxH −D
3
xH
)
|{(15),(16),(17)}
= DtH|{(15),(16),(17)}
= 0.
Therefore, X = H∂v with H given in (17) is a generalized conditional symmetry of the
system consisting of Eqs.(15) and (16).
2.3 An upper order bound of the invariant manifold
By extending the idea of maximal dimension of invariant subspace of nonlinear PDE [8,10], we
give an upper order bound of the invariant manifold (4) of Eq.(3).
Theorem 2.7 Let the derivatives of highest-order s in αj satisfying s ≤ n. Then the order p
in Eq.(4) is bounded by p ≤ 2n+ 1, where n is the order of nonlinear Eq.(1).
Proof: We prove it by contradiction and thus assume p > 2n + 1 to show Eq.(1) is linear.
By the definition of invariant manifold, on the solution manifold of the system composed of
equations (1), (3) and (4), one has
DtH = Dt
(
vp −
p−1∑
j=0
αjvj
)
= Dt(vp)−Dt
p−1∑
j=0
(
αjvj
)
= 0. (18)
Observe that keeping the highest order derivative in u yields
Dx
∂f
∂un
=
∂2f
∂u2n
un+1 + the terms with order in u less than (n+ 1),
D2x
∂f
∂un
=
∂2f
∂u2n
un+2 + the terms with order in u less than (n+ 2),
. . . ,
Dlx
∂f
∂un
=
∂2f
∂u2n
un+l + the terms with order in u less than (n+ l).
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For the term Dt(vp) in Eq.(18), we express all the derivatives of ut by Eq.(1), vt by Eq.(3)
and vp by Eq.(4) respectively, then we get
Dt(vp) =
n∑
i=0
Dpx
(
∂f
∂ui
vi
)
=
p∑
l=0
C lpvn+p−lD
l
x
(
∂f
∂un
)
+
n−1∑
i=0
p∑
l=0
C lpvi+p−lD
l
x
(
∂f
∂ui
)
= vn+p
∂f
∂un
+
p∑
l=1
C lpvn+p−lul+n
(
∂2f
∂u2n
)
+ . . . , (19)
where we display the highest order derivative term vn+p and the quadratic term with maximal
total order in derivatives of u and v. Notice that the maximal total order in the quadratic terms
is (n+ p− l) + (n+ l) = 2n+ p.
Consider the quadratic term
∑p
l=1
(
C lp vn+p−lun+l
)
∂2f/∂u2n in (19). Since p ≥ 2n + 2, we
select the derivatives in v of the order not less than p− 1,
n+1∑
l=1
(
C lp vn+p−lun+l
) ∂2f
∂u2n
. (20)
Then by Eq.(4), we express all the derivatives vn+p−l for l = 1, 2, . . . , n in terms of vp−1, . . . , v
and isolate the terms involving vp−1 in (20),[
Cn+1p u2n+1 +
n∑
l=1
(
α˜lun+l
)]
vp−1
∂2f
∂u2n
+ . . . ,
where α˜l are expressed via αi in (4) and their derivatives. Then (20) will contain a single
quadratic term Cn+1p vp−1u2n+1 ∂
2f/∂u2n which has the maximal total order 2n + p.
Similarly, the second part of the last equality in (18) can be expressed as
Dt
(
p−1∑
j=0
αjvj
)
=
p−1∑
j=0
(
vj Dtαj + αj vjt
)
=
p−1∑
j=0
[
vj
(
∂αj
∂t
+
s∑
k=0
∂αj
∂uk
ukt
)
+ αj
n∑
i=0
Djx
(
∂f
∂ui
vi
)]
=
p−1∑
j=0
[
vj
(
∂αj
∂t
+
s∑
k=0
∂αj
∂uk
Dkxf
)]
+
p−1∑
j=0
[
αj
n∑
i=0
Djx
(
∂f
∂ui
vi
)]
, (21)
where the maximal total order of quadratic terms in derivatives of u and v is n + s + p − 1 ≤
2n + p − 1 since s ≤ n. Thus by considering Eq.(18), the terms Cn+1p vp−1u2n+1 ∂
2f/∂u2n with
the total order 2n+ p in Dt(vp) is unique and must be vanished, thus
∂2f
∂u2n
= 0,
which means f = λn(x, t, u, . . . , un−1)un + f˜(x, t, u, u, u1, . . . , un−1).
Taking the expression of f into account, similar as (20), we find
Dt(vp) = D
p
x(vt) =
n+1∑
i=1
(
βivn+p−iun−1+i
) ∂2f
∂un∂un−1
+ . . . ,
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where βi > 0. All the summands in quadratic terms have the total order of the derivatives
2n + p − 1. Excluding the derivatives vn+p−i for i = 1, 2, . . . , n by Eq.(4) gives the unique
quadratic term
βn+1vp−1u2n
∂2f
∂un∂un−1
,
which cannot occur in Eq.(21), thus ∂2f/∂un∂un−1 = 0. Similarly, by induction, we obtain
∂2f
∂un∂ui
= 0, i = 0, 1, . . . , n− 2,
which implies that f = βn(x, t)un + f˜(x, t, u, u, u1, . . . , un−1), i.e., f depends on un linearly.
Repeating the same procedures for the function f˜ yields f˜ = βn−1(x, t)un−1+
˜˜
f(x, t, u, u, u1,
u2, . . . , un−2), and finally, we find
f =
n∑
i=0
βi(x, t)ui + βn+1(x, t),
which means Eq.(1) is linear, it contradicts. The proof ends. 
It should be noted that in [14, 15] the authors stated that any set of symmetries of Eq.(1)
defines an invariant manifold (11) of Eq.(3) and built a connection with the recursion operator,
thus it seems that the order of the invariant manifold (11) is infinite. However, the invariant
manifold (4) in the Lax pair of Eq.(1) is linear in vi and with the assumption that the order
in αi is bounded by s ≤ n, then the order bound in Theorem 2.7 is suitable for the invariant
manifold with the form (4).
Once the maximal dimension of the invariant manifold(4) is estimated, then we can use the
invariant manifold linear in vi up to the maximal order to construct Lax pairs of Eq.(1). In partic-
ular, if the invariant manifold H = 0 takes the form (4), then the condition DtH|{(1),(3),(4)} = 0
is equivalent to
n∑
i=0
Dpx
(
∂f
∂ui
vi
)
|
{(4)}
−
p−1∑
j=0
[
vj
s∑
k=0
(∂αj
∂uk
Dkxf
)
+ αj
n∑
i=0
Djx
( ∂f
∂ui
vi
)]
|
{(4)}
= 0. (22)
3 An algorithm and applications
Following the above analysis, we first state an algorithm to classify the given type of Lax pair
of Eq.(1) and then apply the algorithm to the KdV, mKdV and Sharma-Tasso-Olver equations.
The Lax pair composed of Eq.(3) and (4) for Eq.(1) is constructed by the following steps:
1). Write down the linearized equation of Eq.(1) and assume the time-derivative PDE in the
Lax pair takes the form
vt =
n∑
i=0
∂f
∂ui
vi, v0 = v. (23)
2). Suppose the spectral problem in the Lax pair to be the form (4) and then determine the
coefficients αj via the condition DtH|{(1),(3),(4)} = 0, where the differential order bound of v is
p ≤ 2n+ 1 by Theorem 2.7.
This step is equivalent to search for an invariant manifold of Eq.(23) which takes the form
(4) and contains a constant parameter.
3). Collecting Eqs.(23) and (4) determined in Step 2) yields a Lax pair of Eq.(1).
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3.1 The KdV equation
We consider the well-known KdV equation written in the form
G = ut − uux − uxxx = 0, (24)
whose linearized equation is
GL = vt − uxv − uvx − vxxx = 0. (25)
We seek the linear invariant manifold with the form
Hp = vp −
p−1∑
j=0
αjvj = 0, (26)
where, hereinafter, αj = αj(u, ux, uxx, uxxx) and p ≤ 7 by Theorem 2.7. In particular, the case
for p = 2 has been considered in [4], which demonstrates that for p = 2 there does not exist
the invariant manifold v2 = α1(u, ux, uxx)v1 + α0(u, ux, uxx)v. The case for p = 3 has been
considered in [4] and yields (17), thus we proceed from p = 4.
Proposition 3.1 For p = 4, the invariant manifold is
H4 = v4 −
u3
u2
v3 +
(
2
3
u− λ
)
v2 +
[
5
3
u1 +
u3
u2
(
λ−
2
3
u
)]
v1 −
(
u1u3
u2
−
4
3
u2
)
v = 0. (27)
For 5 ≤ p ≤ 7, there are no invariant manifolds with the form (26) for Eq.(24).
Proof. Substituting Hp given in (26) and f = uu1+u3 into Dt(H
p)|{(24),(25),(26)} = 0 gives
Dt(H
p) = Dt(vp −
p−1∑
j=0
αjvj)
= Dpx (u1v + uv1 + v3)−
p−1∑
j=0
[vj(Dtαj) + αj(Dtvj)]
=
(
Dpx −
p−1∑
j=0
αjD
j
x
)
(u1v + uv1 + v3)−
p−1∑
j=0
3∑
k=0
vj
∂αj
∂uk
Dkx(uu1 + u3), (28)
which holds on the solution manifold of Eq.(26). By separating Eq.(28) with respect to uj (4 ≤
j ≤ p+1), v and their x-derivatives, we get an over-determined system for αj and then solve it
to find αj.
We consider the highest order derivatives of u in Eq.(28) with 4 ≤ p ≤ 7 and divide the
value of p into two cases, p = 4 and 5 ≤ p ≤ 7. For the latter case, the highest order derivative
term in Eq.(28) appears in Dpx(u1v) and is up+1v whose coefficient is 1, thus the corresponding
determining system has no solutions.
For p = 4, on the solution manifold of H4 = 0, Eq.(28) becomes
Dt(H
4) =
D4x − 3∑
j=0
αjD
j
x
 (u1v + uv1 + v3)− 3∑
j=0
3∑
k=0
vj
∂αj
∂uk
Dkx(uu1 + u3). (29)
8
Observe that the terms involving u6 uniquely appear in D
4
x(v3) and
∑3
j=0 ∂αj/∂u3 u6vj and
cancel out since
D4x(v3) = D
3
x(
3∑
j=0
αjvj) =
3∑
j=0
∂αj
∂u3
u6vj + the terms with order in u less than (n+ 1),
thus we consider the terms containing u5. In particular, the coefficients of u5u4vi with i =
0, 1, 2, 3 gives ∂2αi/∂u
2
i = 0 which means αi = αi1(u, u1, u2)u3 + αi2(u, u1, u2) respectively.
Then substituting αi into Eq.(29) and reconsidering the coefficient of u5v3 yields
α21 + α32α31 + u3
(
α231 +
∂α31
∂u2
)
+ u2
∂α31
∂u1
+ u1
∂α31
∂u
+
∂α31
∂x
= 0. (30)
Since α31 is independent of u3, further separation of Eq.(30) gives
α231 +
∂α31
∂u2
= 0
α21 + α32α31 + u2
∂α31
∂u1
+ u1
∂α31
∂u
+
∂α31
∂x
= 0. (31)
Similarly, the coefficients of u5vi with i = 0, 1, 2 are
αi1α31 +
∂αi1
∂u2
= 0, i = 0, 1, 2,
1
3
+ α02α31 + u2
∂α01
∂u1
+ u1
∂α01
∂u
+
∂α01
∂x
= 0,
α01 + α12α31 + u2
∂α11
∂u1
+ u1
∂α11
∂u
+
∂α11
∂x
= 0,
α11 + α22α31 + u2
∂α21
∂u1
+ u1
∂α21
∂u
+
∂α21
∂x
= 0. (32)
Solving systems (31) and (32) gives
α31 =
1
u2 − β3
, αi1 =
βi
β3 − u2
, i = 0, 1, 2,
α32 = β2 +
1
u2 − β3
(
∂β3
∂u
u1 +
∂β3
∂u1
u2
)
,
α22 = β1 +
∂β2
∂u
u1 +
∂β2
∂u1
u2 −
β2
u2 − β3
(
∂β3
∂u
u1 +
∂β3
∂u1
u2
)
,
α12 = β0 +
∂β1
∂u
u1 +
∂β1
∂u1
u2 −
β1
u2 − β3
(
∂β3
∂u
u1 +
∂β3
∂u1
u2
)
,
α02 =
1
3
β3 + β0
∂β3
∂u1
+
∂β0
∂u
u1 +
(
∂β0
∂u1
−
1
3
)
u2 +
β0
u2 − β3
(
∂β3
∂u
u1 + β3
∂β3
∂u1
)
, (33)
where βj = βj(u, u1) with j = 0, 1, 2, 3.
Inserting such results into Eq.(29) and extracting the coefficient of u4v3u
2
2 gives 2∂β2/∂u1−
∂2β3/∂u
2
1 = 0 while the coefficients of u4viu
3
2 gives ∂
2βi/∂u
2
1 = 0 with i = 0, 1, 2. Then by
solving them we obtain
βi = βi1(u)u1 + βi2(u), i = 0, 1, 2,
β3 = β21(u)u
2
1 + β32(u)u1 + β33(u). (34)
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Again substituting them into Eq.(29) and extracting the coefficient of u4v3u2 yields(
∂β21
∂u
+ β221
)
u21 +
(
β21β32 −
∂β22
∂u
+
∂β32
∂u
)
u1 + β21β33 = 0, (35)
which gives by further separation with respect to u1
β21β33 = 0,
∂β21
∂u
+ β221 = 0, β21β32 −
∂β22
∂u
+
∂β32
∂u
= 0. (36)
Following similar procedure for the coefficients of u4viu
2
2 with i = 0, 1, 2, we obtain
β11 + β21β22 = 0,
1 + β01 + β12β21 = β11β21 +
∂β11
∂u
= 0,
3β02β21 − β22 + β32 = β21 + 3β01β21 + 3
∂β01
∂u
= 0. (37)
We claim that β33 = 0. If β33 6= 0, then β21 = 0 and from system (37), we find β11 = 0, β01 =
−1, β32 = β22. Then the determining equations involve two equations
1 +
∂β12
∂u
+ β22
∂β22
∂u
= 0,
4
3
+
∂β12
∂u
+ β22
∂β22
∂u
= 0,
which have no common solution, thus β33 = 0. Then we consider two cases β21 6= 0 and β21 = 0.
For the former case, substituting the relations (33), (36) and (37) into Eq.(29), then extracting
coefficient of u3v3u
3
1 yields −3(c1 − u)
5 which is not zero and thus no solutions exist for this
case.
Consider the latter case β21 = 0. Then β11 = 0, β01 = −1, β32 = β22, and four crucial
equations of the determining system are
3
∂β12
∂u
+ 2 = 0,
3
∂2β02
∂u2
− 4
∂β22
∂u
= 0,
β22
(
1 + 3β22
∂β22
∂u
)
= 0,
3β02
(
1 +
∂β12
∂u
+ 2β22
∂β22
∂u
)
− β12β22 = 0. (38)
The first equation gives β12 = −2u/3+c1 and the third equation gives β22 = ±
√
2(3c1 − u)/3
or 0 respectively. If β22 = ±
√
2(3c1 − u)/3, then substituting them into the last equation we
obtain β02 = (3c1 − 2u)
√
2(3c1 − u)/27. With such results, the second equation becomes
3
∂2β02
∂u2
− 4
∂β22
∂u
=
√
3
2 (2u− 3c1)
2 (3c1 − u)
3
2
6= 0,
thus β22 = 0 and follows by β02 = 0 from the last equation in system (38). Thus we obtain the
invariant manifold with p = 4 as (27). The proof ends. 
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3.2 The mKdV equation
Another example is the modified KdV equation (mKdV)
wt +
1
6
w2wx − wxxx = 0, (39)
which is connected with Eq.(1) by u = −w2/6 +wx. The linearized equation of Eq.(39) is
vt +
1
3
wwxv +
1
6
w2vx − vxxx = 0. (40)
We assume the linear invariant manifold takes the form
Hp = vp −
p−1∑
j=0
αjvj = 0, (41)
where αj = αj(u, ux, uxx, uxxx) and p ≤ 7 by Theorem 2.7. The invariant manifold with p = 2
and p = 3 have been considered in [4] via the potential KdV equation. Thus here by similar and
tedious computations as in Section 3.1, we find two invariant manifolds with p = 4 of Eq.(40)
given by
H41 = v4 − v3
[
u1u
2 + 3u21 − 9u3
3 (uu1 − 3u2)
]
− v2
[
λ+
1
9
u2 +
3u3u− u2u
2 − 3u1u2
3 (uu1 − 3u2)
]
+ v1
[
9λu1u
2 + 27λu21 − 81λu3 + u1u
4 + 3u21u
2 − 9u3u
2
27 (uu1 − 3u2)
−
5
9
uu1
]
−
v
27 (uu1 − 3u2)
[
9λu2u
2 − 27λu3u+ 27λu1u2 + u2u
4 − 3u21u
3
−3u3u
3 + 15u1u2u
2 − 36u22u+ 27u1u3u− 27u
2
1u2
]
= 0, (42)
and
H42 = v4 + v3
[
u1u
2 − 3u21 − 9u3
3 (uu1 + 3u2)
]
− v2
[
λ+
1
9
u2 +
u2u
2 + 3u3u− 3u1u2
3 (uu1 + 3u2)
]
− v1
[
9λu1u
2 − 27λu21 − 81λu3 + u1u
4 − 3u21u
2 − 9u3u
2
27 (uu1 + 3u2)
+
5
9
uu1
]
+
v
27 (uu1 + 3u2)
[
9λu2u
2 + 27λu3u− 27λu1u2 + u2u
4 − 3u21u
3
+3u3u
3 − 15u1u2u
2 − 36u22u+ 27u1u3u− 27u
2
1u2
]
= 0. (43)
where λ is a constant parameter.
With similar proof of Proposition 3.1 for KdV equation, the existence of invariant manifold
with the form (41) for Eq.(40) is summarized as follows.
Proposition 3.2 For p = 4, the invariant manifolds of Eq.(40) are given by Eq.(42) and
Eq.(43). For 5 ≤ p ≤ 7, there are no invariant manifolds of the form (41) for Eq.(40).
Moreover, with the computer algebra software, it is not difficult to verify thatXi = H
4
i ∂v (i =
1, 2) are two generalized conditional symmetries of the system composed of Eqs.(39) and (40).
The two invariant manifolds (42) and (43) together with Eq.(40) form two Lax pairs of Eq.(39).
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3.3 The Sharma-Tasso-Olver equation
The Sharma-Tasso-Olver equation takes the form
ut + 3γu
2ux + 3γu
2
x + 3γuuxx + γuxxx = 0, (44)
which is a prominent double nonlinear dispersive model and contains the linear dispersive term
γuxxx and the double nonlinear terms γ(u
3)x and γ(u
2)xx [16]. Taking the transformation
u = wx, t̂ = γt into Eq.(44) and integrating once we obtain
wt + w
3
x + 3wxwxx + wxxx = 0, (45)
where the integrated constant is assumed to be zero and the hat “̂ ” on t is omitted. The
linearized equation of Eq.(45) is
vt + 3w
2
xvx + 3vxwxx + 3wxvxx + vxxx = 0. (46)
We search for the invariant manifold of Eq.(46) with the form (41), then by Theorem 2.7 the
order p is bounded by p ≤ 7. Following similar procedure for KdV equation, we obtain three
invariant manifolds H2i = 0 (i = 1, 2, 3) given by
H21 = v2 − v1
(
λ− w1 +
2w1w2 + w3
w21 + w2
)
−
v
w21 + w2
[
w2
(
w21 − 2λw1 − w2
)
+ w3 (w1 − λ)
]
,
H22 = v2 + v1
[
w1 +
w2 (2w1 − λ) + w3
w1 (λ− w1)− w2 + λ
]
+
v
w1 (λ− w1)− w2 + λ
[
w2
(
w21 − w2 + λ
)
+ w1w3
]
,
H23 = v2 +
v1
λw21 + w2 (λ− e
w)
(
λw31 − λw1w2 − λw3 + e
ww3
)
+
λv
λw21 + w2 (λ− e
w)
(
w22 − w
2
1w2 − w1w3
)
, (47)
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and seven invariant manifolds H3j = 0 (j = 1, . . . , 7) expressed by
H31 = v3 + v2
2w21 (λ− w1)− λw2 + w3
w2 + w21 − λw1
+ v1
λw31 + w1 (λw2 + 2w3)− w
4
1 − 3w
2
2
w2 + w21 − λw1
+v
λ
(
w21 − w2
)
w2 + λw1w3
w2 + w21 − λw1
,
H32 = v3 + v2
w1 (w1 + λ) (2w1 + λ)− w3
w1 (w1 + λ) + w2
+v1
2λw31 + λ
2(w21 − w2)− w3 (2w1 + λ) + w
4
1 + 3w
2
2
w1 (w1 + λ) + w2
,
H33 = v3 + v2
2w31 − w3
w21 + w2
+ v1
λw21 + w2 (3w2 + λ) +w
4
1 − 2w3w1
w21 + w2
− v
λ (2w1w2 +w3)
w21 + w2
,
H34 = v3 − v2
2λw1 − 2w
3
1 + w3
w2 +w
2
1 − λ
− v1
4λw2 + 2λw
2
1 − w
4
1 + 2w3w1 − 3w
2
2 − λ
2
w2 + w
2
1 − λ
,
H35 = v3 +
v2
∆
[
3λw1 + e
w
(
2w31 −w3
)]
+
v1
∆
[
3λ
(
w21 + w2
)
+ ew
(
w41 − 2w3w1 + 3w
2
2
)]
+
v
∆
[
λ
(
w31 + 3w2w1 + w3
)]
,
H36 = v3 + v2
w3 (λe
w − 1)− λeww2w1 + 2w
3
1
w21 − w2 (λe
w − 1)
+ v1
w3w1 (λe
w − 2)− w22 (2λe
w − 3) + w41
w21 −w2 (λe
w − 1)
,
H37 = v3 + v2
2w31 − w3
w21 + w2
+ v1
w41 − 2w3w1 + 3w
2
2
w21 + w2
, (48)
where ∆ = eww21 + e
ww2 + c2 and λ is a constant parameter.
It is easy to show that Xi = H
2
i ∂v (i = 1, 2, 3) and X˜j = H
3
j ∂v (j = 1, . . . , 7) are generalized
conditional symmetries of Eqs.(45) and (46), and then Eq.(46) together with H2i = 0 (i = 1, 2, 3)
and H3j = 0 (j = 1, . . . , 6) constitute nine Lax pairs of Eq.(45) since H
3
7 = 0 does not involve
constant parameter λ and therefore does not generate any true Lax pair. Note that we omit
the cases for 4 ≤ p ≤ 7 since they can be studied with similar techniques and contain labor-
consuming computations.
4 Conclusion
We formulate the method in [4, 5] in the context of generalized conditional symmetry and give
an upper order bound of the derivatives appearing in the invariant manifold, which provides a
theoretical basis for the complete classification of the given form invariant manifold and then
for the Lax pair. We illustrate the results by three examples.
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