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Abstract 
How are IT concepts related to each other, what is the best way to automatically detect 
these relationships, and how do such automatic methods compare with traditional 
methods? We address each of these questions by developing and evaluating two 
statistical natural language processing methods: co-occurrence and Kullback-Liebler 
(KL) divergence when used in combination with hierarchical clustering. The results of 
these automatic methods were then compared to a ground truth classification scheme 
using statistical methods as well as a survey of IT experts. Co-occurrence outperformed 
KL divergence according to both the statistical and survey results. Further, co-
occurrence had some benefits in comparison to the ground truth, and was preferred by 
some of the experts included in the survey. The main contribution of this research is the 
demonstration that automatic methods can be used effectively to classify IT concepts, 
and that success does not always depend on the complexity of the methods. 
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Introduction 
In the field of information technology (IT), the coinage and use of new "buzzwords," such as ERP 
(enterprise resource planning), CRM (customer relationship management), SOA (service oriented 
architecture), social networking, and virtualization, has become a commonplace phenomenon. Some 
lament over the confusion that buzzwords generate (Falkenberg et al. 1998); others welcome the 
continuing buzz as the signal of the field's vitality and "on-going cascade of technology-driven 
organizational innovations" (Swanson 2000). Regardless of the diverse opinions expressed, buzzwords in 
fact represent a set of contemporary concepts that constitute the base on which IT practice and research 
are conducted. Therefore, making sense of the buzzwords and the concepts they represent is an important 
task for both practitioners and scholars. 
However, this sense-making task has been a constant struggle to say the least. First of all, we struggle to 
define the concepts. A current case in point is the presence of numerous definitions for cloud computing 
(Vaquero et al. 2009). As the concept matures, its definitions may converge to a generally accepted 
version, which would greatly help those who develop, use, and study cloud computing. Even if a common 
definition emerges, it may still change over time (e.g., Currie 2004; Wang and Swanson 2008). 
Besides the challenges in defining concepts and tracking concept evolution, practitioners and scholars 
face another challenge in making sense of IT buzzwords. Since no concept arises and exists in isolation, 
and practice and research can seldom be done on a single concept (Ackoff 1971), we often need to deal 
with multiple concepts at the same time. In practice, each organization usually employs many types of IT 
resources and different types of IT may have different cost structures and benefits and enable different 
business processes and functions. Thus, managing IT effectively requires understanding of various IT 
types and their relationships. To help their clients gain such understanding, consulting and research 
companies such IDC and Gartner sometimes offer taxonomies of IT concepts. In research, classification of 
concepts helps scholars organize extant knowledge, identify research streams, foster collaborations, and, 
after all, contribute and disseminate new knowledge. Perhaps for these reasons, the Information Systems 
research community has a long history of classifying technologies, applications, and research topics and 
methods (e.g., Barki et al. 1988; 1993; Dwivedi et al. 2009; Ein-Dor and Segev 1993; Farbey et al. 1995; 
Fiedler et al. 1996; Swanson and Ramiller 1993; Vessey et al. 2005). Despite the practical and intellectual 
value of classification, it is challenging to classify IT concepts for three reasons. 
First, most efforts to classify concepts rely on domain experts. The experts use certain sets of criteria to 
put concepts into predetermined or derived categories. For example, Ein-Dor and Segev (1993) surveyed 
the definitions of 17 types of Information Systems, identified from the definitions 31 attributes and 27 
functions, and then described the IT concepts by two bit-vectors: a vector of attributes and a vector of 
functions. The choice of classification criteria (e.g., the attributes and functions in Ein-Dor and Segev's 
case) depended on the specific experts available to participate in the study. Second, as the number of 
concepts increases, the reliability of experts' manual classification may decrease. Since it is a reality that 
an abundance of IT concepts is making the field increasingly crowded, classification methods relying on 
human experts cannot scale sufficiently to keep up with this increasing demand. 
Third, most classifications we have found in IT practice and research were developed for specific 
purposes. For example, with its "Worldwide Software Market Definitions," Gartner seeks to classify IT 
infrastructure and application products into mutually exclusive categories so that the vendors' sales in 
each category can be reliably tallied and IT market segments can be accurately sized. While these specific-
purpose classifications may satisfy specific requirements, general-purpose classifications may be useful 
for broader needs. General-purpose classifications are designed to be used for a variety of purposes 
(Vessey et al. 2005). For example, new comers to our field may want to get a general sense of the diverse 
range of IT concepts and their relationships. IT scholars and practitioners would like to make sense of an 
emerging domain such as social media. Further, a general-purpose classification may be tailored for 
special purposes. Despite their utility, general-purpose classifications are still rare in IT because they are 
difficult to develop due to the diverse and dynamic purposes they may serve. 
Fortunately, recent research has begun to address these challenges. In a series of previous papers, we 
demonstrated an automatic approach to IT concept classification, applying statistical natural language 
processing (NLP) techniques to about fifty IT concepts reported in news and trade magazines (Tsui et al. 
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2009; 2010a; 2010b). Specifically, we employed two statistical NLP methods: one is based on the co-
occurrence of concepts and the other on the difference between the probability distributions of words 
used to describe the concepts, called Kullback-Leibler (KL) divergence (Kullback and Leibler 1951). 
Employed jointly with hierarchical clustering, both methods can automatically classify IT concepts into 
meaningful categories. This computational approach has the potential to meet the three classification 
challenges, namely objectivity, scalability, and generalizability, because the classification is based on 
general-purpose data and objective language patterns (i.e., co-occurrence or KL divergence) and the 
automatic analysis methods are scalable. To realize its full potential, this approach needs formal 
evaluation before further refinements and wide adoption in IT practice and research can occur. 
Therefore, the primary goal of this study is to formally evaluate the two classification methods that we 
developed previously. In doing so, we employed a controlled vocabulary of a major bibliographic database 
as the ground truth for us to compare the classification results. We also conducted a survey among the 
Association for Information Systems (AIS) World subscribers to help us validate the comparison. In the 
following sections, we first report how we followed previous research to produce two IT classifications in 
an empirical study of 35 IT concepts in six magazines over ten years. Then, we describe how we evaluated 
the two classifications with a quality measure and a survey. Finally, we conclude by discussing the 
contributions of our study to research and practice. 
Two Automatic Methods for Classifying IT Concepts 
In producing the classifications with the two automatic methods (co-occurrence and KL divergence), we 
followed our previous research (Tsui et al. 2009; 2010a; 2010b) and collected the data from the same 
sources and analyzed the data in the same way. 
Data Collection 
We collected our data from the Lexis/Nexis Academic database, which indexes full-text articles of a wide 
variety of publications in a machine-readable format. We downloaded from Lexis/Nexis Academic all 
articles published during a ten-year period (1998-2007) in six magazines, including IT trade magazines 
(InformationWeek and Computerworld), business magazines (BusinessWeek and The Economist), and 
news magazines (Newsweek and US News & World Report). Table 1 shows the number of articles from 
each magazine that we included in the study. 
 
Table 1. Number of Articles for the Six Magazines from 1998 to 2007 




The Economist 45,597 
Newsweek 41,152 
US News & World Report 21,419 
Total 219,168 
 
To select the IT concepts for the study, we reviewed the indexes of 22 textbooks on Information Systems 
or IT management published during the same ten-year period. Then we selected IT concepts that 
appeared in the indexes of three or more textbooks. From this pool, we selected 18 concepts that appeared 
as main entries in the ProQuest Controlled Vocabulary of Subject Terms. ProQuest is one of the largest 
bibliographic database vendors and its controlled vocabulary is a high-quality general-purpose thesaurus 
of subject terms that ProQuest content analysts manually produce and maintain. Considering ProQuest's 
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large number of topical domains, substantial user base, and wide variety of purposes served, the ProQuest 
Controlled Vocabulary is a good general-purpose classification for us to use as ground truth when we 
evaluate the classification results produced by the two automatic methods. The ProQuest Controlled 
Vocabulary is a mapping from words to other closely related words. For each word, the controlled 
vocabulary defines its related terms (RT), broader terms (BT), and narrower terms (NT). As BTs are too 
general and NTs too specific, we did not include them in this study. However, we joined each of the 18 
seed IT concepts with its RTs in the ProQuest classification to form a group. This process produced 120 
terms in 18 groups. Each group contains a seed concept and its RTs. 
We chose paragraphs as the unit of analysis since a paragraph sufficiently captures the context in which 
related IT concepts are described. We then counted the number of paragraphs that mention each of the 
120 terms identified above. The frequency of each term ranges from zero (e.g., intelligent vehicle highway 
system) to over 85,000 (e.g., software). To avoid data sparseness in later analysis, we focused on IT 
concepts with frequencies above the median (251.50), retaining 60 frequently occurring terms. 
Since the original 120 terms were identified through the seed concepts' RTs in the ProQuest classification, 
the remaining 60 terms cover a wide range of topics. We took three more steps to further refine the list of 
concepts. First, we removed five terms that are too distant from the IT field (e.g., diary, logistics). Second, 
we removed 16 terms that are too general for the classification task at hand (e.g., information technology, 
software). Lastly, because our purpose is to classify more than one concept into categories, we removed 
four additional terms, each of which formed its own group (called singletons) in the ProQuest 
classification. As a result, 35 IT concepts are left for the subsequent analysis. Table 2 shows the 35 IT 
concepts in 14 groups according to the ProQuest classification. 
 
Table 2. IT Concepts in the ProQuest Classification 
1 air traffic control, aviation, global positioning system 
2 application service provider, enterprise resource planning 
3 artificial intelligence, robot 
4 blog, rss technology, social networking 
5 business intelligence software, customer relationship management, data mining, salesforce 
automation 
6 chat room, instant messaging 
7 data warehouse, online analytical processing 
8 digital music, mp3 player 
9 electronic commerce, online advertising, online sales, public key infrastructure, world wide web 
10 inventory management, supply chain management 
11 linux, open source software 
12 quality control, six sigma 
13 service oriented architecture, web service 
14 virtual private network, virtualization 
Data Analysis 
There are numerous automated methods for text classification (see reviews such as Harish et al. 2010; 
Mitra et al. 2007; Sebastiani 2002). In this study, we chose to employ KL divergence and co-occurrence 
analysis as the first steps in clustering for three reasons. First, since we are still in the early stage of 
automating the classification of IT concepts, it is reasonable to begin with a simple approach. Both 
methods (KL divergence and co-occurrence analysis) are straightforward. KL divergence is a foundation 
of information theory and statistics and has many applications (Cover and Thomas 1991). Co-occurrence 
analysis is also a basic method because two terms are more likely to be related to each other when they co-
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occur in a sentence, paragraph, or article than when they do not. Second, compared to more complex 
classification methods, KL divergence and co-occurrence analysis are relatively inexpensive to implement 
(especially co-occurrence), lending themselves well to classification projects (in both research and 
practice) with finite resources such as ours. Lastly, we have used these methods productively in our 
previous research (Tsui et al. 2009; 2010a; 2010b). Therefore, we first performed co-occurrence analysis 
and KL divergence in parallel to construct two separate proximity matrices of the same 35 IT concepts. 
Then we applied hierarchical clustering to the two matrices to classify the IT concepts. In what follows, we 
describe the three components of our data analysis. 
Co-occurrence 
Co-occurrence analysis is a statistical method by which the co-occurrences of terms in a linguistic context 
(paragraph in our case) are computed. Co-occurrence of terms has been used in various fields such as 
computational linguistics (Burgess and Lund 1997a; 1997b) and information retrieval (Smadja 1993) to 
study the relationships among terms. 
We began by creating a matrix, in which each cell displays the frequency of the co-occurrences of a pair of 
IT concepts in the paragraphs. The result is a symmetric 35x35 matrix with each row or column 
representing a concept in the list. To illustrate, Figure 1 displays a portion of the co-occurrence matrix 
including 10 concepts: artificial intelligence (AI), application service provider (ASP), air traffic control 
(ATC), CRM, data mining (DM), electronic commerce (EC), ERP, global positioning system (GPS), public 
key infrastructure (PKI), and world wide web (WWW). For instance, ERP and CRM co-occurred in 264 
paragraphs in our dataset, whereas ERP and ATC did not co-occur at all. 
 
 AI ASP ATC CRM DM EC ERP GPS PKI WWW … 
AI 571 *         
ASP 0 1,060         
ATC 0 0 326        
CRM 2 39 0 2,014       
DM 13 2 0 44 1,336      
EC 10 114 3 201 55 12,311     
ERP 1 47 0 264 32 245 2,318    
GPS 1 0 8 0 0 7 1 504   
PKI 0 2 0 0 0 37 2 0 283  
WWW 6 3 2 2 9 141 29 1 4 1,411 
…           
Figure 1. A Partial Co-occurrence Matrix 
        * Each number on the diagonal is the number of paragraphs containing each corresponding concept. 
This co-occurrence matrix can be considered as a matrix of similarity. Because our next step is 
hierarchical clustering, which is based on dissimilarity measures, we transformed the co-occurrence 
matrix to a dissimilarity matrix with the formula: 1/(x+0.1). 
KL Divergence 
KL divergence (Kullback and Leibler 1951) is a statistic that quantifies in bits how close a probability 
distribution P is to another distribution Q. In the dataset, each IT concept is represented by concatenating 
all of the paragraphs where the concept was mentioned. We counted the frequencies of unique unigram 
words in the concatenated paragraphs for each concept and the word counts are then normalized to 
calculate the probability distribution for the concept. We compared the probability distributions for each 
pair of concepts and calculate the KL divergence for the pair. Our calculation generated an asymmetric 
35x35 matrix with each row or column representing one of the 35 IT concepts. After symmetrization (by 
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averaging the KL divergence in each direction, i.e., ( || ) ( || )
2
KL KLD P Q D Q P+ , following Kullback and Leibler 1951), 
the value in each cell of the matrix indicates the distance between a pair of IT concepts. To illustrate, 
Figure 2 displays a portion of the KL divergence matrix including the same 10 concepts as in Figure 1. For 
instance, the KL divergence for ERP and CRM is 0.16, suggesting that they are close to each other; 
whereas ERP and ATC have a KL divergence of 0.80, suggesting that they are far away from each other. 
The KL divergence matrix and the co-occurrence matrix show similar, but not identical patterns. 
 
 AI ASP ATC CRM DM EC ERP GPS PKI WWW … 
AI 0.00          
ASP 0.60 0.00         
ATC 0.84 0.82 0.00        
CRM 0.60 0.24 0.88 0.00       
DM 0.47 0.39 0.85 0.30 0.00      
EC 0.44 0.19 0.68 0.21 0.29 0.00     
ERP 0.58 0.24 0.80 0.16 0.31 0.20 0.00    
GPS 0.61 0.63 0.64 0.70 0.65 0.50 0.65 0.00   
PKI 0.79 0.50 0.97 0.66 0.66 0.45 0.60 0.81 0.00  
WWW 0.41 0.26 0.68 0.32 0.31 0.15 0.25 0.48 0.47 0.00 
…           
Figure 2. A Partial KL Divergence Matrix 
Hierarchical Clustering 
Cluster analysis is the process of grouping objects into clusters such that the within-group variation is 
minimized and the between-group variation is maximized (Everitt et al. 2001). In this and our previous 
classification studies, we chose hierarchical clustering because the method does not require us to specify 
the number of clusters to produce before performing the analysis – a common scenario that researchers 
and practitioners encounter where they do not know the number of clusters in advance. Hierarchical 
clustering groups objects in a hierarchy of levels, from the finest partition, in which each individual object 
forms its own cluster, and successively combines smaller clusters into larger ones until all objects are in 
one cluster. Hierarchical clustering employs an aggregation criterion to determine how the distance 
between two clusters should be calculated based on the distance scores of pairs of objects, one object from 
each cluster. We used the complete link as an aggregation criterion because it produces small and tight 
clusters which are preferable in general (Manning and Schutze 1999; van Rijsbergen 1979) and for this 
specific study. Hierarchical clustering can generate specific numbers of clusters at different levels of 
abstraction. In order to compare with the 14 groups in the ProQuest classification and evaluate 
classification results, we retained 14 clusters from each clustering analysis in this study. While the number 
of clusters is known in advance in this evaluation and thus other types of clustering methods (such as 
partitional clustering) may be suitable, we have continued using hierarchical simply because, in IT 
research and practice, it is usually impossible to know the number of clusters in advance and the ground 
truth is often unavailable. 
Classification Results 
The hierarchical clustering result based on the co-occurrence matrix is shown in Figure 3. The result is a 
hierarchy of clusters in a dendrogram, where vertical lines show joined clusters and the position of the 
lines on the horizontal scale from 1 to 25 indicates the distance or timing at which clusters are merged. In 
a dendrogram, the sooner two objects are joined, the more similar they are considered to be. Table 3 
shows the 14 clusters we retained from the hierarchical clustering result. Six (groups 1, 4, 6, 8, 13, and 14) 
out of 14 clusters are identical to those in the ProQuest classification. 
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Figure 3. Hierarchical Clustering Result Based on the Co-occurrence Matrix 
 
 
Figure 4. Hierarchical Clustering Result Based on the KL Divergence Matrix 
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Table 2. IT Concepts in the ProQuest 
Classification (Repeated for Comparison) 
No. IT concepts 
1 air traffic control, aviation, global 
positioning system 
2 application service provider, 
enterprise resource planning 
3 artificial intelligence, robot 
4 blog, rss technology, social 
networking 
5 business intelligence software, 
customer relationship 
management, data mining, 
salesforce automation 
6 chat room, instant messaging 
7 data warehouse, online analytical 
processing 
8 digital music, mp3 player 
9 electronic commerce, online 
advertising, online sales, public 
key infrastructure, world wide web 
10 inventory management, supply 
chain management 
11 linux, open source software 
12 quality control, six sigma 
13 service oriented architecture, web 
service 





Table 3. Automatic Classification Based 
on Co-occurrence Analysis 
No. IT concepts 
1 air traffic control, aviation, global 
positioning system 
2 application service provider 
3 artificial intelligence, robot, world 
wide web 
4 blog, rss technology, social 
networking 
5 business intelligence software, 
data mining, data warehouse, 
online analytical processing 
6 chat room, instant messaging 
7 customer relationship 
management, electronic 
commerce, enterprise resource 
planning, inventory management, 
salesforce automation, supply 
chain management 
8 digital music, mp3 player 
9 linux, open source software, 
virtualization 
10 online advertising 
11 online sales 
12 public key infrastructure, virtual 
private network 
13 quality control, six sigma 
14 service oriented architecture, web 
service 
Six groups (highlighted) are identical to 
groups in the ProQuest classification 
(F=.729). 
Table 4. Automatic Classification Based 
on KL Divergence Analysis 
No. IT concepts 
1 air traffic control, aviation 
2 application service provider, 
customer relationship 
management, electronic 
commerce, enterprise resource 
planning, inventory management, 
salesforce automation, supply 
chain management, web service, 
world wide web 
3 artificial intelligence, global 
positioning system, robot 
4 blog, chat room, instant 
messaging, social networking 
5 business intelligence software 
6 data mining, data warehouse, 
online analytical processing 
7 digital music, mp3 player 
8 linux, open source software 
9 online advertising, online sales 
10 public key infrastructure, virtual 
private network 
11 quality control, six sigma 
12 rss technology 
13 service oriented architecture 
14 virtualization 
Three groups (highlighted) are identical to 
groups in the ProQuest classification 
(F=.615). 
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On the other hand, the hierarchical clustering result based on the KL divergence matrix is in Figure 4. 
Table 4 shows the 14 clusters we retained from the hierarchical clustering result. Three (groups 7, 8, and 
11) out of 14 clusters are identical to those in the ProQuest classification. 
Comparing the Three Classifications 
We compared the three classifications: the ProQuest classification, the classification based on co-
occurrence analysis, and the classification based on KL divergence analysis. First, we found some IT 
concepts consistently appear in the same groups across the three classifications. Table 5 lists 9 pairs of 
such concepts. This observation suggests that there is commonality across the three classifications. 
 
Table 5. IT Concepts Consistently Grouped Together in the Three Classifications 
1 air traffic control, aviation 
2 artificial intelligence, robot 
3 blog, social networking 
4 chat room, instant messaging 
5 data warehouse, online analytical processing 
6 digital music, mp3 player 
7 inventory management, supply chain management 
8 linux, open source software 
9 quality control, six sigma 
 
Second, we found that some IT concepts are grouped together consistently in the two automatic 
classifications but not in the ground truth. These IT concepts belong to two sets: (1) PKI and virtual 
private network (VPN); (2) data mining, data warehouse, and online analytical processing (OLAP). In the 
ProQuest classification, PKI is grouped with electronic commerce, online advertising, online sales, and 
WWW. PKI is an important online security infrastructure for electronic commerce. Therefore, the group 
containing PKI in the ProQuest classification is primarily focused on e-commerce. However, in both co-
occurrence-based and KL divergence-based classifications, PKI and VPN are together to form a group 
which seems to convey a sense of security. As for the other set, data mining is grouped with business 
intelligence software, CRM, and salesforce automation (SFA) in the ProQuest classification. This group in 
the ProQuest classification includes enterprise IT applications which offer data-mining functions. On the 
other hand, in the other two classifications, data mining is grouped with data warehouse and OLAP to 
form a group which may be called "analytic IT." In these cases, both automatic classifications, in our 
opinion, seem to have produced more relevant results than those in the ground truth. This observation 
suggests that our automatic approach can provide new insights that can be used to update and improve 
existing classifications. 
Finally, we found that both of the automatic classifications tend to put enterprise IT applications in one 
large group. In the co-occurrence-based classification (Table 3), group 7 includes CRM, electronic 
commerce, ERP, inventory management, SFA, and supply chain management (SCM). In contrast, the six 
IT concepts belong to four different groups in the ProQuest classification. On the other hand, group 2 in 
the KL divergence-based classification (Table 4) consists of ASP, CRM, electronic commerce, ERP, 
inventory management, SFA, SCM, web service, and WWW. However, the nine IT concepts belong to five 
different groups in the ProQuest classification. In these cases, both automatic classification methods seem 
to be able to identify enterprise IT applications and put them in a group but cannot further detect the 
subtle differences among them. 
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Evaluating the Two Classification Methods 
In the previous section, we produced two classifications based on automatic methods for the same list of 
35 IT concepts and compared them with the ProQuest classification. In this section, we evaluate the two 
IT classifications and attempt to tell which one might outperform the other. We conducted such 
evaluation in two ways. First, we used F-measure, a widely used classification quality measure, to assess 
the similarity between each automatic classification and the ProQuest classification. We assume that if a 
classification is more similar to the ProQuest classification, it should be considered better. Second, we 
conducted a survey among AIS World subscribers to see which automatic classification they prefer.  
F-measure 
When evaluating classifications, we assess the similarity between classifications we have obtained from 
the analysis (called "obtained classification") and a classification that we consider correct (called "correct 
classification" and also known as the "ground truth"). In any classification, when two objects are classified 
into the same group, we call the result "positive." When two objects are not classified into the same group, 
we call the result "negative." When two objects belong to the same group in both the correct and obtained 
classifications, we call the result "true positive" (tp). When two objects do not belong to the same group in 
the correct and obtained classifications, we call the result "true negative" (tn). Both tp and tn indicate that 
the obtained classification successfully replicates the correct classification. When there is a difference in 
the groupings of two objects between the correct and obtained classifications, we call the result either 
"false positive" (fp, if it is positive in the obtained classification but negative in the correct classification) 
or "false negative" (fn, if it is negative in the obtained classification but positive in the correct 
classification). Table 6 succinctly summarizes these possible results. 
 
Table 6. Possible Results from Comparing Classifications 
  Correct classification 
  Positive Negative 
Positive true positive (tp) false positive (fp) Obtained classification 
Negative false negative (fn) true negative (tn) 
 
We compared each automatic classification (the obtained classification) with the ProQuest classification 
(the correct classification), calculated tp, tn, fp, and fn for each pair of IT concepts. Based on this 
calculation, we then calculated Precision, Recall, and F-measure, which are widely adopted metrics for 
classification quality (van Rijsbergen 1979). Precision is the proportion of true positive results in all (true 
and false) positive results, indicating how precisely the obtained classification has identified groups in the 
correct classification (Precision / ( )tp tp fp= + ). Recall is the proportion of true positive results in all results 
that should be identified as positive, including the correctly identified positive results and falsely 
identified negative results (Recall / ( )tp tp fn= + ). Recall indicates how well the obtained classification can 
correctly identify as many groups in the correct classification as possible. In many cases, we care about 
both Precision and Recall, hence we use the F-measure, which is a harmonic mean of Precision and Recall 





). As a similarity measure, the F-measure equals one when two 
classifications are identical. We calculated the F-measure as a systematic way to assess the similarity 
between each automatic classification and the ProQuest classification. 
The comparison of the co-occurrence-based classification with the ProQuest classification produced an F-
measure of 0.729. In contrast, the comparison of the KL divergence-based classification with the 
ProQuest classification produced an F-measure of 0.615. Therefore, the higher F-measure for the co-
occurrence-based classification seems to suggest that the co-occurrence analysis generated a classification 
more similar to the assumed ground truth than did the KL divergence analysis and thus we may consider 
the classification by co-occurrence analysis as a better result. 
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Survey 
In addition to the F-measure, we conducted a survey among AIS World subscribers to evaluate the two 
classification methods. Again, we considered the ProQuest classification to be correct. The other two 
classifications were produced by co-occurrence analysis and KL divergence analysis respectively. 
Before we approached AIS World, we did a pilot to pretest our survey. We did the pilot survey among the 
Information Studies doctoral students at our university. We obtained helpful suggestions on the content 
and format of the survey and revised it accordingly to make it more precise and easier to take. 
According to its website, AIS World aims to promote the development of information infrastructure that 
will improve the ability to use information systems for creating, disseminating, and applying knowledge. 
The main subscribers to AIS World are Information Systems researchers and educators working in 
colleges and universities around the world. In January 2011, we sent a request email to the AIS World to 
invite the subscribers to participate voluntarily in the online survey. The respondents were asked to 
evaluate three IT classifications: the ProQuest classification, the co-occurrence-based classification, and 
the KL divergence-based classification. However, we did not tell the respondents how each classification 
was generated. When taking the survey, the respondents assumed that they were evaluating three 
classifications. We designed our survey in this way because we also wanted to assess the role of the 
ProQuest classification as the ground truth. Specifically, the survey compares the three classifications 
(labeled A, B, and C) in pairs. Therefore, the respondents were asked to do the comparison in three steps: 
A versus B, B versus C, and A versus C. Because only two classifications appeared in each comparison, we 
removed identical groups from the classifications. In each pairwise comparison, the respondents were 
asked to not only pick a better one but also explain why one classification is better than the other. Figure 5 
shows a pairwise comparison in the survey. Specifically, A is the co-occurrence-based classification and B 
is the ProQuest classification. 
 
 
Figure 5. A Pairwise Comparison in the Survey 
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In the survey's one-week duration, we collected in total 22 responses. We eliminated one incomplete 
response. For the remaining 21 complete responses, the time spent by the respondents on the survey was 
captured. One respondent spent an extremely long time (over 58 hours) on the survey. It seems that the 
respondent started the survey at some point but did not finish, and then came back 2 days later to submit 
it. For other respondents, on average each spent about 12.5 minutes taking the survey. Hence, we believe 
that the respondents spent enough time on the survey and provided adequate responses.  
In an optional section of the survey, the respondents were asked to provide their current positions and 
areas of their degrees. Nine respondents provided their information. Table 7 and Table 8 show the 
summarized responses. Based on this information, we believe that our respondents have adequate 
knowledge about the IT concepts in the survey. 
 
Table 7. Demographics of Respondents – Current Position 
Current position Number of people 
Professor 6 
Doctoral student 2 
Research fellow 1 
 
Table 8. Demographics of Respondents – Area of Degree 
Area of Degree Number of people 
Information Systems 4 
Management Information Systems 2 
Computer Science 1 
Internet 1 
Business & IT 1 
 
In reporting the results of our survey, we first summarize the strengths and weaknesses of each 
classification, as explained by the respondents. Then we discuss the results of a nonparametric test on the 
data to identify which classification was the most or least preferred by the respondents in the survey.  
The ProQuest classification, our ground truth in the study, has its strengths and weaknesses according to 
the survey respondents. Regarding the strengths, two respondents liked group 9, which includes 
electronic commerce, online advertising, online sales, PKI, and WWW. However, in the two automatic 
classifications, electronic commerce, online advertising, online sales, and WWW do not appear together. 
Regarding the weaknesses, three respondents did not like the combination of ASP and ERP in group 2 of 
the classification. One respondent wrote: "ASP and ERP are two very distinct topics." Another respondent 
thought that ERP should belong to other enterprise IT applications such as CRM, SFA, and SCM, as it 
does in the co-occurrence-based classification.  
Regarding the strengths of the co-occurrence-based classification, some respondents liked groups 5 and 7, 
compared with other classifications. In group 5, business intelligence software and data mining are 
together with data warehouse and OLAP, whereas in the ProQuest classification business intelligence 
software and data mining are with other enterprise IT applications such as CRM and SFA. Group 7, on the 
other hand, is mainly about enterprise IT applications such as CRM, ERP, and SCM. One respondent 
commented that this group is good as "it has a clearer theme." The most obvious weakness of the co-
occurrence-based classification is probably in group 3 where WWW appears with artificial intelligence 
and robot. Eight respondents noted this issue as a weakness of the classification. Another widely 
perceived weakness is in group 9 where virtualization is placed together with Linux and open source 
software. Seven respondents did not understand the relationship between virtualization and the other two 
concepts in that group. 
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Regarding the KL divergence-based classification, there seems no obvious strength except that three 
respondents preferred the concept virtualization to be on its own in the classification. On the negative 
side, the most obvious weakness of the KL divergence-based classification is in group 3 where GPS is put 
together with artificial intelligence and robot. Five respondents noted this as a weakness of the 
classification. Another weakness is in group 4 where social networking is placed together with instant 
messaging and other concepts. One respondent commented that "social networking has nothing to do 
with IM, really." Still another weakness is in group 2, a large conglomerate including some distantly 
related concepts. For example, respondents stated: "why is [sic] web service and www in that group?" and 
"web service doesn't belong with inventory management." 
According to the qualitative responses, the respondents seemed to prefer the ProQuest classification the 
most and the KL divergence-based classification the least. This observation may be validated by a 
statistical test. We first applied a coding scheme to the three classifications according to each respondent's 
evaluation. If a classification was ranked the best, "1" was assigned to the classification. For the second 
place and the worst, "2" and "3" were assigned respectively. If there were a tie, for instance, between the 
second and the third places, then "2.5" was assigned to both classifications. Therefore, the total of the 
numbers assigned to the three classifications should add up to 6 for each response. After coding the 
responses this way, we ran Friedman's test (Friedman 1937) to identify the order of preference for the 
three classifications and to check if the difference of preference among the classifications is statistically 
significant. Table 9 tallies the respondents' rankings and shows the mean ranks. 
 
Table 9. Survey Respondents' Rankings of the Three Classifications 
IT Classification 1 1.5 2 2.5 3 Mean Rank 
ProQuest classification 11 1 6 2 1 1.55 
Co-occurrence-based classification 4 1 9 5 2 2.00 
KL divergence-based classification 2 0 5 5 9 2.45 
 
The Friedman's test shows a p-value of .004, which indicates that the mean rank difference among the 
three classifications is statistically significant. According to the mean ranks, the ProQuest classification 
was the most preferred while the KL divergence-based classification was the least preferred by the 
respondents. In other words, the ProQuest classification is significantly better than the other two 
classifications. This outcome further justifies the use of the ProQuest classification as the ground truth in 
the study. In addition, the co-occurrence-based classification was significantly more preferred than the KL 
divergence-based classification. This result is consistent with the ranks based on the F-measures. Table 10 
shows both the mean ranks and F-measures for the three classifications. The Pearson correlation between 
the mean rank and F-measure is -.973. This highly negative correlation indicates that the more similar to 
the ProQuest classification (the higher the F-measure), the more preferred the classification (the lower the 
mean rank). In this case, the co-occurrence-based classification, which had a higher F-measure than that 
of the KL divergence-based classification, was also more preferred by the survey respondents. 
 
Table 10. Mean Ranks and F-measures of the Three Classifications 
IT Classification Mean Rank a F-measure b 
ProQuest classification 1.55 1.000 
Co-occurrence-based classification 2.00 .729 
KL divergence-based classification 2.45 .615 
a. Rank ranges from 1 to 3 where 1 indicates the best among the three.  
b. F-measure assesses the similarity between the ProQuest classification and  
each of the other two classifications. 
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With an open-ended question in the survey, we asked our respondents to share their thoughts on how IT 
concepts may be usefully classified. Six respondents stated that there could be more than one 
classification system that is appropriate. They thought that a good classification depends on the purpose 
or context. For example, one respondent wrote: "[Preference] cannot be stated without knowing the 
context that the classification will be used in. A useful classification always depends on who is supposed to 
use this classification. There are several 'correct' ways to classify." 
Discussion 
The two automatic classification methods are objective, scalable, and generalizable. They are objective in 
the sense that they produce classifications from the IT discourse itself, and the classifications can easily be 
replicated and expanded, without needing to rely on the specific expertise of particular (expensive) 
experts on certain topics. Such objectivity is useful in cases where definitions are contested and there may 
even be controversial political, economic, or other societal implications. 
The automatic classification methods are scalable in the sense that they can be fairly easily applied to a 
broad range of concepts in a short period of time without the troubles of causing information overload or 
going beyond the limits of human experts and their predictive power. This scalability is useful in cases 
where a classification of a large number of concepts about an emerging area of IT is needed in a short 
period of time. 
Finally, the methods are generalizable in the sense that the classifications they produce are general-
purpose classifications derived from data and thus presumably applicable to a broad spectrum of the IT 
field for multiple purposes. Specifically, in the co-occurrence-based classification, relatedness between a 
pair of IT concepts is inferred from the frequency of their co-occurrences. If two IT concepts co-occur 
more often in the paragraphs, they are more likely to be grouped together in the classification. As for the 
KL divergence-based classification, each IT concept is first represented by concatenating all of the 
paragraphs that contain the concept. Then, divergence between two IT concepts is calculated based on the 
different use of words in two sets of paragraphs, each set representing one of the two IT concepts. If two 
IT concepts share similar use of words in their sets of paragraphs, they are likely to be grouped together in 
the classification. Therefore, the two generalizable automatic methods are not designed to be used for any 
special purpose or in any particular context. Rather, they both provide a quick and straightforward way to 
help make sense of a given list of IT concepts. 
Limitations and Future Study 
Since these automatic methods for classifying IT concepts are data-driven, different data may result in 
different classifications. The classification methods have been developed and evaluated in the context of 
six news and trade magazines. While these magazines report and represent a large spectrum of the IT 
field, future research, seeking to be more representative, may include data from other sources such as 
academic publications and informal media (e.g., blogs, wikis, and other social media). 
Second, our study is also limited to the specific ten-year period (1998-2007). In this ten years we 
witnessed the dramatic dot-com boom and bust, remarkable consolidation of the enterprise IT 
marketplace, and the promising emergence of social media, thus the classifications obviously carry the 
time stamp of that age. Only more research on data from other periods could tell whether the 
classification methods are robust and whether formal evaluation would validate the methods, as we did in 
this study. 
Third, our study is limited to IT concepts, and as such, may or may not be applicable to other domains. 
Application of this approach to other areas would be a fascinating opportunity to evaluate how specific the 
features of IT concepts are as compared to concepts in other fields. Presumably, other fields may have 
similar classification problems, and similarly limited resources that can be applied to solve these 
problems. Thus, the approach developed here has the potential for broad applicability, although this 
applicability would need to be evaluated within specific additional domains. 
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Lastly and admittedly, the number of our survey respondents is relatively small, compared to other 
survey-based studies. However, among classification studies, our survey is a significant step forward from 
previous research based on the evaluation by two or three coauthors. The number of our respondents is 
comparable to those of other evaluation studies based on focus groups and expert panels. Further 
research that calls on larger teams of evaluators is certainly welcome. 
Conclusion 
This study of 35 IT concepts discussed in six magazines over a ten-year period illustrates that both co-
occurrence analysis and KL divergence can be used to classify IT concepts. According to both the F-
measures and the survey results, the classification based on co-occurrence analysis outperformed that 
based on KL divergence. Interestingly, this result illustrates that a relatively cheaper and simpler method 
outperforms a more sophisticated method. Given that co-occurrence is such a simple measure to 
compute, the method scales up effectively and efficiently. Also, it is objective and generalizable in that it 
can be used for a variety of purposes, and potentially for a wide range of concepts in and even beyond IT. 
The primary contribution of this study to IT research is that we formally evaluated two automatic 
methods for classifying IT concepts. Our evaluation was based on both qualitative analysis of the survey 
responses and quantitative measures such as the F-measure and mean ranks. This formal evaluation 
completes a much needed step to meet the three challenges (objectivity, scalability, and generalizability) 
in developing scalable methods for classifying IT concepts, as stated at the beginning of the paper. Armed 
with validated classification methods (such as the co-occurrence analysis), IT researchers would be better 
positioned as they reflect upon and organize extant knowledge, identify streams of research and clusters 
of researchers, foster collaborations, and ultimately produce and disseminate new knowledge. 
This research also provides insights into how multiple methods can be used effectively in varied 
combinations to the important problem of tracking the relationships among IT concepts. In this case, both 
KL divergence and co-occurrence were combined with hierarchical clustering, yielding interesting and 
useful results. KL divergence and co-occurrence in this case were important for determining the 
relatedness of IT concepts, while hierarchical clustering helps to visualize and simplify the results in a way 
that is usable by IT researchers and analysts. Thus, different methods help to complete different pieces of 
larger puzzles, ensuring that we are able to generate, understand, and use new findings about the 
interrelatedness of IT concepts. 
Further, in terms of methodological insights, as noted above, it is interesting that the cheaper, simpler 
approach of co-occurrence outperformed the more sophisticated approach of KL divergence in this 
specific instance. This research demonstrates both that it is useful to try to apply cutting-edge NLP 
methods to understand the relationships among IT concepts, and that it is important to benchmark these 
methods against more conventional approaches to ensure that they indeed can outperform such methods. 
Social science research can benefit from the application of methods from NLP, which can open up new 
avenues for analysis (Cheng et al. 2008; Fleischmann et al. 2009). However, sometimes, simple 
approaches may outperform more complex ones. Co-occurrence is conceptually very simple, yet requires a 
significant computational infrastructure to be assembled for accurate calculation on such a broad scale, 
especially at the paragraph level. Thus, in this case, the more brute strength approach of co-occurrence 
outperformed KL divergence because relatedness can apparently be better predicted by the presence of 
the same concepts within the same paragraph rather than the similarity of the words used within 
paragraphs about IT concepts. However, it is possible that a more nuanced approach to implementing KL 
divergence, such as at the sentence rather than the paragraph level, might have the potential to 
outperform co-occurrence analysis. 
Practically speaking, IT practitioners can use validated automatic classification methods to quickly 
classify concepts that they are interested in, charting the technological terrains where their organizations 
operate. In their doing so, by no means do we suggest that these automatic methods should replace 
human experts in making sense of IT buzzwords and the concepts they represent. In fact, while the 
classification tasks were fully automated in this study, our selection of data sources and concepts to 
classify was not. The value of the automatic, computational methods lies in the possibilities that the 
results from automatic analysis may help experts in useful ways such as saving time, seeing patterns more 
easily, and experimenting with alternatives. For instance, objective, scalable, and generalizable methods 
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can produce general-purpose classifications, which human analysts may in turn customize to fit specific 
purposes. Our long-term goal in this line of research is to combine humans and computers in IT-concept 
classification, so that humans work on tasks that humans are good at, computers work on tasks that 
computers are good at, and computational and manual analyses complement each other to produce the 
best results efficiently and effectively. 
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