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Abstract
We investigate refined algebraic quantisation with group averaging in a finite-
dimensional constrained Hamiltonian system that provides a simplified model of
general relativity. The classical theory has gauge group SL(2,R) and a distin-
guished o(p, q) observable algebra. The gauge group of the quantum theory is the
double cover of SL(2,R), and its representation on the auxiliary Hilbert space is
isomorphic to the (p, q) oscillator representation. When p ≥ 2, q ≥ 2 and p+q ≡ 0
(mod 2), we obtain a physical Hilbert space with a nontrivial representation of the
o(p, q) quantum observable algebra. For p = q = 1, the system provides the first
example known to us where group averaging converges to an indefinite sesquilinear
form.
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1 Introduction
In quantisation of constrained systems, an elegant proposal to obtain a physical inner
product is to average unconstrained quantum states in an auxiliary Hilbert space over the
gauge group [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. When the averaging is formulated
within refined algebraic quantisation [4, 8, 12] and converges in a sufficiently strong
sense, it provides either the unique rigging map, and hence the unique inner product
on the states that satisfy the constraints, or a proof that the system does not admit
a rigging map [8]. Given the equivalence of refined algebraic quantisation to a wide
class of methods of choosing the physical inner product [13, 14], group averaging thus
provides considerable control over the quantisation.
When the gauge group is compact, the averaging necessarily converges. For a non-
compact gauge group the averaging need not converge on all of the auxiliary Hilbert
space Haux but may still converge on a suitable dense linear subspace Φ, and this is
sufficient for recovering the physical Hilbert space HRAQ. The choice of the test space
Φ thus has a mathematical role in ensuring convergence, but it also has a deep physical
role in that Φ determines the algebra of operators represented on HRAQ [8, 14]. While
quantisation with group averaging can be carried out without the explicit construction
of any physical observables, in concrete examples one may wish to choose Φ so that
certain explicitly-known physical observables of interest are contained in the algebra
represented on HRAQ.
In this paper we study a quantum mechanical system whose constraints mimic the
Hamiltonian structure of general relativity [15]. The constraint set consists of two
“Hamiltonian”-type constraints, quadratic in the momenta, and one “momentum”-type
constraint, linear in the momenta, and the classical gauge group generated by these
constraints is SL(2,R). The unreduced phase space is T ∗Rp+q ≃ R2(p+q), where p ≥ 1
and q ≥ 1. The system was introduced by Montesinos, Rovelli and Thiemann with
p = q = 2 [16], and its quantisation with p = q = 2 was studied in [10, 16, 17, 18] within
Ashtekar’s algebraic quantisation [19, 20], in [21] within algebraic constraint quantisa-
tion [22, 23], in [10, 24, 25, 26] within group theoretic quantisation [27, 28], and in [10]
within refined algebraic quantisation with group averaging [4, 8]. All these quantisa-
tions relied in one way or another on a distinguished classical o(2, 2) observable algebra,
constructing a quantum theory in which these observables are promoted into quantum
operators. Within group averaging [10], it was in particular found that a judicious
choice for the test space is necessary to achieve both convergence of the averaging and
the inclusion of the o(2, 2) observables in the physical operator algebra.
For p > 2 and q = 2, the system has been studied in the context of a “two-time”
physical interpretation in [29, 30, 31, 32]. The case p = q = 2 is currently being studied
[33] within the master constraint programme [34]. Related systems with SL(2,R) gauge
invariance have been studied in [35, 36, 37].
We wish to quantise this system with group averaging for general p and q, using test
states built from eigenstates of the harmonic oscillator Hamiltonians that arise in the
oscillator representation of SL(2,R) [38]. When p ≥ 2, q ≥ 2 and p + q ≡ 0 (mod 2),
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we obtain a quantum theory in which the classical o(p, q) observables are promoted into
a nontrivially-represented operator algebra. When (p, q) = (1, 3) or (3, 1), we obtain a
quantum theory with a one-dimensional physical Hilbert space that is annihilated by all
the o(p, q) observables. For other values of p and q we recover no physical Hilbert space.
In particular, for p = q = 1 the group averaging converges to an indefinite sesquilinear
form, in a sense strong enough for the uniqueness theorem of [8] to imply that the system
admits no rigging maps. This is the first example known to us in which group averaging
fails to produce a Hilbert space owing to indefiniteness of the would-be inner product.
We show further that all our group averaging quantum theories can be obtained
within Ashtekar’s algebraic quantisation [19, 20], using the o(p, q) observables to deter-
mine the physical inner product, and we display explicitly the correspondence between
the two schemes. We have not gained sufficient control over the o(p, q) algebra to ascer-
tain whether algebraic quantisation might for some p and q yield also quantum theories
not recovered by the group averaging, but we show that this does not happen for p+q ≡ 1
(mod 2), nor does it happen for p+ q ≡ 0 (mod 2) if p ≤ 3 and q ≤ 3.
We also give a detailed description of the classical reduced phase space. The reduced
phase space contains a symplectic manifold if and only if p ≥ 2 and q ≥ 2. This manifold
is separated by the o(p, q) observables, and it is connected if and only if p ≥ 3 and q ≥ 3.
This suggests that interesting quantum theories should exist only when p ≥ 2 and q ≥ 2,
possibly with some subtleties when min(p, q) = 2. As outlined above, this agrees with
our findings.
The rest of the paper is as follows. Section 2 introduces and analyses the classical
system. Section 3 discusses algebraic quantisation, laying out the task for general p
and q and completing it for max(p, q) ≤ 3. Refined algebraic quantisation with group
averaging is carried out in section 4 for min(p, q) ≥ 3 and in section 5 for other values
of p and q.
Section 6 presents a summary and concluding remarks. Appendix A collects some
basic properties of SL(2,R), and appendices B–E contain the proofs of several technical
results stated in the main text.
2 Classical system
In this section we analyse a classical constrained system with the unreduced phase space
T ∗Rp+q, where p ≥ 1 and q ≥ 1. The system was introduced for p = q = 2 in [16], and
our discussion of the gauge transformations and the distinguished o(p, q) observables
generalises the observations of [16] in a straightforward manner. We shall however show
that the structure of the reduced phase space depends sensitively on p and q.
3
2.1 The system
The system is defined by the action
S =
∫
dt
(
p · u˙+ pi · v˙ −NH1 −MH2 − λD
)
, (2.1)
where u and p are real vectors of dimension p ≥ 1, v and pi are real vectors of di-
mension q ≥ 1, and the overdot denotes differentiation with respect to t. p and pi are
respectively the momenta conjugate to u and v, the symplectic structure is
Ω =
p∑
i=1
dpi ∧ dui +
q∑
j=1
dπj ∧ dvj , (2.2)
and the phase space is Γ := T ∗Rp+q ≃ R2(p+q). N , M and λ are Lagrange multipliers
associated with the constraints
H1 :=
1
2
(p2 − v2) ,
H2 :=
1
2
(pi2 − u2) ,
D := u · p− v · pi . (2.3)
The Poisson algebra of the constraints is the sl(2,R) Lie algebra (see appendix A),
{H1 , H2} = D ,
{H1 , D} = −2H1 ,
{H2 , D} = 2H2 , (2.4)
and the system is a first class constrained system [39, 40]. The finite gauge transforma-
tions on Γ generated by the constraints are(
u
p
)
7→ g
(
u
p
)
,
(
pi
v
)
7→ g
(
pi
v
)
, (2.5)
where g is an SL(2,R) matrix. The gauge group is thus SL(2,R). As the Hamiltonian
is a sum of the constraints, the constraints entirely determine the dynamics.
2.2 Classical observables
Recall that an observable is a function on Γ whose Poisson brackets with the first class
constraints vanish when the first class constraints hold [40]. Consider on Γ the functions
Okj := xk × xj , where xk = (uk, pk)T for 1 ≤ k ≤ p, xp+k = (πk, vk)T for 1 ≤ k ≤ q, and
the cross stands for the scalar-valued cross product on R2. As the SL(2,R) action on
R
2 preserves areas, (2.5) shows that Okj are invariant under the gauge transformations.
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Hence Okj are observables. The Poisson algebra of these observables is the o(p, q) Lie
algebra,
{Oij ,Okl} = gikOjl − gilOjk + gjlOik − gjkOil , (2.6)
where
gik = diag(1, . . . , 1︸ ︷︷ ︸
p
,−1, . . . ,−1︸ ︷︷ ︸
q
)ik . (2.7)
The algebra generated by {Oij} is denoted by Aclass. The finite transformations that
Aclass generates on Γ are(
u
pi
)
7→ R
(
u
pi
)
,
(
p
v
)
7→ R
(
p
v
)
, (2.8)
where R is an O(p, q) matrix, in the connected component Oc(p, q). Note that as none
of the above relies on the constraints being satisfied, the SL(2,R) action (2.5) and the
Oc(p, q)-action (2.8) commute on all of Γ, not just on the subset where the constraints
hold.
It will be useful to decompose the basis {Oij} of Aclass as o(p, q) = o(p)⊕ o(q)⊕ p,
where p is spanned by the observables transverse to those in the Lie algebra of the
maximal compact subgroup Oc(p)×Oc(q) [41]. Explicitly, we write
Aij := Oij = uipj − ujpi , 1 ≤ i ≤ p, 1 ≤ j ≤ p ;
Bij := Op+i,p+j = viπj − vjπi , 1 ≤ i ≤ q, 1 ≤ j ≤ q ;
Cij := Oi,p+j = uivj − piπj , 1 ≤ i ≤ p, 1 ≤ j ≤ q ,
(2.9)
where Aij ∈ o(p), Bij ∈ o(q) and Cij ∈ p.
Other observables of interest in Aclass are the Casimir elements of the universal
enveloping algebra of o(p, q) [42]. We consider only the quadratic Casimir observable,
C := 1
2
∑
ijkl
gijgklOikOjl
=
∑
i<j
(Aij)
2 +
∑
i<j
(Bij)
2 −
∑
i,j
(Cij)
2
= −4H1H2 −D2 , (2.10)
where the last equality follows by direct computation. When the constraints hold, C
thus vanishes.
2.3 Reduced phase space
Let Γ be the subset of Γ where the constraints hold. The reduced phase space, denoted
by M, is the quotient of Γ under the gauge action (2.5). As the Hamiltonian is a linear
5
combination of the constraints, there is no dynamics on M, and M can be identified
with the space of classical solutions. As the functions in Aclass are gauge invariant, they
project to functions on M: We use for these functions the same symbols.
For p = q = 2, the generic sectors of M were found in [16, 21] and the global
properties ofM were exhibited in [10]. We now analyseM for general p ≥ 1 and q ≥ 1.
Γ is clearly connected. Hence also M is connected.
To proceed, we decompose Γ into three subsets. Let Γ0 = {q0}, where q0 is the origin
of Γ, u = p = 0 = v = pi. Let Γex contain all other points of Γ at which at least one of
the pairs (u,p) and (v,pi) is linearly dependent. Finally, let Γreg contain the rest of Γ.
We refer to Γex and Γreg as respectively the “exceptional” and “regular” parts of Γ. We
show in appendix B that the gradients of the constraints are all vanishing on Γ0, linearly
dependent but not all vanishing on Γex, and linearly independent on Γreg. Γ0 and Γex
are nonempty for all p and q, while Γreg is nonempty if and only if p ≥ 2 and q ≥ 2.
As Γ0, Γex and Γreg are preserved by the gauge transformations, they project onto
disjoint subsets of M. We denote these sets respectively by M0, Mex and Mreg and
analyse each in turn.
2.3.1 M0
M0 contains only one point, the projection of q0. All observables in Aclass vanish onM0.
2.3.2 Mex
As q0 /∈ Γex, the constraints H1 = 0 = H2 show that all points in Γex have (u,p) 6= (0, 0)
and (v,pi) 6= (0, 0). Given a point at which the pair (u,p) is linearly dependent, there
thus exists a gauge-equivalent point with u = 0 and p2 = 1, at which the constraints
imply pi = 0 and v2 = 1. Given a point at which the pair (v,pi) is linearly dependent,
a similar argument shows that there exists a gauge-equivalent point at which pi = 0,
v
2 = 1, u = 0 and p2 = 1. Thus, each point in Γex is gauge-equivalent to a point that
satisfies
v
2 = p2 = 1 , u = 0 = pi . (2.11)
It follows that both the pair (u,p) and the pair (v,pi) are linearly dependent on Γ.
The gauge transformations that preserve the set (2.11) act on it either trivially or
by
(v,p) 7→ (−v,−p) . (2.12)
Mex can therefore be represented as the quotient of the set (2.11), with topology Sp−1×
Sq−1, under the Z2 action generated by (2.12). If in particular p = 1 (respectively
q = 1), Mex has topology Sq−1 (Sp−1). If p = q = 1, Mex contains just two points.
Other representations ofMex are obtained by replacing in (2.11) the first equations
by v2 = p2 = r, where r is an arbitrary prescribed positive number. This shows that in
the topology ofM induced from Γ, every open set that includes M0 includes alsoMex.
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Equations (2.9) and (2.11) show that all observables in Aclass vanish onMex. Equa-
tions (2.2) and (2.11) show that the projection of the symplectic form Ω vanishes onMex.
We refer to Mex as the “exceptional” part of M.
2.3.3 Mreg
When p = 1 or q = 1 (or both), Γreg and hence also Mreg are empty. We now assume
p ≥ 2 and q ≥ 2.
We show in appendix B that the gradients of the constraints are linearly independent
on Γreg. It follows ([40], Section 1.1.2 and Appendix 2A) that Mreg is a manifold of
dimension 2p+ 2q − 6 with a symplectic form induced from Γ. We refer to Mreg as the
“regular” part of M.
Given a point in Γreg, the linear independence of the pair (u,p) implies that there
exists a gauge-equivalent point at which u · p = 0 and u2 = p2 > 0. The constraints
imply that at this point v · pi = 0, v2 = p2 and pi2 = u2. Hence each point in Γreg is
gauge-equivalent to a point that satisfies
u
2 = p2 = v2 = pi2 > 0 , u · p = v · pi = 0 . (2.13)
The gauge transformations that preserve the set (2.13) are (2.5) with
g =
(
cos θ sin θ
− sin θ cos θ
)
, (2.14)
where 0 ≤ θ < 2π. It follows that Mreg can be represented as the quotient of the set
(2.13) under the U(1) action given by (2.5) and (2.14).
We show in appendix C thatAclass separatesMreg: Given two distinct points inMreg,
there exist functions in Aclass that take distinct values at the two points.
For p = q = 2,Mreg consists of four connected components [10, 16, 21], which can be
pairwise joined into two connected symplectic manifolds by adding certain points from
Mex [10].
Suppose p = 2 and q > 2. Within each gauge equivalence class in (2.13), there is a
unique representative at which p1 = 0 and u1 > 0. It follows that at this point p2 6= 0
and u2 = 0. A gauge transformation by g = diag(|p2|, |p2|−1) brings this point to
v
2 = 1 , v · pi = 0 , pi2 > 0 , p = (0, ǫ) , u = (|pi|, 0) , (2.15)
where ǫ = ±1. For each ǫ, the set (2.15) is recognised as the cotangent bundle over Sq−1,
with the zero fibres omitted. Hence Mreg consists of two connected components, given
by (2.15) with the respective values of ǫ. Equations (2.2) and (2.15) show that the
symplectic structure of this cotangent bundle description is precisely the symplectic
structure induced from Γ. For each ǫ, it is possible to include the zero fibres by allowing
pi
2 = 0 in (2.15); this means adding fromMex the subset represented uniquely by (2.11)
with p = (0, ǫ) and pi = 0. Note that because of the identification (2.12) in (2.11), this
subset of Mex is the same for both signs of ǫ. The mechanism of pairwise smoothly
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joining the disconnected sectors for q = 2 [10] is not available now because the fibres
without origin are disconnected for q = 2 but connected for q > 2.
The case q = 2 and p > 2 is isomorphic to p = 2 and q > 2.
When p > 2 and q > 2,Mreg is connected. We have not found a simpler description
of the global properties in this case. Convenient local gauge fixings are introduced in
appendix C.
3 Algebraic quantisation
In this section we apply the algebraic quantisation framework of [19], adopting Aclass as
the classical observable algebra whose complex conjugation relations are promoted into
adjointness relations. Seeking solutions to the quantum constraints by separation of
variables, we show in subsection 3.1 that necessary conditions for obtaining a quantum
theory with a nontrivially-represented observable algebra are p ≥ 2, q ≥ 2 and p+ q ≡ 0
(mod 2). The case p = q = 2 was analysed in [10, 16]. In subsection 3.2 we complete
the quantisation for p = q = 3.
Detailed expositions of algebraic quantisation can be found in [19, 20].
3.1 Setup for p ≥ 1 and q ≥ 1
We take the elementary ‘position’ and ‘momentum’ operators to act on smooth functions
Ψ(u, v) as
uˆΨ(u, v) = uΨ(u, v), pˆΨ(u, v) = −i∇uΨ(u, v),
vˆΨ(u, v) = vΨ(u, v), pˆiΨ(u, v) = −i∇vΨ(u, v), (3.1)
so that [uˆk, pˆj] = iδkj and [vˆk, πˆj ] = iδkj. Inserting these operators into the classical con-
straints (2.3) and making a judicious ordering choice, we obtain the quantum constraints
Hˆ1 := −12
(
∆u + v
2
)
, (3.2a)
Hˆ2 := −12
(
∆v + u
2
)
, (3.2b)
Dˆ := −i
(
u ·∇u − v ·∇v + p− q
2
)
, (3.2c)
where ∆u (respectively ∆v) stands for the Laplacian in u (v). The non-derivative term
in Dˆ is needed to make the commutators close as the sl(2,R) Lie algebra,
[Hˆ1, Hˆ2] = iDˆ ,
[Hˆ1, Dˆ] = −2iHˆ1 ,
[Hˆ2, Dˆ] = +2iHˆ2 . (3.3)
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We define the quantum observables Oˆij by substituting the elementary quantum
operators (3.1) in the expressions of the classical observables Oij . These quantum ob-
servables commute with the quantum constraints (3.2), and their commutators form the
o(p, q) Lie algebra, obtained by hatting (2.6) and multiplying the right-hand side by i.
As Oij are real, we introduce on the algebra generated by {Oˆij} an antilinear involution
by Oˆ⋆ij = Oˆij . We denote the resulting star-algebra of quantum observables by A(⋆)phys.
Following (2.9), we decompose the basis of A(⋆)phys as
Aˆij := Oˆij = −i
(
ui∂uj − uj∂ui
)
, 1 ≤ i ≤ p, 1 ≤ j ≤ p ;
Bˆij := Oˆp+i,p+j = −i
(
vi∂vj − vj∂vi
)
, 1 ≤ i ≤ q, 1 ≤ j ≤ q ;
Cˆij := Oˆi,p+j = uivj + ∂ui∂vj , 1 ≤ i ≤ p, 1 ≤ j ≤ q .
(3.4)
The quantum quadratic Casimir observable is
Cˆ := 1
2
∑
ijkl
gijgklOˆikOˆjl
=
∑
i<j
(Aˆij)
2 +
∑
i<j
(Bˆij)
2 −
∑
i,j
(Cˆij)
2
= −2(Hˆ1Hˆ2 + Hˆ2Hˆ1)− Dˆ2 − 14(p+ q)(p+ q − 4) , (3.5)
where the last equality follows by direct computation. In contrast to the classical
Casimir (2.10), Cˆ vanishes on states annihilated by the constraints only for p+ q = 4.
We seek states annihilated by the constraints,
Hˆ1Ψ(u, v) = 0 , Hˆ2Ψ(u, v) = 0 , DˆΨ(u, v) = 0 , (3.6)
by separation of variables. If p ≥ 2 and q ≥ 2, we make the ansatz
Ψ(u, v) = ψ(u, v)Ylku
(
θ(u)
)
Yjkv
(
θ(v)
)
, (3.7)
where u := |u|, v := |v| and Ylku
(
θ(u)
)
(respectively Yjkv
(
θ(v)
)
) are the spherical har-
monics on unit Sp−1 in u (Sq−1 in v) [43, 44]. Here θ(u) denotes the coordinates on Sp−1,
the index l ranges over non-negative integers, the eigenvalue of the scalar Laplacian on
Sp−1 is −l(l + p − 2), the index ku labels the degeneracy for each l, and similarly for
the quantities appearing in Yjkv
(
θ(v)
)
. We extend the ansatz (3.7) to p = 1, in which
case θ(u) := u1/u ∈ {1,−1}, l ∈ {0, 1}, the index ku takes only a single value and can
be dropped, and the spherical harmonics are Yl
(
θ(u)
)
:=
(
θ(u)
)l
/
√
2, and similarly for
q = 1. For all p ≥ 1 and q ≥ 1, equations (3.6) then reduce to[
1
up−3
∂
∂u
(
up−1
∂
∂u
)
− l(l + p− 2) + u2v2
]
ψ(u, v) = 0 , (3.8a)[
1
vq−3
∂
∂v
(
vq−1
∂
∂v
)
− j(j + q − 2) + u2v2
]
ψ(u, v) = 0 , (3.8b)(
u
∂
∂u
− v ∂
∂v
+
p− q
2
)
ψ(u, v) = 0 . (3.8c)
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The general solution to (3.8c) is ψ(u, v) = u(2−p)/2v(2−q)/2χ(ζ), where ζ := uv. Sub-
stituting this in (3.8a) and (3.8b), we find that the indices satisfy
2l + p = 2j + q (3.9)
and χ(ζ) satisfies the Bessel equation of order l + (p− 2)/2 [43].
Equation (3.9) shows that solutions exist only when p+ q ≡ 0 (mod 2). If p = 1 or
q = 1, inspection of (3.9) further shows that solutions exist only when (p, q) = (1, 1),
(1, 3) or (3, 1). Let us consider these exceptional cases first.
When p = q = 1, the linearly independent solutions are Ψ± := exp(±iu1v1), A(⋆)phys
is generated by the single observable Cˆ11, and Cˆ11Ψ± = ±iΨ±. The representation of
A(⋆)phys on Vphys := span{Ψ±} is irreducible, but the only sesquilinear forms in which Cˆ11
is symmetric have indefinite signature.
When p = 1 and q = 3, the only (smooth) solution is Ψ0 := v
−1 sin(u1v), which
is annihilated by all operators in A(⋆)phys. Promoting span{Ψ0} into a one-dimensional
Hilbert space gives thus a quantum theory in which A(⋆)phys is represented trivially. The
situation for p = 3 and q = 1 is similar.
We therefore see that necessary conditions for obtaining a quantum theory with a
nontrivial representation of A(⋆)phys are p ≥ 2, q ≥ 2 and p+ q ≡ 0 (mod 2). When these
conditions hold, we have found for the quantum constraints the linearly independent
solutions
Ψljkukv := δ2l+p,2j+q u
(2−p)/2v(2−q)/2Jl+(p−2)/2(uv)Ylku
(
θ(u)
)
Yjkv
(
θ(v)
)
, (3.10)
where Jl+(p−2)/2 is the Bessel function of the first kind [43]. The Bessel function of the
second kind has been excluded to make Ψljkukv smooth at uv = 0. The motivation for
this exclusion may be debatable within algebraic quantisation, but we shall see that it is
precisely the smooth solutions (3.10) that will emerge from group averaging in sections
4 and 5.
To proceed, we would need to examine the representation of A(⋆)phys on span{Ψljkukv}.
The representation of the o(p)⊕ o(q) subalgebra is given directly by its representation
on the spherical harmonics [43, 44], but the observables Cˆij mix the states in a more
complicated way. The special case p = q = 2 was analysed in [10, 16]. In subsection 3.2
we address the special case p = q = 3.
3.2 Completion for p = q = 3
When p = q = 3, the states (3.10) can be written as
Ψlmn = jl(uv)Ylm
(
θ(u)
)
Yln
(
θ(v)
)
, (3.11)
where l ranges over nonnegative integers, jl(uv) is the spherical Bessel function of the
first kind of order l [43], m and n are integers satisfying |m| ≤ l and |n| ≤ l and the Y ’s
are the usual spherical harmonics on S2 [43]. We write Vphys := span{Ψlmn}.
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We introduce for A(⋆)phys the basis
Lˆ3 := Aˆ12 ,
Lˆ± := Aˆ23 ± iAˆ31 ,
Jˆ3 := Bˆ12 ,
Jˆ± := Bˆ23 ± iBˆ31 ,
Cˆ0 := Cˆ33 ,
Cˆ±1 := Cˆ31 ± iCˆ32 ,
Cˆ±2 := Cˆ13 ± iCˆ23 ,
Cˆ±3 := (Cˆ11 + Cˆ22)± i(Cˆ21 − Cˆ12) ,
Cˆ±4 := (Cˆ11 − Cˆ22)± i(Cˆ21 + Cˆ12) . (3.12)
Note that the Lˆ’s (respectively Jˆ ’s) are a standard raising and lowering operator basis
for the o(3) algebra in u (v) [43]. The action of the basis (3.12) on Vphys can be computed
from standard properties of the spherical harmonics and spherical Bessel functions [43,
45] and is displayed in Table 1. It follows that Vphys is invariant under A(⋆)phys. We show
in appendix D that the representation of A(⋆)phys on Vphys is irreducible.
The star-relations of the basis (3.12) read
(Lˆ3)
⋆ = Lˆ3 ,
(Lˆ±)
⋆ = Lˆ∓ ,
(Jˆ3)
⋆ = Jˆ3 ,
(Jˆ±)
⋆ = Jˆ∓ ,
(Cˆ0)
⋆ = Cˆ0 ,
(Cˆ±k )
⋆ = Cˆ∓k , 1 ≤ k ≤ 4 . (3.13)
From Table 1 it follows by direct computation that these star-relations coincide with
the adjoint relations in the inner product
(Ψlmn ,Ψl′m′n′)AQ := (2l + 1)δll′δmm′δnn′ . (3.14)
We show in appendix D that the only inner products on Vphys with this property are
multiples of (3.14).
The physical Hilbert space is the Cauchy completion of Vphys in the inner prod-
uct (3.14). It carries by construction a densely-defined representation of A(⋆)phys in which
the quadratic o(3, 3) Casimir (3.5) has the value −3.
4 Refined algebraic quantisation for p ≥ 3, q ≥ 3
We now turn to refined algebraic quantisation. In this section we take p ≥ 3 and q ≥ 3.
The remaining values of p and q will be treated in section 5.
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Lˆ3Ψlmn = mΨlmn
Jˆ3Ψlmn = nΨlmn
Lˆ±Ψlmn =
√
(l ±m+ 1)(l ∓m)Ψl,m±1,n
Jˆ±Ψlmn =
√
(l ± n + 1)(l ∓ n)Ψl,m,n±1
Cˆ0Ψlmn =
√
(l −m+ 1)(l +m+ 1)(l − n+ 1)(l + n + 1)
2l + 3
Ψl+1,m,n
+
√
(l −m)(l +m)(l − n)(l + n)
2l − 1 Ψl−1,m,n
Cˆ±1 Ψlmn = ∓
√
(l −m+ 1)(l +m+ 1)(l ± n + 1)(l ± n + 2)
2l + 3
Ψl+1,m,n±1
±
√
(l −m)(l +m)(l ∓ n)(l ∓ n− 1)
2l − 1 Ψl−1,m,n±1
Cˆ±2 Ψlmn = ∓
√
(l ±m+ 1)(l ±m+ 2)(l − n+ 1)(l + n + 1)
2l + 3
Ψl+1,m±1,n
±
√
(l ∓m)(l ∓m− 1)(l − n)(l + n)
2l − 1 Ψl−1,m±1,n
Cˆ±3 Ψlmn = −
√
(l ±m+ 1)(l ±m+ 2)(l ∓ n+ 1)(l ∓ n+ 2)
2l + 3
Ψl+1,m±1,n∓1
−
√
(l ∓m)(l ∓m− 1)(l ± n)(l ± n− 1)
2l − 1 Ψl−1,m±1,n∓1
Cˆ±4 Ψlmn = +
√
(l ±m+ 1)(l ±m+ 2)(l ± n + 1)(l ± n + 2)
2l + 3
Ψl+1,m±1,n±1
+
√
(l ∓m)(l ∓m− 1)(l ∓ n)(l ∓ n− 1)
2l − 1 Ψl−1,m±1,n±1
Table 1: The action of A(⋆)phys on Vphys. Whenever the indices of a Ψ on the right-hand
side go outside the allowed range, the numerical coefficient vanishes and the term is
understood as zero.
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We employ refined algebraic quantisation with group averaging as formulated in [8].
A review can be found in [12] and an outline adapted to the present situation in [10].
4.1 Auxiliary Hilbert space and representation of the gauge
group
We introduce the auxiliary Hilbert space Haux ≃ L2(Rp+q) of square integrable functions
Ψ(u, v) in the inner product
(Ψ1,Ψ2)aux :=
∫
dpu dqvΨ1Ψ2 , (4.1)
where the overline denotes complex conjugation. The quantum constraints (3.2) are es-
sentially self-adjoint on Haux, and exponentiating −i times their algebra yields a unitary
representation of the universal covering group of SL(2,R). Denoting this representation
by U , the group elements in the Iwasawa decomposition (A.3) are represented by
U
(
exp(µe−)
)
= exp(−iµHˆ2) , (4.2a)
U
(
exp(λh)
)
= exp(−iλDˆ) , (4.2b)
U
(
exp[θ(e+ − e−)]) = exp(−iθ(Hˆ1 − Hˆ2)) . (4.2c)
The operators in (4.2a) and (4.2b) act as
[exp(−iµHˆ2)Ψ](u, v) =
∫
dqv′
(2πiµ)q/2
exp
[
i
2
(
(v − v′)2
µ
+ µu2
)]
Ψ(u, v′) , (4.3a)
[exp(−iλDˆ)Ψ](u, v) = exp
[
λ
2
(q − p)
]
Ψ(e−λu, eλv) . (4.3b)
In (4.2c) we have Hˆ1 − Hˆ2 = Hˆshou − Hˆshov , where Hˆshou and Hˆshov are the harmonic
oscillator Hamiltonians of unit mass and angular frequency in respectively u and v. It
follows that U(exp[θ(e+− e−)]) is periodic in θ with period 2π when p+ q ≡ 0 (mod 2)
and with period 4π when p + q ≡ 1 (mod 2). This means that the gauge group is
SL(2,R) when p + q ≡ 0 (mod 2) and the double cover of SL(2,R) when p + q ≡ 1
(mod 2). U is isomorphic to the (p, q) oscillator representation of the double cover of
SL(2,R) [38] via the Fourier transform in v.
4.2 Test space
The next step is to introduce a linear space of test states inHaux. The harmonic oscillator
Hamiltonians in U
(
exp[θ(e+−e−)]) suggest that we make use of the harmonic oscillator
eigenstates in u and v,
Ψljmnkukv(u, v) := u
lvje−
1
2
(u2+v2)Ll˜m(u
2)Lj˜n(v
2)Ylku
(
θ(u)
)
Yjkv
(
θ(v)
)
, (4.4)
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where l, j, m and n are non-negative integers, l˜ and j˜ are defined by
l˜ := l + (p− 2)/2 , j˜ := j + (q − 2)/2 , (4.5)
u := |u|, v := |v|, the L’s are the generalised Laguerre polynomials [45, 46] and the Y ’s
are the spherical harmonics in the notation of section 3. These states satisfy
Hˆsho
u
Ψljmnkukv = EuΨljmnkukv , Eu := 2m+ l + (p/2) = 2m+ l˜ + 1 ,
Hˆsho
v
Ψljmnkukv = EvΨljmnkukv , Ev := 2n + j + (q/2) = 2n+ j˜ + 1 , (4.6)
and they are orthogonal in Haux,(
Ψljmnkukv ,Ψl′j′m′n′k′uk′v
)
aux
=
Γ
(
l +m+ (p/2)
)
Γ
(
j + n+ (q/2)
)
4Γ(m+ 1)Γ(n+ 1)
δll′δjj′δmm′δnn′δkuk′uδkvk′v . (4.7)
We set Φ0 := span{Ψljmnkukv} =
{
P (u, v) exp
[−1
2
(u2 + v2)
]}
, where P (u, v) is an
arbitrary polynomial in {ui} and {vi}. Φ0 is clearly dense in Haux and mapped to itself
by the quantum constraints (3.2).
Let G denote the gauge group, and let dg be the (left and right) invariant Haar
measure on G. An L1 function h on G defines on Haux the bounded operator hˆ :=∫
G
dg h(g)U(g), and the set of all such operators generates an algebra AˆG. Starting
with Φ0, we first take the closure under the algebra generated by {U(g) | g ∈ G}, then
take the closure under AˆG, and adopt the resulting space Φ as our test space. Φ is a
dense linear subspace of Haux, invariant under both AˆG and the algebra generated by
{U(g) | g ∈ G}, and it hence satisfies the test space postulates of [8].
4.3 Physical Hilbert space
We now construct a rigging map by averaging states in Φ over G.
We define on Φ the sesquilinear form
(φ2, φ1)ga :=
∫
G
dg (φ2, U(g)φ1)aux . (4.8)
We show in appendix E, Theorem E.3, that the integral in (4.8) is absolutely convergent
for all φ1, φ2 ∈ Φ, and (· , ·)ga is hence well defined. We also show that (· , ·)ga vanishes
for p+ q ≡ 1 (mod 2). For the rest of this subsection we take p+ q ≡ 0 (mod 2).
Let Φ∗ be the algebraic dual of Φ and let f [φ] denote the dual action of f ∈ Φ∗ on
φ ∈ Φ. We define the antilinear map η : Φ→ Φ∗ by
η(φ1)[φ2] := (φ1, φ2)ga , (4.9)
and we define on the image of η the sesquilinear form (· , ·)RAQ by(
η(φ1), η(φ2)
)
RAQ
:= η(φ2)[φ1] . (4.10)
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We need to investigate whether the image of η is nontrivial and whether (· , ·)RAQ is
positive definite. If yes, η is a rigging map and the physical Hilbert space is the Cauchy
completion of the image of η in (· , ·)RAQ.
Note first that if φi ∈ Φ and hi ∈ L1(G), (4.8) and (4.9) imply [8]
η(hˆ1φ1)[hˆ2φ2] =
(∫
G
dg h1(g)
)(∫
G
dg h2(g)
)
η(φ1)[φ2] (4.11)
and η(φ1)[U(g)φ2] = η
(
U(g)φ1
)
[φ2] = η(φ1)[φ2] for all g. Hence it suffices to evaluate
η(φ1)[φ2] for φ1, φ2 ∈ Φ0.
By Proposition E.4 in appendix E, Fubini’s theorem implies that we can represent
the image of η as functions on Rp+q = {(u, v)}, acting on φ ∈ Φ by
f [φ] =
∫
dpu dqv f(u, v)φ(u, v) , (4.12)
and evaluate η by
η(φ) =
∫
G
dg U(g)φ , (4.13)
where the integral is taken in the sense of pointwise convergence on Rp+q. The value of
(4.13) can be read off from the results in appendix D.1 of [10], by matching our (E.6)
to equation (D3) in [10]. The result is
η
(
Ψljmnkukv
)
= 4π2(−1)m δmn
Γ
(
l +m+ (p/2)
)
(2l + p− 2)Γ(m+ 1)Ψljkukv , (4.14)
where Ψljkukv is as in (3.10). The action of Ψljkukv on Φ0 reads ([46], p. 244)
Ψl′j′k′uk′v
[
Ψljmnkukv
]
= (−1)mδ2l+p,2j+qδll′δjj′δmnδkuk′uδkvk′v
Γ
(
l +m+ (p/2)
)
2Γ(m+ 1)
. (4.15)
Hence the image of η is nontrivial and spanned by
{
Ψljkukv
}
. From (4.10), (4.14) and
(4.15) we find(
Ψl′j′k′uk′v ,Ψljkukv
)
RAQ
=
2l + p− 2
8π2
δ2l+p,2j+qδll′δjj′δkuk′uδkvk′v . (4.16)
Hence (· , ·)RAQ is positive definite, η is a rigging map, and we have a physical Hilbert
space HRAQ. The group averaging sesquilinear form on Φ0 reads
(Ψl′j′m′n′k′uk′v ,Ψljmnkukv)ga = 2π
2(−1)m+m′ δ2l+p,2j+qδmnδm′n′δll′δjj′δkuk′uδkvk′v
×Γ
(
l +m′ + (p/2)
)
Γ
(
l +m+ (p/2)
)
(2l + p− 2)Γ(m′ + 1)Γ(m+ 1) . (4.17)
The uniqueness theorem of [8] shows that every rigging map for our triple (Haux, U,Φ)
is a multiple of the group averaging rigging map η.
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The algebra A(⋆)phys is represented on Haux by (3.4). This representation leaves Φ
invariant and commutes with U(g), and the star-relation in this representation coincides
with the adjoint map on Haux. It follows that HRAQ carries an antilinear representation
ρ of A(⋆)phys, such that the star-relation coincides with the adjoint map on HRAQ. In the
notation of (3.4),
ρ(Oˆij) : f 7→ Oˆijf . (4.18)
This shows that the algebraic quantisation set up in section 3 yields a quantum theory
anti-isomorphically embedded in our group averaging quantum theory whenever p ≥ 3,
q ≥ 3 and p+ q ≡ 0 (mod 2), even though we were able to complete the algebraic quan-
tisation explicitly only for p = q = 3. Apart from p = q = 3, we do however not know
whether this quantum theory is the only one arising from the algebraic quantisation for
p ≥ 3, q ≥ 3 and p+ q ≡ 0 (mod 2).
5 Refined algebraic quantisation for p < 3 or q < 3
In section 4 we assumed p ≥ 3 and q ≥ 3. We now discuss refined algebraic quantisation
for lower p or q. By interchange of u and v, it suffices to consider p ≤ q.
5.1 p = 1, q > 3
When p = 1 and q > 3, we define Haux and Φ as in section 4. The u1-dependence of the
test states (4.4) can be written in terms of Hermite polynomials as Hl+2m(u1) exp(−12u21)
([46], p. 240), but the notation in (4.4) covers also p = 1, the spherical harmonics on S0
being as described in subsection 3.1. We drop the redundant index ku and write
φljmnk(u1, v) := Ψljmn0k = u
lvje−
1
2
(u2+v2)Ll˜m(u
2)Lj˜n(v
2)Yl
(
θ(u)
)
Yjk
(
θ(v)
)
, (5.1)
where l ∈ {0, 1} and l˜ = l − 1
2
.
As a preliminary, let Yj0
(
θ(v)
)
denote the zonal spherical harmonics, which depend
only on vq/v and are given by Gegenbauer polynomials [43]. The recursion relations
for the Gegenbauer polynomials and the generalised Laguerre polynomials [46] allow an
explicit computation of the action of Cˆ1q on φljmn0. We find
Cˆ1qφ0jmn0 = −Wqj
[
(n + j˜)φ1,j−1,m−1,n,0 + (n+ 1)φ1,j−1,m,n+1,0
]
+Wq,j+1
(
φ1,j+1,m−1,n−1,0 + φ1,j+1,mn0
)
, (5.2a)
Cˆ1qφ1jmn0 = Wqj
[
(m+ 1
2
)(n + j˜)φ0,j−1,mn0 + (m+ 1)(n+ 1)φ0,j−1,m+1,n+1,0
]
−Wq,j+1
[
(m+ 1
2
)φ0,j+1,m,n−1,0 + (m+ 1)φ0,j+1,m+1,n0
]
, (5.2b)
where
Wqj := 2
[
j(j + q − 3)
(2j + q − 2)(2j + q − 4)
]1/2
for j > 0 ,
Wq0 := 0 , (5.3)
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and any φljmn0 on the right-hand side with m < 0 or n < 0 is understood as zero.
Now, by Theorem E.3, the group averaging converges in absolute value. When q is
even, the θ-dependence in (E.7) shows that the image of η is trivial. In the rest of this
subsection we take q odd and show that the image of η is trivial also in this case.
It suffices to show that (φl′j′m′n′k′, φljmnk)ga vanishes. When l = l
′ = 1, we can
proceed as in subsection 4.3 and the result follows from (4.17). When l = 0 or l′ = 0,
(E.7) shows that it suffices to consider (φ0jm′n′0, φ0jmn0)ga. The θ-dependence in (E.7)
shows that the integral over θ gives zero unless 2m = 2n+ j + (q − 1)/2, and a similar
observation with U(g) conjugated to act on the first argument shows that the integral
over θ gives zero unless 2m′ = 2n′ + j + (q − 1)/2. When q = 5 + 4a, a = 0, 1, . . .,
it therefore suffices to consider (φ0,2s,n′+s+a+1,n′, φ0,2s,n+s+a+1,n)ga, where s, n and n
′ are
non-negative integers and we have suppressed the last index of the φ’s, understood to
take the value zero. When q = 3 + 4b, b = 1, 2, . . ., it similarly suffices to consider
(φ0,2s+1,n′+s+b+1,n′, φ0,2s+1,n+s+b+1,n)ga, where s, n and n
′ are non-negative integers.
Let q = 3 + 4b, b = 1, 2, . . .. Recall that Cˆ1q is self-adjoint in Haux and commutes
with U(g). We compute
Wq,2s+1
[
(n+ s+ b+ 1
2
)(φ0,2s+1,n′+s+b+1,n′, φ0,2s+1,n+s+b,n−1)ga
+(n+ s+ b+ 1)(φ0,2s+1,n′+s+b+1,n′, φ0,2s+1,n+s+b+1,n)ga
]
= −(φ0,2s+1,n′+s+b+1,n′, Cˆ1qφ1,2s,n+s+b,n)ga
= −(Cˆ1qφ0,2s+1,n′+s+b+1,n′, φ1,2s,n+s+b,n)ga
= 0 , (5.4)
where the first equality follows from (5.2b) and the last from (5.2a) and (4.17). By
induction in n, (5.4) implies (φ0,2s+1,n′+s+b+1,n′, φ0,2s+1,n+s+b+1,n)ga = 0.
Let then q = 5 + 4a, a = 0, 1, . . .. An argument similar to (5.4) shows that
(φ0,2s,n′+s+a+1,n′, φ0,2s,n+s+a+1,n)ga vanishes for s > 0. When s = 0, we compute
Wq1
[
(n + a+ 3
2
)(n+ 2a+ 5
2
)(φ0,0,n′+a+1,n′ , φ0,0,n+a+1,n)ga
+(n + a+ 2)(n+ 1)(φ0,0,n′+a+1,n′ , φ0,0,n+a+2,n+1)ga
]
= (φ0,0,n′+a+1,n′, Cˆ1qφ1,1,n+a+1,n)ga
= (Cˆ1qφ0,0,n′+a+1,n′, φ1,1,n+a+1,n)ga
= 0 , (5.5)
where the last equality follows from (5.2a) and (4.17). By induction in n, it therefore
suffices to consider (φ0,0,n′+a+1,n′, φ0,0,a+1,0)ga. A similar argument in n
′ shows that it
suffices to consider (φ0,0,a+1,0, φ0,0,a+1,0)ga.
In (φ0,0,a+1,0, U(g)φ0,0,a+1,0)aux, we use (E.7) and perform the elementary integration
over v. We then integrate over G in the Haar measure dg = 1
2
dz dµ dθ. The integration
over θ is elementary. Changing the variables in the inner integral from u to y := u2/z
and in the outer integral from µ to t := µz/(z + 1), we find that (φ0,0,a+1,0, φ0,0,a+1,0)ga
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equals a numerical constant times∫ ∞
0
dz
za+
1
2
(z + 1)2a+
3
2
∫ ∞
−∞
dt
(1 + it)2a+
5
2
×
×
∫ ∞
0
dy y−
1
2 L
− 1
2
a+1(zy)L
− 1
2
a+1(y) exp
[−1
2
(z + 1)(1− it)y] . (5.6)
We interchange the order of the dt and dy integrals in (5.6), justified by the absolute
convergence of the double integral, and perform the dt integral as a contour integral,
finding that (5.6) equals a numerical constant times∫ ∞
0
dz za+
1
2
∫ ∞
0
dy y2a+1L
− 1
2
a+1(zy)L
− 1
2
a+1(y) exp[−(z + 1)y] . (5.7)
In (5.7) we interchange the order of the dz and dy integrals, justified by the absolute
convergence of the double integral. Changing the variable in the new inner integral from
z to x := zy, we obtain∫ ∞
0
dy ya−
1
2 L
− 1
2
a+1(y) e
−y
∫ ∞
0
dx xa+
1
2 L
− 1
2
a+1(x) e
−x . (5.8)
The integrals in (5.8) have factorised, and the integral over y vanishes by the orthogo-
nality of the generalised Laguerre polynomials [46].
5.2 p = 1, q = 3
When p = 1 and q = 3, we define Haux as in section 4. With Φ defined as in section 4,
the integral in (4.8) is not absolutely convergent for l = j = 0, and we have not
found a weaker unambiguous sense of convergence. The θ-dependence in (E.7) however
suggests that if group averaging can be made well-defined, it should annihilate states
with l = j = 0. We shall achieve this by suitably modifying the test space.
Dropping the redundant index ku, we introduce the states φljmnk by (5.1) with q = 3.
We define Φmod0 := span
({φljmnk | l + j > 0} ∪ {ψmn}), where
ψmn :=
2√
3
[
(m+ 1
2
)(n+ 3
2
)φ00mn0 + (m+ 1)(n+ 1)φ00,m+1,n+1,0
]
. (5.9)
Using the basis (3.4) of A(⋆)phys, properties of the spherical harmonics on S2 [43, 45] and
properties of the generalised Laguerre polynomials [46], it can be verified that Φmod0 is
invariant under A(⋆)phys. In particular, formulas (5.2) and (5.3) hold with q = 3, implying
Cˆ13φ11mn0 = ψmn − 4√15
[
(m+ 1
2
)φ0,2,m,n−1,0 + (m+ 1)φ0,2,m+1,n,0
]
, (5.10a)
Cˆ13ψmn =
4
3
(m+ 1
2
)(n+ 3
2
)(φ11,m−1,n−1,0 + φ11mn0)
+4
3
(m+ 1)(n+ 1)(φ11mn0 + φ11,m+1,n+1,0) . (5.10b)
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We claim that Φmod0 is dense in Haux. If this were not the case, there would exist a
nonzero vector y =
∑
ljmnk aljmnkφljmnk ∈ Haux that is orthogonal to all vectors in Φmod0 .
By (4.7), orthogonality with each φljmnk with l+ j > 0 implies aljmnk = 0 for l+ j > 0.
By (4.7) and (5.9), orthogonality with each ψmn implies a00mn0 + a00,m+1,n+1,0 = 0, from
which (4.7) further shows that y has finite norm only if y is the zero vector. Hence Φmod0
is dense in Haux.
Following section 4 with Φ0 replaced by Φ
mod
0 , we first take the closure of Φ
mod
0 under
the algebra generated by {U(g) | g ∈ G}, then take the closure under AˆG, and adopt
the resulting space Φmod as our test space. Φmod is a dense linear subspace of Haux,
invariant under A(⋆)phys, AˆG and the algebra generated by {U(g) | g ∈ G}, and satisfies
hence the test space postulates of [8]. We show in appendix E, Theorem E.5, that the
integral in (4.8) converges in absolute value for all φ1, φ2 ∈ Φmod.
To evaluate (φ2, φ1)ga on Φ
mod, it suffices to consider φ1, φ2 ∈ Φmod0 . When both
φ1 and φ2 have l = 1, we can proceed as in subsection 4.3, arriving at (4.12)–(4.17).
When φ1 and φ2 have differing values of l, j or k, (E.7) shows that (φ2, φ1)ga vanishes.
What remains is (φ0jm′n′k, φ0jmnk)ga with j > 0 and (ψm′n′ , ψmn)ga. The vanishing of the
former follows as in subsection 5.1, noting that (5.4) holds also for b = 0. For the latter,
we use (5.10a), the self-adjointness of Cˆ13 on Haux and the vanishing of (ψm′n′, φ0jmn0)ga
for j > 0 and compute
(ψm′n′ , ψmn)ga = (ψm′n′, Cˆ13φ11mn0)ga
= (Cˆ13ψm′n′, φ11mn0)ga
= 0 , (5.11)
where the last equality follows from (5.10b) and (4.17).
The evaluation of (φ2, φ1)ga is now complete. The only nonzero contribution comes
from states with l = 1, in which case formulas (4.12)–(4.17) hold. The image of η is
one-dimensional, spanned by
{
Ψ0
}
, where Ψ0 is the state (3.10) with l = 1 and j = 0
and reads explicitly ([43], Section 7.11) Ψ0 = v
−1 sin(u1v). The inner product (4.16) is
positive definite, and we obtain a one-dimensional physical Hilbert space HRAQ.
As Φmod0 is invariant under A(⋆)phys, HRAQ carries an antilinear representation of A(⋆)phys.
A direct calculation shows that all operators in this representation annihilate Ψ0, and
the representation is trivial. The quantum theory found in algebraic quantisation in
subsection (3.1) is thus anti-isomorphically embedded in the group averaging quantum
theory.
5.3 p = 1, q = 2
When p = 1 and q = 2, and Haux and Φ are as in section 4, the integral in (4.8) is not
absolutely convergent for l = j = 0. It may be possible to modify the l = j = 0 sector
of Φ as in subsection 5.2 above, but as now p+ q ≡ 1 (mod 2), any test space built from
linear combinations of the harmonic oscillator eigenfunctions will give an η with trivial
image.
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5.4 p = q = 1
When p = q = 1, and Haux and Φ are as in section 4, the integral in (4.8) is not
absolutely convergent for l = 0 or j = 0 and is unambiguously divergent for example for
φ1 = φ2 = Ψ0000.
We attempt to cure the divergence by modifying the zero angular momentum sector.
For technical simplicity, we choose at the outset to work with states that are symmetric
under (u1, v1) 7→ (−u1,−v1).
Let Hsaux ⊂ Haux be the Hilbert subspace of vectors symmetric under (u1, v1) 7→
(−u1,−v1). Dropping the redundant indices ku and kv, we write
φlmn(u1, v1) := Ψllmn00 = u
lvle−
1
2
(u2+v2)Ll˜m(u
2)Ll˜n(v
2)Yl
(
θ(u)
)
Yl
(
θ(v)
)
, (5.12)
where l ∈ {0, 1} and l˜ = l − 1
2
. {φlmn} is clearly an orthogonal basis for Hsaux.
Let Φs0 := span{ψmn, φ1mn}, where
ψmn := 2
[
(m+ 1
2
)(n+ 1
2
)φ0mn + (m+ 1)(n+ 1)φ0,m+1,n+1
]
. (5.13)
We then find ([46], p. 241)
Cˆ11ψmn = 4
[
(m+ 1
2
)(n+ 1
2
)(φ1mn + φ1,m−1,n−1)
+(m+ 1)(n+ 1)(φ1mn + φ1,m+1,n+1)
]
, (5.14a)
Cˆ11φ1mn = ψmn , (5.14b)
where Cˆ11 (3.4) is the single generator of A(⋆)phys. Hence Φs0 is invariant under A(⋆)phys, and
it can be shown as in subsection 5.2 that Φs0 is dense in Hsaux. We build from Φs0 a test
space Φs satisfying the postulates of [8] as in subsection 5.2. The integral in (4.8) then
converges in absolute value for all φ1, φ2 ∈ Φs: The proof is a verbatim adaptation of
that of Theorem E.5.
We need to evaluate (φ2, φ1)ga on Φ
s. It suffices to consider φ1, φ2 ∈ Φs0. Clearly
(ψm′n′ , φ1mn)ga = 0. For (φ1m′n′, φ1mn)ga we proceed as in subsection 4.3 and arrive at
(4.12)–(4.17), the last of which reads
(φ1m′n′, φ1mn)ga = 2π
2(−1)m+m′δmnδm′n′
Γ
(
m+ 3
2
)
Γ
(
m′ + 3
2
)
Γ(m+ 1)Γ(m′ + 1)
. (5.15)
To find (ψm′n′, ψmn)ga, we use the self-adjointness of Cˆ11 on Hsaux and compute
(ψm′n′, ψmn)ga = (ψm′n′, Cˆ11φ1mn)ga
= (Cˆ11ψm′n′, φ1mn)ga
= −2π2(−1)m+m′δmnδm′n′
Γ
(
m+ 3
2
)
Γ
(
m′ + 3
2
)
Γ(m+ 1)Γ(m′ + 1)
, (5.16)
where the first equality follows from (5.14b) and the last one from (5.14a) and (5.15).
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We see that (· , ·)ga is an indefinite sesquilinear form. Hence the map η defined by
(4.9) is not a rigging map and we do not recover a Hilbert space. The indefiniteness
of (· , ·)ga further implies, by the uniqueness theorem of [8], that the triple (Hsaux, U,Φs)
admits no rigging maps.
The image of η is two-dimensional, spanned by
{
Ψ00 ,Ψ11
}
, where Ψ00 and Ψ11 are
given by (3.10) and read explicitly ([43], Section 7.11)
Ψ00 =
1√
2π
cos(u1v1) , (5.17a)
Ψ11 =
1√
2π
sin(u1v1) . (5.17b)
The manifestly indefinite sesquilinear form (4.10) on the image of η is given by (4.16).
The representation of A(⋆)phys induced on the image of η by (4.12) is anti-isomorphic to
the representation obtained in subsection 3.1 on the solution space to the algebraic
quantisation constraints.
5.5 p = 2, q > 2
When p = 2 and q > 2, we define Haux and Φ as in section 4. Theorem E.3 in appendix
E shows that the group averaging converges in absolute value.
When q is odd, the θ-dependence in (E.7) shows that the image of η is trivial.
Suppose then that q is even. When l > 0 and l′ > 0, we arrive at equations
(4.12)–(4.17) as in subsection 4.3. When l = 0 or l′ = 0, it can be shown that
(Ψl′j′m′n′k′uk′v ,Ψljmnkukv)ga vanishes: The arguments follow those in subsection 5.1 so
closely that we will not spell them out here. This means that equations (4.12)–(4.17)
hold for all values of the indices in the sense that terms involving δ2l+1,2j+q for l = 0
are understood to vanish. Hence the situation is similar to that for p ≥ 3, q ≥ 3 and
p+q ≡ 0 (mod 2) in section 4. The image of η is nontrivial, (· , ·)RAQ is positive definite,
η is a rigging map, and the representation of A(⋆)phys on the physical Hilbert space is as
described at the end of subsection 4.3.
5.6 p = q = 2
The case p = q = 2 was analysed in [10]. Group averaging does not converge on the
test space of section 4, but the l = j = 0 sector of the test space can be modified so
that group averaging converges and the physical observable algebra includes A(⋆)phys. The
physical Hilbert space decomposes into a direct sum of four Hilbert subspaces, each of
them carrying a distinct representation of A(⋆)phys.
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6 Discussion
We have discussed the quantisation of a constrained system with unreduced phase space
R
2(p+q), classical gauge group SL(2,R) and a distinguished o(p, q) algebra of classical
observables. We employed refined algebraic quantisation, using group averaging on an
auxiliary Hilbert space to find the inner product on the physical Hilbert space. We
took care to select the quantisation input so that when a quantum theory is recovered,
the classical o(p, q) algebra gets promoted into an operator algebra represented on the
physical Hilbert space.
When p ≥ 2, q ≥ 2, p + q > 4 and p + q ≡ 0 (mod 2), we found a quantum theory
with a nontrivial representation of the o(p, q) observables. For p = q = 2, a similar
result was obtained in [10]. For (p, q) = (1, 3) or (3, 1), we found a quantum theory with
a one-dimensional Hilbert space and a trivial representation of the o(p, q) observables.
For other values of p and q we found no quantum theory.
We also discussed Ashtekar’s algebraic quantisation, solving first the quantum con-
straints without an inner product and then promoting the classical o(p, q) algebra into
operators whose star-relations determine the physical inner product. For all values of p
and q for which group averaging gave a quantum theory, algebraic quantisation gave a
quantum theory that is (anti-)isomorphically embedded in the group averaging theory.
For p = q = 3, we showed that this algebraic quantisation theory is unique.
With both algebraic quantisation and group averaging, qualitative changes emerged
depending on whether p and q are less than, equal to, or greater than 2. This could
be expected from the properties of the classical reduced phase space: The reduced
phase space contains a symplectic manifold when and only when min(p, q) ≥ 2, and
this symplectic manifold is connected when and only when min(p, q) ≥ 3. However, a
phenomenon not expected on classical grounds was that neither algebraic quantisation
nor group averaging gave a quantum theory for p+q ≡ 1 (mod 2). The technical reason
was that both quantisation schemes represented the o(p)⊕ o(q) subalgebra of o(p, q) by
integer-valued rather than half-integer-valued angular momenta. Obtaining quantum
theories for p+ q ≡ 1 (mod 2) by some ‘fermionic’ modification might be an interesting
challenge.
For p = q = 1, both algebraic quantisation and group averaging failed to give a quan-
tum theory, for closely related reasons. Algebraic quantisation led to a two-dimensional
vector space of solutions to the constraints, but requiring the o(1, 1) generator to be
symmetric forced the sesquilinear form on this vector space to be indefinite. In group
averaging, a judicious choice of the test space ensured convergence of the averaging and
the inclusion of the o(1, 1) generator in the would-be physical observable algebra, but
the outcome was the same indefinite sesquilinear form on the same two-dimensional
vector space as in algebraic quantisation. It is not clear whether the case p = q = 1
has physical interest, especially as the reduced phase space consists of just three points,
non-Hausdorff close to each other, but from the mathematical point of view this provides
the first example known to us where group averaging fails to produce a Hilbert space
owing to indefiniteness of the would-be inner product. As the uniqueness theorem of [8]
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does not assume positive definiteness, the theorem is applicable here and implies that
our test space admits no rigging maps.
We assumed throughout p ≥ 1 and q ≥ 1. If either p or q vanishes, the action (2.1)
still defines a classical theory, but the reduced phase space then consists of a single
point. Algebraic quantisation in the representation of section 3 gives no solutions to
the constraints, and when group averaging based on the harmonic oscillator eigenstates
converges, it gives an identically-vanishing sesquilinear form owing to the θ-dependence
in U(g)Ψ (E.7).
Finally, one would like to characterise the representations of o(p, q) on our physical
Hilbert spaces in terms of invariants [42], as done in [10, 16, 21] for p = q = 2. The value
of the quadratic Casimir operator can be read off from (3.5). As our representation of the
gauge group on the auxiliary Hilbert space is isomorphic to the oscillator representation
of SL(2,R) [38], the joint representation theory of the dual pair
(
O(p, q), SL(2,R)
)
[47, 48] may be useful with this question.
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A Appendix: SL(2,R)
In this appendix we collect some relevant properties of SL(2,R). The notation fol-
lows [38].
SL(2,R) consists of real 2 × 2 matrices with unit determinant. The Lie algebra
sl(2,R) is spanned by the matrices
h :=
(
1 0
0 −1
)
, e+ :=
(
0 1
0 0
)
, e− :=
(
0 0
1 0
)
, (A.1)
whose commutators are [
h , e+
]
= 2e+ ,[
h , e−
]
= −2e− ,[
e+ , e−
]
= h . (A.2)
Elements of SL(2,R) have the unique Iwasawa decomposition
g = exp(µe−) exp(λh) exp[θ(e+ − e−)] , (A.3)
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or explictly
g =
(
1 0
µ 1
)(
eλ 0
0 e−λ
)(
cos θ sin θ
− sin θ cos θ
)
, (A.4)
where µ ∈ R, λ ∈ R and 0 ≤ θ < 2π. The unique Iwasawa decomposition of the
universal covering group of SL(2,R) is given by (A.3) with −∞ < θ < ∞, and that
of the double cover by 0 ≤ θ < 4π. The left and right invariant Haar measure reads
dg = e2λ dλ dµ dθ.
B Appendix: Linear independence of the con-
straints
In this appendix we show that the gradients of the constraints are all vanishing on Γ0,
linearly dependent but not all vanishing on Γex, and linearly independent on Γreg.
From (2.3), the gradients of the constraints read
dH1 =
∑
i
(pidpi − vidvi) ,
dH2 =
∑
i
(πidπi − uidui) ,
dD =
∑
i
(uidpi + pidui − πidvi − vidπi) . (B.1)
For α, β, γ ∈ R, the equation αdH1 + βdH2 + γdD = 0 is equivalent to
γu+ αp = 0 = −βu + γp ,
γpi + αv = 0 = −βpi + γv . (B.2)
Γ0 is clearly the set where the gradients of all the constraints vanish.
On Γex, we saw in section 2 that each point can be brought to the form (2.11) by a
gauge transformation (2.5) with some g ∈ SL(2,R). Given such a g, (B.2) is satisfied
by α = (g12)
2, β = −(g11)2 and γ = g11g12, where at least one of α and β must
be nonvanishing since det(g) 6= 0. Hence the gradients of the constraints are linearly
dependent on Γex.
On Γreg, the pair (u,p) (as well as the pair (v,pi)) is linearly independent, and (B.2)
implies α = β = γ = 0. Hence the gradients of the constraints are linearly independent
on Γreg.
C Appendix: Separation of Mreg by Aclass
In this appendix we show that the classical observable algebra Aclass separates Mreg.
We assume p ≥ 2 and q ≥ 2, which is necessary and sufficient forMreg to be nonempty.
The case p = q = 2 was treated in [10, 16, 21].
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Let Mi, 1 ≤ i ≤ p, be the subset ofMreg whose points have a representative in Γreg
satisfying the gauge conditions (2.13) with u2i + p
2
i > 0. It follows that Mi ∩Mj 6= ∅
for all i and j and
Mreg =
p⋃
i=1
Mi . (C.1)
Lemma C.1 Let a˜ ∈ Mreg and b˜ ∈ Mreg such that there is no Mi containing both a˜
and b˜. Then Aclass separates a˜ and b˜.
Proof . Let a = (u,p, v,pi) ∈ Γreg and b = (u′,p′, v′,pi′) ∈ Γreg be representatives of
respectively a˜ and b˜, each satisfying (2.13). As the pair (u,p) is linearly independent,
there exist i 6= j such that uipj−ujpi 6= 0. It follows that a˜ ∈Mi∩Mj . By assumption
then b˜ /∈Mi∪Mj , which implies u′i = p′i = u′j = p′j = 0. Hence Aij(a˜) = uipj−ujpi 6= 0
but Aij(b˜) = u
′
ip
′
j − u′jp′i = 0, which shows that the observable Aij (2.9) separates a˜
and b˜. 
Remark . Repeating the proof with a˜ and b˜ interchanged shows that points satisfying
the conditions of Lemma C.1 exist only for p ≥ 4.
Theorem C.1 Aclass separates Mreg.
Proof . By Lemma C.1, it suffices to consider individually each Mk.
From now on letMk be fixed. We saw in subsubsection 2.3.3 thatMreg can be repre-
sented as the quotient of the set (2.13) under the U(1) action given by (2.5) with (2.14).
Within Mk, each U(1) equivalence class in (2.13) has a unique representative that sat-
isfies pk = 0 and uk > 0. Performing on this representative a gauge transformation (2.5)
with g = diag(u−1k , uk), we obtain a point in Γ satisfying
u
2 = pi2 > 0 , p2 = v2 > 0 ,
u · p = v · pi = 0 ,
pk = 0 , uk = 1 . (C.2)
It follows that Mk can be represented as the subset of Γ satisfying (C.2).
Let now a˜, b˜ ∈ Mk such that A(a˜) = A(b˜) for all A ∈ Aclass. Let a = (u,p, v,pi)
and b = (u′,p′, v′,pi′) be the respective representatives of a˜ and b˜ in the gauge (C.2).
We shall show that a = b. We use the basis (2.9) of Aclass.
Consider the observables Aij. From Aij(a˜) = Aij(b˜) we obtain
uipj − ujpi = u′ip′j − u′jp′i , (C.3)
where 1 ≤ i ≤ p and 1 ≤ j ≤ p. With i = k and j 6= k, the gauge conditions (C.2) show
that (C.3) reduces to pj = p
′
j . The gauge conditions (C.2) imply directly that pk = p
′
k.
Hence p = p′.
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Multiplying (C.3) by pj and summing over j gives
p
2ui − (u · p)pi = (p · p′)u′i − (u′ · p)p′i . (C.4)
Using p = p′ and (C.2), (C.4) reduces to ui = u′i. Hence u = u
′.
Consider then the observables Cij. From Cij(a˜) = Cij(b˜) we obtain
uivj − piπj = u′iv′j − p′iπ′j , (C.5)
where 1 ≤ i ≤ p and 1 ≤ j ≤ q. With i = k, (C.2) shows that (C.5) reduces to vj = v′j.
Hence v = v′.
Substituting u = u′, p = p′ and v = v′ in (C.5) gives pi(πj − π′j) = 0. As p2 > 0,
this implies πj = π
′
j. Hence pi = pi
′. 
D Appendix: A(⋆)phys on Vphys for p = q = 3
In this appendix we analyse the representation of A(⋆)phys on Vphys for p = q = 3, displayed
in Table 1. We show first that this representation is irreducible. We then show that
the only inner products in which the star-relations (3.13) become adjoint relations are
multiples of (3.14).
Proposition D.1 Let U ⊂ Vphys be a linear subspace invariant under A(⋆)phys, U 6= {0}.
Then U = Vphys.
Proof . Recall that the operator L̂2 := Lˆ20 +
1
2
(
Lˆ+Lˆ− + Lˆ−Lˆ+
)
satisfies L̂2Ψlmn =
l(l+1)Ψlmn. Let u ∈ U , u 6= 0. Then u =
∑
almnΨlmn, where only finitely many almn are
nonzero. Let l0 be the largest l for which some almn is nonzero. Then u
(1) :=
∏
l<l0
[
L̂2−
l(l+1)
]
u = k
∑
mn al0mnΨl0mn, where k 6= 0. Acting on u(1) finitely many times with Lˆ+
and Jˆ+ gives the vector u
(2) = a(2)Ψl0l0l0 6= 0, and u(3) := (Lˆ−)l0(Jˆ−)l0u(2) = a(3)Ψl000 6=
0. Hence Ψl000 ∈ U .
A direct computation from Table 1 shows that Jˆ−Cˆ
+
1 Ψl00−(l−1)Cˆ0Ψl00 is a nonzero
multiple of Ψl+1,00 for all l and Jˆ−Cˆ
+
1 Ψl00+(l+1)Cˆ0Ψl00 is a nonzero multiple of Ψl−1,00
for l > 0. It follows by induction that Ψl00 ∈ U for all l. Acting on Ψl00 with Lˆ± and
Jˆ± shows that Ψlmn ∈ U for all values of the indices. 
Proposition D.2 Let (· , ·) be an inner product in which the star-relations (3.13) be-
come adjoint relations. Then (Ψlmn ,Ψl′m′n′) = r(2l+1)δll′δmm′δnn′, where r is a positive
constant.
Proof . The adjointness relations imply that the operator L̂2 introduced in the proof
of Proposition D.1 is self-adjoint. Hence l′(l′ + 1)(Ψlmn,Ψl′m′n′) = (Ψlmn, L̂2Ψl′m′n′) =
(L̂2Ψlmn,Ψl′m′n′) = l(l + 1)(Ψlmn,Ψl′m′n′), which shows that (Ψlmn,Ψl′m′n′) vanishes for
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l 6= l′. By standard angular momentum techniques in the o(3) subalgebras generated
respectively by the Lˆ’s and the Jˆ ’s (see for example [49]), we then find
(Ψlmn ,Ψl′m′n′) = Alδll′δmm′δnn′ , (D.1)
where Al depends only on l.
To determine Al, we use the self-adjointness of Cˆ0. Writing Ψl := Ψl00 and using the
action of Cˆ0 from Table 1 and (D.1), we compute
(l + 1)2
2l + 1
Al =
(l + 1)2
2l + 1
(Ψl ,Ψl)
= (Ψl , Cˆ0Ψl+1)
= (Cˆ0Ψl ,Ψl+1)
=
(l + 1)2
2l + 3
(Ψl+1 ,Ψl+1)
=
(l + 1)2
2l + 3
Al+1 , (D.2)
from which by induction Al = (2l + 1)A0. 
E Appendix: Convergence of the group averaging
In this appendix we provide the group averaging convergence results needed in the main
text. When not mentioned otherwise, p and q are arbitrary positive integers.
To begin, consider U(g)Ψljmnkukv . Writing g in the Iwasawa decomposition (A.3),
(4.2) gives
U(g) = exp(−iµHˆ2) exp(−iλDˆ) exp
(−iθ(Hˆ1 − Hˆ2)) . (E.1)
As Ψljmnkukv is an eigenstate of Hˆ1 − Hˆ2 with eigenvalue Eu −Ev, (4.3) yields
U(g)Ψljmnkukv =
z(j˜−l˜)/2e−iθ(Eu−Ev)
(2πiµ)q/2
Ylku
(
θ(u)
) ∫ ∞
0
dv′ ul(v′)j+q−1Ll˜m(u
2/z)Lj˜n
(
z(v′)2
)
× exp
[
−1
2
(
u2
z
+ z(v′)2
)
+
i
2
(
µu2 +
v2 + (v′)2
µ
)]
×
∫
dΩv′ exp
(
− i
µ
(v · v′)
)
Yjkv
(
θ(v
′)
)
, (E.2)
where z := e2λ and we are assuming µ 6= 0, v 6= 0 and u 6= 0.
We need to evaluate the angular integral in (E.2). Suppose q > 2. We write v · v′ =
vv′ cos γ and expand the exponential under the angular integral by ([44], page 98)
eit cos γ =
1
2
Γ
(
q − 2
2
) ∞∑
a=0
ia (2a+ q − 2) J(q−2+2a)/2(t)
(t/2)(q−2)/2
C(q−2)/2a (cos γ) . (E.3)
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We then expand the Gegenbauer polynomial C
(q−2)/2
a (cos γ) as
C(q−2)/2a (cos γ) =
4πq/2
Γ
(
(q − 2)/2)(2a+ q − 2)∑
k
Yak
(
θ(v)
)
Yak
(
θ(v′)
)
, (E.4)
which follows from formula 11.4(2) in [43] (correcting a typographical error in the nor-
malisation factor, as seen from the final step of the proof on page 247). Using the
orthonormality of the spherical harmonics, we obtain∫
dΩv′ exp
(
− i
µ
(v · v′)
)
Yjkv
(
θ(v
′)
)
= (2π)q/2i−j
(
vv′
µ
)(2−q)/2
J(q−2+2j)/2(vv
′/µ)Yjkv
(
θ(v)
)
. (E.5)
For q = 2, (E.5) follows by recognising the angular integral as a representation of Jj, and
for q = 1 it follows from the relation of J±1/2 to trigonometric functions ([43], Sections
7.3.1 and 7.11). Hence, for all p ≥ 1 and q ≥ 1, we have
U(g)Ψljmnkukv =
i−j˜−1z(j˜−l˜)/2e−iθ(Eu−Ev)
µ
Ylku
(
θ(u)
)
Yjkv
(
θ(v)
)
u(2−p)/2v(2−q)/2
×
∫ ∞
0
dv′ ul˜(v′)j˜+1Jj˜(vv
′/µ)Ll˜m(u
2/z)Lj˜n
(
z(v′)2
)
× exp
[
−1
2
(
u2
z
+ z(v′)2
)
+
i
2
(
µu2 +
v2 + (v′)2
µ
)]
. (E.6)
Performing the integral in (E.6) gives ([50], formula 7.421.4)
U(g)Ψljmnkukv = e
−iθ(Eu−Ev)z(j˜−l˜)/2(1 + iµz)−j˜−1
(
1− iµz
1 + iµz
)n
Ylku
(
θ(u)
)
Yjkv
(
θ(v)
)
×ulvj Ll˜m(u2/z)Lj˜n
(
zv2
1 + µ2z2
)
× exp
[
−1
2
(
1
z
− iµ
)
u2 − 1
2
(
z
1 + iµz
)
v2
]
. (E.7)
We can now use (E.7) to prove the convergence results.
Proposition E.1 Let l˜ + j˜ > 0. Then
(
Ψl′j′m′n′k′uk′v , U(g)Ψljmnkukv
)
aux
is integrable in
absolute value over G.
Proof . It suffices to consider l′ = l, j′ = j, k′u = ku and k
′
v = kv, for otherwise the
integrand vanishes.
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In Ψljm′n′kukvU(g)Ψljmnkukv , we use (4.4) and (E.7) and expand the product of the
generalised Laguerre polynomials as a sum of numerical constants times terms of the
form
(u2)r
′
(v2)s
′
(
u2
z
)r (
zv2
1 + µ2z2
)s
, (E.8)
where r, s, r′ and s′ are non-negative integers. Integrating over u and v term by term,
we find that
(
Ψljm′n′kukv , U(g)Ψljmnkukv
)
aux
is a sum of terms whose respective absolute
values are numerical constants times
z(l˜+j˜)/2+1+s+r
′
(1 + µ2z2)
(s′−s)/2[
(z + 1)2 + µ2z2
]1+(l˜+j˜+r+r′+s+s′)/2 . (E.9)
An elementary analysis shows that sufficient conditions for (E.9) to be integrable over
G in the Haar measure e2λ dλ dµ dθ = 1
2
dz dµ dθ are
l˜ + j˜ + 2r + 2s > 0 ,
l˜ + j˜ + 1 + r + 2s > 0 , (E.10)
which hold since l˜ + j˜ > 0 by assumption. 
Proposition E.2 Let l˜ + j˜ > 0 and p+ q ≡ 1 (mod 2). Then the value of the integral
in Proposition E.1 is zero.
Proof . As p + q ≡ 1 (mod 2), G is the double cover of SL(2,R) and the range of
θ in (E.1) is θ is 0 ≤ θ < 4π. By Proposition E.1, we may perform the integral over θ
first, and the θ-dependence in (E.7) shows that this integral evaluates to zero. .
Theorem E.3 Let p ≥ 2, q ≥ 2 and p+ q > 4. Then the integral in (4.8) converges in
absolute value for all φ1, φ2 ∈ Φ. If p+ q ≡ 1 (mod 2), the value of the integral is zero.
Proof . It suffices to consider φ1, φ2 ∈ {Ψljmnkukv}. The inequalities on p and q imply
that the conditions of Propositions E.1 and E.2 are satisfied. 
Proposition E.4 Let l˜ > 0 and j˜ > 0. Then Ψljm′n′kukvU(g)Ψljmnkukv is integrable in
absolute value over G× Rp+q.
Proof . In Ψljm′n′kukvU(g)Ψljmnkukv , we use (4.4) and (E.7), expand the product of
the generalised Laguerre polynomials as in the proof of Proposition E.1 and consider
the individual terms in this expansion. We now first take the absolute value and then
integrate. The integrals over θ, θ(u) and θ(v) are bounded by constants, the integrals
over u and v are convergent and easily performed, and an elementary analysis shows
that the remaining
∫
dz dµ integral is convergent provided l˜ > 0 and j˜ > 0. 
Theorem E.5 Let p = 1, q = 3 and let Φmod be as in subsection 5.2. Then the integral
in (4.8) converges in absolute value for all φ1, φ2 ∈ Φmod.
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Proof . The only case not covered by Proposition E.1 is φ1 = ψmn, φ2 = ψm′n′ .
In ψm′n′U(g)ψmn, we use (5.12), (5.13) and (E.7) and expand the generalised Laguerre
polynomials of argument u2/z and zv2/(1 + µ2z2) as polynomials in their respective
arguments. Inequalities (E.10) in the proof of Proposition E.1 show that it suffices to
keep only the constant terms of these polynomials. Doing this, and integrating over
u1 and v by 7.414.8 in [50], we obtain two terms whose absolute values are numerical
constants times
z2[
(z + 1)2 + µ2z2
]2 × [(z − 1)2 + µ2z2(z + 1)2 + µ2z2
](m′+n′)/2
, (E.11)
which is integrable in the measure dz dµ. 
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