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Shared transport is an economical and sustainable mode of urban mobil-
ity. It occupies very important position in the mobility market nowadays.
Given the growing market size and importance of Bike-Sharing System, we
analysed the urban mobility patterns based on 2 year real data from NYC
Citibike Static Bike-Sharing System dataset which contains users’ mobility
information. We performed meteorological analysis, demographic analy-
sis, temporal and spatial analysis on the dataset to explore the correlation
between variables. Thus it gives us a better understanding about urban
mobility and the possibility to improve some mobility issues.
One of the issues we discussed in this thesis is the Bike Rebalancing
Problem. Given the demand-driven nature of shared transport systems,
availability of its infrastructure heavily depends on users’ mobility patterns.
An unbalanced situation where the number of available vehicles cannot meet
user demand will reduce the efficiency of vehicle-sharing system. We de-
signed several machine learning approaches to predict the user demand using
historical trip data, weather data and geographic data.
All models were evaluated under 150 comparisons with different hyper-
parameter settings. The Long Short-Term Memory (LSTM) with encoder-
decoder architecture which feeds with past sequential feature and future
sequential feature, outperform all other models built in this thesis. It can
successfully predict the user demand of next future month with much better
accuracy than the baseline model. By using data of last 12 months, the
LSTM can lower down 24.8% of RMSE and MAE comparing with historical
average.
Keywords: Time-Series, Long Short-Term Memory network (LSTM),
Static Bike Sharing System, Big Data, Mobility Pattern, Deep Learning,
Predictive Modelling, New York Citibike
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Chapter 1
Introduction
In recent years, the Internet of Things (IoT) has been gaining popularity
and has become a hot topic in computer science researches. In the IoT
paradigm, many of the objects that surround us are on the network in one
form or another[1]. The Sharing Economy is grown within this context
pursuing the concept of Decentralised, Equitable and Sustainable[2]. It’s a
modern way of allocation system to avoid idle in resources and to stimulate
the economy.
The Vehicle-Sharing System (VSS) is a perfect example of Sharing
Economy and IoT application to Smart Cities. The basic idea is that the
user can rent a vehicle for a short period of time and in exchange, give
vehicle’s owner an amount of money for the service. In this way, the owner
gets financial compensation and also reduce idle time of the vehicle. The
VSS is an economical and sustainable mode of urban mobility. It takes
a very important position in the mobility market nowadays. Given the
growing market size and importance of VSS, there is a increasing interest in
the research community in understanding the urban mobility patterns and
which factors affect travel behaviours. Currently there are three types of
VSS in the market depends on vehicle type: Carsharing (CS), Bike-Sharing
(BS) and Scooter-Sharing (SS).
Vehicle-Sharing System
Carsharing Bike-Sharing Scooter-Sharing
Station-Based Bike-Sharing Fleet-Floating Bike-Sharing
Figure 1.1: Types of VSS
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In this thesis, we are interested in a particular case of BS system which
is the Station-Based Bike-Sharing (SBBS) system. It’s composed by
three resource components:
• A set of bicycles B which can be rented by user.
• A set of stations S where a bicycle can be picked-up or dropped-off.
• A fleet of vehicles R used to reposition bicycles from one location to
another.
It consists that all available bikes Bavailable are located in a si ∈ S. S
are scatteredly distributed over the service area. The user can pick up a
b ∈ Bavailable in any s and return to any s with empty bike slot. At the
same time, a fleet of R will collect lost bikes or bikes from fully loaded
station to other available stations.
From client side, the whole process is easy and self service. In term of
cost, it’s much cheaper than most transportation options. On the other
hand, it reduce CO2 emissions which is crucial for a modern city to have
sustainable development and green environment. However, no public paper
has compared the reduced emission with the resource used to produce and
to recycle a bike yet. According an analysis of carbon reduced in Shanghai
with BSS, it saved 8,358 tonnes of petrol and decreased CO2 and NOx
emissions by 25,240 and 64 tonnes, respectively [3] . By the conversion of
United States Environment Protection Agency rate, it equals to 4,352,849
gallons of diesel consumed.
It’s specially important not just because it’s low-carbon, but also it solves
the first-mile and last-mile problem (FMLM)1. FMLM is one of major
problems that metropolis are facing. It requires thorough planing of public
transportation system and continuous development of routes. Therefore
BSS is a relatively easier solution in term of installation and cost to this
problem. Many interesting analysis about BSS has been documented in an
evaluation report in 2017 [4]. Its user survey data showed that with almost
75% respondents are using bike share to access transit. Similar research was
also conducted in China, Li’s article shows that 79% of users are using BSS
to commute for school or work[5].
The latest report[6, 7] estimated that BSS have been implemented in over
70 countries and more than 1000 cities. For example, in case of Barcelona, we
have Bicing as our main BS service provider. However they don’t provide
open data access to public, thus we’re using public dataset from New York
Citi Bike for this thesis.
1FMLM: ”First mile” refers to the gap between origin and public transit while ”Last
mile” refers to the gap between public transit and destination.
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1.1 Problem description
These shared systems provide an alternative and more sustainable low-
carbon- free mode of transportation. Unfortunately, despite the significant
benefits from BSS, it’s very challenging to operate these systems in an ef-
fective way. The main reason is because of that human mobility behaviour
results in spatial imbalance of the bike inventory over time. Then the sys-
tem equilibrium is often characterised by low availability of bikes or open
docks, for pickups or returns respectively. This imbalance of human mobil-
ity behaviours may be caused by daily commuting patterns or topographical
conditions[8].
Once the system equilibrium is totally broken (half station completely
full and half station completely empty), the system can be unbearably us-
able. Therefore, those service providers have a fleet of vehicles R to pick
up bicycles from stations with high occupation and deliver them to low oc-
cupied stations. This operation is usually called Repositioning. One of
the keys to success for SBSS is an the constant effective repositioning. This
is the user demand-driven rebalancing problem. Given the demand-driven
nature of shared transport systems, availability of its infrastructure heav-
ily depends on users’ mobility patterns. An unbalanced situation where
the number of available vehicles cannot meet user demand will reduce the
efficiency of vehicle-sharing system.
This problem is known as the Bike Rebalancing Problem or Bike
Repositioning Problem (BRP). There are two challenges for this prob-
lem:
Problem 1 First, it’s necessary to determine the pick-up and drop-off
demands at station-level, which can be impacted by multiple factors, such as
time, location, weather conditions, traffic situations and particularity of each
station[9]. This is a challenging problem due to the user demand are highly
dynamic and inter-correlated in temporal and spatial domains. Specially
any event happened in a station can have further impact to other stations.
For example, if a station is fully-loaded during a time period, consequently
users have to return bike to nearby stations during that period. Therefore
the interaction between different stations should also be considered.
Problem 2 Second, given the predicted results and knowing how many
bikes should be taken or placed for each station, it still requires route op-
timisation techniques to redistribute re-positioning vehicle efficiently so the
cost can be minimised. Because we have multiple re-positioning vehicles
and they have limited capacity, it can be interpreted as a large-scale Multi-
ple Capacity Vehicle Routing Problem with Pickup and Delivery
(MCVRPPD)[9].
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The BRP involves bicycle re-positioning and vehicle routing, its algo-
rithm is already deeply studied by many research groups [10–12]. Thus in
this thesis, we are only interested in the problem 1, the prediction of user
demand at station level.
1.2 Objective
The purpose of this thesis is to predict the user demand based on histor-
ical trip data, weather data and geographic data, and to understand user
mobility pattern. In other words, we can list objectives of thesis as following:
• To forecast user demand (pick-ups and drop-offs) by using historical
trip data, weather data and geographic data.
• To understand advantage and disadvantage of traditional statistic mod-
els and machine learning models for time series forecasting.
• To understand user characteristic with historical trip data.
• To identify factors that influence user usage and to explore the cor-
relation between user usage with demographic, spatial, geographic,
temporal and meteorological characteristics.
• To visualise the imbalance and to confirm if re-positioning is necessary.
1.3 Scope and limitation
To tackle these challenges, the scope of this thesis involves:
• Data collection from different data sources. We collect historical trip
data from https://www.citibikenyc.com/, historical meteorological
data from www.wunderground.com and holiday data from python li-
brary.
• ETL for collected data. Some cases it involves the imputation for
missing values.
• Empirical data analysis from different perspectives.
• Predictive modelling with different algorithms: Singular Spectrum
Analysis(SSA), Seasonal Auto-regressive Integrated Moving Average(ARIMA),
Multi-layer Perceptron Neural Network (MLP) and Long Short Term
Memory Neural Network (LSTM). Most of them are built by using
open source Python library Keras, Sklearn and Statsmodels.
• Hyperparameter tuning.
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• Evaluation of predictive performance by different use cases.
• Python and R as main programming language used during this thesis.
We are using data from NYC Citi Bike, which operates in Jersey
city and New York city. Thus the prediction area is limited by it. On the
other hand, time series model requires continuity with data. However, data
collected for predictive models are collected at beginning of thesis, there
is a time limit of the use of models. In particular, the domain range of
thesis is defined from 2017 January to 2018 December. Although we build
different models and perform hyperparameter tuning, we cannot test every
cases due to limited computation resources and thesis deadline. Finally,
there is not an official benchmark for the prediction and each researcher
they are evaluating according their own use cases and baseline. So we cannot
compare our predictive performance with other authors.
1.4 Outline of thesis
The thesis is organized in the following sections:
The chapter 2 summarises the evolution of BSS since the first generation
until the latest. Further we present a overview of state of art of predictive al-
gorithm to forecast user demand for BSS. Some algorithms are implemented
and they are more detail described in chapter 6.
The chapter 3 presents our methodology as a CRISP-DM process and
the design of workflow we followed during the research.
The chapter 4 describes the dataset and the whole process of ETL. Many
preprocessing techniques are applied and well explained.
The chapter 5 conducts different empirical analysis to the dataset: de-
mographic, spatial, trip, temporal and meteorological analysis. Through
these analysis, many factors that influence user usage are identified and
many interesting user mobility patterns are revealed. We also visualise the
imbalance phenomenon with solid evidence.
The chapter 6 elaborates different predictive models to forecast user
demand. The main focus in this chapter is the LSTM because it’s the latest
technique in area of time series forecasting. In addition, several hyper-
parameter tuning techniques are implemented. Due to resource limitation,
some are manually tuned.
The chapter 7 evaluates and compares implemented predictive models
and every single mutated version with different use cases. Moreover, we val-
idate the model by visualising the prediction result of last month of dataset
and compare it with baseline model and real value. Thus we can validate
both the evaluation system and model to ensure the correctness of thesis.
The chapter 8 recaps the main results and discoveries. Finally, we discuss
about some considerations and improvements which can be done for the
5
future research.
The project is hosted in Github repository: https://github.com/
Qiaorui/tfm. It contains a prepared script ready to reproduce the entire
project including analysis, ETL, modelling, evaluation and reporting which
presented in this thesis. On the other hand, all codes, scripts, dataset,
resources, logs and plots can be found in the attached file. Thus the presen-
tation of coding and annex part will be minimised in this report.
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Chapter 2
State of the art
In this chapter, we give a brief introduction of evolution of BSS and then
talk about the state of the art of predictive algorithms. Some algorithms
are implemented and they are more detail described in chapter 6.
2.1 Evolution of Bike Sharing System
The first generation of BSS was introduced in 1965 by Provos[13]. The
project was called ”White Bikes Plan” or ”Free Bike Systems” because
Provos painted 50 bikes white and placed them in Amsterdam for everyone
to use freely. This bike sharing concept was well represented and it success-
fully spread over France and United Kingdom. However, due to the lack of
maintenance, most bikes were stolen or damaged.
In order to overcome losses, a new type of BSS is launched in January
1995 named Bycyken in Copenhagen. This second generation of BSS is
a coin-deposit system[13]. Users need to pay a refundable deposit (20
DKK) to unlock the bike. In this way, Bycyken’s losses can be covered. The
most important thing is, the Bycyken introduced docking stations, which is
the key component for future generations. Still, Bycyken had a drawback
that it’s has no time limit, which means that often bikes are not returned.
To solve this situation, the third generation was built in 1998 by Clear
Channel in Frances[13]. They add check-ins/outs, gps and IT-system
based on the second. Thus they can limit the user usage time and to be able
to retrieve in case of lost. The Bicing of Barcelona is an example of third
generation BSS.
Years later, a new type of multi-modal system appeared in worldwide.
It’s characterised to be demand-responsive and multi-modal. The fourth
generation of BSS is the Fleet-Floating Bike-Sharing system, also known as
Dockless Bike Sharing system. Users can send request via SMS or app
to unlock a bike and drop-off in any place of service area[13]. This new kind
can bring much more flexibility to users. However, FFBSS generates high
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amount of misparked cases. Some bikes are dropped off in some restricted
area and impeded normal access. Even 4% of FFBS bikes blocking pathways
constitutes are still too many [4].
Finally, a recent report from Roland Berger shows a rise of firth genera-
tion with concept of Smart Mobility. The new type will improve the data
usage and integration with other mobility platforms. It also attends to build
predictive algorithms to maximise utilisation of bike sharing system[6]. This
is the topic we want to discuss though this thesis.
2.2 Literature reviews
The core of this thesis is the first challenge of BRP, to correctly predict user
demand, as we mentioned in section 1.1. Several predictive algorithms are
published along the evolution of BSS.
The BRP has two branch: the Static BRP (SBRP) and Dynamic
BRP (DBRP). The difference is that SBRP considers the positioning re-
sult and forecasting result independently while DBRP has the repositioning
period and the forecasting period overlapped[14]. Most of studies have ex-
amined the SBRP because the changes in the bike usage during repositioning
period are negligible. Since our thesis doesn’t involve the repositioning algo-
rithm, then SBRP and DBRP are indifference to our problem. Nevertheless,
only few studies that have focused on the prediction of BSS usage.
Dong Zhang proposed to use a continuous-time Markov chain (CTMC)
model to forecast the dynamics of the inventory level at each station. Then,
the bicycle repositioning and the vehicle routing is integrated with the
user demand estimating, leading to a non-linear time-space network flow
model[14]. Finally it can formulate either as nonlinear mixed-integer
problem and solved it with a commercial solver which Contardo presented
in 2012 [15] or as an equivalent MIP model and solve it with an heuristic
algorithm. However, this forecast approach doesn’t consider neither the
weather condition nor the particularity of event/holiday. It relies mostly in
statics distribution. On the other hand, the prediction result is not evalu-
ated, so we cannot compare its performance.
Some researchers use statistic distribution model to simulate bicycle
pick-up and drop-off demand. For example, Chiariotti uses Poisson dis-
tribution to simulate demand in station level[9]. Although the historical
data analysis gives insights on the bike demand, the heterogeneous user be-
haviour and unexpected events make it challenging to accurately predict
the traffic pattern. Thus to simplify the problem, many researchers applied
clustering to reduce number of prediction target process[12, 16–18]. Some
papers perform not just spatial clustering but also temporal clustering[19,
20].
However, those conventional models cannot integrate third party infor-
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mation such as weather condition or holidays. So in recent years, several
studies try to predict BSS demand using data mining techniques in order
to fill this feature gap. For example, Liu used Meteorology Similarity
Weighted KNN (MSWKNN) regression with weather data integrated for
station bike pick-up demand prediction[21]. They evaluate the model with
200 stations of New York City Citibike data and it gets MAE from hourly
pick-up between 1.59 and 1.75[21]. Caggiani uses two Artificial Neural
Network to predict user demand, one for pick-ups and another one for drop-
offs[22]. Zeng extracted global features using the gradient boosting deci-
sion tree (GBDT) and neural network (NN) algorithms[23]. Then they
put these extracted features into Support Vector Regression (SVR), De-
cision Tree (DT), and Random Forest (RF) to predict the BSS demand.
Finally they found that Random Forest outperforms other models. Same
conclusion with Yang when his team compare RF with Auto-Regressive
and Moving Average (ARMA) [24].
The newest research shows huge interest of applying the Deep Learn-
ing algorithm for the user demand prediction. Specially Long Short-Term
Memory1 (LSTM) neural network and Convolution Neural Network2
(CNN) are proposed to capture the short-term dependencies and spatio-
temporal correlations. Yang’s model shows that CNN can capture spatial
dependence features but inconsistent in temporal dependencies[25]. Even
so, CNN still has better performance than other data mining approaches.
Since the historical trip data is time series, by this nature, it suits more with
time series modelling, then more studies encourage to use LSTM. Mrazovic
proposed a LSTM with encoder-decoder architecture to perform multi-
step-ahead forecasting. The LSTM with non-sequential data integrated can
efficiently predict the user demand over multiple future horizons. Mrazovic
tested LSTM along with other models using NYC Citibike data, and the
result shows that LSTM performs 18% better than RT and 13% better than
gradient boosting machines (GBM)[8]. Xu conducted similar research with
data from Nanjing City and contributed in confirmation of meteorology cor-
relation. Xu tested model with multiple inputs using MAPE metric: 28.37
with trip data only, 14.36 with trip and weather data, 20.47 with trip data
and air quality data, 15.89 with trip and land use data and 12.64 with full
data[26]. Therefore, more meteorology data integrated, better is accuracy.
They also compared the performance with other machine learning methods,
the comparison results suggested that LSTM provide better accuracy than
commonly used machine learning algorithms.
On the other hand, neither LSTM or CNN can capture spatial depen-
1LSTM is an implementation of Recurrent Neural Network(RNN). It’s specialised to
extract feature from sequential data. LSTM units can solve vanishing gradient problem
thus it’s widely used for handwriting recognition and speech recognition.
2CNN is specialised to learn pattern from 2d data and it’s sensitive to the position of
each data. So it’s used mostly in image processing
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dencies and temporal dependencies at the same time. More recently, many
innovation based on LSTM and CNN are presented. Ai used the convo-
lutional LSTM 3 (Conv-LSTM) to predict the FBSS demand and the re-
sult shows that Conv-LSTM is accurate than LSTM [27]. Nevertheless, Ke
proposed a model with similar idea named Fusion Convolutional Long
Short-Term Memory Network (FCL-Net) and the result shows signif-
icantly improvement with 50.9% RMSE lower than Conv-LSTM [28]. An-
other interesting model is Graph Convolution Neural Network with
Data-driven Graph Filter (GCNN-DDGF) developed by Lin [29]. This
model inherited the flexibility of GNN and adapted multiple layer of CNN
and LSTM to handle spatio-temporal features.
However, these models are too complicated thus we won’t implement it
in this thesis. Our main interest will be focused in LSTM model and try to
explore with different architectures.
2.3 Challenges
The BSS user demand prediction problem is difficult not just because the
data is time series but for many reasons. Multiple challenges on demand
prediction were extracted from papers cited in section 2.2. The next chapters
will discuss about different ways to solve below challenges:
Data source Most of BSS datasets are privates, belong to a commercial
company. On the another hand, most high quality weather dataset requires
payment in advance, it’s difficult to find a free data source for research
matter.
Temporal dependencies The dataset is time series type, which means
it’s hardly sensitive to the sequence and it may contains multiple station-
ary patterns. The time can be decomposed to multiple dimension such as
minute, second, hour, day, etc. The feature selection is crucial in this case,
but what Principal Component Analysis (PCA) can do is very limited for
time series data.
Meteorology dependencies The meteorology data is composed by tem-
perature, humidity, wind, visibility, etc. These data also change by the time,
so it’s also a time series data. Prediction a time series data by using another
one makes this problem even harder.
3Conv-LSTM is a model with integrated CNN and LSTM in one end-to-end DL struc-
ture. It can capture spatio-temporal features.
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Spatial dependencies and correlation between stations The spatial
features are difficult to capture inside time series context. The geographic
position has large impact to station demand prediction. Moreover, any event
occurred in any station, its neighbour stations will also be affected. If we
do pairwise correlation between any two stations, the dimension will grow
exponentially and we’ll suffer the curse of dimensionality. A higher number
of dimensions increase exponentially running time of algorithm and higher
possibility of noise.
Scalability Almost all researches done in Europa or America are tested
with around 200-300 stations. But right now NYC Citibike has nearly 1000
stations in 2019. The consumed resource is significantly increased and some
algorithms in the literature are not longer suitable because of problem scale.
Incompleteness of dataset The dataset of NYC Citibike is incomplete
due to lack of user data.
Evaluation All above algorithms are extremely difficult to compare the





In order to tackle these challenges and successfully solve the problem. We fol-
low the Cross-industry standard process for data mining, known as CRISP-
DM. Since this thesis is for research purpose and we aren’t employed by
any company, so we don’t conduct the Deployment phase. The CRISP-DM
methodology is can be illustrated as Figure 3.1.
Figure 3.1: CRISP-DM methodology
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Business Understanding The business system is well explained in chap-
ter 1 and chapter 2 and research objectives are established at beginning in
section 1.2.
Data Understanding To understand data, we perform a detail empirical
analysis in chapter 5. The data exploration is done from multiple dimension
and data visualisation is also provided.
Data Preparation Before the Modelling phase, the data shall be pre-
pared as a suitable form for each model. The entire preparation process will
be discussed across different sections of chapter 6.
Modelling The chapter 6 explains the model implementation in detail.
During this stage, the hyperparameter tuning is also performed. In some
cases, one algorithm may have multiple mutated implementation with dif-
ferent preparation requirement. Thus this is the most time consuming phase
during the whole circle.
Evaluation To assess the performance of model, a sophisticate evaluation
system is required. Some models will fail in this phase, then they will be
refactored and reevaluated. The chapter 7 conducted 150 comparisons with
1500 tests from different perspective and hyper parameter settings.
3.1 Workflow
By following this methodology, we can define our workflow in detail as shown
in Figure 3.2. First we gather raw data from different data sources and then
perform ETL on it. The result will be stored to a cleaned database in order
to save time for further computation. The cleaned BSS trip data will be
split in two for different purpose: Jersey City(JC) BSS and New York
City (NYC) BSS .
Since JC BSS data is much smaller than NYC BSS, we can test and
perform parameter-tuning on JC BSS data first. Then we can verify the
hypothesis on NYC BSS data. By this reason, we analyse first JC BSS,
then check whether NYC BSS performs those patterns or not. Multiple data
analysis are performed in order to achieve the goal set in section 1.2. By
finishing these analysis, we are not just obtaining the user mobility patterns,
but also influencing factor for demand prediction.
The next stage is data modelling and evaluation. To build a complete
a comprehensive and all-round reporting, a list of hyperparameter settings
is defined. In total it’s a list of 150 settings. Every time we load a setting,
the data will be shaped according to the setting parameters and we repeat
the whole modelling, parameter tuning and evaluation circle. For each circle
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Figure 3.2: Workflow diagram
14
we build 10 models: Historical Average(HA), Linear Regression(LR),
Singular Spectrum Analysis(SSA), Seasonal Auto Regressive Inte-
grated Moving Average (SARIMA), Multilayer Perceptron (MLP)
Neural Network and 5 mutations of Long Short-Term Memory (LSTM)




In this chapter we will see the full procedure of ETL and different techniques
of preprocessing are applied. The dataset has date range between 2017
January and 2018 December due to limited usage of meteorology API.
The API is expired after downloaded 2019 April, thus no possible to update
to the latest data.
4.1 Data Collection
During this thesis four datasets are used: historical trip data, bike station
data, meteorology data and holiday data. Each one is collected from different
data source.
Historical trip data The NYC Citibike provides their SBSS data re-
source for free. The historical trip data can be downloaded from its own web-
site: https://www.citibikenyc.com/system-data. They provide data
since 2013 and keep updating monthly. The data files are csv format, or-
ganised by month and city. Currently this service provider is operating in
New York City and Jersey City, thus we can take advantage as mentioned in
chapter 3. The author of thesis begins this thesis at 2019. Due to practical
reason and research purpose, the historical trip data from 2017 January to
2018 December of both cities is downloaded.
Station data The historical trip data contains incorrect information about
geographic location of station, however it’s mandatory to analyse the spatial
dependencies. The correct station data is extracted from NYC official bike
station feed data API: https://feeds.citibikenyc.com/stations/stations.
json. This data is updated in real-time and it returns a json format data
about station information. Despite of credibility of data, it doesn’t contain
all historical stations which are removed or merged. So it can only be used
as complementary information for historical trip data.
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Holiday data Since we are using NYC BSS data, thus US holiday data is
required. This data is obtained from official website of U.S. Office of Per-
sonnel Management: https://www.opm.gov/policy-data-oversight/
pay-leave/federal-holidays/. We extract holiday list from 2017 to 2018
as we defined as domain range of thesis.
Meteorology data The Weather Underground provides high quality
historical meteorology data. However, in order to to acquire the data, the
API access must be paid. We borrowed the API key from a colleague and
it’ll be expired at 2019. The API requires input of specific date and location,
then it returns a json response of hourly weather report during that day. See-
ing that, a automatic scrapper script is used in file weather scrapper.rb.
It sends request each day between 2017 to 2018 and collect data to csv for-
mat. Due to the API usage limit, it requires multiple day to collect full
dataset.
4.2 Dataset Description
4.2.1 Historical trip data
The historical trip data is split into two datasets: JC and NYC. The JC
dataset contains 648820 rows and NYC contains 33912996 rows. Both
dataset has same structure, composed by 15 variables. Each row repre-
sents a completed trip that user get a bike from a station and successfully
returned. The statistical description of dataset is shown in Table 4.1.
Unique Min Max JC NAN NYC NAN
Bike ID 1630 0 0
Birth Year 113 1858 2002 19615 1630335
Gender 2 42341 3179178
User Type 2 117 15909
Trip Duration 43920 61 19510050 0 0
Start Time 2017-01-01 00:00 2018-12-31 23:59 0 0
Start Station ID 926 0 2497
Start Station Name 926 0 2497
Start Latitude 40.51797 45.50636 0 43
Start Longitude -74.096939 -73.56891 0 43
Stop Time 2017-01-01 00:10 2019-01-08 08:39 0 0
End Station ID 926 0 2497
End Station Name 926 0 2497
End Latitude 40.51797 45.50636 785 18
End Longitude -74.096939 -73.56891 785 18
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Table 4.1: Historical trip data summary
The User Type is categorical variable to distinguish between casual user
and subscriber user. The Trip Duration is the duration of trip in seconds.
The meaning of rest variable is self-explanatory. Despite of huge amount of
missing values, those variables such as Birth Year, Gender and User Type
are useless for user demand prediction, so it wouldn’t affect our algorithm.
On the other hand, the lack of station ID or geographic location can be
easily complemented using station data.
4.2.2 Station data
The dimension of station data is 843 rows with Station ID, Latitude and
Longitude. No missing value is observed so the data is already ready to use.
4.2.3 Meteorology data
The dimension of meteorology data is 32759 rows with 6 columns. The
statistical description of dataset is shown in Table 4.2. Many missing values
are observed, these values will be imputed in section 4.3.
• The Datetime is the timestamp when the data has been recorded,
normally it’s hourly update, but it can be more frequent in case of
huge change in the weather. The number of unique values suggests
that dataset contains some repeat records that should be removed.
• The Temperature is normal temperature value in Celsius scale.
• The Wind is the wind speed value in kilometre per hour(kph).
• The Visibility is maximum visible range in km.
• The Weather Condition is a categorical variable that summarises the
weather in words.
Unique Min Max NAN Count
Datetime 32753 2016-01-01 00:51:00 2018-12-31 23:51:00 0
Temperature 152 -18.3 35.6 0
Wind 24 0 137 2900
Humidity 89 9 100 0
Visibility 18 0.4 16.1 277
Weather Condition 16 210
Table 4.2: Meteorology data summary
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4.2.4 Holiday data
The holiday data is a table of all legal holiday as shown in Table 4.3.
Date Holiday
Monday, 2017 January 2 New Year’s Day
Monday, 2017 January 16 Birthday of Martin Luther King, Jr.
Monday, 2017 February 20 Washington’s Birthday
Monday, 2017 May 29 Memorial Day
Tuesday, 2017 July 4 Independence Day
Monday, 2017 September 4 Labor Day
Monday, 2017 October 9 Columbus Day
Friday, 2017 November 10 Veterans Day
Thursday, 2017 November 23 Thanksgiving Day
Monday, 2017 December 25 Christmas Day
Monday, 2018 January 1 New Year’s Day
Monday, 2018 January 15 Birthday of Martin Luther King, Jr.
Monday, 2018 February 19 Washington’s Birthday
Monday, 2018 May 28 Memorial Day
Wednesday, 2018 July 4 Independence Day
Monday, 2018 September 3 Labor Day
Monday, 2018 October 8 Columbus Day
Monday, 2018 November 12 Veterans Day
Thursday, 2018 November 22 Thanksgiving Day
Tuesday, 2018 December 25 Christmas Day
Table 4.3: U.S. Holiday between 2017 and 2018
4.3 Data Cleaning
In spite of having two datasets, the cleaning procedure is identical for both
JC and NYC. The first step of cleaning is to merge historical trip data with
holiday and station information. By extract the date from Start Time and
check if it’s inside of holiday list, we can add a new boolean variable to each
row telling whether the trip happened during the holiday or not.
The station dataset is reliable and up-to-date, but in the original his-
torical trip data, there is a lot of inconsistency caused by wrong geographic
location or expired station data as shown in Figure 4.2 and Figure 4.4. The
blue dots are stations that can be aggregated with other station within 120
meters and red dots are expired or wrong station locations that will be re-
moved or corrected. So the next stage is to fix location data and complement
missing values. Since the station dataset is the latest data, it gets higher
preference. We first swap Latitude and Longitude to the data from station
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dataset. In case of no corresponding station ID is found, then the data
remains the same or will be removed if old values are missing. Finally we
complement missing Station ID by finding the common Latitude and Lon-
gitude. At this point, the historical data, holiday data and station data are
successfully merged.
Figure 4.1: Plot of Station dataset
The second stage is to aggregate the station which are too close to other.
In real life, there are some huge bike stations placed in multiple corner in
the same block. So stations are aggregated if they are close than 130 meters.
On the other hand, some stations are expired or removed, so we assigned
these data to the closest station if it’s inside 1 km range. After this process,
all rows that still contains missing station data or expired station will be
removed. More specific, we identified 125 unique incorrect station data and
41861 rows are removed from JC data, 75089 rows from NYC. The final
amount of JC station is 50 instead of 61, and NYC stations is 742 instead
of 988.
The last stage for historical trip data cleaning is to perform the data
transformation. During this step, we convert Trip Duration to minute scale
for more intuitive visualisation. And, we remove those trips which has
Trip Duration larger than 12 hours because they are considered as outliers.
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Figure 4.2: JC station before
cleaning
Figure 4.3: JC station after
cleaning
Figure 4.4: NYC station be-
fore cleaning
Figure 4.5: NYC station after
cleaning
Then we extract extra time variable from Start Time and Stop Time such
as Year, Season, Month, Weekday and Hour for both. Although we have
huge amount of missing values in Birth Year, Gender and User Type, but
they have no effect to the algorithm, so these missing values are ignored.
On the other hand, the meteorology also has many missing values that
requires imputation. However the data is time series type and it requires
special treatment for that. Multiple solutions are presented in a comparison
report of time series imputation [30]. So for this case, we perform a linear
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interpolation imputation for Visibility and Wind. This imputation is very
suitable due to the continuity nature of time series, it takes values between
missing values and compute a straight line to fill the missing values. The
Weather Condition is a categorical value that summarises the weather con-
dition from other variables. So it can be imputed by learning from other
variables. We use Random Forest (RF) imputation from missForest R
package. It’s a well known package used to impute missing values particu-
larly in the case of mixed-type data. It can be used to impute continuous
and/or categorical data including complex interactions and nonlinear rela-
tions.
Finally the cleaned datasets are saved to local file for the future opera-




The purpose of this chapter is to explore user mobility pattern and to
identify influencing factor that affect user usage. Since the PCA has
limited function to this time series case, so the following analysis will select
most important features for the predictive model.
The methodology during this process is to test with JC data first and
then prove the hypothesis with NYC data. Since NYC data contains more
data, its analysis results are considered more reliable and stable. Thus plots
are came from NYC data by default if not explicitly explanation is given.
Some images may seem too small in printed version, however, readers
should be able to see the full size image once zoom in with pdf version
or access directly the attached files. The presentation is designed in this
way because we want to highlight some important discoveries and make
the analysis chapter cleaner. Otherwise every page will be filled with big
pictures without focus.
5.1 Meteorological analysis
5.1.1 Meteorology data visualisation




























Figure 5.1: The evolution of temperature and humidity between 2017-2018
The evolution of weather is shown in Figure 5.1 and Figure 5.2. Dur-
ing the summer the temperatures grows up to 36 ◦C while the humidity
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Figure 5.2: The evolution of visibility and wind between 2017-2018
also grows with it. These values are clearly following the seasonality pat-
tern in yearly period. However, the wind and visibility perform a random
distribution over time.





































Figure 5.3: The histogram of temperature, visibility, humidity and wind
between 2017-2018
The histogram from Figure 5.3 and Figure 5.4 shows that New York City
has good weather with maximum visibility in most of days. The Humidity
follows a normal distribution in days which are not raining. But when hu-
midity > 80%, it indicates higher possibility of raining, once rained, the
humidity will be significantly increased. That’s the reason of peak we ob-
served when humidity > 90%.











Figure 5.4: Histogram of weather condition
By looking at definition of each weather condition, the Weather Condition






























Figure 5.5: Classification of weather condition
the categorical cardinality. The distribution of cluster is shown in Figure 5.5.




















– Light Freezing Fog
5.1.2 Correlation between weather and demand
In this section we aim to find the relation between weather and BSS user
demand. Multiple correlation plots are presented in Figure 5.6 by setting y
axis as number of hourly trips done and x axis as value of weather variable.
Obviously, the Temperature and demand have a linear relationship, higher is
the temperature, users are more likely to use BSS. However, when the tem-
perature achieve more than 33 ◦C, it falls down quickly. This phenomenon
is reasonable, if it’s too hot, users may not even want to go out. On the
other side, we see peaks at 11 ◦C and 16 ◦C, these are computation errors by
calculating the average hourly based on rare values, which can be ignored.





















Hourly Trip Count by Temperature






















Hourly Trip Count by Visibility



















Hourly Trip Count by Humidity




















Hourly Trip Count by Wind
Figure 5.6: The relation of user demand based on temperature, visibility,
humidity and wind
The Visibility doesn’t seem to matter to user demand prediction. The
distribution is almost random. On the contrary, Humidity and Wind showed
a negative relationship with the user demand. Higher humidity or stronger
wind results in lower user usage. Specially when the wind speed reaches
high enough, almost no bike will be ridden in the street. These are useful
insight which help to predict user demand based on the weather forecasting.
The last analysis in this section is to identify the correlation between
weather condition and correctness of our previous clustering. The JC and
NYC both datasets suggests same conclusion as shown in Figure 5.7 and
Figure 5.8, the green boxes are cloudy conditions, blue for the rainy condi-
tions and red for foggy. We see clearly the cluster shares the same average
hourly demand which proved the correctness of clustering. Moreover, foggy
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conditions and rainy conditions have very close average, thus they can be
further merged. Then the variable can be convert to a Boolean to indicate














































































Hourly Trip Count by Weather Condition















































































Hourly Trip Count by Weather Condition
Figure 5.8: Boxplot of NYC hourly trip based on weather condition
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At this point, the Temperature, Humidity and Wind are candidates of
the influencing factor to user demand prediction.
5.2 Demographic analysis
In this section we analyse user pattern based on user’s demographic data
which are gender and age. One important issue is that the dataset doesn’t
have a unique identification for users, thus it’s not possible to identify neither
the number of unique users nor the trips that particular user has done. So
the number can be not 100% correct but it should be about the same pattern.























Gender & Age Ridership
Masculine
Female
Figure 5.9: Average trip duration based on Gender and Age
During 2017 and 2018, 35.5 million trips have been done, and 74.6% by
masculine users and 25.4% by female users. However, Figure 5.9 suggests
even there is less female user in the system, but they has longer average trip
duration than masculine users. This may be caused by two reasons:
• In general, female users ride slower than masculine users, thus they
require more time to complete the route.
• Female users have different purpose of using BSS. The Figure 5.10
suggests that most of masculine are using BSS to solve short distance
FM/LM problem or to commute. In the meantime, female users don’t
seem to have the distribution of purpose. The proportion of riding
bike during rush hour is not protruding as masculines.
On the other hand, Figure 5.9 shows that young people ride bike with
more duration for fun and once they begin to work, nearly 25 years old,
the average duration decreases. Finally when users are old enough to retire,
they seem to be more careful with health and spent more time riding bike.
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Gender & Schedule relationship
Masculine
Female
Figure 5.10: Average hourly trip count based on Gender and Hour
The Figure 5.10 is a plot that shows the average hourly trip count per
user based on gender and hour. We can observe two obviously peaks in in [7
a.m. - 9 a.m.] and [5 p.m.-7 p.m.]. Those are rush hour for commute which
we’ll prove it later in section 5.4.




























Figure 5.11: Average hourly trip count based on Age group and Hour
Another interesting plot is Figure 5.11, this figure can explain nearly
half life of most people. In this plot we separate the users based on their age
group and calculate the average hourly trip count based on age group and
hour. The first teenager group [15-20] they don’t really use bike at all or
maybe they own a personal bike. Then when users reach the age group [25
- 35], they are the most energetic group among all age groups. They have
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highest frequency in riding bike during rush hour. However, this frequency
decreases by increasing the age. Hence the frequency of riding during rush
hour decreases, and the proportion of riding at middle of the day increases.
So we arrive the same result as when we discussed Figure 5.9.
5.3 Trip analysis





































Trip duration distribution within 60 minutes
Figure 5.12: Trip duration plot: histogram, boxplot without outlier and
duration distribution within 60 minutes
The trip duration is a interesting indicator that shows how much time
users spent on riding. We can see inFigure 5.12 that the trip duration follows
a Poisson distribution with λ = 1. The x axis is limited to 720 because we
filter out all trips which last more than 12 hours during the data preparation,
so actually there is a long tail after 720 minutes. The boxplot suggests that
most users ride bike between 7 and 17 minutes with average 11 minutes in
a single trip.










Trip duration distribution of cyclic trip
Figure 5.13: Duration distribution of cyclic trip
One phenomenon we want to analyse here is called ”Cyclic trip”.
Which are trips that users pick a bike and return the bike to the same
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station. By intuition this kind of trips should be caused mostly by malfunc-
tion of bike thus user want to change to another one. So the trip distribution
should look like a logarithmic distribution with most of data accumulated
in range [0-5] minutes. Nevertheless, the Figure 5.13 tells otherwise. There
is still a huge group of users doing cyclic trip after 5 minutes. Therefore we
did a further analysis at station level, the result is shown in Figure 5.14 and
Figure 5.15.
Figure 5.14: Map of cyclic trip percentage in JC
We first compute percentage of cyclic trip per station of JC and plot it as
Figure 5.14. Each dot is a station, the colour indicates the level of percentage
of cyclic trip. We found out that stations near by big public parks usually
have higher percentage of cyclic trip. For example in this map, the station
3193 and the station 3192 which are near by Lincoln Park and Liberty State
Park respectively, they both reach more than 20% of cyclic trip. By this plot
we learnt that stations which are near by parks, users have higher tendency
to ride the bike around the park and return it to the same station where
they picked. Later we did the same analysis to NYC data in order to verify
our hypothesis.
We can see clearly in Figure 5.15 that stations around Governors Island
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Figure 5.15: Map of cyclic trip percentage in NYC
and Brooklyn Bridge Park has very high percentage of cyclic trip. However,
the stations around Prospect Park and Manhattan Central Park don’t seem
to be so obvious. This is because when park is too broad and having multiple
entry point or exit point around it, user may just take a bike from one side
and return it to another side of park.
5.4 Temporal analysis
In this section we aim to explore the relationship between user demand with
different dimension of time such as year, season, month, weekday and hour.
During this section we value more the pattern showed by JC SBSS data
due to its concentration and uniformity. JC is a city with 38km2 land area
while NYC has 783km2. The population of NYC is too diverse and most
of people live in the edge of city which can produce more noises than JC.
This is the only reason that JC pattern shall be more obvious than NYC in
this case. NYC data is still useful to prove conclusions learnt from JC. All
phenomenons and patterns we discussed in this section, they are appeared
in NYC data too.













Ridership by Season and Year
2017
2018
Figure 5.16: The trip count based on Year and Season in JC
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Figure 5.17: The average trip count and trip duration based on Month in
JC
The Figure 5.16 shows that the total number of trips is increasing by
years and user demand is extremely affected by season. Most of users ride
bikes during the summer and autumn. This pattern is also agreed by Fig-
ure 5.17. The Figure 5.17 shows the average trip duration by blue columns
and average trip count by red line. More trips are done for months close to
summer, and when it is close to winter, it’s other way around. This pat-
tern can be related to the temperature correlation found in subsection 5.1.2.
So we can see that season is a variable derived from month, but we can-
not conclude that month is derived from temperature. Because the month
value indicates when to start Daylight Saving Time (DST). Furthermore,
this plot shows the difference of average trip count with average trip dura-
tion in term of relation to temperature. As we saw in subsection 5.1.2, the
relation between trip frequency and temperature is nearly linear, however,
the distribution of trip duration is Poisson. Thus we can see that the aver-
age trip duration doesn’t decrease as much as trip frequency when winter is
coming.













































Figure 5.18: The average trip count and trip duration based on Weekday in
JC
When we analyse the user demand based on weekday, some interesting
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phenomenons have appeared. In the Figure 5.18, we can see higher trip
frequency during the working day and less during the weekend. However,
is other way around in term of average trip duration. This is because most
of users use BSS to commute, so they are primarily riding short distance
route for FM/LM during the working day. And they use BSS for other
long distance activities during the weekend. These are the main reasons for
this huge contrast. The hypothesis of user using BSS to commute during
working will be proved later.














































Figure 5.19: The average trip count and trip duration based on Hour in JC
The next step we do the same analysis with the hour of day. From
discoveries we learnt from previous analysis, we expect to see high trip fre-
quency with low trip duration during the rush hour, and low trip frequency
with high trip duration in between. The Figure 5.19 proved our expectation.
Moreover, a curious pattern appeared. During the lowest trip frequency of
day which are [1 a.m. - 4 a.m.], it shows the highest average trip duration
overall. This could be for 2 reasons:
• Subways are closed so users may take BSS to go home instead of simple
FM/LM.
• Users who stay outside at this hour are having fun. Thus they are
more likely to perform longer distance activity than usual.
As we discussed before, now we prove the hypothesis about users are
using BSS for commute during the working day. The Figure 5.20 shows the
distribution of average trip count based on weekday and hour. Clearly those
working days share same pattern by having peaks during the rush hours. On
the other side, the weekends also share same pattern by having a normal
distribution of trip frequency.
The last analysis in this section is to prove whether holiday can be a
influencing factor or not. We compare the trip frequency during the normal
working day with the frequency during the holiday happened in working
day. The result is shown in Figure 5.21. Clearly they don’t share the same
34
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Figure 5.20: The average trip count based on Weekday and Hour in JC

























Figure 5.21: The average trip count based on Holiday and Hour in JC
distribution, thus we confirm that holiday is a influencing factor for user
demand.
Finally, this temporal analysis give us many insight about the relation
between user demand and different dimension of time. Also we can conclude
that hour, weekday, month and holiday are important factors among many
dimension of time.
5.5 Spatial analysis
When we analysed user demand based different dimension of time, we no-
ticed that maybe not all station share same pattern due to geographic lim-
35
Figure 5.22: Map of daily demand at station level in JC
itation or some other spatial characteristic. Therefore, we explore different
behaviour pattern at station level in this section. We build several inter-
active map for this analysis. However, the NYC map doesn’t seem to be
good example due to high density and chaos representation. So in order to
explain the discovery, we use JC BSS data. But if readers want, they can
find all interactive map under attached files.
Figure 5.23: Map of daily demand at station level in NYC
The Figure 5.22 shows the average daily demand at station level. The
left side shows number of daily pick-up while right side is about number
of bikes returned. Each dot represents a station different level of demand.
The shade of colour represents the quantity level of demand. The darker
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colour is, the more the number it represents. For example, this plot has a
station which has 53 daily pick-up demand and 49 daily drop-offs. By this
plot we can see not all station share same demand level. Besides this, we
can confirm that stations which having high pick-up demand, it has high
drop-off demand too. This hypothesis is proved in Figure 5.23.
Figure 5.24: Map of daily demand at station level in JC between 7 a.m. and
9 a.m. of working day
Figure 5.25: Map of daily demand at station level in JC between 5 p.m. and
7 p.m. of working day
The rush hour pattern from temporal analysis give us a new inspiration.
Would all stations share rush hour pattern at same time ? In order to answer
this question, we build more maps of daily demand based on different time
windows. The Figure 5.24 and Figure 5.25 suggest that stations which have
large pick-up demand at morning rush hour, they usually also have a large
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demand of drop-off during the evening peak. Similarly, for stations which
have large drop-off demand at morning peak, they have a large pick-up
demand during the evening rush hour. This seems very reasonable. Users
take bike from their home and ride to the working place in morning, that’s
what we see in Figure 5.24. Many users come from all around the residential
area to the central city. When after work, they pick bikes from central city
and ride back home. By this intuition, we can make following assumption:
• Stations which have high pick-up demand at morning peak and high
drop-off demand at evening peak, are located in residential area.
• Stations which have high drop-off demand at morning peak and high
pick-up demand at evening peak, are located in are of working place.
These plots show clearly not all stations share the same rush hour pat-
tern, thus the particularity of each station shall not be ignored. In term
of variables, Station ID, Latitude and Longitude should be considered as





































Figure 5.26: Imbalance visualisation in JC based on average daily trip fre-
quency
At last, we want to visualise the imbalance to ensure the need of building
this whole thesis. So a complex network map is computed based on the
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average demand at station level. Each dot represents a station, their position
are based on the real latitude and longitude. The colour of station indicates
its imbalance level, this imbalance level is the result of sum of all incoming
bikes minus sum of all outgoing bikes. More pink means more extra drop-off
demand, on the other hand, more green means less extra drop-off demand.
The perfect state should be the white colour, no imbalance, but if a dot is
dark pink or dark green, it means this station is overload or totally empty.
Besides this, the route flow between stations is also computed based on the
same logic. The colour of edge is the result of the difference between number
of outgoing bike between two stations. The darker colour it means, larger







































Figure 5.27: Imbalance visualisation in NYC based on average daily trip
frequency
The daily imbalance shown in Figure 5.26 and Figure 5.27 have demon-
strated the existence of imbalance, which make this thesis necessary. In order
to emphasise the severity of imbalance, the imbalance visualisation during
the rush hour is also computed as shown in next figures. In Figure 5.30
and Figure 5.31 we can see a very interesting pattern. All bikes around
residential area are going to north of Manhattan to work, and after work,
they return back. These plots give us insights about which are residential
area and working place without any related knowledge. Furthermore, these
plots also showed the importance of re-balancing bike during rush hour. The

































































































































































In this chapter, different predictive models are built to forecast user demand,
and several hyperparameter tuning techniques are implemented. Due to re-
source limitation, the hyperparameter tuning is done with JC SBSS dataset.
The main focus in this chapter is the LSTM because it’s the latest technique
in area of time series forecasting.
6.1 Objective
At this stage, we are able to specify with more detail the objective of pre-
dictive algorithm. The goal of predictive model is to perform multi-step
forecasting of user demand at station level per each time interval for the
next day. This means if we set the prediction interval as 1 hour, then the
result should be a user demand prediction at station level per each hour of
next day. This prediction interval is considered as a hyper-parameter that
it will be used for building test cases in chapter 7, thus we denoted it as a
constant value K.
6.2 Data Preprocessing
The first step is to transform the data to a supervised machine learning
structure according our target. As we saw that the data is time series and
each record represents one trip. In order to be able to build a model, those
records are aggregated based on the time interval K. After this transfor-
mation, we lost hour information and we get a new variable Time Fragment
instead. Each time fragment represents a time windows of day as result of
aggregation. The maximum number of time fragment per day is defined as
Day
K . This representation is illustrated as Figure 6.1.
All important factors have been identified from chapter 5. We con-
sider Temperature, Wind, Humidity, Weather Condition, Latitude, Longi-
tude, Station ID, Holiday, Month, Weekend, Weekday and Hour are impor-
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Figure 6.1: Representation of Time Fragment and K
tant variables. However, many of these features are categorical variables,
moreover some are cyclical feature such as Month, Weekday and Hour, they
cannot use directly. A sophisticate categorical encoding is required. On
the other hand, all numeric variables have to be normalised into range [0-1]
except for target values.
6.2.1 Categorical Variable Encoding
Weather Condition As we mentioned in subsection 5.1.2, the weather
condition can convert to a boolean variable to tell whether the condition is
good or not.
Month, Weekday, Hour (Time Fragment) Since the Hour has been
aggregated, we are using Time Fragment instead. All these variables are
ordinal cyclical feature. So the way to handle it is different from standard
nominal variables. To respect the natural order and cyclical characteristic of
those variables, we project the variable into a trigonometric space using ei-
ther the sine or the cosine transformation [31]. In order to have each interval
uniquely represented, we should use both. Let’s suppose x as vector of ordi-
nal cyclical variable, then it will be encoded to xcos and xsin through below
formula. For example, the Month can be encoded as shown in Figure 6.2.
xsin = sin
2 ∗ π ∗ x
max(x)
xcos = cos
2 ∗ π ∗ x
max(x)
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Figure 6.2: Representation of ordinal cyclical variable in case Month
Station ID The Station ID is a categorical variable with high cardinality
of 742. It require to be encoded for Neural Network algorithms such as MLP
and LSTM. There are plenty of methods to encode a nominal categorical
feature. We are using 3 different approaches to encode Station ID. All 3
approaches will be test under equal condition in chapter 7.
• Dummy Encoding: This is the most common and simple encod-
ing method for categorical variable. Dummy encoding uses only 1s
and 0s to convey all the necessary information on group membership.
So in case of Station ID, it will be encoded as 742 dimensions with
only 0 or 1. This method is simple and very effective for linear re-
gression. However, it can trigger the curse of dimensionality as a
consequence of substantially increase of dimensionality. Therefore the
resource consumption increases exponentially, and higher sparsity has
higher possibility of noises, the result can be terrible.
• Statistical Encoding: Since the purpose of categorical encoding is
to capture the dependency and effect to the target value. So the main
idea is to find variables that can define most properly this categor-
ical feature. Thus we propose a mapping for each station with all
those most characteristic statistical average value which are latitude,
longitude, average daily trip frequency, average trip frequency during
morning peak and average trip frequency during evening peak. Using
these 5 variables we can accurately describe the essential of a station.
This also has advantage of fast computation and fix number of dimen-
sionality. But its drawback is also obvious, the features learnt from
these variables are limited.
• Embedding Encoding: This is well known generic method to encode
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categorical variable with high dimensionality. The idea is to project
the categorical variable to a low-dimensional continuous vector that
can capture the hidden features and the correlation between each cat-
egory. The procedure of mapping is done by Neural Network learning
algorithm, thus it’s widely used in many area such as social link pre-
diction, computational advertising and recommendation [32]. It can
easily handle categorical variable with high cardinality and it can ex-
plore hidden features by itself. This is the most state of art method
to encode a categorical variable. A example of result of embedding
encoding is shown in Table 6.1. By setting target value to the average
trip count per month and dimension for embedding to 3, the Month
is projected to 3 embedding dimensions, and the correlation between
months has been reserved in this 3d space. The number of embedding
dimension is a hyper-parameter that requires tuning carefully.
Month Embedding 1 Embedding 2 Embedding 3
January -0.105 0.199 -0.137
February -0.04 0.1 -0.177
March -0.090 0.019 -0.066
April -0.029 -0.027 0.040
May 0.096 -0.058 0.021
June 0.106 -0.091 0.121
July 0.082 -0.095 0.084
August 0.108 -0.104 0.062
September 0.095 -0.118 0.1
October 0.076 -0.05 0.04
November -0.045 0.012 0.039
December -0.138 0.054 -0.052
Table 6.1: Embedding Encoding result of the Month
6.3 Data preview
After preprocessing step and before encode the Station ID, the data looks
like Table 6.2 when set K = 60minutes. The value of Pickup or Dropoff is
the the target value we want to predict.
index Temperature Wind Humidity Condition Good Station ID Time Fragment Holiday Weekday Weekend Weekday Cos Weekday Sin Month Cos Month Sin Time Fragment Cos Time Fragment Sin Pickup Dropoff
0 0.434 0.174 0.368 1 12 0 0 6 1 0.624 -0.782 0.866 0.5 1.000 0 2 4
1 0.434 0.132 0.391 1 12 1 0 6 1 0.624 -0.782 0.866 0.5 0.966 0.259 1 0
... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
n 0.378 0.219 0.690 1 3393 23 0 6 1 0.624 -0.782 1 0 0.966 -0.259 0 1
Table 6.2: Preview of result of data preprocessing
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Although we have many useful features, but not all algorithms can use
them all. The Table 6.3 shows which variables can be used for which model.
Besides this, the Station ID encoding is only applicable for LSTM and MLP
due to integration of neural network. The further data transformation in
order to adapt to each model will be discussed under section of each algo-
rithm.
Feature HA LR SSA SARIMA MLP LSTM
Temperature 3 3 3
Wind 3 3 3
Humidity 3 3 3
Condition Good 3 3 3
Station ID 3 3 3 3 3 3
Time Fragment 3
Holiday 3 3 3
Weekday 3
Weekend 3 3 3
Weekday Cos 3 3 3
Weekday Sin 3 3 3
Month Cos 3 3 3
Month Sin 3 3 3
Time Fragment Cos 3 3 3
Time Fragment Sin 3 3 3
Table 6.3: Usage of Feature
As we mentioned before, the standard analysis tool like PCA cannot be
applied on time series data. To prove this we present the Pearson Correlation
Matrix and Explained Variance Ratio plot in Figure 6.4 and Figure 6.3
respectively.
The explained variance ratio shown in Figure 6.3 is the the proportion
of variance is explained by each of the principal component respect the total
sum. In this plot we can see the result is heavily skewed, nearly 99% of
variances are explained in the first dimension which means most of variables
are useless in term of linear combination. Such result is totally contradicting
with the conclusion we found in chapter 5.
The Pearson Correlation Matrix is a presentation of Pearson corre-
lation coefficient (PCC) between pairwise features. The PCC is a measure of
the linear correlation between two variables with range between -1 and +1,
where 1 is total positive linear correlation, 0 is no correlation and -1 is total




The Count represents the number of pick-ups. The PCC is generally very
low between features, because it explores linear correlation between vari-
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Cumulative Explained Variance Ratio
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Figure 6.4: Pearson Correlation Matrix
ables, same as PCA. Nevertheless, the our dataset is non-linear, so these
tools can’t be applied.
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6.4 Baseline model : Historical Average (HA)
Given that there is no well known benchmark for the evaluation the pre-
diction performance. Most of researchers are using historical average as a
baseline model. The generation of Historical Average (HA) is simple. It
computes the average of target variable based on Station ID, Weekday and
Time Fragment.
6.5 Linear Regression (LR)
The Linear Regression is an approach to modelling the linear relationship
between a response variable and explanatory variables. It’s the most simple
model but good start point to begin with. The LR can be seen as :
Y = Xβ + ε
• Y is a vector of response variable, it can also be interpreted as our
target variable.
• The β0 is the intercept term which represents a fix constant value.
• The X is a matrix of row-vectors that represents all explanatory vari-
ables.
• The β is a vector of regression coefficients that represents the effect
coefficient of each explanatory variable.
• The ε is a vector of error term which we want to minimised.
In this project we build LR using sklearn Python package. The optimisation
algorithm we selected to minimise the ε is the Ordinary Least Squares. This
approach minimise the residual sum of squares between the response variable




||Xβ − Y ||2
LR doesn’t need to perform parameter tuning, so the model is ready to
use once fits the model.
6.6 Singular Spectrum Analysis (SSA)
The Singular Spectrum Analysis (SSA) is an non-parametric spectral
estimation method for time series analysis. It consists in two complementary
process: decomposition and reconstruction. The main idea is to decompose
the original time series data into the sum of a group of independent com-
ponents such as trend, oscillatory components and noises. Then use the
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reconstructed series (sum of principal components without noise) for fore-
casting.
This technique consists in four steps:
1. Embedding: The original time series data X = (x1, x2, ..., xN ) of
length N will be transformed into a trajectory matrix of size L ×K
where K = N−L+1. Each row from new matrix X ′ is a lagged-vector
Xi. The result of this process is X
′ = [X1, X2, ..., XK ] = (xij)
L,K
i,j=1
2. Singular value decomposition (SVD): Then perform SVD on X ′









where d = rank X = max{i, such λi > 0} and Vi = X
′T
. Therefore,
the result of SVD of X ′ has three components: eigenvalue λi, eigen-
vector Ui and principle component Vi.
3. Grouping: Each of previous resulting matrix Xi is partitioned into
m disjoint subsets I = {I1, I2, ..., Im} and a further subset of Ii =
{i1, ..., ip}. Then the grouped SVD expansion of X can be written as
X ′ = X11 +X12 + ...+XIp.
4. Diagonal averaging: Each matrix XIj is hankelized and then trans-
formed into a new series of length N . Finally apply diagonal averaging
to the resultant matrix XIk and obtain a vector of reconstructed se-
ries. In this way, the original data X = (x1, x2, ..., xN ) is decomposed




n ∀n ∈ N .
6.6.1 Hypeparameter Tuning
The result of SSA has several applications such as analysis of principal com-
ponent and forecasting. There is 2 hyper-parameter need to be tuned for
SSA. The window length L and number of principal components.









Figure 6.5: Contribution of Singular Value of SSA series
In this thesis we use a open source SSA Python package to build SSA de-
composition. We first perform the parameter tuning manually by selecting
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number of principal components. The Figure 6.5 shows the ratio of con-
tribution for each Xi by calculating the proportion of eigenvalue λi. Then
we select number of components that can achieve 80% of contribution. In
the case shown in Figure 6.6, is first 14 components. On the other side, the
window length L should be large enough but not greater than N2 , in case of
having periodic component, then it would be better if set to a L proportional
to that period [33]. Thus we dynamically tune the L = DayK , for example, if
K = 30 minutes, then L = 48.










Cumulative Contribution of Singular
Figure 6.6: Cumulative Contribution of Singular Value of SSA series
6.6.2 Data transformation
Given M the number total of unique station of dataset, the data is split
to M subdataset based on the Station ID, and perform SSA and tuning
separately on each subdataset. So it’ll also forecast based on the Station ID.
Although SSA is a complicate approach that combines elements of clas-
sical time series analysis, signal processing, etc. However, the original time
series must satisfy a linear recurrent formula1 (LRF) which is an impor-
tant property of the SSA decomposition [33]. Due to this requirement, the
performance of SSA may not be ideal.
6.7 Seasonal Autoregressive Integrated Moving Av-
erage (SARIMA)
The Autoregressive Integrated Moving Average (ARIMA) is a classic
statistical model specialised in univariate time series analysis. In term of
forecasting, it’s similar to SSA, a linear estimators regressed on past values.
The non-seasonal ARIMA is usually denoted as ARIMA(p, d, q) where p is
the order (number of time lags) of the autoregressive model, d is the degree
of differencing, and q is the order of the moving-average model.
1Linear recurrent formula: xn = c1xn−1 + c2xn−2 + ...+ ckxn−k
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Before fitting the model, it requires a analysis of time series values. Our
data shows seasonality pattern according the result shown in Figure 6.7.
Which cannot be handle by a standard ARIMA. Thus we apply SARIMA



























Figure 6.7: Time series decomposition analysis
SARIMA is ARIMA with seasonality, denoted as SARIMA(p, d, q)(P,D,Q)m
where m refers to the number of time steps for a single seasonal period and
the P,D,Q refer to the autoregressive, differencing, and moving average
terms for the seasonal part of the ARIMA model.
According the Figure 6.7, multiple seasonality are identified. In the
Seasonal plot it shows the daily period, and Trend plot shows the weekly
period. However, SARIMA cannot handle multiple seasonality so only daily
seasonality is considered in this project.
6.7.1 Hyperparameter Tuning
The SARIMA from statsmodels Python package is used. It has 7 hyper-
parameter (p, d, q)(P,D,Q)m. Some can be turned manually based on the
result of Auto-correlation Function (ACF), Partial Auto-correlation
Function (PACF) and Augmented Dickey–Fuller (ADF) test.
First, by plotting ACF we can visualise the seasonality as shown in
Figure 6.8. In this example, the K = 60 then means the each day contains
24 time fragment. Since we have a daily seasonality, so we can it rotates
every 24 steps. This analysis is a formal way to assure the seasonality of
data.
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Figure 6.8: Auto-correlation Function analysis with K = 60









Figure 6.9: Partial Auto-correlation Function analysis
Second, as we mentioned before, only daily period is considered, thus
m = DayK will be equal to the number of time fragment in a day. Then, we
need to set the parameter p which means how many lag should be considered.
According the Figure 6.9, last 2 steps are most important, so we can set
p = 2, and q can be any value between 0 and p because it means the offset
52
of error term shall be affected. Same logic can be applied to P and Q. Since
we only consider daily period, thus we can understand P as how many past
day should be taking account in order to predict next day. By intuition we
set P = [1, 2]. The last parameter is d and D. This can be done by perform
Augmented Dickey–Fuller test on time series data. Basically this test can
tell if a time series is stationary or non-stationary. If it’s stationary, d can
be either 0 or 1. But if it’s non-stationary, d must be greater or equal than
1. Because by setting d greater or equal than 1, it performs differentiation
on the data and transform non-stationary data to stationary. In our ADF
test shows all data contains stationary pattern, so d and D can be either 0
or 1.
Finally, we perform grid search with hyperparameters p = 2, d = [0, 1], q =
[0, 1, 2], P = [1, 2], D = [0, 1], Q = [1, 2],m = DayK . The parameter with low-
est Akaike Information Critera (AIC) will be used for fitting model.
6.7.2 Data transformation
Same as SSA, the data is split to M subdataset based on the Station ID,
and perform tuning and SARIMA algorithm separately on each subdataset.
6.8 Multilayer Perceptron (MLP)
Figure 6.10: Multilayer Perceptron Neural Network general structure
The Multilayer Perceptron (MLP) Neural Network is a class of Feed-
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forward Artificial Neural Network (ANN). it consists in an input layer, an
output layer and one or more hidden layers as shown in Figure 6.10. All
layers of MLP are fully connected (FC) except for the input layer.
The data will be mapping to the input nodes from input layers. Then the
value will be transmit to each neuron of next layer and so on. The neuron
take a vector of input values and apply weight for each of them, later it
applies activation function on the sum of weighted values and output it to
the next layer. Finally the value will be sent to output layer. In our case, the
output layer contains only one node to perform the regression prediction.
The most common activation function are Sigmoid, Tanh and ReLU. Due
to the fact that our problem is a regression problem, then only Tanh and
ReLU are considered.
The advantage of MLP is simplicity and effectiveness. By using two
hidden layers, it can already capture the non-linear dependency. As we
mentioned before, our dataset has non-linear dependency, so MLP should
has better performance than previous models.
6.8.1 Hyperparameter Tuning
We use keras Python package to build MLP model and sklearn Python
package to perform hyperparameter tuning. The hyperparameter for MLP
are many, but in this thesis, we are focusing in optimising hyperparameters
such as number of layers, number of neuron per layer, the activation function
and solver algorithm. The sklearn package provides a function to perform
grid search with cross validation. Thus we only need to input the parameter
space which we want to test and select the best parameter with highest score
or lowest error.
It’s crucial to find optimal number of layer and number of neurons. Some
empirically-derived rules-of-thumb are listed in a book from Jeff Heaton [34].
In term of layers, he said that 2 layers are already capable of solving most
of cases. So the number of layers should be considered is around 2. Then
he listed 3 rules about number of neurons that can be summarised in one
formula. Given v number of feature, i number of input neuron and o number
of output neuron, then the number of neuron n per each layer should be
n <= |i− o| and 2(i+o)3 <= n < 2i [34].
Another important hyperparameter is the optimisation problem solver.
The most common techniques are Stochastic Gradient Descent (SDG)
and Adaptive Moment Estimation (ADAM). The main difference be-
tween them is that SDG maintains a fix learning rate while ADAM can
adaptive decay the learning rate in order to find local optimal. In general




sgd adam sgd adam
(20,20) 2.12 3 2.11 2.81
(20,41) 2.12 2.82 2.13 3.43
(20,63) 2.13 2.75 2.11 2.97
(41,20) 2.13 2.66 2.13 3.18
(41,41) 2.13 2.51 2.13 2.99
(41,63) 2.11 2.41 2.13 3.41
(63,20) 2.11 3.54 2.13 3.11
(63,41) 2.13 2.54 2.11 3.25
(63,63) 2.15 2.71 2.11 3.06
(20,20,20) 2.12 3.35 2.12 3.56
(20,20,41) 2.13 2.94 2.12 3.25
(20,20,63) 2.12 3.01 2.13 3.32
(20,41,20) 2.14 2.87 2.13 3.25
(20,41,41) 2.14 3.33 2.13 3.75
(20,41,63) 2.16 2.63 2.13 3.24
(20,63,20) 2.14 2.49 2.13 3.39
(20,63,41) 2.18 2.34 2.13 3.09
(20,63,63) 2.15 2.36 2.12 3.39
(41,20,20) 2.15 2.93 2.12 3.22
(41,20,41) 2.14 3.95 2.12 2.96
(41,20,63) 2.14 3.86 2.13 3.24
(41,41,20) 2.15 2.82 2.12 3.53
(41,41,41) 2.16 2.82 2.12 3.04
(41,41,63) 2.16 2.83 2.14 3.26
(41,63,20) 2.16 2.92 2.15 3.04
(41,63,41) 2.19 2.39 2.15 3.03
(41,63,63) 2.17 2.95 2.13 3.19
(63,20,20) 2.15 2.91 2.13 3
(63,20,41) 2.16 3.06 2.13 3.58
(63,20,63) 2.16 3.68 2.15 2.93
(63,41,20) 2.16 2.52 2.14 3.33
(63,41,41) 2.15 2.72 2.12 2.7
(63,41,63) 2.15 2.56 2.13 2.83
(63,63,20) 2.15 3.02 2.14 3.14
(63,63,41) 2.17 2.86 2.14 3.03
(63,63,63) 2.18 3.43 2.13 3.24
Table 6.4: Grid search for MLP
So in this hyperparameter tuning we consider following candidates:
• Number of layers: [2, 3]
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• Number of neurons per layer: [ i+o3 ,
2(i+o)
3 , i+ o]
• Activation functions: [ReLU, Tanh]
• Solver algorithm: [sdg, adam]
The result of grid search is shown in Table 6.4. We can see in general,
ReLU is better than Tanh and SGD is better than ADAM. The best hy-
perparameter in this grid search is 2 layers of (i+ o, i+ o), with activation
function as relu and using SGD as optimisation algorithm.
6.8.2 Data Transformation
Unlike previous algorithms. MLP doesn’t need to split data based on
Station ID, but it requires to encode Station ID in one of three methods
we discussed before. Given D number of day during the dataset, T = DayK
number of time fragment per day, M number of features, S number of sta-
tions and E number of encoded dimension. The model of MLP Neural
Network can be visualise as Figure 6.11. The Station ID is separated from
original data and fit into a encoder (dummy, statistical or embedding) and
concatenate the encoded data with original input. The rest will be the same
with standard procedure as we explained at beginning.
Figure 6.11: Multilayer Perceptron Neural Network model
6.9 Long Short-Term Memory (LSTM)
The Long Short-Term Memory (LSTM) Neural Network is a type of
artificial Recurrent Neural Network (RNN). Unlike MLP, all kinds of
RNN are specialised to learn pattern from sequence data instead of a sin-
gle data point. Although RNN can learn any long-term dependencies, but
56
when training a native RNN using back-propagation, the gradients which
are back-propagated can ”vanish” or ”explode” because the computation
is done with finite precision numbers. To solve this problem, LSTM was
introduced in 1997 by Sepp Hochreiter and Jürgen Schmidhuber [35]. The
repeating module of LSTM is called LSTM unit, it’s specialised to solve the
vanishing gradient problem by allowing gradients to flow unchanged.
Figure 6.12: Structure of LSTM unit
The RNN can be seen as a network with multiple copies of the same
network, each passing a message to a successor. Then the LSTM can be seen
as an update on the way of passing message by using LSTM unit. A standard
LSTM unit is composed by a cell, an input gate, an output gate and a
forget gate. The most important component of LSTM is the memory part.
During whole process of learning, the cell is continuing passing message to
the itself, but may vary slightly each time. This difference is controlled by
3 regulators: input gate, output gate and forget gate.
As shown in Figure 6.12, first a cell state Ct−1, a hidden state ht−1 and
a new input xt are received. The cell state arrives the first gate: the forget
gate. This gate will decide how much information will be kept by formula
ft = σ((Wfxt + Ufht−1 + bf ) where W , U and b are parameters which
need to be learned from training and . Then we need to decide how much
new information will be added to the new cell state at input gate. It first
computes It = σ(Wixt + Uiht−1 + bi) and C̃t = tanh(Wcxt + Ucht−1 + bc).
Then the new information to be added is It ∗ C̃t. So after input gate, the
new cell state Ct = Ct−1 ∗ ft + It ∗ C̃t. The last output gate decides what
information goes to output by looking at old output ht−1 and new input
xt, the formula is ot = σ(Woxt + Uoht−1 + bo). Finally the new output
ht = ot ∗ tanh(ct) is passing to the output and next iteration.
The main idea of LSTM is to imagine the cell state as long-term memory
and the information from input gate as short-term memory. Each iteration
the short-term memory can compute a new message and passing it to hidden
state, some of these message will join to the long-term memory. Thus after
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the multiple iteration, the long-term memory leans the pattern and it will
affect the message send by short-term memory.
6.9.1 Hyperparameter tuning
We use Keras Python package to build LSTM, it provides many open source
neural network utilities. However, the hyperparameter tuning in LSTM is
very complicated, no way of automation was found. Thus we tuned manually
all hyperparameters such as number of LSTM units, activation function,
solver algorithm and number of FC layers. Some decision we are learned
from MLP hyperparameter tuning result. For example, we using 2 FC layers
before the output layer and same number of neurons as number of features.
6.9.2 Data Transformation
LSTM requires a special data transformation because LSTM can either pre-
dict a single value or a sequence which is the multiple step prediction. In
this thesis, we use LSTM to perform sequence to sequence prediction. To
achieve that, we need to organise the data into sequence data with past and
future values. Given L number of lag to be considered, and for simplicity,
L is same for past and future. First we take out all variables that cannot
be sequence such as Station ID, Condition Good, Holiday and Weekend.
Then we shift the rest of data forward and backward to get L time steps.
For example, current target value is yt, the past values yt−1, yt−2, ..., yt−L is
obtained by shift −L time steps. The way to obtain future values is vice
versa. A example of L = 2 is shown in Table 6.5, X are features we used
to predict the target sequence Y . In this example, we use features from
past and future to predict the future target, but it can be different based on
structure of LSTM model.
X-1 X X+1 X+2 Y+1 Y+2
1 2 3 4 10 11
2 3 4 5 11 12
3 4 5 6 12 13
Table 6.5: Example of shifting with L = 2
On the other hand, all non-sequence data will be concatenated with
the result vector of LSTM layer. In order to test optimal structure and
hyperparameter, 5 different structure of neural network are proposed.
6.9.3 LSTM 1
The LSTM 1 uses only past features to predict the future SBSS user de-
mand. Given D number of day during the dataset, T = DayK number of
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Figure 6.13: LSTM 1 model
time fragment per day, Ms number of sequential features, Mns number of
non-sequential features, S number of stations and E number of encoded di-
mension. It loads sequential data of of size (D ∗ T ∗ S,X,Ms) to the first
LSTM layer, the resulting hidden state and cell state of first LSTM layer
will be used as initial state of second LSTM layer in order to learn future
step pattern. This is called encoder-decoder architecture. The result of sec-
ond LSTM layer is passing to Time Distributed (TD) layer which is a
fully connected layer per time step, thus is can process all features from the
same time step and return a regression value. However, the result of TD
layer is a 2d matrix data, so it requires conversion into 1d vector of size L
by Flatten layer. On the other side, the Station ID is encoded through a
encoder with same process we mentioned in MLP. The final result of Flatten
layer is concatenating with non-sequential data and encoded dimension of
Station ID and passing it to 2 FC layers. The rest is same as MLP.
In this model, following features are considered:
• Past sequential feature: Temperature, Humidity, Wind, Weekday Cos,
Weekday Sin, Time Fragment Cos, Time Fragment Sin





Figure 6.14: LSTM 2 model
The LSTM 2 uses a basic architecture of LSTM without encoder-decoder.
It reads input sequence data and try to find pattern between different time
steps, so only future features are applied. This model is very similar to
previous MLP, but explore deeper the temporal feature.
In this model, following features are considered:
• Future sequential feature: Temperature, Humidity, Wind, Weekday Cos,
Weekday Sin, Time Fragment Cos, Time Fragment Sin




The LSTM 3 uses past and future features together to predict user demand.
This model use encoder-decoder architecture, uses the hidden state and cell
state as initial state for decoder LSTM layer. Then the future features are
loaded for the decoder LSTM layer. In this model, it takes account all
past and future weather change effect, thus it should perform better than
previous.
In this model, following features are considered:
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Figure 6.15: LSTM 3 model
• Past sequential feature: Temperature, Humidity, Wind, Weekday Cos,
Weekday Sin, Time Fragment Cos, Time Fragment Sin
• Future sequential feature: Temperature, Humidity, Wind, Weekday Cos,
Weekday Sin, Time Fragment Cos, Time Fragment Sin




The network design of LSTM 4 is same as LSTM 1 shown in Figure 6.13, the
only difference is that LSTM 4 integrate the target value from the past into
the sequential feature matrix. Which means it learns the pattern of past
target value during last L time steps. This model is inspired from LSTM
network by Mrazovic [8].
In this model, following features are considered:
• Past sequential feature: Temperature, Humidity, Wind, Weekday Cos,
Weekday Sin, Time Fragment Cos, Time Fragment Sin, Target Value
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The LSTM 5 has same network structure as shown in Figure 6.15, the idea
is very similar with LSTM 3 but with one major difference. It integrates
the target value from past L time steps into feature matrix. This should be
the most complete model among all LSTM we built in this thesis.
The features for LSTM 5 are:
• Past sequential feature: Temperature, Humidity, Wind, Weekday Cos,
Weekday Sin, Time Fragment Cos, Time Fragment Sin, Target Value
• Future sequential feature: Temperature, Humidity, Wind, Weekday Cos,
Weekday Sin, Time Fragment Cos, Time Fragment Sin






This chapter we aim to evaluate the performance of all previous built models.
The execution is done by using a MacBook Air with 8GB of RAM. Due to the
computation resource limitation, the whole evaluation took nearly 4 months
to complete. There were some minor change in between, the relative effect
should be negligible. We did 150 comparisons and 1500 tests from different
parameter settings, the full test results are located in attached files. Due to
the size, we only present the most significant part of it.
7.1 Evaluation Methodology
We use same real-world SBSS data from NYC Citibike to evaluate our pre-
dictive model. During the whole evaluation, we use pick-up value as our
target variable. Several subjects will be discussed in the evaluation system:
• Which time interval K should be considered ?
• How much data is needed to be trained in order to forecast user de-
mand?
• Does the target variable need to be normalised?
• Between dummy, statistical and embedding, which encoder approach
has better performance?
• Which predictive algorithm performs better?
In order to answer these questions, we designed a grid search evaluation
method. Given K time interval, R number of future days to predict, T
a tuple of the start date and the end date to split data in different time
segments, E the encoder approach and A predictive model. The parameter
space is defined as following:
• K = [30, 60, 120, 180] in minutes
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• R = [1, 7, 14, 30] in days
• T = [(2018 − 09 − 01, 2018 − 12 − 30), (2018 − 06 − 01, 2018 − 12 −
30), (2017 − 12 − 01, 2018 − 12 − 30), (2018 − 08 − 01, 2018 − 11 −
30), (2018− 05− 01, 2018− 11− 30), (2017− 11− 01, 2018− 11− 30)]
• E = [dummy, statistical, embedding]
• whether the target value is normalised or not
• A = [LR,SSA, SARIMA,MLP,LSTM1, LSTM2, LSTM3, LSTM4, LSTM5]
First we split the data based on range date range defined in T , then we
take the last month as test dataset and the rest will be the training dataset.
For example, if T = (2018− 09− 01, 2018− 12− 30), then the the training
dataset is data between (2018− 09− 01, 2018− 11− 30) and the test data
will be between (2018− 12− 01, 2018− 12− 30). The exact size of test data
depends on R.A example is shown in Figure 7.1. If R = 1, the input will be
standard sequence data. If R > 1, the result of prediction will be used as
input variable for next day and recurrently until R day. The R only affects
LSTM and MLP.
Figure 7.1: Explanation of R
By this setting, we can test the performance under different size of train-
ing data. After, the data will be preprocessed according K interval and
normalisation of target value, and fit the cleaner data to each model listed
in A. Some model Ai which requires to encode the Station ID will use an
encoder approach in E. Finally each model forecast the user demand in
future R days and evaluate the result with the real value.
In order to speed up the whole process, we do selectively test in this
parameter space. Thus we lower down the test cases from 576 to 150. Also
we use JC SBSS data to compare different hyperparameters, then we test it
with NYC data using the most suitable hyperparameter.
7.2 Evaluation Metric
The evaluation metric we considered to be applied are Mean Absolute Error
(MAE) and Root-Mean-Square error (RMSE). These are the most generic










Where ỹ is the predicted result and y is the real value. These two metrics
are similar but with different purposes. MAE can measure the average error
where all differences have equal weight, it’s the most general way to interpret
the error term. However, if large error is undesirable, then RMSE is applied.
RMSE penalises more in case of having large error. Thus in this project, we
use both metric to compare our performance but giving higher importance
to RMSE. Because RMSE can give more insight about distribution of error,
and we only compare MAE when RMSE is too close.
A part of this, usually the best evaluation metric for time series regression
is Mean Absolute Percentage Error (MAPE) because it’s normalised version
of MAE. However it can cause the ”division by zero” problem due to some
data point has 0 pick-up or 0 drop-off. So we use the traditional metric
instead of MAPE.
7.3 Result
7.3.1 K Time Interval
Model
(Jun 01, Dec 30) (May 01, Nov 30)
30 60 120 180 30 60 120 180
HA 0.785 1.345 2.353 3.270 0.824 1.366 2.322 3.181
LR 0.804 1.394 2.424 3.324 0.942 1.643 2.843 3.845
SSA 2.095 3.070 2.466 3.351
SARIMA 1.920 2.643 2.384 3.300
MLP 0.629 0.977 1.609 2.058 0.711 1.117 1.866 2.463
LSTM 1 0.614 1.060 1.724 1.917 0.784 1.287 2.123 2.855
LSTM 2 0.609 1.033 1.719 2.074 0.798 1.272 2.107 2.834
LSTM 3 0.612 0.948 1.510 1.908 0.755 1.231 2.075 2.718
LSTM 4 0.609 0.949 1.765 2.354 0.796 1.264 2.163 2.821
LSTM 5 0.618 0.933 1.500 1.904 0.766 1.265 2.090 2.754
Table 7.1: K evaluation result in RMSE
(Jun 01, Dec 30) (May 01, Nov 30)
30 60 120 180 30 60 120 180
Improvement 22.4% 30.6% 36.2% 41.7% 13.7% 18.2% 19.6% 22.6%
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Table 7.2: K evaluation improvement based on HA
We first want to evaluate the performance under different settings of K.
The Table 7.1 is the result of using E = dummy, T = [(2018−06−01, 2018−
12− 30), (2018− 05− 01, 2018− 11− 30)], R = 30 and without normalised
target value. The SSA and SARIMA cannot run with K = 30 and K = 60
because it took too much time to calculate the correlation between the
different time steps and thus it always end up in timeout error. On the
other hand, the metric values are not normalised. So in order to compare
most suitable K, we need compare performance of each model based on HA.
So we select the best result of each K and calculate the improvement based
on HA as shown in Table 7.2. We can see that in general, when K increases,
the data get more aggregated thus the pattern will be more obvious, so the
result of prediction will be better with large K. But in real life, a prediction
result that telling a station is going to having x amount of pick-up demand
in next 3 hour doesn’t help. The granularity should not be too big thus it
would be impossible to solve the BRP. So we propose that K = 60 is a fine
choice.
7.3.2 Particular Assessment of SSA and SARIMA
As both algorithms cannot handle K = 60, we did a particular evaluation
for the performance for both algorithms. First in term of time consumption,
both algorithms require to build a model per station, which is very inefficient
and it takes extremely long time with large dataset. Therefore they are
impossible to perform real-time prediction.
On one hand, SSA shows incapable of predicting values with multiple
step ahead. As shown in Figure 7.2, SSA is heavily depended on LRF
property, thus the forecast result will always converge. Specially most of
real life data they don’t meet the LRF requirement.
On the other hand, the SARIMA has mediocre performance, better than
traditional approaches but worse than others. The only case we complete
with SARIMA and K = 60 is shown in Figure 7.3, it took us 1 week to
complete the SARIMA and SSA model building.
The Figure 7.3 shows the MAE and RMSE based on length of future
day to forecast per algorithm. We can see that SARIMA performs better
than HA, LR and SSA. But still not as good as neural network algorithms.
Moreover, it’s much more time consuming than neural network. So at this
point, we can conclude that SSA and SARIMA are not suitable to solve
SBSS user demand prediction problem.
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Figure 7.3: MAE and RMSE of K = 60 with dummy using 6 months JC
data
7.3.3 T Data Size
The T we defined before can be seen as using data with size of 3 month, 6
month or 1 year to predict the next month demand. We can identify the
size of data required to perform a forecasting by comparing the performance
under different T settings. The parameters for this evaluation are: E =
dummy, R = 30, K = 60, all T and without normalised target value.
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Model
3 months 6 months 12 months
Nov Dec Nov Dec Nov Dec
HA 0.725 0.632 0.722 0.706 0.612 0.583
LR 0.951 0.789 0.925 0.814
MLP 0.745 0.523 0.605 0.502 0.566 0.493
LSTM 1 0.618 0.471 0.646 0.482 0.538 0.466
LSTM 2 0.611 0.470 0.638 0.473 0.526 0.466
LSTM 3 0.601 0.447 0.579 0.453 0.524 0.453
LSTM 4 0.633 0.515 0.637 0.478 0.547 0.468
LSTM 5 0.606 0.464 0.617 0.479 0.534 0.452
Table 7.3: T evaluation result in MAE
Model
3 months 6 months 12 months
Nov Dec Nov Dec Nov Dec
HA 1.438 1.245 1.366 1.345 1.170 1.085
LR 1.649 1.393 1.643 1.394
MLP 1.427 1.030 1.117 0.977 1.083 0.974
LSTM 1 1.278 1.017 1.287 1.060 1.106 0.962
LSTM 2 1.275 1.024 1.272 1.033 1.108 0.949
LSTM 3 1.246 0.994 1.231 0.948 1.088 0.934
LSTM 4 1.309 1.034 1.264 0.949 1.114 0.973
LSTM 5 1.266 1.000 1.265 0.933 1.076 0.937
Table 7.4: T evaluation result in RMSE
As the result shown in Table 7.3 and Table 7.4, when the model is trained
by 1 year data, it can definitely improve the performance. This is mainly
because the model has already trained for this Month data. On the other
hand, the LR model seems not be able to handle large dataset.
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7.3.4 Target Variable Normalisation
In general, the response variable is not necessary to be normalised. But
by normalising the target variable, it should accelerate the convergence and
make the learning progress more stable. But it’s a just a hypothesis, we test
it with T =(2017-11-01,2018-11-30), K = 60, R = 30 and all E. We test




Dummy Statistical Embedding Dummy Statistical Embedding
HA 0.612 0.612 0.612 0.612 0.612 0.612
MLP 0.566 0.559 0.532 0.542 0.817 0.542
LSTM 1 0.538 0.616 0.545 0.527 0.573 0.527
LSTM 2 0.526 0.605 0.532 0.559 0.643 0.559
LSTM 3 0.524 0.587 0.532 0.523 0.608 0.523
LSTM 4 0.547 0.590 0.546 0.537 0.594 0.537
LSTM 5 0.534 0.601 0.534 0.527 0.581 0.527
Table 7.5: Normalisation effect result in MAE
Model
Original Normalised
Dummy Statistical Embedding Dummy Statistical Embedding
HA 1.170 1.170 1.170 1.170 1.170 1.170
MLP 1.083 1.066 1.093 1.109 1.614 1.109
LSTM 1 1.106 1.178 1.109 1.169 1.286 1.169
LSTM 2 1.108 1.177 1.084 1.265 1.792 1.265
LSTM 3 1.088 1.170 1.081 1.169 1.609 1.169
LSTM 4 1.114 1.176 1.123 1.168 1.418 1.168
LSTM 5 1.076 1.172 1.084 1.156 1.413 1.156
Table 7.6: Normalisation effect result in RMSE
The comparison result in Table 7.5 shows the result remains the more
less the same. However, the Table 7.6 suggests otherwise. The normalisation
is not just useless, but even worsen the performance. The MAE maintains
the same and increasing RMSE means that normalisation has made the
predicted result much more unstable and produces large errors.
Therefore, the the rest of test will use original target variable.
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7.3.5 E Encoder and Predictive Algorithm
The last two question can be answered together by test it with parameters
K = 60, R = 30 and T = [(2017-11-01, 2018-11-30), (2017-12-01, 2018-12-
30)].
Model
(2017-11-01, 2018-11-30) (2017-12-01, 2018-12-30)
Dummy Statistical Embedding Dummy Statistical Embedding
HA 0.612 0.612 0.612 0.583 0.583 0.583
MLP 0.566 0.559 0.532 0.493 0.516 0.495
LSTM 1 0.538 0.616 0.545 0.466 0.558 0.474
LSTM 2 0.526 0.605 0.532 0.466 0.549 0.463
LSTM 3 0.524 0.587 0.532 0.453 0.562 0.466
LSTM 4 0.547 0.590 0.546 0.468 0.567 0.474
LSTM 5 0.534 0.601 0.534 0.452 0.563 0.457
Table 7.7: E evaluation result in MAE
Model
(2017-11-01, 2018-11-30) (2017-12-01, 2018-12-30)
Dummy Statistical Embedding Dummy Statistical Embedding
HA 1.170 1.170 1.170 1.085 1.085 1.085
MLP 1.083 1.066 1.093 0.974 0.958 0.936
LSTM 1 1.106 1.178 1.109 0.962 1.031 0.980
LSTM 2 1.108 1.177 1.084 0.949 1.037 0.962
LSTM 3 1.088 1.170 1.081 0.934 1.043 0.943
LSTM 4 1.114 1.176 1.123 0.973 1.099 0.957
LSTM 5 1.076 1.172 1.084 0.937 1.028 0.959
Table 7.8: E evaluation result in RMSE
This result clearly shows that the dummuy encoder is the most effective
encoder among others. In the meantime, LSTM 3 and LSTM 5 have the
lowest MAE and RMSE in average. These results seems reasonable because
JC SBSS data is a small dataset with 50 stations. Thus the dimensionality
generated by dummy encoder isn’t too much.
The next step is to verify whether our local conclusion from JC is still
working on NYC data or not.
7.3.6 Verification on NYC data
The result from Table 7.9 and Table 7.10 suggest that dummy encoder is still
the most stable encoder. The Embedding encoder shows its competitiveness
but still stay behind. This is because the cardinality of Station ID is still
too low to use embedding encoder. On the other side, LSTM 5 is the winner
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algorithm among all, it has the lowest average MAE and lowest average
RMSE.
Model
(2017-11-01, 2018-11-30) (2017-12-01, 2018-12-30)
Dummy Statistical Embedding Dummy Statistical Embedding
HA 1.565 1.565 1.565 1.478 1.478 1.478
MLP 1.464 1.488 1.326 1.217 1.300 1.875
LSTM 1 1.410 1.514 1.422 1.182 1.225 1.258
LSTM 2 1.343 1.505 1.359 1.114 1.240 1.184
LSTM 3 1.340 1.512 1.374 1.136 1.401 1.184
LSTM 4 1.421 1.537 1.459 1.167 1.226 1.236
LSTM 5 1.340 1.482 1.379 1.110 1.175 1.142
Table 7.9: E evaluation result in MAE with NYC data
Model
(2017-11-01, 2018-11-30) (2017-12-01, 2018-12-30)
Dummy Statistical Embedding Dummy Statistical Embedding
HA 3.134 3.134 3.134 2.898 2.898 2.898
MLP 2.999 2.773 2.644 2.345 2.388 4.241
LSTM 1 2.830 3.067 2.841 2.309 2.386 2.441
LSTM 2 2.647 3.031 2.647 2.171 2.353 2.294
LSTM 3 2.664 2.973 2.671 2.186 2.703 2.276
LSTM 4 2.860 3.016 2.933 2.255 2.361 2.405
LSTM 5 2.754 2.942 2.800 2.179 2.326 2.208
Table 7.10: E evaluation result in RMSE with NYC dat
A further analysis is conducted to test the ability of predict R future
days. In real life, only R = 1 and R = 30 matters. Because R = 1 means
the model is useful to predict the user demand for next day, which is normal
case when rebalancing process is required. But finally, the prediction per-
formance will converge to R = 30, thus this value is useful to evaluate the
predictive model. The result in Figure 7.4 shows that LSTM 5 has the best
performance of predicting the demand for next day. And for the long-term
prediction, LSTM 5 seems also the best choice.
As we saw in section 5.5, the daily demand is different for each station,
thus the performance of predicting each station is also different. So we
compute a performance comparison plot based on station daily demand in
Figure 7.5. The x axis shows the daily demand while y axis is the average
of evaluation metric for all stations with that daily demand per each model
minus HA. The result shows that when station has very large daily frequency,
the performance of predictive models are indifferent with HA. This is because
when the amount of sample increases, it eventually converge to HA. But


































Figure 7.4: R evaluation with NYC data
stations with lower daily frequency. This is because the daily low frequency
makes the station demand pattern volatile, thus more affected by external
factors such as weather or holiday.

































Figure 7.5: Performance comparison with HA based on station daily demand
with NYC data
Finally, in order to validate our predictive model, we plot a comparison
of original value with predicted value using the highest daily demand station
data in Figure 7.8, Figure 7.7 and Figure 7.6. The prediction seems pretty
good and reasonable. These models have captured the characteristic of each
weekday and successfully to predict user demand for one future month. To
finish the evaluation chapter, we can conclude that LSTM with architecture
number 5 and hyperparameters {K = 60, T = 12months,E = dummy}




















































































































In this thesis, we aim to analyse the user mobility pattern and to predict
user demand in Bike-Sharing System. During this project, many interest-
ing patterns and influencing factors are explored which can be recapped in
following:
• The weather influencing factors are Temperature, Humidity, Wind and
Weather Condition.
• The time related factors are Hour, Weekday, Month, Weekend and
Holiday.
• Stations near by large park usually have high amount of users who
pick-up and return to the same station.
• The average trip duration done by female is longer than male.
• Most of users use bike to commute for short distance trip.
• Stations near by office area usually have high amount of drop-off de-
mand at morning peak and high amount of pick-up demand at evening
peak.
We also visualised the BSS imbalance which ensure the need of building
this thesis. The BSS imbalance phenomenon is special severe during the rush
hour in Metropolis like New York. The stations in city center are totally
overloaded.
On the other hand, we designed 9 models to predict user demand based
on the future weather forecasting and historical data: Linear Regression(LR),
Singular Spectrum Analysis(SSA), Seasonal Auto Regressive Integrated Mov-
ing Average (SARIMA), Multilayer Perceptron (MLP) Neural Network and
5 mutations of Long Short-Term Memory (LSTM) Neural Network. Then
we evaluate them based on different hyperparameter and use cases. The
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evaluation shows that the LSTM 5 outperform all other models with hy-
perparameter = {K = 60, T = 12months,E = dummy}. This proves the
ability of LSTM to predict sequential data with multiple input sources. Be-
sides this, we also leaned several facts about these models:
• SSA is heavily depends in LRF property, it may not be good choice
to perform long-term prediction.
• SARIMA and SSA are much slower than modern algorithms due to
incapable of handle discriminator variable.
• The response variable doesn’t need to be normalised.
• Although the embedding encoder is very powerful and sophisticate,
but in case of low cardinality categorical variable, it may still lose to
dummy encoder.
At this point, we can conclude that all objectives listed section 1.2 are
achieved with high quality. The predicted result is very close to real value,
thus it can be used for any BSS company to solve the BRP.
8.1 Future research
After finished this thesis, we found several improvements can be done in the
future.
• We didn’t consider the spatial correlation between the close stations.
This can be done by using state-of-art neural network algorithm such
as Conv-LSTM or FCL-Net or GCNN. None of these is implemented
in this thesis due to the complexity. For the future research, we should
implement them all and evaluate them under equal condition.
• The number of bikes in use should also be a important variable for the
prediction. Because the number of drop-off is directly depending on
it.
• We should analyse FBSS dataset instead of SBSS. Because FBSS is
dockless, which means the user demand request and drop-off location
will be much closer to the destination. It can give much more insight
about user behaviour and mobility pattern. Currently in Barcelona,
many Scooter-Sharing System is rising, they provide similar data as
FBSS. However, all those data are privates, in the future research we
should have also a public open data for fleet floating dataset.
• The hyperparameter tuning we performed in this thesis is not per-
fect, due to the computation resource limitation, we cannot test with
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complex settings. We should optimise the code and using GPU com-
putation instead of CPU, thus we may be able to improve further the
predictive model.
• We should analyse also BSS from other countries like China or Spain as
control group. Then we may understand better about user behaviour
by comparing between different data group.
• Lastly, a general benchmark dataset is needed. It’s crucial to be able
to evaluate all kinds of predictive algorithm for this matter. Other-
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[30] S. Moritz, A. Sardá, T. Bartz-Beielstein, M. Zaefferer, and J. Stork,
“Comparison of different methods for univariate time series imputation
in r,” arXiv preprint arXiv:1510.03924, 2015.
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Appendix A
Structure of Source Code
The project is hosted in Github repository: https://github.com/Qiaorui/
tfm. It contains a prepared script ready to reproduce the entire project in-
cluding analysis, ETL, modelling, evaluation and reporting which presented
in this thesis. On the other hand, all codes, scripts, dataset, resources can
be found in the attached file. Either the attached source code or Github
project is organised as below:
Figure A.1: Structure of source code
The detail about how to getting start and reproduce this project is doc-
umented in README.md. Thus we are not pasting to this appendix.
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Appendix B
Structure of Attached Files
In the attached file evaluation results.zip contains all analysis results,
plots and logs. The name of directory is self-explanatory. It also contains the
whole evaluation result which contains 150 comparisons. Each comparison
is naming by hyperparameter as below:
DB +K + Ts + Te
where DB is the name of dataset is using, K is the time interval, Ts is the
start date of dataset and Te is the start date of test dataset. For example:
a directory named JC 60 2018-09-01 2018-12-01 means that JC SBSS data
from 2018-09-01 to 2018-12-30 is used. It takes data range from 2018-09-01
to 2018-11-30 as training dataset and from 2018-12-01 to 2018-12-30 as test
dataset. Then it transform the data by aggregate to 60 minutes.
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