The QR factorization is one of the most important and useful matrix factorizations in scientific computing. A recent communication-avoiding version of the QR factorization trades flops for messages and is ideal for MapReduce, where computationally intensive processes operate locally on subsets of the data. We present an implementation of the tall and skinny QR (TSQR) factorization in the MapReduce framework, and we provide computational results for nearly terabyte-sized datasets. These tasks run in just a few minutes under a variety of parameter choices.
INTRODUCTION
The thin QR factorization of an m×n matrix A with m > n computes an m×n matrix Q with orthogonal columns and an n × n upper triangular matrix R such that
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Copyright 2011 Association for Computing Machinery. ACM acknowledges that this contribution was authored or co-authored by an employee, contractor or affiliate of the U.S. Government. As such, the Government retains a nonexclusive, royalty-free right to publish or reproduce this article, or to allow others to do so, for Government purposes only. stable methods for least squares data fitting [2] , eigenvalue computations [10] , and null-space methods for optimization [11] , to name a few. As the scale and scope of scientific computations increase, the technology of QR factorizations must be updated to meet the requirements of modern supercomputing environments, grid computations, and MapReduce environments. However, the projection operations originally formulated to stably compute the factors Q and R assume a serial computing paradigm. Efforts to parallelize these operations have followed advances in parallel architectures [13] . For example, modern solvers work on blocks of a matrix to reduce the number of serial steps. But the serial approach has remained fundamentally unchanged. Thus, the resulting implementations have many synchronized steps; see, for example, the panel-QR routine in the state-of-the-art dense linear algebra library ScaLAPACK [4] . The standard approach is particularly ill-suited to the MapReduce environment because each step of the algorithm involves changing the entire matrix.
By examining trends in supercomputing hardware, Demmel et al. [8] showed that advances in processor performance -as measured by floating point operations per second -have greatly surpassed advances in communication performance. Consequently, they propose a communicationavoiding paradigm to revise dense linear algebra operations -such as the QR factorization -for modern supercomputer architectures. They present and analyze a communicationavoiding QR (CAQR) that essentially trades flops for messages, yielding a stable algorithm with optimal locality. The key component of CAQR is a modification of the thin QR factorization for matrices with many more rows than columns -the so-called Tall and Skinny QR (TSQR). The essence of TSQR is to perform smaller QR factorizations on row blocks of the tall matrix and to combine groups of R factors in such a way as to avoid communication. Then another round of smaller QR factorizations is performed; this process repeats until a final R factor is computed. The matrix Q of orthogonal columns is never explicitly formed, but premultiplying a vector by Q T can be done efficiently; this is sufficient for many applications, e.g. least squares data-fitting. Beyond CAQR, the TSQR method also serves as an essential component of block iterative algorithms -such as block Krylov solvers for linear systems of equations -where the operation of a vector norm is replaced by a QR factorization on a matrix with many more rows than columns.
The communication-avoiding paradigm is appealing for a grid computing environment, where communication overhead is dramatically more expensive than computing power on individual processors. By trading expensive synchronization points for additional local computation, communicationavoiding algorithms often fit into the MapReduce environment [7] . In MapReduce, these algorithms take the computation to the data in-situ, instead of communicating the data between computers. Here, we present the TSQR algorithm and its implementation in a MapReduce computing environment. By treating the matrix as an unordered collection of rows, we formulate both the mapping and reducing step as streaming TSQR factorizations. These approaches update a local QR factorization in response to a new block of rows. With this implementation, we can compute the QR factorization on terabyte scale data sets stored redundantly on the hard disks of a MapReduce cluster, and the bulk of the computation is done with data-local operations.
The related work falls into two broad categories: statistical algorithms in MapReduce, and tall-and-skinny QR factorizations in high-performance computing architectures. A recent proposal in the Apache Mahout package is to implement linear regression -a natural application of the tall-andskinny QR factorization -using a stochastic gradient descent method [21] . In contrast, our approach allows these problems to be solved exactly when the matrix has a particular shape; see the conclusion for some ideas about future work related to Mahout. Another frequently used MapReduce computation is principal components analysis (PCA). The standard technique for implementing this algorithm is to compute the covariance matrix directly. See Section 2.4 for more about some issues with this approach.
The success and flexibility of the TSQR procedure developed by Demmel et al. [8] has sparked a small revolution in applications of this technique. It has been implemented directly inside the MPI framework for parallel codes as a native reduce operation [14] . This construction allows codes to use the TSQR procedure optimally on each architecture. Others have successfully used the TSQR procedure to compute the QR factorization in a grid environment [1] and on Amazon's EC2 platform [6] .
THE TSQR FACTORIZATION
We now describe the idea behind a TSQR factorization and its implementation in a MapReduce system. As previously mentioned, this algorithm is a natural fit when only the R factor is required. The following derivation of the idea closely parallels ref. [8] .
Consider a matrix A with 8n rows and n columns, which is partitioned as
In this example, each Ai is a 2n × n matrix, but in general, the idea is that each Ai is a small local matrix. We assume that Ai is small enough that we can efficiently compute its QR factorization with the standard algorithm on a single processor. These independent QR factorizations provide a factorization of A:
This is not yet a QR factorization for A. Note, however, that a QR factorization of the 4n×n matrix on the right will produce a QR factorization of A. (Recall that the product of orthogonal matrices is orthogonal.) That is,
But, suppose for the sake of the example that a 4n × n QR factorization is itself too large for any single processor. Consequently, we repeat the small QR factorizations for both 2n × n pairs of matrices:
One final QR factorization of the 2n × n matrix on the right remains. After that operation,
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n×n is a QR factorization. What this examples shows is that to produce the matrix R, the only operation required is the QR factorization of a 2n×n matrix. As stated, Q is the product of a sequence of three orthogonal matrices. We return to the issue of computing Q in Sections 2.2 and 2.3 As noted in ref. [8] , any sequence or tree of QR factorizations of this form will work. The above example shows how to compute a QR factorization with maximum parallelism. (The factorizations of Ai are independent, as are the factorizations of R
T .) In particular, suppose that the matrix A is presented one row at a time. Further, suppose that we have the ability to store 3n rows of A and compute a QR factorization for these stored rows. Then the following sequence of four QR factorizations will produce the R factor:
As an algorithm, this procedure first reads and stores the 2n rows for A1. It then computes a QR factorization of this block, yielding an n×n matrix R1. Next, it reads in another 2n rows for A2. At this point, its buffer of rows is full, and consequently, it "compresses" that to a new matrix R2 via a second QR factorization. This process continues in blocks of 2n rows until there are no more rows of A left. In a single equation, it computes: We now combine these two computation trees to implement a TSQR algorithm on a MapReduce computer.
A TSQR reduction tree for MapReduce
In the previous section, we saw how to compute the R factor in a QR factorization for a tall-and-skinny matrix in two scenarios: a maximally parallel computation and a completely serial computation. To implement a TSQR procedure on a MapReduce architecture, we combine these two cases.
In this implementation, the matrix exists as a set of rows. That is, each record, or key/value pair, in the MapReduce environment is a row identifier and an array containing the values in the row. This storage implies that a tall-and-skinny matrix will have many records. Due to the distributed nature of the file systems underlying a MapReduce system, this matrix will be partitioned across the many different computers and disks constituting the entire MapReduce cluster. In terms of the examples from the previous section, each submatrix Ai corresponds to a different split of the distributed data. Also, note that the matrix need not be stored explicitly. In Section 3.5, we describe how to solve a least squares problem on a single file representing a collection of images. There, we build the rows of the least-squares matrix directly from the raw image data.
Given the explicit or implicit storage of the matrix A, each mapper in the MapReduce TSQR implementation runs a serial TSQR routine, acquiring the matrix a single row at a time. After it has acquired all the rows available, it outputs the R factor for these rows. Each row of the output has a random key. Thus, the input keys are ignored. Also, each reducer runs the same serial TSQR procedure. There is no need for a local "combine" operation because the identity of each row is ignored and the map already outputs the most highly reduced form of its data. A high level view of the operations in the map and reduce is shown in Figures 1 and 2 . A complete implementation of this mapper and reducer using the hadoopy Python framework for Hadoop streaming programs is given in Figure 3 .
When this MapReduce program is run with a single reducer, the output from that reducer is the R factor. Using only one reducer, however, eliminates some opportunities for parallelism. In the Hadoop file system, for instance, large files are divided into multiple segments called splits. The total number of mappers is the number of files multiplied by the number of splits. In most realistic scenarios, there will be more than a single file constituting the input matrix A. This phenomenon often happens for one of two reasons. The first is that the data were collected in discrete increments, which are analyzed together -this would be the case for an aggregation of daily log files. The second is that the data are output by a previous MapReduce job, in which the number of files is equal to the number of reducers. Using many mappers and only a single reducer is problematic for this application because the reducer must compute a serial TSQR on the output from all the mappers, which could be a lengthy serial computation. An alternative is to use a multi-iteration TSQR approach; see Figure 4 . When using two MapReduce iterations, the output from the mappers are fed into a large set of reducers. The output of these reducers import random, numpy, hadoopy then becomes the matrix input for another TSQR procedure -although this iteration can use an identity mapper to eliminate extra work involved in processing the output from the previous reduce, which is guaranteed not to change the output. As long as the last iteration has only a single reducer, the algorithm outputs the correct R factor. The hadoopy implementation in Figure 3 does not contain the logic to handle a multi-stage iteration; please see our publicly available codes for that implementation. In both implementations, we did not invest any effort in constructing a custom data partitioner to ensure data locality between the mappers and reducers in a multi-stage iteration. Instead, we investigated increasing the minimum split size to reduce the number of mappers; see Section 3.4 for these experiments.
Solving a least-squares problem
Thus far, this manuscript has described how to compute a TSQR factorization and implement that algorithm on a MapReduce system. This algorithm is a key ingredient in solving least-squares problems. Consider a full-rank, least squares problem with a tall-and-skinny matrix A ∈ R m×n , m n:
The following derivation mimics that found in many numerical linear algebra textbooks and is repeated to illustrate how a QR factorization may be used. Let A =QR be a full-QR of A. In the full-QR factorization,Q is square and orthogonal, andR = [
where R is n × n and upper triangular. Note thatQ = QQ 2 where Q is the thin-QR factor. Then, by orthogonality,
for any vector x. Because R is full rank by assumption, the solution of the linear system Rx = Q T b is the solution of the least squares problem. The value of the objective function at the minimum is Q
Using this approach to compute the solution requires the vector Q T b. Computing this vector seemingly requires the matrix Q, but Q T b may be computed without explicitly forming Q. We illustrate this idea by returning to the example in Section 2. Let A be the 4n × n matrix from the example, and let
T be partitioned conformally with A. (In a MapReduce environment, this means that we have the values of b stored with their corresponding rows of A.) Using the QR factorization from before, note that
What this expression shows is that outputting Q T i bi from each small QR factorization is enough to compute Q T b without explicitly forming Q.
The Q factor and a tall-and-skinny SVD
Of course, many applications require the Q factor. Given R, we can compute Q = AR −1 . This computation is easy to implement on a MapReduce system. Using a similar idea, we can also compute the SVD of a tall and skinny matrix (see ref. [12] for more about the SVD). However, these approaches have numerical stability problems (see ref. [17] for instance) and require a careful study of the orthogonality of the computed factors. We hope to investigate these issues soon.
Alternative approaches

Normal equations.
An elementary technique to solve a least-squares problem is to use the normal equations given by the optimality conditions for the least-squares problems:
Let B = A T A. Then the Cholesky factorization of B is B = R T R for an upper-triangular matrix R. For a fullrank matrix A, this Cholesky factor R is the same as the R factor in the QR factorization. Consequently, another approach to compute R is to compute A T A and compute a Cholesky factorization. This computation is also easy to do in a MapReduce environment. However, this approach has considerable numerical stability issues [19] . In our experiments, it has performance comparable to the TSQR approach, which has good numerical stability assurances. 
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Random sampling.
Another approach is to employ random sampling of the matrix, or a random projection of the matrix (see ref. [9] , and other references within). The idea is that most of the important quantities in a least-squares problem or QR factorization lie in a low-dimensional space, which can be obtained by randomly sampling rows of the matrix after an appropriate projection. These algorithms have rigorous approximation bounds and failure probabilities. However, using a random sampling technique still requires touching all the entries of the matrix. In our experiments, we observe that the additional work performed in the TSQR approach does not consume much additional time, and hence, we have not investigated randomized techniques, because the deterministic techniques have sufficient performance.
EXPERIMENTS
We implemented the TSQR algorithm outlined in the previous section in Hadoop 0. 21 [20] streaming. Hadoop streaming is a simple interface to a MapReduce system, which pipes a stream of key-value pairs to and from an arbitrary program via the standard input and output streams. We constructed this implementation using three different interfaces to Hadoop streaming: the Dumbo python interface [3] , the hadoopy python interface [23] , and a new custom C++ interface. The two python frameworks provide an easy-to-use environment and a rich set of numerical libraries via the numpy Python package [15] . The C++ interface can be viewed as a reference point for any Hadoop streaming approach. In the future, we hope to evaluation against other TSQR approaches in MPI and grid environments.
We begin by describing our suite of synthetic test matrices ( Table 1) that we use to evaluate the performance of the TSQR algorithms (Section 3.1). These problems are used to provide insight into how the performance of the algorithm changes when tweaking different parameters. The first set of experiments shows the difference in performance from each of the three different Hadoop streaming frameworks. Unsurprisingly, the C++ implementation is the fastest (Table 2). Please see Section 3.2 for additional discussion on these frameworks. The next two sets of experiments investigate the effect of the local block size and Hadoopy split size on the performance. The block size parameter determines the maximum size of a local QR factorization; and the split size determines the number of Hadoop mappers launched. The best performance results from a large, but not too large, block size (Table 3) and a large split size (Table 4). The final experiment uses the TSQR routine to solve a least squares regression problem and find the principal components of the tinyimages dataset [18] , a 230 GB collection of nearly 80,000,000 small pictures. Using our slowest framework, Dumbo, we can solve both of these problems in around 30 minutes and project the C++ code would take 5-8 minutes.
All of the experiments are performed on a Hadoop cluster with 64 nodes. Each node has a single quad-core Intel Core i7-920 processor, 12 GB of RAM, and 4 2TB 7200 RPM hard disks. The nodes are split between two racks. The within rack connections are Gigabit Ethernet, and there is a single 10 Gigabit connection between racks.
Synthetic problems
In order to construct large scale synthetic problems, we implement the data generators directly in MapReduce using a Dumbo and numpy implementation. Let M be the number of mappers used, m be the number of rows in the final matrix and n be the number of columns. We deterministically construct R as an n × n upper-triangular matrix of all ones. This choice lets us quickly check that the computed answers are correct, which they were for all experiments here. In the first iteration of the construction, each mapper is assigned M/m rows to generate. Then each mapper generates a local, random orthogonal matrix Q i with 2n rows. This matrix is applied to R, and the resulting 2n rows are output. The mappers repeat this process until they have output all m rows. The output keys for these rows are random. The reduce step is just an identity reducer. However, with the random output keys, the reduce step is a random permutation of these rows, which is another orthogonal matrix transform. On subsequent iterations, the mappers read in up to 2r rows, and perform yet another orthogonal transformation with another random Q i . Overall, there are three total iterations: Mapper 1 to generate an initial matrix with a known R and local orthogonal transforms; Reducer 1 to perform a permutation of the rows; Mappers 2 and 3 to further transform the matrix with additional orthogonal factors; and Reducers 2 and 3 to perform additional permutations. The result is not a uniformly sampled random matrix with R as the QR factor, but an easy-to-implement approximation. See Table 1 for the details on the number of rows and columns in the test problems. They are all constructed to be around 400GB in size, and with many more rows than columns. The final number of reducers is 1000, and so each matrix consists of 1000 separate files, stored in HDFS. We also provide the time of a reference streaming computation on each matrix. This computation is the total time it takes to compute the column sums using our C++ streaming framework (described next), and approximates the minimum time to do one non-trivial MapReduce iteration. The reported times were consistent across three repetitions of the experiment.
(We thank James Demmel for suggesting this performance benchmark.)
Prototyping frameworks
Each of the three streaming frameworks receive key and values pairs as binary encoded "TypedBytes" [3] . These TypedBytes allow binary data to be passed between Hadoop and Hadoop streaming mappers and reducers, and include integer, floating point, and array primitives. The values are encoded with a big endian byte order following the Java convention. These values must then be converted into the native byte order before they can be used, and this conversion operation occupies the majority of the time in decoding TypedBytes data. Once a key-value pair has been decoded, the three streaming implementations run the same algorithm as illustrated in Figure 3 . On output, they re-encode the data for each row in big endian byte order.
In Table 2 , we show the performance of the three implementations for the test matrix with 500 columns. This table shows the performance of three different Hadoop streaming frameworks using the TSQR algorithm. The QR columns give the total time spent doing local QR operations in each framework. The test matrix has 500 columns and uses a two-iteration approach with 250 reducers in the first iteration and 1 reducer in the second. We used a two-iteration TSQR procedure, and show the total seconds taken by the entire computation, each iteration, and the individual map and reduce steps. Note that the mappers and reducers often do bits of work in parallel, and thus, the sum of the map and reduce time for an iteration is more than the total iteration time. Also, we show the sum of time spent doing the QR factorizations. These experiments show that hadoopy is a more efficient Python framework for Hadoop streaming than Dumbo. Additionally, the hadoopy framework takes roughly twice as long as a C++ implementation. It seems the hadoopy linear algebra (using numpy and ATLAS [22] ) routines incur a significantly higher overhead than the C++ code (using ATLAS), which could bias the comparison.
Local block-sizes
The serial TSQR procedure implemented by all the mappers and reducers has a block size parameter to determine how many rows to read before computing a local QR factorization. These block size parameters are expressed in terms of an integer multiple of the number of columns. For instance, a block size of 3 means that the mappers will read 3 rows for each column before computing a local QR factorization. We think of a block as an n × n chuck of the matrix, where n is the number of columns. As we vary the number of columns in the matrix, changing the block size can cause a meaningful performance difference; see Table 3 . This computation uses a two iteration TSQR tree with our C++ code; it shows increasing the blocksize increases performance, but making it too large reduces performance. Each row in the table gives the number of columns in the matrix, the number of mappers used for the first iteration, and the time in seconds for each the two iterations. The two iteration algorithm used 250 reducers in the first iteration and 1 reducer in the second iteration.
The serial TSQR must repeat one block of work for each subsequent QR compression step. Consequently, a small block size causes a significant fraction of the total work to be redundant. The problem with a large block size is that it requires higher memory traffic. (Although, this could be improved with a better implementation of QR in ATLAS [8] .) 
Split size
There are three factors that control the TSQR tree on Hadoop: the number of mappers, the number of reducers, and the number of iterations. In this section, we investigate the trade-off between decreasing the number of mappers, which is done by increasing the minimum split size in HDFS, and using additional iterations. Using additional iterations provides the opportunity to exploit parallelism via a reduction tree. Table 4 show the total computation time for our C++ code when used with various split sizes and one or two iterations. The block size used was the best performing case from the previous experiment. Each row states the number of columns, the number of iterations used (for two iterations, we used 250 reducers in the first iteration), the split size, and the total computation time. With a split size of 512 MB, each mapper consumes an entire input file of the matrix (recall that the matrices are constructed by 1000 reducers, and hence 1000 files). The two iteration test used 250 reducers in the first iteration and 1 reducer in the second iteration. The one iteration test used 1 reducer in the first iteration, which is required to get the correct final answer. (In the 1000 column test, using a smaller split size of 64 or 256 MB generated too much data from the mappers for a single reducer to handle efficiently.)
The results are different between 50 columns and 1000 columns. With 50 columns, a one iteration approach is faster, and increasing the split size dramatically reduces the computation time. This results from two intertwined behaviors: first, using a larger split size sends less data to the final reducer, making it run faster; and second, using a larger split size reduces the overhead with Hadoop launching additional map tasks. With 1000 columns, the two iteration approach is faster. This happens because each R matrix output by the mappers is 400 times larger than with the 50 column experiment. Consequently, the single reducer takes much longer in the one iteration case. Using an additional iteration allows us to handle this reduction with more parallelism. 
CONCLUSION
In this manuscript, we have illustrated the ability of MapReduce architectures to solve massive least-squares problems through a tall and skinny QR factorization. We choose to implement these algorithms in a simple Hadoop streaming framework to provide prototype implementations so that others can easily adapt the algorithms to their particular problem. These codes are all available online.
1 We envision that the TSQR paradigm will find a place in blockanalogues of the various iterative methods in the Mahout project. These methods are based on block analogues of the Lanczos process, which replace vector normalization steps with QR factorizations. Because the TSQR routine solves linear regression problems, it can also serve as the leastsquares sub-routine for an iteratively reweighted least-squares algorithm for fitting general linear models.
A key motivation for our MapReduce TSQR implementation comes from a residual minimizing model reduction method [5] for approximating the output of a parameterized differential equation model. Methods for constructing reduced order models typically involve a collection of solutions 1 See http://www.github.com/dgleich/mrtsqr.
(dubbed snapshots [16] ) -each computed at its respective input parameters. Storing and managing the terascale data from these solutions is itself challenging, and the hard disk storage of MapReduce is a natural fit.
