I. PROBLEM STATEMENT AND METHOD
Process mining techniques have been applied to the visualization, interpretation, and analysis of medical processes. However, only a very limited amount of process data necessary for these analyses is publicly available, especially in the medical field because of patients' privacy. This limits novel medical process research to using insufficiently large or randomlygenerated synthetic datasets. Our goal in this study is to train a model (using a limited amount of observed process data) that can generate large amounts of semi-synthetic process data. This generated data has characteristics similar to those of real-world process data, and could potentially be observed in reality.
The use of medical data for this study was approved by the Institutional Review Board at the Children's National Medical Center in Washington, DC. One hundred and twenty-two trauma resuscitation cases totaling 4347 activities were coded from surveillance videos of trauma resuscitations. In our approach, we tried to learn a descriptive HMM ߣ from observed process traces and use ߣ to produce semi-synthetic process data. Our method can be summarized in two steps (Alg. 1):
The technical challenge in this method is not step 2, generating semi-synthetic data, but step 1, inferencing a proper HMM ߣ. Firstly, when inferring ߣ, it is important to balance between model over and underfitting. Overfitting ߣ sacrifices model generality, and only allows generating slightly-modified copies of the observed traces, but cannot produce potentially possible but unobserved traces. Real world processes are usually highly-variable, and an observed process log is only a small sample realization of the underlying process. ߣ should be flexible enough to produce potential traces that haven't been observed in the dataset. On the other hand, an underfitted ߣ is quantitatively less accurate and may generate traces far from reality. Secondly, activities should be labeled with timestamps marking the start and end times. Classical HMMs, however, do not model time information. Hence, incorporating activity timestamps into the HMM will be a challenge.
II. EVALUATION AND PRELIMINARY RESULT
We evaluated our data generator from three aspects: the semi-synthetic data's similarity to the original data, whether the semi-synthetic data is possible in reality, and how many unique synthetic traces can be generated. Evaluation was thus done with the following: (1) To measure the similarity between real and semi-synthetic, we compared trace length, activity distribution, activity transitions, and sequential patterns. (2) To assess the realism of the semi-synthetic logs, we randomly selected 10 generated traces and 10 original traces, and asked medical experts to distinguish them as synthetic or real. (3) The number of unique traces can be infinite if loops exist in the model. Therefore, we answer the third question by counting unique traces in a generated dataset of a given size.
Our preliminary results show (1) high similarity between the semi-synthetic data and real-world data in four dimensions (i.e., trace length, activity distribution, transitions, sequential patterns). For example, the difference in activity distribution between real world data and semi-synthetic data is 0.45% ( Figure  1 ). (2) Medical experts labeled 13 out of 20 traces correctly. The accuracy was only 65%, indicating that even medical experts cannot well distinguish between the semi-synthetic and real data. (3) Out of 5000 semi-synthetic traces, none of them duplicated, showing the potential of our approach to produce large amount of semi-synthetic data given limited amount of observed real world process data. Step 2. Generate semi-synthetic traces ௦ iteratively based on ߣ
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