The forming tools are commonly assumed as rigid in the finite element simulation of sheet metal forming processes. This assumption allows to simplify the numerical model and, subsequently, reduce the required computational cost. Nevertheless, the elastic deformation of the tools can influence considerably the material flow, specifically the distribution of the blank-holder pressure over the flange area. This study presents the finite element analysis of the reverse deep drawing of a cylindrical cup, where the forming tools are modelled either as rigid or as deformable bodies. Additionally, the numerical results are compared with the experimental ones, in order to assess the accuracy of the proposed finite element model. Considering the elastic deformation of the tools, the numerical results are in better agreement with the experimental measurements, namely the cup wall thickness distribution. On the other hand, the computational time of the simulation increases significantly in comparison with the classical approach (rigid tools).
Introduction
The sheet metal forming processes are commonly used in the automotive industry to produce several body panels. Nevertheless, the high competitively in the current world market has led to a strong reduction of the development periods in the car manufacturing industry ( OECD, 2011 ) . Thus, the empirical tool design methods based on trial-and-error procedures has been gradually replaced by the virtual product conception using numerical simulation ( Diller et al., 1997; Mario et al., 2013 ) . Indeed, the finite element simulation of sheet metal forming processes is currently used in many companies to predict forming defects, such as necking (or fracture) ( Mattiasson et al., 2014; Msolli et al., 2015 ) , springback ( Chalal et al., 2012; Ghaei, 2012 ) or wrinkling ( Neto et al., 2015b ) . The continuous development of these numerical tools over the last 40 years reached an incontestable level of maturity, providing reliable results ( Chenot et al., 2014 ) . Nevertheless, in order to decrease the discrepancy between experimental and numerical results, several effort s have been made to improve the accuracy of the numer-ical models, namely the development of new material constitutive models accounting for both the anisotropy and the kinematic hardening effects ( Chen et al., 2016; Lee et al., 2016; Taherizadeh et al., 2015; Yoon et al., 2014) .
Typically, the forming tools are assumed as rigid in the finite element simulation of sheet metal forming processes. This allows simplifying the mechanical problem under analysis, specifically the numerical treatment of the frictional contact between the deformable sheet and the tools. However, the actual trend in the automotive industry of increasing application of advanced high strength steels in the bodies-in-white, dictates that the contact forces arising in the forming tools are significantly higher . Thus, this new paradigm can require the update of the numerical models to incorporate the elastic properties of the tools ( Choi et al., 2013; Del Pozo et al., 2007) . The adoption of the penalty method with a surface stiffness variable across the surface of the tools provides an approximation for its elastic deformation ( Hallquist, 2007 ) . However, the elastic deformation of the tools is governed both by the magnitude of the contact forces arising on its surface, the complete geometry of the tools and its mechanical properties. Therefore, the accurate prediction of the tools deformation requires the modelling of the entire tool geometry (volume instead of surface). Nevertheless, the discretization of the tools with finite elements implies a considerable increase of the computational cost. In order to reduce the number http://dx.doi.org/10.1016/j.ijsolstr.2016.08.023 0020-7683/© 2016 Elsevier Ltd. All rights reserved.
of the degrees of freedom (DOF) involved, and hence the computational cost, the classical static condensation method can be adopted ( Hoffmann, 2005 ) , which can be only applicable to linear and small strain problems. Accordingly, only the surface geometry of the tools is discretized (the only of interest for contact analysis), while all internal DOF are eliminated by condensation. An alternative approach is the modal reduction technique, which is based on the calculation of the eigenvalues, where the linear combination of pre-calculated deformation modes leads to the desired final deformation ( Lingbeek and Meinders, 2007 ) . This is an approximated method, where the accuracy is defined by the number of deformation modes used ( Struck et al., 2008 ) . Großmann et al. (2009) proposed an iterative method to adjust the shape of the forming tools to compensate its elastic deformation. The results show a significant influence of the tool deflection in the draw-in, mostly due to the distribution of the blank-holder force, which is higher on the die corners . On the other hand, since the elastic deformation of the tools affects the contact conditions between the sheet and the forming tools, the results presented by Keum et al. (2005) show that the springback prediction is improved when considering the tools deformation in the numerical model. In the study conducted by Doege and Elend (2001 ) , they take advantage of the elastic deflection of the blankholder to enlarge the safe working area and improve the quality of the produced deep drawing parts. The pliable blank-holder is able to adjust to the changes in sheet thickness occurring during the forming process, providing a uniform pressure distribution in the flange, which improves the material flow.
This study intends to analyse the influence of the tools modelling (rigid or deformable) in the accuracy of the numerical results, namely the contact forces and the thickness distributions. The reverse deep drawing of a cylindrical cup is the example selected, which was proposed as benchmark at the Numisheet'99 conference ( Gelin and Picart, 1999 ) . This forming process has been selected due to the process conditions adopted, i.e. the clearance between the die and the blank-holder is kept constant using screws and adjustable washers in-between. Furthermore, typically the multi-stage drawing processes are more difficult to simulate accurately because the stress and strain distributions resulting from the first stage will influence the subsequent behaviour ( Thuillier et al., 2002 ) . The organization of the paper is the following: the equations defining the constitutive model of the sheet are recalled in Section 2 , while the frictional contact problem is presented in Section 3 , considering both the assumption of rigid and deformable forming tools. Both the experimental setup and the developed finite element model of the reverse deep drawing process are described in Section 4 , including the comparison between numerical and experimental results, highlighting the influence of the tools deformation in the accuracy of the numerical predictions. The main conclusions of this study are discussed in Section 5 .
Constitutive model
The constitutive material model establishes the relationships between the most relevant state variables characterizing the continuum medium. In the present study, the deformation of the metallic sheet is described by a rate-independent elastoplastic material model. The material mechanical behaviour is assumed linear and isotropic in the elastic domain and non-linear and anisotropic in the plastic domain (orthotropic plasticity). According to Belytschko et al. (20 0 0 ) , for hypoelastic materials the energy is not conserved in a closed elastic deformation cycle. Nevertheless, assuming that elastic strains are small compared to plastic stains, the adoption of a hypoelastic-plastic model provides an adequate elastic response, with negligible error in the conservation of energy. In this type of constitutive models, the strain rate tensor is decomposed additively by:
where D e and D p denote the elastic and plastic strain rate tensors, respectively. Thus, the elastic response specified in the differential form is given by:
where ˙ σ is the Cauchy stress rate (objective derivatives must be used, e.g. Jaumann's derivative) and C e denotes the corresponding fourth-order tensor of elastic moduli. The differential form of the constitutive Eq. (2) must satisfy the objectivity condition, which is guaranteed writing the equations in an appropriate orthogonal rotating frame ( Dafalias, 1985 ) . The rate of variation of the Cauchy stress tensor according with the Jaumann derivative is defined by:
where W is the total spin tensor (antisymmetric part of the velocity gradient tensor L ). Assuming linear isotropic elastic behaviour, the fourth-order tensor of elastic constants is given by:
where λ and μ are the Lamé parameters, I is the second-order identity tensor and I 4 is the fourth-order identity tensor. In order to describe the plastic response of the material it is necessary to define: (i) a yield function; (ii) a flow rule and (iii) a hardening law. The yield criterion accounts for the plastic anisotropy of the metallic sheet, bounding the elastic domain. The evolution of the yield surface depends of the hardening law adopted. Indeed, its expansion is dictated by an isotropic hardening law, while its centre translation is dictated by a kinematic hardening law. Thus, the yield condition is defined by the yield criterion and the hardening law through the yield function:
where σ is the equivalent stress and Y denotes the flow stress in simple tension, which depends on the effective plastic strain. The equivalent stress depends of the yield criterion adopted, while the flow stress Y depends of the hardening law adopted. Nevertheless, the equivalent stress is fully defined by the deviator component of the Cauchy stress tensor σ , the back-stress tensor X and the set of internal variables of the considered yield criterion α:
where σ − X denotes the effective deviatoric stress tensor. The back-stress tensor X is a deviatoric, symmetric second-order tensor, which depends of the kinematic hardening law adopted. The adopted constitutive model considers an associated inviscid flow rule, which defines the direction of the plastic strain rate through the gradient of the yield function:
where ˙ λ denotes the plastic multiplier and V is the first derivative of the yield condition in order to the effective deviatoric stress tensor ( Menezes and Teodosiu, 20 0 0 ) . The plastic multiplier is determined by enforcing the consistency condition:
where ˙ F is the time derivative of the yield condition ( 5 ). In the present study, the isotropic work hardening behaviour, which describes the evolution of the flow stress with plastic work, is modelled by the Swift law:
where K , ɛ 0 and n are the material parameters, while ε p denotes the equivalent plastic strain and Y 0 denotes the initial value of the yield stress. The slope of the hardening curve is defined by the plastic modulus:
which depends on the adopted hardening law ( 9 ). The consistency condition ( 8 ) can be rewritten considering generic expressions for the isotropic hardening law and of the yield criterion:
where ˙ ε p denotes the equivalent plastic strain rate, such that ˙ ε p = ˙ λ.
The amount of springback predicted by the numerical simulation is strongly affected by the Bauschinger effect ( Chun et al., 2002 ) , which is numerically described by means of the kinematic hardening concept introduced by Prager (1949 ) . The kinematic part of the work hardening, i.e. the non-linear evolution of the backstress tensor X , is described by the non-linear law with saturation proposed by Frederick and Armstrong (2007 ) , given by:
where X sat characterizes the saturation value of X , while the material parameter C X characterizes the rate of approaching the saturation. This evolution law is widely used to describe the back stress's evolution, since it provides accurate predictions of the Bauschinger effect ( Grilo et al., 2016 ) .
Anisotropic yield function
The rolling operation used in the manufacture of metallic sheets induces anisotropy in the mechanical properties. In order to model this behaviour of the metallic sheet, the Hill's quadratic yield function have been considered ( Hill, 1948 ) , which is widely used in the sheet metal forming simulation of steels ( Dasappa et al., 2012 ) . The extension of the isotropic von Mises yield criterion to anisotropy proposed by Hill (1948 ) is given by:
where σ is the equivalent stress and M denotes the fourth-order symmetric tensor, which takes into account the orthotropic symmetry of the material. Due to the incompressible character of plasticity, the yield criterion depends only of the effective deviatoric stress tensor σ − X , where σ is the deviator of the Cauchy stress tensor and X is the back-stress tensor. The parameters that describe the anisotropy of the material, i.e. the variation in the yield stress and the r -values with the in-plane orientation, are contained in the definition of this tensor. Accordingly, the Hill'48 yield criterion, defined in the appropriate orthogonal rotating frame, is given by:
which defines the direction of the plastic strain rate. The secondorder derivative of the quadratic anisotropic yield criterion (Hill'48) in order to the effective deviatoric stress tensor, is given by:
Time integration
The implementation of the combined isotropic and kinematic hardening laws previously described into an implicit finite element code is briefly outlined. The time integration of the constitutive law allows to evaluate, in each point, the equivalent plastic strain increment, the new stress state tensor and all state variables dependent on these two quantities. The hypoelastic-plastic constitutive model for large strain can be written in the form of a linear relation between the objective measures of the stress rate and the strain rate:
where C ep is a fourth-order tensor that defines the elastoplastic modulus. The expression for this tensor depends of the algorithms adopted in the integration of the constitutive model and on the type of relation considered between the states at the beginning and at the end of the loading increment. Thus, it is possible to consider the tangent elastoplastic modulus or the consistent elastoplastic modulus ( Alves, 2003 ) . The tangent elastoplastic modulus establishes the relationship between the Cauchy stress rate tensor and the strain rate tensor, defined as:
where α takes the value 0 in the elastic domain, while for an elastoplastic increment its value is equal to 1. The parameter f 0 depends on the isotropic and kinematic hardening laws adopted. For the Frederick-Armstrong law is given by:
where V and H are given explicitly by ( 15 ) and ( 10 ), respectively ( Alves et al., 2007 ) . The consistent elastoplastic modulus establishes the relationship between the incremental Cauchy stress tensor and the incremental strain tensor for a given time increment. The backward Euler time integration algorithm is commonly adopted ( Grilo et al., 2016 ) , which uses the time derivatives at the end of the increment ( Simo and Taylor, 1985 ) . The temporal integration of the elastic response (differential form specified in ( 2 )) over the abovementioned time interval t allows to evaluate the stress increment as:
where the subscripts f and 0 are used to refer the quantities at the end and at the beginning of time increment, respectively. The total strain tensor increment ɛ and the plastic strain increment ɛ p are calculated by means of integration of the total and plastic strain rate tensors, over the time increment t . Integrating the adopted kinematic hardening law ( 12 ) in the same time increment and subtracting the result to ( 20 ), it can be written:
where the plastic strain increment is given by the middle point rule using a fully implicit approximation ( Hughes and Winget, 1980 ) : The linearization of ( 21 ) in the vicinity of the final configuration allows to define the consistent elastoplastic modulus for the kinematic hardening law adopted as (for an arbitrary isotropic hardening law and yield criterion):
where the parameter β is used to decompose the strain increment into the elastic and elastoplastic components that occur over the time increment t . The tensor depends on the kinematic hardening law adopted in the constitutive model, being defined for the Frederick-Armstrong law by:
where Q represents the second-order derivative of the yield criterion in order to the effective deviatoric stress tensor, given in ( 16 ) for the Hill'48 yield criterion ( Alves et al., 2007 ) .
Material parameters identification
The deep drawing quality (DDQ) mild steel is the material selected for the blank. The elastic behaviour is assumed isotropic and constant, which is described by the Hooke's law with Young's modulus of 210 GPa and Poisson ratio of 0.30. Regarding the plastic response, the constitutive parameters of the hardening law (isotropic and kinematic) and yield criterion (associated flow rule) are calculated from experimental tests ( Thuillier et al., 2010 ) . The material parameters are identified by the best fit to the experimental values, minimizing a cost function using least squares estimation.
The identification procedure adopted for the material parameters involved in the hardening laws has been detailed by Haddadi et al. (2006 ) . The set of experimental tests used is: (i) uniaxial tensile test along the rolling direction up to localized necking; (ii) monotonic simple shear tests along the rolling direction up to 50% amount of shear and (iii) Bauschinger simple shear tests along the rolling direction, after 10%, 20% and 30% amount of monotonic shear. The experimental stress-strain curve of each above mentioned test is presented in Fig. 1 . The procedure used to identify the best set of constitutive parameters is based on the minimization of an error function that evaluates the difference between the Table 1 Material parameters for the isotropic-kinematic hardening described by Swift law.
172 .0 500 .8 0 .20 2 .2 68 .2 predicted and the experimental stress values ( Dasappa et al., 2012 ) . Accordingly, the optimization problem consists in determining the set of material parameters A , which minimizes the following cost function:
where n t is the number of different tests, m i is the number of measured points of the i th test, σ denotes the tensile or shear stress and w is the weight associated with each stress point. In the present study the weighting factors are considered equal to 1. The superscripts "sim" and "exp" denote the simulation and experimental data, respectively. The obtained material parameters for the isotropic hardening described by the Swift law ( 9 ) and the nonlinear kinematic hardening defined by the Frederick-Armstrong law ( 12 ) are listed in Table 1 . The inclusion of the non-linear kinematic hardening improves the accuracy of the sheet metal forming simulation, when the plastic deformation occurs in cyclic loading paths ( Taherizadeh et al., 2015 ) . The comparison between experimental and numerical stress-strain curves is also presented in Fig. 1 . The adopted constitutive model allows describing accurately the mechanical behaviour of the mild steel. Indeed, both the monotonic and cyclic stress-strain curves obtained by the numerical model are in good agreement with the experimental ones, although the model does not allow to describe the work hardening stagnation ( Yoshida and Uemori, 2002 ) . The orthotropic behaviour of the mild steel (DDQ) is described in the present study by the classical Hill'48 yield criterion. The most common method of determining the parameters of Hill'48 yield criterion is based on the Lankford coefficients ( Dasappa et al., 2012 ) . Accordingly, the anisotropy parameters are evaluated through the following relations:
where r 0 , r 45 and r 90 are the r -values obtain'ed experimentally by uniaxial tensile tests carried out along 0 º, 45 º and 90 º to the rolling direction ( Thuillier et al., 2010 ) . Since the identification of the material parameters for the hardening law (see Table 1 ) was carried out using the stress-strain curves obtained for specimens oriented along the rolling direction (RD), the yield stress value considered in the identification of the yield criterion parameters corresponds to the one obtained for the uniaxial tensile test performed with the specimen oriented along RD ( Neto et al., 2014a ) . Therefore, the condition G + H = 1 is introduced in order to evaluate the parameters F, G, H and N . The identified anisotropy parameters of the Hill'48 yield criterion are presented in Table 2 . The sheet is assumed isotropic through the thickness, leading to L = M = 1.5. The in-plane evolution of the r -value predicted by the Hill'48 yield criterion is presented in Fig. 2 , which is compared with the experimental values. Furthermore, the uniaxial yield stress values pre- dicted for different orientations with RD are also presented and compared with the experimental values.
Contact mechanics
The numerical simulation of sheet metal forming processes requires the definition of the frictional contact conditions between the forming tools and the metallic sheet. Since the stiffness of the forming tools is significantly larger than the one of the blank, they are usually assumed as rigid in the numerical model, allowing to simplify the problem formulation ( Heege and Alart, 1996 ) . Nevertheless, all contact problems are inherently non-linear since the contacting surface on which the loads are transferred from one body to another is unknown a priori .
Contact constraints
The formulation for 3D contact problems undergoing finite deformation and large sliding is briefly summarized. Considering a two-body frictional contact problem, as illustrated in Fig. 3 , the current configuration of each body i is obtained by applying the deformation mapping ϕ i to the reference configuration i 0 . The superscript i = 1 and i = 2 indicates body 1 and body 2, respectively. The boundaries of the two bodies in the current configuration are divided into three disjoint sets: γ i u , γ i σ and γ i c denoting the Dirichlet boundary (prescribed displacements), Neumann boundary (prescribed traction) and the potential contact boundary, respectively.
In order to define the fundamental kinematic and static variables of the contact problem, the body 1 is referred as the slave body (slave surface γ 1 c ) and the body 2 is referred as the master body (master surface γ 2 c ). The normal gap function expressed for any material point on the slave surface x s ∈ γ 1 c is defined as follows:
where n denotes the current outward normal vector on the master surface at the projection point x m , evaluated according to the closest point projection of the slave point onto the master surface ( Konyukhov and Schweizerhof, 2008 ) . Accordingly, the value of the normal gap function is negative when the slave point is penetrating the master body, which is physically inadmissible ( Pietrzak and Curnier, 1999 ) . For sake of simplicity, all quantities evaluated at the projection point are denoted by a bar over it. The change of the closest point projection defines the relative tangential sliding between contact surfaces. Thus, the tangential slip vector is given as follows:
where τ α denotes the covariant tangential basis vectors on the parameterized master surface, evaluated at the projection point, while ξ = ( ξ 1 , ξ 2 ) are the convective coordinates of the parameterized master surface ( Laursen and Simo, 1993 ) .
Considering the local linear momentum balance across the contact interface, the action-reaction principle must be satisfied in each contact point, i.e. the contact force exercised by the slave body on the master surface is equal and opposite to the one applied by the master body on the slave surface. Analogously to the kinematic variables, the contact traction acting on the master surface is decomposed into normal and tangential components:
where p n denotes the normal contact pressure. The contact constraints in the normal direction are imposed through the unilateral contact conditions, which define the physical requirements of impenetrability and compressive interaction between the bodies. These contact constraints are known as the Hertz-Signorini-Moreau conditions:
where the first indicates the impenetrability constraint, the second imposes that the normal contact traction is compressive and the last is the complementarity condition between the first two conditions. Assuming the classical non-associated Coulomb's friction law at the contact interface, the contact constraints associated with the friction law are given as follows:
where μ denotes the coefficient of friction. The first condition indicates the stick/slip contact status, i.e. imposes that the magnitude of the friction force does not exceed the contact pressure multiplied by the friction coefficient. The second condition indicates the slip rule, which defines that the friction force vector is collinear with the tangential slip vector. The last condition is the complementarity condition between the first two conditions ( Mijar and Arora, 20 0 0 ). The nonlinear boundary value problem (BVP) for the frictional contact system undergoing finite deformation, shown in Fig. 3 , is stated as follows:
where σ i denotes the Cauchy stress tensor (inertia terms are neglected). Furthermore, the bodies are only subject to body forces b i and prescribed boundary conditions, namely applied boundary tractions t i on the Neumann boundary and prescribed displacements ū i on the Dirichlet boundary. Accordingly, the strong form of the two-body frictional contact problem is defined in ( 32 ), considering the contact constraints given in ( 30 ) and ( 31 ). The weak formulation of the BVP is obtained using the principle of virtual velocities proposed by McMeeking and Rice (1975 ) .
Augmented lagrangian method
The frictional contact problem is regularized with the augmented Lagrangian method, originally proposed by Alart and Curnier (1991 ) to deal with frictional contact problems. This method allows an exact enforcement of the contact constraints defined through relations ( 30 ) and ( 31 ), while providing a smooth functional ( Pietrzak and Curnier, 1999 ) . Therefore, the minimization problem with inequality constraints is converted into a fully unconstrained one, where the solution is the saddle point of a functional (minimize primal variables and maximize dual variables). In the present implementation, the Lagrange multipliers are retained as independent variables in the coupled problem, i.e. both variables are updated simultaneously in a single loop. This strategy has also been adopted by other authors as e.g. Cavalieri and Cardona (2015 ) .
The augmented Lagrangian functional only related with frictional contact contribution can be written as:
where ɛ denotes the penalty parameter and dist( x, C ) is the distance between x and C . The Lagrange multipliers λ n and λ t represent the normal contact force and the friction force, respectively. Hence, the augmented Lagrange multiplier, denoted by a hat, is defined as:
which is decomposed into the normal and tangential components. The extended cone C augm is the convex set defined by extension of the friction cone to the positive half-line + , i.e. the set of positive values of the normal augmented Lagrange multiplier ( Alart and Curnier, 1991 ) . The solution of the frictional contact problem is obtained through the variation of the augmented Lagrangian functional. This leads to a mixed system of nonlinear equations involving both nodal displacements and contact forces as unknowns. The extension of the Newton-Raphson method to non-differentiable problems arising from contact mechanics was investigated by Alart (1997 ) and Heegaard and Curnier (1993 ) , developing the generalized Newton method. The main idea of this method is to split the system of nonlinear equations into two parts, i.e. a differentiable structural part F s and a non-differentiable contact part F c such that:
where F s represents the virtual work of the two-body system in absence of contact and F c denotes the virtual work due to the frictional contact forces, i.e. the variation of the augmented Lagrangian functional defined in ( 33 ). Accordingly, the application of the generalized Newton method is stated as:
where i is the iteration index and ∇ u F s denotes the tangent matrix of the contacting bodies. The sub-gradients ∇ u F c and ∇ λ F c are components of the generalized Jacobian matrices for primal and dual variables. Thus, a different Jacobian matrix is derived according to the contact status (gap, stick or slip) of the node ( Heege and Alart, 1996; Neto et al., 2016) .
Node-to-segment contact elements
The node-to-segment discretization technique, widely used in contact problems undergoing finite deformation and large sliding ( Zavarise and De Lorenzis, 2009 ) , is adopted in the present study. It is associated with the master-slave approach ( Hallquist et al., 1985 ) , dictating the enforcement of the contact constraints (unilateral contact condition and friction law) only in the slave nodes. Consequently, each contact element is composed by a slave node and the corresponding segment on the master surface, as shown in Fig. 4 . Since the frictional contact constraints are treated with the augmented Lagrangian method, each contact element is complemented by an artificial node to store the contact force (Lagrange multipliers). Nevertheless, the transmission of the contact forces through the contact interface only occurs for contact between deformable bodies ( Neto et al., 2015 ) . The approximation of the stiffer contacting body by a rigid surface does not requires the spatial discretization of the body, thus no additional degrees of freedom are involved. In order to improve the accuracy and robustness of the numerical simulation, in the present study the master surface is smoothed with Nagata patches ( Neto et al., 2016 ( Neto et al., , 2014b .
In analogy to the internal forces of a classical finite element, the internal force vector for a single contact element derived from the augmented Lagrangian method ( Cavalieri and Cardona, 2015; Heege and Alart, 1996) is defined by:
where the first line is connected with the slave node, the second one represents all nodes composing the master segment, while the last one presents the additional equations necessary to evaluate the frictional contact forces (in the slave node). In case of contact with a rigid obstacle, the contact forces arising in the slave nodes are not transferred to the master surface, leading to a simpler form of the residual vector, i.e. the second line of ( 37 ) vanish ( Heege and Alart, 1996 ) . The elemental contribution of a contact element to the global right-hand side vector of the equilibrium equations depends on the contact status (gap, stick or slip). The gap status (absence of contact) is defined by the normal component of the augmented Lagrange multiplier through the condition ˆ λ n > 0 . In this case, pro j − ( ˆ λ n ) = 0 and pro j C augm ( ˆ λ t ) = 0 , where the contribution of this contact element to the internal contact force vector yields:
The stick contact status is defined by the condition ˆ λ t < −μˆ λ n , leading to pro j − ( ˆ λ n ) = ˆ λ n and pro j C augm ( ˆ λ t ) = ˆ λ t . Therefore, from ( 37 ) the contribution to the internal contact force vector yields:
Finally, the slip status is defined by the condition ˆ λ t ≥ −μˆ λ n , leading to pro j − ( ˆ λ n ) = ˆ λ n and pro j C augm ( ˆ λ t ) = μˆ λ n t . Then, the contribution of this contact element to the internal contact force vector is given by:
where the tangential slip direction unit vector is defined by:
The Jacobian matrices associated to the internal force vector ( 37 ) were derived by Neto et al. (2016 ) for each contact status (gap, stick or slip). The pattern of nonzero entries in the global tangent matrix is symmetric. Nevertheless, the pattern needs to be update in large sliding contact problems, which is computationally expensive. On the other hand, the global tangent matrix presents a fixed pattern when the master surface is assumed rigid ( Neto et al., 2015 ) .
Reverse deep drawing
In order to accomplish high drawing ratios in the deep drawing process, it is usually decomposed into several forming stages. The reverse deep drawing of a cylindrical cup, proposed at the Numisheet'99 conference, is the forming process selected in this study ( Gelin and Picart, 1999 ) . This deep drawing process is characterized by the change of the drawing direction from the first to the second stage, i.e. the punch travels in the reverse direction during the second stage. The deep drawing quality (DDQ) mild steel is the material selected for the blank, which has 170 mm of initial diameter and 0.98 mm in thickness.
Experimental setup
The experimental drawing device was developed by Thuillier et al. (2002 ) in order to be attached at the connecting ends of a classical tensile test machine. The apparatus of the first stage is composed by a hollow punch of 100 mm external diameter, a die with an internal diameter of 104.5 mm and a blank-holder (see Fig. 5 (a) ). In order to impose a fixed initial gap between the blank-holder and the die, the tools are connected by means of eight screws and adjustable washers put in-between, as shown in Fig. 5 (a) . An identical procedure is adopted in the second stage, where the blank-holder is connected to the die by means of a hatshaped part, as shown in Fig. 5 (b) . Note that the punch of the first stage becomes the die of the second forming stage, as highlighted in Fig. 5 . The main dimensions of the forming tools are given in Table 3 .
The punch involved in each forming stage was built in hardened tool steel while the other tools and connection parts were made of high strength steel. All surfaces of the forming tools with the possibility to establish contact with the blank are heat treated and ground to obtain a high value of hardness ( Thuillier et al., 2010 ) . The gap between the die and the blank-holder was held fixed in both stages by means of a pile of adjustable washers put Table 3 Main dimensions of the forming tools for both stages (mm) ( Gelin and Picart, 1999 in-between. The total height of these washers was determined experimentally as large as possible in order to draw a cylindrical cup without wrinkles. For the studied material, the measured gap values are 1.0 mm for the first stage and 1.4 mm for the second stage ( Thuillier et al., 2002 ) . The blank is lubricated on both sides at the beginning of the process, as well as before the second forming stage, reducing the friction forces arising between the blank and the forming tools. The depth of the cylindrical cups is 50 mm in the first stage and 70 mm in the second stage. The punch speed during the forming operation (both stages) is 3.3 mm/s. The accuracy reached in the measurement of the punch displacement is ± 0.02 mm, while the load is recorded with 0.4% of accuracy ( Thuillier et al., 2010 ) . Five forming tests under identical process conditions were performed in order to check the reproducibility of the obtained experimental data. After the first stage, some cylindrical cups are extracted for thickness measurement, while others are deformed in the reverse direction. The thickness of the cup wall is measured using a three-dimensional coordinate measuring machine (DEA Swift A001). Three straight lines are marked on the sheet before forming (0 º, 45 º and 90 º) to perform the thickness measurement in three directions to the rolling direction, using an increment of 1 mm between consecutive points. Furthermore, a hole is trimmed in the bottom of the cup to fix it on the table of the measuring machine. The point coordinates are evaluated on both sides of the cylindrical cups (inside and outside) at the same height, allowing the definition of a horizontal distance measured in the radial direction ( Thuillier et al., 2010 ) , as shown in Fig. 6. 
Finite element model
The numerical simulations were carried out with the in-house static implicit finite element code DD3IMP ( Menezes and Teodosiu, 20 0 0 ), specifically developed to simulate sheet metal forming processes ( Oliveira et al., 2008 ) . In order to improve the computational performance, some high-performance computing techniques have been incorporated to take advantage of multi-core processors, namely OpenMP directives in the most time-consuming branches of the code ( Menezes et al., 2011 ) . All numerical simulations were performed on a computer machine equipped with an Intel ® Core TM i7-4770 K Quad-Core processor (3.5 GHz) and the Windows 7 Professional (64-bit platform) operating system. 
Blank modelling
Due to geometric and material symmetry conditions, only onequarter of the blank is modelled, which is discretized with 8-node hexahedral finite elements, associated with a selective reduced integration technique ( Hughes, 1980 ) . Using solid elements to model the blank it is possible to evaluate accurately the gradients over the thickness, as well as the contact forces ( Menezes and Teodosiu, 20 0 0; Teodosiu et al., 1995 ) . The total number of elements is 15,408 (see Fig. 7 ), using 2 layers of elements through the thick- 
Rigid tools
Currently, the modelling of the forming tools is carried out with rigid surfaces, neglecting their elastic deformation. Thus, only the outer surface of the forming tools is modelled, which is directly used in the definition of the frictional contact constraints. In the present study, the surface of the tools is described with Nagata patches ( Neto et al., 2014b ( Neto et al., , 2013 , providing an accurate geometrical description ( Neto et al., 2015a ) . The discretization of the tools involved in the reverse deep drawing process (one-quarter due to symmetry conditions) is presented in Fig. 8 , for both forming stages. In order to obtain a negligible shape error, each circular arc is described by 4 Nagata patches in the radial direction while each tool is discretized with 20 patches in the circumferential direction (see Fig. 8 ). The total number of Nagata patches composing each forming tool for both stages is presented in Table 4 . The clearance between the die and the blank-holder used in the numerical model is 1.10 mm in the first stage and 1.4 mm in the second stage. Note that the clearance adopted in the numerical model for the first forming stage is slightly larger than the experimental value (see Section 4.1 ).
The cup rim resulting from the first forming stage need to pass between the die and the blank-holder during the second stage, as shown in Fig. 5 (b) . Therefore, in order to avoid the convergence problems related to the contact between the cup rim and the sharp edge of the blank-holder, a fillet radius of 1.0 mm is introduced in the free boundary of the vertical wall, as shown in Fig. 8 (b) . This strategy overcomes the flip -flop effect arising from the contact constraints enforcement, i.e. constant switching between con- tact and gap statuses ( Neto et al., 2015 ) . An identical procedure is adopted in the model that considers deformable tools.
Deformable tools
Due to geometric and material symmetry conditions, only onequarter of the forming tools is modelled. They are discretized with solid finite elements, allowing take into account its elastic deformation. Typically, the surface details involved in the tools require a fine mesh in these zones, leading to a significant increase in the total number of finite elements. This issue can be overcome by applying a surface smoothing method on the coarse mesh, providing an accurate description of the curved surfaces using a small amount of finite elements. Several surface smoothing procedures have been proposed in the last decade ( Neto et al., 2015 ) . In the present study, each tool surface is smoothed with Nagata patches, following the procedure proposed by Neto et al. (2016 ) for frictional contact problems between deformable bodies.
The discretization of each forming tool involved in the reverse deep drawing process is presented in Fig. 9 . The discretization of the deformable tools in the curved surfaces is identical to the previously used for rigid tools (compare Fig. 8 and Fig. 9 ) , providing a similar shape error resulting from the surface interpolation with Nagata patches. Consequently, the geometrical accuracy of the tool surfaces is the same for both finite element models. The number of finite elements used to define each deformable forming tool is presented in Table 5 . The geometry of the tools was simplified in the region of the screws (see Fig. 5 ), where adequate boundary conditions are applied to represent the physical connection between the die and the blank-holder. Since the screws are located on a diameter of 185 mm (see Section 4.1 ), the tools are modelled only within this perimeter, which is fixed in all directions, establishing an initial clearance of 1.0 mm between them. Besides, the vertical Experimental [Thuillier 2002] Rigid tools (gap=1.10 mm) Deformable tools displacement imposed to the punch is applied on its top surface. Accordingly, an identical procedure is adopted for the tools of the second stage. The mechanical behaviour of the forming tools is assumed elastic and isotropic (von Mises). Since the tools are made of steel, their elastic properties are identical to the ones adopted for the blank, i.e. Young's modulus of 210 GPa and Poisson ratio of 0.30. Nevertheless, their yield strength is significantly higher, about 400 MPa.
Results and discussion
The comparison between different numerical approaches to model the forming tools is presented. Furthermore, the numerical results are compared with the experimental ones provided by Thuillier et al. (2002 ) , highlighting the influence of the tools modelling in the accuracy of the finite element solution.
Forming forces
The comparison between experimental and numerical punch force evolution is shown in Fig. 10 , for the first forming stage. Globally, the experimental punch force is overestimated by the numerical model that takes into account the elastic deformation of the tools, while it is underestimated when considering rigid tools in the finite element model. Nevertheless, note that the clearance between the die and the blank-holder adopted in the finite element model using rigid tools (1.10 mm) is higher than the experimental value (1.0 mm). Since the deformation mode of the sheet is close to uniaxial compression in the flange ( Neto et al., 2014a ) , the increase of the sheet thickness in this region leads to an increase of punch force due to the large restraining forces. Therefore, the clearance between the die and the blank-holder was enlarged to avoid the ironing of the flange in the finite element simulation. However, the adopted value of clearance (1.10 mm) is not sufficient to completely eliminate the ironing effect, which is highlighted by the abrupt increase of the punch force at approximately 35 mm of punch displacement (see Fig. 10 ). On the other hand, the punch force evolution provided by the numerical model using deformable tools (1.0 mm of initial gap) is in better agreement with the experimental one, as shown in Fig. 10 . The sudden decrease of the punch force at around 43 mm of displacement occurs for both numerical models (rigid and deformable tools), which is related to the loss of contact between the sheet and the blank-holder. The possible misalignment of the sheet with the forming tools in the experimental procedure may explain the smoother decrease of the experimental punch force.
Although the mesh adopted in the discretization of the deformable forming tools ( Fig. 9 ) can be considered coarse, the evolution of the punch force is smooth (see Fig. 10 ). This is related with the applied surface smoothing procedure ( Neto et al., 2016 ) , which eliminates the nonphysical oscillations in the contact force induced by the discontinuity of the surface normal vector field. The nodal contact forces arising in the slave nodes belonging to the symmetry plane are presented in Fig. 11 , for the instant corresponding to 25 mm of punch displacement. The contact occurs mainly in the curved zones of the forming tools, where it is possible to see that the surface smoothing method is effective. In fact, the contact forces are properly distributed on the smoothed surface, despite the apparent gap between the punch and the sheet (see Fig. 11 (a) ) and between the die and the sheet (see Fig. 11 (b) ), in the curved contact zones.
Concerning the second forming stage, Fig. 12 presents the comparison between experimental and numerical punch force evolution. The numerical results are similar for both finite element models (rigid and deformable tools), indicating that the tools deformation is negligible in the second stage. The numerical punch force evolution is in very good agreement with the experimental one during the initial 35 mm of punch displacement. In fact, the initial slope predicted by the numerical simulation is coincident with the experimental one. On the other hand, the experimental punch force exhibits a peak for a punch stroke around 40 mm, which is underestimated by the numerical simulation, both in terms of value and the instant of occurrence, as shown in Fig. 12 . Since the cylindrical cup is not completely formed, this peak of the force is associated with the passage of the cup rim between the die and the blank-holder (see Fig. 9 (b) ). The difference between numerical and experimental force peak is connected with the final value of the punch force in the first forming stage (see Fig. 10 ), which is underestimated by the numerical simulation. Thus, the slight misalignment of the sheet with the forming tools in the experimental setup can lead to an increase of the restraining forces arising in the cup rim.
The evolution of the blank-holder force as a function of the punch displacement is presented in Fig. 13 , for both forming stages, comparing the two numerical models developed. Regarding the first stage, the force value predicted by the model that takes into account the tools deformation is globally higher than the one obtained considering rigid tools. Note that the fixed clearance between the die and the blank-holder is larger in the finite element model using rigid tools (1.10 mm). The abrupt increase of the blank-holder force at approximately 35 mm of punch displacement (see Fig. 13 ) is a consequence of the ironing effect in the flange, which only occurs when using rigid tools in the finite element model. The magnitude of the blank-holder force during the second forming stage is considerably lower than in the first stage, as shown in Fig. 13 , since the clearance between the die and the blank-holder is larger (see Section 2 ). Moreover, the small difference between the two finite element models in terms of predicted forces indicates an insignificant deflection of the tools in the second stage.
Tools deflection
The deflection of the tools during the first forming stage is assessed in the present study through the nodal displacements evaluated in the tools, specifically the blank-holder and the die. Fig. 14 presents the evolution of the vertical displacement of six nodes (three positioned in the blank-holder and three in the die) as a function of the punch displacement. The deformation of the tools comes up from the thickening of the flange, which is induced by the circumferential compressive stress state (uniaxial compressive strain). In order to quantify the influence of the plastic anisotropy of the sheet (see Fig. 2 ) in the elastic deformation of the forming tools, the selected nodes are positioned along the circumferential direction, namely in the rolling direction (RD), diagonal direction (DD) and transverse direction (TD). The nodes 1, 2 and 3 are located in the open diameter of the blank-holder (contact surface), while the nodes 4, 5 and 6 are located in the die radius (transition with horizontal contact surface). Adopting the finite element model with deformable tools, the effective clearance between the die and the blank-holder increases gradually and then drops quickly to the initial value when the sheet loses contact with the blank-holder, as shown in Fig. 14 . The maximum value of clearance achieved (about 1.11 mm) occurs for 40 mm of punch displacement, which is the instant where ironing of the flange occurs using rigid tools (see Fig. 10 ). Hence, the clearance of 1.10 mm adopted in the model with rigid tools is insufficient to accommodate the increase in thickness. Since the die is roughly 3 times thicker than the blank-holder ( Fig. 9 (a) ), the nodal vertical displacements are significantly larger in the blank-holder, as highlighted in Fig. 14 . The contour plot of the nodal displacements in the die and blank-holder is presented in Fig. 15 , for the instant corresponding to 25 mm of punch displacement. Due to the boundary conditions applied in the outer perimeter of the die and blank-holder, the nodal displacements are zero in this region. displacement occurs in the blank-holder opening diameter, which is predominantly in the vertical direction. On the other hand, for the same radial distance, the deflection of the die is at least 5 times lower than the one of blank-holder. Indeed, the maximum value of the nodal displacements is inferior to 0.014 mm in the die (see Fig. 15 ). The deformed configuration of the blank-holder involved in the first forming stage is presented in Fig. 16 , for the instant corresponding to 25 mm of punch displacement. In order to analyse the influence of the sheet anisotropy in the blank-holder deflection, three different cross sections are assessed, namely in the RD, DD and TD. The profile of the deformed blank-holder is different for each analysed cross section (see Fig. 16 ), because the predicted thickness distribution is non-uniform in the circumferential direction and the draw-in is asymmetric. Indeed, the thickness of the flange and its draw-in are directly connected through the assumption of the incompressibility condition ( Neto et al., 2014a ) , presenting opposite effects on the blank-holder deflection. Accordingly, the clearance between the die and the blank-holder is larger in the TD and smaller in the RD, as shown in Fig. 16 . However, the relative trend between the three sections presents changes during the forming process evolution, specifically in the DD (see Fig. 14 ) .
The von Mises stress distribution in the forming tools (punch, blank-holder and die) is presented in Fig. 17 , for the instant corresponding to 25 mm of punch displacement. The maximum value of the stress arises close to the perimeter of the blank-holder due to the applied boundary conditions (prescribed displacements) and small stiffness of the blank-holder in comparison with the die. Since the maximum value of equivalent stress predicted by the numerical simulation is about 112 MPa, the forming tools only exhibit elastic deformation during the cup forming. Additionally, the stress distribution is asymmetric in the tools ( Fig. 17 ) , which is induced by the plastic anisotropy of the sheet. Nevertheless, the stress distribution in the punch is less influenced by the plastic anisotropy of the sheet, since the contact zone is almost insensitive to sheet thickness variations.
Cup geometry
The significant deflection of the blank-holder during the first forming stage affects the material flow, as the distribution of contact pressure on the flange is different from the one obtained using rigid tools ( Shulkin et al., 1996 ) . The equivalent plastic strain distribution predicted by finite element simulation is presented in Fig. 18 , at the end of the first forming stage, comparing the numerical models analysed (rigid and deformable tools). Although the elastic deformation of the blank-holder is non-negligible ( Fig. 15 ) , the final configuration of the cylindrical cup is identical for both numerical models. Since the punch force is nonzero at the end of the first stage (see Fig. 10 ), the cup is not fully drawn, as shown in the experimental geometry of the cup after the first stage presented in Fig. 19 (a) . The maximum value of plastic strain predicted by the numerical model is reached in the cup rim. The value of equivalent plastic strain is lower in the DD for the same cup height, which is in accordance with the earing profile (four ears).
The final configuration of the cylindrical cup after the second forming stage is presented in Fig. 20 , comparing the two finite element models proposed in Section 3 . The main difference occurs in the DD, where the numerical model that takes into account the elastic deformation of the forming tools predicts the occurrence of wrinkling. The large circumferential compressive stress and the earing effect induced by the plastic anisotropy yields the wrinkling defect, when the flange loses contact with the blankholder. In fact, the amplitude of the ears at the end of the first forming stage is larger when considering the elastic deformation of the forming tools, because the effective clearance between the die and the blank-holder is smaller and, consequently, the restraining forces are higher (see Fig. 13 ). The equivalent plastic strain distribution predicted by numerical simulation is shown in Fig. 20 , comparing both numerical models. The maximum value occurs in the cup rim, specifically in the region of wrinkling. The predicted plastic strain distribution is similar for both numerical models, except in the wrinkling region. Since the plastic strain increases in the second forming stage, the amplitude of the four ears is enlarged from the first to the second drawing stage (compare Fig. 18 with Fig. 20 ) , which is in accordance with the experimental observations (see Fig. 19 ). The slight misalignment of the sheet with the forming tools in the experimental procedure is confirmed by the asymmetry in the rim of the cylindrical cup, shown in Fig. 19 (b) .
Thickness distribution
The comparison between experimental and numerical thickness distribution in the cup wall after the first forming stage is shown in Fig. 21 , for three different directions (RD, DD and TD). The numerical thickness is evaluated in the radial direction (see Fig. 6 ) according to the experimental procedure. Globally, the thickness distribution predicted by the numerical model that takes into account the elastic deformation of the forming tools is in very good agreement with the experimental evolution, as shown in Fig. 21 . On the other hand, the cup thickness is clearly overestimated when the forming tools are assumed as rigid.
Since the effective clearance between the die and the blankholder is lower when the deformation of the forming tools is taken into account (model with rigid tools presents a fixed value of 1.10 mm), the restraining forces arising in the flange are globally higher (see Fig. 13 ). Thus, the predicted cup wall thickness is lower and the height of the cylindrical cup is slightly higher using the finite element model with deformable tools. This difference in the cup height delays the instant in which the punch force increases abruptly during the second forming stage (see Fig. 12 ), which is associated with the passage of the cup rim between the die and the blank-holder. Due to the plastic anisotropy of the sheet ( Fig. 2 ) , the cup wall is thicker in the DD (see Fig. 21 ), which is in accordance with the earing profile presented in Fig. 18 . The assumption of rigid tools leads to an unexpected decrease of the predicted thickness in the TD for 28 mm of cup height (see Fig. 21 (c) ), which is associated with the flange ironing, i.e. the abrupt increase of the blank-holder force shown in Fig. 13 . The ironing effect oc- curs mainly in this direction since the anisotropic behaviour yields a sheet thickening higher in TD, as highlighted in the blank-holder deflection shown in Fig. 16 .
The comparison between experimental and numerical thickness distribution in the cup wall after the second forming stage is presented in Fig. 22 , for three different directions (RD, DD and TD). The experimental thickness distribution is overestimated in all directions by both numerical models. Nevertheless, the accuracy of the finite element model that takes into account the deformation of the forming tools is better than the one assuming rigid tools. This improvement results mainly from the numerical thickness distribution achieved for the first forming stage (see Fig. 21 ), which is in very good agreement with the experimental measurement, when the tools deformation is considered. Indeed, the slope of the thickness distribution predicted by the numerical model with deformable tools is in good agreement with the experimental one, specifically in the RD and TD. On the other hand, this finite element model predicts the occurrence of wrinkling in the DD (see Fig. 20 ), which overestimate considerably the wall thickness for a cup height superior to 55 mm, as shown in Fig. 22 (b) .
The thickness predicted by finite element simulation is higher than the one measured experimentally because the value of the restraining forces arising in the cup rim during the second forming stage (40 mm of punch displacement) is underestimated, as shown in Fig. 12 . Since the thickness of the cup wall is overestimated by the finite element simulation ( Fig. 22 ) , the cup height is underesti- mated. Consequently, for the same punch displacement, the small length of the flange located between the die and the blank-holder induces a delay of the punch force evolution after its peak, as highlighted in Fig. 12 .
Computational performance
The computational performance of the proposed finite element models is presented in Table 6 . The adoption of the numerical model that takes into account the elastic deformation of the forming tools leads to an increase in the number of increments, the average number of iterations and the computational time. Although the significant improvements achieved in the accuracy of the numerical results (punch force evolution and thickness distribution), the computational cost increases considerably, as shown in Table 6 .
Regarding the first forming stage, the computational time increases roughly 14 times in comparison with the model that uses rigid tools, while it increases approximately 9 times in the second stage. Indeed, the increase of the computational cost is a consequence of several factors: (i) higher number of DOF due to the discretization of the tools with solid elements (see Table 5 ); (ii) update the nonzero pattern of the global tangent matrix in each increment due to large sliding ( Neto et al., 2016 ) ; (iii) small increment size required to avoid convergence problems and (iv) higher number of iterations per increment. Since the contact between a deformable body and a rigid surface is a particular case of the contact between two deformable bodies, the number of increments required in each forming stage increases when the forming tools are assumed deformable. In fact, the number of increments is approximately 3 times higher in the first stage and about 2 times in the second forming stage.
Conclusions
The elastic deformation of the forming tools during the reverse deep drawing of a cylindrical cup is evaluated in the present paper. The blank-holder and the die are connected by means of screws and adjustable washers put in-between, establishing a fixed initial clearance between them. Two distinct finite element models are developed to quantify the influence of the tools deformation on the material flow, i.e. the forming tools are assumed perfectly rigid as well as deformable. Moreover, the obtained numerical results are compared with the experimental measurements to validate the proposed finite element model.
The distribution of the contact pressure in the flange and, consequently, the material flow are strongly influenced by the assumptions adopted in the numerical model concerning the forming tools. The elastic deflection of the blank-holder is a consequence of the sheet thickening, which is induced by the circumferential compressive stress arising in the flange. Therefore, taking into account the deformation of the tools in the numerical model, the effective clearance between the die and the blank-holder increases during the forming process, while the restraining forces in the flange are lower. Indeed, the predicted clearance increases about 10% during the first forming stage, while the deflection of the tools is negligi-ble in the second stage. Accordingly, the experimental punch force of the first forming stage is slightly overestimated by this numerical model, while the assumption of rigid tools leads to the ironing effect in the flange. Besides, considering the elastic deformation of the forming tools, the predicted thickness distribution in the cup wall is in very good agreement with the experimental measurements. Nevertheless, the computational cost is significantly higher in comparison with the classic model using rigid tools.
Therefore, the accuracy of the sheet metal forming simulation can be improved considering the elastic deformation of the forming tools in the numerical model. This is particularly important in forming processes of high strength steels and reduced structural stiffness of the tools, where the deflection of the tools is substantial. However, the computational time increases considerably in comparison with the assumption of rigid tools. Thus, the numerical model that takes into account the elastic deformation of the forming tools should be adopted only in specific cases.
