基于云模型的BP 算法改进 by 柴日发 et al.
收稿日期 :2001 - 09 - 11
　　第 19 卷 　第 3 期 计 　算 　机 　仿 　真 2002 年 5 月 　　
文章编号 :1006 - 9348 (2002) 03 - 0123 - 03
基于云模型的 BP 算法改进
柴日发 ,徐文骞 , 曾文华
(杭州电子工业学院计算机分院 ,浙江 杭州 310037)
摘要 :云模型是定性定量间的不确定转换模型 ,它将概念的模糊性和随机性集成在一起。文中提出一种利用云模型来有效
避免 BP 算法陷入局部极小的方法 ,该方法通过基于云模型和输入参数区间划分的学习因子自适应调整算法来实现。该算
法在复杂非线性分类 (阴阳图)情况下进行了计算机仿真。
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1 　云模型———定性和定量之间转换的有力工具
1. 1 　定义[1 ]
设 X 是一个普通集合 X = {x} ,称为论域。关于论域 X
中的模糊集合 A ,是指对于任意元素 x 都存在一个有稳定倾
向的随机数μA (x) ,叫做 x 对 A 的隶属度。如果论域中的元
素是简单有序的 ,则 X可以看做是基础变量 ;如果论域中的
元素不是简单有序的 ,而根据某个法则 f ,可将 X映射到另一
个有序的论域 X’中 ,X’中有一个且只有一个 x’和 x 对应 ,则
X’为基础变量 ,隶属度在基础变量上的分布称为云。
云是用语言值表示的某个定性概念与其定量表示之间








模型定量地表示出来 [2 ] 。例如“十几公里”就是一个不确定
的语言值 ,它的云模型表示如图 1 所示。
当给定三个数值特征和特定的 x = x0 ,满足上述条件的
云滴 drop (x0 ,yi) 的组合称为 X 条件云。当给定三个数值特





If A then B ;其中 A ,B 为语言值表示的对象。
对照语言原子与云的对应关系 ,可以方便地运用云对象





条定性规则。图 2 中 ,CGA 表示对应输入平面语言值 A 的带 X
条件的云对象 ,CGB 表示对应输出平面语言值 B 的带 Y条件
的云对象。当输入平面的某一特定的输入值 U1 刺激 CGA 时 ,
CGA 随机地产生一组μi 值。这些值反映了对应定性规则的激
活强度 ,而这组μi 又控制输出平面的 CGB 定量地产生一组随
机云滴 dropi (yi ,μi) 。从单规则激励机制示意图 3 中 ,我们可以
发现它存在固有的不确定性。对应一个固定的输入 U1 ,首先
CGA 产生了一组随机的输出值μi ,将输入变量的不确定性传
递到输出变量空间 ,而 CGB 在同一个μi 的控制下 ,再次输出一
组随机云滴 dropi (yi ,μi) (参见图 3) 。因为对应一固定的输入







If 　A1 　then 　B1 ;
If 　A2 　then 　B2 ;
　　　┇
If 　An 　then 　Bn。
对照单规则生成器的思路 ,可以方便地运
用它来构造多规则生成器。输入平面的某一特
定的输入值 U1 刺激各单规则生成器的前件 CGAi
(i = 1 ,2 , ⋯I) ,每一 CGAi随机地产生一组μij (j =
1 ,2 , ⋯J) 值。这些值反映了对应定性规则的激
活强度 ,而多组μij又控制输出平面的 CGBi (i = 1 ,2 , ⋯I) 定量
地产生多组随机云滴群 dropijk (yijk ,μij) (k = 1 ,2 , ⋯K;各组云
滴的数目 ———K值的多少与激活强度μij的大小有关) 。将所
有的云滴输入到逆云发生器中 (给定符合某一正态云分布规
律的一组云滴作为样本 (xi ,μi) ,产生云所描述的定性概念的




1985 年 Rumlhart 等人提出的 BP 算法是目前神经网络学
习算法中使用最为普遍的算法 [4 ] ,由于 BP 算法学习慢且不






Wij (t + 1) = Wij (t) +η
5E(t)
5Wij (t)
　　其中 Wij (t + 1) ,Wij (t) 分别为神经元在第 t + 1 次和第 t




ΔW(t + 1) =η 5E5W +αΔW(t)
　　其中ΔW(t + 1) ,ΔW(t)分别是神经元在第 t + 1 次和第 t

















If e < 0 and abs(e)较大 then 采用较大的学习速率和动量
系数 ;
If e < 0 and abs(e)较小 then 采用较小的学习速率和动量
系数 ;
If e > 0 and abs(e)较小 then 采用较小的学习速率和动量
系数 ;





























If abs(s) 过大 then 采用一般的学习速率自适应调整算
法。
至此 ,可以将本文提出的基于云模型的 BP 改进算法描
述如下 :
(1)flag = 0 ; / / flag 用于标志算法的转换
(2)得到输入参数 ui ; / / (2)～ (4)在循环体内
(3) if flag = = 1 then 采用一般的学习速率自适应调整算
法 ;
if 输入参数 ui 在多规则生成器作用区之内 then flag = 0 ;
(4) if flag = = 0 then 采用云多规则生成器调整学习速率
和动量系数 ;




的结果。阴阳图如图 4 所示 ,阴阳图的阴阳两类相互交融 ,
你中有我 ,我中有你 ,由于图中小圆的面积相对比例较小 ,所
以阴阳图的分类极难实现 ,它可以作为算法改进是否成功的
有效测试工具。











前件 　( - 3. 5166 ,0. 4284 ,0. 1051) ( - 1. 3425 ,0. 2195 ,0. 0695)
(1. 5499 ,0. 4308 ,0. 1216) (6. 8261 ,1. 0887 ,0. 3015)
后件 　( 1. 4000 ,0. 0600 ,0. 0100) ( 1. 1500 ,0. 0600 ,0. 0100)
(0. 8500 ,0. 0600 ,0. 0100) (0. 6000 ,0. 0600 ,0. 0100)
上述多规则生成器的输出值是学习速率的增大或缩小
的比例系数 ,即η=η3 rules (ipara) ,η为学习速率 ,ipara 为输
入参数。本文的多规则生成器的作用区间为 [ - 6 ,10 ] ,在这
区间之外用一般的自适应调整算法实现。当负误差绝对值
过大时 (ipara < - 6) ,取比例系数为 1. 8 来调整 ,当正误差绝
对值过大时 (ipara > 10) ,取比例系数为 0. 2 来调整。以上输
入参数的区间划分是对数据源的可视化后经分析得到的。
计算机仿真的结果表明上述做法是成功的 ,仿真结果如
图 5 所示。图中用了 20081 个数据点对用 10000 次训练周期
训练好的网络进行了仿真 ,结果基本上能够区分出两种不同
的类。本网络用两层的双曲型 BP 网络和一层线性网络构
成 ,第一隐含层有 15 个神经元 ,第二隐含层有 10 个神经元 ,
采用均匀采样的 1257 个数据点对此进行了训练 ,且在仿真
结果中以输出值的区间来分类 ,即“阴”= [0 ,0. 5 ] ,“阳”= [0.
5 ,1 ] ,这样在较大的误差水平下得到了较好的分类结果。
一般的 BP 改进算法也可以得到如图 5 所示的结果 ,但




曲线图 ,这里仅用了 2000 次的训练周期 ,但实际上用 2000 次
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BP Algorithm Improvement Based - on Clouds Model
CHAI Ri2fa , XU Wen2qian
( School of Computer Science , Hangzhou Institute of Electronics Engineering , Zhejiang Hangzhou 310037 ,China )
ABSTRACT :Clouds model is one for transformation between qualitative and quantitative knowledge ,whose representation reflects fuzziness and
randomness contained in linguistic concepts. In this paper ,a clouds model is applied to BP algorithm improvement ,which avoids BP ANN trap2
ping to local least value. This learning rate self - tunning method is based on clouds model and input parameter domain partition. Finally ,this al2
gorithm is simulated under complex non - linear classfication circumstances.




副 主 任　马正午 　王 　扬 　汪成为 　吴重光 　吴惕华 　沈承林 　束志业 　杨廷顺 　蒋赞平 　徐 　挺 　徐庚保 　贾利民
游景玉 　赵敏哲 　魏庆福
委 　　员 　王精业 　王燕婕 　邓方林 　冯允成 　刘宝兴 　刘兴堂 　李世保 　杜亚辉 　陈宗海 　陈 　谊 　陈滇民 　杨 　杰
杨德莘 　肖凤歧 　肖卫国 　何长安 　汪 　玉 　沈 　廉 　张军英 　张 　珩 　张绍宁 　张新邦 　陆祥瑞 　邵光震
胡忠东 　郭齐胜 　索旭华 　崔 　淳 　黄雅芬 　黄志刚 　曹建国 　屠仁寿 　曾莲芝 　楚纪正 　路林吉 　梁炳成
廖祖纬 　戴金海 　韩力群 　魏华梁
责任编委 　束志业
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
《计算机仿真》(双月刊)
1984 年 12 月创刊
COMPUTER SIMULATION(Bimonthly)
Started in Dec ,1984
≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈≈
主 管 单 位　中国航天工业总公司
主 办 单 位　中国航天机电集团公司第十七研究所
编 辑 出 版　《计算机仿真》杂志社








E - m a i l 　kwcoltd @public. bta. net . cn
网　　　址　www. kwsic. cncom. net www. compusimu. com
网 络 版 址　www. chinajournal . net/ jsjz
www. chinainfo. gov. cn/ periodical
刊　　　号　ISSN 1006 - 9348/ CN11 - 3724/ TP
邮 发 代 号　82 —773 (国内)
4651M (国外)
国 外 发 行　中国国际图书贸易总公司
广告许可证　京海工商广字第 0277 号
定　　　价　8. 50/ 本　51. 00/ 全年
Responded by China Aerospace Corporation
Sponsored by the 17th Institute of CASC
Edited & Published by The magazine agency of COMPUTER
SIMULATIONB
Editor in Chief : Wu Lianwei
Add : No. 14 Fucheng Road Haidian District Beijing China
Zip : 100037
Tel : (8610) 68767186
Fax : (8610) 68373574
E - mail : kwcoltd @public. bta. net . cn
URL : http :/ / www. kwsic. cncom. net http :/ / www. compusimu. com
www. chinajournal . net/ jsjz
www. chinainfo. gov. cn/ periodical
Journal Code : ISSN 1006 - 9348/ CN11 - 3724/ TP
International Postal : 4651M
Subscripted by China International Book Trading Corp
P. O. Box. 399 Beijing China 100044
期刊基本参数 :CN11 - 3724/ TP 3 1984 3 b 3 A4 3 110 3 zh 3 Æ8. 50 3 3000 3 37 3 2002 - 03
