. Clearly, f A (T ) and Spec ϕ A are derived invariants of A and establish links between representation theory and other fundamental areas: Lie algebras, C * -algebras, spectral theory of graphs among other topics. A fundamental fact for a hereditary algebra A = kQ, when Q is a bipartite quiver without oriented cycles is that Spec ϕ A ⊂ S 1 ∪ R + . This was shown by A'Campo [1] as a consequence of the identity f A (T 2 ) = T n χ ∆ (T + T −1 ), where n is the number of vertices of Q and χ ∆ (T ) is the characteristic polynomial of the adjacency matrix of the underlying graph ∆ of Q. We shall say that a polynomial f (T ) ∈ Z[T ] is represented by q(T ) ∈ Z[T ] if f (T 2 ) = q * (T ) := T deg(T + T −1 ). Moreover, f (T ) is graphically represented by the symmetric matrix M ∈ M n×n (Z) if f (T 2 ) = χ * M (T ) for the characteristic polynomial χ M (T ) of M. We shall study representability of polynomials and obtain consequences for the theory of Coxeter polynomials.
In the general setting we prove in section 2 that any monic polynomial f (T ) ∈ Z[T ] with Root f (T ) in the unit disk D 1 , with f (1) = 0, is representable. In section 3 we recall that Coxeter polynomials of several well-known classes of algebras are representable. We concentrate in a special new class of algebras, namely the extended canonical algebras A of the form A = C[P ] a one-point extension of a canonical algebra C by an indecomposable projective C-module P . This class of algebras was introduced and studied in [11] (background about canonical algebras and their K-theory may be seen in [8, 9, 16, 4] ). For a canonical algebra C of type (p 1 , p 2 , . . . , p t ) (here t ≥ 2, p 1 , . . . , p t are integers ≥ 1) we associate a unique Coxeter polynomialf (p 1 ,...,pt) (T ) corresponding to an extended canonical algebra A = C[P ]. We shall prove that:
The above recursion formula has the shape of the Chebysheff formula defining the (normalized) Chebysheff polynomials of the second kind. As consequence of the recursion formula and Sturm's theorem we are able to prove essential properties of Spec ϕ A which are used in [11] . For instance, we show that ϕ A accepts at most 4 eigenvalues outside S 1 . We believe that representability of Coxeter polynomials is an important feature with the potential for further applications of spectral theory to representation theory of algebras.
The research for this paper was done during a visit of the second named author to Paderborn.
1. Self-reciprocal and representable polynomials 1.1. Let p(T ) = a 0 T n + a 1 T n−1 + · · · + a n−1 T + a n be an integral polynomial of degree deg p = n. We write ε(p) ∈ {0, 1} to indicate the parity of deg p, that is, ε(p) ≡ deg p (mod 2). We shall deal mainly with monic polynomials, where a 0 = 1 holds.
We recall that p(T ) is said to be self-reciprocal if a i = a n−1 for i = 0, . . . , n. For any polynomial q(T ), the polynomial q
is self-reciprocal, it will be called the symmetrization polynomial of q(T ). The following is elementary:
2s q(T ) for some s ≥ 0 and some polynomial q(T ) ∈ Z[T ] such that q(1) = 0 and for any 0 = λ ∈ Root q(T ), then λ −1 ∈ Root q(T ).
If p(T ) is self-reciprocal observe the following:
(i) if p(T ) has odd degree, then T + 1 is a divisor of p(T ).
(ii) if p(T ) has even degree 2k, we find a polynomial
1.2. By (1.1) we know that representable polynomials are self-reciprocal. The converse partially holds as follows from the next Proposition.
Proposition. Proof. Observe that the map is well-defined, it is injective and preserves multiplica-
1.3. We consider the class of cyclotomic polynomials φ n (T ) ∈ Z[T ]. We recall that φ 1 (T ) = T − 1 and for n > 1,
The roots of φ n (T ) are the n-th primitive roots of 1 in C, hence the polynomial φ n (T ), for n ≥ 2 is self-reciprocal (since with λ ∈ Root φ n (T ), also λ −1 is a n-th primitive root of 1). Only φ 1 (T ) = T − 1 and φ 2 (T ) = T + 1 have odd degree among the φ n (T ).
The following simple remark is useful. Consider the multiplicative semigroup A of self-reciprocal polynomials. The irreducible elements p(T ) ∈ A will be called srirreducible polynomials. Clearly, there are two types of sr-irreducible polynomials:
, where p(T ) is the minimal polynomial with p(λ) = 0 for certain λ ∈ C such that p(λ −1 ) = 0 andp(T ) is the minimal polynomial withp(λ −1 ) = 0.
Lemma. The following holds:
(a) There are unique decompositions into sr-irreducible polynomials in A.
Proof. (a) follows from the remarks above.
, then also 1 would be a root of φ n (T ). In that case n = 1. We may assume that g j (T ) (as product of cyclotomic polynomials) has even degree, j = 1, 2. Assume 1 ≤ i ≤ s is a maximal odd index with a i = 0, then a i is the coefficient of
1.4. Our interest in the representability of polynomials is due to the important interrelations of Root p(T ) and Root q(T ) when p(T 2 ) = q * (T ). A first glimpse on these relations is the following summary of known facts. 1.5. Certain type of polynomials are of special interest for us. We say that a polyno-
Proposition. Let p(T ) and q(T
We say that a polynomial
Examples: (a) The polynomial q(T ) = T 2 − 1 is not of graphical type. In particular, φ 4 (T ) is not graphically represented.
(b) For a finite graph ∆ we associate the adjacency matrix A(∆) = (a ij ) of size n × n with ∆ 0 = {1, . . . , n} the vertices of ∆ and a ij the number of edges between i and j. Of particular interest are the following graphs:
• Dynkin graphs:
with s edges
• the stars:
which will also be denoted [p 1 , . . . , p t ]. For simplicity we write χ A(∆) =: χ ∆ . For consideration on the spectra of A(∆) (= Root χ A(∆) ) we refer to [3, 6] . In particular we mention the following important facts:
(ii) M = A(∆) is an irreducible matrix if and only if ∆ is connected. In that case, there is a root ρ(∆) of χ ∆ (T ) called the spectral radius of M (and of ∆) such that
The heart of the argument of A'Campo mentioned in the Introduction is the following:
Proof. Assume q(T ) = χ M (T ) for a symmetric matrix M and p(T 2 ) = q * (T ). Then Root q(T ) ⊂ R and by (1.4), Root p(T ) ⊂ S 1 ∪ R + .
2.
Integral polynomials with roots in S 1 2.1. We show representability of the cyclotomic polynomials φ n (T ), that is, we want to identify those f n (T ) ∈ Z[T ] such that f * n (T ) = φ n (T 2 ). For that purpose recall (see for example [15, 18] ) that the (normalized) Chebysheff polynomials (of the second kind) u n (T ) ∈ Z[T ] are given by u n (T ) = 2U n (T /2) where U n (T ) = sin nθ sin θ and T = cos θ.
These polynomials satisfyû n (T ) = v n (T ). Moreover the family (u n (T )) n may be inductively constructed by the rules: 
The following is a well known consequence.
Lemma. The characteristic polynomial of the linear graph
2.3. Observe that φ 1 (T ) = T − 1 is not representable.
Proof. For n = 2, we have
is sr-irreducible. By induction hypothesis we may assume that
The result for φ n follows from (1.4).
As concrete examples we calculate: [7] (see also [5] ) states that any monic polynomial
A famous result by Kronecker
is a product of cyclotomic polynomials (and hence all roots are roots of unity). As consequence of the above considerations, we get the following
Theorem. Let p(T ) ∈ Z[T ] be a monic polynomial with
3. Representability and the Coxeter polynomial 3.1. Let A be a finite dimensional k-algebra with k an algebraically closed field. For simplicity we assume A = kQ/I for a quiver without oriented cycles and I an ideal of the path algebra. We refer to [16, 1, 13, 8] for concepts and examples. We recall that the Coxeter transformation ϕ A of the Grothendieck group K 0 (A) is induced by the Auslander-Reiten translation τ A of the bounded derived category D b (mod A) of the finite dimensional A-modules mod A. This n × n-integral matrix plays an important role in the study of the representation theory of certain algebras. By f A (T ) we denote the characteristic polynomial of ϕ A , called the Coxeter polynomial of A.
We substantiate the consideration of ϕ A : (i) Let S 1 , . . . , S n be a complete system of pairwise non-isomorphic simple Amodules, P 1 , . . . , P n the corresponding projective covers and I 1 , . . . , I n the injective envelopes. Then ϕ A is defined by [P i ]ϕ A = −[I i ], where [X] denotes the class of a module X in K 0 (A).
(ii) For a hereditary algebra A = kQ, the spectral radius ρ(ϕ A ) determines the representation type of A in the following manner:
• A is representation-finite if 1 = ρ(ϕ A ) is not a root of f A (T ).
• A is tame if 1 = ρ(ϕ A ) ∈ Root χ ϕ A (T ).
• A is wild if 1 < ρ(ϕ A ). Moreover, in this case, Ringel [17] shows that ρ(A) is a simple root of f A (T ). For a non-preprojective indecomposable module X the vectors [τ n A X] grow exponentially with ρ(ϕ A ) (that is, lim [14] . (iii) In the particular case A = kQ and Q is a bipartite quiver, as we recalled in the introduction, f A (T ) is graphically represented by the underlying graph of Q, that is:
(iv) In [11] the authors introduced supercanonical algebras as generalization of other important classes of algebras. Let S 1 , . . . , S n be a finite number of posets, t ≥ 2 and numbers λ 3 , . . . , λ t ∈ k \ {0} pairwise different. The supercanonical algebra A = A(S 1 , . . . , S t ; λ 3 , . . . , λ t ) is the quiver algebra with a unique source α, a unique sink ω as in the picture: 
the algebra A(S 1 , . . . , S t ; λ 1 , . . . , λ t ) denoted by C(p 1 , . . . , p t ; λ 3 , . . . , λ t ) is called a canonical algebra. See [16, 13, 9] . Since A = A(S 1 , . . . , S t ; λ 1 , . . . , λ t ) is a one-point extension of the poset algebra B = A/(α), the Coxeter transformations are related by formulas: 
where ϕ S i is the Coxeter transformation of the poset S i , i = 1, . . . , t.
(iv) A tool to deal with the calculation of Coxeter transformations is the following reduction formula [8, 18.3.3 ] (see also [2] for generalizations and special cases):
If A = B[P ] is a one-point extension of an algebra B with an indecomposable projective module P associated to a source b in B.
Of particular interest is the hereditary case where any algebra can be constructed by repeated one-point extensions using only projective modules. For the Coxeter polynomial of the star H = T p 1 ,...,pt the formula yields:
where v n = (T n − 1)/(T − 1) is the Coxeter polynomial of the linear quiver [n − 1].
3.2. Let C = C(p 1 , . . . , p t ; λ 3 , . . . , λ t ) be a canonical algebra. In [11] the authors proposed to study an interesting class of algebras according with the following result:
Proposition. The derived equivalence class of the one-point extensions of C by an indecomposable projective or injective module is independent of the particular choice of the module.
Proof. If P 1 and P 2 are indecomposable projective modules over C, there is an auto- [4] . Here coh X denotes the coherent sheaves over a weighted projective line X. The assertion now follows from [4] .
We call an algebra of the form C[P ] with P indecomposable projective, and extended canonical algebra of type (p 1 , . . . , p t ; λ 3 , . . . , λ t ). The Coxeter transformation f ϕ
(T ) =:f (p 1 ,...,pt) (T ) only depends on the numbers p 1 , . . . , p t .
Corollary. The extended canonical algebra, as defined above, has Coxeter polynomial
3.3. There are interesting phenomena happening for extended canonical algebras and their Coxeter transformation. A couple of examples taken from [11] :
(a) Let C be a canonical tubular algebra (i.e. the star T (p 1 ,...,pt) is of extended Dynkin type). Then the extended canonical algebra C[P ] is of canonical derived type (p 1 , . . . , p t−1 , p t + 1).
(b) There is a finite list of types which is critical (according to the lexicographical order) for extended canonical algebras to have the spectral radius of their Coxeter transformations equal to 1. As a consequence there are only finitely many types (p 1 , . . . , p t ) such that the corresponding extended canonical algebra A has ρ(ϕ A ) = 1. (A result which is proved as consequence of the considerations in this paper, namely Theorem 3.6).
(c) With two exceptions, namely the types (3, 3, 3, 3) and (2, 2, 2, 2, 4), all extended canonical algebras A with ρ(ϕ A ) = 1 have a periodic Coxeter transformation ϕ A .
We propose to use the theory of representability of polynomials as developed before in order to study the eigenvalues of Coxeter matrices of extended canonical algebras. 
Fix notation: Let
Moreover for p t ≥ 2 the following formula holds:
Proof. (a): Since the star T p 1 ,...,pt is a bipartite quiver, the formula follows from (1.5).
by (1.6.v), and also
we get from (c) formula (d).
Consider the integral polynomial
Lemma.
(a) For p t ≥ 2, the following holds: (p 1 ,. ..,pt−1) (λ) < 0).
Proof. (b):
A common zero λ of two functions in the series is a common zero of the whole series. Hence λ is a zero of
But then λ is also root of p i , we may assume that the Coxeter transformation ϕ A ′ of the extended canonical algebra of type (p 1 , . . . , p t ) accepts at most 4 roots outside S 1 . We shall prove that ϕ A for A of type (p 1 , . . . , p t + 1) has the same property. According to (1.7) and (3.5), the roots of q (p 1 ,...,pt) (T ) can be enumerated as −2 ≤ λ 1 < λ 2 < · · · < λ s−1 < λ s ≤ 2 with s ≥ n − 4 where n = 3 − t + implies that there is a rootλ i of q (p 1 ,...,pt+1) (T ) satisfying λ i <λ i < λ i+1 for i = 1, . . . , s − 1. Indeed, the following picture illustrates the possible situations concerning the distribution of roots Accordingly, ϕÂ corresponding to the extended canonical algebraÂ of type (p 1 , . . . , p t + 1) has at least s − 1 ≥ n − 5 eigenvalues in S 1 . By (1.4.b), at most 4 roots off (p 1 ,...,pt+1) (T ) are not in S 1 , as we wanted to show.
