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Abstract: Although much has been published on the manipulation of power series in a single variable, there is little in 
the literature on the topic of performing operations on multivariate power series. This paper initially concerns a novel 
prescription for the truncation of multivariate power series, namely weighted truncation. This prescription for 
truncation allows the retention of terms up to different degrees in the different variables. In practice, this feature is 
important for efficiency. Subsequently, a variety of routines are developed for operating on power series which have 
been truncated in this fashion. These operations include the determination of products, quotients and special functions 
(e.g. logarithms, trigonometric functions, etc.) of multivariate power series, as well as procedures for composition and 
reversion. 
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1. Introduction 
Methods for performing operations on truncated power series in one variable are well 
documented [1,2,4,7,8]. These methods allow a variety of cumbersome problems to be solved with 
sufficient accuracy and relative ease. Similarly, when dealing with complicated (possibly implicit) 
functions of more than one variable, it is often helpful to approximate the functions by truncated 
Taylor series taken about some point in the region of interest. Unfortunately there is, by 
comparison, a scarcity of literature concerning operations with multivariate power series. This 
paper reports on the development of efficient methods for the truncation and manipulation of 
such power series. 
For power series in more than one variable, the problem of determining an appropriate 
prescription for truncation is non-trival since, loosely speaking, there is more than one degree of 
freedom available. Usually, all terms out to a given degree in the arguments are retained. That is, 
only one degree of freedom is used. This approach is often highly inefficient and a novel 
prescription which uses n parameters in the truncation of a power series in n variables is 
discussed in Section 2. This prescription, which is termed weighted truncation, has been found to 
be of great value in practical applications [5]. 
An efficient method for the determination of the Taylor series of functions of multivariate 
power series is introduced in Section 3. This method is a generalisation of an existing technique 
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[2,7] for the manipulation of power series in one variable and is expressed in a form which is 
appropriate when weighted truncation is employed. In contrast to Leavitt’s methods [7] (for 
operating upon power series in two variables), this method yields only one expression for the 
required coefficients. The final section deals with the composition and reversion of power series 
in a manner which is also a generalisation of an earlier method [6]. Although this method does 
not attain the asymptotic efficiency of some recently devised techniques [3], it is well suited to 
problems where the same power series are to be substituted into a number of functions (since the 
bulk of the work involves only the original power series, it need not be repeated for each 
function). 
2. Weighted truncation 
Consider the Taylor series for the multivariate function f( xi, x2,. . . ,xn) which will be written 
as f(x). For convenience, it will be assumed that the arguments have been chosen such that the 
origin is the point about which the function is to be expanded and hence that the region of 
interest is a neighbourhood of the origin. An appropriate prescription for truncation can be 
determined only when the region of interest is specified. An optimal prescription would minimise 
the error of the resulting approximation (over the region of interest) for a given number of 
coefficients. It is clear that a prescription which is suitable for one region may be completely 
inappropriate for another. The Taylor series for f(x) is written as 
f(X) = c c - * . cr,,, . . ..“Xi’X.2 . * . .q 
rl r2 r” 
= c f,x’. (2.1) 
A prescription for the truncation of this series will be referred to as a viable prescription if for 
each coefficient, say f,, which is retained, all the coefficients of the form f, where si < r,, 
i=l,2 Ye**, n, are also retained. Viability ensures (as will become clear in Sections 3 and 4) that it 
is possible to manipulate such truncated power series without loss of information. That is, from 
the truncated series for f(x) and g(x), it is possible to determine the corresponding coefficients 
for f X g, sin( f + &), etc. 
The usual prescription for truncation is to retain fr whenever C,r, 6 M, for some M. It is clear 
that this prescription is viable and, in the absence of any knowledge of the region of interest, it is 
a reasonable choice. In a typical case, however, the region of interest is known and it is often 
possible to improve this prescription significantly. That is, to find an expression which with an 
equal number of coefficients has a significantly lower error over this region. Such an expression 
can often be found since, loosely speaking, the series may converge more rapidly in some 
variables than in others. Consequently, many of the terms retained by using the usual prescrip- 
tion for truncation may be of no use (in the sense that they may remain orders of magnitude 
smaller than terms which have been rejected). This observation is discussed in more detail in [5]. 
A prescription for truncation can be specified by a function, say W(r), such that truncation 
corresponds to retaining f, whenever W(r) is less than some prescribed value. To ensure that a 
prescription is viable, it is clearly sufficient to require that W( r + e/) > W(r) for ri > 0 where 
i,j=1,2 ,..., n and where ej is the vector whose only non-zero component is the j th which takes 
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the value 1. The usual prescription is specified by W(r) = 1 . r where 1 = (1, 1,. . . , 1) and this 
prescription leaves no freedom to adjust the truncation according to the region of interest. In 
terms of the automation of the routines which are developed in the following sections, it is an 
advantage if W(r) is a linear function. For this reason, the alternative prescription advocated 
here is a generalization of the usual one and takes the form W(u) = w. Y where w = ( w,, wz, . . . , w,). 
This is referred to as weighted truncation and the w’s are termed weights. It is assumed that the 
weights are positive integers and that their greatest common divisor is unity since it is only their 
ratios which are significant. The freedom to choose the weights allows some variables to be 
retained to higher degrees than others. In what follows, it will be said that the term f,x’ is of 
weighted order N with respect to the weights w, where N = W. r. 
It is remarked in passing that, just as with the usual prescription for truncation, it is generally 
impossible to specify, a priori, appropriate values for the truncation parameters. These parame- 
ters are typically determined in an empirical fashion. 
3. Simple operations with multivariate power series 
This section concerns such operations as the determination of products and logarithms of 
power series. To this end, it is helpful to define an operation, denoted by *, as follows: For any 
function f(x), define the function f*(x) by 
f*(x) =cw;xz~, 
i 2 
(3.1) 
where the w’s are the weights used in the truncation of the power series for f(x). The coefficients 
of the series for f*(x) will be written as fr* and are simply related to the coefficients of f(x) by 
fr* = w. rf,. (3.2) 
That is, the coefficients of f(x) can be transformed into the coefficients of f*(x) (and vice versa) 
by simply multiplying (dividing) each coefficient by its weighted order. 
3.1. Sums, differences, products and quotients 
Given the Taylor series for f(x) and g(x), each truncated at the same weighted order with 
respect to the same set of weights, it is clearly a trivial procedure to determine the Taylor series 
(truncated using the same prescription) for f + g and Xf where h is a scalar. The coefficients of a 
product are also straightforward to determine: if h(x) is defined by h(x)=f(x)g(x), the 
coefficients of h(x) are given by 
hr = Cfr-sss. (3.3) 
Since weighted truncation is viable, the coefficients of h(x) can be determined [using(3.3)] to the 
same weighted order as the known coefficients of f(x) and g(x). A corresponding property 
holds for all of the routines discussed here. 
The coefficients of a quotient can be determined recursively using virtually the same number 
of operations as is required to determine the corresponding product. If h(x) is now given by 
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h(x) = f( x)/g( x) where g, # 0 then the coefficients of h(x) can be determined using 
(3.4) 
The sum in (3.4) is of the same form as that in (3.3) exept that here s f 0 since this term has been 
removed. Equation (3.4) expresses the coefficients of h(x) in terms of those of lower weighted 
order and can be used in a recursive fashion by beginning with h, =fO/g,. 
Given these procedures for the determination of products, quotients, sums and differences, it is 
possible to determine the results of composing a variety of special functions with a power series. 
That is, it is possible to determine the coefficients of h(x) which is given by h(x) = S[f( x)] 
where the series for f(x) is known and S represents a special function, e.g. a trigonometric 
function. 
3.2. Log and exp 
Consider the determination of the coefficients of h(x) where 
h(x) = log[f(x)l. (3.5) 
Differentiating both sides of (3.Q there comes 
ah(x)&, = (l/‘f(x))@f(x>/~~,) (3.6) 
After multiplying by w,x, and summing over i, (3.6) becomes 
h*(x) =f*(-#f(x)- (3 -7) 
This demonstrates that it is possible to determine the coefficients of h(x) [truncated using the 
same prescription as that used for f(x)] simply by performing a quotient. Of course, since (3.7) 
specifies h*(x), the zeroth order coefficient cannot be determined in this way. However, it is 
obvious that h, = logf,. This is a remarkably useful procedure which corresponds to a gener- 
alisation of the well-known method [2,7] for the determination of the logarithm of a power series 
in one variable. In the case of two variables, Leavitt [7] attempts to use (3.6) directly which, when 
generalised, results in multiple expressions and hence multiple divisions in the determination of 
the coefficients of log [f(x)]. 
Associated with this example is the determination of the coefficients of exp [f(x)]. In this case, 
h(x) is given by 
h(x) = exp[f(x)l 3 (3.8) 
and, proceeding as for (3.5), one finds that 
h*(x) =f*(x)h(x). (3.9) 
Since fz is zero by definition (fz = 0 fO) it follows from (3.9) that the coefficients of h(x) are 
given explicitly by 
(3.10) 
That is, as in (3.4), the required coefficients are given in terms of the coefficients of lower 
weighted order. Beginning with h, = exp(f,), it is possible to determine the coefficients 
of exp[ f (x)] using a process which closely resembles the product and quotient routines. 
3.3. Powers of power series 
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With the logarithm and exponential functions in hand, it is possible to determine powers of 
power series. Indeed it is possible to determine the coefficients of h(x) where 
h(x) = [f(-+? (3.11) 
since (3.11) is equivalent to 
h(x) = exp{ s(-+ogMx)l>- (3.12) 
By inspection of (3.12), the number of operations required is approximately three times that 
required for a single power series product. For the important case 
h(x)= [fb)lY (3.13) 
where y is a scalar, it is possible to proceed more efficiently by operating upon (3.13) as was done 
with (3.5) to find 
f(x)h*(x) = yhb)f*bb (3.14) 
This equation, i.e. (3.14) gives rise to 
h,= jC[uf:h,_,-~h:~,~l)/(w.rf,) 
s 
(3.15) 
where the sum is constrained so that s # 0. Beginning with h, = fOy, (3.15) can be used to obtain 
the required coefficients using less than twice the number of operations required for a single 
product. 
Before leaving this section on powers of power series, it is worth considering the important 
special case of a square root which can be determined even more efficiently than a general power. 
In this case, h(x) is given by 
h(x) = my (3.16) 
and since h2( x) =f( x), it follows that 
h, = (fr - Lu)/(ZhO) (3.17) 
S 
where the summation over s is restricted by s # 0 and s f r. This expression, i.e. (3.17), can be 
used [in the same manner as (3.4)] to determine all the required coefficients, starting with h, = \iz. 
3.4. Special functions satisfying first order differential equations 
Given a special function, say S(t), which satisfies a differential equation of the form 
s(t) =A[S(t)Jl, 
consider the determination of the coefficients of h(x) where 
h(x) = S[fb>l. 
Proceeding as for (3.5), (3.19) becomes 
h*(x) =A[+% f(x>]f*(~) 
(3.18) 
(3.19) 
(3.20) 
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which, under general conditions, can be used in a fashion that parallels the use of (3.9) to 
determine the coefficients of h(x). If A is an algebraic function which is sufficiently differentia- 
ble at the point (h,, &), then given h(x) and f(x) to weighted order N, the coefficients of 
A]h(x), f(x)1 can be determined (using the routines developed in Sections 3.1, 3.2 and 3.31 also 
to weighted order N. With these coefficients in hand, (3.20) can be used to determine the 
coefficients of h(x) of weighted order N + 1, since f,* = 0. Proceeding in this fashion [beginning 
with the zeroth order result h, = S( f,)] the required coefficients can be determined to the same 
weighted order as the known coefficients of f(x) 
As another important example (beside log and exp) consider the determination of h(x) where 
h(x)= sin-‘[f(x)]. (3.21) 
In this case, (3.20) becomes 
h*(x) =f*(x)[l -f2(x)] -1’2 (3.22) 
and since h(x) does not appear on the right hand side of (3.22) the required coefficients can be 
determined directly. Using (3.22) and the result that h, = sin-‘(f,), it is possible to determine 
the coefficients of sin- ‘[f(x)] using approximately the number of operations required to perform 
three products. 
3.5. Special functions satisfying second order differential equations 
An important class of special functions (including trigonometric functions, Bessel functions, 
etc.) satisfy second order differential equations. To determine the coefficients of h(x) where 
h(x) = S[f(x)l (3.23) 
and where S(t) satisfies 
S(t)=A[S(t), 3(t), t], (3.24) 
it is possible to proceed as follows: If g(x) is defined by 
g(x) = S[fb>l> (3.25) 
both g(x) and h(x) can be determined concurrently. Proceeding as for (3.5) (3.23) and (3.25) 
become 
h*(x) = g(x)f*(xL (3.26) 
and 
g*(x) =A[+), g(x), f(x)] f*(x). (3.27) 
As for (3.20), (3.26) and (3.27) can, in general, be solved in a recursive fashion as a consequence 
of the fact that fz = 0. Starting with h, = S( f,) and g, = s( f,), the coefficients of h(x) [and 
g(x)] can be determined to the same weighted order as the known coefficients of f(x). 
As a simple example, consider the determination of the series for h(x) where 
h(x)=sin[f(x)]. (3.28) 
In this instance, (3.27) takes the following form: 
g*(x) = -h(x)f*(x), (3.29) 
and it follows, 
h,= 
EL = 
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using (3.26) and (3.29) that 
~cg,-,f:)/w.~. 
S 
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(3.30) 
These equations can be used recursively, starting with h, = sin( f,) and g, = cos(f,). to 
determine the required coefficients of sin[f( x)] using approximately the number of operations 
required to determine two products. (Notice that the coefficients of g(x) = cos[f( x)] are also 
obtained during this process.) 
The manner in which to proceed for special functions which satisfy differential equations of 
higher order should now be apparent. 
4. Composition and reversion of power series 
The problem considered here is of the following form: given the power series for f( x, y) and 
for y(x), find the power series for F(X) =f[x, y(x)] where x = {x,, i = 1, 2,. . . , n} and y = 
{ y,, i = 1, 2, . . . , m}. The expansion for f( X, v) is written as 
The coefficients, say F,, from the expansion for F(x) are required where N’. Y < M and the series 
for y(x) are known out to the same weighted order. If the minimum weighted order of the terms 
in the expression for _JJ,( x) is equal to u, (it is assumed here that u, > 0 for j = 1, 2,. . . , m) then 
the smallest weighted order of the terms in y”(x) is just 0. a. Consequently, the coefficients L%‘f 
are required only when 
v.a+ w.r<M. (4.4 
This is equivalent to a standard weighted truncation of the series for f( x, y). 
A procedure for performing such power series compositions using the usual prescription for 
truncation has already been devised [6] and will be modified here so as to be in accordance with 
weighted truncation. This method resembles a generalisation of the procedures discussed by 
Chang et al. [4]. To begin, NYn is defined to be the coefficient of xr from the expression r 
l-I 5 LLp.XP’ u’ (4.3) 
I I’ i I P, 
where the sums in (4.3) are constrained by the conditions w-p, 6 N, i = 1, 2,. . . , m. It follows 
from the definition of “y that F, is given by 
where w. r < N. By inspection, N Yp is non-zero only when v. a G w. r G N 1 . a and this 
condition ensures that the ranges of the sums in (4.4) are finite. 
The quantities “Yp are determined recursively by using 
“r=CC s r--s NJ3 N-lya-8 (4.5) 
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where w. s = N 1 . j3 and begun with K Yp = “cr,” where w. Y = K1.a and K is the minimum of 
vi, VZ,...’ u, (henceforth written as u,,,~~). Here, Nu,” is the coefficient of xr from an expression of 
the form of (4.3) except that the sums are now constrained by the conditions w * p, = N, i = 
1, 2,..., m. These entities can be generated by using 
“u; = (1. a)-‘c &,,,“bp_-,‘~ (4.6) 
J S 
where the summation in (4.6) is restricted by the condition that w. s = N and eJ is the vector 
whose only non-zero component is the jth which takes the value 1. The process is initialised by 
using the fact that “uro equals one if r = 0, and is zero otherwise. Together, (4.6) (4.5) and (4.4) 
can be used to determine all the required coefficients of F(x). 
This system of equations has been derived with the process of reversion in mind. The problem 
of reversion is included in a more general problem which can be expressed in the following form: 
given equations of the form 
4(x, y)=O, i=l,2 ,..., m, (4.7) 
find y(x). This problem can be solved in a recursive fashion using the techniques for composi- 
tion discussed above. Each of the expansions in (4.7) is written in the form 
F,(x, Y) = c C{l/l--I+~~~_V~ (4.8) 
OI r I 
and is assumed that Z$z = 0 for i = 1, 2,. . . , m. After substitution of y(x) into (4.8), (4.7) 
becomes, using (4.4), 
CCc?r_SNYJa=O, i=l,2 ,..., m, (4.9) 
a s 
where w. r = N. The terms of weighted order N in the expansions for y(x) occur in (4.9) only in 
the form F,a NYTe/ which can be written as F,? y,,,. Consequently, (4.9) gives rise to 
cF,‘d .Q,, = - ; ~~~-,“~‘E:u (4.10) 
.i 
for i = 1, 2,. . . , m. This equation, i.e. (4.10) expresses the coefficients of y(x) of weighted order 
N in terms of those of lower weighted order. The matrix Ej”d, which appears at every order, is 
assumed to be nonsingular and its inverse is written as A, J. Given A, /, (4.10) can be used to 
determine the required coefficients to arbitrary weighted orders by beginning with the lowest 
order solution: 
Y ,>e = - CnJlF,:3 (4.11) 
where w. e = u,,,~,,. This procedure bears a resemblence to that developed by Barton [l]. However, 
Barton considers the problem only for n = 1 and he does not give explicit procedures for 
performing the necessary compositions. 
In fact, the multiplication by Aki in the solution of (4.10) for each set of coefficients can be 
performed once and for all at the outset. If a new set of functions, say P,(x, y) is defined by 
C(x, Y) = - cA,,F,k Y> (4.12) 
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then the coefficients of these new functions are given by 
P,; = - CnjJ$, 
i 
(4.13) 
and since PJ = -1, (4.10) becomes simply 
Y,,, = c CKYYsa~ (4.14) 
and (4.11) takes the form 
(4.15) 
using these equations, i.e. (4.13)-(4.15) together with (4.5) and (4.6), the solution to (4.7) is easily 
determined. 
The problem of reversion often takes the following form: given z(x, y) where z represents 
zi,z2,...,zm and det(az,/ay,) # 0, find y( X, z). Each of the series z,( x, y) is assumed to 
contain a non-zero term linear in y, and is truncated using the weights w for x and 0 for y. In 
order that no information be lost (i.e. that the process be reversible) it is required that the 
non-zero term of minimum weight in the expansion for z,( X, y) be of weight u,. This problem is 
best solved in steps. The first step in the process is to determine y,( X, zi, y2, . . . , y,,) from z,( X, 
y) using the methods described above. By simply applying a process analogous to (4.4) alone, this 
result can be used efficiently to find z,( X, zi, y,, . . . , y,,) for j = 2,. . . ,m since the required Y’s 
are already available. The second step is to determine y2( X, z,, z2, ~3,. . . , y,,) and z, (x, z,, Zi; 
Y3,..., y,) for j= 3,..., m. The ith step is to determine y;(x, zi,. . . .z,, Y,+~, . . . , y,,,) which 
allows the determination of yk(x, z,, . . . . z,, y,+i, . . . . y,) for k= l,..., i- 1 and z,(x, 
zi....,z,, y,+i,.-., y,) forj=i+l,..., m. After m steps the process is complete. 
5. Conclusion 
The expressions of Sections 3 and 4, which are particularly simple (and similar) in form, are of 
remarkably general applicability since they are valid for arbitrary numbers of variables. These 
procedures were developed with practical applications in mind. In particular, the author is 
concerned with the computation of optical aberration coefficients (5, 6). In this context, where 
there are four or five independent variables (depending upon symmetry), the prescription for 
weighted truncation and the procedures of Sections 3 and 4 were found to be of great value. 
The automation of these results is discussed in the paper which immediately follows. The 
similarity and simplicity of the expressions derived here lead to closely related routines which are 
of fixed length, valid for arbitrary numbers of variables and can proceed to arbitrary weighted 
orders with respect to arbitrary sets of weights. 
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