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It is a common phenomenon in nature and technol-
ogy that a system under perturbations exits a regime of
its usual dynamics [1, 2, 3, 4, 5, 6]. Often it is possible to
define a potential function whereby a potential well can
be associated with a usual or persistent dynamics, and
a saddle of the potential adjacent to the potential well
is a feature through which the exit takes place [7]. The
potential difference between the bottom of the poten-
tial well and the saddle is often termed a potential bar-
rier. The expected exit time then depends on the height
of this potential barrier and the (small) noise strength.
Therefore, knowing the potential barrier height is often
of strong interest, because then one can predict – for a
given or applied noise strength – the expected escape
time.
We develop an algorithm to determine the potential
barrier height experimentally, provided that we have
control over the noise strength. We are concerned with
the situation when the experiment requires large re-
sources of time or computational power, and wish to
find a protocol that provides the best estimate in a given
amount of time. We encountered such a situation when
wanted to determine expected transition times to a cold
climate for a noisy version of the climate model pre-
sented in [8].
We consider the rather generic situation when the dy-
namics is governed by the following Langevin stochas-
tic differential equation (SDE):
x˙ = F(x) + σDξ(t), (1)
x,F, ξ ∈ Rn, and the diffusion matrix D ∈ Rn×n
is independent of x, i.e., the white noise ξ is additive.
The vector field F(x) is such that it realises the coex-
istence of multiple attractors (including the possibility
of an attractor at infinity) and at least one nonattracting
invariant set, often called a saddle set. The saddle set is
embedded in the boundary of some basins of attraction.
Based on a well-established theory due to Freidlin and
Wentzell [9] the steady state probability distribution in
the weak-noise limit, σ ≪ 1, can be written as
W (x) ∼ Z(x) exp(−2Φ(x)/σ2), (2)
in which Φ(x) is called the nonequilibrium- or quasi-
potential. In gradient systems where F(x) = −∇V (x)
we have that Φ(x) = V (x), provided thatD = I. If D
does depend on x, then W (x) might not satisfy a large
deviation law limσ→0 σ
2 lnW (x) = −2Φ(x). See
e.g. [10] for an example of multiplicative noise where
limσ→0 σ
2 lnW (x = x) does not exists for some pa-
rameter setting andW (x) has a fat tail.
The probability that a perturbed trajectory does not
escape the basin of attraction over a time span of tt de-
cays exponentially:
P (tt) ∼ 1
τ
exp(−tt/τ). (3)
The approximation is in fact quite good already for
times tt ≈ E[tt] = τ or even smaller. The recipro-
cal of the expectation value τ can be written as an inte-
gral of the probability current through the basin bound-
ary, whose leading component as σ → 0 comes from
a point xe where Φ(x) is minimal on the boundary.
The proportionality of the probability current to W (x)
leads [11, 12] to:
τ ∝ exp(2∆Φ/σ2), (4)
where
∆Φ = Φ(xe)− Φ(A) (5)
is what we call the potential barrier height. Both the
saddle and the attractor can be chaotic, in which cases
Φ(xe) and Φ(A) have been shown [13, 14] to be con-
stant over the saddle [13] and attractor [14], respec-
tively.
Considering (4), the expected transition times in-
crease “explosively” as the noise strength σ decreases.
From the point of view of estimating ∆Φ, there seems
to be a trade-off between an increasing accuracy of the
estimation and an increasing demand of resources as σ
decreases. However, if we fix the amount of resources
that we are willing to commit, then an increasing of ac-
curacy is not guaranteed any more, because we can reg-
ister fewer transitions as σ decreases. On the other hand,
increasing σ beyond a point might not improve accuracy
either for the following reason. We assume that for some
σ0 we can estimate τ = τ0 arbitrarily accurately be-
cause a large number of transitions can be achieved in-
expensively. We also assume that in this “anchor point”
(4) applies accurately:
τ ≈ τ0 exp(2∆Φ(σ−2 − σ−20 )), σ < σ0. (6)
Then, we can identify the accuracy of estimation by
δ∆Φ =
√
Var[ln t¯t]
y
, (7)
where we introduced y = σ−2 − σ−20 , and t¯t =
1
N
∑N
i=1 tt is our finite-N estimate of τ for a fixed σ.
Clearly, as σ → σ0 the inaccuracy explodes. That is,
in the described setting of estimation (which is not the
most generic one) there should exist an optimal value of
σ.
The sum of the exponentially distributed random vari-
ables, Nt¯t, does in fact follow an Erlang distribu-
tion [15], and so:
P (t¯t) ∼ 1
τN
(Nt¯t)
N−1
(N − 1)! exp(−Nt¯t/τ)N. (8)
Note that since E[t¯t] = E[tt] = τ , our estimator t¯t is
unbiased. Furthermore, Var[t¯t] = Var[tt]/N = τ
2/N
in accordance with the Central Limit Theorem. From
(8) it follows that
Var[ln t¯t] = Ψ
(1)(N), (9)
where Ψ(1)(N) is the first derivative of the digamma
function [16]. We can make the interesting observation
that Var[ln t¯t] does not depend on τ , only on N . Next,
we make use of the approximation [16]
Ψ(1)(N) ∼ 1/N (10)
writing
δ∆Φ ∼
√
τ0
T
exp(∆Φy)
y
, (11)
where we, first, assumed a certain fixed commitment of
resources, which can be expressed simply by T = Nτ ,
and, second, made use of (6). We look for a σ = σ∗ or
y = y∗ that minimizes δ∆Φ, for which we need to solve
d δ∆Φ/ d y = 0, yielding our main result:
y∗ = ∆Φ−1. (12)
We can make the interesting observation that it is inde-
pendent of τ0 and T , which we comment on shortly. y
∗
depends only on ∆Φ (in a very simple way), the un-
known that we wanted to determine in the first place,
and so the result can seem irrelevant to practice for the
first sight. However, one can simply start out with an
initial guess value, ∆ˆΦ0, and iteratively update the esti-
mate as ∆ˆΦi by performing a maximum likelihood es-
timation (MLE) [17] each time a new value of tt,i is
acquired. This way, for the acquisition of tt,i+1, one
continues the experiment with an updated noise strength
y∗i+1 = ∆ˆΦ
−1
i , i = 1, . . . , N , according to (12). The
MLE of ∆Φ is based on the probability distribution (3)
jointly with (6). This is an analogous procedure to non-
stationary extreme value statistics when one or more pa-
rameters of the extreme value distribution (EVD) is a
function of a covariate that could depend on time. In
our case τ and σ correspond to the EVD parameter and
covariate, respectively. We note that as σ∗ does not de-
pend on T , at any time into the experiment (for large
enough N , though, such that (10) is a good approxima-
tion) our estimate of ∆Φ is done most efficiently, and
so we can revise our commitment, either stopping the
experiment early or extending it. Next we demonstrate
the use of our algorithm on two examples; in a single-
as well as a multi-dimensional system.
Example 1: Overdamped particle in a symmetrical
1D double-well potential. It is governed by the follow-
ing SDE:
dx = −V ′dt+ σdW. (13)
We specify our example as: V = x4/4 − x2. The two
minima are at x± = ±
√
2, and the local maximum in
between is at x0 = 0. These are fixed points of the deter-
ministic case (σ = 0). A numerical solution of the SDE
(13) is obtained by using an Euler-Maruyama integra-
tor [18] with a time step size of h = 0.02. Examples are
shown in Fig. 1, indicating the regime behaviour with
irregular transitions between the two regimes. The time
series clearly evidence bimodal marginal distributions –
corresponding to the two regimes – whose maxima, and
the local minimum in between (not shown), are exactly
at x± = ±
√
2 and x0 = 0, respectively. With substitut-
ing these in to (5) we obtain that ∆V = ∆Φ = 1. This
shows up as the slope of the curve in Fig. 2. The green
coloring indicates that (4) is satisfied well even with so
strong noise that the time spent in a regime is not so
clear cut any more, as seen in Fig. 1 (a). The result
of applying our algorithm is shown in Fig. 3, indicat-
ing that it serves its purpose, and that the convergence is
rather fast. Finally, Fig. 4 verifies the corner stone of the
algorithm (12), showing the sample standard deviation
of a number of estimates. Results with the algorithm
and different fixed sample values of σ are shown in one
diagram, indicating that the accuracy of estimate by our
algorithm is just about the best accuracy achievable by
the same amount of computation using the optimal fixed
σ. Note that we choseN = 30 for our algorithm, result-
ing in some computational time T , and then we realised
N = ⌈T/τ(σ)⌉ transitions using the different fixed σ’s.
Example 2: The Ghil-Sellers energy balance climate
model (GSEBM). One of the most striking facts about
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Figure 1: Numerical solution of (13). (a) σ = 1.0, (b)
σ = 1.55. Red and green circle markers indicate tran-
sition times defined as a first crossing to the bottom of
the upper (lower) potential well since a crossing to the
lower (upper) well.
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Figure 2: Demonstration of the validity of (4) in (13). A
straight line of slope∆V = 1 is included in the diagram
for reference. To estimate τ we averagedN = 200 tran-
sition times each sample values of σ corresponding to a
circle marker.
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Figure 3: Proof of concept, I: convergence of estimates
∆ˆΦi. The anchor τ0 was established with σ0 = 1 us-
ing N = N0 = 400. Five different realizations of the
experiment are shown. The initial value for each was
σ∗0 = 0.9 < σ0. A “safeguarding” of the procedure
is facilitated by overriding (12) such that σ∗i+1 = σ0 if
∆ˆΦi < 0 and σ
∗
i = σ
∗
min = 0.6 when (12) dictates
smaller.
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Figure 4: Proof of concept, II: sample standard devia-
tion of 200 estimates ∆ˆV N . For the efficient algorithm
we choseN = 30, which implies (see the main text) the
differentN ’s for the different fixed sample values of σ.
The vertical line marks the prediction of (12).
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Earth’s climate is its bistability: beside the relatively
warm climate that we live in, under the present as-
tronomical conditions a very cold climate featuring a
fully glaciated so-called snowball Earth is also possi-
ble, and this state might have been experienced a num-
ber of times by Earth in the past few hundred million
years [19]. Different hypotheses of transitioning from
the warm to the cold climate and the other way round
involve external forcings, but in principle it is possi-
ble that the climate system is transitive, at least in the
warm-to-cold direction. This transitivity can be mod-
eled by noise-induced transition, where the noise mod-
els some unresolved internal, say, atmospheric and/or
oceanic dynamics. Without a requirement for physical
realism, we consider additive noise perturbations of the
Ghil-Sellers model [20] written for the long time aver-
age surface air temperature T (φ, t) as a function of lat-
itude φ ∈ [−pi/2, pi/2] or x = 2φ/pi ∈ [−1, 1]. The
deterministic GSEBM stands in the form of a diffusive
heat equation:
C(x)∂tT (t, x) = µQ(x)(1 − α(x, T ))−O(T )+
M(x)∂x[(D1(x) +D2(x)g(T ))∂xT ].
(14)
See [20, 21] for the concrete form of the equation and
the meaning of its terms, and [22] for a numerical imple-
mentation. Unlike [22] that uses Matlab’s pdepe, here
we simulate the noise-perturbed GSEBM by Matlab’s
simulate. For this we discretize the eq. with respect
to T by the method of lines, converting the PDE in to
an ODE, i.e., eq. (1). The particular difference schemes
that we apply using a regular grid are:
∂x[D1(x)∂xT ] ≈ [(Tj+1 − Tj)D1,j+1/2−
(Tj − Tj−1)D1,j−1/2]/∆x2,
∂x[D2(x)g(T )∂xT ] = ∂x[D2(x)∂xG] ≈
[(G(Tj+1)−G(Tj))D2,j+1/2−
(G(Tj)−G(Tj−1))D2,j−1/2]/∆x2,
(15)
j = 1, . . . , J,where Tj ≈ T (xj), xj = (j−1/2)∆x−1,
∆x = 2/J , and D1,j±1/2 = D1(xj±1/2), xj±1/2 =
xj ± ∆x/2 (see p. 1046 of [23] regarding the x-
dependent diffusivity). The boundary conditions are
eliminated by the method of reflection, setting T0 = TJ
and TJ+1 = T1. Such a grid deals effectively with the
singularity ofM(x) at the poles, but the resulting ODE
can be somewhat stiff. Fig. 5 shows that our algorithm
works also in a multi-dimensional setting.
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