Deep learning models exhibit limited generalizability across different domains.
Introduction
Deployment of deep neural networks (DNNs) in realworld scenarios is challenging because of feature distribution differences between training data and test data. This difference is known as domain shift [1] , which leads to poor transfer of network performance from training to testing. Domain shift is ubiquitous in many practical applications such as image classification [2, 3, 4] and image segmentation [5, 6, 7, 8] . The problem of domain shift can be categorized into (a) covariate shift (different distributions in latent features), (b) prior probability shift (change of labels) and (c) concept shift (different relationship between latent features and the desired label) [9, 10] . Covariate shift is the key reason for the lack of generalizability of models and can result from trivial sources such as different image acquisition devices (e.g. medical imaging [8, 11, 12] patterns or different combination of specific image features (e.g. shapes and textures [13] ). In contrast to the human visual system, DNNs exhibit weak generalizability when confronted with previously unseen entangled image features. This is the main problem we focus on in this paper. As outlined in Fig. 1 , we want to improve DNN performance on unseen categories in a target domain where all categories from a source domain and a subset of categories from a target domain are available for training.
Fine-tuning DNNs on task-specific datasets is a possible solution but often infeasible due to the lack of sufficient annotated data in the target domain. Domain adaptation algorithms have been widely studied to tackle the domain shift problem by extracting domain-invariant features, aiming to transfer knowledge from a source domain to a target domain [14] . Previous work proposed various methods from three main groups: (1) discrepancy measurement approaches, (2) adversarial adaptation approaches, and (3) generative-model-based approaches. The approaches in the first group aim to align the feature distributions of Figure 2 : The differences between our method and other existing domain adaptation methods. We mainly compare two aspects, the problem setup and the training paradigm. source and target domain by measuring the discrepancy between representations, such as Maximum Mean Discrepancy [3, 15] or correlation distance [16] . Instead of computing the discrepancy metric, adversarial adaptation approaches use DNNs to approximate the discrepancy of representations, which encourages the extracted features to be invariant for domain discrimination, such as transfer learning methods [17, 18] and adversarial training methods [4, 11, 19, 20] . Compared with the above two groups of methods which are based on latent features, generativemodel-based approaches align the source and the target domain by image-to-image transformation which uses a cycle-consistency constraint to preserve domain-invariant features [21, 22, 23] .
However, existing domain adaptation methods can be practically prohibitive in real applications because a large amount of labeled data is needed. Unsupervised domain adaption requires plenty of labeled samples from the source domain [10] . Domain generalization which has been developed to learn universal knowledge for unseen target domains require many labeled samples from multiple source domains [24, 25] . Although adversarial adaptation alternatives can perform well, optimizing adversarial objectives remains difficult and unstable in practice [26] . Most importantly, previous methods make no explicit attempt to disentangle domain-invariant features from domain features, which results in the inability of dealing with previously unseen categories in the target domain.
We postulate that domain adaptation should be able to learn generalizable features to transfer the knowledge from known entangled image features (e.g. categories from both domains) to new entangled image features (e.g. categories from target domain but not available during training). The difference of task setup between our work and other domain adaptation work is shown in Fig. 2 .
In this paper, we propose mutual-information-based dis- entangled networks (MIDNet) for representation disentanglement to address the problem outlined in Fig. 1 . In contrast to previous methods, the proposed approach extracts generalized categorical features by explicitly disentangling entangled image features (categorical features and domain features) via mutual information minimization [27] . To enhance disentanglement, we estimate the similarity of categorical features from both domains to achieve domaininvariant features, instead of optimizing an adversarial loss. Our method is a semi-supervised learning method, which only requires a small number of labeled samples during training while unlabeled data is integrated using a strategy similar to the MixMatch approach [28] .
We demonstrate the efficiency of our method on handwritten digits classification task. To illustrate practical applicability, we additionally evaluate the proposed method on a challenging medical application, the detection of standardized fetal ultrasound (US) views during prenatal screening. In many countries, this is clinical routine for abnormality screening during pregnancy. Early detection of pathological development can inform treatment and delivery options [31] . DNNs have shown promising performance to support this task [32] . However, labeled training data is often insufficient as annotating medical images re-quires significant expertise and is prohibitively expensive in both time and labor. Operator skill dependent manifestation of acoustic shadows [33, 34] as shown in Fig. 3 (b) as well as different imaging devices as shown in Fig. 3 (c) can lead to a domain shift problem for vanilla DNN classifiers. In this work, we explore the domain shift problem respectively caused by shadow artifacts and different imaging devices in the fetal US standard plane classification task.
Contribution
The main contributions of this paper are: (1) we propose end-to-end trainable Mutual-Information-based Disentangled Networks (MIDNet) for learning generalized features to tackle data with unseen entangled image features, (2) we develop MIDNet as a semi-supervised learning paradigm by integrating unlabeled data from both source and target domain to alleviate the demand of annotated data, and (3)we utilize our method for anatomical classification in fetal US, which, to our knowledge, is the first exploration of transferring knowledge to unseen data in a practical application in medical imaging. Our source code will be publicly available at the time of the conference.
Related work
Representation disentanglement. Disentangling representations is to interpret underlying interacted factors within data [35, 36] and enable manipulating relevant representations for specific tasks via deep learning to models [37, 38, 39] . Traditional models for this task include techniques such as Independent Component Analysis (ICA) [40] and bilinear models [41] as well as learning-based models such as InfoGAN [42] and β-VAE [43, 44] . Recent work by Mathieu et al. [45] proposes a conditional generative model to disentangle the latent representations into specified and unspecified factors of variation via adversarial training. For the same task, Hadad et al. [39] proposes a simpler twostep method with a new adversarial technique for more efficient learning of various unspecified features. Their method directly utilizes the encoded latent space for unspecified factors instead of assuming the underlying distribution. To use disentangled representations for identifying images with unseen entangled features in real applications, Meng et al. [46] proposed to disentangle category and domain-specific features using an adversarial regularization in a multi-task learning framework. In contrast to these supervised learning methods, we propose an improved model, which evaluates mutual information between latent features to disentangle representations. Additionally, our proposed method uses sparsely labeled data during training. Semi-supervised learning (SSL). The goal of SSL is to address the scarcity of labeled data by leveraging unlabeled data. Various approaches have been proposed for SSL [47, 48, 49, 50, 51, 52] . Recently, Zhang et al. [51] proposed a MixUp learning principle to train a model on convex combinations of samples and their corresponding labels. This principle encourages the model to favor linear behavior between samples and alleviates the problems arising from mislabelled examples. Extending this work, Berthelot et al. [28] introduced a SSL method, MixMatch, which estimates the low-entropy labels for unlabeled samples and then applies MixUp to mixed labeled and unlabeled samples for training the model. In this paper, we utilize MixMatch to integrate unlabeled samples from both source and target domain during training (Sec. 3.5).
MIDNet: Mutual-Information-based Disentangled Neural Networks
Our goal is to disentangle categorical features from domain features to obtain generalizable features, so that our model can classify the categories in the target domain which have not been seen during training. We formulate our task as follows: let
be the images from a source domain which contain categories C S and
be images from a target domain with categories C T , C T ⊂ C S . In both domains, categorical labels are available for part of the images as Y S , Y T . We want to train a network to maximize the categorical prediction performance of the classifier on images in the target domain from new cate-
To solve this task, we propose MIDNet in combination with semi-supervised learning. The architecture of our model is shown in Fig. 4 . Two independent encoders E are utilized to respectively extract categorical features F C and domain features
The class discriminator C is responsible for predicting class distributions from F C for both X L and X U while the decoder D combines F C and F D for the reconstruction of input images. The mixer M aims to linearly mix labeled and unlabeled samples so that the model is trained to show linear behavior between samples for further leveraging unlabeled data. For representation disentanglement, mutual information between F C and F D is minimized to encourage F C to become domaininvariant and maximally informative for categorical classification. Feature consistency between labeled images is additionally kept to promote the independence of F C .
Image reconstruction
The first step of MIDNet is to employ an Encoder-Decoder framework for independent extraction of two internal representations from the input data x. Two encoders E 1 , E 2 are built to respectively generate latent vectors that aim to represent categorical features F C and domain fea-
Labeled data flow
Unlabeled data flow
Mutual information
Mixed data flow
Target domain Source domain Figure 4 : (a) The architecture of the proposed MIDNet. We extract disjoint features (F C , F D ) through mutual information minimization in the latent space and apply a feature consistency constraint to extract domain-invariant features F C for further disentanglement. E 1 , E 2 are separate encoders, C is a classifier and D is a decoder. (b) We integrate unlabeled data by a mixer M for semi-supervised learning.
The decoder D is utilized to guarantee that the combination of these features is capable of recovering original input data, where
We employ skip connection between E 2 and D to integrate high-frequency features from E 2 into the reconstruction, which helps F D to contain valid information instead of invalid noise. This image reconstruction extracts two groups of features from internal representations of original data.The rest of our networks are designed and trained to enable F C to only contain categorical information, thus becoming separated from F D that only contains domain information.
Classification
We use a class discriminator C to predict |C S | labels for labeled data, which encourages F C to be maximally informative about categorical classification. E 1 , E 2 and C are updated by minimizing the cross-entropy loss
(2) Here δ refers to the parameters of C. At the same time, C predicts the class distribution of the unlabeled data x ∈ X U as P C ( y|x; δ), y ∈ Y U . The predicted class distribution of unlabeled data will be utilized in SSL-based regularization (Sec. 3.5). The class discriminator on its own is unlikely to ensure that categorical features F C are domain-invariant. This is because the training objective in Eq. 2 only ensures that F C contains as much information as possible for the target classification task.
Mutual information disentanglement
To address the problem from Sect. 3.2, we minimize the mutual information between F C and F D . This minimization forces F C to contain less domain information and thus separates categorical features from domain features. Mutual information is defined as
where P XZ is the joint probability distribution of (D F C , D F D ), P X = Z dP XZ and P Z = X dP XZ are respectively marginal distributions of D F C and D F D . We utilize Mutual Information Neural Estimation (MINE) [27] to approximate the lower-bound of mutual information on n samples by a neural network with parameters θ ∈ Θ,
(4) Practically, the expectations in Eq. 4 are estimated by Monte-Carlo integration [14] with shuffled samples along the batch axis (F D ), and thus the cost function of the mutual information disentanglement is
Here, (F C , F D ) are sampled from joint distributions while (F C , F D ) are sampled from the product of marginal distributions.
Feature consistency
Extracting disjoint and complementary features by mutual information disentanglement is not enough for obtaining generalizable features since it fails to align features from source domain to target domain. We hypothesize that categorical features of a certain category are supposed to be consistent between different domains. For better disentanglement, we further enhance F C to be domain-invariant by minimizing the distance of categorical features between source domain and target domain for samples in X L with
where n ci is the number of samples in category c i , c i ∈ C T and f S cij , f T cij are the categorical features of the jth sample from category c i in the source domain and the target domain, respectively. This feature consistency contributes to align source domain to target domain and thus further helps mutual information disentanglement to extract generalized categorical features.
SSL-based regularization
Conventional fully supervised learning requires a large number of annotated input images with categorical labels and domain labels. However, in practice, labeled data is not easily available at any granularity. Berthelot et al. [28] propose a SSL-based method, MixMatch, integrating unlabeled data during training to reduce the dependency on labeled data. We adopt a simplified MixMatch using a mixer M to leverage unlabeled data.
As shown in Fig. 4 (b) , M is utilized to linearly combine two random samples (x 1 , x 2 ) and their corresponding labels (y 1 , y 2 ) from labeled data and unlabeled data by
where
Here,
Note that Y U is the collection of the predicted labels for unlabeled data according to Sec. 3.2. We denote that x mix ∈ X L/U , y mix ∈ Y L/U . The goal of this SSLbased regularization is to encourage the linear behavior of the class discriminator, and thus the objective function is
where P C ( y mix |x mix ; δ) = C(x mix ; δ) is the predicted label of x mix via class discriminator C.
Optimization
Our model is an end-to-end trainable framework and the overall objective is a linear combination of all cost functions
where λ 1 to λ 5 are hyper-parameters chosen experimentally depending on the dataset. We optimize the MINE and the rest of our model in an alternative fashion. Inspired by [27] , we use the Adam optimizer (beta = 0.9, learning rate = 10 −5 ) to train the network parameters θ based on Eq. 5 and use Stochastic Gradient Descent (SGD) with momentum optimizer (momentum = 0.9, learning rate = 10 −5 ) to update the parameters of encoders, decoders and class discriminator based on Eq. 9. We apply L2 regularization (scale = 10 −5 ) to all weights during training to prevent over-fitting and we apply random image flipping as data augmentation. Classes are kept balanced on labeled data during training. Our model is trained on a Nvidia Titan X GPU with 12 GB of memory.
Experiments
We evaluate the proposed method on three tasks, digit classification with digit recognition benchmarks (MNIST [29] and MNIST-M [30] , Fig. 3(a) ) and two standard plane classification tasks with medical fetal US images ( Fig. 3(b) ,(c)).
We compare the proposed method with the state-of-theart algorithms that can be used for the main task of this work. We explore the effectiveness of different components in MIDNet via an ablation study. By training MIDNet with different percentage of labeled data, we also evaluate the performance of our model in semi-supervised setting.
We utilize three groups of test data for the evaluation: (1) test data from the source domain T Source , e.g. digits 0 to 9 in MNIST ( Fig. 4 (a) ), (2) test data from the target domain whose image attributes have been observed during training T T arget , e.g. digits 0 to 4 in MNIST-M ( Fig. 4 (a) ), and (3), most importantly, test data from the target domain whose image attributes are absent during training T N ew T arget , e.g. digits 5 to 9 in MNIST-M. We show the major results in the main paper and detailed implementation as well as more results in the supplementary material. Comparison methods. We evaluate a VGG network [53] which is trained on data only from the source domain, namely Source only, as a baseline to demonstrate that the domain shift problems affects the generalizability of deep models. To verify that MIDNet is able to extract generalized features across domains, we compare MIDNet with a VGG network [53] and a VGG network with residual unit [54] The baselines and ablation study models are introduced in Sec. 4.
(Res-VGG). We further compare MIDNet to the state-ofthe-art feature disentanglement algorithms for addressing the task in this work, including a two-step disentanglement method [39] and a multi-task learning based disentanglement method [46] . Note that we implement the method in [39] differently from the original paper. Specifically, we train the model simultaneously to enable it to be suitable for our task setup. We denote Two-step-fair as [39] with an adversarial network using unspecific features (Z) for category classification and denote Two-step-Unfair as [39] with an adversarial network using specific features (S) for domain classification. We keep the original experimental settings for the method in [46] (namely Multi-task). All comparison methods above are fully-supervised. Additionally, we compare the proposed method with the state-of-the-art domain adaptation methods, including domain-adversarial training of neural networks (DANN) [19] and semi-supervised domain adaptation via minimax Eentropy (MME) [55] . These two comparison methods are semi-supervised.
Ablation study. 
Experiments on digit data
In this experiment, MNIST is the source domain while MNIST-M is the target domain. Except Source only, all the methods are trained on digits 0 to 9 from the source domain and digits 0 to 4 from the target domain. We aim to separate digital features (categorical features) from domain features to obtain generalized digital features, and thus to achieve high digit classification performance on T N ew T arget (digits 5 to 9 from target domain). Here, T Source contains digits 0 to 9 from the source domain and T T arget contains digits 0 to 4 from the target domain. Hyper-parameters λ 1 to λ 5 in Eq. 9 are experimentally chosen as λ 1 = 1, λ 2 = 10, λ 3 = 10 −3 , λ 4 = 10 2 , λ 5 = 10 3 . Results. The experimental results of baselines and the ablation study are shown in Table. and 0.5794 (Two-step-fair [39] ). Additionally, MIDNet-III performs slightly better than MIDNet-VIII on T T arget and T N ew T arget , demonstrating that feature consistency is important for digit classification. The results of MIDNet-IV and MIDNet-I (similarly, MIDNet-VI vs. MIDNet-II and MIDNet-VIII vs. MIDNet-V) illustrate the effectiveness of SSL based regularization in the proposed MIDNet.
We further compare the performance of MIDNet-VIII in a semi-supervised setting and a fully-supervised setting. Here, the semi-supervised setting utilizes the training data containing 30% labeled data and 70% unlabeled data, while the fully supervised setting only uses the 30% labeled data. The confusion matrix in Fig. 5 shows the effectiveness of unlabeled data in our proposed method, for example, the classification accuracy of T N ew T arget greatly improves when integrating unlabeled data (semi-supervised).
To explore the importance of labeled data, we evaluate the performance of MIDNet-VIII based on using 15%, 30%, 60% and 100% labeled data during training. Fig. 6 (a) shows the average accuracy of these experiments on three groups of test data. From this figure, we observe that the classification performance only slightly improves with increasing labeled data. This indicates that MIDNet 
Experiments on ultrasound data
The fetal US dataset consists of ∼ 7k 2D fetal US images sampled from 2694 2D US examinations with gestational ages between 18 − 22 weeks. Eight different US systems of identical make and model (GE Voluson E8) were used for the acquisitions to eliminate as many unknown image acquisition parameters as possible. Six different anatomical standard plane locations have been selected by expert sonographers, including Four Chamber View (4CH), Abdominal, Femur, Lips, Left Ventricular Outflow Tract (LVOT) and Right Ventricular Outflow Tract (RVOT). The images have additionally been classified by expert observers as shadow-containing or shadow-free. In this experiment, the source domain contains shadow-free images (see Fig. 3 (b) SF) while the target domain has shadow-containing images from less skilled sonographers and less favorable imaging conditions (see Fig. 3 Results. Table. 2 shows experimental results of the baselines as well as the ablation study of the proposed MID-Net for the fetal US standard plane classification. From this table, we observe that the MIDNet-VIII model significantly outperforms all the baselines on T T arget and T N ew T arget . Interestingly, Source only achieves best average F1-score (+0.0074 better than MIDNet-VIII) on T Source . This is somewhat expected as Source only is not disturbed by the target domain. Among all the models in the ablation study, MIDNet-VIII achieves the best performance in most cases.
The results of MIDNet-VII and MIDNet-VIII demonstrate that mutual information disentanglement is essential.
From Fig. 6 (b) , we observe that classification performance improves with the increase of labeled data in most cases. However, the performance reaches its peak after a certain percentage of labeled data is added. For example, the saturation point is 60% for T T arget and 30% for T N ew T arget in this experiment. This indicates that semi-supervised learning is beneficial for achieving expected performance with sparsely labeled data.
Cross-device experiment. The previous experiment on fetal US images is supported by data restricted to one US imaging device. We here evaluate MIDNet for a standard plane classification task on data from different imaging devices (different device domains). The source domain contains Abdominal, Brain, Femur and Lips from device A (GE Voluson E8) while the target domain includes Abdominal and Brain from device B (Philips EPIQ V7 G) during training. T Source consists of Abdominal, Brain, Femur and Lips from device A, T T arget contains Abdominal and Brain from device B and T N ew T arget has Femur and Lips from device B. Hyper-parameters λ 1 to λ 5 in Eq. 9 are λ 1 = 1, λ 2 = 10, λ 3 = 10 −4 , λ 4 = 50, λ 5 = 50. The average classification performance of baselines and the MIDNet-VIII model are shown in Table. 3. We observe that our method significantly outperforms the state-of-the-art on T T arget and most importantly on T N ew T arget . DANN [19] is the best on T Source because of the provided target labels during training.
Discussion
The performance of semi-supervised learning usually positively correlates with the percentage of labeled data. In our experimental setting, excessive labeled data may lead to increased class imbalance. This issue may result in decreased classification performance as shown in the quantitative results of T N ew T arget in Fig. 6 (a) . Natural and medical images contain complex entangled image features. For example, shadow artifacts in US imaging are caused by anatomies through blocking the propagation of sound waves or destructive interference. Traditional DNN-based classifiers jointly learn shadow features and anatomical features without understanding the underlying semantics. By observing classification performance on source and target domain after separating entangled image attributes, our model can be potentially used to interpret the effective factors for target tasks. For example, the results of the classification performance of T Source and T T arget (Table.
2) indicate that shadow features can be more informative for some categories than the actual anatomy.
In this work, we only compare our method with unsupervised/semi-supervised domain adaptation methods that aim at one source/target domain. This is because other types of domain adaptation methods (shown in Fig. 1(b) ) have different task setup from this work (e.g. domain agnostic learning requires multiple source domains while domain generalization requires multiple target domains). One limitation of the proposed method is that it requires hyper-parameters to be fine-tuned depending on the overarching application. Ideas from meta-learning [56] will be explored in future work to allow more efficient deployment. A limitation specific to this paper is that the proposed method is evaluated on only one target domain. When more domains are available, our model can be extended to address unseen categories from multiple target domains by adding more encoder-decoder pairs. Furthermore, we only apply our method to image classification tasks. Other applications such as image segmentation and object detection could be explored by utilizing a decoder instead of a classifier in the model.
Conclusion
In this paper, we discuss a problem that is rarely evaluated but important in practical scenarios: transferring knowledge from known entangled image features (e.g. categorical features and domain features) to unseen entangled image features (e.g. categories from target domain but are not available during training). We propose Mutual-Information-based Disentangled Neural Networks (MID-Net) to extract generalizable features. Our model is developed with a semi-supervised learning paradigm. Experiments on handwritten digits data and fetal US images demonstrate the efficiency and practical applicability of our method compared with the state-of-the-art.
B. Network architectures
We use Python-inspired pseudo code to present the detailed network architecture of MIDNet. The architecture shows the parameter settings (e.g. filters, strides, hidden units) in the cross-device experiment. The implementation of the residual def has been integrated from the publicly available DLTK framework 1 . Our implementation is on Tensorflow. The parameter settings for the other experiments are shown in Table. 4. 
D. Semi-/fully-supervised setting in fetal US classification
We compare the performance of MIDNet-VIII in a semisupervised setting and a fully-supervised setting for fetal US standard plane classification (separating anatomical features from shadow artifacts features). We observe from Fig. 8 that the semi-supervised setting yields a better confusion matrix compared with the fully-supervised setting, especially on T T arget and T N ew T arget . This demonstrates the effectiveness of unlabeled data in our proposed method. One interesting observation is that the classification performance of shadow-containing standard planes are better than that of the corresponding shadow-free standard planes, such as 4CH, Abdominal and RVOT. As we discuss in Sec.5, this also indicates that shadow artifacts can be more informative than the real anatomies for some categories.
E. Details of cross-device experiment
In this section, we present the dataset that is used in the cross-device experiment and show more detailed results. We utilize fetal US standard planes consisting of ∼ 6k images, acquired by two different imaging devices, device A is a GE Voluson E8 and device B is a Philips EPIQ V7 G. We show some image examples from randomly selected patients in Fig. 9 . The data split is shown in Table. 7.
We verify the effectiveness of our method by comparing the MIDNet-VIII model with the baseline Source only. Source only is utilized to demonstrate that a domain shift problem exists between the two different imaging devices. We train the MIDNet-VIII model using a semi-supervised setting where 30% of the training data is labeled and the rest is unlabeled. MIDNet-VIII is optimized for 200 training epoch. We have shown the average accuracy in the main paper (Table. 3). Here, we further show the confusion matrices of the three groups of test data in Fig. 10 . From this figure, we observe that the classification performance is improved for most of the classes in MIDNet-VIII on all groups of test data. One interesting observation is that the classification performance of Source only is slightly better than that of MIDNet-VIII for the Brain category. This can be observed in both domains which indicates that, on this dataset, MIDNet-VIII may trade the classification performance for the Brain category for improvements of the other categories.
F. Additional classification results
We further show randomly selected true positive and false positive inference examples (images) from the three classification tasks in Fig. 11 . 
