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Abstract
We introduce a method for approximating essential boundary conditions—conditions of Dirichlet type—within the general-
ized ﬁnite element method (GFEM) framework. Our results apply to general elliptic boundary value problems of the form
−∑ni,j=1(aij uxi )xj +∑ni=1 biuxi +cu=f in , u=0 on , where  is a smooth bounded domain. As test-trial spaces, we consider
sequences of GFEM spaces, {S}1, which are nonconforming (that is S /⊂ H 10 ()). We assume that ‖v‖L2()Chm ‖v‖H 1(),
for all v ∈ S, and there exists uI ∈ S such that ‖u − uI ‖H 1()Chj‖u‖Hj+1(), 0j m, where u ∈ Hm+1() is the exact
solution, m is the expected order of approximation, and h is the typical size of the elements deﬁning S. Under these conditions,
we prove quasi-optimal rates of convergence for the GFEM approximating sequence u ∈ S of u. Next, we extend our analysis to
the inhomogeneous boundary value problem −∑ni,j=1(aij uxi )xj +∑ni=1 biuxi + cu = f in , u = g on . Finally, we outline
the construction of a sequence of GFEM spaces S ⊂ S˜,  = 1, 2, . . . , that satisﬁes our assumptions.
© 2007 Published by Elsevier B.V.
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0. Introduction
During the past two decadesmeshless computationalmethods have become increasingly popularwith the engineering
and science communities. These methods can overcome serious difﬁculties related to mesh generation for problems
involving complicated domains, or on domains whose geometry is solution dependent. They are also instrumental when
one wants to incorporate a priori knowledge about the solution of the problem into the design of the computational
method.
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The generalized ﬁnite element method (GFEM) is a meshless method that originated in the work of Babuška et al.
[6], and is based on the partition of unity method (PUM) introduced in [8,25–27]. It was further analyzed and developed
by Strouboulis et al. [31–33].
The main attributes of the GFEM are the capability of using meshes that are independent, or partially independent,
of the geometry of the domain and the ﬂexibility in constructing the trial spaces. The GFEM is also known and used
under other names, e.g., the method of “ﬁnite spheres” of De and Bathe [13], the eXtended Finite Element Method
(XFEM) of Belytschko et al. [35], the “cloud method” of Duarte and Oden [15,16], the particle partition of unity of
Griebel and Schweitzer [18–22], and others (see the survey by Babuška et al. [4] for further information and references).
The interested reader can ﬁnd more recent developments and applications in [5,7,14,23,24,29,30,34], and references
therein.
One of the major problems in the implementation of the GFEM (or any other meshless method) is the enforcement
of essential—Dirichlet type—boundary conditions. We address this problem in the case of Dirichlet boundary value
problems involving second-order elliptic operators. Our method is closely related to the work by Babuška and Nistor [9]
on elliptic Neumann boundary value problems with distributional boundary data. It is also inspired by the approaches
in the papers by Berger et al. [11] and Nitsche [28]: our deﬁnition of the discrete solution is as in [11], while our
assumptions are closer to those of [28]. This work extends some of the results exposed in [10] to the case of more
general second-order elliptic operators and under less restrictive assumptions.
Let us now describe the main results of this paper. Let  ⊂ Rn be an open, smooth, bounded domain with boundary
. By L we denote the second-order partial differential operator given in divergence form
Lu := −
n∑
i,j=1
(aij (x)uxi )xj +
n∑
i=1
bi(x)uxi + c(x)u.
Here the coefﬁcient functions aij , bi , c (i, j = 1, . . . , n) are given elements of C∞(). (In fact, most of our results
are valid under less stringent smoothness conditions on these coefﬁcients.) We also assume the symmetry condition
aij = aji (i, j = 1, . . . , n). Furthermore, the operator L is (uniformly) elliptic, that is,∑ni,j=1 aij (x)ij ‖‖2, for
a.e. x ∈  and all  ∈ Rn.
The bilinear form B( , ) associated with the elliptic operator L is
B(u, v) :=
∫

⎛
⎝ n∑
i,j
aij uxi vxj +
n∑
i=1
biuxi v + cuv
⎞
⎠ dx for u, v ∈ H 1().
We consider the following Dirichlet boundary-value problem
Lu := Lu + u = f in , u = 0 on , (1)
where f ∈ L2() and  is a real number to be precised later.
We say that u ∈ H 10 () is a weak solution of the boundary value problem (1) if
B(u, v) := B(u, v) + (u, v)L2() = (f, v)L2() for all v ∈ H 10 (). (2)
It is well-known (see [17, Sections 6.2, 6.3]) that there is a number 00 such that the boundary value problem
(1) has a unique weak solution for each f ∈ L2() if 0. Furthermore, if p is a nonnegative integer and aij , bi ,
c ∈ Cp+1() (i, j = 1, . . . , n), f ∈ Hp(), and  is Cp+2, then the (unique) weak solution u ∈ H 10 () of the
boundary value problem (1) belongs to Hp+2() and satisﬁes the estimate ‖u‖Hp+2()C‖f ‖Hp(), the constant C
depending only on p, , and the coefﬁcients of L.
Assume that we are given a sequence h → 0 and a sequence S ⊂ H 1() of test-trial spaces. The parameters h
play the role of the size of the elements deﬁning S. We deﬁne the discrete solution u ∈ S of (1) in the usual way:
B(u, v) = (f, v)L2() for all v ∈ S. We do not assume S to satisfy exactly the Dirichlet boundary conditions, that
is, we do not assume S ⊂ H 10 ().
Let us ﬁx from now on a natural number m ∈ N = {1, 2, . . .} that will play, in what follows, the role of the expected
order of approximation.
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We want to approximate u with functions u ∈ S,  ∈ N, where S ⊂ H 1() is a sequence of ﬁnite dimensional
subspaces that satisfy Assumptions 1 and 2 formulated. Our ﬁrst assumption is that our approximating functions satisfy
Dirichlet boundary conditions only approximately.
Assumption 1 (Nearly zero boundary values). There existsC > 0 such that ‖v‖L2()Chm ‖v‖H 1(), for any v ∈ S.
The second assumption is an approximation assumption that will be used also for nonhomogeneous boundary
conditions. For that purpose, let us consider a second sequence of subspaces S˜ ⊂ H 1(), S ⊂ S˜, which are not
required to satisfy any boundary conditions.
Assumption 2 (Approximability). There exists C > 0 such that for any 0jm, any u ∈ Hj+1(), and any  ∈ N,
there exists uI ∈ S˜ such that ‖u − uI‖H 1()Chj‖u‖Hj+1(). If u = 0 on , then we can take uI ∈ S.
Under Assumptions 1 and 2, our main approximation result in Section 1 is the following.
Theorem 0.1. Assume >  := (∑ni=1‖bi‖L∞())2/4+ ‖c‖L∞(). Let S ⊂ H 1() be a sequence of ﬁnite dimen-
sional subspaces satisfying Assumptions 1 and 2 for a sequence h → 0 and 1pm. Then the solutions u and u
of Eqs. (1) and (5), respectively, with f ∈ Hp−1() satisfy
‖u − u‖H 1()Chp‖u‖Hp+1()Chp‖f ‖Hp−1(),
for constants independent of  and f ∈ Hp−1().
In Section 2 we extend our results to the nonhomogeneous Dirichlet boundary conditions case u = g on , with
g ∈ Hm+1/2(). In essence, we will be looking for a sequence Gk of approximate extensions of g, that is, a sequence
of elements of Hm+1() subject to the following assumption.
Assumption 3 (Approximate extensions). We assume that there exist a sequence of spaces S˜k , Sk ⊂ S˜k , satisfying
Assumption 2 and a constant C > 0 such that, for any g ∈ Hm+1/2(), there exists a sequence Gk ∈ S˜k such that
‖Gk| − g‖H 1/2()Chmk ‖g‖Hm+1/2() and ‖Gk‖Hm+1()C‖g‖Hm+1/2().
Let wk be the exact solution of Lwk = f −LGk in , wk = 0 on . Also, let (wk) ∈ S be the discrete solution
of this equation, namely, the solution of the discrete variational problem
B((wk), v) = (f − LGk, v)L2(), v ∈ S, (3)
where f ∈ Hm−1() is the data of Eq. (11). The result we prove in Section 2 is the following.
Theorem 0.2. Suppose Assumptions 1–3 are satisﬁed and > . Let uk := (wk)k + Gk . Then there exists a constant
C > 0 such that the solution u ∈ Hm+1() of Eq. (11) satisﬁes
‖u − uk‖H 1()Chmk (‖f ‖Hm−1() + ‖g‖Hm+1/2()). (4)
The last section of this paper is dedicated to constructing examples of generalized ﬁnite element spaces S and S˜
satisfying Assumptions 1–3.
In this paper, we shall use the convention that C > 0 indicates a generic constant, independent of , which may be
different each time when used, but is independent of the free variables of the formulas.
1. Homogeneous boundary conditions
In order to prove the main result of this section, that is Theorem 0.1, we need some preliminary results. We begin
with the following classical result [1,12].
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Lemma 1.1. Forv ∈ H 1() there is a constantC that depends only on such that‖v‖2
H 1()C[|v|2H 1()+‖v‖2L2()],
where |u|H 1() := [
∫
 |∇u|2 dx]1/2.
From this lemma we obtain that |v|H 1() and ‖v‖H 1() are equivalent norms on S, with equivalence bounds
independent of .
Lemma 1.2. There exists C > 0 such that C−1|v|H 1()‖v‖H 1()C|v|H 1() for all  large enough and all v ∈ S.
Proof. Let v ∈ S. From Lemma 1.1, we have
‖v‖2
H 1()C[|v|2H 1() + ‖v‖2L2()]C|v|2H 1() + Ch2m ‖v‖2H 1(),
where the last inequality is a consequence of Assumption 1. Therefore, for  large, h is small enough and we get
‖v‖H 1()C(1 − Ch2m )−1/2|v|H 1(), which is enough to complete the proof. 
Lemma 1.3 (Energy estimates). For >  := (∑ni=1‖bi‖L∞())2/4 + ‖c‖L∞() there exist constants  and 	> 0
such that |B(u, v)|‖u‖H 1()‖v‖H 1() and 	|u|2H 1()B(u, u) for all u, v ∈ H 1().
The proof of this lemma is an easy adaptation of the proof of [17, Theorem 2, Section 6.2], and so we omit it here.
Hereafter we consider >  ( from Lemma 1.3). Consequently, the classical Lax–Milgram Theorem implies the
existence and uniqueness of a (weak) solution u ∈ H 10 () for the boundary-value problem (1).
For  large, let us deﬁne the discrete solution u ∈ S of the Dirichlet problem (1) by the usual formula
B(u, v) =
∫

f (x)v(x) dx for all v ∈ S. (5)
Similarly, let w ∈ S, for  large, be the solution of the variational problem
B(w, v) =
∫


u(x)v(x) dS(x) for all v ∈ S, (6)
where u is the solution of Eq. (1) and the ﬁrst-order boundary operator 
u(x) :=
∑n
i,j=1 aij (x)
j (x)uxi (x) is the
conormal derivative of u with respect to the exterior unit normal vector 
 to  at x. Note that we need Lemmas 1.2
and 1.3 to justify the existence and uniqueness of the solutions u and w.
We now proceed to estimate u and w.
Lemma 1.4. Let u be the solution of the Dirichlet problem (1) and let w be the solution of the weak problem (6).
Then, for  large, we have ‖w‖H 1()Chm ‖u‖H 2(), with C a constant independent of  and u.
Proof. From standard trace inequalities for elliptic operators, we have
‖
u‖H 1/2()C‖u‖H 2(). (7)
Thus,
‖w‖2H 1()C|w|2H 1()CB(w, w) = C
∫


u(x)w(x) dS(x)
C‖
u‖L2()‖w‖L2()Chm ‖u‖H 2()‖w‖H 1().
Therefore ‖w‖H 1()Chm ‖u‖H 2(), as claimed. 
From this lemma we obtain the following.
Lemma 1.5. For  large, the solution u of the weak problem (5) satisﬁes ‖u‖H 1()C‖u‖H 2(), with C a constant
independent of  and u.
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Proof. Let us ﬁrst observe that Lemmas 1.2 and 1.3, together with Eq. (7), give
‖u‖2H 1()C|u|2H 1()CB(u, u) = C[B(u, u) − B(w, u)]
= C[B(u, u) − (
u, u)L2()]
C[|B(u, u)| + |(
u, u)L2()|]
C‖u‖H 1()‖u‖H 1() + C‖
u‖L2()‖u‖L2()
C‖u‖H 1()‖u‖H 1() + Chm ‖u‖H 2()‖u‖H 1().
Now it is easy to see that ‖u‖H 1()C‖u‖H 2(), as claimed. 
Lemma 1.6. Let u be the solution of the Dirichlet problem (1) and let u and w be as in Eqs. (5) and (6). Then
|u − u − w|H 1()Chm ‖u‖Hm+1().
Proof. From Lemma 1.3 and Assumption 2 it follows that
	|u − u − w|2H 1()B(u − u − w, u − u − w)
= B(u − u − w, u − uI )
‖u − u − w‖H 1()‖u − uI‖H 1()
Chm ‖u‖Hm+1()‖u − u − w‖H 1(). (8)
On the other hand,
‖u − u − w‖H 1()C(|u − u − w|H 1() + ‖u + w‖L2())
C|u − u − w|H 1() + Chm (‖u‖H 1() + ‖w‖H 1())
C|u − u − w|H 1() + Chm ‖u‖H 2(), (9)
where the last inequality follows from Lemmas 1.4 and 1.5.
Combining inequalities (8) and (9) gives
	|u − u − w|2H 1()Chm ‖u‖Hm+1()|u − u − w|H 1() + Ch2m ‖u‖2Hm+1(),
and this ends the proof. 
We are ready now to prove Theorem 0.1.
Proof. We shall assume p = m, for simplicity. The proof in general is exactly the same. Lemma 1.4 together with
Lemma 1.6 give
|u − u|H 1() |u − u − w|H 1() + |w|H 1()Chm ‖u‖Hm+1(). (10)
The estimate in the H 1-norm is obtained from Lemma 1.1, Eq. (10), Assumption 1, and Lemma 1.5 as follows:
‖u − u‖H 1()C[|u − u|H 1() + ‖u‖L2()]
Chm ‖u‖Hm+1() + Chm ‖u‖H 1()Chm ‖u‖Hm+1().
The proof is now complete. 
2. Nonhomogeneous boundary conditions
In this subsectionwe provide an approach to the nonhomogeneousDirichlet boundary conditions. That is, we consider
the boundary value problem
Lu = f in , u = g on . (11)
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Our approach is to reduce it to the caseg=0 and then to use the results on theDirichlet problem (1). In a purely theoretical
framework, this is achieved using an extensionG of g and then solving the problemLw=f −LG in,w=0 on .
The solution of (11) will then be u = w + G. This gives that the problem (11) has a unique solution u ∈ Hp+1() for
any f ∈ Hp−1() and g ∈ H 1/2+p() and it satisﬁes ‖u‖Hp+1()C(‖f ‖Hp−1() + ‖g‖H 1/2+p()), for a constant
C > 0 that depends only on , the coefﬁcients of L, and p ∈ Z+.
In practice, however, we need to slightly modify this approach since it is not practical to construct the extension
G (this is especially a problem if g has low regularity, that is, if g is a distribution, for instance). We will be looking
therefore for a sequence Gk of approximate extensions of g, that is, satisfying Assumption 3. The proof of Theorem
0.2 follows.
Proof. Remember thatwk was introduced as the exact solution to the boundary value problemLwk =f −LGk in,
wk = 0 on . Let (wk) ∈ S be the approximate solution of this equation, as in Eq. (3). We have that vk := wk +Gk
solves the boundary value problem Lvk = f in , vk = Gk on . Hence the difference u − vk solve the boundary
value problem L(u − vk) = 0 in , u − vk = g − Gk on . From this and Assumption 3 we obtain
‖u − vk‖H 1()C‖g − Gk‖H 1/2()Chmk ‖g‖Hm+1/2(). (12)
Theorem 0.1 and Assumption 3 then give
‖vk − uk‖H 1() = ‖wk − (wk)k‖H 1()Chmk ‖f − LGk‖Hm−1()
Chmk (‖f ‖Hm−1() + ‖Gk‖Hm+1())
Chmk (‖f ‖Hm−1() + ‖g‖Hm+1/2()). (13)
From (12) and (13) we obtain ‖u − uk‖H 1()Chmk (‖f ‖Hm−1() + ‖g‖Hm+1/2()), which is what we had to
prove. 
3. GFEM spaces
In this section we outline the construction of a sequence S ⊂ S˜, = 1, 2, . . . , of generalized ﬁnite element spaces
that satisﬁes Assumptions 1–3. The complete details of this construction, together with properties of the emerging
GFEM spaces, can be found in [10]. We begin by recalling a few basic facts about the GFEM [4,8,27].
3.1. Basic facts
Let k ∈ Z+. We shall denote as usual
|u|Wk,∞() := max||=k ‖
u‖L∞(), ‖u‖Wk,∞() := max||k ‖
u‖L∞(), (14)
Wk,∞() := {u, ‖u‖Wk,∞() <∞}, and ‖∇‖Wk,∞() :=
∑
j‖j‖Wk,∞(). In particular, |u|W 0,∞()=‖u‖W 0,∞()=‖u‖L∞().
We shall need the following slight generalization of a deﬁnition from [8,27].
Deﬁnition 3.1. Let  ⊂ Rn be an open set and {j }Nj=1 be an open cover of  such that any x ∈  belongs to at
most  of the sets j . Also, let {j } be a partition of unity consisting of Wm,∞() functions and subordinated to the
covering {j } (i.e., suppj ⊂ j ). If ‖j‖L∞()Ck/(diamj )k , k = ||m, for any j = 1, . . . , N , then {j } is
called a (, C0, C1, . . . , Cm) partition of unity.
Assume also that we are given linear subspacesj ⊂ Hm(j ),j = 1, 2, . . . , N . The spacesj will be called local
approximation spaces and will be used to deﬁne the space S = SGFEM := {∑Nj=1 j vj , vj ∈ j } ⊂ Hm(), which
will be called the GFEM-space. The set {j ,j ,j } will be called the set of data deﬁning the GFEM-space S.
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3.2. Conditions on GFEM data deﬁning S
Recall that  is star-shaped with respect to ∗ ⊂  if, for every x ∈  and every y ∈ ∗, the segment with
end points x and y is completely contained in . Let {j ,j ,j }Nj=1 be a single, ﬁxed data deﬁning a GFEM-space
S, as in the previous subsection, and let  := {j ,j ,j ,∗j }, where j is star-shaped with respect to ∗j ⊂ j .
We shall need, in fact, to consider a sequence of such data ={j ,j ,j ,∗j }
N
j=1,  ∈ N, deﬁning GFEM-spaces
S := {∑Nj=1 j vj , vj ∈ j } ⊂ Hm(), such that there exist constants A, Cj , , and  and a sequence h → 0, as
 → ∞, for which  satisﬁes Conditions A(h), B, C, and D for  ∈ N. The sequence h gives the “typical size” of
the elements deﬁning S.
Condition A(h). We have that=⋃Nj=1j and for each j =1, 2, . . . , N, the setj is open of diameter dj h1
and ∗j ⊂ j is an open ball of diameter dj such that j is star-shaped with respect to ∗j .
Notice that we only assume the open covering {j } to be nondegenerate, a weaker condition than quasi-uniformity
(see [12, Section 4.4] for deﬁnitions and more information on these notions).
Condition B. The family {j }
N
j=1 is a (, C0, C1, . . . , Cm) partition of unity.
The following condition deﬁnes the local approximation spaces j . To formulate this condition, let us choose
xj ∈ j ∩, if the intersection is not empty. We can assume that linear coordinates have been chosen such that xj =0
and the tangent space to  at xj is {xn=0}=Rn−1. Forh small, we can assume thatj ∩ is contained in the graph of
a smooth function gj : Rn−1 → R. If x= (x1, x2, . . . , xn) ∈ Rn, then we shall denote x′ = (x1, x2, . . . , xn−1) ∈ Rn−1,
so that x = (x′, xn). Let qj : Rn−1 → R be a polynomial of order m such that
|gj (x′) − qj (x′)|C(dj )m+1 and |∇gj (x′) − ∇qj (x′)|C(dj )m, (15)
for all (x′, xn) ∈ j . This condition is satisﬁed, for instance, if gj (0) = qj (0), for all ||m. In this case, the
m-degree polynomial qj : Rn−1 → R is uniquely deﬁned by the aforementioned requirement.
Next, denote by q˜j : Rn → Rn the bijective map q˜j (x) = q˜j (x′, xn) = (x′, xn + qj (x′)). Let us denote by Pk the
space of polynomials of order at most k in n variables.
Condition C. Wehavej := Pm ifj ∩=∅ and, otherwise,j := {p◦(q˜j )−1, p ∈ Pm, such thatp(x′, 0)=0},
where qj are polynomials satisfying Eq. (15) with a constant C independent of j and .
Condition D. We have j = 1 on ∗j for all j = 1, . . . , N for which j ∩  = ∅.
The constants Cj , , and  will be called structural constants. Note that we must have N → ∞ as  → ∞.
We shall also need a variant of the spaces S in which no boundary conditions are imposed. Let ˜j := j if j
does not touch the boundary  and ˜j := {p ◦ (q˜j )−1, p ∈ Pm} otherwise (the difference is that we no longer
require p to vanish when xn = 0). We then deﬁne S˜ := {∑Nj=1 j vj , vj ∈ ˜j } ⊂ Hm().
Theorem 3.2. The sequence of GFEM spaces S ⊂ S˜, = 1, 2, . . . , satisﬁes Assumptions 1–3.
The proof of this theorem is contained in [10]. In fact, we have been able to prove that the GFEM spaces introduced
above satisfy stronger conditions. That is, we have proven that ‖v‖H 1/2()Chm ‖v‖H 1() for any v ∈ S; this
condition corresponds to Assumption 1. Also, the spaces S ⊂ S˜ that we introduced in [10] satisfy a stronger version
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of Assumption 2, namely: for any u ∈ Hm+1(), any 0 ijm+ 1, and any  ∈ N, there exists uI ∈ S˜ such that
|u − uI |Hi()Chj−i ‖u‖Hj () (if u = 0 on , then we can take uI ∈ S).
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