Abstract. We present a new adaptive TCP protocol for the control of congestion in communication networks. The key innovative idea in our protocol is to combine results from Frobenius-Perron theory with online adaptation to realise a TCP variant that: (i) allocates the network pipe fairly amongst competing flows; (ii) coexists with other TCP variants; (iii) responds rapidly to changes in available bandwidth; and (iv) which strives to achieve a high data rate through the bottleneck link. When implemented, the new protocol requires only sender-side modification of the standard window congestion control scheme and is transparent to network buffers and network sources operating other TCP-variants. Results from the network simulator NS are presented to illustrate the key features of our scheme.
Introduction
In this paper we propose a new congestion control protocol for networks of sources employing additive-increase multiplicative-decrease (AIMD) congestion control algorithms. We show that using this protocol it is possible to obtain networks that achieve: (i) fair allocation of the network pipe among competing flows; (ii) TCPfriendliness toward other conventional TCP sources; (iii) rapid allocation of available bandwidth among sources (network responsiveness); and (iv) an efficient use of the bottleneck link capacity. We have shown in an earlier paper [1] that for conventional AIMD networks operating under-provisioned links, high data throughput cannot be achieved without adversely affecting the responsiveness characteristics of the network. Roughly speaking, networks whose sources multiplicative-decrease (backoff) factors are close to zero are very responsive whereas those networks with backoff factors close to unity are highly efficient in terms of data throughput. In this paper we show that both of these objectives can be achieved simultaneously by means of a new type of AIMD algorithm. In a similar manner to TCP-Westwood [2] , our key idea is to use available measurements to adapt the network backoff factors to reflect prevailing network conditions. Crucially, we use results from positive matrices and Frobenius-Perron theory to ensure that our adaptation strategy for the AIMD parameters is constrained to result in fairness amongst competing operating conventional TCP-Reno.
The adaptive control ideas build upon the analysis of the dynamic properties of congestion control mechanisms presented in [3, 1] for networks of synchronised sources.
The results in these papers shows that the dynamic congestion avoidance properties of networks whose sources employ AIMD congestion control algorithms can be deduced from the study of a positive matrix [4] . At a more general level however, the use of adaptive control in congestion control is a quite natural sequel to Jacobson's original analysis [5] . In particular, the increase/backoff format of AIMD flows has a strong family resemblance to Dual Control concepts [6] of probing (to gather information concerning a system), combined with control (to effectively use a system). Many of these issues are particularly topical in the context of high-speed networks [7, 8] ) where a number of proposals for modifications to TCP are currently being studied (it seems likely that high-speed networks will have queues that are small relative to the window sizes of the flows that utilize the network due to cost and to reduce network latency and jitter). This paper is structured as follows. An overview of the results derived in [3, 1] is given in Section 2. In Section 3 we discuss why adaption is required to achieve the three criteria, of fairness, efficiency and responsiveness. In Section 4, an adaptive scheme is proposed. The paper concludes with a series of examples of the adaptive method for various traffic and network scenarios.
Positive matrices and the internet
The algorithm presented in this paper is motivated by the insights obtained from the analysis framework for synchronised communication networks developed in [3, 1] 1 . A summary of the main results in these papers is presented here for completeness.
A communication network consists of a number of sources and sinks connected together via links and routers. We assume that these links can be modelled as a constant propagation delay together with a queue, and that all of the sources are operating a TCP-like congestion control algorithm. TCP (transmission control protocol) operates a window based congestion control algorithm. The TCP standard defines a variable cwnd called the congestion window. Each source uses this variable to track the number of sent unacknowledged packets that can be in transit at any time. When the window size is exhausted, the source must wait for an acknowledgement before sending a new packet. Congestion control is achieved by dynamically adapting the window size according to an additive-increase multiplicative-decrease (AIMD) law. The basic idea is for a source to gently probe the network for spare capacity and rapidly back-off its send rate when congestion is detected as depicted in Figure 1 . Each source is parameterized by an additive increase parameter and a multiplicative decrease factor, denoted α i and β i respectively. These parameters satisfy α i ≥ 1 and 0 < β i < 1 ∀i ∈ {1, ..., n}. Then, under the assumptions of source synchronisation and uniform round-trip-time (RTT) 2 for all sources, a convenient network model can be found using elementary algebra.
Let w i (k) denote congestion window size of source i immediately before the kth network congestion event is detected by the sources. Over the kth congestion epoch three important events can be discerned: t a (k), t b (k) and t c (k) in Figure 1 . The time t a (k) is the time at which the number of unacknowledged packets in the pipe equals β i w i (k); t b (k) is the time at which the pipe is full; and t c (k) is the time at which packet drop is detected by the sources, where time is measured in units of RTT. 1 The problem of developing an analysis framework for designing communication networks has become topical in the context of internet congestion control [5, [9] [10] [11] [12] [13] , but is also of relevance in a variety of problems where a number of devices compete for a shared resource. 2 One RTT is the time between sending a packet and receiving the corresponding acknowledgement when there are no packet drops. It follows from the definition of the AIMD algorithm that the window evolution is completely defined over all time instants by knowledge of the w i (k) and the event times t a (k), t b (k) and t c (k) of each congestion epoch. We therefore only need to investigate the behaviour of these quantities.
We have that t c (k)−t b (k) = 1; namely, each source is informed of congestion exactly one RTT after the first dropped packet was transmitted. Also,
where P is the maximum number of packets which can be held in the 'pipe'; this is usually equal to q max + BT where q max is the maximum queue length of the congested link, B is the service rate in packets per second and T is the round-trip time when the queue is empty. At the (k + 1)th congestion event
and
Hence, it follows that
and that the dynamics an entire network of such sources is given by
where
, and
The matrix A is a positive matrix (all the entries are positive real numbers) and it follows that the synchronised network (5) is a positive linear system [4] . Many results are known for positive matrices and we will exploit some of these to analyse the properties of synchronised communication networks. In particular, from the viewpoint of designing communication networks the following properties are very important: (i) network fairness and TCP-friendliness; (ii) network stability; (iii) convergence rate; and (iv) and network throughput. Roughly speaking, window or pipe fairness refers to a steady state situation where n sources operating AIM D algorithms have an equal number of packets in flights at each congestion event; stability refers to the existence of a unique fixed point to which the network dynamics converge; and throughput refers to the objective that the network operates at the bottleneck-link capacity. It is shown in [1] that these properties can be deduced from the network matrix A. We briefly summarise here the relevant results in these papers.
Theorem 1. [3] Let A be defined as in Equation (6). Then, a Perron eigenvector of A is given by x
The following corollary follows from Theorem 1 and properties of non-negative matrices [14, 4] . 
Corollary 1. [3] For a network of synchronised time-invariant AIMD sources: (i) the network has a Perron eigenvector x
T p = [ α 1 1−β1 , ..., α n
1−βn ]; and (ii) the Perron eigenvalue is ρ(A) = 1. It follows that all other eigenvalues of A satisfy |λ i (A)| < ρ(A). The network possesses a unique stationary point
The following facts are easily deduced from the above discussion. 
it follows that any new protocol operating an AIMD variant that satisfies α i 1−β i = 2 will be TCP-fair at each congestion event.
(ii) Network responsiveness: It follows from the Corollary that the second largest eigenvalue of the matrix A determines the convergence properties of the entire network. It is therefore important to determine this eigenvalue. We show in [1] that the 95% network rise-time when measured in number of congestion epochs is bounded by n r = loge(0.05) log e (λ n−1 ) where λ n−1 is the second largest eigenvalue of A. For the frequently encountered situation where β i = 0.5 for all i, we show in [3] that λ n−1 = 0.5; hence n r ≈ 4. Note that n r gives the number of congestion epochs until the network dynamics have converged to 95 % of the final network state: the actual time to reach this state depends on the length of the congestion epochs which is ultimately dependent on the α i . We also show in [1] that all the eigenvalues of A are real and positive and lie in the interval [β 1 , 1] (where we assume that β 1 ≤ β 2 ≤ .... ≤ β n ). In particular, the second largest eigenvalue is bounded above by β n and below by β n−1 . Consequently, fast convergence to the equilibrium state (the Perron eigenvector) is guaranteed if the largest backoff factor in the network is small.
(iii) Network throughput : It follows that immediately before a congestion event the network bottleneck is operating at link capacity and the the total data throughput through the link is given by
where B is the link capacity, q max is the bottleneck buffer size, T is a fixed delay and T + q max /B is the round-rip time when the queue is full. After backoff, the data throughput through the link is given by
under the assumption that the bottleneck buffer empties. Evidently, if the sources backoff too much, data throughput will suffer as the link operates below its maximum rate. A simple method to ensure maximum throughput is to equate both rates yielding the following equation for the β i :
(iv) Maintaining fairness : Note that setting β i =
RT Tmin
RT Tmax requires a corresponding adjustment of α i to maintain network fairness. TCP fairness is ensured by adjusting α i according to α i = 2(1 − β i ).
In summary, if αi 1−β i does not depend on i then the matrix is symmetric and the system is fair. Since A is positive all the non-Perron eigenvalues are in the interior of the unit circle so the network has a unique stationary point (the Perron eigenvector) that is stable. More generally, it is shown in [1] that even when the matrix A is not symmetric, its eigenvalues are real and positive, and all the non Perron eigenvalues lie inside the unit circle and interlace the β i 's. Hence, the rate of convergence to the stationary solution, which depends on the second largest eigenvalue of A, is bounded from above by the largest β i . Thus to obtain rapid convergence one is always interested in ensuring that the β i 's are uniformly small (close to zero). On the other hand the link utilisation is highest for β i close to unity since this ensures that network buffers do not empty following a congestion event.
Finally we note that many of our results extend in a natural manner to the case of non-synchronised networks in the following way. Networks without synchronisation can be modelled by letting β i (k) be either β i or 1 for each source; i.e. β i (k) = 1 when the i'th source does not experience a packet drop at the k'th congestion event and β i (k) = β i otherwise. This yields the following description of the network:
where A(k) is one of 2 n − 1 possible matrices over each congestion epoch. Here the asymptotic properties of the matrix product A(k)A(k − 1)....A(0) as k → ∞ determine network fairness, stability, convergence and throughput properties.
Adaptive congestion control
In this section we discuss how the results quoted in the previous section can be used to guide the design of an adaptive scheme that ensures efficient bandwidth utilisation and responsiveness to disturbances. Our basic strategy is to continuously adapt the AIMD flow parameters to ensure that the network is responsive and that the bottleneck link capacity is fully utilised and consists of two main components: (A) adaptation to ensure bandwidth utilisation; and (B) adaptation to ensure network responsiveness.
(A) Adaptation to achieve bandwidth utilisation
In standard TCP congestion control the AIMD parameters are set as follows: α i = 1 and β i = 0.5. These choices are reasonable when the maximum queue size in the bottleneck buffer is equal to the delay-bandwidth product, and backing off by a half should allow the buffer to just empty. However, is is generally impractical to provision a network in this way when, for example, each flow sharing a common bottleneck link has a different round-trip time. Moreover, in high-speed networks large high speed buffers are problematic for technical and cost reasons.
The solution is an adaptive backoff mechanism along the lines suggested in Item (iii) in Section 2 in which the provisioning of each TCP flow is estimated on-line and the backoff factor set such that the throughput on a per flow basis is matched before and after backoff. In ideal circumstances this should ensure that the buffer just empties following congestion and the link remains operating at capacity 3 . The parameters required for such an adaptive mechanism can be easily obtained at each flow by measuring the maximum and minimum round trip time. Since we have that:
then the multiplicative backoff factor β i that ensures efficient use of the link is β i =
RT T min,i
RT Tmax,i where RT T min,i and RT T max,i are the minimum and maximum RT T 's seen by the i'th source, and T i is the minimum round trip time as seen by the i'th source when the queue is empty.
In summary: each source operates the adaptive backoff mechanism operates as follows.
(ii) Set the multiplicative backoff factor to be equal to
(iii) Adjust the corresponding additive increase parameter according to
gives TCP fairness. (iv) Monitor continuously the ratio

RT T min,i RT T max,i
to check for dynamic changes in the link provisioning.
Comment :
In real networks, RT T min,i and RT T max,i are noisy quantities. It is therefore prudent for each source to estimate the ratio of these quantities indirectly; for example using filtered RTT measurements, or by matching throughput (averaged over an RTT) immediately before and immediately after backoff (see [15] and [16] for further details).
Comment : This adaptation strategy is similar TCP-Westwood. However, it differs from Westwood in a number of key areas. In particular: (i) we make no attempt to estimate the packet rate of the bottleneck link; (ii) our adaptation scheme is based upon easily obtained network measurements and does not require complex filtering strategies; and (iii) and network fairness properties are guaranteed in our scheme by controlling the Perron eigenvector (adjusting the parameters according to α i = 2(1 − β i ) gives TCP fairness).
(B) Adaptation to achieve responsiveness
The ratio
RT T min,i
RT Tmax,i may approach unity on highly under provisioned links. However values of β i close to one will give slow convergence after a disturbance (e.g. traffic joining or leaving the route associated with the link, see examples below). It follows that we need a further adaptive mechanism which continuously adjusts the tradeoff between network responsiveness and efficient link utilisation. This requires a network quantity that changes sensibly during disturbances and can be used to trigger an adaptive reset. One variable that does this is the minimum of the mean Inter Packet Time for each source (IP T min,i ) , where the mean is taken over a round-trip time. The IP T min,i is a measure of the link bandwidth allocated to a particular flow. This in turn is determined by the link service rate B (which we assume is constant), the number of flows and the distribution of bandwidth among the flows. Thus as new flows join we expect the IP T min,i for 'our' flow to increase. On the other hand the value of IP T min,i will decrease when the traffic decreases. Thus by monitoring IP T min,i for changes it is possible to detect points at which the flows need to re-adjust and reset β i to some suitable low value for a time.
In summary, an adaptive reset algorithm for each source is: The figure depicts a classical adaptive control paradigm [17] in which an online estimator continuously estimates relevant system parameters and uses these to con-tinuously update the settings in a control law. In this particular case we argue that the parameters which control the adaptation can be determined exactly. The value of IP T min,i may vary slightly due to other network mechanisms, therefore the band of variations that are allowed before reset must be selected by the user. At the moment we consider this to be a user 'tuning knob', although in future work we are considering sequential change detection methods which can automate this process.
Examples
In this section we present examples that illustrate some of the main points of the paper. Example 2: Dependence of convergence on backoff factor. Figure 4 shows NS simulation results for three flows operating the adaptive backoff mechanism
. To illustrate the behaviour of the adaptive backoff mechanism in the context of recent proposed modifications to TCP, we show results for the high speed variant of TCP proposed in [3] (this modifies the TCP AIMD algorithm to achieve a faster than linear rate of increase while ensuring backward compatibility with standard TCP on slower networks). For the choice of network parameters used, we have that β i = 0.77. For this value of backoff factor, the foregoing positive matrix analysis indicates a convergence time (95% rise time) of 11 congestion epochs and it can be seen from the figure that this is in good agreement with packet-level simulation results.
Example 3: Variation of IT P min with traffic. Figure 5 shows the IP T min,i time history of flow 1 in the previous example (the congestion window evolution is also shown for comparison). Notice that the IPT for the first flow increases as the second flow start to seize bandwidth. Example 4: Adaptive congestion control. Figure 6 repeats the simulation of Example 2 but now with the both adaptive backoff and reset, as described in Section 3B. It can be seen that the backoff factor of flow 1 is reset to 0.5 temporarily when flow 2 starts, ensuring rapid convergence (in around 4 congestion epochs). This behaviour is repeated when a third flow starts.
Notice that the flows now converge quickly to the fair allocation, at which time the adaptive reset is disabled and the value of the β i that utilises the link bandwidth effectively is used instead. 
Discussion and concluding remarks
In this paper we have discussed the dynamic performance of communication networks where each source operates an AIMD congestion control algorithm. We have shown how adaptive control has a clear role in achieving the twin objectives of efficient bandwidth use and responsiveness. For rapid response to disturbances, low values of β i are required. In the case of underprovisioned bottleneck links this may lead inefficient use of the link bandwidth. To overcome this problem we have proposed an adaptive congestion control protocol that improves both bandwidth utilisation and network responsiveness. Our protocol, which is based on adapting the backoff factor of each flow to reflect the prevailing network conditions, involves only sender side modification of TCP. Simulations are presented to illustrate the efficacy of the proposed algorithm.
