Investigating the existence, uniqueness, stability, continuous dependence of data among other properties of solutions of fractional differential equations, has been the object of study by an important range of researchers in the scientific community, especially in fractional calculus. And over the years, these properties have been investigated more vehemently, as they enable more general and new results. In this paper, we investigate the existence and uniqueness of a class of mild and classical solutions of the fractional evolution differential equation in the Banach space Ω. To obtain such results, we use fundamental tools, namely: Banach contraction theorem, Gronwall inequality and the β-times integrated β-times integrated α-resolvent operator function of an (α, β)-resolvent operator function.
Introduction
It is common to hear from several researchers that better results were obtained when working with derivatives and fractional integrals [23, 24, 25, 26, 30] . In fact, as time goes by the theory of fractional calculus has been increasingly consolidated, with well-founded results and consequently applicable results that allow us to better describe reality. Some papers are suggested for a brief read on some applications [11, 14, 17, 24] .
Differential equations have long appeared in many branches of engineering, physics, among others, and many concepts and methods have been developed to solve various differential equations, as we know they are fundamental tools for describing physical phenomena such as diffusion processes, erythrocyte sedimentation rate, world population growth, computational models, among others [2, 3, 4, 31, 32, 36, 38] . On the other hand, we also have an exponential growth in the interest in the existence, uniqueness, stability and continuous dependence of the data of mild, classical, strong solutions of fractional differential equations of the type: functional, impulsive, evolution, among others [19, 20, 33, 34, 35, 37, 40] . Therefore, in recent years considerable attention has been given to investigating various types of fractional differential equations and certainly will continue to be studied for many long years.
In 2010 Zhang et. al. [39] investigated the existence and uniqueness of mild solutions for fractional neutral impulsive functional infinite delay integrodifferential systems with nonlocal initial conditions, through the fixed point theorem with the strongly continuous operator semigroup theory. In the same year, Debbouche [9] presented a similar work, however, involving the existence and uniqueness of classical solutions for a class of nonlinear fractional evolution systems with nonlocal conditions in Banach space. In 2013, Hernández et al. [16] elaborated a work on some errors about abstract fractional differential equations, i.e., they proposed a different approach to this kind of problem involving the existence of mild solutions for a class of abstract fractional differential equations with nonlocal conditions. In 2014, Dubey and Sharma [8] decided to present a paper on mild and classical solutions for fractional functional differential equations with non-local conditions, highlighting the existence and uniqueness of global mild solutions in Banach space using the Banach fixed point theorem. In the same year, Fan [10] investigated the existence and uniqueness of mild and strong solutions for a fractional evolution differential equation introduced via the Riemann-Liouville fractional derivative in Banach space.
On the other hand, we highlight the work that the authors Al-Omari and Al-Saadi did in 2018 [1] , investigating the existence and uniqueness of mild and strong solutions for a fractional semilinear evolution equation using the Banach fixed point method and the theory of semigroups. In this sense, innumerable works on existence, uniqueness, attractivity and other properties of solutions of fractional differential equations, have been published, and consolidates this field. As there is a wide range of interesting and relevant work, we suggest some of these for further reading [7, 13, 15, 18, 21, 22, 41] .
Although, there are many works that contribute to the leverage of the scientific field, the area of fractional differential equations requires more and needs more general mathematical tools that can actually open new and relevant doors. For example, the importance of obtaining an inverse Laplace transform with respect to another function is of paramount importance to construct a new theory of mild, strong, weak, classic solutions for fractional differential equations [12] . In this sense, from the readings of the works reported above, we were motivated to perform a work on the existence and uniqueness of mild solutions of the fractional functional differential evolution equations in the sense of the Hilfer fractional derivative in the Banach space Ω.
Consider fractional functional differential evolution equations given by
satisfying the condition
(·) is the Hilfer fractional derivative of order 0 < α ≤ 1 and type 0 ≤ β ≤ 1, I 1−γ t 0 + (·) is the Riemann-Liouville fractional integral of order 1 − γ(γ = α + β(1 − α)), 0 ≤ γ ≤ 1 f and b i (i = 1, 2, · · · , r) are given functions satisfying some assumptions u 0 ∈ Ω, C k = 0 (k = 1, 2, · · · , p) and p, r ∈ N.
Here we perform a rigorous analysis of Eq.(1.1) and our main strategy and results can be summarized as follows:
1. A new class of mild and classic solutions has been introduced as we are free to choose 0 < α ≤ 1 e 0 ≤ β ≤ 1;
2. The mild and classic solutions are well defined as noted in remark 1;
3. We investigate the existence and uniqueness of mild solutions for the fractional functional differential evolution equation towards Hilfer using the Banach contraction theorem, according to the Theorem 3.1;
4. Also, we investigated the existence and uniqueness of classical solutions for the fractional functional differential evolution equation in the Hilfer sense using the Gronwall inequality, according to the Theorem 4.1 and Theorem 4.2;
5. From the choice of 0 < α ≤ 1 and the limits of β → 1 or β → 0 in Eq.(1.1), we have a class of fractional functional differential evolution equation as particular cases. Especially, when we choose α = 1 and one of the limits of β → 1 or β → 0, we have the integer case. As the solution is directly related to the fractional differential equation investigated, therefore, we also have their respective particular cases, i.e., the results investigated here, are also valid for their respective particular cases, preserving the investigated properties;
This article is organized as follows. In section 2, we present spaces with their respective norms that we will work on, and Riemann-Liouville fractional integral definitions with respect to another function and ψ-Hilfer fractional derivative. In this sense, we present the concept of βtimes integrated α-resolvent operator function of an (α, β)-resolvent operator function, Banach contraction theorem and Gronwall inequality, fundamental to achieve the proposed results. In section 3, we investigate our first and main result, namely, the existence and uniqueness of mild solutions for Eq. (1.1) towards the Hilfer fractional derivative using the Banach contraction theorem. To finalize the work, section 4, is intended for the second main result, to investigate the existence and uniqueness of classical solutions for Eq.(1.1) via the Gronwall inequality Lemma. Concluding remarks closing the paper.
Preliminaries
Let the interval J ′ = [0, a]. The weighted space of continuous functions is given by [27, 29] 
Note that Ω be a Banach space with norm · C 1−γ and let A : Ω → Ω be a closed denselydefined linear operator. For an operator A, let D (A, ρ (A)) and A * denotes its domain, resolvent set and adjoint, respectively [6] .
For a Banach space Ω, L (Ω) denotes the set of closed linear operator from Ω into itself. We shall need the class G( M , β) of operators A satisfying the conditions: There exist constants M > 0 and β ∈ R such that
Assumption A: The adjoint operator A * is densely defined in Ω * , i.e., D(A * ) = Ω * . Definition 2.1 [6] Let α > 0 and β ≥ 0. A function S α,β : R + → L (Ω) is called a β-times integrated α-resolvent operator function of an (α, β)-resolvent operator function (ROF) if the following conditions are satisfied:
(A) S α,β (·) is strongly continuous on R + and S α,β (0) = g β+1 (0)I;
The generator A of S α,β is defined by
and
It is known that for
Throughout the paper we shall assume the conditions 1, 2 and assumption A. Moreover, we shall use the notation 0 Also, we shall assume that there exists the operator B with (B) = Ω given by the formula 
On the other hand, let n − 1 < α < n with n ∈ N, let I ′ = [a, b] be an interval such that −∞ ≤ a < b ≤ ∞ and let f, ψ ∈ C n [a, b] be two functions such that ψ is increasing and ψ ′ (x) = 0, for all x ∈ I ′ . The left-sided ψ−Hilfer fractional derivative H D α,β;ψ a+ (·) of a function f of order α and type 0 ≤ β ≤ 1, is defined by [25, 26] 
where I α a+ (·) is ψ-Riemann-Liouville fractional integral. To study our problem Eq.(1.1), first we shall need the following linear problem,
and the following definition. We will introduce two fundamental results for the investigation of the main results of this paper, namely the Banach contraction theorem and the Gronwall Inequality.
Theorem 2.1 [27, 29] (Banach contraction principle). Let (X, d) be a generalized complete metric space. Assume that Ω : X → X is a strictly contractive operator with the Lipschitz constant L < 1. If there exists a nonnegative integer k such that d Ω k+1 , Ω k < ∞ for some x ∈ X, then the following are true:
1. The sequence Ω k x converges to a point x * of Ω;
Theorem 2.2 [28] (Gronwall theorem). Let u, v be two integrable functions and g a continuous function, it domain [a, b]. Let ψ ∈ C 1 (Ω, R) an increasing function such that ψ ′ (t) = 0, ∀t ∈ Ω. Assume that:
1. u and v are nonnegative;
2. y is nonnegative and nondecreasing.
If
Lemma 2.3 [28] (Gronwall lemma) Under the hypotheses of Theorem 2.2, let v be a nondecreasing function on Ω. Then, we have
is the Mittag-Leffler function with one parameter. 
To study problem Eq.(1.1), we shall need the following theorem.
Theorem 2.4 Let y : J → Ω be Lipschitz continuous on J and x ∈ D(A). Then, the Cauchy problem Eq.(2.5) has exactly one classical solution, denoted by u, given by the formula
On the other hand, a function u ∈ Λ satisfying the integral equation
is said to be a mild solution of the fractional functional differential nonlocal evolution Cauchy problem Eq.(1.1) satisfying the condition Eq.
For more details see [34, 35] and references therein. 
From Eq.(2.7) and Eq.(2.8) and the definition of operator B we obtain the formula s) ), · · · , u(b r (s))) ds.
Thus we have that the mild solution given by Eq. (1.1) satisfies the condition given by Eq. (1.2) , so it is well defined.
Existence and Uniqueness of mild solution
In this section, we will investigate the existence and uniqueness of mild solutions for the fractional functional differential evolution equations introduced by the Hilfer fractional derivative and using the Banach contraction principle.
→ Ω is continuous with respect to the first variable on J, b i : J → N (i = 1, 2, · · · , r) are continuous on J and there is L > 0 such that
for s ∈ J, z i , z i ∈ Ω, i = 0, 1, · · · , r;
Then, the problem Eq.(1.1) has a unique mild solution.
Proof: Consider the following operator s) ), · · · , ω(b r (s)))ds
with t ∈ J and ω ∈ Λ, being Λ a Banach space. Now, we go prove that in fact F is a contraction, and so use Banach contraction theorem. So, we have s) ), · · · , ω(b r (s))) ds
Then, we have
Thus, we have that inequality (3.3) satisfies the conditions of the Banach contraction theorem (see Theorem 2.1). Therefore, we can ensure that there is a single F operator fixed point in the space Λ and this point is the mild solution of the problem Eq. 
, · · · , u(b r (t))), for t ∈ J/{t + 0 };
The first result of this section, is a direct consequence of the u solution being said classical, that is, let's investigate that if u is classical from the problem Eq.(1.1) satisfying the condition Eq.(1.2), so it's mild. Proof: Since u is a classical solution to the problem Eq.(1.1), u ∈ Λ and u satisfies the integral equation, s) ), · · · , u(b r (s)))ds (4.1)
with t ∈ J. Note that through Eq.(4.1) and the condition 3 from the condition of Eq.(1.1), is given by s) ), · · · , u(b r (s)))ds or it can also be written as
Applying the operator B on both sides of Eq.(4.3), we obtain
, · · · , u(b r (s)))ds. 
for s, s ∈ J, z i , z i ∈ Ω, i = 0, 1, · · · , r;
2. (r + 1)MCa 2 (1 + M B p k=1 |c k |) < 1; 3. u 0 ∈ Ω. k = 1, 2, · · · , p and if there is K > 0 such that
then u is the unique classical solution to the problem Eq.(1.1).
Proof:
Note that, Eq.(1.1) satisfying Eq. (1.2) , admits a unique solution, since the conditions of Theorem 3.1 are satisfied. On the other hand, it remains to be proved that u is indeed a unique classical solution for Eq.(1.1). Consider N := max s∈J f (s, u(s), u(b 1 (s)), · · · , u(b r (s))) (4.8) and note that
for t ∈ [t 0 , t 0 + a], h > 0 and t + h ∈ (t 0 , t 0 + a).
Consequently by Eq.(4.7), Eq.(4.8), Eq.(4.9) and a condition 4, we obtain
, · · · , u(b r (s)))ds
, · · · , u(b r (s + h))) −f (s, u(s), u(b 1 (s)), · · · , u(b r (s))) ds for t ∈ [t 0 , t 0 + a), h > 0, t + h ∈ (t + 0, t 0 + a) and E α (·) is the classical Mittag-Leffler function of a parameter. Note that the continuity of u and of f on J and J × Ω k+1 , respectively, implies that t → f (t, u(t), u(b 1 (t)), · · · , u(b r (t))) is Lipschitz continuous in the interval J. In this sense, we have to from this fact and the conditions of Theorem 3.1 imply that, by Theorem 2.4 the linear fractional Cauchy problem H D α,β t + 0 v(t) + Av(t) = f (t, u(t), u(b 1 (t)), · · · , u(b r (t))) , t ∈ J/{t 0 } (4.13)
and Gronwall inequality. We were able to present new results that actually contribute to the advancement and growth of the area. However, there are still some issues that deserve special mention, namely, investigating mild, strong, classical solutions to fractional differential equations introduced by means of the ψ-Hilfer fractional derivative [25, 26] . But for such a success, it is necessary and sufficient condition to obtain an integral transform to investigate such solutions. Recently Jarad and Abdeljawad [12] introduced the Laplace transform with respect to another function, and the inverse version of the Laplace transform with respect to another function has yet to be presented. Studies in this sense have been investigated and certainly contributed greatly to a new path of problems to be investigated.
